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Abstract
The aim of this thesis is to develop new image and video coding algorithms which can outperform 
the existing block transform-based standards at low bit rates. Instead of deep research in a particular 
approach, several different techniques are considered in order to be able to forecast the future in image 
and video compression.
First, various block transform methods are examined, and their strengths and weaknesses are assessed. 
Then, classical methods such as linear prediction and vector quantisation are considered. Different 
linear prediction models and memoryless vector quantisation types are compared. The analysis-by- 
synthesis approach which has been successfully applied in speech coding, is used to design a linear 
predictive gain-shape vector quantiser.
Since the main weakness of the block transform methods in low bit rates is the blocking effect which is 
visible at block boundaries, subband approach is considered as an alternative. Several aspects of filter 
design, region-of-support extension and decomposition structure are examined. Wavelet approach is 
also considered, however its application in digital image compression is not very different than the 
subband decomposition. A novel subband image and video codec which exploits the edge orientations 
in the lowest band in the adaptive vector quantisation of the higher bands is described. Moreover, 
another novel video codec based on predictive entropy coding of the gain-shape vector quantisation 
parameters is proposed.
More importance is given to the promising segmentation-based techniques. Segmentation-based 
image coding is explained and several new techniques for contour representation, contour smoothing, 
edge profile smoothing and jagged edge rectification which improve the coding performance are 
applied. Then, a novel video coding algorithm based on joint region and motion segmentation is 
described. A number of control points, the locations of which can be predicted in video signals, 
are used to represent the region contours and another novel segmentation-based video codec using 
contour and texture prediction and working at very low bit rates is presented.
Finally, the future of image and video coding is discussed and several research directions are recom­
mended.
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Chapter 1
Introduction
The evolution in technology has made possible several applications such as videophone, telecon­
ference, multimedia high definition television which require recording, transmission, processing, 
storage and display of image data. The digital systems are preferred in these applications because of 
their channel error robustness, processing flexibility, compatibility and low cost. The discrete signal 
is not effected by low magnitude channel noise. Besides, most of the wrong bits can be corrected in 
the decoder side by using suitable error control coding techniques. Furthermore, the processing of 
the digital signals is more convenient. Today, digital signal processor (dsp) chips are widely used for 
real-time signal processing algorithms. They are not designed for a particular application and they can 
be easily programmed. On the other hand, the application specific integrated circuits (ASIC’s) are also 
available to perform specific tasks such as block transforms, motion estimation, etc. Therefore, they 
are highly flexible and compatible for signal processing applications. In addition, the cost and size of 
digital circuits have been decreasing sharply thanks to the developing semiconductor technology.
1.1 Objectives
A major problem of digital image processing applications is the vast amount of data. In a digital 
image, there is a finite number of points which are referred to as pixels (picture elements). Each pixel 
has three values for colour components. Since each colour component is usually quantised with 256 
levels, 8 binary symbols (1 or 0) are needed. This requires 24 binary symbols or bits for each pixel. 
For instance, a 512x512 image can be represented by using approximately 6 million bits. Obviously, 
this number is much higher for video signals made up of several images (frames). In general, video 
signals include 10 to 30 frames per second.
The enormous number of bits results in high processing, transmission and storage costs. Therefore,
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compression (coding) of digital data is very critical for most of the image applications. The aim of 
this thesis is basically to design compression algorithms which minimise the number of bits used 
in the digital representation of image and video signals for a specified level of image quality, while 
maintaining useful levels of algorithm complexity and processing delay. The algorithms designed in 
this research are for low bit rate applications (such as videophone, teleconference, etc.), therefore some 
quality degradation is allowed in the output image. Since the main target is to develop new coding 
techniques, no time is spent for real-time implementation of the algorithms. Although complexity and 
processing delay are considered in the simulations, the essential objective is to maintain the quality 
while reducing the bit rate.
Existing image and video coding standards such as JPEG, MPEG, H.261 are based on the block DCT 
approach which has been very successful at medium rates. However, at low bit rates, visible block 
boundaries degrade the perceptual quality. Therefore, the main emphasis of this thesis is to design 
and simulate alternative techniques to the block DCT-based image and video coding standards.
A colour image can be represented by 3 monochrome images. Therefore, a compression algorithm for 
monochrome images also works for colour images. In this thesis, only monochrome techniques are 
considered. Their adaptation for colour image compression is sometimes straightforward, whereas 
sometimes additional research is necessary in order to exploit the correlation among colour compo­
nents.
1.2 Background
Image compression has been an active research area for two decades. Most of the research have been 
on traditional waveform coding techniques which usually include three stages. First, the signal is 
represented appropriately by using a reversible transformation. Second, the accuracy of representation 
is reduced while still meeting the required quality objectives. Finally, the statistical redundancy of 
the signal is eliminated. Some algorithms of this type have been standardised [15, 29, 89].
Recently, a different approach has been presented in image coding [55, 56]. The algorithms using 
this new approach are referred to as second generation image coding methods. Their main advantage 
is their success at achieving very high compression ratios by exploiting the properties of human 
perception. In these algorithms, the perceptual redundancy, the part of the signal which can not be 
perceived by the human eye is also eliminated in order to reduce the bit rate.
Today, image coders give excellent image quality at 0.5 bpp. The low bit rate video coders operate 
at 64 kb/s with some movement jerkiness or binning (depending on the frame interpolation method).
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As far as the transmission of visual information is concerned, Fig. 1.1 gives the bit rate ranges in 
terms of bits per second for different image and video compression applications.
HDTV
Movies on Compact Disc
Video Conference 
High Resolution Fax
Image-phone
JL .
SlideShow
J . JL ± J. ± ■ ■
1.3 Source Material
J
8 16 32 64 128 256 512 1 2 4 8 16 32 64 128 256
Kilobits per second Megabits per second
Figure 1.1: Image and video compression applications
This section introduces the monochrome images used for the performance evaluation of the simulated 
algorithms. As a still test image, ‘Lena’ displayed in Fig. 1.2, is chosen. It is a high contrast, low 
noise head-and-shoulder image of a lady with a hat containing a lot of details. In order to test the video 
coding algorithms as well as the image coders, ‘Miss America’ , ‘Tennis’ and ‘Salesman’ sequences 
are used. Fig. 1.3 shows two different frames from the ‘Miss America’ sequence which is a low 
motion head-and-shoulder image sequence with moderate contrast and high noise. ‘Salesman’ frames 
displayed in Fig. 1.4, contain low contrast and moderate noise. In general, the contrast of the encoded 
‘Salesman’ frames is increased in order to distinguish the coding artifacts. In most of the frames, the 
arm movements of the man are quite fast. The background contains lots of objects with fine details. 
The final test sequence ‘Tennis’, illustrated in Fig. 1.5, shows part of the body of a person playing 
table tennis. It does not contain too much details, but a textured background. The motion of the ball 
is very fast and therefore, the ball has a slightly blurred shape.
Since the compression ratio is also dependent on the size of the encoded image, different image 
formats are considered. For ‘Lena’ 3 different sizes; 128x128, 256x256 and 512x512 are chosen. 
For the test sequences, GIF (Common Intermediate Format) and QCIF (Quarter GIF) conventions 
containing 352x288 and 176x144 pixels are used.
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Figure 1.2: Original ‘Lena’
1.4 Performance Evaluation
Since the target bit rate is very low, the quality degradation is inevitable in the output images. 
Therefore, the algorithm performance may be evaluated subjectively by simply comparing the original 
and compressed images. The subjective evaluation is more desirable especially for second generation 
techniques because of the inconsistency between the existing numerical quality measures and the 
Human Visual System (HYS). There are two broad types of subjective evaluations, rating scale 
methods and comparison methods [661. In the first, the subject assigns an overall quality rating to 
the image by using one of several given categories. In the comparison method, the subject adds 
impairment of a standard type to a reference image until he judges the impaired and reference images 
to be of equal quality. However, throughout this thesis, the output images of the designed algorithms 
are given as well as the originals so that the reader can use the best known visual perception equipment: 
the human eye.
The output quality can also be measured by using some mathematical criteria such as signal-to-noise 
ratio (SNR), peak-to-peak signal-to-noise ratio (PSNR) or mean-squared-error (MSE). These criteria 
are considered to be objective since they are calculated by using the pixel values of the input and 
output images. In this thesis, PSNR is used. SNR is not preferable because in visual signals, the error 
can not be masked by high amplitude values. The high and low pixel values correspond to bright
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Figure 1.3: Original 1. and 97. frames of ‘Miss America’
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Figure 1.4: Original I. and 100. frames of ‘Salesman’
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Figure 1.5: Original 1. and 40. frames of ‘Tennis’
CHAPTER 1. INTRODUCTION
and dark image areas respectively. Although there is some relation between the input image and the 
perceived enor, it is not in the way that SNR dictates. On the other hand, MSE is not used since it is 
equivalent to PSNR.
For a fair performance evaluation, the bit rate must also be included. The output bit rate of image 
coders is expressed in teims of bits per pixel (bpp). Whereas for video coders, the output rate is in 
bits per seconds (b/s). In this case, the size of the image and the frame rate have to be known since 
the output bit rate per second is directly proportional to the number of image pixels and frames per 
second.
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1.5 Original Achievements
Several low bit rate monochrome image and video coding algorithms challenging the current standards 
are designed and simulated. The work which is believed to be original and contributory is summarised 
as follows:
Chapter 3:
• Examination of different linear prediction models and the effects of quantising the prediction 
coefficients.
• Comparison of the memoryless vector quantisation methods for low bit rate image coding.
• Application of the analysis-by-synthesis concept in the vector quantisation of the linear predic­
tion residuals.
Chapter 4:
• Integration of the gain-shape vector quantisation and subband transform methods in image and 
video coding.
• Adaptive vector quantisation of the higher image subbands by using the edge information in 
the lowest band.
• Design of a weighting function for the motion compensation residuals in order to reduce the 
variance of the motion vectors and the bit rate.
• Entropy coding of the vector quantisation parameters by predicting their probabilities.
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Chapter 5:
• Development of an edge-based image-oriented contour coding algorithm.
• Examination of the effects of texture approximation by using coarsely quantised region mean 
values, and contour refinement after the quantisation.
• Design of a cross-shaped morphological filter for contour smoothing.
• Development of an edge profile smoothing algorithm to prevent artificial contours.
• Design of a cross-shaped adaptive filter for jagged edge rectification.
Chapter 6:
• Application of joint region and motion segmentation in video coding.
• Contour representation by using control points, the locations of which are predicted from the 
previous frame.
• Predictive coding of the region mean values by using the motion vectors of the control points.
1.6 Outline of Thesis
In the next three chapters, classical methods are considered. In Chapter 2, several discrete transforms 
are examined, and their performances in image and video compression are compared. In Chapter 
3, different aspects of the linear prediction and vector quantisation techniques are discussed. Linear 
prediction models and coefficient quantisation schemes are studied. The characteristics of vector 
quantisation are discussed and different memoryless VQ types are compared. The rest of Chapter 3 is 
devoted to the description of an analysis-by-synthesis image codec using linear prediction and vector 
quantisation.
Chapter 4 describes subband approach for image and video coding. After explaining different aspects 
of the subband decomposition and reconstruction systems%screte wavelet transform and its similarity 
to subband analysis are discussed. Then, the characteristics of subband image signals are examined, 
and a novel image coding algorithm is described and compared with the JPEG standard. Later in the 
chapter, the motion compensation technique is mentioned and two video coding algorithms based on 
subband vector quantisation of motion compensation residual are presented.
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Chapter 5, tlie first of two chapters covering segmentation-based second generation coding techniques, 
is devoted to still image coding. In the beginning, the image segmentation process is described. 
Several contour and texture coding strategies are discussed, and novel postprocessing techniques are 
introduced. Then, the results compared with those of JPEG, are presented.
In Chapter 6, the segmentation-based techniques are applied in video coding. After a brief review 
of the interframe coding approaches based on segmentation, two novel video coding algorithms are 
presented. In the first codec, region pixels are approximated by using either the region mean value or 
the motion vectors. The second algorithm involves prediction of the contour information as well as 
the region textures. The simulation results are compared with those of the H.261 standard, and the 
advantages of the segmentation-based video coders are discussed.
In the final chapter, the research work is summarised, the outcomes are discussed and possible 
directions for future research in low bit rate image and video coding are proposed. At the end, two 
appendices are included briefly explaining for reference purposes, the JPEG and H.261 standards.
Chapter 2
Block Transform Coding
The image and video coding standards JPEG, MPEG and H.261 have been widely accepted in the 
commercial market. All of these codecs are based on block transform coding. An overview on block 
transforms is highly beneficial in order to understand the weaknesses of the standards so that better 
algorithms can be developed.
Besides the standards, there are numerous coding techniques applied to the transformed signals. The 
overall compression performance is dependent on the coding technique as well as the transformation. 
However, this chapter deals mainly with the transformation stage. Only scalar quantisers designed 
according to the coefficient distributions are used to encode the transformed blocks. Some of the pop­
ular coding techniques used in conjunction with the block transforms, are explained in the appendices 
on JPEG and H.261.
This chapter first gives a brief explanation of the signal transformation. Then, several types of 
discrete transforms are presented. Finally, the simulation results are used to compare the performance 
of different transforms with different block sizes.
2.1 Signal transformation
Signal waveforms can be represented by means of a series of formalised waveforms which may be 
called the basis functions. This representation signifies a signal transformation from one domain to 
another. Therefore, the weights for the basis functions are called transform coefficients. In general, 
the term transformation may also be used for non-linear signal mapping. However, in this chapter, 
only linear transforms are considered.
CHAPTER 2. BLOCK TRANSFORM CODING________________________________________ 12
Transforms can be used to extract features from signals. Hence, for many applications, it is better to 
process the signals in the transform domain.
2.1.1 Discrete transformation
Transforms can be used for both analogue and digital signals. Since this thesis is on compression of 
the digital image signals, only discrete transformation is considered in the rest of the chapter. The 
main difference between the discrete and continuous transfoims is the number of samples in the basis 
functions. As can be understood from the name, basis functions of the discrete transforms have finite 
number of samples unlike their continuous counterparts. Obviously, the input signal also has finite 
number of samples.
Matrix algebra is very convenient to write one-dimensional linear discrete transformation in math­
ematical terms. Both the input and transformed signals, and the transformation can be represented 
by matrices. For any discrete one-dimensional transformation, there exists a matrix A  of #  x M 
consisting of the basis functions. Then, any discrete linear transformation of a matrix X  with M 
samples to another matrix Y  with N  samples can be written as:
Y  = A X  + C (2.1)
where C is a constant matrix containing N  samples.
With indices pointing the samples, the same equation becomes:
M - l
yk  = X ) ^t(0;c(0 + Ck (2.2)
1=0
where k = { 0 ,1 ,.......N-1}
2.1.2 Transformation for compression
Transformation can provide more efficient signal representation for compression purpose. Less 
bits can be used to encode the transformed signals. Obviously, this imposes some conditions on 
the transfoim basis functions. The most important requirement is the perfect reconstruction of the 
original signal. This means that a reversible transform is necessary. In mathematical terms, the 
inverse transform matrices B and D are needed in order to reconstruct the original signal:
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X  = B Y  + D  (2. 3)
Eqn. (2.1) can be substituted in Eqn. (2.3), giving the inverse transform matrices:
B = A “  ^ (2.4)
D  = ~ A “ ^C (2.5)
If A  is a non-singular square matrix, then the inverse transform exists.
The second requirement is the orthogonality. One of the purposes of the transform coding is to 
decompose the correlated signal samples into a set of uncorrelated coefficients. An orthogonal
transfoim is required in order to decorrelate the input signal. A transform is orthogonal if the basis
functions, which form the rows of the transformation matrix A  are orthogonal to each other:
N - l
5 3  % (!>/©  = 0  i f  k ÿ l l  (2.6)
i=0
Vector algebra is very suitable to visualise the orthogonality concept. As an example, in Fig. 2.1, 
the vectors Vi are shown in three different coordinate systems. Since each vector is represented as a 
weighted sum of the corresponding coordinate basis vectors, the weights and the basis vectors can be 
considered as the transform coefficients and the basis functions respectively. The basis vectors in the 
top part of the figure are not perpendicular, they correspond to a non-orthogonal transform. From the 
coding point of view, this means that the transformed samples are definitely correlated.
On the other hand, as illustrated in the middle of the figure, an orthogonal transform requires per­
pendicular basis vectors. However, the transformed signal is not decorrelated even though it is an 
orthogonal transformation. The correlation between the transform coefficients is clearly visible. This 
transform needs a rotation in order to remove the correlation. In the bottom part of the figure, the 
basis vectors hi and Ag are orthogonal, and in addition, the vector elements are uncorrelated.
Orthogonality is a necessary condition for a transform which tries to decompose the input signal into 
uncorrelated components. However, it is not sufficient.
The third requirement is related to the number of samples. If a transform results in an increase in the 
number of samples, more values have to be encoded. For an efficient representation, the number of
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Figure 2.1: Examples of orthogonalisation and decorrelation
CHAPTER 2. BLOCK TRANSFORM CODING________________________________________
the basis functions, N  must be less than or equal to the number of input samples, M .  On the other 
hand, in order to have an inverse transform for any input signal X, N  cannot be less than M. Therefore, 
in most block transform coding applications, M - N  case is preferred. In the rest of this chapter, N  is 
used to represent the number of both original and transformed samples.
The most important goal of the transformation for compression is to squeeze the signal energy into 
a small portion of the coefficients. Then, only coefficients with significant energies can be used 
to reconstruct the original signal with an acceptable accuracy. The low energy coefficients can be 
discarded.
In two-dimensional visual signals, the coding performance can be improved by dividing the input 
into blocks, and then applying the transform in each block. Thus, the local properties of the signal 
are represented in the transform coefficients, and the computational burden of the transformation 
is reduced. In this case, however, the redundancy between the blocks cannot be exploited by any 
transform. Therefore, the block size should not be chosen too small.
2.1.3 Two-dimensional transformation
For image signals, two-dimensional transformation is needed. It is possible to convert any multi­
dimensional signal into a one-dimensional sequence. However, this reduces the energy compaction 
capability of the transform since an artificial distance is introduced between neighbouring samples in 
certain dimensions.
The 2D transformation equation can be written with the help of the transform and spatial domain 
indices for any N x N discrete signal:
N - l N - i
yk.l = S  S  ^ k Â h ] ) x { h j )  (2. 7)
1=0 >=0
where k,l = {0,1,.... , N-l}
A transform is called separable if the above equation can be written as:
N - \  N - l
yk.i = a*(f) a i( j)x { i , j )  (2.8)
/=0 7=0
The constant teims are ignored in these equations for the sake of simplicity since all the separable 
transforms presented in this chapter do not have any.
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Separable image transforms are easier to compute since they can be separated into 2 one-dimensional 
transforms which can be applied first on the image rows and then on the columns (or vice versa). 
Almost all the transforms mentioned in this chapter having fixed basis functions are separable. 
Therefore, their equations are given only for one-dimensional signals. In matrix form also, a separable 
two-dimensional transform equation can be written as a combination of two matrices transforming 
the rows and columns independently:
Y  = A /X A 2 (2.9)
2.2 Block transform types
Obviously, there are numerous transform types which meet the perfect reconstruction, oithogonality 
and critical sampling requirements. However, only those which result in compact energy are suitable 
for compression.
In this section, several transforms used in digital signal compression are briefly explained. Many 
publications exist in the literature on different transforms applied to the image signals [2, 38, 74].
2.2.1 Karhunen-Loeve transform
For more efficient representation, one may prefer to maximise the number of zeros in the transformed 
signal. This can be achieved by choosing a transform matrix A  which results”a diagonal form in 
the transformed signal Y . In this case, all the non-diagonal terms are zero, therefore they can be 
discarded.
There exists a transfoimation of any 2D signal such as :
with
Y  =
Y  = A !X A ,
yi 0 . . .  0
0 y2 . . .  0
0 0 ... Vr
(2. 10)
It is possible to choose the matrices A% and Ag orthonormal:
A^A, = I (2.11)
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a JA 2 = I  (2.12)
In this case, each non-zero term of the matrix Y  is equal to the square root of one of the eigenvalues 
of X X ^. The columns of the matrices Ai and A 2 are obtained from the eigenvectors of X X ^  and 
X ^ X  respectively. Then, the inverse transform can be written as:
X  = A iY A J (2.13)
This representation is called as singular value decomposition (SVD).
Obviously, the rank of the matrix X  determines the number of the non-zero eigenvalues. A,-. On the 
other hand, for a squared image N  x  N  with a rank r, Ai and A 2 are N  x  r  and r  x  N  matrices 
respectively. Therefore, this representation requires ( 2 N  + l) r  values for any N x N  matrix.
If an image is divided into blocks, then each block will have different matrices for SVD. Therefore, it 
is not efficient to use SVD for transform coding unless the ranks of the blocks are much less than the 
block lengths. Unfortunately, this is not the case for the image signals.
One can arrange the eigenvalues in the decreasing order along the diagonal and keep only the first k  
values to approximate the signal. The error can be measured as the sum of the squares of all discarded 
tenais of Y , which is:
e = Y ^ X ,  (2.14)
i=k+l
Therefore, the singular value decomposition of a matrix with truncation is optimal in the least square 
sense.
The transform matrices in SVD are designed only for one image (or block). This means that for each 
transfonnation, the eigenvalues and eigenvectors have to be calculated. However, if the statistical 
properties of the input signal is known, transform matrices can be designed, and a similar way can be 
followed to approximate the signals in the mean square error sense. Unfortunately, different images 
have different characteristics. Transforms can be optimised only for a group of images (or blocks) 
with similar statistical properties.
Karhunen-Loeve (or Hotelling) transform (KLT) is based on this approach. Since the objective is 
to decorrelate the transform coefficients, the covariance matrix of the transformed signal has to be 
diagonal. The first step is to estimate the covariance matrix, C. The autocovariance matrix can be 
used for this purpose assuming that there is ergodicity:
C = £{(X  -  M ) ( X  -  M )^}  (2.15)
where E{} signifies the expected value, and M  = E{X}.
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Hence, the autocovariance matrix of the transformed signal is:
C = AE{(X -  A ()(X  -  A f f j A ^ (2.16)
In order to have a diagonal C, A  must be made up from the eigenvectors of C. When the eigenvalues 
are arranged in the decreasing order, the energies of the transform coefficients are also ordered. 
Therefore, in addition to the decorrelated coefficients, compact energy can be obtained.
KLT can be applied in image coding in several ways. The difference is in the estimation of the 
covariance matrix. A reasonable way is to calculate one matrix for a group of blocks (possibly for all 
the blocks in the same image). In this way, images can be compressed veiy efficiently. However, the 
disadvantage is again the computational burden.
The basis functions (transform matrix) of KLT are dependent on the input signal. Therefore, unlike 
the fixed transforms described later in this chapter, they do not usually have symmetric shapes. As an 
example. Fig. 2.2 and 2.3 show the one-dimensional KLT basis functions calculated for the rows and 
columns of ‘Miss America’ image.
I I
I I ' I
Figure 2.2: Karhunen-Loeve transform basis functions (N=8) calculated for rows 
of ‘Miss America’ image
2.2.2 Discrete Fourier transform
Discrete Fourier transform (DFT) is the most popular transformation in signal analysis [11,13]. DFT 
coefficients correspond to the frequency domain which is very convenient in signal processing. The
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Figure 2.3: Karhunen-Loeve transform basis functions ( N=8 ) calculated for 
columns of ‘Miss America’ image
forward and inverse one-dimensional DFT’s are defined as:
N - l
-  -
V  h=0
2ài.
(2.17)
(2.18)
DFT is a complex transform which means that the transform coefficients have two components: real 
and imaginary. Therefore, a discrete signal with iV samples results in 2 N  transform coefficients. This 
may seem inappropriate for signal compression. However, some of the transform coefficients are 
not required for perfect reconstruction. If the input signal is real, then the real and imaginary parts 
of the transform coefficients are symmetric and antisymmetric respectively. Only N  coefficients are 
sufficient for the inverse transformation.
The number of complex multiplications and additions required for DFT is proportional to However,
proper decomposition (fast Fourier transfoim) can reduce the number of multiplication and addition 
operations to Alog2 A. Therefore, DFT requires much less computational effort than KLT.
Since the cosine and sine components are orthogonal, the real and imaginary parts of the transform 
coefficients can be considered independent. This means that they can be encoded separately. Obvi­
ously, this is equivalent to a transformation with 2 N  basis functions consisting of the sine and cosine 
components of the DFT with N  points. Fig. 2.4 and 2.5 show the cosine and sine components of the 
one-dimensional DFT basis functions. As can be seen, it is not an orthogonal set; some of them are
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identical, some others are symmetric about the x axis. Therefore, as mentioned before, some basis 
functions are not used. In this set with V = 8, only first 5 of them are required. Obviously, the zero 
functions in the sine component are useless. The first 5 of the non-zero sine and cosine components 
(8 in total) are sufficient to perform the DFT.
Figure 2.4: Cosine components of discrete Fourier transform basis functions for 
N=8
Figure 2.5: Sine components of discrete Fourier transform basis functions for N=8
The main disadvantage of DFT for coding is the lack of cooperation between the real and imaginary 
(cosine and sine) components of the transformed signal. Most of the sine and cosine components 
have the same oscillatory shapes with different phases. However, a set of oscillatory basis functions 
with different periods is more desirable in order to have more compact energy in the transformed
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image signals. This is because of the fact that most visual signals contain higher energy in the lower 
frequencies.
DFT is a separable transform, therefore image signals can be transformed in two steps by successive 
applications of the one-dimensional Fourier transform along the rows and columns. Eqn. (2.8) can 
be rewritten for DFT o f m N x N  image as follows:
2.2.3 Discrete cosine transform
Discrete cosine transform[l] (DCT) is widely used in image and speech transform coding because 
it closely approximates the Karhunen-Loeve transform especially for highly correlated signals, and 
because there exist fast algorithms for its calculation.
The definitions of the foiward and inverse DCT are
N - l
k=0
where
% = <%]^%(Ocos (  (2.21)
^(0 = XZ t^^ tCos (2.22)
otheiwise (2.23)
One-dimensional image signals along the rows or columns can be modelled by using autoregressive 
first order difference equation:
x(z) = p x ( i  -  1) + ri(i) (2.24)
where p is the correlation coefficient and T](i) is a zero-mean white noise sequence with a variance (7„.
The correlation matrix for this model is [2]
71 = 0^  : : : ::: : : (2.25)
.  P
1 P p ^ - n
p 1 P . p ^ - 3 p N - 2
N - 2 ' P' P
N - l p N - 2 P ^ - 3  . • P 1
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where = i-pZ"
To simplify the notation without loss of generality, it is assumed that the constant mean has been 
already removed from the signal. In this case, the correlation and covariance matrices are identical. 
A transform matrix resulting in uncorrelated coefficients can be formed from the eigenvectors of 72.
Since the eigenvectors of 72 and 72“  ^are the same, 72“  ^given in the following equation, may also be 
used to obtain the transformation matrix.
72“  ^ =
(1 -  p a )  ~ a  0....................
—a  1 —a  0 . . .  . . .
. . .  ................. —a  1 —a
. . .    0  —a  (1 — pc%)
(2.26)
where jS^  = and a  = i+p2
The basis vectors of DCT shown in Fig. 2.6 for AT = 8 are actually eigenvectors of a symmetric 
tridiagonal matrix, S  [2]:
S  =
(1 — a )  —a  0   . . .
—a  1 —a  0 . . .  . . .
.. .  . . .  . . .  GC 1 CC
  0 —a  (1 — a )
(2.27)
For highly correlated signals (p -> 1) which can be modelled by the first order autoregressive process, 
the basis functions of DCT approach those of Karhunen-Loeve transform.
2.2.4 Discrete sine transform
Discrete sine transform (DST) is appropriate for coding signals with low or negative correlation. The 
definitions of the forwaid and inverse DST are
(2.28)
(2.29)
The basis vectors of DST shown in Fig. 2.7 for N = 8 are eigenvectors of a symmetric tridiagonal
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Figure 2.6: Discrete cosine transform basis functions for N=8
matrix, V  [2]:
where a  = i+p^
V  =
1 — a  0
— a  1 — a 0 .................................
0 • • •  • • •
— oc  1 — a
0 — a  1
(2.30)
Therefore, for signals with low correlation (p 0) which can be modelled by the first order autore­
gressive process, the basis functions of DST approach those of Karhunen-Loeve transform. Obviously, 
for p = 0, transform coding is useless since the signal is already uncorrelated.
2.2.5 Discrete Hartley transform
Discrete Haitley transform (DHarT) has been proposed as a discrete real valued substitute for the 
Fourier transform [12]. The definitions of the forward and inverse DHarT are
1 / 2 m \
_  1 l ' 2 n k i ' \
(2.31)
(2.32)
where cas(0) = cos(0) + sin(0).
A frequency interpretation for the basis functions is the number of sign changes which is called the 
sequency of the basis vector [43]. Since the lower frequency components have higher energy in most
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Figure 2.7: Discrete sine transfomi basis functions for N=8
of the image signals, it is possible to shift the signal energy to the low index transform coefficients by 
arranging the basis functions in an increasing sequency order. As an example, in Fig. 2.8 the original 
basis functions for N = 8 are given, whereas in Fig. 2.9, the same functions are ordered according to 
their sequency values.
Figure 2.8: Hartley transform basis functions for N=8
Unfortunately, the two-dimensional DHarT defined as
N - \ N - l Ij)
i=^ j=0
(2.33)
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Figure 2.9: Ordered Hartley transform basis functions for N=8
is not separable since
f 2 n { k i  + l j ) \  { 2 i z k i \  f 2 n l j
( - ^ - j  ( i r j  l i r (2.34)
Therefore, the Cas-Cas transform (CCT), a separable version of DHarT has been proposed [71]. It 
is identical to DHarT when one-dimensional signals are transformed. However, the two-dimensional 
CCT is slightly different:
1 N - \ N - i
1=0 j=Q
which can be implemented by cascading 2 one-dimensional transforms:
N - l  (  t  N - l
ykj —
(2.35)
(2.36)
2.2.6 Discrete Walsh transform
Discrete Walsh transform (DWT) is obtained by sampling the continuous time Walsh functions which 
take only two amplitude values, +1 and -1, over a limited time interval [0 ,1[. The continuous time 
Walsh functions can be generated by a multiplicative iteration:
w{r, t) = w( , 2 f)w {r  — 2 (2.37)
where [ j] is the integer part of  ^ and the first two functions are
w(0, t) = 1 0 < r < 1 (2.38)
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0 < r < i
l < f < i (2.39)
When the above functions are sampled with a spacing of I / 2^, the first N  -  2^ functions form an 
orthogonal set used by the forward and inverse DWT [38]:
1 N —1 p —1
yt = —  (2.40)
0 H=0
V-1 p-1
where b^^{î) is the bit number u  in the binary representation of L
(2.41)
However, the basis functions of DWT are not arranged in increasing sequency order as shown in Fig. 
2 .10.
Figure 2.10: Discrete Walsh transform basis functions for N=8
2.2.7 Discrete Hadamard transform
Discrete Hadamard transform (DHadT) and DWT have the same basis functions when N  = 2^, but in 
different order as shown in Fig. 2.11 for AT = 8. Therefore, the definitions of the forward and inverse 
DHadT are slightly different [38]:
1
yk bu(.i)bu(k)1=0
N - Ï1
(2.42)
(2.43)
&=o
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Figure 2.11: Discrete Hadamard transfomi basis functions for N=8
The forward and inverse transforms have the same kernel, and the corresponding transform matrix 
can be easily generated by a simple recursive relationship. The DHadT matrix of lowest order { N  = 2) 
is
1 1 1 (2.44)V2
 
1 - 1
Then, letting represent the matrix of order /*/, the recursive relationship is given by the expression
A f /  Afif
—A# (2.45)
For better compaction properties, the basis functions of DHadT can be arranged in increasing sequency 
order. Since the same set can also be obtained by ordering the DWT functions, this new form is called 
the discrete Walsh-Hadamard transform (WHT). The basis functions of WHT for = 8 are shown in 
Fig. 2.12.
2.2.8 Discrete Haar transform
Discrete Haar transform (DHaaT) is based on the Haar functions defined over a certain interval [0 ,1[ 
[8, 82]:
H O ,t )  
h (k ,  t)
=  1
V F  i f
V 2 “ i f
0 o th e r w ise
(2.46)
(2.47)
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Figure 2.12: Walsh-Hadamard transform basis functions for N=8
where k = {1,.. , N -l }and u  and r  represent the integer decomposition of the index k\
fc = 2“ + r - l  (2.48)
Just as with the Walsh functions, these can be sampled at a spacing of 1 / and the first N  of them 
constitute an orthogonal discrete transform set as illustrated in Fig. 2.13 for the case A/ = 8. The 
sampled basis functions are the same for the forward and inverse transforms:
AT-l
(2.49)
(2.50)
Although DHaaT can be computed very fast, it is not popular in signal compression because of its 
poor energy compaction.
2.2.9 Slant transform
Slant transform (ST) is a hybrid formation in which a discrete Walsh function series and another 
discrete series based on a ramp or slant waveform are combined to provide an orthogonal series 
[20,75].
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Figure 2.13: Discrete Haar transform basis functions for N= 8
The slant transform matrix of order x is the recursive expression [38]
1  0
0 I ' uj — U n  Of f 0
0 I f - 2 i " I f - 2
0  1
0
1 0  - 1
i Of !
0
0 I f - 2 1 0 - 4 - 2 .
where is an identity matrix of order M x M .
■ A . "  ■
0 aJ (2.51)
For the starting point of iteration corresponding io  N  = 2, ST is identical to the Walsh-Hadamard 
transform of order two:
1 r 1 1 (2.52)1 1 1 - 1
The basis functions generated by this recursion are not in decreasing sequency order for all N  values. 
For instance, when #  = 8 , the basis functions given in Fig. 2.14 have to be arranged as shown in Fig. 
2.15 in order to obtain better energy compaction.
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Figure 2.14: Slant transform basis functions for N= 8
Figure 2.15: Ordered Slant transform basis functions for N=8
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2.2.10 Binomial-Hermite transform
Binomial Heimite transform (BHT) is a discrete polynomial transform, the basis functions of which 
can be generated as follows [40]:
« ‘(0 = D - 2 ) '  (2.53)k  \t-'.:)’ Iç=o
where N  is the length of BHT and is the forward factorial function given as
,<0 _ /  -  1) -  ^+ 1) C  ^ 1
They are symmetric with respect to index and argument:
H k{i) = H iik )  /. A: = 0 ,.. ,  -  1 (2.55)
By an appropriate normalisation, the BHT can provide a unitary transform kernel suitable for signal 
coding [41]:
\ '  H td )  (2.56)
Then, the equations for foiward and inverse BHT can be written as:
N-l
y t  = (2.57)
1=0
N - l
# )  = Y .y k 'V , ( k )  (2.58)
t=0
As illustrated in Fig. 2.16 for N = 8 , BHT has no DC term. Therefore, a constant signal requires 
several (all even indexed) coefficients for perfect reconstruction. On the other hand, Gaussian-like 
waveforms can be represented very accurately by a few BHT coefficients.
2.2.11 Discrete Legendre transform
Discrete Legendre transform (DLT) employs the Legendre polynomials defined on a finite interval as
k
L t d )  =  Y ,  k  =  0 , . . , N - l  (2.59)f=0
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Figure 2.16: Binomial-Hermite transform basis functions for N= 8
The values have to be chosen accordingly in order to satisfy the orthogonality equation:
^ Qk i f k  = r
The result is [63]
( - 1), { k \ (  k + iV'
I > k
and the associated norm is
Qk — (2 it+ l)(W -l)(Q  
The normalised transform kernel for DLT is therefore [2]
Y«(0 = 
y^/Ok
Then, the equations for forward and inverse DLT can be written as:
N - l
% =
1=0
N - l
A=0
As shown in Fig. 2.17, the basis functions of DLT are very similar to those of DCT.
(2.60)
(2.61)
(2.62)
(2.63)
(2.64)
(2.65)
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Figure 2.17: Legendre transform basis functions for N= 8
2.3 Comparison of transforms for compression
The two main goals of transforms are energy compaction and signal decorrelation. In this section, the 
discrete signal transforms described earlier are compared based on these criteria. Their performance 
can be evaluated by using appropriate objective measures.
Different transforms may be successful in different kinds of signals. For instance, DCT prefers high 
correlation, whereas DST is closer to an optimal transform for low correlated signals. Therefore, the 
signal characteristics have to be taken into consideration for comparison. In this thesis, two signal 
groups are considered; still image and video frame difference signals.
In addition, different block sizes are tried since a fixed size may not be optimal for all of the 
transforms given a particular signal. Finally, the number of levels of the scalar quantiser used to 
model the encoding process is changed in a certain interval in order to examine the subjective quality 
of the reconstructed signal.
2.3.1 Transform efficiency measures
Without considering the coding stage, the transform performance can be evaluated by using the 
decorrelation and energy compaction measures. On the other hand, if the transformed signal is 
encoded, other measures based on the reconstruction error such as SNR, PSNR or MSE are also 
required.
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2.3.1.1 Energy compaction
In transform coding, some of the transform coefficients are usually discarded in order to reduce the 
bit rate. Therefore, minimum energy has to be allocated to the ignored coefficients.
A measure for the energy compaction property of the transform can be defined as the fraction of the 
total energy in the first n  preserved coefficients;
L w  )
N - l  ']
Jt=0 )
) (2.66)
E
Multidimensional signals need to be ordered so that the first n  coefficients can be determined. Ob­
viously, the best way is to arrange the coefficients indices so that their variances are in decreasing 
order.
In order to have a single energy compaction value for each transform, the average of /(«) can be 
calculated:
2 ^— 1
= (2.67)
2.3.1.2 Decorrelation efficiency
The non-diagonal terms in the covariance matrix indicate the amount of correlation between different 
signal samples. Obviously, the aim is to minimise the absolute values (or squares) of the non-diagonal 
teims.
A measure for the decoiTelation efficiency using the original and transformed signal covariance 
matrices can be defined as [2 1 :
N - l  N - lE E Pv(w)i/=i j = 1
=   (2.68)E E
«=1 j - l
i¥ J
where C x (iJ )  and C y(i,j) are the covariance matrix values for the original and transformed signals 
respectively.
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However, Kd is related to the energy compaction measure. For a better measure, the covariance matrix 
can be modified so that the non-diagonal terms correspond to the correlation coefficients defined as:
Then, the new decorrelation measure, iCp can be calculated as:
N - l  N - l  
1=1 j  =  1
"9. = 1 -    (2.70)
Z  Z  \p^ u^)\1=1 7=1
H i
For completely decorrelated coefficients, both Kd and fCp are equal to unity.
2.3.2 Simulation results
In the simulations, two different test images were used. The first image displayed in Fig. 2.18 is made 
up by using three frames taken from the ‘Tennis’, ‘Miss America’ and ‘Salesman’ image sequences. 
This test image is referred to as the still image in the rest of this chapter. The second test image shown 
in Fig. 2.19 is referred to as the frame difference image, and it is a typical residual image after the 
interframe prediction stage which reduces the video signal redundancy in the temporal dimension. 
The correlation between the pixels in this image is not as high as that in the still image. Furthermore, 
the range of the values is much less in the difference image. In order to display the frame difference 
signal, the values were linearly mapped into the interval [0,255]. Otherwise, Fig. 2.19 would be all 
black.
The discrete transforms described in this chapter were applied to the blocks of the test images. Three 
different block sizes were considered: 4x4, 8 x8  and 16x16. Only one of the transforms having the 
same basis functions was used. For instance, the decorrelation and energy compaction measures for 
DHadT and DWT were not calculated since they are identical to those for WHT which has the same 
basis functions but in different order. Tables 2.1, 2.2 and 2.3 give the the decorrelation and energy 
compaction values for different transforms applied on 4x4, 8 x8  and 16x16 test image blocks.
The K d, Kp and Kg values verify the optimality of KLT and superiority of DCT over the other transforms 
with fixed basis functions. DLT and ST have the highest values after KLT and DCT. For the frame
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Figure 2.18: Still test image used in simulations
Figure 2.19: Frame difference test image used in simulations
CHAPTER 2. BLOCK TRANSFORM CODING 37
4x4
Still image Frame difference
Kd Kp Kg Kd Kp Kg
KLT 1 . 0 0 0 0 0.9999 0.9842 1 . 0 0 0 0 0.9999 0.9200
DCT 0.9961 0.9707 0.9841 0.9591 0.9182 0.9150
DLT 0.9956 0.9638 0.9839 0.9551 0.9058 0.9143
ST 0.9956 0.9638 0.9839 0.9551 0.9058 0.9143
CCT 0.9941 0.9472 0.9827 0.9382 0.8790 0.9068
DHarT 0.9933 0.9230 0.9825 0.9277 0.8370 0.9052
WHT 0.9941 0.9472 0.9827 0.9382 0.8790 0.9068
DHaaT 0.9928 0.9275 0.9826 0.9227 0.8343 0.9055
DFT 0.9948 0.9410 0.9813 0.9443 0.8769 0.8979
DST 0.9240 0.9119 0.9709 0.8995 0 . 8 6 6 8 0.9025
BHT 0.9136 0.9111 0.9682 0 . 8 8 8 8 0.8607 0.8988
Table 2.1: Kj , and Kg values for 4x4 transforms
8 x8
Still image Frame difference
Kd ICp Kg Kd Kg
KLT 1 . 0 0 0 0 1 . 0 0 0 0 0.9850 1 . 0 0 0 0 1 . 0 0 0 0 0.9266
DCT 0.9962 0.9635 0.9843 0.9390 0.8810 0.9167
DLT 0.9958 0.9568 0.9836 0.9297 0.8609 0.9115
ST 0.9956 0.9578 0.9835 0.9277 0.8600 0.9111
CCT 0.9925 0.9341 0.9816 0.8694 0.7800 0.9008
DHarT 0.9920 0.9211 0.9814 0.8623 0.7490 0.8995
WHT 0.9939 0.9482 0.9816 0.8963 0.8225 0.8997
DHaaT 0.9929 0.9351 0.9813 0.8733 0.7702 0.8958
DFT 0.9940 0.9440 0.9809 0.8971 0.8145 0.8964
DST 0.9442 0.9141 0.9725 0.8954 0.8473 0.9072
BHT 0.9237 0.9129 0.9650 0.8606 0.8263 0.8958
Table 2.2: Kj , ic and Kg values for 8x8 transforms
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16x16
Still image Frame difference
Kd Kp Kg Kd Kp Kg
KLT 1 . 0 0 0 0 1 . 0 0 0 0 0.9884 1 . 0 0 0 0 1 . 0 0 0 0 0.9522
DCT 0.9948 0.9420 0.9851 0.8848 0.7477 0.9230
DLT 0.9942 0.9375 0.9837 0.8622 0.7085 0.9120
ST 0.9941 0.9393 0.9836 0.8612 0.7203 0.9123
CCT 0.9910 0.9234 0.9821 0.8288 0.6914 0.9110
DHarT 0.9906 0.9184 0.9820 0.8251 0.6773 0.9112
WHT 0.9925 0.9354 0.9814 0.8194 0.6781 0.9000
DHaaT 0.9923 0.9321 0.9811 0.8070 0.6392 0.8944
DFT 0.9930 0.9410 0.9817 0.8711 0.7673 0.9097
DST 0.9654 0.9144 0.9771 0.8439 0.7280 0.9154
BHT 0.9344 0.9116 0.9643 0.7769 0.6896 0.8953
Table 2.3: , Kp and Kg values for 16x16 transforms
difference image with 16x16 blocks, DFT and DST are very successful in decorrelation and energy 
compaction respectively. However, it is difficult to predict the compression performance of a particular 
transform from the k  values since the decorrelation and energy compaction measures do not have 
equal importance.
When the jq and Kp values are examined, one can see that the range of Kp is naiTower. In addition, 
the changes in fCp are not as sharp as those in Kj . For most of the transforms, these measures are in 
parallel, but for some transforms, they are quite different. The coding results are needed in order 
to decide which decorrelation measure is better for comparing the compression performance of the 
discrete transfoims.
The decorrelation values for the frame difference test image are less than those for the still image. This 
does not mean that the transform coefficients of the still image are less correlated. However, it means 
that the transformation is less successful in decorrelating the difference image since the correlation 
between its pixels is already low.
The energy compaction function defined by Eqn. (2.66) can be slightly modified by using the index 
n as a spatial coordinate inside the block instead of a pointer to an ordered array of coefficients. In 
other words, the objective is to squeeze the signal energy into a small portion of the coefficients, and 
in addition, to place them into a comer of the block. In this case, the transforms having the same 
basis functions may have different energy compaction values. With this interpretation, simulation 
experiments show that the sequency ordering of the basis functions results in higher energy compaction 
values. Fig. 2.20, 2.21, 2.22 and 2.23 illustrate the changes in the shape of the energy compaction
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function when the basis functions are ordered in increasing sequency.
In the coding simulations, the available bits were allocated iteratively according to the standard 
deviations of the transform coefficients. In each iteration, one bit was given to the coefficient with 
the highest standard deviation, and then its standard deviation was divided by two. This was repeated 
until all the available bits were allocated. Tables 2.4 and 2.5 give the bit allocation tables for 8 x8  
transforms calculated for an average bit rate of 1 . 0  bpp by using the coefficient variances in the still 
and frame difference test images.
In case of sequency ordered basis functions, the decoder can estimate the shape of the bit allocation 
tables even if it does not know the coefficient variances. In general, lower index coefficients need more 
bits since the image signal energy is usually smaller in higher frequencies. Furthermore, the transform 
coefficients can be represented by using intermediate symbols which can be entropy coded. Sequency 
ordered basis functions are very convenient for improving the efficiency of this representation.
The still and frame difference test images were encoded by quantisers designed according to the 
distributions of the coefficients. If b  bits were allocated to a coefficient, then L = 2  ^levels trying to 
minimise the total quantisation error for that particular coefficient, were found. This was achieved 
again with an iterative algorithm. The coefficients were assigned to the L initial levels by using 
the mean squared error criterion. Next, the centroid of each level was calculated by averaging the 
corresponding coefficients. Then, the initial levels were replaced by the centroids. This was repeated 
until the decreasing quantisation (assignment) error remained constant. The choice of the initial levels 
was critical for an optimal quantiser. In the simulations, the initial levels were obtained by dividing 
the coefficient range into L  equal intervals and finding their centres.
The test images were compressed by using 3 different block sizes (4x4,8 x8  and 16x16) and 4 different 
bit rates (0.5,1.0,1.5 and 2.0 bpp). The results are given in Tables 2.6,2.7 and 2.8. As expected, the 
results are consistent with the k values calculated earlier.
All of the transforms gave better quality at a certain bit rate when the block size was increased. This 
implies that even better results can be obtained with larger blocks. However, there are two major 
disadvantages: computational complexity and size divisibility. Although fast algorithms are possible 
for most of the transforms, the computational complexity is dependent mainly on the block size. 
Algorithms with lower complexity are desired because of the lower cost of real-time implementation 
and shorter processing delay. Secondly, if the image size is not a multiple of the block size, additional 
pixels are usually added to the image. With larger blocks, such images are more probable, and 
in general they need more additional pixels which reduce the coding efficiency. Furthermore, the 
increases in the PSNR values obtained when the block size was changed from 8 x8  to 16x16, were
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Figure 2.20: Energy compaction values along the diagonal of DWT, DHadT and 
WHT for still and difference test images (N=8 )
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Figure 2.21: Energy compaction values along the diagonal of DHarT and ordered 
DHarT for still and difference test images (N=8 )
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Figure 2.22: Energy compaction values along the diagonal of CCT and ordered 
CCT for still and difference test images (N=8 )
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Figure 2.23: Energy compaction values along the diagonal of ST and ordered ST 
for still and difference test images (N=8 )
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5 3 4 2 3 2 2 1 * 6 3 3 2 2 2 2 3
3 2 2 1 1 1 1 0 3 2 1 1 1 1 1 2
4 2 3 2 2 1 1 0 2 1 1 0 0 0 1 1
2 1 1 1 1 0 0 0 2 1 0 1 0 1 0 1
3 1 2 1 1 0 0 0 1 0 0 0 0 0 0 0
1 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0
1 0 0 0 0 0 0 0 1 1 0 0 0 0 0 1
0 0 0 0 0 0 0 0 3 2 1 1 1 1 1 2
BHT CCT
6 3 4 2 3 2 2 1
3 2 2 1 1 1 1 1
4 2 2 1 2 1 1 0
2 1 1 1 1 0 0 0
3 1 2 0 1 0 0 0
1 0 0 0 0 0 0 0
2 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
DST DCT
6 3 3 3 2 2 2' 2
3 2 2 2 1 1 1 1
2 2 1 1 1 1 1 0
2 1 1 1 1 1 0 0
2 1 1 0 0 0 0 0
1 1 1 0 0 1 1 0
1 1 0 0 0 0 0 0
1 0 0 0 0 0 0 0
WHT DHadT
6 3 3 3 2 2 2 2
3 2 2 2 1 1 1 1
2 2 1 1 1 1 1 1
2 1 1 1 1 1 1 1
1 1 0 0 0 0 0 0
1 1 0 0 0 0 0 0
2 1 0 0 0 0 0 0
1 1 0 0 0 0 0 0
DHaaT DHaiT
6 4 2 2 3 2 2 1
3 2 1 1 2 1 1 1
2 1 0 0 1 0 0 0
1 0 0 0 0 0 0 0
3 2 1 1 1 1 1 1
2 1 1 0 1 1 1 0
2 1 0 0 1 0 1 1
1 0 0 0 0 0 0 0
ST
6 4 3 2 2 2 1 2
3 2 2 1 1 1 1 1
3 2 1 1 1 1 1 1
2 1 1 1 1 1 0 0
2 1 1 0 0 0 0 0
2 1 1 0 0 1 1 0
1 0 0 0 0 0 0 0
1 0 0 0 0 0 0 0
Ordered ST
6 3 3 3 2 2 2 2
3 2 2 1 1 1 1 1
3 2 2 1 1 1 1 1
2 1 1 1 1 0 0 0
1 1 1 0 0 0 0 0
2 1 1 0 0 1 1 0
1 0 0 0 0 0 0 0
1 0 0 0 0 0 0 0
6 4 3 2 2 2 2 1
4 3 2 2 1 1 1 1
3 2 1 1 1 1 1 0
2 1 1 1 1 1 0 0
2 1 1 1 0 0 0 0
1 1 0 0 0 0 1 0
1 0 0 0 0 0 1 0
0 0 0 0 0 0 0 0
6 2 3 2 3 2 3 2
1 0 0 0 0 0 0 0
2 0 1 1 1 0 1 1
2 0 0 0 1 0 1 0
3 1 2 1 2 1 2 1
1 0 0 0 1 0 0 0
2 0 1 1 2 1 1 1
1 0 0 0 1 1 1 1
6 3 3 2 2 2 2 3
3 2 1 1 1 1 1 2
2 1 1 0 0 0 1 1
2 0 0 0 0 1 0 0
1 0 0 0 0 0 0 0
1 0 0 1 0 0 0 0
2 1 0 0 0 0 1 1
3 2 1 1 1 1 1 2
Ordered CCT
6 4 3 2 2 1 1 1
4 3 2 2 1 1 1 0
3 2 2 1 1 1 0 0
2 2 1 1 1 0 0 0
2 1 1 1 0 0 0 0
1 1 1 0 0 0 0 0
1 1 1 0 0 0 0 0
1 1 0 0 0 0 0 0
KLT
6 3 3 3 2 2 2 2
3 2 2 2 1 1 1 1
2 1 1 1 0 0 1 1
2 2 1 1 0 1 1 1
1 0 0 0 0 0 0 0
1 1 0 0 0 0 0 0
2 1 0 1 0 0 0 0
1 1 0 1 0 1 0 1
DWT
6 3 3 3 2 2 2 2
3 2 2 1 1 1 1 1
3 2 2 1 1 1 I 1
2 1 1 1 1 0 0 0
2 1 1 0 1 0 0 0
2 0 0 0 0 0 1 0
1 0 0 0 0 1 0 0
1 0 0 0 0 0 0 0
Ordered DHarT
6 4 3 2 2 2 2 1
3 2 2 2 1 1 1 1
3 2 1 1 1 1 1 1
2 1 1 1 1 1 1 0
2 1 1 1 0 0 0 0
1 1 0 0 0 0 0 0
1 1 0 0 0 0 0 0
1 0 0 0 0 0 0 0
DLT
(7,0) (3,3) (2,2) (2.1) (2.0) (2.1) (2,2) P J )(3.3) (2,2) (1.1) (1,1) (1,1) (1.1) (1,1) (2.2)(2.2) (1.1) (0.1) (0,0) (0,0) (0.0) (1.0) (1,1)(2.1) (0.1) (0.0) (0.0) (0,0) (1.1) (0.0) (0.0)(2.0) (0.0) (0.0) (0.0) (0,0) (0.0) (0,0) (0,0)
(2.1) (0.0) (0.0) (1,1) (0.0) (0,0) (0,0) (0.1)(2.2) (1,1) (1,0) (0.0) (0.0) (0.0) (0.1) (1,1)(3,3) (2,2) (1.1) (1,1) (1,1) (1,1) (1,1) (2.2)DFT (Real,Imaginary)
Table 2.4: Bit allocation tables for 8x8 transforms calculated for an average bit rate of 1.0 
bpp by using the coefficient variances in the still test image
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4 3 3 2 2 1 1 1
3 3 2 2 2 1 1 0
3 2 2 1 1 1 1 1
3 2 2 1 1 1 0 0
2 1 1 0 0 0 0 0
1 1 0 0 0 0 0 0
1 0 0 0 0 1 0 1
1 0 0 0 0 0 0 1
BHT
DST
WHT
4 3 2 2 1 1 1 1
4 3 2 2 1 1 1 1
2 2 1 1 1 1 1 1
2 2 1 1 1 1 1 1
2 1 0 0 0 0 0 0
2 1 1 0 0 0 0 0
2 1 0 0 1 1 0 0
1 1 0 0 0 0 0 0
DHaaT
4 3 1 1 3 2 I 1
4 3 1 1 2 1 1 1
2 1 0 0 1 0 0 0
1 0 0 0 0 0 0 0
3 2 1 1 2 1 1 1
2 1 1 1 1 1 1 0
2 1 0 1 1 0 1 0
1 1 0 1 0 0 0 0
ST
4 3 2 2 1 1 1 3
3 2 2 1 1 1 1 2
2 1 1 1 1 1 1 1
2 1 0 1 1 0 0 1
1 0 0 0 0 0 0 0
2 0 0 0 1 0 0 0
1 1 0 0 0 0 0 1
3 2 1 1 1 1 1 2
4 3 3 2 2 1 1 1
4 3 2 2 1 1 1 1
3 2 2 1 1 1 1 0
2 2 1 1 1 1 0 0
2 1 1 0 0 0 0 0
1 1 0 0 0 1 0 0
1 1 0 0 0 1 0 1
1 0 0 0 0 0 0 1
4 3 2 2 1 I 1 1
4 3 2 2 1 1 1 1
3 2 1 1 1 1 1 1
2 2 1 1 0 1 1 0
1 1 1 0 0 0 0 0
2 1 1 0 0 1 0 1
2 1 0 0 0 0 0 1
1 1 0 0 0 0 0 0
CCT
DCT
DHadT
DHarT
Ordered ST
4 3 3 2 1 2 1 1
3 2 2 2 1 1 1 1
3 2 2 1 1 1 1 1
2 1 1 1 1 1 1 1
1 1 1 0 0 0 0 0
2 1 1 0 0 1 0 1
2 0 0 0 0 0 0 1
1 0 0 0 0 0 0 0
4 3 3 2 1 1 1 1
4 3 2 1 1 1 1 1
3 2 2 1 1 1 1 1
2 2 1 1 1 1 1 0
2 1 1 1 0 0 0 0
1 1 0 0 0 0 0 0
1 1 0 0 0 1 0 1
1 0 0 0 0 0 0 1
4 1 2 1 3 1 2 1
1 0 0 0 1 0 0 0
2 0 1 0 2 1 1 1
1 0 0 0 1 0 1 0
4 1 2 1 3 1 2 1
2 1 0 0 1 0 0 0
3 1 1 1 2 1 1 1
2 1 0 0 1 0 1 1
4 3 2 2 1 1 1 3
3 2 1 1 1 1 1 2
2 1 1 0 1 1 0 1
2 1 0 0 1 0 0 1
1 0 0 0 0 0 0 0
2 1 0 0 1 0 0 1
1 1 1 0 0 0 1 1
3 2 1 1 1 1 1 2
4 3 3 2 1 1 1 1
4 3 2 1 1 1 1 1
3 2 2 1 1 1 1 1
2 1 1 1 1 1 0 1
2 1 1 0 0 0 0 0
2 1 1 0 0 1 0 1
1 1 0 0 0 0 0 1
1 0 0 0 0 0 0 0
Ordered CCT
5 4 2 2 2 1 1 1
3 3 2 2 1 1 1 0
3 2 2 1 1 1 0 0
2 2 1 1 1 1 0 0
2 1 1 1 1 0 0 0
1 1 1 1 0 0 0 0
1 1 1 0 0 0 0 0
1 1 0 0 0 0 0 0
KLT
4 3 2 2 1 1 1 1
4 3 2 2 1 1 1 1
2 2 1 1 0 1 0 1
3 2 1 1 1 1 1 1
1 1 0 0 0 0 0 0
2 1 0 0 1 0 0 0
1 1 0 1 0 0 0 0
2 1 0 1 1 0 0 1
DWT
4 3 3 2 1 2 1 1
3 2 2 1 1 1 1 1
3 2 2 1 1 1 1 1
2 1 1 1 0 0 1 1
1 1 1 1 1 0 0 0
2 1 1 0 0 0 0 1
2 1 1 0 0 0 0 1
1 0 0 0 0 0 0 0
Ordered DHarT
4 3 2 2 1 1 1 1
4 3 2 1 1 1 1 1
3 2 2 1 1 1 1 0
2 2 1 1 1 1 1 0
2 1 1 1 0 1 0 1
1 1 0 0 0 0 0 0
1 1 0 0 0 1 0 1
1 0 0 0 0 0 0 1
DLT
(5,0) (3,3) (2,2) (1,1) (2.0) (1,1) (2,2) (3.3)(3.3) (2.2) (1.1) (1,1) (1.1) (1.1) (1,1) (2,2)(2,2) (1.1) (0,1) (0.0) (0.0) (0.1) (0.0) (1,1)(2,1) (0.1) (0.0) (0.0) (1,1) (0.0) (0.0) (1,1)(2.0) (0,0) (0.0) (0.0) (1.0) (0.0) (0.0) (0.0)
(2.1) (1,1) (0.0) (0.0) (1,1) (0.0) (0,0) (0.1)(2,2) (1,1) (0.0) (0,1) (0,0) (0.0) (0,1) (1.1)(3.3) (2,2) (1.1) (1.1) (1,1) (1,1) (1,1) (2.2)DFT (Real,Imaginary)
Table 2.5: Bit allocation tables for 8x8 transforms calculated for an average bit rate of 1.0 
bpp by using the coefficient variances in the frame difference test image
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4x4
Still image Frame difference
0.5 bpp 1 . 0  bpp 1.5 bpp 2 . 0  bpp 0.5 bpp 1 . 0  bpp 1.5 bpp 2 . 0  bpp
KLT 28.56 30.63 32.88 34.73 31.35 33.19 35.34 36.90
DCT 28.47 30.60 32.83 34.66 31.19 33.00 35.18 36.70
DLT 28.46 30.56 32.78 34.60 31.21 33.04 35.14 36.66
ST 28.46 30.56 32.78 34.60 31.21 33.04 35.14 36.66
CCT 27.86 30.34 32.06 34.37 31.02 32.75 34.21 36.26
DHarT 27.86 29.97 32.05 34.00 31.02 32.10 34.19 35.96
WHT 27.86 30.34 32.06 34.37 31.02 32.75 34.21 36.26
DHaaT 27.89 30.31 31.92 34.18 30.99 32.68 34.02 36.32
DFT 27.73 30.63 31.73 34.21 30.53 32.44 34.08 35.98
DST 26.98 30.09 31.96 34.31 30.73 32.48 34.75 36.40
BHT 26.66 29.93 31.37 34.21 30.75 32.54 34.72 36.43
Table 2.6: PSNR values for 4x4 transforms at different bit rates
8 x8
Still image Frame difference
0.5 bpp 1 . 0  bpp 1.5 bpp 2 . 0  bpp 0.5 bpp 1 . 0  bpp 1.5 bpp 2 . 0  bpp
KLT 29.34 31.90 33.89 36.10 32.50 34.63 36.65 38.74
DCT 29.15 31.60 33.36 35.59 32.12 33.86 35.61 37.60
DLT 29.01 31.17 33.02 35.17 31.77 33.49 35.41 37.29
ST 28.91 31.14 33.02 35.21 31.85 33.55 35.32 37.29
CCT 28.58 30.87 32.75 34.93 31.12 33.06 34.88 36.81
DHarT 28.54 30.96 32.53 34.97 31.13 32.96 34.83 36.73
WHT 28.67 30.77 32.69 34.90 31.14 33.00 34.65 36.65
DHaaT 28.61 30.58 32.26 34.51 31.21 32.86 34.45 36.51
DFT 28.22 30.77 32.61 34.98 31.01 33.15 34.72 36.92
DST 27.84 30.73 32.89 34.90 31.48 33.68 35.41 37.43
BHT 27.31 30.41 32.42 34.72 30.92 33.46 35.14 37.23
Table 2.7: PSNR values for 8 x8  transforms at different bit rates
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16x16
Still image Frame difference
0.5 bpp 1 . 0  bpp 1.5 bpp 2 . 0  bpp 0.5 bpp 1 . 0  bpp 1.5 bpp 2 . 0  bpp
KLT 30.53 33.94 36.85 39.51 34.48 37.83 40.54 43.19
DCT 29.71 32.05 34.06 36.40 32.63 34.94 36.71 38.86
DLT 29.41 31.69 33.50 35.86 32.18 34.02 35.85 38.01
ST 29.43 31.66 33.56 35.87 32.23 34.05 36.00 38.03
CCT 29.09 31.41 33.61 35.71 32.07 34.25 36.18 38.24
DHarT 29.00 31.42 33.59 35.70 32.05 34.32 36.17 38.30
WHT 28.86 31.30 33.09 35.54 31.46 33.54 35,40 37.51
DHaaT 28.72 30.99 32.37 35.00 31.44 33.37 34.81 37.16
DFT 29.03 31.52 33.59 35.87 32.07 34.48 36.52 38.73
DST 28.94 31.67 33.77 36.07 32.30 34.62 36.41 38.61
BHT 27.50 30.75 32.81 35.15 31.48 33.79 35.86 37.89
Table 2.8: PSNR values for 16x16 transforms at different bit rates
usually smaller than those corresponding to a change from 4x4 to 8 x8 . Some of the transfoims such 
as KLT, DST and DFT were more successful with a block size of 16x16. However, because of the 
two disadvantages mentioned, larger blocks than 16x16 were not considered in this thesis.
Since KLT is the optimal transform, it can be used as a reference. With a block size of 4x4, the 
performance of KLT and other transforms (especially DCT) were very close. However, the difference 
increased when larger blocks were used. Similarly, the difference between the PSNR values of KLT 
and other transfoims, was larger for the frame difference test image. This is consistent with the 
k: values which verify that the decorrelation is more difficult with fixed basis functions when the 
correlation between the signal samples is already low.
Using the PSNR values, the decorrelation measures, iq  and Kp were compared, and Kp was found to be 
more consistent. As given in Table 2.1, when the block size was 4x4, the k^ and Ke values of DHarT 
and DHaaT were higher than those of DST for the difference image. On the other hand, as shown 
in Table 2.6, DST outperformed both DHarT and DHaaT in terms of PSNR values. This could be 
predicted only by using the Kp measure. Similarly, when the block size was 8 x8 , although the jq and 
Ke values of BHT were less than those of DFT, DHaaT, WHT, DHarT and CCT for the difference 
image, the Kp and PSNR values were higher. The same contradiction happened for DLT and ST when 
they were applied on the still test image divided into 16x16 blocks.
At low bit rates, jq was more critical than the two decorrelation measures. Since DST and BHT 
require more than one coefficient to represent the DC component of the input block, they scored very 
low in the % measure especially for the still test image. Therefore, at 0.5 bpp, they were the worst
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transforms for the still image.
When the bit rate was increased, the encoder spent more bits for the higher frequency coefficients. 
For some of the transforms such as BHT, this was advantageous. However, the weaknesses of some 
others such as DHaaT which does not support a hierarchical frequency structure in its basis functions, 
became apparent.
Finally, the encoded images were assessed subjectively, and the PSNR values were found to be 
consistent with the subjective quality. Fig. 2.24 illustrates the face part of ‘Miss America' picture 
encoded at 0.5 bpp by using different 8 x8  transforms. The main disadvantage of the block transform 
based image coding algorithms, the blocking effect, constitutes the most annoying artifacts in these 
pictures. As can be seen in Fig. 2.25, this effect is more annoying when a small block size is chosen. 
The blocking effect can be reduced by using lapped orthogonal transforms (LOT) based on signal 
transformation of overlapping blocks.
2.4 Concluding remarks
In this chapter, several orthogonal discrete transforms have been examined for the purpose of block 
transform based image and video compression. The results show that DCT is the best after the optimal 
transform KLT. DLT and ST were slightly inferior to DCT. On the other hand, DFT and DST need to 
be mentioned when large blocks can be used.
The main disadvantage of the block transform based coding is the blocking effect which necessitates 
more complex solutions at low bit rates. Increasing the block size reduces the annoyance of the 
blocking effect, but LOT is a much better solution. Obviously, LOT has other disadvantages such as 
additional complexity and excess transform coefficients.
Another weakness of the transform coding with fixed basis functions is the low decorrelation efficiency 
for the interframe residual image, the pixels of which are usually much less correlated than those of a 
natural still image. Therefore, better representations than block transforms need to be considered for 
video coding.
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Figure 2.24: ‘Miss America’ pictures encoded at 0.5 bpp by using different 8x8 
transforms
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Figure 2.25: ‘Miss America’ pictures encoded at 0.5 bpp by using DCT with 4x4 , 
8x8 and 16x16 blocks
Chapter 3
Analysis-by-Synthesis Predictive Vector 
Quantisation
Linear prediction (LP) and vector quantisation (VQ) methods have been widely used in image and 
video codecs (coder-decoder). However, Analysis-by-Synthesis technique could not be applied to 
image coding although it is highly popular in speech coding. In this chapter, the compression 
capabilities of the linear prediction, vector quantisation and analysis-by-synthesis techniques are 
examined and a novel image coding algorithm developed by using these techniques is presented.
3.1 Linear Prediction
The correlation between signal samples can be exploited to predict one sample by using others. The 
linear predictor can be represented as a multiple-input single-output system shown in Fig. 3.1. The 
output is the weighted sum of the input values. The weights may be predefined by using general 
characteristics of the signal or made adaptive for optimum prediction of certain samples. In order to 
realise a sequential system, the prediction has to ensure the causality requirement: the input values 
should be past samples. This is not an obligation in coding algorithms, but it is usually preferred since 
noncausal algorithms result in high complexity and delay.
In coding applications, the LP method may be useful in the decoder in order to enhance the output 
quality. For instance, it may be used to increase the resolution in both temporal and spatial domains 
(linear interpolation). However, linear predictive coding refers to the compression technique which 
reduces the correlation between input samples and thus, the statistical redundancy of the signal. In 
this technique, the difference values (residuals) between the actual and predicted samples are encoded. 
Therefore, both encoder and decoder have a LP stage. Since the decoder can use only encoded values
CHAPTER 3. ANALYSIS-BY-SYNTHESIS PREDICTIVE VECTOR QUANTISATION 50
X
X
X N
Figure 3.1: Multi-input single-output LP system
as input to the linear predictor, the encoder also has to use the same values. Otherwise, the predictors 
in the encoder and decoder result in different values. In this case, the error at the decoder is caused 
by the prediction difference as well as the quantisation of the residual.
3.1.1 Computation of linear prediction coefficients
The image samples are processed by the predictor in a sequential order. Fig. 3.2 shows the most 
popular ordering. In a casual image prediction model, only the past samples which remain above the 
line of the predicted pixel or on that line but on the left of the predicted pixel can be used. Fig. 3.3 
shows the past samples used in LP.
The prediction coefficients (weights) are computed by minimising the prediction error. Mean-squared- 
error (MSE) criteria given in (3.1) can be used to measure the prediction error.
(3.1)
where X  is the set of predicted pixel coordinates, N x  is the number of elements in the set X  and A  is 
the set of the relative pixel coordinates used in the prediction.
The prediction coefficients can be calculated by finding the minimum point of the MSE function. This 
point is calculated by solving a number of linear equations obtained by using the partial derivatives 
of MSE with respect to the LP coefficients:
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Figure 3.2: Image sample ordering
PAST PIXELS
CURRENT
PIXEL
Figure 3.3: Positions of past and future sam­
ples
d M S E
^^u,v
=  0 ( m ,  v )  g  a
When the definition of MSE is replaced, the equation can be simplified:
-  k J  -  0)^] = 0
OV)eX (kJ)sA
(W ^j) — ^ 2  -  k J  — / ) ) - — [ ^ 2  — k J  -  /)] = 0
(i j )eX (*,OeA (kJ)eA
^  ^  O kjxii -  k J  -  l ) ) x ( i  -  u j  -  v) = 0
(V)e%
Finally, we obtain
X fjM * -  MJ’ - v ) =  ^  Ofc,/ ^  -  k J  -  [)x(i -  u J  -  v)
(V)eX (W)eA (v > X
(3.2)
(3.3)
(3.4)
(3.5)
(3.6)
3.1.2 Linear prediction models for image signals
The set A  for the best prediction performance can be found experimentally. The shape of the 
autocorrelation function proves the fact that closer pixels result in better prediction for almost all 
natural images. Therefore, the elements of A  can be chosen first from the neighbours of the predicted 
pixel. Then, more elements can be included in A  until the prediction performance improvement 
saturates.
The A  sets used in the experiments are:
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= {(1 . 0 )} (3.7)
Xz = {(0 . 1)} (3.8)
Aj = {(1 , 0 ), (0 , 1 )} (3.9)
A4  = {(1 , 0 ), (0 , 1 ), ( 1 , 1 )} (3.10)
A; = {(1 , 0 ),(0 , 1 ) ,( 1 , - 1 )} (3.11)
A« = {(1,0),(0 ,1),(1 ,1),(1 ,-1)} (3.12)
A, = {(1,0),(0,1), (1,1), (1 ,-1 ), (2,0)} (3.13)
As = {(1 , 0 ),(0 , 1 ) ,( 1 , 1 ) ,( 1 , - 1 ),(0 , 2 )} (3.14)
A, = {(1,0), (0 ,1),(1,1),(1, -1),(2 ,0),(0 ,2)} (3.15)
The diagram corresponding to the first 4 sets is given in Fig. 3.4.
Past pixels Future pixels Current pixel
Figure 3.4: Venn diagram for Ai, A%, A3 and A4 sets
For each image, only one set of coefficients is considered. Linear prediction technique with different 
sets of coefficients in different regions of the image is briefly examined later in the chapter by using 
the best prediction model. Table 3.1 shows the optimum coefficient values computed for 6  test images 
by using the above prediction models.
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Sets Coefficients Images
Lena
512x512
Lena
256x256
Lena
128x128
Miss
America
Tennis Salesman
Ai «1,0 0.997474 0.994699 0.988111 0.997862 0.990628 0.989825
Az Û0.1 0.995907 0.990953 0.980300 0.997642 0.992138. 0.986391
^3 <^1,0 0.668489 0.689727 0.704801 0.527757 0.441253 0.581339
<^0,1 0.330517 0.307994 0.288730 0.471963 0.556660 0.417216
A4 «1,0 0.762474 0.766828 0.709571 0.805886 0.498261 0.827229
^ 0,1 0.520613 0.480659 0.300373 0.782977 0.601849 0.759835
^ 1,1 -0.284364 -0.250336 -0.016520 -0.589307 -0.102411 -0.589360
A5 #1,0 0.414589 0.469224 0.457089 0.209852 0.402304 0.503849
#0.1 0.335829 0.296795 0.250400 0.519845 0.544879 0.414717
# 1 .-1 0.249634 0.233706 0.291057 0.270851 0.050977 0.081040
As #1,0 0.518667 0.551972 0.461827 0.589901 0.450203 0.744843
#0,1 0.490489 0.442645 0.261960 0.780045 0.594796 0.758200
#1.1 -0.232209 -0.210132 -0.016401 -0.530089 -0.129834 -0.591159
# 1 ,- 1 0.222762 0.214597 0.291053 0.160204 0.082877 0.086945
A? #1,0 0.602362 0.639862 0.505080 0.725305 0.465235 0.798405
#0.1 0.461797 0.418993 0.253221 0.674687 0.594601 0.746297
#1.1 -0.175476 -0.157479 0.013232 -0.403426 -0.125710 -0.574251
#1 ,- 1 0.244168 0.233574 0.303837 0.192931 0.090324 0.092528
#2.0 -0.133293 -0.136173 -0.077177 -0.189881 -0.026567 -0.064752
Ag # 1,0 0.508617 0.545522 0.460400 0.567527 0.394629 0.755395
#0.1 0.525919 0.470479 0.269990 0.831606 0.406412 0.724157
#1,1 -0.205803 -0.187618 -0.006889 -0.503284 -0.150963 -0.597649
#1 ,- 1 0.222970 0.216423 0.292209 0.160052 0.093731 0.077456
#0.2 -0.052187 -0.046051 -0.017490 -0.056004 0.255478 0.039855
Ag #1,0 0.590870 0.631478 0.503319 0.705961 0.418853 0.812931
#0.1 0.492570 0.440510 0.259858 0.714012 0.403507 0.708094
#1.1 -0.155398 -0.143035 0.020537 -0.387593 -0.144398 -0.580502
# 1 .-1 0.243559 0.234138 0.304597 0.191991 0.106258 0.082360
#2.0 -0.128417 -0.130558 -0.076100 -0.185054 -0.044159 -0.068239
#0,2 -0.043780 -0.033985 -0.014192 -0.039805 0.258977 0.043974
Table 3.1: Optimum prediction coefficients
CHAPTER 3. ANALYSIS-BY-SYNTHESIS PREDICTIVE VECTOR QUANTISATION 54
Sets Images
Lena
512x512
Lena
256x256
Lena
128x128
Miss
America
Tennis Salesman
Ai 78.48 188.54 419.37 18.35 306.92 136.04
A% 135.14 323.17 689.86 20.15 256.29 180.81
A3 63.27 155.69 364.17 10.80 173.87 87.43
A4 55.07 145.46 364.07 6.93 172.06 57.01
As 54.79 138.27 306.41 9.34 173.71 86.27
As 49.50 131.17 306.31 6.49 171.22 55.66
A? 47.70 128.09 304.20 6.05 171.08 55.14
As 48.96 130.52 306.18 6.43 156.11 55.40
Ag 47.33 127.74 304.12 6 . 0 2 155.77 54.83
Table 3.2: MSE of LP using original pixels
The first remarkable point is the sharp decrease in the magnitudes of the coefficients corresponding 
to relatively distant pixels. This fact confirms that most of the prediction information comes from the 
neighbouring pixels. Secondly, the sum of the coefficients tends to be unity, and thus, the mean of the 
prediction residuals converges to 0. Another important observation is the relatively high variance of 
the coefficients from one image to another.
Table 3.2 gives the MSE values for the optimised coefficients. As expected, higher the order of 
prediction better the prediction performance. However, the performance improvement becomes 
negligible after a certain number of coefficients. From Table 3.2, it can be concluded that most useful 
coefficients are ao,i> #i,o> #i.i and a \ - \ .  When the other coefficients are included in the prediction 
model, the MSE value decreases only slightly. The table also gives the MSE values for different 
resolutions of the same image. These data show that the predictability in image signals decreases 
as the image resolution decreases. The predictability is related to the statistical signal redundancy. 
Therefore, the image compression ratio is usually smaller for lower resolutions.
3.1.3 Quantisation effect of image LP coefficients
Obviously, for correct reconstruction the LP coefficients have to be known by the decoder. The 
encoder has to quantise them before the transmission. In order to examine the quantisation effects, 
the prediction coefficients were uniformly quantised by using a step size of 0.02. This value ensures 
that the number of bits per coefficient does not exceed 7 even in the worst cases. When only one 
prediction model is used for the entire image, there is no need to increase the quantisation step size 
since negligible number of bits are required for the quantisation of coefficients. Table 3.3 gives the 
quantised coefficient values corresponding to and Ag sets which were used to assess the change in 
the LP MSE when the coefficients were quantised.
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Sets Coefficients Images
Lena
512x512
Lena
256x256
Lena
128x128
Miss
America
Tennis Salesman
#1.0 0.52 0.56 0.46 0.58 0.46 0.74
A 6 #0,1 0.50 0.44 0.26 0.78 0.60 0.76
#1.1 -0.24 -0.22 -0.02 -0.54 -0.12 -0.60
#1.-1 0.22 0.22 0.30 0.16 0.08 0.08
#1,0 0.60 0.64 0.50 0.70 0.42 0.82
#0,1 0.50 0.44 0.26 0.72 0.40 0.70
Ag Ô1.1 -0.16 -0.14 0.02 -0.38 -0.14 -0.58
#1.-1 0.24 0.24 0.30 0.20 0.10 0.08
#2,0 -0.12 -0.14 -0.08 -0.18 -0.04 -0.06
#0,2 -0.04 -0.04 -0.02 -0.04 0.26 0.04
Table 3.3: Quantised optimum prediction coefficients with q=0.02
ja n g  unquantsed coens 
using quantised coetts (c^0.02)
 nKlth unquantlaad coetfs
witit quantised coetts (q>0.02)
Lama»i2%Sl2Lana2*%256
Figure 3.5: MSE of LP using original pixels 
with quantised and unquantised coefficients of 
As
Figure 3.6: MSE of LP using original pixels 
with quantised and unquantised coefficients of 
Ag
As can be seen from Fig. 3.5 and Fig. 3.6, the quantisation of LP coefficients does not significantly 
affect the performance of the LP. However, in this experiment the original pixels were used for 
prediction. As the decoder can only know previously decoded pixel values, it was more realistic to 
repeat the experiment with encoded pixels. A simple uniform quantiser was designed to quantise the 
prediction residuals. The step size was chosen to be 12 in order to have the PSNRs of output images 
around 38 dB. This quality level is typical for low bit rate image codecs. Table 3.4 shows the LP 
MSE values obtained by using the encoded pixels with unquantised coefficients. As expected, the 
performance of the LP deteriorated. The saturation of the prediction performance after 4 coefficients 
is clearer from this table. Since the coefficients were optimised by using the original pixels, the MSE 
increased for some of the test images when additional coefficients were used.
In the case of prediction with encoded pixels, the MSE values corresponding to the quantised and
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Sets Images
Lena
512x512
Lena
256x256
Lena
128x128
Miss
America
Tennis Salesman
A , 90.40 199.96 431.94 29.43 319.16 147.76
Az 147.15 334.19 701.80 32.37 268.38 192.94
A3 69.25 162.23 371.44 15.41 180.22 92.72
A4 64.38 155.80 371.52 15.46 179.69 73.77
A5 58.37 142.12 310.96 13.23 179.43 90.78
A6 55.40 137.89 310.30 12.68 178.11 70.66
A^ 54.51 135.78 308.61 12.96 177.99 71.08
Ag 55.09 136.98 309.71 12.45 161.48 70.10
Ag 54.44 135.46 308.90 13.34 161.42 70.58
with unquantieed coens 
with quantised coetts (p=0 02)
128x128
Table 3.4: MSE of LP using encoded pixels
380.0
Ainanca Salnman
with unquantlsed coalla 
with quantised coetts (q«0.02)
Figure 3.7: MSE of LP using encoded pixels 
with quantised and unquantised coefficients of 
A6
Figure 3.8: MSE of LP using encoded pixels 
with quantised and unquantised coefficients of 
Ag
unquantised LP coefficients are compared in Fig. 3.7 and Fig. 3.8. The quantisation of LP coefficients 
has a very small effect on the prediction performance when the quantisation step size is as low as 0.02. 
There is no need for coarse quantisation when there is only one LP set for the entire set. However, the 
effect of coarse quantisation needs to be investigated when different LP sets are used in the different 
parts of the image.
3.1.4 Fixed value linear prediction coefficients
Four coefficients seem to be satisfactory for a prediction model that can be used in image compression 
algorithms. As an option to the optimum LP coefficients, fixed coefficient values may be used. In 
this case, the LP coefficients known by both encoder and decoder are not transmitted. Therefore, a 
small number of bits are saved. In addition, the process is computationally less complex since the
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run-time optimisation and quantisation of coefficients are not necessary. In [36], A s  set was used. The 
proposed coefficients are:
As = {#1,0 = 0- 50, #0,1 = 0.25, ai_i  = 0.25} (3.16)
For comparison purposes, a A ^  set with 4 fixed coefficients was designed. During the design, the 
predictor response should be made unity in order to avoid a dc component in prediction residuals. 
Also, a symmetric system was preferred for a rotation invariant system. The design of such a system 
seemed to be quite difficult because of the lack of 4 equations. On the other hand, the variances 
of the optimum LP coefficients were very high. Even for the same image, the same coefficient had 
sometimes very different values in different sets. However, this high difference did not necessarily 
imply a big change in prediction MSE. For instance, although the prediction models using A ^  and Ag 
sets resulted in similar MSE values for ‘Miss America' test image (Table 3.4), ao.i coefficient was 
changed about 25 %  from one set to the other. Therefore, instead of a sophisticated study on optimised 
LP models with fixed coefficients, the mean values of the optimum coefficients for the test images 
were used to propose a prediction model with 4 fixed coefficients. The set for this model is:
Ag = {flio = 0.55, «0,1 = 0.55, «1,1 = - 0 . 30,«i,_i = 0 . 2 0 } (3.17)
The prediction models with fixed value and optimum coefficients are compared in Fig. 3.9. For 
most of the test images, LP with 4 fixed coefficients gave better perfoimance than the case with 3 
fixed coefficients. Due to the effect of the quantisation noise on the optimum LP coefficients, in 
some images better performance may be obtained by using fixed coefficients. As a result, the MSE 
difference between LP models using optimum and fixed coefficients is not significant.
3.1.5 Linear prediction on image blocks
Although a set of optimum coefficients corresponding to the entire image are not very useful for 
prediction, the LP perfoimance may be improved by using several sets of optimum coefficients 
corresponding to the different blocks of an image. Obviously, the number of bits used for LP 
coefficients is more critical in this case.
A series of experiments were implemented on the test images by using different size image blocks. 
The LP coefficients were uniformly quantised with a step size of 0.02 and 4 coefficients were used 
in the model. The prediction residuals were also uniformly quantised with a step size of 1 2 , so that
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with 4 quantised optimum coetts 
with 4 tixed coetts 
with 3 tixed coetts
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Figure 3.9: MSE of LP using encoded pixels with unquantised coefficients of Ag 
and fixed coefficients of Â5 and Âg
encoded pixels were used for the prediction. Fig. 3.10 shows the MSE values obtained for the ‘Lena’ 
images as a function of block size. The increase rate of the MSE value as a function of the block size 
seems to be proportional to the initial MSE level. This statement is valid also for Fig. 3.11 which 
shows the MSE versus block size graph for the other test images.
Although the use of different LP sets for image blocks decreased the prediction MSE as expected, 
the difference was not high for images which had low MSE when prediction was used over the entire 
image. Significant improvement was obtained only for ‘Lena 128x128’. However, the coding cost in 
terms of bit rate was directly proportional to the number of LP sets. Therefore, the LP coefficients 
may have to be quantised more coarsely.
3.1.6 Coarse quantisation of block LP coefficients
When one LP set is used for the entire image, coarse quantisation of the coefficients is unnecessary 
since there are only few LP coefficients to be quantised in each image. However, this becomes critical 
when the image is split into blocks. In this case, the number of bits that can be allocated for the 
quantisation of LP coefficients is very limited.
The effect of coarse quantisation of LP coefficients was examined by using again a uniform quantiser.
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Figure 3.10: MSE of LP as a function of block 
size in ‘Lena’ images
Figure 3.11: MSE of LP as a function of block 
size in ‘Miss America’, ‘Tennis’ and ‘Salesman’ 
images
Four coefficients were computed for each block and a block size of 8 x8  was chosen since it gave the 
lowest MSE value. In Fig. 3.12 and 3.13, the MSE values for the test images are given as a function 
of the quantisation step size. Most of the curves seem to be exponential. Therefore, the LP case with 4 
fixed coefficients may be preferred if coarse quantisation is needed for LP coefficients. Fig. 3.14 and 
Fig. 3.15 show the MSE improvement by using a coefficient set for each 8 x8  image block instead of 
4 fixed coefficients for the entire image as a function of the quantisation step size . For a quantisation 
step size of 0.14, the prediction efficiency obtained by using multiple image blocks, was already lost 
for most of the images.
In the case of coarse quantisation, the predictor response was unlikely to be unity. The stability of the 
coding system was not affected since the residuals are encoded. However, the coding efficiency was 
reduced since the predictor resulted in residuals with a dc level which signifies statistical redundancy.
In brief, the LP technique which uses different coefficient sets in image blocks is not prefened 
because of the high computational complexity and the need for coarse quantisation which results in 
poor prediction performance.
3.2 Vector Quantisation
The vector quantisation(VQ) technique has been very popular among the researchers working in 
speech and image coding [31, 65]. A vector quantiser is defined as a system for mapping a sequence 
of continuous or discrete vectors into a digital sequence suitable for communication over and storage
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in a digital channel [39]. In mathematical terms, the definition can be written as:
y i = G(x) ; Y i e Y  (3 .18)
and
x =  [%i,%2,....... %] ; G 91
yi= [yu,A2,....,W ;  ^9i
Y = [yi,5'2,....,5'L]
where Q{. ) refers to the quantisation operator. The number of input values which form a vector is 
called the vector dimension V, In the VQ technique, the input vector, x  is assigned to an index, i which 
corresponds to one of the predefined codevectors, y.. The number of codevectors, L  which form the 
codebook Y, is called the codebook size. Since both the decoder and encoder have the identical 
codebook, only the index value is encoded. For the quantisation of each input sample, r  = lo g 2L  / N  
bits are required. Therefore, the codebook size and vector dimension are chosen according to the 
target bit rate.
The VQ method can compress the data by exploiting the statistical dependency between the vector 
elements. On the other hand, it is a necessity in low bit rate coding algorithms with a bit rate of less 
than 1 bit/sample. VQ can also exploit the dependency between the input vectors if the codevectors 
are changed dynamically according to the past data. In this thesis, the memoryless VQ using fixed 
codevectors is preferred because of its simplicity.
3.2.1 Scalar vs. vector quantisation
Scalar quantisation(SQ) is a special case of vector quantisation corresponding to a vector dimension 
of one. The VQ technique always outperforms the scalar quantisation thanks to its sphere-packing 
property. A vector quantiser reads a block of data each time. Therefore, it has more information about 
the signal. Whereas in scalar quantisation, only one sample at a time is read and processed. Linear 
prediction may be used to exploit the signal correlation and improve the performance of the scalar 
quantiser. However, VQ yields again better performance since it can exploit the statistical dependency 
as well as the correlation.
Fig. 3,16 shows an example case where VQ needs less bits than a scalar quantiser to give the same 
output quality. Obviously, we assume that the scalar quantiser does not use the past information. For 
both of the input values :ci and X2 , the scalar quantiser is the same and has a range which includes the
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regions A  and B . If it needs p  bits for each region, then 2 (p  + 1) bits are required for the quantisation 
of both of the values. However, a vector quantiser exploits the fact that both values are from the 
same region. In other words, if X] belongs to A , X2 also should be in A (or vice versa). In this situation, 
2 p  + I bits are required for VQ. Although the quantised values are equal, up to 50 %  bits may be saved 
by using VQ instead of SQ.
a 2
pdf
pdf
bi
Figure 3.16: Joint and marginal pdf’s in a 2D two-cluster case
On the other hand, if the information redundancy due to the statistical dependency between samples is 
already removed and the contributions of the samples to the output are independent, then VQ results in 
negligible improvement in the coding efficiency. In this case, SQ is more desirable since its design and 
implementation are much simpler. However, it is impossible to remove all the statistical redundancy 
because of the computational complexity limitations.
In low bit rate coding algorithms, the samples are usually quantised at a bit rate less than 1 bit/sample. 
As the minimum bit rate of a scalar quantiser is 1, VQ has to be used in those algorithms.
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3.2.2 Memoryless codebook design
The most important part of the design of a vector quantiser is the computation of the codevectors. 
This process is referred to as the codebook design or training. The codebook design is basically 
selecting a certain number of codevectors which give minimum quantisation error. Each codevector 
corresponds to a cell in the N-dimensional space. Fig. 3.17 shows an example of the partition of the 
two-dimensional input domain with L = 8  code vectors.
Input
domain
Figure 3.17: A two-dimensional vector quantiser with 8  codevectors
To find the codevectors, Linde e t a l. [57] proposed a technique (LEG algorithm) based on an approach 
of Lloyd [59]. A locally optimal codebook is computed for a given distortion measure from a large 
training set of data.
In this technique, an initial codebook is assumed to partition the N-dimensional space into L  clusters. 
Then, all the training vectors are assigned to each one of the codevectors (clusters) by using the 
distortion measure. The centroids of the clusters are computed to replace the previous codevectors. 
These steps are repeated until the decrease of the distortion saturates.
Obviously, the initial codebook selection affects the optimality and speed of the codebook design 
process. A good choice decreases the number of repetitions. The initial codebook should also avoid 
empty clusters. A simple but effective way of selecting the initial codevectors is the tree approach. The
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centroid of all training vectors is computed and then, a small fixed vector is added to and subtracted 
from the centroid in order to have two codevectors. The training vectors are assigned to one of these 
two codevectors resulting in two different clusters. The centroids of the clusters are computed and 
the same procedure is repeated until the required number of codevectors is obtained.
3.2.3 Memoryless VQ types
3.2.3.1 Full-search VQ
The full-search VQ approach is based on comparing the input vector with each codevector in the 
codebook. Therefore, it needs lots of computations which reduce the algorithm speed. In order to 
assess the performance of the full-search VQ technique, an algorithm working at a bit rate of 0.5 
bits per pixel (bpp) was simulated. The vectors were formed by 4x4 image subblocks, so the vector 
dimension was 16. The codebook size was 256 which required 8  bits for each codebook index. 
The ‘Miss America’, ‘Tennis’ and ‘Salesman’ images were used to train the codebook. Fig. 3.18 
shows the output ‘Lena’ images at different resolutions obtained by using the classical full-search 
VQ algorithm. The peak-to-peak signal-to-noise ratios (PSNR) for the ‘Lena’ images as well as the 
training set images are given in Table 3.5. Two main artifacts of the output images are the visibility 
of the block boundaries and the deformation of the edges.
Lena 128x128 Lena 256x256 Lena 512x512 Miss America Tennis Salesman
23.63 26.40 29.40 36.92 30.10 28.73
Table 3.5: PSNR values in dB for full-search VQ algorithm 
3.2.3.2 Tree-search VQ
In full search VQ, all of the codevectors are compared with the input vector. Hence, the computational 
cost is proportional to the number of codevectors. Tree-search VQ has been proposed in order to 
decrease the number of comparisons [14]. However, it almost doubles the memory requirements. In a 
tree search with M  branches for each tree node, the input vector is compared with only M  codevectors 
in each level. Since there are logM L  levels, only M lo g ^ L  comparisons are needed instead of L  
comparisons of the full-search case. On the other hand, the number of codevectors rises to 2L — M . 
Fig. 3.19 shows an example of binary tree-search VQ with L = 8  and N  - 2 .  For this example, the 
number of comparisons is 6 , but there are 14 different codevectors to be stored in the memory.
The main drawback of the tree-search VQ is the suboptimality of the codebook. In each branch of the 
tree, the space partition is independent from the other branches. In other words, the shape of the final
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Figure 3.18: Outputs of full-search VQ algorithm for 128x128, 256x256 and
512x512 ‘Lena’ images at 0.5 bpp
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Figure 3.19: Tree-search VQ example
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codebook partition is affected by the shape of the partitions at the root branches. Therefore, different 
codebooks are very likely to be obtained by training for full-search and tree-search techniques. In this 
case, the performance of the full-search VQ is better than its tree-search counterpart.
The tree-search algorithm was simulated and compared with the full-search technique. The PSNR 
values given in Table 3.6 prove that always better quality can be obtained by using full-search. As 
illustrated in Fig. 3.20, the subjective evaluation also confirms the superiority of the full-search to the 
tree-search technique. However, the tree-search algorithm is much faster.
Lena 128x128 Lena 256x256 Lena 512x512 Miss America Tennis Salesman
23.00 25.71 28.64 36.15 29.28 27.62
Table 3.6: PSNR values in dB for tree-search VQ algorithm
3.2.3.3 Multistep and Mean/Shape VQ
The multistep VQ technique can be imagined as a series of codebooks. It reduces the storage 
requirements as well as the computational complexity [49]. The multistep VQ has also a suboptimal 
codebook structure. It is preferred when the input signal includes some additive components with 
different statistical characteristics. Then, the codebooks at the different steps are designed to quantise 
the different components. The output of each step is the difference between the input and the 
codevector corresponding to the best match.
A special case of the multistep VQ, the mean/shape VQ has been successfully used in image coding 
[7]. This case includes only two steps and the first step is simply a scalar quantiser for the mean 
value. After the removal of the mean from the input vector, the residuals which represent the shape 
are vector quantised.
The simulated algorithm works at 0.5 bpp again. Two combinations were tried. In the first case, a 
codebook with only 8  codevectors and a mean quantiser with 32 levels were used. In the second case, 
both the codebook size and mean levels were 16. Although the PSNR values given in Table 3.7, were 
similar' in both cases, the former produced better subjective quality. When the output images of the 
mean-shape and full-search VQ algorithms, displayed in Fig. 3.21 and Fig. 3.18 respectively for the 
‘Lena’ picture, are compared subjectively, the mean-shape technique is slightly preferred.
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Figure 3.20: Outputs of tree-search VQ algorithm for 128x128, 256x256 and
512x512 ‘Lena’ images at 0.5 bpp
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Figure 3.21: Outputs of mean-shape VQ algorithm for 128x128, 256x256 and
512x512 ‘Lena’ images at 0.5 bpp
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Codebook
size
Mean
levels
Lena
128x128
Lena
256x256
Lena
512x512
Miss
America
Tennis Salesman
8 32 23.20 25.97 29.08 34.79 27.88 26.22
16 16 23.26 25.88 28.59 33.16 27.96 26.61
Table 3.7: PSNR values for mean-shape VQ algorithm 
3.2.3.4 Product Code and Gain/shape VQ
In order to reduce the codebook storage requirements, the codebook can be designed as a product 
of smaller codebooks. The technique is preferred when less complexity can be obtained by coding 
different signal components, the product of which constitutes the input vector.
Gain/shape VQ is a special case of the product code VQ where the shape part is defined as the 
original input vector normalised by the removal of a gain term such as waveform energy. Although 
the gain/shape encoders were initially employed in speech coding [14, 80], they can be extended to 
the image coding area since most of the perceptual image information is stored in the shape vectors.
In a gain-shape vector quantiser, the input vector, X is quantised to a vector, Y  which is the product of 
a normalised codevector, Q  and a gain factor, gj. Then, the quantisation error e can be written as:
e  = E r r ( Y ~ X ) (3.19)
If the error, E rrQ  in the above equation, is calculated by using the squared norm of the difference 
vector, then a open formula for gain-shape VQ can be derived as follows:
e = | | y - x | r
N
(3.20)
(3.21)
(3.22)
(3.23)
Since ||Q || = 1, is also unity. Therefore,
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e  -  ||X|| -  ^  + i j
k
=  I [XII + — X /  Q,k^kŸ
(3.24)
(3.25)
Then, the optimal quantisation is defined by the steps:
(a) Find i which maximises (X^f Q jcX kŸ
(b) Find j which minimises (gj -  Q jJC kŸ
The training process which produces the normalised codebook consists of assigning the training 
vectors to different clusters and finding the centroids of each cluster. To find the centroids is not as 
easy as it is in the full search VQ. However, gain-normalised average vector can be used for the sake 
of the simplicity.
The gain values can be restricted to be positive ( or negative ) if the input data with positive and negative 
gains have different shape characteristics. In this case, the codevector is chosen by maximising
The gain-shape algorithm was also simulated by using two different combinations. Like the mean- 
shape technique, slightly better subjective quality was obtained with a 3-bit codebook and a 5-bit gain 
quantiser. Although the PSNR values of the gain-shape VQ given in Table 3.8, are slightly higher 
than the mean-shape VQ values, it is extremely difficult to distinguish between the output images of 
these two techniques. Since the gain-shape VQ gave better subjective quality than the full-search and 
tree-search techniques, it was used in the VQ algorithms throughout the thesis.
Codebook
size
Gain
levels
Lena
128x128
Lena
256x256
Lena
512x512
Miss
America
Tennis Salesman
8 32 23.27 26.05 29.12 34.98 28.06 25.97
16 16 23.45 26.08 28.67 33.28 28.30 26.36
Table 3.8: PSNR values for gain-shape VQ algorithm
3.2.3.S Classified VQ
In image coding, the classical VQ technique causes problems near the edges. The training process 
smoothes the edges in the codevectors. Therefore, in the decoded image, the edges occur at the 
boundaries of the vector blocks. A solution to this problem is to classify each vector of the input 
image into one of the several categories which determine the type of the codebook to be used [32].
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Figure 3.22: Outputs of gain-shape VQ algorithm for 128x128, 256x256 and
512x512 ‘Lena’ images at 0.5 bpp
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There are numerous VQ strategies which can be defined as classified VQ. In order to avoid a 
misjudgement of the classified VQ technique, none of the methods was simulated. However, the 
technique was exploited during the research as reported in the coming chapters.
3.3 Analysis-by-Synthesis Coding
Analysis-by-Synthesis (ABS) approach was proposed initially for speech processing in the second 
half of the 1950s [76] and successfully applied to low bit rate speech coding with a multipulse LPC 
algorithm [6 ]. The ABS technique exploits the fact that most of the coding systems model the input 
signal and quantise the model residuals. In this technique, the quantisation of the residuals and choice 
of the system parameters are accomplished by considering the output of the model instead of the input 
or the residuals. Although the complexity of the system is increased, more efficient coding is usually 
achieved.
3.3.1 ABS concept in linear prediction
When a LP model is designed past values are used for the prediction. This avoids the prediction 
error caused by the quantisation error of the past samples. If jc„ and y„ are respectively the input and 
residual output values of a LP system, the reconstruction error, can be written as:
(3.26)
where x„ is the original current input and x„ is the output of the inverse LP system.
The prediction residual signal, y„ can be obtained by using the original past input values:
M
y,i — Xfi ^  , ^ k^n—k (3.27)
k
Then, the residual signal is quantised with a quantisation error eyy.
e y ^ = y n - % i  (3.28)
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However, in the reconstruction part, x„ has to be calculated by using the past output since the original 
values are unknown:
M
Xn=y>i + '^ ,a k X n - k  (3.29)
k
ReaiTanging and combining the equations (3.26), (3.27) and (3.29) give:
M
~  y» yn 'I' ^ j ^k(Xn—k t) (3.30)
k
M
^x)i ~  "t" ^ ] ^ k^xfl—k (3.31)
k
On the other hand, if the prediction residuals are computed by using the past predicted values:
M
y , , = x „ - Y ^ ü k X n - k  (3.32)
k
The reconstruction error becomes equal to the quantisation error of residual:
(3.33)
This simple ABS case becomes more important when VQ is used together with LP.
3.3.2 ABS image coding
Since modelling the image signal has not been as successful as the speech signal, the ABS approach 
is not so popular among the researchers working in the image and video coding area. The second 
handicap for the image and video signals is the amount of data which require extremely fast processors 
in order to implement the ABS algorithms in real-time.
The ABS approach can be applied to the image coding methods based on block transformations, 
vector quantisation, lineai" prediction and so on. In this section, an image coding algorithm based on 
the LP and VQ techniques is proposed and it is modified by using the ABS concept in order to have 
better coding efficiency.
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In the first stage of the algorithm, the residuals of the 4-tap LP model are computed. Then, this 
residuals are vector quantised. As seen in Fig. 3.23, it is a one-way process. In this diagram, the LP 
block represents a system which gives the difference between the predicted and original input values 
as output. In the encoder the LP residuals are vector quantised without considering the response of 
the inverse LP filter to the quantisation errors. Therefore, the prediction performance is very poor.
Gain-shape VQ was used in this algorithm. Because of the LP stage, the residuals might have negative 
values. Therefore, the codebook should include some additional vector shapes which do not exist in 
the gain-shape VQ method without the LP stage. As a second impact of the LP stage, the gain values 
have a nonuniform distribution which has to be exploited in order to reduce the bit rate. Less bits 
were assigned to the gain values with higher probability. Two bit allocation schemes shown in Fig. 
3.24 were designed for this purpose and one bit per image was used to indicate the scheme that was 
chosen for the entire image.
Unfortunately, the PSNR values for this algorithm given in Table 3.9 are even less than the values of 
the methods without the LP model. The output ‘Lena’ images obtained by using 6 -bit codebook are 
shown in Fig. 3.25.
ENCODER
Input
Output
VQLP
IVQILF
DECODER
Figure 3.23: Block diagram of a codec using LP and VQ methods
In order to improve the coding performance, the LP+VQ system can be modified according to the 
ABS concept as shown in Fig. 3.26. In this case, the codevectors are passed through the inverse LP 
filter and the output vector is compared with the original image vector. The index corresponding to 
the best match is sent to the decoder. Obviously, this technique is more complex than the previous
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Scheme 1 Scheme 2
No of bits 2 3 4 5 6 No of bits 1 2 3 4 5 6
Figure 3.24: Bit allocation schemes for gain values
Images
Codebook size=32 Codebook size=64
Bit rate 
(bpp)
PSNR
(dB)
Bit rate 
(bpp)
PSNR
(dB)
Lena 128x128 0.52 20.52 0.60 20.32
Lena 256x256 0.48 23.56 0.55 23.63
Lena 512x512 0.45 27.06 0.52 27.33
Miss America 0.39 33.61 0.46 34.21
Tennis 0.50 24.81 0.57 25.05
Salesman 0.48 25.14 0.54 25.87
Table 3.9: Bit rate and PSNR values for LP+VQ algorithm
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Figure 3.25: Outputs of VQ+LP algorithm for 128x128, 256x256 and 512x512
‘Lena images at 0.60, 0.55 and 0.52 bpp respectively
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one since every codevector is passed through the inverse filter. However, the PSNR values given in 
Table 3,10 and the output images encoded by using 6 -bit codebook, shown in Fig. 3.27 prove that the 
ABS technique significantly improves the coding efficiency.
ENCODER
Input
Output IVQILP
LP VQ
ILP IVQ
DECODER
Figure 3.26: Block diagram of an analysis-by-synthesis codec using LP and VQ 
methods
Images
Codebook size=32 Codebook size=64
Bit rate 
(bpp)
PSNR
(dB)
Bit rate 
(bpp)
PSNR
(dB)
Lena 128x128 0.50 23.81 0.57 24.27
Lena 256x256 0.47 26.60 0.54 27.15
Lena 512x512 0.43 30.15 0.50 30.82
Miss America 0.39 37.19 0.45 38.08
Tennis 0.48 27.13 0.55 27.88
Salesman 0.46 28.80 0.54 29.74
Table 3.10: Bit rate and PSNR values for LP+VQ algorithm using analysis-by- 
synthesis approach
3.4 Concluding Remarks
The popular image compression tools such as linear prediction, vector quantisation have been exam­
ined. Simulation experiments were set up in order to evaluate the prediction performance of different 
model parameters. A LP model using 4 fixed coefficients was chosen for the rest of the research.
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Figure 3.27: Outputs of VQ+LP algorithm using analysis-by-synthesis approach 
for 128x128, 256x256 and 512x512 ‘Lena’ images at 0.57, 0.54 and 
0.50 bpp respectively
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Different vector quantisation algorithms using the full-search, tree-search, mean-shape and gain- 
shape techniques were compared. Although the full search technique gave better PSNR values, the 
gain-shape technique was preferred because of its low complexity and higher subjective quality.
Finally, LP and VQ techniques were integrated. The analysis-by-synthesis concept was exploited to 
improve the coding efficiency. The objective and subjective evaluation of the output images proved 
that the ABS LP+VQ system gives the best quality at bit rates around 0.5 bpp.
Chapter 4
Subband Coding
The subband coding method which was initially proposed for speech compression, has also been suc­
cessfully used in image coding [96]. Recently, it has generated high interest in video coding research 
since it can perform better than the block transform methods. Besides the improvement in quality at 
a given bit rate, subband coding algorithms are convenient for progressive image transmission [94] 
and also for packet switched networks [21, 51].
In subband coding, the input signal is split into several frequency bands. The images corresponding 
to different frequency subbands have different characteristics. Low frequency subbands include most 
of the signal energy. However, high frequency bands cannot be ignored since they correspond to the 
edge-type information having high perceptual importance. Therefore, different techniques have to be 
employed in different subbands in order to achieve an efficient coding performance.
4.1 Subband Decomposition
The subband decomposition process can be carried out either in frequency or time domains. In the 
frequency domain, the Fourier transform of the signal is computed and the spectrum is divided into 
several bands. Then, the inverse Fourier transform is applied for each band. Although it looks simple, 
FT and IFT operations require high computational complexity.
In the time domain, the signal is passed through filters and downsampled at its Nyquist rate. Since it 
is impossible to use an ideal filter because of its infinite length, the subbands overlap in the frequency 
domain. Therefore, the filters have to be designed carefully to prevent the problems caused by 
the subband aliasing. Besides the lower complexity, thanks to the non-ideal filter response, time 
domain subband decomposition allows smooth change from one band to another and thus, reduces
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the perceptual effects of abrupt frequency changes.
4.1.1 Filter design
Conventional spectrally contiguous filter banks are not appropriate for band splitting since they result 
in spectral amplitude and phase distortion (aliasing). Therefore, sophisticated bandpass filters have 
to be designed to minimise the aliasing effects. In addition to the reconstmction accuracy, filters with 
linear phase and integer coefficients are desirable.
4.1.1.1 Aliasing cancellation
The aliasing effect can be examined for a simple one-dimensional decomposition and reconstruction 
system with two bands. The extension of the case for two-dimensional multiple band systems is 
straightforward. Fig. 4.1 shows decomposition and reconstruction system configuration of a ID 
signal using two subbands. In the decomposition part, the input spectrum is divided into 2 subbands 
by using a suitable high/lowpass filter pair, and then each subband signal is downsampled by a factor 
of 2. In the reconstruction part, each subband signal is upsampled by a factor of 2, passed through 
highpass or lowpass filter and added together to give the original signal.
%(n) q.(z)
x(n)
Lowpass
filter
Lowpass
filter
Highpass
filter
Highpass
filter
y(n)
Hjj(z) Gj^ (z)
Figure 4.1: One-dimensional system configuration
The output y in )  in this figure can be written in z domain as:
Y{z) = G d z ) S d ^ )  + G h (z )S h (z^)
where
Sl(z) = ^{Hdz^'^)Xiz^'^) + Hr.i-z^'^)Xi-z^'^)} 
Sniz) =
(4.1)
(4.2)
(4.3)
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Therefore,
% )  = \ { G d z ) H J i z ) - \ - G „ ( x ) H u i z ) ] x ( x )  (4.4)
+ ^{G t(z)H i(-z) + G „(z)iÎH (-z)}x(-z) (4.5)
From this equation, it is easily seen that aliasing is removed if the reconstruction filters are defined as
G iiz )  = H h ( - z) (4.6)
G h (z ) = - H d - z )  (4.7)
For this class of reconstruction filters, perfect reconstruction of the input signal requires that
P (z) = H d z W n i - z )  -  H d - z ) H H { z )  = 2 z~ ”' (4 .8 )
where m  is the delay introduced by the combination of decomposition/reconstruction filter banks.
4.1.1.2 Quadrature mirror filters
An effective approach to the design of decomposition/reconstruction filter banks which remove
aliasing, is based on Quadrature Mirror Filter (QMF) concept. Since its introduction [17], the QMF
technique has been widely used in ID subband coding [26].
QMFs make use of symmetrical FIR filters and are defined to be mirror image of one another.
H u {z) = H d - z )  (4.9)
This implies that
G d z )  = H d z )  (4.10)
G h {z) -  - H h (z ) (4.11)
In brief, QMFs are designed by using the following properties:
h M  = I   (4-12)
h a in )  = i - l T h d n )  (4.13)
|% (e"")r + = 1 (4.14)
A number of QMF design methods were proposed in the literature. However, the even length 
QMF coefficients computed by Johnston [47] have been widely used in image coding algorithms. 
Several QMF sets that were optimised for different attenuations, transition widths, filter lengths and
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Figure 4.2: Impulse response of 32-tap (C) Johnston QMF
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Figure 4.3: Frequency spectra of 32-tap (C) Johnston QMF pairs
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reconstmction errors were presented in his paper. Fig. 4.2 shows the impulse response of a 32-tap(C) 
lowpass filter designed by Johnston. Fig. 4.3 shows the frequency response of the same filter with its 
highpass counterpart.
The main drawback of the QMF sets is the non-perfect reconstmction which becomes very important 
when the application requires multigeneration. However, they have the advantage of efficient imple­
mentation since the coefficients of the lowpass and highpass filters are identical in magnitude but may 
have different sign. A simple polyphase stmcture can be employed to exploit the QMF symmetry as 
shown in Fig. 4.4.
x(n)
y(n)
6(n-l)
0(n)
h,(2n+l)5(n-l)
6(n)
(2n)
h,(2n) sjn)
s„(n)
Figure 4.4: Two-band polyphase stmcture for QMFs
Most of the Johnston lowpass filters do not have unity response. In other words, the sum of the lowpass 
QMF coefficients is not unity. In order to enforce the unity response, the coefficients can be divided 
by the dc-response previously computed by adding up the lowpass filter coefficients. Obviously, 
this adjustment simply scales the filters but does not change the shapes of the responses. The unity 
response assures that the reconstmction error does not include any dc component and has a lower 
mean squared error. Table 4.1 gives the reconstmction PSNR values for different image resolutions 
decomposed into 16 uniform bands by using Johnston QMF’s with different lengths. The error occurs 
because of the non-peifect reconstmction filters and the floating point precision. As can be seen, the 
reconstmction error is decreased after the response adjustment. However, the subjective quality does 
not change since the output images differ only by a scaling factor.
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Size of 
‘Lena’
Filter PSNR
Before
PSNR
AfterLength Type
128x128
16 A 56.68 65.66
24 B 63.04 70.65
32 C 69.91 75.00
256x256
16 A 56.60 67.47
24 B 63.01 72.22
32 C 70.09 76.74
512x512
16 A 56.48 69.70
24 B 62.91 74.34
32 C 70.15 79.18
Table 4.1; Reconstmction PSNR’s before and after enforcing unity response in 
Johnston QMF’s
4.1.1.3 Conjugate quadrature filters
Conjugate quadrature filters (CQF) were proposed in order to design subband filters which result in 
the exact reconstmction of the input signal [83]. The QMF approach requires that the frequency 
responses of the decomposition and reconstmction filters are frequency shifted and/or scaled versions 
of a unique lowpass filter. In the design of CQF sets, this constraint is removed and the following 
equation is imposed on the decomposition low and highpass filters.
H h (.z )  = (4.15)
This equation gives enough freedom for the design of perfect reconstmction CQF coefficients. How­
ever, the filters are not linear phase. This increases the system complexity, and moreover, it is not 
desirable in image and video coding. The symmetric extension method used in the convolution as 
explained in the next section, is not applicable with non-linear phase filters.
4.1.1.4 Perfect reconstruction linear phase filters
An alternative approach to the subband filter design problem is based on the factorisation of the product 
filter, H l {z )H h { ~ z)  into linear phase components. Le Gall et al. [30] indicate that this approach yields 
short tap filters which decrease the hardware complexity. Unfortunately, their frequency responses 
are very poor. The filter lengths should be increased in order to have sharper frequency responses 
with higher band selectivity.
Another point that has to be considered is the digit precision of the coefficients. Obviously, the filter 
realisation would be easier with integer coefficients. The factorisation technique allows the design of
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filter banks with integer coefficients. Therefore, the arithmetic operations can be implemented with 
high accuracy.
Perfect reconstruction linear phase filters with integer coefficients giving the desired frequency char­
acteristics might be designed in a slightly different way than the factorisation method. One of the 
filters can be set without considering the aliasing effect. Then, the other filters can be designed 
according to the aliasing constraints [95]. However, this technique cannot guarantee good frequency 
responses for other filters.
4.1.2 Extension Methods
Practical subband image coding systems have an important requirement; the sum of the pixels in 
the subimages must be equal to the total number of pixels in the original. The problem in image 
coding is that the convolution of the spatially limited image broadens the region of support of the 
filtered images. Thus, maximally decimating these larger filtered images results in an increased total 
number of pixels. However, the overall region of support must be held constant. One solution to this 
problem is to extend the image by zero addition and to chop out the excess pixels after filtering. More 
advantageous systems can be designed by using circular [96] or symmetric extension methods [84].
4.1.2.1 Circular Extension
As depicted in Fig. 4.5, this extension method is equivalent to the use of circular convolution instead 
of linear. Therefore, the region of support remains the same. However, its implementation in subband 
image coding fails to properly exploit the noise masking at the image boundaries. For instance, let 
us assume that the input image contains more energy at its fight boundary than its left. If circular 
convolution is used in the decomposition part, some high energy from the right side moves to the left 
side and vice versa. By coding the subimages generated in this way, the increased signal energy in 
the right produces a higher level of quantisation noise in this region. Thus, the distribution of noise 
to the subbands is not optimal.
4.1.2.2 Symmetric Extension
The symmetric extension method yields improved performance. As shown in Fig. 4.6, the signal is 
extended symmetrically before the decomposition filters. If the original image contains N  samples in 
one dimension, then the extension will be periodic with period 2 N  in that dimension. However, only 
half a period needs to be represented. There is a slight difference in the reconstruction part. The low
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x(n)
(a)
X(n)
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Figure 4.5: (a) Original, (b) Circular extension
subband signal is extended in the same way, but the high subband should be extended antisymmetrically 
as shown in Fig. 4.6 if the highpass filter is antisymmetric (even length). Since all the amplitude values 
of the image involved in the convolution at the image boundaries are homogeneous, the symmetric 
extension method avoids the boundary effect which exists in circular convolution. Therefore, energy 
is not aliased across regions of the image that are greatly different and better coding performance is 
achieved.
X(n)
111
(a)X(n)
(b)
Figure 4.6: (a) Symmetric extension, (b) Antisymmetric extension
4.1.2.3 Comparison results for extension methods
A decomposition/reconstruction system with 16 urriform subbands using 32-tap Johnston non-perfect 
reconstruction QMF sets [47] was chosen to compare the zero, circular and symmetric extension 
methods. All the numbers were represented with floating point precision. Two separate scalar 
quantisers were designed to quantise the lowest and higher subbands. The lowest band quantiser 
simply rounds the input value to its nearest integer. The quantiser used in the higher bands assumes a 
two-sided negative exponential pdf for the input. The step size increases by a factor of 2 as a function 
of the distance from the origin. The quantisation equation is:
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leve l  = in t{ log 2i\x\ + 0.75) + 1) 
} = 0.75(2^'"''-l)fW%)
(4.16)
(4.17)
The input/output characteristics for both quantisers are given in Fig. 4.7.
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Figure 4.7: Scalar quantisers used for the lowest and higher subbands
In addition to the quantisation error, some errors are introduced because of the filter coefficients 
including many digits that cannot be exactly represented by using the floating point precision.
Under these circumstances, the simulation results prove the superiority of the symmetric extension 
method as shown in Table 4.2. Besides the numerical measures, the difference can be justified by 
the human eye. Figure 4.8 shows the output ‘Lena 128x128’ images for different extension methods. 
The difference can be easily noticed as illustrated in Fig. 4.9 in an artificial image containing high 
pixel differences between the opposite boundaries.
4.1.3 2-D subband decomposition
In subband coding of images, 2D filter banks have to be used. The implementation of 2D filtering 
operation in terms of series of ID filters performed along the rows and columns of image is the most 
computationally efficient and the most attractive solution [87]. The 2D frequency spectmm can be 
split into 4 bands by applying low and highpass filter pairs in vertical and horizontal directions. The 
filtering can be realised first along the x direction, then y direction or vice versa. The final subband 
images are identical in both cases as shown in Fig. 4.10 and Fig. 4.11.
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Image Extension
Method
PSNR
Lena
128x128
zero 32.31
circular 33.99
symmetric 34.19
Lena
256x256
zero 35.38
circular 37.13
symmetric 37.38
Lena
512x512
zero 38.71
circular 40.64
symmetric 40.90
Square
128x128
zero 33.93
circular 38.97
symmetric 51.59
Table 4.2: PSNR values in dB for different extension methods
Figure 4.8: ‘Lena 128x128’ images decomposed and reconstructed by using zero, 
circular and symmetric extension methods
Figure 4.9: Artificial ‘Square’ images decomposed and reconstructed by using zero, 
circular and symmetric extension methods
CHAPTER 4. SUBBAND CODING 91
X dimension y dimension
Figure 4.10: Two-dimensional decomposition into 4 uniform subbands by using 
ID filters in x and y directions
y dimension X dimension
Figure 4.11: Two-dimensional decomposition into 4 uniform subbands by using 
ID filters in y and x directions
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Size
of
‘Lena’
System
No
of
bands
PSl
Without
quantisation
With
quantisation
128x128
uniform 4 80.47 38.42
16 75.00 34.19
non-uniform 7 75.41 34.54
10 72.16 32.22
256x256
uniform 4 82.84 41.91
16 76.74 37.38
non-uniform 7 76.98 37.72
10 73.40 34.49
512x512
uniform 4 85.63 46.68
16 79.18 40.90
non-uniform 7 79.28 41.43
10 75.12 37.68
Table 4.3: Comparison of PSNR values in dB for uniform and non-uniform de­
composition/ reconstruction systems using 32-tap Johnston filters (type 
C) with and without quantisation
Using lowpass and highpass filter pairs, a tree structure can be built to obtain several uniform or 
non-uniform subbands. Fig. 4.12 gives two examples of tree structures for uniform and non- 
uniform decomposition/reconstruction systems used in subband image coding. Fig. 4.13 shows the 
decomposed subband images corresponding to the 16-band uniform tree structure. These subbands 
are visualised by setting the minimum value of a subband to black and the maximum value to white, 
while the in-between values are linearly stretched.
In order to examine the uniform and non-uniform decomposition/reconstruction systems, simulation 
experiments were set up. The non-perfect QMF sets were used for better frequency decomposition. 
Since the lowest subband image pixels have a wider amplitude range, the mean squared reconstmction 
error (without quantisation) is dominated by the filtering processes involving the lowest band. This 
fact is verified by the values given in Table 4.3. They correspond to uniform and non-uniform systems 
with 4,7,10 and 16 subbands. The uniform decomposition/reconstmction systems include 2x6=12 
and 2(6+6x4)=60 ID filter passings for 4 and 16-band stmctures. On the other hand, the non-uniform 
systems require 2(6+6)=24 and 2(6+6+6)=36 passings for 7 and 10-band stmctures respectively. 
Although more filtering processes are involved in the 16-band uniform stmcture, the reconstmction 
enor is higher in the 10-band non-uniform case. This is because of the fact that the number of ID 
filtering processes involving the lowest subband is greater in the 10-band non-uniform case.
Table 4.3 gives also the PSNR values when the subband images were coded by using previously
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Figure 4.12: Tree structures for uniform(a) and non-unifonn(b) subband image 
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Figure 4.13: Subbands of the ‘Lena’ image obtained by using 16-band uniform 
decomposition system
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designed scalar quantisers. As expected, higher resolution images resulted in better quality outputs. 
When different quantisers are used in the lowest and higher bands, and the size of the lowest band is 
not always the same, it is not convenient to compare the decomposition structures by using the PSNR 
values of the reconstructed images. However, the results for 7 and 16 bands can be compared in order 
to find out whether further decomposition of the higher bands is beneficial. The findings obtained by 
using scalar quantisers favour the logarithmic non-uniform structures. However, the scalar quantisers 
do not exploit the relation among the subbands. The correlation may be very low, but non-linear 
dependencies may exist.
4.2 Wavelet Transform
Recently, wavelet transform (WT) has been veiy popular as an elegant theory which provides a unified 
framework for a number of techniques which have been already used in various signal processing 
applications [18, 60]. Like all the other transforais, discrete version of WT was derived as well 
[44]. Being a multiresolution signal representation, WT was immediately exploited by the image 
compression researchers [19].
In this section, WT is briefly described, and its similarities to the subband decomposition are examined.
4.2.1 Concept of wavelets
WT can be considered as the representation of a finite energy signal in terms of a set of functions, 
namely wavelets which are scaled and translated versions of a single function which is called the 
mother wavelet. In mathematical terms, the wavelet family can be defined by the scale and shift 
parameters a ,  t ,  as
(4.18)
where \(f(t) is the mother wavelet and a  e  e  R .
Then, the continuous wavelet transform is simply the inner product;
The inverse transform consists of adding up all the projections of the signal onto the wavelets [79]: 
where c is a constant that depends only on the mother wavelet.
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Since t  and a  are continuous variables, functions are very redundant, and thus not orthogonal. 
Some constraints have to be met in order to satisfy the inverse transform equation given in Eqn. 
(4.20). A finite energy i//(0 function which behaves like a bandpass filter, in other words, an 
oscillating function defined over a short period of time is required [18]. Since its shape looks like a 
short wave, and it is used to derive the other basis functions, this function is referred to as the mother 
wavelet.
Unlike the Fourier transform, WT has two parameters, x  and a  in the transform domain. Fourier 
transform has a fixed window size which corresponds to the time dimension, and its only parameter 
represents the frequency domain. WT does not have a fixed window, but the parameter x  for the 
time localisation. The second WT parameter a  represents the scale and has some similarity with the 
frequency concept.
4.2.2 Discretisation of time-scale parameters
In signal compression, a finite number of wavelet basis functions are needed. This implies that the x  
and a  values have to be discrete. For signal compression purpose, the discrete wavelet coefficients 
have to be critically sampled and orthogonal.
The wavelet coefficients can be sampled by using the similarity between the scale and frequency 
concepts [18]. The ratio of two scales and U2 can be assumed to be equal to the inverse ratio of the 
corresponding frequencies / i  and fz. According to the Nyquist rule, the wavelet coefficients at the 
scale 0 2  can be subsampled at a rate of r i/ i  / / 2  where ?'i is the sampling rate of the coefficient at the 
scale Oi.
In order to have the same subsampling rate in consecutive scales, the a  axis should be chosen 
logarithmic:
0 = 0* (4.21)
For symmetry, the time variable x  can be sampled uniformly:
T = /o*To (4.22)
Then, the wavelet functions can be written as:
W M  = ^  -  1%) (4.23)
where k and I are integers.
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Figure 4.14: Dyadic sampling grid in the time-scale plane
The corresponding sampling grid is illustrated in Fig. 4.14 for the case = 2 and k ^ O .  The shape 
of this sampling pattern indicates that WT can be used in multiresolution signal representation. The 
signals can beanalysed at different scales. Small details can be detected at small scales.
The choice of is a difficult problem. If is close to unity (and if r  is small enough), then the 
wavelet functions are overcomplete. In this case, there is freedom for the choice of the mother wavelet 
which can also be used for the inverse transform. On the other hand, if the sampling of a  is sparse, 
more restrictions on the choice of exist, but a non-redundant orthogonal transform basis can be 
obtained.
Digital signal compression algorithms assume digital input which means that the basis functions 
besides the time-scale parameters, are all discrete. In this case which is called as discrete wavelet 
transform, the choice seems easy for To’- unity. For integer values for the downsampling rate are 
convenient. The value of ag has to be chosen larger than unity in order to prevent overcompleteness 
of the basis functions. On the other hand, lower ao values are desirable for more layers in the 
multiresolution structure. Therefore, = 2 is the most reasonable choice for the digital compression 
algorithms.
For « 0  = 2 and t  = 1, there exist special constraints for \f/(t) such that the %,(r) functions defined 
in Eqn. (4.23) constitute an orthogonal reversible transform basis. As described in the next section, 
discrete wavelet transfoim can be performed efficiently by using low and highpass FIR filters which 
have to be designed accordingly. The constraints mentioned above are not described here since they 
are equivalent to those mentioned in the subband decomposition section.
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4.2.3 Implementation of discrete wavelet transform
Discrete wavelet transform can be applied by using discrete FIR filters resulting in a multiresolution 
signal decomposition structure. For a particular mother wavelet, there exists a unique function ^ ( t ) ,  
called scaling function such that for the case a„ = 2  and = 1, defined as
fc,(0 = 2 -“ «i(2-‘/ - / )  (4.24)
constitute an oithonormal basis [60]. Discrete approximations of a signal at dyadic resolutions can be 
obtained by decomposing the signal on the basis given in Eqn. (4.24).
An efficient way of signal approximation at a lower resolution is to use a discrete lowpass filter 
followed by downsampling at the Nyquist rate which is 2 in this case. The impulse response of the 
lowpass filter is defined as [2]:
^l(«) (4.25)
Similarly, a discrete highpass filter can be defined in order to compute the wavelet coefficients at a 
lower resolution:
^h(^) = ~  (4.26)
For an orthogonal basis, it is sufficient to choose the highpass filter to be the mirror of the lowpass 
filter [60]:
h u in )  ~  (~1)^ — n)  (4.27)
Using only /il(k) and /^«(n), dyadic multiresolution wavelet transform can be very efficiently calcu­
lated. Fig. 4.15 illustrates the wavelet decomposition structure for a one-dimensional signal. Its 
extension to the multidimensional case is straightforward when separable filters are used.
The inverse WT can be implemented by using the same structure, but in the reverse direction. The 
filter pair satisfying Eqn. (4.27), can also be used in the signal reconstruction (or inverse transform). 
However, as mentioned in the subband decomposition section, it is not possible to design linear 
phase perfect reconstruction FIR quadrature mirror filters. Instead, biorthogonal filters can be used 
in signal compression [5]. In this case, two pairs of low and highpass filters are required. In signal 
decomposition or reconstruction, the low and highpass filters are chosen from different pairs. This 
implies that the transform basis is not necessarily orthogonal. However, for compression algorithms, 
they should be designed accordingly in order to form a basis close to orthogonality.
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Figure 4.15: Implementation of discrete WT by using FIR filters
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4.2.4 Wavelet vs subband transform
The application of the wavelet theory in signal decomposition for compression is very similar to sub­
band decomposition. There are some slight differences in the filter constraints and the implementation 
structure.
Discrete WT requires a logarithmic non-uniform decomposition structure which allows multiresolution 
signal representation. In subband decomposition, both uniform and non-uniform structures can 
be used. In uniform subband coding, more filtering stages are applied on the higher frequency 
components. When the reconstruction error due to the filters is assumed negligible, the additional 
filtering stages have two effects: increasing computational complexity and spreading coding error. 
The computational complexity is not very important since only few stages are usually enough in 
subband decomposition. However, when the coding error is spread, the distortion may become more 
severe depending on the coding method and the error position. Meanwhile, since the signal energy is 
preserved, the error magnitudes are attenuated. For instance in image and video coding, if the error 
is on an edge pixel, spreading may result in more visible aitifacts. On the other hand, if the error is 
inside a uniform image region, spreading reduces its visibility.
In general, a still image contains higher energy in the lower frequency components, and the shape 
of the energy function is monotonically decreasing towards the high frequencies. This implies that 
different subbands have different characteristics which can be exploited by the coders, and also, better 
signal decomposition can be achieved by using more subbands. Therefore, the additional filtering 
stages may increase the compression ratio in still image coders.
In order to compute all of the discrete wavelet coefficients, the logarithm to the base 2 of the 
signal size should be an integer. Since this is not always the case in practice, one can either add 
redundant information to the signal or use some of the wavelet coefficients together with the low 
resolution approximation of the signal. Obviously, the latter is more desirable for signal compression 
applications. Therefore, wavelet-based image coding algorithms usually employ few filtering stages, 
and then encode the approximation image at the lowest resolution as well as the wavelet coefficients.
In teims of implementation structure, discrete WT may seem as a subset of subband decomposition. 
However, filter characteristics also have to be considered. Subband filters are supposed to be bandpass 
filters. On the contrary, wavelet filters are not restricted by definition, but when a critically sampled 
orthogonal wavelet basis is desired, wavelet filters with bandpass responses are needed.
Finally, wavelet filters have to be regular. The iterated lowpass filtering and downsampling stages can 
be replaced by a single filter, followed by a downsampler at a rate of 2' where i represents the number
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of stages. This single filter, is equivalent to i stages of zero insertion between input samples 
followed by lowpass filtering with The z-domain is convenient to define the equivalent filter 
by using the original lowpass filter:
1
= (4.28)
>0
In order to have regularity, the impulse response of h!j(ji) should converge to a smooth continuously
differentiable function. As an example. Fig. 4.16 illustrates a regular lowpass filter which converges
to a smooth function. On the other hand, the filter shown in Fig, 4.17 converges to a fractal function.
Obviously, for compression purposes, a regular lowpass filter is desirable. A natural image signal 
iteratively approximated at a lower resolution by using a non-regular filter, usually has a noisy 
waveform due to the fluctuations in the impulse response of the equivalent filter. On the other hand, if 
few filtering stages are applied (which is the case in almost all of the image coding algorithms), then 
filter regularity becomes less important.
In this thesis, 16 and 32-tap Johnston filters were chosen for subband decomposition [47]. As can be 
seen in Fig. 4.18 and 4.19, they converge to smooth functions. However, iterated 8-tap Johnston filter 
shown in Fig. 4.20 is not very smooth.
In short, for digital signal compression, subband decomposition is very similar to discrete wavelet 
transform. Although they are even identical in certain cases, they approach the problem from different 
angles. Wavelet transform prefers the time (spatial) domain, whereas subband analysis often uses 
the frequency domain. In this chapter, the uniform signal decomposition structure is the only factor 
which distinguishes subband and wavelet transforms.
4.3 Coding of Image Subbands
For the encoding of the separate subbands several different coding techniques can be employed. 
The most commonly applied methods are Pulse Code Modulation (PCM), Differential Pulse Code 
Modulation (DPCM), vector quantisation and adaptive predictive coding, while also combinations and 
modifications of these techniques are applied. The general idea of subband coding is that each subband 
has a coder and bit rate accurately matched to the properties of that particular band. Therefore, the 
characteristics of different frequency bands have to be examined before developing suitable coding 
techniques.
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Figure 4.16: A regular'lowpass filter
WiV'---
Figure 4.17: A non-regular lowpass filter
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Figure 4.18: Iterated 32-tap Johnston filter (class C)
Figure 4.19: Iterated 16-tap Johnston filter (class A)
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Figure 4.20: Iterated 8-tap Johnston filter
4.3.1 Subband image signals
In the subband images, the first point to be noticed is the similarity between the lowest band and the 
original images. The other bands have extremely low magnitudes when compared with the lowest 
band signal. Although the higher subbands have low energies, they can not be discarded since they 
carry visually important perceptual information. The edges in the image become blurred in the absence 
of the higher band components.
The statistical characteristics of the image subbands have to be studied in order to exploit the redun­
dancies in the codec design. For this purpose, the first and second order statistics of the subbands can 
be examined.
4.3.1.1 First order statistics of the image subbands
The lowest subband is found by using only the lowpass filters which have relatively high magnitude 
positive coefficients. Therefore, the lowest band is unlikely to include negative values. On the 
contrary, the high bands may have negative values as well as the positive ones. The second difference 
between the lowest and higher bands is the shape of their histograms. Except the lowest subband, 
all the bands have two-sided negative exponential probability density functions (pdf) as depicted in 
Fig. 4.21. The histograms correspond to the subband images obtained by using the 16-band uniform
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structure. The positions of the graphs are consistent with the positions of the corresponding frequency 
bands. For instance, the top-left plot is for the lowest subband. The y axes for the subband histograms 
have the same range with the exception for the lowest band. The lowest band has a similar* histogram 
as the fullband image which is shown for the ‘Lena 512x512’ image in Fig. 4.22.
Figure 4.21: Histograms of 16 uniform subbands for ‘Lena 512x512’ image
For the statistical distribution modelling of the subbands, Westerink et al. [93] proposed the Gener­
alised Gaussian pdf which is given by
p (x )
a
= a e - N '
b = -
be 
\
n i )
T O
(4.29)
(4.30)
(4.31)
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Figure 4.22: Histograms of the ‘Lena 512x512’ image 
where cf is the variance and F(. ) is the Gamma function defined as [16]:
r(?î) = f  v ^ ~ ^ e ~ ' ' d vJo (4.32)
This pdf expression has two special cases for the parameter c. For c = 1.00, the function is called the 
Laplacian pdf and for c = 2.00, it is the well-known Gaussian pdf. Woods et al. [96] have designed 
the subband quantisers in their work using the Laplacian pdf. However, for better histogram fitting, 
Westerink et al. [93] have suggested to model the subband images based on the Generalised Gaussian 
pdf using c = 0.75 for the lowest subband DPCM residuals and c = 0.50 for the other subbands.
4.3.1.2 Second order statistics of the image subbands
Since the primary aim of the compression is to take out the redundancy from the signal, it is beneficial 
to examine the statistical dependence which constitutes a part of the statistical redundancy. Then, 
various prediction techniques can be employed to reduce the statistical dependence between signal 
values.
The autocorrelation and autocovaiiance functions can be used to measure the statistical dependence 
of the signals. The autocorrelation, R (k ,  I) and the normalised autocovariance function, p (k .  I) can be 
defined for a M x A image as:
M - k - l  N - l - \
i M - k ) { N - l )  i (4.33)1=0 y=o
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1.00 0.88 0.73 1.00 -0.39 0.09 1.00 -0.04 0.11 1.00 0.28 0.05
0.94 0.84 0.71 0.21 -0.08 0.00 0.21 0.09 0.06 0.15 0.07 0.03
0.86 0.80 0.69 0.03 -0.06 0.02 0.12 0.07 0.09 0.00 -0.03 -0.02
1.00 -0.10 -0.01 1.00 -0.21 -0.01 1.00 -0.12 0.04 1.00 0.28 0.05
-0.46 0.13 -0.02 -0.37 0.06 0.05 -0.12 0.03 -0.01 -0.20 -0.03 0.03
0.19 -0.07 0.04 0.13 -0.04 -0.04 0.03 0.00 0.02 0.01 0.01 0.01
1.00 0.18 0.09 1.00 0.02 0.03 1.00 -0.03 0.03 1.00 0.08 0.02
0.13 0.14 0.09 -0.09 -0.06 -0.02 -0.05 0.00 0.00 -0.08 0.00 0.02
0.17 0.12 0.08 0.03 0.02 0.03 0.01 0.00 0.01 0.02 -0.01 -0.02
1.00 -0.01 -0.02 1.00 -0.02 -0.06 1.00 -0.06 -0.01 1.00 0.15 0.03
0.29 0.00 0.01 0.34 0.12 -0.05 0.09 0.00 -0.01 0.22 0.02 -0.01
0.10 0.03 -0.01 0.08 0.08 -0.04 0.02 -0.01 -0.01 0.07 0.06 0.04
Table 4.4: Autocovariance matrices (3x3) of 16 uniform subbands for ‘Lena 
512x512’ image
p (k ,  I) — (4.34)
where is the variance and p. is the mean value.
The normalised covariance is preferred since the comparison of the statistical dependence in the 
subbands is easier. Table 4.4 gives the first 3x3 portion of the autocovariance matrices for the subband 
images obtained by using the 16-band uniform structure. The low magnitudes indicate that almost no 
correlation exists among the neighbouring pixels in the higher bands. Therefore, the only subband 
which needs to be decorrelated is the lowest frequency band.
4.3.1.3 Interband redundancy
Although the subband decomposition is used to transform the input signal into uncorrelated compo­
nents, there is still some kind of relation among the subband signals. In the uniform regions of the 
input image, all the higher subbands have very low values. Similarly, the image regions with details 
result in relatively higher magnitudes in the higher bands. Since the lowest band image is similar 
to the original image, some information about the higher subbands can be obtained from the lowest
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subband.
Unfortunately, the interband relation cannot be easily modelled by using the simple statistical mea­
sures. Adaptive techniques were proposed in the literature to exploit the interband redundancy among 
the subbands. Usually, the pixels are classified into groups with different characteristics. Woods and 
O’Neil [96] divided the image into blocks and used the local variance to separate the blocks into busy, 
non-busy and quiet categories. Then, more bits can be assigned to the busy blocks. Johnsen et al. [46] 
proposed a technique which uses a local measure of activity in the baseband to predict the amplitude 
range of the pixels in the higher bands. This permits the design of quantisers better adapted to specific 
images, thus increasing the coding efficiency as well as enhancing the SNR ratio and the subjective 
perception.
The interband relation can be also modelled by using the edge information in the image. An edge 
corresponds to a pixel value change which can be detected by a highpass filter. In other words, an 
edge includes high frequency components. Furthermore, the edge direction is also important. The 
high frequency components are intensive in the change direction. For instance, an edge along x 
direction results in high magnitudes around the y axis (x=0) in the frequency domain. Fig. 4.23 
shows an artificial image and its 16 uniform subband images. The edge positions do not change 
in the lowest subband image. Meanwhile, high magnitude values (shown by darker pixels) appear 
around the edges in the higher bands. The edge information of the original image may be exploited 
to reduce the interband redundancy, but it is costly to encode. An alternative way is to estimate the 
edge information from the lowest subband image. This novel idea can be used in a coding algorithm 
as explained later in the chapter.
4.3.2 Encoding the lowest subband
Unlike the higher subbands, the lowest band image has high correlation among its pixels. Therefore, 
a suitable technique has to be employed in order to reduce the correlation before the quantisation step. 
Linear prediction can be used to decorrelate the lowest subband pixels.
The analysis-by-synthesis approach explained in the previous chapter can be applied to vector quantise 
the prediction residuals. The gain-normalised vector quantisation technique is preferred. As shown 
in Fig. 4.24, each codevector is multiplied by each quantised level of the gain and then is passed 
through a predictor which estimates the cuiTent pixel by using constant factors of its past neighbouring 
pixels. The reconstructed vector is compared with the original one and the indices corresponding to 
the codevector and gain which give the minimum squared error are chosen for the representation of 
the original vector. Instead of the prediction residuals, the reconstructed vectors are compared. This
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Figure 4.23: An artificial image with vertical and horizontal edges and its 16 uni­
form subband images
prevents the accumulation of the quantisation errors originated from the current vector samples as 
well as from the previous vectors.
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Figure 4.24: Vector quantisation of the lowest band
4.3.3 Encoding higher bands
Vector quantisation can be again used to encode the higher bands. The vector elements can be chosen 
either from the same subband [53, 81] or from different subbands [911. The second approach yields 
higher compression efficiency since it exploits the dependencies between the subbands. Moreover, 
there is no bit allocation procedure needed, while noise shaping can still be achieved by choosing a
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suitable distortion measure for the VQ. Westerink et al. [92] employed a vector equivalent of DPCM, 
in other words they placed the vector quantiser within the vector-DPCM loop and they obtained better 
results than the case without DPCM.
In this thesis, the vectors consist of one value from each higher band on the same position. Thus, each 
vector has a dimension of 15. This method is very promising for low bit rate image and video coding 
since it is very appropriate for perceptual coding. As the Human Visual System includes subband 
decomposition, a perceptual distortion measure developed in the future may be easily integrated to 
the subband vector quantisation technique using vector elements from different bands. VQ is also 
advantageous in low bit rate coding (less than 1 bit per pixel) which cannot be assured by quantising 
every pixel by using any scalar quantiser.
The relation between the edges of the original image and the subband images is exploited to improve the 
coding efficiency. This concept has been recently exploited for coding video signals [62]. Moreover, 
the orientations of the edges can be used to compress the higher band data. This thesis introduces a 
novel technique for vector quantisation of the higher bands which uses the orientations as well as the 
positions of the lowest band edges [22]. This information is obtained by the gradients of the lowest 
subband image in vertical and horizontal directions:
m , j ) = x i i , j ) - x { i - l j )  (4.35)
S j i U )  = x ( i j )  -  x ( i , j  -  1) (4.36)
A threshold value, Te  is used to find out the edge type in both directions. There are 3 possible
outcomes of the thresholding process: non-edge, rising or falling edges. For instance, in the vertical
direction, x ( i , j )  contains a:
• non-edge pixel if 5,(i,y) < Te  and 5,<z,j) > —T e
• rising edge pixel if > Te
• falling edge pixel if <  - T e
Since there are 2 directions, the lowest band edges can be classified into one of 9 groups as shown 
in Fig. 4.25. The first group is for the non-edge pixels, the high frequency components of which are 
low magnitude values. Therefore, it is not crucial to encode the higher band values corresponding to 
the non-edge pixels in the lowest subband.
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Figure 4.25: Combinations of edge types
If a fixed rate quantiser is desired, then the classification threshold can be dynamically adjusted so that 
a certain percentage of the pixels are assigned to the group which represents non-edge information 
and thus, the corresponding pixels in the higher bands are not encoded. The remaining higher band 
pixels are assumed to carry edge information and hence vector quantised by using one of 8 vector 
codebooks depending on their classifications. The aim is to adapt the codebook according to the edge 
information. Again, gain-normalised codebooks are preferred. The gains are vector quantised by 
using another codebook.
A block diagram of a subband encoder which uses the above proposed techniques is shown in Fig. 
4.26.
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Figure 4.26: Coding of subbands
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4.3,4 Image coding results
The main aim was to design a low bit rate ( from 0.1 to 1.0 bpp) subband image coding algorithm. 
Since most of the energy is in the lowest subband, the coding bit rate must be higher for that band. 
The trade-off between the bits used for the lowest and higher bands can be solved by the joint 
optimisation of the quantisers. However, this would be extremely complex. A suboptimal solution 
may be introduced by having one fixed and one variable bit rate quantisers for the lowest and higher 
bands. The bit rate for the lowest sub band is kept constant and the higher band bits are allowed to 
vary in a certain range.
For subband decomposition, 32-tap QMF filters [47] were used to split the input image into 16 uniform 
bands. Although they are non-perfect reconstruction filters, they have very narrow transition regions. 
The lowest subband is quantised by using gain-normalised vector quantisation. In order to exploit the 
advantage of the vector quantisation technique, the vector has to contain as many elements as possible. 
However, the codebook size has to be increased simultaneously so that the coding performance does 
not deteriorate.
In the simulation experiments, 3 different codebook sizes were considered: 256, 512 and 1024. The 
implementation of larger codebooks seems very costly because of the complexity. For the vector 
structure, 4 different combinations have been used: 1x4, 2x2, 2x4 and 1x8. The gain values were 
quantised by using 3,4 ,5  and 6 bit scalar quantisers. All of the quantisers were designed by using a 
image set of various scenes which are different from the test images. Fig. 4.27 and Fig. 4.28 illustrate 
the PSNR values obtained by quantising only the lowest subband and using different combinations of 
codebook size, gain level and vector dimension parameters.
As expected, the output quality degraded when the vector dimension was increased. There was a 
slight difference between the PSNR values obtained by using different vector structures with equal 
number of elements. One particular reason is the change of the prediction structure because of the 
causality requirement. The codebooks were trained from the residuals of a prediction filter using 4 
neighbouring pixels. When the vector contains pixels from more than one row, it is not possible to use 
the fourth neighbouring (top right) pixel for the prediction of the last column pixels with an exception 
for the first row. In this case, the mean value of the past neighbouring pixels in the horizontal and 
vertical orientations can be used to predict those pixels. As an example, for Fig. 4.29 which shows 
the quantisation order for 2x2 vector structure, the prediction equation is:
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Figure 4.27 : PSNRs of reconstructed ‘Lena 512x512’ image having its lowest band 
quantised by using different number of gain levels and codebook sizes 
(left: vector dimension = 1x4; right: vector dimension = 2x2)
64
34.0
33.0
32.0
31.0
30.0
29.0
-
G— O Codebook size = 256 
□ -  -  a  Codebook size = 512 
<3— 0  Codebook size = 1024
[ j------
o ----------
16 32
NUMBER OF GAIN LEVELS
34.0
33.0 -
32.0 <
3 1 .0 " -
30.0 -0-"
64 29.0
G O Codebook size = 256
□ -  -  a  Codebook size = 512 
<3 O Codebook size = 1024
___________  a
.  G--------------------- -------------- o
16 32
NUMBER OF GAIN LEVELS
Figure 4.28: PSNRs of reconstructed ‘Lena 512x512’ image having its lowest band 
quantised by using different number of gain levels and codebook sizes 
(left: vector dimension =1x8; right: vector dimension = 2x4)
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0 .5 0 X ( /j-  l) + 0 .50X (i- \ , f ) if 1 = 1 ( m o d i )  and j  = 1 { m o d i )
0 .5 5 X { i , j  -  1) -  0. 30X(i -  l , j  — 1) otherwise 
+0.55X(/ -  l , j )  + 0 .20X(i -  1 j  + 1)
(4.37)
As shown in Fig. 4.29, the bottom-right pixel of the current vector, X { i J )  has only 3 neighbouring 
pixels which have been previously encoded. Its top-right neighbouring pixel, X(i -  1,7 + 1) is an 
element of another vector which is going to be encoded next.
-  *  ^     1
^AST VEdrORS I
•■■i I ;
FUTURE PIXELS
Figure 4.29: Vector quantisation order for 2x2 vectors
For some specific cases, the PSNR value of the output image decreases when more levels are used to 
quantise the gain values. This may look unreasonable, but can be justified with two reasons. As the 
first reason, the filters result in some reconstruction error depending on the input. The quantisation 
process changes the nature of the input subband image. Therefore, different amount of noise is added 
by the filters to the subband images quantised by using different tables. In other words, the subband 
images with less quantisation error do not always give output images with higher PSNR values.
The second reason is the design method of the gain quantisation tables. The Lloyd-Max quantisation 
method was used. Therefore, the quantisation levels may change when the number of levels is 
increased. Then, the new quantiser may have more levels in a certain range, but less quantisation 
error may be achieved with the old quantiser if its levels are more convenient for a specific image. 
Fig. 4.30 shows on the left the pdf for the gain values obtained from the training set images. On the 
right, 5 and 6 bit quantiser functions designed by using the pdf shape are drawn in the [0,5] interval 
where they differ significantly. The 5-bit quantiser may result in less quantisation error for a small 
number of images.
Obviously, the flat shape of the PSNR vs. number of gain level graphs indicates the saturation point 
for the precision of the gain values. In other words, most of the error comes from the codebook
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Figure 4.30: Probability density and quantisation functions for gain values
vectors. Therefore, 5 and 6 bit quantisers for the gain values do not improve the PSNR significantly. 
In brief, 1x4 for the codevector structure, 1024 for the codebook size and 16 for the number of the 
gain levels seem to be reasonable parameters in the vector quantisation of the lowest subband image. 
These values result in a bit rate of 3.5 bpp. In the rest of the chapter, the lowest subband is encoded 
at this rate in all the results obtained for the quantisation of higher bands.
In order to exploit the edge information in the quantisation of the higher bands, the lowest subband 
image pixels are classified into 8 groups according to the edge types. Fig. 4.31 shows the partition 
of the lowest subband ‘Lena 512x512’ image. The black points signify the pixels assigned to the 
corresponding group. The threshold used in the edge classification is adjusted to a certain value so 
that half of the lowest band pixels are declared to be non-edge pixels. Therefore, the first group 
contains 50 %  of all the higher band vectors. As can be seen in Fig. 4.31, each group includes 
edges in particular orientations. However, the binary nature of the figure allows only the display of 
the locations of the classified pixels. If the amplitudes were displayed, more information about the 
separation of the groups could be given.
Fig. 4.32 depicts the distribution of the ‘Lena 512x512’ lowest subband pixels to the different groups. 
The threshold once again was set to the value which results in 50 % Group I pixels. Obviously, the 
distribution pattern is highly dependent on the image, especially on the edge structures. Although 
this pattern does not affect the encoded image quality, a balanced distribution can improve parallel 
processing efficiency.
In order to examine the contribution of the higher bands, different percentages of non-edge pixels were
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Figure 4.31: Partition of ‘Lena 512x512’ lowest subband image into groups ac­
cording to edge information
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Figure 4.32: Distribution of ‘Lena 512x512’ lowest subband pixels according to 
group numbers
considered, and the curve in Fig. 4.33 was obtained. The non-edge pixels declared by the gradient 
thresholding process were not included in the higher bands. The rest of the higher band pixels were 
used in the reconstruction without any quantisation to enhance the image, the lowest subband of which 
was vector quantised at 3.5 bpp. The concave shape of the graph justifies that the higher bands on the 
edge pixels have more significant magnitudes and thus contribute more to the PSNR. Instead of the 
PSNR, if a subjective measure were available, the curve would be more concave since the edges are 
perceptually more important for the human eye.
To determine the codebook and gain parameters that can be used in the vector quantisation of the 
higher bands, different combinations were tried. The computed gain values were ordered from left to 
right and from top to bottom (omitting non-edge locations). Then, they were also vector quantised. 
8 different codebooks were obtained by training the higher bands of different images which were not 
included within the test set. The codebooks contain equal number of vectors. Table 4.5 gives the 
parameters that were used in the experiments.
Fig. 4.34 shows the PSNR values for ‘Lena 512x512’ image encoded by using different parameters. 
The PSNR seems to be a linear function of the codebook bits in the [8,32] interval. Although an 
increase of PSNR is expected with larger codebooks, more than 5 bits only for the shape codebook 
indices would be very costly. On the other hand, in the vector quantisation of the gain values, the 
compression efficiency is higher for the 1x4 vector structure when compared to the 1x2 structure.
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Figure 4,33: PSNR vs percentage of higher band pixels chosen according to edge 
information
Codebook Type Dimension Size
Shape 15
8
16
32
Gain
2
8
16
32
4
64
128
256
Table 4.5: Parameters used in simulation experiments for vector quantisation of ' 
higher bands
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Figure 4.34: PSNRs of reconstructed 'Lena 512x512' image having its higher bands 
quantised by using different sizes for the shape and gain codebooks 
[vector dimension for gain codebook = 1x4 (left) and 1x2 (right)]
The PSNR values can be plotted as a function of the number of gain bits per vector, or more generally 
as a function of overall higher band bits per vector as shown in Fig. 4.35. The gain codevectors are 
not as sensitive as the shape codevectors. In other words, the degradation by decreasing the number 
of gain bits is not as high as by reducing the codebook size. This can be verified by the slopes of 
the three graph segments of the figure on the right which are less than the slope corresponding to the 
overall bits represented by a dotted line. An operating point close to the dotted line is a reasonable 
decision which results in efficient compression. Therefore, the gain codebook can be designed to 
contain 128 vectors with 4 elements in each. The shape codebook size can be chosen to be 32. This 
means that the number of bits spent for each encoded higher band vector is 6.75. If the proportion 
of the encoded higher band vectors is represented by p, then the following equation can be used to 
calculate the overall bit rate of the algorithm for the chosen gain and shape codebooks:
r  = 3.5 + 6.75/7l 6 (4.38)
The test images are encoded by using the case /?=0.5 which gives a bit rate of 0.43 bpp. The PSNR 
values obtained are shown in Fig. 4.36. However, the PSNR measure is not a good quality evaluation 
method for this algorithm since the edges carrying high perceptual information are encoded more 
precisely in order to improve the subjective quality. Therefore, the output images should be assessed 
by the human eye. Fig. 4.37 illustrates the original and encoded ‘Lena 512x512’ image at 0.43 bpp.
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Figure 4.35: PSNR as a function of gain bits (left) and overall bits (right) per vector 
used for quantisation of higher bands of ‘Lena 512x512’ image
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Figure 4.36: PSNR values for test images encoded by using proposed algorithm at 
0.43 bpp
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Figure 4.37: Original and encoded ‘Lena 512x512’ image at 0.43 bpp
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The ‘Lena 512x512’ image was used to examine the change of the PSNR in terms of the encoded 
higher bands proportion or equivalently in terms of the overall bit rate as given in Fig. 4.38. The shape 
of the graph is more concave than in Fig. 4.33. This implies that the codebooks chosen according to 
the edge information are successful in the representation of different edge combination. The PSNR 
rise diminishes when the overall bit rate is increased because of the higher band information encoded 
at the non-edge pixels.
34.0
33.0
32.0ccI
31.0
30.0
29.0 0.4 0.70.3 0.5 0.60.2
BIT-RATE
Figure 4.38: PSNR vs bit rate graph for ‘Lena 512x512’ image using proposed 
algorithm
The JPEG still image compression standard [89] may be used for comparison purposes. Fig. 4.39 
shows the PSNR values for the ‘Lena’ images at different resolutions using the proposed algorithm 
and the JPEG codec at 0.43 bpp. The objective superiority of the algorithm over JPEG seems to 
diminish when the correlation between the image pixels is high.
Since the algorithm employs the subband transform, the blocking effect does not exist in the encoded 
image. Therefore, the subjective difference between the output images is apparent even in the ‘Lena 
512x512’ image as shown in Fig. 4.40.
The proposed algorithm outperforms significantly the JPEG codec when the image correlation is low. 
There is no need for an enlargement to see the difference which is demonstrated in Fig. 4.41.
The results of different subband coding algorithms can be considered for comparison purposes. The 
PSNR values for encoded ‘Lena 256x256’ image by using subband coding with SQ, VQ and DPCM
CHAPTER 4. SUBBAND CODING 123
35.0
O O P roposed  algorithm
G -- -O J P E G
30.0
ocz
25.0
20.0 512x512128x128 256x256
SIZE O F LENA
Figure 4.39: PSNR values for ‘Lena’ images at different resolutions using subband 
vector quantisation and JPEG algorithms at 0.43 bpp
Figure 4.40: An enlarged region in ‘Lena 512x512’ image encoded by using sub­
band vector quantisation and JPEG algorithms at 0.43 bpp
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Figure 4.41: ‘Lena 128x128’ image encoded by using subband vector quantisation 
and JPEG algorithms at 0.43 bpp
are all below 28 dB at a bit rate of 0.5 bpp [91]. Another subband coding algorithm with VQ results 
in 32.8 dB at 0.63 bpp for the ‘Lena 512x512’ image [54]. The proposed a]gorithm outperforms ah 
of these methods even at a lower bit rate of 0.43 bpp.
The algorithm has a moderate computational complexity. The calculation of the gradients and the 
determination of the edge pixels slightly increase the computational complexity. The complexity 
of the full search codebooks and the convolution with the decomposition and reconstruction filters 
may be reduced. However, the main complexity is caused by the analysis-by-synthesis calculations 
during the codebook search. Different techniques may be developed if the complexity prevents the 
feasibility of the real-time implementation. The complexity reduction techniques were not examined 
in this thesis since the bit rate constraint was considered more important than the complexity.
4.4 Subband Video Coding
Video Coders must remove the temporal redundancy as well as the spatial redundancy. Most of 
the subband video coders first use motion compensation to decrease the interframe correlation, and 
then apply subband image coding techniques to the motion compensated frame difference signals 
[3, 27, 33, 34, 35, 62, 97]. Some of the new subband video coders use three-dimensiona] subband 
coding [51, 52, 73, 72], in which the original video sequence is decomposed into different spatial 
and temporal frequency bands. These algorithms use short-tap low/highpass filters in the temporal 
dimension with only small computational complexity. Three-dimensional subband decomposition
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can be used for motion estimation as well. Thus, it seems promising to integrate temporal domain 
subband coding and motion compensation [68].
4.4.1 Motion compensation
Motion compensation is very similar to linear prediction, but it can be used only for video coding. 
In this method, pixels from the present frame are predicted by using previous frame pixels and their 
estimated motion parameters. The displacement estimation algorithms can roughly be classified into 
two groups [64], recursive and block-matching algorithms. The recursive estimation algorithms first 
assume an initial guess for the displacement and use this value to produce a new improved estimate. It 
requires more computational complexity than the block-matching algorithm which is usually preferred 
for motion estimation. The block-matching algorithms group the present frame’s pixels into blocks 
and then, in the neighbourhood of each block they find another block of the same size from the 
previous frame which gives the best match as illustrated in Fig. 4.42. The displacement between 
these two blocks is used to estimate the motion parameters. The block-matching algorithms use many 
different search techniques for finding the best match. Although they involve less computational 
complexity, they fail when the motion is not only translation but zoom, rotation, etc.
. Motiioh" Ifaramq^
s'^ est;
7
 J yNeighbourhood of current block
iocJ
Present FramePrevious Frame
Figure 4.42: Block-matching method for motion estimation
4.4.1.1 Weighting function
The motion compensation process usually minimises the mean squared error of the residual. The 
computed motion vectors do not always represent the actual motion information. In the uniform image
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regions, the estimated motion parameters are very sensitive to noise. The vectors can change abruptly 
from one block to another. This is not very important in coding the residual. However, the coding 
of the motion vectors is very costly. Several techniques may be employed to solve this problem. In 
this thesis, a linear 2D function was used to calculate the weighting factors for the residual MSE. Fig. 
4.43 shows the weighting function in the first quadrant. The equation of the function can be written 
as:
Rr Rv (4.39)
M(x,y)
Figure 4.43: Weighting function for motion compensation residual in the first quad­
rant
In the algorithm, the scaling parameters Cj^  and Cy were chosen to be unity. The range parameters were 
15 for both dimensions. Fig. 4.44 shows the orientations of the motion vectors with and without the 
weighting function. The effect of noise on the motion vectors is very significant without weighting as 
can be seen on the left. The weighting function only preserves the vectors corresponding to the actual 
motion.
Although the energy of the residual values is slightly higher when the weighting function is used, the 
residual images look very similar as shown in Fig. 4.45, and the estimated motion vectors are usually
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Figure 4.44: Orientations of motion vectors without and with weighting
closer to the actual vectors.
Figure 4.45: Residual images after motion compensation with and without weight­
ing
4.4.1.2 Encoding motion vectors
If there are 2Rx and 2Ry  different possibilities for the motion vectors in the x and y axes respectively, 
the number of binary symbols (bits) required to encode the motion information is 2 + logz iR xR y)  
for each vector. Obviously, this is the upper bound expressed for a uniform distribution. Since the 
low magnitude motion vectors are more likely, a non-uniform bit allocation scheme is more efficient. 
Considering the entropy coding principles, less bits have to be assigned to the high probability vectors.
The pdf of the motion parameters in the presence of the weighting function is more condensed around
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the origin with a more non-uniform distribution. When an entropy coding scheme allocating less bits 
to lower magnitude vectors is employed, the weighting function ensures significant savings in the 
number of bits. The scheme used in this thesis, given in Table 4.6 was taken from the ITU-TS H.261 
video coding standard as the motion estimation process is the same except the weighting function.
4.4.2 Coding motion compensation residual
The motion estimation process is very successful in reducing the interframe redundancy. However, 
the residuals also have to be encoded in order to represent the information which cannot be predicted 
from the previous frame.
4.4.2.1 Subband VQ using edge information
The autocovariance values for the residual subbands given in Table 4.7 for the ‘Lena 512x512’ image, 
are similar to the data obtained for the subband images with an exception for the lowest subband. 
Although most of the correlation in the lowest band is removed, it may be still beneficial to employ 
the same subband VQ coding algorithm using linear prediction in the lowest subband. The scene 
of the image sequence may change suddenly and result in highly correlated residual samples in the 
lowest subband.
However, in some regions, the residual signal has very low magnitudes which do not need any coding 
at all. The H.261 standard deals with this case by skipping the low magnitude blocks and using only 
a short bit pattern to inform the decoder. In subband coders, the same way can be used in the subband 
images. For this purpose, the image coding algorithm proposed in this chapter was slightly changed.
The algorithm was used to encode QCIF and GIF size ‘Miss America’ sequences sampled at 10 
frames per second. The results were compared with another subband video coder using edge-based 
VQ that has recently been published claiming excellent compression ratios for moving images of 
various nature [62]. The proposed algorithm gave significantly better results; higher PSNR values 
were obtained at lower bit rates as shown in Fig. 4.46.
Unfortunately, the algorithm does not outperfonn the H.261 standard in terms of objective measures. 
The results for both algorithms are given in Fig. 4.47 for the ‘Tennis’ image sequence. However, the 
subjective quality of the output pictures is lower when they are coded by using the H.261 standard. 
As shown in Fig. 4.48, without any zoom, the difference between the original and encoded frames by 
using standard and proposed algorithms is not noticeable. When the encoded image is enlarged, the 
blocking effect of the standard shown in Fig. 4.49 becomes visible.
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Motion parameter Bit pattern
-16 & 16 00000011001
-15& 17 0000 0011011
-14&  18 0000 0011 101
-13& 19 0000 0011 111
-12 & 20 0000 0100 001
-11 6k 21 0000 0100 011
-10 & 22 0000010011
-9 6k 23 0000 010101
-8 6k 24 00000101 11
-7 6k 25 0000 0111
-6 6k 26 0000 1001
-5& 27 00001011
-4 6k 28 0000111
-3 6k 29 0001 1
-2 6k 30 0011
-1 o i l
0 1
1 010
2& -30 0010
3 6k-29 00010
4 6k-28 0000 110
5& -27 0000 1010
6 & -26 0000 1000
7 &- 25 0000 0110
8 6k-24 0000 0101 10
9&-23 00000101 00
10 & -22 00000100 10
11& -21 0000 0100010
12 & -20 0000 0100 000
13 6k-19 00000011 110
14& -18 0000 0011 100
15 6k-17 0000 0011010
Table 4.6: Bit patterns for motion differences
CHAPTER 4. SUBBAND CODING 130
1.00 0.31 0.08 1.00 -0.16 0.08 1.00 0.10 0.07 1.00 0.11 -0.02
0.40 0.05 0.04 0.19 -0.03 0.04 0.13 -0.01 0.00 0.26 0.08 -0.01
0.10 0.04 0.03 -0.01 0.01 0.00 -0.03 -0.05 -0.03 0.16 0.11 -0.01
1.00 0.54 0.34 1.00 -0.09 0.01 1.00 0.08 0.13 1.00 0.07 0.01
-0.33 -0.30 -0.22 -0.15 0.00 0.01 -0.20 0.01 0,03- 0.16 0.01 -0.03
0.14 0.16 0.16 -0.01 0.01 -0.01 0.09 0.06 0.04 0.01 0.00 0.00
1.00 0.32 0.12 1.00 -0.06 0.02 1.00 0.57 0.53 1.00 0.09 -0.01
-0.04 -0.04 -0.04 -0.08 0.02 -0.01 -0.40 -0.29 -0.26 -0.08 -0.02 0.01
-0.05 -0.03 -0.04 0.03 -0.05 -0.02 -0.19 -0.18 -0.16 -0.01 0.00 0.00
1.00 0.46 0.28 1.00 -0.04 0.04 1.00 0.06 0.19 1.00 0.12 -0.03
0.18 0.13 0.06 0.16 0.00 -0.02 0.18 0.03 0.06 0.19 0.04 -0.01
0.07 0.07 0.02 0.00 0.02 0.01 0.16 0.06 0.08 0.04 0.01 -0.01
Table 4.7: Autocovariance matrices (3x3) of 16 uniform subbands for motion esti­
mation residuals of a ‘Miss America’ frame
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Figure 4.46: PSNR values and number of bits for QCIF and CIF-size ‘Miss Amer­
ica’ sequence encoded at a frame-rate of 10 Hz
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Figure 4.47: PSNR values and number of bits for CIF-size ‘Tennis’ sequence en­
coded at a frame-rate of 30 Hz
Although the proposed algorithm improves the subjective quality, it can not be considered as a success 
because of its complexity. There are a couple of reasons for the poor PSNR results. The main cause 
involves codebook training. The codebooks were trained by using still image data. Furthermore, there 
is a low correlation between the motion compensation residuals both in the fullband and subbands. 
Therefore, linear prediction in the lowest band does not work well. Finally, the use of edge information 
in the lowest band to determine the higher band values to be encoded is not useful at all. Obviously, 
some of these problems may be solved. However, it is more reasonable to develop a new subband 
VQ algorithm suitable for video coding.
4.4.2.2 Subband VQ using adaptive bit allocation
The same subband decomposition structure can be used to transform the fullband motion compensation 
residuals into several uniform bands. The linear prediction in the lowest band is not needed since 
the motion compensation stage highly reduces the spatial correlation among the pixels. The vector 
dimension is increased in order to include the samples from the lowest band in addition to the higher 
bands. Therefore, the VQ stmcture which exploits the non-linear dependencies among different 
subband signals is preserved.
Gain-shape VQ technique is used for encoding the subband signals. Unlike the previous algorithm, 
scalar quantisation is used for the gain values. This technique does not only require a smaller 
codebook, but also allows an effective control over the bit rate by adjusting the quantiser step size for 
the gain values. Furthermore, in the case of very low vector gains, the shape information is discarded
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Figure 4.48: Same frame from original (top) and encoded ‘Tennis’ sequences by 
using H.261 standard (middle) and proposed algorithm (bottom)
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Figure 4.49: Enlarged regions from a ‘Tennis’ frame encoded by using H.261 stan­
dard (top) and and proposed algorithm (bottom)
resulting in significant savings in codebook index bits.
To reduce the number of bits required to represent the codebook indices and gain levels, a new adaptive 
bit allocation scheme is employed [25]. The probabilities of the parameters are estimated by using 
the previous frame data. Then, entropy coding principles are used to allocate bits to different levels 
of gain and vector quantisers. Thus, the indices or gain levels that are frequently used in the previous 
frame are encoded with less bits.
Thanks to the motion compensation step, most of the quantised gain values are 0 for large image 
regions. In these regions, it is not efficient to encode the null gain values pixel by pixel. Therefore, 
3 other options are added to the gain entropy coder. These represent 8x8, 4x4 and 2x2 blocks of 
null gain values. The bits allocated to these blocks are also computed by using the previous frame’s 
statistics.
In the simulation of the algorithm, 16-tap non-perfect reconstruction QMF filters were used for 
subband decomposition [47]. The motion compensation residual was split again into 16 uniform 
subbands resulting in a vector dimension of 16.
In the shape codebook training, residual subbands from 16 GIF and QCIF frames randomly taken 
from the ‘Salesman’ and ‘Tennis’ image sequences were used. As the test data, the ‘Miss America’
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sequence was chosen. Different sizes for the shape codebook were considered, and finally a codebook 
containing only 64 vectors was chosen.
The first frame was encoded by using the subband gain-shape VQ algorithm designed for still images. 
For the second frame, the statistical information needed for entropy coding was estimated from the 
training data.
The ‘Miss America’ sequence was encoded by using a gain quantiser with a fixed step size of 4. 
However, the first step size was set to 7 in order to increase the number of null gain values. The 
results were then compared with the values obtained by using the H.261 standard algorithm. Besides 
an improvement in the subjective quality by the removal of the blocking effect, better PSNR values 
were also obtained.
Fig. 4.50 shows the PSNR and bit rate results for both algorithms on the CIF-size ‘Miss America’ 
sequence. For the same sequence, the average PSNR value for the H.261 standard is 36.60 dB with 
8122 bits per frame on average. However, the proposed algorithm yields an average PSNR of 37.64 
dB by using 7604 bits per frame on average.
An important observation is that the PSNR graph shown in Fig. 4.50 has a negative slope which 
required further research in order to explain its cause and find the end point of the decline. This might 
be due to the quality difference in the first frames encoded by the different techniques. Therefore, the 
first frame of the image sequence encoded by using the proposed algorithm was replaced by the frame 
encoded by using the H.261 standard. This resulted in an average PSNR of 37.31 dB with an average 
bit rate of 7429 bits per frame.
However, as shown in Fig. 4.50, this did not remove the negative slope effect of the PSNR completely. 
Therefore, more frames were needed to discover if the objective output quality of the proposed 
algorithm becomes worse than the standard. Since we had only 4 seconds of the ‘Miss America’ 
sequence, the same frames were then encoded backwards beginning from the last frame that was 
previously encoded. As shown in Fig. 4.51, again better results than the H.261 algorithm were 
achieved and the PSNR curve does not have a declining shape.
The subband reconstruction stage splits the quantisation error into a wide image area including the 
static background. Therefore, the motion compensation residual in the stationary regions includes 
some additional error which does not exist in the block transform methods. After encoding a number 
of frames, the error level becomes stable and the PSNR decrease saturates. Since the error is widely 
spread, subjective assessment of the encoded video favours the subband coding technique. As shown 
in Fig. 4.52, the frames encoded by using the proposed algorithm look more natural than the images
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encoded by the H.261 standard codec.
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Figure 4.50: PSNR and bit rate results for CIF-size ‘Miss America’ sequence sampled at 10 frames/s
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Figure 4.51: PSNR and bit rate results for CIF-size ‘Miss America’ sequence sampled at 10 frames/s 
and encoded backwards
4.5 Concluding Remarks
In this chapter, different aspects of subband coding such as filter design, time domain implementation, 
two-dimensional decomposition have been discussed, and the relation between subband and wavelet 
transforms were considered. A combination of vector quantisation and subband techniques was 
employed for coding still images and video.
An image coding algorithm using edge information resulting in better compression performance than
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Figure 4,52: Same frame from original (top) and encoded ‘Miss America’ se­
quences by using H.261 standard (middle) and proposed algorithm 
(bottom) at around 81 kb/s and 76 kb/s respectively
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the JPEG standard was designed. The same concept was applied for video coding. Although slightly 
better subjective quality than the H.261 standard was obtained at the same bit rates, some modifications 
were needed since the edge information is not very useful in coding of motion compensation residual. 
In addition, a new scheme of adaptive bit allocation using previous frame’s statistics was developed. 
Significantly better results than the H.261 standard were obtained.
In short, subband coding results in subjectively better quality than the block transform based methods 
by removing the blockiness effect. The objective quality also can be improved by employing adaptive 
bit allocation and VQ techniques.
Chapter 5
Segmentation-based Still Image Coding
The classical coding methods which consider the image signal as only two-dimensional numerical 
data result in very low quality level at high compression ratios. Recently, a new class of image 
compression methods achieving very low bit rates by exploiting the Human Visual System have been 
proposed [55, 56].
In this chapter, second generation techniques based on image description using contour-texture infor­
mation are examined and new ideas to improve the existing methods are proposed.
5.1 Image Segmentation
Image segmentation can be defined simply as splitting the image into several uniform or homogeneous 
regions with respect to some characteristics such as gray tone or texture. Since it has numerous 
applications in the image processing area, lots of different techniques have been proposed in the 
literature. A good survey on image segmentation can be found in [42].
In this thesis, only uniform image segmentation which results in constant intensity regions is discussed. 
Only monochrome images are considered. However, the same techniques can be extended to colour 
image coding by representing the colour information using three monochrome components.
5.1.1 Edge preserving prefiitering
The uniform image segmentation process is very sensitive to noise. The number of regions can rise 
dramatically in noisy images. Since the number of regions is proportional to the bit rate as will be
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discussed later, a prefiltering stage reducing the noise is very beneficial for coding purpose.
However, the filter has to be designed carefully so that it does not smooth the edges which carry high 
perceptual information. Therefore, simple lowpass filters are not appropriate. A selective filtering 
scheme using a non-linear noise stripping method was chosen [4, 77].
Two-dimensional filtering can be realised by applying the same one-dimensional filter along the image 
rows and then columns (or vice versa). The one-dimensional filter used in this thesis is defined as:
y(») = x ( n )  + ^  (5.1)
where
«», i f | 5 , „ l<T)
A,„ = ( +To i t d „ > + T o  (5.2)
-To if 8,„ < —To
and
S,„ = x{n )  -  x ( n  + m )  • (5.3)
To value can be calculated by using the equation given in [77] which was obtained by experiments
under normal viewing conditions:
To = 4.0 + 0.12301X (5.4)
To improve the image compressibility, a second-stage two-nearest-neighbour filter was also proposed:
where A,„’s were clipped to Tq / 4.
The sharp edge pixels result in high spatial differences which are clipped to a certain level in order 
to avoid edge smoothing. As shown in Fig. 5.1, without clipping the filter is not selective at all and
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Figure 5.1: Original ‘Miss America’ image and its filtered versions without (mid­
dle) and with (bottom) clipping of A values
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smoothes all the image. The same figure shows the output of the selective filter which achieves the 
same smoothing in the homogeneous areas while preserving the sharpness of the edges.
5.1.2 Split-and-merge approach
For the image segmentation stage, the split-and-merge approach can be used. The image is first split 
into uniform square regions by using a quad-tree structure. Each square region is successively divided 
into 4 square regions until it is homogeneous enough. The regions are represented by their mean 
values and the MSE (mean squared error) measure is used to evaluate the homogeneity. A threshold 
value is needed to terminate the splitting step.
Fig. 5.2 shows the first frame of the ‘Miss America’ sequence after the splitting step. In order to have 
square blocks, the entire image was not considered as the initial segment. The image is first split into 
32x32 blocks since 32 is the greatest integer factor that can divide CIF dimensions (352 and 288) and 
is a power of 2. As can be seen in the figure, there are too many neighbouring regions having similar 
pixel intensities.
' (  i s i r
Figure 5.2: ‘Miss America’ regions after splitting
In the next step, neighbouring regions with similar characteristics are merged. The merging step also 
works iteratively. For an optimal merging step, in each iteration only two regions giving a region with 
minimum MSE should be merged. However, this reduces the speed of the algorithm since it includes 
sorting in each iteration. Therefore, the sorting step can be omitted and two neighbouring regions 
are merged if the MSE for the resulting region is below a certain threshold. However, in order to 
increase the priorities of the low MSE regions, a constraint is introduced; a merged region obtained 
in an iteration is not considered for another merging at that iteration.
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The approximation of the image segments by using their mean values reduces the complexity of the 
technique. In the merging step, there is no need to calculate the MSE of the merged region by using its 
pixels. The mean values, sizes and errors of the initial regions are sufficient to find out the resulting 
error when they are merged. The equation is:
_ A/|gi +  Nj€j NjNj{Ii — IjŸ
Ni + Nj iNi + Njf (5.6)
where g, is the MSE, V, is the size and /, is the mean value of the region /.
Fig. 5.3 shows the first frame of the ‘Miss America’ sequence after the merging step. As can be seen, 
most of the expected contours are identified, but some postprocessing is still needed to improve the 
segmentation performance for coding purpose.
Figure 5.3: ‘Miss America’ regions after merging
5.1.3 Elimination of small regions
Although most of the small regions obtained in the splitting stage do not exist any more, there are 
several small regions that are extremely costly for coding. A simple solution might be to merge 
the small regions to their nearest-mean neighbouring regions. Therefore, another threshold value is 
needed to determine if a region is ‘small’.
The results of simulation experiments indicate that the regions containing less than 4 pixels can be 
eliminated without causing any perceptual degradation in the image quality. Fig. 5.4 shows the same 
‘Miss America’ image after elimination of the small regions.
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Figure 5.4: ‘Miss America’ regions after elimination of small regions 
5.1.4 Elimination of low-contrast contours
Another problem in the segmentation process is the false contours that divide a uniform region into 
2. Coding these contours would be wasting bits. Therefore, the contours between two regions 
with similar mean values are eliminated. Another threshold value is used to determine low-contrast 
contours. Two neighbouring regions are merged if the absolute value of the difference of their mean 
values is less than the preset threshold.
In Fig. 5.5, the regions of the first ‘Miss America’ frame are depicted. The threshold value was set to 
5 and most of the false contours were eliminated.
Figure 5.5: ‘Miss America’ regions after elimination of low-contrast regions
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5.1.5 Mean value adjustment
In the segmentation process, the mean values of the regions are calculated by using the filtered image 
pixels. However, the MSE of the segmented image can be reduced by adjusting the mean values using 
the original image pixels.
In Fig. 5.6, the same test image is shown at the end of all segmentation steps. At this point, the image 
is represented based on two components: region contours and mean values. The next step will be to 
encode these components.
Figure 5.6: ‘Miss America’ image after segmentation
5.2 Contour Coding
The contour information signifies the region boundaries. The aim of contour coding is to represent 
the region map by using minimum number of bits.
The map image can be encoded by using different approaches such as run-length [38] and arithmetic 
coding [48] which were designed for binary images. However, in this work, a contour tracking 
approach using a combination of chain and entropy coding methods was chosen. The approach 
consists of 3 main steps: contour representation, chain coding and entropy coding.
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5.2.1 Contour representation
Although the meaning of contour information is clear, the definition of contour point may change from 
one algorithm to another. A contour can be defined by using boundary pixels or thin edges between 
two pixels from different regions.
5.2.1.1 Pixel-based approach
In the pixel-based approach, the contour information is represented by using pixels at the region 
boundaries. For the continuity of the contour, the pixels should be connected to each other. Two main 
connectivity conventions exist in the literatures. The first one considers a pixel connected to another 
pixel if they are neighbours and in the same row or column. This case is referred as 4-connectivity 
since every pixel can be connected to maximum 4 other pixels. In the second convention, the pixels can 
be connected also to their diagonal neighbouring pixels. In this case, there are 8 possible connections 
for each pixel. Fig. 5.7 depicts 4 and 8-connectivity cases.
Figure 5.7: 4-connected and 8-connected pixels
The number of contour points is less in the 8-connected contours since a diagonal move which requires 
1 horizontal and 1 vertical moves in the 4-connected contours can be expressed by only one pixel as 
depicted in Fig. 5.8. However, there are 8 possible directions in the 8-connected case while there are 
only 4 in the 4-connected case. Therefore, the upper bound for the number of bits per contour point is 
3 in the former and 2 in the latter. Although it is not possible to predict which connectivity scheme is 
more efficient since the efficiency depends on the contour shape, the 4-connected contours are usually 
preferred for the sake of simplicity.
Fig. 5.8 depicts also another basic representation difference between pixel-based approaches. A 
contour pixel may be inside or outside the region to be represented. Since more pixels are usually 
required, an outside contour representation may seem inefficient at first sight. However, there are a
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Region boundaries 8-connectivity contours 4-connectivity contours
Figure 5.8: Shape representation of region A  by inside and outside contours using 
8 and 4 connectivity
couple of other factors that have to be considered.
As explained later in this chapter, entropy coding principles can be applied to reduce the bit rate. 
Uneven probability density function for contour moves is very desirable for entropy coding. For this 
purpose, relative directions ( ahead, right, left, back, etc.) are preferred rather than absolute directions 
( north, east, west, south, etc.). A back move is less probable in outside contours. This results 
in a more uneven pdf which increases the efficiency of coding outside contours. Furthermore, two 
consecutive right (or left) turns are not possible in outside contours. This allows significant savings 
in bits. Obviously, there are other constraints valid for inside and/or outside contours. However, 
the main disadvantage of the pixel-based contour representation techniques is the back move which 
requires another code.
52.1.2 Edge-based approach
The ambiguity of inside and outside contours can be avoided by encoding the edges of pixels. The 
comers of the pixels that are common to 2 or more regions can be considered as contour points. 
Although there are also 4 absolute directions in this approach, only 3 directions are sufficient when 
the relative case is used. In other words, the back move does not exist as shown in Fig. 5.9.
Furthermore, this representation is more consistent with the region boundary concept and more 
convenient for coding all the contours together instead of one by one since the contour points do not 
belong to any particular region.
This representation also has some restrictions on the order of the relative move directions. For 
instance, 3 consecutive right or left turns are not allowed since this will result in a region containing 
only 1 pixel.
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Edge-basedPixel-based
Figure 5.9; Pixel-based and edge-based contour representations 
5.2.2 Chain coding
In the chain coding stage, the contour information is expressed by using a set of symbols. Several 
ways are possible. The contours can be divided into segments and then, each segment can be encoded 
by using some approximations. In this case, some distortion in the contour shape is allowed. The 
contours are divided to several line and circle segments, and the parameters for the segments are 
encoded instead of the pixels. In the literature, an adaptive method which describes the contour 
segments with approximation of line and circle segments or without any approximation has been 
proposed [28, 55]. A cost associated with each of them is evaluated in terms of number of bits for 
coding and the most efficient way is chosen. An average of 1.6 bits per contour point with an error 
bound of 1.1 pixels has been reported for natural images.
The shape information can also be encoded without any approximation. When the contours are 
represented by using edge-based approach, there are 3 possible relative directions to be encoded 
(differential chain coding). The information entropy of this representation is log23  bits per contour 
point. However, some constraints related to the segmentation and the probabilities of the directions 
can be exploited to reduce the number of bits per contour point. For the sake of simplicity, differential 
chain coding (dec) with edge-based approach was used to encode the shape information.
In dec, a decision has to be taken at the intersection points. A convention is required in order to make 
sure that both the coder and decoder follow the same direction at the intersection points. In this thesis, 
contours are encoded in the clockwise direction. In other words, right turns have the highest priority 
and left turns have the lowest.
Besides the contour shapes, the location information also has to be encoded. Two different approaches
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can be followed. Each region can be considered separately. Thus, the shape and starting address of 
each contour can be encoded individually (region-oriented). On the other hand, the shape and location 
information can be encoded jointly by considering the entire image (image-oriented).
52 .2.1 Region-oriented approach
Region-oriented approach deals with each region separately. Since every contour segment is common 
to two different regions, special care has to be taken to avoid double counting which reduces the 
coding efficiency.
SI
SI R L A R L A R S 2  R L L R A R A A A  
R A A A R L A L R S 3  S4
Figure 5.10: Region-oriented differential chain coding example
Fig. 5.10 depicts an example of region-oriented chain coding. As shown under the figure, the encoded 
sequence includes 4 starting information codes which indicate the starting direction as well as the 
address. Obviously, the inefficient part of this scheme is to encode the starting point address that is 
required for each segment. The number of possible addresses depends on the image size.
Some techniques can be developed to reduce the possibilities. Although these techniques are successful 
in reducing the possibilities for the starting addresses, they are highly complex to implement and the 
overall coding efficiency of the algorithm is below the level that can be obtained by using an image- 
oriented contour coding approach.
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52 .2.2 Image-oriented approach
In an image-oriented coding algorithm, only the starting address of an internal region which is enclosed 
by only one region is encoded. Obviously, another starting address per image is required even if all 
the regions are external. Since all the starting points are on the region contours, the starting address 
of any external region can be indicated during the contour coding process by using an additional code 
which represents an intersection point [61]. For example, in Fig. 5.10, S2 is located on the contour 
segment started with SI. Similarly, S3 and S4 are located on the contour segment beginning with S2.
In the rest of this report, the starting addresses that cannot be indicated during the contour coding 
process will be called as absolute starting addresses. According to this definition, all of the starting 
addresses in the region-oriented approach are considered absolute.
Unlike the region-oriented approach, every intersection point is assumed to be a potential starting 
point. Therefore, in the intersection points, a code is used to inform the decoder and the coordinates 
are stored in the stack. Obviously, the coding efficiency of the algorithm is reduced since some of 
the intersection points are not at the beginning but at the end of the contours, and there is no need to 
encode the last point of a contour segment unless it is also a starting point for another contour segment 
that is not previously encoded.
0 9
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Figure 5.11: Image-oriented differential chain coding example
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In Fig. 5.11, an example of dec using the image-oriented approach is depicted for the same segments 
in Fig. 5.10. In addition to a single starting information, 4 intersection points have to be encoded.
In this approach, the codes for the intersection points do not include the direction information. 
However, because of the right-ahead-left priority system, if a right turn is taken after an intersection 
point, there are only two possibilities (ahead or left) for the starting direction of the other contour 
segment of which the starting address is stored in the stack. On the other hand, if an ahead direction 
is taken, then there will be no need for an additional code to indicate the direction of the other contour 
segment since left turn is the only possibility. Therefore, in Fig. 5.11, the third symbol after 12 which 
signifies a left turn after the second intersection point, is not necessary at all.
There are other constraints that can be exploited to increase the coding efficiency. For instance, after 
an intersection symbol it is not possible to have a left turn code because of the priority convention. A 
left turn signifies that there is no contour in the right turn or ahead directions from that point.
5.2.2.3 Encoding starting information
In the region-oriented chain coding approach, the absolute starting address of each contour segment 
has to be encoded. Therefore, efficient coding techniques for starting addresses are needed. On the 
other hand, in the image-oriented approach, although most of the starting addresses are indicated by 
using the intersection code, the absolute starting addresses of the internal regions and an additional 
address for all of the external regions have to be encoded.
Obviously, there are some restrictions for the absolute starting addresses. When the image is scanned 
from top to bottom, the row address cannot be less than the previous starting row address. For 
instance, to exploit this constraint, the relative row coordinate of the starting address with respect to 
the previous address can be encoded instead of its absolute coordinate.
In the image-oriented approach, a starting point that is not encoded by using the intersection code 
cannot be on a contour segment that was previously encoded. Therefore, the positions of the encoded 
contour points should be excluded from the possibilities of a starting address.
Since the number of possible positions for an absolute starting address is dependent on the image 
size, number of regions and some other factors, it is not possible to estimate an average number of 
bits required. This uncertainty is negligible in the image-oriented approaches since there are only 
few absolute starting addresses and the number of bits for the intersection codes used to indicate the 
remaining starting addresses can be estimated by using the number of intersection points.
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Starting information includes the initial direction as well as the address. When the pixel-based 
approach is used, 2 bits are needed to encode the direction since there are 4 possible directions in 
4-connected chain coding. However, in the edge-based approach, the starting address corresponds to 
a pixel side which can be either horizontal or vertical. Therefore, the orientation is already signified 
by the address.
In fact, a starting point can be defined as any point on a contour segment. In this case, the starting 
points that are not situated on the image border are bidirectional. The contour should be tracked in 
both directions and which direction should be the first is not important. For the starting addresses on 
the image border, one of two possible directions does not exist, and the decoder can identify the correct 
starting direction. Therefore, there is no need to encode the direction information in the edge-based 
approach, if the orientation is known.
In an image of size m x n ,  there are ( m  — I )  x  n  + m  x  {n — 1) pixel sides that may be starting addresses 
when the edge-based approach is used. This may look as a disadvantage compared to the pixel-based 
case where there are only m x n  possible pixels. However, strategies can be developed to reduce the 
number of possibilities in the edge-based approach. For instance, a starting address can be restricted 
to be a vertical side of the first image row or a horizontal side. This strategy reduces the number of 
possible starting points to (m — 1) x n + n — 1.
5.2.3 Entropy coding
In entropy coding, variable length bit patterns are assigned to the symbols and a lower average bit rate 
than the fixed length case is achieved. Since there are 3 possibilities of directions in dec technique, 
if fixed length coding is used, at least 2 bits per contour point are required to encode the contour 
segments. The fourth place can be used for intersection points. However, with entropy coding this bit 
rate corresponds to the worst case in which all the 4 symbols have equal probabilities. More efficient 
coders can be designed by allowing variable length codes using entropy coding principles.
5.2.3.1 Huffman coding
Huffman proposed a technique which constructs minimum redundancy codes [45]. It has been widely 
used in the bit allocation stages of data compression algorithms because of its simple structure.
In two-level binary case, a binary tree structure is built beginning from the branches by using the 
probability values. Two least probable nodes are joined and the probability of the resulting node is 
set to the sum of the probabilities of the branches. When the tree is complete with only one node at
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the top, then the binary values are assigned by following the branches.
In compression applications, usually a priori probabilities that are estimated by using a training set 
have to be used. Both the encoder and decoder use the same probabilities to find out the bit patterns. 
Otherwise, some additional information has to be included in the encoded bit stream in order to inform 
the decoder about the bit patterns. The latter approach results in better compression when the training 
set do not have similar pdf with the encoded data.
Fig. 5.12 shows an example for the application of Huffman coding technique together with dec. For 
this example, the direction A (ahead) is encoded by using only 1 bit, the direction R (right) is encoded 
by using 2 bits, and the direction L (left) and the intersection code I are encoded by using 3 bits. The 
effective number of bits per code can be calculated by using the following equation:
L
f hf f  - I
I
(5.7)
p=0.2
p=0.3p=0.3
p=0.6p=0.4
p=1.0
p=0.1
Code Probability Bit Pattern
A 0.4 0
R 0.3 10
L 0.2 110
I 0.1 111
Figure 5.12: An example for Huffman coding of directions
For the same example, the effective bit rate is 0.4xl+0.3x2+(0.2+0.1)x3=1.9 instead of 2 that is the 
case for uniform distribution. The efficiency of the method increases when the pdf has a less uniform 
shape and this shape is more convenient for binary tree structure. For instance, if the probabilities of 
A and R in Fig. 5.12 are changed to 0.5 and 0.2 respectively, the tree structure does not change, but 
the coding efficiency increases; the effective bit rate becomes 0.5xl+0.2x2+(0.2+0.1)x3=1.8 bits per 
code. On the other hand, the coding efficiency is not affected when the probabilities of L and I are 
changed to 0.25 and 0.05 respectively.
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5 ,2 3 .2  Code grouping
In Huffman coding, the number of symbols represents the resolution of the pdf function. Therefore, 
if the number of symbols is increased, entropy coding may be more efficient as it will fit more closely 
to the pdf. Furthermore, an increase in the symbol number may affect the shape of the pdf, and more 
peaky pdf’s may be obtained.
The length of the longest code is related to the coding efficiency. If two different sets containing 
the same number of symbols are entropy coded, the coding efficiency is higher for the set with the 
longest code. The code lengths are dependent on the number of symbols as well as the shape of the 
pdf. Therefore, more efficient coding can be achieved with more symbols in the set.
On the other hand, an increase in the symbol number certainly results in an increase in the average 
code length. This means that on average more bits per symbol are required although higher coding 
efficiency is achieved with respect to the fixed length case. For this reason, an increase in the symbol 
number does not always result in higher compression. The symbol number can be easily increased 
by including the information that is not required by the decoder. Obviously, in this case unnecessary 
information is encoded, thus some of the codes are wasted.
However, coding efficiency can be increased by grouping consecutive symbols. Even if the consec­
utive symbols are independent from each other, more efficient coding can be achieved. For instance, 
two consecutive symbols in Fig. 5.12 can be grouped and the probabilities of the groups can be cal­
culated assuming that they are independent. As shown in Fig. 5.13, 16 different groups are obtained 
and the Huffman tree structure is used to assign codes to the groups. The effective bit rate for this 
example is:
0.16x3 + 0.12x3 + 0.08x4 + 0.04x5 
+ 0.12x3 + 0.09x3 + 0.06x4 + 0.03x5 
+ 0.08x4 + 0.06x4 + 0.04x4 + 0.02x5 
+ 0.04x5 + 0.03x5 + 0.02x6 + 0.01x6 = 3.73 bits per group
Since there are 2 symbols in a group, this bit rate is equivalent to 1.865 bits per symbol and thus 
entropy coding two consecutive independent symbols results in a saving of 0.035 bits per symbol for 
this example. The coding efficiency can be improved by exploiting the dependencies between two 
consecutive symbols.
It is possible to group more than two consecutive symbols in order to reduce the bit rate. When more 
symbols are included, the restrictions imposed by the shapes of the contour segments can be exploited
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Figure 5.13: An example for Huffman coding of grouped directions
more. However, the number of groups increases exponentially as a function of the number of symbols 
in a group. Therefore, the computational complexity also increases.
There is another problem in grouping. The length of the contour segment may not be a multiple of 
the symbol number in a group. As an example, it can be assumed that each group contains 4 symbols 
and the contour segment to be encoded includes 21 symbols. For the first 20 symbols, 5 group codes 
are used. To encode the last symbol, 3 imaginary symbols may be added to the contour. There is no 
need to inform the decoder about the imaginary symbols but it is inefficient to encode the last symbol 
by using another group code. For this example, it is very likely to encode the same contour with less 
bits by using 3 symbols per group since 21 is divisible by 3.
Adding imaginary symbols to the end of the contour segment is not the only solution. More complex 
coders can be designed. A flag code can be introduced in order to switch the coder to another state 
where each group contains fewer symbols. For the same example, after using 5 groups for 20 symbols, 
a flag code indicates that one of the bit patterns derived for 1 symbol per group as shown in Fig. 5.12, 
is used to encode the last symbol.
In this thesis, only two consecutive symbols were grouped together. The probabilities of the groups 
were estimated by using several different images with different numbers of regions as shown in Fig. 
5.14. Since the variance of the distribution was very small, instead of optimising the bit patterns 
according to the segmented image, the same bit patterns were used for all images.
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Figure 5.14: Estimated probabilities of two consecutive symbols
The intersection codes used are slightly different than the examples given earlier. Only the directions 
are grouped together and the intersection codes just indicate the presence and location of triple points. 
The symbol IX signifies that there is an intersection point after the first direction of the preceding group. 
Similarly, XI signifies an intersection point after the second symbol. If there are two consecutive 
intersection points, than the symbols IX and XI are used one after the other. Fig. 5.15 shows the 
Huffman tree and bit patterns that were used in this thesis.
Because of the direction priority system explained earlier, the first symbol popped out from the stack 
after an intersection point, needs just 1 bit or sometimes does not need any bit at all. When this scheme 
is applied to encode the segments in Fig. 5.11, the following symbol and bit sequences are obtained:
S XI RL AR LA IX RA AR LA AA LR IX A AA XI RA L AL RR LA
S 11001 1110 1010 1001 11000 1000 1010 1001 0 1101 11000 1 0 11001 1000 0 1011 11110 1001
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Code Bit Pattern
AA 0
AR 1010
AL 1011
RA 1000
RR 11110
RL 1110
LA 1001
LR 1101
LL 11111
XI 11001
IX 11000
Figure 5.15: Huffman coding scheme used in the image coding algorithm 
5.2.4 Simulation results
Image-oriented edge-based approach was simulated. Firstly, the starting addresses of the contour 
segments were identified for coding. The coding order of the starting addresses was dependent on 
the scan direction. In the simulation, the images were scanned row by row from top to bottom. To 
calculate the number of bits required for each starting address, the possible points were found out by 
discarding the points that were previously encoded as contour points or the points positioned according 
to the scan order before the latest encoded starting address. Although the ratio of the starting address 
bits to the total number of bits was very small, significant reductions in starting information bit rate 
were achieved. Fig. 5,16 illustrates the number of bits required to encode the starting addresses of 
‘Miss America’ and ‘Lena 256x256’ images. The bit rate monotonically decreases with an increase 
in the address rank.
After coding each starting information, the corresponding contour segment was tracked bidirectionally 
and entropy coded by using the dec method. In the simulation algorithm, the dec symbols were grouped 
two by two and an additional code was used to indicate the intersection points. The Huffman table 
designed in the previous section was employed for the entropy coding.
As expected, the overall bit rate per contour point was dependent on the segmentation characteristics 
such as minimum region size, total number of regions and so on. The first frame of the ‘Miss America’ 
sequence was used to examine the relationship between the segmentation thresholds and the contour
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Figure 5.16; Number of bits required for different starting addresses
coding bit rate. Each threshold was allowed to change in a certain range while the others were kept 
constant and different number of regions were obtained for each different case. Three different curves 
for the merging, contrast and size thresholds can be plotted as a function of the number of regions. As 
shown in Fig. 5.17, the bit rate increases with an increase in the number of regions. If there are more 
regions in an image, then the average region size is smaller and smaller regions have shorter contours. 
Since for each closed contour at least 4 turns are necessary, the proportion of the turn symbols (left 
and right) is expected to be higher in shorter contours. However, the Huffman coding scheme that 
was used in the simulation, spends less bits for straight (ahead) moves. Therefore, the contours of 
the larger regions including higher proportion of straight moves can be coded more efficiently as 
demonstrated by the plot for the size threshold in Fig. 5.17.
The segmentation thresholds affect the contour coding bit rate, but it is not appropriate to minimise the 
number of contour bits by adjusting the threshold values. The thresholds have to be changed according 
to the image quality desired. The problem is the number of thresholds which results in numerous 
possibilities. A constraint concerning the image quality can be introduced in order to facilitate the 
threshold adjustment process. Since the quality is highly dependent on the number of regions, a target 
region number can be set. Then, the ranges of the thresholds become narrower.
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Figure 5.17: Contour coding bit rate as a function of number of regions
In the simulation, the merging and contrast thresholds were adjusted by using the output number 
of regions as feedback. The splitting and size thresholds were set to fixed values. Table 5.1 gives 
the threshold values obtained and the contour coding rate required for about 400 regions in different 
images. Similarly to Fig. 5.17, the bit rate varies from 1.35 to 1.65 bits per contour point.
An important outcome of the simulation is the dependence of the contour coding bit rate on the image 
as well as the number of regions. Therefore, there is no need to adjust the thresholds so that a fixed 
number of regions are obtained in the segmentation stage. Furthermore, the number of contour points 
vary significantly in different images. This means that the number of contour bits will be different 
even if the contour coding bit rate is the same. Therefore, the threshold values were not adjusted in 
order to obtain a certain number of regions.
The results given in Table 5.1 correspond to lossless coding of contour information. However, the 
bit rate can be reduced by modifying the region shapes or by imposing some constraints on the 
segmentation process in order to obtain region shapes which can be encoded more efficiently. The 
former will be applied and discussed later in the thesis, but the latter was not examined since it requires 
highly complex structures in the segmentation.
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Image
name
Split
th.
Merge
th.
Contrast
th.
Size
th.
No of 
regions
No of 
bits
No of 
contour pts
Bits per
contour pt
Miss America 2.0 8.0 5.10 8 399 16704 11082 1.51
Salesman 2.0 12.0 11.70 8 399 22692 16720 1.36
Tennis 2.0 10.0 6.15 8 398 17974 11840 1.52
Lena 128x128 2.0 5.0 4.70 8 400 11914 7265 1.64
Lena 256x256 2.0 15.0 11.35 8 399 21964 14182 1.55
Lena 512x512 2.0 20.0 17.35 8 398 40426 25884 1.56
Table 5.1: Results of contour coding in test images
5.3 Texture Coding
The pixel intensities in a region are called the texture of the region, and texture coding involves 
representation of the region pixels using as few bits as possible. There are several ways to approximate 
the regions. The region can be transformed into another domain and the coefficients in the transform 
domain can be encoded. The transforms that are very popular in block-based methods such as DCT, 
DST or WHT can be applied to any shape [37, 67].
For an efficient coder, the regions should be represented in the same way both in the segmentation 
and texture coding stages. Hence, different texture approximation techniques yield different number 
of regions. As mentioned earlier, most of the bits are used in the contour coding part. Therefore, in 
the design of the texture coder, a technique which minimises the number of contour points rather than 
the number of the texture bits has to be chosen. However, when transform domain representation is 
used in the segmentation, the coder becomes extremely complex.
On the other hand, one can sacrifice the efficiency of the algorithm for the sake of simplicity and 
choose a transform technique for region approximation only. For instance, a segmentation algorithm 
resulting in uniform regions with similar pixel intensities can be employed, and then the regions can 
be approximated by using a transform-based technique. In this case, the number of contour bits cannot 
be reduced, but the quality of the image can be slightly improved with the expense of additional bits 
used to encode the transform coefficients. The quality improvement is marginal since the regions are 
uniform and the high frequency transform coefficients are very low in magnitude.
Instead of the transforms with oscillatory basis functions, low order polynomials can be used to 
approximate the region textures. The approximation error for any region R , can be written as:
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6^= ^  { P r(x , y ) -  I (x , y)) (5.8)
(.x,y)sR
where ^ ^
P r (x ,  ( 5 . 9 )
k=0 1=0
and I{x , y )  is the intensity at the pixel (x,y).
From these equations the polynomials coefficients giving the minimum error are used to represent the 
region textures. When there is only one polynomial coefficient (zero-order polynomial, K=L=0), the 
regions are approximated by using their mean values. This corresponds to the simplest case for the 
segmentation, and the complexity increases with the order of the polynomial.
The computational burden involved in embedding the polynomial approximation within the segmen­
tation process increases sharply as a function of the polynomial order. A suboptimal solution is to fit 
polynomials to the uniform regions. In this case, however, better subjective quality can be obtained by 
using zero-order polynomial representation when compared to higher order polynomials at the same 
bit rates [10]. Therefore, zero-order polynomial approximation was used in the simulated algorithm.
Since each pixel in the original image is represented by using 8 bits, quantisation of the region mean 
values by using more than 8 bits will not provide any benefit. Although only a small number of bits 
are used to encode the texture information, it is desirable to encode the mean values at less than 8 
bits per region. Predictive coding may seem to be an efficient technique in exploiting the correlation 
between the region mean values. However, Biggar reported that up to several hundred regions, there 
is little coding benefit to be gained from predictive coding [9].
5.3.1 Coarse quantisation of region means
Coarse quantisation of the grey level values is another alternative in reducing the texture coding bit 
rate. In order to examine the quality degradation depending on the quantisation error of the region 
means, the bit accuracy of the mean values was decreased. Fig. 5.18 shows the PSNR values obtained 
by quantising the region means using different bit accuracies. The figure on the left corresponds 
to different test images, namely ‘Miss America’, ‘Salesman’, ‘Tennis’ and ‘Lena 256x256’. The 
same threshold values (split th=2.0, merge th=10.0, contrast th=7.0 and size th=5) were used in the 
segmentation resulting in 371 regions for ‘Miss America’, 1153 regions for ‘Salesman’, 546 regions 
for ‘Tennis’ and finally 1001 regions for ‘Lena 256x256’. The curve proves that there is no need to
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represent the region means by using 8-bit accuracy. The decline of the cuiTe is not significant until an 
accuracy of 5 bits, but after this point the PSNR decreases sharply especially in high PSNR images.
In order to examine the relationship between the PSNR value and the amount of the decrease, only 
one of the test images, ‘Lena 256x256’ was chosen and the experiment was repeated for different 
quality levels corresponding to different number of regions. As shown on the right of Fig. 5.18, the 
results demonstrate that the PSNR decrease is sharper in higher PSNR images after the 5-bit accuracy 
point. However, in both of the figures, the PSNR change is very low from 8 to 5-bit accuracy.
38,0 36.0
A A Miss America
0 — -0 Salesman
ta □Tennis
o  o  Lena 256x256
B-----□ 505 regions
o ......€> 1001 regions
0—  o  2957 regions 
A A 5544 regions
36.0
34.0
34.0
32.032.0 IXŒi 30.0 30.0
-o28.0
28.0
------------ B-26.0 a------
24.0 26.04
BIT ACCURACY OF MEAN VALUES BIT ACCURACY OF MEAN VALUES
Figure 5.18; PSNR variations depending on bit accuracy of region means for differ­
ent images (left) and for ‘Lena 256x256’ image with different number 
of regions (right)
The objective measures allow the representation of the region mean values by using only 5 or 6- 
bit accuracy. However, segmentation-based coding is a second generation method which has to be 
assessed by using subjective quality measures. The first frame of the ‘Miss America’ sequence was 
segmented into 399 regions and the region mean values were quantised by using 3 to 8 bits per region. 
The encoded images are displayed in Fig. 5.19. The quality degradation becomes noticeable at the 
fourth image. Therefore, the region mean values were represented by using 5 or 6-bit accuracy in the 
simulated codec.
5.3.2 Refinement of contours
When the region means are coarsely quantised, the same value may be assigned to the neighbouring 
regions. Then, these regions can be merged together since the contour between them does not have any 
significance. Since the low-contrast neighbouring regions are merged together in the segmentation
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Figure 5.19: ‘Miss America’ image of which region means quantised by using (a) 
8, (b) 7, (c) 6, (d) 5, (e) 4 and (f) 3 bits per region
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Contrast
threshold
Bit
accuracy
Mean
step
size
Before After Bit
reduction
(% )
No of 
regions
No of 
contour pts
PSNR No of 
regions
No of 
contour pts
PSNR
7.0
6 4
371 9342
33.26 371 9342 33.26 0.00
5 8 33.03 368 9295 33.03 0.54
4 16 29.66 275 7778 29.65 17.62
3.0
6 4
773 14813
35.18 760 14736 35.18 0.72
5 8 34.43 610 12747 34.39 15.01
4 16 31.83 300 9440 31.78 39.32
Table 5.2: Number of regions, contour points, PSNR values and bit rate before and 
after contour refinement in ‘Miss America’ image
process, the difference between the unquantised mean values of the neighbouring regions is always 
higher than the contrast threshold value. Therefore, only when the region means are quantised with 
a step size larger than the contrast threshold, some of the neighbouring regions may have the same 
quantised mean value.
Table 5.2 gives the results obtained for the ‘Miss America’ image before and after the contour 
refinement. Two different contrast thresholds, tc = 3 .0  and fc = 7.0 were used to examine the effect 
of the difference between the quantisation step size and the contrast threshold. As expected, more 
regions were merged when the contrast threshold was lowered. This means that both the contrast 
threshold and contour refinement have similar function. If the quantisation step size is higher than the 
contrast threshold, then the contour refinement process is needed to complete the task that cannot be 
finished by thresholding. However, there is a small difference; the contrast threshold is set without 
considering the quantisation of region means, but the contour refinement is dependent on the bit 
accuracy in the quantisation.
The refinement of the contours by removing the contour points between the neighbouring regions 
with the same quantised mean values, decreases the bit rate as the numbers of regions and contour 
points also decrease. After the contour refinement, there may be less regions, and thus less mean 
values. In addition, there may be less contour points, and therefore less bits can be used to encode the 
contour information. Table 5.2 shows also the amount of savings in the overall bit rate achieved by 
the contour refinement stage.
The contour refinement normally should not change the PSNR value. However, in Table 5.2, there is 
slight difference between the PSNR’s before and after the refinement process. This occurs because of 
the mean value adjustment step which comes after the segmentation. Fig. 5.20 depicts an example 
where different approximations are obtained if the order of contour refinement and mean value
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adjustment is changed. In the figure, two different regions are encoded. The mean value of the first 
region is not changed by the noise filter and quantisation, so contour refinement does not affect that 
region. However, after the filter, the mean value of the second region is decreased to 204 which is 
quantised to 200 if a uniform quantiser with a step size of 8 is used. At this point, contour refinement 
makes the change. The contour between the regions can be removed since both mean values are 200, 
and instead of 2 regions only 1 region with a mean value of 200 is obtained. Since the segmentation 
map includes only a single region and the nearest quantisation level to the mean value of this region is 
200, the mean value adjustment step does not change the encoded pixel values. On the other hand, if 
the mean values are adjusted before the contour refinement, the mean of the second region is quantised 
to 208. Since the mean values are different, the contour between the regions cannot be removed, and 
therefore two different regions are obtained. In this case, the quantisation error is slightly less, but the 
bit rate is higher since the contour between the regions has to be encoded. In the simulated algorithm, 
the contours are refined before adjusting the mean values since the additional quantisation error is 
minute.
ORIGINAL PIXELS
11= 200.001
204 204 NOISE FILTER
204 205
u=204.25 p=200.00
204 204
m m 204 204
H=204.00
SEGMENTATION QUANTISATION (q=8)
p=200.00
H=200.00
SEGM ENTATIONQUANTISATION (q=8)
MEAN VALUE ADJUSTMENT
p=208.00
CONTOUR RERNEMENT
H=208.00
H=200.00
p=200.00
H=20G.00
p;=200.00
CONTOUR REFINEMENT
H=200.00
MEAN VALUE ADJUSTMENT
H=200.00
Figure 5.20: Effect of contour refinement and mean value adjustment
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5.4 Contour smoothing
The objective of contour smoothing is to modify the contour segments in order to decrease the number 
of contour bits without any significant quality degradation. Although contour smoothing is a step of 
the contour coding process, it is discussed under a different section after texture coding since it is 
highly dependent on the texture coding method. Obviously, contour smoothing modifies the region 
shapes, and therefore introduces some error. Instead of the contour changes, the reconstructed image 
quality should be assessed in order to examine the effect of contour smoothing.
In [88], median filtering was proposed for the purpose of obtaining smoother approximations to the 
region boundaries, and the 5-element cross-shaped median filter was chosen for contour smoothing. 
However, this filter does not work well when the cross-shaped window covers more than 2 regions. 
For instance in Fig. 5.21, the contour shape is modified, but neither the number of contour points nor 
the smoothness is changed.
INPUT OUTPUT
Figure 5.21: An example of 5-element cross-shaped median filter covering more 
than 2 regions
A morphological filter with the same shape can be designed to solve this problem. The number 
of pixels of each region inside the cross-shaped window is counted and the region which owns the 
majority gets the centre pixel. When there are only 2 regions in the window, the centre pixel is 
assigned to the region with 3 or more pixels. In the two-region case, the proposed filter gives the same 
output as the median filter and smoothes out the contour structures shown in Fig. 5.22.
The region which owns the centre pixel should have at least 2 pixels inside the window since a region 
size of one pixel is not allowed. When there are more than 2 regions in the window, the maximum 
number of non-centre pixels that a region can have inside the window is 2 and therefore, the centre 
pixel is not assigned to another region. This case is depicted by an example in the lower part of Fig. 
5.23 which shows a couple of contour structures that are not changed after smoothing.
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INPUT OUTPUT
Figure 5.22: Smoothed contour structures by using morphological filtering
INPUT OUTPUT
:
! :
;:
:
Figure 5.23: Unchanged contour structures after morphological filtering
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Image
name
Before After Bit
reduction
(%)
No of 
regions
No of 
cpts*
Bits per 
cpt*
PSNR
(dB)
No of 
regions
No of 
opts*
Bits per 
cpt*
PSNR
(dB)
Miss A. 371 9342 1.56 33.25 370 8927 1.50 33.25 7.08
Salesman 1153 27645 1.46 30.39 1123 26493 1.42 30.21 6.18
Tennis 546 10790 1.68 26.49 493 9639 1.60 26.38 14.12
Lena 1001 20524 1.61 29.15 985 19716 1.57 28.93 5.60
* cpt = contour point
Table 5.3: Number of regions, contour points, contour coding bit rates, PSNR 
values before and after contour smoothing and overall bit reduction 
percentage with contour smoothing
Contour smoothing may change the number of pixels and the mean value of the regions as well as the 
shapes. After smoothing, there may be less pixels in a region than the preset size threshold. These 
small regions are merged to their neighbouring regions with minimum resulting error. Consequently, 
the number of regions may be reduced, and thus less bits may be required to encode the mean values. 
Moreover, contour smoothing decreases the number of contour points. For each pixel that is smoothed 
out, 3 pixel sides become redundant and instead of them only one pixel side is used. Obviously, less 
contour points means less contour bits. In addition, the contours contain less turn symbols after the 
smoothing process. In other words, the probability of the ‘ahead’ codes requiring less bits in the 
entropy coding increases. Therefore, the number of bits per contour point decreases.
The contour smoothing process was included in the simulated algorithm for encoding the ‘Miss 
America’, ‘Salesman’, ‘Tennis’ and ‘Lena 256x256’ images. The same segmentation thresholds used 
during the experiments on the coarse quantisation of the region means were applied. The region 
means were quantised by using an accuracy of 6 bits. Table 5.3 gives the number of regions, contour 
points, contour bits per contour point and PSNR values obtained in the simulation for 4 different test 
images with and without the contour smoothing process. Both contour and texture coding bits were 
reduced, and the overall bit rate was decreased by 5 to 15 %.
Unfortunately, the decrease in the PSNR reached to the level of 0.2 dB for some of the test images. 
However, as mentioned before, the output quality should be evaluated subjectively instead of using 
mathematical measures which perform well in high-quality image coding. As shown in Fig. 5.24, the 
effect of contour smoothing on the encoded images is not noticeable.
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Figure 5.24: Test images encoded with and without contour smoothing
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5.5 Postprocessing
Postprocessing is applied in the decoder side in order to enhance the output quality by smoothing the 
edge profiles of artificial contours and by rectifying the jagged edges that are caused by segmentation. 
These processes do not change the bit rate since the postprocessing parameters can be preset or 
adjusted by the decoder.
5.5.1 Edge profile smoothing
In natural images, the pixel intensities usually change smoothly along the spatial directions. However, 
segmentation allows only abrupt changes resulting in artificial contours which degrade the subjective 
quality. Therefore, transition from one region to another should be smooth in artificial contours.
The first problem is to identify the artificial contours. In general, the contrast is very low across the 
artificial edges. Therefore, a threshold can be applied on the contrast values to locate the artificial 
contours [88]. However, thresholding is a binary hard decision and has to be adjusted very carefully.
The second problem is to decide about the amount of smoothing. In [88], an adaptive averaging filter 
was proposed. The window size is modified according to the position of the filtered element with 
respect to the boundaries of its region and also to the local geometry of the region image. Obviously, 
it is a highly complex scheme with plenty of possibilities for the filter parameters.
In this research programme, a novel edge profile smoothing algorithm which tackles both problems 
at the same time was designed. The shape of the edge profile is changed as shown in Fig. 5.25. This 
profile change is extended to the two-dimensional space by scanning the image rows and columns 
separately and then by taking the average of the outputs. The slope of the linear edge profile model 
is proportional to the estimated sharpness of the edge and is dictated by the end parameters p i  and p 2 
that are calculated by using the contrast, c  and the region widths, ri and ?2 as follows:
Pi -  (5.10)
The edge smoothing coefficient a  indicates the amount of smoothing desired. The other variable b  
is used to establish a balance between the contrast and region width parameters. For the sake of 
simplicity, only integer values were considered for b.  In the simulation, the coefficient a  was adjusted 
in such a way that the output image had the same PSNR value for different b  values. The results 
demonstrated that the case b  = 2  gives the best subjective quality as illustrated in Fig. 5.26. When b
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— Original edge profile
- ’ Smoothed edge profile
Figure 5.25: Edge profile modification
is chosen to be unity, the region width parameter becomes dominant and laige regions are smoothed 
excessively resulting in a higher PSNR decrease. The PSNR value can be increased by adjusting the 
coefficient a,  but this prevents effective edge profile smoothing. On the other hand, for the case 6 = 3, 
the contrast parameter becomes dominant, and therefore only the edges with very low contrast are 
smoothed.
In large images, when high compression is desired, wide regions are very likely. Therefore, r,- values 
may be too large resulting in excess smoothing. However, this problem can be solved easily by 
clipping off large r,- values.
In the next step, the effect of the edge smoothing coefficient a  on the output PSNR value was examined. 
As shown in Fig. 5.27, the PSNR did not change much with an exception for the ‘Miss America' image 
which has very wide regions. The subjective evaluation of the smoothed images slightly favoured 
the case a  -  100. Although the difference between the ‘Miss America’ images smoothed by using 
different a  values was not subjectively distinguishable, a = 40 was chosen for a better PSNR value. 
For subjective assessment of the edge profile smoothing process. Fig. 5.28 shows the ‘Lena 256x256’ 
image before and after processing.
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Figure 5.26: Results of edge smoothing by using (a) b  = \ , ( b )  b  = 2 and (c)  b  = 3
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Figure 5.27: PSNR vs edge smoothing coefficient curves for different test images
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Figure 5.28: Encoded ‘Lena 256x256’ image before and after edge smoothing 
5.5.2 Jagged edge rectification
Because of the limited resolution, some boundary segments that are originally smooth curves may 
have sawtooth shape after segmentation. These jagged edges give an artificial look to the images, 
and can be easily detected by the human eye. The second postprocessing step, namely jagged edge 
rectification deals with this problem.
A way of reducing the perceptual disturbance of the jagged edges is again to smooth the pixel changes 
on the boundaries. However, special care has to be taken in order not to smooth the small details. An 
adaptive filter based on local averaging with variable weights depending on the local geometry was 
proposed for this purpose [88]. However, it does not work well since it smoothes also the vertical and 
horizontal edges which cannot be considered as jagged edge artifacts. A technique which smoothes 
only sawtooth type edges as shown in Fig. 5.29 is required.
A two-dimensional cross-shaped adaptive filter was designed for jagged edge rectification. The filter 
smoothes only the comer points that are identified by thresholding the differences between the centre 
pixel and its 4 connected neighbouring pixels. In Fig. 5.30 for instance, if the absolute value of the 
difference between the centre and adjacent pixels is greater than a certain threshold, the corresponding 
side of the centre pixel is considered as an edge side. Then, the classification information for the 4 
sides of the centre pixel determines whether it is a comer. The following equations summarise the 
comer detection process with reference to Fig. 5.30.
CHAPTER 5. SEGMENTATION-BASED STILL IMAGE CODING 173
INPUT OUTPUT
Figure 5.29: Rectification of only jagged edges
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I if |X ( U ) - A ( w -  1)1 > T,
S i =
0 otherwise
Sr =
0 Otherwise
(5.11)
(5.12)
St =  <
1 i f |X ( U ) - # '- W ) l > 7 } -
0 otherwise
(5.13)
Sb = <
' 1 i f | % ( w ) - # + l J ) | > 7 )
0 otherwise
X ( i J )  is a comer pixel if (Si, Sr, St,  Sb) e  S  
where
,5 = { ( 1, 0, 1, 0), (0 , 1, 0 , 1), ( 1, 0 , 0 , 1), (0 , 1, 1, 0)}
X(i-l,j)
^  _
X(i,j) / X(i,j+1)
Si X(i+l,j)
'A
Sb
(5.14)
(5.15)
Figure 5.30: Cross-shaped window used in jagged edge rectification
The next step is to choose the jagged edge rectification threshold, 2} for the best output quality. For 
an objective measurement, the PSNR’s obtained by using different thresholds were examined. Jagged 
edge rectification normally comes after the edge profile smoothing step. However, in the simulations.
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jagged edge rectification was applied with and without edge smoothing in order to examine its effect. 
As shown in Fig. 5.31, the PSNR values remained almost constant for different thresholds in both 
cases. In fact, as demonstrated in Fig. 5.32, the number of pixels identified as comers was inversely 
proportional to the threshold value. Therefore, more smoothing was applied by using lower thresholds. 
Considering both figures, it can be stated that even a slight increase in PSNR was obtained in the test 
images by using the edge rectification step. When the subjective quality of the output images was 
considered, the case 2} = 30 was preferred. For subjective assessment of the jagged edge rectification 
process, Fig. 5.33 shows the ‘Lena 256x256’ image before and after processing. An enlarged version 
of this image given in Fig. 5.34 provides a better description of the process.
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Figure 5.31: PSNR vs jagged edge rectification threshold curves for different test 
images without and with edge smoothing (left and right respectively)
5.6 Comparison with block-transform coders
The most famous still image compression standard JPEG [89] employs block DCT approach. In this 
section, the proposed segmentation-based image coding algorithm is compared to JPEG in order to 
evaluate its advantages.
Sincea  segmentation-coding exploits the properties of the Human Visual System, it is not fair to use 
objective mathematical measures such as PSNR or SNR for comparing the results. Therefore, the 
results have to be assessed subjectively.
First, the performance of both algorithms at different bit rates can be compared. As illustrated in 
Fig. 5,35 for the ‘Lena 256x256’ image, at lower bit rates the superiority of the segmentation-based
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Figure 5.32: Percentage of pixels identified as comers vs jagged edge rectifica­
tion threshold curves for different test images without and with edge 
smoothing (left and right respectively)
Figure 5.33: Encoded and smoothed ‘Lena 256x256’ image before and after jagged 
edge rectification
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Figure 5.34: Effect of jagged edge rectification
algorithm becomes more significant. A group of people were asked to compare and evaluate the 
quality difference. Most of the subjects slightly preferred the JPEG image at 0.56 bpp. However, 
at bit rates of 0.35 and 0.27 bpp, the subjective results clearly proved the quality superiority of the 
segmentation-based coder.
Then, different image resolutions were considered. The ‘Lena’ images of sizes 128x128,256x256 and 
512x512 were encoded at the same bit rate, 0.35 bpp. As mentioned before, the information entropy 
per pixel is lower for larger resolutions. Therefore, as shown in Fig. 5.36 and Fig. 5.37, a high 
quality output was obtained for the 512x512 resolution, whereas the quality of the encoded 128x128 
image was very bad at the same bit rate. Since the information content per pixel is lower in the ‘Lena 
512x512’ image, JPEG was very successful at 0.35 bpp for that image. However, JPEG completely 
failed in the ‘Lena 128x128’ image when compared to the segmentation-based coder. In brief, the 
quality superiority of the segmentation-based algorithm is more significant in lower resolutions and 
bit rates.
The simulated algorithm and JPEG were used to encode frames from the ‘Miss America’, ‘Salesman’ 
and ‘Tennis’ image sequences at different bit rates. Very low bit rates were chosen for the ‘Miss 
America’ and ‘Tennis’ images. As depicted in Fig. 5.38 and Fig. 5.40, the segmentation-based 
algorithm clearly outperformed the JPEG standard. The proposed algorithm was very successful in 
these images since they do not have much details which may increase the number of regions.
However, ‘Salesman’ has lots of details which require more regions for a medium quality output. Fig.
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Figure 5.35: ‘Lena 256x256’ image encoded by using JPEG and segmentation- 
based algorithm at different rates
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Figure 5.36: Original ‘ Lena 128x128 ’ image and outputs of JPEG and 
segmentation-based algorithm at 0.35 bpp
5.39 shows this image encoded at 0.36 bpp by using the JPEG and segmentation-based coders. The 
quality difference between the output images is not certain. However, in lower bit rates the proposed 
algorithm significantly outperformed JPEG although most of the details were lost in the output image.
5.7 Concluding Remarks
In this Chapter, a second generation method, segmentation-based still image coding has been ex­
amined. In the segmentation stage, different techniques were used to reduce the number of regions 
and contour points while maintaining segmented image quality. Moreover, several approaches were 
considered in order to increase the efficiency in contour and texture coding. Then, two postprocessing 
techniques for enhancing image quality were proposed.
Novel ideas in segmentation, contour representation, smoothing, refinement, edge profile smoothing 
and jagged edge rectification were applied in the simulated segmentation-based codec. The output 
image quality was assessed subjectively since the method emphasises perceptual features such as 
edges rather than actual pixel intensities. In low bit rates, segmentation-based still image coder 
significantly outperformed the JPEG standard in terms of image quality. However, the method is not 
suitable for applications requiring very high quality.
Proposed method is not more complex than JPEG. The merging step of segmentation and entropy 
coding of contour information are the most complex stages of the algorithm. Unlike the block 
transform techniques, this method needs random access to any pixel, therefore one frame storage is 
required.
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Figure 5.37: Original ‘ Lena 512x512 ’ image and outputs of JPEG and
segmentation-based algorithm at 0.35 bpp
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Figure 5.38: Original CIF-size ‘Miss America’ image and outputs of JPEG and 
segmentation-based algorithm at 0.15 bpp
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Figure 5.39: Original CIF-size ‘Salesman’ image and outputs of JPEG and seg­
mentation based algorithm at 0.36 bpp
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Figure 5.40: Original CIF-size ‘Tennis’ image and outputs of JPEG and segmen­
tation based algorithm at 0.13 bpp and 0.04 bpp respectively
Chapter 6
Segmentation-based Video Coding
Contour information has critical importance since most of the bits in the segmentation-based coders are 
spent for encoding contours. In image sequences, region contours vary significantly from one frame 
to another. Therefore, it is very difficult to exploit the interframe redundancy in contour information. 
Hence, most of the segmentation-based algorithms have been designed for still image coding and only 
a few papers in the video coding area were published.
Some of the proposed segmentation-based video codecs were designed specifically for certain image 
sequences. For instance, videophone is one of the visual communications applications which requires 
very low bit rate, and transmits ‘head-and-shoulders’ images. Both the decoder and encoder can 
exploit this a priori knowledge in order to increase the compression ratio [85, 86, 90]. However, in 
this thesis, a priori knowledge about the contents of the image sequences was not considered for the 
sake of the codec flexibility.
In this chapter, different aspects of segmentation-based video coding are examined and two novel 
algorithms for low and very low bit rates are presented. In the first approach, the segmentation process 
is applied on the current frame, whereas in the second approach the previous frame is segmented and 
the region shapes of the current frame are estimated by using the previous frame segmentation 
information.
6.1 Interframe coding approaches
Segmentation-based coding is very powerful in compressing the spatial information by considering 
the characteristics of the Human Visual System. In order to apply segmentation-based approach in 
video coding, temporal information also has to be compressed. Different types of interframe coding
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approaches can be employed to reduce the temporal redundancy.
6.1.1 Three-dimensional segmentation
In general, segmentation-based methods compress contour and texture information corresponding to 
only one frame. However, the time dimension can be included within the segmentation process, and 
very high compression ratios at the expense of computational complexity and processing delay can 
be achieved.
The segmentation can be applied in each frame, and then a 3D coder can be used to encode contour 
and texture data of successive frames. For instance, in [78], a 3D arithmetic coder was proposed 
for encoding binary contour images and mean values. Another approach involves morphological 
tools which are very appropriate when dealing with object oriented techniques [69]. An important 
advantage of 3D segmentation methods is that the segmented regions implicitly cany the motion 
information.
In spite of many advantages, 3D segmentation requires high computation power. Several successive 
frames have to be stored in order to exploit the temporal redundancy, but this requires a large memory 
and also results in long processing delay.
6.1.2 Segmentation after motion compensation
On the other hand, simple techniques such as block motion estimation method which exploit only 
previous frame information are very successful in decorrelating successive frames. These techniques 
can be employed within segmentation based coders mainly in two different ways. They can be used 
either before or after the segmentation stage.
The simplest 3D segmentation-based coding method is to encode the motion compensated frame 
difference by using a segmentation-based still image coder. In general, the motion compensated 
difference images include samples with large amplitudes around the moving regions. These samples 
are usually clustered into edges and exhibit line-drawing features [50]. Using these characteristics, 
a segmentation-based system which minimises the output bit rate by jointly compressing motion 
compensated difference and motion displacement field images was developed by Liu [58].
However, preliminary simulation results for the algorithm developed by combining the segmentation- 
based image coder proposed in the previous chapter with block matching motion compensation were 
not satisfactory. The difference frame includes lots of small details, the contours of which are
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extremely costly in terms of bit rate. Therefore, more complex techniques aie required to encode the 
perceptually significant features of the difference frame.
6.1.3 Segmentation before motion compensation
Another strategy in segmentation-based video coding is to estimate motion information after seg­
mentation. In this way, segmentation parameters may be helpful in efficient representation of motion 
information. Reciprocally, motion parameters may be used to reduce the number of contour and 
texture bits.
There are two main approaches based on segmentation before motion estimation. According to 
them, either the current or previous frames can be segmented. In the former approach, the contour 
information of the current frame is known and has to be encoded. However, the latter estimates the 
current frame contours by using the segmented previous frame.
Different objects usually correspond to different regions in a segmented image, and the motion of 
any rigid object can be described by using a displacement vector unless the object rotation and the 
camera movement along the perpendicular axis are not significant. Although human body cannot be 
considered as a rigid object, it can be still assumed that region pixels have the same motion vector. 
Obviously, the main drawback of this assumption is the fact that there are some regions with significant 
changes in their shapes from frame to frame. Eyes and mouth are the most problematic parts for this 
approach. However, it is still possible to use intraframe coding in such regions. This kind of approach 
usually applies segmentation in the current frame.
For the techniques based on previous frame segmentation, interframe coding of contour positions in 
successive frames is a very hard task. However, the contour information can be represented by using 
other structures which are more convenient for motion representation and thus, for interframe coding. 
This allows prediction of the current frame region shapes and locations by using the previous frame 
contours. In addition, only relevant motion parameters which can help in contour or texture prediction 
have to be encoded.
In stationary regions, since there is no motion, previous frame information can be used to encode 
the current frame. Therefore, there is no need to separate two neighbouring stationary regions by 
a contour. Merging these regions reduces the number of contour pixels and motion vectors. On 
the other hand, some of the non-stationary regions cannot be predicted at all. Therefore, a suitable 
intraframe coding technique has to be employed to encode them. There is no need to encode the 
motion information corresponding to intraframe regions. However, a bit pattern has to be used to
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inform the decoder when the intraframe mode is chosen.
6.2 Video coding based on joint region and motion segmentation
In this section, a novel video coding algorithm based on region and motion segmentation is described. 
The algorithm segments the current frame into uniform regions. Then, motion parameters for the 
regions are computed. The regions are approximated either by their mean values or by the pixels 
of the previous frame using the motion information [24]. Fig, 6.1 gives the block diagram of the 
proposed algorithm.
6.2.1 Region matching motion estimation
Motion information is estimated by using the region matching method which is a modified version 
of block matching. From another point of view, block matching method is a special case of region 
matching motion estimation (RMME) in which the shapes of regions are restricted to be squares.
Current frame regions are compared with the displaced regions in the previous frame, and for each 
region a displacement vector corresponding to the best match is chosen to represent the motion 
information for the region pixels. Mean square error criterion is used to find out the best match. In 
mathematical terms, with reference to Fig. 6.2, the coordinates of the displacement vector v which 
minimises e(Vx, Vy) in the following equation are chosen.
e(v^,  Vy) = - v ^ , y -  v^)) (6.1)
(x,y)eRi
In general, the number of regions is less than the number of square blocks of size 8x8 in a frame. 
However, a block size of 16x16 for block matching motion estimation (BMME) is more common. In 
this case, RMME usually yields more motion vectors which require more bits than BMME. Several 
techniques can be developed to reduce the number of motion vectors. For example, motion vectors 
of small regions can be ignored or predicted by using the motion vectors of the neighbouring regions.
Similar to the BMME case, the weighting function can be used to eliminate the motion vectors 
obtained because of the noise. As shown in Fig. 6.3, in this way, the vectors which do not represent 
the actual motion are avoided. As mentioned earlier, the weighting function also reduces the number 
of bits required by entropy coding of motion vectors.
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Figure 6.1: Block diagram of video coding based on joint region and motion seg­
mentation
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Previous frame Current frame
Figure 6.2: Region matching motion estimation
Figure 6.3: Orientations of RMME motion vectors without and with weighting
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RMME method may seem computationally expensive for large regions. However, its computational 
burden is not more than the block matching method since the total number of pixel comparisons is the 
same in both methods.
6.2.2 Inter/intraframe mode switching
In some regions, motion compensation gives very poor performance. Previous frame may not include 
any useful information for interframe coding. For example, if die eyes are closed previously, but open 
in the current frame, it is not possible to estimate the pixel intensities inside the eyes by inteiframe 
coding. There are a couple of other reasons for poor motion compensation; the motion may be 
rotational or the camera may be approaching towards to the object (zoom). In these cases, 2D motion 
vectors fail to represent the actual motion information.
When interframe coding is not successful, spatial redundancy among the current frame pixels have to 
be exploited for an efficient compression. In other words, the coder has to switch to intraframe mode 
for the regions that cannot be predicted well by using motion compensation. Since segmentation splits 
the frame into uniform regions, the mean values can be used to approximate the regions. Therefore, 
in the intraframe mode, the mean values have to be encoded, whereas in the interframe mode, the 
motion vectors are encoded.
Obviously, the key issue is the switching point between these two modes. The simplest way is to use 
the mode which gives the minimum MSB distortion. However, interframe mode is more advantageous 
since it may require less bits, and also results in more natural looking regions. Therefore, a switching 
coefficient less than unity can be multiplied by the motion compensation error in order to increase the 
probability of the interframe mode.
6.2.3 Interframe region merging
When the pixels of two neighbouring regions are encoded in the inteiframe mode with similar motion 
vectors, the contour between these regions can be eliminated. Thus, the number of bits required for 
contour information can be reduced.
A threshold value is needed to determine if the motion parameters in two different regions are similar. 
The subroutine used in the proposed coder has two stages. First, neighbouring regions having the same 
motion vector are merged. In the second stage, two neighbouring inteiframe regions are merged if the 
mean squared error is below the threshold when only one vector is used for motion compensation. This 
stage considers all possible combinations including two neighbouring interframe regions. Therefore, 
the computational complexity is high. However, if the motion estimation errors corresponding to all
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of the displacements of the interframe regions are stored, then the error values in the merged region 
can be calculated by using only additions.
If there is no motion in the current frame, the regions can be encoded without any loss by using the 
previous frame. In this case, all of the regions can be merged together to form only one region, for 
which there is no need to describe the contours.
Merging interframe regions with similar motion vectors does not only allow efficient coding of contour 
information, but also reduces the number of motion vectors. Therefore, interframe coding is favoured 
for low bit rates.
6.2.4 Coding parameters
After the interframe region merging step, the region contours, mean values and motion information 
can be encoded. Coding first the contour infoimation has some advantages. The decoder can find out 
the number of regions, and also the pixels can be assigned immediately since the region shapes and 
locations are already known.
6.2.4.1 Contour information
The same contour coding algorithm using the edge-based image-oriented approach proposed in the 
previous chapter can be used. However, due to the interframe merging step, longer contours are 
obtained. Since the proportion of ‘ahead’ symbols is higher in longer contours, lower contour coding 
bit rate is expected.
6.2.4.2 Mean values
For some regions, interframe coding cannot be used if previous frame does not include useful infor­
mation for motion compensation. These intraframe regions have to represented by the parameters 
computed from the current frame pixels. As explained earlier, the mean values are used for region 
approximation.
Although pixel-by-pixel prediction from the previous frame does not work for the intraframe regions, 
the prediction of the region means may be beneficial in bit rate reduction. However, looking for 
the displacement giving the best prediction and encoding the displacement vector as well as the 
prediction error is more costly than just encoding the actual mean value. Therefore, the search for the
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best displacement is avoided, and the mean value of the region at the same location in the previous 
frame is used for prediction.
The range of the unquantised signal is larger after the prediction step. While the mean values are in 
the interval [0,255], the prediction enor can be any value from -255 to 255. However, depending on 
the mean value used in the prediction which is also known by the decoder, some prediction values 
in the range [-255,255] are not possible. In other words, the actual interval of the prediction error is 
[-/U„_1 ,255 il where ;u„_i is the mean value in the previous frame. Therefore, the effective range
of the prediction error does not change.
In the next step, a uniform scalar quantiser can be used to quantise the prediction error. The bell shape 
of the pdf of the error values can be exploited by variable bit rate coding. Less bits can be assigned 
to the more likely levels which are closer to the origin.
6.2.4.3 Motion vectors
Due to the weighting function, the motion vectors also have a non-uniform distribution. Since the 
motion vectors do not correspond to the square blocks, but to the regions, they are not evenly placed. 
In a particular order, successive vectors may not be close to each other, and therefore DPCM may 
have poor performance.
hcivfiExperiments shown that the bit allocation table given in Table 4.6 is also suitable for encoding the 
motion vectors in the RMME method.
6.2.5 Simulation results
Thresholds have to be adjusted accordingly in order to obtain the desired bit rate or subjective quality. 
The number of regions, interframe and intraframe switching, interframe region merging involve the 
most critical decisions.
In the simulation of the algorithm at low bit rates, the thresholds affecting the number of regions 
resulted in about 150 to 650 regions depending on the scene content. The switching coefficient which 
determines the balance between the interframe and intraframe modes was chosen in the range [0.5 , 
0.8], The interframe merging threshold was set to a value in the interval [50 ,100],
The algorithm had problems with image sequences including lots of details such as ‘Salesman’, As 
illustrated in Fig. 6.4, many regions were needed to encode different objects in the scene. Objective
CHAPTER 6. SEGMENTATION-BASED VIDEO CODING 193
comparison of the encoded ‘Salesman’ images by using the segmentation-based coder and H.261 
algorithm clearly indicated the superiority of the standard. However, in the subjective tests, the 
standard was preferred with a slight difference.
PSNR=28.82dBPSNR = 30.30dB
Figure 6.4: A CIF-size frame from ‘Salesman’ sequence encoded by H.261 and 
segmentation-based coder at 84 kbits/s with 10 frames/s (0.08 bpp)
The main advantage of the segmentation-based coder is its efficiency in intraframe coding. Therefore, 
the algorithm is powerful against sudden scene changes. Fig. 6.5 shows the first frame of the 
‘Salesman’ sequence encoded just after the ‘Miss America’ sequence by using the standard and 
segmentation-based algorithm. The proposed algorithm gave better subjective and objective quality 
at the same bit rates.
PSNR 27.45 dB PSNR 28.44 dB
Figure 6.5: First CIF-size ‘Salesman’ frame after ‘Miss America’ sequence en­
coded by H.261 and segmentation-based coder at 0.3 bpp
In low detail sequences such as ‘Tennis’, the segmentation process yields a small number of regions, 
the boundaries of which can be encoded by few bits. Therefore, very low bit rates can be achieved by
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using the segmentation-based codec. The DCT-based standards have minimum bit rate limits in order 
to encode the block attribute and motion information. They cannot generate less bits than their limits 
even if they compress blank images with constant pixel intensity. However, this limit is very low in 
segmentation-based algorithms. In the case of a blank image, only one mean value has to be encoded.
The algorithm is also successful in high motion sequences. In the DCT-based algorithms operating at 
low rates, the border pixel intensities of the moving objects are spread within the block. Therefore, 
an unpleasant blurring effect occurs around the moving objects. As can be seen in Fig. 6.6, the 
segmentation-based algorithm results in sharper images which are usually more preferable. For 
instance, in the frame encoded by H.261, the exact location of the ball is not certain since it covers 
wider area because of blurring.
PSNR.28.91 dB PSNR»2S.57dB
Figure 6.6: A QClF-size ‘Tennis’ frame encoded by H.261 and segmentation-based 
coder at 75 kbits/s with 30 frames/s (0.1 bpp)
In very low bit rate applications, frame sampling rates higher than 15 frames/s are not possible. In 
general, QCIF size with 10 frames/s is popular for bit rates below 64 kbits/s. The downsampling 
process in the time dimension reduces the performance of the motion compensation. Encoding 
downsampled or fast forward played image sequences is identical for the coder. In other words, 
motion in the image sequences is increased by downsampling along the time dimension. Therefore, 
the performance of the DCT-based algorithms deteriorates while that of the segmentation-based coder 
does not change much. Fig. 6.7 shows the same ‘Tennis’ frame encoded again by both algorithms at 
10 frames/s. When compared to Fig. 6.6, the quality degradation due to the downsampling is clearly 
visible.
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PSN-K-2S.CCT(n> PSNR.28.57 dB
Figure 6.7: A QClF-size ‘Tennis’ frame encoded by H.261 and segmentation-based 
coder at 25 kbits/s with 10 frames/s (0.1 bpp)
6.3 Video coding based on contour and texture prediction
This section describes a novel approach in segmentation-based very low bit rate video coding. A 
new contour description method is proposed so that contour information of the current frame can be 
predicted by using the past frames and motion information [23]. For the texture component, another 
novel approach similar to the motion compensation technique is presented.
63.1 Contour representation
In the segmentation-based image coders, most of the bits are spent for contour coding. Therefore, 
the main target in the segmentation-based video coders is to develop effective strategies to reduce the 
interframe redundancy between the contours of the successive frames. In other words, the key issue 
is to predict the contour information of the current frame from the previously encoded frames.
63.1.1 Contour prediction approaches
In general, two consecutive segmented video frames have completely different contours especially 
when the frame rate is downsampled for the low bit rate applications. Fig. 6.8 illustrates the change 
in the region shapes from the third to the sixth frame of the ‘Miss America’ sequence which includes 
very low motion in the early frames. The difference between the contour shapes of the consecutive 
frames is even more significant in the high motion image sequences.
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Figure 6.8: Regions of 3. and 6. CIF-size ‘Miss America’ frames after segmenta­
tion
If each frame is segmented independently, then it is impossible to predict the contours of a frame 
by using the previous frame contours. Obviously, low performance in contour prediction does 
not necessarily mean low quality in the encoded frame. The locations of the contour points have 
importance only at the edge pixels. Some of the contours correspond to the transition areas where the 
pixel intensity changes gradually. Since in the postprocessing stage, the edge profiles are smoothed 
around the transition areas, the accuracy of the contour location is not very important in those parts 
of the frame. Therefore, the main quality degradation in the output image because of the contour 
prediction occurs around the moving edge pixels.
For a simple solution, an algorithm based on the contour prediction using the motion compensated 
frame was simulated. The block matching motion estimation technique was used to detect the motion 
data. Then, the current frame was predicted by using the previous frame and the motion parameters. 
Instead of the actual frame, the predicted frame was segmented, and the region means were updated 
by using the actual frame. In this approach, there is no need to encode the contour information since 
the decoder can predict the same contours by using the decoded motion parameters and the previous 
frame. Although the bit rate was very low, the quality was not satisfactory. Therefore, additional 
complex schemes have to be developed to encode the prediction error in the contour information.
Another solution may be to control the segmentation stage, and to obtain predictable contours. In 
this approach, the current frame segmentation process is dependent on the previous frame contour 
information. Obviously, it is a very deep research area which needs expertise in the image segmentation 
field.
The approach that was chosen in this thesis is based on the approximation of the region contours
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by using line segments. In this case, the locations of the line connections (control points) and 
the connectivity information (which points are connected) are sufficient to describe the contour 
information. As will be explained in the next sections, this representation is very suitable for contour 
prediction.
63.1.2 Contour representation using control points
Instead of describing the contour information by using all of the 4- or 8 -connected contour pixels, the 
contour segments may be approximated by some lines which can be represented by a small number 
of control points. The line approximation process can be accomplished by choosing some of the 
contour pixels as the control points which belong to at least 2 different line segments. All of the 
contour intersection pixels where at least 3 regions (or 2 regions and the frame border) coincide are 
also control points. Moreover, some control points are added if the initial line segment is not good 
enough in contour approximation.
Fig. 6.9 illustrates an example of contour representation using control points. The 2 contour 
intersection points for the corresponding contour segment are the initial contour points (CPi and CP2). 
Then, as shown in Fig. 6.9 on the right, some other control points are added between CP] and CP2 if 
the line approximation error is larger than a certain threshold value.
Figure 6.9: Approximation of contours by line segments
The additional error can be defined as the difference between the coding error values with and without 
line approximation. The control point addition process includes several iterations, and in each 
iteration the region shapes are changed. Therefore, the calculation of the additional error requires 
region approximation in each iteration. This highly increases the computational complexity of the
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algorithm. The computational burden can be reduced by defining another error criterion which does 
not require the update of the region approximation parameters.
A novel criterion was defined to measure the error between the approximated and actual contour 
segments. This measure consists of two components: the distance of the approximated line to the 
furthest contour pixel and the contrast across the contour. The error is assumed to be proportional 
to the difference between the approximated line and the actual contour segment. This difference can 
be defined as the maximum distance between the approximated line and the contour segment. With 
reference to Fig. 6.10, the distance, d  can be calculated as follows:
d  —
P
r
ï î r ^  > + (Zone I)
\ î p ^  > (Zone HI)
otherwise (Zone II)
(6.2)
In the figure, S and E are the initial control points, and F,- corresponds to any point on the contour 
segment between S and E. If the line SE is not good enough for approximation, then the maximum 
distance, d,„ax is chosen among the distances calculated for all of the pixels on the contour segment, 
and the corresponding point, F,- is added as an additional control point. The same process is repeated 
for SF,- and F,E contour segments until a good approximation of the initial segment is achieved.
ZONEmZONE I ZONEH
Figure 6.10: Distance between the furthest point on the contour segment and the 
approximated line
The approximation error is also dependent on the contrast which is the absolute value of the difference 
between the 2 region means. If a contour segment separates two regions with closer pixel intensities
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(mean values), then the line approximation process results in less degradation in both subjective and 
objective quality. Therefore, for a more effective measure 7 , the contrast value is also used:
7 = dmax XC (6.3)
where d,„ax is the maximum distance and c  is the contrast.
A threshold value has to be set in order to determine the level of contour approximation and also 
the number of additional contour points. In the simulations, different threshold values were used to 
examine the effect of the threshold choice on the number of added control points and the output image 
quality. Since the number of regions differs according to the scene content, the number of initial 
control points (contour intersections) is not the same in every image. Therefore, instead of the number 
of additional control points, a ratio % is defined to represent the degree of control point addition:
% = (6.4)Ci
where c, and Ca are the numbers of the initial and additional control points respectively.
As expected, experimental data showsi that better PSNR values can be obtained with higher % ratios. 
Fig. 6.11 illustrates the PSNR vs. % graph for the first frames of the CIF-size ‘Miss America’ and 
‘Salesman’ image sequences. As can be seen from the figure, the increase in PSNR is marginal after 
% > 2. Since the complexity of the system increases proportionally to the number of control points, 
lower X  values are more desirable.
As an advantage, control point addition is an iterative process which improves the PSNR in every 
iteration. Therefore, the contour distortion threshold, 7  can be adjusted dynamically according to 
the X  ratio. Beginning with a large threshold, the contours are approximated by using several line 
segments connected by control points. Then, if x  is less than the desired ratio, the threshold is lowered 
in order to increase the number of control points. Fig. 6.12 shows the relation between % and the 
contour distortion threshold, 7 .
Subjective evaluation of the image quality confirmed that % = 2 is a good choice for contour represen­
tation using control points. As displayed in Fig. 6.13, a threshold value of 7  = 25 corresponding to 
% «2fM  ‘Miss America’ and %«3fiM ‘Salesman’, gave almost the same quality as in the case of 7  = 0 
(no contour approximation). On the other hand, the distortion in the images in which the contours were 
represented by the initial control points only, was not usually tolerable. Fig. 6.13 ( 7  = 400) shows 
the ‘Miss America’ and ‘Salesman’ images, the contours of which were approximated by drawing 
straight lines between the intersection points (no additional control points).
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Figure 6.11: PSNR curves as a function of % for ‘Miss America’ and ‘Salesman’
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Figure 6.12: % dependency on contour distortion threshold y  for ‘Miss America’ 
and ‘Salesman’
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Figure 6.13: Contour approximation using lines with 3 different threshold values 
in segmented ‘Miss America’ (397 regions) and ‘Salesman’ (670 re­
gions) images
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Another result concerning the number of control points is related to the number of regions. When a 
high quality image is desired, the segmentation stage results in a large number of regions. Therefore, 
the number of initial control points is also high, and the average distance between two contour 
intersection point is small. Since less number of line segments are usually needed for shorter contour 
segments, fewer additional control points are satisfactory. In other words, a lower % value is usually 
sufficient for images containing more regions.
As an example. Fig. 6.14 shows the outputs of the control point addition process for finely and 
coarsely segmented CIF-size ‘Miss America’ images. For the first image containing 1624 regions, 
a low X  value of 1.0 was satisfactory. However, for the other image containing only 75 regions, the 
image quality degraded even when the threshold y was reduced to 1 0 0  resulting in a higher % ratio of 
2.5 .
624 regions
7 b  le m o n s
Figure 6.14: Finely and coarsely segmented ‘Miss America’ images before and 
after contour representation using control points
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6.3.1.3 Motion information for control points
With contour approximation using line segments, the positions of the control points and the connec­
tivity information are needed to represent the contour information in a segmented image. Without 
any further processing, this may seem more costly than the chain representation. However, for video 
signals, the point positions and connectivity information can be easily estimated from the previous 
frame. Encoding the motion information is enough to modify the regions of the previous frame in 
order to reconstruct the current frame contours.
The key issue is how to encode the motion information for the control points. Since there is usually a 
large number of control points, assigning a motion vector to each point does not seem feasible from 
the low bit rate point of view. Therefore, an efficient technique is needed to reduce the bit rate for 
encoding the motion vectors of the control points.
In a block transform based video coding algorithm, the number of the motion vectors is determined 
by the size of the motion blocks since one vector is used for each motion block. For instance, in 
the H.261 coder, the motion vectors are estimated by using the block matching motion estimation 
technique for the macroblocks of size 16x16. Therefore, the number of the motion vectors is 396 for 
GIF and 99 for QCIF-size images.
Two approaches were developed to represent motion information of the control points efficiently. In 
the first approach, closely located control points are grouped together, and a motion vector estimated 
for the group centroid is used for all the control points of that group. The second employs exactly the 
same motion estimation algorithm as H.261, and finds the motion vectors for different image blocks. 
Then, interpolation techniques are used to estimate the motion vectors of the control points from those 
of the blocks.
Motion representation by grouping control points
Since the number of the control points is high for most of the images, it is not efficient to assign one 
motion vector to each control point. Instead, the control points may be grouped and one motion vector 
for each group can be encoded.
The key issue involves how to group the control points. Several clustering algorithms are available 
in the literature. They simply calculate n  points which represent the whole data set with minimum 
error. The definition of error is also an important issue. It is possible to include the motion vectors in 
the error criterion. However, in this case, since the decoder does not know anything about the motion 
vectors, some additional information has to be encoded so that the decoder can obtain exactly the
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same clusters. Therefore, only the locations of the control points are used for grouping. In this case, 
the error is defined as the distance between the centroid of the cluster and the corresponding control 
point.
Most of the clustering algorithms are iterative. The error monotonically decreases in each iteration 
until a saturation point is reached. Therefore, they require computationally high complexity. However, 
it is possible to design alternative techniques which do not include any iteration. A simple approach 
based on grouping the control points closer than a certain distance was chosen. The threshold distance 
can be adjusted according to the images and the number of groups desired. Fig. 6.15 shows the 
neighbourhood regions for different threshold values.
r^ l  r r^ 2
Figure 6.15: Neighbourhood regions for different threshold values
After grouping the control points, the motion vectors of the group centroids are estimated by using the 
block matching motion estimation method. Then, every control point in the same group is subjected 
to the same motion vector as the centroid. This implies that the number of motion vectors to be 
encoded is equal to the number of groups.
Instead of the actual motion vectors, the differences between the successive vectors are entropy 
encoded. In this case, the problem is to determine the previous motion vector since the control points 
and the centroids of the groups are not evenly distributed within the frame. The sequence shown in 
Fig. 6.16 can be chosen for this purpose. Starting from the current control point, the search path is 
followed until another control point from a different group is found. Then, the difference between the 
motion vectors (x and y components) are encoded by using the entropy coding principles.
Fig. 6.17 shows the estimated pdf for the motion parameters of the groups. Since the groups are usually 
very close to each other, their motion components are highly correlated. Therefore, the differences 
between the motion vectors of successive groups are smaller than those of successive blocks. In order 
to improve the efficiency, unlike the scheme used in H.261, the motion vector components can be
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Figure 6.16: Search path for the previous motion vector
encoded together. As shown in Fig. 6.18, only 1 bit is spent if the motion differences in both x and 
y directions are zero. If only one of them is zero, 3 bits are spent in addition to the bit pattern for 
the non-zero component. On the other hand, an additional 2-bit pattern is needed when both of the 
components are non-zero.
The search range for the motion components is [-15,15] which is doubled for the difference values. 
However, since the previous value is known by both the encoder and decoder, the size of the search 
area stays the same. Table 6.1 gives the bit patterns for the non-zero motion component differences 
in both directions. Since the zero value is excluded, there are 30 different patterns.
Motion representation by interpolation
In this approach, the previous frame is split into square blocks and block matching motion estimation 
algorithm is used to find one motion vector for each block. Then, the motion vectors of the control 
points are interpolated from those of the blocks. Since the interpolation stage does not require to 
encode any additional information, only the motion vectors of the blocks have to be known by the 
decoder.
There are several ways to interpolate the motion vectors for the control points. The easiest way is to
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Figure 6.17: PDFs of actual and residual motion components
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Figure 6.18: Bit allocation tree for motion vectors
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Motion parameter Bit pattern
-15&  16 1 1 1 1 1 1 1 1
-14& 17 1 1 1 1  1 1 0 1
-13&  18 n i l  1 0 1 1
-12& 19 n i l  1 0 0 1
- 1 1 & 2 0 1 1 1 1 0 1 1
- 1 0 & 2 1 1 1 1 1 0 0 1
-9& 22 1 1 1 0 1 1 1
-8& 23 1 1 1 0  1 0 1
-7& 24 1 1 1 0 0 1
-6& 25 1 1 0 1  1 1
-5& 26 1 1 0 1 0 1
-4& 27 1 1 0 0 1
-3& 28 1 0 1 1
-2& 29 1 0 0 1
-1 & 30 0 1
1 &-30 0 0
2& -29 1 0 0 0
3 &-28 1 0 1 0
4& -27 1 1 0 0  0
5& -26 1 1 0 1 0 0
6 & - 2 S 1 1 0 1  1 0
7 & -24 1 1 1 0 0 0
S& -23 1 1 1 0 1 0 0
9& -22 1 1 1 0 1 1 0
1 0 & - 2 1 1 1 1 1 0 0 0
1 1 & - 2 0 1 1 1 1 0 1 0
12& -19 n i l  1 0 0 0
13& -18 n i l  1 0 1 0
14& -17 n i l  1 1 0 0
15& -16 n i l  1 1 1 0
Table 6.1: Bit patterns for non-zero motion differences
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choose the motion vector of the block which contains the control point. A more sophisticated solution 
is to calculate the weighted sum of the neighbouring motion vectors. Obviously, there are numerous 
possibilities for the weighting function. As the first condition, the response of the weighting function 
should be dependent only on the distance between the control point and the centre of the block. This 
implies that the weighting function, W ( x , y )  should be symmetric around the origin:
W ( x , y )  = W (-x,y) = W(x ,  - y )  = W ( - x ,  - y ) (6.5)
In addition, the sum of the weighting factors should be unity for each interpolated point. If only 4 
closest block centroids are used for interpolation, then the following equation referring to Fig. 6.19 
has to be satisfied:
W ( x , y) + W { x  - X o , y )  + W ( x , y -  y^) + -  x ^ , y  -  y o )  = I
when 0  < % < and 0  < y < y .^
(6 . 6)
BiJ ® ij+ l
B:i+lj
I
I i+1 J+1
Figure 6.19: Weighting function region for interpolation of motion vectors
The two-dimensional weighting function used in this work is the product of 2 linear one-dimensional 
functions in x and y directions decreasing from I to 0 in the corresponding direction:
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W ( x . y ) ^ {  i f W < ^ o a n d b | < 3.„ (^.7 )
0  otherwise
The same equation has to be modified for the discrete domain as follows:
w(u)=( iflil < '•» -'i 1/1 < (6.8>
0  otherwise
Using the weighting function defined in Eqn. 6 .8 , the motion vector of a specific control point can be 
interpolated from the motion vectors of the neighbouring blocks as given in the following equation:
n  = m M j  + m/o -  + mo -  Uh (6.9)
6.3.1.4 Reconstruction of current frame contours
To reconstruct the current frame contours, the connectivity information for the control points is 
required in addition to their estimated coordinates. This information is obtained again from the 
previous frame, and the same connections are assumed for the present frame. The set C is created to 
store the connectivity information. Every node in this set corresponds to a line segment, and contains 
the indices of two control points situated at the ends of the line segment. For instance, the node (c,-, cj) 
indicates that the control points c,- and c, are connected with a line.
The motion information for the control points determines their new coordinates, and the set C 
dictates how to connect them. At first, without considering the texture approximation parameters, 
the segmentation map is reconstructed by drawing lines between the connected control points as 
illustrated in Fig. 6.20. In the left part of the figure, the contours of the previous frame are shown, 
whereas on the right, the estimated contours for the current frame are obtained by using the motion 
and connectivity information.
However, the estimated contours may pass across the pixels. In this case, the divided pixels shown 
as white in Fig. 6.20 on the right, have to be assigned to one of the neighbouring regions. In other 
words, the line segments have to be modified so that they follow the square pixel boundaries. For this 
purpose, the line segments are simply forced to pass through the closest pixel comers. With reference 
to Fig. 6.21, after the point A, the line may be forced to pass through either B or D because of its 
direction. Since a2 is smaller than a^, B is chosen. Similarly, b, is less than b2 , thus C is the next
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Figure 6.20: Contour modification by using motion and connectivity information
point after B. This process can be referred to as contour quantisation since the contour segments are 
approximated by using a set of symbols, namely the square pixel boundaries.
Figure 6.21: Contour quantisation according to square pixels
At the end of contour quantisation, the contour segments do not look natural with their saw tooth 
shapes. However, the postprocessing stage explained in the previous chapter, takes care of this 
problem. Fig. 6.22 illustrates the reconstructed contours for the example given in Fig. 6.20. As can 
be seen, the region shapes and locations are significantly changed with the small magnitude motion 
vectors.
CHAPTER 6. SEGMENTATION-BASED VIDEO CODING 211
Figure 6.22: Reconstructed contours
Meanwhile, there are some exceptional cases which may cause slight ambiguity. For instance, as 
depicted in Fig. 6.23, a region may be divided into 2 after contour reconstruction. This results in 
an increase in the number of regions. Since the new regions are treated independently, their region 
approximation parameters are different. This means that more bits have to be spent. However, the 
divided regions are approximated more accurately, thus the image quality is also improved.
Another similar case involves addition of new regions. As illustrated in Fig. 6.24, one of the control 
points may move into a third region. In this case, region addition occurs in addition to region division. 
Obviously, most of the additional regions are very small, and it is not efficient to encode the region 
approximation parameters for the small regions. Therefore, the small regions containing less pixels 
than a certain threshold may be eliminated, in other words they may be merged to the neighbouring 
regions with the closest region parameters.
6.3.2 Texture approximation
The region textures are approximated by their mean values as explained in detail in the previous 
chapter. However, the actual mean values are not encoded directly since there is some correlation 
between the region means of the previous and current frames. The coding efficiency is improved by 
encoding the residual between the current frame and that predicted from the previous frame by using 
the motion parameters.
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Figure 6.23: Region division because of contour modification
km# W#
Figure 6.24: Region addition because of contour modification
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63.2.1 Region mean prediction using motion information
The mean values for the current frame regions can be predicted by using the previous frame in several 
ways. The same region in the previous frame can be identified and its mean can be used for the 
prediction. Obviously, the identification process is extremely difficult since the region shapes and 
locations change abruptly from one frame to another.
Due to the complexity, only location changes are considered. For each region, one motion vector 
which represents the region location in the previous frame is calculated by taking the average of the 
motion vectors of the neighbouring control points. Fig. 6.25 illustrates an example in which the 
region contour is approximated by using 4 line segments that are represented by 4 control points. The 
motion of the region is estimated by adding up the motion vectors of 4 control points, and then by 
dividing the sum by 4.
Figure 6.25: Region motion estimation using motion vectors of control points
The mean of the region in the previous frame displaced according to its motion vector is calculated 
and used for prediction. In order to assess the benefit of the region mean value prediction by using 
the average motion vector, simulation experiments were carried out. The same test sequences were 
encoded without using the motion information (motion vectors were set to zero). The mean squared 
error (MSE) criterion defined as
, N - l
(6 . 10)
t=0
where N  is the number of regions, ju* and are the actual and predicted mean values of the region 
k,  was used to measure the prediction error. The results show that using the motion information
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significantly improved the performance of the region mean prediction. Fig. 6.26 gives the prediction 
MSE for the QCIF-size ‘Miss America’ and ‘Salesman’ sequences with and without using the motion 
information. The difference between the curves emphasises the benefit of the region mean prediction 
by using the motion information.
1200.0 200.0
 with motion information
 without motion information
—  with motion information
-  -  without motion information
1000.0
150.0
800.0
600.0 100.0
400.0
50.0
200.0
0.0 0.0105 120 105 120
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Figure 6.26: Prediction MSE for QCIF-size ‘Miss America’ (left) and ‘Salesman’ 
(right) sequences with and without using motion information
The prediction residual is encoded by a uniform quantiser. However, the step size of the quantiser can 
be increased as will be described in the next section in order to reduce the bit rate while the output 
quality is degraded only slightly.
6.3.2.2 Coarse quantisation of prediction residual
In the previous chapter, experimental results have been presented to verify that the number of bits 
used to approximate the region mean values can be reduced by coarse quantisation. The results show 
that an allocation of 5 or 6  bits per region mean yields almost the same perceptual quality as in the 
case of 8  bits per region. Since the residual values instead of the actual means are quantised in this 
video coding algorithm, the same experiments have to be repeated.
In still image coding, most of the bits are spent for contour description. Therefore, coarse quantisation 
of the region mean values does not result in significant reduction in bit rate. Moreover, the mean values 
are uniformly quantised. Hence, a decrease of only 12.5 % in the region texture approximation bits 
is achievable by halving the number of quantisation levels (reduction of 1 bit per region). Obviously, 
this percentage is much smaller when the total number of bits is considered.
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However, the video coding algorithm described in this section spends higher proportion of the overall 
bit rate for region mean values. In addition, the prediction residuals have a non-uniform distribution 
which can be exploited by entropy coding. Therefore, coarse quantisation can significantly reduce 
the number of bits used for region texture approximation in the proposed algorithm.
In the experiments, the test sequences ‘Miss America’ and ‘Salesman’ were encoded at 10 frames 
per second by the proposed video coder. Different values for the quantisation step size (1 to 32) 
were used, and the motion parameters were encoded for each 16x16 block. Entropy coding principles 
explained in the next section were also applied. Fig. 6.27 and Fig. 6.28 show the curves plotted by 
using the PSNR and bit rate results obtained for the QCIF-size test sequences. Both PSNR and bit 
rate curves have exponential shapes.
33.00 28.50
DC 5I  28.45I 32.90
32.80 28.40
32.70 28.3532 32
QUANTISATION STEP SIZE QUANTISATION STEP SIZE
Figure 6.27: Average PSNR values for QCIF-size ‘Miss America’ (left) and ‘Sales­
man’ (right) sequences as a function of quantisation step size for region 
means
When a step size of 2 instead of 1 is used for quantisation, the PSNR drops slightly, but significant 
number of bits are saved. On the other hand, when a step size of 32 instead of 16 is used, the PSNR 
drop is much higher and only small number of bits are saved. Based on these curves, a uniform 
quantiser with a step size of 8  yields a preferable trade-off between the PSNR and bit rate.
Percentage ratio is usually a more convenient measure for the change in the number of bits. For 
instance, 1 0 0 0  bits per second less or more, do not make any significance if the bit rate is 512 kb/s. 
However, 1000 bits are critical if the bit rate is very low. Therefore, the percentage decrease in the 
average number of bits when the quantisation step size is doubled, can be considered. Fig. 6.29 
illustrates this information for QCIF-size ‘Miss America’ and ‘Salesman’ sequences. Compared to 
Fig. 6.28, the curves have different shapes. This makes more difficult the decision concerning the
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Figure 6.28: Average number of bits per frame for QCIF-size ‘Miss America’ (left) 
and ‘Salesman’ (right) sequences as a function of quantisation step 
size for region means
quantisation step size. However, since the PSNR difference between two cases corresponding to the 
step sizes of 8  and 1, is very low (<0.I dB), a default value of g = 8  is recommended.
Obviously, the quantisation step size is an effective factor in bit rate control. Hence, if a fixed rate 
codec is desired, a buffer can be placed after the decoder and the quantisation step size can be changed 
according to the buffer fullness in order to regulate the bit rate.
6  3.2.3 Entropy coding
Unlike a non-uniform quantiser optimised according to the signal pdf, a uniform quantiser results in 
the same average quantisation error for all the levels. However, the probabilities of the quantisation 
levels differ depending on the signal pdf. Entropy coding principles can be employed to exploit the 
non-uniform pdf by allocating less bits to the more probable levels or vice versa.
The pdf of the region mean prediction residual has a highly non-uniform shape with a peak at the 
origin. Fig. 6.30 shows the pdf shape obtained by encoding the test sequences ‘Miss America’, 
‘Salesman’ and ‘Tennis’. When a quantisation step size is chosen, the pdf curve can be used to 
calculate the probabilities of the quantisation levels. Fig. 6.31 depicts this process with an example. 
Obviously, the shape of the pdf does not need to be symmetric.
The next step is to construct a Huffman tree by considering the probabilities of the quantisation levels.
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Figure 6.29: Percentage decrease in average number of bits for QCIF-size ‘Miss 
America’ (left) and ‘Salesman’ (right) sequences as a function of 
quantisation step size for region means
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Figure 6.30: PDF of region mean prediction residual
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Figure 6.31: Calculation of level probabilities from pdf
For an efficient entropy coding scheme, a different Huffman tree is required for each quantisation 
step. Fig. 6.32 illustrates the Huffman tree built for 129 quantisation levels corresponding to a step 
size of 4. The negative levels are not shown in this figure. Therefore, at the end of each branch, with 
the exception of the origin (q  = 0 ), two further branches should be added in order to include the sign 
bit. The bit patterns for the quantisation levels can be easily determined from this tree. The number 
of bits for these levels are given in Table 6.2.
An interesting point about the tree is the structure of the branches for the first ±4 levels. This structure 
does not change for another pdf with a more non-uniform shape (compressed towards to the origin). 
Since this case occurs when the quantisation step size is increased, the same bit patterns can be used 
for the more coarsely quantised region mean prediction residual.
6.3.3 Simulation results
The proposed algorithm was simulated and used to encode the test sequences ‘Miss America’ and 
‘Salesman’ at a frame rate of 10 frames per second. Three different versions were compared. In the 
first version, the control points were grouped and only one motion vector per group was encoded. 
In the second and third versions, the motion vectors of the square blocks were encoded, and then at 
the decoder, the motion vectors of the control points were interpolated from the block vectors. Only 
the size of the blocks was chosen different (8 x8  or 16x16). The PSNR values obtained for the QCIF 
resolution are given in Fig. 6.33 while the corresponding bit rates are plotted in Fig. 6.34. The results 
for the GIF resolution are given in Fig. 6.35 and Fig. 6.36.
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Figure 6.32: Huffman tree of quantisation levels for region mean prediction residual
Quantisation
level
No of 
bits
0 1
± 1 3
± 2 4
±3 5
± 4 6
± 5 - ± 6 8
± 7 - ± 8 9
± 9 - ± 1 0 1 0
±11 - ± 2 4 13
± 2 5 - ± 6 4 15
Table 6.2: Number of bits for quantisation levels
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Figure 6.33: PSNR values for QCIF-size ‘Miss America’ (left) and ‘Salesman’ 
(right) sequences encoded at 10 frames per second by using 3 different 
ways for motion vectors
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Figure 6.34: Number of bits per frame for QCIF-size ‘Miss America’ (left) and 
‘Salesman’ (right) sequences encoded at 10 frames per second by 
using 3 different ways for motion vectors
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Figure 6.35: PSNR values for CIF-size ‘Miss America’ (left) and ‘Salesman’ (right) 
sequences encoded at 10 frames per second by using 3 different ways 
for motion vectors
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Figure 6.36: Number of bits per frame for CIF-size ‘Miss America’ (left) and 
‘Salesman’ (right) sequences encoded at 10 frames per second by 
using 3 different ways for motion vectors
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The results show that the motion representation by interpolation method with a block size of 16x16 
is the most efficient. The PSNR values are slightly lower than the other two versions. However, the 
reduction in the bit rate is huge. The subjective quality of the output frames is acceptable considering 
the bit rate. Fig. 6.37 and Fig. 6.38 illustrates some output frames from CIF-size ‘Miss America’ 
and ‘Salesman’ sequences encoded at about 27 kb/s and 30 kb/s respectively with a frame rate of 10 
frames/s.
On the other hand, the proposed algorithm has some weaknesses which can be eliminated with 
some additional processing. The success of the coder is dependent on its motion estimation method. 
Obviously, the block matching method with a block size of 16x16 does not perform well in certain 
image sequences since it can only estimate the translational motion.
Another important point is the size of the search area. If the scene contains some objects moving 
at relatively high speeds, the range of the motion estimator has to be adjusted accordingly. In some 
scenes, the range [-15,15] is not sufficient. For instance, in some frames of the ‘Tennis’ sequence, 
the ball moves very fast corresponding to a vertical displacement of more than 15 pixels in the GIF 
resolution from one frame to another. In this case, severe degradations around the ball occur. On 
the other hand, a search area of 31x31 pixels in the QCIF resolution corresponds to an area of 62x62 
in the GIF. This means that when the same motion estimation range is used, the encoded QGIF-size 
frames contain less quality degradation of this kind. Fig. 6.39 illustrates an example of this case.
The most problematic regions for encoding are the ones which do not exist in the previous frames. If 
the scene includes some control points around those regions, the quality degradation is not significant. 
On the other hand, if there is only a small number of objects and consequently control points, then 
additional processing is required in order to encode the new regions. One solution is to use the 
segmentation-based still image codec proposed in the previous chapter, to encode the residual signal. 
The threshold controlling the region size has to be kept large to prevent the noise regions. Since only 
the new regions are encoded, the additional bit rate is tolerable. This process was not simulated since 
none of the test sequences suffered from the ‘new region’ problem.
The ‘Tennis’ sequence includes some new regions. When the bit rate is not extremely low, the noisy 
background results in several regions which require many control points. Therefore, the control points 
around are transferred to the new regions. An example is given in Fig. 6.40 with two new regions 
appearing in the second frame (white board on the left side and beard of the man). However, the 
algorithm successfully encoded them.
As mentioned earlier, the quantisation step size for the region mean values can be used to control 
the output bit rate. The algorithm was slightly modified for this purpose. The QGIF-size ‘Tennis’
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Figure 6.37: Some output frames from CIF-size ‘Miss America’ sequence encoded 
at about 27 kb/s with 10 frames/s
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Figure 6.38: Some output frames from CIF-size ‘Salesman’ sequence encoded at 
about 30 kb/s with 10 frames/s
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Enlarged QCIF
Figure 6.39: Same encoded frame from QCIF and CIF-size ‘Tennis’ sequence
Figure 6.40: Two encoded frames from the ‘Tennis’ sequence containing new regions
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sequence was encoded first with a fixed quantisation step size of 8 , and then with a fixed output rate 
of 6.4 kb/s. As can be seen in Fig. 6.41, the bit rate was stabilised with some changes in the output 
quality. This was achieved by changing the quantisation step size accordingly at every frame as shown 
in Fig. 6.42. If the output bit rate fluctuations are still unacceptable, the adaptation can be applied at 
every region. However, a buffer at the end can easily smooth out the small variations of the bit rate.
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Figure 6.41: PSNR and bit rate graphs for QCIF-size ‘Tennis’ sequence encoded 
at variable and fixed bit rates
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Figure 6.42: Quantisation step size changes for QCIF-size ‘Tennis’ sequence en­
coded at fixed bit rate
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6.4 Concluding remarks
Segmentation-based video coding has been examined. Two novel algorithms working at low and very 
low bit rates were developed. The first algorithm approximates the region textures by either intra or 
interframe coding depending on the performance of the motion compensation. The mean values for 
the intraframe and motion vectors for the interframe regions are encoded. Meanwhile, the interframe 
regions with similar motion vectors are merged in order to reduce the bit rate required for contour 
description as well as for motion information.
The second algorithm was designed for very low bit rates and is based on contour and texture prediction 
from the previous frame. The region contours are approximated by line segments that are represented 
by some control points. Then, the motion parameters are estimated and entropy coded. The decoder 
reconstructs the contour information by using the decoded motion parameters and the connectivity 
information of the previous frame. Once again, the region textures are approximated by the region 
means. However, the actual values are not encoded. Instead, the motion parameters are used to 
predict the region means from the previous frame, and the prediction residual is entropy coded.
The research has shown that segmentation-based video coding is a very promising direction for the 
very low bit rate applications. However, for more ejfficient video codecs, further research on different 
segmentation and contour representation approaches will be necessary.
Chapter 7
Conclusion
The applications which involve image and video signals are now widely used in our daily life. The 
number of people benefiting from audiovisual products is surely increasing every day. In addition, new 
applications using highly complex techniques are becoming feasible. These could not be achieved 
without signal compression techniques which enable manipulation of huge amount of information.
Although the capacities of communication channels and storage devices are increasing in parallel 
with the advances in the semiconductor technology, signal compression is becoming more important 
because of the fast increase in the number of users and applications. In some applications, especially 
in mobile communications, the transmission bandwidth is extremely expensive, therefore signal 
compression is even more cmcial.
Image and video compression is still an important problem in spite of fairly solid standards such as 
JPEG, MPEG, H.261 which have been widely used in various applications. These standards, based 
on the discrete cosine transform applied to image blocks, work very well around medium bit rates and 
are moderately complex. However, in relatively low bit rates, the block boundaries become visible 
and cause perceptually unpleasant quality degradation. On the other hand, recently proposed object- 
based approaches have extended the horizons of image and video compression at the cost of much 
higher complexity. These new generation techniques exploit the Human Visual System, and thus 
reduce the perceptual redundancy of the visual signals. Furthermore, new elegant theories for signal 
representation such as wavelets, fractals have provided other dimensions to the image compression 
area.
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7.1 Concluding Overview
The aim of this research programme was to examine new approaches in low bit rate image and video 
coding. Because of the time constraint, some of the new techniques including three dimensional model 
based coding and fractals were not examined. On the other hand, several techniques such as different 
types of vector quantisation, linear prediction, subband and wavelet transform, and segmentation- 
based approaches, were considered. Novel ideas were applied and the performances of the designed 
codecs were compared with the existing standards.
Firstly, block based transforms were examined. The discrete cosine transform used in the existing 
standards was found significantly better than the other transforms. However, there were two interesting 
points. Better compression ratios were obtained by using larger blocks than the standard size of 8 x8 , 
and also, when applied to frame difference signals instead of still images, the performance of the 
transforms dropped significantly.
After the block based transforms, other conventional methods such as linear prediction and vector 
quantisation were examined. Different LP models were compared and the results shown that a model 
with 4 fixed coefficients is satisfactory. Moreover, different vector quantisation algorithms using the 
full-search, tree-search, mean-shape and gain-shape techniques were simulated. Although the full 
search VQ gave better PSNR values, the gain-shape technique has been recommended because of its 
low complexity and higher subjective quality. As a novelty, LP and VQ methods were integrated by 
using the analysis-by-synthesis concept. The resulting technique gave significantly better performance 
than an ordinary LP+VQ algorithm.
As an alternative to block transforms, subband decomposition has been widely used since it does 
not result in the blocking effect. Therefore, image and video coding algorithms using subband 
decomposition were also considered. Meanwhile, it was shown that very few differences exist 
between the coders using the discrete wavelet transform and subband decomposition. It was stated 
that it is not possible to design perfect reconstruction orthonormal filters. Instead of non-perfect 
reconstruction orthogonal filters, perfect reconstruction biorthogonal sets are recommended.
The simulation results were used to compare different region of support extension methods and 
different decomposition structures. As expected, the symmetric extension method gave better results. 
On the other hand, the evaluation of the decomposition structures was not easy. Logarithmic structures 
were convenient for coders supporting multiresolution signal representation, and also, since they 
include less filtering stages, the coding error was not spread. In some coding techniques such as 
conditional replenishment for instance, it is desirable not to spread the coding error in order to 
preserve the steady background. Furtheimore, when an error at an edge pixel is spread, it becomes
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perceptually more visible. However, uniform structures also have some advantages. Since they 
result in equal size subbands, it is easier to design a system which exploits the non-linear relationship 
between the subband signals.
An image coding algorithm using edge information resulting in better compression performance than 
the JPEG standard was designed. The same concept was applied to video coding. Although slightly 
better subjective quality than the H.261 standard was obtained at the same bit rates, some modifications 
were needed since the edge information is not very useful in coding of motion compensation residual. 
In addition, a new scheme of adaptive bit allocation using previous frame’s statistics was developed. 
Significantly better results than the H.261 standard were obtained. Although subband coding gave 
subjectively better quality than the block transform based methods by removing the blockiness effect, 
the difference was not significant enough to compensate for the additional complexity and memory 
requirement.
Segmentation-based image and video coding algorithms constitute a major part of this thesis. Different 
techniques in image segmentation were used to reduce the number of regions and contour points while 
maintaining the image quality. Moreover, several approaches were considered in order to increase the 
efficiency in contour and texture coding. Then, two postprocessing techniques for enhancing image 
quality were developed.
Novel ideas in segmentation, contour representation, smoothing, refinement, edge profile smoothing 
and jagged edge rectification were applied in the simulated segmentation-based codec. In low bit 
rates, segmentation-based still image coder significantly outperformed the JPEG standard in terms of 
image quality. However, the method was not found suitable for applications requiring high quality. In 
most of the image coding applications, the bit rate is not very critical. Therefore, high quality image 
coding is usually a more popular option.
On the other hand, in some video coding applications, especially in audiovisual communications, the 
low bit rate is a must for system feasibility. Therefore, there is no option, but some quality degradation. 
In the very low bit rate applications, the existing standards based on the classical methods clearly fail, 
but segmentation-based video coding algorithms give very promising performance. This was verified 
by two novel algorithms designed.
In the first approach, the region textures are approximated by either intra or interframe coding 
depending on the performance of the motion compensation. The mean values for the intraframe and 
motion vectors for the interframe regions are encoded. Meanwhile, the interframe regions with similar 
motion vectors are merged in order to reduce the bit rate required for contour description as well as 
for motion information.
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The second approach is believed to be the most original contribution in this thesis. The algorithm 
based on contour and texture prediction from the previous frame, works at very low bit rates. The 
region contours are approximated by line segments that are represented by some control points. 
Then, the motion parameters are estimated and entropy coded. The decoder reconstructs the contour 
information by using the decoded motion paiameters and the connectivity information of the previous 
frame. Once again, the region textures are approximated by the region means. However, the actual 
values are not encoded. Instead, the motion parameters are used to predict the region means from the 
previous frame, and the prediction residual is entropy coded.
7.2 General Remarks on Different Approaches
During this research programme, several new improvements were designed and successfully imple­
mented within different image and video coding approaches. Various algorithms were simulated 
and their results were compared with those of standard codecs such as JPEG and H.261. It was not 
possible to directly compare the new approaches with each other since they usually work at different 
rates, and also prefer different types of input signal. However, the research findings can be used to 
make general remarks on different image and video coding approaches.
The image and video coding approaches can be classified under two categories: classical and modem 
methods. For the former group, images are simply two-dimensional signals. These methods try to 
exploit the correlation among the pixels, in other words, they try to reduce the spatial redundancy. 
There are also many classical methods designed for video signals, which reduce both temporal 
and spatial redundancies. Block transformation, linear prediction, vector quantisation, subband 
decomposition, wavelets are all members of this class.
The second group, the modem techniques try to model the visual information in the signals. They 
consider images as projections of three-dimensional objects to the x-y plane. Some of them try to 
model the actual objects, while some others model their two-dimensional projections. Model-based, 
object-oriented, knowledge-based, layered representation, segmentation-based or second generation 
techniques can be classified as modern approaches.
The existing image and video coding standards JPEG, MPEG and H.261 are being widely used in 
various applications. Several ASIC’s for these standards are available in the market. Many products 
involving transmission or storage of audiovisual signals are based on the standards in order to achieve 
cost efficiency and compatibility. Since the existing standards are fairly solid, a big step in image and 
video compression is required to replace them.
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However, a breakthrough in image and video coding by using the classical methods seems very 
unlikely. Therefore, the classical approaches are losing their popularity. Even though the replacement 
of the existing standards with new algorithms based on pure classical methods does not seem possible, 
the research on different aspects of classical approaches is still useful. There are several reasons 
justifying further research. First of all, standards do not specify the algorithms in detail. They usually 
define just the bit stream allowing some improvements. Therefore, it is possible to design better 
algorithms which obey to the same syntax.
Moreover, the existing standards cannot meet the requirements of all the applications. For instance, 
audiovisual communications over the PSTN require very low bit rates, but neither MPEG nor H.261 
can efficiently work at rates below 64 kb/s. Every day, the technology is changing our life, and new 
applications are being discussed. This means that different requirements should be also expected, 
necessitating new standards.
The research on the modem approaches has just begun. Therefore, the algorithms can only work under 
certain conditions. For instance, model-based codecs usually assume head-and-shoulder images as 
input. Obviously, more generic algorithms are going to be developed. However, there is an immediate 
market demand for some applications.
The modern approaches have more chance to be used in the algorithms designed to replace the existing 
standards, but this does not mean that pure modern methods should be considered. Hybrid techniques 
based on the integration of modem and classical methods, which can exploit the strengths of both 
approaches, can be developed.
The choice between classical and modern approaches can be considered as a trade-off problem 
between mainly the system complexity and the compression ratio. The modem approaches employ 
computationally complex methods, therefore they require more processing power. Commercially, this 
means higher cost. On the other hand, they can achieve very high compression ratios. Today, the 
additional compression performance of the modem approaches is not worth for the extra cost in most 
of the applications. However, the modern methods are very promising. Everyday, the processing cost 
is decreasing thanks to the advances in the electronics technology, and also researchers all arbund the 
world are reporting improvements which involve generic modem approaches with high compression 
ratios.
CHAPTER 7. CONCLUSION_______________________________________________________ ^
7.3 Thoughts on Future Work
Due to the cost factor, image and video coding algorithms based on the classical approaches are more 
likely candidates for the near future applications, the requirements of which cannot be met by the 
existing standards. However, the structures of these algorithms are expected to be very similar to the 
current standards. Future research for the applications of this decade should aim for low complexity 
algorithms.
On the other hand, further research on the existing standard algorithms is also veiy useful. Since the 
standards define only the bit stream syntax, it is still possible to improve them. In addition, more 
complex algorithms, compatible with JPEG, MPEG or H.261, can also be developed.
Fractal representation based on the idea that images exhibit self similarity has recently become popular 
in image and video compression. Although the preliminary results were not very promising mainly 
because of the high computational complexity requirement, it is still too early to judge the fractals 
approach which surely deserves research effort.
In general, all of the modem approaches look promising. Numerous research ideas can be proposed. 
Since the algorithms are expected to be very complex, in-depth research requires expensive resources 
such as powerful processors which can handle huge amount of data at high speeds.
Segmentation-based algorithms are rather less complex than the techniques based on three dimensional 
object modelling. Although substantial number of publications exist in this area, it is still the beginning.
Image segmentation is not a new subject, numerous segmentation methods have been proposed. 
However, from the coding point of view, more can be achieved at the segmentation stage. At present, 
in the segmentation-based coding algorithms, image segmentation and contour-texture coding stages 
are independent. However, the number of bits required at the coding stage is dependent on the 
segmentation stmcture. Therefore, more efficient algorithms can be developed by adapting the 
segmentation process according to the coding method. For example, in this thesis, the region contours 
are smoothed in order to reduce the bit rate while keeping the perceptual quality constant. More 
sophisticated techniques which considers the bit rate within the segmentation process are required.
Moreover, extensive research on texture representation can be recommended. Although very few 
bits in the segmentation-based algorithms are usually needed to encode the texture information, 
new representation techniques may reduce the number of regions, and thus the number of contour 
bits. In the literature, several novel ideas such as polynomial fitting, transfoim coding have been 
applied to represent the texture information. However, most of them could not afford the complexity
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of integrating these representation techniques to the segmentation stage. Therefore, segmentation 
should not always be considered as division of an image into uniform regions.
Like image segmentation, contour representation is a mature area, several efficient coding methods 
exist. However, most of them do errorless coding which is unnecessary in lossy image and video 
coding algorithms. Therefore, more effort can be spent to develop new techniques which result in 
lower bit rates by allowing some distortion in the contours.
As shown in this thesis, segmentation-based coding techniques can be successfully applied to video 
signals as well as still images. Future work on segmentation-based video coding should include the 
design of new techniques which allow interframe prediction of the contour and texture information 
in order to reduce the temporal redundancy. Once again, sophisticated segmentation techniques can 
facilitate the temporal prediction.
Different approaches have different strengths and weaknesses. It is not possible to design an algorithm 
which is based on a particular method, and gives the best performance in every aspect. Therefore, 
the use of hybrid algorithms based on a combination of various methods is advisable. Modem and 
classical approaches can be integrated in order to obtain generic coding algorithms.
In general, variable bit rate image and video codecs are preferred since they are more efficient than the 
fixed rate systems. They do not use all the available bits, but those which are necessary for a particular 
quality level. In applications which require fixed bit rates, buffers are placed after the coders. On the 
other hand, most of the time, the video codecs are used for the audiovisual applications which require 
audio codecs as well. A very promising research area involves cooperation of audio and video codecs. 
Dynamic resource allocation schemes can be developed, and thus the bits can be efficiently shared by 
the codecs.
Appendix A
ISO/ITU JPEG Still Image Coding 
Standard
JPEG is an international compression standard for continuous-tonestill monochrome or colour images, 
established by a joint ISO/CCITT committee known as Joint Photographic Experts Group [70, 89]. 
JPEG’s goal includes 4 different operation modes which are:
• Sequential encoding
• Progressive encoding
• Lossless encoding
• Hierarchical encoding
The sequential mode is referred to as the baseline codec while progressive and hierarchical modes are 
optional extensions. Unlike these 3 lossy modes, lossless compression option is based on predictive 
coding.
The baseline sequential encoder is simply a combination of DCT and entropy coding techniques as 
shown in Fig. A.I. JPEG can compress both monochrome and colour images. However, the image 
has to be transformed into a suitable colour space. Luminance/chrominance colour spaces such as 
YUV, YCbCr are more efficient than the RGB space. Since the human eye is not as sensitive to the 
high frequency colour information as it is to the high frequency luminance, more information in the 
chrominance components can be ignored. As à popular option, the luminance component is left at full 
resolution, while the colour components are reduced 2 : 1  horizontally and either 2 : 1  or 1 : 1  vertically.
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Figure A.l: Simplified JPEG encoder block diagram
Before the DCT stage, the pixels are grouped for each component into 8 x8  blocks. Using the DCT, 
the high frequency information can be thrown away without affecting the low frequency components. 
Next, in each block, each of the 64 frequency components is divided by a separate quantisation 
coefficient and the result is rounded to the nearest integer. This is the fundamental information losing 
step. The best quantisation coefficient values change from one image to another. However, there is a 
standard quantisation table used by most of the existing coders.
Most of the DCT quantisation values are null towards to the higher frequencies. A zig-zag ordering 
technique as depicted in Fig. A.2 is used to transform the 2D structure into a ID array so that the 
lower frequency DCT values are placed before the higher frequencies. For entropy encoding, the 
baseline JPEG algorithm only allows Huffman coding technique which allocates less bits to the more 
likely quantisation levels.
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Figure A.2: Zigzag sequence for DCT coefficient scanning
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The decoder part shown in Fig. A.3 is the reverse of the encoder. The entropy decoder transforms the 
bits into the quantisation levels which are then multiplied by the quantisation coefficients to obtain 
the quantised DCT values. Finally, the inverse DCT stage reconstructs the decoded image.
outin inverse
DCT
entropy
decoder
inverse
quantiser
Figure A.3: Simplified JPEG decoder block diagram
Appendix B
ITU-TS H.261 Video Coding Standard
H.261 is a coding specification developed by ITU-TS (International Telecommunications Union - 
Teleconferencing Sector), formerly CCITT for transmission of digital video at bit rates equaling an 
integer multiple of 64 kbits/s [15].
Fig. B .l shows the block diagram of the H.261 encoder. Because of two different line and frame 
rate standards; 525 lines/frame - 30 frames/s in North America and Japan, and 625 lines/frame - 25 
frames/s in Europe, a preprocessor is proposed to convert the input video to a common intermediate 
format (GIF) based on 288 non-interlaced lines per frame at 30 frames/s. In the horizontal direction, 
GIF is formed by sampling the picture at 6.75 MHz which results in 352 pixels per line. However, 
for some applications, lower resolution may be chosen for a lower bit rate. For this reason, the H.261 
algorithm accepts another picture format with 176 lines per frame and 144 pixels per line, namely 
quarter GIF (QCIF).
The colour space conversion is also necessaiy for compatibility reasons. The H.261 algorithm is 
formulated for a three component colour system including one luminance and two colour difference 
components as defined in CCIR Recommendation 601. The two chrominance or colour difference 
signals are sampled at half the luminance resolution in both directions.
After the format conversions, the component images of the current frame is divided into 8 x8  blocks. 
As depicted in Fig. B.2, four neighbouring luminance blocks and two corresponding chrominance 
blocks are grouped together to form a macroblock. Similarly, 33 macroblocks grouped as shown in the 
figure, form a GOB (group a blocks). In GIF and QCIF images, there are 12 and 3 GOBs respectively.
Motion compensation is optionally used to predict the current frame from the previous one. The block 
matching technique is applied in the luminance blocks of each macroblock. The motion vectors are
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Figure B .l: H.261 encoder
not allowed to exceed ±15. The motion vector for both colour difference blocks is derived by halving 
the coordinates of the macroblock vector and truncating the magnitude parts towards zero to yield 
integer values. The prediction may be modified by a 2D spatial filter which operates on pixels within 
a predicted 8 x8  block.
The predicted image is subtracted from the input frame, and the prediction residual is compaied with 
the original macroblock for the inter/intra mode decision. Then, either the residuals (inter) or the 
original blocks (intra) are subject to the 8 x8  DCT process given by:
16 16 (B. 1)A-aO y= 0
where w,v = 0 ,1 ,2 ,. . . ,? .  In each block, the transformation results 64 coefficients which represent 
the magnitudes of the various spatial frequency components present at the input.
The DCT process is reversible without any information loss, but does not achieve any compression. 
The information loss occurs in the quantisation stage. The number of quantisers is 1 for intra DC 
coefficient and 31 for all other coefficients. Within a macroblock, the same quantiser is used for
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Figure B.2: Frame block structure of H.261
all coefficients except the intra DC one. The intra DC coefficient is nominally the transform value 
linearly quantised with a step size of 8  and no dead-zone. Each of the other 31 quantisers is also 
nominally linear but with a central dead-zone around zero and with a step size of an even value in the 
range 2  to 62.
Each coefficient is then processed in a sequence determined by a zigzag scanning path shown in Fig. 
A.2. The assumption is that the lowest frequencies tend to have larger coefficients, and the higher 
frequencies are predominantly zero due to the nature of most images. Most of the time, few coefficient 
values consecutively placed within the zigzag sequence need to be encoded. Therefore, relatively 
efficient representation can be ensured by using a form of ran-length encoding which exploits the 
statistics of the occurrence of the non-zero coefficients. Further gain is obtained by the use of variable
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length coding which exploits residual redundancy in the coefficient magnitude statistics. The variable 
length codewords, plus other control information, are multiplexed together and placed in a data buffer 
for transmission.
On the other hand, the quantised transform coefficients are passed thorough the inverse quantisation 
and inverse DCT processes, and then added to the previously encoded image. The resulting image 
which is identical to the one decoded at the receiver, is stored for approximately one frame period 
ready to be used in the prediction process for the next frame.
motion vectors
in
out
motion
compensation
frame
delay
spatial
filter
inverse
DCT
buffer / 
deframing
entropy
decoder
inverse
quantiser
Figure B.3: H.261 decoder
The decoder depicted in Fig. B.3 is much simpler than the encoder. The input parameters of the 
decoder are the motion vectors and coefficient values which are processed in a similar way at the 
encoder.
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