Abstract. We give explicit upper bounds for linear trigonometric sums over primes.
Introduction
In 1937 I.M. Vinogradov [12] proved that every sufficiently large odd number is the sum of three prime numbers. Later Chen and Wang [2] gave a lower bound for the result of Vinogradov, which is very large, around 10 43000 . The method used is the Hardy-Littlewood circle method, and the following sums play an important role in the proof: 3/4 log log x 5 q + q log q x + log q exp − 1 2 log x .
More recently in [3] Chen and Wang proved that |S(x, α)| ≤ 0.177 x √ q (log x) 3 + 3.8 x 4/5 (log x) 2.2 + 0.08 √ xq (log x) 3.5 .
Our purpose is to improve on these two estimates. By a classical elementary transformation it suffices to consider S(x, α).
In order to estimate this sum, a useful identity has been proved by R.C. Vaughan [11] . Recently Daboussi [4] gave another identity, which has the advantage of involving nice coefficients. This permits us to give a new explicit upper bound for |S(x, α)|.
In this paper we will need sharp versions of some classical inequalities which have their own independent interest. We will prove 
From this theorem we can compute numerical upper bounds for Table 1 ) with the choice q = (log x) 3 for which the result of Chen and Wang is not even as good as the trivial upper bound.
Definitions and notations. For x real we will denote by x the greatest integer ≤ x, {x} the fractional part of x, x the smallest integer ≥ x, x the distance from x to the nearest integer, x the smallest integer n such that |x − n| ≤ 1/2 (n is unique if {x} = 1/2). The letter p denotes always a prime number, π(x) denotes the number of primes ≤ x. We denote by µ and ϕ the Möbius and Euler functions, respectively. The functions Ω(n) and ω(n) count the number of prime factors of n, respectively, with and without multiplicity. We define the functions u z and v z by u z (m) = 1 if (∀p, p | m ⇒ p > z) and u z (m) = 0 otherwise, and
Vinogradov type lemmas
In [1] Chen improved Vinogradov Lemmas 8a and 8b [13] . In this section, we further improve the results of Chen.
Remark 1. This is the analog of Vinogradov Lemma 8a. Chen obtained 5 U +q log q. The factor 2 instead of 5 is obtained by using t = t + δ with |δ| ≤ 1/2 which is more precise than the classical t = t + {t}. The factor 2/π has been obtained by dealing directly with (sin t) −1 without using the classical inequality sin t ≥ 2t/π for 0 ≤ t ≤ π/2. Indeed we simply used the fact that (log tan(t/2)) = (sin t) −1 . We acknowledge the referee's improvement of this lemma (see below).
Proof. The result is trivial for q ≤ 2. We therefore suppose q ≥ 3.
Let m 0 = x + (q + 1)/2 . We have
Now writing
When m runs through the integers in the interval −q/2 < m ≤ q/2, am + b runs through a complete set of residue classes modulo q. We introduce r such that
For r = ±1, the referee observed that
where
Thus one of the two terms for r = ±1 can be bounded by | sin(π/2q)| −1 . Hence we obtain
1 sin π q (r−1) (the sum on the right hand side is empty for q = 3).
Using the convexity of the function t −→ 1/ sin(πt/q) for 0 < t ≤ q/2, we obtain
and we have for q ≥ 3 1
which completes the proof of Lemma 1.
for which we apply Lemma 1. There are at most N q such subintervals.
Remark 2. This is the analog of Vinogradov Lemma 8b.
Proof. We can assume without loss of generality that N is an integer. Using the convexity of t −→ 1 t for t > 0, we obtain for N ≥ 1
This proves the result for q ≤ 2. We can now suppose q ≥ 3.
and for k ≥ 1 
For q = 3 we also have S 0 ≤ 2| sin
π log 5q. This proves the result for K < 1, so from now we assume that K ≥ 1.
By Lemma 1 we have
Finally,
which completes the proof.
Rankin's method
Elliott [6, pages 81-83] has given an effective version of Rankin's method. In this section we generalize and improve his results numerically. 
We assume S > 0 and write K(t) = log t − 1 + 1 t for t ≥ 1.
HEDI DABOUSSI AND JOËL RIVAT
For any y with log y ≥ S we have
In particular for any y with log y ≥ 7S we have
Proof. The special case for log y ≥ 7S is a direct consequence of the general case log y ≥ S, as for all t ≥ 7 we have K(t) ≥ K(7) ≥ 1. We note that
which shows that the required lower bound for the first sum will follow from the required upper bound for the second sum. For all η ≥ 0 we have
Using log(1 + u) ≤ u for u ≥ 0 we get
Writing ν = η log z we get
The last inequality is valid for any ν ≥ 0, in particular for ν = log log y S . Hence
Effective inequalities
Lemma 5. For all x > 1 we have
Proof. P. Dusart [5] improved some results of [9] and proved for x ≥ 60184 that
This implies for x ≥ 60184 that
using the inequalities 1 + u < 
Lemma 6. For z ≥ 2 we have
Proof. By Lemma 8 of Montgomery-Vaughan [7] we have for z ≥ 100
and the result follows by a direct computation for 2 ≤ z < 100.
Proof. Suppose first that 
Hence we can suppose z < √ 2x. By Corollary 1 of Montgomery-Vaughan [7] we have for any positive number z,
, and using Lemma 6 we obtain for z ≤
Thus we can suppose
We have using Lemma 5
.
For x > 15 we have x/z > e and the function t −→ t/ log t is increasing for t > e. Hence
and using Lemma 5 we obtain
Therefore we have for x > 15
and using the inequality z < √ 2x we obtain for x > 200
and it suffices to show the result for x ≤ 200 and z < √ 2x, which can be verified easily by computer. This completes the proof of Lemma 7.
Proof. If x is not an integer or if x is an integer and z = x (in this case u z (x) = 0), we have
If x is an integer and z < x, we have
Proof. If h is odd, we have Λ(n)Λ(n + h) = 0 if n is not a power of 2. Hence, when h is odd,
log 2 log 2x ≤ log x log 2x ≤ 2x.
We can suppose that h is even, and Λ(n)Λ(n + h) = 0 implies that n is odd; therefore n ≥ 3 and x ≥ 3.
The contribution of the terms for which n and n + h are not both primes is at most 2 log 2x
By inequality 3.6 of Rosser and Schoenfeld [8] we have
therefore the contribution of the terms for which n and n + h are not both primes is at most
By the theorem of Siebert [10] the number of primes p ≤ x such that p + h is prime is at most
We remark that
, and when h is even
so that Siebert's expression can be written as
By inequality 3.41 and 3.42 of Rosser and Schoenfeld [8] we have for h ≥ 3
≤ e γ log log h + 2.50637 log log h ;
hence for x ≥ 3 we have n≤x Λ(n)Λ(n + h) ≤ 8 log 2x log x x e γ log log x + 2.50637 log log x + 7.1 √ x log 2x, and for x ≥ 10 8 we obtain n≤x Λ(n)Λ(n + h) ≤ 15 x (log log x + 0.5).
For x < 10 8 we have
and we use the inequality 3.35 of Rosser and Schoenfeld [8] n≤x Λ(n) < 1.03883 x for all x > 0, which gives for 10 ≤ x < 10
For x < 10 the inequality is verified by direct computation. 
otherwise the result is trivial. We choose log z = √ log x and we obtain |B 2 (x, α)| ≤ 11.18 log log x + 0.5 x (log x) Let us first suppose that (log x) 3/2 log log x ≤ q ≤ (log x) 3 .
Let log y = √ log x log q. We then have for x ≥ 10 184 |B 1 (x, α)| ≤ 1.19 x q log x(log z + log 3) + 2 x q log x(log y + log 3) + 0.64 exp( log x log q) log x log 4q + 0.96 q log x log 5q ≤ 3.68 log log x + 0.5 x (log x) 3/4 1 q .
Now let us suppose that
(log x) 3 < q ≤ x (log x) 5/2 log log x .
We choose y = x (log x) −1/2 exp(− log x), 
