A requirement for precision medicine is the accurate prediction of the sensitivity of a given drug on an individual patient. A very common method for this prediction is the use of Random Forest built on Genomic Features such as gene expression. However, e ective drug sensitivity prediction requires the use of multiple heterogeneous dataset but it is rare that all such information is available for all drug and cell line combinations. To e ectively incorporate all available data into a drug sensitivity prediction problem requires the use of stacking multiple models, built using a variety of di erent methods and data. In this article we investigate stacking in the context of drug sensitivity prediction.
ABSTRACT
A requirement for precision medicine is the accurate prediction of the sensitivity of a given drug on an individual patient. A very common method for this prediction is the use of Random Forest built on Genomic Features such as gene expression. However, e ective drug sensitivity prediction requires the use of multiple heterogeneous dataset but it is rare that all such information is available for all drug and cell line combinations. To e ectively incorporate all available data into a drug sensitivity prediction problem requires the use of stacking multiple models, built using a variety of di erent methods and data. In this article we investigate stacking in the context of drug sensitivity prediction.
First, we examine basic models utilized in drug sensitivity prediction including the Random Forest, Neural Network, and K-Nearest Neighbor approach. To stack individual models we utilize a linear stacking method built utilizing a held-out validation set. We then investigate which form of stacking is most e ective in improving accuracy. e two forms of stacking investigate are vertical stacking, in which our training samples are split and then stacked, and horizontal stacking, where our features are split before stacking. From a theoretical standpoint we have shown that horizontal stacking outperforms vertical stacking, especially as the sample size becomes large. Our theory is then proven utilizing both synthetically generated data, as well as data extracted from the Cancer Cell Line Encyclopedia. Despite having the best individual predictor, vertical stacking consistently underperformed compared to horizontal stacking.
Finally, we build a stacked model utilizing data extracted from a variety of sources. Gene Expression for individual cell lines are * Corresponding author Permission to make digital or hard copies of part or all of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for pro t or commercial advantage and that copies bear this notice and the full citation on the rst page. Copyrights for third-party components of this work must be honored. taken from the GDSC database, drug target data is data mined from Pubchem and physical features are extracted utilizing PaDELDescriptor so ware. Using this data we aim to predict the Area Under the Curve value for individual drug-cell line combinations. We examine the performance of individual and stacked models. We note that stacking models built on two heterogeneous datasets provide superior performance to stacking di erent models built on the same dataset. It is also noted that stacking provides a noticeable reduction in the bias of our predictors when the dominant eigenvalue of the principle axis of variation in the residuals is signi cantly higher than the remaining eigenvalues. 1
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