











































































3.2.1 Local Search・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・ 13
3.2.2 Tabu Search・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・ 14
3.3 近傍探索に基づく多目的最適化・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・ 15




























































第 1章 序論 2


























第 1章 序論 3
第 3章の “近傍探索に基づく最適化手法”では，代表的な近傍探索に基づく最適化手法
と，それらの多目的最適化への適用について述べる。
































subj. to x ∈ F






第 2章 多目的最適化問題 5
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第 2章 多目的最適化問題 9
本論文で用いたNSGA-IIのアルゴリズムを以下に示す。
【Nondominated Sorting Genetic Algorithm IIのアルゴリズム】
Step 0 :[準備] 探索点数m，最大反復回数 kmax，交叉率 Pc，突然変異率 Pmを与える。
初期解x0i (i = 1, 2, · · · , m)を与える。反復回数 k := 0とする。
Step 1 :[親個体群の評価] 親個体群の集合Park =
{
xki | i = 1, 2, · · · , m
}
とする。Park
を対象に，Non-Dominated SortingおよびCrowding Distance Sortingを行い，各
解の優先順位を求める。
Step 2 :[子個体群の生成] 子個体群の集合Offk = ∅とする。Step 2-1から Step 2-3
の操作をm回繰り返す。
Step 2-1 :[親個体の選択] Parkからランダムに解を 2個選び，優先順位の高い
方の解をu1とする。同様に，u2を決定する。





Step 2-3 :[子個体群への追加] Off k := Off k ∪ {u′1,u′2}とする。




2 , · · · ,xk+1m とする。
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pervolumeで正規化したものである。Hypervolume Ratioの値は 0から 1となり，
解が正確である，または解の広がりが十分であるほど 1に近づく。図 2.6に，2目的
最小化問題におけるHypervolume Ratioを示す。
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巡回セールスマン問題






フローショップ・スケジューリング問題（Flow-Shop Scheduling Problem: FSP）





















N (x)の解から，f(x0) < f(x)となる解 x0を 1個選ぶ。x0が存在しなければ，探
索を終了。
Step 2 :[解の移動]













ト T を初期化し，反復回数 k := 0とする。
Step 1 :[解の移動]
近傍N (xk)に対し，タブーリストT を参照し，タブーでない解による部分集合N˜ (xk)
を生成する。N˜ (xk)の解から，最良値となる解x0を選び，xk+1 := x0とする。
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(a) ランク 1の解の決定および解の削除 (b) ランク 2の解の決定および解の削除





Step 0 :[準備] N˜ ′ = N˜ ′(x1) ∪ N˜ ′(x2) ∪ · · · ∪ N˜ ′(xm) に含まれる解を対象とする。パ
ラメータ nを与える。r := 1とする。
Step 1 :[ランクの割り振り] 対象とする解集合 N˜ ′のうち，ほかの解に優越されていない
解にランク rを割り振る。
Step 2 :[解の削除] N˜ ′から，ランクが割り振られた解を削除する。さらに，N˜ ′(xi)（i =
1, 2, · · · , m）に含まれる解のうち，n個以上の解にランクが割り振られたならば，N˜ ′
から N˜ ′(xi)を削除する。
Step 3 :[終了判定] r := r + 1とする。全ての解にランクが割り振られるか，または削
除されたならば，ランキングを終了する。さもなければ，Step 1へ行く。
図 4.3に，n = 1としたときの，提案手法で用いるランキングの方法を示す。図 4.3 (a)
では，ランク 1の解を求めた上で，既に n個以上（今回は 1個以上）の近傍解にランクが
割り振られた赤と青の探索点について，近傍解を削除している。さらに，図 4.3 (b)では，







Step 0 :[準備] 探索点数m，各探索点の近傍から新たな探索点となる解の最大許可数 n，
タブーリスト長LT，最大反復回数 kmaxを与える。初期解x0i (i = 1, 2, · · · , m)を与
える。タブーリストを初期化し，T 0i とする。反復回数 k := 0とする。
Step 1 :[解の評価] タブーリストT ki を参照し，N (xki )からタブーでない部分集合 N˜ (xki )
を生成する。N˜ k = N˜ (xk1) ∪ N˜ (xk2) ∪ · · · ∪ N˜ (xkm) に含まれる全ての解を対象に，
ランクおよび混雑距離を求める。
Step 2 :[解の移動] N˜ kに含まれる解のうち，上位m個の解をそれぞれxk+11 ,xk+12 , · · · ,xk+1m
とする。ただし，このとき，N˜ (xki )から新たな探索点となる解は最大でn個となる
ようにする。
Step 3 :[タブーの記憶] xkj が，x
k+1
i を含む集合 N˜ (xkj )を生成したとする。T k+1i := T kj
とし，xkj からx
k+1
i への移動をタブーとしてタブーリストT k+1i に追加する。タブー
リストの大きさがLTを超えた場合は，一番古いタブーを消去する。




n = mのとき，図 4.4 (a)に示す通り，ランクの値が良く，混雑距離が大きい近傍解が，優
先的に新たな探索点として選択される。また，n = 1のときは，図 4.4 (b)に示す通り，各
探索点の近傍解から一つずつ，新たな探索点として選択される。
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探索点数m = 20とし，各探索点の近傍から新たな探索点となる解の最大許可数 nにつ
いては n = mおよび n = 1の二通りを用いて数値実験を行う。なお，タブーリストに追加
する情報は，以下のものとする。
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表 4.1： ベンチマーク問題
Size Name f(x∗)
TSP 48 Cities f1(x) att48 33522
f2(x) gr48 5046
FSP 20 jobs f1(x) ta011 1582
10 machines f2(x) ta012 1659
QAP 30 f1(x) Tai30a 1818146
f2(x) Nug30 6124
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変異を行う。
表 4.2に提案手法の n = m，n = 1，およびNSGA-IIのそれぞれについて，実験条件お
よび 50回試行したときのHypervolume Ratioの平均値（Mean），最良値（Best），最悪値
（Worst），標準偏差（S. D.）と，評価回数の平均値（Function Call）の結果を示す。また，
表 4.3に，提案手法のn = m，n = 1，およびNSGA-IIのそれぞれについて，0-1KPに対
して 50回試行したときの γ評価指標の平均値（Mean），最良値（Best），最悪値（Worst），
標準偏差（S. D.）の結果を示す。図 4.5から図 4.8に，0-1KP，TSP，FSP，QAPのそれ
ぞれについて得られた解の例を示す。
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表 4.3： 実験条件と結果（γ評価指標）
Method n kmax Mean Best Worst S. D. Function Call
PM m 300 1158.13 930.71 1369.61 98.7 2725520
PM 1 300 1424.65 1349.25 1488.87 53.8 2725520
NSGA-II 136500 231.61 186.53 284.88 21.3 2720020
PM m 1000 722.53 617.40 814.56 54.0 9025520
PM 1 1000 936.01 884.81 986.96 31.1 9025520
NSGA-II 451500 190.28 156.00 226.38 16.2 9020020
4.4.2 数値実験に対する考察
0-1KPにおいて，表 4.2より，提案手法のうち，n = mのときの方が n = 1のときと比
較してHypervolume Ratioの値が良いことがわかる。また，表 4.3より，提案手法のうち，
n = mのときの方がn = 1のときと比較して γ評価指標の値が良いことがわかる。以上か




一方で，図 4.5からもわかるように，提案手法において n = 1としたときは，n = m
のときと比較して正確な解は得られていないものの，幅広い解を得られている。これは，






うち，多くの対象・探索時間において，提案手法について，n = mとしたときの方がn = 1
と比較してHypervolume Ratioの値が良いことが確認できる。また，図 4.6，図 4.7，およ
び図 4.8からも，n = mのときの方が n = 1のときと比較して正確な解が得られているこ
とがわかる。また，n = 1のときは，n = mのときと比較して正確性は欠けるものの，幅
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(a) 提案手法（n = m），kmax = 300 (b) 提案手法（n = m），kmax = 1000
(c) 提案手法（n = 1），kmax = 300 (d) 提案手法（n = 1），kmax = 300
(e) NSGA-II，kmax = 138500 (f) NSGA-II，kmax = 460500
図 4.5： 得られた解の例（0-1KP）
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(a) 提案手法（n = m），kmax = 300 (b) 提案手法（n = m），kmax = 1000
(c) 提案手法（n = 1），kmax = 300 (d) 提案手法（n = 1），kmax = 300
(e) NSGA-II，kmax = 107500 (f) NSGA-II，kmax = 320500
図 4.6： 得られた解の例（TSP）
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(a) 提案手法（n = m），kmax = 300 (b) 提案手法（n = m），kmax = 1000
(c) 提案手法（n = 1），kmax = 300 (d) 提案手法（n = 1），kmax = 300
(e) NSGA-II，kmax = 27000 (f) NSGA-II，kmax = 89000
図 4.7： 得られた解の例（FSP）
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(a) 提案手法（n = m），kmax = 300 (b) 提案手法（n = m），kmax = 1000
(c) 提案手法（n = 1），kmax = 300 (d) 提案手法（n = 1），kmax = 300






































































つまり，n = mのときは解空間において集中的な探索が，n = 1のときは解空間において









Step 0 :[準備] 探索点数m，タブーリスト長 LT，最大反復回数 kmaxを与える。初期解
x0i (i = 1, 2, · · · , m)を与える。タブーリストを初期化し，T 0i とする。反復回数k := 0
とする。
Step 1 :[解の評価] タブーリストT ki を参照し，N (xki )からタブーでない部分集合 N˜ (xki )
を生成する。N˜ k = N˜ (xk1) ∪ N˜ (xk2) ∪ · · · ∪ N˜ (xkm) に含まれる全ての解を対象に，
ランクおよび混雑距離を求める。
Step 2 :[解の移動] 各探索点の近傍から新たな探索点となる解の最大許可数 nk を求め
る。N˜ kに含まれる解のうち，上位m個の解をそれぞれ xk+11 ,xk+12 , · · · ,xk+1m とす
る。ただし，このとき N˜ (xki )から新たな探索点となる解は最大で n個となるように
する。
Step 3 :[タブーの記憶] xkj が，x
k+1
i を含む集合 N˜ (xkj )を生成したとする。T k+1i := T kj
とし，xkj からx
k+1
i への移動をタブーとしてタブーリストT k+1i に追加する。タブー
リストの大きさがLTを超えた場合は，一番古いタブーを消去する。
Step 4 :[終了判定] k := k + 1とする。k = kmaxならば，探索を終了。さもなければ，
Step 1へ行く。




う。ベンチマーク問題としては，4.4で用いた問題と同様のものを使用し，n = m，n = 1，





1 k ≤ kmax/2
m−1
kmax/2
k + 2−m otherwise
の式を用いてスケジューリングした。これは，nkでは反復回数が kmax/2に達するまでは
n = 1であり，それ以降は nを 1からmまで線形に変化させることを意味する。ただし，
nは整数しかとれないため，nkは小数第一位で四捨五入した値を用いることとする。
表 5.1に，実験条件および 50回試行したときのHypervolume Ratioの平均値（Mean），
最良値（Best），最悪値（Worst），標準偏差（S. D.）と，評価回数の平均値（Function Call）
の結果を示す。Hypervolumeの基準点Rは，全ての試行における初期解の評価値のうち，
各目的関数について最悪値 fi,worstを用いて，R = (f1, f2) = (f1,worst, f2,worst)とする。ま
た，表 5.2に，0-1KPに対して 50回試行したときの γ評価指標の平均値（Mean），最良値
（Best），最悪値（Worst），標準偏差（S. D.）の結果を示す。図 6.2から図 6.5に，0-1KP，
TSP，FSP，QAPのそれぞれについて得られた解の例を示す。
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表 5.1： 実験条件と結果（Hypervolume Ratio）
Problem Size n LT kmax Mean Best Worst S. D. Function Call
m 0.886 0.901 0.869 0.00787 9025520
0-1KP 500 Items 1 50 1000 0.854 0.864 0.843 0.00419 9025520
nk 0.878 0.888 0.868 0.00528 9025520
m 0.915 0.919 0.912 0.00146 6404853
TSP 48 Cities 1 10 300 0.912 0.915 0.909 0.00132 6397930
nk 0.914 0.918 0.911 0.00165 6401660
20 jobs m 0.925 0.939 0.912 0.00573 1778932
FSP 10 machines 1 8 500 0.920 0.931 0.908 0.00514 1779945
nk 0.925 0.937 0.912 0.00604 1779543
m 0.545 0.557 0.532 0.00744 4198185
QAP 30 1 10 500 0.529 0.542 0.519 0.00539 4198709
nk 0.544 0.557 0.528 0.00568 4198482
表 5.2： 実験条件と結果（γ評価指標）
n kmax Mean Best Worst S. D. Function Call
m 722.53 617.40 814.56 54.0 9025520
1 1000 936.01 884.81 986.96 31.1 9025520
nk 1008.84 931.88 1098.54 53.6 9025520
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(a) n = m
(b) n = 1
(c) n = nk
図 5.1： 得られた解の例（0-1KP）
(a) n = m
(b) n = 1
(c) n = nk
図 5.2： 得られた解の例（TSP）
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(a) n = m
(b) n = 1
(c) n = nk
図 5.3： 得られた解の例（FSP）
(a) n = m
(b) n = 1
(c) n = nk
図 5.4： 得られた解の例（QAP）
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5.3.2 数値実験に対する考察
表 5.1より，全ての問題について，n = 1のときと比較して，n = nk のときの方が
Hypervolume Ratioが良い。また，図からも，TSP，FSP，QAPにおいて，n = 1のとき
に幅広い解が得られるという特徴を活かしながら，より正確な解を得られていることが分
かる。以上より，提案した戦略は一定の有用性があると言える。
一方で，0-1KPにおいては，表 5.1より，n = 1のときと比較してHypervolume Ratio
は改善しているものの，表 5.2から解の正確性は n = mのときおよび n = 1のときの両方
と比較して悪化していることが分かる。また，図からは，評価値空間で両端付近に存在す
















































数 | T ((xT,yT)T) | を用いて以下の式で算出できることも知られており，特に，順
列の要素数が多い場合には有効な手段となる。


















































Step 1 :[探索点のランキング] 現在の探索点xk1,x
k
2, · · · ,xkmを対象に，ランクを与える。
その段階で求められているパレート解集合を P ′とする。
Step 2 :[近傍生成] xkj (j = 1, 2, · · · , m)について，以下に従って近傍を生成する。















Step 2-2 :[解空間上での距離を用いた近傍生成] xkjがランク1の探索点のときは，
解 p′から解空間上での距離が離れるように近傍生成を行う。それ以外のとき
は，解p′に解空間上での距離が近づくように近傍生成を行う。










Step 0 :[準備] 整数 lを定める。現在の探索点を xk1,x
k
2, · · · ,xkm，探索点 xki の近傍を
N˜ (xki )とし，N˜ k = N˜ (xk1) ∪ N˜ (xk2) ∪ · · · ∪ N˜ (xkm)とする。
Step 1 :[非劣解の計算] N˜ kに含まれる全ての解を対象としたときに卑劣解となる解の
集合 N˜ ′kを求める。新たな探索点の集合X k+1 = ∅とする。
Step 2 :[新しい探索点の選択]
∣∣∣N˜ ′k∣∣∣ = 0となるまで，以下の操作を行う。
Step 2-1 :[各目的関数についての最良解の選択] r ≤ lならば，N˜ ′kに含まれる解
のうち，各目的関数fiについて最良値を取る解x′を新たな探索点とし，X k+1 :=
X k+1 ∩x′とする。このとき，新たな探索点として選ばれた解x′が N˜ (xkj )から
選ばれたとすると，N˜ (xkj )に含まれる解を N˜ ′から削除し，N˜ ′(xi)を N˜ ′kから
削除する。






di = {fi(x)− fi(xi,1)}2 + {fi(x)− fi(xi,2)}2
ただし，xは対象となる解であり，xi,1およびxi,2は，解xについて，X k+1に
含まれる解のうち各目的関数 fiごとに両隣に位置する二つの解である。
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Step 2-3 :[疎な領域の解の選択] dPM が最小となる解 x′ を新たな探索点とし，
X k+1 := X k+1 ∩ x′とする。このとき，新たな探索点として選ばれた解 x′が
N˜ (xkj )から選ばれたとすると，N˜ (xkj )に含まれる解を N˜ ′kから削除し，N˜ ′(xi)
を N˜ ′kから削除する。Step 2-2に行く。
Step 3 :[終了判定] r := r+ 1とする。









Step 0 :[準備] 探索点数m，パラメータ l，タブーリスト長LT，最大反復回数 kmaxを与
える。初期解x0i (i = 1, 2, · · · , m)を与える。タブーリストを初期化し，T 0i とする。
反復回数 k := 0とする。
Step 1 :[解の評価] 6.2.1の方法で，近傍N (xki )を生成する。さらに，タブーリスト T ki
を参照し，N (xki )からタブーでない部分集合 N˜ (xki )を生成する。N˜ k = N˜ (xk1) ∪
N˜ (xk2) ∪ · · · ∪ N˜ (xkm) とする。
Step 2 :[解の移動] 6.2.2の方法で，新たな探索点 xk+11 ,x
k+1
2 , · · · ,xk+1m を決定する。
Step 3 :[タブーの記憶] xkj が，x
k+1
i を含む集合 N˜ (xkj )を生成したとする。T k+1i := T kj
とし，xkj からx
k+1
i への移動をタブーとしてタブーリストT k+1i に追加する。タブー
リストの大きさがLTを超えた場合は，一番古いタブーを消去する。
Step 4 :[終了判定] k := k + 1とする。k = kmaxならば，探索を終了。さもなければ，
Step 1へ行く。
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(a) 探索点および同ランクの近傍解 (b) 両端の解の選択
(c) 疎な領域の解の選択 (1) (d) 疎な領域の解の選択 (2)
図 6.1： 提案手法における探索点の選択・移動
図 6.1に，本章で提案した手法における探索点の選択・移動のイメージを示す。図 6.1 (a)
は，探索点と，それらの近傍解のうちランクが同一のものを示している。これらを対象に
新たな探索点を決定するとき，まず，図 6.1 (b)のように，各目的関数ごとに最良値となる
近傍解が新たな探索点として選択される。さらに，図 6.1 (c)および (d)のように，新たな
探索点とすることが決定している近傍解について，最も疎な領域にある近傍解が新たな探
索点となるよう，逐次決定していくことを狙う。






m = 20，l = 2とし，タブーリストに追加する情報は 4.4と同様のものとする。比較手法
として，4章で提案した手法を，n = mおよび n = 1として用いる。
表 6.1に，実験条件および 20回試行したときのHypervolume Ratioの平均値（Mean），
最良値（Best），最悪値（Worst），標準偏差（S. D.）と，評価回数の平均値（Function Call）
の結果を示す。Hypervolumeの基準点Rは，全ての試行における初期解の評価値のうち，
各目的関数について最悪値 fi,worstを用いて，R = (f1, f2) = (f1,worst, f2,worst)とする。ま
た，表 6.2に，0-1KPに対して 20回試行したときの γ評価指標の平均値（Mean），最良値
（Best），最悪値（Worst），標準偏差（S. D.）の結果を示す。図 6.2から図 6.5に，0-1KP，
TSP，FSP，QAPのそれぞれについて得られた解の例を示す。
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表 6.1： 実験条件と結果（Hypervolume Ratio）
Problem Size Method LT kmax Mean Best Worst S. D. Function Call
n = m 495 0.865 0.885 0.846 0.01072 4480520
0-1KP 500 Items n = 1 50 495 0.827 0.840 0.813 0.00664 4480520
PM 1000 0.684 0.786 0.529 0.06039 4488666
n = m 159 0.912 0.917 0.907 0.00221 3398509
TSP 48 Cities n = 1 10 159 0.907 0.912 0.901 0.00226 3395482
PM 300 0.821 0.854 0.759 0.02212 3416424
20 jobs n = m 138 0.910 0.930 0.887 0.00796 491920
FSP 10 machines n = 1 8 138 0.905 0.920 0.897 0.00567 492265
PM 500 0.846 0.875 0.804 0.01403 494270
n = m 151 0.530 0.553 0.506 0.00911 1269484
QAP 30 n = 1 10 151 0.509 0.523 0.497 0.00611 1269688
PM 500 0.470 0.497 0.408 0.02417 1270547
表 6.2： 実験条件と結果（γ評価指標）
Method kmax Mean Best Worst S. D. Function Call
n = m 495 875.41 748.46 1003.21 63.1 4480520
n = 1 495 1106.22 990.63 1246.54 60.5 4480520
PM 1000 1760.34 1167.01 2513.59 344.0 4488666
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(a) n = m
(b) n = 1
(c) PM
図 6.2： 得られた解の例（0-1KP）
(a) n = m
(b) n = 1
(c) PM
図 6.3： 得られた解の例（TSP）
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(a) n = m
(b) n = 1
(c) PM
図 6.4： 得られた解の例（FSP）
(a) n = m
(b) n = 1
(c) PM
図 6.5： 得られた解の例（QAP）
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6.4.2 数値実験に対する考察
表 6.1より，全ての問題において，POPを考慮した多点探索型多目的組合せ最適化手法
は，同じく一対一の移動を行う n = 1のときと比較してもHypervolume Ratioが低い値と
なっている。また，表 6.2，および図 6.2から図 6.5より，Hypervolume Ratioが低い原因
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ナップサック問題（Knapsack Problem）とは，各荷物 iに対する，重量ai，価値 ci，およ
び重量制限 bが与えられたとき，与えられた n個の荷物集合 V = {1, 2, · · · , n}からいくつ
かを選び，選ばれた荷物の重量の合計が重量制限を超えないという条件の下で，価値の合計
を最大にする問題である。この問題の解は，xiをナップサックに入れる荷物 i ∈ V の個数と
したときに x = (x1, x2, · · · , xn)で与えられる (xiは非負整数)。特に，xi ∈ {0, 1}, i ∈ V












巡回セールスマン問題（Traveling Salesman Problem）とは，n個の都市の集合 V =
{1, · · · , n}と都市 iと都市 jの間の距離 d(i, j), i, j ∈ V が与えられたとき，すべての街を
ちょうど一度ずつ訪問したあと元に戻る巡回路のうち，距離が最小になるものを求める問
題である。この問題の解は，e(i,j)を都市 iと都市 jを頂点としたときの都市 i, j間の辺とす





d(xk, xk+1) + d(xn, x1)
A.3 フローショップ・スケジューリング問題
フローショップ・スケジューリング問題（Flow-Shop Scheduling Problem）とは，与え




機械 iにおける製品 jの処理時間は tp(i, j)として与えられるものとする。この問題の解は
xkを k番目に加工される製品としたときに，n個の製品の加工順序x = (x1, x2, · · · , xn)で
与えられる。加工順序xで加工した場合での各機械における各仕事の加工終了時間 tc(i, j)
は次のように計算される。
tc(i, xk) = max{tc(i− 1, xk), tc(i, xk−1)}+ tp(i, xk)
i = 1, 2, · · · , S, k = 1, 2, · · · , n




min f(x) = tc(S, xn)
A.4 二次割当問題
二次割当問題（Quadratic Assignment Problem）とは，配置すべき n個の施設の集合
V = {1, · · · , n}とn箇所の地点があり，施設 iから施設 jへの物の移動量 a(i, j), i, j ∈ V，
および，地点 kから地点 lまでの距離 b(k, l), k, l ∈ V が与えられたとき，物の総移動距離
を最小とする施設の配置を求める問題である。この問題の解は，地点 xjに施設 iを配置す
ることを表す順列 x = (x1, x2, · · · , xn)で与えられる。二次割当問題は次のように定式化
される。
min f(x) =
n∑
i=1
n∑
j=1
a(i, j)b(xi, xj)
