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Résumé
Dans le cadre de la relativité générale, l’observation de la phase actuelle d’accélération
de l’expansion de l’Univers soulève de nombreuses questions car elle semble indiquer l’exis-
tence d’une "énergie noire" dont on ne connaît pas la nature. Afin de pouvoir expliquer
l’accélération de l’Univers sans énergie noire, d’autres théories de la gravité ont été propo-
sées. Cette thèse est consacrée à l’étude de certaines de ces théories de gravité modifiée,
ainsi qu’aux méthodes d’observation qui peuvent les contraindre.
La première partie de cette thèse présente un panorama des théories de gravité modifiée
ainsi que leurs motivations. La seconde partie analyse les théories de gravité massive et le
mécanisme dit « de Vainshtein », qui permet à certaines solutions de la gravité massive de
différer fortement de la relativité générale aux échelles cosmologiques tout en satisfaisant
les contraintes expérimentales au sein du système solaire. La validité de ce mécanisme y
est démontré pour la première fois, au travers de l’étude de certaines solutions à symétrie
sphérique. La troisième partie traite des modifications scalaires de la gravité ; un nouveau
modèle de gravité scalaire y est notamment proposé, inspiré du mécanisme de Vainshtein
de la gravité massive. Enfin, la quatrième partie décrit les différentes observations locales,
astrophysiques et cosmologiques, susceptibles de contraindre les théories de gravité modi-
fiée.
Mots Clés : Cosmologie, Énergie noire, Gravitation, Gravité modifiée, Gravité massive,




Cosmology and modifications of gravity at large distances
In the framework of General Relativity, the observed current acceleration of the expansion
of the Universe requires the presence of a “Dark Energy” component, whose nature is not
well understood. In order to explain the acceleration of the Universe without introducing
such a tantalizing source of energy, other gravitation theories have been designed. This
thesis is devoted to the study of some of these modified gravity theories, as well as to the
observation methods that could constrain them.
The first part of this thesis presents a review of modified gravity theories and their
motivations. The second part is devoted to the study of the massive gravity theories and
of the so-called Vainshtein’s mechanism, which allows some of the solutions of Massive
Gravity to strongly differ from General Relativity at cosmological scales while satisfying
the experimental constraints inside the solar system. For the first time, the validity of the
Vainshtein’s mechanism is demonstrated, through the study of specific spherically sym-
metric solutions. The third part deals with scalar modification of gravity; a new model of
this sort is presented, inspired by the Vainshtein’s mechanism in Massive Gravity. Finally,
the fourth part discusses local, astrophysical and cosmological observations that might
constrain modified gravity theories.
Key Words: Cosmology, Dark Energy, Gravitation, Modified gravity, Massive gravity,
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Introduction
La théorie de la Relativité Générale est certainement l’une des théories les plus fas-
cinantes de la physique moderne : elle allie l’élégance d’une formulation géométrique des
lois de la gravité à une capacité inégalée de description des phénomènes gravitationnels du
monde physique qui nous entoure. S’appuyant sur elle, le modèle cosmologique standard
parvient à expliquer, avec une dizaine de paramètres, toutes les observations cosmologiques,
qu’il s’agisse de la nucléosynthèse, du fond diffus cosmologique, de la forme des grandes
structures de l’Univers, ou encore de phénomènes proprement relativistes comme les effets
de lentille gravitationnelle. Il parvient à donner une description cohérente de notre Univers,
depuis le Big-Bang et les premières “graines” des structures jusqu’aux galaxies que nous
observons aujourd’hui.
Plusieurs éléments laissent cependant penser que la Relativité Générale n’est peut-être
pas la théorie définitive de la gravité. À très haute énergie, on sait depuis l’avènement de
la théorie quantique des champs que la Relativité Générale ne saurait être valide pour des
échelles d’énergies au-delà de l’échelle de Planck. La présence de ce cutoff ultra-violet nous
apprend donc qu’une autre théorie doit prendre le relais à très haute énergie, motivant
ainsi les recherches en théories des cordes et en gravité quantique. À l’autre bout du
spectre d’énergie, c’est la cosmologie qui nous amène à nous interroger sur la validité
de la Relativité Générale. En effet, bien que le modèle cosmologique standard réussisse
brillamment à donner une description effective du monde physique, il doit pour cela faire
l’hypothèse que 95% du contenu de l’Univers nous est de nature inconnue. Ce secteur
sombre est alors supposé être constitué pour 70% d’énergie noire et pour 25% de matière
noire, la dénomination de ces composantes illustrant bien notre ignorance.
Au vu de ces difficultés, on ne peut s’empêcher de penser à d’autres théories qui au
cours de l’histoire des Sciences sont parvenues à décrire les observations, certes correcte-
ment, mais au prix de raisonnements de plus en plus alambiqués, jusqu’à finalement être
dépassées. Ce fut le cas de la théorie des épicycles de Ptolémée qui fut abandonnée au
profit de la description copernicienne du système solaire, ou encore de la théorie de l’éther
rendue obsolète par la relativité restreinte. À chaque fois, il s’est agi d’interpréter dans
un cadre théorique renouvelé les observations qui posaient problème, afin de leur donner
une explication plus convaincante. La Relativité Générale connaîtra-t-elle le même sort ?
Il est encore trop tôt pour le dire, mais il est sans nul doute légitime de s’interroger sur




Nous sommes encore loin d’une théorie de la gravité qui serait plus satisfaisante d’un
point de vue conceptuel que la Relativité Générale, tout en étant en accord avec les nom-
breuses contraintes expérimentales qui existent sur les lois de la gravité. Pour l’instant,
aucune théorie de gravité modifiée n’a pu atteindre le statut de théorie réaliste de la gra-
vité. Face à la difficulté de la tâche que représente la construction d’une théorie de la gravité
plus aboutie que la Relativité Générale, il est possible d’adopter une démarche légèrement
différente, que l’on peut qualifier de phénoménologique. Cette démarche consiste à proposer
et à étudier des modèles de gravité qui, sans avoir la prétention d’être entièrement réa-
listes, ouvrent d’intéressantes pistes d’exploration qui pourront peut-être mener in fine à
une théorie cohérente de la gravité.
C’est dans ce cadre que se situe le travail de thèse présenté dans ce mémoire. Ce dernier
s’articule en quatre grandes étapes.
Dans un premier temps, nous reviendrons en détail au Chapitre 1 sur les observa-
tions cosmologiques qui démontrent que l’Univers est actuellement en accélération ; nous
interpréterons alors cette accélération comme le signe qu’une nouvelle physique est néces-
saire, soit au travers d’une forme de matière pour le moment inconnue qui jouerait le rôle
d’énergie noire, soit sous la forme de lois de la gravité différentes de celles de la Relativité
Générale. Nous présenterons alors un panorama des différents modèles de gravité modifiée
parmi lesquels on peut citer les modèles branaires, les théories de gravité massive et les
modifications scalaires de la gravité.
La Partie II de ce mémoire sera consacrée aux modèles de gravité massive. Ces théories
illustrent très bien la démarche phénoménologique dont nous parlions : bien que n’étant
pas réalistes en elles-même, ces théories ont permis d’identifier un mécanisme important,
appelé mécanisme de Vainshtein, qui permet à certaines théories gravitationnelles de dif-
férer fortement de la Relativité Générale aux échelles cosmologiques, tout en satisfaisant
aux contraintes sur les lois de la gravité dans le système solaire. Ce mécanisme, qui avait
été proposé en 1972 par Vainshtein pour les solutions à symétrie sphérique des théories de
gravité massive, est maintenant un élément important de nombreux modèles plus réalistes
de gravité, comme le modèle DGP [111]. Cependant, la validité de ce mécanisme n’avait
jamais été démontrée rigoureusement et l’un des principaux résultats obtenus durant ce
travail de thèse a été la démonstration de la validité de ce mécanisme pour certains mo-
dèles de gravité massive. Ces résultats, obtenus en collaboration avec E. Babichev et C.
Deffayet, ont fait l’objet des publications [28, 30], et seront détaillés aux Chapitres 4 et 5.
La Partie III nous permettra de présenter les théories de modification scalaire de la
gravité, dans lesquelles un champ scalaire contribue à l’interaction gravitationnelle, en plus
du graviton. Pour que ces théories soient intéressantes d’un point de vue phénoménologique,
nous verrons que le champ scalaire doit être léger aux échelles cosmologiques mais ne pas
jouer de rôle au sein du système solaire. Deux mécanismes permettent cela : le mécanisme
de caméléon et le mécanisme de Vainshtein. Notre étude du mécanisme de Vainshtein dans
le cadre des modèles de gravité massive nous a amené, E. Babichev et C. Deffayet et moi-
même, à proposer une nouvelle classe de modifications scalaires de la gravité basée sur ce
mécanisme. Nous présenterons ces théories que nous avons appelées théories de k-Mouflage
[27] au Chapitre 7.
17
Enfin, nous détaillerons dans la Partie IV les contraintes expérimentales que doit satis-
faire tout modèle de gravité pour être viable, tant d’un point de vue local que cosmologique.
Parmi les différentes contraintes cosmologiques existantes, les corrélations entre des cata-
logues de galaxies proches et certains effets de lentilles gravitationnelles − nous appellerons
ces corrélations corrélations galaxies-lentilles − sont particulièrement intéressantes. Après
en avoir détaillé le principe au Chapitre 8, nous présenterons les résultats que nous avons
obtenus, le professeur Lam Hui et moi-même, au sujet de certaines corrections qu’il est
nécessaires d’apporter aux corrélations galaxies-lentilles [297].
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Ce chapitre est consacré à l’accélération de l’Univers, et aux modèles physiques qui
permettent de l’expliquer. Après avoir rappelé les éléments de cosmologie dont nous au-
rons besoin par la suite, nous détaillerons les principales observations qui démontrent que
l’Univers est actuellement dans une phase d’expansion accélérée. Nous présenterons ensuite
un panorama des modèles ayant pour objectif d’expliquer cette accélération. Nous verrons
que certains modèles se basent sur la Relativité Générale et la présence d’énergie noire,
tandis que d’autres proposent un changement plus radical de paradigme, en modifiant les
lois de la gravité.
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1.1 Le modèle cosmologique standard
1.1.1 Métrique de FLRW et équations du mouvement
Le modèle cosmologique standard se base sur le fait que l’Univers autour de nous
apparaît comme étant isotrope à grandes échelles, tant au niveau de la répartition des
galaxies que du fond diffus cosmologique. Si l’on suppose de plus que notre Terre n’occupe
pas de place privilégiée dans l’Univers, on en arrive au principe cosmologique qui fait
l’hypothèse que l’Univers est spatialement homogène et isotrope à grandes échelles.
La modélisation mathématique de cette hypothèse nous amène à décrire l’espace-temps
par une métrique de Friedmann-Lemaître-Robertson-Walker (FLRW) gµν dont la forme
générale [215, 277, 282] s’écrit
ds2 ≡ gµνdxµdxν = −dt2 + a2(t)
[
dχ2 + f2K(χ)(dθ
2 + sin2 θdφ2)
]
, (1.1)
où χ est la coordonnée radiale. La constante K décrit la géométrie de la section spatiale
de l’espace-temps : l’espace est fermé pour K > 0, plat pour K = 0 et enfin ouvert pour
K < 0. La fonction fK , qui est telle que la surface d’une sphère de rayon χ est donnée par








si K > 0
χ si K = 0
(−K)−1/2 sinh (√−Kχ) si K < 0.
(1.2)
La fonction a(t) s’appelle le facteur d’échelle et caractérise l’évolution de l’Univers. On
normalise a(t) de telle sorte qu’aujourd’hui a ≡ a0 = 1 (nous noterons avec un indice 0
la valeur des quantités cosmologiques évaluées aujourd’hui). Sa dépendance dans le temps
est déterminée en résolvant les équations de la dynamique.
1.1.2 Relativité Générale et équations de Friedmann
Pour aller plus loin, il nous faut choisir une théorie de la gravitation à partir de la-
quelle nous pourrons dériver les équations de la dynamique pour le facteur d’échelle. La
cosmologie standard est basée sur la Relativité Générale (RG) ; cependant, au cours de
ce mémoire, nous travaillerons également avec d’autres théories alternatives de la gravité
(gravité massive, modèle DGP, théories scalaire-tenseur, etc.) ; d’une théorie à l’autre, les
équations de la dynamique varient, modifiant ainsi la cosmologie et l’interprétation que
l’on peut faire des observations. C’est précisément là tout l’intérêt des théories de gravité
modifiée, qui peuvent permettre de rendre compte des observations d’une façon différente
de la RG. Nous reviendrons sur ce point à la Section 1.3 ; pour l’instant, nous voudrions
présenter le modèle cosmologique standard, qui fait l’hypothèse que la gravité est décrite
par la RG.






√−g R[g] + Smatière [g], (1.3)
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où R[g] est le scalaire de Ricci et MP est la masse de Planck qui est reliée à la constante de
Newton G au travers de la relation M−2P = 8πG. La matière est supposée minimalement
couplée à la métrique.
La variation de l’action de la RG par rapport à la métrique mène aux équations d’Ein-
stein
Gνµ = 8πG T
ν
µ , (1.4)
où Gνµ ≡ Rνµ − 12δνµR est le tenseur d’Einstein et T νµ le tenseur énergie-impulsion de la
matière




Les identités de Bianchi garantissent que la matière est conservée, c’est-à-dire que
∇νT νµ = 0. (1.6)
L’hypothèse d’homogénéité et d’isotropie, ainsi que la forme (1.1) de la métrique, im-
pose au tenseur énergie-impulsion de la matière d’être celui d’un fluide parfait
T νµ = diag(−ρ, P, P, P ), (1.7)
où ρ est la densité de la matière, et P sa pression. Il est ensuite aisé d’obtenir, à partir
de l’expression (1.1) de la métrique de FLRW et des équations d’Einstein (1.4), les deux











(ρ+ 3P ) , (1.9)
où H ≡ a˙/a est le paramètre de Hubble et un point représente une dérivée par rapport au
temps cosmique t. L’équation de conservation de la matière prend quant à elle la forme
ρ˙+ 3H(ρ+ P ) = 0 . (1.10)
Il est usuel de réécrire l’équation (1.8) sous la forme réduite∑
i
Ωi +ΩK = 1, (1.11)
où l’indice i correspond aux différents types de matière (radiation, matière noire, énergie




ΩK ≡ − K
a2H2
. (1.13)
Les observations [177] montrent que la courbure spatiale est très proche de zéro, confor-
mément aux prédictions génériques des modèles d’inflation (cf. par exemple [215], Chapitre
8) ; nous considérerons donc dans la suite de ce mémoire que l’Univers est plat et fixerons
par conséquent K = 0.
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1.1.3 Équation d’état de la matière et évolution de l’Univers
Équation d’état
La description la plus simple de la matière consiste à supposer que la densité et la
pression de la matière suivent une équation d’état de la forme
P = wρ (1.14)
où w est supposé constant. La matière sans pression (matière noire froide1) est décrite
par w = 0 tandis que le rayonnement a une équation d’état w = 1/3. Dans le cas d’une
constante cosmologique, w = −1.
Une fois muni de l’équation d’état (1.14), il est aisé d’intégrer les équations de Fried-




3(1 + w)(t− t¯) , (1.15)
a(t) ∝ (t− t¯) 23(1+w) , (1.16)
ρ ∝ a−3(1+w) , (1.17)
où t¯ correspond au début de l’ère considérée. Pour w = −1, l’Univers est en accélération
et correspond à un espace de de Sitter tel que
H = cste , (1.18)
a(t) ∝ eHt , (1.19)
ρ = cste . (1.20)
En utilisant la dépendance de ρ en a, on peut exprimer H en fonction du contenu en














où l’on a introduit le redshift2 z ≡ a−1 − 1. En intégrant cette équation, on peut obtenir
l’évolution du facteur d’échelle a(t).
Des origines à nos jours
Selon le modèle cosmologique standard, l’histoire de l’Univers peut se décomposer en
une succession d’étapes (encore appelées ères), que nous résumons ci-dessous.
La nature de la première phase de l’évolution de l’Univers, entre l’origine de l’Univers et
le Big Bang chaud, n’est pas encore bien établie, car il est très difficile de tester les modèles
cosmologiques à des époques aussi reculées. Le modèle de l’inflation est cependant devenu
1Cold Dark Matter (CDM) en anglais.
2Nous faisons ici le choix de garder le mot anglais redshift en raison de son usage très courant, y compris
dans un contexte francophone.
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le paradigme standard. Il s’agit d’une phase d’expansion accélérée durant laquelle w ≃ −1.
Cette phase d’accélération permet de donner une explication naturelle au problème de la
platitude (le fait que l’espace apparaisse plat à l’heure actuelle, ce qui ne peut être le cas que
si l’espace était extrêmement plat aux échelles de Planck) et au problème de l’horizon (le fait
que des zones du ciel causalement indépendantes aient une température comparable à 10−5
près). On considère généralement que cette phase d’inflation est dominée par un champ
scalaire (ou plusieurs champs scalaires pour les modèles multi-champs) appelé inflaton, en
régime de roulement lent (cf. par exemple [215], Chapitre 8). Les perturbations quantiques
de ce champs sont la source des perturbations de la matière que l’on peut observer dans les
grandes structures et le fond diffus cosmologique (CMB). À l’issue de l’inflation, l’inflaton
se désintègre en un grand nombre de particules : c’est la phase de réchauffement3.
La suite de l’histoire de l’Univers est bien comprise, et est décrite par le modèle du Big
Bang chaud :
– la première phase qui suit le Big Bang chaud est l’ère de radiation, dominée par
le rayonnement (photons et neutrinos). Cette phase dure jusqu’à l’égalité matière-
rayonnement, c’est-à-dire jusqu’au moment où la densité de la matière commence à
dominer la densité d’énergie du rayonnement (le redshift correspondant est zeq+1 ≡
a−1eq ≃ 3600).
– L’ère de matière est dominée par la matière noire (CDM). C’est le moment où
se forment les grandes structures. C’est également durant l’ère de matière qu’a
lieu le découplage entre les photons et les baryons (le redshift correspondant est
zdec + 1 ≡ a−1dec ≃ 1100). Cela est dû à la recombinaison des protons et des élec-
trons libres qui s’assemblent pour former des atomes neutres. Après le découplage,
les photons peuvent se propager librement dans l’Univers ; l’observation du CMB
correspond à l’observation de ces photons émis au moment du découplage.
– Les observations récentes du CMB, des supernovae et des oscillations baryons-photons
(BAO) indiquent que l’Univers est entré tardivement (aux alentours de [75] zc ≃ 0.67
pour Ωm = 0.3) dans une nouvelle phase d’expansion accélérée, telle que w ≃ −1.
Cette dernière observation, à savoir que l’Univers est actuellement dans une phase d’ex-
pansion accélérée, constitue la motivation première des théories de gravité modifiée que
nous étudierons dans ce mémoire de thèse. Nous chercherons notamment à répondre aux
question suivantes : quelle peut être la source de cette accélération, et comment contraindre
expérimentalement les propriétés physiques de cette source ?
Avant de nous tourner vers ces questions à partir de la Section 1.3, nous voudrions
consacrer la prochaine section à la modélisation de la source d’énergie responsable de
cette accélération et que l’on appelle communément énergie noire, ainsi qu’aux preuves
expérimentales de son existence.
3Phase de preheating en anglais.
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1.2 Modélisation et preuves expérimentales de l’existence de
l’énergie noire
1.2.1 Modélisation de l’énergie noire
La source de l’accélération de l’Univers observée aujourd’hui est mal connue ; c’est
pourquoi on lui donne souvent le nom d’énergie noire4, traduisant ainsi le caractère effectif
de cette description. On peut modéliser5 cette énergie noire par le tenseur énergie impulsion
d’un fluide parfait
T de νµ = diag(−ρde, Pde, Pde, Pde), (1.22)
la forme ci-dessus étant imposé par l’hypothèse d’homogénéité et d’isotropie de l’Univers
qui est à la base de notre étude. On peut définir l’équation d’état
wde ≡ Pde/ρde, (1.23)
qui doit être telle que
wde < −1/3 (1.24)
pour que la phase dominée par l’énergie noire soit une phase d’accélération. La densité




Les fonctions Ωde(a) et wde(a) sont reliées l’une à l’autre au travers de l’équation (1.17),
qui dans le cas de l’énergie noire, prend la forme
Ωde = Ωde,0 a
−3(wde+1). (1.26)
Nous verrons à la Section 1.3 différents modèles visant à décrire la nature de cette
énergie noire. Il pourra s’agir d’une source de matière (champ scalaire par exemple), res-
ponsable de l’accélération. Il est également possible que les lois de la gravité ne soient pas
celles de la RG, auquel cas l’interprétation de l’énergie noire comme une énergie n’est pas
à prendre au sens littéral ; cependant, comme les conséquences de ces modification de la
gravité ne peuvent pas être distinguées des effets qu’auraient une source d’énergie de la
forme (1.22), nous décrirons la source de l’accélération de l’Univers, quelle qu’elle soit,
par le tenseur énergie impulsion (1.22), et appellerons le phénomène responsable “énergie
noire”.
D’un point de vue pratique, on peut décrire en première approximation l’impact de






4Dark Energy (DE) en anglais ; nous utiliserons l’indice “de” pour caractériser les quantités en rapport
avec l’énergie noire.
5Notons bien que cette modélisation ne prétend aucunement expliquer la nature physique de l’énergie
noire, mais seulement en décrire l’effet sur l’évolution de la métrique de FLRW de l’Univers.
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Nous voudrions à présent décrire plus en détail les méthodes astrophysiques et cosmo-
logiques qui prouvent l’existence de l’énergie noire. La plupart des valeurs numériques qui
seront données correspondent au cas d’une constante cosmologique (modèle dit ΛCDM),
qui est la paramétrisation la plus simple de l’énergie noire. Il faut bien sûr garder à l’esprit
qu’une paramétrisation plus fine peut se révéler plus réaliste. Le résultat principal reste
cependant le même, quelque soit le cadre dans lequel on l’interprète : une composante
d’énergie noire est nécessaire pour expliquer les observations que sont les Supernovae de
type Ia, l’âge apparent de l’Univers, la position des pics acoustiques du CMB et la signature
des oscillations baryons-photons dans les grandes structures.
1.2.2 Supernovae de type Ia
La preuve la plus directe que notre Univers est actuellement en expansion accélérée
est donnée par la mesure de la distance luminosité des supernovae de type Ia (SN Ia). La
distance luminosité d’un objet astrophysique de luminosité intrinsèque Lsource et situé à
















où les Ωi,0 sont les densités réduites de chaque composante de matière (y compris l’énergie
noire).
Pour des objets proches (z ≪ 1), on voit que la formule (1.29) se résume à z ∼ H0DL.
D’autre part, on peut montrer que le redshift est relié à la vitesse de récession des galaxies
au travers de z ≡ a−1 − 1 ∼ v ; on obtient donc que pour des petits redshifts v ∼ H0DL.
On retrouve là la loi de Hubble qui permet de mesurer H0 à partir de l’observation de la
vitesse de récession des galaxies. Pour des objets plus lointains, on voit que l’expression
de la distance luminosité dépend du contenu en énergie de l’Univers, au travers de la
racine carrée de l’équation (1.29). La mesure de la fonction DL(z) permet donc de mesurer
le rôle joué par les différentes composantes de matière Ωi,0. Cependant, pour mesurer la
distance luminosité d’objets au travers de la définition (1.28), encore faut-il connaître leurs
luminosités intrinsèques.
C’est précisément le cas des SN IA, qui peuvent être observées lorsqu’une naine blanche
d’un système binaire a accrété tellement de matière en provenance de son compagnon que
sa masse a atteint la masse de Chandrasekhar ; elle s’effondre alors et explose en supernova.
La courbe de lumière des SN Ia est quasi-identique d’une supernova à l’autre : ce sont des
chandelles standard. En 1998, deux équipes ont publié indépendamment le diagramme de
Hubble DL(z) de deux catalogues de SN Ia : le groupe Supernova Cosmology Project (SCP)
[213] a ainsi mesuré la distance luminosité de 42 SN Ia de redshift z ∈ [0.18; 0.8], tandis
que les membres de la High-Z Supernova Search Team (HSST) [224] ont identifié 24 SN Ia
proches et 14 SN Ia dans l’intervalle z = 0.16− 0.62. Ces observations (ainsi que d’autres
mesures qui ont eu lieu depuis lors, parmi lesquelles ont peut citer [26, 171, 195, 225]) ont
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permis d’écarter la possibilité que l’Univers soit plat et constitué uniquement de matière
(Ωm = 1). Il est donc nécessaire d’inclure une composante d’énergie noire, comme on peut
le voir sur la Fig. 1.1.
Fig. 1.1 – Diagramme de Hubble (distance luminosité log[H0DL(z)] en fonction du red-
shift z) pour un Univers plat pour un certain nombres de SN Ia observées. Les points
noirs proviennent du catalogue “Gold” de Riess et al. [225], tandis que les points rouges
proviennent de mesures effectuées par le Hubble Space Telescope (HST). On voit très clai-
rement que le cas Ωm = 0.31,ΩΛ = 0.69 correspond mieux aux observations que le cas d’un
univers sans constante cosmologique Ωm = 1,ΩΛ = 0. La figure provient de la référence
[71].
Utilisées toutes seules, les données des SN Ia ne peuvent pas contraindre très précisé-
ment ΩΛ ou Ωm, mais seulement une combinaison des deux paramètres ; cela est dû à la
forme elliptique des contraintes (cf. Fig. 1.2). Nous verrons qu’il est possible d’améliorer
considérablement la précision des mesures en combinant ces mesures de distance luminosité
avec d’autres données (CMB, BAO,...).













































Fig. 1.2 – Contours des niveaux de confiance à 68.3%, 95.5% et 99.7% pour les paramètres
(Ωm,ΩΛ), issues du diagramme de Hubble obtenu par le Supernova Legacy Survey (SNLS)
(lignes pleines) et des BAO mesurées par le Sloan Digital Sky Survey (SDSS) (lignes poin-
tillées). Les contraintes conjointes sont représentés par les lignes en pointillés larges. Le
cas (Ωm,ΩΛ) = (1, 0) est très clairement exclu. Les valeurs des paramètres (Ωm,ΩΛ) favo-
risées par les données des SN Ia sont dans une ellipse orientée selon une droite d’équation
ΩΛ ≃ Ωm + 0.4. La figure ci-dessus est issue de [26].
1.2.3 Âge de l’Univers
Au moment du Big Bang chaud (qui correspond à la fin de l’inflation dans les modèles
inflationnaires) que l’on prendra par convention à t = 0, on doit avoir a(t = 0) > 0. On en
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où l’indice i correspond à la radiation, la matière noire et à l’énergie noire, que l’on mo-
délisera par une constante cosmologique. On peut négliger dans l’intégrale ci-dessous la
contribution de la radiation, car l’ère de radiation est très courte comparée aux ères sui-
vantes. On voit donc que l’âge de l’Univers dépend des paramètres (Ωm,Ωde). Dans le cas
d’un univers dominé par la matière tel que Ωm = 1, on peut calculer explicitement l’in-
tégrale de l’équation (1.31) et obtenir la borne t0 6 2/(3H0). En utilisant la valeur de la
constante de Hubble trouvée par l’équipe du Hubble Key Project [126] H0 = 72±8 km s−1
Mpc−1, on trouve que t0 = 8 − 10 milliards d’années. Cette valeur de l’âge de l’Univers
doit être comparée à l’âge des plus vieux objets stellaires connus, qui est d’environ 11− 13
milliards d’années [143, 163, 223]. À l’évidence, le cas d’un Univers dominé uniquement par
de la matière est donc en contradiction avec l’âge de ces objets. Cette difficulté peut être
résolue en supposant la présence d’énergie noire. Ainsi, si l’on fait l’hypothèse que l’éner-
gie noire prend la forme d’une constante cosmologique telle que (Ωm,ΩΛ) = (0.3, 0.7), on
trouve que t0 ≃ 13.1 milliards d’années, ce qui n’est plus contradictoire avec l’âge des plus
vieux objets connus dans l’Univers. Ceci est donc un élément supplémentaire en faveur de
la présence d’énergie noire dans l’Univers.
1.2.4 Fond diffus cosmologique
Une preuve indépendante de l’existence d’énergie noire dans l’Univers peut être obtenue
à partir de la position des pics acoustiques du fond diffus cosmologique (CMB). En effet,
on peut montrer [215] que la position dans l’espace des multipôles du n-ième pic est donné




, n = 1, 2, ... (1.32)




















Dans les expressions ci-dessus, zLSS ≃ 1100 est le redshift de la surface de dernière dif-
fusion7 et cs est la vitesse du son du fluide baryon-photon dont les oscillations avant la
recombinaison sont à l’origine des pics du CMB. Le rayon sonique rs(zLSS) dépend de
6Le diamètre angulaire co-mobile DA d’un objet de longueur co-mobile L est tel que l’angle θ sous
lequel est vu l’objet est donné par θ = L/DA.
7Last Scattering Surface (LSS) en anglais.
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la quantité de baryons dans l’Univers Ωb et est indépendant de l’énergie noire car cette
dernière ne joue aucun rôle à des temps aussi anciens ; la hauteur des pics du CMB et en
particulier la différence entre la hauteur des pics pairs et impairs permet de mesurer Ωb
(et donc rs(zLSS)). On peut alors utiliser la mesure de la position des pics (1.32) pour
contraindre l’énergie noire, au travers de la dépendance du diamètre angulaire DA(zLSS)
dans la géométrie de l’Univers.
Le spectre du CMB dépend également de l’énergie noire au travers de l’effet Sachs-
Wolfe intégré (ISW), qui permet de prendre en compte le fait que les photons du CMB ont
traversé sur leur chemin jusqu’à nous des puits de potentiel en évolution. L’évolution des
potentiels gravitationnels dépendant du contenu en matière de l’Univers, la mesure de cet
effet permet de contraindre la densité d’énergie noire, ainsi que son équation d’état wde.
L’analyse des données prises pendant 5 ans [177] par le satellite WMAP a permis de
mesurer ΩΛ = 0.742 ± 0.030 dans le cas d’une constante cosmologique. Dans le cas où
l’équation d’état de l’énergie noire est également mesurée, l’équipe de WMAP a obtenu
l’intervalle de confiance à 95% : −1.37 < 1 + wde < 0.32.
1.2.5 Oscillations Acoustiques des Baryons (BAO)
Les oscillations du fluide baryons-photons qui ont lieu avant la recombinaison ne sont
pas seulement observables dans le spectre du CMB, mais également dans les grandes struc-
tures. En effet, considérons une sur-densité à t = 0 ; sous l’effet de la pression de la radiation,
cette sur-densité s’étend à la vitesse du son du plasma, sous la forme d’une onde sphérique.
Au moment de la recombinaison, les densités aux points situés à une distance rs(zLSS)
de la sur-densité initiale sont donc corrélées. De nos jours, cette corrélation est bien sûr
brouillée, car les ondes sonores de différentes sur-densités se sont superposées depuis ; il est
cependant possible de détecter statistiquement la signature de l’échelle co-mobile rs(zLSS),
caractéristique des BAO, au travers de la mesure de la fonction de corrélation des galaxies.
En raison de l’expansion de l’Univers, cette échelle co-mobile (fixe depuis la recombinaison,





où le diamètre angulaire co-mobile DA(zLSS) a été défini à l’équation (1.34). La première
détection de ce phénomène a eu lieu en 2005 par l’équipe du SDSS [115] ; on voit sur
la figure 1.3 la signature très nette du rayon sonique dans la fonction de corrélation des
galaxies8 du catalogue.
Il est donc possible de tester le contenu en matière de l’Univers par l’étude des BAO,
et notamment la densité d’énergie noire Ωde et son équation d’état wde. En particulier,
l’observation des BAO donne des informations très précieuses lorsqu’elle est combinées
avec d’autres observations, comme on peut le voir sur la figure 1.4.
1.2.6 Mesures combinées
Comme nous l’avons déjà signalé ci-dessus, les méthodes évoquées (SN Ia, CMB, BAO)
sont complémentaires. En premier lieu, ces mesures provenant de processus physiques très
8Pour être précis, la référence [115] a utilisé les galaxies rouges lumineuses (LRG) du catalogue du
SDSS.
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Fig. 1.3 – Fonction de corrélation des galaxies du catalogue du SDSS. Les courbes verte
(en haut), rouge et bleue (en bas, avec un pic) correspondent respectivement aux modèles
Ωmh
2 = 0.12, 0.13, 0.14, avec Ωbh2 = 0.024. La courbe du bas (sans pic) correspond à un
modèle de matière noire sans baryon (Ωmh2 = 0.105). On voit très clairement la signature
des BAO à r ≃ 105h−1Mpc ≃ 150Mpc. Figure issue de l’article [115].
différents et indépendants, il est impressionnant qu’elles puissent mener à des mesures co-
hérentes : cela confirme d’une façon spectaculaire la robustesse du modèle cosmologique
standard. De plus, les ellipses de contraintes associées à chacune de ces méthodes ne sont
pas orientées dans la même direction, comme on peut le voir sur la figure 1.4. En combinant
ces mesures, on peut donc diminuer la dégénérescence entre les différents paramètres. En
procédant de la sorte, Percival et al. [212] ont mesuré, dans le cas d’un modèle ΛCDM,
(Ωm,ΩΛ) = (0.288± 0.018, 0.712± 0.018).
L’existence d’une phase d’accélération récente de l’Univers est donc bien établie. Nous
savons que l’on peut modéliser la source de cette accélération par le tenseur énergie-
impulsion d’un fluide parfait, que nous avons nommé énergie noire. Nous n’avons cependant
pas encore abordé la question de la nature physique de cette énergie noire. C’est ce vers
quoi il nous faut à présent nous tourner.
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Fig. 1.4 – Combinaison des contraintes sur les paramètres (Ωm,ΩΛ) du modèle ΛCDM
issues de la mesure de la distance luminosité des SN Ia (Union supernovae [195]), du
CMB (WMAP5) et des BAO (SDSS - release 7). Les ellipses des contraintes associées des
trois types de mesures sont orientées d’une façon très différente : l’association des trois
observations permet donc de mesurer les paramètres (Ωm,ΩΛ) beaucoup plus précisément
qu’avec chacune des méthodes séparément. La figure provient de [212].
1.3 Énergie noire ou gravité modifiée ?
1.3.1 Le problème de la constante cosmologique
Nous avons déjà vu que le modèle le plus simple d’énergie noire est simplement une
constante cosmologique Λ telle que ρΛ = −PΛ = Λ/(8πG) et ΩΛ ≃ 0.7. Le problème
de ce modèle est qu’il n’explicite pas vraiment l’origine physique de cette constante. La
source d’énergie qui pourrait correspondre d’une façon a priori naturelle à une constante
cosmologique est l’énergie du vide. Malheureusement, les ordres de grandeur des deux
phénomènes n’ont rien en commun. La constante cosmologique est telle que la densité




On peut d’autre part évaluer la densité d’énergie du vide, qui correspond à la somme sur














où kmax est le cutoff de la théorie des champs que l’on considère et m la masse du champ,
que l’on supposera≪ kmax. Si l’on prend pour cutoff l’échelle de grande unification kmax =
EGUT = 10
16GeV, on obtient
ρvac ≃ 1062GeV4 ≫ ρΛ. (1.38)
Le modèle de la constante cosmologique est également insatisfaisant du point de vue de
l’explication de la valeur de sa densité d’énergie actuelle. Ce problème est connu sous le
nom de problème de la coïncidence : pourquoi la densité d’énergie noire est-elle de l’ordre
de la densité de la matière noire, précisément aujourd’hui, alors que les deux phénomènes
ont a priori des origines très différentes. De plus, cette densité, très faible, doit être ajus-
tée très précisément : c’est ce qui est appelé le problème du fine tuning de la constante
cosmologique.
Ces difficultés d’ordre théorique (d’un point de vue phénoménologique, le modèle ΛCDM
est pour l’instant en très bon accord avec les observations) ont poussé la communauté des
physiciens des particules et des cosmologistes à se pencher plus en détail sur les possibles
modèles d’énergie noire, au-delà du modèle de la constante cosmologique. Nous allons pré-
senter un panorama de ces modèles (on pourra également consulter avec profit les articles
[75, 211, 265]). Deux grandes catégories de modèles peuvent être distinguées : les modèles
qui supposent que la RG décrit correctement les lois de la gravitation, et les modèles de
gravité modifiée.
1.3.2 Modèles restant dans le cadre de la Relativité Générale
La plupart des modèles de cette catégorie consistent à prendre littéralement l’inter-
prétation du fluide parfait (1.22) en tant qu’énergie, et à postuler l’existence d’un ou de
plusieurs nouveaux champs responsables de l’accélération récente de l’Univers.
Les modèles les plus simples de cette classe sont les modèles de quintessence [221, 284],
dans lesquelles l’énergie noire est décrite par un champ scalaire en régime de roulement











où V est le potentiel du champ. À partir de cette action, il est facile de calculer le tenseur
énergie-impulsion du champ scalaire dans un univers homogène et isotrope ; on peut alors
montrer que l’équation d’état prend la forme
wϕ =
1
2 ϕ˙− V (ϕ)
1
2 ϕ˙+ V (ϕ)
. (1.40)
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où V,ϕ est la dérivée du potentiel par rapport au champ scalaire. Dans la limite de roulement
lent
ǫ≪ 1, η ≪ 1, (1.42)
le champ scalaire peut jouer le rôle d’énergie noire, avec une équation d’état wϕ ≃ −1+2ǫ/3.
Le potentiel V (ϕ)M4e−λϕ est un exemple intéressant de potentiel, car on peut mon-
trer que le régime w ≃ −1 est un attracteur, c’est-à-dire que pour une grande plage de
conditions initiales, le champ ϕ entrera dans le régime de roulement lent si l’on attend suf-
fisamment longtemps. Ce mécanisme d’attraction ne résout pas le problème du fine-tuning,
mais permet néanmoins de donner une explication naturelle au fait que l’énergie noire ait
une équation d’état constante ou quasi-constante aujourd’hui.
De nombreux autres modèles existent, parmi lesquels on peut citer les modèles de ta-
chyon [241, 242, 243], d’énergie noire fantomale [57, 59] ou encore deK-essence [23, 24, 69].
Une autre possibilité pour expliquer l’accélération apparente de l’Univers sans modifier
les lois de la gravitation consiste à trouver un mécanisme qui modifie la façon dont nous
percevons les photons qui se propagent depuis les SN Ia et autres phénomènes observables.
C’est par exemple le cas lorsque les photons sont couplés à un axion, et peuvent osciller
lors de la propagation dans le champ magnétique extra-galactique [78, 99, 102]. Les objets
astrophysiques nous apparaissent alors plus lointains qu’ils ne le sont en réalité.
1.3.3 Modèles de gravité modifiée
Une autre approche de la question de l’énergie noire consiste à questionner la validité
même de la RG. Il existe ainsi de nombreux modèles de gravité modifiée, dans lesquels les
lois de la gravité sont différentes de la RG.
Les modèles les plus simples de modifications sont sans doute les modifications scalaires
de la gravité dans lesquelles un champ scalaire additionnel est couplé non-minimalement à
la métrique. Nous reviendrons en détail sur ces modèles à la Partie III. Un exemple de tels









F (ϕ) R− (ϕ) gµν∂µϕ∂νϕ− 2U(ϕ)
)
+ Sm[ψm; gµν ] . (1.43)
Cette action apparaît comme une généralisation directe des modèles de quintessence décrits
à l’équation (1.39), la différence étant que le champ scalaire des théories scalaire-tenseur est
couplé non-minimalement à la métrique au travers de la fonction F (ϕ). Il est possible de
coupler le champ scalaire à d’autres invariants de courbure que le scalaire de Ricci ; on peut
par exemple penser aux modèles dans lesquels le champ scalaire n’est pas couplé à R mais
au terme de Gauss-Bonnet, LGB = R2 − 4RµνRµν + RµνρσRµνρσ. Nous n’étudierons pas
plus avant ce types de modèles, mais l’on pourra se référer aux articles [9, 10, 175, 176, 183]
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pour plus de détails. Notons enfin que deux modèles de modifications scalaires dont l’action
possède plus de deux de dérivées du champ scalaire ont récemment été proposés. Il s’agit
du modèle de Galiléon introduit par A. Nicolis, R. Rattazzi et E. Trincherini [203] (voir
également [94, 97] et [249]) et des modèles de k-Mouflage présentés par E. Babichev, C.
Deffayet et moi-même dans l’article [27]. Nous reviendrons sur ces modèles au Chapitres 6
et 7.
Il est également possible de modifier les lois de la gravité en postulant l’existence de
dimensions spatiales supplémentaires. Le modèle DGP [111] proposé par Dvali, Gabadadze
et Porrati en 2000 est sans doute le plus célèbre des modèles comportant des dimensions
supplémentaires et modifiant la gravité à grandes distances. Nous verrons à la Section 2.1.2
que la gravité y est 4-dimensionnelle à courtes distances et 5-dimensionnelle à grandes
distances. La phénoménologie de ce modèle est très riche, notamment du point de vue
cosmologique [92].
Vue de notre espace à 4 dimensions, cette théorie à 5 dimensions apparaît comme une
théorie où la gravité n’est plus portée par un unique graviton sans masse, mais par une
infinité de gravitons massifs. Cette idée a par la suite été étendue à un ensemble plus large
de modèles, dans lesquelles la gravité trouve sa source dans une résonance de gravitons
massifs ; ces modèles sont appelés modèles de dégravitation [91, 112]. Le modèle DGP et les
théories de dégravitation sont donc reliés à la classe des théories de gravité massive, dans
lesquelles le graviton possède une masse. Nous consacrerons la Partie II de ce mémoire à
ces modèles.
Pour être intéressants d’un point de vue phénoménologique, les modèles de gravité
modifiée doivent être nettement différents de la Relativité Générale, tout au moins aux
échelles cosmologiques. Cependant, nous savons que la gravité dans le système solaire est
très proche de la RG. Il faut donc un mécanisme qui sépare ces deux régimes. Pour l’instant,
deux mécanismes de ce type sont connus : celui de caméléon et le mécanisme de Vainshtein.
Dans les deux cas, la gravité est modifiée par un champ scalaire qui est libre de se propager
à grandes distances mais qui ne joue pas de rôle au sein ou au voisinage d’objets massifs.
Nous consacrerons une partie importante de ce mémoire au mécanisme de Vainshtein,
dont nous montrerons, pour la première fois, la validité dans le cadre des théories de gravité
massive (Partie II). Nous l’utiliserons également pour construire la classe des théories de
k-Mouflage (Partie III).
Enfin, il est important d’avoir à l’esprit que tout modèle de gravité modifiée réaliste
doit être capable de satisfaire de fortes contraintes expérimentales, tant au niveau local
qu’à des échelles cosmologiques. Nous détaillerons ces contraintes à la Partie IV.
Deuxième partie
Solutions à symétrie sphérique des




Présentation de la gravité massive
Sommaire
2.1 Motivations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40
2.1.1 Motivation “naïve” : le graviton peut-il avoir une masse ? . . . . 40
2.1.2 Modèles branaires et modifications de la gravité dans l’infrarouge 41
2.2 Le graviton massif libre . . . . . . . . . . . . . . . . . . . . . . . . 46
2.2.1 Action du graviton massif à l’ordre quadratique . . . . . . . . . . 46
2.2.2 Choix du terme de masse . . . . . . . . . . . . . . . . . . . . . . 47
2.2.3 Propagateur et discontinuité de vDVZ . . . . . . . . . . . . . . . 48
2.3 Complétion non-linéaire et conjecture de Vainshtein . . . . . . 50
2.3.1 Action non-linéaire de la gravité massive . . . . . . . . . . . . . . 50
2.3.2 Analyse hamiltonienne . . . . . . . . . . . . . . . . . . . . . . . . 52
2.3.3 Le mécanisme de Vainshtein . . . . . . . . . . . . . . . . . . . . . 56
2.4 Limite de découplage . . . . . . . . . . . . . . . . . . . . . . . . . 60
2.4.1 Introduction au mécanisme de Stückelberg : le champ de Proca . 60
2.4.2 Le mécanisme de Stückelberg pour la gravité massive . . . . . . 61
2.4.3 La normalisation canonique et la limite de découplage . . . . . . 64
2.4.4 Le mécanisme de Vainshtein dans la limite de découplage . . . . 65
2.4.5 Du fantôme caché dans les dérivées d’ordre supérieur . . . . . . . 66
2.5 De la limite de découplage au cas général . . . . . . . . . . . . . 68
2.5.1 Intervalle de validité de la limite de découplage . . . . . . . . . . 68
2.5.2 Vers une solution globale de la gravité massive . . . . . . . . . . 69
Dans ce chapitre, nous allons introduire une classe de modèles qui a joué un rôle
particulièrement important dans ce travail de thèse : les théories de gravité massive. Après
avoir présenté les motivations qui sous-tendent l’étude de ces modèles, nous définirons
ce que l’on entend par gravité massive, à l’ordre quadratique dans l’action puis dans un
cas plus général. Nous étudierons ensuite une limite particulière de la théorie, appelée
limite de découplage, qui nous permettra de nous concentrer sur les non-linéarités les plus
importantes à basse énergie. Nous finirons enfin ce chapitre en expliquant comment utiliser
les résultats de la limite de découplage de la gravité massive pour progresser dans l’étude
de la théorie complète, où toutes les interactions sont incluses.
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2.1 Motivations
Avant de définir par des équations ce que l’on entend par gravité massive, nous vou-
drions donner au lecteur un aperçu des enjeux qui motivent l’étude de tels modèles de
gravité modifiée, dans lesquels le graviton possède une masse.
2.1.1 Motivation “naïve” : le graviton peut-il avoir une masse ?
La théorie de la Relativité Générale (RG) décrit l’interaction gravitationnelle à l’aide
d’une particule de spin 2 sans masse : le graviton1. C’est ce caractère sans masse du graviton
qui explique que le potentiel gravitationnel soit de portée infinie
V (r) ∝ 1
r
. (2.1)
Dans le cadre de la RG, l’absence de masse du graviton est la conséquence de l’invariance
par changements de coordonnées (on dit également par difféomorphismes) de la théorie ;
il est cependant naturel de se demander dans quelle mesure il est nécessaire d’un point
de vue expérimental que le graviton soit de masse strictement nulle. Cette question, qui
porte sur les principes de base de la théorie, constitue une motivation “fondamentale” pour
l’étude des théories de gravité massive.
On peut ici dresser un parallèle avec les théories de spin 1. La plus simple de ces théories
est l’électromagnétisme, dont la particule médiatrice est une particule de spin 1, sans
masse : le photon. Là encore, en raison de la masse nulle du photon, le potentiel classique
est de portée infinie, semblable au potentiel Newtonien (2.1) de la gravité. Cependant,
d’un point de vue phénoménologique, il n’y a pas de raison que le photon soit de masse
strictement nulle : à condition que sa masse soit suffisamment petite, un photon massif
(également appelé champ de Proca) est tout à fait viable [5, 13, 70, 135, 181, 227]. Cela
est dû au fait que l’électromagnétisme standard peut être obtenu comme la limite continue
m → 0 d’un continuum de théories où le boson médiateur est un photon massif de masse
m. D’un point de vue classique, le potentiel gravitationnel créé par un photon massif n’est
plus de portée infinie mais prend la forme d’un potentiel de Yukawa




Lorsque m → 0, le potentiel créé par le photon massif tend continûment vers le potentiel
Newtonien. D’un point de vue quantique, le vecteur abélien massif possède trois degrés
de liberté. Deux de ces degrés de liberté correspondent aux hélicités ±1, tandis que le
troisième correspond à la polarisation longitudinale du vecteur massif. On peut montrer
[159] que lorsque la masse du vecteur tend vers zéro, le mode longitudinal n’est plus cou-
plé aux autres champs, et ne joue donc aucun rôle. Ainsi, non seulement l’action, mais
également les équations du mouvement et toutes les observables (classiques et quantiques)
1La notion de graviton provient des équations du mouvement linéaires pour la perturbation de la
métrique hµν autour de la métrique de Minkowski ; ces équations sont schématiquement de la forme hµν =
0, c’est-à-dire des équation de propagation, sans terme de masse. Par analogie avec les particules du modèle
standard, le champ hµν qui se propage est appelé graviton. La théorie non-linéaire qu’est la RG peut alors
être vue comme la seule complétion non-linéaire cohérente de la théorie de graviton libre, lorsque celui-ci est
couplé à une source [103, 260] (voir également [216] pour une approche comparable de la gravité massive).
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tendent continûment vers le cas m = 0. C’est pourquoi un photon de masse très faible
est essentiellement indifférenciable d’un photon de masse nulle, et reste donc acceptable
expérimentalement.
La situation est plus compliquée pour les théories non-abéliennes d’une particule de
spin 1 (théories de Yang-Mills (YM)). À l’ordre des arbres, le résultat est similaire au cas
du photon : les observables impliquant un champ de YM massif tendent continûment vers
celle d’un champ de YM sans masse. Ceci n’est plus vrai lorsque les corrections quantiques
sont prises en compte. Un calcul à une boucle permet ainsi de montrer [270] que le pro-
pagateur du vecteur de YM massif ne tend pas vers celui du vecteur sans masse ; ceci est
dû au fait que la polarisation longitudinale peut jouer un rôle au sein des boucles, et ne se
trouve donc pas complètement découplée des autres champs lorsque m→ 0.
Après cette rapide présentation des champs de spin 1, il semble naturel de se demander
ce qu’il en est dans le cas du graviton. Il se trouve que la différence entre les théories sans
masse et massive est encore plus marquée. En effet, comme nous le verrons en détail par la
suite, au niveau linéaire tout au moins, le graviton sans masse de la RG ne peut en aucune
façon être vu comme la limite continue d’une famille de gravitons massifs dont la masse
tend vers 0, et ce dès la théorie classique. Cette discontinuité, dite discontinuité de van
Dam Veltman Zakharov (vDVZ), rend la gravité massive linéarisée non viable d’un point de
vue expérimental. Nous laissons pour la suite la discussion détaillée de cette discontinuité
de vDVZ et du mécanisme de Vainshtein censé résoudre le problème. Nous nous contentons
pour l’instant d’insister sur le fait que l’étude du graviton massif s’inscrit dans un cadre
plus général qui consiste à essayer de décrire d’une façon cohérente des particules massives
de spin 0, 1, 2 ou plus, et de comprendre comment ces théories sont reliées aux cas de
masse nulle. Comme nous l’avons vu, pour les spins s 6 1, les théories massives tendent
continûment vers les théories de masse nulle tandis que la situation est plus compliquée
pour le graviton et pour les particules de spin plus grand, ce qui motive une étude plus
approfondie de ces questions. Nous nous concentrerons dans cette thèse au cas s = 2, c’est
à dire au graviton, mais il est à noter que l’étude des représentations massives et de masse
nulle des théories dites de “spins élevés” (s > 2) est un domaine de recherche très actif
(pour plus de détails, on pourra se reporter aux revues [37, 255] ; en ce qui concerne la
discontinuité de vDVZ, on consultera avec profit les articles [124, 125]).
2.1.2 Modèles branaires et modifications de la gravité dans l’infrarouge
Au-delà des motivations “fondamentales” évoquées dans la section précédente, les théo-
ries de gravité massive ont fait l’objet d’une attention renouvelée depuis une dizaine d’an-
nées, en raison du rôle important qu’elles jouent dans le cadre des théories branaires de la
gravité. Dans ces théories, notre monde est une hypersurface de dimension 4, appelée brane,
plongée dans un espace plus grand, le bulk, de dimension au moins 5. La possibilité que
notre espace comporte plus de 4 dimensions était bien entendu connue depuis longtemps,
notamment en théorie des cordes. Cependant, il s’agissait généralement de dimensions
supplémentaires compactes et de petite taille ; dans ce cas, à basse énergie, le graviton
apparaît comme étant sans masse. La nouveauté introduite par les mondes branaires a
consisté à considérer des dimensions de grande taille, voire de taille infinie. Bien sûr, dans
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ces modèles, les champs du modèle standard doivent être confinés sur la brane pour sa-
tisfaire d’évidentes contraintes phénoménologiques, et de ce fait restent 4-dimensionels.
La gravité, quant à elle, “voit” les dimensions supplémentaires, et se comporte comme un
graviton à 5 dimensions. Vue de la brane, la gravité peut être décrite, dans certains cas
du moins, par la théorie d’un graviton massif, ou plus précisément par une résonance de
gravitons massifs.
Décomposition de Kaluza-Klein
Pour comprendre plus en détail pourquoi la présence de dimensions spatiales supplé-
mentaires s’accompagne de gravitons massifs dans certains cas et pas dans d’autres, il nous
faut introduire le concept de modes de Kaluza-Klein (KK). Considérons dans un premier
temps le cas d’une dimension supplémentaire compacte circulaire, de taille L. Appelons
xµ les 4 coordonnées de l’espace usuel, et y la coordonnée de la dimension supplémentaire.
Soit φ un champ scalaire à 5 dimensions, satisfaisant l’équation de Klein-Gordon (KG)
sans masse
5 φ(x
µ; y) = 0, (2.3)
avec la convention 5 ≡ 4 + ∂2y = −∂2t + ∂2x + ∂2y + ∂2z + ∂2y . La condition de circularité
de la dimension supplémentaire se traduit alors par la périodicité de φ
φ(xµ; y + L) = φ(xµ; y), (2.4)
















µ) = 0. (2.6)
D’un point de vue 4-dimensionnel, la présence d’une dimension supplémentaire se traduit
donc par une “tour” de modes massifs2, de masses m = 2nπ/L.
Il faut noter qu’il y a toujours un mode zéro, de masse nulle (n = 0) ; si la dimen-
sion supplémentaire est suffisamment petite, la masse 2π/L des premiers modes massifs
(n = ±1) est beaucoup plus grande que les échelles d’énergie que l’on peut tester expéri-
mentalement : le seul mode observable est alors le mode zéro, qui est sans masse. Si l’on
suppose que les particules du modèle standard (MS) peuvent se propager dans les dimen-
sions supplémentaires, cela implique donc que la taille typique L de ces dimensions doit
être telle que
L≪ 10−16 m, (2.7)
si l’on considère que le modèle standard a été bien testé jusqu’à l’échelle d’énergie du
TeV. Nous verrons à la Section 8.1.1 que la gravité n’est quant à elle testée qu’à par-
tir de l’échelle macroscopique du dixième de millimètre. Cela veut donc dire qu’il n’est
2Nous traduisons ici littéralement l’expression anglaise “tower of massive modes”.
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pas possible d’observer, à l’aide d’expériences gravitationnelles, la présence de dimensions
supplémentaires dans lesquelles les particules du MS pourraient se propager, car ces dimen-
sions sont beaucoup trop petites. Si l’on veut modifier la gravité d’une façon observable à
l’échelle macroscopique, il est donc nécessaire de considérer des modèles branaires, dont les
dimensions supplémentaires sont de grande taille, voire infinies, et dans lesquels les champs
du modèle standard sont confinés sur la brane.
Modèles branaires dominés dans l’infrarouge par un mode zéro sans masse
En 1998, N. Arkani-Hamed, S. Dimopoulos et G. Dvali (ADD) [19, 20] ont proposé3
un modèle branaire dont les n dimensions supplémentaires sont compactes mais de grande
taille, exploitant ainsi le fait que la gravité n’est pour l’instant testée qu’à partir du dixième
de millimètre (cf. Section 8.1.1), c’est-à-dire à des échelles de longueurs bien plus impor-
tantes que celles explorées par les accélérateurs de particules. Dans ce modèle, à des dis-
tances plus grandes que le rayon R des dimensions supplémentaires, seul le mode de KK
sans masse joue un rôle : la gravité est quasiment 4-dimensionnelle. À l’inverse, pour des
très courtes distances, de nombreux modes de KK entrent en jeu, et la gravité est (4+n)D.
Le rayon R qui est l’échelle à laquelle la gravité passe de 4D à (4+n)D est choisi de l’ordre
du dixième de millimètre, de façon à satisfaire les contraintes expérimentales sur la force
gravitationnelle (voir [7] pour une revue des tests expérimentaux de la loi en 1/r2 de la
force gravitationnelle à petite distance, et [231] pour des résultats récents). La motivation
principale de ce modèle est qu’il offre une possibilité de résoudre le problème de la hié-
rarchie, qui consiste à se demander pourquoi l’échelle MP de la gravitation est si grande
comparée à l’échelle électro-faible. En effet, si l’on calcule dans le modèle ADD [19] la force
gravitationnelle entre deux masses ponctuelles séparées par une distance r ≫ R, il apparaît
que la masse de Planck effective à 4D, MP , est reliée à la masse de Planck “fondamentale”
MP (4+n) de la théorie à (4 + n) dimensions par
M2P ∼ Rn ×Mn+2P (4+n). (2.8)
Cela permet d’avoir une échelle fondamentale pour la gravité de l’ordre de l’échelle électro-
faible MP (4+n) ∼ TeV tout en gardant une échelle de Planck effective à 4D de l’ordre de
1019GeV. Il se trouve que pour n = 2, si l’on veut que MP (4+n) ∼ TeV, R doit être de
l’ordre de 0.1 mm. Que l’échelle R soit à la portée des expériences rend le modèle très
intéressant d’un point de vue phénoménologique.
Au lieu de considérer des dimensions supplémentaires compactes, L. Randall and R.
Sundrum (RS) [219, 220] ont proposé en 1999 deux modèles branaires comportant une
dimension supplémentaire infinie et dans lesquels le bulk est un espace anti-de Sitter (AdS)
à 5D, de courbure Λ < 0. Dans le cas d’une brane sans matière, on trouve que l’élément
de distance du bulk s’écrit
ds2 = e−2|y|/ℓηµνdxµdxν + dy2, où Λ = −6ℓ−2. (2.9)
La compactification est remplacée ici par le facteur e−2|y|/ℓ, c’est-à-dire par la structure
AdS du bulk, qui fait que même si y varie de −∞ à +∞, le volume à 5D reste fini. La
3Voir également [16] pour une possible inclusion de ce modèle au sein de la théorie des cordes.
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décomposition en mode de KK [130] est bien entendu différente de celle que nous avons pré-
sentée dans le cas d’une dimension compacte, puisque dans le cas d’une dimension infinie,
la somme de l’Eq. (2.5) est remplacée par une intégrale, et que des modes zéro additionnels
peuvent être présents. C’est précisément le cas du modèle RS, dans lequel la gravitation est
portée par un mode sans masse normalisable qui domine à basse énergie, et un continuum
de modes massifs qui traduisent les corrections dues à la dimension supplémentaire.
Nous avons donc vu que dans les modèles branaires ADD et RS, la gravité est très
proche de la RG à basse énergie, du fait de la présence d’un mode zéro dominant. Il
apparaît donc que pour avoir une gravité proprement massive, il ne faut pas que le spectre
du graviton soit dominé par un mode zéro sans masse. C’est précisément le cas du le modèle
“DGP” vers lequel nous nous tournons à présent.
Gravité induite : le modèle DGP
Le modèle branaire DGP [111], proposé en 2000 par G. Dvali, G. Gabadadze and M.
Porrati, est un modèle branaire de gravité à 5D, la 5ème dimension étant infinie et le bulk
plat ; la particularité du modèle tient à la présence dans l’action, en plus du terme de










gR+ Smatière , (2.10)
où M(5) est la masse de Planck à 5D et MP la masse de Planck à 4D. Les coordonnées
en majuscules sont utilisées pour les coordonnées à 5D, tandis que les minuscules, ainsi
que les indices grecs, sont réservées pour l’espace à 4D ; la coordonnée de la dimension
supplémentaire est notée y, et il est supposé que la brane est située en y = 0. La métrique
à 5D est notée GAB, et le scalaire de Ricci associé R(5) ; la métrique à 4D induite sur la
brane est notée gµν(x), et le scalaire de Ricci associé R. Enfin, le bulk est supposé vide, à
part sur la brane où est localisée la matière. La présence des deux termes de gravités, à 4
et 5D, permet d’avoir une intéressante transition entre un régime de type 4-dimensionnel
à courtes distances, où le potentiel gravitationnel ressemble au potentiel Newtonien
V (r) ∼ 1
r
, (2.11)
et un régime 5-dimensionnel à grandes distances dans lequel
V (r) ∼ 1
r2
. (2.12)






4Un tel terme est compatible avec les symétries non brisées par la présence de la brane, et peut donc
être éventuellement généré par des corrections quantiques à l’action 5D, menant à l’action effective (2.10).
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qui sera généralement prise de l’ordre du rayon de Hubble : rc ∼ c/H0. La phénoménologie
et la cosmologie de ce modèle se sont révélées très riches [92, 93, 95, 109, 110, 180, 186,
187, 189]. En particulier, on peut montrer [92] que l’équivalent de l’équation cosmologique








où ǫ ≡ ±1, G ≡ 1/(8πM2P ) et ρb est la densité de matière sur la brane. Pour ǫ = 1,
l’évolution de l’univers ressemble à celle d’un modèle ΛCDM : après une phase durant
laquelle H2 ∼ 8πG3 ρb (ère de matière), l’univers rentre dans une phase dominée par un
terme constant H ∼ Hauto ≡ 1/rc (ère d’accélération dominée par une constante cosmo-
logique). La présence de cette solution cosmologique auto-accélératrice permet d’envisa-
ger d’expliquer l’accélération de l’univers observée actuellement sans avoir recours à une
constante cosmologique ou à une mystérieuse énergie noire. Cependant, des questions de-
meurent sur la validité de cette solution, liées à l’existence d’un cutoff à basse énergie
[64, 98, 136, 138, 178, 179, 188].
Pour comprendre la relation entre le modèle DGP et la gravité massive, il s’agit de
procéder à une décomposition spectrale du graviton, et de voir dans quelle mesure les
modes massifs jouent un rôle prépondérant. Pour cela, on peut par exemple utiliser une
décomposition de Källen-Lehmann ou de KK du propagateur dans l’espace de Fourier à 4D.
Si l’on met de côté pour des raisons de simplicité sa structure tensorielle, ce propagateur
s’écrit [111] pour une brane située en y = 0
GR(p, y = 0) =
1
p2 + 2r−1c p
, (2.15)
où p est la norme de l’impulsion à 4D ; pour de petites distances r ≪ rc (c’est-à-dire pour
de grandes impulsions p ≫ 1/rc), le propagateur est celui d’un graviton sans masse à
4D : GR ∼ 1/p2, tandis qu’à grandes distances r ≫ rc (c’est-à-dire pour des impulsions
IR p ≪ 1/rc), le propagateur est celui d’un graviton sans masse à 5D : GR ∼ rc/p. La
décomposition en modes de KK s’écrit











Contrairement aux autres modèles précédemment évoqués (ADD et RS), il n’y a pas ici de
mode zéro sans masse qui dominerait à basse énergie : vue de la brane, la gravité est décrite
par une résonance de gravitons massifs. Ainsi, si l’on veut comprendre en détails le modèle
DGP, il est important de bien comprendre comment chaque mode massif se comporte. En
particulier, la discontinuité de vDVZ est également présente dans le modèle DGP, pour les
mêmes raisons que dans les théories de gravité massive, et on peut espérer qu’étudier la
validité du mécanisme de Vainshtein dans le cadre de la gravité massive sera utile pour
l’étude du même mécanisme dans le modèle DGP5.
5Il convient cependant de ne tirer de conclusion de l’étude de chaque mode massif qu’avec précaution :
la sommation infinie de modes massifs peut changer radicalement certaines propriétés [107, 108]. Ainsi,
il est bien connu que chaque graviton massif contient un degré de liberté fantomal à l’ordre non-linéaire,
alors que le graviton du modèle DGP en est dépourvu.
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2.2 Le graviton massif libre
Nous souhaitons à présent donner une définition plus précise de la gravité massive.
Pour ce faire, nous allons d’abord nous pencher vers ce que serait une possible théorie d’un
graviton massif libre ; nous allons alors montrer que la théorie à l’ordre quadratique dans
l’action (graviton libre) est unique, et que le terme de masse a une forme spécifique, dite de
Pauli-Fierz. Nous verrons ensuite que cette théorie mène à des observables incompatibles
avec l’expérience, même si la masse m du graviton tend vers 0 : c’est la discontinuité de
van Dam-Veltman-Zakharov (vDVZ).
2.2.1 Action du graviton massif à l’ordre quadratique
Essayons d’écrire ce que serait l’action d’un graviton massif libre. Ce dernier est décrit
par un tenseur symétrique à deux indices hµν qui peut être vu comme une perturbation
autour d’une métrique de fond fµν que nous considérerons dans la plupart des cas comme
étant plate6 ; dans cette section, nous allons de plus supposer que fµν est exactement la
métrique de Minkowski : fµν = ηµν . Nous ferons également l’hypothèse que la théorie ne
brise pas l’invariance de Lorentz, ni explicitement, ni spontanément, bien que de telles
théories aient été étudiées dans la littérature [18, 106, 250, 251, 275] (voir également [226]
pour une revue).
Il nous faut tout d’abord un terme cinétique ; il s’agit du terme cinétique d’une particule
de spin 2 (avec ou sans masse) et on peut montrer [271] qu’il correspond à l’action de la
RG à l’ordre quadratique. Le terme de masse doit quant à lui être un scalaire formé à
partir de hµν et fµν , sans dérivée et quadratique en h. Seuls deux termes sont possibles :
hµνh
µν et h2, où les indices sont montés à l’aide de la métrique f et où h ≡ hµµ est la trace
du graviton. Enfin, on supposera un couplage linéaire à la matière. L’action du graviton
































où γ est pour l’instant un paramètre arbitraire. On obtient facilement les équations du
mouvement suivantes :
−hµν+hλµ,λµ+hλν,λν−ηµν hκλ,κλ−h,µν+ηµν h+m2 (hµν − γηµν h) = 16πG Tµν , (2.18)
où l’on rappelle que 8πG ≡M−2P . La divergence de l’équation (2.18) mène à la relation
h,νµν = γh,µ +
16πG
m2
T ,νµν . (2.19)
On peut ensuite prendre la trace de l’Eq. (2.18), et utiliser l’Eq. (2.19) pour obtenir








6Il est important de noter qu’une telle métrique de fond fµν est indispensable [49]. En effet, dans le cas
des spins 0 ou 1, les particules sont décrites comme des excitations autour du vide. Dans le cas du spin 2, le
“vide” n’existe pas (au sens où le tenseur nul n’est pas une métrique acceptable) : il est donc nécessaire de
se munir d’une métrique de fond fµν , autour de laquelle on considérera l’évolution de perturbations hµν .
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On peut de plus supposer que le tenseur énergie-impulsion de la source est conservé par
rapport à la métrique ηµν , ce qui est nécessairement le cas si l’on demande que l’action
de la matière Smatière soit invariante par changement de coordonnées ; ceci implique que
T ,νµν = 0 et les deux équations précédentes se simplifient en
h,νµν = γh,µ, (2.21)
2(1− γ)h+m2(1− 4γ)h = 16πGT. (2.22)
Deux cas se distinguent très clairement : γ 6= 1 et γ = 1.
2.2.2 Choix du terme de masse
Pour γ 6= 1, en utilisant les équations (2.21) et (2.22) pour simplifier les équations































2(1− γ) . (2.24)
On peut montrer qu’il se propage 6 degrés de liberté : 2 modes scalaires (hélicité 0), 1
mode vectoriel (hélicité ±1 − qui correspond à deux degrés de liberté), et à un mode
tensoriel (hélicité ±2 − qui correspond également à deux degrés de liberté) ; les quatre
autres degrés de liberté (deux scalaires et un vecteur) qui sont a priori contenus dans le
tenseur symétrique hµν ne se propagent pas, à cause des contraintes (2.21). Si l’on calcule
l’amplitude entre deux sources conservées Tµν et T ′αβ , on obtient



























ce qui permet de voir que l’amplitude (2.25) tend continûment vers l’amplitude (2.26)
lorsque m→ 0 : les deux degrés de libertés scalaires s’annulent l’un l’autre, et seul le mode
tensoriel reste, semblable à celui de la RG7. Malheureusement, si ces deux modes scalaires
peuvent se compenser, c’est parce que l’un des deux est en fait un fantôme. On peut en











7Les modes vectoriels, ne jouent quant à eux pas de rôle, car il ne peuvent pas interagir avec des sources
conservées.
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dans l’équation (2.23) signale la présence d’un fantôme, car son signe est opposé aux signes
des autres termes (ce qui correspond au fait que terme cinétique d’un fantôme a un signe
opposé au terme cinétique canonique). La présence de ce fantôme rend tout terme de masse
avec γ 6= 1 non physique, et si nous voulons construire une théorie satisfaisante, il nous
faut donc nous tourner vers le cas γ = 1.
Pour γ = 1, l’équation (2.22) est une équation de contrainte (i.e. sans terme de propa-




Cette contrainte vient s’ajouter aux quatre contraintes issues de l’Eq. (2.21), ne laissant
se propager que 5 degrés de liberté. En particulier, en présence d’une source conservée, le




















où il apparaît qu’il n’y a plus de degré de liberté fantomal8. Ce terme de masse avec γ = 1
est appelé terme de Pauli-Fierz (PF) [121, 123], et constitue donc la seule combinaison des
deux termes h2µν et h
2 qui assure qu’il n’y ait pas de fantôme à l’ordre linéaire ; dorénavant,
nous nous concentrerons sur cette forme du terme de masse.
2.2.3 Propagateur et discontinuité de vDVZ
Afin de comprendre en détail la nature des degrés de liberté dans le cas de PF, il est
intéressant de déterminer le propagateur du graviton massif. Pour ce faire, on utilise les


































Si l’on définit le propagateur massif par
hµν(p) = D
(m),αβ













































8Dans ce mémoire, nous traduirons l’expression anglaise ghost-like par fantomal.
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La première ligne correspond à l’hélicité ±2, la seconde à l’hélicité±1 et la dernière au mode
scalaire, ce qui fait un total de 5 degrés de liberté. On peut ensuite calculer l’amplitude
entre deux sources conservées :





















L’interprétation de l’expression précédente est claire : en plus du mode tensoriel dont la
contribution est la même qu’en RG, un degré de liberté supplémentaire est échangé : un
mode scalaire qui couple à la trace des tenseurs énergie-impulsion. Le mode vectoriel ne
joue quant à lui pas de rôle car il n’est pas couplé aux sources conservées. Le degré de
liberté scalaire additionnel ne découple pas dans la limite m→ 0 : l’interaction entre deux
sources ne tend pas vers l’interaction de la RG, aussi petite la masse du graviton soit-elle.
Il s’agit de la discontinuité de van Dam-Veltman-Zakharov (vDVZ) [270, 292].
Cette discontinuité a des conséquences très importantes. Ainsi, si l’on calcule le po-
tentiel gravitationnel entre deux sources ponctuelles statiques M1 et M2 séparées d’une










Le facteur 4/3, qui reste présent même dans la limite m → 0, est la conséquence de






de façon à absorber ce facteur et à obtenir le potentiel gravitationnel Newtonien. Cepen-
dant, dans ce cas là, la déviation de la lumière autour de sources massives serait incorrecte.
En effet, le mode scalaire est couplé à la trace des tenseurs énergie-impulsion, qui est nulle
dans le cas du rayonnement. Cela signifie donc que l’expression (2.33) donne le bon résultat
pour l’interaction lumière-matière seulement pour G˜ = G. Si l’on redéfinissait la constante
de Newton comme dans (2.36), la déviation de la lumière différerait du résultat relativiste
de 25%, ce qui est en contradiction flagrante avec l’expérience.
À ce stade, il semble donc que le graviton massif ne puisse pas rendre compte d’une
façon satisfaisante des observations dans le système solaire9. Cependant, il faut se rappeler
que nous nous sommes pour l’instant penchés uniquement sur le graviton libre, c’est-à-dire
9Notons cependant que la discontinuité de vDVZ qui rend le régime linéaire incompatible avec les
observations est une particularité des modèles de gravité massive dont la métrique de fond est plate. En
effet, il est possible de montrer [145, 146, 174, 217] que lorsque la métrique de fond fµν correspond à une
métrique de de Sitter (dS) ou anti-de Sitter (AdS), la discontinuité de vDVZ n’est pas présente (notons
qu’un fantôme se propage dans le cas de de Sitter).
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que nous avons tronqué l’action à l’ordre quadratique. Il nous faut maintenant nous tourner
vers les possibles complétions non-linéaires de la théorie pour savoir si la discontinuité de
vDVZ demeure lorsque les auto-interactions du graviton sont prises en compte.
2.3 Complétion non-linéaire et conjecture de Vainshtein
Nous allons donc à présent chercher à étendre la théorie libre introduite ci-dessus, en
incluant les possibles auto-interactions du graviton. Nous verrons que la complétion du
terme cinétique peut être choisie en s’inspirant de l’action de la RG et que celle du terme
de masse peut prendre une infinité de formes, conduisant à autant de théories de gravité
massive. Une analyse hamiltonienne nous permettra ensuite de mettre en évidence l’appari-
tion d’un sixième degré de liberté fantomal à l’ordre non-linéaire. Enfin, nous présenterons
la conjecture de Vainshtein, selon laquelle les non-linéarités de la théorie permettent de
retrouver la RG au voisinage d’un corps massif.
2.3.1 Action non-linéaire de la gravité massive
À l’ordre non-linéaire, au lieu de considérer une perturbation hµν autour d’une métrique
de fond fµν , on va chercher à écrire l’action pour deux métriques en interaction : une
métrique dynamique gµν et une métrique de fond fµν , supposée fixée. Le graviton est alors
défini comme
hµν ≡ gµν − fµν . (2.37)
Nous choisirons l’action d’Einstein-Hilbert pour la métrique g comme généralisation non-
linéaire du terme cinétique de l’action (2.17), afin de retrouver l’action de la RG lorsque
le terme de masse s’annule. Le terme de masse peut quant à lui prendre une infinité de
formes, à condition qu’à l’ordre quadratique en hµν il prenne la forme du terme de masse
de PF. La matière est supposée minimalement couplée à la métrique g. Enfin, l’on souhaite
















S = SEH [g] + Sint[f, g] + Smatière [g], (2.39)
avec























√−g V (a)(g−1f). (2.41)
La forme spécifique V(a)(g, f) ≡ √−g V (a)(g−1f) du “potentiel scalaire” d’interaction
entre les deux métriques est imposé par la symétrie par difféomorphisme (2.38) : on peut
en effet montrer [85] que cette symétrie impose à la densité V (a) de ne dépendre que de la
combinaison g−1f . Deux exemples de tels potentiels, que nous retrouverons tout au long
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des prochains chapitres, ont été considérés respectivement par Boulware et Deser (BD)





















√−g hµνhστ (gµσgντ − gµνgστ ) , (2.43)
où fµν and gµν correspondent aux métriques inverses de fµν and gµν .
Remarquons qu’il peut être tentant d’ajouter à l’action (2.39) un terme cinétique
SEH [f ] et un terme de potentiel pour f . Ceci est tout à fait possible : la théorie de-
vient alors une théorie de bigravité. Ce type de théories a été bien étudié dans la littérature
[46, 47, 83, 84, 157, 158, 228], et a l’avantage de ne pas fixer a priori la métrique de fond f .
On peut alors imaginer qu’au lieu d’être choisie arbitrairement, la métrique plate corres-
pond à une solution des équations du mouvement. Dans la mesure où la dynamique de f
est gelée (par exemple si la masse de Plank associée à son terme cinétique est très grande),
on retrouve une théorie de gravité massive pour la seule métrique dynamique restante : la
métrique g. Dans cette thèse, nous ne considérerons pas plus avant les théories de bigravité,
mais il est intéressant d’avoir à l’esprit que ce que les théories que nous appelons théories
de gravité massive peuvent être vues comme provenant d’une tel modèle de bigravité où
la dynamique de l’une des métriques est gelée pour devenir la métrique de fond.








où Gµν est le tenseur d’Einstein associé à la métrique g, Tµν est le tenseur énergie-impulsion
de la matière, défini au travers de




et T (g)µν est le tenseur énergie-impulsion effectif provenant de la variation par rapport à la
métrique g du terme d’interaction Sint :





Il est à noter que l’action de la matière doit être invariante sous tout difféomorphisme
commun aux deux métriques f et g ; comme elle ne dépend que de g, cela veut dire que
l’action pour la matière est invariante sous tout changement de coordonnées. On peut alors
montrer que cela implique la conservation du tenseur énergie-impulsion associé, c’est-à-dire
que l’on a
∇µTµν = 0. (2.47)
Le tenseur d’Einstein étant lui aussi conservé en vertu des identités de Bianchi, il découle
des équations du mouvement (2.44) que
∇µT (g)µν = 0. (2.48)
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Ces quatre équations (2.48) sont des équations de contraintes, qui rendent autant de degrés
de liberté non dynamiques. Cependant, nous avions vu dans le cas linéaire qu’une cinquième
contrainte réduisait le nombre de degrés de liberté à 5, et il est naturel de se demander si
cela est toujours le cas dans la théorie non-linéaire. L’analyse des équations du mouvement
étant beaucoup plus compliquée dans le cas non-linéaire, il est utile, afin d’étudier cette
question, de se tourner vers le formalisme hamiltonien.
2.3.2 Analyse hamiltonienne
Le formalisme hamiltonien de la gravité, massive ou non, se base sur la description dite
“ADM” développée dans les années 60 par Arnowitt, Deser et Misner (voir par exemple
[25] pour une revue du formalisme ADM). Une rapide présentation du formalisme ADM
est donnée dans l’Annexe B, et nous y renvoyons le lecteur pour plus de détails et de
références ; dans cette section, nous nous contenterons de rappeler quelques définitions
qui nous permettront de mieux comprendre la dynamique des différentes composantes du
graviton.
Variables ADM
La première étape consiste à identifier les variables adaptées au formalisme hamiltonien.
Ce dernier séparant très nettement la coordonnée temporelle des coordonnées d’espace, il
est nécessaire de procéder à une décomposition dite 3 + 1 de toutes les quantités quadri-
dimensionnelle. Nous allons nous intéresser ici à la dynamique de la métrique, et nous






Ni ≡ (4)g0i , (2.50)
(3)gij ≡ (4)gij . (2.51)
La fonction N , appelée lapse en anglais, et le vecteur Ni, appelée shift, traduisent la façon
dont les trois coordonnées d’espace xi évoluent d’une surface de temps constant t à une
autre de temps t + dt. La métrique tri-dimensionnelle (3)gij correspond quant elle à la
métrique induite par gµν sur la 3-surface de temps constant t.
Décomposition 3+1
Maintenant que nous connaissons les variables à utiliser, il va s’agir d’écrire l’action
(2.39) elle-même en fonction de ces variables. Nous avons vu dans la Section 2.3.1 qu’une
infinité de complétions du terme de masse de PF peuvent être choisies. Nous nous concen-
trerons ici pour des raisons de simplicité sur le terme utilisé par Boulware et Deser [49],
mais on peut montrer [83] que les résultats que nous allons présenter restent vrais pour
toute théorie qui prend la forme de PF à l’ordre quadratique. Enfin, nous n’inclurons pas la
matière dans notre analyse hamiltonienne, car c’est avant tout la dynamique de la métrique









µσηντ − ηµνηστ ) , (2.52)
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où η est la métrique de Minkowski. Il est important de noter que nous avons écrit l’action
ci-dessus dans un système d’unités tel que MP = 1. Cette redéfinition ne change bien
entendu rien au raisonnement que nous allons présenter ; il s’agit uniquement de suivre les
notations de [104], et de travailler avec les expressions des grandeurs hamiltoniennes les plus
simples possibles. Cependant, afin d’éviter toute confusion, nous noterons avec une barre
supérieure S¯ toutes les actions dans le système d’unités tel que MP = 1. La décomposition
3+1 de l’action (2.52) permet d’exprimer cette dernière en fonction des variables ADM et
















où les πij sont les impulsions conjuguées à la 3-métrique11 gij , etR0(gkl, πmn) etRi(gkl, πmn)
sont les contraintes de la RG, générées par les champs N et Ni ; leur expressions sont
données dans l’Annexe B, Eq. (B.103) et Eq. (B.104). Notons la présence de termes cu-
biques dans l’action (2.53) alors que l’action de départ (2.52) est quadratique. Cela est
dû au fait que le terme h00 est relié non linéairement aux variables ADM, au travers de
h00 = −(1−N2 +NkgklNl), comme on peut le voir à l’équation (B.95).
Analyse à l’ordre quadratique dans l’action
Dans un premier temps, nous voudrions utiliser l’action (2.53) pour retrouver le fait
qu’à l’ordre le plus bas, i.e. quadratique dans l’action, seuls 5 degrés de liberté se propagent.
Pour ce faire, introduisons la variable
n ≡ N − 1 = −1
2
h00 (2.54)
et supposons que les champs n, Ni et hij sont très petits devant 1 ; on obtient alors à partir















où R0(lin) et R
i
(lin) sont respectivement les parties linéaires de R
0 et Ri, et R0(quad) la partie
quadratique de R0. On remarque tout d’abord que les impulsions conjuguées à n et Ni sont
nulles. Dans le langage hamiltonien, on dit que le système possède les contraintes primaires
Φ0 ≡ πn = 0 , Φi ≡ πNi = 0. (2.56)
10Nous renvoyons de nouveau le lecteur à l’Annexe B, et plus précisément aux Sections B.5 et B.6, pour
plus de détails sur la décomposition 3+1 de l’action d’Einstein-Hilbert et du terme de masse de BD.
11À partir de maintenant, et ce jusqu’à la fin de cette section consacrée au formalisme hamiltonien, la
3-métrique (3)gij sera simplement notée gij , et sa métrique inverse gij .
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Cela signifie que les champs n et Ni ne sont pas des champs dynamiques. Si l’on varie
l’action (2.55) en fonction de n et Ni, on obtient les contraintes secondaires
Φ4 ≡ R0(lin) −m2hii = 0, (2.57)
Φ4+i ≡ Ri(lin) −m2Ni = 0. (2.58)
Le point déterminant, relevé par Boulware et Deser dans [49], est que le champ n, contrai-
rement à Ni dont la valeur est fixée par l’Eq. (2.58), n’est pas determiné par la contrainte
(2.57). On voit en effet que n apparaît dans l’action (2.55) comme un multiplicateur de
Lagrange, qui impose une nouvelle contrainte sur les autres champs. En calculant R0(lin),
on trouve que cette contrainte s’écrit
Φ4 = ∂i∂ih− ∂i∂jhij −m2hii. (2.59)
On peut continuer le calcul de la chaîne des contraintes (cf. Section B.6.2) ; on obtient alors
10 contraintes hamiltoniennes, chacune d’elle déterminant un degré de liberté hamiltonien.
Comme deux degrés de libertés hamiltoniens correspondent à un degré de liberté lagran-
gien, ces 10 contraintes fixent 5 degrés de liberté lagrangiens : le graviton massif libre ne
possède donc que 5 degrés de liberté. On retrouve là le résultat que nous avions obtenu à
la Section 2.2.3 au travers des équations du mouvement. On peut maintenant se demander
ce qu’il en est au-delà de l’ordre quadratique dans l’action. Pour le savoir, tournons-nous
vers le cas non-linéaire.
Analyse hamiltonienne de la théorie non-linéaire
Dans le cas non-linéaire, le statut du champ n (ou d’une façon équivalente de N)
change par rapport au cas du graviton libre. En effet, n perd son statut de multiplicateur
de Lagrange, du fait de la présence du terme cubique hiiN2 = hii(1+n)2 dans le terme de
masse de l’action (2.53). Plus précisément, alors que les contraintes primaires
Φ0 ≡ πn = 0 , Φi ≡ πNi = 0, (2.60)
sont les mêmes que précédemment, les contraintes secondaires prennent la forme de
Φ4 ≡ R0 −m2Nh = 0, (2.61)
Φ4+i ≡ Ri −m2(ηij − hkkgij)Nj = 0. (2.62)
On voit que les contraintes Φ4 et Φ4+i permettent d’exprimer à la fois Ni et N en fonction
des autres champs ; il n’y donc pas de contraintes supplémentaires sur les champs gij et
πij , et six degrés de liberté se propagent !
La prise en compte des non-linéarités dans le terme de masse entraîne donc la “résur-
rection” du sixième degré de liberté, que la forme du terme de masse de PF empêchait
de se propager. Dans le cas des termes de masse autres que PF, nous avions montré à la
Section 2.2.2 que le sixième degré de liberté (qui existait dès l’ordre quadratique) était un
fantôme. De la même façon, dans le cas de PF, le sixième degré de liberté qui apparaît à
l’ordre non-linéaire est un fantôme, comme on peut le voir en calculant l’hamiltonien qui
se révèle non borné inférieurement.
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Un hamiltonien non borné inférieurement
Nous pouvons utiliser les contraintes (2.61) et (2.62) pour exprimer N et Ni en fonction




































Cet hamiltonien n’est pas borné inférieurement ; en particulier, quand h → 0− alors que
R0 est gardé fini, on voit que le premier terme peut contribuer négativement d’une façon
arbitrairement grande, signalant par là-même la présence d’un fantôme dans le spectre.
On pourrait imaginer modifier la complétion non-linéaire du terme de masse de PF, afin
d’éviter l’apparition de ce degré de liberté non-physique ; on peut malheureusement montrer
[49, 77, 101] que la présence de ce fantôme est inévitable, quelque soit le terme de masse
considéré13.
L’existence de ce fantôme dans le spectre de la théorie non-linéaire, est un obstacle
majeur pour la gravité massive14. Dans la suite de cette thèse, nous garderons bien entendu
cette limitation importante à l’esprit : la gravité massive ne sera pas nécessairement vue
comme un modèle réaliste de l’interaction gravitationnelle, mais plutôt considérée comme
un terrain de jeux et d’expérimentations théoriques nous permettant de mieux comprendre
certains mécanismes à l’œuvre dans les théories de gravité modifiée. L’un des mécanismes
que la gravité massive peut permettre de mieux appréhender est celui que Vainshtein a
proposé en 1970 [269] selon lequel les non-linéarités de la gravité massive permettraient
de résoudre les difficultés liées à la discontinuité de vDVZ, et garantiraient de retrouver
12Il est important de noter qu’il n’est pas toujours possible d’utiliser les contraintes hamiltoniennes pour
éliminer certains degrés de liberté directement dans l’hamiltonien. Dans l’Annexe B, nous donnons dans
l’équation (B.21) une condition suffisante que doivent respecter les contraintes afin de pouvoir être résolues
directement dans l’hamiltonien. Il est facile de voir que les contraintes Φ0,..., Φ7 respectent ces conditions,
et peuvent donc être utilisées pour éliminer les champs πN , πNi , N et Ni.
13Une possibilité pour éviter cette difficulté consiste à briser l’invariance de Lorentz [275]. Nous tra-
vaillons, C. Deffayet, G. Gabadadze et moi-même sur un tel modèle, dans lequel l’invariance le Lorentz
n’est brisé qu’à l’ordre cubique dans l’action, ce qui pourrait permettre de satisfaire plus facilement aux
contraintes expérimentales sur la violation de l’invariance de Lorentz.
14Il faut cependant noter que le calcul de l’hamiltonien (2.66) est fait en toute généralité (c’est à dire que
les hij et les πij sont quelconques), et non sur la couche de masse, c’est-à-dire en utilisant des solutions des
équations du mouvement obtenues en incluant des sources de matière ; il se pourrait que les configurations
d’énergies négatives ne puissent pas être créées par des sources réalistes, auquel cas la théorie resterait
valable, en dépit de l’apparente pathologie de l’hamiltonien. Ainsi, Deffayet et Rombouts ont montré
dans l’article [101] qu’au voisinage d’une source, le mode scalaire “sain” du graviton massif et le fantôme
s’annulaient l’un l’autre, de telle sorte que la RG était retrouvée. Dans un esprit similaire, on pourrait
imaginer que lorsque l’hamiltonien est calculé à partir de solutions physiques, la contribution négative du
fantôme soit compensée systématiquement par le mode scalaire, assurant ainsi une énergie toujours bornée
inférieurement sur la couche de masse.
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la RG au voisinage des corps massifs. C’est ce mécanisme, fondamentalement non-linéaire,
que nous souhaitons introduire à présent.
2.3.3 Le mécanisme de Vainshtein
Dans son article [269], A. Vainshtein avance l’hypothèse selon laquelle les non-linéarités
de la gravité massive permettraient l’existence d’une solution à symétrie sphérique qui soit
telle qu’à proximité d’un corps massif, la gravité soit très proche de la RG, tout en diffèrant
fortement de la RG à grandes distances. Cette hypothèse se base sur deux développements
en séries, l’un à grandes distances, qui montre que les non-linéarités doivent être prises en
compte bien au-delà du rayon de Schwarzschild, et l’autre à petites distances, qui montre
que l’on peut trouver une solution proche de la RG au voisinage de la source.
Après avoir choisi un ansatz pour les deux métriques g et f , nous présenterons briève-
ment ces deux développements en séries, avant d’évoquer la question de la continuité de la
solution entre les régimes à courtes et grandes distances. Notons que nous reviendrons en
détails sur ces questions à la Section 3.3, ainsi qu’aux Chapitres 4 et 5.
Choix de la forme des métriques
Considérons une source à symétrie sphérique de masse M située en R = 0, et cherchons
à décrire le champ gravitationnel créé. Nous devons choisir un anzatz pour les métriques g
et f . La métrique physique g est choisie de la forme
gµνdx
µdxν = −eν(R)dt2 + eλ(R)dR2 +R2dΩ2, (2.67)
afin de faciliter la comparaison avec la solution de Schwarzchild. Cette dernière correspond
à ν = νGR ≡ ln(1 − RS/R) et λ = λGR ≡ −νGR, où RS ≡ 2GNM est le rayon de
Schwarzschild de la source. Pour pouvoir imposer une forme aussi simple pour la métrique
g tout en parvenant à résoudre les équations du mouvement, il est nécessaire que la métrique
de fond f , supposée plate, contienne une fonction inconnue, que nous appelerons µ ; f est
alors de la forme15
fµνdx






e−µ(R)dR2 + e−µ(R)R2dΩ2. (2.68)
Développement en séries à grandes distances
À grandes distances, on peut supposer que les métriques tendent toutes deux vers la
métrique plate en coordonnées sphériques, c’est à dire que les champs λ, ν et µ tendent
vers 0. Il est alors naturel de faire un développement perturbatif en un petit paramètre qui
encode le fait que les champs soient faibles ; on peut ainsi choisir un paramètre proportion-
nel à la constante de Newton G. On développe donc les champs en puissances de G, sous
15Nous passons volontairement rapidement sur un grand nombre de détails et d’explications quant au
choix de la forme des métriques. Nous invitons lecteur à se tourner vers les références [28, 30, 85, 96, 269]
ainsi qu’à la Section 3.1.1 de ce mémoire pour plus de précisions.
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la forme
λ = λ0 + λ1 + ...
ν = ν0 + ν1 + ...
µ = µ0 + µ1 + ... (2.69)
où λi, νi, µi sont supposés être proportionnels à Gi+1, et tels que λi+1 ≪ λi, νi+1 ≪ νi et
µi+1 ≪ µi.
La première étape consiste à linéariser les équations du mouvement (2.44), et de ré-
soudre le système ainsi obtenu, afin de trouver λ0, ν0 et µ0. Le détail de ce calcul est donné
















où C est une constante d’intégration que nous supposerons de l’ordre de l’unité. Il est
intéressant de noter que dans ce régime R≪ m−1, on a νL ∼ −2λL, et ce indépendamment
de la masse du graviton : on retrouve là la discontinuité de vDVZ dans le contexte des
solutions à symétrie sphérique.
On calcule ensuite la première correction au comportement linéaire, c’est-à-dire les
fonctions ν1, λ1 et µ1. On trouve [85, 96, 269] que dans le régime R≪ m,
















L’observation cruciale faite par Vainshtein est que les correction dûes à ν1, λ1 et µ1 de-
viennent du même ordre de grandeur que les termes dominants à une échelle qui n’est pas
l’échelle non-linéaire habituelle de la RG, à savoir RS , mais une nouvelle échelle, appelée





Cette échelle est beaucoup plus grande que RS . Par exemple, si l’on suppose que la longueur
de Compton du graviton m−1 est de l’ordre du rayon de Hubble H−10 , on trouve que pour
le Soleil, RV ∼ 1023cm. Ce rayon est beaucoup plus grand que la taille du système solaire :
la gravité massive linéarisée n’est donc pas utilisable pour l’étude le système solaire, et
la théorie ne peut donc être exclue sur la base d’observations au sein du système solaire.
Puisque le développement (2.69) n’est plus valable pour des distances R < RV , il nous
faut essayer de trouver un autre développement de la solution, adapté au voisinage de la
source.
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Développement en séries en puissances de m2
Le développement en série à petites distances que Vainshtein a proposé dans [269] est
un développement en puissances de m2. La motivation d’un tel développement est simple :
puisque l’on veut retrouver la RG à petites distances, partons de la solution de la RG,
c’est-à-dire m2 = 0, et ajoutons des corrections proportionnelles à m2n, de telle sorte que
la solution des équations du mouvement (2.44) ainsi obtenue tende continûment vers la





où les fn ne dépendent pas de m. Cette solution est clairement différente de la solution
(2.69), car elle prend en compte les non-linéarités de la théorie. Par définition, l’ordre zéro
des fonctions λ and ν est donnée par la solution de Schwarzschild


























































où les coefficients N1, L1 et M1 dépendent du terme de masse considéré. En comparant
l’ordre 0 et l’ordre 1, on voit que le développement (2.74) est valide jusqu’à R ≪ RV .
L’hypothèse selon laquelle il est possible de trouver, en tenant compte des non-linéarités
de la théorie, une solution qui tende continûment vers la RG, est ce que nous appellerons
dans la suite le mécanisme de Vainshtein.
Existe-t-il une solution globale ?
Nous venons de voir qu’il est possible de trouver des solutions sous forme de séries
à la fois loin de la source (R > RV ), et au voisinage de la source (R < RV ), comme
l’illustre la figure 2.1. Les deux régimes cessent tout deux d’être valides lorsque R ∼ RV .
Il est alors naturel de se demander s’il est possible de trouver une solution globale, qui
interpolerait entre ces deux solutions. L’existence d’une telle solution globale a été étudié
pour la première fois numériquement par Damour, Kogan et Papazoglou dans [85]. La












Fig. 2.1 – Schéma illustrant les différents régimes en fonction de la distance à la source. À
petites distances (R < RV ), il est possible de trouver une solution sous forme de série qui
tend continûment vers la RG quand m2 → 0. À grandes distances (R > RV ), la solution
de la théorie linéarisée est valide et diffère fortement de la RG.
conclusion de leur article est négative : selon [85], il ne semble pas exister de solution
globale satisfaisante, qui tende vers l’espace plat à l’infini. Cependant, au cours de ma
thèse, nous avons, E. Babichev, C. Deffayet, et moi-même (RZ), ré-éxaminé cette question,
et sommes arrivés à des conclusions opposées. Nous avons en effet pu montrer [28, 30], que
de de telles solutions globales pouvaient exister, pour certains termes de masse tout au
moins. Ces résultats seront présentés en détails aux Chapitres 4 et 5, et constituent un des
principaux résultats de mon travail de thèse.
La découverte de ces solutions, qui n’avaient pas été identifiées dans [85], a nécessité
de comprendre en détail le mécanisme de Vainshtein, c’est-à dire d’identifier quelles sont
les non-linéarités à prendre en compte, et comment ces dernières permettent de retrouver
la RG à petites distances. Pour cela, il est très utile de simplifier la théorie, en prenant
une limite particulière appelée limite de découplage qui permet de se concentrer sur les
non-linéarités les plus importantes pour le mécanisme de Vainshtein. C’est cette limite de
découplage qu’il nous faut donc introduire maintenant.
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2.4 Limite de découplage
L’idée de la limite de découplage16 (LD) a été proposée par Arkani-Hamed, Georgi et
Schwartz [21]. La première étape, avant de prendre la limite proprement dite, consiste à
séparer les différents degrés de libertés contenus dans le graviton massif à l’aide du méca-
nisme de Stückelberg. Pour ce faire, les symétries de jauge brisées par le terme de masse
de la gravité massive sont réintroduites, à l’aide de champs auxiliaires qui correspondent
aux bosons de Goldstone des symétries brisées. Une fois ces champs introduits, la limite
de découplage consiste en la limite
MP →∞,
m→ 0,
Λ ≡ (MPm4)1/5 ∼ constante,
Tµν/MP ∼ constante.
(2.80)
Nous verrons que cette limite permet de se concentrer sur le secteur scalaire du graviton :
les termes de couplages entre le scalaire et les autres degrés de libertés disparaissent, et seuls
restent certains termes d’interaction du scalaire avec lui-même. On peut alors constater
que c’est ce mode scalaire du graviton qui est responsable des non-linéarités qui deviennent
importantes à R ∼ RV . La LD permet donc de ne garder que les non-linéarités importantes
pour le mécanisme de Vainshtein.
2.4.1 Introduction au mécanisme de Stückelberg : le champ de Proca
En guise d’introduction, il est intéressant de présenter le principe du mécanisme de
Stückelberg sur un exemple plus simple que celui du graviton massif : le vecteur massif17,















Le terme de masse brise l’invariance de jauge habituelle Aµ → Aµ + ∂µΛ, et le champ
Aµ contient trois degrés de liberté : un mode vectoriel d’hélicité ±1 et un mode scalaire
longitudinal. En théorie quantiques des champ, il est bien connu qu’une telle théorie n’est
pas renormalisable, et qu’elle ne peut être valable que jusqu’à l’échelle d’énergie E ∼ m.
Au-delà, une complétion ultra-violette est nécessaire de façon à rendre la théorie renor-
malisable. Supposons que la théorie renormalisable associée soit celle d’un champ vectoriel
sans masse couplé à champ scalaire complexe (champ de Higgs), qui contient deux degrés
de liberté. L’action du champ de Higgs possède alors une symétrie U(1) ; à basse énergie
(c’est-à-dire pour E < m), cette symétrie est brisée spontanément, et la dynamique d’un
des degrés de liberté du Higgs, qui est massif, est gelée. L’autre degré de liberté du Higgs,
qui est sans masse, peut être incorporé dans le champ vectoriel, qui devient alors massif.
Si l’on néglige le rôle du mode massif du Higgs, on obtient précisément l’action (2.81). Le
16Le terme anglais est “decoupling limit”.
17Le champ vectoriel massif est également étudié d’un point de vue hamiltonien dans les Sections B.3
et B.4. Nous invitons donc le lecteur à s’y référer pour plus de détails, et pour une analyse hamiltonienne
des degrés de liberté du champ de Proca.
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mode scalaire sans masse, qui est “mangé” par le vecteur, est appelé champ Goldstone et
est associé à la symétrie brisée spontanément.
L’idée du mécanisme de Stückelberg consiste à réintroduire “explicitement” ce boson
de Goldstone, de façon à séparer dans Aµ le mode vectoriel du mode longitudinal. Pour ce











m2(Aµ − ∂µφ)(Aµ − ∂µφ)
}
, (2.82)
qui est invariante sous la transformation de jauge
Aµ → Aµ + ∂µΛ, (2.83)
φ → φ+ Λ. (2.84)
On peut bien sûr utiliser cette invariance de jauge pour fixer φ = 0 ; c’est alors la jauge
dite unitaire, qui permet de retrouver exactement l’action (2.81), montrant ainsi que les
deux actions (2.81) et (2.82) sont équivalentes. Cependant, d’autres jauges sont possibles,
et notamment une jauge que l’on pourrait qualifier de transverse ou encore de Lorentz,














On voit que les termes cinétiques du degré scalaire φ et du vecteur Aµ sont maintenant
indépendants, et on peut montrer18 que le champ Aµ ne contient plus que deux degrés de
liberté dynamiques. Le mécanisme de Stückelberg nous a donc permis de séparer explici-
tement le mode scalaire longitudinal du vecteur massif (le boson de Goldstone) des modes
transverses.
2.4.2 Le mécanisme de Stückelberg pour la gravité massive
Pour appliquer le mécanisme de Stückelberg à la gravité massive, il faut tout d’abord
comprendre quelles sont les symétries qui sont brisées par le terme de masse et qu’il s’agira
de rétablir à l’aide de bosons de Goldstone. On sait que toutes les symétries ne sont pas
brisées : la théorie est toujours invariante sous la redéfinition commune des deux métriques
fµν et gµν par changement de coordonées (2.38). Cela veut dire que si l’on veut transformer
la métrique physique g par difféomorphisme, il faut également agir sur la métrique de fond
f . Cette dernière n’a cependant rien à voir avec le monde physique, et on pourrait vouloir
que les métriques f et g soient des objets qui se transforment indépendamment l’un de
l’autre.
On pourra donc considérer que l’objet fondamental correspondant à la métrique fµν
est en fait une métrique fAB défini sur un espace M4 différent de l’espace physique m4.
La métrique fAB est alors par définition insensible aux changements de coordonnées xµ
sur m4 et se transforme comme un tenseur d’ordre 2 lorsque l’on change les coordonnées
XA deM4. Ceci dit, il faut bien que les espaces M4 et m4 soient reliés : on suppose donc
l’existence d’un isomorphisme XA(xµ) reliant les coordonnées sur M4 et m4. Il est alors
18Une telle démonstration est faite dans la Section B.4.
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B(x)fAB (X(x)) . (2.86)




de telle sorte que fµν se comporte comme un tenseur d’ordre 2 sur m4, alors que fAB
n’est pas affecté par ce changement de coordonnées sur m4. À l’inverse, on peut effectuer
le changement de coordonées XA → X ′A sur M4 : fAB se transforme alors comme un
tenseur d’ordre 2 sur M4 tandis que fµν reste inchangée.
Les champs XA(x) sont donc les champs de Stückelberg de la gravité massive : ils per-
mettent de rétablir l’invariance de la théorie par l’action de difféomorphismes indépendants
sur chacune des métriques f et g. Notre point de départ pour l’étude de la gravité massive
avec ces champs de Stückelberg sera donc l’action (2.39) où l’on remplace la métrique fµν
par son expression (2.86) en fonction de fAB. Nous supposerons de plus que la métrique
fAB est la métrique de Minkowski diag(−1, 1, 1, 1) ≡ ηAB.
D’une façon similaire au champ de Proca, on peut utiliser la nouvelle liberté introduite
par les champs XA(x) pour fixer la jauge. La jauge unitaire
XA0 (x) ≡ δAµ xµ, (2.87)
permet de retrouver la théorie initiale (2.39). On peut cependant vouloir garder la trace
de la liberté de jauge réintroduite par les champs de Stückelberg ; c’est pourquoi Arkani-
Hamed et al. ont proposé dans [21] d’introduire les “pions” πA
XA(x) = XA0 (x) + π
A(x), (2.88)
qui mesure l’écart à la jauge unitaire. On aimerait de plus effectuer une décomposition
scalaire-vecteur des pions πA en utilisant le formalisme de Stückelberg que nous avons
décrit pour le vecteur massif à la Section 2.4.1. Le problème est que le pion πA n’est pas
vraiment un vecteur (c’est à dire un tensor d’ordre 1) sur la variétéM4 : la décomposition
n’est donc pas évidente. Nous rediscutons ce point dans la Section 2.3 de l’article [30], où
nous montrons qu’une décomposition pratique des pions est donnée par
πA(x) = δAµ (A
µ(x) + ηµν∂νφ) . (2.89)
D’une façon pratique, l’introduction des pions revient à effectuer dans l’action (2.39) le
remplacement
fµν → fµν + ∂µAν + ∂νAµ + 2∂µ∂νφ
+ ∂µAσ∂νA






2.4. Limite de découplage 63
ou d’une façon équivalente à remplacer le graviton hµν ≡ gµν − fµν par
hµν → hµν − ∂µAν − ∂νAµ − 2∂µ∂νφ
− ∂µAσ∂νAσ − ∂µ∂σφ ∂ν∂σφ
− ∂νAσ∂µ∂σφ− ∂µAσ∂ν∂σφ.
(2.91)
Pour comprendre l’intérêt de la réintroduction explicite des bosons de Goldstone, uti-

































Nous observons que tandis que Aµ acquiert un terme cinétique standard, le terme cinétique
de φ est entremêlé à celui de hµν . Ceci est dû à la structure particulière du terme de masse
de PF [21]. Afin de diagonaliser le terme cinétique, on peut effectuer la redéfinition [21]
hµν = hˆµν −m2ηµνφ, (2.93)























hˆ2 − hˆµν hˆµν − FµνFµν − 4(hˆ∂A− hˆµν∂µAν)
+6m2
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Enfin, on peut fixer la jauge de façon à mettre à zéro les interaction quadratiques entre φ,
A et hˆµν . Il suffit pour cela d’ajouter à l’action un terme de fixage de jauge transverse, qui
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Les différents modes du graviton massif sont maintenant bien identifiés19 : il s’agit du
graviton hˆµν , qui contient deux degrés de liberté, du vecteur Aµ, qui est transverse et qui
en contient également 2, et enfin, du mode scalaire φ. Le mécanisme de Stückelberg nous a
donc bien permis de faire apparaître explicitement les différents modes du graviton massif.
La limite de découplage va maintenant nous permettre de nous concentrer sur le mode
scalaire.
2.4.3 La normalisation canonique et la limite de découplage
L’action diagonalisée (2.98) fait apparaître le fait que les champs ne sont pas canoni-
quement normalisés. Afin de pouvoir étudier la gravité massive en tant que théorie effective
de la gravité, nous procédons donc aux redéfinitions






On peut ensuite s’intéresser aux termes d’ordre supérieur à deux. Si l’on développe l’action
en fonction de φ˜, A˜ et h˜µν à partir de (2.91), il apparaît que φ˜ possède, sauf cas particulier,










Lorsque ce terme est présent dans l’action, on peut alors montrer [21] que ce terme est
le terme d’interaction dominant à basse énergie ; c’est donc le terme le premier terme à
étudier pour comprendre la transition entre le régime de champ faible et le régime non-
linéaire. Remarquons que si l’on interprète la théorie ainsi mise en évidence en tant que
théorie effective, l’échelle d’énergie Λ apparaît comme le cutoff de la théorie.
Afin de pouvoir se concentrer sur le secteur scalaire, et ne garder que ces non-linéarités






Dans cette limite, l’action pour φ˜ n’est plus couplée aux autres degrés de liberté, et prend





















19L’analyse Hamiltonienne effectuée dans la Section B.6.4 permet de confirmer rigoureusement la dé-
composition intuitive que l’on peut déduire de l’action (2.98).
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où α et β sont deux coefficient numériques qui peuvent être ajustés [30] en choisissant le
terme de masse Sinf [f, g]. Par exemple, le potentiel de BD (2.42) correspond à α = −β =
−1/2, tandis que le potentiel AGS (2.43) correspond au cas α = −β = 1/2. Les équations






















Les deux dernières équations (2.103) et (2.104) mettent en évidence l’avantage qu’il peut
y avoir à étudier la gravité massive dans la LD : cela permet se concentrer sur le seul
secteur scalaire et comprendre ainsi plus facilement l’origine de certaines propriétés de la
théorie. En particulier, cette limite de découplage va nous être précieuse dans l’étude de
du mécanisme de Vainshtein, comme nous allons le voir à présent.
2.4.4 Le mécanisme de Vainshtein dans la limite de découplage
Dans cette section, nous voudrions comprendre en termes simples comment fonctionne
le mécanisme de Vainshtein. Nous allons donc raisonner en ordre de grandeur, sans te-
nir compte de la structure tensorielle des expressions considérées. Nous allons également
exprimer nos résultats en fonction des champs hµν et φ, de façon à rendre plus aisée la
comparaison avec les résultats de Vainshtein que nous avons présentés à la Sec. 2.3.3.
Commençons par l’équation du mode scalaire. On peut schématiser l’équation du mou-












où nous avons simplifié la structure tensorielle et les coefficients multiplicatifs des termes









Passons maintenant au graviton. Dans la limite de découplage, l’équation du mouve-





où G˜(lin)µν est le tenseur d’Einstein linéarisé exprimé en fonction de h˜µν . Cependant, il ne
faut pas oublier que nous avons procédé à la redéfinition (2.93). Il est donc nécessaire de
faire la transformation inverse : afin de revenir aux champs initiaux, remplaçons h˜µν =
MPhµν +MPm






Nous pouvons maintenant décrire ce qui se passe dans les différents cas. Dans le régime
linéaire, on néglige le terme quadratique dans l’équation (2.106). Il n’y a plus de dérivée
d’ordre supérieur : le fantôme ne se propage pas. De plus, on voit à partir de l’Eq. (2.106)
que m2∂2φ ∼ T/M2P ; cela implique que les trois termes de l’Eq. (2.108) sont du même
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ordre : le degré de liberté φ joue un rôle similaire au graviton. Il y a donc trois degrés de
liberté qui sont responsables de l’interaction gravitationnelle au lieu des deux de la RG :
on retrouve là la cause de la discontinuité de vDVZ.
Dans le régime non-linéaire, au contraire, on suppose que le terme quadratique domine








Si l’on utilise le fait que T
M2P





c’est à dire que l’on retrouve la RG !
On peut enfin se demander à quelle échelle la transition entre les deux régimes a lieu.

















La transition a donc lieu lorsque R5 ∼ RSm−4, c’est-à-dire pour R ∼ RV . On retrouve
ainsi le rayon de Vainshtein20.
Cette analyse nous a donc permis de comprendre le principe du mécanisme de Vain-
shtein : en régime de champ faible, le mode scalaire se propage et modifie la gravité, alors
qu’en champ fort, les auto-interactions du mode scalaire créent un phénomène d’écrantage,
qui fait que le champ φ devient négligeable devant le graviton : la Relativité Générale est
alors retrouvée. Le raisonnement que nous venons de suivre est bien entendu valable dans
la limite de découplage. Il est donc légitime de se demander dans quelle mesure ce raison-
nement peut être généralisé au cas où toutes les non-linéarités sont prises en compte. Nous
aborderons cette question à la Section 2.5 ; avant cela, nous voudrions évoquer un autre
aspect des théories de gravité massive que l’action (2.103) et les équations du mouvement
(2.104) mettent en évidence : la présence d’un fantôme dans la théorie.
2.4.5 Du fantôme caché dans les dérivées d’ordre supérieur
Les équations du mouvement (2.104) contiennent des dérivées d’ordre supérieur (c’est-
à-dire des termes ∂nφ˜ avec n > 2) et on peut montrer [77] qu’il n’est pas possible de
choisir le terme de masse de façon à éviter ces termes. Or, il est bien connu que la présence
20Notons à ce titre que le rayon de Vainshtein est précisément l’échelle de distance qui est laissée fixe
par la limite de découplage (2.102).
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de telles dérivées d’ordre supérieur dans les équations du mouvement signifie la présence
d’un fantôme dans le spectre [55, 289]. On retrouve là [77, 101] le sixième degré de liberté
fantomal, que nous avions mis en évidence au travers de l’analyse hamiltonienne de la
Section 2.3.2.
Il est instructif de faire apparaître explicitement le fantôme, au moins sur un exemple
concret. Nous reprenons donc ici l’analyse faite par Deffayet et Rombouts dans [101] pour


















, avec ǫ ≡ signφ˜ (2.113)




































Il est alors évident que le champ ψ˜c est un fantôme : son terme cinétique étant d’un signe
opposé à celui de l’autre degré de liberté φ˜c.
Afin de déterminer dans quelle mesure ce fantôme peut être amené à jouer un rôle, il
faut comparer sa masse au cutoff de la théorie vue comme une théorie effective [77]. Pour
cela, on peut peut étudier les perturbations du champ φ˜ autour de la solution classique
linéaire (2.111). Appelons Φ˜(R) cette solution, et définissons la perturbation ϕ ≡ φ˜ − Φ˜.
Le lagrangien pour le champ ϕ prend la forme schématique




qui peut être réécrit, en introduisant le champ auxiliaire χ, sous la forme
L = −(∂ϕ)2 − 2(∂2Φ˜)∂χ∂ϕ− (∂2Φ˜)Λ5χ2 . (2.117)
La redéfinition ϕc = ϕ− (∂2Φ˜)χ et ψc = (∂2Φ˜)χ permet de diagonaliser le terme cinétique,
menant à









En utilisant l’expression de la solution classique Φ˜ ∼ M/(MPR), on montre [77] que la







≫ RV . (2.120)
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À des distances plus petites que Rfant, le fantôme est donc dans le spectre de la théorie.
Cependant, la présence de ce fantôme ne devient vraiment problématique que lorsque
l’énergie de la solution classique et la masse mfant deviennent du même ordre, car cela
signifie que le fantôme peut être excité. Le rayon auquel mfant ∼ Φ˜ peut être aisément
calculé, et se trouve être le rayon de Vainshtein. Cela signifie que que la gravité massive,
telle que définie à l’équation (2.39), cesse d’être valide à ce rayon, précisément lorsque le
mécanisme de Vainshtein entre en jeu.
Comme nous l’avions dit à la Section 2.3.2, la présence de ce fantôme rend la théorie
classique difficilement viable d’un point de vue physique, et nécessiterait une complétion
dans l’UV. Nous ne considérerons donc pas les modèles de gravité massive comme des
modèles réalistes de gravité, mais bien comme un cadre intéressant pour étudier en détail
la validité du mécanisme de Vainshtein. Les enseignements tirés de cette étude pourront
ensuite être utilisés pour des modèles dans lesquels le mécanisme de Vainshtein existe, sans
que cela s’accompagne de la présence de fantôme.
2.5 De la limite de découplage au cas général
Nous avons vu que la limite de découplage était définie comme une limite de la théorie,
qui permet de simplifier la structure des termes non-linéaires. Supposons que l’on puisse
obtenir une solution dans cette limite : que peut-on en déduire quant à l’existence d’une
possible solution du système complet ?
2.5.1 Intervalle de validité de la limite de découplage
Il est assez naturel de supposer qu’une solution de la LD reste une bonne approxima-
tion d’une solution du système non-linéaire sur tout intervalle sur lequel les non-linéarités
négligées dans la LD sont effectivement négligeables. Cette idée, qui peut sembler évidente,
est en fait très fructueuse. Elle donne en effet une méthode pour trouver une solution de
la gravité massive : si l’on possède une solution de la LD, il peut suffire de la déformer un
peu pour obtenir une solution du système complet.
Nous utiliserons cette propriété dans le cadre des solutions à symétrie sphérique : il est
donc intéressant pour nous d’évoquer ce cas dès à présent ; une discussion plus approfondie
de ces questions est proposée à la Section 5.1. Considérons tout d’abord la situation pour
R≫ RV . Toute solution de la LD est alors une solution de la LD linéarisée, et les champs
ont la forme asymptotique (2.111). On peut alors voir que les termes d’interactions négligés
dans la LD et qui peuvent être amenés à jouer un rôle sont les termes de masse. Si on calcule






On en conclut que la solution de la LD est valide jusqu’à R ∼ m−1. On aurait pu le même
résultat en comparant le comportement (2.70) de hµν dans le régime linéaire de la GM,
21Nous faisons ici le choix de raisonner sur les variables d’origine hµν et φ, plutôt que sur les variables
normalisées φ˜ et h˜µν . Ce choix est purement conventionnel, et le même calcul donnerait bien entendu le
même résultat avec les variables normalisées.
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et le comportement (2.111) dans le régime linéaire de la DL. Les deux comportements ne
sont comparables que pour R < m−1, notamment lorsque l’exponentielle de Yukawa ne
joue pas de rôle dans (2.70).
Pour R < RV , la situation est plus compliquée à analyser, puisqu’il nous faut connaître
la solution à l’intérieur du rayon de Vainshtein pour comparer les termes non-linéaires au
terme cubique (2.100). Il est donc encore un peu tôt dans ce mémoire pour conclure sur
cette question, et nous renvoyons une nouvelle fois le lecteur à la Section 5.1. Nous nous
contenterons ici de dire que chaque terme non-linéaire devient important à une échelle qui
lui est propre, et qui dépend à la fois du terme en question et du comportement de la
solution à l’intérieur du rayon de Vainshtein. Nous verrons qu’il existe, pour le terme de
masse AGS (2.43) une solution de la LD telle que les corrections à la LD sont négligeables
jusqu’au rayon R ∼ RS .
2.5.2 Vers une solution globale de la gravité massive
Nous avons maintenant exposé tous les éléments nécessaires à l’établissement d’une
démarche menant à la mise en évidence d’une solution globale de la gravité massive. Nous
introduirons en détail au Chapitre 3 les équations du mouvement à symétrie sphérique de
la gravité massive et les différents types de solutions sous forme de séries qu’il est possible
de déterminer, puis nous nous tournerons au Chapitre 4 vers l’étude de la gravité massive
dans la limite de découplage. Cette étude de la LD, qui suivra l’analyse développée dans
l’article [30], nous permettra de trouver une solution globale de la LD de la gravité massive.
Connaissant cette solution, il sera possible de vérifier au Chapitre 5 que les non-linéarités
négligées par la LD sont effectivement négligeables pour R appartenant à [RS ,m−1] dans
le cas d’un trou noir ou d’une étoile compacte, et pour R appartenant à [0,m−1] dans le
cas d’une source étendue. Cette solution sera donc un excellent candidat pour construire
une solution du système complet. Nous montrerons alors qu’une telle solution globale de la
gravité massive existe bien [28]. Enfin, nous pourrons utiliser notre meilleure compréhension
du mécanisme de Vainshtein, acquise au travers de la gravité massive, pour construire une
nouvelle classe de modèles de gravité, appelés modèles de k-Mouflage [27], qui modifient
la gravité à grandes distances, tout en garantissant un régime proche de la RG à courtes
distances grâce à un mécanisme similaire au mécanisme de Vainshtein pour la gravité
massive.
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Chapitre 3
Solutions à symétrie sphérique de la
gravité massive : une introduction
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La question de l’existence de solutions à symétrie sphérique de la gravité massive (GM)
a été étudiée et débattue à de nombreuses reprises dans la littérature [17, 40, 47, 49, 77, 85,
101, 157, 158, 228, 269, 270, 292]. Elle est très importante à éclaircir si l’on veut valider ou
infirmer la conjecture de Vainshtein, et plus généralement si l’on veut pouvoir construire
des modèles de gravité modifiée basés sur le mécanisme de Vainshtein. L’étude de ces
solutions à symétrie sphérique de la GM a constitué une part importante de mon travail
de thèse, et nous y reviendrons donc à de multiples reprises au cours de ce mémoire. Avant
de présenter, aux Chapitres 4 et 5, les résultats nouveaux auxquels nous sommes parvenus
[28, 29, 30], il est utile de prendre le temps d’introduire en détail les éléments nécessaires
à l’étude de ces solutions. C’est pourquoi ce chapitre est consacré au rappel des équations
à symétrie sphérique que l’on cherchera à résoudre et au résumé des principaux résultats
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obtenus précédemment dans la littérature sur le sujet1.
Dans un premier temps, nous présenterons la forme des métriques qu’il convient d’uti-
liser dans le cadre des solutions à symétrie sphérique, ainsi que les équations qu’il s’agit
d’étudier. Étant donnée la complexité de ces équations, il n’est pas réaliste de chercher
à les résoudre en toute généralité ; il est cependant possible de rechercher des solutions
sous forme de développements en séries, comme nous l’avions mentionné à la section 2.3.3.
Nous détaillerons ici la forme de ces solutions, à grandes distances puis à petites distances.
Enfin, nous évoquerons la question de l’existence d’une solution globale et mentionnerons
les aspects numériques qui peuvent rendre l’étude de ces solutions difficile.
3.1 Equations et anzatz à symétrie sphérique
Dans cette section, nous voudrions tout d’abord préciser l’anzatz que nous utiliserons
pour les métriques fµν et gµν , puis écrire les équations du mouvement de la gravité massive
correspondantes.
3.1.1 Choix de la forme des métriques
L’anzatz le plus général pour les solutions statiques à symétrie sphérique de la gravité
massive définie par l’action (2.39) s’écrit
gµνdx
µdxν = −J(r)dt2 +K(r)dr2 + L(r)r2dΩ2,
fµνdx
µdxν = −C(r)dt2 + 2D(r)dtdr +A(r)dr2 +B(r)dΩ2,
où dΩ2 est l’élément de surface sur la 2-sphère de rayon unité
dΩ2 = dθ2 + sin2 θdϕ2.
Il n’est pas possible de choisir une jauge dans laquelle les métriques soient toutes les deux
sous une forme diagonale sans restreindre a priori la classe de solutions considérées. En
effet, l’action n’étant invariante que sous les difféomorphismes (2.38) communs aux deux
métriques, si l’on redéfinit la coordonnée temporelle dt → dt + (D/C)dr pour imposer
D(r) = 0, la métrique gµν s’en trouve modifiée et n’est alors plus diagonale. Le cas où
D(r) 6= 0 a été étudié dans la littérature [39, 40, 46, 47, 85, 158, 228] et les solutions
explicites de la gravité massive sont connues dans ce cas-là.
Nous souhaitons nous concentrer ici sur le cas D(r) = 0, c’est-à-dire que nous restrein-
drons l’étude des solutions à symétrie sphérique de la GM au cas bi-diagonal, pour lequel
aucune solution analytique n’est connue. Nous supposerons de plus que la métrique de fond
fµν est plate et la métrique gµν diagonale et asymptotiquement plate. Dans ce cas, le choix
de jauge (appelé jauge “a,b,c” dans [85]) le plus simple est sans doute celui dans lequel les
métriques prennent la forme
gABdx
AdxB = −J(r)dt2 +K(r)dr2 + L(r)r2dΩ2,
fABdx
AdxB = −dt2 + dr2 + r2dΩ2. (3.1)
1Il s’agira en fait d’un peu plus que de simples rappels, puisque les résultats de la section 3.2 sont en
grande partie nouveaux, et seront présentés dans le futur article [29].
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Un changement de coordonnées évident XA(X ′)
z = r cos θ,
x = r sin θ cosϕ,
y = r sin θ sinϕ,
met la métrique fAB sous la forme canonique de Minkowski ηAB
fABdx
AdxB = −dt2 + dx2 + dy2 + dz2. (3.2)
Si l’on compare cette forme (3.2) de la métrique f avec l’expression (2.86), on voit que
cette dernière jauge correspond à la jauge unitaire que nous avions introduit à l’équation
(2.87). Dans cette jauge, toutes les fonctions inconnues font partie de la métrique gµν ;
par extension, nous qualifierons également la jauge (3.1) d’unitaire, car elle partage cette
particularité de concentrer toutes les inconnues dans la métrique g.
On peut bien entendu faire un changement de jauge2 de façon à réintroduire explicite-
ment une inconnue dans la métrique f . Un choix particulièment intéressant est celui où la
métrique physique g prend la forme usuelle de la métrique de Schwarzschild
gµνdx
µdxν = −eν(R)dt2 + eλ(R)dR2 +R2dΩ2,
fµνdx






e−µ(R)dR2 + e−µ(R)R2dΩ2, (3.3)
où le prime représente la dérivée par rapport à R. Le changement de coordonnées entre les
formes (3.1) et (3.3) est donné par
Re−µ(R)/2 = r, (3.4)









L(r) = e µ(R).
Ce choix de jauge est appelé “jauge λ, µ, ν” dans [85], ou encore “jauge de Schwarzschild”. À
ce titre, rappelons que la solution de Schwarzschild correspond à ν = νGR ≡ ln(1−RS/R)
et λ = λGR ≡ −νGR, où RS ≡ 2GM est le rayon de Schwarzschild de la source.
3.1.2 Les équations du mouvement
Considérons à présent une source statique, à symétrie sphérique et faisons l’hypothèse
que son tenseur énergie-impulsion T νµ est celui d’un fluide parfait, c’est-à-dire que
T νµ = diag(−ρ, P, P, P ).
2Selon la terminologie introduite à la section 2.4.2, un tel changement de jauge permet de réintroduire
explicitement les champs de Goldstone. Cette analogie est détaillée dans [30].
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Dans la jauge (3.3), l’équation de conservation de la matière au sein de la source prend la
forme
P ′ = −ν
′
2
(ρ+ P ). (3.5)










= m2ft(λ, ν, µ









= m2fR(λ, ν, µ
′, µ,R) + 8πG Peλ, (3.6)
où les fonctions ft et fR sont définies au travers de
ft(λ, ν, µ











à partir du tenseur T (g)µν , qui est le tenseur énergie-impulsion effectif (2.46) provenant de la
variation par rapport à la métrique du terme de masse (2.41). Pour compléter le système
d’équations, il est possible d’utiliser la seule composante non nulle des identités de Bianchi4








∇µT gµR = 0. (3.9)
À l’ordre linéaire, les fonctions ft, fR, fg sont entièrement déterminées par le terme de
Paul-Fierz (PF) et sont par conséquent indépendantes du terme de masse (à condition que



















Par contre, au-delà de l’ordre linéaire, ces fonctions dépendent du terme masse ; dans le
cas des termes de BD (2.42) et AGS (2.43), auxquels nous accorderons une importance
3Nous suivons ici les notations de [85].
4Notons qu’il serait également possible d’utiliser la composante θθ des équations d’Einstein. On peut
montrer que l’équation obtenue est équivalente à l’équation (3.9), lorsque les équations (3.5), (3.6) sont
vérifiées.
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eµ − 2eν + 3eµ+ν)R2µ′2 − 4 (eµ − 2eν + 3eµ+ν)Rµ′
− 4
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[(−eµ − 2eν + 3eµ+ν)R2µ′2 − 4 (−eµ − 2eν + 3eµ+ν)Rµ′
+ 4
(








Rµ′ − 2) {[(eµ + 4eν − 3eµ+ν)µ′2 − (eµ + 2eν − 3eµ+ν)λ′µ′
− (eµ − 2eν + 3eµ+ν) ν ′µ′ − 2 (−eµ − 2eν + 3eµ+ν)µ′′]R2
+ 2
[(−eµ − 2eν + 3eµ+ν)λ′ − 4 (eµ + 2eν − 3eµ+ν) µ′
− (eµ − 2eν + 3eµ+ν) ν ′]R+ 8(−1 + eλ) (−eµ − eν + 3eµ+ν)} . (3.12)
Les équations (3.5), (3.6) et (3.9) forment le système d’équations que nous voulons
résoudre. Cependant, résoudre un tel système n’est pas chose aisée, comme le montre
assez clairement la forme complexe des expressions (3.11) et (3.12). Au Chapitre 4, nous
verrons qu’il est possible de mieux appréhender ce système d’équation en étudiant sa
forme simplifiée dans la limite de découplage. On peut également opter pour une approche
numérique (elle-même ardue) : ce sera l’objet du Chapitre 5. Nous nous contenterons
pour l’instant d’étudier cette question en recherchant une solution sous la forme de deux
développements en séries, valable à grandes distances pour l’un, et à petites distances pour
l’autre.
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3.2 Développement en série à grandes distances
Nous avions brièvement évoqué à la section 2.3.3 le développement (2.69) en puissance
de la constante de Newton G de la solution et des équations du mouvement. Nous avions
alors mentionné le fait que les premières corrections (2.71) et (2.72) au-delà de l’ordre
linéaire (2.70) devenaient importantes, non pas à partir du rayon de Schwarzschild comme
en RG, mais pour des distances de l’ordre du rayon de Vainshtein. Nous souhaitons dans
cette section revenir plus longuement sur ce développement en puissance de G, afin d’en
donner la forme complète, et d’en discuter la convergence et l’unicité.
3.2.1 Développement sous forme de série formelle
En premier lieu, et ce afin de travailler avec des quantités sans dimension, introduisons
la variable
z = Rm ; (3.13)
pour alléger les notations, on notera encore avec un prime la dérivée par rapport à z de
toute fonction f(z). On peut alors écrire le système d’équations (3.6) et (3.9) en séparant


























où l’on a utilisé l’expression linéaire (3.10) des fonctions fi et où les fi,>2 et Gii,>2 cor-
respondent respectivement à la partie non-linéaire des fonctions fi et des composantes du
tenseur d’Einstein en coordonnées sphériques. Ces fonctions ont des dépendances en λ, ν, µ
et en z différentes :
– les fonctions ft,>2 et fR,>2 proviennent du terme de masse, et par conséquent ne
peuvent dépendre que de λ, ν, µ, zµ′. Si on les développe en puissances de λ, ν, µ et
zµ′, les fonctions ft,>2 et fR,>2 s’écrivent donc comme sommes de termes de la forme
λn1νn2µn3(zµ′)n4 ,
– les fonctions Gtt,n et GRR,n sont issues du tenseur d’Einstein, exprimé dans la jauge
(3.3). Leur expression est donnée dans les membres de gauches des équations (3.6) ;
on peut alors voir que ces fonctions s’écrivent comme des sommes de termes de la
forme λn1νn2z−2, λn1νn2ν ′z−1 ou λn1νn2λ′z−1,
– la fonction fg correspond à l’identité de Bianchi (3.9), c’est-à-dire à la dérivée du
terme de masse ; elle est donc composée de la somme de termes de type
λn1νn2µn3(zµ′)n4z−1, λn1νn2µn3(zµ′)n4µ′′, λn1νn2µn3(zµ′)n4ν ′,... .
Nous voulons rechercher une solution sous la forme d’un développement en puissance
d’un petit paramètre ǫ, que l’on supposera proportionnel à la constante de Newton G. Nous
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choisirons comme paramètre
ǫ = RS ×m. (3.15)
Les fonctions λ, ν et µ se décomposent alors selon
λ = λ0 + λ1 + ...
ν = ν0 + ν1 + ...
µ = µ0 + µ1 + ... (3.16)
où les λi, νi, µi sont supposés proportionnels à ǫi+1 et tels que λi+1 ≪ λi, νi+1 ≪ νi et
µi+1 ≪ µi.
Supposons maintenant que l’on connaisse la solution jusqu’à l’ordre n ; le système à









(λn+1 + 3µn+1 + zµ
′


















Les fonctions ft,n, fR,n, fg,n, Gtt,n et GRR,n correspondent respectivement aux termes
d’ordre ǫn+1 de ft, fR, fg, Gtt et GRR.
Dans les lignes qui vont suivre, nous voudrions montrer, par récurrence, que les fonctions




























avec les contraintes additionnelles µn,0,k>0 = λn,0,k>0 = νn,0,k>0 = 0.
Montrons tout d’abord que cette hypothèse est valide à l’ordre le plus bas, c’est-à-dire
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Il est possible d’obtenir une équation ne contenant que µ0, en éliminant λ0 et ν0 ; le système
est alors équivalent à









0 = 3z(4 + z2)µ0(z)− 6(z2 + 4)µ′0(z)− 3z(z2 + 2)µ′′0(z), (3.20)
qui a pour solution
























où seule la solution décroissante a été conservée et où K est une constante d’intégration
sans dimension, que l’on supposera de l’ordre de l’unité. On retrouve là la solution (2.70)
que nous avions donnée au Chapitre 2, et qui est bien de la forme (3.18).
Supposons maintenant que la forme (3.18) soit satisfaite par les fonctions λm, νm et












[−2z2ft,n + 2z3f ′R,n + 2z2Gtt,n − 2z3G′RR,n
−2z(2 + z2)fg,n + 4z3f ′g,n
]
, (3.23)
0 = 3z(4 + z2)µn+1(z)− 6(z2 + 4)µ′n+1(z)− 3z(z2 + 2)µ′′n+1(z)
−2z(4 + z2)ft,n + 2(2 + z2)f ′t,n − (16 + 6z2 + z4)f ′R,n − (4z + 2z3)f ′′R,n
+2z(4 + z2)Gtt,n − (4 + 2z2)G′tt,n + (16 + 6z2 + z4)G′RR,n + (4z + 2z3)G′′RR,n
+




f ′g,n − (8 + 4z2)f ′′g,n. (3.24)
Concentrons-nous dans un premier temps sur la dernière équation, qui permet de détermi-
ner µn+1. On peut regrouper les termes sous la forme
L[µn+1] = F [{µm6n, λm6n, νm6n}], (3.25)
où L représente l’opérateur différentiel linéaire
L[f ] ≡ −3z(4 + z2)f(z) + 6(z2 + 4)f ′(z) + 3z(z2 + 2)f ′′(z) (3.26)
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et où F regroupe les termes non-linéaires de l’équation (3.24), qui ne dépendent que des
termes d’ordre m 6 n. Remarquons que l’on comprend ici la nécessité d’inclure des loga-
rithmes dans le développement (3.18) : on peut en effet se rendre compte qu’il se produit,
pour f(z) = z−3, des compensations entre les différents composantes de l’opérateur linéaire,
de telle sorte que
L[z−3] ∼ z−2 6∼ z−4. (3.27)
Ces compensations n’influent par sur la forme des termes dominants des développements
(3.18), mais empêchent de trouver une solution sous forme de série de Laurent en simples
puissances de z ; inclure des logarithmes permet de contourner cette difficulté.
En ce qui concerne le développement de µn+1, compte tenu de la forme de l’équation
(3.24) et de la décomposition (3.18), on peut se convaincre que l’on peut résoudre cette










où pmax est un entier à déterminer. Afin de montrer que pmax = 3+ 5(n+ 1), il nous faut
nous concentrer sur les termes dominants de l’équation (3.25) lorsque z → 0. Le membre
de gauche de (3.25) peut être simplifié dans la limite z → 0 en
L[µn+1] ∼ −24µ′n+1 − 6zµ′′n+1, (3.29)




On peut maintenant chercher le comportement asymptotique du terme non-linéaire
F [{µm6n, λm6n, νm6n}]. En utilisant les développements (3.18), et la forme des fonctions
fi,>2 et Gii,>2 que nous avions détaillée juste au-dessous du système (3.14), on peut étudier
le terme dominant de ces fonctions. Ainsi, étant donné que
µm ∼ z−3−5m ≫ λm, νm ∼ z−1−5m pour z → 0, (3.31)
on peut voir que les fonctions ft,n et fR,n sont dominées par des monômes ne contenant
que des termes µm ou zµ′m, et sont donc de la forme
ft,n ∼ fR,n ∼ µk1µk2 ...µkj , avec
j∑
i=1





Le terme le plus divergent correspondra à j = 2, ce qui donne
ft,n ∼ fR,n ∼ z−1−5(n+1). (3.33)
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En raisonnant de même, on voit que
Gtt,n ∼ GRR,n ∼ 1
z2
νk1νk2 ...νkj , avec
j∑
i=1








µk1µk2 ...µkj , avec
j∑
i=1





En utilisant ces comportements asymptotiques pour z → 0, on trouve que
F [{µm6n, λm6n, νm6n}] ∼ 1
z4+5(n+1)
. (3.36)
Si l’on compare (3.36) à (3.30), on voit que
pmax = 3 + 5(n+ 1), (3.37)
comme attendu. Il est ensuite aisé de procéder à un raisonnement similaire pour prouver que
le comportement dominant des fonctions λn+1 et νn+1 correspond à celui du développement
(3.18). On a alors montré que le développement (3.18) était valide à l’ordre n + 1, et par
récurrence, à tout ordre.
Il est à noter que la forme de ce développement avait été esquissée dans les équations
(62) et (63) de l’article [85] ; cependant, la forme de la série proposée dans cet article [85]
était incomplète. Le développement (3.18) et la preuve que l’on vient d’exposer constituent
donc un résultat nouveau, qui sera présenté dans l’article [29].
D’un point de vue pratique, pour obtenir les coefficients µn+1,i,k à partir de µm6n, λm6n
et νm6n, il faut procéder ordre par ordre en log z et en z . Plus précisément, on utilise tout
d’abord la forme (3.18) de µm6n, λm6n et νm6n pour développer le terme non-linéaire F
en série de la forme








On effectue ensuite un développement semblable pour le terme L[µn+1], en utilisant la
forme (3.28). On ajuste ensuite les coefficients µn+1,i,k ordre par ordre en puissance de
log z, en commençant par la plus grande puissance présente. Pour chaque puissance de
log z, c’est à dire pour chaque k, on résout ordre par ordre en puissance de z, c’est-à-dire
qu’on détermine les coefficients µn+1,i,k pour i = 0...∞, en commençant par i = 0.
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On remarque la présence de deux constantes d’intégrations C(1)1 et C
(1)
2 , qui correspondent
aux solutions de l’équation homogène L[µn+1] = 0. En fait, à chaque ordre n, il est possible

























Il est important de noter que la procédure qui permet de trouver les µn+1,i,k ordre par
ordre en log z et en z ne permet pas de fixer la valeur de ces constantes ; autrement dit,
il n’est pas garanti que la solution sous forme de série obtenue ordre par ordre en log z
et en z ne contienne pas une solution homogène (3.40) en son sein ; dans ce cas la série
obtenue ne se comporte pas comme e−(n+1)z pour z ≫ 1, mais est dominée par la solution
homogène à grandes distances. Pour fixer les constantes C(n+1)1 et C
(n+1)
2 , il faut considérer
le comportement de la série obtenue ordre par ordre en log z et en z pour z →∞, ajouter
la solution homogène générale (3.40), puis choisir les constantes C(n+1)1 et C
(n+1)
2 de telle
sorte que la solution obtenue ait alors une décroissance du type µn+1 ∝ e−(n+1)z pour
z ≫ 1. Il est clair que cette procédure est très difficile, puisqu’elle requiert de calculer une
infinité de termes de la série (3.18).
3.2.2 Convergence du développement en série
Maintenant que nous avons prouvé la validité du développement (3.18) et présenté
comment en calculer les termes en pratique, il nous faut étudier sa convergence. Bien
entendu, une telle étude, pour être rigoureuse, impose de connaître la forme précise des
coefficients λn,i,k, νn,i,k et µn,i,k, ce qui n’est pas notre cas. Néanmoins, il est instructif,
dans un premier temps, de faire l’hypothèse que ces coefficients sont d’ordre 1 et qu’ils ne
jouent donc pas de rôle majeur dans la convergence des séries (3.18).
À grandes distances, ce sont les sommes sur i et k qui menacent de diverger. On voit
en effet que la série n’est a priori plus valable pour z > 1, c’est-à-dire R > m−1. Ceci
dit, d’un point de vue pratique (notamment numérique), il n’est pas vraiment nécessaire
de connaître un développement de la solution au-delà de R ∼ m−1 car la solution linéaire
(3.21) est suffisante pour approcher la solution avec une très bonne précision.
À petites distances, c’est la somme sur n qui menace de diverger lorsque z5 ∼ ǫ, c’est-
à-dire quand R ∼ RV . On retrouve là le résultat que l’on avait obtenu à la section 2.3.3 en
comparant les termes (2.71) et (2.72) d’ordre 1 et la solution linéaire (2.70).
Nous avons donc montré que le développement (3.18) est a priori valable dans l’inter-
valle RV ≪ R≪ m−1.
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Il est intéressant de prendre formellement la limite m→ 0 dans ce développement (ce
qui est équivalent à l’hypothèse R≪ m−1, ou encore z ≪ 1). Cela revient à ne garder que








La limite m → 0 correspond en fait à la limite de découplage (2.102) et nous verrons au
Chapitre 4 (voir également [30], équation (4.34)) que la solution en série à grand z dans
la LD prend en effet la forme (3.41). Cependant, nous verrons alors que cette série (3.41),
ne converge pas ; en effet, les coefficients µn,i=0,k=0 divergent trop vite et on peut en fait
montrer qu’il s’agit d’une série asymptotique. Ce type de série a la particularité que pour
tout z fixé, les premiers termes améliorent la précision de la série, et ce même si la série
diverge à grand n. Pour chaque z, il existe alors un ordre n optimal, au-delà duquel chaque
ordre supplémentaire dégrade la précision du calcul.
Dans le cas du développement (3.18), on peut montrer, en utilisant la valeur exacte des







diverge, en dépit de la présence des facteurs exponentiellement décroissants provenant du
terme de Yukawa. Bien sûr, le fait que cette sous-série diverge ne permet pas de conclure
d’une façon définitive sur la convergence de la série complète (3.18) : les sommes en jeu
dans (3.18) étant infinies, il peut juste s’agir d’une mauvaise façon de sommer les termes.
On peut cependant retenir de cette discussion que la convergence du développement (3.18)
n’est absolument pas garantie, et que toute conclusion basée sur ce développement en
tant que solution satisfaisante doit être considérée avec une certaine retenue5. Par contre,
d’un point de vue numérique, ces développements seront extrêmement précieux, et en
particulier le développement (3.41) : à condition de ne garder que les premiers ordres, ces
séries permettent en effet d’approcher la solution avec une très bonne précision.
3.2.3 Unicité de la solution loin de la source
Nous voudrions aborder un dernier point, assez subtil, au sujet des solutions de la
gravité massive à grandes distances : la question de l’unicité de la solution loin de la source.
Posons la question d’une façon précise : supposons fixé le comportement asymptotique
linéaire (3.21), et en particulier la constante d’intégration K ; supposons de plus qu’il
existe une solution sur l’intervalle [RV ,+∞[ qui possède exactement ce comportement
asymptotique linéaire : cette solution est-elle l’unique solution de la gravité massive avec
ce comportement à l’infini ? En d’autre terme, le comportement asymptotique à l’infini
est-il suffisant pour déterminer entièrement la solution ?
5Cela nous amène ainsi à questionner la démarche proposée dans [85], Sec. IV.B, qui consiste à construire
la solution de la gravité massive loin de la source à partir d’un développement (supposé implicitement
convergent) de type (3.18).
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Pour bien comprendre ce point, il est utile de rappeler ce qui se passe en Relativité
Générale (RG). La solution de Schwarzschild à l’extérieur de la source n’est déterminée
qu’à une constante d’intégration près, qui correspond à la masse de l’étoile. Pour fixer cette
constante, il faut résoudre les équations du mouvement au sein de la source, puis coller les
solutions intérieure et extérieure. À la question de savoir si le comportement asymptotique
loin de la source suffit à déterminer d’une façon unique la solution, la réponse est évidem-
ment oui : le comportement asymptotique étant juste le comportement Newtonien, le fixer
revient à fixer la masse de la source, et donc fixer entièrement la solution à l’extérieur de
l’étoile (c’est le théorème de Birkhoff) .
Dans le cadre de la gravité massive, la situation est plus compliquée. Pour une certaine
catégorie de termes de masse, dont le terme de BD (2.42) fait partie, le comportement
asymptotique permet de fixer la solution d’une façon unique. Pour d’autres termes de
masse (comme le terme AGS (2.43)) par contre, le comportement asymptotique à l’infini
ne suffit pas à fixer entièrement la solution. Ce résultat sera démontré dans la limite de
découplage au Chapitre 4, puis généralisé à la théorie complète au Chapitre 5 et à l’Annexe
C. Nous montrerons alors que pour ces termes de masse, il existe une infinité de solutions
avec le même comportement asymptotique pour R → ∞, parmi lesquelles il se révélera
possible de trouver une solution valable pour tout R, y compris au sein de la source.
3.3 Développement en série au voisinage de la source
Nous venons de voir que le développement en série (3.18) cesse d’être valable pour des
distances plus petites que le rayon de Vainshtein RV . À l’intérieur de ce rayon, il nous faut
donc trouver un autre développement en série de la solution. C’est précisément l’objet du
développement en puissances de m proposé par Vainshtein dans l’article [269] que nous
avions évoqué à la section 2.3.3. D’un point de vue mathématique, le développement des





où les fn sont des coefficients indépendants de m. Nous allons expliquer dans les lignes
qui vont suivre comment calculer ces coefficients ordre par ordre, et déterminer l’intervalle
de validité d’une telle série. Nous nous concentrerons dans cette section sur la solution à
l’extérieur de la source.
3.3.1 Ordre 0 : la Relativité Générale retrouvée
Par définition, l’ordre 0 en m des fonctions λ and ν correspond à la solution des équa-
tions du mouvement (3.6) avec m2 = 0, qui n’est autre que la solution de Schwarzschild
















La fonction µ0 est déterminée à partir de l’identité de Bianchi (3.9), où l’on a remplacé λ
















84 Solutions à symétrie sphérique de la gravité massive : une introduction
On peut chercher une solution pour µ0 sous forme de série en puissances de (RS/R) valable
loin de la source, lorsque R≫ RS . Dans ce régime, les fonctions λ0 et ν0 tendent vers 0, ce
qui signifie que le terme dominant de µ0 est obtenu en ne gardant dans l’équation (3.45)
que les termes linéaires en λ0 et ν0. De plus, si l’on fait l’hypothèse que la fonction µ0
tend également vers 0, on peut ne garder que le terme d’ordre le plus bas en µ0 dans cette
même équation. Étant donné qu’il n’y a pas de terme linéaire (cf. Eq. (3.10)), le terme
d’ordre le plus bas en µ0 est quadratique. On peut montrer (cf. l’Eq. (54), la Section 4.1.2
et l’Annexe B de [30]) que ce terme prend la forme

























où les coefficients α et β dépendent du terme de masse (2.41) choisi et correspondent








En utilisant le comportement asymptotique de la solution de Schwarzschild (3.44), c’est-





Si l’on suppose avec Vainshtein que la fonction µ0 peut être développée en puissances de






où M0 est une constante qui dépend de α et β et qui est facilement déterminée en insérant
la forme (3.49) dans l’équation (3.48). Ainsi, pour le potentiel AGS (2.43) qui, rappelons-le,







Supposons que l’on choisisse la solution positive, on trouve que M0 =
√
8
9 : le cas AGS
admet donc une solution “à la Vainshtein”. Il est alors possible de poursuivre la résolution
de l’équation (3.45) et déterminer ordre par ordre en puissances de RS/R le développement
de µ0.
Par contre, comme l’ont noté les auteurs de [85], pour le potentiel BD (2.42) qui cor-







Cette équation n’a que des solutions imaginaires qui ne sont pas acceptables physiquement.
Est-ce à dire que le mécanisme de Vainshtein ne fonctionne pas dans le cas du potentiel
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de BD? En fait, la réponse est plus nuancée : nous verrons un peu plus bas, à la Section
3.3.3 et au Chapitre 4, qu’un autre comportement asymptotique est possible, différent de
celui de l’équation (3.49).
Une étude systématique de l’existence d’une solution de Vainshtein en fonction de α et
β est présentée à la section 4.2.5 de [30].
3.3.2 Ordre 1 et rayon de Vainshtein
Supposons maintenant que la solution à l’ordre 0 existe (c’est-à-dire que M0 est réelle)
et qu’elle soit connue de nous. On veut déterminer les termes d’ordre 1. Les fonctions λ1
et ν1 sont obtenues en résolvant les équations d’Einstein (3.6). Dans la limite
RS ≪ R≪ m−1, (3.52)












































où N1 et L1 sont des constantes qui dépendent du terme de masse considéré.
La fonction µ1 est pour sa part obtenue en résolvant l’équation de Bianchi (3.9) qui








où LQ correspond aux termes linéaires en µ0 et µ1 (produit croisé) du développement de










où M1 est une constante.

































(mR)2 + ... . (3.57)
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Le développement (3.43) n’a de sens que si l’ordre 1 est plus petit que l’ordre 0, l’ordre
2 plus petit que l’ordre 1, etc. En particulier, si l’on compare les termes dominants des
solutions d’ordre 0 (Eq. (3.44 et Eq. (3.49)) et d’ordre 1 (Eq. (3.53) et Eq. (3.54)), on




)1/5. On retrouve le résultat que nous avions annoncé à la section 2.3.3 :
il est possible de trouver une solution (pour certains potentiels, du moins) de la gravité
massive sous la forme d’une série en puissance de m2, et ce développement est valable à
petites distances jusqu’au rayon de Vainshtein.
3.3.3 Une classe de solutions autre que celle de Vainshtein
Enfin, nous voudrions mentionner le fait qu’il existe un autre développement possible
que celui proposé par Vainshtein. Alors que ce dernier est basé sur la solution (3.49) qui
est telle que le terme quadratique Q de l’équation (3.48) compense exactement le terme de
source RS
2R3
, il est en effet possible de rechercher une solution dont le terme dominant soit
un mode zéro de l’opérateur Q. Pour les potentiels BD (2.42) et AGS (2.43), le mode zéro
dominant s’écrit µQ ∝ R−2, et il est possible de trouver une solution à partir de ce mode





















où s = −1 pour le potentiel BD (2.42) et s = +1 pour le potentiel AGS (2.43), et A0 est
une constante. Ces solutions, que nous appellerons solutions de type Q, peuvent exister y
compris lorsque la solution de Vainshtein n’est pas présente. En fait, on s’aperçoit numé-
riquement que cette solution est beaucoup plus générale que la solution de Vainshtein, qui
requiert un ajustement très fin des conditions aux bords.
Nous avons donc pu montrer l’existence de solutions à symétrie sphérique de la gravité
massive sous forme de développement en séries, valables loin de la source pour le déve-
loppement (3.18), et au voisinage de la source pour le développement (3.43). Il convient
alors de se demander s’il est possible de trouver une solution globale à symétrie sphérique,
qui ferait le lien entre ces deux régimes. C’est vers cette question que nous nous tournons
maintenant.
3.4 L’existence d’une solution globale en débat
L’existence d’une solution globale de la gravité massive est une question débattue depuis
longtemps. Déjà, en 1972, alors que Vainshtein venait de proposer dans [269] de rechercher
une solution sous forme de série6 en puissances dem, Boulware et Deser mettaient en doute
dans leur article [49] la possibilité d’obtenir, à partir de ce développement, une solution
asymptotiquement plate.
Plus récemment, l’article [96] a permis de confirmer pour la première fois la validité
du mécanisme de Vainshtein, dans un contexte toutefois différent de celui des solutions
6Il s’agit du développement en série que nous avons présenté à la section 3.3.
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à symétrie sphérique de la gravité massive. Plus précisément, C. Deffayet, G. Dvali, G.
Gabadadze et A. Vainshtein ont montré dans cet article qu’un mécanisme similaire au
mécanisme de Vainshtein en gravité massive existait pour des solutions cosmologiques du
modèle DGP7. Ces solutions adoptent deux comportement très différents, selon la densité
d’énergie de l’univers. Lorsque la densité de matière dans l’univers est faible, un degré
de liberté supplémentaire peut se propager en plus des deux polarisations du graviton,
exactement de la même façon qu’en gravité massive le mode scalaire du graviton, respon-
sable de la discontinuité de vDVZ, peut se propager en régime linéaire : la gravité diffère
alors fortement de la RG, comme la gravité massive diffère de la RG dans le régime li-
néaire. À l’inverse, lorsque la densité de matière est élevée, ce qui est le cas aux temps
cosmologiques primordiaux, ces solutions sont très proches de leur équivalent en RG, met-
tant ainsi en évidence l’existence d’un mécanisme de Vainshtein qui “écrante” le scalaire
dans le régime non-linéaire. L’étude par N. Kaloper des solutions du modèle DGP sous
forme d’ondes de choc gravitationnelles [167] a également mené à des résultats cohérents
avec le mécanisme de Vainshtein : les solutions trouvées sont similaires à leurs équivalents
quadri-dimensionnels à courtes distances.
La première étude numérique de la question de l’existence d’une solution globale de la
gravité massive a été proposée en 2003 par Damour, Kogan et Papazoglou dans leur article
[85]. Dans cet article, ces auteurs ont expliqué ne pas avoir réussi à trouver de solution
numérique globale de la gravité massive, et ce malgré l’utilisation de plusieurs termes de
masse différents et de plusieurs jauges, et une étude systématique des conditions initiales
à imposer.
Au cours du travail de thèse présenté dans ce mémoire, C. Deffayet, E. Babichev et
moi-même (RZ) avons réexaminé cette question, et sommes arrivés à des résultats opposés
à ceux de Damour et al. [85]. Nous avons pu en effet montrer, pour la première fois,
l’existence de solutions à symétrie sphérique asymptotiquement plates en gravité massive,
à la fois dans la limite de découplage [30] et dans le cas de la théorie complète où toutes les
non-linéarités sont prises en compte [28, 29]. Nous présenterons ces résultats aux Chapitres
4 et 5 ; pour l’instant, nous voudrions dans les quelques lignes qui suivent donner un aperçu
des difficultés numériques qui doivent être dépassées afin d’obtenir une solution globale.
Nous verrons alors que ces difficultés numériques peuvent peut-être expliquer la différence
entre les résultats négatifs de l’article [85], et les résultats que nous avons présentés dans
[28, 29, 30] qui montrent l’existence d’une telle solution.
3.4.1 Conditions aux bords et approches numériques
En premier lieu, il est nécessaire de définir clairement les conditions aux bords que
doivent satisfaire les solutions que l’on recherche. Nous distinguerons deux concepts légè-
rement différents : d’une part, les conditions aux bords en R = 0 et en R = ∞ que toute
solution doit satisfaire pour être viable physiquement − on pourra appeler ces conditions
conditions physiques − et d’autre part les conditions numériques qu’il faut imposer pour
être capable de résoudre numériquement le système d’équations (3.5), (3.6) et (3.9).
La forme que doivent prendre les conditions aux bords mathématiques dépend de la
méthode numérique utilisée. Dans le cas d’une intégration directe à la Runge-Kutta, il
7Nous renvoyons le lecteur à la section 2.1.2 de ce mémoire, et plus précisément à la p. 44, pour une
présentation du modèle DGP.
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s’agira de conditions initiales à imposer au point de départ de l’intégration. Dans le cas
d’une méthode par relaxation, les conditions aux bords peuvent être mixtes, à la fois à
l’origine et loin de la source. Dans ce chapitre, nous allons nous concentrer sur les conditions
initiales à imposer dans le cadre d’une intégration directe à la Runge-Kutta, car c’est le type
de résolution numérique qui a été utilisé par Damour et al. dans [85]. Notons néanmoins
dès à présent qu’une approche par relaxation est en fait plus adaptée à la résolution du
système d’équations (3.5), (3.6) et (3.9) ; nous avons pour notre part utilisé les deux types
de résolution numérique, menant aux résultats qui seront présentés aux Chapitres 4 et 5.
Nous invitons le lecteur intéressé à consulter l’annexe D pour plus de détails sur le principe
de ces différentes méthodes numériques et sur leur implémentation pratique.
Dans les paragraphes ci-dessous, nous allons détailler les conditions physiques à imposer
en R = 0 et en R =∞. Nous présenterons ensuite les conditions initiales qui peuvent être
utilisées dans le cadre d’une intégration directe à la Runge-Kutta, en partant soit de
l’origine, soit de l’infini.
Conditions physiques en R =∞
Les conditions à l’infini sont assez simples : nous voulons que la métrique physique soit









µ(R) = 0, (3.59)
auxquelles s’ajoute la condition d’absence de pression hors de la source
P (R > R⊙) = 0. (3.60)
Les conditions (3.59) impliquent que le régime linéaire soit valide, au moins au voisinage
de R = +∞. Nous savons en fait que ce régime est valide jusqu’à RV . D’un point de vue
numérique, il n’est généralement pas possible d’atteindre R = +∞ ; par conséquent, on
remplacera les conditions ci-dessus par les conditions linéaires (3.21), c’est-à-dire
ν(R) ∼ ν∞(R) ≡ −4C
3R
e−mR,
λ(R) ∼ λ∞(R) ≡ 2C
3R
(1 +mR)e−mR,





e−mR, lorsque R→∞, (3.61)
où C est une constante d’ordre 1, qu’il faut choisir de telle façon que la solution obtenue
soit régulière partout, et notamment au sein de la source.
8La métrique de fond n’étant pas observable, on peut se demander s’il est nécessaire d’imposer que fµν
tende vers la métrique plate en coordonnées sphériques. Cependant, le graviton étant défini au travers de
hµν ≡ gµν−fµν , il est naturel de considérer que l’amplitude du graviton, c’est-à-dire l’excitation du champ
gravitationnel, tende vers zéro à l’infini. Cela impose donc que fµν tende vers la métrique plate exprimée
dans les coordonées sphériques usuelles, c’est-à-dire que µ→ 0.
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Conditions physiques en R = 0
En présence d’une source étendue de rayon R⊙ > RS , toute solution physique doit être
telle que les invariants de courbure restent finis en R = 0. Cette condition peut se traduire
par le fait qu’il ne doit pas y avoir de singularité conique à l’origine ; pour cela, il faut
imposer
λ(R = 0) = 0. (3.62)
Condition supplémentaire en R = 0
Nous imposerons parfois aux solutions recherchées la condition supplémentaire
µ′(R = 0) = 0. (3.63)
Cette condition n’est pas indispensable d’un point de vue physique, mais peut se révé-
ler pratique d’un point de vue numérique, car elle permet d’éviter que certains termes
des équations du mouvement ne divergent au voisinage de l’origine ; en effet, lorsque l’on
étudie attentivement la forme des fonctions fg (par exemple dans le cas de BD (3.11) et
AGS (3.12)), on s’aperçoit que l’identité de Bianchi (3.9) contient des termes de la forme
µ′′ + µ′/R ; si l’on veut que ces termes µ′/R restent finis9, il est nécessaire d’imposer la
condition (3.63). En pratique, nous imposerons donc souvent cette condition, tout en gar-
dant à l’esprit que procéder de la sorte restreint l’espace des solutions considérées. Ceci
dit, nous verrons qu’il nous sera possible de trouver une solution numérique satisfaisant
cette condition (cf. [28] et Chapitre 5) ; on peut donc considérer qu’imposer à la main cette
condition ne remet pas en cause notre approche numérique.
Conditions mathématiques imposées aux bords
Il ne reste plus qu’à choisir parmi les conditions évoquées plus haut un sous-ensemble
de conditions telles que la valeur de toutes les fonctions soit fixée au moins en un point.
Si nous choisissons d’intégrer à la Runge-Kutta le système en partant de l’infini (en





P (R∞) = 0. (3.64)
Les fonctions λ∞, ν∞ et µ∞ définies au travers du système (3.61) dépendent d’une constante
C, qu’il s’agit de déterminer. Pour ce faire, on choisit au hasard une valeur de cette
constante, puis on procède à l’intégration numérique du système d’équations (3.5), (3.6) et
(3.9). Si l’intégration n’est pas satisfaisante (par exemple si une singularité est rencontrée,
ou si le scalaire de courbure diverge à l’origine), on modifie un peu la constante C et on
9Il est important de noter que d’un point de vue physique, il n’est pas nécessaire que ces termes restent
finis, car des compensations peuvent avoir lieu entre divers termes divergents, de telle sorte que l’ensemble
reste fini.
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réitère l’opération, jusqu’à ce que la solution obtenue satisfasse les critères de régularité et
de précision désirés10.
Toutefois, nous avons vu à la section 3.2.3 que pour certains termes de masse (comme
le terme AGS de l’équation (2.43)), la solution n’est pas fixée d’une façon unique par le
comportement à l’infini. Il est donc clair que dans ces cas-là, les conditions (3.64) ne sont
pas suffisantes pour explorer toutes les solutions possibles. En pratique, nous utiliserons
plutôt
λ(R∞) = (1 + αλ) λ∞(R∞),
ν(R∞) = (1 + αν) ν∞(R∞),
µ(R∞) = (1 + αµ) µ∞(R∞),
µ′(R∞) = (1 + αµ′) µ′∞(R∞),
P (R∞) = 0. (3.65)
où les αi sont des petits paramètres qui peuvent être ajustés par l’utilisateur (plus de
détails sur ces considérations numériques sont donnés à l’Annexe D).
On peut également décider d’intégrer à la Runge-Kutta le système d’équations (3.5),





P (R0) = D, (3.66)
où R0 est le point de départ, idéalement situé exactement à l’origine ou au moins à son
voisinage, et où les constantes A,B,C,D doivent être ajustées de façon à réussir à inté-
grer jusqu’à une distance jugée suffisante (typiquement jusqu’à R ∼ 3RV ). Ces constantes
doivent également être choisies de telle sorte que la pression s’annule exactement à la sur-
face de l’étoile, en R = R⊙. Afin de ne pas avoir à ajuster la constante D en fonction
du rayon de l’étoile, on peut accepter que le rayon de l’étoile ne soit pas fixé en avance
mais d’une façon dynamique, au point où la pression s’annule. La constante D peut alors
être choisie arbitrairement, ce qui permet de n’avoir que trois paramètres à déterminer.
On peut aller encore plus loin et décider d’imposer la condition (3.63), ce qui revient à
fixer C = 0 ; cela permet d’avoir encore une constante en moins à déterminer, tout en
sachant que cela risque de trop restreindre la classe de solutions étudiées. Dans tous les
cas (c’est-à-dire même en fixant dynamiquement le rayon de l’étoile et en posant C = 0),
il reste un espace de paramètres (A,B) à deux dimensions à explorer, ce qui rend une telle
intégration difficile.
10Nous verrons à la Section 4.1.1, et en particulier à l’équation (4.16), que l’étude des solutions à symétrie
sphérique dans la limite de découplage nous permet de fixer la valeur de cette constante à C = 1. Pour
l’instant néanmoins, nous considérerons cette constante comme n’étant pas fixée par la théorie, et devant
donc être déterminée numériquement.
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Nous voyons tout de suite les difficultés qui accompagnent les deux types de conditions
initiales (3.64) et (3.66) : les conditions (3.64) ne sont pas suffisante pour fixer la solution
sans ambiguïté pour certains potentiels, tandis que les conditions (3.66) nécessitent d’ajus-
ter au moins deux constantes, ce qui est une tâche pour le moins ardue. Cependant, les
difficultés liées aux conditions initiales sont loin d’être les seuls points délicats de la résolu-
tion numérique du système d’équations (3.5), (3.6) et (3.9), comme nous allons l’expliquer
dans la section qui suit.
3.4.2 Solutions singulières... ou instabilité numérique ?
Une fois fixées les conditions initiales, soit à l’origine, soit loin de la source, il s’agit de
résoudre le système d’équations (3.5), (3.6) et (3.9) proprement dit. Dans l’article [85], Da-
mour, Kogan et Papazoglou présentent les résultats de leurs intégrations des équations de
la gravité massive, de l’origine vers l’extérieur d’une part, et de “l’infini” (c’est-à-dire d’une
distance ≫ m−1 en pratique) vers l’origine d’autre part. Ces conclusions sont négatives :
dans tous les cas une singularité est rencontrée à une distance finie du point de départ. Ces
singularités ont lieu à un rayon qui dépend du terme de masse et du point de départ de
l’intégration, mais situé dans tous les cas entre un rayon de l’ordre de Rp ≡ (m−2RS)1/3 et
la longueur de Compton du graviton m−1 [85]. Notons que RS ≪ Rp ≪ RV et m−1 ≫ RV ,
c’est à dire que la singularité se trouve environ aux alentours du rayon de Vainshtein.
Afin de mieux comprendre la nature de ces singularités, nous avons procédé à des
intégrations numériques similaires à celle de [85], en partant de l’infini (en pratique d’une
distance R∞ ≫ RV ). Nous avons travaillé dans la jauge (3.3) et concentré nos efforts sur
les potentiels BD (2.42) et AGS (2.43).






ne pose aucun problème. Par contre, aux alentours de Rsing, la solution diverge systéma-
tiquement, et il n’est pas possible d’améliorer la situation en modifiant un petit peu les
conditions initiales en R∞. La singularité rencontrée dans ce cas-là est à notre sens une
“vraie” singularité : nous verrons à la section 5.1.1 que l’échelle Rsing correspond précisé-
ment à l’échelle à laquelle les non-linéarités qui ne sont pas prises en compte dans la limite
de découplage11 commencent à jouer un rôle. Il n’est donc pas surprenant de rencontrer
une difficulté à cette échelle.
Dans le cas du potentiel AGS, nos premières investigations (2.43) se sont révélées diffi-
ciles. Lors de nos tentatives d’intégration numérique du système d’équations (3.5), (3.6) et
(3.9), la solution divergeait immédiatement après le début de l’intégration. Dans un pre-
mier temps, cette difficulté à intégrer les équations du mouvement dans le cas du potentiel
AGS nous a convaincu qu’aucune solution physique ne pouvait être trouvée pour ce terme
de masse. Nous avons également essayé d’intégrer les équations du mouvement pour le
terme AGS dans la limite de découplage (cf. Chapitre 4), sans plus de succès. C’est alors
11On peut penser par exemple aux termes d’interactions de la forme (φ)4, qui ne sont pas retenus dans
la limite de découplage.
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que nous nous sommes rendus compte que la situation était complètement différente dès
lors que l’on utilisait une approche par relaxation. En effet, cette méthode nous a permis
d’identifier une solution dans la limite de découplage, puis de confirmer sa validité par
une approche à la Runge-Kutta. Il s’est alors révélé possible de la généraliser à la théorie
complète !
Nous allons dans les chapitres qui suivent présenter la démarche qui nous a mené à une
telle solution, et détailler les méthodes analytiques et numériques permettant de pouvoir
in fine intégrer à la Runge-Kutta les équations du mouvement dans le cas AGS. Pour l’ins-
tant, contentons-nous de signaler deux caractéristiques des équations dans le cas d’AGS
qui rendent leur intégration particulièrement difficile. Tout d’abord, toute solution de ces
équations est extrêmement instable. Cela peut être vu en résolvant les équations du mou-
vement pour une perturbation autour de la solution linéarisée (3.21) ; un tel calcul est
présenté dans l’Annexe C, à la section C.2 dans la limite de découplage, et à la section
C.3 dans le cas général. On peut alors se rendre compte que toute perturbation de la so-
lution explose exponentiellement vite ; d’un point de vue numérique, cela signifie que les
conditions initiales doivent être déterminées avec une précision extrêmement fine (nous
verrons à l’Annexe D que la précision relative nécessaire est au moins de l’ordre de 10−8).
Cette instabilité numérique nous amène au deuxième point délicat : les conditions initiales
(3.64) ne sont pas suffisamment précises. Nous savons en effet que dans le cas AGS, ces
conditions initiales ne fixent pas la solution d’une manière unique ; de plus, la précision de
l’ordre linéaire n’est pas suffisante. On peut alors utiliser le développement en série (3.18)
pour améliorer la précision, tout en se rappelant que ce développement n’est probablement
qu’un développement asymptotique, qui n’est pas convergent. En pratique, on peut éga-
lement utiliser les résultats numériques obtenus par relaxation pour fixer les conditions
initiales en R∞. En combinant toutes ces méthodes, on peut alors intégrer les équations,
depuis un point situé à l’extérieur du rayon de Vainshtein jusqu’au cœur de l’étoile.
À l’issue de ce chapitre introductif consacré aux solutions à symétrie sphérique de
la gravité massive, nous espérons avoir convaincu le lecteur qu’il était fort difficile de
rechercher une telle solution sans avoir à notre disposition une meilleure compréhension
théorique du problème considéré. La complexité des équations à résoudre, ainsi que les
subtilités liées à l’existence, la convergence et à l’unicité de solutions sous forme de séries −
sans compter les difficultés numériques mentionnées ci-dessus − nous encouragent à essayer
de simplifier le problème, de façon à mieux en saisir les éléments essentiels. C’est exactement
l’enjeu du prochain chapitre dans lequel nous étudierons les solutions à symétrie sphérique
de la gravité massive dans la limite de découplage. Cette limite nous permettra en effet
de simplifier considérablement les équations du mouvement et nous donnera l’opportunité
de mieux comprendre certains points difficiles, ouvrant ainsi la voie à l’identification de
solutions à symétrie sphérique dans le cadre de la théorie complète où toutes les non-
linéarités sont prises en compte.
Chapitre 4
Les solutions à symétrie sphérique de
la gravité massive dans la limite de
découplage
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Ce chapitre est consacré à l’étude des solutions à symétrie sphérique de la gravité mas-
sive (GM), dans la limite de découplage (LD). Nous avons présenté au chapitre précédent
les difficultés liées à la résolution des équations du mouvement dans le cas de la théorie
complète, où toutes les non-linéarités sont incluses. En particulier, nous avons vu que la
résolution numérique des équations de la GM, même dans le cas le plus simple des solu-
tions à symétrie sphérique, est un problème ardu : la théorie étant hautement non-linéaire,
il est souvent difficile de faire la distinction entre de vraies singularités de la théorie et
des singularités causées par des instabilités numériques. Il semble donc intéressant de se
pencher, dans un premier temps, sur un problème simplifié qui est celui de l’existence de
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solutions à symétrie sphérique de la gravité massive dans la limite de découplage.
C’est précisément la démarche que nous avons suivie, E. Babichev, C. Deffayet et moi-
même (RZ), dans l’article [30], publié en 2009 dans le Journal of High Energy Physics
(JHEP). Nous reproduisons ci-dessous le texte intégral (en anglais) de cet article intitulé
“The Vainshtein mechanism in the Decoupling Limit of massive gravity” . Avant le texte de
l’article proprement dit, nous donnons (en français) un résumé des principaux résultats qui
y sont exposés.
4.1 Présentation du travail et résultats
Dans ce préambule à l’article [30], nous montrerons tout d’abord comment la LD peut
être prise directement dans les équations du mouvement à symétrie sphérique, une fois les
variables convenablement renormalisées. Nous mettrons ensuite en évidence le lien entre
le mode scalaire φ du boson de Goldstone et la fonction µ qui est utilisée dans l’ansatz à
symétrie sphérique (2.68) de la métrique fµν . Une fois les équations obtenues dans la LD,
nous décrirons les méthodes analytiques (développements en séries) et numériques que nous
avons développées pour résoudre ces équations. Le principal résultat de ces travaux est qu’il
existe bien des solutions globales de la gravité massive dans la limite de découplage. Nous
présenterons brièvement ces solutions et montrerons qu’elles interpolent entre un régime
de gravité modifié à grande distance et un régime très proche de la Relativité Générale
(RG) à petites distances.
4.1.1 Redéfinition des variables et équations du mouvement






dans les équations du mouvement (3.5), (3.6) et (3.9). Cependant, il est clair qu’il n’est pas
possible de prendre cette limite sans préalablement redéfinir les variables1. En s’inspirant
des redéfinitions (2.99), on peut se rendre compte (cf. [30], Eq. (4.1)) qu’une redéfinition




ρ˜ ≡ ρ/MP ,
P˜ ≡ P/MP .
(4.2)
1En effet, cela reviendrait à annuler le terme de masse ainsi que le terme de source dans les équations
d’Einstein (3.6), ce qui ne présente que peu d’intérêt. Une autre façon de se rendre compte de la nécessité
de redéfinir les variables est de considérer la solution linéarisée (3.61), qui est telle que λ ∼ ν ∼ RS/R
dans le régime R ≪ m−1 ; en utilisant le fait que RS = 2GM ∼ (M/MP ) × (1/MP ), on voit que prendre
directement la limite de découplage mène à λ, ν → 0, alors que cette limite devrait garder ce terme linéarisé
fixe. Par contre, on voit tout de suite qu’après la redéfinition (4.2), la LD préserve le terme linéarisé.
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Décrivons brièvement l’effet de la LD sur les différentes équations du mouvement. L’équa-
tion de conservation s’écrit (cf. [30], Eq. (4.3))
P˜ ′ = − ν˜
′
2MP
(ρ˜+ P˜ )→ 0 quand MP →∞ . (4.3)
La pression de la source s’annule donc dans cette limite. En ce qui concerne les équations
d’Einstein (3.6), la LD revient à linéariser le tenseur d’Einstein et à ne garder du terme de














Enfin, prendre la LD dans l’identité de Bianchi (3.9) consiste à ne garder que les termes
linéaires en λ˜, ν˜, et le terme quadratique en µ˜, tout comme nous l’avions fait à l’équation










où l’opérateur quadratique Q a été défini à l’équation (3.46). Le changement de variables
(4.2) permet donc d’obtenir les équations à résoudre dans la LD ; néanmoins, il présente
le défaut de remplacer des variables sans dimension par des variables dimensionnées, ce
qui n’est pas idéal d’un point de vue numérique. Afin de travailler avec des variables sans







w(ξ) ≡ a−2 µ
v(ξ) ≡ a−4 ν
u(ξ) ≡ a−4 λ ,
(4.6)
où nous avons introduit le paramètre sans dimension
a ≡ RVm = (RSm)1/5 . (4.7)
La longueur de Compton m−1 du graviton étant supposée d’ordre cosmologique tandis que
RS est d’ordre astrophysique, le paramètre a est toujours petit pour des objets astrophy-
siques réalistes. Pour le Soleil, on a ainsi a ≃ 10−5 ; nous supposerons dans la suite a≪ 1.
Il est donc naturel de chercher une solution des équations de la gravité massive sous forme
de séries en puissances de a, ou pour être plus précis, en puissance de a2. La limite de
découplage revient alors à ne conserver que les termes d’ordre le plus bas en puissances du
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où ˙ ≡ ddξ . On peut combiner ces équations et obtenir après intégration (cf. [30], Eq.


















































où s = −1 pour le potentiel de BD et s = 1 dans le cas AGS.












lorsque ξ ≪ 1. (4.13)
En utilisant l’équation de Bianchi, à savoir la troisième équation du système (4.8), on




En comparant les équations (4.12) et (4.14), on voit que la constante c0 doit être choisie
égale à 1 de façon à retrouver la RG au voisinage de la source. Dorénavant, on supposera
cette condition respectée. Remarquons qu’à grandes distances la fonction w est telle que







En comparant ce comportement asymptotique de w à grandes distances et le comportement
asymptotique dans le régime RV ≪ R≪ m−1 de la solution (3.61) du système de la gravité
massive linéarisée (3.20), on voit que la constante d’intégration C qui doit être fixée dans
la solution (3.61) correspond exactement à la constante c0. On vient donc de découvrir un
premier avantage de l’étude de la gravité massive dans la LD : cette limite nous permet de
fixer à
C = 1 (4.16)
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la constante d’intégration C de la solution linéarisée à grandes distances de façon à retrou-
ver la RG à courtes distances. Cette limite nous a permis de plus de simplifier le système
d’équations (3.5), (3.6) et (3.9) de la gravité massive en une seule équation pour la variable








à l’extérieur de la source. À l’intérieur de la source, que l’on supposera pour des raisons de













4.1.2 Comparaison avec le formalisme de Goldstone
Nous avons vu à la section 3.1.1 que la fonction µ était associée au changement de
coordonnées entre la jauge unitaire (3.1) et la jauge de Schwarzschild (3.3), au travers
du changement de coordonnée radiale (3.4) qui s’écrit Re−µ(R)/2 = r. D’autre part, nous
avions vu à la section 2.4 que les champs de Goldstone πA étaient précisément introduits
pour “mesurer” la déviation à la jauge unitaire. Dans le cas de la transformation (3.4),
il est montré dans la Section 4.1.2 de [30] que seule la composante scalaire φ de πA est
nécessaire, et qu’elle est en effet reliée à la fonction µ par










Si nous utilisons les variables renormalisées φ˜ et µ˜, définies respectivement aux équations
(2.99) et (4.2), puis prenons la limite de découplage (4.1), nous obtenons la relation sim-
plifiée
µ˜ = − 2
R
φ˜′ . (4.20)
On peut alors montrer (cf. [30], Section 4.1.2) que l’équation du mouvement pour φ˜ dans
la LD est exactement équivalente à l’équation pour µ˜ dans cette même limite, et donc aux
équations (4.17) et (4.19) pour la fonction w.
4.1.3 Solution sous forme de série à grandes distances
On veut à présent chercher une solution sous forme de série de l’équation (4.17) à
grandes distances. Dans ce régime, la fonction w doit tendre vers
w(ξ) ∼ w∞ ≡ 2
3ξ3
lorsque ξ →∞. (4.21)
À partir de ce comportement asymptotique, il est possible de trouver une solution sous la
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On retrouve là le développement (3.41) que l’on avait obtenu en prenant la limite z ≪ 1
dans le développement en série (3.18) de la solution de la théorie complète. Les deux autres













Les développements (4.22) et (4.23) permettent une nouvelle fois de vérifier que le régime
linéaire cesse d’être valable à ξ ∼ 1, c’est-à-dire R ∼ RV .
Dans les cas des termes de masse de BD (2.42) et d’AGS (2.43), les six premiers termes




















où s = −1 pour le potentiel de BD et s = 1 dans le cas AGS. On peut alors vérifier explici-
tement que cette série ne converge pas. Il s’agit en fait d’un développement asymptotique
de la solution : pour tout ξi fixé, il existe un ordre n optimal, qui approche la solution de
la meilleure façon possible ; on peut trouver cet ordre en minimisant wn/ξ3+5ni . D’un point
de vue numérique, il se trouve que les développements (4.22) et (4.23) sont extrêmement
précieux lors de l’intégration à la Runge-Kutta vers l’intérieur à partir d’un point situé loin
de la source (en pratique ξi ∼ 3), car ils permettent d’améliorer sensiblement la précision
des conditions initiales ξi.
4.1.4 Solution sous forme de série à petites distances
Tournons-nous maintenant vers ce qui se passe à courtes distances, c’est-à-dire à l’in-
térieur du rayon de Vainshtein. Nous avons vu à la Section 3.3 que deux types de solutions
étaient possibles à courtes distances : la solution de Vainshtein, et les solutions de type Q.
Ces deux catégories de solutions sont préservées dans la LD.
Le terme dominant de la solution de Vainshtein est solution de l’équation (4.17) dans





C’est exactement la même équation que l’équation (3.48) qui nous avait permis de trouver
à la Vainshtein le terme dominant de µ au voisinage de la source dans le cadre de la théorie
complète. On peut chercher une solution sous forme de puissance de ξ, comme nous l’avions
fait à l’équation (3.49), ce qui mène à (cf. [30], Eq. (4.37))
w ∼ wV ∝ 1√
ξ
. (4.25)
Nous avions vu à la section 3.3 que cette solution n’est pas toujours réelle. Par exemple,
pour le potentiel de BD (2.42), la solution est imaginaire et n’est donc pas acceptable
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physiquement. Par contre, dans le cas du potentiel AGS (2.43), on peut trouver une solution
basée sur le terme dominant de Vainshtein. L’équation pour w étant du second ordre, cette
solution dépend de deux constantes d’intégration A0 et B0. Dans le cas où la source est
ponctuelle et localisée à l’origine, on peut montrer que l’une des constantes d’intégration
doit être fixée à zéro afin d’éviter que le mode associé ne domine au voisinage de l’origine,
contredisant alors l’hypothèse de départ qui stipulait que la solution était proche de la
solution de Vainshtein. La solution ne dépend donc que d’une seule constante et prend la
























La constante B0 doit être choisie de telle sorte que la solution ainsi définie à petites dis-
tances soit asymptotiquement plate à grandes distances.
Il est possible de trouver un autre type de solutions : les solutions de type Q. Leur
comportement dominant wQ est solution de
Q(w) = 0, (4.27)
c’est-à-dire que w est un mode zero de l’opérateur Q, ou pour le dire encore autrement, w
appartient au noyau de Q. Dans les cas des termes de masse de BD (2.42) et d’AGS (2.43),
le mode zéro de Q est dominé à petites distances par
wQ ∼ 1/ξ2. (4.28)






























La valeur des constantes d’intégration A0 et B0 peut être déterminée en ajustant ces para-
mètres de sorte que l’on obtienne le bon comportement asymptotique à grandes distances.
Une analyse de l’existence de la solution de Vainshtein et de la forme des modes zéro
de Q dans le cas général (c’est-à-dire pour α et β quelconques) est donnée à la Section
4.2.5 de l’article [30].
4.1.5 Solution sous forme de série à l’intérieur de la source
Enfin, on peut trouver des solutions de l’équation (4.19) au sein de la source, sous
forme de séries. Ici encore, deux types de développements sont possibles. Le premier est









ξ2 + ... (4.30)
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où le terme dominant est maintenant de la forme w ∼ A0 (et s = −1 dans le cas de BD,
et s = +1 pour le terme de masse d’AGS). On peut montrer numériquement (cf. [30], Fig.
5) que cette solution à l’intérieur de la source se prolonge en la solution de Vainshtein à
l’extérieur.
Le second type de solutions est l’analogue des solutions de type Q (4.29), et prend en









Nous avons donc présenté les différents comportements asymptotiques que peuvent
adopter les solutions des équations (4.17) et (4.19), ainsi que les développements en série
correspondants. Nous pouvons à présent décrire les principaux résultats numériques de
l’article [30] au sujet de l’existence de solutions globales à symétrie sphérique dans la LD
de la GM, dans le cas des potentiels de BD et d’AGS.
4.1.6 Méthodes et résultats numériques
Dans le cas du potentiel de BD, la résolution numérique à la Runge-Kutta des équa-
tions (4.17) et (4.19) ne pose pas de problème. On montre ainsi (cf. [30], Section 4.2) qu’il
existe une unique2 solution avec le comportement asymptotique (4.21). Cette solution est
décrite par les développements (4.29) et (4.31) à l’intérieur du rayon de Vainshtein, et fait
donc partie des solutions de type Q. Ces résultats numériques ont été confirmés par une
preuve analytique de l’unicité de la solution loin de la source pour le potentiel de BD,
proposée par J. Ecalle [114].
Dans le cas du potentiel d’AGS, la situation est plus complexe : il existe une infinité de
solutions avec le même comportement asymptotique (4.21). Nous avions déjà mentionné
à la Section 3.2.3 qu’imposer le comportement asymptotique à l’infini n’était pas suffisant
pour garantir l’unicité de la solution dans le cas AGS, car le problème de Cauchy est
singulier en +∞. D’un point de vue numérique, si l’on essaye d’intégrer à la Runge-Kutta
à partir de ξi ∼ 3 vers l’intérieur en partant exactement des conditions (4.21), on se
rend compte que la solution diverge immédiatement, à cause d’instabilités numériques qui
explosent exponentiellement (cf. Section 3.4.2 et [30], Annexe C), rendant impossible tout
intégration. Le comportement asymptotique (4.21) n’est en fait pas suffisamment proche
de la vraie solution, et c’est cet écart à la vraie solution qui sert de source aux instabilités
numériques. Pour atteindre une précision suffisante qui permette d’intégrer les équations du
mouvement (4.17) et (4.19) jusqu’à un point ξf situé au voisinage de l’origine, il faut utiliser
le développement asymptotique (4.22) comme point de départ, et ajuster très finement (la
précision relative nécessaire est de l’ordre de 10−7) la valeur de w˙(ξi) et w(ξi). Il est alors
possible d’intégrer les équations jusqu’à un rayon aussi petit que désiré (en pratique, nous
2Pour plus de détail en ce qui concerne l’unicité de la solution dans la LD, nous renvoyons le lecteur à
la section C.2 de l’Annexe C de ce mémoire, en complément de la section 4.2 de l’article [30].
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avons pu intégrer jusqu’à ξf = 10−5 sans difficulté). Il est également possible d’adopter
une approche par relaxation, qui permet de résoudre les équations (4.17) et (4.19) sur de
très grands intervalles (typiquement, ξ appartenant à [0; 100]). Les deux méthodes sont en
parfait accord, et permettent de mettre en évidence l’existence d’une infinité de solutions,
avec le même comportement asymptotique (4.21).
Parmi les solutions trouvées pour le potentiel AGS, la majorité se révèlent être de type
Q, c’est-à-dire qu’elles adoptent un comportement ∝ 1/ξ2 à petites distances. Cependant,
en ajustant finement les conditions initiales loin de la source, on peut montrer que certaines
de ces solutions peuvent tout d’abord adopter le comportement de Vainshtein ∝ 1/√ξ
entre le rayon de Vainshtein ξV = 1 et un point ξQ < 1 où la solution devient de type
Q. Ce point ξQ peut être rendu arbitrairement petit, jusqu’au cas limite où la solution
correspond à la solution de Vainshtein (cf. [30], Fig. 3 et 5). La solution de Vainshtein est
donc une limite de la classe des solutions de type Q. Notons que pour toutes ces solutions,
les comportements dominants à courtes distances des fonctions u et v sont donnés par
les équations (4.13), c’est-à-dire par le régime linéaire de la RG, confirmant par là-même
l’hypothèse de Vainshtein dans le cadre de la LD.
Nous verrons au Chapitre 5 que ces solutions du modèle AGS dans la LD, et en par-
ticulier la solution de Vainshtein que nous avons pu identifier, seront très précieuses pour
construire une solution à symétrie sphérique de la théorie où toutes les non-linéarités sont
prises en compte.
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4.2 The Vainshtein mechanism in the decoupling limit of
massive gravity (article)
Nous reproduisons à présent l’article [30] publié en 2009 par E. Babichev, C. Deffayet et
moi-même (RZ) dans le Journal of High Energy Physics (JHEP) et intitulé “The Vainshtein
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The possibility that gravity is modified at very large, i.e. cosmological, distances is moti-
vated not only by the wish to find alternative explanations to the cosmic acceleration (or
even to replace dark matter [1]), but also because it enables to separate what does and does
not depend on the dynamics of gravity at cosmological scales in the standard cosmological
model. Unfortunately, to obtain such modifications in a consistent way is very difficult.
One simple possibility is to try to give a mass to the graviton, and theories of ”massive grav-
ity” have attracted recently some attention (see [2] for a review). Among those theories,
the simplest one are what can be called nonlinear Pauli-Fierz theories, i.e. theories made
by nonlinearly completing the unique consistent quadratic theory for a Lorentz invariant
massive spin 2, the Pauli-Fierz theory [3]. Such massive gravities share some properties
with more complicated constructions, such as the Dvali-Gabadadze-Porrati (DGP in the
following) model [4]. The latter model has also the advantage to produce a late time accel-
eration of the Universe without the need for a non vanishing cosmological constant [5] (see
however [6–8]). One of the crucial issues to be answered by such models is how to recover
metrics sufficiently close to the ones obtained in Einstein’s General Relativity (GR) to pass
standard tests of the latter theory, while at the same time having significant deviations from
GR at large distances. A first major obstacle is related to the so-called van Dam-Veltman-
Zakharov (vDVZ) discontinuity [9], i.e. the fact that the quadratic Pauli-Fierz theory does
not have linearized GR as a limit when the mass of the graviton is sent to zero. Soon after
the discovery of the vDVZ discontinuity, it was realized that the discontinuity might in
fact disappear in nonlinear Pauli-Fierz theories [10]. This because a careful examination of
static spherically symmetric solutions of those theories by A. Vainshtein showed that the
solutions of the linearized nonlinear Pauli-Fierz theories (i.e. those of simple Pauli Fierz
theory) were only valid at distances larger than a distance scale, the Vainshtein radius RV ,
which goes to infinity when the mass of the graviton is sent to zero. On the other hand,
Vainshtein showed that there exists a well behaved (as the mass of the graviton is sent
to zero) expansion valid at distances smaller than RV , this expansion being defined as an
expansion around the Schwarzschild solution of GR. What Vainshtein did not show is the
possibility to join together those two expansions as expansions of one single non singular
underlying solution [11]. In fact, in the context of nonlinear massive gravity, such a joining
seems to be problematic [12, 13] even though it might work for other models where the
same problem appears, such as the DGP model [14, 15]. Indeed Damour et al. found
in ref. [12] by numerical integration of the equations of motion, that singularities always
appear (at least for the kind of mass term considered there) in static spherically symmetric
solutions of the kind considered by Vainshtein. A common wisdom is that those singular-
ities could be related to the instabilities known to exist in nonlinear Pauli-Fierz theories
and discovered by Boulware and Deser [11]. Those instabilities are also believed [16, 17] to
be related to the higher derivative operators appearing in a powerful effective description
of the scalar sector of massive gravity proposed by Arkani-Hamed et al. in analogy with
the Stu¨ckelberg ”trick” of gauge theories [18] introducing ”Goldstone modes” and taking
a ”Decoupling Limit” (DL) in the theory. This limit is aimed at focusing on the strongest
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self-interactions of the model which are seen to arise generically in the scalar sector [18]. It
has in particular the property to keep the Vainshtein radius fixed and allows to understand
easily the Vainshtein mechanism as well as the scaling of the dominant terms for spheri-
cally symmetric solutions in a range of distances between the Schwarzschild radius and the
Vainshtein radius [16–18]. Our goal in this paper is to investigate the success or failure
of the Vainshtein mechanism in this DL. It will shed light on the possible links between
the failure of the Vainshtein mechanism in nonlinear massive gravities (as discovered by
Damour et al. [12]) on the one hand, the Boulware Deser instability [11] and the Goldstone
picture (as introduced in ref. [18]) on the other hand. Clarifying those links matters not
only for a better understanding of nonlinear massive gravities (theories which are probably
of limited interest as far as their application to the real world is concerned) but also for
the one of more sophisticated models, such as the DGP gravity, degravitation [19] or the
recently proposed Galileon [20]. For example in DGP gravity, studies of the Vainshtein
recovery of GR is mostly based on a perturbation theory approach [14, 15] and it matters
to know if it persists if one takes into account as completely as possible the full nonlinear
structure of the theory (see e.g. [8, 21]).
The paper is organized as follows. In the next section (section 2), we introduce with
some details nonlinear Pauli-Fierz theories we will be interested in, the Goldstone descrip-
tion of the latter, and the associated Decoupling Limit. This section, mostly introductory,
will nonetheless also contain some new material concerning the Goldstone picture and the
DL. We then (section 3) introduce appropriate ansa¨tze for describing static spherically
symmetric solutions of the theories introduced in the first section, as well as describe with
some details the Vainshtein mechanism. Next (section 4) we turn to study static spheri-
cally symmetric solutions in the DL. We first show how to obtain the DL with the ansatz
considered, then we study solutions of the DL equations of motion. Our main results ap-
pear there. We find that despite the higher derivative nature of the operator appearing
in the DL, there exist non singular solutions of the vacuum equations of motion in the
DL which have the right large distance behaviour. We also show that, depending on the
potential, this large distance behaviour (at distances larger than the Vainshtein radius)
when expressed in term of a power serie expansion, might not be enough to select a unique
solution at small distance. This is in fact a blessing since it leaves more room for matching
a source at small distance. We also investigate sources and show how our non singular
vacuum solutions can be extended inside. In addition, we show that the small distance
behaviour conjectured by Vainshtein is not the only possible one. Indeed we find a more
generic scaling associated with a zero mode of the nonlinear part of the DL equations of
motion which also allows the recovery of GR at small distance. Interestingly, it allows a
working Vainshtein-like mechanism for potentials where it was not believed to work. Our
investigations (which results are summarized in section 5) also show that the instabilities
seen by Damour et al. [12] in the full nonlinear case (i.e. not the DL), and hence the failure
of the Vainshtein mechanism, are not, in contrast to a widespread belief, related to the
presence of a ghost (or higher derivatives in the DL picture) in the model.
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2 Massive gravity and the Goldstone picture
2.1 Massive gravity and bigravity theories
It is well known that the only consistent Lorentz invariant mass term for a spin two field








ηACηBD − ηABηCD) (2.1)
where the kinetic part of the action is obtained by expanding the Einstein-Hilbert action
at quadratic order in hAB over the flat metric ηAB. In the equation above m is the graviton
mass and MP the reduced Planck mass, given by
M−2P = 8πGN , (2.2)
in term of the Newton constant GN . Wishing to give a nonlinear generalization of the
Pauli-Fierz theory we have just defined, it seems natural to consider theories with two
metrics, gµν and fµν on a four dimensional space-time,
1 where one of the two metrics, say
gµν , will be dynamical, while the other, fµν , will not.











+ Sint[f, g], (2.3)
In the above action, Lg denotes a generic matter Lagrangian with a minimal coupling to the
metric g (and not to the metric f), and Sint[f, g] is an interaction term with non derivative
couplings between the two metrics. There is much freedom in the choice of this interaction
term. For example, the following two possibilities have been considered respectively by



















√−g HµνHστ (gµσgντ − gµνgστ ) , (2.5)
where fµν and gµν denotes respectively the inverse of the metric fµν and gµν , and Hµν is
defined by
Hµν = gµν − fµν .















1For reasons that will appear in the following, we use both capital latin letters and greak letters to
indicate space-time indices.
2Theories of this kind have been considered in the past in the context of strong interactions [22]. Note
that this is not the only possible way to define a nonlinear completion of Pauli-Fierz theory, see e.g. the
recent proposal [23].
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with V(a)(g, f) ≡ √−g V (a)(g−1f) a suitable ”potential” density. In this work we will
consider theories where the potential V(a) will not be necessarily one of the two above
forms (2.4)–(2.5),3 but will be chosen such that (i) it is a scalar density under diffeomor-
phisms (common to the two metrics) and (ii) that when one expands g to second order
around the canonical Minkowski metric ηAB as gAB = ηAB + hAB and let f assumes the
canonical Minkowski form ηAB, the potential at quadratic order for hAB takes the Pauli-
Fierz form (2.1). Note however that many choices can be made with those two same
properties. The theories considered will then be invariant under common diffeomorphisms














and under which the quantity V (a) transforms as a scalar. It is then possible to show that it
only depends on the matrix g−1f [24], hence the notation in equation (2.6). The equations








where Gµν denotes the Einstein tensor computed with the metric g, Tµν is the energy
momentum tensor of matter fields, and T gµν is the effective energy momentum tensor coming
from the variation with respect to the metric g of the interaction term Sint. It depends
non derivatively on both metrics f and g and is defined as usual as





A simple, but non trivial, consequence of equations (2.8) is obtained by taking a g-covariant
derivative ∇ of both sides of the equations; one gets, using the Bianchi identities and the
conservation of the matter energy momentum tensor, the constraint
∇µT gµν = 0 (2.10)
which the effective energy momentum tensor should obey.
2.2 The Goldstone picture
The gauge invariance (2.7) can be used to write the background flat metric f in various
coordinate systems. Starting from a given gauge, with coordinate XA, and the f metric
in the form of fAB(X), it might be desirable to change the gauge, but keep the change of
coordinate explicit in the f metric. Namely, the action is the same as action (2.3), but
with fµν(x) now given by the expression
fµν(x) = ∂µX
A(x)∂νX
B(x)fAB (X(x)) , (2.11)
while g is kept as gµν(x). The quantities X
A, which then appear explicitly in the action
of the theory, can be considered as a set of four new dynamical scalar fields, which are
3We keep the numbering of the potentials (2.4)–(2.5) of ref. [24].
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analogous to the Stu¨ckelberg field used to restore gauge invariance in the Proca Lagrangian.




and hence the quantity fµν(x) transforms as a covariant tensor of rank 2, as it should,
while fAB is left unchanged by this coordinate transformation. With this in mind and
the analogy with the Stu¨ckelberg procedure and Goldstone equivalence theorem, the initial
gauge, where g and f assume the form gAB and fAB is usually called a ”unitary gauge”,
4
i.e. one where the Stu¨ckelberg fields XA are gauged away. Note that the metric fµν in a
non unitary gauge can also be thought as the pullback, via the ”link field” XA(x), on the
space-time manifold m4, with coordinates x
µ, of the metric fAB living in an other abstract
manifold M4 with coordinates XA. Usually, the unitary gauge is chosen such that in this
gauge the metric fAB takes the canonical Minkowski form diag(−1, 1, 1, 1) ≡ ηAB . In the
non unitary gauge, the action (2.3) is one for a theory with gµν and X
A as dynamical fields.
Obviously, the equations of motion for gµν lead to the same equations as in (2.8) where
fµν is given in the form (2.11). Let us briefly turn to the equations of motion for X
A. The
link fields XA only enter the action through the metric fµν given by equation (2.11), hence
the variation of the action with respect to XA, δSint(f, g), is given by











where δfµν is the variation of fµν under X
A(x)→ XA(x) + δXA(x). It is easily seen that





where δxµ(x) is defined by
δxµ(x) = δXA(x)∂Ax
µ(X(x)) (2.13)
and xµ(X) denote the inverse mapping of XA(x). Hence, the variation of f takes the form
of the Lie derivative Lδxfµν of f along the quantities δxµ considered as a vector field on
the space-time manifold. However, the interaction term Sint(f, g) has been constructed
to be a scalar under coordinates changes, hence in particular under those of the form
















Using this, and the definition (2.9), we get the following expression for the variation




√−g (∇µT µνg ) (∂Axσ) gσν δXA(x). (2.14)
4In the following, we will always use indices with capital latin letters from the beginning of the alphabet
A, B,C, . . . to denote quantities written in a unitary gauge, like the coordinates XA and metrics fAB and
gAB , and greak letters from the middle of the alphabet, µ, ν, . . . to designate quantities in a non unitary
gauge.
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Hence we see that the equation of motion of XA are equivalent to the Bianchi identi-
ties (2.10) provided that the mapping XA(x) is invertible. Note that above, we have lifted
and lowered indices with gµν . This will be the case in all the following except for what
concerns the metric fµν , the indices of which are moved with f itself. Note also that in
the above derivation we have not used the fact that fAB is the canonical Minkowski metric
ηAB and hence, it also holds when it is not the case.
2.3 Strong coupling and decoupling limit in the Goldstone picture
The authors of ref. [18] have further developed the above mentioned analogy between XA
and Stu¨ckelberg fields. Indeed, following [18], one can do a ”Goldstone boson” expansion
of the action (2.3) around a unitary gauge. Indeed, considering some background solution
for gµν (defined as g
0
µν) and X
A(x) defined (the metric fAB being kept fixed) as
XA0 (x) ≡ δAµ xµ,
ref. [18] introduces the ”pion” fields πA as
XA(x) = XA0 (x) + π
A(x), (2.15)
and further does a ”scalar-vector” decomposition of the πA in the form
πA(x) = fAB (AB + ∂Bφ) . (2.16)
Note that this notation is a bit problematic if one is interested in the structure of the theory
beyond linearized equations of motion. Indeed, first neither the πA defined as above, nor φ
and AB are tensors on the ManifoldM4 (and one does not see the need for the metric fAB
above). Second, given the definition (2.15), it is natural to assume that φ is a function of
xµ (not of the XA) and hence one does not see why it is differentiated above with respect
to XB . In fact, if one takes the definition (2.16) literally and write ∂Bφ = ∂Bx
µ∂µφ, one
sees that ∂Bx
µ is expressible formally as a serie of πA (using (2.15)) and hence also of φ.
This will generate terms at nonlinear order which will be different from the ones one gets
using the naive expression ∂Bφ = δ
µ
B∂µφ. The same will be true if one considers metrics
fAB with non trivial dependence in the coordinates X
A (so that this later problem does
not arise when fAB is taken to be the canonical flat metric, but will e.g. if one chooses
to parametrize Minkowski space-time in a non trivial way). To avoid those difficulties, we
will write, instead of (2.16) (and in fact this seems to be what is done implicitly in ref. [18]
to deal with nonlinear order)
πA(x) = δAµ (A
µ(x) + ηµν∂νφ) . (2.17)
If one inserts the decomposition (2.17) into action (2.3), and expands around flat space-
time writing gµν = ηµν + hµν , we obtain an action for the dynamical fields hµν(x), A
µ(x)
and φ(x). Since Aµ(x) and φ(x) only enter in the metric fµν , via expression (2.11), the only
term in action (2.3) which depends on Aµ(x) and φ(x) is the interaction term Sint[f, g],
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and one has from (2.11) (where no term has been neglected in the expression below)
Hµν = hµν − ∂µAν − ∂νAµ − 2∂µ∂νφ
−∂µAσ∂νAσ − ∂µ∂σφ ∂ν∂σφ
−∂νAσ∂µ∂σφ− ∂µAσ∂ν∂σφ. (2.18)
Inserting this expression into S[f, g], and keeping the lowest order in hµν(x), A
µ(x) and







2hµν∂µ∂νh− 2hµν∂ν∂σhσµ + hµνhµν − hh
+m2
[








where h ≡ hµνηµν , ∂A ≡ ∂µAµ, Tµν is the matter stress-energy tensor, and indices are
moved up and down with the metric ηµν . The peculiarity of the above expression is that
while Aµ acquires a standard kinetic term, φ does only get one via a mixing with hµν [18],
this being entirely due to the structure of the Pauli-Fierz mass term (2.1). A may to demix
φ and hµν is to do the shift [18]
hµν = hˆµν −m2ηµνφ.








hˆ2 − hˆµν hˆµν − FµνFµν − 4(hˆ∂A− hˆµν∂µAν)
+6m2
[
φ(+ 2m2)φ− hˆφ+ 2φ∂A
] }
.
The interactions between φ, A and hˆµν can be canceled by adding an appropriate gauge
fixing to the action (see [25]). Following again [18], we can obtain canonically normalized
fields φ˜, A˜ and h˜µν by defining






Doing so, and expanding the action in φ˜, A˜ and h˜µν one sees using (2.18) that φ˜ has in






When those interactions are present,5 they are the strongest interactions among the fields
φ˜, A˜ and h˜µν in the limit where m ≪ MP , besides quadratic, cubic and quartic non
5An appropriate choice of the interaction term Sinf [f, g] can remove cubic (and others) self interactions
of φ˜ [18].
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derivative interactions.6 Indeed, using the expansion (2.18), it is easy to see that those

















Whenever k1 + 2k2 + 3k3 + k4 = 4 (which can only happen for k1 + k4 = 4, k2 = 0, k3 = 0
or for k1 + k4 = 2, k2 = 1 and k3 = 0), the coefficient in front of h˜
k1(∂A˜)k2(∂∂φ˜)k3φ˜k4
in eq. (2.21) is equal to the dimensionless expressions m2/M2P or m/MP and the corre-
sponding interactions include in particular quartic non derivative couplings between φ˜ and
h˜. In all other cases, Λk1,k2,k3,k4 has the dimension of an energy. It is equal to m for
quadratic interactions and m2/MP for cubic non derivative interactions. Hence, besides
quadratic, cubic and quartic non derivative interactions, it is easily seen that the strongest
interaction among the canonically normalized fields is the cubic derivative self interaction
of φ˜ suppressed by the scale Λ = Λ0,0,3,0. All the other interactions are suppressed by a
scale larger or equal to Λ0,0,4,0, with Λ0,0,4,0 = M
1/4
P m
3/4 [16, 18, 25]. In other words the
exponent in the right hand side of the above formula (2.22) is bounded below by 1/20 as
soon as {k1, k2, k3, k4} 6= {0, 0, 3, 0} (not considering the above mentionned non derivative
quadratic, cubic and quartic interactions). Hence, for m ≪ MP the scale Λ4 is stricly
larger that Λ, while the non derivative cubic and quartic interactions are much smaller
than the quadratic mass terms (for small expectation values of the fields). This indicates
that there is a regime where the theory considered, and hence also its solutions, is well
approximated7 by retaining only the quadratic action and the cubic self interaction of φ˜,
as noted in particular in ref. [16]. This regime can be extended to arbitrarily high energy
scale8 (or arbitrarily small distances) by choosing a sufficiently large ratio MP /m, as can
be seen from the relation (2.22). In fact, one can take a decoupling limit, that suppresses






6We include here and in the following with those interactions, a peculiar set of cubic interactions, with
a derivative coupling to A˜, corresponding to k1 + k4 = 2, k2 = 1 and k3 = 0 (see below), which will play a
similar role.
7Of course the discussion here is a bit loose, it will be made more precise when dealing with spherically
symmetric solutions.
8We do not consider here, as done e.g. in [18], the issue of the quantum corrections to the theory and
only discuss it from a purely classical perspective.
– 9 –





In this limit, all the quantities Λk1,k2,k3,k4 (with {k1, k2, k3, k4} 6= {0, 0, 3, 0}) are sent to



























where α and β are numerical coefficients that can be adjusted at will by choosing an
appropriate interaction term Sinf [f, g],
10 and T is the trace of the energy momentum tensor.
For example, the BD potential (2.4) leads to α = −β = −1/2, while the AGS potential (2.5)























This equation of motion is fourth order which signals generically ghost propagating degrees
of freedom. In fact, one can argue [16, 17] that one can see this way a generic property of
massive gravity once discovered by Boulware and Deser [11]: namely the fact that nonlinear
massive gravity propagates at nonlinear level one more degree of freedom than linear Pauli-
Fierz theory, the energy of the extra propagating mode being unbounded below. This is a
major obstacle to the possibility to consider nonlinear Pauli-Fierz theories defined as above
as a realistic theories (see however [26]), but, again, our aim is here to use this theory like
a toy model to study the Vainshtein mechanism, and not to advocate for a realistic use
of it.
3 Static spherically symmetric solutions
In this section we introduce our framework to look for static spherically symmetric solutions
of massive gravity. We also describe the Vainshtein mechanism. First, in section 3.1, we
present ansa¨tze for the metrics and discuss possible coordinate choices. In what follows
we will mainly be interested in the bi-diagonal ansa¨tze, i.e. those where both metrics can
be put simultaneously in a diagonal form. It turns out that, in this case, a convenient
coordinate choice is so-called the λ, µ, ν gauge (following the terminology of reference [12])
that will be introduced. The equations of motion in this gauge (together with the Bianchi
identity) form a system of ordinary differential equations for the three functions λ, ν and µ
to be determined. This system is strongly nonlinear and cannot be integrated analytically.
However, different asymptotic regimes can be studied separately. First, one expansion
can be made in the Newton constant, GN . This expansion will be found to be valid far
from the source (i.e. for distances R ≫ RV , where RV is the Vainshtein radius that we
will introduce). At lowest order, it does not match the similar expansion that one can
make in General Relativity, this being reexpressed in the form of the vDVZ discontinuity.
9While h˜ A˜ become free.
10Note that in general, the cubic term for φ˜ is given by some linear combination of the three terms (φ˜)3,
φ˜ φ˜,µν φ˜
,µν and φ˜,µν φ˜
,µαφ˜,ν,α, but an integration by part can always be used to reduce the number of
independent terms to two, as shown in eq. (2.24).
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Vainshtein conjectured that close to the source the General Relativity solution can be
restored via the effect of the nonlinear corrections. This is the essence of the Vainshtein
mechanism explained in section 3.2. In the Vainshtein original proposal [10], a scaling with
distance is proposed for the first correction to the Schwarzschild solution close to the source
(i.e. for R ≪ RV ). Here we show that there is another possible scaling that will play an
important roˆle, as will be discussed in section 4.
3.1 Ansa¨tze and coordinate choices
The most general static spherically symmetric ansatz for solutions of the theory defined by
action (2.3) takes the form
gµνdx
µdxν = −J(r)dt2 +K(r)dr2 + L(r)r2dΩ2,
fµνdx
µdxν = −C(r)dt2 + 2D(r)dtdr +A(r)dr2 +B(r)dΩ2,
where dΩ2 is the canonical metric of a unit 2-sphere
dΩ2 = dθ2 + sin2 θdϕ2.
The above ansatz can further be simplified by setting L be one, by a suitable choice of
the radial coordinate r. However, in general, it is not possible to put both metric at the
same time in a diagonal form by a coordinate change without imposing restrictions on
the solutions, this is because we only have one diffeomorphism invariance (2.7) at hand.
Different cases have been considered in the literature and some solutions are explicitly
known in the case when metrics are not both diagonal [12, 27]. In this work we will only
consider bi-diagonal cases where the non dynamical metric is parametrizing a Minkowski
(non dynamical) background space-time. It will turn out useful to use different type of
gauge and ansa¨tze. A first gauge choice (called the ”a,b,c gauge” in [12]) is defined by
metrics in the following form
gABdx
AdxB = −J(r)dt2 +K(r)dr2 + L(r)r2dΩ2
fABdx
AdxB = −dt2 + dr2 + r2dΩ2 (3.1)
A simple coordinate change XA(X ′)
z = r cos θ,
x = r sin θ cosϕ,
y = r sin θ sinϕ,
puts of course fAB in the canonical Minkowski form ηAB (we will not need the corresponding
expression for g)
fABdx
AdxB = −dt2 + dx2 + dy2 + dz2. (3.2)
Note that both gauges (3.1) and (3.2) have in common that all the unknown functions
(J , K and L) are put in the metric g and hence, in agreement with our definitions of
section 2.2, we can consider those gauges as unitary. A non unitary gauge, which has some
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advantages, is the one where one of the unknown function J,K,L is put into the expression
of the non dynamical metric, given by
gµνdx
µdxν = −eν(R)dt2 + eλ(R)dR2 +R2dΩ2 ,
fµνdx






e−µ(R)dR2 + e−µ(R)R2dΩ2 ,
(3.3)
where here and in the following a prime denotes a derivation with respect to R. The
relation between gauges (3.1) and (3.3) is given by
Re−µ(R)/2 = r, (3.4)









L(r) = e µ(R).
Following reference [12], we will call the gauge (3.3) the λ, µ, ν gauge. It has the advantage
that the g metric can readily be compared to the usual Schwarzschild metric of standard
General Relativity. The coordinate change defined by
Z = R cos θ,
X = R sin θ cosϕ,
Y = R sin θ sinϕ,
puts then the metric g and f in the form
gµνdx






(XdX + Y dY + ZdZ)2 (3.5)
fµνdx










e−µ(R) (XdX + Y dY + ZdX)2 (3.6)
with R2 = X2 + Y 2 + Z2. We obtain easily the relation between coordinates {XA} =
{t, x, y, z} of the unitary gauge (3.2) and coordinates {xµ} = {t,X, Y, Z} of the non unitary
gauge (3.5) as (the time coordinate t being the same in the two gauges).






























It does not vanish except possibly on a sphere of radius R where
R
2
µ′(R) = 1. (3.9)
Obviously, a generic function µ would not define via eq. (3.7) a one to one mapping over
the whole Minkowski space. To obtain such a mapping, a sufficient condition is that r(R) is
a strictly monotonous function of R which maps the real positive half line to itself with an
everywhere non vanishing Jacobian. In this paper, because we will deal with the Decoupling
Limit, we will not be careful about what is happening at the origin r = 0. However, a
necessary condition on µ is that r(R) maps the origin to itself, and hence µ should verify
lim
R→0
Re−µ(R)/2 = 0. (3.10)
Note that the monotonicity of r(R) is automatic, provided that (3.9) never holds. Given a
particular solution for µ, λ, and ν, the above conditions could prevent the solution to be
interpreted as a correct solution of the equation of motion of the theory (2.3).
3.2 The Vainshtein mechanism
3.2.1 A short introduction to the vDVZ discontinuity and the Vainshtein
mechanism
The (quadratic) Pauli-Fierz theory, with a mass term given as in eq. (2.1), is known to
suffer from the van Dam-Veltman-Zakharov (vDVZ) discontinuity, i.e. the fact that when
one lets the mass m of the graviton vanish, one does not recover predictions of General
Relativity. E.g., if one adjusts the parameters (namely the Planck scale) such that the
Newton constant agrees with the one measured by some type of Cavendish experiment,
then the light bending as predicted by Pauli-Fierz theory (and for a vanishingly small
graviton mass) will be 3/4 of the one obtained by linearizing GR [9].11 One way to see
this is to consider solutions of equations of motion (2.8) which are static and spherically
symmetric and which would describe the metric around a spherically symmetric body such
as the Sun. To do so, using the ansatz (3.3) is especially convenient because in this form the
g metric can be easily compared with the standard Schwarzschild solution. If one tries to
find a solution expanding in the Newton constant, as we recall in subsection 3.2.3, one finds
immediately the vDVZ discontinuity appearing in the form of a different (m independent)
11The fact it is smaller is easy to understand: the essential difference between Pauli-Fierz theory and
linearized GR comes from an extra propagating scalar mode present in the massive theory. This mode exerts
an extra attraction in the massive case compared to the massless case. Hence, if one wants measurements
of the force exerted between non relativistic masses to agree, the coupling constant of the massive theory
should be smaller than that of the massless theory. But light bending is blind to the scalar sector - because
the light energy momentum tensor is traceless. Hence, provided the two theories agree on the force between
non relativistic probes, the massive theory would predict a smaller light bending than the massless one.
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absolute value of the coefficients in front of the first non trivial correction to flat space-
time in gtt and gRR components (neglecting the Yukawa decay by assuming the Compton
wavelength of the graviton is much larger than other distances of interest). However, as
first noticed by Vainshtein [10], the computation of the next order correction shows that
the first order approximation ceases to be valid at distances to the source smaller than a






where RS is the Schwarzschild radius of the source. This Vainshtein radius obviously
diverges when one lets m go to zero and in fact is much larger than the solar system size
for a massive graviton with a Compton wavelength of the order of the Hubble radius. Hence,
one can not conclude that massive gravity is ruled out based on solar system observations
and results of the original works on the vDVZ discontinuity [9]. Vainshtein also showed
that an expansion defined around the standard Schwarzschild solution can be obtained (as
recalled in subsection 3.2.4) that is well behaved when the mass of the graviton is sent
to zero, opening the possibility of a recovery of GR solution at small distances R of the
source. Indeed, the domain of validity of this second expansion was shown to be R≪ RV .
Moreover, the correction found by Vainshtein to the Schwarzschild solution are non analytic
in the Newton constant which could have explained the failure of the attempt to obtain a
solution expanding in the Newton constant. This is the aim of this section 3.2 to give more
details on the so-called Vainshtein mechanism, i.e. the possibility of a non-perturbative
recovery of solutions of GR, which is the bulk of the studies of this work.
3.2.2 Equations of motion in the λ, µ, ν gauge




























where the source energy momentum tensor T νµ is assumed to have the perfect fluid form






The matter conservation equation reads
P ′ = −ν
′
2
(ρ+ P ), (3.13)





∇µT gµR = 0. (3.14)
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tt (ν, λ) +G
(C>)
tt (ν, λ) = −
m2
2
(λ+ 3µ+Rµ′) + 8πGNρ
+m2Qtt(ν, λ, µ) + ν8πGNρ
+m2C>tt (ν, λ, µ)
+ν8πGNρ(e









RR (ν, λ) =
m2
2
(ν + 2µ) + 8πGNP
+m2QRR(ν, λ, µ) + λ8πGNP
+m2C>RR(ν, λ, µ)
+ν8πGNP (e











RR and Qb represent respectively the quadratic (in power of λ, µ and ν)







the cubic and higher part of Gtt, GRR and the Bianchi identity. The expressions of some
of those quantities can be found in appendix B.
3.2.3 Expansion in the Newton constant
We can first look for solution of the system (3.15)–(3.17) expanding the solution into powers
of the usual Schwarzschild radius RS of the source (or into the Newton constant). More
explicitly, we expand as in
λ = λ0 + λ1 + · · ·
ν = ν0 + ν1 + · · ·
µ = µ0 + µ1 + · · ·
where λi, νi, µi are expected to be proportional to G
i+1
N , and we consider a regime where
λi+1 ≪ λi, νi+1 ≪ νi and µi+1 ≪ µi.



























Notice that the expansion of the Bianchi identity does not contain a term linear in µ, as
can be seen from equation (3.17), this being due to the peculiar structure of the Pauli-Fierz
mass term. The exact solution of the system (3.18) can be found in ref. [12]. However,
we are interested here in the limit where Rm≪ 1, and want to simplify the linear system
accordingly. One can see from the third equation that λ0 and ν0 are of the same order:
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λ0 ∼ ν0, while the first or the second equation indicates that µ0 ∼ λ0/(mR)2 ≫ λ0, ν0. As























with the scaling (valid for mR≪ 1)
µ0 ≫ λ0 ∼ ν0. (3.19)
One can extract from the above system an equation for µ0 reading
3µ0 +Rµ
′
0 = 0, (3.20)












where C1 is a constant of integration which is expected to be proportional to GN and has
to be fixed by matching to the source.








tt (ν0, λ0) = −
m2
2
(λ1 + 3µ1 +Rµ
′
1) +m





+G(Q)rr (ν0, λ0) =
m2
2
(ν1 + 2µ1) +m






+Qb(ν0, λ0, µ0). (3.24)
Assuming that ν1 and λ1 are of the same order (in line with ν0 ∼ λ0), and using the
scaling (3.19) we find from (3.24) the scaling































with Q(µ0) ≡ Qb(0, 0, µ0). For the interaction terms of eq. (2.4) and (2.5), we find respec-











Q(3)(µ) = −Q(2)(µ). (3.29)
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In the general case one can show (cf. appendix B) that Q(µ) is given by
























where α and β are numerical constants depending on the interaction term Sint[f, g].











































where n1, m1 and l1 are order one dimensionless quantities that depend on the details
of the quadratic term Q(µ0), and R¯S is the Schwarzschild radius defined as usual from
the ”Cavendish” Newton constant G¯N (defined as the one which is measured in some
Cavendish-like experiment, assuming the Newtonian potential is given at leading order
by the first term in the right hand side of equation (3.31)). To obtain the expres-
sions (3.31)–(3.33) above, we have fixed the integration constant C1 such that the Newto-
nian force between non relativistic pointlike bodies matches the one obtained in Newtonian
theory (assuming those bodies are separated by a distance much larger than the Vainshtein
radius and much smaller than the graviton Compton wavelength). As we said above, this
requires defining the Newton constant G¯N as 4/3 of GN ,
12 as defined by equation eq. (2.2).
We also see the vDVZ discontinuity in the fact that the coefficient in front of R¯S/R in
the first term on the right hand side of (3.32) is not equal to one (as it would be in GR).
Finally, we see that this expansion is only valid for R ≫ RV where RV is the Vainshtein
radius defined as in (3.11).
3.2.4 Small R expansion
At small R, R ≪ RV , following Vainshtein’s idea, one is looking for an expansion around
solutions of usual General Relativity. In other words, one looks for an expansion in power





12So that we have also R¯S = 4/3RS , where RS is the Schwarzschild radius used in the rest of this paper.
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where the fn are m-independent coefficients. By definition, the lowest order expressions of
λ and ν are given by the Schwarzschild form















+ · · · (3.34)
Keeping the lowest order term in RS/R, λ0 and ν0 are simply obtained by solving the



















where only the lowest order terms have been kept. Inserting in the above equation the GR





where the lowest order in RS/R has been kept. Assuming, following Vainshtein, that µ0





≫ λ0, ν0, (3.36)
whereM0 is a pure number. Hence, there is a first potential obstruction to the success of the
Vainshtein mechanism [12], namely the left hand side of equation (3.35) must be positive
definite, which is only possible for particular quadratic terms Q(µ0). e.g. the interaction
term (2.4) leads via equation (3.35) to an imaginary M0 and hence, for this potential the
scaling proposed by Vainshtein does not work (see however below). In contrast, from the
interaction term (2.5) (and hence equation (3.29)), one finds the real value M0 = ±
√
8/9.
The next order for λ1 and µ1 is given by solving equations (3.15)–(3.16). In the
limit where
RS ≪ R≪ m−1,































= Qb(0, 0, µ0 + µ1),
where in the right hand side of the above equation only the term linear in µ0 and µ1 are
























2 +O (m4) , (3.39)
where again M0, N1, L1 and M1 are order one dimensionless numbers. This expansion























Note however that there is another possible expansion at small R that has not been
discussed previously in the literature and for which one also recovers the GR solution.
Indeed, the operator Q, appearing on the left hand side of equation (3.35), can have a
zero mode in the form of a power law, µQ ∝ Rp, and one can find an expansion for µ
starting with this zero mode. e.g. in the cases of interaction terms (2.4) and (2.5), where
the corresponding operators Q are given by equations (3.28) and (3.29), one finds p = −2,
and hence in those cases, as we will discuss in more details in the next section (together






















where s = −1 for the potential (2.4) and s = +1 for the potential (2.5), and A0 is a pure
number. Such an expansion will in fact, as will be shown in the next section, turn out to be
the most general one found by numerical integration of the equations of motion in vacuum.
3.2.5 Matching small R and large R behaviours
It was noticed immediately after the seminal work of Vainshtein that there was no war-
ranty that one could match the solution found by Vainshtein in the small R limit, given
by equations (3.37)–(3.39), to the one obtained in the large R limit, and given by equa-
tions (3.31)–(3.33) [11]. More recently, numerical integration of the full (nonlinear) system
of equations (3.15)–(3.17) has shown indeed [12] (see also [13]), that integrating inwards
from the large R behaviour (3.31)–(3.33) or outwards, from the small R behaviour, always
results in singularities appearing at finite R (provided one insists upon the solution to be
asymptotically flat). In fact the exact reason for which those singularities arise has not
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been clarified so far in the literature and it is one of the main purpose of this work to
reexamine this question in the light of the Goldstone formalism in the decoupling limit
of ref. [18]. The general understanding is that one can link those singularities, and hence
the failure of the Vainshtein mechanism, to the ghost-like nature of the extra degree of
freedom discovered by Boulware and Deser [11] to be present in the nonlinear theory, and,
as recalled above, appearing in the Goldstone formalism in the form of higher derivative
operators [16, 17].
4 The decoupling limit in spherically symmetric solutions
In this section we study static spherically symmetric solutions in the decoupling limit (DL
in the following). We first show (section 4.1.1) how to obtain a DL in the case of the static
spherically symmetric ansatz (3.3). We then show (4.1.2) that this DL is in fact analogous
to the one introduced in section 2.3 and we show the scalar field φ is closely related to the
metric function µ of the gauge (3.3). We give the explicit link between the two and show
that in the decoupling limit, both fields obey the same equation of motion. The DL allows
to decouple the scalar degree of freedom, which appears due to the presence of the potential
term, from the degrees of freedom also present in GR. In this limit, the study of solutions
is greatly simplified, in particular, instead of three equations of motion (3.15)–(3.17) there
will be only one (nonlinear) equation for the “gauge” function µ (or equivalently for φ).
This is consistent with the fact that by extracting the DL the GR degrees of freedom
become decoupled from the scalar degrees of freedom.
On the other hand, one can hope that the DL will contain the main features of the
full system, since it isolates the ”troublesome” scalar degrees of freedom. For example,
the large-R asymptotic solution and the Vainshtein solution of the full system have DL
analogues. On the other hand, as was recalled at the end of the previous section, the
Vainshtein mechanism was found to fail for the theory considered here, by integrating the
full nonlinear system of equations (3.15)–(3.17). Thus a natural question to ask is whether
one can already see this failure in the DL. In the section 4.1.3, we discuss briefly the
expected range of validity of the DL.
The main results of this section are obtained in section 4.2 where we solve numerically
the DL equations of motion. After a discussion of boundary conditions at infinity (sub-
section 4.2.1), we first introduce a simple linear differential equation which shares some
crucial properties with the one obtained in the DL (subsection 4.2.2). Then we discuss
solutions outside the source and inside the source in the simplest cases of potential (2.4)
and (2.5) (subsections 4.2.3 and 4.2.4). Last, we turn to discuss the most general case
(subsection 4.2.5).
4.1 Extracting the limit
4.1.1 Rescaling and limiting equations of motion
First, let us note, as should be clear from the derivations presented in section 3.2, that
both the expansion in the Newton constant (in the limit where R ≪ m−1) as given by
equations (3.31)–(3.33) and the expansion in the mass of the graviton (in the limit where
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R ≫ RS) as given by equations (3.37)–(3.39) (as well as (3.40)) are left unchanged if one
first does the rescaling on the metric functions,
ν˜ ≡ MP ν,
λ˜ ≡ MPλ,
µ˜ ≡ m2MPµ, (4.1)
and on the components of the energy-momentum tensor
ρ˜ ≡ ρ/MP ,
P˜ ≡ P/MP ,
and then takes the DL as it is defined in (2.23). More precisely, plugging the rescaled func-
tions ν˜, λ˜ and µ˜ into the equations of motion (3.15)–(3.17), and assuming those functions to
be bounded, one sees that in the DL (2.23), the nonlinear system of equations (3.15)–(3.17)























where Λ is defined as in (2.20). So the only non linearities which remain in this limit are
those corresponding to the piece of the Bianchi identity quadratic in µ. Note that we have
set the pressure P˜ to zero in the above equations (4.2), since this is a direct consequence
of taking the decoupling limit in the matter conservation equation (3.13):






→ 0 when MP → 0 . (4.3)












R µ˜′ = ρ˜ . (4.4)
As we will see in the next subsection, one can map this equation to the equation of motion
found for φ˜, equation (2.25), and hence there is a very clear relation between the decoupling
limit as we just defined, obtained from the equations of motions in the λ, µ, ν gauge, and
the one discussed in the original reference [18] as summarized in section 2.3. Before turning
to discuss in detail this relation, let us first note that equation (4.4) can easily be integrated

























where C2 is an integration constant. Notice that outside the source, the integral on the
right hand side of equation (4.5) gives a constant and hence this simply results in a shift










As usual, the integration constant C0 should be fixed by matching to the source. The two
limiting regimes discussed in section 3.2 are easily recovered from this equation. The lowest
order term in the expansion into the Newton constant (valid at R ≫ RV ) corresponds to
keeping only the linear order in µ˜ in the left hand side of (4.6), recovering equation (3.20).
The lowest order term in the expansion in m2 (valid at R ≪ RV ) corresponds to keeping





found in equation (3.39). Assuming the validity of the Vainshtein recovery
mechanism, one can easily fix the (shifted) integration constant C0 for a point like source,
by using the known form of the functions ν˜ and λ˜ at lowest order in them2 expansion which
is given by their expressions in standard General Relativity (at lowest order in RS/R). This





C0 =MPRS . (4.8)
Note that the above equations (4.5)–(4.6) take their most simple expressions when Q is
given as in equations (3.28)–(3.29), i.e. for the interaction terms (2.4) and (2.5), in which

















where again s = −1 for the BD interaction term (2.4) and s = +1 for the AGS mass
term (2.5). For future use, and for numerical integration, it turns out convenient to intro-
duce the dimensionless quantities






w(ξ) ≡ a−2 µ ,
v(ξ) ≡ a−4 ν ,
u(ξ) ≡ a−4 λ ,
where we used the dimensionless parameter
a ≡ RVm = (RSm)1/5 .
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The functions u and v are just the dimensionless functions λ and ν associated with the gµν
metric, while w corresponds to µ, and ξ is the dimensionless distance R expressed in unit




















where a dot denotes a derivative with respect to ξ. Eliminating u and v from the above






















which will be assumed from here-on and until the end of this article. The general form of












































We now turn to compare the above obtained equations for µ˜ (or w), eq. (4.10), with the
equation of motion of φ˜.
4.1.2 Comparison with the Goldstone picture
The most general equation of motion for φ˜, eq. (2.25), can be rewritten in the following

























Hence, it is easy to see that, in the case of a spherically symmetric configuration φ˜(R), this

























































where we used that, according to eq. (4.3), T/MP = −ρ˜ in the decoupling limit, and
where C˜2 is an integration constant. Let us now see how this equation compares with
equation (4.5) obtained for µ˜ in the previous subsection. As we have seen, the relation
between the unitary gauge (3.2) and the gauge (3.5) is encoded into the function µ(R)
though the coordinate change (3.7). On the other hand, it is also contained in the Goldstone
field πA, and in our case, in a single scalar field φ defined as in (2.15)–(2.16) by
ηAB∂Bφ = X
A(xµ)− δAµ xµ, (4.15)
where as follows from (3.7) XA and xµ are given by {XA} = {t, x, y, z} and {xµ} =
{t,X, Y, Z}, and XA(xµ) is given by the coordinate change (3.7). It is easy to see that
equation (4.15) has the solution φ(R)







and that in this particular case no vector field AB is needed. Note that the relation between
µ and φ is in fact ”non perturbative” because of the presence of the exponential in the
above relation. The limiting conditions (3.10) translate via relation (4.16) into
lim
R→0
φ′(R) = 0. (4.17)
This is precisely the limiting condition one would impose on a scalar field φ in a spherically
symmetric configuration in order to have everywhere well defined second derivatives. For
small µ, the above expression (4.16) can be expanded as









+ · · ·
If we go to the canonically normalized φ˜, defined in equation (2.19), and use the rescaled
metric variables as defined in (4.1), and then take the decoupling limit (2.23), one is left
with the simple relation between φ˜ and µ˜ given by
















































and we recover exactly equation (4.5) (identifying C˜2 and C2). It is however interesting to
note that the boundary condition (4.17) can be lost in the decoupling limit due to the ”non
perturbative” (exact) relation between φ and µ given by equation (4.16). For example, if
one considers the field theory defined by action (2.24) and looks for a spherically symmetric
solution, one is led to impose that φ˜′(0) vanishes. This, via relation (4.18) imposes however
a condition on µ˜ which is not necessary considering the conditions given at the end of
section 3.1.
4.1.3 Expected range of applicability of the Decoupling Limit
We would like here to discuss to what extent the DL is capturing the leading behaviour of
the solution of the full nonlinear system. As we will see, the DL is expected to be valid for
distances in-between the Compton length of graviton m−1, and a scale that is parametri-
cally lower than the Vainshtein radius and can even reach the Schwarzschild radius.
First, as should be clear from the discussion of section 3.2.3, the DL should give a good
description of the solution at least in the range RV ≤ R ≪ m−1. Another way to check
this is to look more carefully at the expressions (2.21). Indeed, it is easy to check that the
quadratic, cubic and quartic non derivative self interactions (2.21) (with appropriate values
of k1, k2, k3, k4) do not give significant corrections to the DL solutions for RV ≤ R≪ m−1,
while the cubic derivative φ˜ self interaction is retained in the DL. Comparing the other
interactions (2.21) to the kinetic terms in the regime where the linearized theory is expected
to hold (i.e. for R≫ RV ), one sees that those interactions have each their own ”Vainshtein”
radii (corresponding to distances where those interactions generate O(1) correction to the
linearized theory) which are strictly smaller than RV , as first noted in ref. [18]. Those radii
are sent to zero in the DL, while RV is kept unchanged.
Let us now discuss what is going on at distances smaller than RV . Using again the
expressions (2.21), it is easy to see that the quadratic, cubic and quartic non derivative
self interactions stay negligeable at least up to RS , while one can estimate when the other
interactions become of the same order as the cubic interaction retained in the DL. Indeed,
the Vainshtein scaling (3.37)–(3.39) translates into the scaling h ∼ RS/R, ∂∂φ ∼ µ ∼√
RS/R (via eq. (4.16)), and A ∼ 0. From which one easily obtains the scaling of the
canonically normalized fields h˜, φ˜, and A˜. Inserting this into eq. (2.21) we see that a generic
interaction (2.21) is much smaller than the cubic φ˜ all the way down to the Schwarzschild
radius RS . Hence, as discussed in ref. [16], assuming the Vainshtein scaling, one expects
the DL to be correctly describing the solution of the full nonlinear theory below m−1 and
down to RS . The same question can be asked for the other scaling introduced above in
eq. (3.40). For this scaling, and below the Vainshtein radius, one still have h ∼ RS/R,
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while we have ∂∂φ ∼ µ ∼ m2R4VR−2. To estimate the range of validity of the leading
behaviour of the DL solution, one has to pay attention to the fact that the leading term
in eq. (3.40) is a zero mode of the kinetic operator associated with the cubic term in the
action of the DL. This kinetic operator, evaluated on this leading behaviour, is a sum of
three terms which add to zero (see e.g. eq. (4.9)). Hence, one expects to see the solution
leave the found DL behaviour whenever the left over interactions (2.21) generates a term
in the equation of motion larger than, or of the order of, any of those three terms. For a
generic interaction (2.21) this happens below the radius Rk1,k3,k4 defined by







Again we see that this scale is always parametrically smaller than the Vainshtein Radius,
whenever k1 + 2k3 − 6 is stricly positive. When this later condition is not fulfilled, it is
also easy to see that the neglected interactions are then always subdominant with respect
to the cubic self interaction retained by the DL for R ≤ RV . Hence, for the scaling (3.40),
we expect as well the DL to give the leading behaviour of the solution of the full nonlinear
system (if it exists) for distances below the Vainshtein radius and above the largest of the
scales Rk1,k3,k4 which is simply RV × a.
4.2 Solving the decoupling limit equation of motion
4.2.1 Behaviour and boundary conditions at infinity
As we have just demonstrated, in the decoupling limit, one is left with the single nonlinear
differential equation (4.11) to be solved with appropriate boundary conditions. Note, that
in the simple case of BD and AGS potentials (respectively potentials (2.4) and (2.5)),
equation (4.11) (taking then the simpler form (4.13)) can be put in the well studied form
(with obvious notation), encompassing in particular the six Painleve´ transcendents
w¨ = F (w, ξ)w˙2 +G(w, ξ)w˙ +H(w, ξ).
However, one can easily check that the functions F , G, and H above are such that the
movable singularities of this equation are not only polar and even in this case solutions are
not known analytically, hence one has to use a numerical integration in order to solve the
equation of motion (4.11).
This equation being of second order, we have to specify two initial conditions, w(ξi)
and w˙(ξi) at some point ξi to start numerical integration from there. In our case, however,
it is natural to start the integration from infinity, since we know the asymptotic behaviour
of w there. Indeed, at infinity, i.e. large ξ (or large R) regime, we are looking for a
solution of equation (4.11) which has the asymptotic behaviour given by dropping all the
nonlinearities. Hence it should behave at large ξ as
w(ξ) ∼ w∞(ξ), (4.20)










This behaviour can then be used to integrate inward the equation of motion starting from
the initial conditions
w(ξi) = w∞(ξi), (4.22)
w˙(ξi) = w˙∞(ξi).
Taking a sufficiently large ξi, ξi ≫ 1, we may hope that a solution we obtain by numerical
integration will be close to the true solution (if it exists) of eq. (4.11) with the asymptotic
behaviour w(ξ)→ w∞(ξ) as ξ →∞.
Things are slightly simpler in the case of equation (4.13) corresponding to the BD and
AGS potentials (2.4) and (2.5). Indeed, in this case, the change of variable
Ξ∞ = ξ−3, (4.23)
W∞ = [w(ξ)]3/2 , (4.24)
















In this form, the first term in the left hand side above stands for all the term quadratic
in w in equation (4.11) (i.e the terms in Q), the second term represent the term linear in
w and the last term encodes the source. The boundary conditions (4.20)–(4.21) translate
into the Cauchy initial values at 0
W∞(0) = 0
W ′∞(0) = 0, (4.26)
while the asymptotic behaviour at Ξ∞ → 0 is obtained now by dropping the second deriva-








In this simpler case, one sees clearly a crucial property of our problem, that holds also in
the most general case (4.11), namely the Cauchy problem (4.25)–(4.26) (or (4.11) together
with the asymptotic behaviour (4.20)) is a singular Cauchy problem, since the differential
operator of equation (4.25) is obviously singular in (W∞,Ξ∞) = (0, 0). As a result, one
can not use standard theorems on Cauchy problem to conclude anything on the existence
of a solution. Before turning to discuss solutions of our equation (4.11), we first discuss in
the following subsection a simple linear differential equation with a similar singular Cauchy
problem to illustrate some crucial properties also found in our solving of equation (4.11).
4.2.2 A simple singular Cauchy problem
Consider the following second-order differential equations:










− y′′(x) + y(x) = 1
x
. (4.28)
These equations are singular at infinity similarly to eq. (4.11). The term y(x) and 1/x
correspond respectively to the term linear in w and the source term 1/ξ3, while the second
derivative of y can be related to the nonlinear differential operator Q. Aside from the fact
the differential operator of equation (4.27) and (4.28) is linear, those equation have the
same structure as equation (4.11). The solution of (4.27) is given by
y1(x) = C¯1 cos(x) + C¯2 sin(x) + Ci(x) sin(x)− Si(x) cos(x), (4.29)






exEi(−x)− e−xEi(x)) . (4.30)
In eq. (4.29) and (4.30), C¯1 and C¯2 are arbitrary constants, and Si(x), Ci(x) and Ei(x) are

















Now let us find solution(s) of (4.27) and (4.28) such that,
y1,2(x)→ 1
x
, when x→∞. (4.31)
This correspond, mutatis mutandis, to the asymptotic at infinity, eq. (4.21). There is a




cos(x) + Ci(x) sin(x)− Si(x) cos(x), (4.32)






exEi(−x)− e−xEi(x)) . (4.33)
i.e. one has the freedom to choose at will the integration constant C¯2. Solution (4.32) has




































Those series expansions are in fact divergent, and hence only give at best asymptotic
expansions of the solution, however we notice that the last one misses the existence of
the homogeneous mode C¯2e
−x. One can nonetheless easily see that the solutions (4.32)
and (4.33) are in fact finite and they give the correct asymptotic (4.31) at the infinity.
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The toy examples (4.27) and (4.28) show that for singular equations, the asymptotic
behaviour at infinity can be enough to fix uniquely the solution (and hence the singular
Cauchy problem is well-posed), this is the case for example of eq. (4.27); while in other
cases, such as that of eq. (4.28), there exist a family of solutions with the same asymptotic
behaviour, which can be missed by looking for the solution by a power serie expansion. The
properties summarized in this last paragraph are exactly recovered for our equation (4.11),
as we now see, beginning by discussing the simplest case of BD and AGS potentials.
4.2.3 Solutions for the BD and AGS potentials outside the source
In the case of the BD and AGS potentials (of eq. (2.4) and (2.5) respectively), the nonlinear
differential equation to solve takes the simple form (4.13). In those cases, it is easy to find


























+ · · · (4.35)
Note that the first two terms of this series match those given in equation (3.33), and in fact
this expansion is just the continuation of the one given in this equation. One can check
numerically that this power series is in fact divergent. However we found it useful for the
purpose of numerical integration to use this expansion as an asymptotic expansion of the
solutions. Indeed it provides a better approximation of the solution than keeping only the
leading order (4.22), provided that we truncate the expansion at the appropriate order.13
In both cases of BD and AGS potentials, we were able to integrate numerically inwards
equation (4.13) and obtain non singular solutions all the way to small radii. Our results
are shown in figures 1 and 3.
These numerical solutions exhibit different behaviours at small ξ which can be under-
stood as we now explain. First, if, following Vainshtein, we assume that we can drop the






13I.e., as usual with asymptotic expansions, for any given ξi from which we want to integrate inwards,
there is an order n that minimizes the n-th term wn/ξ
3+5n of the series (4.34), and we found it helpful to

































Figure 1. Solution for w in the case of the BD potential. The numerical solution is shown by solid
thick (blue) line. For distances much larger than the Vainshtein radius, ξ ≫ 1, the solution is well
approximated by the asymptotic (4.21), shown by dashed thin (black) line. Close to the source,
ξ ≪ 1, the numerical solution approaches the Q-scaling asymptotic, eq. (4.39), shown by dotted
thin (black) line.
namely the same equation as equation (3.35). An assumed power law behaviour leads then
to the Vainshtein scaling at small ξ, as (see eq. (3.39))
w ∼ wV ∝ 1√
ξ
. (4.37)
Whether such a scaling leads to a real or an imaginary solution depends on the potential.
For the AGS potential it leads to a real leading behaviour w ∼ wV =
√
8
9 ξ . An expansion























+ · · · (4.38)
This expansion can be seen to match correctly the (only - see thereafter) solution of the
AGS case that has the small ξ Vainshtein asymptotics, provided the constant B0 is fixed
to some specific value. It can be understood as follows. The leading term is of course the
Vainshtein scaling. The next term ∝ ξ 14(−5+3
√
5) is a zero mode of the linearized Q around
the leading behaviour. The rest of the series is then obtained, as usual, order by order in ξ.
For the BD potential, however, the Vainshtein scaling at small ξ leads to an imaginary
solution, which is not acceptable. In the BD case, rather than the Vainshtein scaling,
we found that there exists a real non singular numerical solution all the way to small ξ
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which interpolates between the large distance behaviour w ∼ 1/ξ3 for ξ ≫ 1 and the small
distance behaviour w ∼ 1/ξ2 for ξ ≪ 1 (see figure 1). Notice that this solution is perfectly
regular around the Vainshtein radius ξV = 1. The found new scaling at small ξ, namely
w ∼ 1/ξ2, (4.39)
and named in the following Q-scaling, is in fact obtained from a zero mode of the operator
















where K0 and K1 are two arbitrary constants and A0 = K
2/3
0 , B0 = (2K1)/(3K
1/3
0 ) are
the first two coefficients of the expansion of the zero mode around ξ = 0. A solution of
































The values of the parameters A0, B0 can be fixed matching numerically the expansion at
small ξ with the large ξ asymptotic behaviour. In the case of the BD potential, we find
A0 ∼ 0.645 and B0 ∼ 0.208 and we find that the expansion fits very well the numerical
solution up to ξ ∼ 1 (the Vainshtein radius), as can be seen in figure 2. Expansions for
14This solution can be easily found using the new function and variables























where Q is transformed into the first term on the left hand side.
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Figure 2. Plot of the numerical solution (solid black curve), and the series expansion (4.41) given
up to order ξ (dotted red curve) and up to order ξ13 (dashed blue curve). The expansion up to ξ13
approximates the numerical solution with a precision better that 99% in the range 0 6 ξ 6 0.95.


































In dimensionful units, and keeping only the dominant terms, the above equations (4.42)












Note that the leading terms at small R, λ = RS/R and ν = −RS/R, correspond to the
linearization of the Schwarzschild solution in General Relativity, and hence, even with our
new scaling, one recovers (in the decoupling limit) the Schwarzschild solution at distances
smaller than the Vainshtein radius, in agreement with the Vainshtein original idea that
nonlinearities can cure the vDVZ discontinuity. Notice however that this happens here
for a potential, the BD potential, for which the Vainshtein mechanism was believed not
to work because of the imaginary nature of the Vainshtein scaling at small ξ [12]. It is
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also interesting to notice that the first correction to the Newtonian potential arising from
equation (4.45) has a form similar to the one required by MOND [1].
Our numerical investigations of the solution in the BD case lead to the conclusion that
there is in this case a unique solution (shown in figure 1) with the right asymptotics (4.21).
This was confirmed by an analytic proof of this uniqueness (around ξ = +∞) provided
by J. Ecalle [28]. To conclude on the BD potential, let us further mention that in this
case, the numerical integration appears to be stable against small perturbations. Namely,
a slight change in the initial conditions at large ξi does not result in growing divergences
but only in small oscillations around the found unique solution. This can be understood
analytically by perturbing around the asymptotic solution (see appendix C).
Let us now turn to discuss the AGS case (potential (2.5), or s = +1). In this case,
the expansion (4.35) still holds, but in analogy with the example (4.28) we found in this
case infinitely many solutions with the same power serie expansion (4.35) at infinity. In
this case, indeed, we found that with the same asymptotics at infinity, different behaviours,
including the original Vainshtein scaling, were possible at small ξ. In fact, the most general
behaviour at small ξ, is still of the form of the Q-scaling (4.39) with the asymptotic expan-
sion (4.40)–(4.41), but depending on the chosen solution at infinity, this behaviour can be
picked up at arbitrarily small ξ while there is an intermediate region at ξ smaller than one
where the solution follows the Vainshtein scaling (4.37) (see figure 3). The Vainshtein scal-
ing then appears as the limiting case of the family of solution having the right asymptotics
as infinity (4.21), and so can be obtained in the AGS case. From a practical point of view,
numerical integration in the AGS case is quite difficult, due to numerical instabilities which
appear for distances larger that the Vainshtein radius ξ = 1. Indeed, any small departure
from the solution sources exponentially growing modes and Runge-Kutta type of integra-
tions reach singularities quickly. In this context, we found very useful, while integrating
from large ξi towards ξ = 0, to use the asymptotic expansion (4.34), truncated at the order
appropriate to ξi. We were also able to confirm our numerical results by solving equa-
tion (4.11) using a relaxation method, which is more robust under numerical instabilities.
Again, our numerical investigations were confirmed by mathematical proofs of the existence
(around ξ = +∞) of infinitely many solutions with asymptotics (4.21) [28, 29]. In fact, one
can also show that any two solutions of (4.11) having the same asymptotics (4.21) differ (at
dominant order) at large ξ by a quantity given by a constant times ξ3/2 exp
(−k 3/5 ξ5/2)
where k is an integer [28]. Finally, one can also analyse the problem by perturbation theory
around the large ξ behaviour (4.21). This is done in appendix C and we find that there are
both a growing and a decaying mode. The growing mode is responsible for the numerical
instability pointed out above and should be discarded in the true solution; the subdomi-
nant decaying mode, similar to the decreasing exponential found for equation (4.28), can
be freely specified while keeping the asymptotic behaviour (4.21).
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Figure 3. Plot of the numerical solutions for w in the case of the AGS potential, starting from
ξi = 2.5. For ξ ≫ 1 all the solutions approach the asymptotic (4.21), shown by dashed thin (black)
line. At small distances, ξ ≪ 1 the solutions pick up different asymptotic regimes. The solid thick
(blue) line corresponds to the Vainshtein scaling w ∼ 1/√ξ. The dash-dotted thick (green) line
corresponds to a solution with the Q-scaling (4.39). The dashed thick (red) line corresponds to a
solution which first follows the Vainshtein scaling and then finally picks up the Q-scaling (4.39).
4.2.4 Solution for the BD and AGS potentials inside the source
Let’s now include a source. For simplicity, we consider a star of constant density, ρa, and

































ξ2 + · · · (4.47)
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Figure 4. Plot of the numerical solution for w in the case of the BD potential in the presence
of a source of radius ξ⊙ = 0.01 (depicted above by a light blue area), starting from ξi = 6. The
blue thick line corresponds to the Q-scaling of eq. (4.46), which is picked up by the asymptotic
behaviour at infinity. Note that the solution is almost not affected by the presence of the source.
where the leading term is now w ∼ A0 (and s = −1 in the BD case, and s = +1 in the
AGS one).
Our numerical integration indicates that, the BD solution, which is fixed by the asymp-
totic condition at infinity (4.22), follows the w ∼ 1/ξ2 behaviour inside the star, as shown
in figure 4. In the AGS case, the situation is more subtle: generically (i.e. without fine
tuning), the non singular solutions also adopt such a 1/ξ2 leading behaviour; an example
of such a solution is presented in figure 5 (thick dash-dotted red curve). However, there is
a case for which the other scaling w ∼ A0 is possible. This case precisely corresponds to
the Vainshtein solution outside of the source, as shown in figure 5 (thick blue curve).
Note that for the Vainshtein and Q-scaling at small R, and in the absence of a source,
the Jacobian (3.8) is going asymptotically to zero. This is not true for the scaling (4.47).
Moreover, only this scaling leads to a finite Ricci scalar of the physical metric gµν at R = 0.
Hence, this might provide a way to select a physical solution in the full nonlinear theory.
Discussion of these interesting issues is however left for a future work [30], since it involves
keeping track of nonlinear terms in the equations beyond those appearing in the DL.
4.2.5 Solution in the most general case
In the most general case of equation (4.11) with arbitrary α and β, a solution with a
Vainshtein scaling at small ξ can easily be found. It is obtained by a power law ansatz and
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Figure 5. Plot of the numerical solutions for w in the case of the AGS potential in the presence
of a source of radius ξ⊙ = 0.01 (depicted above by a light blue area), starting from ξi = 3.5. The
solid thick (blue) line corresponds to the solution having the behaviour eq. (4.47) inside the source.
The thick dash-dotted (red) line illustrates the Q-scaling, eq. (4.46), inside the source.






ξ−1/2, as ξ → 0.
This solution is real iff
25α+ 13β > 0.
In analogy with the discussion of the previous subsection, one can look for another scaling
where the dominant term (at small ξ) is given by a zero mode of the operator Q appearing
in equation (4.11). Zero modes in the form of power law,
wQ = Aξ
p, (4.48)






, for α+ β 6= 0, (4.49)
where the plus sign in the right hand side corresponds to the power p+, and the minus
sign to the power p−. Note that for α+ β = 0, e.g. the BD and AGS potentials studied in
subsection 4.2.3 and 4.2.4, the Q-scaling p = −2 can be found from (4.49) taking the limit
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Figure 6. The diagram of possible scalings for solutions of eq. (4.11) at ξ → 0 in the plane of
parameters α and β. The whole parameter space (excluding the origin) can be reduced to the circle
of unit radius, with the help of an appropriate rescaling (see the text).
α → −β. One can check also that, in order to describe the dominant behaviour at small




otherwise with this scaling the nonlinear terms in eq. (4.11) are not dominant.
The various possibilities for the different power law scaling as ξ → 0 are summarized
in figure 6 in the (α, β) plane. Roughly speaking eq. (4.11) possesses four different regimes
at ξ → 0 with:
• only Vainshtein scaling;
• only Q-scaling;
• both Vainshtein and Q-scalings;
• no power law scaling.
There are three boundary lines, where interesting transitions from one type to another can
happen:
• β = 0;
• α = −13β/25;
• α = −β/2.
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Figure 7. The values of the possible power law scaling exponents of the solutions of eq. (4.10)
at small ξ as a function of parameters α and β. The circle in the figure 6 is mapped to the
horizontal segment. The Vainshtein scaling is shown by dashed horizontal (red) line, while the
Q-scalings are shown by solid (green) lines. The scalings which are found to smoothly continue to
the asymptotic (4.21) at large ξ are shown by thick lines. The scalings at ξ → 0 which do not give
the required asymptotic at large ξ are shown by thin lines.
Note, that with the help of the rescaling ξ → C¯ξ and w→ C¯−3w, with C¯ = (α2 + β2)1/10,
eq. (4.11) can be brought to the same form where the coefficients α and β now verify
α2 + β2 = 1, and hence one can restrict the study of the different cases in the (α, β) plane
of figure 6 to those where α and β lie on the circle of unit radius. This circle is mapped
to the horizontal segment in figure 7 which shows together with the possible power scaling
(the values of the Vainshtein and Q-scaling power scalings are plotted on the vertical axis),
results of the numerical integrations of equation (4.11) indicating which of the scalings are
in fact realized in the solutions having the right large ξ asymptotics w∞ given by (4.21).
Depending on the sign of β, this asymptotics does or does not fix a unique behaviour at
small ξ. Indeed, for β > 0 small variations of initial conditions at large ξ does not affect
the solution at small ξ, similar to the case we have already studied, the BD potential. This
signals about the uniqueness of the solution for eq. (4.11) when the asymptotic behaviour
is fixed by (4.21). On the contrary, for β < 0, the asymptotic behaviour (4.21) does not fix
uniquely the solution, and we find infinitely many different solutions at small ξ with the
same behaviour at large ξ.
Starting from the point (α, β) = (−1, 0), and moving counter-counter-clock-wise along
the unit circle of figure 6, i.e. from the left and along the horizontal segment of figure 7, let
us now describe with more details the successive cases of interest together with the results
of our numerical integrations.
• β = 0, α < 0.
This point is somewhat special: no Vainshtein scaling is possible and the two Q-
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scalings are equal and coincide with the asymptotic solution at infinity,
wQ(ξ) ∝ ξ−3, ξ → 0.






This can be easily understood recalling that whenever β vanishes, the covariant form
of Q(α,β) can be read off in equation (2.25) to contain only  acting on φ˜, and hence,
in vacuum, a solution of φ˜ = 0 is a solution everywhere.15
• β > 0, −∞ < α ≤ −β/2.
The solution at ξ → 0, with the correct large distance asymptotics (4.21), is always
given by the Q-scaling with p−, although in some parts of this region of parameters
we could expect the second Q-scaling and/or Vainshtein scaling. This region contains
the BD potential, which we have already studied in detail.
• β > 0, −β/2 < α < +∞.
The solution is always singular in this region, the integration from large ξ always
breaks down at some finite distance ξ > 0. One could have expected the existence
of a regular solution with the Vainshtein asymptotic scaling but it appears that this
scaling does not give the required asymptotic behaviour at infinity.
• β = 0, α > 0.
This case is similar to the case, β = 0, α < 0. An exact solution for ξ > 0 is given





• β < 0, −13β/25 < α < +∞.
For β < 0 the asymptotic condition at infinity (4.21) does not fix uniquely the solu-
tion, as in the case of AGS potential, which is included in this region of parameters.
Thus tuning the initial conditions at large ξ we are able to obtain at small ξ either the
Q-scaling with p+,
16 or the Vainshtein scaling or a singular solution. It is remarkable
that the other Q-scaling cannot be obtained by the tuning of the initial conditions
even though the scaling with p− would be a dominant scaling for −β < α < +∞.
Here again it is found, as in the AGS case, that the Vainshtein scaling appears as a
limiting regime of a family of solutions which all have the Q-scaling as their inner-
most scaling, but can behave at some intermediate range of ξ following the Vainshtein
scaling (see figure 3).
15We leave for a future publication the discussion of the inclusion of a source.
16Note that this is a whole family of solutions, since by tuning the initial conditions at large ξ we can get
different factor A in (4.48) at small ξ.
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• β < 0, −β/2 ≤ α ≤ −13β/25.
The only possible scaling here, as confirmed by numerical integration,17 is a family
of the Q-scaling with p+ and different A in (4.48). Of course, changes in the initial
conditions also lead to singular solutions as well.
• β < 0, −∞ < α < −β/2.
There is no scaling possible for small ξ, and indeed, the numerical integration gives
only singular solutions in this region.
When it is possible to find a scaling for small ξ (either of Vainshtein or of Q type), a full
solution can be obtained as a power law expansion in ξ, similar to the ones obtained in
the specific cases of AGS and BD potentials (eq. (4.38) and (4.41)). Note that for both
Vainshtein and Q-scalings, it is always possible to add to the leading behaviour a zero
mode of the linearized Q around the leading term, introducing a free constant (denoted
B0 in eq. (4.38) and (4.41)) which should be fixed by matching the small ξ expansion with
the asymptotic behaviour (4.21).
To conclude, we have found that for the range of parameters β < 0, α < −β/2 and
β > 0, α > −β/2, regular solution(s) with the right large distance asymptotics (4.21) exist.
For positive β, and fixed α only one such solution exists and it has the Q-scaling at small
ξ. For negative β, and fixed α, a whole family of such solutions exist, which have the
Q-scaling at small ξ, while the Vainshtein scaling appears as a limiting case of this family
of solutions. As such, and in contrast to the Q-scaling, it never appears as the only possible
scaling realized at small ξ. In the other range of parameters only singular solution(s) can
be found if the asymptotic behaviour (4.21) is fixed.
5 Discussion and conclusions
In this paper we have investigated static spherically symmetric solutions of nonlinear mas-
sive gravities in the so-called decoupling limit (DL). After having first identified how to
obtain this limit with the ansa¨tze we used and which are appropriate for studying static
spherical symmetry, we have solved the system of equations left over in the DL and ob-
tained non singular solutions featuring a Vainshtein-like recovery of solutions of General
Relativity (GR). This first shows that the singularities found to arise solving the full non-
linear system of equations [12] are not present in the DL, despite the fact those singularities
are commonly thought to be due to a negative energy mode also seen in this limit and asso-
ciated with the kind of instability first discussed by Boulware and Deser [11]. To us, this is
not necessarily a surprise, since there is in fact no clear clash between having (static), non
singular, spherically symmetric solutions and a ghost (coupled to positive energy modes)
in a model. In fact, appendix D gives a toy example with such a property. One should
of course worry about the possible instabilities (in time) of the static solutions, but this
is another story and has a priori nothing to do with the singularities discussed in [12].
Moreover, we also found that the scaling at distances smaller than the Vainshtein radius,
17the border case with p+ = p− is included.
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first conjectured by Vainshtein [10], was only a limiting case in an infinite family of non
singular solutions each showing a Vainshtein recovery of GR solutions below the Vainshtein
radius but a different (but common) scaling at small distances. This new scaling was shown
to be associated with zero modes of the nonlinearities left over in the DL. Interestingly,
this family of solution all have the same asymptotic power law expansions but differ at
small distances which means in particular that the asymptotic expansion is not enough to
fix uniquely the solution at small distance. We also noticed, including sources, that the
Vainshtein scaling gives a better behaviour at the origin, but it is hard to conclude on this
matter without studying the nonlinearities not included in the DL and we plan to come
back on this issue in a future work [30]. Last, we have also shown that potentials that
were thought not to admit a Vainshtein-like recovery of GR solutions, because the conjec-
tured Vainshtein scaling at small distances would have lead to imaginary solutions, could
in fact accommodate such a recovery via a different scaling at small distances. This scaling
is the same as the one mentioned above associated with zero modes of the nonlinearities
appearing in the DL.
An intriguing question is whether the properties found in the DL, and summarized
above, also hold in the full nonlinear system. This requires in particular solving numerically
the full nonlinear system, which is not an easy task given the numerical instabilities we
already noticed in the DL. We will carry a thorough analysis of the full nonlinear system,
stressing in particular the roˆle of the neglected interactions, in a future publication [30]. At
this stage, let us just say that the findings of this work opens the possibility that important
properties of the full nonlinear system could have been overlooked. On the other hand, if
indeed this is not the case, it shows that the DL is not capturing all the interesting physics
of the spherically symmetric solutions. It is also important to answer this question for the
sake of a better understanding of other models, such as the DGP model where the role of
nonlinearities in the equivalent DL and beyond are not fully understood. e.g. there are no
known non singular exact solution in the bulk and on the brane describing the equivalent
of a Schwarzschild Black Hole in DGP theory and results on the Vainshtein mechanism in
DGP gravity are all obtained using some approximation scheme [14, 15, 21].
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A Equations of motion of XA
We first derive the form of the variation δfµν(x) of fµν(x), defined as in equation (2.11),
when XA varies as XA(x) → XA(x) + δXA(x). We have, replacing XA(x) by XA(x) +
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we see that the last terms in the last two lines of the equation (A.2) vanish, and hence
we get that δfµν is given by the expression (2.12), that is to say the Lie derivative of fµν
along the expression δxµ considered as a vector field on the space-time manifold. In fact it
is easy to see that δxµ transforms as a vector field under a coordinate change x′µ = x′µ(x).






using the fact that x′µ(X ′(x′)) which appears in the definition of δx′µ(x′) can also be
rewritten as
x′µ(X ′(x′)) = x′µ(x(X(x(x′)))).
We now use the fact that the interaction term between the two metrics, appearing in the
action Sint is a scalar under reparametrization. Hence, under a coordinate change of the


















is a total derivative, so its integral over space-time vanishes (provided we consider asymp-
totically vanishing ξ fields). Using then that
Lξgµν = ∇µξν +∇µξν
and the definition of the energy momentum tensor (2.9), we obtain that under a
reparametrization generated by the infinitesimal vector field ξµ, one has∫
d4x












Applying this formula with ξµ = δxµ defined above, we get the expression (2.14).
B Quadratic part of the equations of motion in the λ, µ, ν gauge


























while the quantities Qtt, QRR and Qb are depending on the choice of interaction term
























































































































































As we now show, in full generality Q(µ) depends only on two parameters, α and β, leading


















The scalar V (g−1f) depending only on four invariants made out of the rank two tensor
Mµν ≡ gµσfσν (or using a matrix notation M ≡ g−1f), we choose here those invariants ∆i
to be given by
∆i ≡ tr
[
(M− 1l)i] , i = 1, 2, 3, 4 .
Thus, one can write
V (g−1f) = V (∆i).
The stress-energy tensor (2.9) then reads
















δg−1 = (M− 1l)i f , using again a matrix notation. We can restrict now the metrics
to be of the spherically symmetric form (3.3). Since we are interested only in the terms
quadratic in µ, we can further specify our study to the case for which λ = ν = 0, and
expand the stress-energy tensor to the second order in µ, which requires to expand the
potential V to third order in µ. This can be done easily noticing that ∆i = O(µi), leading
to the expansion:
V (∆i) = a1 + a2∆1 + a3∆
2
1 + a4∆2 + a5∆
3
1 + a6∆1∆2 + a7∆3 +O(µ4).


















with Q(α,β)(µ) defined as in eq. (3.30), and
Ω = −a2 − 4a3 − 4a4 ,
α = − 1
24
(
a2 + 4a3 + 16a4 − 48a5 + 24a7
)
,
β = − 1
40
(
− 7a2 − 68a3 + 88a4 − 80a6 − 120a7
)
.
The last step is to impose the Pauli-Fierz form (2.1) for the mass term, which fixes the
terms linear in µ in the right hand side of the first line of eq. (B.1) to be zero, i.e. Ω = 0.
Identifying then the remaining quadratic term Q(α,β)(µ) in (B.1) with the quadratic term
Q(µ0) in eq. (3.27) leads eventually to the general expression of eq. (3.30) for the quadratic
term in µ in the Bianchi identity. Hence, as said in the main body of the text, it is here
explicitly seen that the fact no term linear in µ appears in the Bianchi identity, a crucial
property for what concerns the scalings appearing in the Vainshtein mechanism, is due to
the peculiar tensorial structure of the Pauli-Fierz mass term.
– 44 –





C Expansion around ξ = +∞
Here we study with some details solutions of eq. (4.11) for general α and β, expanding
around the leading behaviour (4.21). It is convenient to factorize the asymptotic form of















The asymptotic behaviour, (4.21) w ∼ w∞ = 2/(3ξ3), translates into
ξ3 G(ζ) → 0
ξ3 ζG′(ζ) → 0 (C.1)













































It is then clear that the limiting behaviour (C.1) for G allows to drop all the nonlinear
terms in G the equation (C.2) in the vicinity of infinity. This procedure leads to a Bessel







G(ζ) = S(ζ). (C.3)












J0(t) S(t)tdt +D1J0(ζ) +D2Y0(ζ) .
The only possible choice of integration constants D1 and D2 consistent with the con-
ditions (C.1), is that they both vanish, i.e. (D1,D2) = (0, 0). In this case, G has the
asymptotic behaviour G(ζ) = O(ζ−16/5) and the asymptotic conditions (C.1) fixes the so-
lution uniquely. This is similar to the example (4.27) discussed in the text and also allows
to understand qualitatively properties of the numerical integration of equation (4.11) for
positive β. Indeed, in this case, if one integrate numerically inwards (from large ξ), nu-
merical errors can source the homogeneous modes J0(ζ), Y0(ζ). However, the later are not
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growing out of control in agreement with the fact the numerical solution is found to be
stable under such small perturbations.







K0(t) S(t)tdt+D3K0(ζ) +D4I0(ζ) .
It this case, the conditions (C.1) only leads to the vanishing of D4, but the other integration
constant D3 remains free, since the homogeneous modeK0(ζ) decays fast enough at infinity.
Whatever the chosen D3, one finds a leading behaviour for G given by G(ζ) = O(ζ−16/5).
This is analogous to the example (4.28) discussed in the main body of the text. The exis-
tence of the growing mode I0(ζ) allows us to understand better the numerical instabilities
observed in the case of the AGS potential. It is indeed impossible not to source this grow-
ing mode numerically, and, after some point, this mode dominates the solution and the
integration reaches a singularity. As a consequence, one has to tune very carefully the
initial conditions of the numerical integration in order to avoid this explosion.
D An example of a system with coupled normal and ghost fields










The above system can be described in terms of two fields, one positive energy (”normal”)

















where it is explicitly seen that the normal and ghost degrees of freedom are coupled via a
potential term. From (D.1) we find the equation of motion for φ,
 (φ) = T. (D.3)











The first term in (D.4) “kills” the delta-function in the r.h.s. of (D.3). Note, that the
solution is smooth everywhere for R > 0. Moreover, the presence of the growing with R
terms in (D.4) is not dangerous, since these terms do not lead to a “bad” physical behaviour





















Thus, E(R)→ (1/2)A20 as R→∞.
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Dans ce chapitre, nous présentons l’un des principaux résultats des travaux menés
durant ma thèse : la preuve de l’existence d’une solution statique, asymptotiquement plate,
et à symétrie sphérique, de la gravité massive en présence d’une source étendue. Ce résultat,
obtenu en collaboration avec E. Babichev et C. Deffayet a fait l’objet d’une lettre [28],
intitulée “Recovering General Relativity from massive gravity” , et soumise en Juillet 2009
au journal Physical Review Letters (PRL) ; nous reproduisons ci-dessous le texte intégral
de cet article (en anglais). La solution que nous avons mise en évidence est telle que la
métrique physique est très proche de la Relativité Générale (RG) au voisinage et au sein
de la source, tout en différant fortement de la Relativité Générale à grandes distances.
L’existence d’une telle solution valide donc la conjecture de Vainshtein et ouvre donc la
possibilité d’utiliser ce mécanisme pour construire des modèles réalistes de gravité modifée.
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L’étude des solutions à symétrie sphérique de la gravité massive dans la limite de
découplage (LD), que nous avons détaillée au Chapitre 4, a bien entendu joué un rôle très
précieux pour l’étude de la théorie complète de la gravité massive. C’est ce lien entre la
LD et le cas général que nous détaillons au cours de la première section de ce chapitre :
nous y expliquons notamment pourquoi la solution de Vainshtein dans la LD est un bon
point de départ pour construire une possible solution du cas général. La deuxième section
est constituée du texte de l’article [28], reproduit in extenso : les résultats principaux
concernant la solution à symétrie sphérique que nous avons trouvée y sont présentés. Dans
la troisième section de ce chapitre, nous apportons quelques compléments d’information1
sur la solution trouvée dans l’article [28]. Enfin, nous présentons dans la dernière section un
modèle simplifié de gravité massive, qui permet de retrouver qualitativement les principales
caractéristiques de la solution non-linéaire, tout en étant plus simple à étudier.
5.1 Construire une solution de la théorie complète
Nous avons mis en évidence au Chapitre 4 l’existence de solutions à symétrie sphérique
de la gravité massive dans la LD. Nous voudrions maintenant étudier la possibilité de les
utiliser pour construire une solution de la théorie complète, où toutes les non-linéarités sont
prises en compte. Nous avons identifié au Chapitre 4 deux types de solutions : les solutions
de type Q, et la solution de Vainshtein. Nous allons donc les considérer successivement et
voir dans quelle mesure il est possible de les généraliser au cas où toutes les non-linéarités
sont prises en compte.
5.1.1 Les solutions de types Q
Les solutions de typeQ sont dominées à petites distances par un mode zéro wQ du terme
non-linéaire Q (cf. Section 4.1.4). Afin de ne pas compliquer inutilement la discussion, nous
allons nous concentrer sur les termes de masse de BD (2.42) et de AGS (2.43). Dans ces





À la Section 2.5.1, nous avions évoqué la possibilité que toute solution de la LD reste une
bonne approximation d’une solution du système non-linéaire, sur tout intervalle sur lequel
les non-linéarités négligées dans la LD sont effectivement négligeables. Nous avions alors
montré qu’à grandes distances, la LD était valide jusqu’à R ∼ m−1. Au-delà, nous savons
de toutes façons que la solution est très bien décrite par la solution de la gravité massive
linéarisée. Nous voudrions à présent déterminer l’échelle à laquelle les non-linéarités d’ordre
supérieur au terme cubique (2.100) d’auto-interaction du mode scalaire commencent à jouer
un rôle. Prenons l’exemple de l’interaction (∂2φ)4 :
(∂2φ)4
(∂2φ)3
∼ ∂2φ ∼ 1
R2




où nous avons utilisé la relation (4.20) entre φ et µ dans la limite de découplage, la définition
(4.6) de la fonction w et le comportement asymptotique à petites distances w ∼ wQ ∼ 1/ξ2.
1Ces compléments d’information seront repris dans l’article en préparation [29].
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Nous voyons donc que le terme quartique doit être pris en compte pour des distances plus
petites que ξ ∼ a, c’est-à-dire R ∼ Rsing = (R2Sm−3)1/5. C’est précisément le rayon (3.67)
que nous avions identifié à la section 3.4.2, autour duquel l’intégration numérique du sys-
tème complet atteint une singularité. On peut procéder à des calculs similaires à celui de
l’équation (5.1) pour les différents termes non-linéaires au-delà de la LD ; ce calcul est fait
à la section 4.1.3 de l’article [30], et permet de vérifier que le rayon Rsing est le plus grand
rayon à partir duquel la LD n’est plus une bonne approximation de la théorie.
Il semble donc possible de construire une solution de la théorie complète sur l’intervalle
[Rsing,+∞[ à partir d’une solution de type Q : sur l’intervalle [RV ; +∞[, la solution est
proche de la solution linéarisée (3.61), et sur l’intervalle [Rsing,m−1], la solution est bien
approchée par la solution de la LD. Notons que sur l’intervalle [RV ;m−1] commun à ces
deux régimes, la solution correspond à la fois au régime linéarisé de la théorie complète
et à la solution dans la limite de découplage, c’est-à-dire que w ∼ 2/(3ξ3). D’un point de
vue numérique, il est simple d’intégrer le système d’équations (3.5), (3.6) et (3.9) à partir
d’un point situé à une distance ξi ≫ 1 jusqu’au voisinage de ξf ≡ Rsing/RV = a ; on peut
alors vérifier que la solution ainsi trouvée est très proche de la solution correspondante
dans la LD, validant ainsi notre raisonnement analytique. Remarquons également que
lorsqu’on prend la limite a → 0, l’intervalle de validité de la LD tend continûment vers
R+ : on retrouve ici le fait que la LD correspond à l’ordre le plus bas du développement
des équations de la théorie complète en puissances de a.
Que se passe-t-il en-deça de Rsing ? La LD n’est plus valide, et notamment w 6∼ 1/ξ2.
Le problème devient alors très compliqué analytiquement et impose de se tourner vers une
approche numérique. Comme nous l’avions expliqué à la section 3.4.2, nous n’avons pas
réussi à trouver numériquement de solution de type Q sans singularité autour de ξsing,
confirmant ainsi les résultats de Damour et al. [85]. Notons que dans le cas du terme de
masse de BD, toutes les solutions de la LD sont de type Q ; cela signifie donc qu’il ne nous
a pas été possible de trouver une solution pour ce potentiel2. C’est pourquoi il nous faut
maintenant nous tourner vers la seule solution de la LD qui ne soit pas de type Q : la
solution de Vainshtein.
2La présence des ces singularités systématiques, dont l’origine est clairement reliée aux non-linéarités
de la théorie complète qui ne sont pas prises en compte dans la LD, ne constitue pas, bien sûr, une preuve
définitive de la non-existence de solutions de type Q en gravité massive : la résolution numérique étant
difficile, il est envisageable qu’un ajustement extrêmement fin des conditions aux bords permette de trouver
une solution régulière.
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5.1.2 La solution de Vainshtein
La solution de Vainshtein wV de la LD pour le terme de masse d’AGS (2.43) est telle
que
















4 + ... pour ξ⊙ . ξ ≪ 1




ξ2 + ... pour ξ . ξ⊙ (5.2)
où l’on a rappelé les premiers termes des développements (4.24), (4.26) et (4.30). Les
fonctions u et v ont quant à elles le comportement asymptotique suivant :
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ξ2 + ... pour ξ . ξ⊙ (5.3)
et
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ξ3/2 + ... pour ξ⊙ . ξ ≪ 1








ξ2 + ... pour ξ . ξ⊙ (5.4)




∼ ∂2φ ∼ 1
R2





qui permet de se rendre compte que le terme quartique ne devient important qu’à partir de
ξ ∼ a4, c’est-à-dire R ∼ RS . Il est possible de faire un calcul similaire pour les autres termes
qui ne sont pas pris en compte par la LD : on peut alors vérifier qu’aucun d’entre eux ne
devient important avant R ∼ RS . La LD est donc valide jusqu’au rayon de Schwarzschild !
Remarquons que le calcul ci-dessous n’est valable qu’à l’extérieur de la source. À l’intérieur
de la source, on obtient
(∂2φ)4
(∂2φ)3
∼ ∂2φ ∼ 1
R2
φ ∼ µ ∼ a2wV (ξ) ∼ a2, (5.6)
Le terme quartique (et c’est en fait le cas pour tous les autres termes non-linéaires autres
que le terme cubique de la LD) est toujours sous-dominant, car nous avons supposé que
a≪ 1.
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Dans le cas d’un trou noir, ou d’une source compacte telle que R⊙ ∼ RS , nous voyons
que la LD cesse d’être valable au voisinage du rayon de Schwarzschild. Pour des distances
plus petites, d’autres non-linéarités commencent à jouer un rôle (et en premier lieu celles
de la RG), et il n’est pas possible de prédire par de simples considérations analytiques le
comportement de la solution dans ces régimes de champ fort. L’intégration numérique des
équations du mouvement semblent indiquer la présence d’une singularité au voisinage du
rayon de Schwarzschild ; cependant, nous n’avons pas mené d’étude numérique suffisam-
ment détaillée dans le cas d’objets compacts3 pour pouvoir conclure d’une façon ferme, et
nous laissons donc cette question ouverte pour l’instant.
En revanche, dans le cas d’une source étendue, c’est-à-dire telle que R⊙ ≫ RS (en
pratique, il faut R⊙ & 5RS), la solution de Vainshtein à l’intérieur de la source garantit
que la LD est une bonne approximation de la théorie complète jusqu’au centre de la source.
Or nous savons, grâce à l’étude de la LD que nous avons présentée au Chapitre 4, que la
solution de Vainshtein dans la LD existe jusqu’à l’origine. Nous avons donc toutes les
raisons d’espérer qu’une solution de la théorie complète existe. Cette solution serait très
proche de la solution de Vainshtein dans la LD entre R = 0 et R ∼ m−1, puis adopterait
le comportement exponentiellement décroissant de la solution linéaire (3.61). Bien sûr, il
ne s’agit pour l’instant que d’une conjecture, dont nous allons maintenant présenter la
confirmation numérique.
5.2 Preuve de l’existence d’une solution à symétrie sphérique
de la gravité massive
Nous avons montré, E. Babichev, C. Deffayet et moi-même (RZ), dans l’article [28],
soumis en 2009 au journal Physical Review Letters (PRL), l’existence d’une solution à
symétrie sphérique de la gravité massive. Nous reproduisons ci-dessous le texte intégral (en
anglais) de cet article intitulé “Recovering General Relativity from massive gravity” . Avant
le texte de l’article proprement dit, nous donnons (en français) un résumé des principaux
résultats qui y sont exposés.
5.2.1 Présentation des résultats
Nous venons de voir au travers de la précédente section qu’il était prometteur de
construire une solution des équations (3.5), (3.6) et (3.9), à partir de la solution de Vain-
shtein de la LD. Cette solution doit bien sûr adopter le comportement linéaire (3.61)
à grandes distances. Notons que ce comportement asymptotique dépend d’une constante
d’intégration C, qu’il faudra déterminer numériquement, et comparer à la valeur fixée dans
la LD par l’équation (4.16), à savoir C = 1. Elle doit également satisfaire la condition de
régularité à l’origine (3.62). Enfin, la solution de Vainshtein étant telle que w ∼ cste à
l’intérieur de la solution, la solution recherchée doit être telle que la condition (3.63) est
vérifiée, c’est-à-dire µ′(R = 0) = 0.
3Étudier le régime de champ fort, et en particulier de l’existence de solutions de trous noirs, requiert
notamment de choisir un système de coordonnées adaptées, de façon à éviter la singularité de coordonnées
de la métrique de Schwarzschild à l’horizon du trou noir. Dans le cas d’objets compacts, il peut également
être nécessaire de modéliser finement l’équation d’état de la matière au sein de la source, modélisation qui
va au-delà des résultats présentés ici.
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Dans l’article [28], nous montrons numériquement, pour la première fois, qu’une telle
solution existe bien. Pour cela, nous utilisons deux méthodes numériques complémentaires :
une intégration directe des équations du mouvement et une méthode par relaxation.
L’approche par intégration directe à la Runge-Kutta est difficile car le système est très
instable numériquement dès que ξ & 1, comme nous l’avions déjà mentionné à la section
3.4.2. Néanmoins, il nous a été possible d’intégrer le système d’équations (3.5), (3.6) et (3.9)
en partant d’un point situé au voisinage du centre de l’étoile jusqu’à un point bien au-delà
du rayon de Vainshtein (typiquement de l’ordre de R ∼ 3RV ). Nous avons également
intégré vers l’intérieur les équations du mouvement, en partant d’un point loin de la source
(par exemple R ∼ 3RV ). L’intervalle typique d’intégration pour a ∈ [10−3, 0.6] s’étend de
R = 10−5RV à R ∼ 3RV . Afin de pouvoir intégrer les équations du mouvement sur un
tel intervalle, il faut fixer les conditions initiales avec une précision relative de l’ordre de
10−8. Lorsqu’on intègre vers l’intérieur à partir d’une distance R ∼ 3RV , cette précision
peut être atteinte en utilisant dans un premier temps les développements en série (3.18),
puis en ajustant très finement les conditions initiales de façon à obtenir la solution de
Vainshtein jusqu’au centre de l’étoile (la précision nécessaire dépendant bien sûr du point
jusqu’auquel on veut pouvoir intégrer). Lorsque l’on intègre en partant de l’intérieur, on
peut utiliser les valeurs des fonctions en RG pour u et v et la valeur de la LD pour la
fonction w, puis affiner à la main ces conditions initiales. Enfin, notons qu’il est également
possible d’utiliser les valeurs numériques obtenues par relaxation pour fixer les conditions
initiales pour l’intégration de Runge-Kutta.
La méthode par relaxation permet de résoudre le système (3.5), (3.6) et (3.9) sur de
très grands intervalles (typiquement tels que R ∈ [0; 100 RV ]). Les conditions imposées aux
bords sont mixtes, à la fois en ξ = 0 et ξ∞ ; nous renvoyons le lecteur à l’Annexe D pour
plus de détails sur les conditions aux bords utilisées et sur notre implémentation numérique
de la méthode par relaxation. Notons néanmoins que la méthode par relaxation procède
par petites modifications successives de la configuration des fonctions λ, ν, µ jusqu’à ce que
ces fonctions satisfassent les équations du mouvement avec la précision désirée. Une des
étapes importantes de cette méthode consiste à choisir la configuration initiale, qui doit
être suffisamment proche de la vraie solution pour que le processus itératif converge. C’est
là que l’étude préalable de la LD que nous avons faite au Chapitre 4 prend tout son sens :
la solution de Vainshtein de la LD constitue un excellent point de départ et c’est en la
déformant un peu que l’on obtient une solution de la théorie complète.
Les deux méthodes numériques sont en parfait accord, permettant ainsi de valider de
deux façons différentes nos résultats. Pour a ∈ [10−3, 0.6] et des sources non-compactes (i.e.
R⊙ & 5RS), nous montrons donc qu’il est possible de trouver une solution partout régulière,
asymptotiquement plate, et telles que les conditions (3.61) à l’infini et (3.62) à l’origine
soient satisfaites. Cette solution est très proche de la solution de la RG à petites distances,
confirmant ainsi l’hypothèse de Vainshtein [269]. On peut de plus vérifier que la première
correction à la RG pour R ≪ RV prend bien la forme prédite par les développements de
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Vainshtein (3.55) et (3.56), c’est-à-dire que


















On vérifie également que la solution est comme prévu très proche de la solution de la LD
dans l’intervalle de distance RS ≪ R ≪ m−1. Pour des grandes distances R > m−1, la
solution décroît exponentiellement en suivant exactement le comportement (3.61). On peut
alors vérifier numériquement que la constante d’intégration présente dans le comportement
asymptotique (3.61) vaut C ∼ 1, et est donc très proche de sa valeur (4.16) dans le régime
de la LD. Ces résultats sont présentés dans l’article [28], et en particulier au travers des
Figures 1,2 et 3 ; une étude plus approfondie de la solution identifiée est également proposée
à la Section 5.3.
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5.2.2 Recovering General Relativity from massive gravity (article)
Nous reproduisons à présent l’article [28] intitulé “Recovering General Relativity from mas-
sive gravity”, publié dans Physical Review Letters (PRL) par E. Babichev, C. Deffayet et
moi-même (RZ). Cet article est disponible sur le serveur d’archives arXiv sous la référence
[arXiv:0907.4103 (gr-qc)].
Recovering General Relativity fromMassive Gravity
E. Babichev, C. Deffayet, and R. Ziour
AstroParticule and Cosmologie, UMR 7164-CNRS, Universite´ Denis Diderot-Paris 7, CEA, Observatoire de Paris,
10 rue Alice Domon et Le´onie Duquet, F-75205 Paris Cedex 13, France
(Received 29 July 2009; published 12 November 2009)
We obtain static, spherically symmetric, and asymptotically flat numerical solutions of massive gravity
with a source. Those solutions show, for the first time explicitly, a recovery of the Schwarzschild solution
of general relativity via the so-called Vainshtein mechanism.
DOI: 10.1103/PhysRevLett.103.201102 PACS numbers: 04.50.h, 11.27.+d, 98.80.Jk
It is now well established that the expansion of the
Universe is accelerating. This can be explained by a non-
vanishing cosmological constant, raising various questions
at the fundamental level, or by a ubiquitous, but mysteri-
ous, dark energy. Instead of introducing such new dark
components in the Universe, so far only detected via
their gravitational effects, a logical alternative is to con-
sider possible large distance modifications of gravity.
Historically, the introduction of the cosmological constant
has been linked by Einstein himself to the possibility of
modifying gravity at large distance via a Yukawa decay [1],
i.e., to give a mass to the graviton. Interestingly, ‘‘massive
gravity’’ has recently attracted a lot of interest in this
context via constructions relying on models with extra-
dimensions like the Dvali-Gabadadze-Porrati (DGP)
model [2]. This model, where gravity is mediated via a
resonance of massive gravitons, indeed produces a late
time acceleration of the expansion of the Universe via a
modification of gravity at cosmological distances [3]. The
consistency of the DGP model has been questioned and
variants have been proposed [4]. On the other hand, the
way well tested predictions of general relativity (GR) are
recovered in models with massive gravitons is highly non-
trivial. Indeed, a consistent free massive graviton is
uniquely defined by the Pauli-Fierz theory [5], which is
well known to lead to different physical predictions from
those of GR, irrespectively of how small the graviton mass
is. This is the celebrated van Dam–Veltman–Zakharov
(vDVZ) discontinuity [6]. This, based on observations
such as light bending around the Sun, would be enough
to reject any theory of massive gravity provided it is well
approximated by the Pauli-Fierz theory. However, soon
after it was discovered, it was pointed out by Vainshtein
that the vDVZ discontinuity could be cured in a suitable
interacting extension of Pauli-Fierz theory [7]. The pur-
pose of this Letter is to show that this ‘‘Vainshtein mecha-
nism’’ is indeed working for static spherically symmetric
solutions appropriate to describe the metric outside spheri-
cally symmetric sources. Although a cosmological version
of the Vainshtein recovery of GR was shown to be present
for exact solutions of the DGP model [8], nothing analo-
gous was known so far for static solutions; e.g., static
spherically symmetric solutions of DGP model are only
known locally in some approximation scheme [9]. Our
results are not only of interest for the specific interacting
massive gravity studied here, but also have implications for
more sophisticated models such as the DGP model or its
variants [2,4], the ‘‘degravitation’’ models [10], the
Galileon and k-Mouflage models [11], as well as possibly
the Horˇava-Lifshitz theory [12] (see, e.g., [13]).
The theory we will consider has one dynamical metric
g nonderivatively coupled to a background nondynami-
cal flat metric f via a scalar interaction termV int½f; g.















where RðgÞ is the Ricci scalar built with g. The inter-
action V int½f; g is chosen such that, when expanded at
quadratic order around a flat background for g, one
recovers the Pauli-Fierz mass term with a graviton mass
given by m. There are infinitely many possible such
choices [14]; we shall investigate here one of the simplest
forms, also considered in [15,16], given by
V int ¼ ðg  fÞðg  fÞðgg  ggÞ:
(2)
We also consider that matter is minimally coupled to the
dynamical metric g. The equations of motion, obtained
varying action (1) with respect to the metric g, read
M2PG ¼ T þ TðgÞ; (3)
where G denotes the Einstein tensor computed with the
metric g, T is the energy momentum tensor of matter
fields, and TðgÞ is an effective energy momentum tensor
coming from the variation with respect to the metric g of
the interaction term
ﬃﬃﬃﬃﬃﬃﬃgp V int.
An Ansatz for g appropriate to describe static spheri-
cally symmetric solutions reads
gdx
dx ¼ eðRÞdt2 þ eðRÞdR2 þ R2d2; (4)
where R is parametrizing the distance to the source. With
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such a choice, the solution for g can easily be compared
to the Schwarzschild solution of GR given by Eq. (4) with
 ¼ GR  lnð1 RS=RÞ and  ¼ GR  GR, where
RS is the Schwarzschild radius of the source. For simplic-
ity, the metric f is taken to cover a Minkowski space-
time. However, one can see that when one chooses the
Ansatz (4) for g, one should keep one unknown function
ðRÞ in f in order for the field equations not to be
overconstrained. Hence, we take f in the noncanonical
flat-space form [7,16,17]
fdx









where here and henceforth a prime denotes a derivative
with respect to R. Note that  cannot be measured directly
because it only appears in f, and hence, in the following
we will focus on the physical components f; g. To de-
scribe a static spherically symmetric source, we consider a
matter energy momentum tensor in the perfect fluid form
reading T ¼ diagð; P; P; PÞ, where the pressure P and
energy density  depend only on R. We also assume that
this energy momentum tensor vanishes outside the radius
R of the source. For such a perfect fluid and the above





We look for asymptotically flat and everywhere nonsingu-
lar solutions. In particular, we impose boundary conditions
such that , and  vanish at infinity as well as  and 0 in
R ¼ 0.
If one linearizes the vacuum equations of motion, one
finds that  and  are, respectively, given by
L ¼ CemR=R; (7)
L ¼ Cð1þmRÞemR=ð2RÞ; (8)
where C is some integration constant. Notice that for R
m1 one gets that L 2L irrespectively of the gravi-
ton mass. This is in contrast with the corresponding rela-
tion for GR stating that at distances larger than R one has
GR ¼ GR, and is just another way to phrase the vDVZ
discontinuity. The constant C should be fixed by including
a source.
Following Vainshtein, one can then show that the solu-
tion fL; Lg obtained by linearization ceases to be valid at
a distance smaller than the Vainshtein radius, RV , given by
RV ¼ ðm4RSÞ1=5. For a graviton with cosmologically
large Compton length m1, the Vainshtein radius of the
Sun is much larger than the solar system size impeding the
use of the linearized solution to compare with solar system
observables. Vainshtein argued that, below RV , a recovery
of the standard solution of GR was possible. Indeed, he
found a local expansion of the functions f; g around their
GR expressions fGR; GRg that stays valid at small m and
for distances R RV (an expansion with similar proper-
ties was also found for ). For the theory (1) and (2) this
expansion reads (for R RS)










In contrast, the linearized expressions fL; Lg are nowhere
valid when m goes to zero, because RV is infinite in this
limit. However, it was pointed out by Boulware and Deser
[18] that there was no warranty that the two expansions
found by Vainshtein (for R RV and R RV) could be
joined into a nonsingular solution of the field equations.
This question remained unanswered for a while and it was
more recently investigated in Ref. [16] which concluded,
on the basis of a numerical investigation of the field
equations, that no such solution existed and hence that
the Vainshtein mechanism, i.e., the nonperturbative recov-
ery of solution of massless gravity, does fail in the massive
gravities defined by the class of action (1), and, in particu-
lar, for theory (1) and (2). Here we reexamine this question
in the light of a recent work [19] where we considered
static spherically symmetric solutions of the field equa-
tions (3) in the so-called decoupling limit (DL). Note that
the theories in the class (1) suffer from the Boulware-Deser
instability [18] associated with a mode that starts propagat-
ing at the nonlinear level. This is probably enough to make
those theories unrealistic, but is not really worrisome for
the present work, since we simply view the theory (1) and
(2) as a tool to investigate the validity of the Vainshtein
mechanism, and do not advocate for a realistic application
of this particular theory.
The DL enables one to focus on the nonlinearities re-
sponsible for the crossover behavior arising at the
Vainshtein radius RV and is obtained by sending together
MP and m
1 to 1 while keeping the energy scale  ¼
ðm4MPÞ1=5, as well as RSMP, fixed. The scale  is asso-
ciated with the strongest self-interaction in the scalar sector
of the model [15]. The DL should provide a good descrip-
tion of the solutions (provided those exist) in the range of
distances RS  R m1. Notice that this range of dis-
tance covers, in particular, the crossover distance RV which
stays constant in the DL. In [19] we obtained numerical
solutions of the DL field equations which are showing a
transition between a R RV regime recovering linearized
GR behavior and a R RV regime, where the leading
behavior of the solutions is given by Eqs. (7) and (8) where
one sends mR to zero. Such solutions were shown to be
everywhere nonsingular and to exist only for a class of
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theories of the kind (1) including the one defined by
Eq. (2). Note that, in the DL the nonlinearities important
in GR at the Schwarzschild radius are absent as well as the
terms responsible for the Yukawa decay at large distances.
A crucial property of the DL is that, in vacuum, we found
infinitely many solutions decreasing at infinity. This was
shown both by numerical integration and by using Ecalle’s
theory of resurgent functions and, in particular, allows one
to accommodate the presence of nonvanishing source.
The existence of nonsingular solutions in the DL is not
enough to conclude on the validity of the Vainshtein
mechanism in the full theory. First, because those solutions
are only covering at best a limited range of distances RS 
R m1 (this interval being sent to ½0;þ1 taking the
DL), and second, because it could be that nonlinearities
present in the original field equations, but left aside by the
DL, destabilize the DL solutions enough to make them
become singular.
In this Letter we report results of the numerical integra-
tion of the full nonlinear field equations (3)–(6) for the
theory (1) and (2) and metric Ansa¨tze (4) and (5). Those
equations, whose explicit (but rather long) form can be
found in Ref. [16], reduce to a set of quasilinear ordinary
differential equations of first order in  and  and of second
order in . We included a static spherical source of radius
R and constant density . Hence, defining the
Schwarzschild radius RS of the source as RS 
M2P R
3=3, there are only two dimensionless parameters
in the model which can be taken to be R=RV and a 
mRV . We were able to find everywhere nonsingular asymp-
totically flat solutions, f; ;; Pg, by solving numerically
the field equations, using both shooting and relaxation
methods. To our knowledge, the existence of such solutions
was unknown and shows for the first time explicitly that the
Vainshtein mechanism can work in a theory of massive
gravity. The shooting approach, which is based on a direct
Runge-Kutta integration, is quite difficult to implement
since the initial conditions need to be extremely finely
tuned in order to obtain nonsingular solutions. This was
already the case in the DL [19] and could explain the
findings of Ref. [16]. We have been able to integrate the
system of equations outward from a point deep inside the
source up to a point further than the Vainshtein radius
(typically R 3RV). We have also been able to integrate
inward starting from a point far from the source (e.g., R
3RV) up to the core of the source. In fact the integration of
the vacuum equations shows that, as in the DL, one is able
to obtain infinitely many decaying solutions by slight
changes of the boundary condition. In all the integrations,
we have made an extensive use of local analytic series
expansions of the solution in order to fix the initial con-
ditions as precisely as possible. Even in cases where we
could check that those expansions were only asymptotic
expansions (i.e., that the series were not convergent), they
were very useful to set with enough precision the boundary
data of the numerical integrations. Details of the numerical
integration will be reported elsewhere [20]. In order to be
able to obtain a wide enough range of integration (typi-
cally, R runs between R ¼ 105RV and R 3RV) the
required relative precision on the initial conditions is usu-
ally of order 108 and often even more stringent. These
results, obtained through a Runge-Kutta integration, have
been confirmed by the use of a relaxation method. In
particular the relaxation approach allowed us to solve the
system on a wide range of parameters and distances (typi-
cally for R between 0 and 100RV). Both methods per-
fectly agree, demonstrating the robustness of our numerical
investigation. Our main finding is that for a 2 ½103; 0:6
and sources that are not too compact (i.e., R * 5RS) a
nonsingular solution can be found, which is asymptotically
flat and has the right boundary conditions at the origin R ¼
0. It features a recovery of GR at distances R RV , where
we also checked numerically that the first correction to the
GR behavior was given by the form given in Eqs. (9) and
(10). It is also well approximated by the solution obtained
in the DL in the expected range of distances RS  R
m1. In particular, at distances above RV (but below m1)
the behavior of the solution is given by the regime
2ð4=3ÞðRS=RÞ; (11)
as obtained from Eqs. (7) and (8). Note that the constant C
is found to beð4=3ÞRS by the numerical integration. This
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FIG. 1 (color online). Plot of the metric functions and  vs
R=RV , in the full nonlinear system and the decoupling limit
(DL), with a star of radius R ¼ 102RV and mRV ¼ 102. For
R RV , the numerical solution is close to the GR solution
(where in particular RS=R for R> R). For R
RV , the solution enters a linear regime. Between RV and m
1,
where the DL is still a good approximation, one has 2
ð4=3ÞðRS=RÞ. At distances larger than m1 the metric func-
tions decay a` la Yukawa as appearing more clearly in the inset.
The latter shows the same solution but for larger values of R=RV ,
and in the range of distance plotted there, the numerical solutions
are indistinguishable from the analytic solutions of the linearized
field equations (7) and (8).
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for a nonrelativistic pointlike source placed at the origin,
and can be explained by the presence of a scalar polariza-
tion also responsible for the vDVZ discontinuity. At dis-
tances above m1 the solution features the exponential
Yukawa falloff. We checked numerically that this falloff
agrees with the one given in Eqs. (7) and (8) as well as the
fact that our solutions were continuously connected to flat
space-time, when the mass of the source is decreased either
by keeping the density fixed but decreasing the radius or by
keeping the radius fixed but decreasing the density. Those
results are depicted in Figs. 1–3.
To summarize, we found static, spherically symmetric,
and asymptotically flat numerical solutions of massive
gravity showing, for the first time explicitly, a recovery
of the usual Schwarzschild solution of general relativity via
the so-called Vainshtein mechanism. Some issues deserve
more investigations. These include the classical stability of
our solutions as well as an understanding of highly rela-
tivistic objects and black holes.
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FIG. 3 (color online). Plot of a4 vs R=RV (the a4 factor
is included for convenience such that, in the decoupling limit, all
plotted theories would exactly coincide) for three different
values of a  mRV and source of radius R ¼ 103RV . The
solution with a ¼ 0:005 corresponds to a spherical source of size
and density close to that of the Milky Way and a graviton
Compton length of the order of the Hubble radius. In the range
of distances plotted, this solution (with a ¼ 0:005) is well
approximated by the DL solution. The inset shows a zoom on
small distances. There, the behavior of our solutions agrees with
the one of GR, and for a ¼ 0:1, a value which belongs to a
parameter range investigated in Ref. [16], one can see that the
solution departs from the DL, emphasizing the role of the
nonlinearities of GR which become important.
1
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FIG. 2 (color online). Plot of the ratio of  to  vs R=RV ,
with a star of radius R=RV ¼ 103 and mRV ¼ 103. This
shows the transition, at the Vainshtein radius, between a GR
regime where  to a regime where 2. At larger
distance, the solution features the expected Yukawa cutoff.
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5.3 Étude de la solution trouvée
Nous avons présenté à la section précédente les principaux résultats obtenus dans l’ar-
ticle [28]. Nous voudrions à présent décrire plus en détail la solution obtenue, au travers
d’une étude systématique des différentes fonctions en jeu : les fonctions λ et ν qui corres-
pondent à la métrique physique, la fonction µ, et enfin la pression au sein de la source.
5.3.1 Les fonctions λ et ν
Comportement global
Le comportement des fonctions λ et ν est détaillé dans l’article [28], et il n’est donc
pas nécessaire de revenir longuement sur ce point. Nous nous contenterons ici de reprendre
ci-dessous, à la Fig. 5.1, la Figure 1 de [28] qui illustre très bien les points principaux :
– à courtes distances (R≪ RV ), la solution est très proche de la RG, et en particulier
ν ∼ −λ ∼ −RS/R au voisinage de la source,
– à grandes distances (R ≫ RV ), la solution est dans le régime linéaire (3.61) avec
C ∼ 1. Entre RV et m−1, la solution est très proche de la solution dans la LD ; en







 0.001  0.01  0.1  1  10  100
10−12
10−10







Fig. 5.1 – Graphique des fonctions −ν et λ en fonction de R/RV , dans le cadre de la théorie
complète (terme de masse d’AGS) et dans la LD, pour une source de rayon R⊙ = 10−2RV
et un choix de paramètres tels que a ≡ m×RV = 10−2. Cette figure est extraite de l’article
[28], Fig. 1.
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Comparaison avec la RG : correction de Vainshtein
Nous avons vu qu’à l’intérieur du rayon de Vainshtein, les fonctions λ et ν tendent vers
leur équivalent en RG, λGR et νGR, avec néanmoins un écart qui est donné théoriquement
par les expressions (5.7) et (5.8). On peut confirmer numériquement que la prédiction



























de R/RV , pour une source de rayon R⊙ = 10−3RV et un choix de paramètres tels que
a ≡ m × RV = 10−2. On voit que la solution numérique est en parfait accord avec la
prédiction théorique de l’équation (5.8).
5.3.2 La fonction µ
Le comportement de fonction µ entre R = 0 et R = m−1 est très proche de celui de
la solution de la LD (5.2). Au-delà de m−1, on observe la décroissance de Yukawa de la
solution linéaire (3.61). Ces différents régimes sont représentés à la Fig. 5.3.
Si on regarde de plus près ce qui se passe au sein de la source, comme dans la Fig. 5.4,
on observe très clairement que la solution de la théorie complète s’approche de la solution
de la LD à mesure que le paramètre a ≡ RV ×m tend vers 0. On retrouve ici le fait que
les corrections à la LD dues aux non-linéarités qui ne sont pas prises en compte par la LD
sont d’ordre O(a2) et tendent donc vers zéro lorsque a→ 0.



















Fig. 5.3 – Graphique de la fonction a−2µ (le facteur a−2 permet de faire correspondre les
fonctions µ pour différentes valeurs de a, dans l’intervalle de distances où elles s’approchent
de la LD), en fonction de R/RV , pour une source de rayon R⊙ = 10−3RV , pour les trois
valeurs du paramètre a ≡ m × RV = 0.005, 0.05, 0.1, ainsi que dans le cas de la LD (qui
correspond à la limite a→ 0). On distingue très clairement les différents régimes, qui sont
partagés par toutes les courbes et qui correspondent aux comportements asymptotiques
de la LD (5.2). Ainsi, pour R < R⊙, µ ∼ cste ; pour R⊙ < R ≪ RV , µ ∼
√
(8RV )/(9R) ;
pour RV ≪ R≪ m−1, µ ∼ 2R3V /(3R3) ; enfin, pour R≫ m−1, on observe la décroissance
de Yukawa du régime linéaire (3.61).
5.3.3 La pression P
Pour conclure l’étude de la solution que nous avons mise en évidence dans l’article [28],
nous voudrions donner quelques indications sur l’équation d’état de la matière au sein de
la source. Nous avons supposé une densité constante ρ pour des raisons de simplicité ; si
l’on veut que la RG soit retrouvée à petites distances, il est important de vérifier que la
pression au sein de la source est bien proche de la pression équivalente en RG. L’expression

















La Figure 5.5 montre que la solution numérique est très proche de l’expression analytique
(5.9), confirmant une nouvelle fois la validité de la conjecture de Vainshtein.











Fig. 5.4 – Graphique de la fonction a−2µ, en fonction de R/RV , pour une source de rayon
R⊙ = 10−3RV , pour les trois valeurs du paramètre a ≡ m × RV = 0.005, 0.05, 0.1, ainsi
que dans le cas de la LD (qui correspond à la limite a → 0). Il s’agit en fait d’un zoom
de la Fig. 5.3 à l’intérieur de l’étoile. On constate que la solution de la théorie complète
s’approche de la solution de la LD à mesure que le paramètre a ≡ RV ×m tend vers 0.
5.4 Un modèle simplifié de gravité massive
5.4.1 Les équations du mouvement
Pour conclure notre étude de la gravité massive, nous voudrions proposer un modèle
simplifié de gravité massive, qui regroupe les caractéristiques principales de la solution mise
en évidence ci-dessus. La solution étant très proche de la solution de la LD sur l’intervalle
[0,m−1], nous voudrions bien sûr que ce modèle permette de retrouver la LD sur cet
intervalle. Cependant, au-delà de m−1, le terme de masse du graviton commence à jouer

























= Q(µ, µ′, µ′′). (5.12)
En fait, on peut se rendre compte que ce système correspond juste au système (3.5), (3.6)
et (3.9), où l’on n’a gardé que les termes d’ordre le plus bas en chacune des quantités











Fig. 5.5 – Graphique des fonctions P/ρ et PGR/ρ, en fonction de R/RV , pour une source
de rayon R⊙ = 10−2RV , de densité constante ρ et un choix de paramètres tels que a ≡
m × RV = 10−2. La fonction P/ρ est déterminée numériquement, tandis que PGR/ρ est
donnée par l’expression analytique (5.9). Les deux courbes sont indiscernables l’une de
l’autre, illustrant bien le fait que l’équation d’état au sein de la source est très proche de
la solution en RG, confirmant la conjecture de Vainshtein au sein de l’étoile.
λ, ν, µ, sans chercher à comparer les fonctions λ, ν, µ les unes avec les autres. Ce modèle
est donc l’approximation en “champs faibles” de la gravité massive.
5.4.2 Validation numérique
On peut vérifier numériquement que la solution du système d’équations (5.10), (5.11)
et (5.12) est très proche de la solution obtenue dans la théorie complète, comme le montre
la Figure 5.6.
5.4.3 Obtention d’une équation pour µ seulement
Il est possible de combiner les équations (5.10-5.12) afin d’obtenir une équation pour µ
seulement, similaire à l’équation (4.17) dans la LD. En utilisant (5.11), on peut exprimer λ
en fonction de ν, ν ′ et µ ; on peut alors éliminer λ des équations (5.10) et (5.12) et obtenir
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Fig. 5.6 – Graphique de la fonction a−2µ (le facteur a−2 permet de comparer plus facile-
ment la fonction µ avec sa valeur dans la LD), en fonction de R/RV , pour une source
de rayon R⊙ = 10−3RV , de densité constante ρ et un choix de paramètres tels que
a ≡ m × RV = 10−1. Les trois courbes représentées correspondent respectivement aux
cas de la théorie complète de la GM, du modèle simplifié de GM décrit par les équations
(5.10), (5.11) et (5.12), et de la LD.























ν +m2µ−Q = 0. (5.14)
En dérivant (5.14) par rapport à R et en utilisant l’expression obtenue pour ν ′′ dans (5.13),
on arrive aux deux équations
m2R2 + 3
R























ν +m2µ−Q = 0. (5.16)
À partir du système (5.15-5.16) ci-dessus, il est possible de déterminer ν ′ en fonction de
µ et de ses dérivées. De même, on peut utiliser les équations (5.15-5.16) afin d’exprimer ν
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en fonction de µ et de ses dérivées. Il est alors possible de dériver cette dernière équation
afin d’obtenir une seconde expression pour ν ′. Enfin, en comparant les deux expressions










−m2 (m2R2 + 4) (4Q− 3m2µ)−m2Q (m2R2 + 2)2 = 0, (5.17)
Notre modèle simplifié de gravité massive nous permet donc d’obtenir une équation unique
pour µ.
Il est possible de simplifier l’équation précédente dans différentes limites. On peut
ainsi retrouver l’équation linéaire (3.20) pour µ, si on fait l’hypothèse que tous les termes










µ′ − (m2R2 + 4)m2µ = 0, (5.18)
qui est identique à l’équation (3.20). On peut également retrouver la LD en faisant l’hypo-
thèse que µ est dominée par une puissance de R (i.e. µ ∝ Rp) et que mR≪ 1. L’équation
(5.17) devient alors (
4Q′′ − 3m2µ′′)+ 4
R
(
4Q′ − 3m2µ′) = 0. (5.19)







On fixe la C1 à 0, de façon à garantir que µ → 0 quand R → +∞. On arrive alors
exactement à l’équation (4.9) que nous avions obtenue dans la LD.
Le modèle simplifié de gravité massive que nous venons de présenter permet donc de
retrouver les différents régimes que nous avons pu mettre en évidence lors de notre étude
des solutions à symétrie sphérique de la gravité massive : comportement semblable à celui
de la limite de découplage entre l’origine et R ∼ m−1 et régime linéaire au-delà. Le carac-
tère simplifié du modèle, et notamment le fait de pouvoir se ramener à une seule équation
pour la fonction µ en fait un excellent point de départ pour l’étude analytique des solutions
à symétrie sphérique de la gravité massive, en particulier sous la forme de séries.
Pour conclure cette partie consacrée aux solutions à symétrie sphérique de la gravité
massive, nous voudrions ouvrir quelques perspectives sur les prolongements possibles des
résultats que nous avons présentés. Certaines de ces pistes seront étudiées dans l’article en
préparation [29].
Une première suite qui pourrait être donnée à ces travaux concerne les solutions de
la gravité massive autour d’objets compacts. En effet, nous avons montré l’existence de
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solutions à symétrie sphérique de la GM dans le cas d’une source non-compacte. Il serait
très intéressant de pouvoir conclure sur l’existence de solutions en champ fort, que ce soit
au voisinage de l’horizon d’un trou noir, ou au sein d’une étoile compacte.
Une autre piste de travail, plus formelle, consisterait, dans le cas du potentiel AGS,
à prouver mathématiquement l’existence d’une infinité de solutions avec le même com-
portement asymptotique (3.61). Nous donnons en effet dans l’Annexe C une preuve de ce
résultat basée sur un développement de la solution au voisinage du comportement asymp-
totique (3.61). Cependant, il est sans doute possible d’aller plus loin, et de démontrer ce
résultat d’une façon plus générale, en suivant un raisonnement similaire à celui suivi par J.
Ecalle dans le cas de la LD [114]. En particulier, l’équation (5.17) obtenue dans le cas du
modèle simplifié de gravité massive proposé à la Section 5.4 semble être un bon point de
départ pour une telle démonstration, car il s’agit d’une équation pour une seule variable,
dont nous comprenons bien la nature physique des différents termes.
Enfin, ces travaux sur le mécanisme de Vainshtein en gravité massive nous ont permis
de mieux en comprendre les détails, ouvrant ainsi la possibilité d’utiliser ce mécanisme
pour construire de nouveaux modèles de gravité modifée. En particulier, il semble possible
de se concentrer sur le secteur scalaire de la gravité massive, et de construire d’intéressants
modèles dans lesquels le graviton est couplé à un scalaire qui modifie la gravité à grandes
distances, tout en étant écranté par le mécanisme de Vainshtein à courtes distances. Ces
modèles appartiennent à la classe plus générale des modifications scalaires de la gravité,
vers laquelle nous nous tournons à présent.
Troisième partie




Modifications scalaires de la gravité
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Ce chapitre est consacré aux théories dans lesquelles un champ scalaire est couplé non-
minimalement à la métrique et contribue à l’interaction gravitationnelle au même titre que
le graviton. Nous qualifierons ces modèles de modifications scalaires de la gravité.
Nous présenterons tout d’abord la classe des modèles scalaire-tenseur, qui nous permet-
tra de bien identifier le rôle du champ scalaire et de comprendre comment sa présence mo-
difie la gravité. Nous détaillerons ensuite la phénoménologie d’un modèle scalaire-tenseur
spécifique, proposé par Carroll et al. [62, 63], et appartenant à la catégorie des modèles dits
“f(R)”. Cet exemple nous permettra d’illustrer la difficulté que rencontrent beaucoup de
modèles de modifications scalaires de la gravité : alors qu’influencer la cosmologie requiert
un champ scalaire léger, capable de modifier les lois de la gravité aux grandes échelles,
les tests locaux de la gravité imposent à ce même scalaire de ne jouer aucun rôle dans le
système solaire. Cela nous amènera à présenter deux classes de modèles qui parviennent
à résoudre cette tension entre tests locaux et cosmologie : les modèles de caméléon, et
les théories de Galiléon et de k-Mouflage1. Le mécanisme de caméléon consiste à donner
1Nous reviendrons en détail sur les théories de k-Mouflage au Chapitre 7. Nous y détaillerons les résultats
que nous avons présentés E. Babichev, C. Deffayet et moi-même, dans l’article [27].
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une masse importante au champ scalaire au sein d’environnements à densité de matière
élevée, ce qui permet au modèle de satisfaire aux contraintes dans le système solaire. Les
théories de Galiléon et de k-Mouflage utilisent, quant à elles, le mécanisme de Vainshtein
pour écranter le champ scalaire au voisinage de sources massives.
6.1 Théories scalaire-tenseur
Dans cette section, nous souhaitons rappeler brièvement les caractéristiques impor-
tantes des théories scalaire-tenseur (ST) ; notre présentation et les notations que nous
utiliserons sont fortement inspirées de celles proposées dans les références [117, 215, 230].
6.1.1 Présentation des théories scalaire-tenseur
Initialement introduites par Jordan [165, 166], Fierz [122], Brans et Dicke [50], les
théories scalaire-tenseur (ST) sont des extensions de la Relativité Générale dans lesquelles
un champ scalaire est couplé non-minimalement à la métrique. Contrairement aux théories
de quintessence, dans lesquelles le champs scalaire se comporte comme n’importe quel
champ de matière, le champ scalaire des théories ST est couplé dans l’action au scalaire
de Ricci : les lois de la gravité sont alors modifiées car ce champ contribue à la force
gravitationnelle, en plus du graviton.
Nous considérerons ici des théories avec un seul champ scalaire supplémentaire mais la
plupart des équations que nous donnerons peuvent être assez facilement généralisées aux
cas multi-champs [80].
Action dans la représentation de Jordan
L’action des théories ST dans la représentation de Jordan est telle que le champ scalaire
est couplé au scalaire de Ricci2 et la matière couplée universellement à la métrique [41,








F (ϕ) R− Z(ϕ) gµν∂µϕ∂νϕ− 2U(ϕ)
)
+ Sm[ψm; gµν ] , (6.1)
où Sm est l’action des champs de matière ψm, supposée invariante par difféomorphisme.
Le modèle dépend de la fonction F (que l’on supposera positive pour garantir une énergie
du graviton positive) et de la fonction Z, ainsi que du potentiel U ; notons que l’on peut
toujours redéfinir le champ ϕ pour éliminer l’une des fonctions F,Z, U .
Une paramétrisation courante est celle de Brans-Dicke dans laquelle on pose
F (ϕ) = 1/ϕ, Z(ϕ) = ω(ϕ)/ϕ. (6.2)
Les modèles de Brans-Dicke proprement dits correspondent à ω(ϕ) = ωBD = cste. Une
autre paramétrisation souvent utilisée dans la littérature prend la forme
F (ϕ) quelconque, Z(ϕ) = 1. (6.3)
2Notons qu’il est possible de coupler le champ scalaire à d’autres invariants de courbure que le scalaire
de Ricci, comme le terme de Gauss-Bonnet LGB = R2 − 4RµνRµν + RµνρσRµνρσ. Nous n’étudierons pas
plus avant les modèles de Gauss-Bonnet, mais renvoyons le lecteur aux références [9, 10, 175, 176, 183]
pour plus de détails.
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En variant l’action (6.1), on obtient








+∇µ∂νF (ϕ)− gµνF (ϕ), (6.4)






∇µTµν = 0, (6.6)
où nous avons utilisé la notation ,ϕ ≡ ddϕ . Notons que le tenseur énergie-impulsion de la
matière Tµν , que nous avions défini à l’équation (1.6), est conservé par rapport à la métrique
gµν car nous avons supposé l’action de la matière invariante par difféomorphisme. On dit
alors que la matière est minimalement couplée à la métrique.
On peut voir que les termes cinétiques, pour le champ scalaire et le graviton, ne sont
pas découplés dans les équations (6.4) et (6.5). L’interprétation de la théorie en terme de
degrés de liberté est alors délicate3. Il est possible de redéfinir les champs de façon à éviter
ce problème : on obtient alors la formulation de la théorie dans la représentation d’Einstein.
Action dans la représentation d’Einstein
Afin de diagonaliser les termes cinétiques du graviton et du champ scalaire, on effectue
une transformation conforme sur la métrique :
g∗µν ≡ F (ϕ)gµν . (6.7)















A(ϕ∗) = F−1/2(ϕ), (6.9)
2V (ϕ∗) = U(ϕ)F−2(ϕ), (6.10)






√−g∗ [R∗ − 2gµν∗ ∂µϕ∗∂νϕ∗ − 4V (ϕ∗)] + Sm[A2(ϕ∗)g∗µν ;ψ], (6.11)
dans laquelle le graviton g∗µν n’est plus couplé au champ scalaire. En revanche, on voit que
dans la représentation d’Einstein, la matière est explicitement couplée au champ ϕ∗ par
l’intermédiaire de la fonction A.






3Remarquons que l’on avait rencontré une difficulté similaire lors de l’étude de la gravité massive à la
Section 2.4.2 ; en effet, les termes cinétiques du graviton et du scalaire de Stückelberg sont entremêlés dans
l’action (2.92). Nous avions alors effectué la redéfinition (2.93) qui permettait de diagonaliser la partie
cinétique de l’action.
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Il est relié au tenseur énergie-impulsion dans la représentation de Jordan par T ∗µν = A2Tµν .
On peut ensuite calculer les équations du mouvement
G∗µν = 8πG T
∗
µν + 2∂µϕ∗∂νϕ∗ − g∗µν (∂αϕ∗)2 − 2g∗µνV, (6.13)
∗ϕ∗ = V,ϕ∗ − 4πG α(ϕ∗)T ∗µνgµν∗ , (6.14)
∇∗µTµν∗ = α(ϕ∗)T ∗σρgσρ∗ ∂νϕ∗. (6.15)
La fonction α est définie par
α(ϕ∗) ≡ d lnA
dϕ∗
. (6.16)




Le problème de Cauchy est bien posé dans la représentation d’Einstein : l’équation (6.13)
contient des dérivées secondes de la métrique g∗µν mais ne contient que des dérivées pre-
mières de ϕ∗, l’inverse étant vrai pour l’équation (6.14). C’est pourquoi l’analyse de la
régularité des solutions des équations du mouvement doit être faite dans la représentation
d’Einstein, où le problème mathématique est bien posé [80, 117, 118]. On voit également
explicitement, au travers, de l’équation (6.15) que le tenseur énergie-impulsion de la ma-
tière dans la représentation d’Einstein n’est pas conservé par rapport à la métrique g∗µν , à
cause du couplage entre les champs de matière et le champ scalaire.
6.1.2 Aspects phénoménologiques et cosmologiques
Pour poursuivre l’étude des modèles scalaire-tenseur, il faut à présent en évoquer
quelques aspects phénoménologiques et cosmologiques.
Constante gravitationnelle





Cependant, si l’on effectue une expérience de Cavendish pour mesurer l’équivalent de la
force gravitationnelle Newtonienne F entre deux massesm1 etm2 séparées par une distance







2F + 3F 2,ϕ
)
= GA2(1 + α2). (6.19)
On peut montrer que le premier terme GA2 de la seconde égalité correspond à l’échange
d’un graviton, tandis que le second terme GA2α2 correspond à l’échange d’un scalaire,
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Dans le cas d’un champ de Brans-Dicke tel que ωBD = 0, c’est-à-dire dont le terme cinétique
ne provient que du terme de couplage avec le tenseur de Ricci, on trouve Gcav = 43
G
ϕ . On
retrouve là le facteur 4/3 que l’on avait déjà rencontré à l’équation (2.36) lors de l’étude
du régime linéaire de la gravité massive à la Section 2.2.3.
On voit que si le champ ϕ varie dans le temps, la constante Gcav varie a priori elle aussi.






< 6× 10−12 année−1, (6.21)
où le champ ϕ est évalué aujourd’hui, au voisinage de la Terre4.
Paramètres PPN et contraintes locales
Dans le système solaire5, il est possible de tester les théories de la gravité au travers
des paramètres PPN, qui prennent dans le cas des théories ST, la forme6 [80, 287, 288]
γppn − 1 = − F
2
,ϕ

















La mesure de la variation du décalage temporel des signaux de la sonde Cassini [288]
permet de contraindre |γppn − 1| < 2.3 × 10−5, ce qui se traduit par la contrainte sur la
valeur actuelle du paramètre α
α20 . 10
−5. (6.24)
Dans le cas d’un modèle de Brans-Dicke, on trouve que γppn − 1 = −1/(2 + ωBD) ; la
contrainte sur γppn se traduit donc par
ωBD > 4.3× 104. (6.25)
Notons que d’autres contraintes peuvent être obtenues à partir des pulsars binaires [81, 82,
116].
4La valeur du champ ϕ pouvant être différente selon les époques et les échelles considérées, il faut garder
à l’esprit que cette contrainte est une contrainte “locale”, à la fois dans l’espace et dans le temps.
5Nous renvoyons ici le lecteur à la Section 8.1.2 de ce mémoire, dans laquelle les tests de la gravité dans
le système solaire sont présentés.
6Pour un champ ϕ dont la longueur de Compton dans la représentation d’Einstein est beaucoup plus
grande que le système solaire [276].
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Cosmologie
Les théories scalaire-tenseur ont été utilisées dans un cadre cosmologique, notamment
comme alternatives à l’énergie noire dans les modèles de quintessence étendue [35, 263] et
de runaway dilaton [88, 89, 131]. La cosmologie des modèles f(R), qui sont une sous-classe
des théories ST sur laquelle nous reviendrons à la Section 6.2, a également fait l’objet
d’études approfondies dans la littérature.
Certains modèles ST, et notamment le modèle du runaway dilaton, présentent une
caractéristique intéressante : ils sont attirés vers la Relativité Générale (RG) [86, 87] au
cours de l’évolution cosmologique de l’Univers. Ce mécanisme d’attraction garantit que les
prédictions observationnelles de ces modèles sont en accord avec la RG si l’évolution du
champ scalaire a été suffisamment longue.
Les observations cosmologiques permettent de contraindre (et même de reconstruire
dans une certaine mesure [48, 117]) les fonctions F,Z, U introduites dans l’action (6.1).
Ainsi, la nucléosynthèse primordiale permet de contraindre [74, 90] la valeur du couplage
F du champ scalaire au moment de la nucléosynthèse. L’étude des perturbations cos-
mologiques [48, 117] dans le cadre des théories ST permet également de contraindre les
paramètres du modèle, par le biais du CMB [1, 3, 8, 32, 65, 199, 214, 222, 290, 291], de la
croissance des structures et des effets de lentilles gravitationnelles faibles [1, 2, 3, 230].
6.2 Modèles f(R)
Nous voudrions à présent introduire une sous-classe de modèles ST qui a beaucoup
attiré l’attention des cosmologistes ces dernières années : les théories f(R).
6.2.1 Définition du modèle
L’idée des modèles f(R) consiste à généraliser l’action d’Einstein-Hilbert en remplaçant






√−gf(R) + Sm[ψm; gµν ] . (6.26)
Cette classe de modèles a été proposée dans les années 1970 et 80 notamment par Staro-
binski dans le contexte de l’inflation. Elle a récemment suscité un intérêt renouvelé, suite
aux articles [62, 63] dans lesquels il est montré que l’accélération de l’Univers peut être
obtenue avec la fonction f(R) = R − µ4/R. Comme nous le verrons ci-dessous, ce modèle
s’est révélé incompatible avec les contraintes du système solaire. Néanmoins, d’autres mo-
dèles f(R) ont été proposés par la suite, qui se sont révélés viables. Parmi ceux-ci, on peut
citer le modèle de Hu et Sawicki [152] et le modèle de Starobinsky [258].
La littérature qui traite de la phénoménologie des modèles f(R) est très riche (on
pourra par exemple se référer aux deux revues [60, 256]). En ce qui concerne les tests dans
le système solaire, on pourra notamment se référer aux articles [52, 61, 152] ; la question
de l’existence de solutions stables au sein d’objets compacts a, quant à elle, été discutée
dans les articles [31, 127, 172, 262]. Concernant les aspects cosmologiques de ces modèles,
on peut citer les articles [119, 129, 204, 205, 229, 254, 294] qui s’intéressent à l’évolution
du facteur d’échelle et à la croissance des structures dans le cadre des modèles f(R), ainsi
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qu’aux articles [208, 209, 234, 235] dans lesquels l’évolution non-linéaire des perturbations
cosmologiques est étudiée numériquement.
Il est facile de voir que les modèles f(R) constituent une sous-classe des théories ST.






√−g [f(ϕ) + f ′(ϕ)(R− ϕ)]+ Sm[ψm; gµν ] , (6.27)
où f ′(ϕ) ≡ dfdϕ . Cette action est équivalente à celle de l’équation (6.26), à condition que
f ′′(ϕ) 6= 0. En effet, en variant l’action (6.27) par rapport champ additionnel ϕ, qui est un
multiplicateur de Lagrange, on obtient R = ϕ ; avec cette condition, l’action (6.27) prend
exactement la forme (6.26). Sous sa forme (6.27), on voit que la théorie n’est autre qu’une
théorie scalaire-tenseur, avec
F (ϕ) = f ′(ϕ), Z(ϕ) = 0, U(ϕ) =
1
2
[ϕf ′(ϕ)− f(ϕ)], (6.28)













3 − f (ϕ(ϕ∗))
]
. (6.29)
Nous pouvons donc utiliser les contraintes que nous avons évoquées à la section précédente
pour confronter les modèles f(R) aux expériences.
6.2.2 Modèle f(R) = R− µ4/R
Afin d’illustrer la démarche qui consiste à appliquer les contraintes sur les ST aux
modèles f(R), nous pouvons nous pencher sur le modèle proposé par Carroll et al. (CDTT)
en 2004 et défini par
f(R) = R− µ4/R. (6.30)
L’idée de ce modèle est la suivante : pour des grandes courbures (c’est-à-dire pour des
grandes densités), R≫ µ2 et l’équation (6.30) peut se simplifier en f(R) ≃ R. Ce régime,
proche de la RG est celui qui prédomine jusqu’à la fin de l’ère de matière. La densité devient
alors telle que le terme −µ4/R ne peut plus être négligé. On peut montrer que ce terme
joue alors le rôle d’une énergie noire, et que l’Univers entre dans une phase d’accélération.
Pour que le modèle puisse expliquer la récente accélération de l’Univers, il faut que la
transition entre les régimes de forte et faible courbure ait lieu au moment où R ≃ H20 ; on
doit donc avoir µ ≃ H0 ≃ 2× 10−18 s−1 ≃ 10−33 eV.
Une fois fixé le paramètre µ, le modèle est complètement défini, et l’on peut étudier dans
quelle mesure les contraintes dans le système solaire sont satisfaites. Pour cela, on peut voir




′(ϕ) comme un champ de Brans-Dicke de paramètre ωBD = 0 [68] et
quasiment sans masse à l’échelle du système solaire ; cette valeur ωBD = 0 du paramètre
de Brans-Dicke étant totalement en contradiction avec la contrainte7 (6.25), le modèle
7À proprement parler, la contrainte (6.25) est valide pour des champs de Brans-Dicke sans masse ;
cependant, on peut montrer [67] que pour un champ dont la longeur de Compton est beaucoup plus
grande que la taille du système solaire, la contrainte sur ωBD est applicable.
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est totalement exclu par les tests dans le système solaire. On peut également retrouver
ce résultat en considérant le paramètre γppn qui vaut γppn = 1/2 dans le cas du modèle
CDTT, en contradiction avec les observations.
6.2.3 Nécessité d’un mécanisme non-linéaire à courtes distances
À l’évidence, le modèle CDTT n’est donc pas viable expérimentalement, et ce n’est
donc pas pour ses prédictions physiques que nous avons choisi de le présenter, mais parce
qu’il met en évidence les difficultés liées à la construction d’un modèle ST réaliste, capable
à la fois d’être à l’origine de l’accélération de l’Univers et de passer les tests dans le sys-
tème solaire. On peut voir au travers de ce modèle, qu’il existe en effet une tension entre
ces deux propriétés phénoménologiques : alors que la cosmologie requiert un champ léger
(c’est-à-dire de masse m ∼ H0) et un couplage à la matière (dans la représentation d’Ein-
stein) d’ordre 1, les tests dans le système solaire ne peuvent être satisfaits par un champ
léger qui modifie fortement les lois de la gravitation. Pour concilier ces deux régimes, il faut
donc construire un modèle ST qui satisfasse au moins l’une des deux propriétés suivantes 8 :
– le champ scalaire est léger pour les échelles cosmologiques, mais acquiert une grande
masse au voisinage de la Terre et du système solaire, ce qui lui permet de passer les
tests PPN ; c’est le cas des théories de caméléon [169, 170], que nous allons présenter
à Section 6.3.
– le champ scalaire est léger pour les échelles cosmologiques, mais se trouve découplé
de la matière (ou est “écranté”) au voisinage de sources massives ; c’est le cas des
théories dans lesquelles le mécanisme de Vainshtein intervient : théorie du Galiléon
[94, 97, 203], théories de k-Mouflage [27].
6.3 Mécanisme de caméléon
Le principe du “caméléon”, modèle ST proposé par J. Khoury et A. Weltman en 2004
[169, 170], consiste à donner au champ scalaire une masse qui dépende de son environne-
ment. Il est léger à grandes échelles et peut donc servir de champ de quintessence, tout en
étant lourd à petites échelles de façon à satisfaire les contraintes du système solaire et des
pulsars binaires.
Prenons l’exemple du modèle de caméléon proposé par P. Brax et al. [51], qui est tel







ϕ−n∗ , A(ϕ∗) = e
ϕ∗ , (6.31)
où M a la dimension d’une masse et β est un paramètre de couplage, que l’on suppo-
sera d’ordre 1. On voit que le terme constant dans le potentiel peut jouer le rôle d’une
8À ce propos, on consultera avec profit le récent article [151] de Wayne Hu qui présente clairement la
nécessité d’un mécanisme non-linéaire qui permette de retrouver la RG à courtes distances, que ce soit le
mécanisme de caméléon ou le mécanisme de Vainshtein. Notons à ce titre que les deux mécanismes mènent
à une phénoménologie différente en ce qui concerne la trajectoire des galaxies [155].
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constante cosmologique, motivant ainsi l’utilisation du modèle dans un contexte cosmolo-
gique ; ce terme ne joue cependant pas de rôle à petite distances, et on peut donc le négliger
dans l’analyse des contraintes locales, provenant du système solaire ou des pulsars binaires.
La caractéristique cruciale du caméléon est que la masse du champ ϕ∗ dépend de la
densité de matière ρm. En effet, en raison du couplage A(ϕ∗) à la matière, le champ scalaire
voit un potentiel effectif




où ρm est la densité de la matière dans la représentation de Jordan. Ce potentiel effectif











Fig. 6.1 – Potentiel effectif Veff du champ ϕ∗ dans le cas où la densité de matière est élevée,
et dans le cas où elle est faible. On voit que la masse effective du champ au minimum du
potentiel m2 ≡ d2Veff
dϕ2∗
(ϕmin∗ ) augmente avec la densité de matière. Figure issue de [51].
À des échelles cosmologiques, la masse du champ scalaire est faible, et le champ est
libre de se propager ; le couplage β étant d’ordre 1, la gravité est très différente de la RG,
et γppn = 1/2.
Au sein ou au voisinage immédiat d’environnements très denses (comme la Terre ou
l’atmosphère), le champ est au contraire très lourd (sa portée est plus courte que les
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échelles auxquelles on peut tester la gravité), de telle sorte qu’il ne joue aucun rôle dans
ces environnements. Ceci est notamment vrai dans les chambres à vide dans lesquelles se
déroulent les tests de la gravité en laboratoire : même si la densité de matière y est très
faible, les dimensions des chambres à vide sont trop petites pour que le comportement du
champ y diffère beaucoup de son comportement dans l’atmosphère, où il est très lourd. Le
modèle de caméléon parvient ainsi à satisfaire les contraintes terrestres sur la gravité.
En revanche, le champ est très léger au sein du système solaire, où la densité est très
faible. Dès lors, comment se fait-il que les tests PPN ne permettent pas d’exclure cette
théorie ? Cela est dû au phénomène dit de coquille mince9. Considérons un objet massif,
de taille suffisamment importante pour que le champ soit au minimum de son potentiel au
sein de l’objet (par exemple la Terre), et que le champ y soit très massif. Si l’on calcule
le potentiel gravitationnel dû au champ scalaire créé à l’extérieur de la source par une
coquille de rayon R et de largeur dR, il apparaît que cette contribution du scalaire est
supprimée par un facteur exponentiel em(R⊙−R). On voit donc que l’intérieur de l’objet
ne contribue quasiment pas, et que le potentiel n’est créé que par une très mince couche,
située au niveau de la surface de la source. La force gravitationnelle est alors extrêmement
proche de son équivalent en RG.
C’est ce phénomène de coquille mince qui permet au modèle de caméléon de satisfaire
aux tests PPN dans le système solaire : on peut montrer [51, 169, 170] qu’il est possible de
choisir les paramètres du modèle de telle sorte que le mouvement des planètes autour du
Soleil et de la Lune autour de la Terre ne soit pas affecté par le champ scalaire, car seule
une toute petite partie des objets massifs contribue à l’interaction gravitationnelle via ce
scalaire. Notons toutefois [169, 170] que des tests de la gravité qui seraient menés dans
l’espace à partir de petits objets ne bénéficieraient pas du mécanisme de coquille mince,
les objets étant trop petits pour cela. Il est donc possible de détecter des écarts importants
à la RG de cette façon.
Notons que mécanisme de caméléon a également été utilisé dans le cadre des théories
f(R) [52, 61, 152], qui comme nous l’avons vu plus haut, ont besoin d’un mécanisme qui
supprime les modifications de la gravité à courtes distances.
Le caméléon est donc un mécanisme intéressant pour construire des modèles de gravité
qui diffèrent fortement de la RG à grandes distances, tout en étant proche de la RG à
courtes distances. Cependant, nous avons décrit à la Partie II un autre mécanisme capable
de mener à une phénoménologie comparable : le mécanisme de Vainshtein. Tournons-nous
à présent vers des modèles qui se basent sur ce mécanisme pour satisfaire les contraintes
locales de la gravité.
6.4 Mécanisme de Vainshtein, modèles de Galiléon et théo-
ries de k-Mouflage
Nous avons présenté à la Section 2.4.4 le principe du mécanisme de Vainshtein dans
le cadre de la limite de découplage (LD) de la gravité massive (GM). Nous avons ensuite
montré, aux Chapitres 4 et 5, que le mécanisme de Vainshtein permettait bien à la GM de
9Thin shell en anglais.
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retrouver la RG au voisinage d’objets massifs, tout en s’en éloignant beaucoup aux grandes
échelles.
L’idée principale du mécanisme de Vainshtein consiste à coupler au graviton un champ
scalaire (dans le cas de la GM, il s’agit du mode scalaire du graviton massif) dont le terme
d’auto-interaction dans l’action soit au moins cubique, et contienne des dérivées d’ordre
supérieur à deux. Ce terme non-linéaire domine l’équation du mouvement du champ scalaire
à courtes distances, écrantant l’impact gravitationnel du champ scalaire dans le système
solaire. Au contraire, à grandes distances le champ scalaire se comporte comme un champ de
Brans-Dicke de paramètre ωBD = 0 : l’interaction gravitationnelle est donc profondément
modifiée à ces échelles (notamment, γppn = 1/2).
Ce mécanisme de Vainshtein est donc un ingrédient phénoménologique très intéressant
pour construire un modèle réaliste de gravité modifiée. Deux classes de modèles avec un
champ scalaire écranté à courtes distances par le mécanisme de Vainshtein ont récemment
été proposé : les modèles de Galiléon et de k-Mouflage.
6.4.1 Modèles de Galiléon
La classe de modèles du Galiléon a été proposée en 2008 par A. Nicolis, R. Rattazzi et
E. Trincherini [203] et a ensuite été généralisée d’une façon covariante dans [94, 97]. L’idée
du Galiléon, inspirée de la limite de découplage du modèle DGP, est de construire une
théorie ST dans laquelle l’action pour le terme scalaire contient plus que deux dérivées,
mais telle que les équations du mouvement pour le scalaire soient néanmoins du second
ordre. Cette condition permet en effet d’éviter la présence d’un fantôme dans la théorie.








R∗ + Lπ + Lm[A2(π)g∗µν ;ψ]
)
, (6.34)
où Lm est le lagrangien de la matière, qui est couplée à la métrique dans la représentation
de Jordan gµν = A2(π)g∗µν , et Lπ est le lagrangien du champ scalaire π. La fonction
de couplage A(π) est choisie de façon à retrouver le couplage de l’action (2.94) entre le
scalaire et la matière, c’est-à-dire que pour des petites valeurs du champ π et du graviton





µν + π T, (6.35)
où Tµν est le tenseur énergie-impulstion de la matière.
Le lagrangien Lπ est choisi afin que les équations du mouvement pour π soient inva-
riantes de Lorentz et ne contiennent que des dérivées d’ordre 2 de π lorsque la métrique est
celle de Minkowski, et ce afin qu’aucun fantôme ne puisse se propager. On peut montrer
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où les pi sont des constantes qui paramétrisent le modèle et
L1 = π, (6.37)
L2 = ∂µπ∂µπ, (6.38)
L3 = π∂µπ∂µπ, (6.39)
L4 = (π)2 (π;µ π;µ)− 2 (π) (π;µ π;µν π;ν)
− (π;µν π;µν) (π;ρ π;ρ) + 2 (π;µπ;µν π;νρ π;ρ) , (6.40)



























Le terme L2 correspond au terme cinétique standard, tandis que L3 est le terme cubique
présent dans la limite de découplage du modèle DGP [188, 202]. Tous ces lagrangiens sont
invariants sous la transformation “galiléenne”
∂µπ → ∂µπ + bµ. (6.42)
La phénoménologie de ces modèles est intéressante : l’absence de fantôme et le méca-
nisme de Vainshtein leur permettent en effet d’être viable physiquement et leur cosmologie
semble prometteuse [72, 249] .
6.4.2 Théories de k-Mouflage
Nous avons proposé, E. Babichev, C. Deffayet et moi-même, une classe plus générale de
modèles ST utilisant le mécanisme de Vainshtein pour satisfaire les contraintes locales de la
gravité. Le terme non-linéaire d’auto-interaction du scalaire peut y prendre des formes très
diverses, montrant ainsi le caractère générique du mécanisme de Vainshtein. Nous allons,
dans le chapitre qui suit, nous pencher plus en détail sur ces théories.
Chapitre 7
Théories de k-Mouflage (article)
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Dans ce chapitre, nous souhaiterions présenter une nouvelle classe de théories que nous
avons proposées, E. Babichev, C. Deffayet et moi-même dans l’article [27], et que nous
avons appelées théories de k-Mouflage. Ces modèles de gravité modifiée contiennent un
champ scalaire en plus du graviton usuel ; ce champ scalaire interagit fortement avec lui
même au voisinage de sources massives, et s’en trouve “camouflé”, c’est-à-dire qu’il ne
contribue pas à l’interaction gravitationnelle. À grandes distances, au contraire, ce champ
scalaire se comporte comme un champ de Brans-Dicke de paramètre ωBD = 0, et modifie
donc radicalement la gravité à ces échelles.
La première section de ce chapitre sera consacrée à une rapide présentation de cette
classe de modèles et des principaux résultats de l’article [27]. La deuxième section est
constituée du texte de l’article [27] proprement dit, reproduit in extenso. En conclusion
de ce chapitre, nous examinerons les suites possibles à donner à ce travail portant sur les
modifications scalaires de la gravité.
7.1 Présentation des théories de k-Mouflage
On peut voir les théories de k-Mouflage comme une classe de théories qui généralisent
la limite de découplage de la gravité massive (GM). Plus précisément, nous avions obtenu
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Si en sus de ces termes quadratiques, on inclut les termes cubiques présents dans la limite
de découplage (LD), et que dans le même temps on prend en compte le fait que la LD
supprime les termes de masse de type m2h2, on obtient l’action de la GM dans la LD pour









































et d’autre part à étendre l’action (7.2) ci-dessus d’une façon covariante.














où H(φ) est un terme au moins cubique en φ et qui contient plus que deux dérivées, et Sm
est l’action pour la matière que l’on supposera minimalement couplée à la métrique gµν (γ
est un paramètre d’ordre 1).




































Le premier choix correspond à la structure du terme d’auto-interaction du scalaire φ de
la LD de la GM ; le second correspond au terme d’ordre supérieur du modèle DGP ; le
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terme HK (qui est tel que ∂XK(X)|X=0 = 0), fait référence aux modèles de k-essence1
[22, 23, 24, 69] ; le quatrième cas correspond au Galiléon [203], tandis que le dernier terme
renvoie au modèle covariant de Galiléon proposé dans [94, 97]. La liste des termes H ci-
dessus n’est pas exhaustive, mais illustre déjà la variété des modèles que la classe des
théories de k-Mouflage peut décrire.
D’une façon similaire à la gravité massive, les modèles de k-Mouflage possèdent deux
régimes très différents : à grande distance de toute source massive, le champ φ se comporte
comme un champ de Brans-Dicke de paramètre ωBD = 0 et modifie donc la gravité ; à
l’inverse, au voisinage d’un corps massif, le terme non-linéaire provenant de H(φ) domine
l’équation du mouvement du scalaire, et “camoufle” le champ : la RG est retrouvée.
Le terme dominant du terme d’interaction H est de la forme
H(φ)dom ∼ m2Nf−Nd∂NdφNf ,
où Nf et Nd sont des entiers. On peut alors montrer que la transition entre les régimes









Nous montrons dans l’article [27] qu’il est possible de trouver des solutions à symétrie
sphérique en présence d’une source dans le cadre des théories de k-Mouflage, et en parti-
culier pour les cas cas où H = HMG, H = HDGP et H = HK(X) ∝ X2. Ces solutions à
symétrie sphérique sont telles que le scalaire est écranté à courtes distances, permettant
ainsi à ces solutions d’être en accord avec les tests de la gravité dans le système solaire. À
grandes distances, le scalaire contribue pleinement, comme on peut le voir sur la figure 1
de [27] : au-delà du rayon de Vainshtein, γppn = 1/2 (ce qui est équivalent à ν = −2λ, où
ν et λ sont définis à l’équation (2.67)).
Ces résultats démontrent que le mécanisme de Vainshtein peut s’appliquer pour un très
large spectre de théories, y compris lorsque celles-ci n’ont pas de rapport avec les théories de
gravité massive, pour lesquelles ce mécanisme avait été proposé initialement. On pensera
en particulier au modèle de l’équation 7.7, inspiré des termes cinétiques non-standards
des modèles de k-essence, et qui semble a priori très éloigné de la gravité massive ou
des modèles branaires. Ce caractère générique du mécanisme de Vainshtein ouvre donc de
très intéressantes perspectives pour la construction de modèles réalistes de gravité modifiée,
dans le prolongement de l’article [27], que nous reproduisons à présent dans son intégralité.
1Il est cependant important de noter que le modèle proposé ici est très différent d’un modèle de k-
essence ; en particulier, dans la représentation d’Einstein, la matière est couplée à une métrique qui dépend
de φ. Le nom k-essence ne renvoie donc qu’à la forme non standard du terme cinétique.
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7.2 k-Mouflage gravity (article)
Nous reproduisons à présent l’article [27] intitulé “k-Mouflage gravity”. E. Babichev, C.
Deffayet et moi-même avons écrit cet article dans le cadre du concours 2009 de la Gravity
Research Foundation, où il a remporté une mention honorable. Il a accepté pour publication
dans journal International Journal of Modern Physics D (les auteurs des articles ayant reçu
une mention honorable au concours étant invités à soumettre leur article à ce journal) et est
pour l’instant disponible sur le serveur d’archives arXiv sous la référence [arXiv:0905.2943
(gr-qc)].
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s♣✐♥ t✇♦✳ ❆ ♠❛ss✐✈❡ ❣r❛✈✐t♦♥ ❤❛s ✺ ♣r♦♣❛❣❛t✐♥❣ ♣♦❧❛r✐③❛t✐♦♥s✱ ❛♠♦♥❣ ✇❤✐❝❤ ❛ s❝❛❧❛r
♠♦❞❡ r❡s♣♦♥s✐❜❧❡ ❢♦r ❛♥ ❡①tr❛ ❛ttr❛❝t✐♦♥ ❢❡❧t ❜② ♥♦♥ r❡❧❛t✐✈✐st✐❝ s♦✉r❝❡s✳ ❚❤✐s s❝❛❧❛r
♠♦❞❡✱ ✐❢ ♦♥❡ ♦♥❧② ✉s❡s t❤❡ q✉❛❞r❛t✐❝ P❛✉❧✐✲❋✐❡r③ ❛❝t✐♦♥✱ ❧❡❛❞s t♦ ♦r❞❡r ♦♥❡ ❞✐✛❡r❡♥❝❡
✐♥ PP◆ ♣❛r❛♠❡t❡rs ❢r♦♠ t❤♦s❡ ♦❢ ●❡♥❡r❛❧ ❘❡❧❛t✐✈✐t②✱ ✐rr❡s♣❡❝t✐✈❡❧② ♦❢ t❤❡ s♠❛❧❧♥❡ss
♦❢ t❤❡ ❣r❛✈✐t♦♥ ♠❛ss ✭t❤✐s ✐s t❤❡ ❢❛♠♦✉s ✈❉❱❩ ❞✐s❝♦♥t✐♥✉✐t② ❬✶✸❪✮✳ ❍♦✇❡✈❡r ✐t ✇❛s
❛r❣✉❡❞ s♦♠❡ t✐♠❡ ❛❣♦ t❤❛t t❤❡ s❝❛❧❛r ♣♦❧❛r✐③❛t✐♦♥ ❝♦✉❧❞ ❤✐❞❡ ✐ts❡❧❢ ✐♥ str♦♥❣ ❡♥♦✉❣❤
✜❡❧❞ ❝♦♥✜❣✉r❛t✐♦♥s ✈✐❛ t❤❡ s♦✲❝❛❧❧❡❞ ❱❛✐♥s❤t❡✐♥ ♠❡❝❤❛♥✐s♠ ❬✶✹❪✳ ❚❤✐s r❡❧✐❡s ♦♥ t❤❡
♦❜s❡r✈❛t✐♦♥ t❤❛t t❤❡ t❤❡♦r② ❤❛s ❤✐❞❞❡♥ ❞❡r✐✈❛t✐✈❡ s❡❧❢ ✐♥t❡r❛❝t✐♦♥s ✐♥ t❤❡ s❝❛❧❛r s❡❝t♦r
t❤❛t s❤✉ts ♦✛ t❤❡ ❡✛❡❝t ♦❢ t❤❡ s❝❛❧❛r ❛ttr❛❝t✐♦♥ ❛t ❞✐st❛♥❝❡s s♠❛❧❧❡r t❤❛♥ t❤❡ s♦✲❝❛❧❧❡❞
❱❛✐♥s❤t❡✐♥ r❛❞✐✉s RV ❬✶✺✱ ✶✻❪✳ ❚❤✐s r❛❞✐✉s✱ ❞❡✜♥❡❞ ❜② RV = m
−4/5R1/5S ✐♥ t❡r♠s ♦❢
t❤❡ ❣r❛✈✐t♦♥ ♠❛ss m ❛♥❞ t❤❡ st❛♥❞❛r❞ ❙❝❤✇❛r③s❝❤✐❧❞ r❛❞✐✉s ♦❢ t❤❡ s♦✉r❝❡ RS✱ ❝❛♥
❜❡ ✈❡r② ❧❛r❣❡❀ ❡✳❣✳ ✐t ✐s ♠✉❝❤ ❧❛r❣❡r t❤❛♥ t❤❡ s♦❧❛r s②st❡♠ ❢♦r ❛ ❣r❛✈✐t♦♥ ♦❢ ❍✉❜❜❧❡
r❛❞✐✉s ❈♦♠♣t♦♥ ❧❡♥❣t❤✳ ❚❤❡ ❱❛✐♥s❤t❡✐♥ ♠❡❝❤❛♥✐s♠ ✇❛s ❛r❣✉❡❞ t♦ ❢❛✐❧ ✐♥ ♥♦♥❧✐♥❡❛r
♠❛ss✐✈❡ ❣r❛✈✐t② ❬✶✼✱ ✶✽❪✱ ❛ t❤❡♦r② ✇❤✐❝❤ ❛♥②✇❛② s✉✛❡rs ❢r♦♠ ❣❤♦st✲❧✐❦❡ ✐♥st❛❜✐❧✐t✐❡s
❬✶✾❪✳ ❍♦✇❡✈❡r✱ ✐t ✇❛s r❡❝❡♥t❧② ♦❜s❡r✈❡❞ ❡①♣❧✐❝✐t❧② ❬✷✵❪✱ ❜✉✐❧❞✐♥❣ ♦♥ s♦♠❡ ♣r❡✈✐♦✉s
q✉❛❧✐t❛t✐✈❡ ❛r❣✉♠❡♥ts ❬✶✻✱ ✷✶✱ ✷✷❪✱ t❤❛t ✐t ❞♦❡s ✇♦r❦ ✐♥ s♦♠❡ ❧✐♠✐t ♦❢ t❤✐s t❤❡♦r②
✇❤❡r❡ ♦♥❡ ♦♥❧② ❦❡❡♣s t❤❡ ❞♦♠✐♥❛♥t ❞❡r✐✈❛t✐✈❡ s❡❧❢ ✐♥t❡r❛❝t✐♦♥s ♦❢ t❤❡ s❝❛❧❛r s❡❝t♦r✱
t❤❡ s♦ ❝❛❧❧❡❞ ✧❉❡❝♦✉♣❧✐♥❣ ▲✐♠✐t✧ ✭❉▲ ✐♥ t❤❡ ❢♦❧❧♦✇✐♥❣✮✳
■♥ t❤✐s ❡ss❛②✱ ✇❡ ♣r♦♣♦s❡ ❛ ❣❡♥❡r❛❧ str✉❝t✉r❡ ❢♦r ❛ ❧❛r❣❡ ❝❧❛ss ♦❢ s❝❛❧❛r✲t❡♥s♦r t❤❡✲
♦r✐❡s✱ ✐♥ ✇❤✐❝❤ t❤❡ s❝❛❧❛r ✜❡❧❞ ✧❝❛♠♦✉✢❛❣❡s✧ ✐♥ str♦♥❣ ❡♥♦✉❣❤ ❣r❛✈✐t❛t✐♦♥❛❧ ✜❡❧❞s✱
✷
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✈✐❛ ❛ ❞❡r✐✈❛t✐✈❡ s❡❧❢✲✐♥t❡r❛❝t✐♦♥✺✳ ◆♦t❡ ❤♦✇❡✈❡r t❤❛t t♦ ♦❜t❛✐♥ t❤✐s ❡✛❡❝t✱ t❤❡ ❣r❛✈✲
✐t❛t✐♦♥❛❧ ✜❡❧❞ ❞♦❡s ♥♦t ♥❡❡❞ t♦ ❜❡ ✈❡r② str♦♥❣ ❛♥❞✱ s✐♠✐❧❛r❧② t♦ ♠❛ss✐✈❡ ❣r❛✈✐t②✱ ✐t
❝❛♥ ❛❧r❡❛❞② ❤❛♣♣❡♥ ✐♥ t❤❡ s♦❧❛r s②st❡♠✳ ❚❤❡ str✉❝t✉r❡ ♦❢ ♦✉r s❝❛❧❛r t❡♥s♦r t❤❡♦r✐❡s
❢♦❧❧♦✇s ❝❧♦s❡❧② t❤❡ ♦♥❡ ♦❢ t❤❡ ❉▲ ♦❢ ♥♦♥❧✐♥❡❛r ♠❛ss✐✈❡ ❣r❛✈✐t② ❛♥❞✱ ❜❡❢♦r❡ ✐♥tr♦❞✉❝✐♥❣
t❤❡ ❢♦r♠❡r✱ ✇❡ r❡♠✐♥❞ s♦♠❡ ❝r✉❝✐❛❧ ♣r♦♣❡rt✐❡s ♦❢ t❤❡ ❧❛tt❡r✳








✇❤❡r❡ Gµν ❞❡♥♦t❡s t❤❡ ❊✐♥st❡✐♥ t❡♥s♦r ❝♦♠♣✉t❡❞ ✇✐t❤ t❤❡ ♠❡tr✐❝ gµν ✱ Tµν ✐s t❤❡
♠❛tt❡r ❡♥❡r❣② ♠♦♠❡♥t✉♠ t❡♥s♦r✱ ❛♥❞ T gµν ✐s ❛♥ ❡✛❡❝t✐✈❡ ❡♥❡r❣② ♠♦♠❡♥t✉♠ t❡♥s♦r
❝♦♠✐♥❣ ❢r♦♠ t❤❡ ✐♥t❡r❛❝t✐♦♥ ❜❡t✇❡❡♥ ♠❡tr✐❝s✳ ■t ❞❡♣❡♥❞s ♥♦♥ ❞❡r✐✈❛t✐✈❡❧② ♦♥ fµν
❛♥❞ gµν ✳ ❚❛❦✐♥❣ ❛ g−❝♦✈❛r✐❛♥t ❞❡r✐✈❛t✐✈❡ ♦❢ ❊q✳✭✶✮ ✇❡ ♦❜t❛✐♥ t❤❡ ❝♦♥str❛✐♥t
∇µT gµν = 0 ✭✷✮
✇❤✐❝❤ T gµν s❤♦✉❧❞ ♦❜❡②✳ ❋♦❧❧♦✇✐♥❣ ❘❡❢✳ ❬✶✹✱ ✶✼❪ ♦♥❡ ❝❛♥ t❤❡♥ ❧♦♦❦ ❛t s♣❤❡r✐❝❛❧❧②
s②♠♠❡tr✐❝ s♦❧✉t✐♦♥s✱ ❛✐♠❡❞ ❢♦r ❡①❛♠♣❧❡ ❛t ❞❡s❝r✐❜✐♥❣ t❤❡ ♠❡tr✐❝ ❛r♦✉♥❞ st❛rs✱ ✉s✐♥❣
t❤❡ ❛♥s❛t③
gµνdx
µdxν = −eν(R)dt2 + eλ(R)dR2 +R2dΩ2 , ✭✸✮
fµνdx






e−µ(R)dR2 + e−µ(R)R2dΩ2 , ✭✹✮
✇❤❡r❡ ❛ ♣r✐♠❡ ❞❡♥♦t❡s ❛ ❞❡r✐✈❛t✐♦♥ ✇✳r✳t✳ t❤❡ r❛❞✐❛❧ ❝♦♦r❞✐♥❛t❡ R✳ ❲✐t❤ s✉❝❤
❛♥ ❛♥s❛t③✱ gµν ✐s ❡❛s② t♦ ❝♦♠♣❛r❡ ✇✐t❤ t❤❡ st❛♥❞❛r❞ ❢♦r♠ ♦❢ ❙❝❤✇❛r③s❝❤✐❧❞ s♦❧✉✲
t✐♦♥✱ ✇❤✐❧❡ fµν ❞❡s❝r✐❜❡s ❛ ▼✐♥❦♦✇s❦✐ s♣❛❝❡✲t✐♠❡ ✐♥ s♦♠❡ ✉♥s✉❛❧ ❝♦♦r❞✐♥❛t❡ s②st❡♠✱
♣❛r❛♠❡tr✐③❡❞ ❜② t❤❡ ❢✉♥❝t✐♦♥ µ t♦ ❜❡ ❞❡t❡r♠✐♥❡❞✳ ■♥ t❤❡ ❉▲✱ t❤❡ s②st❡♠ ♦❢ ❡q✉❛t✐♦♥















































✇❤❡r❡ ρ r❡♣r❡s❡♥ts t❤❡ s♦✉r❝❡ ❡♥❡r❣② ❞❡♥s✐t②✱ ❛♥❞ Q(µ) ❝♦♥t❛✐♥s t❤❡ ♦♥❧② ❧❡❢t ♦✈❡r
♥♦♥❧✐♥❡❛r✐t✐❡s ♣❛r❛♠❡tr✐③❡❞ ❜② α ❛♥❞ β✳ ❚❤✐s ♣❛r❛♠❡tr✐③❛t✐♦♥ ❝♦✈❡rs ❛❧❧ t❤❡ ♣♦s✲
s✐❜❧❡ ✐♥t❡r❛❝t✐♦♥ t❡r♠s ❜❡t✇❡❡♥ t❤❡ ♠❡tr✐❝s ❬✷✵❪✳ ■♥ t❤❡ ❉▲✱ t❤♦s❡ ♥♦♥❧✐♥❡❛r✐t✐❡s
✺❍❡♥❝❡ t❤❡ t✐t❧❡ ♦❢ t❤✐s ❡ss❛②✱ ✇❤❡r❡ ✧❦✧ r❡❢❡rs t♦ ✧❦✐♥❡t✐❝✧✳
✸
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♦♥❧② ❛♣♣❡❛r ✐♥ ❡q✉❛t✐♦♥ ✭✷✮✱ ✇❤✐❝❤ ✐s t❤❡r❡ ❡q✉✐✈❛❧❡♥t t♦ ❊q✳ ✭✼✮✳ ❚❤❡ ✜rst t✇♦
❡q✉❛t✐♦♥s ✭✺✲✻✮ ❝♦rr❡s♣♦♥❞ t♦ t❛❦✐♥❣ t❤❡ ❉▲ ✐♥ ❡q✉❛t✐♦♥ ✭✶✮✳ Q(µ) ❝♦rr❡s♣♦♥❞s t♦
t❤❡ str♦♥❣❡st s❝❛❧❛r ❞❡r✐✈❛t✐✈❡ s❡❧❢ ✐♥t❡r❛❝t✐♦♥s ♦❢ t❤❡ ♠♦❞❡❧ ❬✷✵❪✳ ❚❤❡s❡ ✐♥t❡r❛❝✲
t✐♦♥s✱ ✇❤❡♥ ❡①♣r❡ss❡❞ ✐♥ t❡r♠ ♦❢ ❝❛♥♦♥✐❝❛❧❧② ♥♦r♠❛❧✐③❡❞ ✜❡❧❞s✱ ❛r❡ s✉♣♣r❡ss❡❞ ❜②
❛ s❝❛❧❡ Λ = m4/5M
1/5
P ❬✶✻❪ t❤❛t ❝❛♥ ❜❡ ♠❛❞❡ ❤❡r❡ ❡①♣❧✐❝✐t ❜② r❡s❝❛❧✐♥❣ t❤❡ ✜❡❧❞s
❛s ν → M−1P ν✱ λ → M−1P λ✱ µ → M−1P m−2µ✱ ✐♥ ✇❤✐❝❤ ❝❛s❡ t❤❡ r✐❣❤t ❤❛♥❞ s✐❞❡ ♦❢
❡q✉❛t✐♦♥ ✭✼✮ s✐♠♣❧② ❛♣♣❡❛rs ❛s ❞✐✈✐❞❡❞ ❜② Λ✳ ■♥ ❢❛❝t t❤❡ ❉▲ ✐s s✐♠♣❧② ♦❜t❛✐♥❡❞
❜② ✉s✐♥❣ t❤♦s❡ r❡s❝❛❧❡❞ ✜❡❧❞s ✐♥ t❤❡ ♦r✐❣✐♥❛❧ ❡q✉❛t✐♦♥s ✭✶✲✷✮ ❛♥❞ ❧❡tt✐♥❣ MP → ∞✱
m → 0✱ ✇❤✐❧❡ ❦❡❡♣✐♥❣ Λ ✭❛s ✇❡❧❧ ❛s Tµν/MP ✮ ✜①❡❞✳ ■t ✐s ❡①♣❡❝t❡❞ t♦ ❣✐✈❡ ❛ ❣♦♦❞
❞❡s❝r✐♣t✐♦♥ ♦❢ t❤❡ s♦❧✉t✐♦♥ ✐♥ t❤❡ r❛♥❣❡ R0 ≪ R ≪ m−1✱ ✇❤❡r❡ R0 ✐s ❛ ❞✐st❛♥❝❡
s❝❛❧❡ t❤❛t ❝❛♥ ❜❡ ♠❛❞❡ ♣❛r❛♠❡tr✐❝❛❧❧② ❧♦✇❡r t❤❛♥ RV ✱ ❛♥❞ ❡✈❡♥ ❡①t❡♥❞ ❞♦✇♥ t♦ t❤❡
❙❝❤✇❛r③s❝❤✐❧❞ r❛❞✐✉s ❬✷✷✱ ✷✵❪✳ ❚❤❡ str✉❝t✉r❡ ♦❢ ❡q✉❛t✐♦♥s ✭✺✲✼✮ ❝❛♥ ❜❡ ✉♥❞❡rst♦♦❞




















❢♦r t❤❡ ❞②♥❛♠✐❝❛❧ ✜❡❧❞ hµν ❛♥❞ φ✳ ■♥❞❡❡❞✱ ✉s✐♥❣ t❤❡ ✐❞❡♥t✐✜❝❛t✐♦♥s ❬✷✵❪
hµν ≡ {λ, ν}, ✭✶✵✮
µ = −2φ′/R, ✭✶✶✮
hµν ✜❡❧❞ ❡q✉❛t✐♦♥s ❝♦rr❡s♣♦♥❞ t♦ ❊qs✳ ✭✺✲✻✮ ✇❤✐❧❡ t❤❡ ♦♥❡ ❢♦r φ ❝♦rr❡s♣♦♥❞ t♦ ❊q✳
✭✼✮✳ ❚❤❡ ♣❡❝✉❧✐❛r✐t② ♦❢ ❛❝t✐♦♥ ✭✾✮ ✐s t❤❛t φ ❞♦❡s ♦♥❧② ❣❡t ❛ ❦✐♥❡t✐❝ t❡r♠ ✈✐❛ ❛ ♠✐①✐♥❣
✇✐t❤ hµν ❬✶✻❪✱ t❤✐s ❜❡✐♥❣ ❡♥t✐r❡❧② ❞✉❡ t♦ t❤❡ str✉❝t✉r❡ ♦❢ t❤❡ P❛✉❧✐✲❋✐❡r③ ♠❛ss t❡r♠✳
❖✉ts✐❞❡ ♦❢ ❛ s♦✉r❝❡ ❛♥❞ ❛t ❧❛r❣❡ ❞✐st❛♥❝❡s✱ t❤❡ ♥♦♥❧✐♥❡❛r✐t✐❡s Q(µ) ❝❛♥ ❜❡ ♥❡❣❧❡❝t❡❞✱
❛♥❞ ♦♥❡ ✜♥❞s t❤❛t t❤❡ s②st❡♠ ✭✺✲✼✮ ✐s s♦❧✈❡❞ ❜②
λ ∼ C
2R
, ν ∼ −C
R





✇❤❡r❡ C ✐s ❛ ❝♦♥st❛♥t ♦❢ ✐♥t❡❣r❛t✐♦♥ ❡①♣❡❝t❡❞ t♦ ❜❡ ♣r♦♣♦rt✐♦♥❛❧ t♦ GN ❛♥❞ t♦ ❜❡
✜①❡❞ ❜② ♠❛t❝❤✐♥❣ t♦ t❤❡ s♦✉r❝❡✳ ◆♦t✐❝❡ t❤❛t ♦♥❡ ❤❛s ν ∼ −2λ✱ ✐♥ ❝♦♥tr❛st ✇✐t❤ t❤❡
●❘ r❡s✉❧t✱ t❤✐s ❜❡✐♥❣ ❞✉❡ t♦ t❤❡ s❝❛❧❛r ❡①❝❤❛♥❣❡✳ ❚❤❡ ❜❡❤❛✈✐♦✉r ✭✶✷✮ ✐s ✈❛❧✐❞ ❢♦r
R ≫ RV ✳ ❇❡❧♦✇ RV ✱ ✐♥s♣❡❝t✐♦♥ ♦❢ ❡q✉❛t✐♦♥s ✭✺✲✼✮ s❤♦✇s t❤❛t t❤❡ ♥♦♥❧✐♥❡❛r t❡r♠
Q(µ) ❞♦♠✐♥❛t❡s ♦✈❡r t❤❡ t❡r♠s ❧✐♥❡❛r ✐♥ µ ❛♥❞ ❛t t❤❡ s❛♠❡ t✐♠❡ ✐s ♦❢ t❤❡ ♦r❞❡r ♦❢
λ′/R ∼ λ/R2 ∼ ν ′/R✳ ❍❡♥❝❡✱ ❢♦r R ≪ RV ✱ ♦♥❡ ❝❛♥ ♥❡❣❧❡❝t t❤❡ t❡r♠s ❧✐♥❡❛r ✐♥ µ
✐♥ ❢r♦♥t ♦❢ t❤♦s❡ ✐♥ t❤❡ ❧❡❢t ❤❛♥❞ s✐❞❡ ♦❢ ❡q✉❛t✐♦♥s ✭✺✮ ❛♥❞ ✭✻✮✱ ❛♥❞ ❛s ❛ r❡s✉❧t✱ ♦♥❡
r❡❝♦✈❡rs ❧✐♥❡❛r✐③❡❞ ●❡♥❡r❛❧ ❘❡❧❛t✐✈✐t② ✭♦❜t❛✐♥❡❞ ❢♦r m2 = 0✮✳ ❚❤✐s ✐s t❤❡ ❡ss❡♥❝❡ ♦❢
t❤❡ ❱❛✐♥s❤t❡✐♥ ♠❡❝❤❛♥✐s♠✱ ❛♥❞ ✐t ✇❛s ❡①♣❧✐❝t❧② s❤♦✇♥ t♦ ✇♦r❦ t❤✐s ✇❛② ❜② s♦❧✈✐♥❣
♥✉♠❡r✐❝❛❧❧② t❤❡ s②st❡♠ ♦❢ ❡q✉❛t✐♦♥s ✭✺✲✼✮ ❬✷✵❪✳ ❍❛✈✐♥❣ t❤✐s ✐♥ ♠✐♥❞✱ ♦♥❡ ❝❛♥ ❞❡s✐❣♥
❛ ❧❛r❣❡ ❝❧❛ss ♦❢ s❝❛❧❛r t❡♥s♦r t❤❡♦r✐❡s ✐♥ ✇❤✐❝❤ ♦♥❡ ❡①♣❡❝ts t♦ ❤❛✈❡ ❧❛r❣❡ ❞✐st❛♥❝❡
♠♦❞✐✜❝❛t✐♦♥ ♦❢ ●❘✱ ❜✉t ❛ s♠❛❧❧ ❞✐st❛♥❝❡ r❡❝♦✈❡r② à ❧❛ ❱❛✐♥s❤t❡✐♥✳
✹
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✇❤❡r❡H(φ) ✐s s♦♠❡ ❞❡r✐✈❛t✐✈❡ ✭❝♦✈❛r✐❛♥t ❛♥❞ ❤✐❣❤❡r t❤❛♥ q✉❛❞r❛t✐❝✮ s❡❧❢ ✐♥t❡r❛❝t✐♦♥s
❢♦r φ t❤❛t ✇✐❧❧ ❜❡ ❞✐s❝✉ss❡❞ ❜❡❧♦✇✱ ❛♥❞ Sm r❡♣r❡s❡♥ts t❤❡ ❛❝t✐♦♥ ❢♦r ♠❛tt❡r ❛ss✉♠❡❞
t♦ ❜❡ ♠✐♥✐♠❛❧❧② ❝♦✉♣❧❡❞ t♦ gµν ✭γ ✐s s♦♠❡ ♦r❞❡r ♦♥❡ ♣❛r❛♠❡t❡r✮✳ ❚❤❡s❡ t❤❡♦r✐❡s
❝❛♥ ♦❢ ❝♦✉rs❡ ❛❧✇❛②s ❜❡ ✇r✐tt❡♥ ✐♥ ❛♥ ❊✐♥st❡✐♥ ❢r❛♠❡✳ ❲❤❡♥ ❡①♣❛♥❞❡❞ ❛r♦✉♥❞ ✢❛t
s♣❛❝❡ t✐♠❡ ❛♥❞ φ = 0✱ ❛❝t✐♦♥ ✭✶✸✮ r❡♣r♦❞✉❝❡s ✭✾✮ ❛t q✉❛❞r❛t✐❝ ♦r❞❡r✳ ■t ❛❧s♦ ❝♦♥t❛✐♥s
❞❡r✐✈❛t✐✈❡ s❡❧❢ ✐♥t❡r❛❝t✐♦♥s ♦❢ φ s✐♠✐❧❛r t♦ t❤♦s❡ ❧❡❢t ♦✈❡r ✐♥ t❤❡ ❉▲ ♦❢ ♠❛ss✐✈❡ ❣r❛✈✐t②







































❚❤❡ ✜rst ❝❤♦✐❝❡ ✐s r❡♣r♦❞✉❝✐♥❣ t❤❡ str✉❝t✉r❡ ♦❢ t❤❡ s❡❧❢ ❞❡r✐✈❛t✐✈❡ ♦❢ φ ❛r✐s✐♥❣ ✐♥ t❤❡
❉▲ ♦❢ ♠❛ss✐✈❡ ❣r❛✈✐t②❀ t❤❡ s❡❝♦♥❞ ❝❤♦✐❝❡ ❞♦❡s t❤❡ s❛♠❡ ❢♦r ❉●P ❣r❛✈✐t② ❬✷✸✱ ✷✹❪✻❀
t❤❡ t❤✐r❞ ♣♦ss✐❜✐❧✐t②✱ HK ✭❝❤♦s❡♥ s✉❝❤ t❤❛t ∂XK(X)|X=0 = 0✮✱ ❝♦rr❡s♣♦♥❞s t♦ ❑✲
❡ss❡♥❝❡✲❧✐❦❡ ♠♦❞❡❧s✼ ❬✷✺❪❀ t❤❡ ❢♦✉rt❤ ❝❛s❡ ❝♦rr❡s♣♦♥❞s t♦ t❤❡ ●❛❧✐❧❡♦♥ ♠♦❞❡❧ ❬✷✻❪✱
✇❤✐❧❡ t❤❡ ❧❛st ❝❛s❡ ✐s t❤❡ s❛♠❡ ♠♦❞❡❧ ✇✐t❤ ❛♥ ❛♣♣r♦♣r✐❛t❡ ♥♦♥ ♠✐♥✐♠❛❧ ❝♦✉♣❧✐♥❣ t♦
❝✉r✈❛t✉r❡ r❡♠♦✈✐♥❣ ❤✐❣❤❡r ❞❡r✐✈❛t✐✈❡s ✐♥ t❤❡ ❡✳♦✳♠✳ ❬✷✼❪ ✭s❡❡ ❛❧s♦ ❬✷✽❪✮✳ ❚❤❡ ♠❡tr✐❝





+ γm2 (gµνφ−∇µ∇νφ) +m2T (φ)µν =M−2P Tµν , ✭✶✾✮
✇❤❡r❡ T
(φ)
µν ❝♦♠❡s ❢r♦♠ ✈❛r②✐♥❣ H(φ)✳ ❚❤❡ s❝❛❧❛r ✜❡❧❞ ❡✳♦✳♠✳ ✐s
1
2
γR + Eφ = 0 ✭✷✵✮
✇❤❡r❡ Eφ ❝♦♠❡ ❢r♦♠ ✈❛r②✐♥❣ H(φ) ✇✳r✳t✳ φ✳ ❲❤❛t ✐s ✜rst ✐♥t❡r❡st✐♥❣ t♦ ♥♦t✐❝❡ ✐s
t❤❛t ❛❧❧ t❤❡ ♠♦❞❡❧s ❞❡✜♥❡❞ ❜② ✭✶✸✮ ❛♥❞ t❤❡✐r ❝♦rr❡s♣♦♥❞✐♥❣ H ❤❛✈❡ ❛ ✧❱❛✐♥s❤t❡✐♥
r❛❞✐✉s✧ ❛♥❞ ❛ ✧❞❡❝♦✉♣❧✐♥❣ ❧✐♠✐t✧ ✇❤✐❝❤ ✐s♦❧❛t❡s t❤❡ str♦♥❣❡st s❝❛❧❛r s❡❧❢ ✐♥t❡r❛❝t✐♦♥✳
❚❤✐s ✐♥t❡r❛❝t✐♦♥ r❡❛❞s s❝❤❡♠❛t✐❝❛❧❧②
H(φ)dom ∼ m2Nf−Nd∂NdφNf ,
✻◆♦t❡ ❛❞❞❡❞ ❛❢t❡r t❤✐s ✇♦r❦ ✇❛s s✉❜♠✐tt❡❞ t♦ t❤❡ ✷✵✵✾ ●r❛✈✐t② ❘❡s❡❛r❝❤ ❋♦✉♥❞❛t✐♦♥ ❊ss❛②
❈♦♠♣❡t✐t✐♦♥ ✭▼❛r❝❤ ✸✶st ✷✵✵✾✮✿ t❤❡ r❡❝❡♥t ❛r❳✐✈ s✉❜♠✐ss✐♦♥ ❬✸✷❪ ❝♦♥s✐❞❡rs ❛s♣❡❝ts ♦❢ t❤❡ ❝♦s♠♦❧✲
♦❣② ❛ss♦❝✐❛t❡❞ t♦ ❛ ♠♦❞❡❧ ❝❧♦s❡ t♦ ✭✶✺✮ ✭s❡❡ ❛❧s♦ ❬✸✸❪✮✳
✼❲✐t❤ ❤♦✇❡✈❡r t❤❡ ✐♠♣♦rt❛♥t ❞✐✛❡r❡♥❝❡ t❤❛t ✐♥ t❤❡ ❊✐♥st❡✐♥ ❢r❛♠❡✱ ♠❛tt❡r ❝♦✉♣❧❡s t♦ ❛ ♠❡tr✐❝
✇❤✐❝❤ ❞❡♣❡♥❞s ♦♥ φ✳
✺
7.2. k-Mouflage gravity (article) 195
✇✐t❤ Nd ❛♥❞ Nf ✐♥t❡❣❡rs✳ ❯s✐♥❣ t❤❡♥ t❤❡ s❝❛❧✐♥❣ ✭✶✷✮ ✇❤✐❝❤ ❛❧s♦ ❛♣♣❧✐❡s ❤❡r❡✱ ❛s


















■♥ t❤❡ ❉▲✱ ❛♥❞ ❢♦r s♣❤❡r✐❝❛❧ s②♠♠❡tr②✱ ❡q✉❛t✐♦♥s ✭✶✾✮ r❡❞✉❝❡ t♦ ✭✺✲✻✮✱ ✇❤✐❧❡ ❊q✳
✭✷✵✮✱ ♦♥❝❡ ✐♥t❡❣r❛t❡❞ ♦♥❝❡✱ ❧❡❛❞s t♦ ❛♥ ❡q✉❛t✐♦♥ ❛♥❛❧♦❣♦✉s t♦ ✭✼✮✽✳ ❚❤❡ ❉▲ ❝❛♥
❜❡ ✉s❡❞ ❛s ❛ st❛rt✐♥❣ ♣♦✐♥t ❢♦r ❛ ♥✉♠❡r✐❝❛❧ ✐♥t❡❣r❛t✐♦♥ ♦❢ t❤❡ ❢✉❧❧ ♥♦♥❧✐♥❡❛r ❡✳♦✳♠✳
❍♦✇❡✈❡r✱ ✐t ✐s ❤✐❣❤❧② ♥♦♥ tr✐✈✐❛❧ t❤❛t ♥♦♥ s✐♥❣✉❧❛r s♦❧✉t✐♦♥s ❢♦✉♥❞ ✐♥ t❤❡ ❉▲ ✇✐❧❧ ❝❛r②
✐♥t♦ ♥♦♥ s✐♥❣✉❧❛r s♦❧✉t✐♦♥s ♦❢ t❤❡ ❢✉❧❧ t❤❡♦r②✱ ❛s ✇❡ ❧❡❛r♥❡❞ ❢r♦♠ ♥♦♥❧✐♥❡❛r ♠❛ss✐✈❡
❣r❛✈✐t② ❬✶✼✱ ✷✵❪✳
❖♥❡ ♦❢ t❤❡ ♠❛✐♥ r❡s✉❧t r❡♣♦rt❡❞ ❤❡r❡ ✐s t❤❛t ✇❡ ✇❡r❡ ❛❜❧❡ t♦ ✜♥❞ ♥♦♥ s✐♥❣✉❧❛r
♥✉♠❡r✐❝❛❧ s♦❧✉t✐♦♥s ♦❢ t❤❡ ❢✉❧❧ s②st❡♠ ✭✶✾✲✷✵✮ ✇✐t❤ s♦✉r❝❡s✱ ❢♦r s♦♠❡ ♣❛rt✐❝✉❧❛r
❝❤♦✐❝❡s ♦❢ H✳ ❚❤♦s❡ s♦❧✉t✐♦♥s s❤♦✇ ❛ r❡❝♦✈❡r② à ❧❛ ❱❛✐♥s❤t❡✐♥ ♦❢ ●❘ ❜❡❧♦✇ t❤❡
r❡s♣❡❝t✐✈❡ ❱❛✐♥s❤t❡✐♥ r❛❞✐✐✳ ❖✉r ❡①♣❡❝t❛t✐♦♥ ✐s t❤❛t s✉❝❤ s♦❧✉t✐♦♥s ✇✐❧❧ ❛❧s♦ ❡①✐st ❢♦r
❛ ❧❛r❣❡ s✉❜❝❧❛ss ♦❢ ✧❦✲▼♦✉✢❛❣❡✧ t②♣❡ ♦❢ ♠♦❞❡❧s t♦ ❜❡ ❞❡t❡r♠✐♥❡❞✾✳ ❋✐❣✉r❡ ✶ s❤♦✇s
❢♦r ❡①❛♠♣❧❡ s♦♠❡ ♦❢ t❤❡ r❡s✉❧ts ♦❢ t❤❡ ✐♥t❡❣r❛t✐♦♥ ♦❢ t❤❡ ❢✉❧❧ ♥♦♥❧✐♥❡❛r s②st❡♠ ❢♦r ❛
s✐♠♣❧❡ HK ❣✐✈❡♥ ❜② HK(X) ∝ X2 ❛s ✇❡❧❧ ❛s ❢♦r HDGP ✳ ◆♦t✐❝❡ ✐♥ ♣❛rt✐❝✉❧❛r t❤❛t
t❤❡ HDGP ♠♦❞❡❧ ❤❛s t❤❡ ✐♥t❡r❡st✐♥❣ ♣r♦♣❡rt② t❤❛t ✐t ❤❛s t❤❡ s❛♠❡ ❱❛✐♥s❤t❡✐♥ r❛❞✐✉s
❛s t❤❡ ♦r✐❣✐♥❛❧ ❉●P ♠♦❞❡❧ ❛s ✇❡❧❧ ❛s PP◆ ❝♦rr❡❝t✐♦♥s ✐♥s✐❞❡ t❤❡ s♦❧❛r s②st❡♠✳
❱❛r✐♦✉s ✐ss✉❡s ❛r❡ ❧❡❢t ❢♦r ❢✉t✉r❡ ✇♦r❦s✳ ❖♥❡ ♦❜✈✐♦✉s q✉❡st✐♦♥✱ ♥♦t t♦ ♠❡♥t✐♦♥
♣♦ss✐❜❧❡ tr♦✉❜❧❡s ✇✐t❤ s✉♣❡r❧✉♠✐♥❛❧ ♣r♦♣❛❣❛t✐♦♥s ✭s❡❡ ❡✳❣✳ t❤❡ ❞✐✛❡r❡♥t ♣♦✐♥ts ♦❢
❘❡❢s✳ ❬✸✵✱ ✸✶❪✮✱ ❤❛s t♦ ❞♦ ✇✐t❤ t❤❡ st❛❜✐❧✐t② ♦❢ t❤❡ ❞✐✛❡r❡♥t ♠♦❞❡❧ ❝♦♥s✐❞❡r❡❞✳ ❊✳❣✳
✐t ✐s ❝❧❡❛r t❤❛t t❤❡ ❝❤♦✐❝❡s ✭✶✹✮ ❛♥❞ ✭✶✼✮ ❧❡❛❞s t♦ ❤✐❣❤❡r ❞❡r✐✈❛t✐✈❡ ✜❡❧❞ ❡q✉❛t✐♦♥s
✭s❡❡ ❬✷✼❪ ❢♦r ✇❤❛t ❝♦♥❝❡r♥s ✭✶✼✮✮✱ ❛♥❞ ❤❡♥❝❡ ✉♥st❛❜❧❡ ♠♦❞❡s✳ ❍✐❣❤❡r ❞❡r✐✈❛t✐✈❡✱
❤♦✇❡✈❡r✱ ✇♦✉❧❞ ♥♦t ❛♣♣❡❛r ❢♦r t❤❡ ♦t❤❡r ❝❤♦✐❝❡s✱ ❜✉t t❤✐s ❜② ✐ts❡❧❢ ❞♦❡s ♥♦t ❡♥s✉r❡
st❛❜✐❧✐t② ♦❢ t❤❡ ♠♦❞❡❧✳ ■t ✐s ❛❧s♦ ❝❧❡❛r t❤❛t t❤❡ ♠♦❞❡❧ ❝♦♥s✐❞❡r❡❞ ❤❡r❡ s❤♦✉❧❞ ❜❡
❯❱ ❝♦♠♣❧❡t❡❞ ✐♥ s♦♠❡ ❛♣♣r♦♣r✐❛t❡ ✇❛②✳ ❚❤❡ s✐t✉❛t✐♦♥ ✐s t❤❡ s❛♠❡ ❛s ❢♦r ❉●P
❣r❛✈✐t②✱ ●❛❧✐❧❡♦♥s✱ ♦r ❣❡♥❡r✐❝ ♠♦❞❡❧s ♦❢ ❑✲❡ss❡♥❝❡ ❛♥❞ ♦♥❡ s❤♦✉❧❞ ✇♦rr② ❛❜♦✉t t❤❡
❧♦✇ s❝❛❧❡ ❛ss♦❝✐❛t❡❞ ✇✐t❤ t❤❡ ❞♦♠✐♥❛♥t s❝❛❧❛r ✐♥t❡r❛❝t✐♦♥✳ ❲❡ ❜❡❧✐❡✈❡ ❤♦✇❡✈❡r t❤❛t
t❤❡ ❢r❛♠❡✇♦r❦ ♣r❡s❡♥t❡❞ ❤❡r❡✱ ✐❢ ♦♥❧② ♣❤❡♥♦♠❡♥♦❧♦❣✐❝❛❧✱ s❤♦✉❧❞ ❛❧❧♦✇ ✈❛r✐♦✉s ♥♦✈❡❧
❡✛❡❝ts ♦❢ ❧❛r❣❡ ❞✐st❛♥❝❡ ♠♦❞✐✜❝❛t✐♦♥ ♦❢ ❣r❛✈✐t② t♦ ❜❡ ✐♥✈❡st✐❣❛t❡❞ ✐♥ ❛ ❝♦s♠♦❧♦❣✐❝❛❧
❝♦♥t❡①t✱ ❛ t❛s❦ t❤❛t ✐s ❝❡rt❛✐♥❧② ✇♦rt❤ ♣✉rs✉✐♥❣✳
✽❚❤❡ r❡q✉✐r❡❞ ✐♥t❡❣r❛t✐♦♥ ❝♦♠❡s ❢r♦♠ t❤❡ r❡❧❛t✐♦♥ ✭✶✶✮✳
✾◆♦t❡ t❤❛t s✉❝❤ ♥♦♥ s✐♥❣✉❧❛r ✭❛♥❞ ✐♥ t❤✐s ❝❛s❡ ❤✐❣❤❡r ❞✐♠❡♥s✐♦♥❛❧✮ s♦❧✉t✐♦♥s ❛r❡ ♥♦t ❦♥♦✇♥
❡①♣❧✐❝✐t❧② ✐♥ t❤❡ ♦r✐❣✐♥❛❧ ❉●P ♠♦❞❡❧✱ ✇❤❡r❡ ♦♥❧② ❛♣♣r♦①✐♠❛t❡ ♦r ❉▲ s♦❧✉t✐♦♥s ❤❛✈❡ ❜❡❡♥ ♦❜t❛✐♥❡❞
❬✶✺✱ ✷✾✱ ✷✹❪✳
✻
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❋✐❣✉r❡ ✶✿ ▲❡❢t ✜❣✉r❡ s❤♦✇s t❤❡ ❞❡r✐✈❛t✐✈❡ ♦❢ t❤❡ s❝❛❧❛r ✜❡❧❞✱ φ′✱ ✐♥ t❤❡ ♣r❡s❡♥❝❡ ♦❢ ❛
s♦✉r❝❡ ♦❢ r❛❞✐✉s R = 0.01 ✭✐♥ t❤❡ ✉♥✐t ♦❢ t❤❡ ❱❛✐♥s❤t❡✐♥ r❛❞✐✐ ♦❢ t❤❡ ♠♦❞❡❧s✮ ❢♦r H ≡
HK(X) ∝ X2 ✭❞❛s❤❡❞ ❜❧✉❡ ❝✉r✈❡✮✱ ❛♥❞ H = HDGP ✭r❡❞ s♦❧✐❞ ❧✐♥❡✮✳ ❚❤❡ ❞✐✛❡r❡♥t
❛s②♠♣t♦t✐❝ r❡❣✐♠❡s ❛r❡ s❤♦✇♥ ❜② t❤✐♥ ❧✐♥❡s✳ ❖♥❡ s❡❡s ✐♥ ♣❛rt✐❝✉❧❛r t❤❡ tr❛♥s✐t✐♦♥
❤❛♣♣❡♥✐♥❣ ❛t t❤❡ ❱❛✐♥s❤t❡✐♥ r❛❞✐✐ RV,H ✳ ❚❤❡ r✐❣❤t ♣❧♦t s❤♦✇s t❤❡ ❞❡r✐✈❛t✐✈❡ ♦❢
t❤❡ ❢✉♥❝t✐♦♥s λ ❛♥❞ ν✱ λ′ ✭❞❛s❤❡❞ ❜❧✉❡ ❝✉r✈❡✮ ❛♥❞ ν ′ ✭r❡❞ s♦❧✐❞ ❝✉r✈❡✮✱ ❛♣♣❡❛r✐♥❣
✐♥ t❤❡ s♣❤❡r✐❝❛❧❧② s②♠♠❡tr✐❝ ❛♥s❛t③ ✭✸✮✱ ❛❧♦♥❣ ✇✐t❤ φ′ ✭t❤✐♥ ❜❧❛❝❦ ❝✉r✈❡✮✱ ❢♦r t❤❡
H ≡ HK(X) ∝ X2 ♠♦❞❡❧ ❛♥❞ ♦✉ts✐❞❡ t❤❡ s♦✉r❝❡✳ ❖♥❡ s❡❡s t❤❡ tr❛♥s✐t✐♦♥ ❜❡t✇❡❡♥
●❘ r❡❣✐♠❡ ✭R ≪ RV,H✮ ❛♥❞ t❤❡ s❝❛❧❛r✲t❡♥s♦r r❡❣✐♠❡ ✭R ≫ RV,H✮✳ ❇❡❧♦✇ RV,H t❤❡
s❝❛❧❛r ✜❡❧❞ ✧❝❛♠♦✉✢❛❣❡s✧✱ ✐✳❡✳ ✐ts ❝♦♥tr✐❜✉t✐♦♥ ❜❡❝♦♠❡s s✉❜❞♦♠✐♥❛♥t✳
❆❝❦♥♦✇❧❡❞❣♠❡♥ts
❚❤❡ ✇♦r❦ ♦❢ ❊✳❇✳ ✇❛s s✉♣♣♦rt❡❞ ❜② t❤❡ ❊❯ ❋P✻ ▼❛r✐❡ ❈✉r✐❡ ❘❡s❡❛r❝❤ ❛♥❞ ❚r❛✐♥✲
✐♥❣ ◆❡t✇♦r❦ ❯♥✐✈❡rs❡◆❡t ✭▼❘❚◆✲❈❚✲✷✵✵✻✲✵✸✺✽✻✸✮✳ ❲❡ t❤❛♥❦ ●✐❧❧❡s ❊s♣♦s✐t♦✲
❋❛r❡s❡ ❢♦r ✐♥t❡r❡st✐♥❣ ❞✐s❝✉ss✐♦♥s✳
✼
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7.3 Perspectives et pistes de travail
Pour conclure cette partie consacrée aux modifications scalaires de la gravité et aux
théories de k-Mouflage, nous voudrions évoquer quelques pistes de travail qui nous semblent
prometteuses, dans le prolongement des résultats que nous venons de présenter :
– en premier lieu, il serait intéressant d’étudier d’une manière systématique l’existence
de solutions à symétrie sphérique dans les théories de k-Mouflage. Pour l’instant, nous
avons montré que de telles solutions existaient pour certains modèles spécifiques, mais
on pourrait envisager de déterminer les conditions générales qui garantissent l’exis-
tence du mécanisme de Vainshtein dans cette classe de théories.
– La question de l’existence de solutions en champ fort ou dans le cas de trous noirs
est également importante.
– Nous avons pu vérifier dans l’article [27] que la gravité tendait bien vers la RG à
petites distances ; il conviendrait cependant d’être plus précis, et de contraindre les
théories de k-Mouflage à l’aide du formalisme PPN et des tests dans le système so-
laire.
– l’étude de la cosmologie de ces théories est également une voie à explorer. En parti-
culier, on peut se demander dans quelle mesure il est possible d’utiliser le champ φ
pour jouer le rôle d’énergie noire.
– les aspects théoriques des modèles de k-Mouflage doivent également être approfon-
dis, que ce soit du point de vue de l’existence d’éventuels fantômes ou de la possible
propagation du champ φ à une vitesse plus rapide que la vitesse de la lumière. La
question des possibles complétions ultra-violettes de ces théories devra également
être abordée2.
2Cela est d’ailleurs également vrai des théories de Galiléon, dont la complétion non-linéaire semble
problématique [4, 203].
Quatrième partie
Contraintes expérimentales sur les






8.1 Tests en laboratoire et dans le système solaire . . . . . . . . . . 204
8.1.1 Tests en laboratoire . . . . . . . . . . . . . . . . . . . . . . . . . 204
8.1.2 Tests dans le système solaire et paramètres PPN . . . . . . . . . 204
8.2 Galaxies et matière noire . . . . . . . . . . . . . . . . . . . . . . . 206
8.3 Cosmologie . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 209
8.3.1 Évolution de la métrique de fond . . . . . . . . . . . . . . . . . . 209
8.3.2 Une introduction à la théorie des perturbations . . . . . . . . . . 209
8.3.3 Observables liées aux perturbations cosmologiques (galaxies, len-
tilles...) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 214
8.3.4 Corrélations des observables cosmologiques . . . . . . . . . . . . 219
8.3.5 Corrélations galaxies-galaxies, galaxies-amplification et méthodes
géométriques . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 221
8.3.6 La Relativité Générale en défaut ? . . . . . . . . . . . . . . . . . 222
8.4 Tester la gravité avec les ondes gravitationnelles . . . . . . . . 223
8.4.1 Ondes gravitationnelles et observations . . . . . . . . . . . . . . . 223
8.4.2 Diagramme de Hubble gravitationnel et dimensions supplémentaires224
8.4.3 Propagation des ondes gravitationnelles dans le modèle DGP . . 224
8.4.4 Signal d’une source périodique . . . . . . . . . . . . . . . . . . . 227
La gravité est une force dont les effets se font sentir sur une immense plage de distances :
de 10µm, pour les tests les plus précis en laboratoire, jusqu’aux distances cosmologiques
de l’ordre du rayon de Hubble c/H0 ≃ 1028cm. Les lois de la gravité peuvent donc être
testées sur 31 ordres de grandeur !
Dans ce chapitre, nous souhaitons présenter les différentes contraintes expérimentales
auxquelles doit satisfaire toute théorie de gravité pour être considérée comme acceptable
physiquement. Bien entendu, la nature et la précision des tests de la gravité varient beau-
coup selon les échelles considérées. Nous décrirons ainsi les tests à petites échelles, en
laboratoire ou dans le système solaire, puis nous évoquerons brièvement les contraintes sur
les mouvements des galaxies qui justifient l’hypothèse de la matière noire. Nous détaillerons
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ensuite les contraintes de nature cosmologique, en insistant sur ce que les perturbations
cosmologiques peuvent nous apprendre. Enfin, nous présenterons les contraintes sur les
lois de la gravité qui peuvent (ou plutôt pourront) provenir de la détection des ondes
gravitationnelles.
8.1 Tests en laboratoire et dans le système solaire
8.1.1 Tests en laboratoire
De nombreux tests des lois de la gravité sont menés en laboratoire [288], que ce soit pour
tester le principe d’équivalence faible, l’invariance de Lorentz, l’invariance par changement
de position, ou encore l’existence d’une “cinquième force”. C’est ce dernier type de tests qui
nous intéressera le plus ici, car il permet de vérifier que la force gravitationnelle est bien
de la forme ∝ 1/r2 à petites distances, y compris sub-centimètriques.
Les tests de l’existence d’une cinquième force sont basés sur des expériences qui me-
surent très précisément la force s’exerçant entre deux masses m1 et m2 (en utilisant des
balances de torsions, ou des résonateurs mécaniques microscopiques). Cela permet de
contraindre l’intensité et la portée que pourrait avoir toute nouvelle force qui s’exerce-
rait entre les deux masses, en plus de la force gravitationnelle. L’effet de cette éventuelle
interaction additionnelle est paramétrisé sous la forme d’une correction de Yukawa au
potentiel newtonien, de telle sorte que le potentiel entre les deux masses prend la forme






Plusieurs groupes ont mené des expériences permettant de contraindre les paramètres α et λ
(voir [7] pour une revue des tests expérimentaux de la loi en 1/r2 de la force gravitationnelle
à petites distances), parmi lesquels on peut citer le groupe “Eöt-Wash” [6, 150, 168] de
l’université de Washington, le groupe de Stanford University [66, 134, 252], le groupe de
l’université du Colorado à Boulder [184], et le groupe de l’université de Californie à Irvine
[149, 257]. Les différentes contraintes obtenues par ces groupes sont indiquées sur la figure
8.1. Le groupe “Eöt-Wash” a ainsi pu montrer que toute correction dont l’intensité serait
du même ordre que la force gravitationnelle (|α| = 1) ne peut avoir une portée λ & 56µm
[168]. C’est cette contrainte qui nous a permis de dire à la Section 2.1.2, consacrée aux
modèles branaires, que la gravité était bien testée jusqu’au dixième de millimètre1.
8.1.2 Tests dans le système solaire et paramètres PPN
Au sein du système solaire, il est possible de paramétriser l’écart entre les lois de la
gravité et la Relativité Générale (RG) grâce au formalisme PPN2, initié historiquement
par Eddington, Robertson et Schiff puis développé par K. Nordtvedt [207] et C. Will [286].
Un exposé complet du formalisme PPN peut être trouvé dans le livre de C. Will [287].
1Notons que le groupe de Stanford a pu obtenir des contraintes à des échelles encore plus petites (jusqu’à
λ = 10µm), mais seulement pour des forces dont l’intensité α est beaucoup plus grande (i.e. α > 14000).
Ces contraintes ne s’appliquent donc pas pour des théories prédisant une modification d’ordre un de la
gravité.
2PPN est l’abréviation anglaise pour Parametrized Post-Newtonian.
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Fig. 8.1 – Contraintes sur les possibles violations de la loi newtonienne de la gravité à
courtes distances. Les corrections au potentiel newtonien sont supposées être de la forme
d’un potentiel de Yukawa, d’intensité α et de portée λ. La partie colorée est exclue avec
un niveau de confiance de 95% . Les différentes courbes expérimentales proviennent des
références [66, 149, 150, 168, 184, 252, 257]. La figure est issue de la référence [168].






dt2 + dR2 +R2dΩ2, (8.2)
qui existe autour d’un astre de masse M , des termes additionnels qui tiennent compte des
corrections dues à la complétion non-linéaire de la théorie et à de possibles modifications
des lois de la gravité. Plus précisément, on considère le paramètre ǫ ≡ GM/r que l’on
suppose ǫ ≪ 1 (ce qui est très bien vérifié dans le système solaire), et on développe le
tenseur énergie-impulsion et les coefficients de la métrique en puissances du paramètre ǫ
(on garde les termes O(ǫ2) dans g00, d’ordre O(ǫ3/2) dans g0i et d’ordre O(ǫ) dans gij). En
écrivant tous les termes possibles qui sont cohérents avec ce développement en puissance
de ǫ, on obtient 10 paramètres PPN. On peut alors montrer que dans le cas de théories qui
proviennent d’une action et qui préservent les symétries par rotation et translation (théories
totalement conservées sans point de l’espace qui soit singularisé), seuls deux paramètres
PPN sont nécessaires ; dans le cas d’une source statique, la métrique PPN à symétrie
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la relativité générale correspondant à βppn = γppn = 1.
L’avantage du formalisme PPN est qu’il permet de bien identifier les paramètres à
contraindre, et ce sans faire d’hypothèses trop restrictives sur la forme de la “vraie” théorie
de la gravité. Tout nouveau modèle de gravité peut donc être facilement confronté aux
observations dans le système solaire : il suffit pour cela de calculer les paramètres PPN
correspondants (comme on a pu le faire à la Section 6.1.2 dans le cas des théories scalaire-
tenseur), et de les comparer à la valeur expérimentale de ces paramètres.
Pour mesurer expérimentalement ces derniers, de nombreuses observations sont dispo-
nibles [287]. Ainsi, la mesure de la variation du décalage temporel des signaux de la sonde
Cassini (effet Shapiro) [44] et de la déflexion de la lumière par le Soleil (mesurée notamment
grâce au very-long-baseline radio interferometry (VLBI) [182, 244]) permettent d’obtenir
la contrainte
|γppn − 1| < 2.3× 10−5, (8.4)
tandis que la mesure de l’avance du périhélie de Mercure mène à [288]
|2γppn − βppn − 1| < 3× 10−3. (8.5)
Les paramètres PPN sont donc très bien mesurés, et permettent donc de contraindre
fortement tout modèle de gravité, justifiant ainsi l’intérêt des mécanismes comme celui de
Vainshtein ou du caméléon (cf. Chapitre 6) qui arrivent à bien reproduire la RG à courtes
distances, tout en modifiant fortement la gravité à plus grandes distances.
8.2 Galaxies et matière noire
À présent, nous voudrions présenter les contraintes que l’on peut obtenir à des échelles
de l’ordre des galaxies ou des amas de galaxies. Ces contraintes ne concernent pas vraiment
les modèles d’énergie noire, et nous ne nous y attarderons donc pas très longuement. Ce-
pendant, compte tenu de leur importance dans l’établissement de l’existence de la matière
noire, nous ne pouvions totalement passer sous silence cet aspect.
L’observation la plus importante provient sans doute des courbes de rotation des ga-
laxies, qui ne peuvent être expliquées dans le cadre de la gravité newtonienne sans matière
additionnelle. En effet, les étoiles des galaxies spirales sont majoritairement concentrées au
centre de la galaxie, à l’intérieur du disque optique (qui a un rayon de l’ordre de quelques
kpc). S’il n’y avait pas de matière autre que lumineuse, la vitesse des étoiles à l’extérieur






où M est la masse de la matière visible de la galaxie. Cependant, au lieu d’une décroissance
de la vitesse v(R) ∝ 1/√R, les courbes de rotation des galaxies observées ont tendance
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Fig. 8.2 – Courbe de rotation de la galaxie M33 ; les points avec barres d’erreur proviennent
de la ligne à 21cm de l’hydrogène. La ligne en trait plein correspond à un modèle qui repro-
duit les observations. Les trois autres courbes correspondent aux différentes contributions
à la courbe de rotation résultante : matière noire (tirets-pointillés), disque stellaire (tirets
courts) et gaz (tirets longs). On voit que pour reproduire la courbe expérimentale (dans
le cadre de la RG), il est nécessaire de postuler l’existence d’une composante de matière
noire, qui domine à grandes distances. Figure issue de l’article [76].
à atteindre un régime v(R) ≃ constante à grande distance du centre, en contradiction
avec le régime newtonien. Une telle courbe de rotation est reproduite à la figure 8.2. Pour
expliquer la courbe expérimentale, l’hypothèse la plus couramment admise est qu’il existe
une composante de matière invisible, appelée matière noire, dont la densité décroît comme
ρm ∝ R−2 au sein du halo des galaxies. Notons que l’existence de la matière noire a
par ailleurs été confirmée par de nombreuses autres observations cosmologiques, parmi
lesquelles ont peut citer l’expansion de l’Univers, la croissance des structures, le CMB et
les effets de lentilles gravitationnelles [105, 215] ; ces mesurent sont cohérentes, et mènent
toutes à Ωm ≃ 0.3.
De la même façon que des modèles de modification de la gravité ont été proposés pour
rendre compte de l’accélération de l’Univers sans énergie noire, des théories de gravité
modifiée ont été avancées afin de rendre compte des courbes de rotation des galaxies (ainsi
que de la loi de Tully-Fisher qui correspond au fait que la luminosité des galaxies est
∝ v4∞, où v∞ est la vitesse au bord de la galaxie). La plus connue de ces théories qui
modifient la gravité pour se passer de matière noire est la théorie MOND (pour MOdified
Newtonian Dynamics) de Milgrom [193], dont une formulation dans le cadre de la théorie
des champs a été proposée par Bekeinstein [38], sous la forme de la théorie TeVeS (voir
également [54, 55]). Cependant, ce modèle, dans sa version la plus simple tout au moins,
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n’est pas à même de satisfaire aux contraintes expérimentales liées aux courbes de rotation
des galaxies et aux effets de lentilles gravitationnelles [120].
La théorie MOND a également été mise en difficulté par la spectaculaire observation
rapportée par Clowe et al. dans l’article [73] de la collision de deux amas de galaxies, dans
laquelle un petit amas (appelé “bullet cluster ”) traverse un plus grand amas. Comme on
peut le voir sur la figure 8.3, la reconstruction de la convergence κ créée par les amas
(représentée par des contours fermés ; ces contours sont obtenus en étudiant les effets de
lentille des amas sur les galaxies de l’arrière-plan) met en évidence deux régions qui ne
correspondent pas à la localisation du gaz. Dans le cadre de la RG, on peut interpréter
Fig. 8.3 – Image de la collision des amas 1E0657-558. Les contours fermés verts corres-
pondent à la reconstruction du signal de lentille gravitationnelle (convergence κ, qui sera
définie à l’équation (8.39)) des galaxies d’arrière-plan. Les formes colorées correspondent
au gaz. Figure issue de l’article [73].
cette image en considérant que lors de la collision, l’essentiel de la masse du petit amas a
traversé l’autre amas sans être perturbé (ce qui est cohérent avec l’idée que l’essentiel de la
masse des amas est sous la forme de matière noire, qui n’interagit pas), tandis que les gaz
des deux amas se rencontraient et interagissaient. Les centres de masses (qui correspondent
en RG aux régions responsables de l’effet de lentille gravitationnelle) et le gaz sont alors
explicitement séparés. Cette séparation entre les régions responsables de la convergence κ
et la localisation du gaz semble difficile à expliquer par une théorie de gravité modifiée.
En effet, a priori, il n’est pas évident que la matière baryonique puisse créer un effet de
lentille à un endroit différent de celui où elle se situe (voir cependant les références [14, 15]
qui proposent une interprétation du bullet cluster dans le cadre de MOND, à condition de
supposer l’existence de matière noire sous la forme de neutrinos).
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8.3 Cosmologie
Les observations cosmologiques permettent de contraindre les modèles de gravité modi-
fiée, tant au niveau de l’évolution la métrique de fond de Friedmann-Lemaître-Robertson-
Walker (FLRW) que des perturbations cosmologiques.
8.3.1 Évolution de la métrique de fond
Nous avons vu à la Section 1.1 que, sous les hypothèses d’homogénéité et d’isotropie,
la métrique de notre Univers est donnée par la métrique de FLRW (cf. équation (1.1)).
Nous avons ensuite décrit, à la Section 1.2, comment modéliser l’énergie noire à l’aide
du paramètre Ωde,0 et de la fonction wde(a). Les données des SN Ia, du CMB et des
BAOs permettent en principe de mesurer la fonction H(a), ce qui donne accès à Ωde(a) =
Ωde,0 a
−3(wde+1) grâce à l’équation (1.21).
Dans le cas d’un modèle d’énergie noire dépendant d’un nombre fini de paramètres
libres, comme c’est par exemple le cas des modèles ΛCDM ou DGP, il est possible de
tester la validité du modèle à partir des observations liées à la métrique de fond. En
revanche, quand le modèle dépend de fonctions libres, comme dans le cas des modèles
scalaire-tenseur (cf. Section 6.1), la connaissance de la fonction H(a) ne permet au mieux
que de reconstruire l’une de ces fonctions libres. Pour tester plus avant le modèle, il est
alors nécessaire d’utiliser les observations liées aux perturbations cosmologiques.
8.3.2 Une introduction à la théorie des perturbations
La théorie des perturbations cosmologiques est un vaste champ d’étude, et nous nous
contenterons ici d’introduire un certain nombre de concepts et de quantités qui nous seront
utiles par la suite pour contraindre les théories de la gravité à partir des observables
cosmologiques. Dans toute notre étude des perturbations, nous supposerons que toutes les
grandeurs liées à la métrique de fond sont connues. Nous nous concentrerons donc sur les
perturbations qui existent autour de ces grandeurs de fond.
Choix de jauge et métrique perturbée
Nous allons nous concentrer sur les perturbations linéaires, et plus précisément sur le
secteur scalaire des perturbations3. Nous travaillerons en jauge longitudinale4 ; la métrique
perturbée prend alors la forme
ds2 = −(1 + 2φ)dt2 + a2(1− 2ψ)δijdxidxj , (8.7)
où δij est la métrique Euclidienne, et φ et ψ sont les deux potentiels gravitationnels. Nous
pouvons maintenant nous tourner vers les équations de perturbations.
3À l’ordre linéaire, les perturbations scalaires, vectorielles et tensorielles ne sont pas couplées ; on peut
donc les étudier séparément. Les perturbations scalaires sont les perturbations les plus pertinentes pour
les tests de la gravité, et nous porterons donc notre attention sur ces dernières.
4Nous préférons ici pour des raisons de simplicité travailler dans une jauge particulière. Pour une
présentation du formalisme invariant de jauge des perturbations, on pourra se référer à [33, 173, 198, 215].
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Perturbations en RG
Il est instructif dans un premier temps de rappeler la forme des équations des perturba-
tions cosmologiques dans le cas le plus simple, qui constitue en quelque sorte le “scénario de
référence” : le modèle ΛCDM. Nous nous concentrerons sur les perturbations après le mo-
ment de l’égalité matière-radiation. En effet, les observations du CMB contraignent toute
théorie de gravité modifiée réaliste à être très proche de la RG avant la recombinaison : les
observations les plus riches concernant les modifications de la gravité seront donc liées à la
croissance des perturbations durant l’ère de matière et l’ère dominée par l’énergie noire.
Le tenseur énergie-impulsion perturbé de la matière noire s’écrit
δT 00 = −ρ¯mδm, (8.8)
δT 0i = −δT i0 = ρ¯m∂iVm, (8.9)
δT ij = 0, (8.10)
où ρ¯m est la densité moyenne de matière noire, δm est la surdensité relative de matière
noire δm ≡ (ρm − ρ¯m)/ρ¯m et Vm la partie scalaire de la vitesse de la matière noire. Le
tenseur énergie-impulsion perturbé de l’énergie noire, qui est supposée être une simple
constante cosmologique, est quant à lui nul. Les équations de conservation de la matière
dans l’espace de Fourier et dans la limite “newtonienne” (c’est-à-dire pour des modes à








où l’on a introduit θm ≡ k2Vm. Les équations d’Einstein prennent la forme
φ− ψ = 0 , (8.13)
− k2ψ = 4πGρ¯ma2δm . (8.14)
L’équation (8.13) montre que la matière noire ne crée pas de pression anisotrope ; l’équa-
tion (8.14) correspond à l’équation de Poisson.
En combinant ces équations, on peut obtenir une équation d’évolution de la perturba-
tion de la densité de matière noire
δ¨m + 2Hδ˙m − 4πGρ¯mδm = 0. (8.15)
Cette équation admet un mode croissant et un mode décroissant. Si l’on ne garde que le
mode croissant et que l’on pose δm = D(a)δm,i où δm,i correspond à la densité initiale au
temps ti, l’équation (8.15) s’écrit
D¨ + 2HD˙ − 4πGρ¯mD = 0, (8.16)
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qui peut être facilement intégrée. On définit souvent le taux d’expansion
f ≡ d lnD
d ln a
, (8.17)
qui permet, à partir de l’équation (8.11) de relier δm et θm par
θm = aHfδm. (8.18)
Les observables cosmologiques que nous détaillerons à la Section 8.3.3 (densité de galaxies,
effet de lentilles gravitationnelles, distorsion dans l’espace des redshifts, effet ISW), per-
mettent de tester expérimentalement les prédictions de l’équation (8.15) pour la croissance
des perturbations.
Perturbations en gravité modifiée
Nous pouvons maintenant généraliser les équations de perturbations aux cas où la
nature de l’énergie noire est plus complexe qu’une simple constante cosmologique, ou aux
modèles de gravité modifiée. De nombreuses paramétrisations ont été proposées [11, 12,
36, 45, 58, 153, 156, 162, 253, 268, 279, 296]. Nous suivons ici la présentation des articles
de J.P. Uzan [265, 267].
En premier lieu, les équations de conservation de la matière noire peuvent être modi-
fiées, si l’énergie noire et la matière noire interagissent. Dans ce cas, une force autre que







φ+ Sde , (8.20)
Sde décrivant la force qui s’exerce entre l’énergie noire et la matière noire. Les équations
d’Einstein perturbées peuvent être généralisées de deux façons par rapport aux équations
(8.13) et (8.14) du cas ΛCDM : d’une part, l’énergie noire peut avoir un tenseur énergie-
impulsion non-nul (c’est le cas par exemple si l’énergie noire peut s’effondrer sous l’action
du potentiel gravitationnel), et d’autre part les lois de la gravité peuvent être modifiées.
Ainsi, l’équation (8.13) peut posséder un terme de pression anisotrope provenant de la
partie spatiale du tenseur énergie-impulsion de l’énergie noire
− k2(φ− ψ) = Πde. (8.21)
L’équation de Poisson peut quant à elle prendre la forme générale
− k2ψ = 4πGcav,0 ρ¯mFm(k, a)a2δm +∆de, (8.22)
où ∆de décrit la perturbation de densité d’énergie noire et Fm est une fonction qui prend en
compte les possibles modifications de la gravité. Notons que la constante gravitationnelle
utilisée dans (8.22) correspond à la constante gravitationnelle mesurée aujourd’hui dans
une expérience de Cavendish.
L’équation de croissance des perturbations prend alors la forme
δ¨m + 2Hδ˙m − 4πGcav,0 ρ¯mFm(k, a)δm = ∆de
a2
+ Sde. (8.23)
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Bien sûr, le système d’équation ainsi écrit n’est pas complet : il faut y ajouter les
équations du mouvement pour les degrés de liberté supplémentaires introduits par l’éner-
gie noire. Tant que ces équations ne sont pas connues, peu de cconclusions peuvent être
tirées ; remarquons cependant que la paramétrisation générale que nous avons écrite per-
met de classifier les différentes théories, selon le comportement des différentes fonctions
(Sde,∆de, Fm,Πde). Ainsi, le modèle ΛCDM correspond à (Sde,∆de, Fm,Πde) = (0, 0, 1, 0),
tandis que d’autres modèles auront une paramétrisation plus complexe. Afin d’illustrer
cette paramétrisation dans le cas d’une théorie de gravité modifiée, nous présentons dans
le prochain paragraphe la forme des perturbations cosmologiques dans le cas des théories
scalaire-tenseur (ST) que nous avions définies à la Section 6.1.
Exemple des théories scalaire-tenseur
Les équations des perturbations cosmologiques linéaires dans le cas des théories scalaire-
tenseur ont été obtenues dans [117, 230]. Pour des modes sub-horizon (c’est-à-dire lorsque
l’on suppose que pour toute quantité f qui évolue à un rythme cosmologique, on a |(k/a)f | ≫


















À partir de ces équations et en utilisant l’expression (6.19) pour la constante gravita-





















On voit donc que les perturbations du champ ϕ créent une pression anisotrope, de la même
façon que pourrait le faire de la radiation (ou des neutrinos). On voit également que la
fonction Fm peut a priori dépendre du mode k. Étant donné que l’on connaît le modèle
d’énergie noire en détail, on peut aller plus loin et clore le système en écrivant l’équation









En combinant les équations, on peut montrer que les perturbations δϕ et δm sont reliées,
ce qui permet d’obtenir après remplacement











Remarquons qu’il existe une certaine dégénérescence entre ∆de et Fm, puisque la fonction
Fm peut suffire à décrire toutes les modfications apportées à l’équation de Poisson (8.30) par
la présence du champ ϕ. Ceci est dû au fait que dans ce cas particulier, tous les champs
sont proportionnels aux perturbations de matière5. Notons également que dans l’espace
réel, la correction au potentiel newtonien est de la forme de Yukawa : on retrouve ici le fait
qu’un scalaire très massif n’influence pas les lois de la gravité, tandis qu’un scalaire léger
les modifie.
À partir de cette analyse des perturbations, il est possible de prédire les observables cos-
mologiques en fonction des paramètres du modèle ST, et de les confronter aux observations
(voir par exemple [119, 230, 265]).
Paramétrisation dans le cas de conditions initiales adiabatiques
La paramétrisation (Sde,∆de, Fm,Πde), est intéressante pour son caractère général.
Mais cet avantage est également un défaut : il est difficile de contraindre autant de fonctions
libres avec les observables cosmologiques. C’est pourquoi les paramétrisations proposées
dans la littérature sont généralement plus restrictives.
Il est ainsi souvent supposé que la matière noire est conservée (l’énergie noire n’étant
alors pas couplée à la matière noire), et donc que Sde = 0. Et concernant les équations
d’Einstein, une paramétrisation fréquente [11, 12, 36, 45, 58, 153, 162, 253, 268] consiste à
mesurer la présence d’une pression anisotrope par l’équivalent du paramètre γppn :
η(k, a) ≡ ψ
φ
, (8.31)
tandis que l’équation de Poisson est quant à elle supposée être de la forme [268]
− k2ψ = 4πGcav,0 ρ¯mQ(k, a)a2δm, (8.32)
ce qui revient à supposer que la constante de Newton devient dépendante du temps et de
l’espace. Notons que cette dernière équation n’est pas exactement équivalente à l’hypothèse
∆de = 0, mais plutôt à ∆de ∝ δm, comme on a pu le voir à l’équation (8.30) sur l’exemple
des théories ST. Dans ce cas, l’équation de croissance des structures s’écrit
δ¨m + 2Hδ˙m − 4πGcav,0 ρ¯mQ(k, a)
η(k, a)
δm = 0. (8.33)
De la même façon que dans le cas ΛCDM, on peut poser δm = D(a) δm,i où δm,i correspond
à la densité initiale au temps ti. On définit également le taux d’expansion f ≡ d lnDd ln a qui
relie δm et θm par
θm = aHfδm. (8.34)
La paramétrisation ci-desssus, très fréquente dans la littérature, n’est pas toujours
solidement argumentée. Nous voudrions noter ici qu’une telle paramétrisation trouve une
justification naturelle dans le cas où l’on fait l’hypothèse que les conditions initiales des
perturbations à l’issue de l’inflation sont adiabatiques. En effet, il n’y a alors qu’un seul
5En particulier, cela veut dire qu’il suffit d’un seul champ stochastique pour décrire le spectre de puis-
sance de toutes les observables cosmologiques, ou encore que toutes les observables peuvent être exprimées
en fonction du spectre de puissance de la matière noire.
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champ stochastique, que l’on peut choisir comme étant la perturbation de matière noire
δm ; tous les autres champs sont alors nécessairement de la forme α(k, a)δm où α est une
fonction qui dépend du champ mais qui est entièrement fixée par l’évolution de la métrique
de fond. Il est alors clair que les paramétrisations des équations (8.31) et (8.32) couvrent
tous les cas possibles.
Tournons-nous à présent sur les observables que l’on peut utiliser pour contraindre les
modèles d’énergie noire.
8.3.3 Observables liées aux perturbations cosmologiques (galaxies, len-
tilles...)
Quelles observables liées aux perturbations cosmologiques peuvent être utilisées pour
contraindre la gravité ? Nous l’avons déjà dit, le CMB et la nucléosynthèse primordiale
contraignent les modèles d’énergie noire ou de gravité modifiée à être très proches de la
RG durant l’ère de radiation et le début de l’ère de matière. Les observables qui vont
nous intéresser sont donc toutes liées à ce qui s’est passé ensuite, à savoir la formation
des grandes structures. Nous détaillerons ici quatre observables : la densité de galaxies, les
vitesses des galaxies, l’effet de lentilles gravitationnelles et l’effet ISW.
Densité de galaxies
Historiquement, la mesure du nombre de galaxies par unité d’angle solide dans le ciel
est l’observable qui a été la plus utilisée. La quantité à 3 dimensions correspondante est
la perturbation de densité de galaxies δg = (ρg − ρ¯g)/ρ¯g où ρg est la densité volumique de
galaxies, et ρ¯g est la densité moyenne de galaxies.
En pratique, nous n’avons pas accès à une mesure en trois dimensions de cette densité,
mais seulement à une projection sur la sphère céleste à deux dimensions. Bien sûr, la mesure
spectrométrique du redshift des galaxies donne une excellente indication de la troisième
coordonnée spatiale z. Néanmoins, il n’est pas toujours possible d’effectuer des mesures
spectrométriques : en pratique, par manque de temps et pour pouvoir traiter un grand
nombre de galaxies, le redshift est souvent mesuré par photométrie. Pour tenir compte
de l’imprécision des mesures associée à la photométrie (et même à la spectrométrie), on





dz W (z, z0)δg(θ, z), (8.35)
où la fonction fenêtreW (z, z0) caractérise la distribution spectrale des sources. La fonction
de distribution W est telle que
∫∞
0 W (z, z0)dz = 1 ; on pourra par exemple prendre une
fonction de distribution gaussienne, d’écart-type σ :










La densité de galaxies est supposée être un bon “traceur” de la densité de matière noire
sous-jacente δm. Dans le régime linéaire, on peut introduire le biais linéaire qui relie les
deux densités au travers de
δg = b δm. (8.37)
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Le biais est en général une quantité difficile à estimer [43], qui peut notamment dépendre
du redshift et de l’échelle considérée. À grandes échelles, on peut faire l’hypothèse que le
biais est indépendant de l’échelle, et ne dépend que de z.
Mesure de la vitesse des galaxies et distorsion dans l’espace des redshifts
Une autre grandeur intéressante à mesurer est le champ de vitesse des galaxies θg. En
RG ou dans le cas des conditions initiales adiabatiques, le champ de vitesse des galaxies
suit celui de la matière noire : θg = aHfδm.
Les vitesses des galaxies (et donc de la matière noire) peuvent être estimées à l’aide
de la distorsion dans l’espace des redshifts. Cet effet résulte de la modification apportée à
la mesure du redshift, par le champ de vitesse. Cette modification entraîne une distorsion
entre la densité des galaxies dans l’espace réel et la densité dans l’espace des redshifts (qui
est la grandeur mesurée). La dépendance angulaire de cet effet permet d’avoir accès au
champ de vitesse, ou plus précisément aux corrélations galaxies-vitesse et vitesse-vitesse
[105, 239].
Effet de lentille gravitationnelle faible
L’effet de lentille gravitationnelle est dû au fait que la trajectoire de la lumière (qui
suit des géodésiques nulles) est “déviée” par la déformation de l’espace temps induite par la
présence de masse [34, 105, 215]. Cela implique notamment que la forme des objets observés
peut être modifiée (cf. figure 8.4). Ainsi une galaxie elliptique pourra être observée avec une
Fig. 8.4 – Déformation de l’apparence d’un objet sphérique sous l’action de l’amplification
(magnification : augmentation de la surface apparente) et du cisaillement (modification de
la forme).
surface et une ellipticité différentes de leurs valeurs intrinsèques. Lorsque les fluctuations de
la masse, située entre la source et l’observateur, sont petites, l’effet de lentille correspond
à une déformation très légère ; l’effet est alors dit faible. C’est une hypothèse très bien
justifiée lorsque la masse responsable de l’effet de lentille est la distribution de matière
noire6.
6Nous verrons en effet plus loin que l’effet de lentille gravitationnelle est directement lié aux potentiels
gravitationnels qui sont très petits, même dans le régime non-linéaire des perturbations. Ce n’est qu’au
voisinage de corps très massifs que les potentiels gravitationnels deviennent importants et que l’approxi-
mation de lentille faible n’est plus vérifiée. On peut alors observer de spectaculaires arcs ou encore de
multiples images de la même source.
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Considérons un ensemble de sources (galaxies ou quasars) distribuées autour du redshift
z0 et caractérisées par la distribution spectrale W (z, z0). La déformation de l’apparence de
ces sources, due aux effets de lentilles faibles, peut être mesurée par le rapport entre l’angle
θS d’un point appartenant aux sources (en tant qu’objet émetteur de lumière) et l’angle





On peut montrer que la matrice de déformation A(θ) est de la forme
A(θ) =
(
1− κ− γ1 γ2
γ2 1− κ+ γ1
)
. (8.39)
La fonction κ est appelée convergence tandis que les fonctions γ ≡ (γ1, γ2) correspondent
au cisaillement7. L’expression explicite de la matrice A, et donc des fonctions κ, γ1, γ2, est
donnée par






g(z, z0)Φ,ij [χ(z)θ, z] , (8.40)
où l’on a défini la combinaison des potentiels gravitationnels
Φ = φ+ ψ. (8.41)
La notation Φ,ij ≡ ∂2Φ∂θi∂θj correspond aux dérivées secondes de la fonction Φ sur la sphère
à deux dimensions du ciel. La fonction χ(z) est la distance parcourue radialement par les























W (z′, z0) (8.43)
peut être vue comme un coefficient géométrique qui pondère la contribution de la masse
située autour du redshift z, à la déformation des galaxies situées en z0.
L’expression (8.39) montre que l’effet de lentille gravitationnelle est sensible à la com-
binaison spécifique Φ = φ + ψ. On a vu aux équations (8.13) et (8.21) que φ = ψ dans
le modèle ΛCDM mais pouvaient différer en présence d’une pression anisotrope créée par
l’énergie noire ou des modifications de la gravité. L’effet de lentille est donc un outil parti-
culièrement intéressant pour tester, en combinaison avec d’autres observables, la présence
de pression anisotrope.
La convergence κ et le cisaillement γ sont directement reliés à la déformation que subit
l’apparence des sources sous l’effet de lentilles gravitationnelles, comme on peut le voir
7Shear en anglais.
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d’une façon schématique sur la figure 8.4. La mesure de cette déformation donne donc
accès aux quantités cosmologiques κ et γ.
La quantité la plus souvent mesurée dans les observations de lentilles gravitationnelles
est l’ellipticité des galaxies. En effet, comme on l’a déjà mentionné, l’ellipticité des galaxies
est modifiée par le cisaillement. Bien entendu, l’ellipticité intrinsèque de chaque galaxie
n’est pas connue a priori ; il n’est donc pas possible de mesurer la contribution du cisaille-
ment pour une galaxie particulière, d’autant plus que l’ellipticité intrinsèque des galaxies
est généralement bien plus grande que la déformation due au cisaillement. Cependant, si
l’on suppose que les ellipticités intrinsèques des galaxies ne sont pas corrélées les unes
avec les autres, on peut s’affranchir de cette difficulté en moyennant sur un grand nombre
de galaxies (la composante intrinsèque se moyennant alors à zéro). Il est également pos-
sible de corréler les ellipticités d’un grand nombre de paires de galaxies ; l’ellipticité de
chaque galaxie n’étant corrélée ni avec l’ellipticité intrinsèque des autres galaxies ni avec
le cisaillement, sa contribution est nulle, et seules les corrélations entre les composantes
des ellipticités provenant du cisaillement demeurent. Cela permet ainsi d’avoir accès aux
potentiels gravitationnels.
La matrice Aij ne dépendant in fine que d’une seule quantité scalaire Φ, toutes les
observables liées aux lentilles peuvent d’une façon ou d’une autre se ramener à une seule









g(z, z0)∇2⊥Φ [χ(z)θ, z] . (8.44)
En particulier, on peut exprimer les observations obtenues à partir du cisaillement en fonc-
tion de la convergence. Dans la suite de ce mémoire, nous identifierons donc la mesure du
cisaillement à celle de la convergence, et nous la noterons8 κ.
Il existe un autre effet mesurable induit par les lentilles gravitationnelles faibles : le
biais d’amplification. Le biais d’amplification résulte de l’effet de lentille gravitationnelle,
qui modifie non seulement la forme des sources, mais également leur taille (se référer à
la définition (8.38) de la matrice de déformation A) ; le rapport entre l’angle solide sous
lequel est vue la source après déviation par la masse et l’angle solide sous lequel elle serait












(1− κ)2 − (γ21 + γ22)
≃ 1 + 2κ. (8.45)
Considérons un catalogue de galaxies dont la lumière traverse une région contenant de la
matière noire pour arriver jusqu’à nous. Du fait de cette masse, les sources sont amplifiées,
générant deux effets contradictoires ; ces effets sont illustrés sur la figure 8.5. D’un côté,
l’amplification crée un effet de “zoom” sur la région observée : les distances entre galaxies
sont agrandies par l’effet de lentille, ce qui fait que le nombre observé de galaxies par unité
d’angle solide est plus petit que s’il n’y avait pas de lentille gravitationnelle. D’un autre côté,
grâce à cette amplification, des galaxies qui seraient en-dessous du seuil de détectabilité
8Dans la littérature, on trouve également très souvent la notation γ pour désigner la même quantité.
9Magnification en anglais.
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Fig. 8.5 – Effet sur la densité apparente de galaxies de l’amplification provenant de l’effet
de lentille gravitationnelle. La figure de gauche représente un morceau du ciel sans effet
de lentille ; la figure de droite représente le carré rouge de la figure de gauche, qui une
fois amplifié par l’effet de lentille, occupe une surface plus grande qu’initialement. D’une
part, l’amplification crée un effet de “zoom”, agrandissant les distances entre galaxies et
diminuant par là-même la densité apparente de galaxies. D’autre part, certaines galaxies
qui n’étaient pas apparentes avant l’amplification sont maintenant observables. L’effet net
de ces deux contributions est appelé biais d’amplification.
deviennent visibles, augmentant ainsi la densité de galaxies. Ces deux effets se combinent
en un terme de biais d’amplification δµ qui vient corriger la densité intrinsèque de galaxies
par angle solide δg, de telle sorte que la densité de galaxies observées s’écrit
δn = δg + δµ. (8.46)
L’expression de δµ dépend du nombre de galaxies dont la luminosité était juste en-dessous
du seuil de détection et qui deviennent visibles grâce au biais d’amplification. Ce nombre
est proportionnel à la pente de la fonction ρg qui donne le nombre de galaxies par unité
de magnitude au seuil de détectabilité m :
s =
d log10 ρg(< m)
dm
. (8.47)
On peut montrer (voir par exemple la démonstration donnée dans l’Annexe A de l’article









(5s(z)− 2)g(z, z0)∇2⊥Φ [χ(z)θ, z] . (8.48)
Dans le cas où les galaxies sont regroupées autour du redshift z0 et que la fonction s(z) est
à peu près la même pour toutes galaxies, on peut simplifier l’expression ci-dessus
δµ(θ) = (5s(z0)− 2)κ(θ). (8.49)
De la même façon que pour le cisaillement, il n’est pas possible d’avoir accès directement
au biais d’amplification, car la perturbation de densité intrinsèque de galaxies ne nous
est pas connue. Cependant, nous verrons à la section 8.3.4 ainsi qu’au Chapitre 9 qu’en
corrélant la densité de galaxies situées à grand redshift (arrière-plan) avec la densité de
galaxies situées devant (avant-plan), il est possible de mesurer cet effet.
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Effet ISW
L’effet Sachs-Wolfe intégré10 (ISW) permet de prendre en compte le fait que les photons
du CMB ont traversé sur leur chemin depuis la surface de dernière diffusion jusqu’à nous
des puits de potentiel en évolution. La variation observée de température dans la direction











φ˙(θ, z) + ψ˙(θ, z)
]
. (8.50)
8.3.4 Corrélations des observables cosmologiques
Formalisme général
Nous avons décrit un ensemble d’observables A = {δn, θg, κ,ΘISW } liées aux pertur-
bations cosmologiques. Nous allons maintenant expliquer comment les corréler entre elles,
et indiquer comment il est possible de contraindre les lois de la gravité à partir de ces
corrélations.




dz OˆA(~x(z,θ), z) . (8.51)
Par exemple, Oˆδg = W (z, z0)δg(θ, z), ou encore Oˆκ = 12 cH(z)g(z, z0)∇2⊥Φ [χ(z)θ, z], etc.







où cos θ = θ.θ′. On peut introduire les composantes du spectre de puissance angulaire






CABℓ Pℓ(cos θ) (8.53)
En utilisant l’approximation de Limber (qui est valide pour des multipôles ℓ & 10 [185]),
on peut montrer que le spectre de puissance angulaire est relié au spectre de puissance à
















où PAB(k, z) est le spectre de puissance des corrélations A-B, pour un mode de norme k
10Integrated Sachs-Wolfe effetc (ISW) en anglais.
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Ce formalisme général peut être appliqué à diverses corrélations d’observables. Ces obser-
vables dépendant directement de la forme des équations des perturbations, la comparaison
des corrélations permet de contraindre les modèles d’énergie noire [36, 42, 162, 232, 233,
253, 268, 294, 295].
Un exemple : comment contraindre les paramètres η et Q dans le cas de condi-
tions initiales adiabatiques
Afin d’illustrer la méthodologie qui permet de contraindre les modèles d’énergie noire,
nous voudrions présenter une méthode schématique permettant de mesurer les fonctions η
et Q que nous avions définies au travers des équations (8.31) et (8.32) dans le cas de condi-
tions initiales adiabatiques (ou d’une manière générale dans le cas où les équations d’Ein-
stein prennent la forme des équations (8.31) et (8.32)). Nous allons considérer trois types
de corrélations : les auto-corrélations des galaxies, les corrélations galaxies-convergence
(souvent appelées galaxies-galaxies), et les corrélations galaxies-vitesse des galaxies. Nous
supposerons que les fonctions de sélection W (z, z0) sont assez étroites pour que le biais
soit à peu près identique pour toutes les galaxies retenues par la fonction de sélection. On
peut calculer les fonctions de corrélations






































W (z, z1)g(z, z2)
χ2(z)









où Pm est le spectre de puissance de la matière noire. Zhang et al. [295] ont suggéré de














g(z, z0)∇2Φ [χ(z)θ, z], où l’on a remplacé le Laplacien à deux dimensions en coordonnées
sphériques ∇2⊥ par le Laplacien à 3D. Cette approximation revient à identifier les valeurs propres du
Laplacien à 2D −ℓ(ℓ + 1)/χ aux valeurs propres −k2 du Laplacien à 3D calculées pour k = (ℓ + 1/2)/χ.
On vérifie facilement que cette approximation est cohérente avec le domaine de validité de l’approximation
de Limber, car pour ℓ & 10, ℓ(ℓ+ 1) ≃ (ℓ+ 1/2)2.
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qui permet d’avoir accès au spectre de puissance de la matière noire dès lors que l’on
suppose les paramètres de la métrique de fond (ρ¯m, H(z), ...) connus ; en mesurant ce
spectre à différents redshifts, on peut (en principe) reconstruire le taux d’expansion f(z)
et mesurer ainsi la combinaisonQ/η au travers de l’équation de croissance des perturbations






qui est indépendant du biais et permet de mesurer la combinaison Q(1 + η). L’association
des deux mesures permet donc de contraindre complètement le modèle.
8.3.5 Corrélations galaxies-galaxies, galaxies-amplification et méthodes
géométriques
Nous venons de montrer que les corrélations cosmologiques permettaient de contraindre
l’évolution des quantités perturbées dès lors que la métrique de fond était connue ; cepen-
dant, il est également possible d’utiliser ces corrélations pour contraindre l’évolution de
la métrique de fond. En effet, les observables que nous avons présentées dépendent de la
métrique de fond, et ce doublement : d’une façon géométrique (au travers de la fonction
χ(z), H(z), etc.), et d’une manière que l’on pourrait qualifier de dynamique, c’est-à-dire
au travers des équations de perturbations.
En pratique, l’analyse des données cosmologiques (SN Ia+BAO+effets de lentilles+...)
est souvent faite en supposant a priori un modèle cosmologique qui décrit à la fois l’évolu-
tion de la métrique de fond, la forme des perturbations initiales et la forme des équations
de pertubations (comme par exemple le modèle ΛCDM, ou les modèles de gravité modifiée
paramétrisés par les fonctions η et Q, elles-même paramétrisées par des constantes [12],
etc.). La valeur du vecteur de paramètres qui maximise la fonction de vraisemblance est
ensuite déterminée à l’aide de simulations de Monte-Carlo. Cette méthode extrait donc en
même temps l’information qui concerne la métrique de fond et les perturbations. En parti-
culier, il n’est pas fait de distinction entre les informations “géométriques” et “dynamiques”
qui peuvent être présentes dans l’analyse des observables liées aux perturbations.
Pourtant, il peut être intéressant de bien séparer les informations que l’on peut extraire
des perturbations selon qu’elles soient de nature géométrique ou dynamique. Cela permet en
effet de mesurer les paramètres de la métrique de fond (Ωde, wde, ...) à partir des observables
liées aux perturbations, sans faire trop d’hypothèses a priori sur la forme des équations de
perturbations, qui peuvent différer de celles de la RG. Cette idée est la base des méthodes
géométriques [161, 279, 293, 297]. Nous voudrions ici présenter le principe de la méthode
géométrique proposée par Jain et Taylor [161] permettant d’estimer les paramètres de
l’énergie noire à partir des corrélations galaxies-galaxies.
Considérons trois ensembles de galaxies, localisés à trois redshifts différents (cf. Fig.
8.6). Les deux ensembles les plus éloignés sont localisés aux redshifts zb1 et zb2 : il s’agit des
galaxies d’arrière-plan. Les galaxies les plus proches de l’observateur sont localisées autour
du redshift zf et correspondent à l’avant-plan. Considérons les corrélations C
gκ
ℓ (zf , zbi),
avec i = 1, 2. Schématiquement, la convergence κ(zbi) dépend de l’intégrale du Laplacien
du potentiel Φ le long de la ligne de visée ; en corrélant cette intégrale avec δg(zf ) qui
est principalement localisée autour de zf , on ne conserve que la partie de l’intégrale de
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Fig. 8.6 – Schéma de la localisation des trois ensembles de galaxies utilisés par la méthode
géométrique de Jain et Taylor [161]. Les deux populations d’arrière-plan sont situées aux
redshifts zb1 et zb2 tandis que les galaxies d’avant-plan sont localisées autour de zf .
κ(zbi) au voisinage de zf . Cela permet donc de faire de la tomographie, c’est-à-dire d’avoir
accès à des quantités localisées dans l’espace à 3D à partir de quantités à 2D comme la
convergence. Plus quantitativement, si l’on suppose que les fonctions de sélections sont
suffisamment étroites pour pouvoir faire l’approximation W (z, z0) ≃ δ(z − z0), on obtient
les expressions
















où PΦδm est le spectre de puissance des corrélations entre le potentiel Φ et les perturbations
de matière noire. On remarque alors qu’il est possible d’obtenir une quantité strictement
géométrique en considérant le rapport
R =
Cgκℓ (zf , zb1)
Cgκℓ (zf , zb2)
=
(χ(zb1)− χ(zf ))χ(zb2)
(χ(zb2)− χ(zf ))χ(zb1) . (8.62)
La fonction χ dépendant du contenu en matière Ωm,0,Ωde,0 et de l’équation d’état de
l’énergie noire, la mesure du rapport R permet de contraindre ces paramètres de la mé-
trique de fond, sans rien supposer quant à la forme des équations de perturbations. En
particulier, nous n’avons pas eu besoin de faire d’hypothèse concernant la forme de l’équa-
tion de Poisson. Cette méthode, qui est moins précise que le CMB ou les SN IA pour
mesurer les paramètres Ωm,0,Ωde,0 et de l’équation d’état de l’énergie noire est cependant
très intéressante, car elle ne fait que très peu d’hypothèses a priori sur les équations de
perturbations, et est notamment valide dans les théories de gravité modifiée, du moment
que la lumière suit des géodésiques nulles. Elle permet donc une mesure du contenu de
l’Univers, indépendante des autres méthodes. Nous reviendrons au Chapitre 9 sur les cor-
rélations galaxies-galaxies et les méthodes géométriques. En effet, nous y présenterons les
limitations que le biais d’amplification impose sur ces méthodes d’observation, limitations
que nous avons exposées Lam Hui et moi-même dans l’article [297].
8.3.6 La Relativité Générale en défaut ?
Pour conclure cette section consacrée aux contraintes sur les modèles de gravité, issues
des observations cosmologiques, nous voudrions évoquer un récent article de Rachel Bean
[36] qui affirme que la RG est mise à mal par les observations ! Les données utilisées sont
WMAP 5 pour le CMB, les catalogues 2MASS et SDSS pour les galaxies et le catalogue
COSMOS du HST pour l’effet de lentille. Ce résultat, s’il venait à être confirmé, serait
bien entendu un bouleversement complet des lois de la physique, justifiant par là-même
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les efforts de recherche sur les théories de modifications de la gravité. Pour arriver à cette
conclusion, R. Bean a paramétrisé les équations des perturbations d’une façon très similaire
à la paramétrisation que nous avons proposée plus haut aux équations (8.31) et (8.32), en
définissant
γ(k, a) ≡ ln(δ˙m/Hδm)
lnΩm
, η(k, a) ≡ ψ
φ
. (8.63)
L’analyse de R. Bean utilise les corrélations ISW-ISW, δg-δg, κ-κ et ISW-δg, et consiste à
rechercher les valeurs des paramètres γ et η (qui sont supposés constants pour z < 1) qui
maximisent la fonction de vraisemblance des données ; les valeurs ainsi obtenues pour le
paramètre η sont très nettement différentes de 1 : l’analyse semble donc exclure la RG.
Il est encore trop tôt pour juger de la validité de ce résultat. Avant de tirer toute
conclusion, il sera en effet nécessaire d’attendre que les calculs effectués soient vérifiés
par d’autres groupes, et surtout que le même type d’analyse soit effectué en utilisant
d’autres données (comme celles du CFHTLS par exemple). De plus, nous avons vu à la
Section 8.3.2 que la présence d’une pression anisotrope créant un paramètre η 6= 1 n’est
pas contradictoire avec la RG, mais seulement avec le modèle très simple qu’est le modèle
ΛCDM. Nous souhaitions néanmoins présenter les résultats de l’article [36] dans le cadre de
ce mémoire, non comme un élément avéré, mais comme une illustration, des plus récentes,
de la méthodologie qui permet de contraindre les lois de la gravité à partir de la cosmologie.
8.4 Tester la gravité avec les ondes gravitationnelles
Un dernier type d’observables, qui peuvent permettre de contraindre les lois de la
gravité, sont les ondes gravitationnelles.
8.4.1 Ondes gravitationnelles et observations
Les ondes gravitationnelles primordiales, produites durant l’inflation, jouent un rôle
important en cosmologie. En effet, la comparaison entre les spectres de puissance des
modes cosmologiques tensoriels et scalaires permet de contraindre les modèles d’inflation.
Ce type d’ondes gravitationnelles primordiales peut être détecté au travers des modes B
du CMB.
Des ondes gravitationnelles sont également produites par des sources astrophysiques, et
en particulier par les systèmes binaires, dans lesquels deux objets compacts s’effondrent l’un
sur l’autre. En effet, la RG prédit que tout corps dont la distribution possède un moment
quadrupôlaire en mouvement émet des ondes gravitationnelles. Dans le cas d’un système
binaire de deux objets compacts de masses m1 et m2, en coalescence à une fréquence f ,
l’intensité des ondes gravitationnelles reçues à une distance luminosité DL du système
prend la forme




oùM≡ (m1m2)3/5/(m1+m2)1/5. De plus, l’émission de ces ondes correspond à une perte
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En mesurant la variation de la période du système binaire, on peut démontrer, d’une fa-
çon indirecte, l’existence d’ondes gravitationnelles. La première détection de ce type a été
effectuée par Taylor et Hulse en 1974, qui ont pu vérifier que la variation de période du
pulsar binaire PSR 1913+16 correspondait aux prédictions de la RG. Plusieurs expériences
sont en cours, ou en préparation, pour détecter d’une façon directe les ondes gravitation-
nelles, parmi lesquelles on peut citer les observatoires LIGO et VIRGO, ainsi que le futur
interféromètre spatial LISA.
L’interféromètre LISA devrait permettre de connaître la position angulaire des sources
d’ondes gravitationnelles [79, 272]. En pointant en même temps des instruments optiques
dans la même direction, il sera alors possible de repérer l’événement responsable des ondes
gravitationnelles, et de mesurer son redshift. Cela permettra de construire un diagramme
de Hubble gravitationnel [237], grâce à la relation (8.64) entre l’intensité des ondes gravi-
tationnelles et la distance luminosité DL.
8.4.2 Diagramme de Hubble gravitationnel et dimensions supplémen-
taires
C. Deffayet et K. Menou ont proposé, en 2007 [100], de tester certaines modifications à
grandes distances de la gravitation en comparant le diagramme de Hubble gravitationnel
au diagramme standard obtenu à partir des SN Ia. En effet, dans les modèles de modi-
fications de la gravité possédant une dimension supplémentaire, comme le modèle DGP,
les ondes gravitationnelles ont la possibilité de pénétrer dans la cinquième dimension tan-
dis que les photons restent confinés sur la brane. On obtient alors deux diagrammes de
Hubble distincts ; la différence entre les deux diagrammes signe la présence de dimensions
supplémentaires.
Plus précisément, nous avons vu à l’équation (8.64) que dans le cas d’un espace à quatre
dimensions,
h+× ∝ 1/DL. (8.66)
Dans le cadre d’un univers branaire, et pour un objet suffisamment loin, les ondes gravi-
tationnelles peuvent se propager dans les dimensions supplémentaires. En imposant que le
flux d’énergie au travers d’une sphère à (d− 1) dimensions soit constant, on obtient [100]
h+× ∝ 1/D(d−2)/2L , (8.67)
où d est la dimension de l’espace. Pour d > 5, l’intensité des ondes gravitationnelles reçues
est donc plus faible que l’équivalent à quatre dimensions. Les objets apparaissent dès lors
plus éloignés que ce qu’indiquerait la mesure optique.
Pour déterminer la distance à partir de laquelle le comportement des ondes gravitation-
nelles cesse d’être quadri-dimensionnel, il est nécessaire d’effectuer un calcul précis de la
propagation des ondes, dans un modèle de gravité modifiée par la présence de dimensions
supplémentaires.
8.4.3 Propagation des ondes gravitationnelles dans le modèle DGP
Nous allons prendre l’exemple du modèle DGP, et calculer l’effet de la “fuite” des
ondes gravitationnelles dans la dimension supplémentaire. Le calcul présenté ici, effectué
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en collaboration avec C. Deffayet et K. Menou, correspond à un travail original, dans le
prolongement de l’article [100] de C. Deffayet et K. Menou.
Signal reçu et fonction de Green retardée
Considérons une source S(t′, ~r′, y′) = s(t′, ~r′)δ(y′) située sur la brane. Nous souhaitons
calculer le signal F (t, ~r, y = 0) = f(t, ~r), reçu par un observateur également sur la brane,
au point (t, ~r, y = 0). Nous ne tiendrons pas compte de la structure tensorielle des ondes
gravitationnelles, et nous concentrerons sur la propagation d’un simple mode scalaire.
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′;~r, ~r′; y, y′) = 0 if t < t′ , (8.69)
où D(t,~r,y)DGP ≡M3 (∂µ∂µ + ∂y∂y + 2rcδ(y)∂µ∂µ) est l’opérateur différentiel 5D qui gouverne
la propagation du graviton dans le modèle DGP [111]. Une fois G(5)DGP connue, le signal
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d3~x′ GRDGP (t− t′;~r − ~r′)s(t′, ~r′), (8.71)
où nous avons défini la fonction de Green à “4D”
GRDGP (t− t′;~r − ~r′) = G(5)DGP (t, t′;~r, ~r′; y = 0, y′ = 0), (8.72)
qui ne peut dépendre que de la différence x− x′.
La fonction de Green de DGP est calculée dans les articles [110, 111]. Dans l’espace de
Fourier12, elle prend la forme que nous avions donnée à l’équation (2.16) :
G
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Afin que le propagateur corresponde au propagateur retardé, les pôles doivent être situés







−(ω + iǫ)2 + ~p 2 +m2 , (8.79)
qui après intégration [56], mène à
































































[−I1(ak) + L−1(ak)] , (8.85)















Dans l’expression ci-dessus, nous avons défini la fonction
E (z) ≡ [−I1 (2z) + L−1 (2z)] . (8.87)
On peut montrer que la fonction E(z) est bornée par 1 dans le quart supérieur droit du
plan complexe, et qu’autour de 0, elle se comporte selon E(z) ∼ 2/π − z. De plus, nous










pour α situé dans le quart supérieur droit du plan complexe (nous avons choisi la coupure
de la fonction racine, le long du demi-axe réel négatif). Cette dernière relation peut être
obtenue pour α complexe par continuation analytique, à partir du cas α réel. La fonction
Erfc ≡ 1− (2/√π) ∫ z0 e−t2dt est la fonction complémentaire de la fonction erreur.
Nous utiliserons ces résultats pour calculer le signal reçu par un observateur dans le
cas d’une source périodique.







[I0(ak)− L0(ak)] . (8.84)
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8.4.4 Signal d’une source périodique
Considérons une source périodique s(t′, ~r′) = e−iω0t′δ(~r′). L’intégration sur ~x′ dans
l’équation (8.71) est aisée ; puis, en effectuant le changement de variable u = t − t′, nous
obtenons
f(r, t) = e−iω0t
∫




















Introduisons x ≡ u/rc et xc ≡ r/rc. Définissons également N ≡ ω0rc ; la période de rotation
des systèmes binaires étant une grandeur astrophysique, elle est beaucoup plus petite que


























On peut simplifier cette intégrale en fermant le contour, par un demi-cercle à l’infini dans
le plan complexe, puis le long de l’axe vertical z = xc + iy. L’intégration à l’infini donne
une contribution nulle, car la fonction E(z) est bornée et l’exponentielle décroissante. On
obtient alors

























Étant donné que |E| < 1, la présence de l’exponentielle dans l’intégrale impose a . 1.
De plus, on peut faire l’hypothèse que xcN = rω0 ≫ 1, car rω0 ∼ r/L où L est la
taille typique du système binaire, qui est beaucoup plus petite que la distance qui sépare
le système de l’observateur. On peut alors simplifier l’argument des fonctions racines de








































où nous avons une nouvelle fois effectué une intégration de contour, et utilisé la formule
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Pour interpréter physiquement ce résultat, nous pouvons étudier deux limites :
– à petites distances,














On vérifie que l’on retrouve ici le comportement 4D de la théorie, car |f | ∝ 1/r.
– à grandes distances, on peut utiliser le développement
∣∣∣Erfc(eiπ4√x)∣∣∣ ∼ 1/√x, va-
lable pour x ≫ 1, ce qui nous permet de vérifier que |f | ∝ 1/r3/2, en accord avec
l’équation (8.67).
La transition entre les régimes 4 et 5D n’a pas lieu à r ∼ rc, mais à l’échelle r ∼ r2cω0. Cet
effet a été nommé “transparence infrarouge” dans l’article [113] et peut être vu comme un
effet relativiste de dilatation des distances [113, 139]. En effet, dans le référentiel propre
de chaque mode massif, la transition entre les comportements 4- et 5-dimensionnels a
lieu à une échelle rc ; dans le référentiel de l’observateur, cette échelle est multipliée par le
facteur relativiste γ ∼ ω0/m ∼ ωrc. Pour des sources standard, la pulsation ω0 est telle que
rcω0 ≫ 1, car rc est d’ordre cosmologique, tandis que la pulsation est de l’ordre de l’inverse
de la taille caractéristique d’un système binaire. Par conséquent, l’effet de “fuite” des ondes
gravitationnelles émises par un système binaire dans le modèle DGP n’est pas observable à
partir de sources astrophysiques situées à l’intérieur du rayon de Hubble, comme cela avait
déjà été noté dans l’article [100]. Il serait intéressant de généraliser ce calcul à d’autres
modèles, afin de déterminer dans quelle mesure le phénomène de transparence infrarouge
est générique, et d’identifier les modèles pour lesquels la comparaison des diagrammes de
Hubble gravitationnel et électromagnétique peut permettre de contraindre la présence de
dimensions supplémentaires.
Au cours de ce chapitre, nous avons eu l’occasion de présenter de nombreux tests
expérimentaux, que doit satisfaire tout modèle de gravité pour être viable. Les tests locaux,
en laboratoire ou au sein du système solaire et des pulsars binaires, imposent à la gravité
d’être très proche de la Relativité Générale à petites distances. Ces contraintes justifient
l’intérêt des mécanismes du caméléon et de Vainshtein. À condition d’être dans leur régime
non-linéaire, ces mécanismes garantissent en effet au modèle considéré, d’être proche de la
Relativité Générale à petites distances.
Le régime linéaire14 des modèles de gravité modifiée peut quant à lui être testé par la
cosmologie et l’observation des ondes gravitationnelles. Nous avons vu que la combinai-
14L’adjectif linéaire renvoie ici au régime dans lequel les interactions non-linéaires entre les champs
responsables de la gravité (graviton et éventuellement champ scalaire) ne sont pas importantes. Nous
voudrions attirer l’attention du lecteur sur le fait que la notion de non-linéarité peut s’appliquer à deux
phénomènes différents. D’une part, il existe une échelle à partir de laquelle la gravité n’est plus dans le
régime linéaire. Cette échelle est le rayon de Schwarzschild en RG, RV pour le mécanisme de Vainshtein,
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son de ces différentes observables pouvait se révéler être une méthode très efficace pour
contraindre la gravité.
Concernant les perturbations cosmologiques, nous avons surtout insisté dans ce chapitre
sur le régime linéaire. C’est en effet celui qui a été le plus étudié jusqu’à présent. Au-delà
de ce régime linéaire, il nous semble que l’étude du régime non-linéaire des perturbations
constitue une direction de recherche très prometteuse, qui commence tout juste à être
explorée [208, 209, 234]. La transition entre le régime de gravité modifiée et le régime de
couplage fort, proche de la Relativité Générale, a précisément lieu dans le régime non-
linéaire des perturbations cosmologiques. Tester la gravité à ces échelles permettra donc
de contraindre fortement les modèles de gravité modifiée.
et correspond au phénomène de coquille mince dans le cadre des modèles de caméléon. D’autre part, la
notion de non-linéarité peut renvoyer au régime non-linéaire des perturbations cosmologiques, pour lequel
δ ∼ 1. Il se trouve que la transition vers chacun de ces régimes non-linéaires a lieu à peu près aux mêmes
échelles.
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Chapitre 9
Corrélations galaxies-lentilles et
corrections dues au biais
d’amplification
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Ce chapitre est consacré aux corrélations galaxies-galaxies et galaxies-amplification, et
plus précisément aux corrections apportées à ces corrélations par le biais d’amplification des
galaxies d’avant-plan. Ces corrections sont généralement considérées comme négligeables.
Nous avons cependant montré, le Pr. L. Hui et moi-même, que cette simplification n’est pas
toujours justifiée, et que négliger systématiquement le biais d’amplification de l’avant-plan
peut mener à une erreur importante dans l’évaluation des corrélations galaxies-galaxies et
galaxies-amplification (nous regrouperons ces deux types de corrélations sous la dénomina-
tion corrélations galaxies-lentilles1). Ces résultats, que nous présentons dans ce chapitre,
ont fait l’objet de l’article intituléMagnification Bias Corrections to Galaxy-Lensing Cross-
Correlations [297], publié dans le journal Physical Review D.
Après une rapide présentation des corrélations galaxies-lentilles et des principaux ré-
sultats de l’article [297], nous reproduisons ci-dessous le texte de l’article [297] proprement
dit.
9.1 Les corrélations galaxies-lentilles
Les corrélations galaxies-lentilles consistent à corréler le signal de lentille gravitation-
nelle faible, provenant d’un groupe de galaxies situées à l’arrière-plan, avec la densité d’un
catalogue de galaxies situées à l’avant-plan. Appelons zb le redshift moyen des galaxies
1Traduction française de l’expression anglo-saxone galaxy-lensing correlations.
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d’arrière-plan et zf < zb le redshift des galaxies d’avant-plan (cf. figure 9.1). Le signal de
Fig. 9.1 – Schéma de la localisation des deux ensembles de galaxies utilisés dans les
corrélations galaxies-lentille. Les galaxies de l’arrière-plan sont situées au redshift zb tandis
que les galaxies d’avant-plan sont localisées autour de zf .
lentille des galaxies d’arrière-plan peut être, soit la convergence κ(zb), qui est mesurée à par-
tir du cisaillement [141, 142, 164, 190, 191, 210, 245, 246, 247], soit le biais d’amplification2
δµ(zb) [53, 128, 132, 133, 140, 147, 160, 192, 196, 197, 200, 236, 240, 261, 273, 274, 281]. Ces
observables dépendent de l’intégrale du Laplacien des potentiels gravitationnels le long de
la ligne de visée ; en corrélant cette intégrale avec la densité de galaxies δg(zf ) de l’avant-
plan, on ne conserve de l’intégrale que la partie au voisinage de zf . Cela permet donc de
faire de la tomographie, c’est-à-dire d’avoir accès à des quantités localisées dans l’espace à
3D à partir de quantités 2D, comme la convergence. Nous avons vu à la Section 8.3.4 de ce
mémoire que ces corrélations pouvaient être précieuses pour tester la forme des équations
de perturbations cosmologiques ; la Section 8.3.5 nous a également donné l’opportunité de
présenter la méthode géométrique proposée par Jain et Taylor [161] qui permet de mesurer
les paramètres Ωde, wde à partir des corrélations galaxies-lentilles. Nous souhaitons à pré-
sent détailler un peu plus le principe de ces corrélations et comment le biais d’amplification
des galaxies de l’avant-plan peut être amené à y jouer un rôle.
Commençons par les corrélations galaxies-convergence (communément appelées corréla-
tions galaxies-galaxies). Elles consistent à mesurer la fonction de corrélation 〈δg(zf )κ(zb)〉.
Cependant, nous avons vu à l’équation (8.46), que le simple comptage des galaxies ne per-
mettait pas d’avoir directement accès à la densité intrinsèque de galaxies δg, mais seulement
à la densité nette, c’est-à-dire altérée par le biais d’amplification : δn = δg+δµ. La fonction
de corrélation effectivement mesurée prend donc la forme















= wgκ(θ, zf , zb) + wµκ(θ, zf , zb)
(9.1)
Dans l’espace des multipôles, on obtient [297] le spectre de puissance angulaire
Cnκℓ (zf , zb) = C
gκ
ℓ (zf , zb) + C
µκ
ℓ (zf , zb). (9.2)
Le signal qui nous intéresse est Cgκℓ (zf , zb), mais l’on voit que la corrélation amplification-
convergence Cµκℓ (zf , zb) vient y apporter une correction.
2Nous renvoyons le lecteur à la partie sur l’effet de lentille de la Section 8.3.3 pour plus de détails sur
les observables liées à l’effet de lentille gravitationnelle.
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Le même phénomène se produit pour les corrélations galaxies-amplification, pour les-
quelles on considère la fonction de corrélation
wnn(θ, zf , zb) =wgg(θ, zf , zb) + wgµ(θ, zf , zb)
+ wµg(θ, zf , zb) + wµµ(θ, zf , zb) .
(9.3)
Si les galaxies d’arrière et d’avant-plan sont bien séparées, il est facile de voir que les
corrélations wgg(θ, zf , zb) et wµg(θ, zf , zb) sont négligeables, ce qui permet de simplifier
l’expression ci-dessus en
wnn(θ, zf , zb) =wgµ(θ, zf , zb) + wµµ(θ, zf , zb) , (9.4)
ou d’une façon équivalente, dans l’espace des multipôles :
Cnµℓ (zf , zb) = C
gµ
ℓ (zf , zb) + C
µµ
ℓ (zf , zb). (9.5)
Là encore, le signal Cgµℓ (zf , zb) est altéré par un terme provenant du biais d’amplification
des galaxies d’avant-plan. Nous donnons les expressions détaillées de ces différents spectres
de puissance angulaire dans la Partie II de notre article [297].
Les corrections Cµκℓ (zf , zb) et C
µµ
ℓ (zf , zb) aux signaux galaxies-lentilles C
gκ
ℓ (zf , zb) et
Cgµℓ (zf , zb) sont dues à la présence de matière noire entre les galaxies d’avant-plan et l’ob-
servateur (il s’agit de la masse entourée en rouge sur la figure 9.2). Cette masse crée un effet
Fig. 9.2 – Schéma similaire à celui de la figure 9.1 à l’exception de la masse située entre
l’avant-plan et l’observateur, qui est représentée (en noir, entouré de pointillés rouges) en
plus des galaxies d’avant- et d’arrière-plan.
de lentille, à la fois sur les galaxies d’arrière-plan (contribuant ainsi à la convergence dans
le cas des corrélations galaxies-galaxies et au biais d’amplification δµ(zb) dans le cas des
corrélations galaxies-amplification) et sur les galaxies d’avant-plan (biais d’amplification
δµ).
Tant que cette masse est faible − ce qui est le cas lorsque zf . 0.3 − la correction
dûe au biais d’amplification de l’avant-plan est négligeable. C’est ce qui est habituellement
supposé dans la littérature. Cependant, lorsque le redshift de l’avant-plan est grand, l’effet
du biais d’amplification de l’avant-plan peut devenir important. Nous montrons ainsi dans
la Partie III de l’article [297] que, dans le cadre du modèle ΛCDM et pour le multipôle
ℓ = 1000, la correction est plus grande que 1%× (5sf − 2)/bf pour zf & 0.37, et au-dessus
de 5%× (5sf − 2)/bf pour zf & 0.67. Dans ces estimations, nous avons noté bf le biais des
galaxies de l’avant-plan et sf la pente du nombre de galaxies de l’avant-plan par unité de
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magnitude (cf. Eq. (8.47)). Il n’est donc pas a priori possible de négliger ces corrections ;
pour chaque observation, il est au contraire nécessaire, soit de s’assurer qu’elles sont en
effet négligeables pour des raisons spécifiques au cas considéré (cela peut être le cas si
5sf − 2 ≃ 0 ou si le redshift zf de l’avant-plan est faible), soit en tenir compte lors de
l’interprétation des données expérimentales.
Dans la partie IV de l’article [297], nous étudions les conséquences de ces corrections
dans le cadre des méthodes géométriques que nous avions présentées à la Section 8.3.5.
Ainsi, nous montrons que si l’on suppose que (5sf − 2)/bf = 1, le redshift d’avant-plan zf
doit être limité à zf . 0.45 si l’on veut éviter une erreur de plus de 5% sur l’équation d’état
de l’énergie noire wde. Même pour de plus petits redshifts (< 0.45), il est important que
l’arrière-plan soit très nettement séparé de l’avant-plan pour être sûr que ces corrections
restent négligeables.
9.2 Magnification Bias Corrections to Galaxy-Lensing Cross-
Correlations (article)
Nous reproduisons à présent l’article [297] publié en 2008 par L. Hui et moi-même (RZ)
dans le journal Physical Review D sous la référence “Phys.Rev.D 78 (2008) 123517” et
intitulé “Magnification Bias Corrections to Galaxy-Lensing Cross-Correlations”.
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Galaxy-galaxy or galaxy-quasar lensing can provide important information on the mass distribution in
the Universe. It consists of correlating the lensing signal (either shear or magnification) of a background
galaxy/quasar sample with the number density of a foreground galaxy sample. However, the foreground
galaxy density is inevitably altered by the magnification bias due to the mass between the foreground and
the observer, leading to a correction to the observed galaxy-lensing signal. The aim of this paper is to
quantify this correction. The single most important determining factor is the foreground redshift zf: the
correction is small if the foreground galaxies are at low redshifts but can become non-negligible for
sufficiently high redshifts. For instance, we find that for the multipole ‘ ¼ 1000, the correction is above
1% ð5sf  2Þ=bf for zf * 0:37, and above 5% ð5sf  2Þ=bf for zf * 0:67, where sf is the number
count slope of the foreground sample and bf its galaxy bias. These considerations are particularly
important for geometrical measures, such as the Jain and Taylor ratio or its generalization by Zhang et al.
Assuming ð5sf  2Þ=bf ¼ 1, we find that the foreground redshift should be limited to zf & 0:45 in order
to avoid biasing the inferred dark energy equation of state w by more than 5%, and that even for a low
foreground redshift (< 0:45), the background samples must be well separated from the foreground to
avoid incurring a bias of similar magnitude. Lastly, we briefly comment on the possibility of obtaining
these geometrical measures without using galaxy shapes, using instead magnification bias itself.
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I. INTRODUCTION
The gravitational lensing of distant objects such as
galaxies or quasars [1] located around a redshift zb consists
of both shear (a change in shape) and magnification (a
change in size and flux), and is due to the integrated mass
along the line of sight (LOS) between these background
galaxies and the observer. Correlating this lensing signal
(either shear or magnification) with the foreground galaxy
number density at zf < zb, we pick up the only part of the
lensing mass which is correlated with the galaxy density at
zf, i.e. the matter located around zf. Galaxy-lensing corre-
lations are therefore very interesting tools to study the
matter distribution around the lenses. These correlations
have been observed experimentally and studied theoreti-
cally both in the case of galaxy-shear correlation (also
often called galaxy-galaxy correlations) [2–9] and
galaxy-magnification correlation [10–25]. In addition to
providing information on the matter distribution, galaxy-
lensing cross-correlations can be combined in order to
build quantities which depend only on geometrical dis-
tances to the background and foreground samples, allow-
ing measurements of dark energy (DE) parameters
independently of the exact expression of the matter power
spectrum. These methods, that we call geometrical meth-
ods, have been presented in [26–28] in the case of galaxy-
shear correlations and in a more general way in [29] for
both galaxy-shear and shear-shear correlations.
In this article, we would like to draw attention to the fact
that these galaxy-lensing correlations depend crucially on
estimates of the foreground galaxy density, which is inevi-
tably altered by magnification bias, leading potentially to a
systematic source of error. Magnification bias is a well-
known effect (a derivation can be found in [30]).
Corrections due to magnification bias caused by the pres-
ence of the mass along the LOS between zf and z ¼ 0 enter
as follows. Suppose there is a mass overdensity along the
LOS. On the one hand, the observed number of galaxies
per unit area on the sky is smaller due to the stretching of
the apparent intergalaxy spacing; on the other hand, very
faint galaxies which were under the threshold of detect-
ability are now visible, leading to a higher number density.
The net effect depends on the number count slope sf and it
leads to a correction term being added to the intrinsic
galaxy density
n ¼ g þ ; (1)
where  / ð5sf  2Þ. As a consequence, the galaxy-
lensing cross-correlation gets an extra term due to the
correlation between the lensing signal of the background
galaxies and the extra foreground galaxy density . How
important this effect is, and under what condition this
should be taken into account, is addressed as follows.
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In Sec. II, we present the expressions for the magnifica-
tion bias and for the galaxy-lensing correlations, including
both galaxy-shear and galaxy-magnification correlations
[31]. Then, we study in Sec. III how the correction due
to magnification bias depends on various parameters in the
problem: the background redshift zb, the foreground red-
shift zf, the angular scale, the selection function width ,
the number count slope sf, and the galaxy bias bf. In
Sec. IV, we point out that magnification bias corrections
are particularly important for the geometrical methods of
[26,29]. We discuss strategies for minimizing them. We
also suggest a simple extension of these geometrical meth-
ods which uses magnification bias itself, without the need
for any galaxy shape information. We conclude in Sec. V.
One recurring theme that would come up in our discussion
is that the foreground redshift zf is an important determin-
ing factor in the size of the magnification bias corrections.
This is not only because a larger zf makes for a larger
lensing efficiency, it is also because a larger zf generally
means intrinsically brighter galaxies and therefore steeper
number count slope sf. The latter is particularly true if
precise (i.e. spectroscopic) redshifts are necessary for the
foreground galaxies, such as in some versions of the geo-
metrical methods.
II. FORMALISM AND CORRELATION
FUNCTIONS
A. Magnification bias
When magnification bias is taken into account, the
observed galaxy overdensity at a mean redshift z0 in the
direction  is
nð; z0Þ ¼ gð; z0Þ þ ð; z0Þ: (2)
The first term is the intrinsic galaxy fluctuation integrated





dzWðz; z0ÞbðzÞ½ðzÞ; z; (3)
where ðzÞ is the comoving distance to redshift z and  ¼
ð Þ=  is the matter overdensity. We consider here the
case of a flat universe, but the expression can be easily
generalized to an open or closed universe. We assume a
scale independent bias such that g ¼ bðzÞ; this should
be correct for k & 0:05h Mpc1, though corrections could
become important at smaller scale (see e.g. [32]). If the
bias b varies slowly across the width of the selection
functionW, we can further assume that the bias is constant
through the galaxy sample, allowing the simplification
gð; z0Þ ¼ bðz0Þ
Z 1
0
dzWðz; z0Þ½ðzÞ; z; (4)
we will assume the relation holds in this paper, although it
is straightforward to generalize our results to encompass
both scale dependent and rapidly evolving bias.
The second term of Eq. (2) encodes the overdensity due
to magnification bias, and it reads (assuming that sðzÞ is
slowly varying across Wðz; z0Þ):









where r2? is the 2D Laplacian of the gravitational po-
tential in the plane perpendicular to the line of sight and s is
the slope of the number count function (see e.g. [30]). For a




We have also introduced the lensing weight function







that can be thought of as proportional to the probability for
a source around z0 to be lensed by mass at redshift z; it is
peaked at a redshift corresponding roughly to half the
comoving distance to the source (for a review of weak
lensing, see e.g. [33]).
















 ð1þ zÞ½ðzÞ; z: (8)
B. Cross-correlations
1. Galaxy-shear correlations
Galaxy-shear correlation (also often called galaxy-
galaxy lensing) has been the object of considerable interest
from theoretical and observational points of view [2–9]. It
consists of correlating the cosmic shear of background
galaxies located around a redshift zb with the number
density of foreground galaxies at redshift zf. Here, we
focus on the electric-component of the shear (sometimes
called the scalar component or the gradient mode) and we
will use  to refer to this scalar part: the convergence. The
cosmic shear of the sources is due to all the mass between
zb and z ¼ 0; however correlating this shear with galaxy
number density at zf, we extract the part of the lensing
mass that is correlated with the galaxy density at zf, i.e. the
matter located around zf. Therefore, galaxy-shear correla-
tions allow us to get important information about the
galaxy-mass power spectrum.
More precisely, due to magnification bias, the galaxy-
shear two-point correlation function is the sum of two
terms
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wnð; zf; zbÞ  hnð; zfÞð0; zbÞi
¼ hgð; zfÞð0; zbÞi
þ hð; zfÞð0; zbÞi
¼ wgð; zf; zbÞ þ wð; zf; zbÞ; (9)
where cos ¼ :0. We then consider the Legendre coef-
ficients Cg‘ ðzf; zbÞ, C‘ ðzf; zbÞ of the correlation func-
tions. They are defined as





Cg‘ ðzf; zbÞP‘ðcosÞ; (10)
where the P‘ are the Legendre polynomials. The galaxy-
shear angular power spectrum will then also be the sum of
two terms,
Cn‘ ðzf; zbÞ ¼ Cg‘ ðzf; zbÞ þ C‘ ðzf; zbÞ: (11)
We calculate these two angular power spectra Cg‘ , C

‘
using the Limber approximation which is accurate for large
multipoles ‘ * 10 [34]:














 ð1þ zÞPð‘=ðzÞ; zÞ; (12)
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 gðz; zfÞgðz; zbÞ
2ðzÞ ð1þ zÞ
2Pð‘=ðzÞ; zÞ; (13)
where Pðk; zÞ is the 3D matter power spectrum for a wave
number k and at a redshift z, bf the intrinsic clustering bias
of the foreground galaxy, and sf the mean number count
slope of the foreground galaxy sample. Usually, the signal
we are interested in is Cg‘ , while C

‘ will constitute the
magnification bias induced correction to this signal. It is
then important to know to what extent this correction can
be neglected or should be taken into account. We will
discuss these issues in detail in the following sections,
but before doing so, we would like to emphasize that the
same sort of corrections exist for galaxy-magnification
cross-correlations.
2. Galaxy-magnification correlations
Galaxy-magnification cross-correlation [10–25] is very
similar to galaxy-shear correlation replacing the shear by
the magnification of the background galaxies. In order to
measure these correlations, one should correlate the galaxy
density of a background distribution with the density of a
foreground distribution leading to the correlation function
wnnð; zf; zbÞ ¼ wggð; zf; zbÞ þ wgð; zf; zbÞ
þ wgð; zf; zbÞ þ wð; zf; zbÞ: (14)
If the background and foreground distributions do not
overlap, and they are far apart, it is easy to see that the
intrinsic galaxy-galaxy correlation wggð; zf; zbÞ and the
correlation between the magnification of foreground gal-
axies and background galaxy density wgð; zf; zbÞ both
vanish. The two remaining terms
wnnð; zf; zbÞ ¼ wgð; zf; zbÞ þ wð; zf; zbÞ (15)
are comparable to Eq. (9).
Similarly to Cn‘ , the angular power spectrum will be the
sum of two terms
C
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 ð1þ zÞPð‘=ðzÞ; zÞ; (17)
C


















 ð1þ zÞ2Pð‘=ðzÞ; zÞ: (18)
We can see that these expressions depend strongly on the
galaxy samples, through the bias bf and the number count
slopes sf, sb. Here, C

‘ constitutes the magnification bias
correction to C
g
‘ , the quantity that observers hope to
measure by cross-correlating number counts of two widely
separated samples of galaxies.
3. Formalism that combines the two types of correlations
If we compare Eqs. (12), (13), (17), and (18), it is easy to
see that they have a similar structure. To give a unifying
treatment, let us introduce the matter-convergence and
convergence-convergence power spectra












 ð1þ zÞPð‘=ðzÞ; zÞ; (19)















 ð1þ zÞ2Pð‘=ðzÞ; zÞ; (20)
then, we can relate the different power spectra in the
following way:
Cg‘ ðzf; zbÞ ¼ bfC‘ ðzf; zbÞ; (21)
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C





‘ ðzf; zbÞ ¼ ð5sb  2ÞbfC‘ ðzf; zbÞ; (23)
C

‘ ðzf; zbÞ ¼ ð5sb  2Þð5sf  2ÞC‘ ðzf; zbÞ: (24)
We are interested in the fractional magnification correc-
tions to the observed galaxy-lensing correlations, and in
both the galaxy-shear correlation and the galaxy-











¼ ð5sf  2Þ
bf
rðzf; zb; ‘Þ (25)
where r is defined as




In what follows, we will display several figures showing r,
but it should be kept in mind that ultimately, the fractional
correction of interest is r multiplied by ð5sf  2Þ=bf, a
quantity which is sample dependent. It suffices to say that
for vast classes of galaxy samples, this factor of ð5sf 
2Þ=bf could be easily of order unity. We will discuss this
point in detail in Sec. III D.
In all illustrative examples below, we will consider for













and the following cosmological parameters: the Hubble
constant h ¼ 0:7, matter densitym ¼ 0:27, cosmological
constant  ¼ 0:73, baryon density b ¼ 0:046, power
spectrum slope n ¼ 0:95, and normalization 8 ¼ 0:8. We
employ the transfer function of [35] and the prescription of
[36] for the nonlinear power spectrum.
III. CORRECTION DUE TO MAGNIFICATION
BIAS
We would like to understand better to what extent the
correction due to magnification bias should be taken into
account, and if so, in what cases. Before going into details,
we would like to emphasize that the correction to C‘ due
to C‘ can be non-negligible; in Fig. 1 we plotted the
correlation ‘‘signal’’ C‘ ðzf; zbÞ along with the corrected
observable C‘ ðzf; zbÞ þ C‘ ðzf; zbÞ for two foreground
and background redshifts. We see that the correction is
very small for low foreground redshifts, but this is not the
case for a higher zf.
In the following, we will study in detail the ratio in Eq.
(25), or its cousin r in Eq. (26), and their dependence on the
different parameters.
A. Dependence on the background galaxies redshift zb
The ratio r depends on zb through the lensing weight
function g. In Fig. 2, we can see that r grows when the
background sample gets closer to the foreground galaxies.
This is easy to understand: the galaxy-lensing correlation,
which is proportional to C‘ , becomes small when the
source-lens separation becomes small. More quantita-
tively, if one approximates the selection function by a delta
function, i.e. Wðz; zfÞ  ðz zfÞ (which is a reasonable
approximation if the width  of the selection functions is
small and if the sources and lenses distributions do not
overlap), we have










 ð1þ zfÞPð‘=ðzfÞ; zfÞ; (28)
showing that C‘ goes to zero for close background and
foreground samples; this is due to the fact that when the
lenses are very close to the sources, the lensing weight
function g is almost null (it would exactly vanish if indeed
W were a perfect delta function). Under the same approxi-
mation, we have
FIG. 1 (color online). Galaxy-lensing power spectrum
C‘ ðzf; zbÞ and the corrected power spectrum C‘ ðzf; zbÞ þ
C‘ ðzf; zbÞ for two redshift configurations. The redshift width
of the selection function is  ¼ 0:07.
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which tends toward a finite value when zb ! zf. It is
therefore not surprising to see that the ratio r becomes
large when the background galaxy redshift approaches that
of the foreground. Of course, for realistic observations, the
selection function is never quite a delta function, and the
precise behavior at low background redshift will depend on
its precise shape. Wewill study that aspect in more detail in
Sec. III C (see also [37]). Note also that when zb ap-
proaches zf, the whole premise of galaxy-magnification
cross-correlation measurements breaks down: as described
in Sec. II B 2, the idea of such measurements is to correlate
the number counts of a foreground sample and a back-
ground sample which are sufficiently far apart so that the
intrinsic clustering term wgg is unimportant.
Another interesting feature of Fig. 2 is that for high zb, r
asymptotes to some minimal value (independent of the
background position). This can also be understood easily
through Eqs. (28) and (29), indeed, when ðzfÞ  ðzbÞ,
ðzbÞ cancels out of Eq. (28) while Eq. (29) becomes
weakly dependent on ðzbÞ. Therefore, if one’s goal is to
minimize (magnification bias induced) corrections to the
galaxy-lensing correlations, it is important to make sure the
sources and the lenses are widely separated. However, it is
worth noting that according to Fig. 2, r can still be fairly
substantial even when zb differs significantly from zf. This
holds especially if zf is sufficiently large. We will explore
this further next.
B. Dependence on the foreground galaxies redshift zf
The foreground redshift appears to be the crucial pa-
rameter which determines when the correction to C‘ due
to C‘ is large. Indeed, the correlation C

‘ comes from the
lensing of both background and foreground galaxies by the
mass located between zf and z ¼ 0. The lensing efficiency
associated with this mass increases as zf increases. This
effect is already visible in Fig. 2, but is even more striking
in Fig. 3 in which we plot r as a function of zf (for each
point, we choose zb ¼ zf þ 1 so that r is close to its
asymptotic minimum value for this zf). Obviously, the
curves for low multipoles have a very different behavior
from the curves for high multipoles (we will study in more
detail this dependence on ‘ below). However, the main
point is that for each multipole ‘, r grows with zf and
reaches a non-negligible value for high zf. For example,
for ‘ ¼ 1000, r ¼ C‘ =C‘ is above 1% as soon as zf *
0:37, and above 5% for zf * 0:67. As a consequence,
magnification bias correction should be taken into account
when interpreting galaxy-lensing correlation measure-
ments if the foreground redshift is sufficiently high.
This dependence on the foreground redshift zf also
allows us to infer that this correction is negligible for the
cross-correlations that have been observed until now.
Indeed, in the case of the recently observed galaxy-shear
correlations (or so called galaxy-galaxy lensing) using the
SDSS survey [2–5,8,9], the lenses (foreground) are mostly
distributed [2] around a mean redshift hzfi ¼ 0:1. It is safe
to assume that these galaxies have j5sf  2j=bf of at best
unity [2]. Therefore the fractional correction is small:
jC‘ =Cg‘ j & 1%. Similar conclusions hold in the case of
galaxy-magnification correlations measured by cross-
correlating foreground galaxy counts with background
quasar counts, as carried out by [22]: here again, the
distribution of the foreground galaxies is peaked around
the low redshift hzfi ¼ 0:24, leading to a less than 5%
correction even for a large number count slope.
FIG. 2 (color online). rðzf; zb; ‘Þ ¼ C‘ ðzf; zbÞ=C‘ ðzf; zbÞ
for two different fixed foreground redshifts zf ¼ 0:1, 1 and for
three values of ‘ ¼ 10, 100, 1000. The width of the selection
function is  ¼ 0:07. For each zf we let zb vary in ½zf; zf þ 1.
We can see that the ratio r decreases with the separation between
the background and foreground samples.
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The situation will be quite different for future weak
lensing surveys, like LSST [38] or DUNE (now
EUCLID) [39]; indeed, these surveys will obtain precise
photometric redshifts up to very high redshifts z 3, and
therefore the magnification bias correction will not be a
priori negligible. In particular, for high lens redshift zf *
1, if the foreground number slope sf is not such that the
magnification is small, the correction can be of order one.
To keep the magnification bias correction small, one can
either focus on low zf galaxies, or select samples where sf
is close to 0.4 (or weigh galaxies by 1=ð5sf  2Þ). Perhaps
a better strategy is to include the magnification bias cor-
rection from the beginning when interpreting
measurements.
C. Dependence on the multipole ‘ and the selection
function width 
As discussed above, the correction due to C‘ depends
on ‘; in Fig. 4, we plot r as a function of ‘ for zf ¼ 1, zb ¼
2 in the case of nonlinear matter power spectum (case 1); in
order to emphasize the effect of nonlinearities, we also plot
rð‘Þ assuming the matter power spectrum is equal to the
linear one (case 2). (All figures in the rest of this paper use
the nonlinear power spectrum.)
We can see that r generally decreases with ‘. We can
also see a bump around ‘  1000 in the nonlinear case.
Since nonlinearities become important at different ‘’s for
C‘ andC

‘ (because the former is sensitive to fluctuations
between redshift zero and zf while the latter is sensitive to
fluctuations at around zf), it is not surprising that their ratio
is not monotonic. At sufficiently high ‘’s, the ratio r
asymptotes to some low value.
The overall behavior of r can be understood as follows.
Approximating once again the selection function as a delta
function, we need only to consider the ratio of Eq. (29) to
Eq. (28). At sufficiently high ‘’s, the integral over z in Eq.
(29) is such that it is dominated by z’s where Pð‘=ðzÞ; zÞ is
more or less power-law in ‘, i.e. P / ‘3 (originating from
the fact that PðkÞ / k3 at high k’s). Equation (28) is
likewise roughly proportional to ‘3 for sufficiently high
‘’s. Their ratio r is therefore independent of ‘, giving rise
to the high ‘ asymptote that we see in Fig. 4. At low ‘’s, on
the other hand, the integral in Eq. (29) goes through the
maximum of the matter power spectrum, and the result
depends strongly on ‘, leading to the steep decreasing
slope for low ‘ noticed in Fig. 4.
We should emphasize that at high ‘’s ( * 103), the







(12), (13), (17), and (18)], are affected by nonlinear and
scale dependent galaxy bias.
In this paper, we are mostly interested in the cases where
the foreground and background distributions do not over-
lap, and for which the width  of the selection function is
of little importance, as long as it is small (the case where
FIG. 4 (color online). Ratio rðzf; zb; ‘Þ ¼ C‘ ðzf; zbÞ=
C‘ ðzf; zbÞ as a function of the multipole ‘ for zf ¼ 1, zb ¼ 2
in two cases. Case 1: r is computed using a nonlinear matter
power spectum [36]; Case 2: r is computed assuming the matter
power spectrum is equal to the linear one. For low ‘, r decreases
steeply, before reaching a roughly constant plateau for high ‘.
FIG. 3 (color online). Ratio rðzf; zb; ‘Þ for different fore-
ground redshifts zf; for each zf, we choose a background
redshift zb ¼ zf þ 1, such that according to Fig. 2, r is mini-
mized. The redshift width of the selection function is  ¼ 0:07.
On the top panel, low multipoles are shown, while the bottom
plot shows r for high multipoles.
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the foreground and background galaxies are at the same
redshift has been studied extensively in [37]). This is
confirmed by Fig. 5, where we see that as long as the
separation between foreground and background is large
compared to , the precise value of  does not matter
much. In cases where zb is actually close to zf, the main
effect of increasing  is to make C‘ larger, hence making
the ratio r smaller (recall that C‘ vanishes if the selection
function is an exact delta function).
D. Dependence on the bias bf and number count
slope sf
In the previous sections, we have studied the parameter
dependence of the ratio r ¼ C‘ =C‘ . However, the quan-




which depends crucially on the lens sample dependent
quantities ð5sf  2Þ and bf. The ratio ð5sf  2Þ=bf can
vary anywhere from 1 to 2 depending on the sample
limiting magnitude and redshift, and it generally increases
as one focuses on brighter galaxies and higher redshifts
(see Fig. 1 of [30]). It is worth noting that measurements
that require spectroscopic redshifts (such as in the geomet-
rical method proposed by [26], discussed below) focus on
bright galaxies for which ð5sf  2Þ=bf is generally large,
i.e. order unity or above.
IV. GEOMETRICAL METHODS AND
MAGNIFICATION BIAS
By ‘‘geometrical methods,’’ we refer to techniques that
involve combining lensing measurements at different red-
shifts to obtain measures that are purely geometrical in
nature (i.e. they depend only on combinations of geomet-
rical distances and not on the power spectrum or its
growth). There are two simple observations we would
like to make about these techniques. First, there is a simple
way to implement these techniques using galaxy counts
alone, without using any galaxy shape information.
Second, magnification bias corrections may affect these
measures in a significant way, or more precisely, affect
significantly the inference of dark energy parameters from
these measures.
A. Extensions using number counts
Jain and Taylor [26] (see also [27,28]) proposed using
the ratio of galaxy-shear correlations (i.e. in a galaxy-
galaxy lensing experiment, as described in Sec. II B 1) to






¼ ððz1Þ  ðzfÞÞðz2Þððz2Þ  ðzfÞÞðz1Þ
: (30)
The second equality holds if the selection functions are
sharply peaked; this places an especially high demand on
the redshift accuracy of the foreground galaxies [28].
It is fairly straightforward to see that the same ratio can
be obtained by galaxy-magnification correlation measure-
ments, the type described in Sec. II B 2. In other words, by
cross-correlating the number counts of a foreground sam-
ple and a background sample of galaxies, one can isolate
C
g
‘ [Eq. (17), temporarily ignoring the magnification bias
correction that is in Eq. (18)]. If one can measure this
cross-correlation using two different background samples
but with the same foreground, we can form a ratio analo-








¼ ð5s1  2Þððz1Þ  ðzfÞÞðz2Þð5s2  2Þððz2Þ  ðzfÞÞðz1Þ
;
(31)
where the second equality holds again under the assump-
tion of a sufficiently narrow selection function. This ratio
differs from Eq. (30) only by factors that involve the
number count slope which can be independently measured.
Similar logic applies to generalizations of the Jain and
Taylor ratio, such as the one proposed by Zhang et al. [29].
It exploits what is known as an offset linear scaling of the
galaxy-shear correlation (similar scaling applies to shear-
shear correlation as well):
C
g











FIG. 5 (color online). rðzf; zb; ‘Þ ¼ C‘ ðzf; zbÞ=C‘ ðzf; zbÞ as
a function of zb for zf ¼ 1 and ‘ ¼ 1000; three different widths
of the selection function are shown:  ¼ 0:07, 0.15, 0.30. For
background redshifts close to foreground ones, r depends
strongly on , decreasing as  increases; for high zb * zf þ
3, the width of the selection function has no influence anymore,
as expected from the delta function approximation.
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 ð1þ zÞPð‘=ðzÞ; zÞ: (35)
Zhang et al. [29] suggested combinations of C
g
‘ ’s from




‘ ðzf; z3Þ  Cg‘ ðzf; z1Þ





An advantage of this approach compared to [26] is that it is
less demanding on the redshift accuracy.
Once again, one can implement the same idea using the





‘ ðzf; z3Þ=ð5s3  2Þ  Cg‘ ðzf; z1Þ=ð5s1  2Þ
C
g





B. Magnification bias corrections
The methods described above are interesting because
they allow us to isolate from cross-correlation measure-
ments purely geometrical constraints on dark energy. Such
constraints can be compared with constraints from the
growth of structure as a consistency test of general relativ-
ity. Figure 6 shows the Jain and Taylor ratio R as a function
of the dark energy equation of state w. We would like to
draw attention to the fact that R is a weak function of w.
This means an accurate determination ofwwould require a
very precise measurement of R. For instance, in the con-
figuration of Fig. 6, to constrainw to 5%, we would need to
measure R to within 0:04%. This suggests the magnifi-
cation bias corrections we have been studying might be
especially relevant: their presence, if unaccounted for,
would lead to incorrect inference on the dark energy equa-
tion of state.
More quantitatively, the observed Jain and Taylor ratio is
Robs ¼
Cg‘ ðzf; z1Þ þ C‘ ðzf; z1Þ













where zf is the foreground redshift, and z1 and z2 are two
different background redshifts. Inferring w from Robs,
without accounting for its difference from the idealized
ratio R in Eq. (38) (i.e. using R as the model for the data),
leads then to an inferred DE equation of state winferred
which differs from the true one wtrue; we call w ¼
wtrue  winferred the resulting bias. In Fig. 7, this bias w
is shown for various redshift configurations and ‘ ¼ 1000.
Here, we consider redshifts ranging up to z ¼ 2:6, approxi-
mate the selection functions by delta functions, and assume
FIG. 6 (color online). Dependence of the ratio R ¼
C
g
‘ ðzf; z1Þ=Cg‘ ðzf; z2Þ on the DE equation of state w for zf ¼
0:3, z1 ¼ 0:5, z2 ¼ 0:7. Note that R is a weak function of w.
FIG. 7 (color online). Bias in the inferred dark energy equation
of state w if magnification bias corrections are ignored in
interpreting the Jain and Taylor ratio. This is as a function of
the background redshift z1, for three foreground redshifts zf ¼
0:15, 0.35, 0.45. For each z1, we fix the other background redshift
z2 ¼ z1 þ 0:4 (our results do not depend sensitively on the
choice of z2  z1). The selection functions are approximated
by delta functions, and ð5sf  2Þ=bf  1 is assumed. The cal-
culation is done for ‘ ¼ 1000.
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ð5sf  2Þ=bf  1. The approximation and assumption are
reasonable given that the Jain and Taylor method requires
essentially spectroscopic redshifts for the foreground gal-
axies: such galaxies are generally bright and their values
for ð5sf  2Þ=bf are typically large (see [30]). We find that
for very low foreground redshifts (zf & 0:15), the bias w
is generally less than 5% for all combinations of the two
background redshifts z1 and z2. For intermediate redshifts
0:15 & zf & 0:45, whether one can keep w below 5%
depends on the z1, z2 configuration: for low z1, z2 (i.e.
approaching zf), the magnification bias correction is sim-
ply too large to be ignored; for sufficiently high z1, z2,
rðzf; z1; ‘Þ and rðzf; z2; ‘Þ become close to each other,
almost independent of the background redshifts (see
Fig. 2) and so the magnification bias corrections cancel
each other to a large extent in Robs. Finally, for high fore-
ground redshifts (zf * 0:45), the magnification bias cor-
rections are simply too large to allow such delicate
cancellations: w exceeds 5% for all background
configurations.
One could of course, when interpreting data, account for
the magnification bias corrections from the beginning and
avoid such a biasw. Note, however, that these corrections
depend on the power spectrum, making the observed ratio
Robs not strictly geometrical anymore. In other words, this
ratio is a useful, pure geometrical measure only in so far as
the magnification bias corrections are small.
V. CONCLUSION
In this paper, we present a detailed study of the correc-
tion due to the magnification bias of foreground galaxies in
the context of galaxy-lensing cross-correlations. We find
that the most important factor that determines the size of
this correction is the foreground redshift: the size increases
with redshift. For example, we found that for ‘ ¼ 1000, the
correction is above 1% ð5sf  2Þ=bf for zf * 0:37, and
above 5% ð5sf  2Þ=bf for zf * 0:67. Maintaining a
low foreground redshift is therefore necessary to keep the
magnification bias correction small. (We find a sufficiently
large separation between foreground and background,
z 1, is also necessary.) Or else, one should explicitly
account for the magnification bias correction when inter-
preting data. This is especially true for future surveys
which are expected to reach high precision and high red-
shifts. Finally, we present a simple extension of existing
geometrical methods to measure dark energy parameters
independently of the matter power spectrum. In the case of
galaxy-shear [26,29] and shear-shear [29] correlation func-
tions: the galaxy-shear correlation can be replaced by
galaxy-magnification correlation, allowing measurements
that involve only galaxy counts, with no galaxy shape
information necessary. However, we also point out that
these geometrical methods are generically sensitive to
magnification bias corrections. For ð5sf  2Þ=bf ¼ 1, we
find that the foreground redshift should be limited to zf &
0:45 in order to avoid biasing the inferred dark energy
equation of state w by more than 5%, and that even for a
low foreground redshift (< 0:45), the background samples
must be well separated from the foreground to avoid in-
curring a bias of similar magnitude.
As this paper was nearing completion, we became aware
of a preprint by Bernstein [40] that has some overlap with
the magnification bias issues that we discuss here.
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Le mécanisme de Vainshtein permet à certains modèles de gravité d’être proches de la
Relativité Générale au voisinage des corps massifs, tout en modifiant fortement les lois de
la gravitation à grandes distances.
Une part importante du travail de thèse présenté ici a été consacrée à la démonstration
de la validité de ce mécanisme, et à la preuve de l’existence de solutions à symétrie sphé-
rique, asymptotiquement plates, de la gravité massive, qui soient proches de la solution de
Schwarzschild à petites distances. La description de la méthode que nous avons suivie pour
parvenir à ces résultats a fait l’objet de la Partie II de ce mémoire. Dans un premier temps,
l’étude de la gravité massive dans la limite de découplage nous a permis de simplifier les
équations à résoudre, d’isoler le degré de liberté scalaire au centre du mécanisme de Vain-
shtein, et d’identifier des solutions à symétrie sphérique. Nous avons ensuite généralisé ces
solutions à la théorie complète, où toutes les non-linéarités sont prises en compte. Nous
avons ainsi mis en évidence l’existence, en présence d’une source, d’une solution régulière
en tout point, notamment à l’origine. Nous avons pu vérifier que cette solution était très
différente de la solution de Schwarzschild à grandes distances, mais était très proche de
la Relativité Générale au voisinage de la source, confirmant ainsi l’hypothèse de Vainshtein.
Grâce à la compréhension du mécanisme de Vainshtein, acquise au travers de notre
étude de la gravité massive, il nous a été ensuite possible de généraliser ce mécanisme,
au-delà des modèles de gravité massive proprement dits. Nous avons ainsi proposé, à la
Partie III, une nouvelle classe de théories scalaire-tenseur : les théories de k-Mouflage. Ces
modèles de gravité modifiée contiennent un champ scalaire en plus du graviton usuel. À
grandes distances de toute source, ce champ scalaire est libre de se propager, et modifie
donc radicalement la gravité. Au voisinage de sources massives, le champ scalaire interagit
fortement avec lui même et s’en trouve “camouflé”, grâce au mécanisme de Vainshtein.
Ces modèles démontrent que le mécanisme de Vainshtein peut exister pour des modèles
très divers, qui ne sont pas nécessairement reliés à la gravité massive ou à la présence de
dimensions supplémentaires.
Enfin, nous avons présenté les contraintes expérimentales que doit respecter toute théo-
rie de gravité modifiée afin d’être considérée comme viable. Ces contraintes peuvent prove-
nir de tests locaux, dans le système solaire ou dans les systèmes binaires. Elles peuvent éga-
lement être de nature cosmologique. De nombreuses observables cosmologiques sont ainsi
disponibles : SN Ia, densité de galaxies, CMB, cisaillement cosmique, biais d’amplification,
etc. Nous avons à ce titre, montré que le biais d’amplification pouvait altérer la préci-
sion de certaines corrélations d’observables cosmologiques (corrélations galaxies-lentilles).
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Enfin, nous avons pu voir que les expériences, en cours et futures, visant à détecter les
ondes gravitationnelles, dessinaient d’intéressantes perspectives de tests des modèles cos-
mologiques et de gravitation.
De nombreuses pistes demeurent à explorer au sujet des théories de gravité modifiée,
dans le prolongement des résultats que nous avons présentés.
Il serait ainsi très intéressant d’étudier plus avant l’existence de solutions à symétrie
sphérique dans les modèles de gravité massive et de k-Mouflage, dans le cas d’objets com-
pacts. Un tel projet requiert notamment de choisir un système de coordonnées adaptées,
afin d’éviter la singularité de coordonnées de la métrique de Schwarzschild à l’horizon
du trou noir. Dans le cas d’étoiles compactes, il peut se révéler nécessaire de modéliser
finement l’équation d’état de la matière au sein de la source.
Une étude systématique des solutions à symétrie sphérique des théories de k-Mouflage
apparaît également comme une direction de travail pertinente. Cela permettrait en effet
de connaître les modèles dans lesquels le mécanisme de Vainshtein est valide. Cette classi-
fication serait utile pour sélectionner des modèles de gravité particulièrement intéressants,
ou pour construire des modèles plus complexes et plus réalistes.
L’étude de la cosmologie des modèles de k-Mouflage pourrait également se révéler être
une voie intéressante, notamment en essayant de reproduire l’accélération de l’Univers à
partir de ces modèles.
D’un point de vue observationnel, la théorie des perturbations cosmologiques linéaires
ayant été bien étudiée, il semble particulièrement prometteur de se tourner vers le régime
non-linéaire des perturbations en gravité modifiée. Les échelles non-linéaires sont précisé-
ment celles où le mécanisme de caméléon et de Vainshtein entrent en action. L’étude des
phénomènes cosmologiques non-linéaires permettra donc de tester le détail de ces méca-
nismes.
Enfin, de nombreux projets expérimentaux ambitieux devraient bientôt entrer en fonc-
tionnement, parmi lesquels on peut citer le satellite Planck et le LHC, ainsi qu’à plus long
terme, l’interféromètre spatial LISA, le projet LSST ou encore le satellite Euclid. Les don-
nées expérimentales qui seront récoltées permettront de tester plus avant les modèles de
gravité modifiée que nous avons évoqués. Il n’est d’ailleurs pas à exclure que ces résultats
expérimentaux ouvrent de nouvelles perspectives, indiquant la direction à suivre au-delà
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A.1 Notations
Dans ce mémoire, nous adoptons les notations suivantes :
Métriques
– La signature de la métrique est (−,+,+, ...).
– Dans la jauge que nous avons appelée jauge de Schwarzschild à la Section 3.1.1, les
métriques gµν et fµν prennent la forme
gµνdx
µdxν = −eν(R)dt2 + eλ(R)dR2 +R2dΩ2,
fµνdx






e−µ(R)dR2 + e−µ(R)R2dΩ2. (A.1)
– La métrique utilisée en cosmologie est écrite en jauge longitudinale, et prend la forme
ds2 = −(1 + 2φ)dt2 + a2(1− 2ψ)δijdxidxj . (A.2)
Unités et constantes
– On utilise, sauf mention contraire, un système d’unité dans lequel c = ~ = 1.
– La masse de Planck réduite est reliée à la constante gravitationnelle parM−2P = 8πG.
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Quelques symboles fréquemment rencontrés :
Symbole Formule Définition
m masse du graviton
M masse de la source
Λ (MPm
4)1/5 échelle de couplage fort en gravité massive
RS 2GM rayon de Schwarzschild
RV (RSm
−4)1/5 rayon de Vainshtein
R⊙ rayon de la source
a RVm = (RSm)
1/5
Coordonnée radiale
Nous utilisons trois définitions de la coordonnée radiale, selon le contexte :
– coordonnée physique ; le symbole utilisé est R.
– coordonnée adaptée au développement à grande distance (cf. Eq. (3.13)) ; le symbole
utilisé est z ≡ R×m.
– coordonnée adaptée à la limite de découplage ; le symbole utilisé est ξ ≡ R/RV .
Normalisation des champs
Lors de l’étude de la gravité massive, il est nécessaire de redéfinir les champs (cf. Section
4.1.1) ; deux normalisations sont utilisées :




ρ˜ ≡ ρ/MP ,
P˜ ≡ P/MP .
(A.4)
Les fonctions utilisées pour les solutions à symétrie sphérique de la gravité massive






– normalisation adimensionnée :
w(ξ) ≡ a−2 µ
v(ξ) ≡ a−4 ν












où l’on rappelle que ξ = R/RV et a = RVm.
A.2 Abréviations
Les abréviations suivantes sont utilisées au cours de ce mémoire :
Abréviation Définition Commentaires et utilisation
ADD Arkani-Hamed, Dimopoulos et Dvali modèle branaire [19, 20]
AGS Arkani, Georgi et Schwarz potentiel AGS (2.43)
BD Boulware et Deser potentiel BD (2.42)
DGP Dvali, Gabadadze et Porrati modèle DGP [111]
DL Decoupling Limit
GM Gravité Massive
KK Kaluza-Klein décomposition en modes mas-
sifs d’un champ 5D (cf. Eq.
(2.5))
LD Limite de Découplage
MG Massive Gravity
PF Pauli et Fierz terme de masse de PF (cf. Sec.
2.2.2)
vDVZ van Dam, Veltman, Zakharov discontinuité de vDVZ
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In this Appendix, we would like to gather some useful results about the Hamiltonian
formalism in presence of constraints, and apply this formalism to various cases. As we
shall see, this formalism is a very powerful tool to rigourously study the degrees of freedom
(dof) content of a given theory. In particular, we will explain how to fix a gauge in this
formalism, and how to use this gauge choice to eliminate some unphysical dof. We will
also introduce the Stückelberg mechanism, which consists in reintroducing gauge freedom
in theories of massive fields, and to use this new gauge freedom to separate the various dof
in an elegant way; here again, the Hamiltonian formalism will help us to study in details
how the “Stückelberg trick” works.
The layout of this Appendix goes as follows. We will first recall some important facts
about the Dirac’s Hamiltonian formalism; we will then apply it to describe various theories:
the massless vector field (electromagnetism), the massive vector field (the Proca’s field),
the massive vector field with Stückelberg mechanism, General Relativity (GR) and Massive
Gravity (MG). We will provide a complete Hamiltonian treatment of the latter, including in
the linearized case, the non-linear case, and when the Stückelberg mechanism is included.
B.1 Hamiltonian formalism: general presentation
After two instructive examples, a very short presentation of Dirac’s Hamiltonian formalism
is given. The two main references we will use here are [283] (in particular Chapters 7 and
8) and [144].







x˙2i − V (xi). (B.1)
One can compute the momenta
pi ≡ ∂L
∂x˙i
= x˙i , (B.2)








p2i + V (xi). (B.3)




= [xi, H] = px
p˙i = −∂HC
∂xi
= [pi, H] = −∂V
∂xi
(B.4)
1We call canonical the usual Hamiltonian of Eq. (B.3), in opposition to the total Hamiltonian that will
be introduced later.
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We recall that the PB are such that
[xi, pj ] = δij (B.6)
and are the classical cousin of the quantum commutator. In general, any quantiy F (x, p)
evolves according to F˙ = [F,HC ].
Before ending this simple example, we would like to introduce a terminology subtlety:
while in Lagrangian formalism, we would consider x and x˙ as being part of the same
degree of freedom, in Hamiltonian formalism, x and px are viewed as two dof. It means
that for every Lagrangian dof, there should be two Hamiltonian dof. In order to avoid any
confusion, we will always specify which type of degrees of freedom we refer to.
B.1.2 Example of a simple system with gauge invariance




(x˙− y˙)2 ; (B.7)
it is invariant under the gauge transformation
δx = ǫ(t),
δy = ǫ(t) . (B.8)








= −(x˙− y˙) = −px . (B.9)
However, it is not possible to inverse this system of equations and express (x, y, x˙, y˙) in
terms of (x, y, px, py). This is due to the presence of the constraint Φ = px + py = 0.
Because of this constraint, the 4D manifold spanned by (x, y, x˙, y˙) is not mapped in a one-
to-one way into a 4D manifold, but rather to a 3D one spanned by (x, y, px, py = −px);
this manifold in phase space is called surface of constraints.
One can now ask the following question: can we calculate the Hamiltonian, even if we
cannot inverse the velocities-momenta relation? The answer is yes:




p2x(x, y, x˙, y˙) = H(x, y, px, py) (B.10)
This will be true in general: the Hamiltonian is only a function of (x, y, px, py) and there-
fore can always be calculated, even in the presence of constraints.
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New problems arise when we consider the equations of motion. Indeed, the HJ equations
are not valid anymore: they would give x˙ = ∂HC/∂px = px while we know that px = x˙− y˙.
We will see that in this case, instead of the canonical Hamiltonian, one should use the
“total” Hamiltonian
HT ≡ HC + uΦ, (B.11)
where u is an arbitrary function which reflects the gauge freedom.
Finally, we can notice that this gauge transformation is generated by the constraint:
δx = [x, ǫΦ] = ǫ(t), δy = [y, ǫΦ] = ǫ(t).
From this example, we can extract a few interesting points:
• in presence of constraint there is no one-to-one correspondence between the x˙’s and
the p’s,
• the canonical Hamiltonian can still be calculated,
• the evolution of any function F is not given by [F,HC ] anymore, but by the total
Hamiltonian HT that takes into account the presence of constraints, and in case of
gauge symmetry, of arbitrary function of time,
• in some cases, constraints can generate gauge symmetry.
We are now ready for a more formal exposure to the Dirac’s formalism.
B.1.3 General presentation of Dirac’s Hamiltonian formalism
The Dirac’s Hamiltonian formalism is presented in great details in [144], so we will be
brief here: we would just like to remind some important facts which will be useful in the
following.
Definitions
Consider the Lagrangian L(qi, q˙j) with i = 1, ..., N ; the momenta are defined as
pi(q, q˙) ≡ ∂L
∂q˙i
. (B.12)




6= 0 . (B.13)
If the determinant (B.13) is null, the system is singular and there exist some primary
constraints Φm(q, p) = 0. These constraints are called primary because they come from
the definition of the momenta. It’s important to realize that from the Lagrangian point of
view, these constraints Φm[q, p(q, q˙)] = 0 are just identities for the q’s and q˙’s, while from
the Hamiltonian point of view, they constrain the q’s and the p’s to live on subspace of
the phase space: the surface of constraints.
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In any case, the canonical Hamiltonian can always be calculated
HC(q, p) = piq˙
i − L , (B.14)
since it is only a function of the q’s and p’s.
Equations of motion and Total Hamiltonian
Even if the canonical Hamiltonian can be calculated, this is not sufficient for determining
the equations of motion. Because of the constraints, the q˙’s cannot be expressed uniquely
as function of q’s and p’s, but one needs more “coordinates”. Indeed, [144] shows that the
HJ should be replaced by












We see that the u’s play the role of new coordinates in phase space, perpendicular to the
surface of constraints, which complement the phase space coordinates q’s and p’s in order
to span a space in one-to-one correspondance with the initial space of the q’s and q˙’s.
Equivalently, the canonical Hamiltonian should be extended to the “total” Hamiltonian
HT (q, p, u) = HC(q, p) + u
mΦm(q, p) , (B.16)
such that the evolution of any quantity F is given by
F˙ = [F,HT ]. (B.17)
The form of HT is quite natural: it takes into account the arbitrariness of the functions u’s,
leads to the correct equations of motions for the p’s and q’s and is equal to the canonical
Hamiltonian “on-shell” (i.e. on the surface of constraints).
Chain of constraints
The next step is to enforce the conservation of the constraints in time. Once again, we
don’t want to be very general here, so let’s take a very simple example with only one
constrain Φ1. The conservation of this constraint reads
Φ˙1 = [Φ1, HT ] = [Φ1, HC ] + u
1[Φ1,Φ1] = [Φ1, HC ] . (B.18)
Several cases are possible:
• Φ˙1 ≈ 0 (the symbol ≈ means “= on the surface of constraints”): Φ1 is automatically
conserved, and u1 is arbitrary,
• Φ˙1 6≈ 0 (the symbol 6≈ means “ 6= on the surface of constraints”). This gives a new
secondary constraint Φ2 ≈ Φ˙1 and different sub-cases are possible:
– [Φ1,Φ2] ≈ 0: we have to enforce the conservation of Φ2, etc.
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– [Φ1,Φ2] 6≈ 0. In this case, the equation Φ˙2 ≈ 0 fixes u1: there is no gauge
freedom.
In general, if [Φi,Φj ] ≈ 0 for any j, Φi is said to be first-class constraint. It is associated
with a gauge invariance, and ui is arbitrary. On the contrary, if there exists an j such that
[Φi,Φj ] 6= 0 on the surface of constraints, Φi is said to be second-class constraint, and ui
is fixed by the chain of constraints.
B.1.4 Gauge transformation and gauge fixation
Dirac’s conjecture
We have seen on the simple example of the paragraph B.1.2 that the gauge transformation
was generated by the (first-class) constraint of the model. This is a trivial example of the
Dirac’s conjecture, which states that in general, the first class constraints generate gauge
transformations.
This can be easily seen for primary first-class constraints. For example, consider the
case where there is only one (necessarily first-class) constraint Φ0. u0 is arbitrary; however,
the time evolution of any function F depends on u0, so this should corresponds to a gauge
transformation:
δF = ǫ[F,Φ0]. (B.19)
The Dirac’s conjecture extends this result to any primary or secondary first class constraint.
Gauge fixation
How to fix the gauge is quite clear in the Hamiltonian language: for each first-class con-
straint Φ, one should add a new constraint χ(q, p) such that [Φ, χ] 6≈ 0, i.e. such that Φ is
not first class anymore. Once all the first-class constraints have been fixed, the constraints
χm = 0 are such that no linear combination of the type um[χm, χn] vanish. This implies
that detC 6≈ 0, where Cmn = [χm, χn]. Note that there must always be an even number
of independent second class constraints.
Each second class constraint should allow to get rid of one unphysical dof. We would
like to see how to do so, and understand how to restrict the theory to only physical dof.
For this purpose, we need to introduce another structure: the Dirac’s brackets.
B.1.5 Dirac’s brackets
When all the constraints are second class, one can define the Dirac’s brackets (DB):





The DB have various desirable properties, among which two are particularly important:
• for any A, A˙ = [A,HT ] ≈ [A,HT ]D, due to the fact that the constraints are conserved
on the surface of constraints, i.e. [χn, HT ] ≈ 0,
• for any A and any constraint χm, [χm, A]D = 0, so one can enforce the constraints
before or after calculating the DB.
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Thanks to these two properties, the DB will help us to understand how to eliminate the
unnecessary dof, and write everything in terms of physical dof. For example, consider the
case where there are 2N dof (qi, pi) and 2M second-class constraints: this means that 2M
dof can be killed by the constraints (let’s call them (Qr,Pr)), in which case only 2(N-M)
physical dof should remain (let’s call them (Qa, Pb)). By definition of the “coordinates”
of the phase space, [Qr, Qa] = [Qr, Pb] = [Pr, Qa] = [Pr, Pb] = [Qa, Qb] = [Pa, Pb] =
[Qr,Qs] = [Pr,Ps] = 0, while [Qr,Ps] = δrs and [Qa, Pb] = δab .
Suppose in addition that the constraints are of the particular form (actually, it is always
possible to do a canonical transformation to be in this situation)
χr = Qr − f r(Qa, Pb)
χM+r = Pr , (B.21)
where r = 1, ...,M . Imagine now that we consider a quantity A(Qa, Pb) and want to find
its evolution. It is given by
A˙ = [A,HT ] ≈ [A,HT ]D ≈ [A,HC(P,Q)]D , (B.22)
where we have used the constraints inside the brackets to getHC(P,Q) out ofHC(P,Q,Q,P).
At this point, we notice that
[A,HC(P,Q)]D = [A,HC(P,Q)]. (B.23)
This is due to the specific form of the constraints (B.21), which are such that for any














[χs, B] = 0, (B.24)
where the first equality holds because [A(P,Q), χm>M ] = [A(P,Q),Pr=m−M ] = 0 and the




= 0 for r < M, s < M (see for example Eq. 7.A.11
of [283]). This yields
A˙ ≈ [A,HC(P,Q)] . (B.25)
In the above equation, nothing depends on the constraints; we can thus replace the ≈
symbol by an =, and we get the final result
A˙ = [A,HC(P,Q)] . (B.26)
We have succeeded in getting rid of the unnecessary dof and in writing the evolution equa-
tion of A only in terms of the physical ones.
This result can actually be extended to the case where only a subset of the constraints is
used to get rid of some of the dof. Imagine for example that the constraints (B.21) are only
a subset of the constraints, i.e. there exist other constraints2 χ¯q(P,Q) on the coordinates.
2We suppose that these constraints depend only on the P ’s and Q’s since we can always redefine the
constraints such that this is true; indeed, it suffices to resolve the constraints χr directly in the other
constraints χ¯q to obtain the latter under the form χ¯q(P, Q).
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It is then easy to prove, following a demonstration similar to the one presented above, that
the evolution of any quantity A(P,Q) is given by
A˙ = [A, H¯T (P,Q)] , (B.27)
where H¯T is the Hamiltonian in which the constraints (B.21) have been resolved.
To conclude, when some of the constraints are in the form (B.21), it is possible to
use them to get rid of 2M dof, and simplify the theory accordingly. Note however that
the specific form (B.21) is crucial: in general, replacing directly the constraints inside the
Poisson brackets is usually totally wrong! It’s only in some very specific cases, like the
one of Eq. (B.21), that the constraints can be used directly inside the PB to simplify the
Hamiltonian.
B.1.6 Extension to fields
In the following, we will be interested in the study of fields qi(x), πj(x) rather than in point
particles. It basically works the same way, with additional δ functions. For example, the
commutation relations read
[qi(x), πj(x
′)] = δ(3)(x− x′) δij , (B.28)
where δ(3) is the Dirac distribution in the 3D. We also define a Hamiltonian density HT (x),
so that HT ≡
∫
d3x HT (x). The evolution of any function F (x) is then given by
F˙ (x) = [F (x), HT ] =
∫
d3x′[F (x),HT (x′)]. (B.29)
We are now ready to apply the Dirac’s Hamiltonian formalism to the most famous gauge
theory: the electro-magnetic field.
B.2 The Electomagnetic field
B.2.1 The Lagrangian Formalism
The action and the Equations of Fields











The equations of fields are easily found to be
∂µF
µν = 0. (B.31)
We know that even if the photon is described by a vector field with four components, only
two Lagrangian dof propagate (the two usual polarizations of the photon). Let’s review
how the dof can be counted.
3In these notes, we use the (-,+,+,+) signature for the metric.
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How to count the degrees of freedom
Basically, Aµ containts four variables, and there is the gauge freedom
Aµ → Aµ + ∂µΛ (B.32)
that kills two of them, so it remains two dof. A good way to see it in more details is to
proceed to the following decomposition of Aµ: Aµ is made of two scalars A0, AL and of a




i + ∂iAL .
(B.33)
Then, the gauge transformation (B.32) can be rewritten


A0 → A0 + Λ˙,
AL → AL + Λ,
ATi → ATi .
(B.34)
Now, it is straightforward to check that any solution (A0, AL, ATi ) can be related to the
solution (A′0 = 0, A
′
L = 0, A
T
i ) by a gauge transformation. Indeed, by choosing Λ = −AL,
we can kill the longitudinal dof; then, it is obvious, using (B.31), that A′0 = A0 + Λ˙ = 0.
More generally, it implies that two solutions with the same transverse components are
related by a gauge transformation and as a consequence are physically equivalent. In
other words, whatever the scalar modes are, it does not matter: these components are not
physical dof. The only physical modes are the two transverse ones.
Other reasonings are possible, which lead of course to the same conclusion. For example,
a usual method consists in first fixing the so-called “Lorentz gauge” ∂µAµ = 0, that relates
the two scalar modes ; then, one can realize that there is still a residual gauge freedom:
Aµ → Aµ + ∂µξ, with ξ = 0 (B.35)
that allows to put one of the scalar modes to zero, cancelling also the other scalar mode
at the same time.
B.2.2 The Hamiltonian formalism of electromagnetism
The Legendre transform









= F i0 = ∂iA0 − ∂0Ai.
(B.36)
We see that the momentum π0 associated with A0 is automatically null: this is a (primary)
constraint on π0. We can give it a name: Φ1 = π0 = 0. Despite this constraint, let’s
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continue and calculate the canonical Hamiltonian density:






















ij + πi∂iA0. (B.37)
Since we know that the Hamiltonian is defined as H =
∫
dx3H, we can perform an inte-
gration by part on the last term of (B.37), and up to a surface term, we obtain:







In order to write the equations of fields, we need to introduce the function u1(t), which
can be thought of as coordinates on the surface of the inverse image of a given πν [144].






+ u1 · ∂Φ1
∂πµ
,
π˙µ = − ∂H
∂Aµ




ν) = π0 ≈ 0.
(B.39)
One can check that these equations can be derived from the total Hamiltonian
HT = HC + u
1Φ1 . (B.40)
This means that the time derivative of any function F can be calculated thanks to
F˙ = [F,HT ] = [F,HC ] + u
1 · [F,Φ1], (B.41)











The chain of constraints
We have now to calculate the chain of constraints: the primary constraints have to be
conserved in time, generating secondary constaints and so on. In our case, we have
Φ2 ≡ Φ˙1 = [Φ1, H] + u1[Φ1,Φ1] = −∂iπi ≈ 0 (B.43)
It happens that the secondary constraint Φ2 is automatically conserved in time; as a
consequence, there are no more constraints.
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We would like to point out that the previous results can also be derived from a “Hamil-
tonian action” formalism. Indeed, let’s define



















Varying this action respect to the fields Aµ and πµ leads to the equations of motion (B.42),
while varying the above action respect to the u1 leads to the constraint Φ1 = π0 ≈ 0 (where
here the ≈ means “on-shell”); since u1 is in fact a Lagrange multiplyer, it is possible to
enforce directly the associated constraint into the action (B.44), yielding

















We see now that A0 is also a Lagrange multiplyer, which enforces the second constraint
Φ2 = −∂iπi ≈ 0.
Comparison with the Euler-Lagrange equations
It is of interest to see how the Euler-Lagrange equations are recovered in the Hamiltonian
formalism. Clearly, the second equation of the system of equations (B.42), A˙i = πi+∂iA0,
is just a rewriting of the second equation of (B.36): πi = F i0; besides, the fourth equation
of (B.42), combined with the time derivative of the second, gives
∂µFµk = 0, (B.46)
while the third yields
∂µFµ0 = 0. (B.47)
These are the Maxwell’s equations. The constraint Φ2 = −∂iπi = 0 is just the Gauss’ law.
Constraints and Gauge invariance
We have identified the two constraints
Φ1 = π
0, (B.48)
Φ2 = −∂iπi. (B.49)
We can now check that these constraints are first class constraints, i.e. that their Poisson’s
brackets with any other constraint vanish on the surface of constraints. Indeed, one can
easily verify that
[Φ1,Φ1] = [Φ1,Φ2] = [Φ2,Φ2] = 0. (B.50)
As we explain in the section B.1.5, first-class constraints generate the gauge transformations
(the so-called Dirac’s conjecture). Here, the gauge generator is
G[ε] ≡
∫









d3x′ (∂νε)πν , (B.51)
and
δAµ(t, ~x) = [Aµ, G[ε]] =
∫
d3x′∂′νε[Aµ(t, ~x), π
ν(t, ~x′)] = ∂µε. (B.52)
We recover the usual gauge transformation, confirming on this example the Dirac’s con-
jecture.
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Fixing the gauge
It is often useful to “fix the gauge”, for example in order to quantize in a specific gauge, or
to count dof. It can be done in a straightforward manner in the Hamiltonian formalism:
one has just to add by hand two new constraints Φ3 and Φ4, that make the two original
first class constraints be second class. After this procedure, the system is a pure second
class system, each constraint killing one Hamiltonian dof.









One can check that Φ˙3 ≈ Φ4; besides, Φ˙4 ≈ 0 ⇒ u1 = 0. This shows that the system of
constraints (B.53) fixes the gauge completely.
Lorentz gauge Another popular choice of gauge is the “Lorentz gauge” ∂µAµ = 0.
However, it is well known that this choice does not fix totally the gauge: there is the
residual gauge freedom (B.35). This residual invariance means that the Lorentz gauge is
not unique in the Hamiltonian formalism, but rather corresponds to a class of gauges. One
can check that the Coulomb’s gauge fixing (B.53) happens to be a member of this class.
B.3 The Proca’s field
We now turn to the theory of a massive vector field, often called Proca’s field.
B.3.1 The Proca’s Action



















= F i0 .
(B.55)
The Hamiltonian density is given by
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kAi − ∂i∂kAk −m2Ai
π0 ≈ 0
(B.57)
Combining these equations, one can recover the usual Proca’s equations of fields
∂µF
µν = m2Aν , (B.58)
from which it is easy to deduce that
∂µA
µ = 0,
(−∂2 +m2)Aµ = 0. (B.59)
The first equation show that the field is automatically in “Lorentz gauge”: there is no gauge
freedom anymore.
B.3.2 Constraints and Gauge Invariance
We still have two constraints Φ1 = π0 = 0 and Φ2 = m2A0− ∂iπi. The constraint Φ1 fixes
π0 while Φ2 fixes A0. As a consequence, the Aµ field has only 6 Hamiltonian dof which
propagate, i.e. three Lagrangian dof, as it should.
The next step is to look at the gauge invariance. More precisely, we showed that the
theory is not gauge invariant because of the mass term. So, we expect the constraints Φ1
and Φ2 to be second-class contraints, i.e. we expect it not to commute one with each other.
Indeed, one can easily compute
[Φ1,Φ2] = −m2, (B.60)
which shows that the system is second class.
B.3.3 Resolving the constraints
Thanks to the general discussion of the section B.1.5, where we presented the Dirac’s brack-
ets formalism, we know that we can resolve the constraints directly into the Hamiltonian,
since the constraints are of the form (B.21). The simplified Hamiltonian, which is obtained



























The associated eof for the physical fields Ai, πi can then be derived from it and we obtain





π˙i = [pi, Hresolved] = ∂k∂
kAi − ∂i∂kAk −m2Ai.
(B.62)
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One can easily check that these eof are exactly the eof one would obtain starting from the
original eof (B.57) and perform the replacement π0 = 0 and A0 = 1
m2
∂iπ
i directly in them.
This explicit calculation is thus a good example of how it is possible to resolve the second
class constraints directly in the Hamiltonian.
B.3.4 The Hamiltonian action
Here again, it is possible to recover the previous results, starting from the action















+A0 · ∂iπi − 1
2
m2AµA




The Lagrange multiplyer u1 enforces the constraint Φ1 = π0 = 0. Once inserted into the





















which is just the action one would obtain replacing the A˙’s by the π’s in the initial La-
grangian action (B.54). Now, we see that A0 is not a lagrange multiplyer anymore; instead,
the variation of the action respect to A0 determines A0 itself through
m2A0 = ∂iπ
i ; (B.65)
this is just the constraint Φ2.
B.4 Proca Field with Stückelberg mechanism
We now introduce the “Stückelberg trick”, which consists in reintroducing the gauge invari-
ance broken by the mass term. We will show that it allows to separate the various degrees
of freedom of a massive field in a covariant way. We will study it4 using both a Lagrangian
and a Hamiltonian approach.
B.4.1 The Action







m2(Aµ − ∂µφ)(Aµ − ∂µφ). (B.66)
This new action is now invariante under
Aµ → Aµ + ∂µΛ,
φ → φ+ Λ. (B.67)
4Note that the Proca Field with Stückelberg mechanism is also presented in Sec. 2.4.1.
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At this point, we can have a doubt about the term ∂0φA0: indeed, one can also integrate
by part in the action and obtain a time derivative of A0. However, this just change some
calculations but the main results are of course the same ; so we keep the form above, freely
integrating by part the spacial derivative, but considering Aµ, ∂0Aµ, φ, ∂0φ as independent

































(Ai − ∂iφ)2 . (B.69)
The general expression of the equations of fields are still given by (B.39), and the Hamil-






















(Ai − ∂iφ)2 −A0
(
πφ − ∂iπi
)− u1 · π0
} (B.70)
A few remarks can be made. First, we can note that the primary constraint is still
Φ1 = π
0 = 0: A0 is still a non dynamical field. We also notice, like in usual E&M,
that A0 is a Lagrange multiplyer in the Hamiltonian action (B.70) in which π0 = 0 has
been enforced.


















Combining these equations, one can recover the covariant equations of fields (on the con-
straints surface):
∂µF
µν = m2(Aν − ∂νφ) (B.72)




which means that the field Aµ is automatically in the Lorentz gauge.
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B.4.2 Constraints and Gauge Invariance
Let’s now study the various constraints of this theory. First, we have Φ1 = π0 = 0. If we
ask this constaint to be conserved in time, we impose:
Φ2 = −π˙0 = −∂iπi + πφ = 0. (B.74)
But from (B.71), we know that πφ = m2(φ˙− A0), so this is just the generalisation of the
Gauss’ Law (B.72)
∂µF
µ0 = m2(A0 − ∂0φ). (B.75)
There are no more constraints coming from the conservation of Φ1. Computing the Poisson
bracket of the two constrain
[Φ1,Φ2] = 0, (B.76)
we see that the constraints are first class: according to the Dirac’s conjecture, they should









d3x′ (∂νΛ)πν + Λπφ) . (B.77)
One can compute how the fields change under the action of G[Λ], and obtain

δAµ(t, ~x) = [Aµ, G[Λ]] =
∫
d3x′∂′νΛ · [Aµ(t, ~x), πν(t, ~x′)] = ∂µΛ,
δφ = [φ,G[Λ]] =
∫
d3x′Λ · [φ(t, ~x), πφ(t, ~x′)] = Λ.
(B.78)
It indeed corresponds to the gauge invariance (B.67) of the action (B.66).
Unitary gauge
One can choose several gauges; one of them is the unitary gauge, for which one recovers
the initial theory (B.54). In Hamiltonian formalism, it corresponds to adding two new












Note that Φ4 = Φ˙3, ensuring that the constraints are conserved [248]. One can further
check that u1 is fully determined by
u1 = A˙0 ≈ ∂iAi. (B.80)
Let’s try now to resolve the constraints. In particular, let’s get rid of the φ and πφ dof.
The only (small) problem is that the constraints (B.79) are not exactly of the form (B.21),
so it’s not possible to apply directly our results of the Sec. B.1.5. Of course, since the
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form of the constraints (B.79) is extremely close to the one of (B.21), it is quite obvious
that one can just redo a reasoning similar to the one we exposed in the section B.1.5, and
reach the same conclusion, i.e. it is possible to replace directly the constraints inside the















which are now of the form (B.21). One can then replace φ˜, π˜φ using the constraints Φ˜3, Φ˜4
in the Hamiltonian (B.69) and obtain exactly the Proca’s Hamiltonian (B.56). In addition,
the two first constraints Φ˜1 and Φ˜2 are exactly the two Proca constraints, and the equations
of motions of the Stuckelberg formalism along with this choice of gauge give exactly the
Proca’s equations of motion. This shows that the Stückelberg action theory is exactly
equivalent to the original Proca’s theory.
“Transverse” gauge




Φ2 = −∂iπi + πφ
Φ3 = ∂iA
i
Φ4 = πφ +△A0
(B.83)
It corresponds to setting to zero the longitudinal scalar AL ≡ △−1(∂jAj) = 0. Note that



























where πiT ≡ πi−∂i(△−1(∂jπj)) are the transverse momenta, associated5 with the transverse
part of the vector AiT ≡ Ai − ∂iAL. We see that the field φ is playing the role of the
longitudinal mode: the Stückelberg formalism allowed us to extract the longitudinal scalar
mode of the massive vector field in an easy and covariant way.
5It not true in general that the transverse part of the momenta is the momentum associated with the
transverse part of the vector: for quadratic actions, though, this result can be proven to hold.
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B.5 ADM formulation of General Relativity
There are two equivalent approaches: the first one is covariant, and is given in great
detail by Wald in [277]: elegant, but not very illuminating ; the other point of view,
which corresponds to the original one by ADM [25] (see also the very good references
[104, 148, 194]), chooses a particular system of coordinates, and as a consequence, is
probably easier, but less covariant. We will present both of them, and give the choice of
coordinates that allows to go from one to another.
B.5.1 The covariant approach
We foliate the 4D manifold into space-like sheets Σt, parametrized by a global time function
t. We also define the vector field nµ normal to the Σt, normalized to nµnµ = −1, and the
“3D-metric” as the metric induced by (4)gµν on the Σt
(3)gµν ≡ (4)gµν + nµnν . (B.86)
Note that (3)gµν = δ
µ





(3)gµνnν = 0) and that for any vector V µ tangent to Σt, V µ∇µt = 0 (since t is defined to
be constant on the surface Σt).
Then, we have to choose a vector tµ that will represent the “flow of time”; more precisely,
we need a mapping between the points of a reference surface, say Σt0 , and the points of
an arbitrary surface Σt. Once we have tµ, we can associate each point P0 of Σt0 with the
intersection Pt of Σt and the integral curve xµ(τ) such that dx
µ
dτ = t




natural choice of parameter is such that the point Pt corresponds precisely to τ = t, i.e.





The canonical variables The canonical variables are
(3)gµν =
(4)gµν + nµnν , (B.88)
N = −tµnµ , (B.89)
Nµ = (3)gµνt
ν . (B.90)
As already said, (3)gµν is just the projection of the full 4D-metric on the 3D surface Σt: it
corresponds to 6 dof. N is clearly the projection of the time flow tµ on the normal to Σt
and encodes one dof, whereas Nµ is the projection of tµ onto the surface, and then carries
3 dof.
It is worth noticing (cf. [277], Eq. E.2.21) that since tµ = Nµ + Nnµ, and Nµ is
tangent to Σt, we have the relation 1 = tµ∇µt = Nnµ∇µt, i.e. N = (nµ∇µt)−1.
B.5.2 Formulation in a specific base
Consider now the case where we choose a specific chart of coordinates, for which tµ = (1,~0),
or equivalently for which xµ = (t, xi). In this case, one can realize that the normal unit
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In this particular choice of coordinates, a lot of expression can be given explicitely.
The metric






Ni ≡ (4)g0i , (B.93)
(3)gij ≡ (4)gij . (B.94)
One has also to introduce the inverse 3-metric, such that (3)gij (3)gjk = δik, that allows to


























(3)g. Starting from now, we will not continue
to label the 3-metric with a (3), assuming that the distinction between the 4D and the 3D
metric is obvious from the context.
The action, the momenta and the Hamiltonian















(∂tgij −DiNj −DjNi) . (B.97)
Note that the action S¯EH considered here differs from the action (2.40) by a
M2P
2 factor.
This rescaling is just chosen for convenience, in order to follow the notations of [104] and
to obtain simple expression of the momenta, but do not change anything to the conclusions
we will reach. In the following, we will label the rescaled actions with a bar above, as we











(3)g (Kij −Kgij). (B.100)
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The two first momenta equations (B.98) and (B.99) are in fact primary constraints; we will






πij g˙ij −NR0 −NiRi
)
, (B.101)































is often denoted in the litterature by πij |j where |j is
understood to be the covariant derivative of the tensor density πij .
B.5.3 The algebra of constraints
As we already said, the two first momenta equations (B.98) and (B.99) are in fact primary
constraints; they reflect the fact that N,Ni are Lagrange multiplyers and as a consequence
are non dynamical. One can give a name to these constraints:
Φ0 = π = 0 , Φi = πi = 0 . (B.105)
Then, in the Lagrangian formalism, since N,Ni are Lagrange multiplyers, varying the
action respect to these dof leads to new constraints. In the Hamiltonian picture, these sec-
ondary constraints appear when we ask that the primary constraints Φ0,Φi are conserved
in time. These secondary constraints read
Φ4 = R0 = 0 , Φ4+i = Ri = 0 . (B.106)
Note that one can also define the constraints downstairs
Φ4+i ≡ Φ4+jgij = Rjgij . (B.107)
Algebra of constraints We introduce now the Poisson bracket such that





















and such that all the other brackets vanish. We want to compute the algebra of constraints[
ΦA(x),ΦB(y)
]
for any pair of constraints. This is done in [104], and leads to the non-trivial






















[Ri(x), Rj(y)] = Ri(y)
∂
∂xj
δ(x− y) +Rj(x) ∂
∂xi
δ(x− y). (B.113)




is not trivially zero; this is due to the fact that




term in R0 is
non zero. However, we see that all the above PB vanish “on-shell”, i.e. on the surface of
constraints: for any two constraints
[
ΦA(x),ΦB(y)
] ≈ 0, where we remind that ≈ means
on the surface of constraints. This means that the constraints are first-class and according
to the Dirac’s conjecture, are related to the gauge symmetry of the action. Indeed, one
can check that the constraints generate the diffeomorphism symmetries.
Counting of the dof goes as follows: the initial action (B.101) contains 20 Hamiltonian
dof (i.e. 10 Lagrangian dof); 8 of them are killed by the constraints ΦA. However, we
still have to fix the gauge; this is done by adding 8 new constraints χB, such that now
all the constraints are second class. This 8 new constraints kill 8 other dof. At the end,
there remains 4 Hamiltonian dof that corresponds to the usual 2 tensorial modes of the
gravitational waves.
B.6 ADM formulation of Massive Gravity
In this section, we would like to study the Massive Gravity from a Hamiltonian point of
view, in the same spirit as in Sec. 2.3.2. As presented in Eq. (2.39), the general form of




√−gR+ S¯int[f, g], (B.114)
where gµν is the dynamical metric, and fµν is a background metric. Note that here again,
we have rescaled the action by a M2P /2 factor compared to the action (2.40), in order to
work with expressions of the momenta and constraints as simple as possible. The graviton
is defined as hµν = gµν − fµν . In the following, we will focus on the Boulware & Deser [49]









−f hµνhστ (ηµσηντ − ηµνηστ ) , (B.115)
even if our results will hold for a much larger class of potential [83].
B.6.1 The action and the momenta
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(3)g (Kij −Kgij). (B.117)


































We will first study the theory at quadratic order in the action, before studying the fully
non-linear case.
B.6.2 Analysis at quadratic order
In order to truncate the action at quadratic order, we define n ≡ N − 1. We will then
suppose that the fields n, Ni and hij are much smaller than 1, and expand to second order
in these variables.
The action, the momenta and the Hamiltonian























(h˙ij − ∂iNj − ∂jNi). (B.122)
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πij = (Kij −Kgij). (B.123)























and the primary constraints are once again
Φ0 = πn = 0 , Φi = πNi = 0. (B.125)
The evolution of any quantity F is then given by
F˙ = [F,HT ], (B.126)
with HT ≡ H +
∫
d3x(n˙Φ0 + N˙iΦi).
Propagation of the constrains
It’s straighforward to obtain the secondary constraints
Φ4 = ∂i∂ih− ∂i∂jhij −m2h, (B.127)
Φ4+i = −2∂jπij −m2Ni. (B.128)
The tertiary constraints are much more painful to obtain. First, notice that
[∂jπ
ij ,R(quad)] = 0. (B.129)






















Integrate then by part, and use the fact that ∂
∂yk
δ(x− y) = − ∂
∂xk
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Then, one should calculate
[Φ4, HT ] =
(
−2∂k∂lπkl +m2π − 2m2∂iNi
)
=
(−∂iΦ4+i +m2π −m2∂iNi) , (B.134)
which gives the tertiary constraint (after having eliminated Ni)
Φ8 = 2∂i∂jπ
ij +m2π. (B.135)
Propagating once again yields








which can be summarized into
Φ9 = 2n+ h. (B.137)
Recall that 2n = −h00, so the last constraint Φ9 is just a rewriting of the fact that the
4D trace of the graviton is null hµµ = 0 outside the source, as we knew already from Eq.
(2.28).
Counting of the dof
At this point, we have a clear description of the dof content of the theory. Let’s first analyse
the theory from a Lagrangian point of view. The fields n and Ni are not dynamical (their
time derivative do not appear in the action (B.120)). In addition to these four “frozen”
fields, we notice that n is a Lagrange multiplyer in the action (B.120), enforcing the
constraint
∂i∂ih− ∂i∂jhij −m2h = 0, (B.138)
which kill an additional dof. So, only 5 Lagrangian dof remain.
From a Hamiltonian point of view, we saw that there are 10 second class constraints,
each of them killing one Hamiltonian dof. It remains 10 Hamiltonian dof, or equivalently,
5 Lagrangian dof, in agreement with the Lagrangian analysis.
B.6.3 Analysis of the fully non-linear Massive Gravity
Let’s now go through the Hamiltonian analysis of the constraints of the non-linear theory
(B.116); the primary constraints are the same as in usual GR:
Φ0 = π = 0 , Φi = πi = 0 , (B.139)
while the secondary constraints read
Φ4 = R0 −m2hkkN = 0, (B.140)
Φ4+i = Ri −m2 (ηij − hkkgij)Nj = 0. (B.141)
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There is no more constraint, since conservation of Φ4 and Φ4+i only leads to the expression
of N˙ and N˙i. The main point is that the constraints are second class, since [Φ0,Φ4] =
4m2hkk 6= 0 and [Φi,Φ4+i] = 4m2
(
ηij − hkkgij
) 6= 0. As a consequence, these 8 constraints
kill 8 Hamiltonian dof out of 20, so it remains 12 Hamiltonian dof, i.e. 6 Lagrangian dof.
Thus, we see that a 6th dof starts to propagate at the non-linear level. This dof is
actually a ghost, and is responsible for the Hamiltonian not being bounded from below, as
shown in [49] and recalled in Sec. 2.3.2.
B.6.4 The Stückelberg mechanism in Massive Gravity
We would like now to study the “Stückelberg trick” in Massive Gravity (at quadratic order
in the action). In particular, we would like to study the question of the gauge fixing, both
from a Lagrangian and from a Hamiltonian point of view.
The action with the Goldsone bosons
Let’s first briefly recall how the Stückelberg fields (also sometimes called Goldstone boson)
are introduced in MG; we also refer the reader to the Sec. 2.4.2. We start with the action









−f hµνhστ (ηµσηντ − ηµνηστ , ) (B.142)



















Then, following Arkani-Hamed and al. [21], we perform the gauge-like transformation
hµν → hµν − ∂µAν − ∂νAµ − 2∂µ∂νφ. (B.144)











2 − hµνhµν − FµνFµν




As we can see, the dof are not at all diagonalized (the h’s are mixed with φ). To perform
a diagonalization, one can do a “Weyl Rescaling” or, to be more modest, the shift
hµν → hµν −m2φηµν . (B.146)










2 − hµνhµν − FµνFµν − 4h∂µAµ + 4hµν∂µAν
+ 6m2
[
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which is now invariant under the gauge transformation
δhµν = ∂µεν + ∂νεµ −m2Ληµν ,
δAµ = εµ − ∂µΛ,
δφ = Λ. (B.148)
Thus, introducing the Stückelberg fields allowed us to obtain a theory with additional
fields, but with a new gauge invariance. Of course, the additional fields can be fixed to
zero (unitary gauge), in which case we recover the original action (B.142). However, this
is not, the most interesting gauge. We’ll see that it’s possible to choose a gauge which
separate the various dof. Before doing so, let’s first turn to the Hamiltonian version of the
action (B.147).
3+1 decomposition






















FijFij − h∂iAi + hij∂iAj − 2n∂iAi







2φ2 − nφ− 1
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+ ∂iA0 +Ni . (B.155)
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The five primary constraints read









0 +m2(3m2φ− h) = δL
δ(∂0A0)
+m2(3m2φ− h) = 0. (B.158)










































We can now turn to the most interesting part of the analysis: the propagation of the
constraints. It leads to the 10 first-class constraints
Φ0 = πn (B.160)
Φi = πNi (B.161)
Φ4 = π
0 +m2(3m2φ− h) (B.162)
Φ5 = ∂i∂ih− ∂i∂jhij −m2(h− 3m2φ− 2∂iAi) (B.163)
Φ5+i = 2∂jπij − πi − 2m2∂iA0 (B.164)
Φ9 = ∂iπi + πφ +m
2π (B.165)
The fact that the constraints are first class just reflects the gauge symmetry (B.148) of the
action (B.147). We would like now to fix the gauge, in order to see how the Stückelberg
fields capture the vector and scalar modes of the graviton.
Transverse gauge
Let’s see first how to fix the gauge in the Lagrangian formalism in such a way that the

















































We notice that there is a “residual gauge invariance”
hµν → hµν + ∂µA˜ν + ∂νA˜µ
Aµ → Aµ − A˜µ + ∂µΛ
φ→ φ− Λ, (B.170)
with (−m2)A˜µ +m2∂µΛ = 0 and (− 3m2)Λ = 0.
This is very similar to the Lorentz gauge residual gauge invariance for E&M that we have
seen in Eq. (B.35). This means that this Lagrangian gauge is not totally fixed from a
Hamiltonian point of view, and corresponds in fact to a class of Hamiltonian gauges. Let’s
now try to find one representant of this class in the Hamiltonian formalism.























Θ = −∂0A0 +Ai,i−n− 1
2
h+ 3m2φ. (B.173)
Now, we would like to choose 10 constraints, in addition to the constraints (B.160)-(B.165),
in order to make the system second class, and such that the gauge fixation terms (B.171)-
(B.173) are satisfied. Since we want to separate the dof, and make sure that the tensor
is transverse and with a non-dynamical trace, and that the vector is transverse with no
scalar mode, we impose
Φ10 = A0 (B.174)
Φ10+i = ∂ihij (B.175)





Φ15+i = 2∂iπij − ∂iπ + ∂i∂jNj +△Nj (B.178)
Φ19 = ∂iπi +m
2∂iNi . (B.179)
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One can then check that this represents a consistent choice of constraint. In addition,
















m2Ai = 0, (B.181)
−∂0A0 = 0 (B.182)
which are consistent with the constraints (B.171)-(B.173), provided the constraints (B.174)-
(B.179) are taken into account. To conclude, we have managed to find a set of Hamiltonian
constraints which fix totally the gauge, and show explicitly how the Stückelberg trick allow
to isolate the various dof originally mixed in the graviton.
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In this Appendix, we would like to study the question of the unicity of the solution of
the spherically symmetric equations of Massive Gravity (MG), far from the source. More
precisely, let’s suppose we fix the asymptotic behavior (3.61) at infinity and let’s assume
that there exists a solution: is this solution unique?
We have seen in Section 3.2.3 that this is not necessarily the case: depending on the
mass term, the solution can be uniquely determined by its asymptotic behavior at infinity,
or there can exist infinitely many solutions with the same asymptotic behavior. In this
Appendix, we would like to show to give a demonstration of this result.
In the first part of this Appendix, we will introduce a simple model, which shares a
lot of similarities with MG, and in particular has a singular Cauchy problem at infinity.
This model will allow us to understand how the asymptotic can fix uniquely the solution
in some cases, and not in others. We will then discuss the Decoupling Limit (DL) of MG
in the second section, and study in a systematic way the issue of the uniqueness of the
solution. The BD potential (2.42) will appear to have a unique solution, while the AGS
mass term (2.43) has an infinite number of solutions with the same behavior at infinity.
Finally, we will study the fully nonlinear theory and show in the specific case of the AGS
potential that the solution is not uniquely defined by its asymptotic behavior.
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C.1 A simple singular Cauchy problem
Let’s start with a simple model, that will be very useful for understanding better the
Cauchy problem at infinity in the case of MG1. Consider the following second-order differ-
ential equations:




− y′′(x) + y(x) = 1
x
. (C.2)
The form of these equation is very similar to the DL equation (4.17), and thus will help
to understand better the Cauchy problem in Massive Gravity (MG). In particular, these
equations are singular at infinity similarly to Eq. (4.17). The term y(x) and 1/x correspond
respectively to the term linear in w and the source term 1/ξ3, while the second derivative
of y can be related to the nonlinear differential operator Q. Aside from the fact that the
differential operator of equation (C.1) and (C.2) is linear, these equations have the same
structure as equation (4.17). The solution of (C.1) is given by
y1(x) = A¯1 cos(x) + B¯1 sin(x) + Ci(x) sin(x)− Si(x) cos(x), (C.3)






exEi(−x)− e−xEi(x)) . (C.4)
In Eq. (C.3) and (C.4), A¯1, B¯1, A¯2 and B¯2 are arbitrary constants, and Si(x), Ci(x) and


















Now let us find solution(s) of (C.1) and (C.2) such that,
y1,2(x)→ 1
x
, when x→∞. (C.5)




cos(x) + Ci(x) sin(x)− Si(x) cos(x), (C.6)






exEi(−x)− e−xEi(x)) . (C.7)
I.e. one has the freedom to choose at will the integration constant C¯2. Solution (C.6) has

















1This section is strongly relying on the Sec. 4.2.2 of the article [30], where the toy models (C.1) and
(C.2) are introduced and analyzed in detail.
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Those series expansions are in fact divergent, and hence only give at best asymptotic
expansions of the solution. In addition, we notice that the last one misses the existence of
the homogeneous mode B¯2e−x.
The toy examples (C.1) and (C.2) show that for singular equations, the asymptotic
behaviour at infinity can be enough to fix uniquely the solution (and hence the singular
Cauchy problem is well-posed), this is the case for example of Eq. (C.1); while in other
cases, such as that of Eq. (C.2), there exist a family of solutions with the same asymptotic
behaviour, which can be missed by looking for the solution by a power series expansion.
Before moving to Massive Gravity, we would like to recover the properties summarized
in this last paragraph through a method that would be generalizable to MG. Indeed, in
MG it’s not possible to find the general form of the solutions, like it was possible to do for
the toy model solutions (C.6) and (C.7). Instead, one can choose the following approach.
Let’s suppose there exist some solution y¯1,2 to the equation (C.1) or (C.2). We would like
search for another solution, different from y¯1,2 that would be of the form
y1,2 = y¯1,2 + δy1,2, (C.8)
where in addition we suppose
|δy1,2| ≪ |y1,2| for x→∞. (C.9)
Plugging this anzatz into the equations (C.1) and (C.2) leads to
δy′′1 + δy1 = 0, (C.10)
−δy′′2 + δy2 = 0. (C.11)
The solutions of these equations are trivially found to be




Since the condition (C.9) implies that |δy1,2| ≪ 1/x for x → ∞, it imposes A¯1 = B¯1 =
A¯2 = 0. As a consequence, we recover the fact that for the model (C.1), it’s not possible
to build a new solution out of y¯1: the solution is unique. On the contrary, in the case of
the model (C.2), there exists the freedom to build a new solution by choosing at will the
constant B¯2: instead of a unique solution, there is an infinite class of solutions.
Let’s now turn our attention to the MG equations in the DL similar results can be
found.
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C.2 The Cauchy problem in Massive gravity in the Decou-
pling Limit
The equation we consider in the Decoupling Limit (DL) of Massive Gravity (MG) has been
given in Eq. (4.17) and reads

































We are interested in solutions which go to zero at infinity; as a consequence, their asymp-
totic behavior is fixed by the linear regime
w(ξ)→ w0(ξ) ≡ 2
3ξ3
for ξ →∞. (C.16)
Let’s suppose we know a solution w¯ (which of course satisfies w¯ → w0 for ξ → ∞); we
would like to know if this solution w¯ is unique. In order to investigate this question, we
shall follow the second approach we exposed in the previous section C.1: we are going to
try to build a new solution w as a perturbation of the known solution2 w¯, i.e. of the forme
w = w¯ + δw, (C.17)
with the constraint
|δw(ξ)| ≪ |w¯(ξ)| for ξ → +∞. (C.18)
Because of this last condition, it makes sense to linearize the equation (C.14) in δw ; we
then obtain





δw +O (δw2) . (C.19)
However, w¯ being by definition a solution of Ew, it satisfies Ew[w¯; ξ] = 0. In addition,






δw = 0, (C.20)








2Note that a more direct approach of the problem is possible; indeed, as shown in the Appendix C of
[30], a change of variable allows to put the equation into a form which can be linearized consistently (cf.
Eq. C.2 of [30]) and whose solutions exhibit the properties mentioned in the previous section. However,
such a direct approach will not be possible in the fully non-linear case, motivating the alternative method
presented in this Appendix.
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δw = 0. (C.23)
For β > 0, the general solution of (C.23) is given by
δw(ζ) = D1J0(ζ) +D2Y0(ζ) . (C.24)
However, the condition (C.18) together with the asymptotic behavior (C.16) and the change
of variable (C.22) imposes
|δw(ζ)| ≪ ζ−6/5 for ζ → +∞. (C.25)





















it appears that the only possible choice of integration constants D1 and D2 consistent with
the condition (C.25), is that they both vanish, i.e. (D1, D2) = (0, 0). As a consequence,
δw = 0 everywhere. This is similar to the example (C.1) discussed in Section C.1: the
asymptotic conditions (C.18) fixes the solution uniquely.
For β < 0, the general solution of (C.23) reads
G(ζ) = D3K0(ζ) +D4I0(ζ) . (C.27)











we see that the condition (C.25) fixes D4 = 0, while the other integration constant D3
remains free, since the homogeneous mode K0(ζ) decays fast enough at infinity. This is
analogous to the example (C.2) discussed in Section C.1: the Cauchy problem is not well
posed at infinity, and as a consequence, the asymptotic behavior for large distances is not
enough for fixing uniquely the solution. Instead of a unique solution, we obtain a family
of solutions parametrized by D3, with the same asymptotic behavior (C.16).
We would like now to see if such a result still hold in the fully non-linear Massive
Gravity.
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C.3 The Cauchy problem in non-linear Massive Gravity
In the fully non-linear version of massive gravity, the question of unicity of the solution
becomes quite hard to tackle, because of the complexity of the equations. To keep the
calculations tractable, we will focus on the AGS mass term (2.43) and show that in that
case, the asymptotic behavior is not enough to fix uniquely the solution : there exist
infinitely many solutions with the same behavior at infinity.
C.3.1 The set of equations
We will use in this section similar notations and equations as we used in Sec. 3.2. Though,
we will repeat here some derivations for completeness, in order to make this Appendix
mostly independent of the rest of the Thesis.
Following Sec. 3.2, it is convenient to introduce the dimensionless distance z as follows:
z = Rm−1.





















= fR(λ, ν, µ
′, µ, z),
fg(λ, λ
′, ν, ν ′, µ, µ′, µ′′, z) = 0. (C.29)
where ′ ≡ d/dz; the function ft, fR and fg are defined for the AGS potential in Eq. (3.12)
or equivalently in Eq. (A10)-(A12) of [85].



















(ν + 2µ) = 0,
ν ′ − 2λ
z
= 0. (C.30)


























where we have defined b = (RVm)5 = RSm. Note that we have fixed the constant K
of Eq. (3.21) to K = 1 (or equivalently the constant C of Eq. (3.61) has been fixed to
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C = 1 like in (4.16)) so that the solution agrees with the DL behavior (4.15) in the range
of distances z ∈ [a ≡ Rmm, 1].
Now, let’s assume that there is a solution of the full non-linear system of equations
(C.29), σ¯ ≡ {λ¯, ν¯, µ¯}, such that
σ¯ → σ0 for z →∞. (C.32)
where σ0 ≡ {λ0, ν0, µ0}.
We want to show that if there is one solution {λ¯, ν¯, µ¯}, then there is an infinite number
of solutions having the same asymptotic at the infinity. Let us search a new solution in
the form,
σ = σ¯ + δσ, (C.33)
where δσ ≡ {δλ, δν, δµ} and we assume,
|δσ| ≪ |σ¯|, |δσ′| ≪ |σ¯′|, |δσ′′| ≪ |σ¯′′|. (C.34)




































δµ′′ = 0. (C.35)
It is important to note that in the linearized Bianchi identity, the last equation of (C.35),
we do not assume that the terms containing δµ′′ are negligible, so we keep them. We are
interested in asymptotic solutions at infinity, thus we can substitute σ0 instead of σ¯ in
(C.35), since σ¯ → σ0 at z →∞.
Further, since we are considering a range of distances where the solution is deep in the
linear regime, we can safely keep only the lowest order in powers of σ0, while making an
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Note that so far we did not make any assumptions about the form of δσ, except (C.34).
If in addition one assumes that the rhs of (C.37) can be neglected, then the solution for
δσ will be given by (3.21) provided that the integration constant b is replaced by δb, such
that |δb| ≪ |b|. However in this case one should impose δb = 0 since we require σ → σ0 at
z →∞, thus we do not obtain any new solution.
Instead, let us try to find another solution such that (some) terms containing e−z are
not negligible in (C.37). Introducing a new variable ζ as follows,
ζ ≡ ez, (C.38)
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where dot denotes the derivative with respect to ζ. In order to simplify the system of
equations (C.39) let us make further assumptions about the functions δλ, δν and δµ at
ζ →∞,
|δν| ≪ |δµ| ≪ ζ| ˙δµ| ≪ ζ2|δ¨µ| ≪ ζ3| ...δµ|, log ζ|δλ| ≪ ζ| ˙δλ| ≪ ζ|δλ|. (C.40)














2δλ− ζ log ζ ˙δν
)
= 0. (C.41)





(log ζ)2 ˙δµ− 3 log ζ
bζ
δµ = 0, (C.42)




(log ζ)2 ˙δµ = 0. (C.43)
The asymptotic form of the decaying solution of Eq. (C.43) can be easily guessed,








, for ζ →∞, (C.44)
where F∞(ζ) is a function that cannot be fixed through this leading behavior analysis;
however, it should be subdominant, and so







Note that a companion growing mode can also be considered








, for ζ →∞, (C.46)
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which is fixed to zero by the conditions (C.34); this growing mode can play an important
rôle while integrating the equations of motion à la Runge-Kutta, since it can blow up
very rapidly (as exponent of exponent) if sourced by numerical errors. This explain the
difficulty one encounters (cf. Sec. 4.1.6) while trying to integrate the equations of motion
for distances beyond RV for the AGS (2.43) potential. For the rest of this Appendix, we
will discard such a term since it contradicts the boundary conditions at infinity, but one
should keep in mind its possible existence when solving the equations numerically.
From (C.41) one can find other functions at ζ →∞,



























Finally, one can check that the assumptions (C.34) and (C.40) are satisfied for the solutions
(C.44), (C.47) as ζ →∞ (z →∞). In terms of the variable z, equations (C.44) and (C.47)
read






































Thus we have shown that apart from the solution λ¯, ν¯ and µ¯, there is at least one family
of asymptotic solutions at z →∞, parametrized by the function F∞, and given by
λ = λ¯+ δλ,
ν = ν¯ + δν,
ν = ν¯ + δν. (C.50)
Note, that the difference between solutions decays extremely fast — as a double exponent
— as z →∞.
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C.3.3 A series expansion approach
The ansätze
We would like to go beyond this leading order and find a consistent way of looking for the
solution through a series expansion. To do so, we start from the ansätze
















































The exact choice of the lower integral bound z0 does not matter so much, since it will just
translate into an overall constant factor in Eqs (C.51). An asymptotic expansion of the













Note that the leading behavior of the ansatze (C.51) matches the asymptotic behavior
(C.48).
The equations
Once the ansätze (C.51) has been chosen, we can compute the equations for the Fi’s. They
read3






























































B = 0, (C.55)
3Note that we have multiplied the tt equation by a factor
√
be−z/2 in order to have consistent form
among the three equations.


































[−2z2(z + 3)Fλ(z) + (z3 + 2z2 − 3z − 3)Fµ(z)] ,
E
(3)




(6z3 − 10z2 − 52z)Fλ(z)− (8z3 + 24z2)F ′λ(z)
























2z3 + 3z2 + z + 2
)
Fν(z)




























[2Fλ(z) + Fν(z)− 3Fµ(z)] ,
E
(1)





[−6(z2 + z2)Fλ(z) + (z2 + z + 2)Fν(z)− 4(z + z2)F ′ν(z)












4z3 − 7z2 + 21z + 20)Fλ(z) + (8z3 + 8z2)F ′λ(z)
+8z
(
2z2 + 3z + 3
)
Fν(z) + (35z
2 + 27z − 4)Fµ(z)











10z4 + 21z3 + 18z2 + 9z + 6
)
Fν(z)
−4z (2z3 + 5z2 + 6z + 3)F ′ν(z)] . (C.56)
Note that we have used Eq. (C.52) to eliminate f ′ and f ′′ ; surprisingly enough, the
equations (C.56) do not contain f either.
Expansion in powers of
√
be−z/2
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with F (n)i (z) at most polynomial, i.e.
F
(n)







and solve the equations (C.36) order by order in
√
be−z/2.
0-th order A priori, out of the three equations (C.55), one can get the three 0-th order










where k = {t, R,B} and i = {λ, ν, µ}. However, only two of them are independent. To see
this more algebraically, one can write the 0-th order equations in a matrix form





































































λ (z)− F (0)µ (z) = 0,
V⊤ν .M.F
(0) = F (0)ν (z)− F (0)µ (z) = 0. (C.63)
The fact thatM is of rank 2 is a direct consequence of the ansätze (C.51), and in particular
of the differential equation (C.52) satisfied by f . More precisely, if one does not assume
anything on the function f , and then computes the 0-th order equations out of the ansätze
































In order to have N of rank 2 (otherwise F(0) is trivially 0), it is necessary to impose that
its determinant is 0. If in addition we require f to be positive, the condition detN = 0
translates into the differential equation (C.52).
To conclude, we have found that the 0-th order equations are not enough to fix the
F
(0)
i ’s; however, they allow to understand the origin of the condition (C.52) and enforce
F
(0)
λ (z) = F
(0)
ν (z) = F
(0)
µ (z). We now have to go to next order to solve for F
(0)
µ (z).
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i ] = 0. (C.65)
Let’s first project this set of equations onto the Kernel vector VKer, since we know this

















where we have used the relations (C.63) to replace Fλ, Fν by Fµ. The equation (C.66) can
be straightforwardly solved, leading to
F
(0)
λ (z) = F
(0)






with A being an arbitrary integration constant. A few remarks can be made at this point.
First, the arbitrariness of the constant A explicitly shows that out of a solution σ¯ of the
system of equations (C.29), it is possible to find a family of infinite number of new solutions,





agreement with the condition (C.58).
Let’s turn now to the two other first order equations. Projecting Eq. (C.68) onto Vλ
and Vν leads to
F
(1)







F (0)µ (z) = 0,
F (1)ν (z)− F (1)µ (z) +











µ (z) = 0.




µ in the equations of order 2. These
order 2 equations will lead to an equation for F (1)µ , and two other equations relating F
(2)
λ
and F (2)ν to F
(2)
µ , and so on and so forth.





















i ] = 0. (C.68)
By iteration, it is possible to prove that
F
(n)





We can sketch briefly how the demonstration goes: after having solved the equation of order




ν are can be expressed as
functions of {F (n)µ , F (n−1)i }. Then, projecting the equations of order n+1 ontoVKer allows







µ , closing the iteration process.
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To summarize the findings of this section, we can say that we have found a class of
solutions for the system of equations (C.36). These solutions are of the form (C.51), where
the functions Fi can be expanded into the series of Eq. (C.57). There are an infinite
number of such solutions. This shows that out of a solution σ¯ of the system of equations
(C.29), it is possible to find a family of infinite number of new solutions, with the same
asymptotic behavior at infinity. This freedom will be crucial to match the only physical
solution within the start: the Vainshtein’s solution.
C.3.4 Numerical solution
To conclude this study of infinitely many solutions satisfying the same boundary conditions
at infinity, let’s check that our solution (C.51) fits well the numerical solution of the system
of equations (C.36). An example is shown in Fig. C.1, and it is found that our analytical
solution fits extremely well the numerical solution.































Figure C.1: Plot of the numerical solution for δµ(ζ) for b = 0.1 and δµ(ζ = 10) = 1.







of Eq. (C.44), and
the first series expansion correction obtained from Eq. (C.54) and Eq. (C.67) . In












. One can see that while the
leading behavior already encodes the main behavior (exponentially decreasing δµ(ζ)), the
first correction coming from the series expansion improves greatly the agreement with the
numerical solution, confirming our analytical analysis of the system (C.36).
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D.1 Principle of the numerical methods
In our numerical solving of the equations of motion of Massive Gravity (MG), we have
used two complementary methods: a direct integration à la Runge-Kutta and a relaxation
method. We would like to present very schematically the principle of these two methods
and their respective advantages. For the sake of this introduction, we will consider how to
solve the simple differential equation:
y′(x) = f [x, y(x)], (D.1)
in the range of distances [xi, xf ]. f is some function which will be assumed perfectly regular
but possibly nonlinear. We will also require a boundary condition at the point xi
y(xi) = y0. (D.2)
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D.1.1 Runge-Kutta integration (shooting method)
Let’s present briefly the principle of the shooting method. For more details, we refer the
reader to the Chapter 17 of [218].
Euler’s method
All the shooting methods are based on the Euler’s method which consists in discretizing the
differential equation and integrating step by step. Let’s see how it works on the example
of Eq. (D.1). The main idea is to discretize the x coordinate into N steps of size




xk = x0 + k∆x, (D.4)
and
yk ≡ y(xk), (D.5)
we can get yk+1 through the formula
yk+1 = yk + f(xk, yk)∆x+O(∆x2). (D.6)
Starting from y0 for k = 0, we can compute y1, and then y2 and so on and so forth. In the
limit ∆x→ 0, the obtained solution tends towards the true solution.
Runge-Kutta improvement
It is actually possible to do much better than this naïve Euler’s method. Obviously, the
Euler’s method is not symmetrical: in order to compute yk+1, it only uses information at
xk and nothing between the two points. A possible improvement consists in incorporating
some information on what is going on in the middle of the interval [xk, xk+1]. Consider for
example












yk+1 = yk + k2 +O(∆x3).
This way of computing yk+1 has a precision which is improved compared to the Euler’s
method (D.6): we have managed to obtain a second order method1, which is called second
order Runge-Kutta method. Of course, it is possible to go beyond second order, thanks
to more and more complicated combinations. For example, the fourth-order Runge-Kutta,
whose definition is given in Eq. 17.1.3 of [218], is commonly used for usual numerical
integrations.
In addition to the method of integration, one needs to choose a way of estimating the
error, in order to decide when the solution is precise enough. Computing an error is also
1A method is called of nth order if its error term is O(∆xn+1).
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needed if one wants to adapt the step size dynamically. This error is computed by compar-
ing at each point the value of yk+1 obtained out of yk using different methods or different
step sizes. The step size is decreased until the numerical solution is independent enough
of the way it is computed: the solution is then considered as a good representation of the
true solution.
In our study of MG, we have used the Mathematica built-in integrator NDSolve. Math-
ematica offers various method for integrating the differential equations [280], including
the Runge-Kutta method. In our integrations, we have both let Mathematica choose the
method of its choice, or imposed the Runge-Kutta method2, without noticing any difference
in the obtained solution. For all our numerical integrations, we have always checked that
the solution was independent of the precision (our typical choice for the WorkingPrecision
parameter was of order 40) and of the starting point of integration.
D.1.2 Relaxation method
The principle of the Relaxation method differs considerably from the shooting method,
apart from the fact that it is also based on the discretizations (D.4) and (D.5). The basic
idea of the relaxation method consists in choosing a configuration for the {yi}’s, and then
deforming it until the discretized version of the Eq. (D.1)












is satisfied with a good enough precision. The advantage of the relaxation approach is that
boundary conditions can be easily enforced. Note that we have considered here a trivial
example with only one boundary condition yk=0 = y0, but it works the same way for more
complicated setups, with more equations and more boundary conditions. In particular,
relaxation method allows to fix boundary conditions at different points, for example at the
two ends of the interval on which we want to solve the equations. This flexibility in the
boundary conditions fixing makes this method very well fitted for static solution studies
in which we want to impose conditions both in the center and very far from the source.
Of course, the main question is to decide how to deform the {yi}’s configuration at
each iteration. The process goes as follows. Consider for example the configuration {y(n)i }
after n iterations. We would like the n+ 1th configuration to be a solution of Eq. (D.8),
i.e.
Ek[{y(n+1)i }] = 0. (D.9)
If we define y(n+1)k ≡ y(n)k +∆y(n)k , and linearize the above equation in ∆y(n)k , we get







k = 0, (D.10)
2The integration method can be specified to theMathematica integrator NDSolve to be the Runge-Kutta
method with the command Method → "ExplicitRungeKutta".
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k=0 = 0. (D.12)
These two last equations tell us how to define the {y(n+1)i }’s out of the {y(n)i }’s. Note that







The iteration process is assumed to have converged when the error is below some desired
precision.
Of course, in relaxation method, the initial guess {y(0)k } plays a crucial rôle, since it
needs to be close enough to the true solution so that the process converges towards it. That
is the reason why it is very useful in MG to first find the Decoupling Limit (DL) solution:
we can use it as a starting point for the resolution of the fully nonlinear MG equations.
In our study of MG, we have implemented the relaxation method described in [218],
using the C++ language. We typically used a grid of N ∼ 5× 104 points and aimed at a
precision of 10−6. We always checked that our numerical solutions were stable under the
change of the step size of the grid and the precision.
D.1.3 Comparison between the two methods
To conclude this brief presentation of the Runge-Kutta and relaxation methods, we would
like to present some advantages of each methods, based on our practice of the solving of
MG equations of motion.
The relaxation method has proven to be very efficient to handle the highly unstable
solution of MG for the AGS mass term (2.43). Indeed, we explained in Section 4.1.6 and
Appendix C that any perturbation around the solution blows up very rapidly because of
the presence of an exponentially growing perturbation mode (cf. Eqs. (C.27) and (C.46));
this instability makes the Runge-Kutta integration very delicate: one has to tune the
initial conditions extremely finely to avoid picking up this growing mode through numerical
errors. In contrast, the relaxation method is insensitive to this growing mode since the
method allows to enforce boundary conditions very far from the source, guarantying the
cancellation of this blowing mode. As a consequence, the relaxation method allows to solve
the equations of motion on a much larger interval (typically [Rmin = 0;Rmax ∼ 100 RV ])
than the Runge-Kutta method (for which R typically runs between R = 10−5RV and
R ∼ 3RV ).
However, the relaxation method is not adapted to all the mass terms. In particular, it
is very hard to obtain that way a solution for the BD (2.42) mass term. This is due to the
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presence of two oscillatory perturbation modes which replace in the BD case the decaying
and growing perturbation modes (C.44) and (C.46) of the AGS potential (cf. Eq. (C.24)
for an explicit expression of these oscillatory modes in the DL). These modes are not well
managed by the relaxation method: because of the averaging (yk + yk−1)/2 in (D.8), an
oscillatory solution can be considered as a valid solution by the error estimator, while being
in contradiction with the asymptotic behavior (3.61) at infinity. As a consequence, for the
BD case, it is much more relevant to use a direct Runge-Kutta approach (which is stable
in this case, since no exploding mode is present).
The last aspect of comparison between the two methods we would like to evoke is
reliability. Indeed, even if both methods are reliable3, it seems to us that a solution found
through the Runge-Kutta method is in some sense more convincing than a solution obtained
by relaxation. More precisely, the relaxation method is supposed to converge towards a
solution that satisfies the equations everywhere; however, this is only up to some precision,
fixed by the user. As a consequence, a numerical solution that would satisfy the equations
at every point but one (e.g. if there is a jump at that point) could be considered as valid by
the convergence scheme, if the required precision is loose enough. It thus means that the
relaxation method does not necessarily converge toward an everywhere smooth solution.
Of course, one can check a posteriori that the obtained solution is smooth enough. Still,
since the Runge-Kutta does not have this issue, we have found useful to cross-check our
relaxation method when possible by recovering the solution using a Runge-Kutta method4.
D.2 Rescaling of the variables and asymptotic behavior
D.2.1 Rescaling of variables
While dealing with numerics, it is important to work with dimensionless variables; in
addition, we would like to choose variables in which the DL can be easily taken. This is












w(ξ) ≡ a−2 µ
v(ξ) ≡ a−4 ν
u(ξ) ≡ a−4 λ ,
(D.14)
where we have introduced the dimensionless parameter
a ≡ RVm = (RSm)1/5 . (D.15)
3One can check that a method is reliable by e.g. checking that the obtained solution is stable under
the change of the required precision and step size.
4Of course, we could not span the whole relaxation method range of distances using Runge-Kutta
integration, since it’s not really possible to integrate much further than R ∼ 3RV by direct integration
because of the numerical instabilities previously evoked. However, we checked the agreement of the two
methods on the overlapping range of distances, confirming that way the validity of the relaxation method.
Note that for distances much larger than RV one can check the validity of the relaxation solution by
comparing it to the asymptotic behavior (3.61).
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D.2.2 Asymptotic behavior
Using the above rescaling, it is easy to translate the asymptotic behavior (3.61) in terms





























All our solutions are required to satisfy these asymptotic behavior at infinity.
D.3 Shooting method
We have been able to solve numerically the system of MG equations using a shooting
method, both in the Decoupling Limit and in the fully nonlinear theory. We will focus
here on the AGS (2.43) mass term case, since it exemplifies the numerical difficulties one
can encounter.
As we previously said, the shooting approach, which is based on a direct Runge-Kutta
integration, appears to be quite difficult to implement in the AGS case because of the
numerical instabilities that appear for distances beyond the Vainshtein radius. As a conse-
quence of these instabilities, the initial conditions need to be extremely finely tuned. Nev-
ertheless, we have been able to integrate the system of equations outward from a point deep
inside the star up to a point further than the Vainshtein radius (typically ξ ≡ R/RV ∼ 3).
We have also been able to integrate inward starting from a point far from the source (e.g.
ξ ≡ R/RV ∼ 3) up to the core of the source. In all the integrations, we have made an
extensive use of series expansions of the solution in order to fix the initial conditions as
well as possible. In order to be able to obtain a wide enough range of integration (typically,
ξ ≡ R/RV runs from ξ = 10−5 and ξ ∼ 3), the required relative precision on the initial
conditions is usually of order 10−8 and often even more stringent.
In the next paragraphs, we give some details about these integrations, both in the DL
and in the general cases.
D.3.1 Numerical integration in the DL
Integration inward starting from R > RV
The most intuitive initial conditions for numerical integration is to start from large dis-
tance, where the asymptotic behavior is known, and integrate inward. For example, it is
possible to fix w, w˙, u, v at some distance ξi ≡ Ri/RV ∼ 3 using the asymptotic expansions
uinf , vinf , winf given in Eqs. (4.22) and (4.23). For w, this expansion was given in Eq.
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We have seen in Sec. 4.1.3 that this series is in fact diverging and that only a few terms
should be kept. For example, for ξi = 3, one should keep only the terms up to O(ξ−28),
which corresponds to the optimal truncation of the asymptotic series. Starting from such
initial conditions leads to a Q-scaling5 inside the Vainshtein radius. It is then possible
to tune the initial conditions (in particular w˙(ξi) which plays a crucial role) to pick up
the Vainshtein solution in some range of distances (cf. Fig. 3 of [30]). For example, let’s
imagine we want to integrate from ξi = 3 to ξf = 10−5, such that w(ξf ) is equal to the




to a 5% precision. To do so, let’s assume that the initial
conditions in ξi are given by
u(ξi) = uinf (ξi),
v(ξi) = vinf (ξi),
w(ξi) = winf (ξi),
w˙(ξi) = (1 + α)w˙inf (ξi),
where α is tuned by hand and can be found to be
α = 5.385038128515× 10−3. (D.18)
It means that α needs to be tuned to a 10−13 precision in order to reach the desired 5%
precision on w(ξf = 10−5). Note that even if ξf = 10−2, i.e. if we want to reach a 5%
precision on w(ξf = 10−2), α still needs to be tuned to a relative precision of order 10−6!
One can then add a source of fixed radius ξ⊙; we will typically use ξ⊙ ∈ [10−4, 10−1].
The idea is to pick the w = constant behavior of Eq. (4.30) inside the star, by tuning
w˙(ξi). However, this is not possible: in the presence of a source, it is necessary to tune
also the other initial conditions. Because of the size of the parameter space and the needed
precision, it is almost impossible to proceed that way.
Starting from the Vainshtein region R⊙ < R < RV
Another option is to start from inside the Vainshtein regime, where the solution is close to
the Vainshtein solution, and integrate inward and outward. The equation for w being of
second order, the solution should depend on two integration constants A0 and B0. If there
is no extended source (i.e. the density is a delta function localized at the origin), one can
show that one of these constants must be fixed such that the associated mode does not
dominate the solution for small ξ. The resulting solution can be found under the form of
























There is one free constant B0 to adjust by hand; imagine we want to integrate outward
up to ξf = 3, and such that w(ξf ) is equal to the asymptotic solution winf with a 5%
5See Sec. 5.1.1 for the definition of the Q-scaling solutions.
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precision ; then, B0 = −0.554111, and the required precision on B0 is 10−6. Once B0 is
fixed in such a way, it is possible to integrate inward up to ξf = 10−5 with no problem:
the numerical solution perfectly follows the Vainshtein behavior.
When a source is included, the expansion (4.26) is not valid anymore: one can add
another free constant, which was fixed to zero in the case with a point source by requiring
that the Vainshtain behavior is dominant until ξ = 0. As a matter of fact, it is again very
hard to integrate inside the source while starting from the Vainshtein region and using the
expansion (4.26) as a starting guess.
Starting from inside the source R < R⊙
This is the best way to pose initial conditions. Indeed, one can use the expansions inside
the source






















ξ2 + ... (D.20)
Even if there are two free constants to fix, this can be done easily by finding first A0 (by
integrating the DL equation (4.17) for w) and then D0 (asking that v(ξf ) = vinf (ξf )). In
order to reach a 5% precision in w(ξf ) (as compared to winf (ξf )), A0 needs to be fixed
with a relative precision of 10−8, and its value reads
A0 = 2.8698435. (D.21)
Besides, in order to have v(ξf ) = vinf (ξf ) with a 5% precision, D0 needs to be fixed with
a relative precision of 6× 10−3, and its value reads
D0 = 15.5. (D.22)
To conclude, we can notice that even if the needed precision on A0 is high, starting
from inside the source is the best way to obtain a solution in a systematic way, exploring
at each step a one dimension only parameter space.
D.3.2 Numerical integration the full system
Using DL initial conditions
In the case of the full system, one idea is to use the DL numerical solution as a guess
for the initial conditions. In particular, in the presence of a source, one can start from
the expansion (4.30), using the constants A0, D0 found in the DL. Doing so, and using
a parameter a ≡ RVm = 10−2, it is possible to integrate the full system outward up to
ξ ∼ 2. In order to integrate further, a better tuning of the initial conditions is required.
Instead of doing this tuning by hand, one can look to a series expansion inside the source,
which would be valid beyond the DL.
D.3. Shooting method 309
Using a “full system” series expansion
It is possible to find a series expansion inside the source, valid for small ξ. It depends
on three constants: A0 ≡ w(0), D0 ≡ v(0) and the pressure in the center of the star
P0 = Pa(0). The first terms of this expansion read :




(−2ea4D0 − ea2A0 + 3ea4D0+a2A0)
×
(





4 + a2(P0 − 5/ξ3⊙)
)
+e2a
2(a2D0+A0) (−39− 4a2(P0 − 3/ξ3⊙))
+ea
4D0+3a2A0
(−1 + 2a2(P0 + 7/ξ3⊙)))+O(ξ4)
(D.23)
















−2e−a4D0 − e−2a2A0 + e−a2(a2D0+A0) + 2 (1 + a2(P0 + 1/ξ3⊙))) ξ2 +O(ξ4)
(D.25)






−ea4D0 + ea2A0 − 2e2a2A0 + 2ea4D0+2a2A0 (1 + a2(P0 + 1/ξ3⊙)))+O(ξ4)
(D.26)
One way to fix the constants is to use the DL ones; however, starting from ξi = 10−5, it is
not possible to integrate further than ξ ∼ 2. It is possible to better adjust the constant, for
example using the result of the relaxation method, in which case it is possible to integrate
until ξf = 3 without problem. For example, for a = 0.01, ξ⊙ = 0.1, ξi = 10−5, the constants
are found to be
A0 = 2.8706348,
D0 = 15.49,
and there is a 10−8 required precision on A0 and a 6 × 10−3 required precision on D0 in
order to reach a 5% precision at ξf = 3. In order to fix P0, one can use the relaxation




one has to fix P0 = 7.5× 10−5 with a 10−2 relative precision.
Note that the range of parameter a ≡ RV × m that we can explore using shooting
method is quite large. It goes from very low values of a, e.g. a = 10−5 to very high
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values like a ∼ 0.6. We show in Fig. D.1 the function v for a = 0.63; in this case,
which corresponds to the highest value tried by Damour et al. in [85], there is no DL
regime between ξ ≡ R/RV = 1 and ξ = RVm−1 = a−1, since these two radius are not
separated enough. As a consequence, the function v immediately adopts the Yukawa decay,










Figure D.1: Plot of the function v vs. R/RV for RSm = 0.1 (i.e a ∼ 0.63) and R⊙ = 5×RS
(i.e. ξ⊙ ∼ 0.79). Both the DL v ∼ 4/(3ξ) and the asymptotic v∞ of Eq. (D.16) behaviors
are shown, the latter being a much better approximation of the solution beyond Vainshtein
radius.
D.4 Relaxation method
The above results, obtained through a direct integration of the equations of motion, have
been confirmed by the use of an alternative method based on relaxation. This approach
is actually more adapted to the search of static solutions; in particular, for our massive
gravity model, it allows to solve the system on an extremely wide range of parameters and
distances (typically [ξ = 0 ; ξ∞ ∼ 100]). Both methods perfectly agree, demonstrating the
robustness of our numerical investigation.
We’ve seen in the Sec. D.1.2 that the relaxation method needed an initial guess to start
with, and we discussed the importance of this initial guess choice, since it will determine
whether the iteration converges or not. Here is where the DL plays a crucial rôle in finding
a solution of the full system: we can use the DL solution as a guess for the full solution.
The DL solution itself is not too hard to find (no specific guess is needed).
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The relaxation method allows to fix the boundary conditions at both ends of the interval
on which we want to solve the equations of motion, i.e. at the origin ξ = 0 and at some
distance ξ∞ which is supposed to be much further than the Vainshtein radius (typically
ξ∞ ∼ 100). The boundary conditions in the DL case are
w˙(ξ = 0) = 0,
u(ξ = 0) = 0,
w˙(ξ = ξ∞) = − 2
ξ3∞
,
v(ξ = ξ∞) = − 4
3 ξ∞
,
P (ξ = ξ∞) = 0.
One may notice that the condition on w at infinity is imposed on w˙ rather than on w.
This is not necessary, but we found it easier to proceed that way in practice. Once the
DL solution has been found, we can turn to the fully nonlinear system. In that case, the
boundary conditions read
w˙(ξ = 0) = 0,
u(ξ = 0) = 0,

















P (ξ = ξ∞) = 0.
The relaxation allows to solve the solution on a wide range of the parameter a and for
very large intervals. We checked that the solution was stable under changes of the required
precision and step size. Most of the figures of this Thesis and of the papers [27, 28] have
been obtained using such a method, including Figs. 5.1- 5.6 of Chapter 5, Figs 1-5 of [30]
and Figs. 1-3 of [28].
To conclude this Appendix on Numerics, we would like to briefly come back to the
difficulties that one encounters while trying to solve the spherically symmetric equations
for MG. In particular, we have explained how the presence of a exponentially growing mode
was responsible for a numerical instability of the solution beyond the Vainshtein radius.
From our point of view, these numerical difficulties may explain the negative results of
Damour et al. in [85], who did not find any spherically symmetric solutions of MG, for
potential and ranges of parameters in which we were able to find a solution.
In order to circumvent these difficulties and eventually find a solution, we have designed
very precise series expansions that allow to gain enough precision so that the equations
of motions can be integrated à la Runge-Kutta. We have also used a relaxation method,
which is insensitive to these instabilities. The DL has been very precious to provide a
relevant guess of the solution of the general case, allowing the relaxation iteration process
to converge.
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Finally, the numerical results we obtains appeared to be very stable under change of
required precision and step size. The fact that the two independent numerical methods
agree is also a confirmation of the robustness of our numerical findings.
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