This paper presents a novel error resilience scheme for wavelet scalable video coding. We use Wyner-Ziv codec to produce extra bits protecting the important parts of the embedded video streaming. At the same time these bits also as the second description of important parts are transmitted over auxiliary channel to the receiver for error resilience. The errors in the embedded video streaming can be corrected by Wyner-Ziv description which regards the decoded frame as side information. Moreover, Wyner-Ziv decoder utilizes a coarse estimated version of the corrupted parts exploiting frame correlation in wavelet video decoder to generate a refine version. Simulation results show that our proposed method can achieve much better performance compared with Forward Error Correction code. Meanwhile, this error resilient algorithm can achieve 2~3dB PSNR gains over the motion compensation error concealment.
Introduction
The demand for video streaming services has rapidly grown over the past few years. Since the network in a best effort manner, a high-quality video streaming system needs an error control scheme to cope with the bits errors and packets losses. Recently, scalable video coding raises attention for its good adaptability; it can adaptively change the quality, resolution and frame rate according to the network condition. Although the proposed scalable video coding schemes don't adopt the same structure, almost all of them generate the embedded bit streams. Thus, scalable video coding with unequal error protection can result in graceful quality degradation when errors occur in the lossy channel, especially in the wireless channel [1, 2, 3] . However, these algorithms can not correct all the errors, if the sequence is not infinite. Meanwhile, the redundancy of source and channel encoding respectively is not minimal. Therefore, joint source-channel coding is a relatively better choice.
Joint source-channel coding is proposed to obtain a desired trade-off between the source and channel coding rates. This technique makes use of the principles of source coding with side-information within a Wyner-Ziv framework [4, 5] , which designs the quantizer to produce the syndrome and protects the quantization coefficients by channel coding. And this approach has been applied in the conventional video coding to protect the significant parts of the bits stream and eliminate the error propagation [6, 7, 8, 9] .
In [6, 7] frames are encoded by two encoders, traditional video codec and Wyner-Ziv codec. Wyner-Ziv decoder produces a coarse version of every frame with the help of the erroneous frames as side information from the traditional decoder. The other approach that can mitigate the error drift is marking a peg frame where the decoder is allowed to correct the errors using the extra information from Wyner-Ziv codec [8] . Since Wyner-Ziv codec generates the other different description, it can be transmitted over one path or multiple paths. The authors in [9] use an auxiliary channel to transmit the Wyner-Ziv bits stream. If there are errors in main channel, decoder can correct them by means of information in auxiliary channel. In this paper we follow this idea and adopt low density parity check accumulate code (LDPCA) instead of Turbo code in Wyner-Ziv coding.
As we introduced above, several authors put their contribution on conventional video coding in combination with Wyner-Ziv coding for error resilience, but there has been little algorithm for wavelet based coding especially wavelet based scalable video coder such as MC-EZBC coder. We follow the idea in [9] and extend it into wavelet based scalable video coder MC-EZBC to protect the significant parts and generate the graceful quality degradation via combining the motion compensated (MC) error concealment with Wyner-Ziv codec.
This paper makes two contributions. Firstly, we propose an effective algorithm to adaptively estimate the corrupted parts of low temporal frequency frame by motion compensation and Wyner-Ziv technique exploiting the correlation between current GOP and previous one when errors, especially burst errors occurred in current low temporal frequency frame. And our method also protects the low spatial subband in high temporal frequency frame which has a significant influence on the detail of the reconstructed frame. Secondly, although our algorithm is based on MC-EZBC, this technique is applicable to other wavelet scalable video coders, since it just relies on the correlation of two successive GOPs.
We organize the remainder of this paper as follows. Section Ⅱ presents the blocks of our proposed structure and how it is used; simulation results and conclusion will be shown in section Ⅲ and sectionⅣ.
Adaptive Error resilient coding structure using Wyner-Ziv coding
In this paper our proposed system is based on MC-EZBC for wavelet scalable video error resilience. The system block diagram is shown in Figure 1 . 
Error resilient encoding
As the diagram illustrates, video sequence is compressed by the wavelet scalable video coding structure that is indicated in the top of the diagram and transmitted over the wireless channel. Meanwhile, the significant parts---low frequency subbands in high temporal frequency frames L (i,j) and low temporal frequency frame k L 1 are also encoded by Wyner-Ziv codec that is considered as error resilience scheme.
Here we implement the Wyner-Ziv codec on the basis of LDPCA code, which can dynamically adapt to the channel. Wyner-Ziv codec is demonstrated in Figure 2 .
At the Wyner-Ziv encoder, every wavelet coefficient in L (i,j) is quantized using an embedded uniform scalar quantizer of U levels. The quantized symbols, Q, corresponding to a subband are grouped together to form the input block to the LDPCA encoder. The LDPCA encoder generates parity bits via multiplying the quantized symbols by check matrix. Then the scalar quantization level of every coefficient u and parity bits consist of Wyner-Ziv bit stream over other wireless channel to the receiver. While the low temporal frequency frame k L 1 needs more complicated steps. Firstly, we divide the whole frame into many same size blocks and adaptively choose the proper block to encode. Here we refer to MSE as the standard in the adaptive block selection. For we can access the estimated side information, we compute the frame MSE between it and k L 1 . Secondly, according to this result the encoder adaptively choose the blocks which keep larger block MSE than frame MSE to code. Secondly, the encoded blocks are encoded as the same steps aforementioned. Besides, since we can access the last frame in previous GOP, we can compute the Laplacian factor by assuming . Finally, the scalar quantization level of every coefficient m, the Laplacian factors of each bit-plane and parity bits consist of Wyner-Ziv bit stream over other wireless channel to the receiver.
Error resilient decoding
At the decoder, 3D EZBC decoder generates the original version of each temporal frequency frame. If there are no errors in the bit stream over error prone channel, Wyner-Ziv bit stream does not give any additional information. While, once errors occur in the main channel, Wyner-Ziv decoder can correct them using the original version as side information. Specifically, the coarse version of low frequency subband ) , ( j i L , which is extracted from the current level temporal frequency frame serves as side information inputting into LDPCA decoder. This decoder uses the parity bits and is calculated using the formula (1), since we assume that the residual between encoded signal and the side information is Laplacian model. To achieve better performance LDPCA decoder can request more parity bits. 
However, to decode k L 1 the decoder firstly needs to generate the estimated low temporal frequency frame k L 1 . Here we follow the idea in [3] to generate this side information after motion compensation and downscale. According to lifting Haar wavelet MCTF, the low temporal frequency frame can be estimated as Formula [2] :
After k levels MCTF analysis we get other equation.
m is the spatial location and {0,1} denotes the time indices of frames. L(m) and X(m) respectively are the low temporal frequency frame and the original frame.
Once the GOP is corrupted, the estimated version ) ( 0 m X can be generated using the frames from previous GOP. The low temporal frequency frame ) (m L k of GOP n is predicted from the scaled version of the last frame in previous GOP by the last motion vector filed v(n) between last two frames in the previous GOP:
Then the Wyner-Ziv decoder takes this frame as side information and decodes the corresponding blocks as the same steps as L (i,j) . At the same time, the decoded blocks also go through a filter to eliminate the block effect. At last the refined low temporal frequency frame k L 1 is set as the final reconstruction and sent into MCTF synthesis.
Simulation results
We test the proposed algorithm using three standard video sequences, Mobile, Foreman and Bus. These video sequences are in the format 4:2:0, 352x288 pixels per frame, and 30 fps. The Mobile sequence has a high level of detail and relatively uniform motion. The Foreman sequence is characterized by an intermediate level of motion; and Bus has a high level of motion. Additionally, to maintain the strong correlation between side frame and the current low temporal frequency frame in our proposed algorithm, we adopt small size GOP and Haar wavelet in MCTF in this experiment. In other words, we use 8 frames per GOP to replace the typical GOP size, 16 frames per GOP. Figure 3 and Figure 4 firstly show the error resilience of our system with the same Wyner-Ziv bits as FEC when the low spatial frequency subbands contain about 3% errors over the error prone channel at different bit rates. From these figures we can clearly see that our algorithm can correct almost all the errors at the same price of extra bits. What's more, we also conclude that errors in the low spatial frequency subbands can lead to catastrophic results without mention losses or errors, especially burst errors in low temporal frequency frames since the frame is assembled about 90% energy after MCTF. Figure 5 and Figure 6 illustrate the illumination RD performance of our proposed structure compared with other error resilient schemes when GOP 2, GOP size 8, is erroneous. In our experiment our algorithm not only tackles the losses but also deals with the burst errors. Here we transmit the bit stream over the lossy channel with burst bit error rate about 9.8%. Hence, the second GOP is not decoded all the bit-plane yet. Obviously, the proposed scheme achieves much better performance since the coarse version of low temporal frequency frame is fined by the Wyner-Ziv codec. It obtains about 2dB~3dB performance gains over MC error concealment in these sequences. At the same time, after adaptive block selection, only serious corrupted blocks are encoded and the total bits of Wyner-Ziv coding are smaller than FEC. Although FEC can correct some errors, a great number of errors have disastrous influence on the current GOP yet. Whereas, another two schemes exploit the correlated information in previous GOP. Therefore, they can not be affected by the burst errors. At the same time, owning to more motion information the frames quality decreases gradually in Foreman; while the quality of frames is almost the same in Mobile. Figure 7 illustrates the visual improvement of our proposed algorithm. There are many blurred areas in the fame after MC error concealment as we indicate in Figure 7 (a). While compared with the error concealment frame, with the help of the parity bits Wyner-Ziv codec indeed eliminates the blurred area. As we have introduced above, the encoder adaptively chooses the coding blocks via computing MSE. So the background and low level motion areas are still covered by motion compensated pixels. Even though there are incorrect pixels in the final refine frame, most areas of the whole frame are distinct. Author name / Physics Procedia 00 (2011) 000-000 
Conclusion
In this paper, we introduce a new robust error resilient wavelet scalable video coding system. In this system the important parts of embedded bit stream are encoded by two independent codec: 3D EZBC and Wyner-Ziv codec. These two different descriptions are transmitted over different channels to the receiver. Once the errors, especially severe errors, are generated in the channel, the significant parts decoded by EZBC decoder are considered as side information inputting into Wyner-Ziv decoder to produce the final correct version by means of parity bits in Wyner-Ziv description.
What's more, we employ an adaptive mode encoding the frame to reduce the extra bits and refine the coarse version of estimated low temporal frequency frame generated after motion compensated error concealment by exploiting the successive GOP relation in Wyner-Ziv coding. The simulation results indicate that Wyner-Ziv description can correct the errors effectively compared with channel coding, and improve the final reconstructed frame quality. However, now this algorithm is not fit for all sequences. In high level motion sequence, the scene changes too fast, and the correlation between two successive GOPs is low; while in low level motion sequence, the effect of adding Wyner-Ziv bits is not obvious. Therefore, we will do more further research in an attempt to apply our work into these sequences. 
