The problem of image-based head pose estimation attracts intensive attention due to a large number of applications such as face analysis and attention modeling. Existing methods often convert head pose estimation into the pose classification problem, but ignored the non-stationary appearance change brought about by the equally distributed bins. This paper targets the head pose estimation problem via deep neural decision trees, where the non-linear property of the representative appearance is learned together with the bin classification probability. First, we use Convolutional Neural Network (CNN) to get pose related features. Second, we apply the Fully Connected (FC) layer on the learned features to extract branch weight for each Euler angle and the representative values for each bin. Third, we employ neural decision tree on the branch weight to get bin classification probability. To explicitly characterize the relationship between the adjacent pose intervals, we embed continuity of the head angles into the tree architecture by constructing the bridge-tree. The final estimation is obtained via a weighted sum between the estimated bin probability and the representative bin values. We evaluate our methods on different public datasets including Pointing'04, Chinese Academy of Sciences-Pose, Expression, Accessory, and Lighting (CAS-PEAL) and Biwi Kinect Head Pose and find that, the proposed method outperforms as compared to state-of-the-art. Besides, we leverage the template marching based alignment for data preprocessing and demonstrate its superiority over traditional alignment methods on the task of head pose estimation.
I. INTRODUCTION
Image-based head pose estimation which takes the face image as the only input solve the real-world problems like humancomputer interaction [1] , social network analysis [2] , face recognition [3] , and auxiliary driving [4] . However, to obtain the precise 3-Dimensional (3D) values of head poses inferred from 2-Dimensional (2D) facial image is difficult because of the various extrinsic imaging conditions including lighting, occlusion and viewpoint changes.
Historically, methods on head pose estimation usually relies on auxiliary information such as depth [5] , [6] or keypoints [7] , [8] . Methods based on image appearance gained increasing interests due to the overwhelming feature learning The associate editor coordinating the review of this manuscript and approving it for publication was Vladimir M. Mladenovic . ability of CNNs. Existing appearance-based head pose estimation approaches can roughly be modeled as either discrete classification based methods or continuous regression-based methods. At the coarse level, head pose estimation is usually converted to the problem of pose based image classification [9] , [10] . However, discrete orientation estimation alone may hinder the way to applications that require granular angular measurement across multiple degrees of freedom. At the fine level, head pose measurements are spanning over a continuous pose range [11] but are prone to error from poor initialization like improper localization of the bounding box. A combination of the binned pose classification and regression into one unified framework showed superiority of either [10] . Yet, we observe that the process of the facial appearance changes is non-stationary when the face is rotating at a constant speed. Previous work [10] usually uses VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ evenly distributed pose images to denote the representative appearances for each interval. We argue that the predefined fixed mode for selecting the representative bin values is not suitable for the non-linearity property of the appearance change under evenly distributed and non-overlapping bins. To solve the above problem, this paper simultaneously learns the bin classification probability as well as the appearance representation strategy for each of the bins. Motivated by [12] , we utilize the tree-based structure to model the possible pose spans. Suppose each node represents one bin, such that the nodes located on the same layer of the tree split whole pose span into corresponding intervals, with each interval a representative value that best describe the appearance of that bin. We use different layers of the tree to model different granularity sizes. Usually, layers closer to the root node represent larger granularity sizes while layers near the leaf node indicate finner grained granularity sizes.
Another observation is that the head motion is continuous in 3D space, which results in a similar appearance of the face within adjacent poses. The similarity relationship caused by continuity can also be found between adjacent pose intervals, considering that we coarsely divide head poses into several non-overlapping bins. To model the continuity relationship, we use the bridge-based trees that are designed to disambiguate poses near neighboring bin boundaries. By fusing the bridge-based neural decision tree into a CNN architecture, the inherent continuity property of the head poses can be learned simultaneously within the feature extraction process.
The main contributions of this paper are summarized as follows:
• To the best of our knowledge, this is the first attempt to use deep neural decision trees to address image-based head pose estimation problem. We simultaneously learn the representative value for the non-stationary appearance of each bin as well as the bin classification probability. An in-depth analyze is also provided on the performance of tree-based architecture in head pose estimation via CNN.
• We embed the continuity relationship which describes an inherent property of the head poses via bridge-tree based structure by fusion with the adjacent pose intervals. The ambiguity of the poses that located at the boundary of pose intervals is relieved by formulating this continuity.
• We utilize a simple template searching mechanism for face preprocessing by estimating affine transformation over the input image with its nearest template. Our experiments demonstrate that by aligning the face, an approximate 50% error reduction in Yaw angle emerges compared with that of the raw input.
The rest of this paper is organized as follows. Sec. II provides a brief overview of the closely related literature. Sec. III describes the proposed method in detail. Sec. IV presents the experiments and comparisons, and concluding remarks and suggestions for future work are drawn in the end.
II. RELATED WORK
In this section we review the most relevant methods in head pose estimation.
A. AUXILIARY INFORMATION ASSISTED METHODS
From the perspective of input, the auxiliary information is referred to as key points of the image or the corresponding depth maps. Moreover, from the output side of the system, we regard auxiliary information as multiple tasks of the problem, and the additional task can help promote the head pose estimation result.
1) ADDITIONAL CUE BASED METHODS
With the development of accurate landmark estimation using deep learning tools [13] , [14] , a by-product of the landmarkbased face analysis is to recover the 3D pose of the head, via establishing correspondences between 2D landmarks and a reference 3D model. Xia et al. [15] proposed the facial landmarks as a heatmap, and combines it with the original input at channel level to solve the task of head pose estimation and obtained astonishing results. However, all the above methods rely heavily on the precision of the landmark estimation algorithm. Up to now, landmark estimation is not a well-solved problem, thus inducing errors when landmark estimation failed. This paper utilizes information of facial landmarks while relaxing the reliance on it. Some researchers also use Besides landmarks, Fanelli et al. [6] exploited how discriminative random regression forest are used in depth images for head pose estimation. Meyer et al. [5] registered 3D morphable models to depth maps and refine the registration iteratively. Li et al. [16] converted the head pose estimation problem into a 3D face landmark localization problem using RGBD images. However, collecting additional depth images is difficult and time-consuming.
2) MULTITASK BASED METHODS
The multitask based methods refer to techniques involving multiple outputs within one uniform framework. At the 2D image level, Wu et al. [17] simultaneously optimized the face detection and pose estimation via cascade regression. Ahn et al. [18] combined face detection and head pose estimation especially for the application of the driver system. Kumar et al. [14] proposed an iterative method for keypoint localization and pose prediction of unconstraint faces to explore structural dependencies. Khan et al. [19] provided a unified framework for estimating head poses, age and gender through an end-to-end way. For 3D shape space, 3D morphable model-based method [20] , [21] simultaneously estimate 3D face model, head location and orientation, camera parameters, and et al. Zhu et al. [8] combines 3D morphable model and deep learning, iteratively regress the face model coefficients within a cascade framework. Multitask based methods integrate several inter-dependent tasks into one unified framework, but its superiority over a single task-based method is not guaranteed.
B. LEARNING BASED METHODS
The manifold embedding based methods mainly output the correspondence between the input images and the extracted features, which is more robust to other learning-based methods especially when the available training data is relatively small. Díaz-Chito et al. [22] utilized manifold subspace embedding for continuous head pose estimation, where continuity is guaranteed via spline techniques. Hong and Yu [23] combined manifold regularization into deep learning, to compute the hidden relationship for neurons via the regularized convolutional layers.
With the increasing representative and discriminative power of deep learning, CNN-based methods are gaining more and more interest. Hopenet [10] directly predicted the 3D head poses via CNN, by formulating the Yaw, Pitch, and Roll angle separately via a discrete classification module and a continuous regression module. However, no intermediate classification with a smaller number of classes is modeled within Hopenet. Yang et al. [24] learned the meaningful intermediate features related to the fine-grained spatial structures for more accurate prediction, where the coarser intermediate features are learned at shallow layers of CNN for saving memory, but faces the risk of sacrificing accuracy. Different from [24] , this paper formulate intermediate classification as neural decision trees for precise head pose estimation.
C. NEURAL DECISION TREE BASED METHODS
Our method utilizes neural decision trees for head pose estimation. Decision trees and random forests play an important role in solving computer vision problems like age estimation and monocular depth estimation. Learning-based methods on trees or forests can output more robust results, which means the learned model could have better generalization ability. Meanwhile, with the increasing popularity of CNN which is been used in almost all fields of computer vision problems, the combination of the tree-based architecture and neural network absorbed both advantages. Kontschieder et al. [25] combined the classification trees and CNNs, which was proved to work better than traditional classification trees. Shen et al. [26] utilized neural regression forests to regress the face ages, where one iterative training policy was employed to update the parameters related to the leaves and splitting nodes. Roy and Todorovic [27] proposed to solve the monocular depth estimation problem based on the neural regression forest, where the nodes in the tree are represented as light-weighted CNNs, which works as the building block of the whole network. This paper attempts to apply neural decision trees to solve the problem of head pose estimation, and we demonstrate its outstanding performance over the other methods.
III. METHOD
The problem of head pose estimation aims at predicting the orientation of the head concerning the camera. A 3D vector of Euler angles with respect to Yaw, Pitch and Roll are typically used to represent the head pose. Suppose A(I ) is the predicted angles inferred from image I , and G represents the ground-truth pose, thus the head pose estimation problem is to minimize the objective function shown in equation 1.
arg min
A. METHOD OVERVIEW Fig. 1 shows overview of our proposed method. The upper part of Fig. 1 shows the pipeline of our method, and the lower part shows the detail of the Full Convolutional (FC) layer connected to the neural decision tree. The input of our algorithm is the raw face image I , followed by any face detector to get the cleaner face image. The cropped face is then optionally going through the face alignment module to get the aligned image. In this paper, we use a template marching based method for face alignment via a 2D affine transformation. Either the cropped face or the aligned one is sent into the convolutional neural network for feature extraction. The extracted features are connected to two different parts, namely the branch weight distribution part and the representative appearance localization part. The branch weight distribution part is formulated via the tree-like structure for bin classification. The final estimation is obtained via a weighted sum between the estimated bin probability and the learned bin representation. For supervising the whole network, we combine both the regression loss and classification loss as supervision used in our method. For the discrete classification problem, we compute the cross-entropy loss between the estimation and the one-hot representation of its ground-truth vector. Meanwhile, we use mean square error to supervise the continuous pose regression. These two losses are finally combined via a weighted sum where the weight balances their importance.
B. NEURAL DECISION TREES
Decision trees are extensively used in classification problems and achieved astonishing performance in many applications, thanks to the hierarchical structures of the trees. Traditional decision trees often use hand-crafted features as input, which is insufficient to express the discriminative power of the decision trees. The advent of neural networks has brought great improvement in many visual tasks because of its surprising ability to learn much more representative and discriminative features for specific tasks. In order to take advantage of both, neural decision trees that combine neural networks and decision trees emerge.
Decision trees mainly consist of two kinds of nodes: split nodes and leaf nodes. The split nodes are responsible for deciding which branch to choose based on the current state, and the leaf nodes output the ultimate estimation, which could be obtained through the corresponding relationship between the leaf nodes and the relevant classes. In a traditional binary decision tree, the split nodes select the branch which corresponds to the interval that the input sample belongs to. Each node corresponds to two decisions of 0 or 1, which means that the following routing path from this decision node is fixed. Different from traditional binary classification trees, the decision node in our neural decision tree outputs the probability over all the branches. One sample is routed from the root to the leaf node, and the distribution over the whole space could be obtained. Specifically, in the head pose estimation problem, space consists of all the possible head pose values. Different from previous problems such as age estimation or monocular depth estimation, more than one tree is needed to output predictions of the head poses. In our algorithm, three trees are used which correspond to Yaw, Pitch, and Roll angles respectively.
For a decision tree with L layers and each layer contains n i number of nodes where i ∈ [1, L], we assume N i,j ∈ N is the j th node located at layer i, where j ∈ [1, n i ] and N represents the set of total nodes in the tree. Note that we distinguish leaf nodes from split nodes when the subscript i = L. Unless otherwise indicated, we use the symbol N j to denote the j th leaf node for a shot. Suppose C i,j is the child nodes set of N i,j , each child node corresponds to a direct connection and represents the weight of that branch. Followed by property of the tree, each split node satisfies the condition shown in equation 2.
Here the symbol w(·, ·) denotes edge weight between the two corresponding nodes. Each leaf node N j corresponds to one head pose interval whose classification probability p j is calculated through accumulating the probabilities of all paths j that start from the root and end at N j as shown in equation 3 .
where q(α) denotes the probability obtained from one specific path α that reaches N j , which is calculated as shown in equation 4 .
Here N i,k ∈ α denotes all split nodes within path α and c i,k is the child node of N i,k . By finding the largest value over the probability distribution of all classes, the coarse head pose classification result can be reached. However, for continuous space-based head pose estimation, further regression calculation is performed for different directions. For each Euler angle, the fine-grained pose is estimated through the weighting sum between class probability and the representative values for each bin interval. Suppose n L is the total number of pose intervals at the leaf nodes, we denote r j the regressed representative value for interval j ∈ [0, 1 . . . n L − 1]. The final estimation can be formulated as shown in equation 5.
In order to regulate the regression process, the concrete representative value r j is denoted via mapping the regularized regressing value γ j ∈ [0, 1] to the corresponding interval of [a j l , a j r ] with respect to N j as shown in equation 6.
C. CONTINUITY AWARE TREE STRUCTURE
Continuity is one important factor that could always be put into consideration in all the order-related problems. In the problem of head pose estimation, the pose angles can be regarded as continuous distribution among specific angle intervals. Inspired by [12] , we embed the adjacent relationship into the tree-based structures. Suppose A and B are two adjacent angle intervals, we notice that the rightmost pose value a r in A and leftmost pose value b l in B is very close. However, as shown in traditional trees in Fig 3, the two poses never have a chance to communicate this continuity relationship, though they represent the angles that are almost the same. Under this consideration, we change the traditional tree structures into the new ones by merging the two adjacent angle intervals into one as shown in the right part of Fig 3.  Fig 2 shows the merging process for both split nodes and the leaf nodes sequentially. For two adjacent split nodes, the structures of their subtrees are the same, and each pair of the nodes located at the same site are prepared for nodewise merging. In this way, the learning process has the chance to adjust its interval split policies to the specific sample, thus better-predicted results could be obtained. Different from [12] , the intervals in our case are not overlapped which satisfies the fact that the sum of the probabilities for all the intervals covering the whole pose span is equal to one. As a result, our loss functions are also different from [12] which is conducted in a supervised way. Besides, different from problems that only need one regression result [27] , [28] , the head pose estimation problem calls for multiple outputs. In other words, two or three trees to represent different Euler angles are needed rather than one.
D. TEMPLATE MARCHING BASED FACE ALIGNMENT
Face alignment always plays an important role in face-related tasks, especially in face recognition tasks. With all the other FIGURE 4. Detail of our template marching based face alignment. For a given input image, the landmark localization algorithm is adopted for initial face alignment. We then apply the landmark-based marching method to search through the shape templates and find the closest template. The transformation between the input image and the marched template is calculated and then applied to the input image to get the final regularized face image.
conditions equal, there exists a huge difference in the performance of the algorithm with and without alignment. However, we notice that there is barely any work that analyzes the effectiveness of the alignment in the head pose estimation tasks. Xia et al. [15] tries to align the face to one canonical face shape, which works extraordinary well on near frontal faces. Nevertheless, for large pose images, large variation between the fixed canonical shape and the input shape would produce large alignment errors. In this paper, we propose to use more than one canonical face shapes to further improve the performance of the alignment task. To be specific, we use multiple pre-defined canonical face shapes known as templates, which are described in the form of five facial feature points, semantically they are the left eye, the right eye, the nose, the left mouth, and the right mouth. The pre-defined templates are arranged by changing the yaw angles in 3D, and the pitch and roll angles of all templates are assigned to zero.
For a given face image, we crop the face via the face detector [29] and scale the cropped face region to fit the size of predefined template. We employ the face alignment algorithm [13] to get facial landmarks within the scaled face image. We define the transformation matrix between the input face image and its corresponding template as shown in equation 7.
where θ is the rotation angle, t x and t y are the translation with respect to x and y axis, and s is the scaling factor. Note that no oblique transformation exists in our affine transformation which may produce factitious deformation of the face. Thus, the optimal affine transformation for each template that brings the minimum alignment error between the transformed face image and the template can be defined according to equation 8.
Face images before and after template marching based face alignment. The first row shows the best-matched template with respect to the input images in the second row. The third row displays the face images after alignment.
The symbol K denotes the total number of candidate templates, S represents key points from the input image and S k 0 describes key points of the k th canonical shape. Consequently, the k * th template with the minimum least square error is selected for further alignment. The detailed process of the template marching based alignment could be seen in Algorithm .1. Examples of the face images before and after the alignment step is shown in Fig. 5 . Compute the optimal transformation between S and the i th shape template
Compute the alignment error for the i th template e i = |T * i × S − S i 0 | 4 end 5 Find the template with minimal error k * = arg min k ([e 1 , e 2 , ..., e K ]) 6 Transform the input image using the optimal transformation matrix O = W (T * k * , I ) via warping operation W (·, ·)
IV. EXPERIMENTS AND RESULTS

A. DATASETS
We evaluate the performance of our method on three publicly available datasets, namely Pointing'04 [30] , CAS-PEAL [31] and Biwi [32] . 
B. EXPERIMENTAL DETAILS AND SETTINGS
We implement our algorithm within the Pytorch framework. We use the following hardware configuration for both training and testing: NVIDIA GeForce GTX 1080 Ti, 11 GB GPU memory, i7-8700K processor and 32G RAM. All the input image sizes are fixed 224 * 224. The training network is optimized via Adam optimization with an initial learning rate of 1e − 3. The learning rate is decayed every 10 epoch. For other relevant parameters, we set β 1 = 0.99 and β 2 = 0.99, and the decay value be 0.95. We employ VGG16 as the backbone network to obtain the extracted features which are then fed into our neural decision tree. The backbone network is first initialized by the pre-trained model on Ima-geNet [33] . Unless others indicated, the number of templates in the marching based alignment is set to 5, where the Yaw poses of the templates are set to −90 • , −45 • , 0 • , 45 • and 90 • respectively. The weighting value which combines the two losses is empirically set to 1.
We realize the neural decision tree through two parallel FC layers, where one FC layer is followed by the Sigmoid activation function to regress the representative value for each interval, and the other is used to regress the weights of all the branches in the tree. Given that all the direct interactions from a certain split node shall always satisfy that the sum of the corresponding weights be equal to one, we use the Softmax layer after every N s neurons which represent the weights of one split node to ensure this constraint, N s is the number of the branches of one split node. We use both the Mean Average Error (MAE) and the Mean classification Accuracy (MA) to evaluate the proposed method, where MA is computed as the percentage of correctly classified images whose estimation errors are within 15 • . Formally, MAE is calculated as shown in equation 9.
Here N img is the total number of face images and N Eul denotes the total number of available poses with regard to Yaw, Pitch and Roll. The symbols v i,j and G i,j represent the final estimation and the groundtruth values of the j th Euler angle from the i th input image.
C. QUANTITATIVE EVALUATION
In this section, we compare our method with other related work on different datasets including Pointing'04, CASPEAL-R1 and Biwi.
1) RESULTS ON THE POINTING'04 DATASET
In this section, we first discuss how the tree structure affects the performance of our algorithm, followed by an insight comparison with other methods on the Pointing'04 dataset. Given that the tree structure varies a lot with aspect to both the number of layers and the number of branches, we test on different parameters of the tree to find a proper structure that suites our problem. We sample the different numbers of layers from 2 to 6 and tried on both the binary tree and the triple tree as shown in Tab. 1. We employ MAE as the quantitative metric for evaluating the different tree structures. We only investigate the performance in Yaw angles because the frequency of its occurrence is much higher than the other Euler angles, especially for large poses. As is shown in Table 1 , the error decreases as the tree depth increases, and the expressive power of the triplet tree are much stronger than that of the binary tree. However, for triplet trees, a turning point is observed when the tree depth reaches 4, the error sustains without any further decreasing. Taking all these observations into consideration, the triple tree structure with 4 layers performs best. Unless otherwise indicated, we apply the 4 layered triplet tree in all the following experiments.
For comparison with other methods, we first use the MTCNN to detect the faces and five feature points. The miss detected faces and the five feature points are manually labeled. We then randomly expand the boundary of the detected face to obtain a bigger bounding box to ensure that all the face regions are included. If further image regularization is employed, the cropped face according to the bounding box is fed into the pipeline of the template marching based alignment.
Tab. 2 shows the comparison results with other methods on Pointing'04. Reference [39] combined the segmentation into the head pose estimation. Reference [41] utilized both the global and local features, and Ref. [38] employed feature selecting techniques. References [34] - [37] all used the soft labels as supervision. [40] regarded the pose estimation as the classification problem that extracts features based on the first and second order derivatives. Reference [43] estimated head poses via the spectral and singular value decomposition. Reference [42] combines the advantages of manifold learning and a mixture of linear regression. Our method outperforms others for both MAE and MA with respect to both Pitch and Yaw angles. Note that although our results are comparable to that of [34] without alignment, the estimation error drops sharply when alignment procedure is adopted, where the Yaw angle error reaches 1.3 and the Yaw classification accuracy reaches 92.5% with a 4 point promotion over [34] .
In order to show the classification accuracy with respect to each of the angles in Pointing'04, Fig. 7 shows the confusion matrix based on the predicted results of the Yaw and Pitch angles respectively. For both Euler angle, miss classification rate increases as a function of the pose. The rationale behind this is that the distribution of images with different poses is not uniform, where the number of training samples for large poses is much smaller.
For better exhibiting the process Fig. 6 shows the average training and validating loss curves for a total of 110 epochs.
2) RESULTS ON THE CASPEAL-R1 DATASET
We show the comparison result on CASPEAL-R1 in Tab. 3. For the comparison methods, [42] is evaluated on the five-fold cross-validation, but their result is relatively less comparative especially for the pitch angle. Reference [22] gives their report based on the two-fold cross-validation. Reference [15] takes the feature points coupled with the original face image as the input. Reference [44] levers the advantages of the tree structure for head pose estimation via forests. In our experiment, we report both the error and classification accuracy for the Yaw and Pitch angles through three-fold cross-validation, which out-performs all the other methods listed. As the pitch angles in CAS-PEAL-R1 only include three different categories, most of the previous work only gives the report for the Yaw angle estimation. We also give the confusion matrix for yaw and pitch in Fig. 8 .
3) RESULTS ON THE BIWI DATASET
Different from the Pointing'04 data set and the CAS-PEAL-R1, the ground-truth angle of Biwi includes three Euler poses. Therefore, we expand the output of the network to include the roll estimation in both the training phase and the testing phase.
We evaluate our proposed method on Biwi with five-fold cross-validation. As shown in Tab. 4, our result outperforms state-of-the-art by a large margin. Hopenet [10] used the plain CNN to regress the three head poses. Ref. [46] used the generated synthetic images to augment the training data. Ref. [42] used the manifold embedding approach. Ref. [45] generalized the cumulative attribute space to multiple outputs through the Cartesian product. Note that our result on Biwi without alignment already outperforms state-of-the-art, and the yaw pose estimation performance of the aligned faces is further improved compared to that without alignment, which fully validates the superiorities of the template marching based alignment.
D. ABLATION STUDY 1) EFFECTS OF THE EXISTENCE OF NEURAL DECISION TREES
To demonstrate the effectiveness of decision tree-based structure, we compare our method with traditional CNNs on Pointing'04 dataset. For a fair comparison, the backbone network, the supervision loss functions and all the parameters stay the same. We use VGG16 as feature extracting and adopt the combination loss between cross-entropy and MSE. Tab 5 shows the comparison results. The performance of the network without tree structures is inferior. It is worth pointing out that the tree structures here are not equipped with continuity relationships. In other words, the tree used here is a normal binary tree, and the comparison result demonstrates the effectiveness of the neural decision tree which combines both the advantage of the neural network and the tree structure in improving the head pose estimation performance. Compared with CNN architecture based methods, we have achieved half of the error reduction by adding the bridge-based triplet tree.
2) EFFECTS OF CONTINUITY EMBEDDING IN THE TREE ARCHITECTURE
To validate the effectiveness of the embedded continuity relationship in the tree architecture, we use the standard trees without a continuity relationship as a baseline. We compare the baseline with that of the continuity based tree structure, which is characterized by the shared split node. Tab. 6 shows that MAE in the later experiment that is with embedded continuity surpasses the former one by 20% for Yaw angle and 10% for Pitch angle, which demonstrates the effectiveness of the shared decision node-based tree architecture in improving the performance of the head pose estimation.
3) EFFECTS OF TEMPLATE MARCHING BASED ALIGNMENT
To validate the effect of the template marching based alignment in the head pose estimation, we compare the Yaw prediction with and without alignment on the CASPEAL-R1 dataset as shown in Tab. 7. We demonstrate that the template marching based alignment plays a significant role in improving the performance of yaw pose estimation. The MAE based on the input that has been processed by the template marching alignment has significantly surpassed the one that is based on the detected face rect without the alignment process. For that the face images through the affine transformation may change the pitch pose of the original face image, we only investigate the effects in the improved performance on Yaw angles. After the template marching based alignment, the Yaw prediction error is lower by about 50%. The rationale behind this is that the Pitch angles of our pre-defined templates are all zero, which means the variety in Pitch angles declines. In other words, the template marching based alignment could be regarded as a kind of problem decomposition scheme that weakens the difficulty in Yaw estimation.
4) EFFECTS OF THE NUMBER OF TEMPLATES IN MARCHING PROCESS
To analyze the effect of the number of templates on the performance of head pose estimation, we vary template numbers and evaluate the performance via MAE measurement. We experimentally set the number of templates to 1, 3, 5, 7 and 13 respectively. The number of templates setting to 1 is equivalent to the traditional alignment method with only a frontal face template. However, when it comes to those face images with large poses, we would only do the rotation process to ensure that the face image would not be much distorted after the transformation. When the number is set to 3, the yaw poses of the templates are corresponded to −45 • , 0 The results of the above experiments are shown in Tab. 8. In the beginning, the prediction error decreases with the increasing number of the templates, which implies that when the number of templates is larger, the sample to align with could march the closer template with respect to Yaw angles. However, the interesting thing is that when the number of templates exceeds the threshold value, the promotion suspended. We argue that this is because of the larger marching errors when the templates are classified into more sophisticated categories, where miss classification is more likely to occur among nearby templates. Note that when the number of templates is set to one, the prediction performance is the worst compared with that when multiple templates are available.
V. CONCLUSION
In this paper, we proposed a novel method for estimating head poses based on neural decision trees. Our tree-based neural network architecture which embeds the relationship of the continuity in pose intervals plays a vital role in improving the precision of the final estimation. Furthermore, we validate the promotion of the template marching based alignment for head pose estimation. We deeply investigate both the effects of the neural trees with different architectures and, the number of templates in the alignment upon the head pose estimation performance. However,there exist some limitations especially when the face is occluded, the detected feature points may be very inaccurate, which could lead to the performance that is not as good as when occlusion free. In future work,we would consider to combine the detected feature points as well as the confidence of those feature points which defines the probability that the feature points are accurate, the feature points with higher confidence would play more significant role in the template marching based alignment than those with lower confidence. Besides, we would consider expanding the tree architectures to the forest to better take advantage of the merits of the hierarchical structures based probability graph model to further improve the prediction performance.
