Abstract. The problem of scheduling independent jobs on identical parallel machines for minimizing makespan has been intensely studied in the literature. One of the most popular constructive algorithms for this problem is the LPT (Longest Processing Time First) rule whose approximation ratio has been proved by contradiction. A direct proof of its approximation ratio is presented, which can be regarded as an acquisition of knowledge by deductive means.
Introduction
Scheduling n independent jobs on m identical parallel machines with the objective of minimizing makespan (the maximum completion time of all n jobs) is a fundamental problem in combinatorial optimization. It has been intensely studied since the publication of the pioneering work of McNaughton [1] . There is a rich literature on this problem (see, e.g., [2] [3] [4] ). This problem is routinely encountered in many real-life applications such as production lines, shipping docks, universities, and computer systems [5, 6] .
Using the three-field notation of Graham et al. [7] , the above problem is denoted as max || P C , where P represents the identical parallel machines environment and max C is the makespan objective function. Since the problem is strongly NP-hard [8] , computation of complete enumeration of all possible schedules is prohibitively large. Therefore, approximation algorithms are frequently applied to obtain near-optimal schedules because of their polynomial time complexity, especially for the instances with large number of jobs. Approximation algorithms are usually evaluated by their approximation ratios. The approximation ratio of an algorithm for a minimization problem is the worst-case ratio on any input instance between the value of the solution obtained by the algorithm and the optimal solution value. An algorithm with approximation ratio ρ is called a ρ -approximation algorithm. A family of algorithms { } A ε is called a polynomial time approximation scheme (PTAS) if, for any arbitrarily small positive constant ε , A ε is a (1 ) ε + -approximation algorithm running in time that is polynomial in the input size of the problem instance [9] .
The most popular approximation algorithms for max || P C are List Scheduling [10] , LPT (Longest Processing Time First) [11] , MULTIFIT [12] , COMBINE [13] , and LISTFIT [14] . Laha and Behera [15] gave a comprehensive review and evaluation of these popular algorithms. There also exist polynomial time approximation schemes for max || P C [16, 17] ( log log ) O n n bn m + , respectively. Clearly, MULTIFIT, COMBINE and LISTFIT provide better performance at the expense of higher time complexities. In many situations, LPT performs better and consumes the least computational time. In addition, LPT is easy to implementable.
Graham [11] proposed LPT and proved its approximation ratio by contradiction. The analysis presented in [11] is quite involved. Moreover, indirect proof has traditionally been criticized as showing merely 'that' its conclusion is true and not 'why' it is true. In this paper we present a direct proof of the 4 / 3 bound of LPT, which can be regarded as an acquisition of knowledge by deductive means.
The remainder of this paper is organized as follows. In Section 2, we formalize the problem of identical parallel machines scheduling, and then illustrate the LPT rule. In Section 3, we provide a worst-case analysis of the LPT rule and give a simple and direct proof of its 4 / 3 bound. We conclude this paper in Section 4.
Preliminaries
For simplicity, we assume without loss of generality that the machines are indexed in non-decreasing order of their GoS levels such that
, but cannot be processed on any of the machines 1 2 , , ,
In this section we will formalize the problem of scheduling independent jobs on identical parallel machines for minimizing makespan, and illustrate the LPT rule proposed in [11] .
As mentioned above, the problem is denoted as max || P C . In this problem, there are n independent jobs to be processed on m identical parallel machines. Each machine can process at most one job at a time. Once a job starts processing on one machine, it must be completed on that machine without preemption. The ready times of all jobs are zero. The well-known longest processing time first (LPT) rule [11] for max || P C works as follows. It first sorts all the jobs in non-increasing order of their processing times. Then, it schedules the jobs one by one in this order such that each job is assigned to the machine with currently smallest load (ties broken arbitrarily).
Worst-case analysis
In this section we will study the behavior of the LPT rule for max || P C and give a direct proof for its 4/3 bound.
Let OPT denote the makespan of an optimal schedule for max || P C . All the jobs are classified as long, median and short jobs. Job j is called a long job
The LPT rule solves max || P C in the following three phases. In the first phase, it assigns m longest jobs each to an empty machine. If there are less than m jobs, then the algorithm terminates. In the second phase, it continues to assign the remaining jobs to the machines until the currently selected least loaded machine has to be a machine which has processed two jobs already (i.e., each machine having the least load has processed two jobs already), or there are no jobs left, whichever occurs first. In the third phase, it assigns the remaining jobs until there are no jobs left. Let Proof. Note that the number of long jobs is at most m . When the first phase completes, each long job has been assigned to a different machine. Since each machine processes at most one long job, and the processing time of any job is less than or equal to OPT , it follows that 1 max C OPT ≤ . □ Lemma 2. When the second phase completes, all median jobs get assigned; and if a job has to be assigned to a machine which has processed a long job already, this job must be a short job. Moreover,
Proof. Let L n denote the number of long jobs. These L n long jobs have to be assigned to L n different machines in any optimal schedule. In any optimal schedule, any machine which has been assigned a long job already cannot be assigned a median job. If there are more than 2( ) L m n − median jobs, then any optimal schedule cannot finish all the jobs by time OPT . Hence, the number of the median jobs is at most 2( )
The second phase assigns all the median jobs to the L m n − machines which process no long jobs. Each of these L m n − machines processes at most two median jobs. Therefore, all median jobs can be assigned; and if a job has to be assigned to a machine which has processed a long job already, this job must be a short job. Combining the fact that each machine processes at most two jobs after the second phase, we get 
Conclusion
In this paper, we considered the problem of scheduling independent jobs on identical parallel machines for minimizing makespan. We obtained a simple and direct proof for the 4/3 bound of the LPT rule. It would be interesting to conduct a rigorous analysis which can lead to a direct proof for the 4 / 3 1/ (3 ) m − bound of the LPT rule.
