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Abstract
Dynamics of Unipotent Subgroups on Infinite Volume Space
Minju Lee
2021
This thesis consists of five projects.
In the first project, joint work with Oh [61], we establish an analogue of Ratner’s orbit
closure theorem for any connected closed subgroup generated by unipotent elements in
SO(d, 1) acting on the space Γ\SO(d, 1), assuming that the associated hyperbolic manifold
M = Γ\Hd is a convex cocompact manifold with Fuchsian ends.
In the second project, joint work with Oh [62], we give a topological proof of Benoist-
Quint theorem [13]. Let G = SO◦(d, 1), ∆ < G be a cocompact lattice, and Γ < G be
a Zariski-dense discrete subgroup. We prove that every Γ-orbit in ∆\G is either finite or
dense. While Benoist and Quint’s proof is based on their classification results for stationary
measures, our proof is topological, using ideas from the study of dynamics of unipotent
flows on Γ\G.
In the third project, joint work with Edwards and Oh [34], we obtain the asymptotic
behavior of matrix coefficients Φ(g) = 〈gf1, f2〉 in L2(Γ\G) for local functions f1, f2 ∈
Cc(Γ\G), where G is a connected semisimple real linear Lie group and Γ < G is an Anosov
subgroup. As an application, for a symmetric subgroup H of G, we obtain a counting
result for 1) Γ-orbits in the bisector of generalized Cartan decomposition of G, as well as
2) discrete Γ-orbits in H\G, analogous to [32] and [35].
In the fourth project, joint work with Oh [63], we study invariant measures for horo-
spherical actions on Γ\G where G is a connected semisimple real linear Lie group and Γ < G
is an Anosov subgroup. For a maximal horospherical subgroup N of G, let A be a maximal
real split torus and M be a maximal compact subgroup which normalizes N . We prove that
the space of all nontrivial NM -invariant, ergodic, and A-quasi-invariant measures on Γ\G
up to proportionality, is homeomorphic to RrankG−1.
In the fifth project, joint work with Oh [64], we present the ergodic decompositions of
Burger Roblin measures on Γ\G where G is a connected semisimple real algebraic group and
Γ is a Zariski dense Anosov subgroup of G. Let N be a maximal horospherical subgroup of
G and P the normalizer of N with a fixed Langlands decomposition P = MAN . We prove
that for any non-trivial NM -invariant ergodic and P -quasi invariant measure µ on Γ\G,
µ =
∑
E0∈YΓ µ|E0 describes the N -ergodic decomposition, where YΓ denotes the collection
of all P ◦-minimal subsets of Γ\G. As a consequence, we deduce that the space of all non-
trivial N -invariant ergodic and P ◦-quasi-invariant Radon measures on Γ\G, up to positive
constant multiples, is homeomorphic to RrankG−1 × {1, · · · ,#YΓ}.
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Abstract
This thesis consists of five separate projects. They are organized into the following sections:
Orbit closures of unipotent flows for hyperbolic manifolds with Fuchsian
ends.
In joint work with Oh [61], we establish an analogue of Ratner’s orbit closure theorem for
any connected closed subgroup generated by unipotent elements in SO(d, 1) acting on the
space Γ\ SO(d, 1), assuming that the associated hyperbolic manifold M = Γ\Hd is a convex
cocompact manifold with Fuchsian ends.
Topological proof of Benoist-Quint.
Let G = SO◦(d, 1), ∆ < G be a cocompact lattice, and Γ < G be a Zariski-dense discrete
subgroup. In joint work with Oh [62], we prove that every Γ-orbit in ∆\G is either finite or
dense, which is an earlier theorem of Benoist-Quint [13]. While Benoist and Quint’s proof is
based on their classification results for stationary measures, our proof is topological, using
ideas from the study of dynamics of unipotent flows on Γ\G.
Anosov subgroups: local mixing, counting, and equidistribution.
In joint work with Edwards and Oh [34], we obtain the asymptotic behavior of matrix
coefficients Φ(g) = 〈gf1, f2〉 in L2(Γ\G) for local functions f1, f2 ∈ Cc(Γ\G), where G is
a connected semisimple real linear Lie group and Γ < G is an Anosov subgroup. As an
application, for a symmetric subgroup H of G, we obtain a counting result for 1) Γ-orbits
in the bisector of generalized Cartan decomposition of G, as well as 2) discrete Γ-orbits in
3
H\G, analogous to [32] and [35].
Invariant measures for horospherical actions and Anosov groups.
Let G be a connected semisimple real linear Lie group, and Γ < G be an Anosov subgroup.
For a maximal horospherical subgroup N of G, let A be a maximal real split torus and M
be a maximal compact subgroup which normalizes N . In joint work with Oh [63], we prove
that the space of all nontrivial NM -invariant, ergodic, and A-quasi-invariant measures on
Γ\G up to proportionality, is homeomorphic to RrankG−1.
Ergodic decompositions of geometric measures on Anosov homogeneous
spaces.
LetG be a connected semisimple real algebraic group and Γ a Zariski dense Anosov subgroup
of G. Let N be a maximal horospherical subgroup of G and P the normalizer of N with a
fixed Langlands decomposition P = MAN . We prove that for any non-trivial NM -invariant
ergodic and P -quasi invariant measure µ on Γ\G, µ =
∑
E0∈YΓ µ|E0 describes the N -ergodic
decomposition, where YΓ denotes the collection of all P
◦-minimal subsets of Γ\G. As a
consequence, we deduce that the space of all non-trivial N -invariant ergodic and P ◦-quasi-
invariant Radon measures on Γ\G, up to positive constant multiples, is homeomorphic to
RrankG−1 × {1, · · · ,#YΓ}, refining the main result of [64].
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Orbit closures of Unipotent flows
for hyperbolic manifolds with
Fuchsian ends.
0.1 Introduction
Let G be a connected simple linear Lie group and Γ < G be a discrete subgroup. An element
g ∈ G is called unipotent if all of its eigenvalues are one, and a closed subgroup of G is called
unipotent if all of its elements are unipotent. Let U be a connected unipotent subgroup of G,
or more generally, any connected closed subgroup of G generated by unipotent elements in
it. We are interested in the action of U on the homogeneous space Γ\G by right translations.
If the volume of the homogeneous space Γ\G is finite, i.e., if Γ is a lattice in G, then
Moore’s ergodicity theorem says that for almost all x ∈ Γ\G, xU is dense in Γ\G [85].
While this theorem does not provide any information for a given point x, the celebrated
Ratner’s orbit closure theorem, which was a conjecture of Raghunathan, states that
the closure of every U -orbit is homogeneous, (0.1.1)
that is, for any x ∈ Γ\G, xU = xL for some connected closed subgroup L < G containing
U [107]. Ratner’s proof is based on her classification of all U -invariant ergodic probability
measures [106] and the work of Dani and Margulis [30] on the non-divergence of unipotent
flow. Prior to her work, some important special cases of (0.1.1) were established by Margulis
[71], Dani-Margulis ( [28], [29]) and Shah ( [121], [120]) by topological methods. This
theorem is a fundamental result with numerous applications.
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It is natural to ask if there exists a family of homogeneous spaces of infinite volume
where an analogous orbit closure theorem holds. When the volume of Γ\G is infinite, the
geometry of the associated locally symmetric space turns out to play an important role in
this question. The first orbit closure theorem in the infinite volume case was established by
McMullen, Mohammadi, and Oh ( [79], [80]) for a class of homogeneous spaces Γ\ SO(3, 1)
which arise as the frame bundles of convex cocompact hyperbolic 3-manifolds with Fuchsian
ends.
Our goal in this paper is to show that a similar type of orbit closure theorem holds
in the higher dimensional analogues of these manifolds. We present a complete hyperbolic
d-manifold M = Γ\Hd as the quotient of the hyperbolic space by the action of a discrete
subgroup
Γ < G = SO◦(d, 1) ' Isom+(Hd)
where SO◦(d, 1) denotes the identity component of SO(d, 1). The geometric boundary of
Hd can be identified with the sphere Sd−1. The limit set Λ ⊂ Sd−1 of Γ is the set of all
accumulation points of an orbit Γx in the compactification Hd ∪ Sd−1 for x ∈ Hd.
The convex core of M is a submanifold of M given by the quotient
coreM = Γ\ hull(Λ)
where hull(Λ) ⊂ Hd is the smallest convex subset containing all geodesics in Hd connecting
points in Λ. When coreM is compact, M is called convex cocompact.
Convex cocompact manifolds with Fuchsian ends
Following the terminology introduced in [53], we define:
Definition 0.1.1. A convex cocompact hyperbolic d-manifold M is said to have Fuchsian
ends if coreM has non-empty interior and has totally geodesic boundary.
The term Fuchsian ends reflects the fact that each component of the boundary of coreM
is a (d−1)-dimensional closed hyperbolic manifold, and each component of the complement
M − core(M) is diffeomorphic to the product S× (0,∞) for some closed hyperbolic (d− 1)-
manifold S.
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Convex cocompact hyperbolic d-manifolds with non-empty Fuchsian ends can also be
characterized as convex cocompact hyperbolic manifolds whose limit sets satisfy:




where Bi’s are round balls with mutually disjoint closures. The double of the core of a convex
cocompact hyperbolic d-manifold with non-empty Fuchsian ends is a closed hyperbolic d-
manifold.
Any convex cocompact hyperbolic manifold with non-empty Fuchsian ends is con-
structed in the following way. Begin with a closed hyperbolic d-manifold N0 with a fixed
collection of finitely many, mutually disjoint, properly embedded totally geodesic hypersur-
faces. Cut N0 along those hypersurfaces to obtain a compact hyperbolic manifold W with
totally geodesic boundary hypersurfaces. There is a canonical procedure of extending each
boundary hypersurface to a Fuchsian end, which results in a convex cocompact hyperbolic
manifold M (with Fuchsian ends) which is diffeomorphic to the interior of W .
By Mostow rigidity theorem, there are only countably infinitely many convex cocompact
hyperbolic manifolds with Fuchsian ends of dimension at least 3. On the other hand, for
a fixed closed hyperbolic d-manifold N0 with infinitely many properly immersed geodesic
hypersurfaces,1 one can produce infinitely many non-isometric convex compact hyperbolic d-
manifolds with non-empty Fuchsian ends; for each properly immersed geodesic hypersurface
fi(Hd−1) for a totally geodesic immersion fi : Hd−1 → N0, there is a finite covering Ni of
N0 such that fi lifts to Hd−1 → Ni with image Si being properly imbedded in Ni [66].
Cutting and pasting Ni along Si as described above produces a hyperbolic manifold Mi
with Fuchsian ends. When the volumes of Si are distinct, Mi’s are not isometric to each
other.
Orbit closures
In the rest of the introduction, we assume that for d ≥ 2,
M is a convex cocompact hyperbolic d-manifold with Fuchsian ends.
1. Any closed arithmetic hyperbolic manifold has infinitely many properly immersed geodesic hypersurfaces
provided it has at least one. This is due to the presence of Hecke operators [109].
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The homogeneous space Γ\G can be regarded as the bundle FM of oriented frames over
M . Let A = {at : t ∈ R} < G denote the one parameter subgroup of diagonalizable elements
whose right translation actions on Γ\G correspond to the frame flow. Let N ' Rd−1 denote
the contracting horospherical subgroup:
N = {g ∈ G : a−tgat → e as t→ +∞}.
We denote by RFS1 the renormalized frame bundle of M :
RFS1 := {x ∈ Γ\G : xA is bounded},
and also set
RF+ S1 := {x ∈ Γ\G : xA+ is bounded}
where A+ = {at : t ≥ 0}. When Vol(M) <∞, we have
RFS1 = RF+ S1 = Γ\G.
In general, RFS1 projects into coreM (but not surjective in general) and RF+ S1 projects
onto M under the basepoint projection Γ\G→M . The sets RFS1 and RF+ S1 are precisely
non-wandering sets for the actions of A and N respectively [135].
For a connected closed subgroup U < N , we denote by H(U) the smallest closed simple
Lie subgroup of G which contains both U and A. If U ' Rk, then H(U) ' SO◦(k + 1, 1).
A connected closed subgroup of G generated by one-parameter unipotent subgroups is, up
to conjugation, of the form U < N or H(U) for some U < N (Corollary 0.3.8).
We set FH(U) := RF+ S1 · H(U), which is a closed subset. It is easy to see that if
x /∈ RF+ S1 (resp. x /∈ FH(U)), then xU (resp. xH(U)) is closed in Γ\G. On the other
hand, for almost all x ∈ RF+M , xU is dense in RF+ S1, with respect to a unique N -
invariant locally finite measureon RF+ S1, called the Burger-Roblin measure; this was shown
by Mohammadi-Oh [83] for d = 3 and by Maucourant-Schapira for general d ≥ 3 [77] (see
section 0.12).
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Orbit closures are relatively homogeneous
We define the following collection of closed connected subgroups of G:
LU :=
L = H(“U)C : for some z ∈ RF+ S1, zL is closed in Γ\Gand StabL(z) is Zariski dense in L
 .
where U < “U < N and C is a closed subgroup of the centralizer of H(“U). We also define:
QU := {vLv−1 : L ∈ LU and v ∈ N}.
In view of the previous discussion, the following theorem gives a classification of orbit
closures for all connected closed subgroups of G generated by unipotent one-parameter
subgroups:
Theorem 0.1.2. Let M = Γ\Hd be a convex cocompact hyperbolic manifold with Fuchsian
ends, and let U < N be a non-trivial connected closed subgroup.
1. (H(U)-orbit closures) For any x ∈ RFS1 ·H(U),
xH(U) = xL ∩ FH(U)
where xL is a closed orbit of some L ∈ LU .
2. (U -orbit closures) For any x ∈ RF+ S1,
xU = xL ∩ RF+M
where xL is a closed orbit of some L ∈ QU .
3. (Equidistributions) Let xiLi be a sequence of closed orbits intersecting RFS1, where
xi ∈ RF+ S1 and Li ∈ QU . Assume that no infinite subsequence of xiLi is contained
in a subset of the form y0L0D where y0L0 is a closed orbit of L0 ∈ LU with dimL0 <
dimG and D is a compact subset of the normalizer N(U) of U . Then2
lim
i→∞
xiLi ∩ RF+M = RF+M.
2. For a sequence of closed subsets Yn in a topological space X such that Y = lim supn Yn = lim inf Yn, we
write Y = limn→∞ Yn.
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Remark 0.1.3. 1. If x ∈ FH(U) − RFS1 · H(U), then xH(U) is contained in an end
component of M under the projection Γ\G → M , and its closure is not relatively
homogeneous in FH(U). More precisely,
xH(U) = xLV +H(U)
for some L ∈ LU , and some one-parameter semigroup V + < N (see Theorem 0.11.5).
2. If M has empty ends, i.e., if M is compact, Theorem 0.1.2(1) and (2) are special
cases of Ratner’s theorem [107], also proved by Shah [124] independently, and Theorem
0.1.2(3) follows from Mozes-Shah equidistribution theorem [86].
Theorem 0.1.2(1) and (2) can also be presented as follows in a unified manner:
Corollary 0.1.4. Let H < G be a connected closed subgroup generated by unipotent ele-
ments in it. Assume that H is normalized by A. For any x ∈ RFS1, the closure of xH is
homogeneous in RFS1, that is,
xH ∩ RFS1 = xL ∩ RFS1 (0.1.2)
where xL is a closed orbit of some L ∈ QU .
Remark 0.1.5. If Γ is contained in G(Q) for some Q-structure of G, and [g]L is a closed
orbit appearing in Corollary 0.1.4, then L is defined by the condition that gLg−1 is the
smallest connected Q-subgroup of G containing gHg−1.
Generic points
Denote by G (U) the set of all points x ∈ RF+ S1 such that x is not contained in any closed
orbit of a proper reductive algebraic subgroup of G containing U . Theorem 0.1.2(2) implies
that for any x ∈ G (U),
xU = RF+ S1.
Geodesic planes, horospheres and spheres
We state implications of our main theorems on the closures of geodesic planes and horo-
spheres of the manifold M , as well as on the Γ-orbit closures of spheres in Sd−1.
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A geodesic k-plane P in M is the image of a totally geodesic immersion f : Hk → M ,
or equivalently, the image of a geodesic k-subspace of Hd under the covering map Hd →M .
If f factors through the covering map Hk → Γ0\Hk for a convex cocompact hyperbolic
k-manifold with Fuchsian ends, we call P = f(Hk) a convex cocompact geodesic k-plane
with Fuchsian ends.
Theorem 0.1.6. Let M = Γ\Hd be a convex cocompact hyperbolic manifold with Fuchsian
ends, and let P be a geodesic k-plane of M for some k ≥ 2.
1. If P intersects coreM , then P is a properly immersed convex cocompact geodesic
m-plane with Fuchsian ends for some m ≥ k.
2. Otherwise, P is contained in some Fuchsian end E = S0 × (0,∞) of M , and either
P is properly immersed or P is diffeomorphic to the product S × [0,∞) for a closed
geodesic m-plane S of S0 for some k ≤ m ≤ d− 1.
In particular, the closure of a geodesic plane of dimension at least 2 is a properly immersed
submanifold of M (possibly with boundary).
We also obtain:
Theorem 0.1.7. 1. Any infinite sequence of maximal properly immersed geodesic planes




where the limit is taken in the Hausdorff topology on the space of all closed subsets in
M .
2. There are only countably many properly immersed geodesic planes of dimension at
least 2 intersecting coreM .
3. If Vol(M) = ∞, there are only finitely many maximal properly immersed bounded
geodesic planes of dimension at least 2.
In fact, Theorem 0.1.7(3) holds for any convex cocompact hyperbolic d-manifold (see
Remark 0.18.3).
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A k-horosphere in Hd is a Euclidean sphere of dimension k which is tangent to a point in
Sd−1. A k-horosphere in M is simply the image of a k-horosphere in Hd under the covering
map Hd →M = Γ\Hd.
Theorem 0.1.8. Let χ be a k-horosphere of M for k ≥ 1. Then either
1. χ is properly immersed; or
2. χ is a properly immersed m-dimensional submanifold, parallel to a convex cocompact
geodesic m-plane of M with Fuchsian ends for some m ≥ k + 1.
By abuse of notation, let π denote both base point projection maps G → Hd and
Γ\G → M where we consider an element g ∈ G as an oriented frame over Hd. Let H ′ =
SO◦(k + 1, 1) SO(d − k − 1), 1 ≤ k ≤ d − 2. The quotient space G/H ′ parametrizes all
oriented k-spheres in Sd−1, which we denote by Ck. For each H ′-orbit gH ′ ⊂ G, the image
π(gH ′) ⊂ Hd is an oriented geodesic (k + 1)-plane and the boundary ∂(π(gH ′)) ⊂ Sd−1 is
an oriented k-sphere. Passing to the quotient space Γ\G, this gives bijections among:
1. the space of all closed H ′-orbits xH ′ ⊂ Γ\G for x ∈ RFS1;
2. the space of all oriented properly immersed geodesic (k+1)-planes P in M intersecting
coreM ;
3. the space of all closed Γ-orbits of oriented k-spheres C ∈ Ck with #C ∩ Λ ≥ 2
If U := H ′ ∩N , then any k-horosphere in M is given by π(xU) for some x ∈ Γ\G.
In view of these correspondences, Theorems 0.1.6, 0.1.7 and 0.1.8 follow from Theorem
0.1.2, Theorem 0.11.5, and Corollary 0.5.8.
We also obtain the following description on Γ-orbits of spheres of any positive dimension.
Corollary 0.1.9. Let 1 ≤ k ≤ d− 2.
1. Let C ∈ Ck with #C ∩ Λ ≥ 2. Then there exists a sphere S ∈ Cm such that ΓS is
closed in Cm and
ΓC = {D ∈ Ck : D ∩ Λ 6= ∅, D ⊂ ΓS}.
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2. Let Ci ∈ Ck be an infinite sequence of spheres with #Ci ∩ Λ ≥ 2 such that ΓCi is
closed in Ck. Assume that ΓCi is maximal in the sense that there is no proper sphere
S ⊂ Sd−1 which properly contains Ci and that ΓS is closed. Then as i→∞,
lim
i→∞
ΓCi = {D ∈ Ck : D ∩ Λ 6= ∅}
where the limit is taken in the Hausdorff topology on the space of all closed subsets in
Ck.
3. If Λ 6= Sd−1, there are only finitely many maximal closed Γ-orbits of spheres of positive
dimension contained in Λ.
Remark 0.1.10. 1. The main results of this paper for d = 3 were proved by McMullen,
Mohammadi, and Oh ( [79], [80]). We refer to [79] for counterexamples to Theorem
0.1.2 for a certain family of quasi-Fuchsian 3-manifolds.
2. A convex cocompact hyperbolic 3-manifold with Fuchsian ends (which was referred to
as a rigid acylindrical hyperbolic 3-manifold in [79]) has a huge deformation space
parametrized by the product of the Teichmuller spaces of the boundary components of
coreM (cf. [67]). Any convex cocompact acylindrical hyperbolic 3-manifold is a quasi-
conformal conjugation of a rigid acylindrical hyperbolic 3-manifold [78]. An analogue
of Theorem 0.1.2(1) was obtained for all convex cocompact acylindrical hyperbolic 3-
manifolds in [81] and for all geometrically finite acylindrical hyperbolic 3-manifolds
in [10].
3. For d ≥ 4, Kerckhoff and Storm showed that a convex cocompact hyperbolic manifold
M = Γ\Hd with non-empty Fuchsian ends does not allow any non-trivial deformation,
in the sense that the representation of Γ into G is infinitesimally rigid [53].
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0.2 Outline of the proof
We will explain the strategy of our proof of Theorem 0.1.2 with an emphasis on the difference
between finite and infinite volume case and the difference between dimension 3 and higher
case.
Thick recurrence of unipotent flows
Let U0 = {ut : t ∈ R} be a one-parameter subgroup of N . The main obstacle of carrying out
unipotent dynamics in a homogeneous space of infinite volume is the scarcity of recurrence
of unipotent flow. In a compact homogeneous space, every U0-orbit stays in a compact
set for the obvious reason. Already in a noncompact homogeneous space of finite volume,
understanding the recurrence of U0-orbit is a non-trivial issue. Margulis showed that any
U0-orbit is recurrent to a compact subset [69], and Dani-Margulis showed that for any
x ∈ Γ\G, and for any ε > 0, there exists a compact subset Ω ⊂ Γ\G such that
`{t ∈ [0, T ] : xut ∈ Ω} ≥ (1− ε)T
for all large T  1, where ` denotes the Lebesgue measure on R [30]. This non-divergence
of unipotent flows is an important ingredient of Ratner’s orbit closure theorem [107].
In contrast, when Γ\G has infinite volume, for any compact subset Ω ⊂ Γ\G, and for
almost all x (with respect to any Borel measure µ on R), we have [1]
µ{t ∈ [0, T ] : xut ∈ Ω} = o(T ) for all T  1.
Nonetheless, the pivotal reason that we can work with convex cocompact hyperbolic
manifolds of non-empty Fuchsian ends is the following thick recurrence property that they
possess: there exists k > 1, depending only on the systole of the double of coreM , such
that for any x ∈ RFS1, the return time
T(x) := {t ∈ R : xut ∈ RFS1}
is k-thick, in the sense that for any λ > 0,
T(x) ∩ ([−kλ,−λ] ∪ [λ, kλ]) 6= ∅. (0.2.1)
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This recurrence property was first observed by McMullen, Mohammadi and Oh [79] in
the case of dimension 3 in order to get an additional invariance of a relative U0-minimal
subset with respect to RFS1 by studying the polynomial divergence property of U0-orbits
of two nearby RFS1-points.
Beyond d = 3
In a higher dimensional case, the possible presence of closed orbits of intermediate subgroups
introduces a variety of serious hurdles. Roughly speaking, calling the collection of all such
closed orbits as the singular set and its complement as the generic set, one of the main new
ingredients of this paper is the avoidance of the singular set along the k-thick recurrence of
U0-orbits to RFS1 for a sequence of RFS1-points limiting at a generic point. Its analogue
in the finite volume case was proved by Dani-Margulis [31] and also independently by
Shah [119] based on the linearization methods.
Road map for induction
Roughly speaking,3 Theorem 0.1.2 is proved by induction on the co-dimension of U in N .
For each i = 1, 2, 3, let us say that (i)m holds, if Theorem 0.1.2(i) is true for all U satisfying
co-dimN (U) ≤ m. We show that the validity of (2)m and (3)m implies that of (1)m+1,
the validity of (1)m+1, (2)m, and (3)m implies that of (2)m+1 and the validity of (1)m+1,
(2)m+1, and (3)m implies that of (3)m+1. In order to give an outline of the proof of (1)m+1,
we suppose that co-dimN (U) ≤ m+ 1. Let
F := RF+ S1 ·H(U), F ∗ := Interior(F ), and ∂F := F − F ∗.
Let x ∈ F ∗ ∩ RFS1, and consider
X := xH(U) ⊂ F.
The strategy in proving (1)m+1 for X consists of two steps:
3. To be precise, we need to carry out induction on the co-dimension of U in L̂ ∩ N whenever xU is
contained in a closed orbit x0L̂ for some L̂ ∈ LU as formulated in Theorem 0.14.1.
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1. (Find) Find a closed L-orbit x0L with x0 ∈ F ∗ ∩ RFS1 such that x0L ∩ F contained
in X for some L ∈ LU ;
2. (Enlarge) If X 6⊂ x0LC(H(U)),4 then enlarge x0L to a bigger closed orbit x1L̂ so that
x1L̂ ∩ F ⊂ X where x1 ∈ F ∗ ∩ RFS1 and L̂ ∈ LÛ for some
“U < N containing L ∩N
properly.
The enlargement process must end after finitely many steps because of dimension reason.
Finding a closed orbit as in (1) is based on the study of the relative U -minimal sets and
the unipotent blow up argument using the polynomial divergence of U -orbits of nearby
RFS1-points. To explain the enlargement step, suppose that we are given an intermediate
closed L-orbit with x0L∩F ⊂ X by the step (1), and a one-parameter subgroup U0 = {ut}
of U such that x0U0 is dense in x0L ∩ RF+ S1. As L is reductive, the Lie algebra of G can
be decomposed into the Ad(L)-invariant subspaces l ⊕ l⊥ where l denotes the Lie algebra
of L. Suppose that we could arrange a sequence x0gi → x0 in X for some gi → e such that
writing gi = `iri with `i ∈ L and ri ∈ exp(l⊥), the following conditions are satisfied:
• x0`i ∈ RFS1;
• ri /∈ N(U0).
Then the k-thick return property of x0`i ∈ RFS1 along U0 yields a sequence uti ∈ U0
such that
x0`iuti → x1 ∈ RFS1 ∩ x0L and u−1ti riuti → v
for some element v ∈ N − L. This gives us a point x1v ∈ X.
If we could guarantee that x1 is a generic point for U in x0L, (0.2.2)
then x1U must be equal to x0L ∩ RF+ S1 by induction hypothesis (2)m, since the co-
dimension of U inside L ∩N is at most m. Then
x1vU = x1Uv = x0Lv ∩ RF+M ⊂ X.
4. The notation C(S) denotes the identity component of the centralizer of S
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Using the A-invariance of X and the fact that the double coset AvA contains a one-
parameter unipotent subsemigroup V +, we can put x0LV
+ ∩ F inside X.
Assuming that x0 ∈ F ∗ ∩ RF+ S1, (0.2.3)
we can promote V + to a one-parameter subgroup V , and find an orbit of a bigger unipotent
subgroup “U := (L ∩ N)V inside X. This enables us to use the induction hypothesis (2)m
to complete the enlargement step. Note that if x1 is not generic for U in x0L, the closure
of x1U may be stuck in a smaller closed orbit inside x0L, in which case x1Uv may not be
bigger than x0L in terms of the dimension, resulting in no progress. We now explain how
we establish (0.2.2).5
Avoidance of the singular set along the thick return time
Let U0 = {ut} be a one parameter subgroup of U . We denote by S (U0) the union of all
closed orbits xL where x ∈ RF+ S1 and L ∈ QU0 is a proper subgroup of G. This set is
called the singular set for U0. Its complement in RF+ S1 is denoted by G (U0), and called





where H is the countable collection of all proper connected closed subgroups H of G
containing a unipotent element such that Γ\ΓH is closed and H ∩ Γ is Zariski dense in H,
and X(H,U0) := {g ∈ G : gU0g−1 ⊂ H} (Proposition 0.5.10). We define E = EU0 to be the
collection of all subsets of S (U0) which are of the form
⋃
Γ\ΓHiDi ∩ RFS1
where Hi ∈H is a finite collection, and Di is a compact subset of X(Hi, U0). The following
avoidance theorem is one of the main ingredients of our proof: let k be given by (0.2.1) for
M = Γ\Hd:
5. For the dimension d = 3, L is either the entire SO◦(3, 1) in which case we are done, or L = H(U) =
SO◦(2, 1). In the latter case, (0.2.2) is automatic as U is a horocyclic subgroup of L.
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Theorem 0.2.1 (Avoidance theorem). There exists a sequence of compact subsets E1 ⊂
E2 ⊂ · · · in E with




satisfying the following: for each j ∈ N and for any compact subset F ⊂ RFM − Ej+1,
there exists an open neighborhood Oj = Oj(F ) of Ej such that for any x ∈ F , the following
set
{t ∈ R : xut ∈ RFM −Oj} (0.2.4)
is 2k-thick.
It is crucial that the thickness size of the set (0.2.4), which is given by 2k here, can
be controlled independently of the compact subsets Ej for applications in the orbit closure
theorem. If Ej does not intersect any closed orbit of a proper subgroup of G, then obtaining
Ej+1 and Oj is much simpler. In general, Ej may intersect infinitely many intermediate
closed orbits, and our proof is based on a careful analysis on the graded intersections of those
closed orbits and a combinatorial argument, which we call an inductive search argument.
This process is quite delicate, compared to the finite volume case treated in ( [31], [119])
in which case the set {t : xut ∈ RFS1}, being equal to R, possesses the Lebesgue measure
which can be used to measure the time outside of a neighborhood of Ej ’s. We deduce the
following from Theorem 0.2.1:
Theorem 0.2.2 (Accumulation on a generic point). Suppose that (2)m and (3)m hold in
Theorem 0.1.2. Then the following holds for any connected closed subgroup U < N with
co-dimN (U) = m + 1: Let U0 = {ut : t ∈ R} be a one-parameter subgroup of U , and let




{xiuti ∈ RFS1 : Ti ≤ |ti| ≤ 2kTi} (0.2.5)
contains a sequence {yj : j = 1, 2, · · · } such that lim supj→∞ yjU contains a point in G (U0).6
6. Here we allow a constant sequence yj = y in which case lim supj→∞ yjU is understood as yU and hence
y ∈ G (U0).
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Again, it is important that 2k is independent of xi here. We prove two independent but
related versions of Theorem 0.2.2 in section 0.15 depending on the relative location of xi
for the set RFS1; we use Proposition 0.15.1 for the proof of (1)m+1 and Proposition 0.15.2
for the proofs of (2)m+1 and (3)m+1.
Comparison with the finite volume case
If Γ\G is compact, the approach of Dani-Margulis [31] shows that if xi converges to x ∈
G (U0), then for any ε > 0, we can find a sequence of compact subsets E1 ⊂ E2 ⊂ · · · in
E , and neighborhoods Oj of Ej such that S (U0) =
⋃
Ej , xi /∈
⋃
j≤i+1Oj and for all i ≥ j
and T > 0,
`{t ∈ [0, T ] : xiut ∈ Oj} ≤ ε2iT.
This implies that for all i > 1,
`{t ∈ [0, T ] : xiut ∈
⋃
j≤i
Oj} ≤ εT. (0.2.6)
In particular, the limsup set in (0.2.5) always contains an element of G (U0), without
using induction hypothesis. This is the reason why (3)m is not needed in obtaining (1)m+1
and (2)m+1 in Theorem 0.19.1 for the finite volume case.
7
In comparison, we are able to get a generic point in Theorem 0.2.2 only with the help
of the induction hypothesis (2)m and (3)m and after taking the limsup of the U -orbits of
all accumulating points from the 2k-thick sets obtained in Theorem 0.2.1.
Generic points in F ∗ as limits of RFS1-points
In the inductive argument, it is important to find a closed orbit x0L based at a point x0 ∈ F ∗
in order to promote a semi-group V + to a group V as described following (0.2.3). Another
reason why this is critical is the following: implementing Theorem 0.2.2 (more precisely,
its versions Theorems 0.15.1 and 0.15.2) requires having a sequence of RFS1-points of X
accumulating on a generic point of x0L with respect to U0. The advantage of having a
7. We give a summary of our proof for the case when Γ\G is compact and has at least one SO◦(d− 1, 1)
closed orbit in the appendix to help readers understand the whole scheme of the proof.
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closed orbit x0L with x0 ∈ F ∗ ∩ RF+ S1 ∩ G (U0) is that x0 can be approximated by a
sequence of RFS1-points in F ∗ ∩X (Lemmas 0.8.3 and 0.8.7).
We also point out that we use the ergodicity theorem obtained in [83] and [77] to
guarantee that there are many U0-generic points in any closed orbit x0L as above.
Existence of a compact orbit in any noncompact closed orbit
In our setting, Γ\G always contains a closed orbit xL for some x ∈ RFS1 and a proper
subgroup L ∈ LU ; namely those compact orbits of SO◦(d−1, 1) over the boundary of coreM .
Moreover, if x0L̂ is a noncompact closed orbit for some x0 ∈ RFS1 and dim(L̂ ∩ N) ≥ 2,
then x0L̂ contains a compact orbit xL of some L ∈ LU (Proposition 0.5.16). This fact
was crucially used in deducing (2)m+1 from (1)m+1, (2)m and (3)m in Theorem 0.1.2 (more
precisely, in Theorem 0.14.1).
Organization of the paper
• In section 0.3, we set up notations for certain Lie subgroups of G, review some basic
facts and gather preliminaries about them and geodesic planes of M .
• In section 0.4, for each unipotent subgroup U of G, we define the minimal H(U)-
invariant closed subset FH(U) ⊂ Γ\G containing RF+ S1 and study its properties for
a convex cocompact hyperbolic manifold of non-empty Fuchsian ends.
• In section 0.5, we define the singular set S (U, x0L) for a closed orbit x0L ⊂ Γ\G, and
prove a structure theorem and a countability theorem for a general convex cocompact
manifold.
• In section 0.6, we prove Proposition 0.6.3, based on a combinatorial lemma 0.6.4,
called an inductive search lemma. This proposition is used in the proof of Theorem
0.7.13 (Avoidance theorem).
• In section 0.7, we construct families of triples of intervals which satisfy the hypothesis
of Proposition 0.6.3, by making a careful analysis of the graded intersections of the
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singular set and the linearization, and prove Theorem 0.7.13 from which Theorem
0.2.1 is deduced.
• In section 0.8, we prove several geometric lemmas which are needed to modify a
sequence limiting on a generic point to a sequence of RFS1-points which still converges
to a generic point.
• In section 0.9, we study the unipotent blowup lemmas using quasi-regular maps and
properties of thick subsets.
• In section 0.10, we study the translates of relative U -minimal sets Y into the orbit
closure of an RFS1 point; the results in this section are used in the step of finding a
closed orbit in a given H(U)-orbit closure.
• In section 0.11, we describe closures of orbits contained in the boundary of FH(U).
• In section 0.12, we review the ergodicity theorem of [83] and [77] and deduce the
density of almost all orbits of a connected unipotent subgroup in RF+ S1.
• In section 0.13, the minimality of a horospherical subgroup action is obtained in the
presence of compact factors.
• In section 0.14, we begin to prove Theorem 0.1.2; the base case m = 0 is addressed
and the orbit closure of a singular U -orbit is classified under the induction hypothesis.
• In section 0.15 we prove two propositions on how to get an additional invariance from
Theorem 0.7.13; the results in this section are used in the step of enlarging a closed
orbit to a larger one inside a given U -invariant orbit closure in the proof of Theorem
0.1.2.
• We prove (1)m+1, (2)m+1 and (3)m+1 respectively in sections 0.16, 0.17 and 0.18.
• In the appendix, we give an outline of our proof in the case when Γ\G is compact
with at least one SO◦(d− 1, 1)-closed orbit.
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0.3 Lie subgroups and geodesic planes
Let G denote the connected simple Lie group SO◦(d, 1) ' Isom+(Hd) for d ≥ 2. In order





3 + · · ·+ x2d, and identify G = SO
◦(Q).
Subgroups of G
Inside G, we have the following subgroups:





−s) : s ∈ R
}
,
M = the centralizer of A in K ' SO(d− 1),





















Md−1(R) satisfies Ct = −C.
As we will be using the subgroup N− frequently, we simply write N = N−. We often
identify the subgroup N± with Rd−1 via the map expu±(x) 7→ x. For a connected closed
subgroup U < N , we use the notation U⊥ for the orthogonal complement of U in N as a
vector subgroup of N , and U t = U+ for the transpose of U . We use the notation BU (r) to
denote the ball of radius r centered at 0 in U for a Euclidean metric on N = Rd−1.
We consider the upper-half space model of Hd = R+×Rd−1, so that its boundary is given
by Sd−1 = {∞}∪({0}×Rd−1). Set o = (1, 0, · · · , 0), and fix a standard basis e0, e1, · · · , ed−1
at To(Hd). The map
g 7→ (ge0, · · · , ged−1)g(o) (0.3.1)
gives an identification of G with the oriented frame bundle FHd. The stabilizer of o and e0
in G are equal to K and M respectively, and hence the map (0.3.1) induces the identifica-
tions of the hyperbolic space Hd and the unit tangent bundle T1Hd with G/K and G/M
respectively. The action of G on the hyperbolic space Hd = G/K extends continuously to
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the compactification Sd−1 ∪Hd. If g ∈ G corresponds to a frame (v0, · · · , vd−1) ∈ FHd, we
define g+, g− ∈ Sd−1 to be the forward and backward end points of the directed geodesic
tangent to v0 respectively. The right translation action of A on G = FHd defines the
frame flow and we have g± = limt→±∞ π(gat) where π : G = FHd → Hd is the basepoint
projection.
Note that g+ = g(∞) and g− = g(0). The subgroup MA fixes both points 0 and∞, and
N fixes∞, and the restriction of the map g 7→ g(0) to N defines an isomorphism N → Rd−1
given by u−(x) 7→ x.
For each non-trivial connected subgroup U < N , we denote by H(U) the connected
closed subgroup of G generated by U and the transpose of U . It is the smallest simple
closed Lie subgroup of G containing A and U . For a subset S ⊂ G, we denote by NG(S)
and CG(S) the normalizer of S and the centralizer of S respectively. We denote by N(S)
and C(S) the identity components of NG(S) and CG(S) respectively.
Example 0.3.1. Fix the standard basis e1, · · · , ed−1 of Rd−1. For 1 ≤ k ≤ d− 1, define Uk
to be the connected subgroup of N spanned by e1, · · · , ek.
The following can be checked directly:
H(Uk) = 〈Uk, U tk〉 = SO◦(k + 1, 1);
C(H(Uk)) = SO(d− k − 1);
NG(H(Uk)) = O(k + 1, 1)O(d− k − 1) ∩G;
N(H(Uk)) = SO
◦(k + 1, 1)SO(d− k − 1).
We set H ′(U) := N(H(U)) = H(U) C(H(U)), which is a connected reductive algebraic
subgroup of G with compact center. Fix the standard basis e1, · · · , ed−1 of Rd−1. For
1 ≤ k ≤ d − 1, define Uk to be the connected subgroup of N spanned by e1, · · · , ek.
Then H(Uk) = 〈Uk, U tk〉 = SO
◦(k + 1, 1), C(H(Uk)) = SO(d − k − 1) and N(H(Uk)) =
SO◦(k+1, 1)SO(d−k−1). Since the adjoint action of M on N corresponds to the standard
action of SO(d− 1) on Rd−1, any connected closed subgroup U < N is conjugate to Uk and
H(U) is conjugate to H(Uk) by an element of M , where k = dim(U).
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We set
C1(U) := C(H(U)) = M ∩ C(U), and C2(U) := M ∩ C(U⊥) ⊂ H(U). (0.3.2)
Lemma 0.3.2. We have N(U) = NAC1(U) C2(U) and C(U) = N C1(U).
Proof. For the first claim, it suffices to show that for U = Uk, N(U) = NA SO(k) SO(d −
1 − k). It is easy to check that Q := NAC1(U) C2(U) normalizes U . Let g ∈ N(U). We
claim that g ∈ Q. Using the decomposition G = KAN , we may assume that g ∈ K. Then
Ug(∞) = gU(∞) = g(∞) since U(∞) = ∞. Since ∞ ∈ Sd−1 is the unique fixed point of
U , it follows g(∞) =∞. As M = StabK(∞), we get g ∈ M . Now gU(0) = Ug(0) = U(0).
As U(0) = Rk, gRk = Rk. Therefore, as g ∈ M , we also have gRd−1−k = Rd−1−k, and
consequently g ∈ O(k) O(d − 1 − k). This shows that NASO(k) SO(d − 1 − k) ⊂ N(U) ⊂
NAO(k) O(d − 1 − k). As N(U) is connected, this implies the claim. For the second
claim, note first that N C1(U) < C(U). Now let g ∈ C(U). Since C(U) < N(U) =
AN C1(U) C2(U), we can write g = ac2nc1 ∈ AC2(U)N C1(U). Since nc1 commutes with
U , it follows ac2 ∈ C(U). Now the adjoint action of a on U is a dilation and the adjoint
action of c2 on U is a multiplication by an orthogonal matrix. Therefore we get a = c2 = e,
finishing the proof.
Denote by g = Lie(G) the Lie algebra of G. Note that the product AU⊥C2(U) is a
subgroup of G.




−1) exp(tξC) : t ≥ 0} or {exp(tξV ) exp(tξC) : t ≥ 0} for some ξA ∈ Lie(A) −
{0}, ξC ∈ Lie(C2(U)), v ∈ U⊥, and ξV ∈ Lie(U⊥)− {0}.
Proof. Let ξ ∈ Lie(AU⊥C2(U)) be such that S = {exp(tξ) : t ≥ 0}. Write ξ = ξ0 + ξC
where ξ0 ∈ Lie(AU⊥) and ξC ∈ Lie(C2(U)). Since AU⊥ commutes with C2(U), exp(tξ) =
exp(tξ0) exp(tξC) for any t ∈ R. Hence we only need to show that either ξ0 ∈ Lie(U⊥) or
{exp(tξ0) : t ≥ 0} = {v exp(tξA)v−1 : t ≥ 0} (0.3.3)



















A direct computation shows:
Lemma 0.3.4. If vi →∞ in U⊥, then lim supi→∞ viAv−1i contains one-parameter subgroup
of U⊥.
The complementary subspaces h⊥U and h
⊥. If L is a reductive Lie subgroup of G with
l = Lie(L), the restriction of the adjoint representation of G to L is completely reducible,
and hence there exists an Ad(L)-invariant complementary subspace l⊥ so that g = l ⊕ l⊥.
It follows from the inverse function theorem that the map L × l⊥ → G given by (g,X) 7→
g expX is a local diffeomorphism onto an open neighborhood of e in G.
Let U = Uk. Denote by hU ⊂ g the Lie algebra of H(U), by u⊥ the subspace Lie(U⊥),
and by (u⊥)t its transpose. Then h⊥U can be given explicitly as follows:
h⊥U = u
⊥ ⊕ (u⊥)t ⊕m0 (0.3.4)
where m0 =
{





, Zt = −Z, Y ∈ Mk×(d−1−k)(R)
}
.
Similarly, setting h := Lie(H ′(U)), h⊥ is given by
h⊥ = u⊥ ⊕ (u⊥)t ⊕m′0 (0.3.5)
where m′0 :=
{






By Lemma 0.3.2 and (0.3.5), we have:
Lemma 0.3.5. If ri → e in exp h⊥ − C(H(U)), then either ri /∈ N(U) for all i, or ri /∈
N(U+) for all i, by passing to a subsequence.
Definition 0.3.6. For a connected reductive subgroup L < G, denote by Lnc the maximal
connected normal semisimple subgroup of L with no compact factors.
A connected reductive algebraic subgroup L of G is an almost direct product L = LncCT
where C is a connected semisimple compact normal subgroup of L and T is the central torus
of L. If L contains a unipotent element, then Lnc is non-trivial, and simple, containing a
conjugate of A, and the center of L is compact.
Proposition 0.3.7. If L < G is a connected reductive algebraic subgroup normalized by
A and containing a unipotent element, then L = H(U)C where U < N is a non-trivial
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connected subgroup and C is a closed subgroup of C(H(U)). In particular, Lnc and N(Lnc)
are equal to H(U) and H ′(U) respectively.
Proof. If L is normalized by A, then so is Lnc. Therefore it suffices to prove that a connected
non-compact simple Lie subgroup H < G normalized by A is of the form H = H(U) where
U < N is a non-trivial connected subgroup.
First, consider the case when A < H. Let h be the Lie algebra of H, and a be the Lie
algebra of A. Since h is simple, its root space decomposition for the adjoint action of a
is of the form h = z(a) ⊕ u+ ⊕ u− where u± are the sum of all positive and negative root
subspaces respectively and z(a) is the centralizer of a. Since the sum of all negative root
subspaces for the adjoint action of a on g is Lie(N−), it follows that U := exp(u−) < N− and
H = H(U). Now for the general case, H contains a conjugate gAg−1 for some g ∈ G. Hence
g−1Hg = H(U). Since H(U) contains both A and g−1Ag, they must be conjugate within
H(U), so A = h−1g−1Agh for some h ∈ H(U). Hence gh ∈ NG(A) = AM . Therefore
H = gH(U)g−1 is equal to mH(U)m−1 for some m ∈ M . Since m normalizes N and
mH(U)m−1 = H(mUm−1), the claim follows.
It is easy to deduce the following from the above proposition:
Corollary 0.3.8. Any connected closed subgroup L of G generated by unipotent elements
is conjugate to either U or H(U) for some non-trivial connected subgroup U < N .
Totally geodesic immersed planes
Let Γ be a discrete, torsion free, non-elementary, subgroup of G, and consider the associ-
ated hyperbolic manifold M = Γ\Hd = Γ\G/K. We refer to [105] for basic properties of
hyperbolic manifolds. As in the introduction, we denote by Λ the limit set of Γ and by
core(M) the convex core of M .
We denote by FM ' Γ\G the bundle of all oriented orthonormal frames over M . We
denote by π : Γ\G → M = Γ\G/K the base-point projection. By abuse of notation, we
also denote by π : G → Hd = G/K the base-point projection. For g ∈ G, [g] denotes its
image under the covering map G→ Γ\G.
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Fix 1 ≤ k ≤ d− 2 and let
H = SO◦(k + 1, 1) and H ′ = SO◦(k + 1, 1) · SO(d− k − 1). (0.3.6)
Let C0 := Rk∪{∞} denote the unique oriented k-sphere in Sd−1 stabilized by H ′. Then
S̃0 := hull(C0) is the unique oriented totally geodesic subspace of Hd stabilized by H ′, and
∂S̃0 = C0. We note that H
′ (resp. H) consists of all oriented frames (v0, · · · , vd−1) ∈ G
(resp. (v0, · · · , vk, ek+1, · · · , ed−1) ∈ G) such that the k + 1-tuple (v0, · · · , vk) is tan-
gent to S̃0, compatible with the orientation of S̃0. The group G acts transitively on
the space of all oriented k spheres in Sd−1 giving rise to the isomorphisms of G/H ′ with
Ck = the space of all oriented k-spheres in Sd−1 as well as with the space of all oriented
totally geodesic (k + 1)-planes of Hd.
We discuss the fundamental group of an immersed geodesic k-plane S ⊂ M . Choose a
totally geodesic subspace S̃ of Hd which covers S. Then S̃ = gS̃0 for some g ∈ G, and the
stabilizer of S̃ in G is equal to gH ′g−1. We have ΓS̃ = {γ ∈ Γ : γS̃ = S̃} = Γ∩ gH
′g−1 and
get an immersion f̃ : ΓS̃\S̃ →M with image S. Consider the projection map
p : gH ′g−1 → gHg−1. (0.3.7)
Then p is injective on ΓS̃ and ΓS̃\S̃ ' p(ΓS̃)\S̃ is an isomorphism, since gC(H)g
−1 acts
trivially on S̃. Hence f̃ gives an immersion
f : p(ΓS̃)\S̃ →M (0.3.8)
with image S. We say S properly immersed if f is a proper map.
The following proposition is standard:
Proposition 0.3.9. Let x ∈ Γ\G, and set S := π(xH ′) ⊂M . Then
1. xH ′ is closed in Γ\G if and only if S is properly immersed in M .
2. If M is convex cocompact and S is properly immersed, then S is convex cocompact
and ∂S̃ ∩ Λ = Λ(p(ΓS̃)) for any geodesic subspace S̃ ⊂ H
d which covers S.
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0.4 Thick return time
In this section, we study the closed H(U)-invariant subset FH(U) := RF+ S1 ·H(U) when
M = Γ\Hd is a convex cocompact manifold with Fuchsian ends. At the end of the section,
we address the global thickness of the return time of any one-parameter subgroup of N to
RFS1.
Definition 0.4.1. A convex cocompact hyperbolic manifold M = Γ\Hd is said to have
non-empty Fuchsian ends if one of the following equivalent conditions holds:
1. its convex core has non-empty interior and non-empty totally geodesic boundary.
2. Ω := Sd−1 − Λ is a dense union
⋃∞
i=1Bi of infinitely many round balls with mutually
disjoint closures.
In the whole section, let M be a convex cocompact hyperbolic manifold of non-empty
Fuchsian ends.
Renormalized frame bundle
The renormalized frame bundle RFS1 ⊂ FM is defined as the following AM -invariant
subset
RFS1 = {[g] ∈ Γ\G : g± ∈ Λ} = {x ∈ Γ\G : xA is bounded}.
Unless mentioned otherwise8, we set A+ = {at : t ≥ 0}. We define
RF+ S1 = {[g] ∈ Γ\G : g+ ∈ Λ} = {x ∈ Γ\G : xA+ is bounded}
which is a closed NAM -invariant subset. As π(xNA) = π(xG) = M for any x ∈ Γ\G, we
have π(RF+ S1) = M .
It is easy to verify:
Lemma 0.4.2. For x ∈ RF+ S1, xA+ meets RFS1.
8. At certain places, we use notation A+ for any subsemigroup of A
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H(U)-invariant subsets: FH(U), F
∗
H(U), ∂FH(U)
Fix a non-trivial connected subgroup U < N , and consider the associated subgroups H(U)
and H ′(U) as defined in section 0.3.
We define
FH(U) := RF+M ·H(U). (0.4.1)
We denote by F ∗H(U) the interior of FH(U) and by ∂FH(U) the boundary of FH(U). When
there is no room for confusion, we will omit the subscript H(U) and simply write F, F ∗ and
∂F .
The closedness of F is an easy consequence of compactness of the limit set Λ. It is
also H ′(U)-invariant, since RF+ S1 is M -invariant and C(H(U)) is contained in M . For
g ∈ G, we denote by Cg = CgH(U) ⊂ Sd−1 the sphere given by the boundary of the
geodesic plane π(gH(U)). Then hullCg = π(g(H(U)), and Cg = gH(U)
+ = gH(U)− where
H(U)± = {h± : h ∈ H(U)}. It follows that F = {[g] ∈ Γ\G : Cg ∩ Λ 6= ∅}.
Lemma 0.4.3. We have F = {x ∈ Γ\G : π(xH(U)) ∩ coreM 6= ∅}.
Proof. Let x ∈ F . By modifying it using an element of H(U), we may assume that x ∈
RF+ S1. By Lemma 0.4.2, xA+ contains x0 ∈ RFS1. Since x0A is bounded, π(x0A) is
a bounded geodesic, and hence π(x0A) ⊂ π(xH(U)) ∩ coreM because coreM contains
all bounded geodesics. This proves the inclusion ⊂. Now suppose x = [g] /∈ F . Then
Cg ∩ Λ = ∅, and hence Cg must be contained in a connected component, say Bi, of Ω.
Hence π(gH(U)) = hull(Cg) is contained in the interior of hull(Bi), which is disjoint from
hull(Λ), by the convexity of Bi. Therefore the orbit Γπ(gH(U)) is a closed subset of Hd,
disjoint from hull(Λ). This proves ⊃.
Denote by M∗ the interior of the core of M . Then F ∗ = {x ∈ Γ\G : π(xH(U)) ∩M∗ 6=
∅}. Note that for [g] ∈ F , #Cg ∩ Λ ≥ 2 and hence
F ∗ ⊂ RFS1 ·H(U). (0.4.2)
In particular, RFS1 ·H(U) is dense in F .
Lemma 0.4.4. We have RF+ S1 ∩ F ∗ ⊂ RFS1 · U.
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Proof. Let y = [g] ∈ RF+M ∩ F ∗. We need to show that yU ∩ RFM 6= ∅. As y ∈ RF+ S1,
g+ = g(∞) ∈ Λ, and hence Cg ∩ Λ 6= ∅. If #Cg ∩ Λ = 1, then Cg must be contained
in Bi for some i, which implies [g] /∈ F ∗H(U). Therefore #Cg ∩ Λ ≥ 2. We note that
gU(0)∪{g(∞)} = Cg; this is clear when U = Uk for some k ≥ 1 and g = e, to which a general
case is reduced. Hence there exists u ∈ U such that gu(0) ∈ Λ. Since gu(∞) = g(∞) ∈ Λ,
we have yu = [g]u ∈ RFS1.
We call an oriented frame g = (v0, · · · , vd−1) ∈ FM = G a boundary frame if the first
(d − 1) vectors v0, · · · , vd−2 are tangent to the boundary of coreM . Set Ȟ := H(Ud−2) =
SO◦(d−1, 1), and denote by V̌ the one-dimensional subgroup Red−1 of N = Rd−1; note that
V̌ = (Ȟ ∩N)⊥. We denote by BFM the set of all boundary frames of M ; it is a union of
compact Ȟ-orbits: BFM =
k⋃
i=1
ziȞ such that π(ziȞ) = Γ\Γ hull(Bi) for some component
Bi of Ω.
The boundary ∂F for U < Ȟ ∩N . Suppose that U is contained in Ȟ ∩N = Rd−2. Then
there exists a one-parameter semigroup V̌ + of V̌ such that ∂F = BFM · V̌ + ·H ′(U). We
use the notation V̌ − = {v−1 : v ∈ V̌ +}. Note that
∂F ∩ RFS1 = BFM · C(H(U)); ∂F ∩ RF+ S1 = BFM · V̌ + · C(H(U)). (0.4.3)
For a general proper connected closed subgroup U < N , mUm−1 ⊂ Ȟ ∩ N for some
m ∈M , and ∂F ∩RFS1 = BFMmC(H(U)) where BFMm is now a union of finitely many
m−1Ȟm-compact orbits.
Lemma 0.4.5. Let U < Ȟ ∩N , z ∈ BFM and v ∈ V̌ −{e}. If zv ∈ RFM , then zv ∈ F ∗.
Proof. Let z = [g] ∈ BFM . Then ∂(π(gȞ)) = ∂Bj for some j. Let v ∈ V̌ − {e} be such
that zv ∈ RFM . Suppose zv ∈ ∂FH(U). Then Cgv ⊂ Bi for some i. Since the sphere
Cgv = {gvh(∞) : h ∈ H(U)} contains g(∞) which belongs to ∂Bj , we have i = j, as Bi’s
are mutually disjoint. As zv ∈ RFS1, Cgv ⊂ ∂Bj . Hence gvH(U)+ ⊂ gȞ+. It follows
that gvH(U) ⊂ gȞ, and hence vH(U) ∩ Ȟ 6= ∅, which is a contradiction since v /∈ Ȟ, and
H(U) ⊂ Ȟ.
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Properly immersed geodesic planes
Let H = H(Uk) and H
′ = H ′(Uk) be as in (0.3.6), and p be the map in (0.3.7). In (0.3.8), if
p(ΓS̃)\S̃ is a convex cocompact hyperbolic k-manifold with Fuchsian ends and f is proper,
then the image S = Im(f) is referred to as a properly immersed convex cocompact geodesic
k-plane of Fuchsian ends.
Proposition 0.4.6. If xH ′ is closed for x ∈ RFS1, then S = π(xH ′) is a properly immersed
convex cocompact geodesic plane with (possibly empty) Fuchsian ends.
Proof. Choose g ∈ G so that x = [g]. Let S̃ and ΓS̃ be as in Proposition 0.3.9. Set C = ∂S̃.




where I is the collection of all i such that C ∩Bi 6= ∅. If C ∩Λ contains a non-empty open
subset of C, then the limit set of p(ΓS̃) has Hausdorff dimension equal to the dimension of
C. So p(ΓS̃) is a uniform lattice in gHg
−1, and hence S is compact. In the other case, I
is an infinite set and
⋃
i∈I(C ∩ Bi) is dense in C; so S is a a convex cocompact hyperbolic
submanifold of Fuchsian ends by Definition 0.4.1(2).
Lemma 0.4.7. For a sphere C ⊂ Sd−1 with #C ∩Λ ≥ 2, the intersection C ∩Λ is Zariski
dense in C.
Proof. The claim is clear if C ∩ Λ contains a non-empty open subset of C. If not, C ∩ Λ
contains infinitely many C ∩ ∂Bi’s, each of which is an irreducible co-dimension one real
subvariety of C. It follows that the Zariski closure of C ∩ Λ has dimension strictly greater
than dimC − 1, hence is equal to C.
We let π1 : H
′ → H and π2 : H ′ → C(H) denote the canonical projections.
Proposition 0.4.8. Suppose that xH ′ is closed for x = [g] ∈ RFS1, and set Γ′ := g−1Γg ∩
H ′. Then xH = xHC where C = π2(Γ′) and HC is equal to the identity component of the
Zariski closure of Γ′.
Proof. Without loss of generality, we may assume g = e. As H ′ is a direct product H ×
C(H), we write an element of H ′ as (h, c) with h ∈ H and c ∈ C(H). For all γ ∈ Γ′,
xH = [(e, e)]H = [(e, π2(γ))]H = [(e, e)]Hπ2(γ) and hence xH = xHπ2(Γ
′). It follows
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that xHC ⊂ xH. To show the other inclusion, let (h0, c0) ∈ H C(H) be arbitrary. If
[(h0, c0)] ∈ xH = [(e, e)]H, then there exist sequences γi ∈ Γ′ and hi ∈ H such that
γi(hi, e) → (h0, c0) in H ′ as i → ∞. In particular, π2(γi) → c0 in C(H) as i → ∞ and
hence c0 ∈ C = π2(Γ′). This proves xH = xHC . Let W denote the identity component of
the Zariski closure of Γ′ in H ′. Since any proper algebraic subgroup of G stabilizes either
a point, or a proper sphere in Sd−1, it follows from Proposition 0.3.9 and Lemma 0.22.1
that π1(Γ
′) is Zariski dense in H; so π1(W ) = H. So the quotient W\H ′ is compact. This
implies that W contains a maximal real-split connected solvable subgroup, say, P of H ′.
Now H ∩W is a normal subgroup of H, as π1(W ) = H. Since P < H ∩W and H is simple,
we conclude that H ∩W = H, i.e., H < W . Hence W = Hπ2(W ). As any compact linear
group is algebraic, C is algebraic and hence C = π2(W ) = π2(Γ′). Therefore W = HC,
finishing the proof.
Global thickness of the return time to RFS1
We recall the various notions of thick subsets of R, following [79] and [81].
Definition 0.4.9. Fix k > 1.
• A closed subset T ⊂ R is locally k-thick at t if for any λ > 0, T ∩ (t± [λ, kλ]) 6= ∅.
• A closed subset T ⊂ R is k-thick if T is locally k-thick at 0.
• A closed subset T ⊂ R is k-thick at ∞ if T ∩ (±[λ, kλ]) 6= ∅ for all sufficiently large
λ 1.
• A closed subset T ⊂ R is globally k-thick if T 6= ∅ and T is locally k-thick at every
t ∈ T.
We will frequently use the fact that if Ti is a sequence of k-thick subsets, then lim supTi
is also k-thick, and that if T is k-thick, so is −T.
Proposition 0.4.10. There exists a constant k > 1 depending only on the systole of the
double of coreM such that for any one-parameter subgroup U = {ut : t ∈ R} of N±, and
any y ∈ RFS1, T(y) := {t ∈ R : yut ∈ RFM} is globally k-thick.
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Proof. Let η > 0 be the systole of the hyperbolic double of coreM , which is a closed






where d is the hyperbolic distance in the upper half plane H2. Note that
inf
i 6=j
d(hullBi, hullBj) ≥ η/2 (0.4.5)
as the geodesic realizing this distance is either a closed geodesic or half of a closed geodesic
in the double of coreM .
We first prove the case when U < N . Let s ∈ T(y) be arbitrary. To show that T(y)
is locally k-thick at s, we may assume that s = 0, by replacing y with yus ∈ RFS1. We
may also assume that y = [g] where g(∞) = ∞ and g(0) = 0. As y ∈ RFS1, this implies
that 0,∞ ∈ Λ. Since gut(∞) = g(∞) ∈ Λ, we have T(y) = {t ∈ R : gut(0) ∈ Λ}.
Suppose that T(y) is not locally k-thick at 0. Then there exist w ∈ U and t > 0 such that
([−kt,−t] ·w∪ [t, kt] ·w)∩Λ = ∅. Since each component of Ω is convex and 0 6∈ Ω, it follows
that [−kt,−t] ·w and [t, kt] ·w lie in distinct components of Ω, say Bi and Bj , (i 6= j). But
this yields
dw(hull([−kt,−t] · w), hull([t, kt] · w)) ≥ d(hullBi, hullBj) ≥ η/2 (0.4.6)
where dw denotes the hyperbolic distance of the plane above the line Rw. Observe that
the distance in (0.4.6) is independent of w ∈ Rd−1 and t > 0, because both the dilation
centered at 0 and the (d− 2)-dimensional rotation with respect to the vertical axis above 0
are hyperbolic isometries. Therefore, we get a contradiction to (0.4.4). The case of U < N+
is proved similarly, just replacing the role of g+ and g− in the above arguments.
0.5 Structure of singular sets
Let Γ < G = SO◦(d, 1) be a convex cocompact torsion-free Zariski-dense subgroup. Let
U < G be a connected closed subgroup of G generated by unipotent elements in it. In this
section, we define the singular set S (U) associated to U and study its structural property.
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Definition 0.5.1 (Singular set). We set
S (U) =
x ∈ Γ\G :
there exists a proper connected
closed subgroup W ⊃ U such that xW
is closed and StabW (x) is Zariski dense in W .
 .
Definition 0.5.2. We denote by H the collection of all proper connected closed subgroups
H < G containing a unipotent element such that Γ\ΓH is closed, and H ∩ Γ is Zariski
dense in H.
Proposition 0.5.3. Any H ∈ H is a reductive subgroup of G, and hence is of the form
gH(U)Cg−1 for some connected subgroup U < N , a closed subgroup C < C(H(U)) and
g ∈ G such that [g] ∈ RFS1.
Proof. Suppose H ∈ H is not reductive. Then its unipotent radical is non-trivial, which
we can assume to be a subgroup U of N , up to a conjugation. Now we write H = HncCTU
where C is a connected semisimple compact subgroup and T is a torus centralizing HncC.
As H is contained in N(U) = NAC1(U) C2(U), which does not contain any non-compact
simple Lie subgroup, it follows that Hnc is trivial. Now if T were compact, then H ∩ Γ
would consist of parabolic elements, which is a contradiction as Γ is convex cocompact.
Hence T is non-compact. Write T = T0S where S is a split torus and T0 is compact. Then
T0 is equal to a conjugate of A, say, g
−1Ag for some g ∈ G. As T0 normalizes U , and N(U)
fixes ∞, we deduce that g(∞) is either ∞ or 0. Since StabG(∞) = NAM , g(∞) = ∞
implies g ∈ NAM , and g(∞) = 0 implies jg ∈ NAM where j ∈ G is an element of order
2 such that j(0) = ∞. In either case, T0 = v−1Av for some v ∈ N . By replacing H with
vHv−1, we may assume that T0 = A. Since CS is a compact subgroup commuting with A,
CS ⊂M . Therefore H is of the form M0AU where M0 is a closed subgroup of M ∩N(U);
note that we used the fact that v commutes with U . Now the commutator subgroup [H,H]
is equal to [M0,M0]U . Since [H ∩Γ, H ∩Γ] must be Zariski dense in [H,H], we deduce that
Γ contains an element m0u ∈M0U with u non-trivial. Since m0u is a parabolic element of
Γ, this is a contradiction to the assumption that Γ is convex cocompact. This proves that
H is reductive.
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By Proposition 0.3.7, H is of the form gH(U)Cg−1 for some g ∈ G and C < C(H(U)).
For some m ∈ M and 1 ≤ k ≤ d − 2, H(U) = mH(Uk)m−1. Hence Γ\ΓgmH(Uk)C0 is
closed where C0 = m
−1Cm. By Proposition 0.3.9, the boundary of the geodesic plane
π(gmH(Uk)) contains uncountably many points of Λ, since (gm)H(Uk)C0(gm)
−1 ∩ Γ is
Zariski dense in (gm)H(Uk)C0(gm)
−1. Using two such limit points, we can find an element
h ∈ H(Uk) such that (gmh)± ∈ Λ. Since (gmhm−1)± = (gmh)± and mhm−1 ∈ H(U), it
follows that [g]H(U) ∩ RFS1 6= ∅, and hence we can take [g] ∈ RFS1 by modifying it with
an element of H(U) if necessary. This finishes the proof.
Therefore, for each H ∈H , the non-compact semisimple part Hnc of H is well defined.
Proposition 0.5.4. For any H ∈ H , H ∩ Γ is finitely generated and [NG(Hnc) ∩ Γ :
H ∩ Γ] <∞.
Proof. Let p denote the projection NG(Hnc) → Hnc. Note that p is an injective map on
NG(Hnc) ∩ Γ, as Γ is torsion free and the kernel of p is a compact subgroup. It follows
from Proposition 0.5.3 that Hnc is co-compact in NG(Hnc). Since H ∈H , the orbit [e]H is
closed and hence [e] NG(Hnc) is closed. It follows that both p(H ∩ Γ) and p(NG(Hnc) ∩ Γ)
are convex cocompact Zariski dense subgroups of Hnc by Proposition 0.3.9. As any convex
cocompact subgroup is finitely generated [16], p(H ∩ Γ) is finitely generated. Hence H ∩ Γ
is finitely generated by the injectivity of p|H∩Γ. Since p(H ∩ Γ) is a normal subgroup of
p(NG(Hnc)∩Γ), it follows that p(H ∩Γ) has finite index in p(NG(Hnc)∩Γ) by Lemma 0.5.5
below. Since p|NG(Hnc)∩Γ is injective, it follows thatH∩Γ has finite index in NG(Hnc)∩Γ.
Lemma 0.5.5. Let Γ1 and Γ2 be non-elementary convex cocompact subgroups of G. If Γ2
is a normal subgroup of Γ1, then [Γ1 : Γ2] <∞.
Proof. Let Λi be the limit set of Γi for i = 1, 2. Since Γ2 < Γ1, Λ2 ⊂ Λ1. As Γ2 is normalized
by Γ1, Λ2 is Γ1-invariant. Since Γ1 is non-elementary, Λ1 is a minimal Γ1-invariant closed
subset. Hence Λ1 = Λ2. Let Mi := Γi\Hd. Then the convex core of M1 is equal to
Γ1\ hull(Λ2) and covered by coreM2 = Γ2\hull(Λ2). Since coreM2 is compact, it follows
that [Γ1 : Γ2] <∞.
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Definition 0.5.6 (Definition of H ?).
H ? := {NG(Hnc) : H ∈H }. (0.5.1)
Corollary 0.5.7 (Countability). The collection H is countable, and the map H → NG(Hnc)
defines a bijection between H and H ?.
Proof. As Γ is convex cocompact, it is finitely generated. Therefore there are only countably
many finitely generated subgroups of Γ. By Proposition 0.5.4, there are only countably many
possible H ∩ Γ for H ∈H . Since H is determined by H ∩ Γ, being its Zariski closure, the
first claim follows.
Since H∩Γ has finite index in NG(Hnc)∩Γ by Proposition 0.5.4, H is determined as the
identity component of the Zariski closure of NG(Hnc)∩Γ. This proves the second claim.
In the case of a convex cocompact hyperbolic manifold of Fuchsian ends, there is a
one to one correspondence between H and the collection of all closed H ′(U)-orbits of
points in RFS1 for U < N : if H ∈ H , then H = gH(U)Cg−1 for some U < N and
g ∈ G with [g] ∈ RFS1 and [g]H ′(U) is closed. Conversely, if [g]H ′(U) is closed for some
[g] ∈ RFS1, then the identity component of the Zariski closure of Γ ∩ gH ′(U)g−1 is given
by gH(U)Cg−1 for some closed subgroup C < C(H(U)) by Proposition 0.4.8, and hence





2 , then g
−1
2 g1 ∈ H ′(U), so [g1]H ′(U) = [g2]H ′(U). Therefore
Corollary 0.5.7 implies the following corollary by Propositions 0.3.9 and 0.4.8.
Corollary 0.5.8. Let M be a convex cocompact hyperbolic manifold with Fuchsian ends.
Then
1. there are only countably many properly immersed geodesic planes of dimension at least
2 intersecting coreM .
2. For each 1 ≤ m ≤ d−2, there are only countably many spheres S ⊂ Sd−1 of dimension
m, such that #S ∩ Λ ≥ 2 and ΓS is closed in the space Cm.
Remark 0.5.9. In (2), we may replace the condition #S∩Λ ≥ 2 with #S∩Λ ≥ 1, because
if #S ∩ Λ = 1, then ΓS is not closed (see Remark 0.11.6).
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For a subgroup H < G, define
X(H,U) := {g ∈ G : gUg−1 ⊂ H}. (0.5.2)
Note thatX(H,U) is left-NG(H) and right-NG(U)-invariant, and for any g ∈ G, X(gHg−1, U) =
gX(H,U). For H ∈ H and any connected unipotent subgroup U < G, observe that
X(H,U) = X(Hnc, U) = X(NG(Hnc), U); this follows since any unipotent element of
NG(Hnc) is contained in Hnc.




Proof. If x = [g] ∈ S (U), then there exists a proper connected closed subgroup W of G
containing U such that [g]W is closed and StabW (x) is Zariski dense in W . This means
H := gWg−1 ∈ H and g ∈ X(H,U). Since X(H,U) = X(NG(Hnc), U), and NG(Hnc) ∈
H ?, this proves the inclusion ⊂. Conversely, let g ∈ X(NG(Hnc), U) for some H ∈ H .
Set W := g−1Hg. Then U ⊂ W , [g]W = ΓHg is closed and StabW ([g]) = g−1(Γ ∩H)g is
Zariski dense in W . Hence [g] ∈ S (U).
Singular subset of a closed orbit
Let L < G be a connected reductive subgroup of G containing unipotent elements. For
a closed orbit x0L of x0 ∈ RFS1, and a connected subgroup U0 < L ∩ N , we define the
singular set S (U0, x0L) by the following:x ∈ x0L :
there exists a connected closed subgroup W < L,
containing U0 such that dimWnc < dimLnc,
xW is closed and StabW (x) is Zariski dense in W
 . (0.5.3)
It follows from Proposition 0.5.10 and Proposition 0.5.3 that the subgroup W in the
definition 0.5.1 is conjugate to H(“U)C for some “U < N . Hence W being a proper sub-
group of G is same as requiring dimWnc < dimG. Therefore S (U0) = S (U0,Γ\G) and
S (U0, x0L) = x0L ∩
⋃
Γ\ΓX(H,U0) where the union is taken over all subgroups H ∈H ?
such that H is a subgroup of g0Lg
−1
0 with dimHnc < dimLnc and x0 = [g0]. Equivalently,





where H ?x0L consists of all subgroups of the form W = g
−1
0 Hg0 ∩ L for some H ∈H ? and
dimWnc < dimLnc. Then the generic set G (U0, x0L) is defined by
G (U0, x0L) := (x0L ∩ RF+ S1)−S (U0, x0L). (0.5.5)
Definition of LU and QU
Fix a non-trivial connected closed subgroup U < N . We define the collection LU of all
subgroups of the form H(“U)C where U < “U < N and C is a closed subgroup of C(H(“U))
satisfying the following:
LU :=
L = H(“U)C : for some [g] ∈ RF+ S1, [g]L is closed in Γ\Gand L ∩ g−1Γg is Zariski dense in L
 . (0.5.6)
Observe that for L = H(“U)C 6= G, the condition L ∈ LU with [g]L closed is equivalent
to the condition that gLg−1 ∈H .
Lemma 0.5.11. Let L1 and L2 be members of LU such that xL1 and xL2 are closed for
some x ∈ RFS1. If (L1)nc = (L2)nc, then L1 = L2.
Proof. If L1 or L2 is equal to G, then the claim is trivial. Suppose that both L1 and L2 are
proper subgroups of G. If x = [g], then both subgroups H1 := gL1g
−1 and H2 := gL2g
−1
belong to H . Since (H1)nc = (H2)nc, we have H1 = H2 by Corollary 0.5.7. Hence
L1 = L2.
We also define
QU := {vLv−1 : L ∈ LU , v ∈ N(U)}. (0.5.7)
Since N(U) = AN C1(U) C2(U) by Lemma 0.3.2, and the collection LU is invariant under
a conjugation by an element of AU C1(U) C2(U), we have
QU = {vLv−1 : L ∈ LU , v ∈ U⊥}. (0.5.8)
Lemma 0.5.12. For U0 < U < N , we have X(H(U), U0) = NG(H(U)) NG(U0).
Proof. Without loss of generality, we may assume U = Um and U0 = U` with 1 ≤ ` ≤
m ≤ d − 1. Set H = H(Um). If m = d − 1, then H = G, and the statement is trivial.
38
Assume m ≤ d − 2 below. We will prove the inclusion X(H,U0) ⊂ NG(H) NG(U0), as
the other one is clear. Let g ∈ X(H,U0) be arbitrary. By multiplying g by an element
of NG(H) on the left as well as by an element of NG(U0) on the right, we will reduce g
to an element of NG(U0), which implies the claim. In view of the Iwasawa decomposition
G = KAN , since AN < NG(U0), we may assume that g = k ∈ K. As k ∈ X(H,U0), we
have kU0k
−1 ⊂ H. Hence there exists w ∈ K ∩ H such that kU0k−1 = wU0w−1. Since
w−1kU0 = U0w
−1k, we deduce w−1k(∞) = U0(w−1k(∞)). Since ∞ ∈ Sd−1 is the unique
fixed point of U0, w
−1k(∞) = ∞. Hence w−1k ∈ K ∩ (MAN) = M . Since w ∈ H, we
may now assume that k ∈ M . From kU0 ⊂ Hk, we get kU0(0) ⊂ Hk(0) = H(0) and
hence 〈ke1, · · · , ke`〉 ⊂ 〈e1, · · · , em〉. By considering the action of H ∩ K on space of `-
tuples of orthonormal vectors in the subspace 〈e1, · · · , em〉, we may assume ke1 = e1, · · · ,
ke`−1 = e`−1, and ke` = ±e`. This implies that k ∈ C1(U0), or kω ∈ C1(U0) where ω ∈ M
is an involution which fixes all ei, i 6= `, ` + 1 and ω(ei) = −ei for i = `, ` + 1. As NG(U0)
contains C1(U0) and ω, the proof is complete.
Proposition 0.5.13. Consider a closed orbit x0L for L ∈ QU and x0 ∈ RFS1. If x ∈
S (U0, x0L) for a connected closed subgroup U0 < U , then there exists a subgroup Q ∈ QU0
such that dimQnc < dimLnc, xQ is closed and xU0 ⊂ xQ.
Proof. If x = [g] ∈ S (U0, x0L), then g ∈ X(H,U0) for some H ∈ H such that dimHnc <
dimLnc. Then xU0 ⊂ x(g−1Hg). By Proposition 0.5.3, H = qH(“U)Cq−1 for some U0 <“U < L ∩N and some [q] ∈ RFS1. Note that q−1g ∈ X(H(“U), U0). By Lemma 0.5.12, we
have q−1g ∈ NG(H(“U)) NG(U0). Hence g−1Hg = vH(“U)Cv−1 for some v ∈ NG(U0), and
xU0 ⊂ xvH(“U)Cv−1. It suffices to set Q := vH(“U)Cv−1.
Lemma 0.5.14. Let L = H(“U)C for a connected closed subgroup “U < N and closed
subgroup C < C(H(“U)). Let W = g−1H(Ũ)C0g be a subgroup of L where g ∈ L, Ũ is
a proper connected closed subgroup of “U and C0 is a closed subgroup of H(Ũ). Then for
any non-trivial closed connected subgroup U < “U , (L ∩X(W,U))H(U) is a nowhere dense
subset of L.
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Proof. Write g = hc ∈ H(“U)C. Note that
L ∩X(W,U) = L ∩X(g−1H(Ũ)g, U) = L ∩X(h−1H(Ũ)h, U)
= h(L ∩X(H(Ũ), U)) = h(H(“U) ∩X(H(Ũ), U))C.
Hence it suffices to show that (H(“U) ∩ X(H(Ũ), U))H(U) is a nowhere dense subset of
H(“U). Without loss of generality, we may now assume H(“U) = G. We observe that using
Lemma 0.5.12,
X(H(Ũ), U)H(U) = NG(H(Ũ)) NG(U)H(U)
= H(Ũ) C1(Ũ)AN C1(U) C2(U)H(U) = (K ∩H(Ũ))U⊥H ′(U).
Let dim Ũ = m and dimU = k. Then 1 ≤ k ≤ m < d− 1 = dimN . Now, if we view the
subset (K∩H(Ũ))U⊥H ′(U)/H ′(U) in the space Ck = G/H ′(U), this set is contained in the
set of all spheres C ∈ Ck which are tangent to the m-sphere given by S0 := (K∩H(Ũ))(∞).
Since m < d− 1, it follows that X(H(Ũ), U)H(U)/H ′(U) is a nowhere dense subset of Ck,
and hence X(H(Ũ), U)H(U) is a nowhere dense subset of G.
Lemma 0.5.15. Let x0L̂ be a closed orbit of L̂ ∈ LU with x0 ∈ RFS1. If U is a proper
subgroup of L̂ ∩N , then S (U, x0L̂) ·H(U) ∩ F is a proper subset of x0L̂ ∩ F .
Proof. Choose g0 ∈ G so that x0 = [g0]. Let p : G→ Γ\G be the canonical projection map.
Then p−1(S (U, x0L̂) ·H(U)) is a countable union γg0(L̂∩X(W,U))H(U) where γ ∈ Γ and
W ∈ H ?
x0L̂
by (0.5.4). Hence by Lemma 0.5.14, S (U, x0L̂) ·H(U) is a countable union of
nowhere dense subsets of x0L. Since F
∗ ∩ x0L̂ is an open subset of x0L̂, it follows from the
Baire category theorem that F ∗ ∩ x0L̂ 6⊂ S (U, x0L̂) ·H(U). This proves the claim.
The following geometric property of a convex cocompact hyperbolic manifold of Fuchsian
ends is one of its key features which is needed in the proof of our main theorems stated in
the introduction.
Proposition 0.5.16. Let M be a convex cocompact hyperbolic manifold with Fuchsian ends.
Let x0L̂ be a closed orbit of L̂ ∈ LU with x0 ∈ RFS1 and with dim(L̂∩N) ≥ 2. Either x0L̂
is compact or S (U, x0L̂) contains a compact orbit zL0 with L0 ∈ LU .
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Proof. Write L̂ = H(“U)C for a connected closed subgroup U < “U < N . Since x0L̂ is
closed, π(x0L̂) = π(x0H
′(“U)) is a properly immersed convex cocompact geodeisc plane of
dimension at least 3 with Fuchsian ends by Proposition 0.4.6. Suppose that x0L is not
compact. Then π(x0L) has non-empty Fuchian ends. This means that there exist a co-
dimension one subgroup U0 of “U and z ∈ L̂ such that zH ′(U0) is compact and π(zH ′(U0))
is a component of the core of π(x0L̂). By Proposition 0.4.8, there exists a closed subgroup
C0 < C(H(U0)) ∩ L̂ such that H(U0)C0 ∈ LU0 and zH(U0)C0 is compact. Let m ∈ M ∩ L̂
be an element such that U ⊂ m−1U0m. Then zm(m−1H(U0)C0m) is a compact orbit
contained in S (U, x0L̂) and m−1H(U0)C0m ∈ LU , finishing the proof.
Proposition 0.5.17. Suppose that xH ′(U) is closed and non-compact with x = [g] ∈ RFS1
and let C := π2(g−1Γg ∩H ′(U)). Then there exists a co-dimension one closed subgroup U0
of U , a closed subgroup C0 < C(H(U0)) and [g0] ∈ xH(U)C such that [g0]H(U0)C0 is closed
and H(U0)C0 ∩ g−10 Γg0 is Zariski dense in H(U0)C.
Proof. By conjugating U to Uk using an element of M , we may assume U = Uk and
k ≥ 2. By Proposition 0.4.6, xH(U)C is closed and π(xH(U)) has non-empty Fuchsian
ends. This means that there exist a co-dimension one subgroup U0 of U and z ∈ xH ′(U)
such that zH ′(U0) is compact and π(zH
′(U0)) is a component of the core of π(xH
′(U)). By
Proposition 0.4.8, there exists a closed subgroup C0 < C(H(U0)) such that H(U0)C0 ∈ LU0
and zH(U0)C0 is compact (cf. Proposition 0.16.3). Let m ∈M ∩ L̂ be an element such that
U ⊂ m−1U0m. Then zm(m−1H(U0)C0m) is a compact orbit contained in S (U, x0L̂) and
m−1H(U0)C0m ∈ LU , finishing the proof.
0.6 Inductive search lemma
In this section, we prove a combinatorial lemma 0.6.4, which we call an inductive search
lemma, and use it to prove Proposition 0.6.3. This proposition will be used in the proof of
the avoidance theorem 0.7.13 in the next section.
Definition 0.6.1. Let J∗ ⊂ I be a pair of open subsets of R.
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• The degree of (I, J∗) is defined to be the minimal integer δ ∈ N such that for each
connected component I◦ of I, the number of connected components of J∗ contained in
I◦ is bounded by δ.
• For β > 0, the pair (I, J∗) is said to be β-regular if for any connected component I◦
of I, and any component J◦ of J∗∩I◦, J◦±β · |J◦| ⊂ I◦ where |J◦| denotes the length
of J◦.
Definition 0.6.2. Let X be a family of countably many triples (I, J∗, J ′) of open subsets
of R such that I ⊃ J∗ ⊃ J ′.
• Given β > 0 and δ ∈ N, we say that X is β-regular of degree δ if for every triple
(I, J∗, J ′) ∈ X , the pair (I, J∗) is β-regular with degree at most δ.









2) of X , we have I1 ∩ J ′2 ∩ T = ∅.













The goal of this section is to prove:
Proposition 0.6.3 (Thickness of T − J ′(X )). Given n, k, δ ∈ N, there exists a positive
number β0 = β0(n, k, δ) for which the following holds: let T ⊂ R be a globally k-thick set,
and let X1, · · · ,X`, ` ≤ n, be β0-regular families of degree δ and of T-multiplicity free. Let
X =
⋃`
i=1Xi. If 0 ∈ T− I(X ), then T− J ′(X ) is a 2k-thick set.
The general case reduces to the case of δ = 1, by replacing m by mδ. Roughly speaking,
the following lemma gives an inductive argument for the search of a sequence of ti’s which is
almost geometric in a sense that the ratio |ti|/|ti−1| is coarsely a constant and which lands
on T− J ′(X ) in a time controlled by n.
Lemma 0.6.4 (Inductive search lemma). Let k > 1, n ∈ N and 0 < ε < 1 be fixed. There
exists β = β(n, k, ε) > 0 for which the following holds: Let T ⊂ R be a globally k-thick set,
and let X1, · · · ,Xn be β-regular families of countably many triples (Iλ, J∗λ, J ′λ) with degree 1,
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and of T-multiplicity free. Set X = X1∪· · ·∪Xn, and assume 0 6∈ I(X ). For any t ∈ T∩J ′(X )
and any 1 ≤ r ≤ n, we can find distinct triples (I1, J∗1 , J ′1), · · · , (Im−1, J∗m−1, J ′m−1) ∈ X
with 2 ≤ m ≤ 2r, and a sequence of pivots t = t1 ∈ T ∩ J ′1, t2 ∈ T ∩ J ′2, · · · , tm−1 ∈
T ∩ J ′m−1, tm ∈ T which satisfy the following conditions:





i) for all 1 ≤ i ≤ m−1, and the collection {(Ii, J∗i , J ′i) : 1 ≤ i ≤ m} intersects
at least (r + 1) number of Xi’s;
2. for all 1 ≤ i ≤ j ≤ m, |ti − tj | ≤ 2((4k)r − 1)k max
1≤p≤j−1
|J∗p |;
3. for each 1 ≤ i ≤ m, (1− ε)i−1|t1| ≤ |ti| ≤ (1 + ε)i−1|t1|.
In particular, for any t ∈ T ∩ J ′(X ), there exists t′ ∈ T− J ′(X ) such that
(1− ε)2n−1|t| ≤ |t′| ≤ (1 + ε)2n−1|t|.
Proof. We set
β = β(n, k, ε) = (4k)n+1ε−1. (0.6.1)
Consider the increasing sequence Q(r) := (4k)r − 1 for r ∈ N. Note that Q(1) ≥ 2 and
Q(r+1) ≥ 4Q(r)k+1. Moreover we check that β > max((Q(n)+4Q(n−1))k,Q(n)kε−1). We





such that t1 := t ∈ J ′1 ∩ T. As T is globally k-thick, we can choose
t2 ∈
(
t1 ±Q(1)(|J∗1 |, k|J∗1 |)
)
∩ T. (0.6.2)





2) ∈ X such that t2 ∈ J ′2. We check:









2) are distinct as well. Since β > Q(1)k, by the β-regularity of
(I1, J
∗
1 ), we have t2 ∈ I1. By the T-multiplicity free condition, (I1, J∗1 , J ′1) and (I2, J∗2 , J ′2)
don’t belong to the same family, that is, {(I1, J∗1 , J ′1), (I2, J∗2 , J ′2)} intersects two of Xi’s.
(2): By (0.6.2), |t1 − t2| < Q(1)k|J∗1 | = (4k − 1)k|J∗1 |.
(3): Note that 0 6∈ I1, since 0 6∈ I(X ). By the β-regularity of (I1, J∗1 ), we have t1±β|J∗1 | ⊂
I1. Since 0 6∈ I1 and β > ε−1Q(1)k, we have |t1|− ε−1Q(1)k|J∗1 | > 0. On the other hand, by
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(0.6.2), |t2− t1| ≤ Q(1)k|J∗1 | ≤ ε|t1|. In particular, |t2| ≤ |t1|+ |t2− t1| < |t1|+Q(1)k|J∗1 | <
(1 + ε) |t1| and |t2| ≥ |t1| − |t2 − t1| > |t1| − Q(1)k|J∗1 | > (1− ε) |t1|. This proves the base
case of r = 1.
Next, assume the induction hypothesis for r. Hence we have a sequence t1(= t) ∈ J ′1, t2 ∈
J ′2, · · · , tm−1 ∈ J ′m−1, and tm in T with m ≤ 2r together with {(Ii, J∗i , J ′i) : 1 ≤ i ≤ m− 1}
satisfying the three conditions listed in the lemma. If tm 6∈ J ′(X ), the same sequence would





m) ∈ X , and that {(Ii, J∗i , J ′i) : 1 ≤ i ≤ m} intersect at least (r + 1) numbers
of Xi’s. We may assume that they intersect exactly (r + 1)-number of Xi’s, which we may
label as X1, · · · ,Xr+1, since if they intersect more than (r+1) of them, we are already done.
Choose a largest interval J∗` among J
∗




t` ±Q(r + 1)(|J∗` |, k|J∗` |)
)
∩ T. (0.6.3)
First, consider the case when s1 6∈ J ′(X ). We will show that the points t1, · · · , tm, s1 give
the desired sequence. Indeed, the condition (1) is immediate. For (2), observe that by the
induction hypothesis for r, we have |s1− ti| ≤ |s1− t`|+ |t`− ti| ≤ (Q(r+ 1)k+ 2Q(r)k)|J∗` |
for all 1 ≤ i ≤ m. The conclusion follows as Q(r + 1) > 2Q(r). To show (3), since
β > ε−1Q(r + 1)k and 0 6∈ I`, by applying the β-regularity to the pair (I`, J∗` ), we have
|t`| − ε−1Q(r + 1)k|J∗` | > 0. It follows that
|s1| ≤ |t`|+ |s1 − t`| < |t`|+Q(r + 1)k|J∗` | < (1 + ε) |t`| ≤ (1 + ε)
m |t1|;
|s1| ≥ |t`| − |s1 − t`| > |t`| −Q(r + 1)k|J∗` | > (1− ε) |t`| ≥ (1− ε)
m |t1|.
This proves (3).
For the rest of the proof, we now assume that s1 ∈ J ′(X ). Apply the induction hypoth-
esis for r to s1 ∈ T ∩ J ′(X ) to obtain a sequence {(Ĩj , J̃∗j , J̃ ′j) ∈ X : 1 ≤ j ≤ m′ − 1} with
m′ ≤ 2r and s1 ∈ J̃ ′1 ∩ T, s2 ∈ J̃ ′2 ∩ T, · · · , sm′−1 ∈ J̃ ′m′−1 ∩ T, and sm′ ∈ T. Set q0 to be
the smallest 1 ≤ q ≤ m′ − 1 satisfying
{(Ĩj , J̃∗j , J̃ ′j) : 1 ≤ j ≤ q} 6⊂ X1 ∪ · · · ∪ Xr+1 (0.6.4)
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if it exists, and q0 := m
′ otherwise. We claim that the sequence
t1, · · · , tm, s1, · · · , sq0 (0.6.5)
of length m+ q0 ≤ 2r+1 satisfies the conditions of the lemma for r + 1.
Claim: We have
|J∗` | = max
1≤i≤m,1≤j≤q0−1
(|J∗i |, |J̃∗j |). (0.6.6)
Recall that |J∗` | was chosen to be maximal among |J∗1 |, · · · , |J∗m|. Hence, if the claim does
not hold, then we can take j to be the least number such that |J̃∗j | > |J∗` |. Then by the
induction hypothesis for (2),
|t` − sj | ≤ |t` − s1|+ |s1 − sj | ≤ Q(r + 1)k|J∗` |+ 2Q(r)k max
1≤i≤j−1
|J̃∗i |
≤ (Q(r + 1) + 2Q(r))k|J∗` |.














j). Recall that the induction hy-
pothesis for t1, · · · , tm gives us |t` − ti| ≤ 2Q(r)k|J∗` |. Since β > (Q(r + 1) + 4Q(r))k, we
have
|ti − sj | ≤ |ti − t`|+ |t` − sj | ≤ (Q(r + 1) + 4Q(r))k|J∗` | < β|J̃∗j |.
Applying the β-regularity to the pair (Ĩj , J̃
∗









i) belong to the same family which is T-multiplicity free, they are
equal to each other. This is a contradiction since |J̃∗j | > |J∗` | ≥ |J∗i |, proving the claim
(0.6.6).








j) are distinct for all 1 ≤ i ≤ m and
1 ≤ j ≤ q0 − 1. It suffices to check that J∗i and J̃∗j are distinct. Note that we have
max
1≤i,j≤m
|ti− tj | < 2Q(r)k|J∗` | and max1≤i,j≤q0
|si− sj | < 2Q(r)k|J∗` | by the induction hypothesis
together with claim (0.6.6). Now for ti ∈ J∗i (1 ≤ i ≤ m) and sj ∈ J̃∗j (1 ≤ j < q0), we
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estimate:
|sj − ti| ≥ |s1 − t`| − |ti − t`| − |s1 − sj | (0.6.7)
> Q(r + 1)|J∗` | − 2Q(r)k|J∗` | − 2Q(r)k|J̃∗` |
= (Q(r + 1)− 4Q(r)k)|J∗` | ≥ |J∗` |.
This in particular means that sj 6∈ J∗i and ti 6∈ J̃∗j . Hence J∗i 6= J̃∗j .
We now begin checking the conditions (1), (2) and (3).
(1): If sq0 6∈ J ′(X ), there is nothing to check.




q0) ∈ X . If q0 < m
′, then again there is
nothing to prove, as the union
{(Ii, J∗i , J ′i) : 1 ≤ i ≤ m} ∪ {(Ĩj , J̃∗j , J̃ ′j) : 1 ≤ j ≤ q0} (0.6.8)
intersects a family other than X1, · · · ,Xr+1. Hence we will assume q0 = m′. By the
induction hypothesis for r on the sequence (s1, · · · , sm′), the family {(Ĩj , J̃∗j , J̃ ′j) : 1 ≤ j ≤
m′} consists of pairwise distinct triples intersecting at least (r+1) numbers of Xi’s. Observe
that in the estimate (0.6.7), there is no harm in allowing j = q0 in addition to j < q0. This
shows that J̃∗m′ is also distinct from all J
∗
i ’s. Hence the the triples in (0.6.8) are all distinct.
Now, unless the following inclusion
{(Ĩj , J̃∗j , J̃ ′j) : 1 ≤ j ≤ m′} ⊂ X1 ∪ · · · ∪ Xr+1 (0.6.9)
holds, we are done. Suppose that (0.6.9) holds. We will deduce a contradiction. Without




`) ∈ Xr+1. We now claim that the following
inclusion holds:
{(Ĩj , J̃∗j , J̃ ′j) : 1 ≤ j ≤ m′} ⊂ X1 ∪ · · · ∪ Xr. (0.6.10)
Note that this gives the desired contradiction, since {(Ĩj , J̃∗j , J̃ ′j) : 1 ≤ j ≤ m′} must
intersect at least (r + 1) number of Xi by the induction hypothesis. In order to prove the




j) ∈ Xr+1 for some 1 ≤ j ≤ m′.
Using β > (Q(r + 1) + 2Q(r))k and (0.6.6), we deduce |t` − sj | ≤ |t` − s1| + |s1 − sj | ≤
Q(r+1)k|J∗` |+2Q(r)k|J∗` | < β|J∗` | where we used the induction hypothesis for the sequence
(s1, · · · , sm′) in the second line, to estimate the term |s1 − sj |.
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Next, applying the β-regularity to the pair (I`, J
∗
` ), we conclude that sj ∈ I`. Since
sj ∈ J̃ ′j , it follows that I` ∩ J̃ ′j ∩ T 6= ∅. This contradicts the condition that Xr+1 is of T-








`) belong to the same family Xr+1. This
completes the proof of (1).
(2): For 1 ≤ i ≤ m and 1 ≤ j ≤ q0, observe that
|ti − sj | ≤ |ti − t`|+ |t` − s1|+ |s1 − sj |
≤ 2Q(r)k|J∗` |+Q(r + 1)k|J∗` |+ 2Q(r)k|J∗` | < 2Q(r + 1)k|J∗` |
as Q(r + 1) > 4Q(r). Hence we get the desired result by (0.6.6).
(3): We already have observed that the inequality β > ε−1Q(r + 1)k implies that
(1− ε)m|t1| ≤ |s1| ≤ (1 + ε)m|t1|. Combining this with the induction hypothesis, we deduce
that (1− ε)m+i−1|t1| ≤ |si| ≤ (1 + ε)m+i−1|t1| for all 1 ≤ i ≤ q0. Finally, the last statement
of the lemma is obtained from the case r = n, since there are only n-number of Xi’s; hence
the second possibility of (1) cannot arise for r = n.
Proof of Proposition 0.6.3
We may assume that Xi’s are all of degree 1, by replacing each Xi’s with δ-number of
families associated to it.
We set β0(n, k, 1) = (4k)





≤ 2. Note that β0(n, k, 1)
is equal to the number given in (0.6.1). We may assume x = 0 without loss of generality.
Let λ > 0. We need to find a point
t′ ∈
(










Choose s > 0 such that (1 − ε)−(2n−1)λ ≤ s ≤ 2(1 + ε)−(2n−1)λ. Since T is globally
k-thick, there exists t ∈ ([−ks,−s]∪ [s, ks])∩T. If t 6∈
⋃n
i=1 J
′(Xi), then by choosing t′ = t,
we are done. Now suppose t ∈
⋃n
i=1 J
′(Xi). Since 0 6∈
⋃n
i=1 I(Xi), by applying Lemma 0.6.4
to t ∈ T ∩ (
⋃n
i=1 J
′(Xi)), we obtain t′ ∈ T −
⋃n
i=1 J
′(Xi) such that (1 − ε)2
n−1|t| ≤ |t′| ≤
(1 + ε)2
n−1|t|. Note that |t′| ≤ (1 + ε)2n−1|t| ≤ (1 + ε)2n−1ks ≤ 2kλ. Similarly, we have
|t′| ≥ (1− ε)2n−1|t| ≥ (1− ε)2n−1s ≥ λ. This completes the proof since t′ satisfies (0.6.11).
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0.7 Avoidance of the singular set
Let Γ < G be a convex cocompact non-elementary subgroup and let U = {ut} < N be a
one-parameter subgroup. Let S (U), G (U), X(H,U), and H ? be as defined in section 0.5.
In particular, S (U) is a countable union: S (U) =
⋃
H∈H ?
Γ\ΓX(H,U). The main goal of
this section is to prove the avoidance Theorem 0.7.13 for any convex cocompact hyperbolic
manifold with Fuchsian ends. For this, we extend the linearization method developed by
Dani and Margulis [31] to our setting. Via a careful analysis of the graded self-intersections
of the union
⋃
i Γ\ΓHiDi ∩ RFS1 for finitely many groups Hi ∈ H ? and compact subsets
Di ⊂ X(Hi, U), we construct families of triples of subsets of R satisfying the conditions of
Proposition 0.6.3 relative to the global k-thick subset of the return time to RFS1 under U
given in Proposition 0.4.10.
Linearization
Let H ∈H ?. Then H is reductive, algebraic, and is equal to NG(H) by Proposition 0.5.3.
There exists an R-regular representation ρH : G → GL(VH) with a point pH ∈ VH , such
that H = StabG(pH) and the orbit pHG is Zariski closed [15, Theorem 3.5]. Since Γ\ΓH is
closed, it follows that pHΓ is a closed (and hence discrete) subset of VH .
Let ηH : G → VH denote the orbit map defined by ηH(g) = pHg for all g ∈ G. As H
and U are algebraic subgroups, the set X(H,U) = {g ∈ G : gUg−1 ⊂ H} is Zariski closed
in G. Since pHG is Zariski closed in VH , it follows that AH := pHX(H,U) is Zariski closed
in VH and X(H,U) = η
−1
H (AH).
Following [55], for given C > 0 and α > 0, a function f : R→ R is called (C,α)-good if
for any interval I ⊂ R and ε > 0, we have






where ` is a Lebesgue measure on R.
Lemma 0.7.1. For given C > 1 and α > 0, consider functions p1, p2, · · · , pk : R → R
satisfying the (C,α)-good property. For 0 < δ < 1, set
I = {t ∈ R : max
i




For any β > 1, there exists δ = δ(C,α, β) > 0 such that the pair (I, J(δ)) is β-regular (see
Def. 0.6.2).
Proof. We prove that the conclusion holds for δ := ((1 + β)C)−1/α . First, note that the
function q(t) := maxi |pi(t)| also has the (C,α)-good property. Let J ′ = (a, b) be a compo-
nent of J(δ), and I ′ be the component of I containing J ′. Note that I ′ is an open interval
and (a,∞) ∩ I ′ = (a, c) for some b ≤ c ≤ ∞. We claim
J ′ + β|J ′| ⊂ (a,∞) ∩ I ′ ⊂ I ′. (0.7.1)
We may assume that c < ∞; otherwise the inclusion is trivial. We claim that q(c) = 1.
Since {t ∈ R : q(t) < 1} is open and c is the boundary point of I ′, we have q(c) ≥ 1. If
q(c) were strictly bigger than 1, since {t ∈ R : q(t) > 1} is open, I ′ would be disjoint from
an open interval around c, which is impossible. Hence q(c) = 1. Now that sup{q(t) : t ∈
(a,∞)∩I ′} = q(c) = 1, by applying the (C,α)-good property of q on the interval (a,∞)∩I ′,
we get
`(J ′) ≤ `{t ∈ (a,∞) ∩ I ′ : |q(t)| ≤ δ} ≤ Cδα · `((a,∞) ∩ I ′).
Now as J ′ = (a, b) and (a,∞) ∩ I ′ are nested intervals with one common endpoint, it
follows from the equality Cδα = 1/(1 + β) that J ′ + β|J ′| ⊂ (a,∞) ∩ I ′ ⊂ I ′, proving
(0.7.1). Similarly, applying the (C,α)-good property of q on (−∞, b) ∩ I ′, we deduce that
J ′ − β|J ′| ⊂ I ′. This proves that (I, J(δ)) is β-regular.
Proposition 0.7.2. Let V be a finite dimensional real vector space, θ ∈ R[V ] be a polyno-
mial and A = {v ∈ V : θ(v) = 0}. Then for any compact subset D ⊂ A and any β > 0, there
exists a compact neighborhood D′ ⊂ A of D which has a β-regular size with respect to D in
the following sense: for any neighborhood Φ of D′, there exists a neighborhood Ψ ⊂ Φ of D
such that for any q ∈ V −Φ and for any one-parameter unipotent subgroup {ut} ⊂ GL(V ),
the pair (I(q), J(q)) is β-regular where I(q) = {t ∈ R : qut ∈ Φ} and J(q) = {t ∈ R : qut ∈
Ψ}. Furthermore, the degree of (I(q), J(q)) is at most (deg θ + 2) · dimV .
Proof. Choose a norm on V so that ‖·‖2 is a polynomial function on V . Since D is compact,
we can find R > 0 such that D ⊂ {v ∈ V : ‖v‖ < R}. Then we set D′ = {v ∈ V : θ(v) =
49
0, ‖v‖ < R/
√
δ}, where 0 < δ < 1 is to be specified later. Note that if Φ is a neighborhood
of D′, there exists 0 < η < 1 such that {v ∈ V : θ(v) < η, ‖v‖ < (R + η)/
√
δ} ⊂ Φ. We
set Ψ := {v ∈ V : θ(v) < ηδ, ‖v‖ < (R + η)} and Ĩ(q) := {t ∈ R : θ(qut) < η, ‖qut‖ <
(R + η)/
√
δ}. Since Ĩ(q) ⊂ I(q) for 0 < δ < 1, it suffices to find δ (and hence D′ and Ψ)
so that the pair (Ĩ(q), J(q)) is β-regular. If we set ψ1(t) :=
θ(qut)








then Ĩ(q) = {max(ψ1(t), ψ2(t)) < 1} and J(q) = {max(ψ1(t), ψ2(t)) < δ}. As ψ1 and ψ2 are
polynomials, they have the (C,α)-property for an appropriate choice of C and α. Therefore
by applying Lemma 0.7.1, by choosing δ small enough, we can make the pair (Ĩ(q), J(q))
β-regular for any β > 0. Note that the degrees of ψ1 and ψ2 are bounded by DEPθ · dimV
and 2 dimV respectively. Therefore J(q) cannot have more than (DEPθ+2) ·dimV number
of components. Hence the proof is complete.
Definition 0.7.3. We define E = EU to be the collection of all compact subsets of S (U)∩




Γ\ΓHiDi ∩ RFS1 (0.7.2)
where {Hi ∈ H ? : i ∈ Λ} is a finite collection and Di ⊂ X(Hi, U) is a compact subset.
In this expression, we always use the minimal index set Λ for E. When E is of the form
(0.7.2), we will say that E is associated to the family {Hi : i ∈ Λ}.
Remark 0.7.4. We note that E can also be expressed as
⋃
i∈Λ Γ\ΓHiDi ∩ RFS1 where
Hi ∈ H is a finite collection, and Di ⊂ X(Hi, U) is a compact subset which is left C(Hi)-
invariant.
Lemma 0.7.5. In the expression (0.7.2) for E ∈ E, the collection {Hi : i ∈ Λ} is not
redundant, in the sense that no γHjγ
−1 is equal to Hi for all triples (i, j, γ) ∈ Λ × Λ × Γ
except for the trivial cases of i = j and γ ∈ Hi.
Proof. Observe that if γHjγ
−1 = Hi for some γ ∈ Γ, then ΓHjDj = ΓHiγDj , and hence
by replacing Di by Di ∪ γDj ⊂ X(Hi, U), we may remove j from the index subset Λ. This
contradicts the minimality of Λ.
Note that for Di ⊂ X(Hi, U), and γ ∈ Γ, the intersection H1D1 ∩ γH2D2 only depends
on the (Γ ∩H1,Γ ∩H2)-double coset of γ.
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Proposition 0.7.6. Let H1, H2 ∈ H ?. Then for any compact subset Di ⊂ X(Hi, U) for
i = 1, 2 and a compact subset K ⊂ Γ\G, there exists a finite set ∆ ⊂ (H1 ∩ Γ)\Γ/(H2 ∩ Γ)
such that
{




K ∩ Γ\Γ(H1D1 ∩ γH2D2)
}
γ∈∆
where the latter set consists of distinct elements.
Moreover for each γ ∈ ∆, there exists a compact subset C0 ⊂ H1D1 ∩ γH2D2 ⊂ X(H1 ∩
γH2γ
−1, U) such that K ∩ Γ\Γ(H1D1 ∩ γH2D2) = Γ\ΓC0.
Proof. For simplicity, write ηHi = ηi and pi = pHi . Let K0 ⊂ G be a compact set such
that K = Γ\ΓK0. We fix γ ∈ Γ, and define for any γ′ ∈ Γ, Kγ′ = {g ∈ K0 : γ′g ∈




. If this set is
non-empty, then Kγ′ 6= ∅ for some γ′ ∈ Γ and p1γ′g ∈ p1D1, and p2γ−1γ′g ∈ p2D2 for some
g ∈ K0. In particular,
p1γ
′ ∈ p1DK−10 , p2γ
−1 ∈ p2DK−10 γ
′−1. (0.7.3)
As p1Γ is discrete, and p1D1K
−1
0 is compact, the first condition of (0.7.3) implies that there
exists a finite set ∆0 ⊂ G such that γ′ ∈ (H1∩Γ)∆0. Writing γ′ = hδ0 where h ∈ H1∩Γ, and
δ0 ∈ ∆0, the second condition of (0.7.3) implies p2γ−1h ∈ p2D2K−10 δ
−1





is compact and p2Γ is discrete, there exists a finite set ∆ ⊂ G such that γ−1h ∈ (H2 ∩Γ)∆.
Hence, if K ∩ Γ\Γ(H1D1 ∩ γH2D2) 6= ∅, then γ ∈ (H1 ∩ Γ)∆(H2 ∩ Γ). This completes the
proof of the first claim. For the second claim, it suffices to set C0 :=
⋃
γ′∈∆Kγ′ .
Proposition 0.7.7. Let H1, H2 ∈H ? be such that H1 ∩H2 contains a unipotent element.
Then there exists a unique smallest connected closed subgroup, say H0, of H1∩H2 containing
all unipotent elements of H1 ∩H2 such that Γ\ΓH0 is closed. Moreover, H0 ∈H .
Proof. The orbit Γ\Γ(H1 ∩H2) is closed [119, Lem. 2.2]. Hence such H0 exists. We need
to show that Γ ∩H0 is Zariski dense in H0. Let L be the subgroup of H0 generated by all
unipotent elements in H0. Note that L is a normal subgroup of H0 and hence (H0 ∩ Γ)L is
a subgroup of H0. If F is the identity component of the closure of (H0 ∩Γ)L, then Γ\ΓF is
closed. By the minimality assumption on H0, we have F = H0. Hence (H0 ∩ Γ)L = H0; so
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[e]L = [e]H0. We can then apply [119, Cor. 2.12] and deduce the Zariski density of H0 ∩ Γ
in H0.
Corollary 0.7.8. Let H1, H2 ∈H ? and γ ∈ Γ be satisfying that X(H1 ∩ γH2γ−1, U) 6= ∅.
Then there exists a subgroup H ∈H ? contained in H1∩γH2γ−1 such that for any compact
subsets Di ⊂ X(Hi, U), i = 1, 2, there exists a compact subset D0 ⊂ X(H,U) such that
K ∩ Γ\Γ(H1D1 ∩ γH2D2) = K ∩ Γ\ΓHD0.
Proof. Let F ∈ H be given by Proposition 0.7.7 for the subgroup H1 ∩ γH2γ−1. Set
H := NG(Fnc) ∈ H ?. Note that X(H1 ∩ γH2γ−1, U) = X(H,U). Hence, by the second
claim of Proposition 0.7.6, there exists a compact subset D0 ⊂ H1D1 ∩ γH2D2 such that
K ∩ Γ\Γ(H1D1 ∩ γH2D2) = Γ\ΓD0. (0.7.4)
We claim that Γ\ΓD0 = K ∩ Γ\ΓHD0. The inclusion ⊂ is clear. Let g := hd ∈ HD0 with
h ∈ H and d ∈ D0, and [g] ∈ K. Then by the condition on D0, we have g ∈ H1D1 and
γ−1g ∈ H2D2. Therefore g ∈ H1D1 ∩ γH2D2. By (0.7.4), this proves the inclusion ⊃.
Definition 0.7.9 (Self-intersection operator on EU ). We define an operator s : EU ∪{∅} →











Γ\Γ(HiDi ∩ γijHjDj) ∩ RFS1
where γij ∈ Γ ranges over all elements of Γ satisfying dim(Hi∩γijHjγ−1ij )nc < min{dim(Hi)nc,dim(Hj)nc}.
By Proposition 0.7.6 and Corollary 0.7.8, we have:
Corollary 0.7.10. 1. For E ∈ EU , we have s(E) ∈ EU .
2. For E1, E2 ∈ EU , we have E1 ∩ E2 ∈ EU .
Hence for E ∈ EU as in (0.35.11), s(E) is of the form s(E) =
⋃
i∈Λ′ Γ\ΓHiDi ∩ RFS1
where Λ′ is a (minimal) finite index set, Hi ∈H with X(Hi, U) 6= ∅ and max{dim(Hi)nc :
i ∈ Λ′} < max{dim(Hi)nc : i ∈ Λ}. Hence, s maps EU to EU ∪ {∅} and for any E ∈ EU ,
sdimG(E) = ∅.
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Definition 0.7.11. For a compact subset K ⊂ Γ\G and E ∈ EU , we say that K does not
have any self-intersection point of E, or simply say that K is E-self intersection-free, if
K ∩ s(E) = ∅.
Proposition 0.7.12. Let E =
⋃
i∈Λ Γ\ΓHiDi ∩ RFS1 ∈ E where Di ⊂ X(Hi, U) is a
compact subset and Λ is a finite subset. Let K ⊂ RFS1 be a compact subset which is E-self
intersection-free. Then there exists a collection of open neighborhoods Ωi of Di, i ∈ Λ, such
that for O :=
⋃
i∈Λ Γ\ΓHiΩi, the compact subset K is O-self intersection free, in the sense
that, if dimHi = dimHj and K ∩ Γ\Γ(HiΩi ∩ γHjΩj) 6= ∅ for some (i, j, γ) ∈ Λ × Λ × Γ,
then i = j and γ ∈ Hi ∩ Γ.
Proof. For each k ∈ N and i ∈ Λ, let Ωi(k) be the 1/k-neighborhood of the compact subset
Di. Since Λ is finite, if the proposition does not hold, by passing to a subsequence, there
exist i, j ∈ Λ with dimHi = dimHj and a sequence γk ∈ Γ such that K ∩ Γ\Γ(HiΩi(k) ∩
γkHjΩj(k)) 6= ∅ and
(i, j, γk) /∈ {(i, i, γ) : i ∈ Λ, γ ∈ Hi ∩ Γ}. (0.7.6)
Hence there exist gk = hkwk ∈ HiΩi(k) and g′k = h′kw′k ∈ HjΩj(k) such that gk = γkg′k
where [gk] ∈ K. Now as k → ∞, we have wk → w ∈ Di and w′k → w′ ∈ Dj . There
exists δk ∈ Γ such that δkgk ∈ K̃ where K̃ is a compact subset of G such that K = Γ\ΓK̃,
so the sequence δkgk converges to g0 as k → ∞. Since ΓHi and ΓHj are closed, we have
δkhk → δ0hi and δkγkh′k → δ′0hj where δ0, δ′0 ∈ Γ, hi ∈ Hi and hj ∈ Hj . As Γ[Hi] and Γ[Hj ]
are discrete in the spaces G/Hi and G/Hj respectively, we have
δ−10 δk ∈ Hi and (δ
′
0)
−1δkγk ∈ Hj (0.7.7)
for all sufficiently large k. Therefore g0 = δ0hiw = δ
′
0hjw
′ ∈ δ0(HiDi ∩ δ−10 δ′0HjDj) and




0 ∈ Γ. Since K ∩ s(E) = ∅,
this implies that RFS1 ∩ Γ\Γ(HiDi ∩ δHjDj) 6⊂ s(E). By the definition of s(E), dim(Hi ∩
δHjδ
−1)nc = min{dim(Hi)nc,dim(Hj)nc}. Since Hi = NG(Hi) = NG((Hi)nc), and similarly
for Hj , we have Hi ∩ δHjδ−1 is either Hi or δHjδ−1. Since dimHi = dimHj , δHjδ−1 = Hi
or Hi = δHjδ
−1. By Lemma 0.7.5, this implies that i = j and δ ∈ NG(Hi) ∩ Γ. It follows
from (0.7.7) that γk ∈ NG(Hi)∩Γ = Hi∩Γ for all large k. This is a contradiction to (0.7.6),
completing the proof.
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In the rest of this section, we assume that M = Γ\Hd is a convex cocompact hyperbolic
manifold with Fuchsian ends, and let k be as given by Proposition 0.4.10.
Theorem 0.7.13 (Avoidance theorem I). Let U = {ut} < N be a one-parameter subgroup.
For any E ∈ EU , there exists E′ ∈ EU such that the following holds: If F ⊂ RFS1 is a
compact set disjoint from E′, then there exists a neighborhood O of E such that for all
x ∈ F , the set {t ∈ R : xut ∈ RFS1 − O} is 2k-thick. Moreover, if E is associated to
{Hi : i ∈ Λ}, then E′ is also associated to the same family {Hi : i ∈ Λ} in the sense of
Definition 0.7.3.
Proof. ♠1. The constant β0: We write H ? = {Hi}. For simplicity, set Vi = VHi and
pi = pHi . Let θi be the defining polynomial of the algebraic variety AHi . Set m := dim(G)
2
and δ := maxHi∈H ?(deg θi + 2) dimVi.
Note that if Hi is conjugate to Hj , then θi and θj have same degree and dimVi = dimVj .
Since there are only finitely many conjugacy classes in H ? by Proposition 0.5.3, the constant
δ is finite. Now let β0 := β0(mδ, k, 1) = (4k)
mδ+1ε−1 be given as in Proposition 0.6.3 where






♠2. Definition of En and E′n: We write E =
⋃
i∈Λ0 Γ\ΓHiDi ∩ RFS1 for some finite
minimal set Λ0. Set ` := maxi∈Λ0 dim(Hi)nc. We define En, E
′
n ∈ EU for all 1 ≤ n ≤ `
inductively as follows: set E` := E and Λ` := Λ0. For each i ∈ Λ`, let D′i be a compact
subset of X(Hi, U) containing Di such that piD
′
i has a β0-regular size with respect to piDi as




i ∩RFS1. Suppose that En+1, E′n+1 ∈ EU are
given for n ≥ 1. Then, define En := E ∩ s(E′n+1). Then by Corollary 0.7.10, En belongs to
EU and hence can be written as En =
⋃
i∈Λn Γ\ΓHiDi∩RFS1 where Di is a compact subset
of X(Hi, U), so that Λn is a minimal index set. For each i ∈ Λn, let D′i be a compact subset
of X(Hi, U) containing Di such that piD
′
i has a β0-regular size with respect to piDi as in




i ∩RFS1. Hence we get a sequence of compact
(possibly empty) subsets of E: E1, E2, · · · , E`−1, E` = E, and a sequence of compact sets
E′1, E
′
2, · · · , E′`−1, E′` = E′. Note that s(E1) = s(E′1) = ∅ by the dimension reason.9
♠3. Outline of the plan: Let F ⊂ RFS1 be a compact set disjoint from E′. For x ∈ F ,
9. In fact E`−i = ∅ for all i ≥ d− 1, but we won’t use this information
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we set T(x) := {t ∈ R : xut ∈ RFS1} which is a globally k-thick set by Proposition 0.4.10.
We will construct
• a neighborhood O′ of E′ disjoint from F , and
• a neighborhood O of E
such that for any x ∈ RFS1 − O′, we have {t ∈ R : xut ∈ RFS1 − O} ⊃ T(x) − J ′(X )
where X = X (x) is the union of at most m-number of β0-regular families Xi of triples
(I(q), J∗(q), J ′(q)) of subsets of R with degree δ and of T(x)-multiplicity free. Once we do
that, the theorem is a consequence of Proposition 0.6.3. Construction of such O′ and O
requires an inductive process on En’s.
♠4. Inductive construction of Kn, O′n+1, On+1, and O?n+1: Let K0 := RFS1. For





the compact subset K0 is O′1-self intersection free by Lemma 0.7.12, since s(E′1) = ∅. By
Proposition 0.7.2, there exists a neighborhood Ωi of Di such that the pair (I(q), J(q)) is
β0-regular for all q ∈ Vi − piΩ′i where
I(q) = {t ∈ R : qut ∈ piΩ′i} and J(q) = {t ∈ R : qut ∈ piΩi}. (0.7.8)
Set O1 :=
⋃
i∈Λ1 Γ\ΓHiΩi. Since E1 =
⋃
i∈Λ1 Γ\ΓHiDi ∩ RFS1, O1 is a neighborhood of
E1 = s(E
′
2) ∩ E. Now the compact subset s(E′2) − O1 is contained in s(E′2) − E, which is
relatively open in s(E′2). Therefore we can take a neighborhood O?1 of s(E′2) − O1 so that
O?1 ∩ E = ∅.
We will now define the following quadruple Kn,O′n+1,On+1 and O?n+1 for each 1 ≤ n ≤
`− 1 inductively:
• a compact subset Kn = Kn−1 − (On ∪ O?n) ⊂ RFS1,
• a neighborhood O′n+1 of E′n+1,
• a neighborhood On+1 of En+1 and
• a neighborhood O?n+1 of s(E′n+2)−On+1 such that O?n+1 ∩ E = ∅.
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Assume that the sets Kn−1, O′n, On and O?n are defined. We define Kn := Kn−1 − (On ∪
O?n) = RFS1 −
⋃n
i=1 (Oi ∪ O?i ). For each i ∈ Λn+1, let Ω′i be a neighborhood of D′i in G




i, Kn is O′n+1-self intersection free. Since On ∪ O?n
is a neighborhood of s(E′n+1), which is the set of all self-intersection points of E
′
n+1, such
collection of Ω′i, i ∈ Λn+1 exists by Lemma 0.7.12.
Since F ⊂ RFS1 is compact and disjoint from E′, we can also assume Γ\ΓHiΩ′i is disjoint
from F , by shrinking Ω′i if necessary. More precisely, writing F = Γ\ΓF̃ for some compact
subset F̃ ⊂ G, this can be achieved by choosing a neighborhood Ω′i of D′i so that piΩ′i is
disjoint from piΓF̃ ; and this is possible since piΓF̃ is a closed set disjoint from a compact
subset piD
′
i. After choosing Ω
′






We will next define On+1. By Lemma 0.7.2, there exists a neighborhood Ωi of Di such
that the pair (I(q), J(q)) is β0-regular for all q ∈ Vi − piΩ′i where I(q) = {t ∈ R : qut ∈
piΩ
′





i∈Λn+1 Γ\ΓHiΩi. Since the compact subset s(E
′
n+2)−On+1
is contained in the set s(E′n+2)− E, which is relatively open inside s(E′n+2), we can take a
neighborhood O?n+1 of s(E′n+2) − On+1 so that O?n+1 ∩ E = ∅. This finishes the inductive
construction.





n=1O?n. Note that O′ and O are neighborhoods of E′ and E respectively. Since E∩O? = ∅,
the following defines a neighborhood of E:
O := O −O?. (0.7.9)
♠6. Construction of β0-regular families of T(x)-multiplicity free:
Fix x ∈ F ⊂ RFS1 −O′. Choose a representative g ∈ G of x. We write each Λn as the
disjoint union Λn =
⋃
j∈θn Λn,j where Λn,j = {i ∈ Λn : dimHi = j} and θn = {j : Λn,j 6= ∅}.
Note that #θn < dimG.
Fix 1 ≤ n ≤ `, j ∈ θn and i ∈ Λn,j . For each q ∈ piΓg, we define I(q) := {t : qut ∈
piΩ
′
i} and J(q) := {t : qut ∈ piΩi}. In general, I(q)’s have high multiplicity among q’s in⋃
i∈Λn,j piΓg, but the following subset I
′(q)’s will be multiplicity-free, and this is is why we
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defined Kn−1 as carefully as above:
• I ′(q) := {t : for some a ≥ 0, [t, t+ a] ⊂ I(q) and xut+a ∈ Kn−1};
• J∗(q) := I ′(q) ∩ J(q);
• J ′(q) := {t ∈ J(q) : xut ∈ Kn−1}.
Observe that I ′(q) and J∗(q) are unions of finitely many intervals, J ′(q) ⊂ T(x) and
that J ′(q) ⊂ J∗(q) ⊂ I ′(q). Now, for each 1 ≤ n ≤ ` and j ∈ θn, define the family
Xn,j =
{






We claim that each Xn,j is a β0-regular family with degree at most δ and T(x)-multiplicity
free. Note for each q ∈ piΓg, the number of connected components of J∗(q) is less than or
equal to that of J(q). Now that J∗(q) ⊂ J(q) and all the pairs (I(q), J(q)) are β0-regular
pairs of degree at most δ, it follows that Xn,j ’s are β0-regular families with degree at most
δ.
We now claim that Xn,j has T(x)-multiplicity free, that is, for any distinct indices
q1, q2 ∈
⋃
i∈Λn,j piΓg of Xn,j , I(q1) ∩ J
′(q2) = ∅. We first show that I ′(q1) ∩ I ′(q2) = ∅.
Suppose not. Then there exists t ∈ I ′(q1) ∩ I ′(q2) for some q1 = piγ1g and q2 = pkγ2g,
where i, k ∈ Λn,j . Then for some a ≥ 0, we have [t, t+a] ⊂ I(q1)∩ I(q2) and xut+a ∈ Kn−1.




k)∩Kn−1. Since Kn−1 is O′n-self intersection
free, and dimHi = dimHk = j, we deduce from Proposition 0.7.12 that this may happen
only when i = k, and γ1γ
−1
2 ∈ Hi ∩ Γ. Hence we have q1 = q2. This shows that I ′(q)’s are
pairwise disjoint. Now suppose that there exists an element t ∈ I(q1)∩ J ′(q2). Then by the
disjointness of I ′(q1) and I
′(q2), it follows that t ∈ (I(q1)−I ′(q1))∩J ′(q2). By the definition
of I ′(q1), we have xut 6∈ Kn−1. This contradicts the assumption that t ∈ J ′(q2).
♠7. Completing the proof: Let X :=
⋃
1≤i≤`,j∈θn Xn,j . In view of Proposition 0.6.3, it
remains to check that the condition t ∈ T(x) − J ′(X ) implies that xut /∈ O where O is
given in (0.39.2). Suppose that there exists t ∈ T(x)−J ′(X ) such that xut ∈ O. Write the
neighborhood O as the disjoint union O =
⋃`
n=1 (On − (∪i≤n−1Oi ∪ O?)). Let n ≤ ` be
such that xut ∈ On− (
⋃n−1
i=1 Oi∪O?). Since t ∈ T(x)−J ′(X ), we have xut ∈ RFS1−Kn−1.
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Since Kn−1 = RFS1 −
⋃n−1
i=1 (Oi ∪ O?i ), xut ∈
⋃n−1
i=1 Oi ∪ O?i . This is a contradiction, since⋃`
i=1O?i ⊂ O?.
As H ? is countable and X(Hi, U) is σ-compact, the intersection S (U)∩RFS1 can be
exhausted by the union of the increasing sequence of Ej ∈ EU ’s. Therefore, we deduce:
Corollary 0.7.14. There exists an increasing sequence of compact subsets E1 ⊂ E2 ⊂ · · ·
in EU with S (U) ∩ RFS1 =
∞⋃
j=1
Ej which satisfies the following: Let xi ∈ RFS1 be a
sequence converging to x ∈ G (U) ∩ RFS1. Then for each j ∈ N, there exist a neighborhood
Oj of Ej and ij ≥ 1 such that {t ∈ R : xiut ∈ RFM −Oj} is 2k-thick for all i ≥ ij.
Proof. For each j ≥ 1, we may assume Ej+1 ⊃ E′j where E′j is given by Theorem 0.7.13.
For each j ≥ 1, there exists ij ∈ N such that xi 6∈ Ej+1 for all i ≥ ij . Applying Proposition
0.7.13 to a compact subset F = {xi : i ≥ ij} of RFS1, we obtain a neighborhood Oj of Ej
such that {t ∈ R : xiut ∈ RFS1 −Oj} is 2k-thick for all i ≥ ij .
Indeed we will apply Corollary 0.7.14 for the sequence {xi} contained in a closed orbit
x0L of a proper connected closed subgroup L < G, which can be proved in the same way:
Theorem 0.7.15 (Avoidance Theorem II). Consider a closed orbit x0L for some x0 ∈
RFS1 and L ∈ QU . There exists an increasing sequence of compact subsets E1 ⊂ E2 ⊂
· · · in EU with S (U, x0L) ∩ RFS1 =
∞⋃
j=1
Ej , which satisfies the following: if xi → x in
RFM ∩ x0L with x ∈ G (U, x0L), then for each j ∈ N, there exist ij ≥ 1 and an open
neighborhood Oj ⊂ x0L of Ej such that {t ∈ R : xiut ∈ RFM − Oj} is a 2k-thick set for
all i ≥ ij.
0.8 Limits of RFS1-points in F ∗ and generic points
In the rest of paper, let M = Γ\Hd be a convex cocompact hyperbolic manifold with
Fuchsian ends. Recall that Λ ⊂ Sd−1 denotes the limit set of Γ. In this section, we collect
some geometric lemmas which are needed in modifying a sequence limiting on an RFS1
point (resp. limiting on a point in RFS1 ∩ G (U)) to a sequence of RFS1-points (resp.
whose limit still remains inside G (U)).
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Lemma 0.8.1. Let Cn → C be a sequence of convergent circles in Sd−1. If C 6⊂ B for any
component B of Ω, then # lim supn→∞Cn ∩ Λ ≥ 2.
Proof. Without loss of generality, we may assume that ∞ /∈ Λ and hence consider Λ as a
subset of the Euclidean space Rd−1. Note that there is one component, say, B1 of Ω which
contains ∞ and all other components of Ω are contained in the complement of B1, which is
a (bounded) round ball in Rd−1. It follows that there are only finitely many components of
Ω whose diameters are bounded from below by a fixed positive number; this follows from
the fact that ΓB is closed for each component B of Ω, and that there are only finitely many
Γ-orbits of components of Ω.
Let δ = diam(C)/2 so that we may assume diam(Cn) > δ for all sufficiently large n 1.
It suffices to show that there exists ε0 > 0 such that Cn∩Λ contains ξn, ξ′n with d(ξn, ξ′n) ≥ ε0
for all sufficiently large n. Suppose not. Then for any ε > 0, there exists an interval In ⊂ Cn
such that diam(In) ≤ ε and Cn − In ⊂ Ω for some infinite sequence of n’s. Since Cn − In is
connected, there exists a component Bn of Ω such that Cn ⊂ Nε(Bn), where Nε(Bn) denotes
the ε-neighborhood of Bn. In particular, we have diam(Bn) + ε > δ. Taking ε smaller than
0.5δ, this means that diam(Bn) > δ/2. On the other hand, there are only finitely many
components of Ω whose diameters are greater than 0.5δ, say B1, · · · , B`. Let ε0 > 0 be such
that Nε0(B1), · · · ,Nε0(B`) are all disjoint. Then by passing to a subsequence, there exists
Bi such that Cn ⊂ Nε(Bi) for all small 0 < ε < ε0 and n ≥ 1; hence C ⊂ Nε(Bi). Since
this holds for all sufficiently small ε > 0, we get that C ⊂ Bi, yielding a contradiction.
In the next two lemmas, we set U− = U and U+ = U t.
Lemma 0.8.2. Let U < N be a connected closed subgroup. Let [g]L be a closed orbit
for some L ∈ LU and [g] ∈ RFS1. Let S0 and S∗ denote the boundaries of π(gH(U))
and π(gL) respectively. If S is a sphere such that S0 ⊂ S ( S∗ and ΓS is closed, then
[g] ∈ S (U±, [g]L).
Proof. Write L = H(“U)C ∈ LU . Since S0 ⊂ S ( S∗, there exists a connected proper
subgroup Ũ of “U , containing U such that S is the boundary of π(gH(Ũ)). Since ΓS is
closed, [g]H ′(Ũ) is closed by Proposition 0.3.9. Now the claim follows from Proposition
0.4.8 and the definition of S (U±, [g]L).
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Lemma 0.8.3. Let U < N be a connected closed subgroup with dimension m ≥ 1, and
let U
(1)
± , · · · , U
(m)
± be one-parameter subgroups generating U
±. Consider a closed orbit yL




± , yL). If xn → y in yL, then, by passing
to a subsequence, there exists a sequence hn → h in H(U) so that xnhn ∈ RFS1 ∩ yL and





Proof. Let S∗ denote the boundary of π(g0L). Let Q be the collection of all spheres S ( S∗
such that S ∩ Λ 6= ∅ and ΓS is closed in CdimS . By Corollary 0.5.8 and Remark 0.5.9, Q
is countable. Choose a sequence gn → g0 in G as n → ∞, so that xn = [gn] and y = [g0].
Let Sn and S0 denote the boundaries of π(gnH(U)) and π(g0H(U)) respectively so that
Sn → S0 in Cm as n→∞. We will choose a circle C0 ⊂ S0 and a sequence of circles Cn ⊂ Sn
so that Cn → C0 and lim sup(Cn ∩ Λ) contains two distinct points outside of ∪S∈QS. If
m = 1, we set C0 = S0. When m ≥ 2, we choose a circle C0 ⊂ S0 as follows. Note that S0
is not contained in any sphere in Q by the assumption on y and Lemma 0.8.2. Hence for
any S ∈ Q, S0 ∩ S is a proper sub-sphere of S0. Since y ∈ F ∗H(U), for any component Bi
of Ω, S0 6⊂ Bi and hence S0 ∩ ∂Bi is a proper sub-sphere of S0. Choose a circle C0 ⊂ S0
such that {g+0 , g
−
0 } ⊂ C0 ∩ Λ, C0 6⊂ S for any S ∈ Q, and C0 6⊂ ∂Bi ∩ S0 for all i. This is
possible, since Q is countable. Since Sn → S0, we can find a sequence of circles Cn ⊂ Sn
such that Cn → C0. We claim that lim supn(Cn ∩ Λ) is uncountable. Since #C0 ∩ Λ ≥ 2
and C0 6⊂ ∂Bi, C0 6⊂ Bi for all i. Therefore, by Lemma 0.8.1, for any infinite subsequence
Cnk of Cn, # lim supk(Cnk ∩Λ) ≥ 2. By passing to a subsequence, we can find two distinct
points ξn, ξ
′
n ∈ Cn ∩ Λ which converge to two distinct points ξ, ξ′ of C0 ∩ Λ respectively as
n → ∞. Choose a sequence pn → p ∈ G such that p+n = ξn, p−n = ξ′n, p+ = ξ and p− = ξ′.
The set Tn = {t : [pn]ut ∈ RFS1} is a global k-thick subset, and hence T := lim supn Tn is
a global k-thick subset contained in the set {t : [p]ut ∈ RFS1}. Then Cn ∩ Λ converges, in
the Hausdorff topology, to a compact subset L ⊂ C0 ∩ Λ homeomorphic to the one-point
compactification of T . Therefore L is uncountable, so is lim supn(Cn ∩ Λ), proving the
claim.
Let Ψ := ∪S∈QC0∩S, i.e., the union of all possible intersection points of C0 and spheres
in Q. Since C0 6⊂ S for any S ∈ Q, #C0 ∩ S ≤ 2. Hence Ψ is countable, and hence
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lim supn(Cn ∩ Λ) − Ψ is uncountable. Note that this works for any infinite subsequence




n ∈ Cn ∩ Λ converging to distinct points
ξ−, ξ+ of (C0 ∩ Λ) − Ψ respectively, by passing to a subsequence. As ξ−, ξ+ ∈ C0 and
C0 ⊂ S0, there exists a frame g0h = (v0, · · · , vd−1) ∈ g0H(U) whose first vector v0 is





Suppose that [g] ∈ S (U (i)± , yL) for some i. We will assume [g] ∈ S (U
(i)
− , yL), as the case
when [g] ∈ S (U (i)+ , yL) can be dealt similarly, by changing the role of g− and g+ below. For
simplicity, set U (i) := U
(i)
− . Now by Proposition 0.5.13, there exist L0 ∈ LU(i) and α ∈ N∩L
such that (L0)nc  Lnc and [g]αL0 is closed. Let S denote the boundary of π(gαL0). Since
α ∈ N ∩ L, we have (gα)+ = g+ = ξ+ ∈ S ∩ Λ ∩ C0. Since S ( S∗, S ∩ Λ 6= ∅ and ΓS is
closed, we have S ∈ Q. It follows that ξ+ ∈ Ψ, contradicting the choice of ξ+. This proves
the claim.
Now choose a vector v
(n)




n ]. We then extend v
(n)
0
to a frame gnhn ∈ gnH(U) so that gnhn converges to g = g0h as n→∞. Since {ξ±n } ⊂ Λ,
we have [gnhn] ∈ RFS1. This completes the proof.
We will need the following lemma later.
Lemma 0.8.4. Let k ≥ 1. Let χ be a k-horosphere in Hk+1 resting at p ∈ ∂Hk+1, and P
be a geodesic k-plane in Hk+1. Let ξ ∈ ∂P, δ be a geodesic joining ξ and p, and q = δ ∩ χ.
There exists R0 > 1 such that for any R > R0, if d(χ,P) < R− 1, then d(q,P) < R.
Proof. For k = 1, this is shown in [80, Lem. 4.2]. Now let k ≥ 2. Consider a geodesic plane
H2 ⊂ Hk+1 which passes through q and orthogonal to P. Then χ ∩ H2 and P ∩ H2 are a
horocycle and a geodesic in H2 respectively. As dHk+1(χ,P) = dH2(χ ∩ H2,P ∩ H2) and
dHk+1(q,P) = dH2(q,P ∩H2), the conclusion follows from the case k = 1.
Lemma 0.8.5. Let U < Ȟ ∩N be a non-trivial connected closed subgroup. If the boundary
of π(gH(U)) is contained in ∂B for some component B of Ω, then [g] ∈ BFM · C(H(U)).
Proof. As U is equal to mUkm
−1 for some m ∈ Ȟ∩M and 1 ≤ k ≤ d−2, the general case is
easily reduced to the case when U = Uk. Since g = (v0, · · · , vd) has its first (k + 1)-vectors
tangent to the geodesic (k + 1)-plane π(gH(Uk)) and ∂(π(gH(Uk)) ⊂ ∂B, we can use an
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element c ∈ C(H(Uk)) = SO(d − k − 2) to modify the next (d − k − 2)-vectors so that gc
has its first (d− 1)-vectors tangent to hull(∂B). Then [gc] ∈ BFM , proving the claim.
Lemma 0.8.6. Let U < Ȟ∩N be a non-trivial connected closed subgroup. If xn ∈ RFM ·U
is a sequence converging to some x ∈ RFM , then passing to a subsequence, there exists
un ∈ U such that xnun ∈ RFM and at least one of the following holds:
1. un → e and hence xnun → x, or
2. x = zc for some z ∈ BFM with c ∈ C(H(U)), and xnun accumulates on zȞc.
Proof. If xn belongs to RFM for infinitely many n, we simply take un = e. So assume that
xn 6∈ RFM for all n. Choose a sequence gn → g0 in G so that xn = [gn] and x = [g0]. As
x ∈ RFS1, we have {g0(0), g0(∞)} ⊂ Λ. As xn ∈ RF+ S1 − RFS1, we have gn(∞) ∈ Λ
and gn(0) ∈ Ω. For each n, choose an element un ∈ U so that 0 < αn := ‖un‖ ≤ ∞ is
the minimum of ‖u‖ for all u ∈ U satisfying gnu(0) ∈ Λ. Set α := lim sup
n
αn. If α = 0,
then we are in case (1). Hence we will assume 0 < α ≤ ∞. Let Cn denote the boundary
of π(gnH(U)) and C0 the boundary of π(g0H(U)). Then Cn → C0 in CdimU . Recall that
BU (r) denotes the ball of radius r centered at 0 inside U . Set Bn := gnBU (αn)(0) and
B0 := g0BU (α)(0). Then Bn ⊂ Cn ∩ Ω, and ∂Bn ∩ Λ 6= ∅ by the choice of un. By passing
to a subsequence, we have αn → α and Bn → B0 as n → ∞ and hence the diameter of Bn
in Sd−1 is bounded below by some positive number. Hence, passing to a subsequence, we
may assume that Bn are all contained in the same component, say B of Ω. Consequently,
B0 ⊂ B.
We claim that #B0 ∩ ∂B ≥ 2. First note that g0(0) ∈ Λ. If α = ∞, then gnun(0) →
g0(∞) ∈ Λ ∩ B0. If α < ∞, then un converges to some u ∈ U , passing to a subsequence,
and u 6= e, as α > 0. Now, gnun(0)→ g0u(0) ∈ Λ ∩ B0. Since Λ ∩B ⊂ ∂B, this proves the
claim.
Therefore B0 is contained in ∂B, and hence so is C0. By Lemma 0.8.5, this implies that
x = zc for some z ∈ BFM and c ∈ C(H(U)). We proceed to show that xnun accumulates




We claim that π(gnun) goes arbitrarily close to the plane π(g0Ȟ) as n → ∞. Since
xȞ = [g0]Ȟ is compact, gnun ∈ gnȞ and π(gnȞ) is a geodesic plane nearly parallel to
π(g0Ȟ) for all large n, this claim implies that [gn]un accumulates on zȞ, completing the
proof.
Now, to prove the claim, let Dn := Cn ∩ ∂B, and Pn := hull(Dn). Let k = dimU . Since
Cn is a k-sphere meeting the (d − 2)-sphere ∂B ⊂ Sd−1, and Cn 6⊂ ∂B, it follows that Dn
is a (k − 1)-sphere. We set Hn := hull(Cn), H0 := hull(C0) and H := hull(∂B) = π(g0Ȟ).
Then Hn ∩H = Pn. Let ε > 0 be arbitrary, and Nε(H) denote the ε-neighborhood of H in
Hd. Letting dHn(·, ·) denote the hyperbolic distance in Hn, we may write
Nε(H) ∩Hn = {p ∈ Hn : dHn(p,Pn) < Rn}
for some Rn > 0. This is because Nε(H) ∩ Hn is convex and invariant under family of
isometries, whose axes of translation and rotation are contained in Pn. As Cn → C0 ⊂ ∂B
as n→∞, it follows that Rn →∞ as n→∞. Let χn := π(gnU), and χ0 := π(g0U), which
are k-horospheres contained in Hn and H0 respectively.
We next show that there is a uniform upper bound for dHn(Pn, χn), n ∈ N. To see
this, we only need to consider those Pn’s which are disjoint from χn, as dHn(Pn, χn) = 0
otherwise. Since χn → χ0 and Cn → C0 as n → ∞, it suffices to check that the diameters
of Dn with respect to the spherical metric on Sd−1 have a uniform positive lower bound.
Let us write Cn −Dn = En ∪E′n, where En is a connected component of Cn −Dn meeting
B, and E′n is the other component. Since Cn → C0 as n → ∞, a uniform lower bound
for both diam(En) and diam(E
′
n) will give a uniform upper bound for diam(Dn). Since
Bn ⊂ En, diam(En) > diam(B0)/2 for all sufficiently large n. On the other hand, note
that χn ⊂ Hn is a horosphere resting at a point in E′n. Since χn converges to χ, the
condition that Pn ∩ χn = ∅ implies that diam(E′n) is also bounded below by some positive
constant. Since Rn → ∞, we conclude that dHn(Pn, χn) < Rn − 1 for all sufficiently large
n. Applying Lemma 0.8.4 to Hk+1 = Hn, χ = χn, P = Pn, ξ = g+n and q = π(gnun), we
have dHn(π(gnun),Pn) < Rn and hence π(gnun) ∈ Nε(H) ∩ Hn, for all sufficiently large n.
As ε > 0 was arbitrary, this proves that π(gnun) goes arbitrarily close to π(g0Ȟ) as n→∞.
This finishes the proof.
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Lemma 0.8.7. Let U < N be a non-trivial connected closed subgroup. If xn → x in
F ∗ ∩ RF+ S1, and x ∈ F ∗ ∩ RFS1, then there exists un → e in U such that xnun ∈ RFS1;
in particular, xnun → x in F ∗ ∩ RFS1.
Proof. The general case easily reduces to the case when U < Ȟ∩N . Then the claim follows
from Lemma 0.8.6 and Lemma 0.4.4.
Obtaining limits in F ∗
For ε > 0, we set
coreε(M) :=
{
x ∈ Γ\G : π(x) ∈ coreM and d(π(x), ∂ coreM) ≥ ε
}
. (0.8.1)
We note that coreε(M) is a compact of F
∗ for all sufficiently large ε > 0.
Lemma 0.8.8. Let x ∈ RFS1, and V = {vt : t ∈ R} < N be a one-parameter subgroup.
If π(xV ) 6⊂ ∂ coreM , and xvti ∈ RFS1 for some sequence ti → +∞, then there exists a
sequence si → +∞ such that xvsi converges to a point in F ∗.
Proof. It suffices to show that there exists si → +∞ such that xvsi ∈ coreη/3(M) where
η is as given in (0.35.18). Let x = [g], and set o = (1, 0, · · · , 0) ∈ Hd = R+ × Rd−1. We
may assume g = (e0, · · · , ed−1)o ∈ FHd where ei are standard basis vectors in ToHd ' Rd.
Note that for V + = {vt : t > 0}, gV + is a translation of the frame g along a horizontal ray
emanating from o along the V +-direction. By the definition of η, the η/3-neighborhoods of
hullBi’s are mutually disjoint. For each i, set si := ti if xvti ∈ coreη/3(M). Otherwise, there
exists a unique j such that d(π(gvti),hullBj) < η/3. If π(gV[ti,∞)) were contained in the η/3-
neighborhood of hullBj , then the unique geodesic 2-plane which contains π(gV[ti,∞)) must
lie in ∂ hullBj , and hence π(xV ) ⊂ ∂ core(M); this contradicts the hypothesis. Therefore
there exists ti < si <∞ such that d(π(gvsi), hullBj) = η/3, as desired.
Lemma 0.8.9. Let xnLnvn be a sequence of closed orbits with xn ∈ RF+ S1, Ln ∈ LU and
vn ∈ (Ln ∩N)⊥. Suppose that either
1. xn ∈ F ∗ for all n; or
2. xnLnvn ∩ RF+ S1 ∩ F ∗ 6= ∅ for all n.
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Then F ∗ ∩ lim supn(xnLnvn ∩ RF+M) 6= ∅.
Proof. We claim that if xn ∈ F ∗, then xnLnvn ∩ RF+ S1 ∩ F ∗ 6= ∅, that is, the hypothesis
(1) implies (2). Suppose not. Then, since A ⊂ Ln, (xnAvnA ∩ RF+M) ⊂ RF+M − F ∗.
Since the set RF+M − F ∗ is a closed A-invariant set and e ∈ AvnA, we would have
xn ∈ RF+M − F ∗, yielding a contradiction. It follows from the claim that there exists
zn ∈ xnLn ∩ RF+ S1 such that π(znvnU) 6⊂ ∂ core(M) for all n. In particular, there exists
un ∈ U such that znvnun ∈ coreη/3(M). Since coreη/3(M) is a compact subset of F ∗,
znvnun = znunvn converges to a point in F
∗, finishing the proof.
Lemma 0.8.10. Let x0L be a closed orbit with x0 ∈ RFS1 and L ∈ LU . Suppose that E
is a closed U -invariant subset containing x0Lvn ∩ RF+ S1 for some sequence vn → ∞ in
(L∩N)⊥. If x0 ∈ F ∗ or x0Lvn∩RF+ S1∩F ∗ 6= ∅ for all n, then there exist y ∈ RFS1∩F ∗
and a one parameter subgroup V ⊂ (L ∩N)⊥ such that E ⊃ y(L ∩N)V.
Proof. Note that (x0Lvn ∩ RF+M)(v−1n Avn) ⊂ E. By Lemma 0.8.9, there exists y ∈ F ∗ ∩
lim sup
n→∞
(x0Lvn∩RF+M). Since y ∈ F ∗∩RF+ S1 ⊂ RFS1 ·U , we may assume y ∈ F ∗∩RFS1
by modifying y using an element of U . Note that lim inf
n→∞
(x0Lvn ∩ RF+M) ⊃ y(L ∩ N),
passing to a subsequence. Since lim sup
n→∞
(v−1n Avn) contains a one-parameter subgroup V ⊂
(L ∩N)⊥ by Lemma 0.3.4, we obtain that y(L ∩N)V ⊂ E.
Lemma 0.8.11. If yLv0 ∩RFS1 ∩ F ∗ 6= ∅ for some v0 ∈ N and L ∈ LU , then yLv ∩ F ∗ ∩
RFS1 6= ∅ for all v ∈ Av0A.
Proof. Let y0 := y`v0 ∈ yLv0∩F ∗∩RFS1, and v = av0b ∈ Av0A. Then (y`a−1)v = y`v0b ∈
F ∗ ∩ RFS1 as F ∗ ∩ RFS1 is A-invariant. Since y`a−1v ∈ yLv, the claim is proved.
Lemma 0.8.12. Let x0L be a closed orbit with x0 ∈ RFS1 and L ∈ LU . Suppose that
E is a closed AU -invariant subset containing x0Lv ∩ RF+M for some non-trivial element
v ∈ (L ∩N)⊥. If x0 ∈ F ∗ or x0Lv ∩ RFM ∩ F ∗ 6= ∅, then there exist y ∈ F ∗ ∩ RFS1 and
a one parameter subgroup V ⊂ (L ∩N)⊥ such that E ⊃ y(L ∩N)V A.
Proof. Since X is A-invariant, we get (x0L ∩ RF+M)AvA ⊂ E. Choose a sequence vn :=
anva
−1
n ∈ AvA tending to∞. Note that either x0 ∈ F ∗ or for all n, x0Lvn∩RFM ∩F ∗ 6= ∅
by Lemma 0.8.11. Therefore the claim follows from Lemma 0.8.10.
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0.9 Limits of unipotent blowups
Fix k > 1 as given by Proposition 0.4.10. In the whole section, we fix a non-trivial connected
subgroup U < N . For a given sequence gi → e, and a sequence of k-thick subsets Ti of a
one-parameter subgroup U0 < U , we study the set lim supTigiU under certain conditions
on the sequence gi.
The basic tool used here is the so-called quasi-regular map associated to the sequence gi
introduced in the work of Margulis-Tomanov [75] to study the object lim supU0giU in the
finite volume case. For our application, we need a somewhat more precise information on
the shape of the set lim supU0giU as well as lim supTigiU than discussed in [75].
Let U⊥ denote the orthogonal complement of U in N ' Rd−1 as defined in section
0.3. Recall from (0.3.2) that N(U) = AN C1(U) C2(U) where C1(U) = C(H(U)) and
C2(U) = H(U) ∩ M ∩ C(U⊥). Since N(U) is the identity component of NG(U), for a
sequence gi → e, the condition gi ∈ NG(U) means gi ∈ N(U) for all sufficiently large i 1.
Note that the product AU⊥C2(U) is a connected subgroup of G, since C2(U) commutes
with U⊥, and A normalizes U⊥C2(U).
Lemma 0.9.1. For a given sequence gi → e in G − N(U), there exists a one-parameter
subgroup U0 < U such that the following holds; for any given sequence of k-thick subsets
Ti ⊂ U0, there exist sequences ti ∈ Ti, and ui ∈ U such that as i → ∞, uigiuti → α for
some non-trivial element α ∈ AU⊥C2(U) − C2(U). Moreover, α can be made arbitrarily
close to e.
Proof. Set L := AU⊥MN+. Note that N(U)∩L = AU⊥C1(U) C2(U) and that the product
map from U × L to G is a diffeomorphism onto a Zariski open neighborhood of e in G.
Following [75], we will construct a quasi-regular map ψ : U → N(U) ∩ L associated to
the sequence gi. Except for a Zariski closed subset of U , the product giu can be written
as an element of UL in a unique way. We denote by ψi(u) ∈ L its L-component so that
giu ∈ Uψi(u). By Chevalley’s theorem, there exists an R-regular representationG→ GL(W )
with a distinguished point p ∈ W such that U = StabG(p). Then pG is locally closed, and
NG(U) = {g ∈ G : pgu = pg for all u ∈ U}. For each i, the map φ̃i : U → W defined
by φ̃i(u) = pgiu is a polynomial map in U = Rm of degree uniformly bounded, and φ̃i(e)
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converges to p as i→∞. As gi 6∈ NG(U), φ̃i is non-constant. Denote by B(p, r) the ball of
radius r centered at p, fixing a norm ‖·‖ on W . Since pG is open in its closure, we can find
λ0 > 0 such that
B(p, λ0) ∩ pG ⊂ pG. (0.9.1)
Without loss of generality, we may assume that λ0 = 2 by renormalizing the norm. Now
define λi := sup{λ ≥ 0 : φ̃i(BU (λ)) ⊂ B(p, 2)}. Note that λi < ∞ as φi is nonconstant,
and λi → ∞ as i → ∞, as gi → e. We define φi : U → W by φi(u) := φ̃i(λiu). This
forms an equi-continuous family of polynomials on U . Therefore, after passing to a subse-
quence, φi converges to a non-constant polynomial φ uniformly on every compact subset
of U . Moreover sup{‖φ(u) − p‖ : u ∈ BU (1)} = 1, φ(BU (1)) ⊂ pL, and φ(0) = p. Now
the following map ψ defines a non-constant rational map defined on a Zariski open dense
neighborhood of U of e in U : ψ := ρ−1L ◦φ where ρL is the restriction to L of the orbit map
g 7→ p.g. We have ψ(e) = e and ψ(u) = limi ψi(λiu) where the convergence is uniform on
compact subsets of U and ψ(u) ∈ L ∩ N(U) = AU⊥C1(U) C2(U). Since ψ is non-constant,
there exists a one-parameter subgroup U0 < U such that ψ|U0 is non-constant. Now let
Ti be a sequence of k-thick sets in U0 ' R. Then Ti/λi is also a k-thick set, and so is
T∞ := lim sup
i→∞
(Ti/λi) ⊂ U0. Finally, for all t ∈ T∞, there exists a sequence ti ∈ Ti such
that ti/λi → t as i → ∞ (by passing to a subsequence). Since ψi ◦ λi → ψ uniformly on
compact subsets, ψ(t) = limi→∞(ψi◦λi) (ti/λi) = limi→∞ ψi(ti). By the definition of ψi, this
means that there exists ui ∈ U such that ψ(t) = lim
i→∞
uigiuti . Since ψ|U0 is a non-constant
continuous map, and an uncountable set T∞ accumulates on 0, the image ψ(T∞) contains
a non-trivial element α of AU⊥C1(U) C2(U) which can be taken arbitrarily close to e.
We now claim that if α is sufficiently close to e, then it belongs to AU⊥C2(U). Con-
sider H ′(U) := H(U) C1(U), and let h denote its Lie algebra. Now for all i large enough,
using the decomposition g = h ⊕ h⊥ in (0.3.5), we can write gi = cidiri where ci ∈














pα. Since ci → e, utidiu−1ti ∈ H(U), and utiriu
−1
ti







must converge, say to h ∈ H(U) and to q ∈ exp h⊥, respectively.
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Hence α = hq by replacing h by uh for some u ∈ U . On the other hand, we can write
α = avc1c2 ∈ AU⊥C1(U) C2(U). So hq = avc1c2. Note that c := c1c2 ∈ C(H(U))H(U) =
H ′(U). We get
(a−1hc−1)(cqc−1) = v. (0.9.2)
Now, when α is sufficiently close to e, all elements appearing in (0.9.2) are also close to e.
Recall that the map H ′(U)×h⊥ → G given by (h′, X)→ h′ expX is a local diffeomorphism
onto a neighborhood of e. Since (a−1hc−1) ∈ H ′(U), and cqc−1, v ∈ exp h⊥, we have
a−1hc−1 = e and cqc−1 = v for α sufficiently small. In particular, a−1hc−12 = c
−1
1 ∈
H(U) ∩ C(H(U)) = {e}. Hence c1 = e. It follows that α ∈ AU⊥C2(U), as desired.
We further claim that we can choose α outside of C2(U). As C2(U) is a compact
subgroup, we can choose a C2(U)-invariant Euclidean norm ‖·‖ on W . If α = ψ(t) ∈ C2(U)
for some t ∈ T∞ ⊂ U0, then t is one of finitely many solutions of the polynomial equation
‖φ(t)‖2 = ‖p‖2. Therefore, except for finitely many t ∈ T∞, α = ψ(t) ∈ AU⊥C2(U) −
C2(U). This finishes the proof.
The following lemma is similar to Lemma 0.9.1, but here we consider the case when U
is the whole horospherical subgroup N . In this restrictive case, the limiting element can be
taken inside A.
Lemma 0.9.2. Let Ti ⊂ N be a sequence of k-thick subsets in the sense that for any
one-parameter subgroup U0 < N , Ti ∩ U0 is a k-thick subset of U0 ' R. For any sequence
gi → e in G−NG(N), there exist ti →∞ in Ti and ui ∈ N such that uigiuti → a for some
non-trivial element a ∈ A. Moreover, a can be chosen to be arbitrarily close to e.
Proof. We first consider the case when gi belongs to the opposite horospherical subgroup
N+. We will use the notations u+ and u− defined in Section 0.3. Write gi = expu
+(wi)
for some wi ∈ Rd−1. For x ∈ Rd−1, set ux := expu−(x) ∈ N . Let ε > 0 be arbitrary. Since












































The condition for the size of αi guarantees that, by passing to a subsequence, the sequence
uxigiuyi converges to an element diag(α, Id−1, α
−1) ∈ A for α ∈ [(1−ε)−2, (1−kε)−2]∪ [(1+
kε)−2, (1 + ε)−2] as i → ∞. This proves the claim when gi ∈ N+. Since the product map
A ×M × N+ × N → G is a diffeomorphism onto a Zariski-open neighborhood of e in G,




i for some ai ∈ A, mi ∈M , u
+
i ∈ N+ and u
−
i ∈ N all of which
converge to e as i → ∞. By the previous case, we can find uti ∈ Ti and ui ∈ N such that
uiu
+









i → a as i→∞, proving the claim.
Lemma 0.9.3. Let L be any connected reductive subgroup of G normalized by A. Let U0
be a one-parameter subgroup of L∩N . Let Ti ⊂ U0 be a sequence of k-thick subsets. For a
given sequence ri → e in exp(l⊥)−N(U0), there exists a sequence ti ∈ Ti such that as i→∞,
u−1ti riuti → v for some non-trivial element v ∈ (L ∩ N)
⊥, and v can be chosen arbitrarily
close to e. Moreover, for all n large enough, we can make v so that n ≤ ‖v‖ ≤ 2k2n.
Proof. Without loss of generality, by Proposition 0.3.7, we may assume that Lnc = H(U)
for U = Uk = Rk some k ≥ 1 and U0 := Re1. We write ri = exp(qi) where qi → 0 in l⊥.
Using the notations introduced in section 0.3 and setting u⊥ = Lie(U⊥) = Rd−1−k, we can
write qi = u
−(xi) + u






skew symmetric matrix, all of which converge to 0 as i → ∞. We consider U0 = Re1 as
{us = se1 ∈ Rd−1} and define the map ψi : R→ l⊥ by ψi(s) = u−1s qius for all s ∈ R. this is















Since ri 6∈ N(U0), it follows that either yi 6= 0 or yi = 0 and Btie1 6= 0. Hence ψi is
a non-constant polynomial of degree at most 2, and ψi(0) → 0. Let λi ∈ R be defined
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by λi = sup{λ > 0 : |ψi[−λ, λ]| ≤ 1}. Then 0 < λi < ∞ and λi → ∞. Now the rescaled
polynomials φi = ψi◦λi : R→ l⊥ form an equicontinuous family of polynomials of degree at
most 2 and limi→∞ φi(0) = 0. Therefore φi converges to a polynomial φ : R→ l⊥ uniformly
on compact subsets. Since φ(0) = 0 and sup{|φ(λ)| : λ ∈ [−1, 1]} = 1, φ is a non-constant
polynomial. From (0.9.3), it can be easily seen that Im(φ) is contained Lie(N) ∩ l⊥, by
considering the two cases of yi 6= 0, and yi = 0 and Btie1 6= 0 separately. For a sequence Ti
of k-thick subsets of U0, set T∞ := lim sup
i→∞
(Ti/λi), which is a k-thick subset of U0.
Let s ∈ T∞. By passing to a subsequence, there exists ti ∈ Ti such that ti/λi → s as i→




qiuti . Since T∞ accumulates on 0, so does φ(T∞). Taking the exponential map
to each side of the above, the first part of the lemma follows.
The second part of the lemma holds by applying Lemma 0.9.4 below for the non-constant
polynomial p(s) = ‖φ(s)‖2 of degree at most 4.
Lemma 0.9.4. If p ∈ R[s] is a polynomial of degree δ ≥ 1 and T ⊂ R is a k-thick subset,
then p(T) is 2kδ-thick at ∞.





2 for all |s| > s0. Let r >
|C|sδ0√
2
. Since T is k-thick, there exists
t ∈ T such that (
√
2r/|C|)1/δ < |t| < k(
√
2r/|C|)1/δ. We compute that r ≤ |p(t)| ≤ 2kδr,
proving the claim.
0.10 Translates of relative U-minimal sets
Fix k > 1 as given by Proposition 0.4.10. In this section, we fix a non-trivial connected
closed subgroup U < N . Unless mentioned otherwise, we let R be a compact A-invariant
subset of RFS1 such that for every x ∈ R, and for any one-parameter subgroup U0 = {ut}
of U , the set {t ∈ R : xut ∈ R} is k-thick. In practice, R will be either RFS1 or a compact
subset of the form RFS1 ∩F ∗H(U) ∩X for a closed H(U)-invariant subset X. The main aim
of this section is to prove Propositions 0.10.6 and 0.10.9 using the results of section 0.9.
Definition 0.10.1. A U -invariant closed subset Y ⊂ Γ\G is U -minimal with respect to R
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if Y ∩R 6= ∅ and for any y ∈ Y ∩R, yU is dense in Y .
In this section, we study how to find an additional invariance of Y beyond U under
certain conditions.
Lemma 0.10.2. Let Y ⊂ Γ\G be a U -minimal subset with respect to R. For any y ∈ Y ∩R,
there exists a sequence un →∞ in U such that yun → y.
Proof. The set Z := {z ∈ Y : yun → z for some un →∞ in U} is U -invariant and closed.
The hypothesis on Y implies that Z = Y .
A subset S of a topological space is said to be locally closed if S is open in its closure S.
Lemma 0.10.3. Let Y be a U -minimal subset of Γ\G with respect to R, and S be a closed
subgroup of N(U) containing U . For any y0 ∈ Y ∩R, the orbit y0S is not locally closed.
Proof. Suppose that y0S is locally closed for some y0 ∈ Y ∩ R. Since Y is U -minimal
with respect to R, there exists un → ∞ in U such that y0un → y0 by Lemma 0.10.2. We
may assume that y0 = [e] without loss of generality. Since y0S is locally closed, y0S is
homeomorphic to (S ∩ Γ)\S (cf. [136, Thm. 2.1.14]). Therefore there exists δn ∈ S ∩ Γ
such that δnun → e as n → ∞. Since N(U) = AN C1(U) C2(U), writing δn = anrn for
an ∈ A and rn ∈ N C1(U) C2(U), it follows that an → e. On the other hand, note that an is
non-trivial as Γ does not contain any elliptic or parabolic element. This is a contradiction,
as there exists a positive lower bound for the translation lengths of elements of Γ, which is
given by the minimal length of a closed geodesic in M .
In the rest of this section, we use the following notation: H = H(U), H ′ = H ′(U), and F ∗ =
F ∗H(U).
Lemma 0.10.4. For every U -minimal subset Y ⊂ Γ\G with respect to RFS1 such that
Y ∩ F ∗ ∩ RFS1 6= ∅, and for any y0 ∈ Y ∩ F ∗ ∩ RFS1, there exists a sequence gn → e in
G−N(U) such that y0gn ∈ Y ∩ RFS1 for all n.
Proof. Let y0 ∈ Y ∩ F ∗ ∩ RFS1. As Y = y0U , Y ⊂ RF+ S1. Using Lemma 0.4.4 and the
fact that F ∗ is open, we get that there exists an open neighborhood O of e such that
y0O ⊂ Y ∩ F ∗ ⊂ Y ∩ RFS1 · U. (0.10.1)
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Without loss of generality, we may assume that the map g 7→ y0g ∈ Γ\G is injective on
O, by shrinking O if necessary. We claim that there exists gn → e in G − N(U) such that
y0gn ∈ Y ∩ F ∗. Suppose not. Then there exists a neighborhood O′ ⊂ O of e such that
y0O′ ∩ Y ⊂ y0 N(U). Set S := {g ∈ N(U) : Y g = Y } which is a closed subgroup of N(U)
containing U . We will show that y0S is locally closed; this contradicts Lemma 0.24.2. We
first claim that
y0O′ ∩ Y ⊂ y0S. (0.10.2)
If g ∈ O′ such that y0g ∈ Y , then g ∈ N(U). Therefore y0gU = y0Ug = Y g ⊂ Y . Moreover,
Y g ∩ RFS1 6= ∅ by (0.10.1). Hence Y g = Y , proving that g ∈ S. Now, (0.24.2) implies
that y0S is open in Y . On the other hand, since U ⊂ S, we get Y = y0S. Therefore, y0S is
locally closed.
Hence we have gn → e in G−N(U) such that y0gn ∈ Y ∩F ∗. Since y0gn ∈ F ∗ ∩RF+ S1
converges to y0 ∈ F ∗ ∩ RFS1, by Lemma 0.8.7, there exists a sequence un → e in U such
that y0gnun ∈ RFS1. Therefore, by replacing gn with gnun, this finishes the proof.
Lemma 0.10.5. Let Y be a U -minimal subset with respect to R, and let W be a connected
closed subgroup of N(U). If there exists a sequence αi → e in W such that Y αi ⊂ Y , then
there exists a one-parameter subsemigroup S < W such that Y S ⊂ Y . Moreover if W0 is a
compact Lie subgroup of W and αi ∈W −W0 for all i, then S can be taken so that S 6⊂W0.
Proof. The set S0 = {g ∈ W : Y g ⊂ Y } is a closed subsemigroup of W . Write αi = exp ξi
for some ξi ∈ Lie(W ). Then the sequence vi := ‖ξi‖−1ξi of unit vectors has a limit, say, v.
It suffices to note that S := {exp(tv) : t ≥ 0} is contained in the closure of the subsemigroup
generated by αi’s. Now suppose that αi ∈ W −W0. Set M0 := {g ∈ W0 : Y g = Y }. This
is a closed Lie subgroup of W0. Write LieW = m0⊕m⊥0 where m0 = LieM0. By modifying
αi by elements of M0, we may assume αi = exp ξi for ξi → 0 in m⊥0 . Letting v ∈ m⊥0 be a
limit of ξi/‖ξi‖, it remains to check v /∈ W0. Suppose not. Since W0 is compact, we have
{exp tv : t ≥ 0} = expRv. Hence for all t ≥ 0, Y exp tv ⊂ Y as well as Y exp(−tv) ⊂ Y .
Therefore Y exp tv = Y . Hence exp v ∈M0. This is a contradiction, since v ∈ m⊥0 .
Proposition 0.10.6 (Translate of Y inside of Y ). If Y is a U -minimal set of Γ\G with
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respect to RFS1 such that Y ∩F ∗∩RFS1 6= ∅, then there exists an unbounded one-parameter
subsemigroup S inside the subgroup AU⊥C2(U) such that Y S ⊂ Y.
Proof. Choose y0 ∈ Y ∩ RFS1 ∩ F ∗. By Lemma 0.10.4, there exists gi → e in G − N(U)
such that y0gi ∈ Y ∩ RFS1. Let U0 = {ut} be a one-parameter subgroup of U as given by
Lemma 0.9.1, with respect to the sequence gi.
Let Ti := {ut ∈ U0 : y0giut ∈ Y ∩ RFS1} which is a k-thick subset of U0. By Lemma
0.9.1, there exist sequences uti → ∞ in Ti, and ui ∈ U such that uigiuti → α for some
element α ∈ AU⊥C2(U) − C2(U). Note that y0giuti ∈ Y ∩ RFS1 converges to some




−1 ∈ Y , and hence Y α−1 ⊂ Y , since y1 ∈ Y ∩ RFS1. Since α can be made
arbitrarily close to e in Lemma 0.9.1, the claim follows from Lemma 0.10.5.
Proposition 0.10.7 (Translate of Y inside of X). Let X be a closed H ′-invariant set such
that X ∩R 6= ∅. Let Y ⊂ X be a U -minimal subset with respect to R, and assume that there
exists y ∈ Y ∩R and a sequence gn → e in G−H ′ such that ygn ∈ X for all n. Then there
exists some non-trivial v ∈ U⊥ such that Y v ⊂ X.
Proof. Let h := LieH ′. We may write gn = rnhn where hn ∈ H ′ and rn ∈ exp h⊥. By
replacing gn with gnh
−1
h , we may assume gn = rn. If rn ∈ U
⊥ for some n, then the claim
follows since y0rn ∈ X and hence Y rn ⊂ X. Hence we assume that rn /∈ U⊥ for all n. We
have from (0.3.5) h⊥∩Lie(N(U)) = LieU⊥. Hence rn /∈ N(U) for all n. Therefore there exists
a one-parameter subgroup U0 = {ut} < U such that rn /∈ N(U0). Let T = {t ∈ R : yut ∈ R}.
Since y ∈ R, it follows that T is a k-thick subset of R by the assumption on R. Hence,




tn rnutn) = yrnutn ∈ X. Passing to a subsequence, yutn → y0 for some
y0 ∈ Y ∩R, and hence y0v ∈ X. It follows Y v ⊂ X.
For a one-parameter subgroup V = {vt : t ∈ R} and a subset I ⊂ R, the notation VI
means the subset {vt : t ∈ I}.
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Lemma 0.10.8. Let X be a closed AU -invariant set of Γ\G, and V be a one-parameter
subgroup of U⊥. Assume that R := X∩RFM ∩F ∗ is non-empty and compact. If x0VI ⊂ X
for some x0 ∈ R and a closed interval I containing 0, then X contains a V -orbit of a point
in R.
Proof. Choose a sequence an ∈ A such that lim infn→∞ anVIa−1n contains a subsemigroup
V + of V as n→∞. Then (x0a−1n )(anVIa−1n ) = x0VIa−1n ⊂ X. By passing to a subsequence,
we have x0a
−1
n converges to some x1 ∈ RFS1; so x1V + ⊂ X. Since R is compact, so
is x0A ∩ F ∗, which implies that x1 ∈ x0A ∩ F ∗. Since x1 belongs to the open set F ∗,
it follows x1vs ∈ F ∗ for all sufficiently small s ∈ R. By Lemma 0.4.4, this implies that
x1vsU∩RFM 6= ∅ for some s > 0 with vs ∈ V +. Note that (x1vsU)(v−1s V +) = x1UV + ⊂ X.
Choose x2 ∈ x1vsU ∩RFM ⊂ X ∩RFM ∩F ∗. Then x2(v−1s V +) ⊂ X. Similarly as before,
let an ∈ A be a sequence such that lim infn→∞ an(v−1s V +)a−1n = V and such that x2a−1n
converges to some x3 ∈ R. From (x2a−1n )(anv−1s V +a−1n ) = x2v−1s V +a−1n ⊂ X, we conclude
that x3V ⊂ X. This finishes the proof.
Proposition 0.10.9. Let X be a closed H ′-invariant set. Assume that R := X∩F ∗∩RFM
is a non-empty compact set, and let Y ⊂ X be a U -minimal subset with respect to R. Suppose
that there exists y ∈ Y ∩ R such that X − yH ′ is not closed. Then there exist an element
z ∈ R and a non-trivial connected closed subgroup V < U⊥ such that zUV ⊂ X.
Proof. Since X − yH ′ is not closed, there exists a sequence gn → e in G − H ′ such that
ygn ∈ X for all n ≥ 1. By Lemma 0.10.8, it suffices to find x0 ∈ R and a one-parameter
subgroup V < U⊥ such that x0VI ⊂ X for some interval I < R containing 0. It follows
from Propositions 0.10.6 and 0.24.5 that Y v0 ⊂ X and Y S ⊂ Y where v0 ∈ U⊥−{e} and S
is an unbounded one-parameter subsemigroup of AU⊥C2(U). By Lemma 0.3.3, S is either
of the form
1. S = {exp(tξV ) exp(tξC) : t ≥ 0}, or
2. S = {
(
v exp(tξA)v
−1) exp(tξC) : t ≥ 0}
for some ξA ∈ Lie(A)− {0}, ξC ∈ Lie(C2(U)), ξV ∈ Lie(V )− {0}, and v ∈ U⊥.
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Case (1): Since X is H ′(U)-invariant, we may assume Y S ⊂ X with ξC = 0; so the claim
follows.
Case (2): Set Y0 := Y C2(U). It is easy to check that Y is a U C2(U)-minimal subset of
X with respect to R. First suppose that v = e. Let A+ := {exp(tξA) : t ≥ 0}. Since
Y S ⊂ Y and ξC ∈ Lie(C2(U)), it follows that Y0A+ ⊂ Y0. Choose y ∈ Y ∩ R, and
let an → ∞ be a sequence in A+. Since R is compact and A-invariant, yan converges
to some z0 ∈ R by passing to a subsequence. Since Y0A+ ⊂ Y0, we have z0 ∈ Y0 ∩ R.
Since lim inf a−nA
+ = A, we get z0A ⊂ Y0. Since z0AU C2(U) = z0U C2(U)A, and Y0 is
U C2(U)-minimal with respect to R, we obtain Y0A ⊂ Y0. Since v0 commutes with C2(U),
we also get Y0v0 ⊂ X. Therefore Y0Av0 ⊂ Y0v0 ⊂ X. By the A-invariance of X, it follows
Y0(Av0A) ⊂ X. Since Av0A contains some V +, the claim follows. Next suppose v 6= e.
Since C2(U) commutes with v, it follows that Y0vA
+v−1 ⊂ Y0. Since X is A-invariant, we
get Y0(vA
+v−1)A ⊂ Y0A ⊂ X. Set V := expR(log v). Since vA+v−1A contains VI for some
interval I containing 0 for any subsemigroup A+ of A. we get Y0VI ⊂ X, finishing the
proof.
0.11 Closures of orbits inside ∂F and non-homogeneity
Let U be a connected closed subgroup of Ȟ ∩ N and set H := H(U) as before. Then
∂F = BFM · V̌ + ·H ′(U) and ∂F ∩ RFS1 = BFM · C(H(U)). In this section, we classify
closures of xH(U) and xAU for x ∈ ∂F−RFS1 (Thm. 0.11.5); they are never homogeneous.
Theorem 0.11.1. If x = zc ∈ BFM · C(H(U)) with z ∈ BFM and c ∈ C(H(U)). Then
1. xU = xL for some L ∈ QU contained in c−1Ȟc;
2. xH(U) = xL for some L ∈ LU contained in c−1Ȟc, and for any y ∈ G (U, xL),
yU = xL;
3. xAU = xH(U).
Proof. Since x is contained in the compact homogeneous space xc−1Ȟc, the claims (1) and
(2) are special cases of Ratner’s theorem [107], which were also proved by Shah indepen-
dently [124]. So we only need to discuss the proof of (3). We show that xAU = xL where L is
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given by (2). If U = L∩N , then the claim follows from Theorem 0.13.1. Suppose that U is a
proper subgroup of L∩N . Since xAU(K∩H(U)) = xH(U) = xL and S (U, xL)·(K∩H(U))
is a proper subset of xL (cf. Lemma 0.5.15), there exists y ∈ xAU ∩ G (U, xL). Hence (3)
follows from (2).
Lemma 0.11.2. Let V + ⊂ N be a one-parameter subsemigroup which is not contained in
Ȟ. Then V +H(U) is a closed subset of G.
Proof. Since the product map A × N → AN is a diffeomorphism and AN is closed, the
product subset AW is closed in G for any closed subset W of N . Hence AUV + is a closed
subset of AN . We use Iwasawa decompositions H(U) = UA(K ∩H(U)), and the fact that
AV + = V +A in order to write V +H(U) = AUV +(K∩H(U)). Hence the conclusion follows
from compactness of K ∩H(U).
Lemma 0.11.3. Let V + ⊂ N be as in Lemma 0.11.2. If gi ∈ Ȟ is a sequence such that
givihi converges for some vi ∈ V + and hi ∈ H(U) as i → ∞, then, after passing to a
subsequence, there exists pi ∈ AU such that gipi converges to an element of Ȟ as i→∞.
Proof. We write gi = k̃iãiñi ∈ (K ∩ Ȟ)A(N ∩ Ȟ) and hi = uiaiki ∈ UA(K ∩ H(U)).
Since K ∩ Ȟ and K ∩ H(U) are compact, we may assume without loss of generality that





ãiai ∈ A, a−1i ñiuiai ∈ N ∩ Ȟ, and a
−1
i viai ∈ V +. Since givihi converges as i → ∞ and
the product map A × (N ∩ Ȟ) × V + → G is an injective proper map, it follows that
all three sequences ãiai, a
−1
i ñiuiai and a
−1
i viai are convergent as i → ∞. Noting that
giuiai = ãiñiuiai = ãiai(a
−1
i ñiuiai), it remains to set pi := uiai to finish the proof.
For z ∈ BFM , π(zȞV̌ +Ȟ) = π(zȞV̌ +) is the closure of a Fuchsian end, of the form
S0 × [0,∞) where S0 = π(zȞ).
Lemma 0.11.4. Let zL be a closed orbit contained in BFM for some L ∈ LU contained
in Ȟ, and V + ⊂ N be a one-parameter subsemigroup such that ȞV + = ȞV̌ +. Then both
zLV +H(U) and zLV + are closed.
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Proof. Without loss of generality, we assume z = [e]. Let B denote the component of Ω
such that hull(∂B) = π(Ȟ) for the projection map π : G → Hd. Since ȞV + = ȞV̌ +,
we have π(ȞV +Ȟ) = hullB. Note that if γ(hull(B)) ∩ hull(B) 6= ∅ for γ ∈ Γ, then
γ ∈ Ȟ ∩ Γ = StabΓ(B). Suppose that γi`ivihi converges to some element g ∈ G where
γi ∈ Γ, `i ∈ L, vi ∈ V + and hi ∈ H(U). Since π(γi`ivihi) ∈ Γ hullB, and Γ hullB is a
closed subset of Hd, we have π(g) ∈ Γ hullB. Without loss of generality, we may assume
π(g) ∈ hullB by replacing γi by γγi for some γ ∈ Γ if necessary.
We claim that by passing to a subsequence, γi ∈ Ȟ ∩ Γ. Let O be a neighborhood of
π(g) such that O ∩ Γ hullB ⊂ hullB; such O exists, since d(hull(γB),hull(B)) ≥ η for
all γ ∈ Γ − (Ȟ ∩ Γ) where η > 0 is given in (0.35.18). By passing to a subsequence,
we may assume that π(γi`ivihi) ∈ O. Since π(`ivihi) ∈ hullB for all i, it follows that
π(γi`ivihi) ∈ hullB for all n. Therefore γi ∈ Ȟ ∩ Γ. Applying Lemma 0.11.3 to the
sequence (γi`i)vihi → g, there exists pi ∈ AU such that γi`ipi → h in Ȟ as i → ∞. Since
ΓL is closed, we have h ∈ ΓL. Since p−1i vihi ∈ AUV +H(U) = V +H(U) and
lim
i→∞
p−1i vihi = h
−1g, (0.11.1)
we have h−1g ∈ V +H(U) by Lemma 0.11.2. Therefore, g = h(h−1g) ∈ ΓLV +H(U). This
proves that ΓLV +H(U) is closed. Note that in the above argument, if hi = e for all i, then
h−1g = lim p−1i vi ∈ AUV +. Hence g = h(h−1g) ∈ ΓLAUV + = ΓLV +. This proves that
ΓLV + is closed.
Note that x ∈ RF+ S1 − RFS1 ·H(U) if and only if x ∈ (RF+ S1 ∩ ∂FH(U)) − BFM ·
C(H(U)).
Theorem 0.11.5. Let x ∈ RF+ S1−RFS1 ·H(U). Then there exist a compact orbit zL ⊂
BFM with L ∈ LU , an element c ∈ C(H(U)) and a one-parameter subsemigroup V + ⊂ N
with ȞV + = ȞV̌ + such that xH(U) = zLV +H(U)c and xAU = zLV +c. Moreover the
closure of the geodesic plane π(xH(U)) is diffeomorphic to a properly immersed submanifold
S × [0,∞) where S = π(zL) is a compact geodesic plane inside BFM .
Proof. We write x = z0vc for some non-trivial v ∈ V̌ +, z0 ∈ BFM and c ∈ C(H(U)).




where L ∈ LU is contained in Ȟ and v0 ∈ Ȟ ∩ N . Hence xH(U) contains zL(v0v)H(U)
for z := z0v
−1
0 ∈ BFM . Set V + := {exp t(log(vv0)) : t ≥ 0}. Note that V + is contained in
A(v0v)A ∪ {e}, and hence zL ∪ zLv0vH(U) = zLV +H(U) and ȞV + = ȞV̌ + since v 6= e.
Since xH(U) ⊂ zL ∪ zL(v0v)H(U), and zL lies in the closure of zL(v0v)H(U), the
claim (1) follows since zLV +H(U) is closed by Lemma 0.11.4. For the claim (2), note
that xAU ⊃ z0UvA = zLV +. By Lemma 0.11.4, zLV + is AU -invariant and closed. Since
x ∈ zLV +, we conclude xAU = zLV +.
To see the last claim, observe that π(zLV +H(U)) = π(zLV +AU) = π(zLV +) since
V +AU = AUV +, and AU < L. Since ȞV + = ȞV̌ +, and π(zL) is a compact geodesic
plane (without boundary) in π(zȞ), we get π(zȞV +) ' π(zȞ) × [0,∞) and π(zLV +) '
π(zL)× [0,∞).
Remark 0.11.6. An immediate consequence of Theorem 0.11.5 is that if P ⊂ M is a
geodesic plane such that P ∩ coreM = ∅ but P ∩ coreM 6= ∅, then P is not properly
immersed in M and P is a properly immersed submanifold with non-empty boundary.
0.12 Density of almost all U-orbits
Let Γ < G = SO◦(d, 1) be a Zariski dense convex cocompact subgroup. The action of N
on RF+ S1 is minimal, and hence any N -orbit is dense in RF+ S1 [135]. Given a non-trivial
connected closed subgroup U of N , there exists a dense U -orbit in RF+ S1 [77]. In this
section, we deduce from [83] and [77] that almost every U -orbit is dense in RF+ S1 with
respect to the Burger-Roblin measure in the case of a convex cocompact hyperbolic manifold
with Fuchsian ends (Cor. 0.37.8).




−sd(o,γ(o)) converges for any o ∈ Hd. It is known that δ is equal to
the Hausdorff dimension of the limit set Λ and δ = d − 1 if and only if Γ is a lattice in
G [126]. Denote by mBR the N -invariant Burger-Roblin measure supported on RF+ S1;
it is characterized as a unique locally finite Borel measure supported on RF+ S1 (up to a
scaling) by ( [21], [110], [135]). We won’t give an explicit formula of this measure as we will
only use the fact that its support is equal to RF+ S1, together with the following theorem:
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recall that a locally finite U -invariant measure µ is ergodic if every U -invariant measurable
subset has either zero measure or zero co-measure, and is conservative if for any measurable
subset S with positive measure,
∫
U 1S(xu)du =∞ for µ-almost all x, where du denotes the
Haar measure on U .
Theorem 0.12.1 ( [83], [77]). Let U < N be a connected closed subgroup, and let Γ be a
convex cocompact Zariski dense subgroup of G. Then mBR is U -ergodic and conservative if
δ > co-dimN (U).
Lemma 0.12.2. Suppose that Γ1 < Γ2 are convex cocompact subgroups of G with [Γ1 :
Γ2] =∞. Then δΓ1 < δΓ2.
Proof. Note that a convex cocompact subgroup is of divergent type ( [126], [110]). Hence the
claim follows from [27, Proposition 9] if we check that ΛΓ1 6= ΛΓ2 . If Λ := ΛΓ1 = ΛΓ2 , then
their convex hulls are the same, and hence the convex core of the manifold Γi\Hd is equal
to Γi\hull(Λ), which is compact. Since we have a covering map Γ1\hull(Λ) → Γ2\hull(Λ),
it follows that [Γ1 : Γ2] <∞.
Lemma 0.12.3. If Γ\Hd is a convex cocompact hyperbolic manifold with Fuchsian ends,
then δ > d− 2.
Proof. If Γ is a lattice, then Λ = Sd−1 and δ = d − 1. If Γ\Hd is a convex cocompact
hyperbolic manifold with non-empty Fuchsian ends, then Γ contains a cocompact lattice Γ0
in a conjugate of SO(d− 1, 1) whose limit set is equal to ∂Bi for some i. Now [Γ : Γ0] =∞;
otherwise, Λ = ∂Bi. Hence δ > δΓ0 = d− 2 by Lemma 0.12.2.
Corollary 0.12.4. Let M = Γ\Hd be a convex cocompact hyperbolic manifold with Fuchsian
ends. Let U < N be any non-trivial connected closed subgroup. Then for mBR-almost every
x ∈ RF+M , xU = RF+M.
Proof. Without loss of generality, we may assume that U = {ut} is a one-parameter sub-
group. By Lemma 0.12.3 and Theorem 0.12.1, mBR is U -ergodic and conservative. Since
δ > (d − 1)/2, there exists a unique function φ0 ∈ L2(M) which is an eigenfunction for
the Laplace operator with eigenvalue δ(d− 1− δ), up to a scalar multiple [126]. Moreover
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φ0 is positive. We may regard φ0 as a function on L
2(Γ\G) which is K-invariant. Then
mBR(φ0) = ‖φ0‖2 < ∞ (cf. [54, Lem 6.7]). Hence, applying the Hopf ratio theorem [1]







‖φ0‖2 . Therefore almost all U -orbits are dense in
supp(mBR) = RF+ S1.
Since F ∗H(U) ∩RF+ S1 is a non-empty open subset, it follows that almost all U -orbits in
F ∗H(U) ∩ RF+ S1 are dense in RF+ S1.
0.13 Horospherical action in the presence of a compact factor
Fix a non-trivial connected closed subgroup U of N . Consider a closed orbit xL for x ∈
RFS1 where L ∈ QU . The subgroup U = L ∩N is a horospherical subgroup of L, which is
known to act minimally on xL ∩ RF+ S1 provided L = Lnc. In this section, we extend the
U -minimality on xL in the case when L has a compact factor.
Theorem 0.13.1. Let X := xL be a closed orbit where x ∈ RF+ S1, and L ∈ QU . Let
U := L ∩N . Then the following holds:
1. X ∩ RF+M is U -minimal.
2. X is Lnc-minimal.
3. If L ∈ LU and x ∈ RFS1, then X ∩ RFS1 contains a dense A-orbit.
4. For any non-trivial connected closed subgroup U0 < U , for m
BR
X -almost all x ∈ X,
xU0 = X ∩ RF+M.
The subgroup L ∈ QU is of the form v−1H(U)Cv where H(U)C ∈ LU and v ∈ N . A
general case can be easily reduced to the case where L ∈ LU . In the following, we assume
L = H(U)C ∈ LU . As before, we set
H = H(U), H ′ = H ′(U), and F ∗ = F ∗H(U)
and let π1 : H
′ → H and π2 : H ′ → C(H) be the canonical projections. In order to define
mBRX , choose g ∈ G so that [g] = x. If we identify H ' SO
◦(k, 1), then by Proposition 0.4.8,
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S := π1(g
−1Γg ∩HC)\Hk is a convex cocompact hyperbolic manifold with Fuchsian ends.
Now π1(g
−1Γg ∩HC)\H is the frame bundle of S, on which there exists the Burger-Roblin
measure as discussed in section 0.12. In the above statement, the notation mBRX means the
C-invariant lift of this measure to X = xHC.
We first prove the following, which is a more concrete version of Proposition 0.10.6 in
the case at hand:
Proposition 0.13.2. Let X be as in Theorem 0.13.1. Any U -minimal set Y of X with
respect to RFS1 such that Y ∩ F ∗ ∩ RFS1 6= ∅ is A-invariant.
Proof. Let Y be a U -minimal set of X with respect to RFS1. Let y0 ∈ Y ∩F ∗ ∩RFS1. By
Lemma 0.10.4, there exists a sequence gi → e in HC − N(U) such that y0gi ∈ Y ∩ RFS1
for all i ≥ 1. Since U is a horospherical subgroup of H and C commutes with H, we can
apply Lemma 0.9.2 to the sequence g−1i and the sequence of k-thick sets Ti := {u ∈ U :
y0giu ∈ Y ∩ RFS1} of U . This gives us sequences uti → ∞ in Ti and ui ∈ U such that
as i → ∞, u−1ti giui → a for some non-trivial element a ∈ A. Since y0uti converges to some
y1 ∈ Y ∩ RFS1 by passing to a subsequence, we have y1a = lim(y0uti)(u−1ti giui) ∈ Y. Since
y1U = Y , we get Y a ⊂ Y . Since a can be made arbitrarily close to e by Lemma 0.9.2,
there exists a subsemigroup A+ of A such that Y A+ ⊂ Y by Lemma 0.10.5. Moreover, for
any a ∈ A+, Y a ∩ RFS1 6= ∅ as RFS1 is A-invariant. Therefore, Y a = Y . It follows that
Y a−1 = Y as well. Hence Y is A-invariant.
Proof of Theorem 0.13.1
First suppose that xL∩F ∗ 6= ∅. We may then assume x ∈ F ∗∩RFS1. Let Y be a U -minimal
set of X with respect to RFS1. If Y were contained in ∂F , then Y ⊂ ∂F ∩ RFS1. Since
StabL(x) is Zariski dense in L by the definition of LU , it follows from [12, Lemma 4.13]
that X ∩RF+M is AU -minimal. Therefore we have Y A = X ∩RF+ S1 and hence X has to
be contained in the closed A-invariant subset ∂F ∩RFS1 as well, yielding a contradiction.
Therefore, Y ∩ F ∗ ∩ RFS1 6= ∅.
Hence, by Proposition 0.13.2, Y is A-invariant. Therefore the claim (1) follows from
the AU -minimality of X ∩ RF+M if x ∈ F ∗. Now suppose xL ⊂ ∂F . In this case, it
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suffices to consider the case when U is a proper subgroup of N ; otherwise L = G and has
no compact factor. Hence we may assume without loss of generality that U ⊂ Ȟ ∩N . As
xL is closed, Theorem 0.11.5 implies that xL ⊂ BFM · C(H(U)). Hence by modifying x
by an element of C(H(U)), we may assume that X is contained in a compact homogeneous
space of Ȟ = SO◦(d − 1, 1), which is the frame bundle of a convex cocompact hyperbolic
manifold with empty Fuchsian ends. Therefore the claim (1) follows from the previous case
of x ∈ F ∗, since F ∗ = RFS1 in the finite volume case.
Claim (2) follows from (1) since RF+ S1H is closed, and X ⊂ RF+ S1H.
For the claim (3), it suffices to show that the A action on X ∩ RFM is topologically
transitive (cf. [26]). Let x, y ∈ X ∩ RFM be arbitrary, and O, O′ be open neighborhoods
of e in H. The set UU tA(M ∩H) is a Zariski open neighborhood of e in H where U t is the
expanding horospherical subgroup of H for the action of A. Choose an open neighborhood
Q0 of e in U , and an open neighborhood P0 of e in U
tA(M ∩H) such that Q0P0 ⊂ O.
We claim that xQ0A∩ yO′ 6= ∅, which implies xOA∩ yO′ 6= ∅. Suppose that this is not
true. Then xQ0A ⊂ Γ\G − yO′ where the latter is a closed set. Now, choose a sequence
an ∈ A such that anQ0a−1n → U as n → ∞, and observe xa−1n (anQ0a−1n ) = xQ0a−1n ⊂
Γ\G− yO′. Passing to a subsequence, xa−1n → x0 for some x0 ∈ RFM , and we obtain that
x0U is contained in the closed subset Γ\G − yO′. This contradicts the U -minimality of
X ∩RF+M , which is claim (1). This proves (3). For the claim (4), note that by Corollary
0.37.8, almost all U0-orbits in π1(g
−1Γg ∩HC)\H are dense in the corresponding RF+ S1-
set. It follows that for almost all x, the closure xU0 contains a U -orbit of X. Hence (4)
follows from the claim (1).
0.14 Orbit closure theorems: beginning of the induction
Let G = SO◦(d, 1) and U < N be a non-trivial connected proper closed subgroup, and
H(U) be its associated simple Lie subgroup of G. Let LU and QU be as defined in (0.5.6)
and (0.5.7). The remainder of the paper is devoted to the proof of the next theorem from
which Theorem 0.1.2 follows:
Theorem 0.14.1. 1. For any x ∈ RFS1, xH(U) = xL ∩ FH(U) where xL is a closed
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orbit of some L ∈ LU .
2. Let x0L̂ be a closed orbit for some L̂ ∈ LU and x0 ∈ RFS1.
(a) For any x ∈ x0L̂ ∩ RF+ S1, xU = xL ∩ RF+M where xL is a closed orbit of
some L ∈ QU .
(b) For any x ∈ x0L̂ ∩ RFS1, xAU = xL ∩ RF+M where xL is a closed orbit of
some L ∈ LU .
3. Let x0L̂ be a closed orbit for some L̂ ∈ LU and x0 ∈ RFS1. Let xiLi ⊂ x0L̂ be a
sequence of closed orbits intersecting RFS1 where xi ∈ RF+ S1, Li ∈ QU . Assume
that no infinite subsequence of xiLi is contained in a subset of the form y0L0D where
y0L0 is a closed orbit of L0 ∈ LU with dimL0 < dim L̂ and D ⊂ N(U) is a compact
subset. Then lim
i→∞
(xiLi ∩ RF+M) = x0L̂ ∩ RF+M.
We will prove (1), (2), and (3) of Theorem 0.14.1 by induction on the co-dimension of
U in N and the co-dimension of U in L̂ ∩N , respectively.
For simplicity, let us say (1)m holds, if (1) is true for all U satisfying co-dimN (U) ≤ m.
We will say (2)m (resp. (2.a)m, (2.b)m) holds, if (2) (resp. (a) of (2), (b) of (2)) is true for
all U and L̂ satisfying co-dim
L̂∩N (U) ≤ m and similarly for (3)m.
Base case of m = 0
Note that the bases cases (1)0, and (3)0 are trivial, and that (2)0 follows from Theorem
0.13.1. We will deduce (1)m+1 from (2)m and (3)m in section 0.16, and (2)m+1 from (1)m+1,
(2)m, and (3)m in section 0.17, and finally deduce (3)m+1 from (1)m+1, (2)m+1 and (3)m in
section 0.18.
Remark 0.14.2. When co-dim
L̂∩N (U) ≥ 1 and L̂ ∈ LU , we may assume without loss of
generality that U ⊂ L̂ ∩N ∩ Ȟ by replacing U and L̂ by their conjugates using an element
m ∈M .
Remark 0.14.3. In the case when x ∈ ∂FH(U), Theorem 0.14.1 (1) and (2) follow from
Theorem 0.11.1, and if x0 ∈ ∂FH(U), (3) follows from the work of Mozes-Shah [77]. So the
main new cases of Theorem 0.14.1 are when x, x0 ∈ F ∗H(U).
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Singular U-orbits under the induction hypothesis
Recall the notation S (U, xL̂) and G (U, xL̂) from (0.5.5).
Lemma 0.14.4. Suppose that (2.a)m is true and that for x ∈ RFS1, xU is contained in a
closed orbit xL̂ for some L̂ ∈ LU .
1. If co-dim
L̂∩N (U) ≤ m+1, then for any x0 ∈ S (U, xL̂)∩RF+ S1, x0U = x0L∩RF+M
where x0L is a closed orbit of some subgroup L < L̂ contained in QU , satisfying
dimLnc < dim L̂nc.
2. If co-dim
L̂∩N (U) ≤ m, then for any x0 ∈ G (U, xL̂), x0U = x0L̂ ∩ RF+M.
Proof. Suppose that co-dim
L̂∩N (U) ≤ m + 1 and that x0 ∈ S (U, xL̂) ∩ RF+ S1. By
Proposition 0.5.13, we get x0U ⊂ x0Q for some closed orbit x0Q where Q ∈ QU satis-
fies dimQnc < dim L̂nc. Now Q = vL0v
−1 for some L0 ∈ LU and v ∈ U⊥. We have
x0Uv = x0vU ⊂ x0vL0. Since co-dimN∩L0(U) = co-dimN∩Q(U) ≤ m, by applying (2)m, we
get x0vU = x0vL ∩ RF+M for some closed orbit x0vL where L ∈ QU is contained in L0.
Therefore x0U = x0vLv
−1 ∩ RF+M. As vLv−1 ∈ QU and dimLnc ≤ dimQnc < dim L̂nc,
the claim (1) is proved.
To prove (2), note that by (2.a)m, we get x0U = x0L ∩ RF+M for some closed orbit
x0L with L ∈ QU such that L ⊂ L̂. Since x0 ∈ G (U, xL̂), we have dimLnc = dim L̂nc. Since
L ⊂ L̂, L ∩N is a horospherical subgroup of L̂. By Theorem 0.13.1, L ∩N acts minimally
on xL̂, and hence L = L̂.
0.15 Uniform recurrence and additional invariance
The primary goal of this section is to prove Propositions 0.15.1 and 0.15.2 in obtaining
additional invariances using a sequence converging to a generic point of an intermediate
closed orbit; the main ingredient is Theorem 0.7.15 (Avoidance theorem II).
In this section, we let U < N be a non-trivial connected closed subgroup. We suppose
that
• (2)m and (3)m are true;
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• xL̂ is a closed orbit for some x ∈ RFS1, and L̂ ∈ LU ;
• co-dim
L̂∩N (U) ≤ m+ 1.
We let {U (i)} be a collection of one-parameter subgroups generating U . In the next two
propositions, we let X be a closed U -invariant subset of x0L̂ such that X ⊃ xL ∩ RF+M





Proposition 0.15.1 (Additional invariance I). Suppose that there exists a sequence xi → x
in X where xi = x`iri with x`i ∈ xL ∩ RFS1 and ri ∈ exp l⊥ − N(U). Then there exists a
sequence vn →∞ in (L ∩N)⊥ such that xLvn ∩ RF+M ⊂ X.
Proof. Since ri /∈ N(U), we can fix a one-parameter subgroup U0 = {ut : t ∈ R} in the
family {U (i)} such that ri /∈ N(U0) by passing to a subsequence.
Let Ej , j ∈ N, be a sequence of compact subsets in S (U0, xL)∩RFS1 given by Theorem
0.7.15. Set zi := x`i ∈ xL ∩RFS1. Fix j ∈ N and n 1. Since zi → x and x ∈ G (U0, xL),
there exist ij ≥ 1 and an open neighborhood Oj of Ej such that for each i ≥ ij , the set
Ti = {t ∈ R : ziut ∈ RFM − Oj}, is 2k-thick by loc. cit. We apply Lemma 0.9.3 to the
sequence Ti. We can find a sequence ti = ti(n) ∈ Ti, i ≥ ij and elements yj = yj(n), vj =
vj(n) satisfying that as i→∞,
• ziuti → yj ∈ (RFS1 ∩ xL)−Oj ;
• u−1ti riuti → vj ∈ (L ∩N)
⊥ with n ≤ ‖vj‖ ≤ (2k2)n.
So as i → ∞, xiuti = ziriuti → yjvj in X. Note that since L is a proper subgroup
of L̂, we have co-dimL∩N (U) ≤ m by Lemma 0.5.11. If yj belongs to G (U, xL), then
yjUvj = xL∩RF+ S1 by Lemma 0.14.4(2), and hence X ⊃ yjvjU = yjUvj = xLvj∩RF+ S1.
Hence the claim follows if yj(n) ∈ G (U, xL) for an infinite subsequence of n’s. Now we may
suppose that for all n ≥ 1 and j ≥ 1, yj(n) ∈ S (U, xL) ∩ RF+ S1, after passing to a
subsequence. Fix n, and set yj = yj(n) and vj = vj(n). Then, since dimL∩N U ≤ m, by
(2)m, we have
yjU = yjLj ∩ RF+M (0.15.1)
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satisfies the hypothesis of (3)m. It follows from the condition yj ∈ (RFS1∩xL)−Oj for all j
that no infinite subsequence of yjLj is contained in a subset of the form y0L0D ⊂ S (U, xL)
where y0L0 is closed, L0 ⊂ QU and D ⊂ N(U) is a compact subset. Hence, by (3)m, we
have lim supj yjLj ∩RF+M = xL∩RF+M. Therefore for each fixed n 1 and yj = yj(n),
lim supj yjU = xL ∩ RF+M. By passing to a subsequence, there exists uj ∈ U such that
yjuj converges to x. As n ≤ ‖vj(n)‖ ≤ (2k2)n, the sequence vj(n) converges to some
vn ∈ (L∩N)⊥ as j →∞, after passing to a subsequence. Therefore lim supj yj(n)vj(n)U =
lim supj yj(n)Uvj(n) ⊃ xUvn = xLvn∩RF+ S1 where the last equality follows from Lemma
0.14.4(2), since co-dimL∩N (U) ≤ m.
Note that in the above proposition, yi = x`iri is not necessarily in RFS1, and hence we
cannot apply the avoidance theorem 0.7.15 to the sequence yi directly. We instead applied
it to the sequence x`i.
In the proposition below, we will consider a sequence xi → y inside RFS1, and apply
Theorem 0.7.15 to the sequence xi.
Proposition 0.15.2 (Additional invariance II). Suppose that there exists a sequence xi ∈
X ∩ RFM − xL · N(U), converging to x as i → ∞. Then there exists a sequence vj → ∞
in (N ∩ L)⊥ such that
xLvj ∩ RF+M ⊂ X and xLvj ∩ RFM 6= ∅.
The same works for xi ∈ RFM − xL ·N(U) such that lim supxiU ⊂ X.
Proof. Let xi ∈ RFM−xL ·N(U) be a sequence converging to x such that lim supxiU ⊂ X.
Write xi = xgi for gi → e in L̂. Since L is reductive, we can write gi = `iri where `i → e in
L and ri → e in exp l⊥ as i → ∞. By the assumption on xi, there exists a one-parameter
subgroup U0 = {ut : t ∈ R} among U (i) such that ri /∈ N(U0) by passing to a subsequence.
For R > 0, we set B(R) := {v ∈ (L ∩ N)⊥ ∩ L̂ : ‖v‖ ≤ R}. Fix j and n ∈ N. Let
Ej ,Oj be given by Theorem 0.7.15 for xL with respect to U0. Then Ej is of the form
Ej =
⋃
i∈Λj Γ\ΓHiDi ∩ RFS1 where Hi ∈ H
? satisfies dim(Hi)nc < dimLnc and Di is
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a compact subset of X(Hi, U0) ∩ L. As B(2k2n) ⊂ C(U0), we have D∗j := DjB(2k2n) is





belongs to EU0 and is associated to the family {Hi : i ∈ Λj}, as defined in (0.7.3).
Let Ẽ′j ∈ EU0 be a compact subset given by Theorem 0.7.13, which is also associated to
the same family {Hi : i ∈ Λj}. Note that for any z ∈ Ẽ′j , the closure zU0 is contained in
Γ\ΓHiD∗i for some i ∈ Λj . In particular, Ẽ′j is a compact subset disjoint from G (U0, xL).
Since xi → x and x ∈ G (U0, xL), there exists ij ≥ 1 such that xi /∈ Ẽ′j for all i ≥ ij . By
Theorem 0.7.13, there exists a neighborhood Õj of Ẽj such that for each i ≥ ij , the set
Ti = {t ∈ R : xiut ∈ RFM − Õj} is 2k-thick. Applying Lemma 0.9.3 to Ti, and ri → e,
we can find ti = ti(n) ∈ Ti such that u−1ti riuti → vj for some vj = vj(n) ∈ (L ∩N)
⊥, with
n ≤ ‖vj‖ ≤ 2k2 · n. Passing to a subsequence, xiuti converges to some x̃j(n) ∈ RFM − Õj
as i→∞. Set zi := x`i, and Oj := ÕjB(2k2n)∩ xL. Since xiuti = ziuti(u−1ti riuti), we have
ziuti → yj ∈ (RF+ S1 ∩ xL) − Oj where yj = yj(n) := x̃j(n)v−1j . We check that Ej ⊂ Oj
as B(2k2n)B(2k2n) contains e. It follows that yj /∈ Ej . Since x̃j(n) ∈ yjUvj ⊂ X, we have
yjUvj ∩ RFS1 6= ∅. Given these, we can now repeat verbatim the proof of Proposition
0.15.1 to complete the proof.
Theorem 0.2.2 in the introduction can be proved similarly to the proof of Proposition
0.15.1.
0.16 H(U)-orbit closures: proof of (1)m+1
We fix a non-trivial connected proper subgroup U < N . Without loss of generality, we
may assume U < N ∩ Ȟ using a conjugation by an element of M . We set H = H(U),
H ′ = H ′(U), F = FH(U), F
∗ = F ∗H(U), and ∂F = ∂FH(U). By the assumption U < N ∩ Ȟ,
we have ∂F ∩ RFS1 = BFM · C(H).
Lemma 0.16.1. Let x1L1 and x2L2 be closed orbits where x1, x2 ∈ RFS1, L1 ∈ QU and
L2 ∈ LU . If x1L1 ∩ RFS1 ⊂ x2L2, then L1 ⊂ L2 and x1L1 ⊂ x2L2.
Proof. Since L2 contains H, we get that x1L1∩RFS1 ·H ⊂ x2L2. Suppose that x1L1∩F ∗ 6=
∅. We may assume x1 ∈ F ∗. Since F ∗ ⊂ RFS1H, we have x1L1 ∩ F ∗ ⊂ x2L2. Since F ∗
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is open, there exist g1, g2 ∈ G such that [gi] = xi, and g1L1 ∩ O ⊂ g2L2 for some open
neighborhood O of g1. It follows that L1 ∩ g−11 O ⊂ g
−1
1 g2L2. Since e ∈ g
−1
1 g2L2, we have
g−11 g2L2 = L2. Since L1 is topologically generated by L1∩g
−1
1 O, we deduce L1 ⊂ L2. Since
x1L1 ∩ x2L2 6= ∅, it follows that x1L1 ⊂ x2L2.
Now consider the case when x1L1 ∩ F ∗ = ∅. In this case, x1L1 ∩ RFS1 ⊂ RFS1 ∩ ∂F .
By Theorem 0.13.1(4), we can assume that x1U = x1L1 ∩ RF+ S1. As x1 is contained in
BFM · C(H), so is x1U . It follows that x1L1 is compact and hence is contained in RFS1.
Hence the hypothesis implies that x1L1 ⊂ x2L2, which then implies L1 ⊂ L2 by the same
argument in the previous case.
Lemma 0.16.2. Let y1L1 and y2L2 be closed orbits where y1 ∈ RFS1, y2 ∈ RF+ S1,
L1 ∈ QU and L2 ∈ LU . If y1L1 ⊂ y2L2D for some subset D ⊂ N(U), then there exists
d ∈ D such that L1 ⊂ d−1L2d and y1L1 ⊂ y2L2d.
Proof. By Theorem 0.13.1(4), we may assume y1U = y1L1 ∩ RF+ S1. By the assumption,
y1 = y2`2d for some `2 ∈ L2 and d ∈ D. Since y2`2 = y1d−1 and N(U) preserves RF+ S1,
y2`2 ∈ RF+ S1. Hence we may replace y2 by y2`2, and hence assume that y1 = y2d. Since
y1L1 ∩ RF+ S1 = y2dU = y2Ud ⊂ y2L2d, (0.16.1)
and F ∗ ⊂ RF+ S1H, we get y1L1d−1 ∩ F ∗ ⊂ y2L2.
If y1L1d
−1 ∩ F ∗ 6= ∅, using the openness of F ∗, the conclusion follows as in the first
part of the proof of Lemma 0.16.1. Now consider the case when y1L1d
−1 ∩ F ∗ = ∅. In
particular, y2 = y1d
−1 belongs to RF+ S1 − F ∗ ⊂ BFM · N(U) by (0.4.3). It follows from
Theorem 0.11.1 that y2U = y2L
′
2 for some L
′
2 ∈ QU contained in L2. In view of (0.16.1),
we get y1L1 ∩ RF+ S1 = y1d−1L′2d. Therefore d−1L′2d ⊂ L1. Since y1L1 ∩ RF+ S1 is
A(L1 ∩N)-invariant, it follows that d−1L′2d ∈ LU and d−1L′2d ∩N = L1 ∩N . As a result,
(L1)nc = d
−1(L′2)ncd. By Lemma 0.5.11, we get that L1 = d




The following proposition says that the classification of H ′-orbit closures yields the
classification of H-orbit closures:
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Proposition 0.16.3. Let x ∈ RFS1, and assume that there exists U < Ũ < N such
that xH ′(Ũ) is closed, and xH ′ = xH(Ũ) · C(H) ∩ F. Then there exists a closed subgroup
C < C(H(Ũ)) such that xH = xH(Ũ)C ∩ F.
Proof. By Proposition 0.4.8 and Theorem 0.13.1(2), there exists a closed subgroup C <
C(H(Ũ)) such that H(Ũ)C ∈ LU and X := xH(Ũ)C is a closed H(Ũ)-minimal subset.
In particular, xH ⊂ X ∩ F. Now, by Theorem 0.13.1(3), there exists y ∈ X such that
yA = X ∩RFS1. Since C is contained in C(H) and xH ·C(H) = xH ′ = xH(Ũ) ·C(H)∩F,
there exists c0 ∈ C(H) such that yc0 ∈ xH. Since yAc0 = yc0A ⊂ xH and c0 ∈ C(H), it
follows Xc0 ∩ RFM ⊂ xH ⊂ X. Applying Lemma 0.16.1, we get Xc0 = xH = X.
In the rest of this section, fix m ∈ N ∪ {0} and assume that 1 ≤ co-dimN (U) = m + 1.
In order to describe the closure of xH(U), in view of Theorem 0.11.1, we assume that
x ∈ F ∗ ∩ RFS1. By Proposition 0.16.3, it suffices to show that
xH ′ = xLC(H) ∩ F (0.16.2)
for some closed orbit xL for some L ∈ LU .
In the rest of this section, we set X := xH ′ and assume that xH ′ is not closed, i.e.,
X 6= xH ′. We also assume that (2)m holds in the entire section.
Lemma 0.16.4 (Moving from QU to LU ). If x0L∩RF+M ⊂ X for some closed orbit x0L
with x0 ∈ RFS1, and L ∈ QU − LU , then x1L̂ ∩ RF+M ⊂ X for some closed orbit x1L̂
with x1 ∈ RFS1, and L̂ ∈ LU with dim(L̂ ∩N) > dim(L ∩N). Moreover, x1 can be taken
to be any element of the set lim supt→+∞ x0ua−t for any u ∈ U .
Proof. By (0.5.8), we can write L = v−1L̂v for some L̂ ∈ LU and v ∈ (L̂ ∩ N)⊥. As
L /∈ LU , we have v 6= e. Set “U := L̂ ∩ N . Note that x0v−1“UAv ⊂ x0L ∩ RF+M , as“UA < L̂. Since X is A-invariant, x0v−1“UAvA ⊂ X. Let V + be the unipotent one-parameter
subsemigroup contained in AvA, and let V be the one-parameter subgroup containing V +.
Then x0v
−1V +“U ⊂ X. Since x0A ⊂ RFS1 and RFS1 is compact, lim supt→+∞ x0a−t is
not empty. Now let x1 be any limit of x0ua−tn for some sequence tn → ∞ and u ∈ U.
Since v−1V + is an open neighborhood of e in V , lim infn→∞ atnv
−1V +a−tn = V . Note that
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as u ∈ “U , x0ua−tn(atnv−1“UV +a−tn) = x0v−1“UV +a−tn ⊂ X. As a result, we obtain that
x1“UV ⊂ X and hence x1“UV A ⊂ X. Since co-dimN (“UV ) ≤ m, the claim follows from by
(2.a)m.
Proposition 0.16.5. If R := X ∩F ∗ ∩RFS1 accumulates on ∂F , i.e., there exists xn ∈ R
converging to a point in ∂F , then X ⊃ x0L ∩ RF+ S1 for some closed orbit x0L with
x0 ∈ F ∗ ∩ RFS1 and L ∈ LU such that dim(L ∩N) > dimU .
Proof. There exists xn ∈ R which converges to some z ∈ BFM · C(H) as n → ∞. We
may assume z ∈ BFM without loss of generality, since R is C(H)-invariant. We claim
that X ∩ R contains z1v where z1 ∈ BFM and v ∈ V̌ − {e}. Write xn = zhnrn for some
hn ∈ Ȟ and rn ∈ exp ȟ⊥, where ȟ⊥ denotes the Ad(Ȟ)-complementary subspace to Lie(Ȟ)
in g. Since xn ∈ F ∗ and z ∈ BFM , it follows that rn /∈ C(H) for all large n. By (0.3.2)
and (0.3.5), we have N(U) ∩ exp(ȟ⊥ ∩ O) ⊂ V̌ C(H) for a small neighborhood O of 0 in
g. Therefore, if rn ∈ N(U) for some n, then the V̌ -component of rn should be non-trivial.
Hence by Theorem 0.11.1, X ⊃ zhnUrn = zhnLrn for some L ∈ QU contained in Ȟ. Note
that xn = zhnrn ∈ F ∗ and that r−1n Lrn ∈ QU − LU , since rn ∈ V̌ − {e}. Hence the claim
follows from Lemma 0.16.4. Now suppose that rn 6∈ N(U) for all n. Then there exists a
one-parameter subgroup U0 = {ut} < U such that rn 6∈ N(U0). Applying Lemma 0.9.3,
with a sequence of k-thick subsets T(xn) := {t ∈ R : xnut ∈ RFS1}, we get a sequence
tn ∈ T(xn) such that u−1tn rnutn converges to non-trivial element v ∈ V̌ . Since zhnutn ∈ zȞ




tn rnutn) ∈ X ∩ RFS1. (0.16.3)
Since z1 ∈ BFM and v ∈ V̌ − {e}, z1v ∈ RFS1 implies that z1v ∈ F ∗, and hence z1v ∈ R.
This proves the claim.
Now by Theorem 0.11.1, z1U = z1L for some L ∈ QU contained in Ȟ, and hence
X ⊃ z1vU = z1Uv = (z1v)(v−1Lv). Since v ∈ V̌ − {e}, v−1Lv /∈ LU . Therefore, by Lemma
0.16.4, it suffices to prove that there exists u ∈ U such that
(F ∗ ∩ RFS1) ∩ lim sup
t→+∞
z1uva−t 6= ∅. (0.16.4)
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Let g1 ∈ G be such that z1 = [g1], and set A(−∞,−t] := {a−s : s ≥ t} for t > 0. Since
z1v ∈ F ∗ ∩ RFS1, the sphere (gvU)− ∪ g+ intersects Λ −
⋃
iBi non-trivially. Let u ∈ U
be an element such that (gvu)− ∈ Λ −
⋃
iBi. As z1vu ∈ RFS1, π(zuvA) ⊂ coreM .
Take ε > 0 small enough so that the ε-neighborhoods of hullBj ’s are mutually disjoint.
If (0.16.4) does not hold for z1uv, then there exists t > 1 such that the geodesic ray
π(z1vuA(−∞,−t]) is contained in the ε-neighborhood of ∂ coreM (cf. proof of Lemma 0.8.8).
As π(g1uvA(−∞,−t]) is connected, there exists Bj such that π(g1uvA(−∞,−t]) is contained in
the ε-neighborhood of hullBj . This implies that (g1uv)
− ∈ ∂Bj , yielding a contradiction.
This proves (0.16.4).
Proposition 0.16.6. The orbit xH ′ is not closed in F ∗.
Proof. Suppose that xH ′ is closed in F ∗. Since we are assuming that xH ′ is not closed
in F , xH ′ contains some point y ∈ ∂F . Since ∂F = BFMV̌ + C(H), we may assume
y ∈ BFMV̌ +. Write y = zv where z ∈ BFM and v ∈ V̌ +. If v 6= e, zvH ′ intersects
BFM by Theorem 0.11.5. Therefore xH ′ always contains a point of BFM , say z. Let
xn ∈ xH ′ be a sequence converging to a point z. Since xH ′ ⊂ F ∗, there exist kn ∈ H ∩K
converging to some k ∈ H ∩ K such that xnkn ∈ xH ′ ∩ RF+ S1 and xnkn → zk. Then
zk ∈ BFM ·H ′ = BFM C(H). Since xnkn ∈ RFS1 ·U by Lemma 0.4.4, there exists un ∈ U
such that xnknun belongs to RFS1 and converges to a point in ∂F by Lemma 0.8.6. Hence
X ∩ F ∗ ∩ RFS1 accumulates on ∂F . Now the claim follows from Proposition 0.16.5.
This proposition implies that
(X − xH ′) ∩ (F ∗ ∩ RFS1) 6= ∅. (0.16.5)
Roughly speaking, our strategy in proving (1)m+1 is first to find a closed L-orbit x0L
such that x0L ∩ F is contained in X for some L ∈ LU . If X 6= x0LC(H) ∩ F , then we
enlarge x0L to a bigger closed orbit x1L̂ for some L̂ ∈ LÛ for some
“U properly containing
U , such that x1L̂ ∩ F is contained in X.
It is in the enlargement step where Proposition 0.15.1 (Additional invariance I) is a
crucial ingredient of the arguments. In order to find a sequence xi accumulating on a
generic point of x0L satisfying the hypothesis of the proposition, we find a closed orbit x0L
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with a base point x0 in F
∗ ∩ RFS1, and enlarge it to a bigger closed orbit, again based at
a point in F ∗ ∩ RFS1. The advantage of having a closed orbit xL with x ∈ F ∗ ∩ RFS1 is
that any U0-generic point in xL∩RFS1 can be approximated by a sequence of RFS1-points
in F ∗ ∩ xL by Lemma 0.8.3. The enlargement process must end after finitely many steps
because of dimension reason.
Finding a closed orbit of L ∈ LU in X
Proposition 0.16.7. There exists a closed orbit x0L with x0 ∈ F ∗ ∩ RFS1 and L ∈ LU
such that x0L ∩ RF+M ⊂ X.
Proof. Let R := X ∩ F ∗ ∩ RFM . If R is non-compact, the claim follows from Proposition
0.16.5. Now suppose that R is compact. By (2.a)m, it is enough to show that X contains
an orbit z“U , and hence z“UA, for some “U < N properly containing U and z ∈ R. By
Proposition 0.10.9, it suffices to find a U -minimal subset Y ⊂ X with respect to R and a
point y ∈ Y ∩R such that X − yH ′ is not closed. If xH ′ is not locally closed, then take any
U -minimal subset Y of X with respect to R. If Y ∩R ⊂ xH ′, then choose any y ∈ Y ∩R.
Then X − yH ′ = X − xH ′ cannot be closed, as xH ′ is not locally closed. If Y ∩R 6⊂ xH ′,
then choose y ∈ (Y ∩ R)− xH ′. Then X − yH ′ contains xH ′ and hence cannot be closed.
If xH ′ is locally closed, then X − xH ′ is a closed H ′-invariant subset which intersects R
non-trivially. So we can take a U -minimal subset Y ⊂ X − xH ′ with respect to R. Take
any y ∈ Y ∩R. Then X − yH ′ is not closed.
Enlarging a closed orbit of L ∈ LU in X
Proposition 0.16.8. Assume that (3)m holds as well. Suppose that there exists a closed
orbit x0L for some x0 ∈ F ∗ ∩ RFS1 and L ∈ LU such that
x0L ∩ RF+M ⊂ X and X 6= x0L · C(H) ∩ F. (0.16.6)
Then there exists a closed orbit x1L̂ for some x1 ∈ F ∗∩RFS1, and L̂ ∈ LÛ for some
“U < N
with dim “U > dim(L ∩N) such that x1L̂ ∩ RF+M ⊂ X.
Proof. Note that if X ⊂ x0L · C(H), then X = x0L · C(H) ∩ F . Therefore we assume
that X 6⊂ x0L · C(H). First note that the hypothesis implies that L 6= G, and hence
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co-dimL∩N (U) ≤ m. Let U (1)− , · · · , U
(`)
− be one-parameter subgroups generating U . Sim-
ilarly, let U
(1)
+ , · · · , U
(`)
+ be one-parameter subgroups generating U
+. By Theorem 0.13.1,⋂`
i=1 G (U
(i)






± , x0L). (0.16.7)
Let us write L = H(Ũ)C for some Ũ < N and a closed subgroup C of C(H(Ũ)). Note from
the hypothesis that we have (x0L ∩ RF+M) ·H ′ ⊂ X. Observe that (0.16.6) implies that
x 6∈ x0L ·H ′ = x0L ·C(H). Since C < C(H), we have x 6∈ x0H(Ũ). Now choose a sequence
wi ∈ H ′ such that xwi → x0, as i → ∞. Write xwi = x0gi where gi → e in G − LH ′. Let
us write gi = `iri where `i ∈ L, and ri ∈ exp l⊥. In particular, ri 6∈ C(H). Let xi = x0`i, so
that xiri ∈ X.
We claim that we can assume that xi ∈ RFS1 ∩ x0L, ri 6∈ C(H), and xiri ∈ X.






± , x0L); hence x0w











i ∈ X, where x′i → x0w′ in x0L ∩ RFM , and r′i → e in
exp l⊥. Since F ∗ is H ′-invariant, we have x0w
′ ∈ F ∗. Since F ∗ is open and x0w′ ∈ F ∗, it
follows that x′i ∈ X ∩RFM ∩F ∗ for sufficiently large i. Note that r′i 6∈ C(H), as ri 6∈ C(H).
This proves the claim.
We may assume ri /∈ N(U) for all i, up to switching the roles of U and U+, by Lemma
0.3.5. Note that xi → x0 in RFS1∩x0L and x0 satisfies (0.16.7). As we are assuming (2)m,
and (3)m, we may now apply Proposition 0.15.1 to the sequence x0`iri → x0 to obtain a
non-trivial element v ∈ Ũ⊥ such that x0Lv∩RF+M ⊂ X. Since x0 ∈ F ∗∩RFS1, it follows
from Lemma 0.8.12 that there exist x2 ∈ F ∗ ∩ RFS1 and a connected closed subgroup“U < N properly containing L∩N such that x2“UA ⊂ X. Since co-dimN (“U) ≤ m, it remains
to apply (2.a)m to finish the proof of the proposition.
Proof of (1)m+1
Combining Propositions 0.16.7 and 0.16.8, we now prove:
Theorem 0.16.9. If (2)m and (3)m are true, then (1)m+1 is true.
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Proof. Recall that we only need to consider the case X = xH ′ where x ∈ F ∗ and xH ′ is
not closed in F ∗. By Proposition 0.16.7, there exists x0 ∈ F ∗ ∩ RFS1 and L ∈ LU such
that x0L is closed and x0L ∩ RF+M ⊂ X. Since X is H ′-invariant, it follows
(x0L ∩ RF+M) ·H ′ ⊂ X. (0.16.8)
Note that (x0L∩RF+M) ·H ′ = x0L ·C(H)∩F is a closed set. We may assume the inclusion
in (0.16.8) is proper, otherwise we have nothing further to prove. Then by Proposition
0.16.8, there exists L̂ ∈ L
Û
for some “U < N properly containing L ∩N , and a closed orbit
x1L̂ with x1 ∈ F ∗ ∩ RFS1 such that x1L̂ ∩ RF+M ⊂ X. If (x1L̂ ∩ RF+M) · C(H) 6= X,
then we can apply Proposition 0.16.8 on x1L̂ ∩ RF+M ⊂ X, as LÛ ⊂ LU . Continuing
in this fashion, the process terminates in a finite step for a dimension reason, and hence
X = (x1L̃ ∩ RF+M) ·H ′ = x1L̃ · C(H) ∩ F for some L̃ ∈ LU , completing the proof.
0.17 U and AU-orbit closures: proof of (2)m+1
In this section, we fix a closed orbit x0L̂ for x0 ∈ F ∗ and L̂ ∈ LU . Let U < L̂ ∩ N be
a connected closed subgroup with co-dim
L̂∩N U ≤ m + 1. By replacing U and L̂ by their
conjugates using an element m ∈M , we may assume that U ⊂ L̂∩Ȟ∩N. We keep the same
notation H,F, ∂F, F ∗ etc from section 0.16. If x ∈ RF+ S1 ∩ ∂F (resp. if x ∈ RFS1 ∩ ∂F ),
then (2.a) (resp. (2.b)) follows from Theorem 0.11.1.
We fix x ∈ RFS1 ∩ x0L̂ ∩ F ∗, and set
X := xU and assume that X 6= x0L̂ ∩ RF+ S1. (0.17.1)
This assumption implies that U is a proper connected closed subgroup of L̂∩N and hence
dim(L̂ ∩N) > dimU ≥ 1.
By Proposition 0.5.16, either x0L̂ is compact or S (U, x0L̂) contains a compact orbit
zL0 with L0 ∈ LU . If x0L̂ is compact, then (2)m+1 follows from Theorem 0.11.1. Therefore
we assume in the rest of the section that
S (U, x0L̂) contains a compact orbit zL0 with L0 ∈ LU . (0.17.2)
Lemma 0.17.1. If (1)m+1 and (2)m hold, then xAU ∩S (U, x0L̂) 6= ∅.
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Proof. Since (1)m+1 is true, we have xH = xQ ∩ F for some Q ∈ LU such that xQ is
closed. By Lemma 0.16.1, Q < L̂. It follows from Lemma 0.5.11 that either Q = L̂ or
dim(Q∩N) < dim(L̂∩N). Suppose that Q = L̂. By (0.17.2), there exists a compact orbit
zL0 ⊂ S (U, x0L̂) for some L0 ∈ LU . On the other hand, x0L̂ ∩ F = xH = xAU(K ∩H).
Hence for some k ∈ K ∩H, zk ∈ xAU . Since H ⊂ L0, zk ∈ zL0. So xAU intersects zL0,
proving the claim. If dim(Q ∩N) < dim(L̂ ∩N). then xAU ⊂ xQ ⊂ S (U, x0L̂).




− F ∗ ⊂ S (U, x0L̂), (0.17.3)
it suffices to consider the case when X := xU ⊂ F ∗. Let Y ⊂ X be a U -minimal set with
respect to RFS1. Since Y ⊂ F ∗, by Proposition 0.10.6, there exists an unbounded one-
parameter subsemigroup S inside AU⊥C2(U) ∩ L̂ such that Y S ⊂ Y . In view of Lemma
0.3.3, we could remove C2(U)-component of S so that S is either of the following
• v−1A+v for a one-parameter semigroup A+ ⊂ A and v ∈ U⊥ ∩ L̂;
• V + for a one-parameter semigroup V + ⊂ U⊥ ∩ L̂,
and Y S ⊂ X(C2(U) ∩ L̂). Since S (U, x0L̂) is invariant by N C2(U) ∩ L̂, it suffices to show
that X(N C2(U)∩ L̂)∩S (U, x0L̂) 6= ∅. If S = v−1A+v, then Y v−1A+ ⊂ Xv−1(C2(U)∩ L̂).
Choose y ∈ Y . We may assume that yv−1 ∈ F ∗ by (0.17.3). Then, replacing y with
an element in yU if necessary, we may assume yv−1 ∈ RFM ∩ F ∗. Choose a sequence
an → ∞ in A+. Then yv−1an converges to some y0 ∈ RFS1 by passing to a subsequence.
Since lim inf a−1n A
+ = A, and (yv−1an)(a
−1
n A
+) ⊂ Xv−1(C2(U)∩ L̂), we obtain that y0A ⊂
Xv−1(C2(U)∩ L̂). Since y0AU ⊂ Xv−1(C2(U)∩ L̂) and y0AU meets S (U, x0L̂) by Lemma
0.17.1, the claim follows. Next, assume that S = V +, so that Y V + ⊂ X C2(U) ∩ L̂. Let
vn → ∞ be a sequence in V +. We have Y vn ⊂ X ⊂ F ∗. Together with the fact Y vn
is U -invariant, this implies Y vn meets RFS1. Note that Y vn(v−1n V +) ⊂ X(C2(U) ∩ L̂).
Choose yn ∈ Y vn ∩ RFS1. As RFS1 is compact, yn converges to some y0 ∈ RFS1, by
passing to a subsequence, and hence y0UV ⊂ X(C2(U)∩ L̂). Since co-dimN (UV ) ≤ m, the
conclusion follows from (2)m.
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Lemma 0.17.3. If (1)m+1 and (2)m hold, then xU ∩S (U, x0L̂) ∩ F ∗ 6= ∅.
Proof. By Lemma 0.17.2, there exists y ∈ xU ∩ S (U, x0L̂). Hence by (2)m, yU = yL ∩
RF+ S1 ⊂ xU for some L ∈ QU properly contained in L̂. Consider the collection of all
subgroups L ∈ QU such that yL ⊂ xU for some y ∈ RF+ S1. Choose L from this collection
so that L ∩N has maximal dimension. If yL ∩ F ∗ 6= ∅, then the claim follows.
Now suppose that yL ⊂ ∂F . As y ∈ RF+ S1∩∂F , we have y = zv0c0 for some z ∈ BFM ,
v0 ∈ V̌ + and c0 ∈ C(H). Since y ∈ xU , there exists ui ∈ U such that xui converges to y as






0 so, zi → z. As v0 ∈ V̌ + and hence v
−1
0 ∈ V̌ − and
xui ∈ F ∗, we have zi ∈ F ∗ ∩ RF+ S1 ⊂ RFS1 · U . By Lemma 0.8.6, we may modify zi by
elements of U so that zi ∈ RFS1 and zi converges to some z0 ∈ zȞ. Write zi = z0`iri for
some `i ∈ Ȟ and ri ∈ exp ȟ⊥ converging to e. Since zi ∈ F ∗ and z0`i ∈ ∂F , we have ri 6= e.
By Theorem 0.11.1, we have z0`iU = z0`iLi for some Li ∈ QU contained in Ȟ.
Case 1: ri ∈ N(U) for some i. Then xU = z0`iriv0c0U = z0`iU(riv0c0) = z0`iLi(riv0c0).
As xU 6= x0L̂ by the hypothesis, it follows that x ∈ S (U, x0L̂) ∩ F ∗, proving the claim.
Case 2: ri 6∈ N(U) for all i. Then there exists a one-parameter subgroup U0 < U such
that ri 6∈ N(U0) for all i, by passing to a subsequence.
By Lemma 0.9.3, we can find uti →∞ in U0 so that ziuti ∈ RFS1 and u−1ti riuti converges
to a non-trivial element v ∈ V̌ , whose size is strictly bigger than ‖v0‖. As z0`iuti is contained
in the compact subset z0Ȟ, we may assume that z0`iuti converges to some z




riuti)→ z′v ∈ RFS1 ∩ xUc−10 v
−1
0 . Since z
′ ∈ BFM and z′v ∈ RFS1, we
have v ∈ V̌ −.
By Theorem 0.11.1, z′U = z′Q1 for some Q1 ∈ QU . Since z′vv0c0 ∈ xU , we get
xU ⊃ z′Q1(vv0)c0. Since the size of v is larger than the size of v0, then vv0 is a non-trivial
element of V̌ −. Since z′Q1 ⊂ BFM , the closed orbit z′Q1(vv0)c0 meets F ∗. Hence the
claim follows.
Theorem 0.17.4. If (1)m+1, (2)m, and (3)m are true, then (2)m+1 is true.
Proof. We first show (2.a)m+1 holds for X = xU . By Lemma 0.17.3 and (2)m, there exists a
closed orbit yL with y ∈ F ∗ and L ∈ QU such that xU ⊃ yL∩RF+M and L∩N 6= L̂∩N .
We choose L ∈ QU so that dim(L ∩ N) is maximal. Note that co-dimL∩N U ≤ m. By
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G (U (i), yL) ∩ F ∗ ∩ RFS1 (0.17.4)
where U (1), · · · , U (`) are one-parameter subgroups generating U . As y ∈ xU , there exists
ui ∈ U such that xui → y as i→∞. Since y ∈ F ∗, we can assume xui ∈ RFS1 after possibly
modifying ui by Lemma 0.8.6. We will write xui = y`iri where `i ∈ L and ri ∈ exp l⊥ ∩ L̂.
Case 1: ri ∈ N(U) for some i. Then y`i ∈ RF+ S1 and X = xuiU = y`iUri. Since
y`iU ⊂ yL, and co-dimL∩N (U) ≤ m, we have X = y`iUri = y`iL′ri ∩ RF+ S1 for some
L′ ∈ QU , proving the claim.
Case 2: ri 6∈ N(U) for all i. By (0.17.4), we can apply Proposition 0.15.2 to the sequence
xui → y and obtain a sequence vj →∞ in (L ∩N)⊥ such that yLvj ∩ RF+M ⊂ X. Since
y ∈ F ∗, by Lemma 0.8.10, there exists a one-parameter subgroup V ⊂ (L ∩N)⊥ such that
y1(L ∩N)V ⊂ X for some y1 ∈ F ∗ ∩ RFS1. Hence, by (2)m, we get a contradiction to the
maximality of L ∩N ; this proves (2.a)m+1.
Now we show (2.b)m+1 for the closure xAU . By (1)m+1, we have xH = xL∩F for some
L ∈ LU contained in L̂. Hence xAU ⊂ xL ∩ RF+ S1. It suffices to show that
xAU = xL ∩ RF+ S1. (0.17.5)
If U = L ∩ N , then xU = xL ∩ RF+ S1 by Theorem 0.13.1, which implies (0.17.5). So,
suppose that U is a proper closed subgroup of L∩N . Since xAU(K ∩H) = xH = xL∩F ,
it follows from Lemma 0.5.15 that we can choose y ∈ xAU ∩ G (U, xL). By (2.a)m+1 and
Lemma 0.14.4, we have yU = xL ∩ RF+ S1, finishing the proof.
0.18 Topological equidistribution: proof of (3)m+1
In this section, we prove (3)m+1. Let U < N be a non-trivial connected closed subgroup.
Let x0L̂ be a closed orbit for x0 ∈ F ∗∩RFS1 and L̂ ∈ LU such that co-dimL̂∩N (U) = m+1.
As before we may assume that U ⊂ L̂ ∩ Ȟ ∩ N. Let xiLi ⊂ x0L̂ be a sequence of closed
orbits intersecting RFS1 where xi ∈ RF+ S1, Li ∈ QU . We write xiLi as yiLivi where
yi ∈ RF+ S1, Li ∈ LU , and vi ∈ (Li∩N)⊥∩L̂. Assume that no infinite subsequence of yiLivi
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is contained in a subset of the form y0L0D ⊂ S (U, x0L̂) where y0L0 is a closed orbit for some
L0 ∈ LU and D ⊂ N(U) is a compact subset. Let E = lim sup
i→∞
(yiLivi∩RF+M). Note that
lim infi→∞(yiLivi∩RF+M) coincides with the intersection of the subsets lim sup(yikLikvik∩
RF+M) for all infinite subsequences {ik : k ∈ N} of N. If the hypothesis of (3)m+1 holds
for a given sequence yiLivi, then it also holds for all subsequences. Hence to prove (3)m+1,
it suffices to show that E = RF+ S1 ∩ x0L̂. We note that by (3)m, we may assume that
Li∩N = U for all i. This in particular implies that each yiLivi∩RF+ S1 is U -minimal by
Theorem 0.13.1.
Lemma 0.18.1. Assume that (1)m+1, (2)m+1 and (3)m are true. Then there exist y ∈ F ∗∩
RFS1 and L ∈ QU with dim(L∩N) > dimU such that yL is closed and E ⊃ yL∩RF+ S1.
Proof. By (2)m, it suffices to show that there exist y0 ∈ F ∗ ∩ RFS1 and “U < N properly
containing U such that E ⊃ y0“U. Suppose that yiLivi ⊂ ∂F for infinitely many i. Since
yiLivi ∩ RFS1 6= ∅, we may assume yivi ∈ ziȞ C(H) for some zi ∈ BFM by (0.4.3). Since
Li ∩ N = U , we get yiLivi = yiU ⊂ ziȞ C(H) by Theorem 0.11.1. This contradicts the
hypothesis on yiLivi’s. Therefore by passing to a subsequence, for all i, yiLivi ∩ RF+ S1 ∩
F ∗ 6= ∅. Since AU < Li for all i, it follows that E = lim sup
i→∞
(yiLivi ∩ RF+M)(v−1i AUvi)




(v−1i AUvi) ⊂ E. (0.18.1)
If vi → ∞, then lim supi(v−1i AUvi) contains A“U for some “U properly containing U
by Lemma 0.3.4. Therefore, we get the conclusion y0“U ⊂ E from (0.18.1). Now suppose
that, by passing to a subsequence, vi converges to some v ∈ N ∩ L̂. Then (0.18.1) gives
y0v
−1AUv ⊂ E. Then by (2)m+1, y0v−1AU is of the form y0v−1L0 ∩ RF+ S1 for some
L0 ∈ LU . Hence E ⊃ y0L ∩ RF+ S1 where L := v−1L0v. If L ∩ N contains U properly,




(i), y0L)∩F ∗∩RFS1, where U (1), · · · , U (`) are one-parameter subgroups
generating U . By replacing yi by an element of yiL∩RF+ S1, we may assume that yivi → y0.
Furthermore, as y0 ∈ F ∗ ∩RFS1, for all i sufficiently large, yivi ∈ F ∗ ∩RF+ S1 ⊂ RFS1 ·U
(as F ∗ is open). Hence we can also assume yivi ∈ RFS1 by Lemma 0.8.7. Therefore we
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may write yivi = y0`iri for some `i → e in L and non-trivial ri → e in exp l⊥.
Suppose that ri belongs to N(U) for infinitely many i. Then
yiLivi ∩ RF+ S1 = yiviU = y0`iUri = y0Lri ∩ RF+ S1.
Hence yiLivir
−1
i ∩RF+ S1 = y0L∩RF+ S1. In particular, yiLivir
−1
i ∩RFS1 is non-empty (as
it contains y0) and is contained in y0L. By Lemma 0.16.1, this implies that yiLivi ⊂ y0Lri.
As ri → e, this contradicts the hypothesis on yiLivi’s. Therefore ri 6∈ N(U) for all i
but finitely many. We may now apply Proposition 0.15.2 and Lemma 0.8.10 to deduce
that E contains an orbit z0“U for some “U < L̂ ∩ N containing U properly and for some
z0 ∈ RF+ S1 ∩ F ∗. This proves the claim.
Theorem 0.18.2. If (1)m+1, (2)m+1, and (3)m are true, then (3)m+1 is true.
Proof. We claim that x0L̂ ∩ RF+M = E. By Lemmas 0.18.1, we can take a maximal “U
such that E ⊃ y“U for some y ∈ F ∗ ∩ RFS1. By (2)m, we get a closed orbit yL for some
L ∈ Q
Û
such that yL ∩ RF+M ⊂ E. If L = L̂, then the claim is clear. Now suppose that
L is a proper subgroup of L̂. This implies that L ∩N is a proper subgroup of L̂ ∩N , since




(i), yL) ∩ F ∗ ∩RFS1, where U (1), · · · , U (`) are one-parameter subgroups
generating U . As y ∈ E, there exists a sequence xi ∈ yiLivi ∩ RF+ S1 converging to y, by
passing to a subsequence. Since U = v−1i Livi ∩ N , we have xi ∈ RFS1 · U . By Lemma
0.8.7, by replacing xi with xiui for some ui → e in U , we may assume xi ∈ RFS1.
We claim that xi /∈ yLN(U). Suppose not, i.e., xi = y`iri for some `i ∈ L and ri ∈ N(U).
Then yiLivi ∩ RF+ S1 = xiU = y`iUri ⊂ yLri. By the assumption on yiLivi’s, this cannot
happen as ri’s are bounded. On the other hand, dim(Li ∩ N) is strictly smaller than
dim(L∩N), since Li∩N = U and “U < L∩N , yielding a contradiction. Hence xi /∈ yLN(U).
We can now apply Proposition 0.15.2 and Lemma 0.8.10 and deduce that E contains
y1“UV for some y1 ∈ F ∗ ∩ RFS1. This is a contradiction to the maximality assumption on
dim “U .
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Proof of Theorem 0.1.7
We explain how to deduce this theorem from Theorem 0.14.1(3). For (1), we may first
assume that Pi have all same dimension so that for some fixed connected closed subgroup
U < N , Pi = π(xiH
′(U)) where xiH
′(U) is a closed orbit of some xi ∈ RFS1. Then there
exists Li ∈ LU such that xiLi is closed and Pi = π(xiLi) by Proposition 0.4.8. We claim
that the sequence xiLi satisfies the hypothesis of Theorem 0.14.1(3). Suppose not. Then
there exists a closed orbit y0L0 with L0 ∈ LU , L0 6= G and a compact subset D ⊂ N(U)
such that xiLi ⊂ y0L0D for infinitely many i. By Lemma 0.16.2, this can happen only when
Li ⊂ d−1i L0di and xiLi ⊂ y0L0di for some di ∈ D. Since D ⊂ N(U) ⊂ L0(L0 ∩ N)⊥M ,
we may assume that di ∈ (L0 ∩ N)⊥M . Since A ⊂ Li ⊂ d−1i L0di, we have di ∈ M . This
implies that Pi = π(xiLi) ⊂ π(y0L0di) = π(y0L0). By the maximality assumption on Pi’s, it
follows that Pi is a constant sequence, yielding a contradiction. Hence by Theorem 0.14.1(3),
lim(xiLi∩RF+ S1) = RF+ S1. Since π(RF+ S1) = Γ\Hd, the claim follows. (2) follows from
Corollary 0.5.8. For (3), if there are infinitely many bounded properly immersed Pi’s, then
limPi = M by (1). On the other hand, Pi ⊂ core(M); because any bounded H ′(U) orbit
should be inside RFS1. Since core(M) is a proper closed subset of M , as Vol(M) = ∞,
this gives a contradiction.
Remark 0.18.3. In fact, when M is any convex cocompact hyperbolic manifold of infinite
volume, there are only finitely many bounded maximal closed H ′(U)-orbits, and hence only
finitely many maximal properly immersed bounded geodesic planes. The reason is that if not,
we will be having infinitely many maximal closed orbits xiLi contained in RFS1 for some
Li ∈ LU , and for any U -invariant subset E contained in RFS1, the 1-thickness for points
in E holds for any one-parameter subgroup of U for the trivial reason, which makes our
proof of Theorem 0.14.1 work with little modification (in fact, much simpler) for a general
M .
0.19 Appendix: Orbit closures for Γ\G compact case
In this section we give an outline of the proof of the orbit closure theorem for the actions
of H(U) and U , assuming that Γ\G is compact and there exists at least one closed orbit
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of SO◦(d − 1, 1). We hope that giving an outline of the proof of Theorem 0.14.1 in this
special case will help readers understand the whole scheme of the proof better and see the
differences with the infinite volume case more clearly.
Note that in the case at hand,
RFS1 = F ∗H(U) = RF+ S1 = Γ\G.
Without loss of generality, we assume that U ⊂ SO◦(d− 1, 1) ∩N .
Theorem 0.19.1. Let x ∈ Γ\G.
1. There exists L ∈ LU such that
xH(U) = xL.
2. There exists L ∈ QU such that
xU = xL.
The base case (2)0 follows from a special case of Theorem 0.13.1. For m ≥ 0, we will
show that (2)m implies (1)m+1, and that (1)m+1 and (2)m together imply (2)m+1.
We note that when Γ\G is compact, we don’t need the topological equidistribution
statement, which is Theorem 0.14.1(3) to run the induction argument, thanks to (0.2.6). In
order to prove (1)m+1, it suffices to use (2)m only when the ambient space is Γ\G; in the
proof of Theorem 0.14.1, we needed to use (2)m whenever co-dimN∩L̂ U ≤ m for any closed
orbit x0L̂ containing xU (this was needed in order to use results in section 0.15).
Remark 0.19.2. Theorem 0.19.1 is proved by Shah [124] by topological arguments. Our
proof presented in this appendix is somewhat different from Shah’s in that we prove that
(1)m implies (2)m using the existence of a closed SO
◦(d − 1, 1)-orbit, while he shows that
(2)m implies (1)m.
Proof of (1)m+1
We assume that 1 ≤ co-dimN U = m + 1. By Proposition 0.16.3, it suffices to show that
X := xH ′(U) = xLC(H(U)) for some L ∈ LU . Assume that xH ′(U) is not closed in the
following.
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Step 1: Find a closed orbit inside X
We claim that X contains a U -minimal subset Y such that X − yH ′ is not closed for some
y ∈ Y (cf. the case when R is compact in the proof of Proposition 0.16.7). If xH ′(U) is not
locally closed, then any U -minimal subset Y ⊂ X does the job. If xH ′(U) is locally closed,
then any U -minimal subset Y of X − xH ′(U) does the job; note that the set X − xH ′(U)
is a compact H ′(U)-invariant subset and hence contains a U -minimal subset.
Hence, by Lemma 0.10.9, X contains an orbit x0“U with dim “U > dimU . By (2)m
and Lemma 0.16.4, X contains a closed orbit zL for some L ∈ LU . We may assume that
X 6= zLC(H(U)); otherwise, we are done.
Step 2: Enlarge a closed orbit inside X
Since zL is compact, by Theorem 0.13.1, we can assume that zU
(i)
± is dense in zL where
U
(1)
± , · · · , U
(k)
± are one-parameter subgroups of U
± generating U±. Note that there exists
gi → e in G− LC(H(U)) such that zgi ∈ X. We can write gi = `iri where ri ∈ exp l⊥ and




+ ) ∩ N(U
(i)
− )) ∩ exp l⊥ is locally contained in
C(H(U)), we have ri /∈ N(U0) where U0 is one of the subgroups U (i)± . If U0 ∈ {U
(i)
+ }, then
replace U by U+.
Fix any k > 1. Applying (0.2.6) to the sequence zi := z`i → z, the set




is a k-thick subset (take 0 < ε < 1−1/k). By Lemma 0.9.3, there exists ti ∈ T(zi) such that
u−1ti riuti converges to a non-trivial element v ∈ (L∩N)
⊥. Now the sequence ziuti converges
to z0 ∈ G (U0, zL). Since zgiuti converges to z0v, we deduce
zLv = z0vU0 ⊂ X and hence zLV + ⊂ zL(AvA) ⊂ X
where V + is the one-parameter unipotent subsemigroup contained in AvA. Take any se-
quence vi →∞ in V + such that zvi converges to some x0. Then x0V ⊂ lim sup(zvi)(v−1i V +) ⊂
X and hence X contains x0(L∩N)V . By the induction hypothesis (2)m and Lemma 0.16.4,
X contains a closed orbit of L̂ for some L̂ ∈ L
Û
. This process of enlargement must end
after finitely many steps.
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Proof of (2)m+1
Set X := xU . We assume that X 6= Γ\G. Since the co-dimension of U in N is at least 1,
we may assume without loss of generality that U < N ∩ SO◦(d− 1, 1) using conjugation by
an element of M .
Step 1: Find a closed orbit inside X
By the hypothesis on the existence of a closed L0 := SO
◦(d − 1, 1)-orbit, S (U) 6= ∅. It
follows from (1)m+1, (2)m, and the cocompactness of AU in H
′(U) that any AU -orbit
closure intersects S (U) (cf. proof of Lemma 0.17.1).
We claim that X intersects S (U). Since S (U) is N C2(U)-invariant, it suffices to show
that XN C2(U) intersects S (U). Let Y ⊂ X be a U -minimal subset. Then there exists a
one-parameter subgroup S < AU⊥C2(U) such that Y g = Y for all g ∈ S by Lemma 0.10.6.
Strictly speaking, the cited lemma gives Y g ⊂ Y for g in a semigroup S, but in the case at
hand, Y g ⊂ Y implies Y g = Y , since Y g is U -minimal again, and hence Y g−1 = Y as well.
In view of Lemma 0.3.3, we get Y A ⊂ XN C2(U) or Y vA ⊂ XN C2(U) for some v ∈ N .
In either case, XN C2(U) contains an AU -orbit and hence intersects S (U). So the claim
follows. Since X intersects S (U), by applying (2)m, X contains a closed orbit zL for some
L ∈ QU .
Step 2: Enlarge a closed orbit inside X
Suppose L 6= G and X 6= zL. It suffices to show that X contains a closed orbit of L̂ for
some L̂ ∈ L
Û
for some “U properly containing L ∩ N . We may assume X 6⊂ zLC(H(U));
otherwise, the claim follows from (2)m. We may assume z ∈
⋂`
i=1 G (U
(i), yL) where U (i)’s
are one-parameter generating subgroups of U . Take a sequence xui → z where ui ∈ U , and
write xui = z`iri where `i ∈ L and ri ∈ exp(l⊥). The case of ri ∈ N(U) for some i follows
from (2)m (cf. proof of Lemma 0.17.4). Hence we may assume ri /∈ N(U), and by passing
to a subsequence, ri /∈ N(U0) for some U0 ∈ {U (i)}.
Fix any k > 1. Then T(zi) as in (0.19.1) is a k-thick subset. We now repeat the same
argument of a step in the proof of (1)m+1. By Lemma 0.9.3, there exists ti ∈ T(zi) such
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that u−1ti riuti converges to a non-trivial element v ∈ U
⊥. Now the sequence ziuti converges
to z0 ∈ G (U0, zL). Hence X ⊃ z0(L ∩N)v = zLv. Moreover, by Lemma 0.9.3, such v can
be made of arbitrarily large size, so we get X ⊃ zLvj for a sequence vj ∈ (L∩N)⊥ tending
to ∞. The set lim supj→∞ v−1j Avj contains a one-parameter subgroup V ⊂ (L ∩ N)⊥ by
Lemma 0.3.4. Passing to a subsequence, there exists y ∈ lim inf zLvj and hence
X ⊃ lim sup
j→∞
(zLvj) ⊃ y(L ∩N) lim sup
j→∞
(v−1j Avj) ⊃ y(L ∩N)V.




theorem for SO(d, 1).
0.20 Introduction
Let G = SO◦(d, 1) for d ≥ 2, and ∆ a cocompact lattice in G. Let Γ be a Zariski dense
subgroup of G, acting on the space ∆\G by right translations.
The aim of this paper is to present a new proof of the following theorem of Benoist-Quint
in [13], which was originally a question of Margulis [68] and Shah [124]:
Theorem 0.20.1. Any Γ-invariant subset of ∆\G is either finite or dense.
The proof of Benoist-Quint is based on their classification of stationary measures for
random walks on Γ on the space ∆\G. Our proof is topological and can be easily modified
to all rank one simple Lie groups; for the sake of concreteness, we opted to write it only
for G = SO◦(d, 1). In the case when G = SO◦(2, 1) and Γ < G is a convex cocompact
Zariski dense subgroup, Benoist-Oh gave a topological proof of Theorem 0.36.8 when the
Γ-invariant subset is a single Γ-orbit [9].
Since a Zariski dense subgroup of G is either discrete or dense, it suffices to consider
the case when Γ is discrete. Our starting point is then the observation that Theorem 0.36.8
can be translated into a problem on the orbit closure of unipotent flows on a homogeneous
space of infinite volume. If we set H = {(g, g) : g ∈ G} to be the diagonal embedding of G
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into G×G, Theorem 0.36.8 is equivalent to the following statement about the H-action on
the product space Γ\G×∆\G, which has infinite volume unless Γ is a lattice.
Theorem 0.20.2. Any H-invariant closed subset of (Γ×∆)\(G×G) is either a union of
finitely many closed H-orbits or dense. In particular, any H-orbit is either closed or dense.
When Γ is a lattice in G, i.e., when the homogeneous space (Γ × ∆)\(G × G) has
finite volume, Theorem 0.20.2 is a special case of Ratner’s orbit closure theorem [107] and
Mozes-Shah theorem [82].
On the proofs. Any Zariski dense discrete subgroup of G contains a Zariski dense Schottky
subgroup (Lemma 0.26.3). Hence in proving Theorem 0.36.8, we may assume without loss
of generality that Γ is a convex cocompact Zariski dense subgroup.
Set Z := (Γ×∆)\(G×G). Let A = {at} be a one-parameter subgroup of diagonalizable
elements of G, and U the contracting horospherical subgroup of G with respect to the choice
of A. Let U < H denote the diagonal embedding of U into G × G. Our proof is based on
the study of the action of U on Z. Let Ω denote the subset of Z consisting of all bounded
A×A-orbits, which is a compact subset. For x ∈ Ω, consider the return of xU to Ω:
T(x) := {u ∈ U : xu ∈ Ω}.
For any sequence λi →∞, we show that the renormalization
T∞ := lim sup
i
λ−1i T(x)
is locally Zariski dense at e, i.e., for any neighborhood O of e in U , T∞∩O is Zariski dense in
U (Lemma 0.22.2). This is the key recurrence property we use in carrying out the unipotent
dynamics for the U -action on Z. We remark that this recurrence property is much weaker
than the notion of thickness used in ( [79], [80], [10], [61]), where the thick return property
was required for any one-parameter subgroup of U ; the latter strong property does not hold
for a general convex cocompact subgroup.
We prove that any closed H-invariant subset X of Z, which is not a union of finitely
many closed H-orbits, contains a U -minimal subset Y with respect to Ω such that
Y C ⊂ X
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for some non-constant analytic curve C contained in {e} × U . We then conclude X = Z
using the density of translates xCa−t ⊂ ∆\G as t → +∞ (Theorem 0.25.1); this last
ingredient was proved by Shah [123], using Ratner’s measure classification theorem [106]
and the linearization techniques ( [31], [119]).
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0.21 Notations and background
Let G = SO◦(d, 1), d ≥ 2. Let Hd denote the real hyperbolic space of dimension d with
boundary ∂Hd = Sd−1. Then G can be identified with the group Isom+(Hd) of orientation
preserving isometries of Hd. The isometric action of G on Hd extends to a transitive action
of G on the unit tangent bundle T1(Hd). We identify Hd = G/K and T1(Hd) = G/M where
K and M are respectively the stabilizers of a point o ∈ Hd and a vector vo ∈ T1o(Hd). The
group G itself can be understood as the oriented frame bundle F(Hd). Let A = {at : t ∈ R}
be the one-parameter subgroup of diagonalizable elements such that A centralizes M and
the right translation action of at on G/M corresponds to the geodesic flow on T1(Hd).
For a tangent vector v ∈ T1(Hd), we write v+ for the forward end point of the associated
geodesic in the boundary Sd−1 and v− for the backward end point. For g ∈ G, we define
g+ := (gvo)
+ = gv+o and g
− := (gvo)
− = gv−o .
We denote by U the contracting horospherical subgroup of G:
U = {u ∈ G : a−tuat → e, as t→ +∞}.
The group U is isomorphic to Rd−1; we write U = {ut : t ∈ Rd−1}.
We use the following notation in the rest of the paper:
• H = {(h, h) : h ∈ G};
• H1 = G× {e}, H2 = {e} ×G, and H = H1 ×H2;
• A = {(at, at) : t ∈ R};
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• A1 = A× {e}, A2 = {e} × A;
• U = {(u, u) : u ∈ U};
• U1 = U × {e}, U2 = {e} × U ;
• M = {(m,m) : m ∈M};
• M1 =M×{e}, and M2 = {e} ×M.
Let Γ1 < H1 be a Zariski-dense discrete subgroup and Γ2 < H2 be a cocompact lattice.
We assume that both Γ1 and Γ2 are torsion-free. For each i = 1, 2, let
Si := Γi\Hd
denote the associated real hyperbolic manifold, and Λi ⊂ Sd−1 the limit set of Γi. As Γ2
is a lattice in H2, we have Λ2 = Sd−1. We assume that Γ1 is convex cocompact, that is,
Γ1\hull(Λ1) is compact where hull(Λ1) ⊂ Hd denotes the convex hull of Λ1.
Set
Z1 = Γ1\H1, Z2 = Γ2\H2, and Z = Z1 × Z2.
We define
RFS1 = {x1 ∈ Z1 : x1A1 bounded} = {[g] ∈ Z1 : g± ∈ Λ1};
and
RF+ S1 = {x1 ∈ Z1 : x1A+1 bounded} = {[g] ∈ Z1 : g
+ ∈ Λ1}
where A+1 = {(as, e) : s ≥ 0}.
Define
Ω = RFS1 × Z2 and Ω+ = RF+ S1 × Z2.
As Γ1 is convex cocompact, RFS1 is a compact A1M1-invariant subset. Hence Ω is
a compact subset of Z which is invariant under
∏2
i=1AiMi. The set RF+ S1 is equal to




0.22 Local Zariski density of renormalization of U-recurrence
We often identify U with Rd−1 via the map (ut, ut) 7→ t, and the notation ‖t‖ means the
Euclidean norm of t ∈ Rd−1. To ease the notation, we sometimes write u ∈ U , identifying
u with (u, u). Similarly we will write a ∈ A, identifying a with (a, a).
For x ∈ Ω, we define the following recurrence time of x to Ω under U :
T(x) := {t ∈ Rd−1 : xut ∈ Ω}.
For x = (x1, x2) ∈ Ω, note that t ∈ T(x) if and only if x1ut ∈ RFS1. If we choose
g1 ∈ H1 so that x1 = [g1], then g±1 ∈ Λ1 since x1 ∈ RFS1. Since (g1ut)+ = g
+
1 , we have
T(x) = {t ∈ Rd−1 : (g1ut)− ∈ Λ1}. (0.22.1)
Since (g1ut)
− → g+1 ∈ Λ1 as t → ∞ and Λ1 has no isolated point, it follows that T(x)
is unbounded.
Lemma 0.22.1. For x ∈ Ω, any non-empty open subset of T(x) is Zariski dense in U .
Proof. The visual map U → Sd−1−{g+1 } defined by u 7→ (g1u)− is a diffeomorphism. Hence
by (0.22.1), the claim follows the well-known fact that no non-empty open subset of Λ1 is
contained in a smooth submanifold in Sd−1 of positive co-dimension (cf. [135, Corollary
3.10]).
Lemma 0.22.2. Let x ∈ Ω. For any sequence λi → +∞, there exists z ∈ Ω such that
T∞ := lim sup
i→∞
λ−1i T(x) ⊃ T(z).
In particular, for any neighborhood O ⊂ U of e, T∞ ∩ O is Zariski dense in U .
Proof. Note that λ−1i T(x) = {t ∈ Rd−1 : xuλit ∈ Ω}. Let si =
1
2 log λi so that asiuta
−1
si =
uλit. Since Ω is A-invariant,
λ−1i T(x) = {t ∈ R
d−1 : xasiut ∈ Ω} = T(xasi).
Since Ω is a compact A-invariant subset, passing to a subsequence, xasi converges to some





λ−1i T(x) ⊃ T(z).
Let x = (x1, x2), z = (z1, z2), and choose g1, g
′
1 ∈ G so that x1 = [g1] and z1 = [g′1].
Since x1asi → z1 as i → ∞, there exists γi ∈ Γ1 such that γig1asi → g′1 as i → ∞. Let
t ∈ T(z). For each i, choose ri ∈ Rd−1 of minimal Euclidean norm in the set {r ∈ Rd−1 :
(γig1asiut+r)
− ∈ Λ1}. We claim that ri → 0 as i → ∞. Suppose not. Then there exists
c > 0 such that Bi(c)∩Λ1 = ∅ for infinitely many i, where B(t, c) ⊂ Rd−1 denotes the closed
ball of radius c centered at t, uB(t,c) = {us : s ∈ B(t, c)} and Bi(c) := (γig1asiuB(t,c))−.
Since Bi(c) converges to B(c) := (g
′
1uB(t,c))
− in the Hausdorff topology of closed subsets
of Sd−1 and B(c) contains a neighborhood of (g′1ut)−, Bi(c) must contain (g′1ut)− for all
sufficiently large i. Since (g′1ut)
− ∈ Λ1 (because t ∈ T(z)), we get a contradiction to the
hypothesis that Bi(c)∩Λ1 = ∅ for infinitely many i’s. Therefore ti := t + ri → t as i→∞.





This shows that t ∈ lim supλ−1i T(x), proving the first claim. The second claim follows from
the first claim together with Lemma 0.22.1.
0.23 Unipotent blowup
For a subgroup S < H, we denote by N(S) the normalizer of S in H. For a subgroup
Si ⊂ Hi, CHi(Si) denotes the centralizer of Si in Hi.
Lemma 0.23.1. We have N(U) = AMU1U2.
Proof. The inclusion ⊃ is clear. To show the reverse inclusion ⊂, let (g1, g2) ∈ N(U).
Then for all (u, u) ∈ U , (g1ug−11 , g2ug
−1




1 g2 = u. This implies
(g−12 g1, e) ∈ CH1(U1). Since CH1(U1) ⊂ N(U), and
(g1, g2) = (g2, g2) · (g−12 g1, e) ∈ N(U),
it follows (g2, g2) ∈ N(U)∩H = AMU . As both (g2, g2) and (g−12 g1, e) belong to AMU1U2,
so does (g1, g2).
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Lemma 0.23.2. Let gi → e in H−N(U) as i→∞, and x ∈ Ω. Then for any neighborhood
O ⊂ H of e, there exist sequences u′i ∈ U and ui ∈ T(x) such that, as i→∞, the sequence
u′igiui converges to an element in (AMU2 −M) ∩ O.
Proof. Following [75], we will construct a quasi-regular map
ψ : Rd−1 → AMU2
associated to the given sequence gi. Since U is a real algebraic subgroup ofH, by Chevalley’s
theorem, there exists an R-regular representation H → GL(W ) with a distinguished point
p ∈W such that U = Stab(p). Then pH is locally closed, and N(U) is equal to the set
{g ∈ H : pgu = pg for all u ∈ U}. (0.23.1)




2 U2 where U
+
i is the expanding horospherical subgroup of
Hi for i = 1, 2. Note that
N(U) ∩ L = AMU2
and that the product map from U × L to H is a diffeomorphism onto a Zariski open
neighborhood of e.
Since pH is open in its closure and pL is a open neighborhood of p in pH, we can choose
an M -invariant norm on W such that
B(p, 1) ∩ pH ⊂ pL (0.23.2)
where B(p, r) ⊂W denotes the norm ball of radius r centered at p.
For each i, we define φ̃i : Rd−1 →W by
φ̃i(t) = pgiut
which is a polynomial map in d− 1-variables with degree uniformly bounded for all i. Note
that φ̃i(0) converges to p as i→∞. As gi 6∈ N(U), φ̃i is non-constant.
Now define
λi := sup{λ ≥ 0 : φ̃i(B(λ)) ⊂ B(p, 1)}
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where B(λ) denotes the norm ball of radius λ centered at 0 in Rd−1. Note that λi < ∞
as φ̃i is nonconstant, and that λi → ∞ as gi → e. Reparametrizing φ̃i by λi, we define
φi : Rd−1 →W :
φi(t) := φ̃i(λit).
Note that sup{‖φi(t) − p‖ : t ∈ B(1)} = 1, and limi→∞ φi(0) = p. Since the polyno-
mials φi have uniformly bounded degree, it follows that after passing to a subsequence, φi
converges to a non-constant polynomial φ : Rd−1 →W uniformly on every compact subset
of Rd−1.
Since pL is a Zariski open neighborhood of p in pH, the following map ψ defines a
non-constant rational map on a Zariski open neighborhood of 0 in Rd−1:
ψ := ρ−1L ◦ φ
where ρL is the restriction to L of the orbit map g 7→ pg.
Since gi → e, without loss of generality, we may assume that gi ∈ UL for all i. Except
for a Zariski closed subset of Rd−1, the product giut can be written as an element of UL in
a unique way. We denote by ψi(t) ∈ L its L-component so that giut ∈ Uψi(t).




where the convergence is uniform on compact subsets of Rd−1. It is easy to check that
Imψ ⊂ N(U) ∩ L = AMU2 using (0.23.1). Set
T∞ := lim sup
i→∞
λ−1i T(x).
Given a neighborhood O ⊂ H of e, let O′ be a neighborhood of 0 in Rd−1 such that
φ(O′) ⊂ pO. Since φ is a nonconstant polynomial, it follows from Lemma 0.22.2 that there
exists t ∈ O′ ∩ T∞ such that ‖φ(t)‖2 6= ‖p‖2.
Let ti ∈ T(x) be a sequence such that λ−1i ti → t as i→∞ (by passing to a subsequence).













for some sequence \i ∈ Rd−1. Note that φ(t) = pψ(t) with ψ(t) ∈ AMU2 ∩ O. Since
‖φ(t)‖2 6= ‖p‖2 and ‖ · ‖ is M -invariant, we have ψ(t) 6∈ M . Hence this finishes the
proof.
Lemma 0.23.3. Let ri → e in H2−N(U). For any x ∈ Ω, there exists a sequence ti ∈ T(x)
such that the sequence u−tiriuti converges to a non-trivial element of U2.
Proof. Write ri = exp qi for qi ∈ h = Lie(H2). We write U2 = {ut : t ∈ Rd−1}. Define a
polynomial map ψi : Rd−1 → h by
ψi(t) = u
−1
t qiut for all t ∈ R
d−1.
Since H2 ∩ N(U) = U2 = CH2(U2), it follows that ri ∈ H2 − CH2(U2). Hence ψi is a
nonconstant polynomial. Let λi be the supremum of λ > 0 such that supt∈B(λ) ‖ψi(t)‖ ≤ 1
where B(λ) denotes the ball in Rd−1 of radius λ centered at 0. Then 0 < λi < ∞ and
λi →∞.
Now the rescaled polynomials φi := ψi ◦ λi : Rd−1 → h are uniformly bounded on the
unit ball with uniformly bounded degree and limi→∞ φi(0) = 0. Therefore, by passing to
a subsequence, φi converges to a polynomial φ : Rd−1 → h uniformly on compact subsets.
Since supt∈B(1) ‖φ(t)‖ = 1, φ is not a constant.
We claim that Im(φ) ⊂ Lie(U2). For any fixed \ ∈ Rd−1, we have λ−1i \ → 0, and hence
for any t ∈ Rd−1,









Hence φ(t) belongs to the centralizer of U2. Since the centralizer of U2 in h is equal to
LieU2, the claim follows.
Set




Fix t ∈ T∞ such that φ(t) 6= 0; this exists by Lemma 0.22.2. Let ti ∈ T(x) be a sequence
such that λ−1i ti → t as i→∞. As φi → φ uniformly on compact subsets, it follows that
φ(t) = lim
i→∞




Hence, by exponentiating, we obtain that u−1ti riuti converges to a non-trivial element of
U2.
0.24 Relative minimal subsets and additional invariance
Let X be a closed H-invariant subset of Z. A closed U -invariant subset Y of X is called
U -minimal with respect to Ω if Y ∩ Ω 6= ∅ and for any y ∈ Y ∩ Ω, yU is dense in Y . Since
every H-orbit in Z intersects Ω, X ∩ Ω 6= ∅. By Zorn’s lemma, there exists a U -minimal
subset Y of X with respect Ω, which we fix in the following.
Lemma 0.24.1. If πi : Z → Zi denotes the canonical projection for i = 1, 2, we have
π1(Y ) = RF+ S1 and π2(Y ) = Z2.
Proof. The claim follows since U1 and U2 act minimally on RF+ S1 and Z2 respectively
[135].
Lemma 0.24.2. Let S be a closed subgroup of N(U) containing U . For any y ∈ Y ∩Ω, the
orbit yS is not locally closed.
Proof. Suppose that yS is locally closed for some y ∈ Y ∩ Ω. We claim that there exists a
sequence ui →∞ in U such that yui → y as i→∞. Let
Q := {z ∈ Y : z = lim
i→∞
yui for some ui →∞ in U}.
Since T(y) is unbounded, there exists ui →∞ in U such that yui ∈ Y ∩Ω. Since any limit
of the sequence yui belongs to Q ∩ Ω, we have Q ∩ Ω 6= ∅. Since Q is a closed U -invariant
set, Q = Y by the relative U -minimality of Y . In particular, y ∈ Q, proving the claim. We
may assume that y = [e] without loss of generality. Let Γ := Γ1 × Γ2. Since yS is locally
closed, yS is homeomorphic to the quotient (S ∩ Γ)\S. Therefore there exists δi ∈ S ∩ Γ
such that δiui → e as i→∞.
114
Since N(U) = AMU1U2, writing δi = airi for ai ∈ A and ri ∈ MU1U2, it follows that
ai → e as i→∞. Write δi = (δ1i , δ2i ) ∈ Γ1 × Γ2. In the case when ai = e for all sufficiently
large i, it follows from ui →∞ in U that δ1i must be a parabolic element of Γ1, yielding a
contradiction to the convex cocompactness of Γ1. In the case when ai 6= e for an infinite
subsequence, we again get a contradiction, because there is a uniform positive lower bound
for all translation lengths of elements of Γ1. This finishes the proof.
Lemma 0.24.3. For any y ∈ Y ∩Ω, there exists a sequence gi → e in H−N(U) such that
ygi ∈ Y .
Proof. Suppose not. Then there is an open neighborhood O ⊂ H of e such that
yO ∩ Y ⊂ yN(U). (0.24.1)
We may assume the map g 7→ yg ∈ X is injective on O by shrinking O if necessary. Set
S := {g ∈ N(U) : Y g = Y }
which is a closed subgroup of N(U) containing U . We will show that yS is locally closed;
this contradicts Lemma 0.24.2. We first claim that
yO ∩ Y ⊂ yS. (0.24.2)
If g ∈ O such that yg ∈ Y , then g ∈ N(U) by (0.24.1). Therefore Y g = yUg = ygU ⊂ Y .
Moreover, since Y g ⊂ Y ⊂ Ω+ and Ω+ = ΩU , we have Y g ∩ Ω 6= ∅. By the minimality
assumption on Y , Y g = Y , proving that g ∈ S, and hence (0.24.2).
Therefore yS is an open U -invariant subset of Y . Since Y = yS, it follows that yS is
locally closed.
By a one-parameter semigroup of H, we mean a subset of the form {exp(tξ) : t ≥ 0} for
some non-zero ξ in the Lie algebra of H.
Proposition 0.24.4 (Translate of Y inside of Y ). There exists a one-parameter subsemi-
group S < AMU2 such that S 6⊂M and
Y S ⊂ Y.
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Proof. It suffices to prove that there exists a sequence βk → e in AMU2 −M such that
Y βk ⊂ Y (cf. [61, Lemma 10.5]). Choose y ∈ Y ∩Ω. By Lemma 0.24.3, there exists gi → e
in H − N(U) such that ygi ∈ Y . Let Ok be a decreasing sequence of neighborhoods of e
in G so that
⋂
kOk = {e}. Fix k. Applying Lemma 0.23.2 to the sequence g
−1
i , we get
u′i ∈ U and ui ∈ T(y) = {u ∈ U : yu ∈ Ω} such that u′ig
−1
i ui converges to some element
αk ∈ (AMU2 −M) ∩ Ok.
Since Y ∩Ω is compact, by passing to a subsequence, yui converges to some yk ∈ Y ∩Ω









−1 → ykα−1k ∈ Y.




Proposition 0.24.5 (Translate of Y inside of X). Suppose that there exists y ∈ Y ∩Ω such
that X − yH is not closed. Then there exists a non-trivial element v ∈ U2 such that
Y v ⊂ X.
Proof. By the hypothesis, there exists a sequence gi → e in H−H such that ygi ∈ X. Since
X is H-invariant, we may assume gi ∈ H2. Note that N(U) ∩H2 = U2. Hence if gi ∈ N(U)
for some i, then we can simply take v := gi.
Now suppose that gi /∈ N(U) for all i. By Lemma 0.23.3, there exists ui ∈ T(y) such
that u−1i giui → v for some non-trivial v ∈ U2. Observe
(yui)(u
−1
i giui) = ygiui ∈ X.
By passing to a subsequence, yui converges to some y0 ∈ Y ∩ Ω. Since y0v ∈ X, it follows
that Y v ⊂ X by the relative minimality of Y .
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0.25 Expansion of an analytic curve inside a horospherical
subgroup
For 1 ≤ k ≤ d− 2, let Sk denote the collection of all k-dimensional spheres S ⊂ Sd−1 such





For each 1 ≤ k ≤ d − 2, there exists a connected reductive subgroup Lk ' SO◦(k + 1, 1)
such that the convex hull of any sphere S ⊂ Sd−1 of dimension k is equal to π(gSLk) =
π(gS N(Lk)) for some gS ∈ H2, where π : H2 = F(Hd) → Hd is the base-point projection.
Moreover the space of k-dimensional spheres of Sd−1 is homeomorphic to the quotient space
H2/N(Lk). It follows that S ∈ Sk if and only if [gS ] N(Lk) is closed. We note that S
consists of countably many spheres (cf. [61, Coro. 5.8]).
We deduce the following density statement from the equidistribution result [123, Theo-
rem 1.5]:
Theorem 0.25.1. Let C : [0, 1] → U2 be a non-constant analytic curve. Let g2 ∈ H2 be





Proof. Let S be the smallest sphere of Sd−1 which contains the subset (g2 Im(C))− =
{(g2C(s))− : s ∈ [0, 1]}. As C is non-constant, the dimension k of S is at least 1. Since
(g2C(0))− ∈ S, S is not contained in any sphere in S by the hypothesis on (g2C(0))−. Since
C is non-constant analytic, {s ∈ [0, 1] : C′(s) = 0} is a finite set. Similarly, it follows from
the hypothesis on C that for any S0 ∈ S , the set {s ∈ [0, 1] : (g2C(s))− ∈ S0} is finite. Now
the claim follows from the equidistribution theorem [123, Theorem 1.5].
0.26 Invariance by analytic curves and conclusion
Theorem 0.26.1. Let X be a closed H-invariant subset of Z. Let Y ⊂ X be a U -minimal
subset with respect to Ω. Suppose that there exists y ∈ Y ∩Ω such that X−yH is not closed.
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Then there exists an analytic curve C : [0, 1]→ U2 such that C′(0) 6= 0 and
Y C ⊂ X.
Proof. By Proposition 0.24.4, there exists a one-parameter subsemigroup S ⊂MAU2 such
that S 6⊂ M and Y S ⊂ Y . Now S is either an unbounded subsemigroup of w−1MAw for
some w ∈ U2, or contained in MU2 but not in M .
Case 1: S ⊂ w−1MAw for some w ∈ U2 and S is unbounded.
Case 1.a: w = e. In this case, we have S = {(mtat,mtat) : t ≥ 0} ⊂MA. By Proposition
0.24.5, there exists a nontrivial v ∈ U2 such that Y v ⊂ X. Observe Y SvAM ⊂ Y vAM ⊂ X.
Define C : [0, 1]→ U2 by
C(t) = (e,mtatva−1t m
−1
t ).
Since C ⊂ SvAM , we have Y C ⊂ X. If ξ ∈ Lie(AM) such that mtat = exp tξ, then C(t)
is given by Adexp tξ v in the additive notation. Hence C is analytic and C′(0) = adξ(v) 6= 0,
since ξ /∈ Lie(M).
Case 1.b: w 6= e. We write S = {(mtat, w−1mtatw) : t ≥ 0}. Observe that Y SAM ⊂ X,
and define C : [0, 1]→ U2 by
C(t) = (e, w−1mtatwa−1t m
−1
t ).
Since C ⊂ SAM , we have Y C ⊂ X. If ξ ∈ Lie(AM) such that mtat = exp tξ, then C(t) is
given by (Adetξ w)−w in the additive notation. Hence C is analytic and C′(0) = adξ(w) 6= 0,
since ξ /∈ Lie(M).
Case 2: S ⊂MU2. Write S = {exp(t(ξ+η)) : t ≥ 0} where ξ ∈ LieM and η ∈ LieU2−{0}.






n in the additive notation. So C(t) is analytic and C′(0) = η 6= 0.
Since C ⊂ SM , we have Y C ⊂ X.
Proposition 0.26.2. Let E be an H-invariant subset of Z which is not closed. Then E is
dense in Z.
Proof. Let X denote the closure of E. By the assumption that E is not closed, there exists
x ∈ X − E. Since any H-orbit meets Ω, we may assume x ∈ (X − E) ∩ Ω, by modifying x
using an element of H.
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We claim that there exists a U -minimal subset Y of X with respect to Ω such that for
some y ∈ Y ∩ Ω, X − yH is not closed.
If E is locally closed, then X − E is a closed subset. Let Y be a U -minimal subset of
X −E with respect to Ω. Choose y ∈ Y ∩Ω. Then X − yH is not closed, since y ∈ X −E.
If E is not locally closed, then X−E is not closed. Let Y be a U -minimal closed subset
of xH with respect to Ω. If Y ∩ Ω ⊂ xH, choose y ∈ Y ∩ Ω. If Y ∩ Ω 6⊂ xH, then choose
y ∈ (Y ∩ Ω)− xH. We can then check that X − yH is not closed.
Therefore, by Theorem 0.26.1, there exists a non-constant analytic curve C : [0, 1]→ U2
such that
Y C ⊂ X.
By Theorem 0.25.1, there exists y2 ∈ Z2 such that for any sequence ti → +∞,
lim sup
i→∞
y2Ca−ti = Z2. (0.26.1)
By Lemma 0.35.18, we can choose y1 ∈ RF+ S1 such that (y1, y2) ∈ Y . Choose gi ∈ Hi so
that yi = [gi].
We claim that we can choose t ∈ Rd−1 so that (g1ut)− ∈ Λ1 and (g2utC(0))− does not
belong to any sphere contained in S . It is convenient to use the upper-half space model
of Hd in which we have ∂Hd = Rd−1 ∪ {∞}, and can take vo ∈ T1(Hd) to be the upward
normal vector at o = (0, · · · , 0, 1) so that v+o = ∞ and v−o = 0. Then for all t ∈ Rd−1, we
have (ut)
+ = {∞} and (ut)− = ut(0) = t. Suppose that the claim does not hold. Then for
any t ∈ Rd−1 such that t ∈ g−11 Λ1 ∩Rd−1, we have t + C(0) ∈ g
−1
2 S ∩Rd−1 for some sphere




2 S. This is a contradiction, since Λ1,
being the limit set of a Zariski dense subgroup of G, cannot be contained in the union of
countably many proper sub-spheres of Sd−1 by [36, Coro. 1.4].
By replacing (y1, y2) with (y1ut, y2ut), we may now assume that y1 ∈ RFS1, as (0.26.1)
holds for y2ut as well by Theorem 0.25.1.
Since y1 belongs to the compact A1-invariant subset RFS1, there exists ti → +∞ such
that y1a−ti converges to some z1 ∈ RFS1. As (y1, y2) ∈ Y and X is A-invariant, it follows
(y1a−ti , y2Ca−ti) ⊂ X.
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By (0.26.1), we obtain {z1} × Z2 ⊂ X. Since X is H-invariant, this implies X = Z.
A collection of elements g1, · · · , gk ∈ SO◦(d, 1), k ≥ 2, is called a Schottky generating set
if there exist mutually disjoint closed round balls B1, · · · , Bk and B′1, · · · , B′k in Sd−1 such
that gi maps the exterior of Bi onto the interior of B
′
i for each i = 1, · · · , k. A subgroup
of SO◦(d, 1) is called a (classical) Schottky subgroup if it is generated by some Schottky
generating set. It is easy to see that a Schottky subgroup is a convex cocompact subgroup.
The following lemma is well-known (e.g., [5, Proposition 4.3]). We give a short elemen-
tary proof.
Lemma 0.26.3. Any Zariski dense discrete subgroup Γ of SO◦(d, 1) contains a Zariski
dense Schottky subgroup.
Proof. Let Λ denote the limit set of Γ. For each hyperbolic element γ ∈ Γ, γ+ and γ−
are respectively the attracting and repelling fixed points of γ. As Γ is non-elementary, it
follows from [33, Proposition 2.7] that the set {(γ+, γ−) : γ is a hyperbolic element of Γ} is
a dense subset of Λ× Λ.
Choose two hyperbolic elements γ1, γ2 ∈ Γ such that {γ±1 } and {γ
±
2 } are disjoint from
each other. Let S1 be the smallest sub-sphere of Sd−1 which contains {γ±i : i = 1, 2}. If
S1 6= Sd−1, then we choose a hyperbolic element γ3 ∈ Γ so that {γ±3 } ∩ S1 = ∅. Let S2 be
the smallest sub-sphere of Sd−1 which contains {γ±i : i = 1, 2, 3}. Then dimS2 > dimS1.
Continuing in this fashion, we can find a sequence of hyperbolic elements γ1, · · · , γm of
Γ with m ≤ d − 1 such that the sets {γ±i } are all mutually disjoint and their union is
not contained in any proper sub-sphere of Sd−1. Now for a sufficiently large k, we can
find pairwise disjoint round balls B±i in Sd−1 such that γki maps the exterior of B
−
i to the
interior of B+i for each i; this is possible as γ
±
i are all distinct and for each i, B
±
i can be
chosen arbitrarily close to γ±i as we make k large. Hence they form a Schottky generating
set. Let Γ0 be the subgroup generated by them. Since the limit set of Γ0 contains all fixed
points of γki , that is, {γ
±
i : i = 1, · · · ,m}, it is not contained in any proper sub-sphere of
Sd−1. Hence Γ0 is Zariski dense.
Proof of Theorems 0.36.8 and 0.20.2. In order to use the notations introduced in
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sections 2-6, let Γ1 < H1 be a Zariski dense discrete subgroup and Γ2 be a cocompact
lattice in H2. Since Γ1 is countable and Γ2\H2 is compact, a closed Γ1-orbit in Γ2\H2 is
necessarily finite.
For any (g1, g2) ∈ H1 ×H2, observe that the following are all equivalent to each other:
1. The orbit [(g1, g2)]H is closed (resp. dense) in (Γ1 × Γ2)\(H1 ×H2);
2. The orbit (Γ1 × Γ2)[(g1, g2)] is closed (resp. dense) in (H1 ×H2)/H;
3. The product Γ2g2g
−1
1 Γ1 is closed (resp. dense) in G;
4. The orbit [g2g
−1
1 ]Γ1 is finite (resp. dense) in Γ2\H2.
We first claim Theorem 0.20.2 when Γ1 is convex cocompact. Suppose that X is a
closed H-invariant subset of Z = Γ1\H1 × Γ2\H2, and suppose that X 6= Z. If X consists
of finitely many H-orbits, then each of them must be closed by Proposition 0.45.1. Now
suppose that X contains infinitely many H-orbits, say xiH. Each xiH should be closed
again by Proposition 0.45.1. Consider the set E :=
⋃
xiH. Recalling that every H-orbit
meets Ω, we may assume that xi ∈ Ω and it converges to some x ∈ Ω−E; if x ∈ xjH, then
we replace E by
⋃
i>j xiH. Since E is not closed, by Proposition 0.45.1, E is dense in Z.
This proves the claim. In view of the above equivalence, Theorem 0.36.8 follows when Γ1
is convex cocompact.
Since any Zariski dense discrete subgroup of H1 contains a Zariski dense convex cocom-
pact subgroup by Lemma 0.26.3, Theorem 0.36.8 follows. This implies Theorem 0.20.2 for
a general Zariski dense discrete subgroup again in view of the above equivalence.
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Anosov groups: local mixing,
counting, and equidistribution.
0.27 Introduction
Let G be a connected semisimple real algebraic group. We fix a Cartan decomposition
G = K(exp a+)K, where K is a maximal compact subgroup and exp a+ is a positive Weyl
chamber of a maximal real split torus of G. Let Γ < G be a Zariski dense discrete subgroup.




f1(x exp(tu))f2(x) dx, (0.27.1)
where u ∈ a+ − {0} and dx denotes the G-invariant measure on Γ\G. Understanding its
asymptotic behavior as t → ∞ is of basic importance in the study of dynamics of flows in
Γ\G, and has many applications, including to equidistribution and counting problems. A










In particular, if Γ has infinite co-volume in G, then for any non-zero u ∈ a+,
lim
t→∞
〈exp(tu)f1, f2〉 = 0. (0.27.3)
This leads us to the following local mixing type question: for a given unit vector u ∈
a+, do there exist a normalizing function ΨΓ,u : (0,∞) → (0,∞) and locally finite Borel
measures µu, µ
∗
u on Γ\G such that for any f1, f2 ∈ Cc(Γ\G)10
lim
t→∞
ΨΓ,u(t)〈exp(tu)f1, f2〉 = µu(f1)µ∗u(f2) ? (0.27.4)
10. for a topological space X, the notation Cc(X) means the space of all continuous functions on X with
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When G has rank one, this was completely answered by Roblin and Winter ( [110], [135])
for geometrically finite subgroups and by Oh and Pan [91] for co-abelian subgroups of convex
cocompact subgroups.
When G has rank at least two, the location of the vector u relative to the limit cone of
Γ turns out to play an important role in Question (0.27.4). The limit cone of Γ, which we
denote by LΓ, is defined as the smallest closed cone in a+ containing the Jordan projection
of Γ. Benoist showed that LΓ is convex and has non-empty interior [5]. Indeed, it is not
hard to show that if u /∈ LΓ, then for any f1, f2 ∈ Cc(Γ\G),
〈exp(tu)f1, f2〉 = 0 for all t large enough;
see Proposition 0.28.10.
In this paper, for a large class of discrete subgroups Γ, called Anosov subgroups of G, we
prove the local mixing result, giving a positive answer to Question (0.27.4) for all directions
u in the interior of LΓ. We also give applications to counting and equidistribution results
associated to a symmetric subgroup H of G.
Let P be a minimal parabolic subgroup of G and F := G/P the Furstenberg boundary.
We denote by F(2) the unique open G-orbit in F×F via the diagonal action. A Zariski
dense discrete subgroup Γ < G is called Anosov if there exists a finitely generated word
hyperbolic group Σ such that Γ = Φ(Σ) where Φ : Σ → G is a P -Anosov representation,
i.e., Φ induces a continuous equivariant map ζ from the Gromov boundary ∂Σ to F such
that for all x 6= y ∈ ∂Σ, (ζ(x), ζ(y)) belongs to F(2). The notion of Anosov representations
was first introduced by Labourie for surface groups [57], and then extended by Guichard
and Wienhard [45] to general word hyperbolic groups.
Remark 0.27.1. We remark that there are notions of Anosov subgroups with respect
to a general parabolic subgroup, but we only deal with those with respect to a minimal
parabolic subgroup in this paper. The notion of a P -Anosov representation for a general
discrete subgroup requires a certain contraction property, which is automatic for Zariski
dense subgroups (see [45, Theorem 1.5]).
compact support, and if M is a compact group acting continuously on X, the notation Cc(X)
M means the
subspace of Cc(X) consisting of M -invariant functions.
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IfG has rank one, the class of Anosov groups coincides with the class of Zariski dense con-
vex cocompact subgroups of G [45, Theorem 5.15]. Guichard and Wienhard [45, Theorem
1.2] showed that P -Anosov representations form an open subset of the space Hom(Σ, G).
The class of Anosov subgroups includes subgroups of a real-split simple algebraic group
which arise as the Zariski dense image of a Hitchin representation [47] of a surface sub-
group studied by Labourie and Fock-Goncharov ( [57], [37]), as well as Schottky groups (cf.
Lemma 0.33.2). We refer to ( [51], [44], [14], etc.) for other equivalent definitions of Anosov
subgroups, and to ( [52], [134]) for excellent survey articles.
In the rest of the introduction, we let Γ < G be an Anosov subgroup. Following
Quint [97], the growth indicator function ψΓ : a
+ → R∪{−∞} is defined as a homogeneous








log #{γ ∈ Γ : µ(γ) ∈ C , ‖µ(γ)‖ ≤ t}, (0.27.5)
where µ : G → a+ is the Cartan projection and ‖ · ‖ is the norm on a induced from the
left-invariant Riemannian metric on G. Observe that in the rank one case, ψΓ is simply the
critical exponent of Γ. Quint [97] showed that ψΓ is a concave and upper semi-continuous
function which is positive on intLΓ; here intLΓ denotes the interior of LΓ. If 2ρ ∈ a∗ denotes
the sum of all positive roots with respect to the choice of a+, then ψΓ ≤ 2ρ. When Γ is a
lattice, it follows from [40] that ψΓ = 2ρ. On the other hand, when Γ is of infinite co-volume
in a simple Lie group of rank at least 2, Quint deduced from [89] that ψΓ ≤ 2(ρ−ηG), where
2ηG is the sum of the maximal strongly orthogonal subset of the root system of G [102].
Local mixing. Let N+ and N− denote the maximal expanding and contracting horo-
spherical subgroups, respectively, associated with a+ (see (0.28.1), (0.28.2)), and M the
centralizer of exp a in K. For each u ∈ intLΓ, Quint [98] constructed a higher-rank ana-
logue of the Patterson-Sullivan density supported on the limit set ΛΓ, which is the minimal
Γ-invariant subset of F. Using this, we define the N±M -invariant Burger-Roblin measures
mBRu and m
BR∗
u , respectively, on Γ\G (see (0.38.12) and (0.29.6)), which can be consid-
ered as the higher rank generalizations of the Burger-Roblin measures in the rank one case
( [21], [110], [92]). We denote by i the opposition involution of a (Definition 0.38.4), and set
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r := rank(G) = dim a ≥ 1.
Theorem 0.27.2. For any unit vector u ∈ intLΓ, there exists κu > 0 such that for all






f1(x exp(tu))f2(x) dx = κu ·mBRi(u)(f1)m
BR∗
u (f2).
We mention that this theorem is not expected to hold for u ∈ ∂LΓ in view of [25,
Theorem 1.1]. See Theorem 0.33.9 for a more refined version of this theorem; in fact it is
this refined version which is needed in the application to counting problems as stated in
Theorems 0.27.4 and 0.27.6.
Equidistribution of maximal horospheres. We also obtain the following equidistribu-
tion result for translates of maximal horospheres:
Theorem 0.27.3. For any unit vector u ∈ intLΓ, f ∈ Cc(Γ\G)M , φ ∈ Cc(N+), and






f(xn exp(tu))φ(n) dn = κu ·mBRi(u)(f)µ
PS
gN+,u(φ),
where dn and µPSgN+,u are respectively the Lebesgue and Patterson-Sullivan measures on gN
+
as defined in (0.30.4) and (0.30.1).
Bisector counting for a generalized Cartan decomposition. Let H be a symmetric
subgroup of G, i.e. H is the identity component of the set of fixed points for an involution
σ of G. Up to a conjugation, we may assume that σ commutes with the Cartan involution
θ which fixes K. We then have a generalized Cartan decomposition G = HW(exp b+)K,
where b+ ⊂ a+ and W is a subgroup of the Weyl group (see Section 0.34 for details). Set
r0 := rankH\G = dim b. Note that 1 ≤ r0 ≤ r.
Theorem 0.27.4. For any unit vector v ∈ b+ ∩ intLΓ, there exist c > 0 and a norm | · |
on b such that for any right H ∩M -invariant bounded subset ΩH ⊂ H with µPSH,v(∂ΩH) = 0
and any left M -invariant bounded subset ΩK ⊂ K with µPS,∗K,i(v)(∂Ω
−1
K ) = 0, we have
lim
T→∞
#(Γ ∩ ΩH( exp b+T ) ΩK)






where b+T = {w ∈ b+ : |w| ≤ T} and µPSH,v and µ
PS,∗
K,i(v) are measures on H and K defined in
(0.34.2) and Lemma 0.35.5 respectively.
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When Γ is a cocompact lattice in a rank one Lie group and H is compact, this goes back
to Margulis’ thesis from 1970 (see [67] for an English translation published in 2004). In
the case when Γ is a geometrically finite subgroup of a rank one Lie group, this was shown
in [110] for H compact, and in [92] and [84] for general symmetric subgroups.
When the rank of G is at least 2 and H is compact, this theorem was proved by Quint
[101] and Thirion [127] for Schottky groups11 and by Sambarino for Anosov subgroups [112]
(see also [23]). Hence the main novelty of this paper lies in our treatment of non-compact
symmetric subgroups H in a general higher rank case. It is interesting to note the presence
of the decaying polynomial term T (r0−r)/2 when a 6= b, as the results in loc. cit. have
all purely exponential terms. We mention that a related counting result was obtained for
SO(p, q−1)\ SO(p, q) in a recent paper of Carvajales [22]; in this case, b lies in the wall of a
and hence Theorem 0.27.4 does not apply, and the asymptotic is again purely exponential.
By the concavity and upper semi-continuity of ψΓ, there exists a unique unit vector




It is known that uΓ ∈ intLΓ ( [101], [112]). When uΓ ∈ b+, the norm | · | in Theorem 0.27.4
associated to uΓ may simply be taken as the Euclidean norm ‖ · ‖ as above, i.e. the one
obtained from the inner product 〈·, ·〉 on a induced by the Killing form. For a general vector
v ∈ b+ ∩ intLΓ, one may take any norm that arises from an inner product for which v and
(∇ψΓ(v))⊥ = {w ∈ b : 〈∇ψΓ(v), w〉 = 0} are orthogonal.
Example. When a = b, we automatically have uΓ ∈ b+ ∩ intLΓ; so Theorem 0.27.4
applies. For groups G of rank one, this is always the case for any symmetric subgroup H.
In general, this case arises as follows: let ι be any involution of G that commutes with the
Cartan involution θ and fixes a pointwise. Then defining σ := ι ◦ θ, we have σ|a = −1, and
hence a = b. For example, for any element m ∈ K of order two which commutes with exp a,
ι(g) := mgm satisfies the above conditions. More specifically, the pair G = PGLn(R) and
H = PO(p, n− p) may be realized this way by taking m = diag(Idp,− Idn−p).
11. Thirion’s work applies to the so-called Ping-Pong groups which are slightly more general than Schottky
groups.
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Counting in affine symmetric spaces. Around 1993, Duke-Rudnick-Sarnak [32] and
Eskin-McMullen [35] showed the following (see also [11], [40], [41], [42] etc.):
Theorem 0.27.5. Let Γ < G be a lattice such that v0Γ ⊂ H\G is discrete for v0 = [H].
Suppose that (H ∩ Γ)\H has finite volume. We have, as T →∞,
lim
T→∞






) = Vol ((Γ ∩H)\H)
Vol(Γ\G)
,
where b+T = {w ∈ b+ : ‖w‖ ≤ T} and m is a suitably normalized G-invariant measure on
H\G.
In order to state an analogue of Theorem 0.27.5, we introduce the following condition
on an H-orbit: a closed orbit [e]H ⊂ Γ\G is said to be uniformly proper if there exists a
neighborhood O of [e] in Γ\G such that
{[h] ∈ (Γ ∩H)\H : [h] exp(b+ ∩ LΓ) ∩ O 6= ∅}
is bounded.12 We show in Lemma 0.35.11 that [e]H is uniformly proper whenever r = r0
and ΛΓ is contained in the open set HP/P ⊂ F (cf. [117, Proposition. 7.1.8]).
When v0Γ is discrete, the measure µ
PS
H,v in Theorem 0.27.4 induces a locally finite Borel
measure on (Γ ∩H)\H, whose total measure will be called the skinning constant skΓ,v(H)
of H with respect to Γ and v.
Theorem 0.27.6. Let Γ < G be an Anosov subgroup such that v0Γ ⊂ H\G is discrete for




#(v0Γ ∩ v0(exp b+T )K)
eδΓT · T (r0−r)/2
= c skΓ,uΓ(H) (0.27.6)
where b+T = {w ∈ b+ : ‖w‖ ≤ T} and δΓ = ψΓ(uΓ).
See Theorem 0.35.9 for a more refined version where uΓ is replaced by a more general
v ∈ b+ ∩ intLΓ.
12. As [e]H is closed, the inclusion (H ∩ Γ)\H → Γ\G is a proper map and hence the set Sb := {[h] ∈
(Γ∩H)\H : [h] exp b∩O 6= ∅} is bounded for each b ∈ b+ ∩LΓ. Now the uniform properness of [e]H means
that the union
⋃
b∈b+∩LΓ Sb is also bounded.
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Remark 0.27.7. 1. When G has rank one, this is proved in [92] and [84] for any ge-
ometrically finite group Γ under the finite skinning constant hypothesis. In higher
rank case, the finite skinning constant hypothesis seems insufficient for our approach
to work.
2. We mention a recent work of Carvajales [23, Theorem B] where a special case of
this theorem was obtained for G = PSLn(R), H = SO(p, n − p), Γ acts properly
discontinuously on H\G. In this case, a = b and hence there is no polynomial term
in (0.35.20).
There are many symmetric spaces H\G admitting a proper discontinuous action by a
Zariski dense Schottky subgroup Γ < G [7]. See also [44, Corollary 1.10, Remark 6.2] for
examples of symmetric spaces of real-split simple Lie groups on which Anosov groups arising
from Hitchin representations act properly discontinuously. There are also many Anosov
subgroups Γ contained in PSLn(Z) (i.e., thin matrix groups in the terminology of [116])
arising from Hitchin representations, as constructed in Kac-Vinberg [49] and Long-Reid-
Thislethwaite [65] (see also [135, Theorem 24]). When H < PSLn is defined over Q, we
have v0Γ is discrete, and hence Theorem 0.27.6 may be applied to these settings.
On the proofs. The main ingredient of Theorem 0.27.2 is the following mixing result for
the Bowen-Margulis-Sullivan measures proved by Thirion [127] for Schottky groups and by
Sambarino [112] for Anosov groups which arise from representations of the fundamental
group of a closed negatively curved Riemannian manifold, using thermodynamic formalism.
Given the recent work [19] which introduces the geodesic flow for Anosov groups which is
shown to be a metric Anosov flow, Sambarino’s proof is known to extend to all Anosov
groups (see [23, Appendix]):








u (x) = κu ·mBMSu (f1)mBMSu (f2),
where mBMSu is the BMS-measure associated to u (see (0.38.8) and (0.39.3)).
Using the product structures of the Haar measure dx and dmBMSu (x), one can deduce
mixing for one measure from that of the other via the study of transversal intersections.
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This observation is originally due to Roblin [110] in the case of the unit tangent bundle of a
rank one locally symmetric manifold, and has been extended and utilized in ( [84], [92]) to
the frame bundle. This study leads us to generalize the definition of the family of Burger-
Roblin measures mBRu and m
BR∗
u for u ∈ intLΓ, which turn out to control the asymptotic
behavior of matrix coefficients as in Theorem 0.27.2.
As in [32] and [35] (also as in [92] and [84]), passing from Theorem 0.27.2 to Theorems
0.27.4 and 0.27.6 requires the following equidistribution statement for translates of H-orbits.
The idea of using mixing in the equidistribution and counting problem goes back to [67]:
Proposition 0.27.9. For any unit vector v ∈ b+ ∩ intLΓ, there exists κv > 0 such that for






f([h] exp(tv))φ(h) dh = κv · µPSH,v(φ)mBRi(v)(f)
where dh denotes the Haar measure on H and Θ ∈ a∗ is given by Θ(w) = 〈∇ψΓ(v), w〉 as
in (0.34.3).
Organization: We start by reviewing some basic notions, including higher rank analogues
of Patterson-Sullivan measures as defined by Quint [98] in Section 0.37. Section 0.29 in-
troduces generalized BMS-measures, in particular higher-rank versions of Burger-Roblin
measures are defined. The product structure of these measures is discussed in Section 0.30.
We then deduce equidistribution of translates of PS-measures on horospheres from local
mixing in Section 0.31. This is then used in Section 0.32 to show mixing for the Haar
measure and equidistribution of translates of Lebesgue measures on maximal horospheres.
Properties of the main types of discrete subgroups we study are discussed in Section 0.39.
The remainder of the paper is mainly devoted to proving the claimed counting statements.
As a first step towards this, we prove equidistribution of translates of orbits of symmetric
subgroups in Γ\G in Section 0.34. These equidistribution statements are combined with
the strong wavefront property in Section 0.35 to give the various counting results.
Acknowledgements. We would like to thank Andrés Sambarino for helpful discussions.
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0.28 (Γ, ψ)-Patterson-Sullivan measures
Let G be a connected, semisimple real algebraic group, and Γ < G be a Zariski dense dis-
crete subgroup. In this section, we review the notion of (Γ, ψ)-Patterson-Sullivan measures
associated to a certain class of linear forms ψ on a, as constructed by Quint in [98]. We
present these measures as analogously as possible to the Patterson-Sullivan measures on
the limit set of Γ in the rank one case.
We fix, once and for all, a Cartan involution θ of the Lie algebra g of G, and decompose g
as g = k⊕p, where k and p are the +1 and −1 eigenspaces of θ, respectively. We denote by K
the maximal compact subgroup of G with Lie algebra k. We also choose a maximal abelian
subalgebra a of p. Fixing a left G-invariant and right K-invariant Riemannian metric on
G induces a Weyl-group invariant inner product and corresponding norm on a, which we
denote by 〈·, ·〉 and ‖ · ‖ respectively. Note also that the choice of this Riemannian metric
induces a G-invariant metric d(·, ·) on G/K. The identity coset [e] in G/K is denoted by o.
Let A := exp a. Choosing a closed positive Weyl chamber a+ of a, let A+ = exp a+.
The centralizer of A in K is denoted by M , and we set
N = N−
to be the maximal contracting horospherical subgroup for A: for an element a in the interior
of A+,
N− = {g ∈ G : a−ngan → e as n→ +∞}. (0.28.1)
Note that log(N) is the sum of all positive root subspaces for our choice of a+. Similarly,
we will also need to consider the maximal expanding horospherical subgroup
N+ := {g ∈ G : anga−n → e as n→ +∞}. (0.28.2)
We set
P+ = MAN+, and P = MAN ;
they are minimal parabolic subgroups of G. The quotient
F = G/P
is known as the Furstenberg boundary of G, and is isomorphic to K/M .
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Definition 0.28.1 (Busemann function). The Iwasawa cocycle σ : G×F→ a is defined as
follows: for (g, ξ) ∈ G×F, expσ(g, ξ) is the A-component of gk in the KAN decomposition,
where ξ = [k] ∈ K/M :
gk ∈ K exp(σ(g, ξ))N.
The Busemann function β : F×G/K ×G/K → a is now defined as follows: for ξ ∈ F and
[g], [h] ∈ G/K,
βξ([g], [h]) := σ(g
−1, ξ)− σ(h−1, ξ).
Observe that the Busemann function is continuous in all three variables. To ease nota-
tion, we will write βξ(g, h) = βξ([g], [h]). The following identities will be used throughout
the article:
βξ(g, h) + βξ(h, q) = βξ(g, q),
βgξ(gh, gq) = βξ(h, q), and
βξ(e, g) =− σ(g−1, ξ).
(0.28.3)
Geometrically, if ξ = [k] ∈ K/M , then for any unit vector u ∈ a+,
〈βξ(g, h), u〉 = lim
t→+∞
d([g], ξt)− d([h], ξt),
where ξt = k exp(tu)o ∈ G/K.
Definition 0.28.2 (Conformal measures and densities). Given ψ ∈ a∗ and a closed sub-
group ∆ < G, a Borel probability measure νψ on F is called a (∆, ψ)-conformal measure if,
for any γ ∈ ∆ and ξ ∈ F,
dγ∗νψ
dνψ
(ξ) = eψ(βξ(e,γ)), (0.28.4)
where γ∗νψ(Q) = νψ(γ
−1Q) for any Borel subset Q ⊂ F. If νψ is a (∆, ψ)-conformal
measure, then the collection {g∗νψ : g ∈ G} is called a (∆, ψ)-conformal density.
Definition 0.28.3 (Lebesgue measure). Letmo denote theK-invariant probability measure
on F, and ρ denote the half sum of all positive roots with respect to a+. Then, using the
decomposition of the Haar measure in the KAN coordinates, one can check the following
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(ξ) = e2ρ(βξ(e,g)). (0.28.5)
Limit set and Limit cone.
Definition 0.28.4 (Limit set). The limit set ΛΓ of Γ is defined to be the set of all points
x ∈ F such that the Dirac measure δx is a limit point (in the space of Borel probability
measures on F) of {γ∗mo : γ ∈ Γ}.
Benoist showed that ΛΓ is the minimal Γ-invariant closed subset of F. Moreover, ΛΓ is
Zariski dense in F [5, Section 3.6].
An element of G is called elliptic if it is contained in a compact subgroup, and hyperbolic
if it is conjugate to an element of A+. Any g ∈ G can be written as the commuting product
g = ghgegu (0.28.6)
where gh is hyperbolic, ge is elliptic and gu is unipotent. An element g ∈ G is called
loxodromic if gh is conjugate to an element of intA
+.
Lemma 0.28.5. For any open subset U ⊂ F with U ∩ ΛΓ 6= ∅, U ∩ ΛΓ is contained in any
smooth submanifold of F of smaller dimension.
Proof. This is proved in [135] when G has rank one, and our proof is similar. Since n+ :=
LieN+ is nilpotent, the map n+ → G/P given by x 7→ exp(x)[e] is algebraic and its image
N+[e] is Zariski open and dense in G/P for [e] = P . Therefore N+[e]∩ΛΓ is Zariski dense in
N+[e]. Suppose that there exists an open subset U ⊂ F such that U ∩ ΛΓ 6= ∅ is contained
in a smooth submanifold S of F of smaller dimension. Any Zariski dense Γ contains a
loxodromic element, say γ. We may assume without loss of generality that γ = am where
m ∈ M and a ∈ intA+. Choose a basis of n+ consisting of eigenvectors of Ada, and for
x ∈ n+, we write x = (x1, · · · , xd) for the coordinates with respect to this basis. It follows
that there exist 0 < ci < 1, i = 1, · · · , d such that
Ada x = (c1x1, · · · , cdxd). (0.28.7)
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Choose ` ∈ N such that c1 > max1≤i≤d c`+1i . By the implicit function theorem, after shrink-
ing U and rearranging the indices if necessary, we may assume that U ∩ S = {[exp(x)] ∈
U : x1 = f(x2, · · · , xd)} for some smooth function f . Let p be the Taylor polynomial of f
of degree `. Then, by shrinking U further, there exists C > 0 such that for all x ∈ U ,
|f(x2, · · · , xd)− p(x2, · · · , xd)| ≤ C‖(x2, · · · , xd)‖`+1 (0.28.8)
(here ‖ · ‖ denotes the Euclidean norm on n+). Since the action of Ada on the polynomial
ring R[n+] is diagonalizable, we can write




where pi ∈ R[n+] are non-zero polynomials such that pi(Ada x) = βi · pi(x) where 1 > β1 >
· · · > βk > 0. Note that β1 ≥ c1, due to the presence of x1 in (0.28.9). Since U ∩ ΛΓ ⊂ S,




∣∣∣∣∣ ≤ C‖(x2, · · · , xd)‖`+1,whenever [expx] ∈ U ∩ ΛΓ. (0.28.10)
Now let x ∈ n+ be such that [expx] ∈ ΛΓ. Since [e] ∈ U ∩ ΛΓ and Adγn x → 0 as n → ∞,

































Since M is a compact subgroup, it follows that for some sequence ni → ∞, mni → e.
Taking the limit along this subsequence yields p1(x) = 0. This shows that {x ∈ n+ :
[expx] ∈ ΛΓ} ⊂ {x ∈ n+ : p1(x) = 0}, implying that N+[e] ∩ ΛΓ is not Zariski dense in
N+[e], yielding a contradiction.
We remark that a weaker version of this lemma was proved for G = SLn(C) by Cantat
(see [46, Sec.6]).
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Definition 0.28.6 (Cartan projection). The Cartan projection µ : G → a+ is defined as
follows: for each g ∈ G, there exists a unique element µ(g) ∈ a+ such that
g ∈ K exp(µ(g))K.
The Jordan projection of g is defined as λ(g) ∈ a+, where expλ(g) is the element of A+
conjugate to gh where gh is as in (0.28.6).
Definition 0.28.7 (Limit cone). The limit cone LΓ ⊂ a+ of Γ is defined as the smallest
closed cone containing the Jordan projection of Γ.
Quint showed the following:
Theorem 0.28.8. [97, Theorem IV.2.2] The growth indicator function ψΓ, defined in
(0.27.5), is concave, upper-semicontinuous, and satisfies
LΓ = {u ∈ a+ : ψΓ(u) > −∞}.
Moreover, ψΓ(u) is non-negative on LΓ and positive on intLΓ.
We deduce from Theorem 0.37.15:
Lemma 0.28.9. The cone LΓ is the smallest closed cone containing µ(Γ).
Proof. Observe the following:
u ∈ LΓ ⇔ ψΓ(u) > −∞ (by Theorem 0.37.15)
⇔ µ(Γ) ∩ C 6= ∅ for all open cones C containing u
⇔ u ∈ R+µ(Γ).
We therefore conclude that LΓ = R+µ(Γ), as desired.
Proposition 0.28.10. Let m be a locally finite Borel measure on Γ\G and C ⊂ a+ a closed
cone with LΓ ⊂ int C. For any f1, f2 ∈ Cc(Γ\G), there exists t0 > 0 such that for all
v ∈ a+ − C with ‖v‖ ≥ t0, ∫
Γ\G
f1(x exp(v))f2(x) dm(x) = 0.
In particular, if u ∈ a+ − LΓ, then
∫
Γ\G f1(x exp(tu))f2(x) dm(x) = 0 for all t  1 large
enough.
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Proof. It suffices to check that for any given compact subset L ⊂ G such that L = L−1, we
have
L exp(−v) ∩ ΓL = ∅
for all sufficiently large v ∈ a+ − C.
Suppose that there exist a compact subset L ⊂ G, sequences `n, `′n ∈ L, γn ∈ Γ, and
vn ∈ a− C with ‖vn‖ = tn →∞ such that
`n exp(−vn) = γn`′n.
We may assume that vn/tn converges to some unit vector v ∈ (a+ − int C); hence v 6∈ LΓ.
By [5, Lemma 4.6], there exists a compact subset M = M(L) of a such that for all g ∈ G,
µ(LgL) ⊂ µ(g) +M.
Since v 6∈ LΓ, by Lemma 0.28.9, we can find an open cone D containing v such that
D ∩ µ(Γ) = ∅. Then




n ) ∈ µ(exp(vn)) +M.




+ 1tnM), we conclude µ(γ
−1
n ) ∈ D for all n ≥ n0. This yields a contradiction.
The second claim follows from the first one as we can find a closed cone C such that
u /∈ C and LΓ ⊂ int C.
Set
DΓ := {ψ ∈ a∗ : ψ ≥ ψΓ on a+},
which is a non-empty set [100, Section 4.1]. An element ψ ∈ DΓ is said to be tangent
to ψΓ at u ∈ a if ψ(u) = ψΓ(u). The following collection of linear forms is of particular
importance:
D?Γ := {ψ ∈ DΓ : ψ is tangent to ψΓ at some unit vector u ∈ LΓ ∩ int a+}. (0.28.11)
Definition 0.28.11 (Patterson-Sullivan measures). For ψ ∈ a∗, a (Γ, ψ)-conformal measure
supported on ΛΓ will be called a (Γ, ψ)-PS measure.
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Generalizing the work of Patterson-Sullivan ( [94], [126]), Quint [98] constructed a (Γ, ψ)-
PS measure for every ψ ∈ D?Γ.
Maximal growth direction. Since ψΓ is concave, upper-semicontinuous, and the unit
norm ball in a is strictly convex, there exists a unique unit vector uΓ ∈ LΓ (called the
maximal growth direction) such that
δΓ := max
u∈a+,‖u‖=1
ψΓ(u) = ψΓ(uΓ). (0.28.12)
Note that uΓ must be stabilized by the opposition involution (see Def. 0.38.4)
Example 0.28.13. If G = PSL3(R), then uΓ = diag( 1√2 , 0,−
1√
2
) for any Zariski dense
subgroup Γ.
Uniqueness of tangent forms.
The following lemma follows from [100, Sec 4.1] (see also [111, Lemma 4.8]).
Lemma 0.28.12. 1. For any u ∈ intLΓ, there exists a linear form ψu ∈ D?Γ tangent to
ψΓ at u.
2. For any u ∈ intLΓ at which ψΓ is differentiable, there exists a unique linear form
ψu ∈ D?Γ tangent to ψΓ at u, and it is given by
ψu(·) = 〈(∇ψΓ)(u), ·〉 = DuψΓ(·);
3. If uΓ ∈ intLΓ and ψΓ is differentiable at uΓ, then ψuΓ is given by
ψuΓ(·) = δΓ〈uΓ, ·〉.
Proof. Let P ⊂ a be an affine hyperplane such that P ∩ a+ is an (r − 1)-simplex and
P ∩ LΓ is a bounded convex subset of P ' Rr−1. We now define a set S ⊂ P × R by
S := {(x, y) ∈ (P ∩ LΓ) × R : 0 ≤ y ≤ ψΓ(x)}. Since P ∩ LΓ is convex and ψΓ : a → R is
concave, S is convex. Since R(P ∩ intLΓ) ⊃ intLΓ, it suffices to prove (1) for u ∈ P ∩ intLΓ.
Note that (u, ψΓ(u)) ∈ ∂S, and hence by the supporting hyperplane theorem, we can find a
hyperplane C ⊂ P × R passing through (u, ψΓ(u)) such that the interior of S is contained
in a connected component of P × R − C. Note that as u ∈ intLΓ, such a hyperplane C
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must be the graph of a function. We may therefore write C = {(x, ϕ(x)) ∈ P ×R} for some
affine map ϕ : P → R satisfying ϕ(x) ≥ ψΓ(x) for all x ∈ P ∩ LΓ. Consider the unique
linear form in a∗ which extends ϕ, which we also denote by ϕ by abuse of notation. Since
ϕ(x) ≥ ψΓ(x) for all x ∈ P ∩ LΓ and LΓ has non-empty interior, it follows that ϕ ≥ ψΓ.
Since ϕ(u) = ψΓ(u), this proves (1).
To prove (2), define ψu(·) := 〈(∇ψΓ)(u), ·〉. By differentiating ψΓ(tu) = tψΓ(u) with
respect to t, we get by the chain rule that
〈∇ψΓ(tu), u〉 = ψΓ(u). (0.28.14)
Hence ψu(u) = ψΓ(u) by plugging t = 1. Next, let b be a vector space such that
a = Ru⊕b, and let v ∈ b be arbitrary. Consider the closed interval I = {s ∈ R : u+sv ∈ LΓ}
and let f(s) := ψΓ(u + sv). Note that f : I → R is concave, differentiable at s = 0, and
f ′(0) = 〈∇ψΓ(u), v〉. Hence, using (0.28.14),
f(s) ≤ ψΓ(u) + s〈∇ψΓ(u), v〉 = 〈∇ψΓ(u), u+ sv〉 = ψu(u+ sv).
As v ∈ b is arbitrary, this implies ψu ≥ ψΓ. Hence ψu ∈ D?Γ.
To show the uniqueness, suppose that ψ ∈ D?Γ is tangent to ψΓ at u. Let v ∈ b
be arbitrary. Define g : I → R by g(s) := ψ(u + sv). Then g ≥ f and g(0) = f(0).
Since f is a concave function on an interval I and differentiable at 0 ∈ S, it follows that
g(s) = f(0) + sf ′(0). Since f(0) = ψΓ(u) and f
′(0) = 〈∇ψΓ(u), v〉, it follows that
ψ(u+ sv) = ψΓ(u) + s〈∇ψΓ(u), v〉 = 〈∇ψΓ(u), u+ sv〉;
this proves the uniqueness.
Next we claim that∇ψΓ(uΓ) = cuΓ for some c 6= 0. Consider a curve α : (−ε, ε)→ Sr−1∩
a+ such that α(0) = uΓ. By definition of uΓ, s 7→ ψΓ(α(s)) achieves its maximum at s = 0.
Hence, its derivative at s = 0 vanishes, and λ∇ψΓ(uΓ), α′(0)〉 = 0. Since α′(0) ∈ T Sr−1 can
be arbitrary, ∇ψΓ(uΓ) is parallel to uΓ. Combining this with (0.28.14), the claim follows.
Since ψΓ(uΓ) = δΓ, we have c = δΓ. This completes the proof of the lemma.
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0.29 Generalized BMS measures
Using the notation introduced in Section 0.37, given a pair of Γ-conformal measures on F, we
now define an MA-invariant locally finite Borel measure on Γ\G, which we call a generalized
BMS-measure. Haar measures, BR-measures, and BMS measures are all constructed in this
way.
Definition 0.29.1 (Opposition involution). Denote by w0 ∈ K a representative of the
unique element of the Weyl group NK(A)/M such that Adw0 a
+ = −a+. The opposition
involution i : a→ a is defined by
i(u) = −Adw0(u).
Note that for all g ∈ G, we have
λ(g−1) = i(λ(g)), µ(g−1) = i(µ(g)), and
i(a+) = a+ and ψΓ ◦ i = ψΓ.
In particular, i preserves intLΓ.
Note that for all rank one groups, i is the identity map.
Example. When G = PSLd(R), with the Riemannian metric given by the inner product
〈X,Y 〉 = tr(XY t), we have
a = {diag(t1, · · · , td) : t1 + · · ·+ td = 0}
a+ = {diag(t1, · · · , td) ∈ a : t1 ≥ · · · ≥ td}
(0.29.1)
and 〈·, ·〉 : a→ R is given by 〈X,Y 〉 = tr(XY ). The opposition involution is given by
i(diag(t1, · · · , td)) = diag(−td, · · · ,−t1).
For each g ∈ G, we define
g+ := gP ∈ G/P and g− := gw0P ∈ G/P.
Observe that (gm)± = g± for all g ∈ G, m ∈ M ; we may thus also view the above as
maps from G/M to F . Hence, for the identity element e ∈ G, e+ = [P ], e− = [w0P ] and
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g± = g(e±) for any g ∈ G. Let F(2) denote the unique open G-orbit in F×F:
F(2) = G.(e+, e−) = {(gP, gw0P ) ∈ G/P ×G/P : g ∈ G}.
Example. If G = PGLd(R), F may be identified with the space of complete flags {{V1 ⊂
· · · ⊂ Vd−1} : dimVi = i} in Rd; F (2) is then identified with the set of pairs of flags
({V1 ⊂ · · · ⊂ Vd−1}, {W1 ⊂ · · · ⊂ Wd−1}) in general position, i.e., Vi ⊕Wd−i = Rd for all
1 ≤ i ≤ d− 1.
Definition 0.29.2 (Hopf parameterization). The homeomorphism G/M → F(2)×a given
by gM 7→ (g+, g−, b = βg−(e, g)) is called the Hopf parameterization of G/M .
Example. Using the linear fractional transformation action of G = PSL2(R) on H2 ∪ R̂,
we have P− = Stab(∞) and P+ = Stab(0), where P = P− and P+ are the upper and lower
triangular subgroups of G respectively. Hence







We will make use of the following identities, which are all straightforward:
βg−(e, g) = −σ(g−1, kw0P ) = −i(log a) if g = kan ∈ KAN+;
βg+(e, g) = −σ(g−1, kP ) = log a if g = kah ∈ KAN−.
(0.29.2)
In particular, for a ∈ A,
βe+(e, a) + i(βe−(e, a)) = 0.
The generalized BMS-measure: mν1,ν2. Fix a pair of linear forms ψ1, ψ2 ∈ a∗. Let
ν1 = νψ1 and ν2 = νψ2 be respectively (Γ, ψ1) and (Γ, ψ2) conformal measures on F. Using
the Hopf parametrization, define the following locally finite Borel measure m̃ν1,ν2 on G/M
as follows: for g = (g+, g−, b) ∈ F(2)×a,
dm̃ν1,ν2(g) = e
ψ1(βg+ (e,g))+ψ2(βg− (e,g)) dν1(g
+)dν2(g
−)db, (0.29.3)
where db = d`(b) is the Lebesgue measure on a.
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Lemma 0.29.3. The measure m̃ν1,ν2 is left Γ-invariant and right A-quasi-invariant: for
all a ∈ A,
a∗m̃ν1,ν2 = e
(−ψ1+ψ2◦i)(log a) m̃ν1,ν2 .
Proof. Let γ ∈ Γ and g ∈ G be arbitrary. Note
βγg±(e, γg) = βγg±(e, γ) + βγg±(γ, γg) = βγg±(e, γ) + βg±(e, g).
Recall the conformality of the measures ν1 and ν2:
dν1(γg
+) = eψ1(βg+ (e,γ
−1))dν1(g
+) and dν2(γg
−) = eψ2(βg− (e,γ
−1))dν2(g
−).





= eψ1(βg+ (e,g))+ψ2(βg− (e,g))dν1(g
+)dν2(g
−)d`(b) = dm̃ν1,ν2(g).
Let a ∈ A. By the identities (0.38.2) and (0.29.2),
βg±(e, ga) = βg±(e, g) + βg±(g, ga) = βg±(e, g) + βe±(e, a);
ga± = g±, and βe+(e, a) = − iβe−(e, a) = log a.









This proves the claim.
The measure m̃ν1,ν2 gives rise to a left Γ-invariant and right M -invariant measure on
G, by integrating along the fibers of G → G/M with respect to the Haar measure on M .
By abuse of notation, we will also denote this measure by m̃ν1,ν2 . We denote by mν1,ν2 the
measure on Γ\G induced by m̃ν1,ν2 , and call it the generalized BMS-measure associated to
the pair (ν1, ν2).
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BMS-measure: mBMSνψ ,νψ◦i. Let ψ ∈ a
∗ and let νψ and νψ◦i be respectively (Γ, ψ) and
(Γ, ψ ◦ i)-PS measures. We set
mBMSνψ ,νψ◦i := mνψ ,νψ◦i (0.29.4)
and call it the Bowen-Margulis-Sullivan measure associated to (νψ, νψ◦i). By Lemma 0.29.3,
mBMSνψ ,νψ◦i is an A-invariant measure, whose support is given by
supp(mBMSνψ ,νψ◦i) = {x ∈ Γ\G : x
± ∈ ΛΓ};
since ΛΓ is Γ-invariant, the condition x
± ∈ ΛΓ is a well-defined condition.
BR-measures: mBRνψ . We set
mBRνψ = mmo,νψ ; (0.29.5)





supp(mBRνψ ) = {x ∈ Γ\G : x
− ∈ ΛΓ}.
Lemma 0.29.4. The Burger-Roblin measure mBRνψ is right N
+-invariant.
Proof. Let g ∈ G and n ∈ N+. By the identities (0.38.2) and (0.29.2), we have gn− = g−,
βn−(e, n) = 0 and
βgn−(e, gn) = βgn−(e, g) + βgn−(g, gn) = βgn−(e, g) + βn−(e, n) = βg−(e, g).
On the other hand, by the conformality (0.38.6),
dmo(gn






= e2ρ(βg+ (e,g)−βgn+ (e,gn))dmo(g
+).
Combining these, we have
dm̃mo,νψ(gn) = e
2ρ(βgn+ (e,gn))+ψ(βg− (e,gn)) dmo(gn
+)dνψ(g
−)d`(b)





Similarly, but with a different parametrization g = (g+, g−, b = βg+(e, g)), we define the
following N−-invariant locally finite measure:
dm̃BR∗νψ (g) = e
ψ(βg+ (e,g))+2ρ(βg− (e,g)) dνψ(g
+)dmo(g
−)db. (0.29.6)
Haar measure mHaar. Recall that the K-invariant probability measure mo is a conformal
density for the linear form 2ρ. We denote by dx = dmHaar(x) the generalized BMS measure
associated to the pair (mo,mo):
dx = dmHaar := dmmo,mo . (0.29.7)
Since mo is a (G, 2ρ)-conformal measure, dm
Haar is G-invariant; the proofs of Lemma 0.29.3
and Lemma 0.29.4 show that mo is invariant under AM and N
±. As these subgroups
generate G, the G-invariance follows).
0.30 Disintegration of the BMS and BR-measures along N-
orbits
In this section, we fix a linear form ψ ∈ D?Γ, a (Γ, ψ)-PS measure νψ and a (Γ, ψ ◦ i)-PS
measure νψ◦i on F. To simplify the notations, we write
ν := νψ, νi := νψ◦i, m̃
BMS := m̃BMSνψ ,νψ◦i , m̃
BR := m̃BRνψ◦i , m̃
BR∗ := m̃BR∗νψ .
0.30.1 PS-measures on gN±


















When xN± is closed in Γ\G for x = [g] ∈ Γ\G, µPSgN± induces a locally finite Borel measure
on StabN±(x)\N± ' xN± which we will denote by dµPSxN± .
Recalling that A normalizes N±, we will use the following lemma:




−1) = e−ψ(log a)dµPSgan0N+(n).




−1) = βgan0n+(e, gan0n) + βgan0n+(gan0n, gan0na
−1)
= βgan0n+(e, gan0n) + βe+(e, a
−1).
Also note that βe+(e, a











The measures µPSgN± allow us to decompose the BMS-measure as follows: The product
map N+ × P− → G is a diffeomorphism onto a Zariski open neighborhood of e.
0.30.2 Product structure of BMS measures
Given g ∈ G, the BMS measure m̃BMS can be disintegrated in gN+P− as follows.









Proof. By the identities (0.38.2) and (0.29.2), we have gnha− = gnh−, gnha+ = gn+, and
βgnh±(e, gnha) = βgnh±(e, gnh) + βgnh±(gnh, gnha)
= βgnh±(e, gnh) + βe±(e, a).
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Note that βe−(e, a) = − i log a and βe+(e, a) = log a. Hence
dm̃BMS(gnha)
= eψ(i(βgnh− (e,gnha)+βgnh+ (e,gnha)))dνi(gnh
−)dν(gn+) d`(βgnh−(e, gnha))
= eψ(iβgnh− (e,gnh)−log a+βgnh+ (e,gnh)+log a)
× dνi(gnh−) dν(gn+) d`(βgnh−(e, gnh) + log a)
= da dµPSgnN−(h) dµ
PS
gN+(n).
Hence for nham ∈ N+N−AM ,




In a similar manner, one can decompose the BMS measure according to gP−N+:








e−ψ(log a) dmda dµPSgN−(h).
Proof. For each m ∈ M , consider the change of variable n0 = mnm−1. Then for hamn ∈
N−AMN+, we have
dm̃BMS(ghamn) = dm̃BMS(ghan0m) = dmdm̃
BMS(ghan0).
By the identity (0.29.2), we have βgh−(e, ghan0) = βgh−(e, gh)− i log a and
i(βgh−(e, ghan0)) + βghan+0








−ψ(log a) da eψ◦i(βgh− (e,gh))dνi(gh
−)
= dµPSghamN+(n) e
−ψ(log a) da dµPSgN−(h).
Hence
dm̃BMS(ghamn) = dµPSghamN+(n) e
−ψ(log a) dmda dµPSgN−(h),
finishing the proof.
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Define, for ham ∈ N−AM ,
dµPSgP−(ham) = e
−ψ(log a) dmda dµPSgN−(h).
This also allows us to succinctly rewrite the decomposition in Lemma 0.30.3 as follows: for









Lebesgue measures on gN±. For g ∈ G, we note that the Haar measure on gN± can be








Using (0.38.6), it can be checked that these are N− and N+ invariant measures respectively.
Moreover, dµLebgN± does not depend on g ∈ G, so we simply write dn.
0.30.3 Decomposition of mBR
Similarly to Lemma 0.30.3, the BR and BR∗ measures can be decomposed in terms of the
gP−N+ decomposition of G:













−2ρ(log a) dmda dh.
We also have the following description of the BR-measures m̃BRνψ on G/M :
Lemma 0.30.4. For g = k exp(b)n ∈ KAN+ and [g] = gM , we have
dm̃BRνψ ([g]) = e
−(ψ◦i)(b) dn d`(b) dν̃ψ(k)




Proof. For g = k exp(b)n ∈ KAN+, we have βg−(e, g) = −i(b). Since mo is a (G, 2ρ)-
conformal measure, we have
dm̃BRνψ ([g]) = e
2ρ(βk exp(b)n+ (e,k exp(b)n))e−(ψ◦i)(b)dmo(k exp(b)n
+)db dνψ(k
−) dm
= e−(ψ◦i)(b) dn db dν̃ψ(k).
0.31 BMS-mixing and translates of PS-measures
In this section, we fix
1. an element u ∈ LΓ ∩ int a+,
2. a linear form ψ ∈ D?Γ tangent to ψΓ at u,
3. a (Γ, ψ)-PS measure ν = νψ on F, and
4. a (Γ, ψ ◦ i)-PS measure νi = νψ◦i on F.
As before, we set





For all t ≥ 0 and v ∈ kerψ, define
a(t, v) := exp(tu+
√
tv) ∈ A.
Definition 0.31.1. We say that mBMS satisfies the local mixing property if there exist
functions Ψ : (0,∞)→ (0,∞) and J : kerψ → (0,∞) such that

























The main goal of this section is to establish the following:
Proposition 0.31.2. Suppose that mBMS satisfies the local mixing property for the pair










φ(n) dµPSgN+(n) = J(v)m
BMS(f)µPSgN+(φ), (0.31.2)







∣∣∣∣ < C ′
for all (t, v) ∈ (0,∞)× kerψ with a(t, v) ∈ A+.
For ε > 0, let Gε denote the open ball of radius ε around e in G. For a subgroup S < G,
we define Sε := S∩Gε. The choices S = P±, N±, A are the only subgroups we will require.
We will carry out a thickening argument using PS measures as in e.g. [93]; the following
lemma is needed:
Lemma 0.31.3. For any g ∈ G,
ν(gN+(e+)) > 0 and νi(gN
−(e−)) > 0.
Proof. The Zariski density of ΛΓ in F is proved in [5]. This also follows from Lemma 0.28.5.
Since each gN±(e±) is a Zariski open subset of F and the support of ν is equal to ΛΓ, the
conclusion follows.
We will also need the following continuity property of the PS-measures [92, Proposition
2.15]:
Lemma 0.31.4. For any fixed ρ ∈ Cc(N±) and g ∈ G, the map N∓ → R given by
h 7→ µPSghN±(ρ) is continuous.
Proof. We will only prove the case when ρ ∈ Cc(N+); the other case can be proved similarly.
Define a function ρ̃g : N
− ×G/P → R by
ρ̃g(h, ξ) :=

ρ(n)eψ(βghn+ (e,ghn)) if ξ = ghn+ for some n ∈ N+,
0 otherwise.
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Since N+ ∩ P = {e}, ρ̃g is well-defined. By continuity of the Busemann function, ρ̃g is











(ρ)| ≤ maxξ∈G/P |ρ̃g(h1, ξ)− ρ̃g(h2, ξ)|. The continuity of ρ̃g then
implies the claimed statement.
A function on N± is said to be radial if it is invariant under conjugation by elements of
M i.e. f(mnm−1) = f(n) for all m ∈M , and n ∈ N±.
Corollary 0.31.5. Given ε > 0 and g ∈ G, there exist R > 1 and a non-negative radial
function ρg,ε ∈ Cc(N−R ) such that for all n ∈ N+ε ,
µPSgnN−(ρg,ε) > 0.
Proof. For each j ∈ N, let φj ∈ Cc(N−j+1) be a nonnegative radial function such that
φj |N−j = 1. By Lemma 0.31.3, for each n ∈ N








) > 0 for all n0 ∈ B(n) := {n0 ∈ N+ : dist(n, n0) < rn}.
Using the relative compactness of N+ε , we choose n1, . . . , nk ∈ N+ such that N+ε ⊂⋃k
i=1 B(ni). Choosing R := max(jn1 , · · · , jnk)+1 and ρg,ε := φR−1 completes the proof.
Proof of Proposition 0.31.2. Fixing v ∈ ker(ψ), for simplicity, we denote at = a(t, v).
Let x = [g], and ε0 > 0 be such that φ ∈ Cc(N+ε0). By Corollary 0.31.5, there exist R > 0
and a nonnegative ρg,ε0 ∈ Cc(N−R ) such that
µPSgnN−(ρg,ε0) > 0 for all n ∈ N
+
ε0 .
Given arbitrary ε > 0, choose a non-negative function qε ∈ Cc(Aε) satisfying
∫




































We now define a right M -invariant function Φ̃ε ∈ Cc(gN+ε0N
−







if g0 = gnham,
0 otherwise.
Note that the continuity of Φ̃ε is a consequence of Lemma 0.31.4. Also observe that Φ̃ε
depends on our choice of representative for x = [g].
We now assume without loss of generality f ≥ 0 and define, for all ε > 0, functions f±ε
as follows: for all z ∈ Γ\G,
f+ε (z) := sup
b∈N+ε N−ε Aε
f(zb) and f−ε (z) := inf
b∈N+ε N−ε Aε
f(zb).
Since u ∈ int a+, for every ε > 0, there exists t0(R, ε) > 0 such that
a−1t N
−
R at ⊂ N
−
ε for all t ≥ t0(R, ε).
Then, as supp(Φ̃ε) ⊂ gN+ε0N
−
RAεM , we have
f(xnat)Φ̃ε(gnha) ≤ f+2ε(xnhaat)Φ̃ε(gnha) (0.31.4)
for all nha ∈ N+N−A and t ≥ t0(R, ε). Similarly,
f−2ε(xnhaat)Φ̃ε(gnha) ≤ f(xnat)Φ̃ε(gnha).
We now use f+2ε to give an upper bound on the limit we are interested in; f
−
2ε is used in
an analogous way to provide a lower bound. Entering the definition of Φε and the above









































and Lemma 0.30.2 was used in the second to last line of the above calculation. By the










BMS(Φε) = J(v) m
BMS(f+2ε)m̃
BMS(Φ̃ε).



































The lower bound given by replacing f+2ε with f
−
2ε in the above calculations proves the first
statement.
For the second claim of the proposition, observe that if tu+
√
tv ∈ a+, then
f(xnat)Φ̃ε(gnha) ≤ f+R+ε(xnhaat)Φ̃ε(gnha),









Choosing C ′(f, φ) := C(f+R+ε,Φε) finishes the proof.
0.32 Translates of Lebesgue measures and Haar mixing
We continue with the setup of Section 0.31: recall that we have fixed u ∈ LΓ ∩ int a+, a
linear form ψ ∈ D?Γ such that ψ(u) = ψΓ(u), a (Γ, ψ)-PS measure ν = νψ and a (Γ, ψ ◦ i)-PS
measure νi = νψ◦i on F. We set
mBMS = mBMSν,νi ,m
BR = mBRνi ,m






The main goal in this section is to prove a local mixing statement for the Haar measure on
Γ\G. In order to do this, we first convert equidistribution of translates of µPSgN+ (Proposition
0.31.2) into equidistribution of translates of the Lebesgue measure on xN+:
Proposition 0.32.1. Suppose that mBMS satisfies the local mixing property for the pair












φ(n) dn = J(v)mBR(f)µPSgN+(φ),







∣∣∣∣ < C ′′
for all (t, v) ∈ (0,∞)× kerψ with a(t, v) ∈ A+.
Proof. For ε0 > 0, set Bε0 = N−ε0Aε0MN
+




ε0M by the choice of
the invariant metric on G. Given x0 ∈ Γ\G, let ε0(x0) denote the maximum number r
such that the map G → Γ\G given by h 7→ x0h for h ∈ G is injective on Br. Note that




. Fixing v ∈ kerψ, we set ,for all t ∈ R,
at := a(t, v).
By using a partition of unity if necessary, it suffices to prove that for any x0 ∈ Γ\G and
ε0 = ε0(x0), the claims of the proposition hold for any non-negative f ∈ C(x0Bε0)M , non-






f(xnat)φ(n) dn = J(v)m
BR(f)µPSgN+(φ), (0.32.1)




f(xnat)φ(n) dn < C
′′, for some C ′′ = C ′′(f, φ).




f̃(γg) for all g ∈ G,









Note that f̃(γgnat) = 0 unless γgnat ∈ g0Bε0 . Together with the fact that supp(φ) ⊂ N+ε0 ,
it follows that the summands in (0.32.2) are non-zero for only finitely many elements γ ∈
Γ ∩ g0Bε0a−1t N+ε0g
−1.
Suppose γgN+ε0at ∩ g0Bε0 6= ∅. Then γgat ∈ g0N
−
ε0Aε0MN
+, and there are unique
elements pt,γ ∈ N−ε0Aε0M and nt,γ ∈ N
+ such that
γgat = g0pt,γnt,γ ∈ g0P−ε0N
+.
Let Γt,v denote the subset Γ∩g0(N−ε0Aε0MN
+)a−1t g
−1. Note that although Γt,v may possibly















































































































































re−αt for all r > 0 and t > t0(v).
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φ+ε (n) := sup
b∈N+ε
φ(nb), and φ−ε (n) := inf
b∈N+ε
φ(nb) for all n ∈ N+, ε > 0.







































By Lemmas 0.31.3 and 0.31.4, there exist R > 0 and a radial function ρ ∈ Cc(N+R ) such
that ρ(n) ≥ 0 for all n ∈ N+, and µPSg0pN+(ρ) > 0 for all p ∈ N
−






















Since ρ is radial, F̃ is right M -invariant. The key property of F̃ we will use is the following:















Returning to (0.32.4), we now give an upper bound for
∫
N f([g]nat)φ(n) dn; the lower bound

























































































































































































f([g]nat)φ(n) dn = J(v)m
BMS(F )µPSgN+(φ).
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From the definition of F , together with Lemma 0.30.3 in the form (0.30.2), and (0.30.5),
we have




















= m̃BR(f̃) = mBR(f).
This finishes the proof of the first statement. For the second statement, note that the fol-
lowing inequalities corresponding to (0.32.3), and (0.32.6) hold with the weaker assumption
tu+
√


































































(n) dµPSgN+(n) ≤ C
′(F, φ+R+ε0),
provided log at ∈ a+. By setting C ′′(f, φ) := C ′(F, φ+R+ε0), this finishes the proof of the
proposition.
With the help of Proposition 0.31.2, we are now ready to prove:
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Proposition 0.32.2. Suppose that mBMS satisfies the local mixing property for the pair








f1(xa(t, v))f2(x) dx = J(v)m
BR(f1)m
BR∗(f2),





Proof. Note that the hypotheses above coincide with those of Propositions 0.31.2 and 0.32.1;
this allows us to apply Proposition 0.32.1 in the following argument.
By compactness, we can find ε0 > 0 and xi ∈ Γ\G, i = 1, · · · , ` such that the map





both supp f1 and supp f2. As before, set at = exp(tu+
√
tv). We use continuous partitions of
unity to write f1 and f2 as finite sums f1 =
∑`
i=1 f1,i and f2 =
∑`
j=1 f2,j with supp f1,i ⊂
xiRε0/2 and supp f2,j ⊂ xjRε0/2. Writing p = ham ∈ N−AM and using the following
decomposition of the Haar measure on G:
d(hamn) = e−2ρ(log a) dn dmda dh



















e−2ρ(log a) dmda dh.



























where the second last equality is valid by (0.30.5). This justifies the first statement. For
the second statement, note that if tu+
√





∣∣∣∣∣ ≤ C0(f1, f2),






e−2ρ(log(a(t,v)) dmda dh. This completes the
proof.
We make the following observation, which will be used in the proof of Theorem 0.33.8.
Corollary 0.32.3. Fix u ∈ LΓ ∩ int a+, and let ψ ∈ D?Γ be tangent to ψΓ at u. For




, suppose that there exist functions Ψk : R>0 → R>0 such that for all













Then ν1 = ν2 and ν̄2 = ν̄2.














Fix f1 ∈ Cc(Γ\G)M with mBRν̄k (f1) > 0 for each k = 1, 2. By considering f2 ∈ Cc(Γ\G)
M




c1 := c0 ·
mBRν̄2 (f1)
mBRν̄1 (f1)
. Then for any f2 ∈ Cc(Γ\G)M , we have
mBR∗ν1 (f2) = c1 ·m
BR∗
ν2 (f2). (0.32.8)
Recall from Lemma 0.29.3 that for all a ∈ A, a∗mBR∗νk = e
(−ψ+2ρ)(log a)mBR∗νk . We claim




−. Choose q1 ∈ Cc(A), and a radial function q2 ∈ Cc(N) such that
∫
A q1 da =∫





−ψ(log a) if g = g0hman ∈ g0N+P−,
0 otherwise.
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Note that f̃2 isM -invariant, as q2 is radial. Defining f2 ∈ Cc(Γ\G) by f2([g]) :=
∑
γ∈Γ f̃2(γg),





















Hence for any g−0 ∈ G/P , ν1(F ) = c1 · ν2(F ) for all F ∈ C(G/P ) supported in (g0Oε)−.
By using a partition of unity, we get ν1(F ) = c1 · ν2(F ) for all F ∈ C(G/P ). Since
|ν1| = |ν2| = 1, we have c1 = 1 and hence ν1 = ν2. Repeating the same argument for i(v),
we also get ν̄1 = ν̄2 (this implies c0 = 1).
0.33 Anosov groups
0.33.1 Anosov subgroups
Let Σ be a finitely generated word hyperbolic group and let ∂Σ denote the Gromov boundary
of Σ. We call a Zariski dense discrete subgroup Γ < G Anosov if it arises as the image of
a P -Anosov representation of Σ. A representation Φ : Σ → G is P -Anosov if Φ induces a
continuous equivariant map ζ : ∂Σ→ F such that (ζ(x), ζ(y)) ∈ F(2) for all x 6= y ∈ ∂Σ.
Let τd : PSL2(R)→ PSLd(R) be the d-dimensional irreducible representation of PSL2(R).
For any torsion-free uniform lattice Σ in PSL2(R), the connected component of τd|Σ in the
space Hom(Σ,PSLd(R)) is called the Hitchin component. Representations Σ→ PSLd(R) in
the Hitchin component are known to be P -Anosov [57]. In fact, Hitchin components are de-
fined for representations of Σ into any split real simple Lie group G, and all representations
Σ→ G in the Hitchin component are known to be P -Anosov ( [37], [45]).
We mention that if ρi : Σ→ Gi are Pi-Anosov where Pi is a minimal parabolic subgroup
of Gi, then ρ1 × ρ2 : Σ → G1 ×G2 is P1 × P2-Anosov whenever its image is Zariski dense.
Indeed, if ζi : ∂Σ → Gi/Pi denotes the limit map of ρi, the map ζ(x) = (ζ1(x), ζ2(x))
provides the desired limit map for ρ1 × ρ2, and hence {(ρ1(g), ρ2(g)) : g ∈ Σ} is an Anosov
subgroup of G1 ×G2.
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One subclass of Anosov groups consists of Schottky groups, which generalize the Schot-
tky subgroups of rank one Lie groups.
For a loxodromic element g ∈ G, we denote by yg ∈ F the unique attracting fixed point
of g. Let γ1, · · · , γp be loxodromic elements of G (p ≥ 2). For each 1 ≤ i ≤ p, set ξ+1i = yγi
and ξ−1i = yγ−1i
.
Definition 0.33.1. The subgroup Γ generated by {γ1, · · · , γp} is called Schottky if there
exist open subsets b±i , B
±
i ⊂ F , 1 ≤ i ≤ p and 0 < ε < 1 such that
1. for all i 6= j and ω,$ ∈ {−1, 1}, bωi ⊂ B$j and bωi × b$j ⊂ F (2);







This is the same definition as given in [101, Section 4.2], except for the extra second
condition in (1), which we added to ensure the following lemma:
Lemma 0.33.2. Any Zariski dense Schottky subgroup Γ < G is Anosov.
Proof. The Gromov boundary ∂Γ can be identified with the set of infinite words of the
form a = (a0a1a2 · · · ) where ai ∈ {γ±11 , · · · , γ±1p } and ai 6= a
−1
i+1. Fix an element ξ ∈⋂
1≤i≤p,ω∈{1,−1}B
ω
i , which exists by (3). Under the above definition of a Schottky group,
the proof of [100, Proposition 3.3] gives that the map a → limn→∞(a0a1 · · · an)ξ induces a
Γ-equivariant homeomorphism ζ : ∂Γ → ΛΓ (see also [101, Proposition 4.5]). If ξ 6= η in
ΛΓ, there exists γ ∈ Γ such that γξ = limn→∞(a0a1 · · · an)ξ and γη = limn→∞(a′0a′1 · · · a′n)ξ






j for some i 6= j and ω,$ ∈ {±1}. It follows from (1) and (2)
that γξ ∈ bωj and γη ∈ b$j . Hence (γξ, γη) ∈ F (2) by (1); consequently, (ξ, η) ∈ F (2). This
shows that Γ is Anosov.
Schottky groups are found everywhere, in the following sense:
Lemma 0.33.3. Any Zariski dense discrete subgroup Γ contains a Zariski dense Schottky
subgroup.
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Proof. This follows from the proof of a more general theorem [5, Proposition 4.3]. We give
a sketch of the proof for the sake of completeness. Since the set of loxodromic elements
of Γ is Zariski dense, we may choose a loxodromic element γ1 ∈ Γ. There exists a proper
Zariski closed subset Fγ1 ⊂ G which contains all Zariski connected and Zariski closed proper
subgroups of G containing γ1 [130, Proposition 4.4]. We may choose a second loxodromic
element γ2 ∈ Γ− Fγ1 such that {(yγ±12 , yγ1), (yγ±12 , yγ−11 )} ⊂ F
(2). Moreover we can assume
that γk2 generates a Zariski connected subgroup, and hence γ
k
2 /∈ Fγ1 , for any k ∈ N.
Let ϕi ∈ G be so that γi ∈ ϕi(intA+)ϕ−1i . Then yγ±1i = ϕie
±. For ε > 0, let b±1i (ε)
be the ε-neighborhood of ϕie










i (ε2) ⊂ b
±1
i (ε1) for all sufficiently large




2 satisfy the conditions
in 0.33.1 with b±1i := b
±1






The following theorem was first proved by Sambarino [112] when Σ is the fundamental
group of a closed negatively curved manifoldM. The fact that the geodesic flow on T1(M)
is a transitive Anosov flow is a key ingredient which gives a Markov coding of the flow and
hence makes it possible to translate the mixing of the BMS measures to a statement in
thermodynamic formalism as formulated by Thirion ( [112, Theorem 3.8], [127]). In [19],
the authors defined the geodesic flow associated to ρ which is Hölder equivalent to the
Gromov geodesic flow of Σ and showed that this flow is a transitive metric Anosov flow
which admits a Markov coding ( [17], [18], [95], see also [19, Theorem 3.4]). Given this, the
proof of ( [112, Theorem 3.8]) extends to general Anosov groups (see [23, Appendix]):
Theorem 0.33.4. Let u ∈ intLΓ be a unit vector. Let ψ ∈ D?Γ be tangent to ψΓ at u, and
ν and νi be respectively (Γ, ψ) and (Γ, ψ ◦ i)-PS measures on ΛΓ. Set mBMS := mBMSν,νi . Then













where I : ker(ψ)→ R is given by
I(v) := c · ‖v‖
2
∗‖u‖2∗ − 〈v, u〉2∗
‖u‖2∗
(0.33.1)
for some inner product 〈·, ·〉∗ and some c > 0. Moreover, the left-hand side is uniformly
bounded over all (t, v) ∈ (0,∞)× kerψ with tu+
√
tv ∈ a+.
Although the second statement of Theorem 0.33.4 is not stated in [112, Theorem 3.8],
its proof uses the same technique as [127, Theorem 1.1], where the corresponding statement
can be found.
Remark 0.33.5. Theorem 0.33.4 is the main reason for the assumption that Γ is a Anosov
subgroup. In fact, all our results stated in the introduction hold whenever Γ satisfies
Theorems 0.33.4 and 0.33.6.
In the rest of the paper, let Γ be an Anosov subgroup of G. The following theorem was
proved by Sambarino [111] for a special case and by Potrie-Sambarino [96, Propositions 4.6
and 4.11] in general:
Theorem 0.33.6. 1. LΓ ⊂ int a+.
2. ψΓ is strictly concave and analytic on intLΓ.
By Lemma 0.28.12, and Theorem 0.33.6, we get the following corollary:
Corollary 0.33.7. For each unit vector u ∈ intLΓ, there exists a unique ψu ∈ D?Γ tangent
to ψΓ at u, which is given by
ψu(·) = 〈∇ψΓ(u), ·〉.
Theorem 0.33.8. For any ψ ∈ D?Γ, there exists a unique (Γ, ψ)-PS measure on ΛΓ. In
particular, this measure is Γ-ergodic.
Proof. We only need to address the uniqueness. This is proved in [113, Theorem 3.1, 7.8]
when Γ is the fundamental group of a negatively curved manifold. The general case follows
from Theorem 0.33.4 by Corollary 0.32.3.
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, mBRi(u) := m
BR
νi(u)
, mBR∗u := m
BR∗
νu . (0.33.2)
We mention that all three measures are infinite measures when G has rank at least 2
(cf. [63, Corollary 4.9]).
We therefore deduce the following from Proposition 0.31.2, Proposition 0.32.2, and The-
orem 0.33.4.
Theorem 0.33.9. Let u ∈ intLΓ be a unit vector.































Moreover the left-hand sides of the above equalities are uniformly bounded for all (t, v) ∈
(0,∞)× kerψu with tu+
√
tv ∈ a+.
Recalling that ψu(u) = ψΓ(u), the special case of Theorem 0.33.9 when v = 0 now
implies Theorem 0.27.2 and Theorem 0.27.3.
0.34 Equidistribution of translates of Γ\ΓH
Symmetric subgroups of G
Let H < G be a symmetric subgroup; that is to say, H is the identity component of the
set of fixed points of an involution σ of G. We start by reviewing some general structure
theory regarding symmetric subgroups; see Chapter 6 of [117] for more details on this.
The involution σ induces a Lie algebra involution on g, which (using a slight abuse of
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notation) we also denote by σ. There exists a Cartan involution of G that commutes with
σ; without loss of generality, we may assume that θ from Section 0.37 commutes with σ.
These involutions give rise to the decompositions g = k⊕p and g = h⊕q into the +1 and −1
eigenspace decompositions of θ and σ, respectively. Let a be a maximal abelian subalgebra
of p such that b := a∩ q is a maximal abelian subalgebra of p∩ q. Denote the dimension of
a by r and the dimension of b by r0.
Let Σσ ⊂ b∗ be the root system of b, i.e.
Σσ = {λ ∈ b∗ − {0} : there exists X ∈ g with adYX = λ(Y )X for all Y ∈ b}.
From now on, we fix a closed positive Weyl chamber b+ ⊂ b for Σσ and assume that it
has been chosen compatibly with a+ as follows: denoting the positive roots of a by Σ+,
we assume that there exists a collection of positive roots Σ+σ of b such that the elements
of Σ+σ are all obtained by restricting elements of Σ
+ to b, hence b+ ⊂ a+. We will denote
B = exp(b) and B+ = exp(b+).
LetWσ := NK(b)/ZK(b) andWσ,θ := NK∩H(b)/ZK∩H(b). There then exists a finite set
of representatives W ⊂ NK(a)∩NK(b) for Wσ,θ\Wσ, and we have the following generalized
Cartan decomposition:
G = H exp(b)K = HW exp(b+)K, (0.34.1)
in the sense that for any g ∈ G, there exist unique elements b ∈ B+ and ω ∈ W such that
g ∈ HωbK.
Directions in b+ ∩ intLΓ
Let Γ be an Anosov subgroup of G. In the rest of this section, we assume that
b+ ∩ int(LΓ) 6= ∅.
Since LΓ ⊂ int(a+) by Theorem 0.33.6, it follows that b+ ∩ int(a+) 6= ∅.
We now fix a unit vector (with respect to the norm ‖ · ‖ on a)
v ∈ b+ ∩ intLΓ
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and set
δ := ψΓ(v) > 0. (0.34.2)
By Corollary 0.33.7, the linear form Θ ∈ a∗ defined as
Θ(w) = 〈∇ψΓ(v), w〉 (0.34.3)
gives the unique linear form in D?Γ such that Θ(v) = ψΓ(v) = δ.
Lemma 0.34.1. We have LΓ ∩ ker Θ = {0}.
Proof. We use the fact that ψΓ is strictly concave (Theorem 0.33.6). Since Θ ≥ ψΓ on a,
and Θ(v) = ψΓ(v), it follows that Θ(w) > ψΓ(w) for all vectors w ∈ a+ −Rv. Since ψΓ ≥ 0
on LΓ, we have Θ > 0 on LΓ − {0}, i.e., LΓ ∩ ker Θ = {0}.
We use the following notation: for t > 0 and w ∈ ker Θ,
a(t, w) := exp(tv +
√




mBR = mBRνi(v) and m
BR∗ = mBR∗νv .
Patterson-Sullivan measures on H
Let P = MAN be the minimal parabolic subgroup. Since b+ ∩ int(a+) 6= ∅, it follows that
M = ZK(b), and the unipotent subgroup whose Lie algebra is the sum of positive root
spaces corresponding to Σσ coincides with N .
Lemma 0.34.4. We have H ∩N = {e}
Proof. Fix α ∈ Σσ. Since v ∈ b+ ∩ int a+, we have α(v) > 0. Letting X ∈ n be
such that [v,X] = α(v)X, we have σ(X) = α(v)−1σ([v,X]) = α(v)−1[σ(v), σ(X)] =
α(v)−1[−v, σ(X)], i.e. [v, σ(X)] = −α(v)σ(X). Therefore σ(X) ∈ n+. Since σ fixes H
point-wise and swaps N and N+, we get H ∩N = {e}.
By [76, Theorem 3-(iii)],
H ∩ P = (H ∩M)(H ∩A)(H ∩N) = (H ∩M)(H ∩A). (0.34.5)
Together with the fact H ∩B = H ∩N = {e}, it then follows that H ∩MBN = H ∩M .
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Definition 0.34.2. Define a measure µPSH = µ
PS











where dp is a right-Haar measure on H ∩P . The measure defined above is Γ∩H-invariant:
for any γ ∈ Γ ∩ H, γ∗µPSH = µPSH . Therefore, if Γ\ΓH is closed in Γ\G, dµPSH,v induces a
locally finite Borel measure on Γ\ΓH ' (Γ ∩H)\H, which we denote by µPS[e]H = µ
PS
[e]H,v.
For a subset S ⊂ G and ε > 0, set Sε := {s ∈ S : d(e, s) ≤ ε}. Let M ′ ⊂ M be a
Borel section for the map m 7→ (H ∩M)m, and P ′ = M ′BN be the subset of the minimal
parabolic subgroup P = MAN . Note that the map H × P ′ → G given by (h, p′) 7→ hp′ is
injective. For ε > 0, let ρε ∈ C((NB)ε) be a non-negative function such that∫
NB
ρε(nb) dn db = 1,
and ρε(mnbm
−1) = ρε(nb) for all m ∈ M and nb ∈ NB. Fixing φ ∈ Cc(H)H∩M and ε > 0
smaller than the injectivity radius of supp(φ), define Φ̃ε ∈ Cc(G) by
Φ̃ε(g) :=

φ(h)ρε(nb) if g = hm
′nb ∈ HP ′,
0 otherwise.
(0.34.6)
Observe that Φ̃ε is right M -invariant. Define now Φε ∈ Cc(Γ\G) by Φε([g]) =
∑
γ∈Γ Φ̃ε(γg).
Since Φ̃ε is right M -invariant, so is Φε.




Proof. Note that supp(Φ̃ε) ⊂ HM(NB)ε. The proof of the lemma now relies on the follow-
ing three observations.




is a Lebesgue measure on hmN .
Secondly, for g = hm′nb ∈ HP ′, the decomposition
βg+(e, g) = βh+(e, h) + βe+(e, nb) = βh+(e, h) + i(log b)
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induces an isomorphism A ∼= (A ∩H)×B. This implies that
d(βg+(e, g)) = d(βh+(e, h)) d(βe+(e, p)) = d(βh+(e, h)) d(b),
and for all hm′ ∈ HM ′ and nb ∈ (NB)ε,
eΘ(βh+ (e,hm
′nb)) = eΘ(βh+ (e,h))(1 +O(ε))
by continuity of the Busemann function.
Finally, we also have:
β(hm′nb)−(e, hm













(1 +O(ε)). Using the definition of
























db d(βh+(e, h)) dν(h
+).
We now choose a section H0 ⊂ H for the map h 7→ h(H ∩ P ), and write h = h0mah ∈

























= (1 +O(ε))µPSH (φ).
Equidisitribution of translates of Γ\ΓH






f([h]a(t, w))φ(h) dh = κv e
−I(w)/2mBR(f)µPSH (φ),
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and there exists C ′ = C ′(f, φ) > 0 such that for all (t, w) with a(t, w) ∈ b+,∣∣∣∣t(r−1)/2e(2ρ−Θ)(a(t,w)) ∫
H
f([h]a(t, w))φ(h) dh
∣∣∣∣ < C ′. (0.34.7)
Proof. For ε > 0, let Rε := NεAεN
+
ε M and define f
±
ε ∈ Cc(Γ\G) by
f+ε (y) = sup
g∈Rε
f(yg), and f−ε (y) = inf
g∈Rε
f(yg). (0.34.8)
Since Rε is right M -invariant, it follows that f
±
ε ∈ Cc(Γ\G)M . Let C0 ⊂ H denote the
support of φ; we may assume that C0 injects to its image under the map G 7→ Γ\G.
Choosing ρε ∈ Cc((NB)ε) and defining Φε as above, we let dλ(m′) denote the density on
M ′ of total mass one such that
d(hm′nb) = dh dλ(m′) dn db (0.34.9)
(where h ∈ H, m′ ∈M ′, n ∈ N , and b ∈ B) is a Haar measure on G.
We then obtain∫
H












f([h]a(t, w))Φε([h]nb) dh dn db.












′nb) dh dλ(m′) dn db.
Since v ∈ int b+, for all (t, w) such that a(t, w) ∈ b+, and for all nb ∈ (NB)ε, we have
f(xhm′a(t, w)) = f(xhm′nba(t, w) · (a(t, w)−1(nb)−1a(t, w)))













f+ε (ya(t, w))Φε(y) dy.
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A similar computation shows that∫
C0
f([h]a(t, w))φ(h) dh ≥
∫
Γ\G
f−ε (ya(t, w))Φε(y) dy.














Taking ε→ 0 in the last equality proves the first statement. The second statement is clear
with the choice of C ′ = C(f+ε ,Φε), finishing the proof.
0.35 Counting in affine symmetric spaces
Let Γ be a Zariski dense Anosov subgroup of G, and let H be a symmetric subgroup of G.
We continue to use the notation for v, ν, δ, r, r0, Θ, and G = HW exp(b+)K, etc. from
Section 0.34; hence v ∈ b+ ∩ intLΓ is a unit vector (with respect to the norm ‖ · ‖ on a).
We denote by | · | the norm on a induced by an inner product (·, ·) with respect to which v
and ker Θ are orthogonal to each other, and such that |v| = 1.
In the following we fix a convex cone C ⊂ b+ ∩ (int(a+) ∪ {0}) such that
v ∈ intb C and C ∩ ker Θ = {0} (0.35.1)
where intb C means the interior of C in the relative topology of b. Note that there are convex
cones which contain LΓ ∩ b+ and satisfy (0.35.1) by Theorem 0.33.6 (1) and Lemma 0.34.1.
Remark 0.35.1. Note that if v = uΓ ∈ b+, then by Lemma 0.28.12, Θ(w) = δΓ〈uΓ, w〉,
hence the cone b+ ∩ (int(a+) ∪ {0}) satisfies the conditions placed on C above.
By the condition (0.35.1), we have
C ⊂ {tv +
√
tw : t ≥ 0, w ∈ ker Θ}. (0.35.2)
Denote
CT := {w ∈ C : |w| < T} for T > 1.
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For w ∈ ker Θ, set
RT (w) := {t ∈ R : tv +
√
tw ∈ CT }.
for all sufficiently large T , RT (w) is an interval of the form






|w|4 + 4T 2
)
].















2 eδtdt = δ−1e−δ|w|
2/2. (0.35.3)
Proof. Note that for any non-zero vector x ∈ C, (v, x) > 0. Since C is a convex cone with
C ∩ ker Θ = {0}, it follows that there exists 0 < θ0 < π/2 such that the angle between any
vector in C and v is at most θ0. Now, as v is perpendicular to ker Θ with respect to (·, ·),




≤ tan θ0, or, equivalently, |w|2 ≤ tan2 θ0 · t.
In particular, for t ∈ RT (w), we have












































































eδt dt = 1δ e
−cδ|w|2 ,
which proves (1).
The second claim (2) follows as well, because by the dominated convergence theorem,
(0.35.5) converges to ∫ − |w|2
2
−∞




We fix a left (H ∩M)-invariant function τH ∈ Cc(H) with its support injecting to Γ\G,
and and a right M -invariant function τK ∈ C(K). Define a function ZT : G→ R as follows:
ZT (g) :=

τH(h)1CT (log b)τK(k) g = hbk ∈ H exp(C)K,
0 g 6∈ H exp(C)K.
Since C ⊂ int(a+)∪{0}, hM and Mk are uniquely determined and hence ZT is well-defined.






For Φ ∈ Cc(Γ\G) and a left M -invariant Borel function f on K, we define the following
M -invariant function on Γ\G: for x ∈ Γ\G,




In the definition (0.35.7) below, the integral over the trivial subspace {0} should be
interpreted as
∫




Proposition 0.35.4. Let Φ ∈ Cc(Γ\G). As T →∞, we have
λFT ,Φ〉 ∼ cv eδTT (r0−r)/2 µPSH (τH)mBR(Φ ∗ τK)








here κv and I(w) are as in Theorem 0.33.4 and in (0.33.1) respectively, and sv =
1
| detSv | ,
where Sv : a → a is any linear map such that Sv|ker Θ = Id and Svv is a unit vector
orthogonal to ker Θ with respect to the inner product on a induced by the Killing form.
Proof. In view of the decomposition (0.34.1), we will need the following formula for the























here `±α := dim(g
±
α ), where each g
±
α is the ±1 eigenspace of the root space gα with respect
to the involution θσ (cf. [117], [41, p.18]).
Substituting b = a(t, w) for t ≥ 0 and w ∈ b ∩ ker Θ gives db = svt
r0−1













































We next look for an integrable function on b ∩ ker Θ that bounds the family of functions
pT (w) from above, in order to apply the dominated convergence theorem. Note that there
exists a constant c1 > 0 such that for all (t, w) with a(t, w) ∈ C,
e−2ρ(a(t,w))ξ(a(t, w)) ≤ c1, (0.35.11)
and by Proposition 0.34.4, we may assume∣∣∣∣∣t r−12 e2ρ(a(t,w))−δt
∫
[e]H
(Φ ∗ τK)([h]a(t, w))τH(h) d[h]
∣∣∣∣∣ ≤ c1
as well. Hence
pT (w) ≤ c21ψ(w),
where ψ(w) = δ−1e−cδ|w|
2
is as given in Lemma 0.35.2. Since ψ is integrable over b∩ ker Θ,


















with cv as given in the statement of the proposition.
We now fix a left (H ∩M)-invariant compact subset ΩH ⊂ H and a right M -invariant
compact subset ΩK ⊂ K. Let ε > 0 be a number smaller than the injectivity radius at [e]








ΩH exp(CT )ΩKg, and





where C+T,ε = CT + bε, C
−
T,ε = ∩b∈bε(CT + b), Ω
+





Ω±H,ε are defined similarly (see [41], [42]). We will additionally fix convex cones C[, C] ⊂
b+ ∩ (int(a+) ∪ {0}) such that C[ ⊂ intb C, C ⊂ intb C], and which satisfy the condition
(0.35.1). Note that C+T,ε is no longer contained in C, but there exists T0 > 0 (independent




⊂ C]T+ε and C
[




Choose a nonnegative function φε ∈ Cc(G) such that
∫
G φε(g) dg = 1 and supp(φε) ⊂ Oε.





Lemma 0.35.5. Let τ ∈ C(K) be left M -invariant. Then
lim
ε→0




where µPS,∗K,i(v) := ν̃Θ◦i is given in (0.30.6).
Proof. Set ν̃ := ν̃Θ◦i. We use Lemma 0.30.4 and write













′ exp(q)nk)τ(k) e−Θ(q) dn dq dν̃(k′) dk.
Substituting g = exp(q)nk ∈ AN+K, the density of the Haar measure is given by
dg = e−2ρ(q) dn dq dk.
For g ∈ G, let κ(g) denote the K-component of g, and ag denote the logarithm of A-
component of g, in the decomposition G = AN+K. Then













−1g)) e(2ρ−Θ)(ak−1g) dg dν̃(k).
By shrinking Oε if necessary, we can assume that for all k ∈ K,
κ(k−1Oε) ⊂ k−1Kε.
By the uniform continuity of τ , there exist positive η = ηε → 0 as ε → 0 such that for all
g ∈ Oε and k ∈ K,
τ(k−1)− η ≤ τ(κ(k−1g)) ≤ τ(k−1) + η.
It follows from the fact that the multiplication map A×N+ ×K → G is a diffeomorphism
that for some C > 1, we have that for all g ∈ Oε and k ∈ K,








(τ(k−1)− η) dν̃(k) ≤ mBR(Φε ∗ τ) ≤ (1 + Cε)
∫
K
(τ(k−1) + η) dν̃(k).
The claim now follows from letting ε→ 0.
Corollary 0.35.6. Let C ⊂ b+ ∩ (int a+ ∪ {0}) be a convex cone satisfying (0.35.1). If
µPS,∗K,i(v)(∂Ω
−1
K ) = µ
PS
H (∂ΩH) = 0, then
lim
T→∞









If v = uΓ ∈ b+, then we may take C to be b+.
Proof. Write ν̃ := µPS,∗K,i(v) for simplicity. For g ∈ H(B
+ ∩ intA+)K, let g = hg(exp bg)kg
denote the HB+K decomposition of g ∈ G; note that hg(H ∩M), bg and Mkg are uniquely
defined.
Since ΩH(H ∩M) = ΩH and MΩK = ΩK , we may define XT : G→ R by
XT (g) = 1ΩH (hg)1CT (bg)1ΩK (kg)
for g ∈ H exp C]K, and XT (g) = 0 otherwise. Let φK,ε ∈ C(Kε)M and φH,ε ∈ C(Hε)H∩M
be non-negative functions with integral one. Set
τ±K,ε := 1Ω±K,2ε












Note that by definition,
1Ω+K,ε
≤ τ+K,ε ≤ 1Ω+K,3ε , and 1Ω−K,3ε ≤ τ
−
K,ε ≤ 1Ω−K,ε . (0.35.15)
By (0.35.12), (0.35.13) and (0.35.15) there exists a uniform constant C > 0 such that




XT (γ) ≤ F+T+ε([g]) + C.
Integrating this against Φε given in (0.35.14), we get
〈F−T−ε,Φε〉 − C ≤
∑
γ∈Γ
XT (γ) ≤ 〈F+T+ε,Φε〉+ C.
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For simplicity, we set xT :=
∑
γ∈ΓXT (γ) = #Γ ∩ ΩH exp(CT )ΩK . Hence by Proposition








BR(Φε ∗ τ+K,9ε0). (0.35.16)
On the other hand, since ν̃(∂Ω−1K ) = µ
PS












−1) dν̃(k) = ν̃(Ω−1K ). (0.35.17)





≤ cvµPSH (ΩH)ν̃(Ω−1K ).





≥ cvµPSH (ΩH)ν̃(Ω−1K ),
which proves the corollary.
Remark 0.35.7. Note that this corollary implies that the asymptotic of #(Γ∩ΩH exp(CT )ΩK)
is independent of C.
Proof of Theorem 0.27.4. Theorem 0.27.4 now follows directly from applying Corollary
0.46.3 and the following observation to a convex cone C such that b∩LΓ ⊂ intb C; by Lemma
0.34.1, such a cone always exists.
Lemma 0.35.8. Suppose that b+ ∩ LΓ ⊂ intb C. Then
#(Γ ∩ ΩH exp(b+ − C)ΩK) <∞.
Proof. We can find a smaller closed convex cone C′ ⊂ intb C such that b+ ∩ LΓ ⊂ intb C′.
Set Q := b+ − C, Q′ := b+ − C′, and Ω′H := ΩHH1 where H1 means the unit neighborhood
of e in H. We can find a bi-K-invariant neighborhood O ⊂ G of e such that for all g ∈ O,
ΩH exp(QT )K ⊂ Ω′H exp(Q′T+1)Kg−1.
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#(Γ ∩ ΩH exp(b+T − C)ΩK) =
∑
γ∈Γ
1ΩH exp(QT )K(γ) ≤ λGT+1,Φ〉,
where Φ is a non-negativeK-invariant continuous function supported in [e]O and
∫
Γ\G Φ dg =









Recalling Ω′H is H ∩ M -invariant, let 0 ≤ ψ ≤ 1 be an element of Cc(H)H∩M which is
one on Ω′H . For ε0 > 0 smaller than the injectivity radius of supp(ψ), let Ψ = ψ ⊗ ρε0
be given as (0.34.6). Let Φ+ε0(y) = supg∈Nε0Aε0N
+
ε0
M Φ(yg) be as in (0.34.8). Since the
closure of Q′ is disjoint from b+ ∩LΓ, by Proposition 0.28.10, there exists T0 > 0 such that
〈(exp b)Φ+ε0 ,Ψ〉 = 0 for all b ∈ Q
′ − Q′T0 . Then by the same argument as in the proof of











Φ([h](exp b))ψ[h]dhξ(b) db =
∫
Q′T0




Hence for all T > T0,





This implies the claim in view of Corollary 0.46.3.
For ω ∈ W, set Γω = ω−1Γω, Hω = ω−1Hω, and ΩHω = ω−1ΩHω ⊂ Hω. Then
#(Γ ∩ ΩHω exp(CT )ΩK) = #(Γω ∩ ΩHω exp(CT )ΩKω).
Since ω ∈ K, it follows that ψΓ = ψΓω , and that the involution which stabilizes Hω
commutes with θ. Hence




By applying Corollary 0.46.3 to Γω and Hω for each ω ∈ W, we can also deduce the
asymptotic of #
(
Γ ∩ ΩHW exp(CT )ΩK
)
.
Theorem 0.27.6 follows from the following: we set skΓ,v(H) = |µPS[e]H,v|
Theorem 0.35.9. Suppose that v0Γ ⊂ H\G is discrete for v0 = [H] and that [e]H is
uniformly proper. Then skΓ,v(H) <∞ and there exists cv > 0 such that
lim
T→∞
#(v0Γ ∩ v0 exp(b+ ∩ LΓ)TK)
eψΓ(v)TT (r0−r)/2
= cv skΓ,v(H) (0.35.19)
Moreover, for v = uΓ, we have
lim
T→∞
#(v0Γ ∩ v0(exp b+T )K)
eψΓ(uΓ)TT (r0−r)/2
= cuΓ skΓ,uΓ(H) (0.35.20)
where b+T = {w ∈ b+ : ‖w‖ ≤ T}.
Proof. Set C := b+∩LΓ. By Theorem 0.33.6 (1) and Lemma 0.34.1, C satisfies the conditions
in (0.35.1). By hypothesis, there exists an open neighborhood O ⊂ Γ\G of [e] such that





Let Oε ⊂ G and Φε be as in (0.35.14). We may assume Φε is K-invariant as our functions
FT are K-invariant in deducing the following:












For S > 0, let τS ∈ Cc([e]H) be a function satisfying 0 ≤ τ ≤ 1 and τS = 1 on the






























It follows that µPS[e]H(τS) is a constant function of S > 0, and hence
|µPS[e]H | = µ
PS
[e]H(τS) <∞.
This proves the first claim. The second claim follows from the first one in view of the
following lemma by taking C = b+ ∩ LΓ.
Lemma 0.35.10. Let C ⊂ b+ be a convex cone with v = uΓ ∈ intb C. Set Q := b+ − C.
Then there exist 0 < δ′ < δΓ = ψΓ(uΓ) and C > 0 such that for all T ≥ 1,
#(Γ ∩ ΩH exp(QT )ΩK) ≤ Ceδ
′T .
Proof. Choose a closed convex cone C′ ⊂ intb C such that uΓ ∈ intb C′ and set Q′ := b+−C′,
and Ω′H := ΩHH1 where H1 means the unit neighborhood of e in H. We can find a
bi-K-invariant neighborhood O ⊂ G of e such that for all g ∈ O,
ΩH exp(QT )K ⊂ Ω′H exp(Q′T+1)Kg−1.






#(Γ ∩ ΩH exp(QT )ΩK) =
∑
γ∈Γ
1ΩH exp(QT )K(γ) ≤ λGT+1,Φ〉, (0.35.22)
where Φ is a non-negativeK-invariant continuous function supported in [e]O and
∫
Γ\G Φ dg =









If we write b = tuΓ +
√
tw ∈ Q′T with w ∈ ker Θ, then t2 + t‖w‖2 ≤ T 2 and ‖w‖2 ≥
tan2 θ0 · t for some 0 < θ0 < π/2 depending on the distance between uΓ and Q′ (cf. proof
of Lemma 0.35.2). Hence if b = tuΓ +
√
tw ∈ Q′T , then
0 ≤ t ≤ T · cos θ0. (0.35.23)
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Fix a non-negative function φ ∈ Cc(H) which is 1 on Ω′H . Since (0.34.7) gives that∣∣∣∣t(r−1)/2e(2ρ−Θ)(a(t,w)) ∫
H
Φ([h]a(t, w))φ(h) dh
∣∣∣∣ < C ′,
it follows that for all t ≥ 1,∣∣∣∣∫
H
Φ([h]a(t, w))φ(h) dh
∣∣∣∣ < C ′e(Θ−2ρ)(a(t,w)). (0.35.24)










eδΓt db ≤ e(δΓ cos θ0)T Vol(bT ).
As Vol(bT ) = O(T
r0), for any δ′ satisfying δΓ cos θ0 < δ






ξ(b) db eδ′T .
This proves the lemma by (0.35.22).
Finally we give examples satisfying the hypothesis of Theorem 0.35.9:
Lemma 0.35.11. Suppose that a = b and ΛΓ ⊂ HP/P .
1. The orbit [e]H is uniformly proper.
2. The support of µPS[e]H is a compact subset of (H ∩ Γ)\H.
Proof. The condition a = b means H ∩ A = {e}, and hence H ∩ P is compact by (0.34.5).
Since ΛΓ is a compact subset of HP/P ' H/(H ∩P ), it follows that ΛΓ ⊂ H0P/P for some
compact subset H0 ⊂ H.
To show (1), let C be a closed cone contained in int a+ ∪ {0}. It suffices to show that
for any given compact subset Z ⊂ Γ\G,
{[e]h ∈ Γ\ΓH : [e]h exp C ∩ Z 6= ∅}
is bounded. Suppose not; then there exist hi ∈ H with [e]hi → ∞ in Γ\ΓH, γi ∈ Γ and
ci ∈ exp C such that γihici converges to some g ∈ G. Since [e]H ⊂ Γ\G is a closed subset,
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it follows that ci →∞. We may write hici = γ−1i ggi where gi → e. Set o = [K] ∈ G/K. By
passing to a subsequence, we may assume that γ−1i ggio converges to some ξ ∈ F in the sense
of [63, Def.2.7]; note here that µ(γ−1i ggi) → ∞ regularly in a+ as LΓ ⊂ int a+. Since ggi
is bounded, it follows that ξ ∈ ΛΓ by [63, Lemma 2.12]. Since hiciη = γ−1i ggiη → ξ for all
η ∈ F except for points on a proper submanifold of F, we may choose η = ne+ ∈ N+e+ so
that limi→∞ hicine
+ = ξ. Writing ξ = h0e
+ for some h0 ∈ H0, we have limi→∞ hicinc−1i P =
h0P . Since ci ∈ ∞ in exp C and C ⊂ int a+ ∪ {0}, we have limi→∞ cinc−1i = e. As HP is




ipi ∈ HP with h′i ∈ H, pi ∈ P both tending to e. It follows
that hih
′
iP → h0P as i→∞. Since H ∩ P is compact, and the sequence h′i is bounded, it
follows that the sequence hi is bounded, yielding a contradiction. This proves Claim (1).
Since supp(µPS[e]H) = {[e]h ∈ [e]H : he
+ ∈ ΛΓ} ⊂ {[e]h0 : h0 ∈ H0(H ∩ P )}, Claim (2)
follows.
We remark that this lemma holds when H is replaced by N+ by the same proof. More-
over, by replacing Proposition 0.34.4 by Proposition 0.33.9 and considering the Iwasawa
decomposition G = N(exp a)K, the proofs of Theorems 0.27.4 and 0.35.9 apply for H = N+
and b+ = a+.
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Invariant measures for
horospherical actions and Anosov
groups.
0.36 Introduction
Let G be a connected real semisimple linear Lie group and Γ < G a Zariski dense discrete
subgroup. A subgroup N of G is called horospherical if there exists a diagonalizable element
a ∈ G such that
N = {g ∈ G : akga−k →∞ as k → +∞},
or equivalently, N is the unipotent radical of a parabolic subgroup of G. We assume that
N is a maximal horospherical subgroup, which exists uniquely up to conjugation. We are
interested in the measure rigidity property of the N -action on the homogeneous space Γ\G.
When Γ is a lattice, i,e., when Γ\G has finite volume, the well-known measure rigidity
theorems of Furstenberg [38], Veech [133] and Dani [24] give a complete classification of
Radon measures (=locally finite Borel measures) invariant by N . This rigidity phenomenon
extends to any unipotent subgroup action by the celebrated theorem of Ratner in [106].
When G has rank one and Γ is geometrically finite, the horospherical subgroup action on
Γ\G is known to be essentially uniquely ergodic; there exists a unique non-trivial invariant
ergodic Radon measure on Γ\G, called the Burger-Roblin measure ( [21], [110], [135]). When
Γ is geometrically infinite, there may be a continuous family of horospherically invariant
ergodic measures as first discovered by Babillot and Ledrappier ( [3], [4]). For a certain
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class of geometrically infinite groups, a complete classification of horospherically invariant
ergodic measures has been obtained; see [114], [115], [60], [91], [59], [58], etc. We refer to a
recent article by Landesberg and Lindenstrauss [59] for a more precise description on the
rank one case.
When G has rank at least 2 and Γ has infinite co-volume in G, very little is known
about invariant measures. The work of Quint [98] on a higher rank version of the Patterson-
Sullivan theory supplies a continuous family of maximal horospherically invariant Burger-
Roblin measures, as was introduced in [34].
In this paper, we focus on a special class of discrete subgroups, called Anosov subgroups.
In the rank one case, this class coincides with the class of convex cocompact subgroups,
and hence the class of Anosov subgroups can be considered as a generalization of convex
cocompact subgroups of rank one Lie groups to higher rank.
When Γ < G is Anosov, we show that all of these Burger-Roblin measures are ergodic
for maximal horospherical foliations, and classify all ergodic non-trivial Radon measures for
maximal horospherical foliations, which are also quasi-invariant under Weyl chamber flow.
In particular, we establish a homeomorphism between the space of these measures and the
interior of the projective limit cone of Γ, which is again homeomorphic to Rrank G−1.
In order to formulate our main result precisely, we begin with the definition of an Anosov
subgroup of G. Let P be the normalizer of N , i.e., a minimal parabolic subgroup of G and
F := G/P the Furstenberg boundary. We denote by F (2) the unique open G-orbit in
F × F . A Zariski dense discrete subgroup Γ < G is called an Anosov subgroup if it is a
finitely generated word hyperbolic group which admits a Γ-equivariant embedding ζ of the
Gromov boundary ∂Γ into F such that (ζ(x), ζ(y)) ∈ F (2) for all x 6= y in ∂Γ.
First introduced by Labourie [57] as the images of Hitchin representations of surface
groups ( [47], [37]), this definition is due to Guichard and Wienhard [45], who showed that
Anosov subgroups (more precisely, Anosov representations) form an open subset in the
representation variety Hom(Γ, G). The class of Anosov groups include Schottky subgroups
[100] and hence any Zariski dense discrete subgroup of G contains an Anosov subgroup
( [5], [101]). We also refer to the work of Kapovich, Leeb and Porti [51] for other equivalent
characterizations of Anosov groups, as well as to excellent survey articles by Kassel [52] and
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Wienhard [134] on higher Teichmüller theory.
We let P = NMA be the Langlands decomposition of P , so that N is the unipotent
radical of P , A is a maximal real split torus of G, and M is a compact subgroup which
commutes with A. Note that any maximal horospherical subgroup arises in this way, i.e.,
as the unipotent radical of a minimal parabolic subgroup.
The limit set Λ of Γ is the unique minimal Γ-invariant closed subset of F . Hence the
following set
E := {[g] ∈ Γ\G : gP ∈ Λ}
is the unique minimal P -invariant closed subset of Γ\G. We call a P -quasi-invariant measure
on Γ\G non-trivial if it is supported on E .
Theorem 0.36.1. For any Anosov subgroup Γ < G, the space QΓ of all non-trivial NM -
invariant ergodic and A-quasi-invariant Radon measures on Γ\G, up to constant multiples,
is homeomorphic to RrankG−1.
In order to describe the explicit homeomorphism, we need to define Burger-Roblin mea-
sures on E . Denote by a the Lie algebra of A and fix a positive Weyl chamber a+ ⊂ a so
that logN is the sum of positive root subspaces. Fix a maximal compact subgroup K of
G so that the Cartan decomposition G = K(exp a+)K holds. Let µ : G → a+ denote the
Cartan projection map (Def. 0.47.7). We denote by LΓ ⊂ a+ the limit cone of Γ, which is
the smallest closed cone containing µ(Γ) (Def. 0.37.13). Let ψΓ : a → R ∪ {−∞} denote
the growth indicator function of Γ (Def. 0.37.14).
For Anosov subgroups, the following two spaces are homeomorphic to each other:
D?Γ := {ψ ∈ a∗ : ψ ≥ ψΓ, ψ(v) = ψΓ(v) for some v ∈ intLΓ} ' int(PLΓ)
where int(PLΓ) denotes the interior of the projective limit cone PLΓ (Proposition 0.39.3).
Since int(LΓ) is a non-empty open convex cone of a+ [5, Thm. 1.2], it follows that D?Γ is
homeomorphic to RrankG−1.
For a linear form ψ ∈ a∗, a Borel probability measure ν on the limit set Λ is called a
(Γ, ψ)-Patterson Sullivan measure if for all γ ∈ Γ and ξ ∈ F ,
dγ∗ν
dν
(ξ) = eψ(βξ(o,γo)) (0.36.1)
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where o = [K] ∈ G/K and β : F × G/K × G/K → a denotes the a-valued Busemann
function (Def. 0.38.2). Quint constructed a (Γ, ψ)-Patterson-Sullivan measure for each
ψ ∈ D?Γ [98]; for Γ Anosov, this measure exists uniquely (hence Γ-ergodic), which we denote
by νψ.
In the rest of the introduction, we let Γ < G be an Anosov subgroup. By a Patterson-
Sullivan measure on Λ, we mean a (Γ, ψ)-Patterson-Sullivan measure on Λ for some ψ ∈ a∗.
We show:
Theorem 0.36.2. The map ψ 7→ νψ is a homeomorphism between D?Γ and the space of
all Patterson-Sullivan measures on Λ. Moreover, Patterson-Sullivan measures are pairwise
mutually singular.
We also denote by νψ the M -invariant lift of νψ on F ' K/M to K by abuse of notation.
The Burger-Roblin measure mBRψ on Γ\G is induced from the following Γ-invariant measure
m̃BRψ on G: for g = k(exp b)n ∈ KAN ,
dm̃BRψ (g) = e
ψ(b)dn db dνψ(k) (0.36.2)
where dn and db are Lebesgue measures on N and a respectively.
The following is a more elaborate version of Theorem 0.46.3:
Theorem 0.36.3 (Classification). The map ψ 7→ [mBRψ ] defines a homeomorphism between
D?Γ and QΓ.
While the P -ergodicity of mBRψ follows from the Γ-ergodicity of νψ, the well-definedness
of the above map is the most significant part of Theorem 0.36.3:
Theorem 0.36.4 (Ergodicity). For each ψ ∈ D?Γ, mBRψ is NM -ergodic.
Since E is a second countable topological space, Theorem 0.36.4 implies:
Corollary 0.36.5. For mBRψ almost all x ∈ E,
xNM = E .
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A Radon measure m on Γ\G is called P -semi-invariant if there exists a character χ :
P → R∗ such that p∗m = χ(p)m for all p ∈ P . Note that any P -semi-invariant Radon
measure is necessarily NM -invariant. We show that any P -semi-invariant Radon measure
on E is of the form mBRψ for some ψ ∈ D?Γ (Proposition 0.52.2). Hence Theorem 0.36.4
implies:
Corollary 0.36.6. The space of all P -semi-invariant Radon measures on E coincides with
QΓ, up to constant multiples.
Discussion on the proof of Theorem 0.36.4.
Fix ψ ∈ D?Γ. Defining a Γ-invariant Radon measure ν̂ψ on H := G/NM ' F × a by
dν̂ψ(gP, b) = e
ψ(b)dνψ(gP ) db,
the standard duality theorem implies that the NM -ergodicity of mBRψ is equivalent to the
Γ-ergodicity of ν̂ψ.
Generalizing the observation of Schmidt [118] (also see [110]) to a higher rank situation,
the Γ-ergodicity of ν̂ψ follows if the closed subgroup, say Eνψ = Eνψ(Γ), consisting of all
νψ-essential values is equal to a (Proposition 0.44.2):
Definition 0.36.7. An element v ∈ a is called a (Γ, νψ)-essential value, if for any ε > 0
and Borel set B ⊂ F with νψ(B) > 0, there exists γ ∈ Γ such that
B ∩ γB ∩ {ξ ∈ F : ‖βξ(o, γo)− v‖ < ε}
has a positive νψ-measure.
Recalling that the Jordan projection λ(Γ) of Γ generates a dense subgroup of a [5], the
following is the main ingredient of our proof of Theorem 0.36.4:
Proposition 0.36.8. For each ψ ∈ D?Γ, there exists a finite subset Fψ ⊂ λ(Γ) such that
λ(Γ)− Fψ ⊂ Eνψ(Γ).
In particular, Eνψ(Γ) = a.
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See Proposition 0.45.2 for a more general version stated for any Zariski dense normal
subgroup of Γ.
Among other things, the following three key properties of Anosov groups play important
roles in the proof of Proposition 0.36.8:
1. (Antipodality) Λ× Λ− {(ξ, ξ)} ⊂ F (2);
2. (Regularity) If γi → ∞ in Γ, then α(µ(γi)) → ∞ for each simple root α of Lie(G)
with respect to a+;
3. (Morse property) There exists a constant D > 0 such that any discrete geodesic ray
[e, x) in Γ tending to x ∈ ∂Γ is contained in the D-neighborhood of some gA+ in G
where g ∈ G satisfies gP = ζ(x).
(1) is a part of the definition of an Anosov subgroup. (2) follows from the fact that LΓ ⊂
int a+∪{0} ( [100], [111], [19], see Lemma 0.42.2). (3) is proved in [51] (Proposition 0.40.7).
Many aspects of our proof of Proposition 0.36.8 can be simplified for a special class
of ψ ∈ D?Γ with certain strong positivity property (cf. Lemma 0.40.1); however as our
eventual goal is the classification theorem as stated in Theorem 0.46.3, we need to address
all ψ ∈ D?Γ which makes the proof much more intricate and requires the full force of the
Anosov property of Γ.
Fix γ0 ∈ Γ and let ξ0 ∈ F denote its attracting fixed point. For any ε > 0, we aim to
show that for any Borel subset B ⊂ F with νψ(B) > 0, there exists γ ∈ Γ such that
νψ(B ∩ γγ0γ−1B ∩ {ξ ∈ F : ‖βξ(o, γγ0γ−1o)− λ(γ0)‖ < ε}) > 0; (0.36.3)
this implies that λ(γ0) ∈ Eνψ(Γ).
For p ∈ G/K, we define
dψ,p(ξ1, ξ2) = e
−[ξ1,ξ2]ψ,p
for any ξ1 6= ξ2 in Λ, where [·, ·]ψ,p denotes the ψ-Gromov product based at p (Def. 0.41.1).
Its well-definedness is due to the antipodality (1). In the rank one case, this is simply
the restriction of the classical visual metric to the limit set Λ. In general, it is not even
symmetric but we show that any sufficiently small power of dψ,p is comparable to some
genuine metric on Λ:
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Theorem 0.36.9. For all sufficiently small s > 0, there exist a metric ds on Λ and Cs > 0
such that for all ξ1 6= ξ2 in Λ,
C−1s ds(ξ1, ξ2) ≤ dψ,p(ξ1, ξ2)s ≤ Csds(ξ1, ξ2).
Remark 0.36.10. In the process of proving this theorem, we also show that the Gromov
product on ∂Γ and the ψ-Gromov product [·, ·]ψ,p are equivalent to each other (see Theorem
0.41.8).
As a consequence of Theorem 0.36.9, dψ,p can be used to define virtual balls with respect
to which Vitali type covering lemma can be applied (Lemma 0.52.6). Consider the family




−1p,p)+i a(γ−1p,p))r), γ ∈ Γ, r > 0
where a(q, p) denotes the a+-valued distance from q to p (Def. 0.37.4). We then show
that for all sufficiently small r > 0, there are infinitely many D(γiξ0, r) satisfying (0.36.3)
(Lemma 0.52.11). The key ingredient in this step is the following:
Lemma 0.36.11. There exists C = C(ψ, p) > 0 such that for all γ ∈ Γ and ξ ∈ Λ,
−ψ(a(p, γp))− C ≤ ψ(βξ(γp, p)) ≤ ψ(a(γp, p)) + C.
In the rank one case, a stronger statement −d(p, q) ≤ βξ(q, p) ≤ d(p, q) holds for all
q, p ∈ G/K and ξ ∈ F , which generalizes to strongly positive linear forms (Lemma 0.40.1).
For a general ψ ∈ D?Γ, our proof of Lemma 0.36.11 is based on the property that the orbit
map γ 7→ γ(o) sends a shadow in the word hyperbolic group Γ to a shadow in the symmetric
space G/K (Proposition 0.40.9), as well as the following lemma, which is of independent
interest: we denote by | · | the word length on Γ with respect to a fixed finite symmetric
generating subset.
Lemma 0.36.12. There exists R > 0 such that for any γ1, γ2 ∈ Γ with |γ1γ2| = |γ1|+ |γ2|,
we have
‖µ(γ1γ2)− µ(γ1)− µ(γ2)‖ < R.
We emphasize that this lemma does not follow from the property of Anosov groups
that (Γ, | · |) → G is a quasi-isometric embedding [45, Thm. 1.7], due to the non-trivial
multiplicative constant.
187
To establish (0.36.3), we approximate a general Borel subset B ⊂ F by some D(γξ0, r)
satisfying (0.36.3). In this step, we prove the following higher rank generalization of Tukia’s
theorem [132, Thm. 4A] (see also [87], [2], [88]):
Theorem 0.36.13. For any Patterson-Sullivan measure ν on Λ, the set of Myrberg limit
points (Def. 0.43.1) has full ν-measure.
It follows that for the AM -invariant Bowen-Margulis-Sullivan measure mBMSψ on Γ\G,
almost all points have dense A+M orbits (Corollary 0.43.10). Using the property that
virtual balls Bp(γξ0, r) satisfy a covering lemma (Lemma 0.52.6) which is a consequence
of Theorem 0.36.9, we show that νψ-almost all Myrberg limit points satisfy the Lebesgue
density type statement for the family {D(γξ0, r) : γ ∈ Γ, r > 0} (Proposition 0.45.8).
By Theorem 0.36.13, this gives a desired approximation of B by some D(γξ0, r) satisfying
(0.36.3).
We finally remark that in our subsequent work [64], we present refined versions of
Theorems 0.46.3 and 0.36.4 buliding on the main results of this paper.
Organization: In section 2, we go over basic definitions and properties of Zariski dense
discrete subgroups of G. In section 3, we discuss the notion of a-valued Gromov product and
define the generalized BMS measures for a pair of (Γ, ψ)-conformal densities on F . From
section 4, we assume that Γ is Anosov. In section 4, we observe that the BMS measures
mBMSψ is AM -ergodic for each ψ ∈ D?Γ. Sections 5 and 6 are devoted to proving Lemma
0.36.11 and Theorem 0.36.9 respectively. In section 7, we prove that the space of PS-
measures on Λ is homeomorphic to D?Γ, which is the first part of Theorem 0.36.2. In section
8, we show that the set of Myrberg limit points of Γ has full measure for any PS-measure
on Λ. In section 9, we discuss the relation between the set of essential values of νψ and the
NM -ergodicity of mBRψ . In the final section 10, we prove Theorems 0.36.4, 0.36.3 and the
second part of Theorem 0.36.2.
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0.37 Limit set and Limit cone.
Let G be a connected, semisimple real Lie group with finite center, and Γ < G be a Zariski
dense discrete subgroup. We fix, once and for all, a Cartan involution θ of the Lie algebra
g of G, and decompose g as g = k ⊕ p, where k and p are the +1 and −1 eigenspaces of θ,
respectively. We denote by K the maximal compact subgroup of G with Lie algebra k, and
by X = G/K the associated symmetric space. We also choose a maximal abelian subalgebra
a of p. Choosing a closed positive Weyl chamber a+ of a, let A := exp a and A+ = exp a+.
The centralizer of A in K is denoted by M , and we set N to be the contracting horospherical
subgroup: for a ∈ intA+, N = {g ∈ G : a−ngan → e as n→ +∞}. Note that logN is
the sum of all positive root subspaces for our choice of A+. Similarly, we also consider
the expanding horospherical subgroup N+: for a ∈ intA+, N+ := {g ∈ G : anga−n →
e as n→ +∞}. We set
P+ = MAN+, and P = P− = MAN−;
they are minimal parabolic subgroups of G which are opposite to each other. The quotient
F = G/P is known as the Furstenberg boundary of G, and is isomorphic to K/M .
Let NK(a) be the normalizer of a in K. Let W := NK(a)/M denote the Weyl group.
Fixing a left G-invariant and right K-invariant Riemannian metric on G induces a W-
invariant inner product on a, which we denote by 〈·, ·〉. The identity coset [e] in G/K is
denoted by o.
Denote by w0 ∈ W the unique element in W such that Adw0 a+ = −a+; it is the longest




Definition 0.37.1 (Visual map). For each g ∈ G, we define
g+ := gP ∈ G/P and g− := gw0P ∈ G/P.
For all g ∈ G and m ∈ M , observe that g± = (gm)± = g(e±). Let F(2) denote the unique
open G-orbit in F×F:
F(2) = G(e+, e−) = {(g+, g−) ∈ F × F : g ∈ G}.
Note that the stabilizer of (e+, e−) is the intersection P− ∩ P+ = MA.
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We say that ξ, η ∈ F are in general position if (ξ, η) ∈ F (2). The Bruhat decomposition
says that G is the disjoint union ∪w∈WN−wP+, and N−P+ is Zariski open and dense in
G. Hence (ξ, η) /∈ F (2) if and only if (ξ, η) ∈ G(e+, we−) for some w ∈ W − {e}.
Cartan projection and a+-valued distance
Definition 0.37.2 (Cartan projection). For each g ∈ G, there exists a unique element
µ(g) ∈ a+, called the Cartan projection of g, such that
g ∈ K exp(µ(g))K.
When µ(g) ∈ int a+ and g = k1µ(g)k2, k1, k2 are determined uniquely up to mod M ,
more precisely, if g = k′1µ(g)k
′
2, then for some m ∈ M , k1 = k′1m and k2 = m−1k′2. We
write
κ1(g) := [k1] ∈ K/M and κ2(g) := [k2] ∈M\K.
Lemma 0.37.3. [5, Lem. 4.6] For any compact subset L ⊂ G, there exists a compact
subset Q = Q(L) ⊂ a such that for all g ∈ G,
µ(LgL) ⊂ µ(g) +Q.
Definition 0.37.4 (a+-valued distance). We define a : X ×X → a+ by
a(p, q) := µ(g−1h)
where p = g(o) and q = h(o).
Accumulation of points of X on F
Let Π denote the set of all simple roots of g with respect to a+.
Definition 0.37.5. We write that
1. vi →∞ regularly in a+ if α(vi)→∞ as i→∞ for all α ∈ Π;
2. ai →∞ regularly in A+ if log ai →∞ regularly in a+;
3. gi →∞ regularly in G if µ(gi)→∞ regularly in a+.
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uniformly on compact subsets of N .
Lemma 0.37.6. If the closure of {(ξi, e−) : i = 1, 2, · · · } is contained in F (2), then aiξi →
e+ for any sequence ai →∞ regularly in A+.
Proof. The hypothesis implies that ξi = nie





+ → e+ as ai →∞ regularly in A+.
Definition 0.37.7. 1. A sequence gi ∈ G is said to converge to ξ ∈ F , if gi → ∞




2. A sequence pi = gi(o) ∈ X is said to converge to ξ ∈ F if gi does.
Lemma 0.37.8. Consider a sequence gi = kiaih
−1
i where ki ∈ K, ai ∈ A+, hi ∈ G satisfy
that k+i → k
+
0 in K, hi → h0 in G, and ai → ∞ regularly in A+. Then for any ξ ∈ F in






Proof. As (ξ, h−0 ) ∈ F (2), we have (h
−1
0 ξ, e
−) ∈ F (2). Since F (2) is open and h−1i ξ → h
−1
0 ξ,
we have (h−1i ξ, e
−) ∈ F (2) for all large i. By Lemma 0.37.6, aih−1i ξ → e+ as i → ∞.
Therefore limi→∞ giξ = limi→∞ ki(aih
−1
i ξ) = k
+
0 .
Lemma 0.37.9. If gi ∈ G converges to ξ ∈ F , then limi→∞ gip = ξ for any p ∈ X.
Proof. Write gi = kiai`
−1
i ∈ KA+K. The hypothesis implies that ai →∞ regularly in A+
and k+i → ξ as i→∞. Let k0 ∈ K be such that k
+
0 = ξ, and g ∈ G be such that g(o) = p.







−1 ∈ KA+K. We need to show that limi→∞ k′i = k
+





suffices to show that any limit of the sequence k−1i k
′
i belongs to M = StabK e
+.




i. Let q be a limit of the sequence qi. By passing to a subsequence, we may







is bounded. Passing to a subsequence, assume that hi converges to some h0 ∈ G as i→∞.
Choose η ∈ F that is in general position with both h−0 and e−. Then limi→∞ aih
−1






+ by Lemma 0.37.8. Since aih
−1
i η = qia
′
iη, we get e
+ = q+ = q(e+).
This implies q ∈ StabK e+ = M .
Lemma 0.37.10. If gi → g in G and ai → ∞ regularly in A+, then for any p ∈ X,
limi→∞ giai(p) = g
+ and limi→∞ gia
−1
i (p) = g
−.
Proof. By Lemma 0.37.9, it suffices to consider the case when p = o. Write giai = kibi`
−1
i ∈
KA+K. As the sequence gi is bounded, it follows from Lemma 0.37.3 that bi →∞ regularly
in A+. In order to show that giai(o)→ g+, it suffices to show that if ki → k0, then k+0 = g+.
By passing to a subsequence, we may assume that `i → `0 in K. Choose ξ ∈ F which is
in general position with both `−0 and e
−. Then giaiξ → k+0 by Lemma 0.37.8. On the
other hand, as (ξ, e−) ∈ F (2), giaiξ → g+ by Lemma 0.37.6. Hence g+ = k+0 , proving the




0 for some bi ∈ A+, and
giw0biw
−1
0 (o) = giw0bi(o)→ (gw0)+ = g−.
Limit set and Limit cone.
Denote by mo the K-invariant probability measure on F ' K/M .
Definition 0.37.11 (Limit set). The limit set Λ of Γ is defined as the set of all points
ξ ∈ F such that the Dirac measure δξ is a limit point of {γ∗mo : γ ∈ Γ} in the space of
Borel probability measures on F .
Benoist showed that Λ is the unique minimal Γ-invariant closed subset of F. Moreover,
Λ is Zariski dense in F ( [5, Section 3.6], see also [34, Lem. 2.10] for a stronger statement).





γip ∈ F : γi ∈ Γ, p ∈ X
}
.
Proof. Let (γi)∗mo → δξ, and write γi = kiai`−1i ∈ KA+K. Suppose ki → k. Then
(ai)∗mo → δk−1ξ. It follows that ai → ∞ regularly in A+ and k−1ξ = e+, i.e., ξ = k+.
Hence γi → ξ. This proves the inclusion ⊂. If γip → ξ and γi = kiai`−1i ∈ KA+K, then
ai →∞ regularly and k+i → ξ. Since (ai)∗mo converges to δe+ , we have (γi)∗mo → δξ. This
proves the other inclusion.
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Any element g ∈ G can be written as the commuting product ghgegu, where gh, ge
and gu are unique elements which are conjugate to elements of A
+, K and N , respectively.
When gh is conjugate to an element of intA
+, g is called loxodromic; in such a case, gu = e.
If a loxodromic element g ∈ G satisfies ϕ−1ghϕ ∈ intA+ for ϕ ∈ G, then
y+g := ϕ
+ and y−g := ϕ
− (0.37.1)
are called the attracting and repelling fixed points of g respectively.
Lemma 0.37.2. [5, Lem. 3.6] The set
{(y+γ , y−γ ) ∈ Λ× Λ : γ is a loxodromic element of Γ}
is dense in Λ× Λ.
The Jordan projection of g is defined as λ(g) ∈ a+, where expλ(g) is the element of A+
conjugate to gh.
Definition 0.37.13 (Limit cone). The limit cone LΓ ⊂ a+ of Γ is defined as the smallest
closed cone containing the Jordan projection λ(Γ). Alternatively, it can be defined as the
smallest closed cone containing µ(Γ) [34, Lem. 2.18].
The limit cone LΓ is a convex subset of a+ with non-empty interior [5, Thm. 1.2].
Definition 0.37.14 (Growth indicator function). The growth indicator function ψΓ :
a+ → R ∪ {−∞} is defined as a homogeneous function, i.e., ψΓ(tu) = tψΓ(u), such that for








log #{γ ∈ Γ : µ(γ) ∈ C , ‖µ(γ)‖ ≤ t}.
We may consider ψΓ as a function on a by setting ψΓ = −∞ outside of a+. Quint
showed the following:
Theorem 0.37.15. [97, Thm. IV.2.2] The growth indicator function ψΓ is concave, upper-
semicontinuous, and satisfies
LΓ = {u ∈ a+ : ψΓ(u) > −∞}.
Moreover, ψΓ is non-negative on LΓ and positive on intLΓ.
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0.38 a-valued Gromov product and generalized BMS-measures
Iwasawa cocycle and a-valued Busemann function
The Iwasawa decomposition says that the product map K×A×N → G is a diffeomorphism.
Definition 0.38.1. The Iwasawa cocycle σ : G × F → a is defined as follows: for (g, ξ) ∈
G× F, σ(g, ξ) ∈ a is the unique element satisfying
gk ∈ K exp(σ(g, ξ))N (0.38.1)
where k ∈ K is such that ξ = k+.
It satisfies the cocycle relation
σ(g1g2, ξ) = σ(g1, g2ξ) + σ(g2, ξ)
for all g1, g2, g3 ∈ G and ξ ∈ F .
Definition 0.38.2. The a-valued Busemann function β : F×X × X → a is defined as
follows: for ξ ∈ F and g(o), h(o) ∈ X,
βξ(g(o), h(o)) := σ(g
−1, ξ)− σ(h−1, ξ).
Observe that the Busemann function is continuous in all three variables. To ease the
notation, we will write βξ(g, h) = βξ(g(o), h(o)). We can check that for all g, h, q ∈ G and
ξ ∈ F ,
βξ(g, h) + βξ(h, q) = βξ(g, q),




Geometrically, if ξ = k+ ∈ F for k ∈ K, then for any unit vector u ∈ a+,
〈βξ(g, h), u〉 = lim
t→+∞
d(g(o), ξt)− d(h(o), ξt)
where ξt = k exp(tu)o ∈ X.
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Lemma 0.38.3. For any loxodromic element g ∈ G and p ∈ X,
βy+g (p, gp) = λ(g) and βy−g (p, gp) = −λ(g
−1).
Proof. Let ϕ ∈ G be so that g = ϕamϕ−1 for some a ∈ A+ and m ∈ M . If p = h(o) for
h ∈ G, then, since g−1 fixes ϕ+,
βy+g (p, gp) = βϕ+(ho, gho) = σ(h
−1, ϕ+)− σ(h−1g−1, ϕ+) = −σ(g−1, ϕ+).
Writing ϕ = kb with k ∈ K and b ∈ P , we have
g−1k = ϕ(am)−1ϕ−1k = kb(am)−1b−1 ∈ Ka−1N.
This gives σ(g−1, ϕ+) = log a−1 = −λ(g), and hence the first identity. The second identity




Definition 0.38.4 (Opposition involution). The involution i : a→ a defined by
i(u) = −Adw0(u)
is called the opposition involution; it preserves a+. Note that for all g ∈ G,
λ(g−1) = i(λ(g)) and µ(g−1) = i(µ(g)).
It follows that
i(LΓ) = LΓ and ψΓ ◦ i = ψΓ. (0.38.3)
Definition 0.38.5. We define the a-valued Gromov product on F (2) as follows: for (ξ, η) ∈
F (2),
G(ξ, η) := βg+(e, g) + iβg−(e, g)
where g ∈ G satisfies g+ = ξ and g− = η.
The definition does not depend on the choice of a representative of [g] ∈ G/AM . For
all h ∈ G and (x, y) ∈ F (2), we have the following identity:
G(hx, hy)− G(x, y) = σ(h, x) + iσ(h, y). (0.38.4)
As G(y, x) = iG(x, y), the Gromov product is not symmetric in general.
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Lemma 0.38.6. [131] There exists a family of irreducible representations (ρα, Vα), α ∈ Π,
of G so that
1. the highest weight χα of ρα is a positive integral multiple of the fundamental weight
$α corresponding to α;
2. the highest weight space of ρα is one dimensional.
For α ∈ Π, denote by V +α the highest weight space of ρα, and by V <α its unique com-




α , and hence the map
g 7→ (ρα(g)V +α )α∈Π factors through a proper immersion




Let 〈·, ·〉α be a K-invariant inner product on Vα with respect to which A is symmetric; then
V +α and V
<
α are orthogonal to each other. We denote by ‖·‖α the norm on Vα induced by
〈·, ·〉α. For ϕ ∈ V ∗α , ‖ϕ‖α means the operator norm of ϕ. We also use the notation ‖ · ‖α for
a bi-ρα(K)-invariant norm on GL(Vα).
Lemma 0.38.7. For all α ∈ Π and g ∈ G,




where v ∈ gV +α and ϕ ∈ V ∗α is such that kerϕ = gV <α .
Proof. If we define G′(g+, g−) to be the unique element of a satisfying (0.38.5), it is shown
in [112, Lem 4.12] that G′ satisfies (0.38.4). Hence for all h ∈ G,
G′(h+, h−)− G′(e+, e−) = G(h+, h−)− G(e+, e−).
Observe that G′(e+, e−) = 0; take ϕ to be the projection V → V +α parallel to V <α . Since
V +α and V
<







Since G(e+, e−) = 0, we conclude G = G′ on F (2).
Remark 0.38.8. In view of this lemma, our definition of Gromov product differs by − i
from the one given in [112].
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Patterson-Sullivan measures on Λ
Definition 0.38.9 (Conformal measures). Given a closed subgroup Γ < G and ψ ∈ a∗, a




(ξ) = eψ(βξ(e,γ)) (0.38.6)
where γ∗ν(Q) = ν(γ
−1Q) for any Borel subset Q ⊂ F.
If 2ρ denotes the sum of all positive roots of G with respect to a+, then a (G, 2ρ)-
conformal measure is precisely the K-invariant probability measure mo on F .
Fix a Zariski dense discrete subgroup Γ < G in the rest of this section.
Definition 0.38.10 (Patterson-Sullivan measures). For ψ ∈ a∗, a (Γ, ψ)-conformal measure
supported on the limit set Λ will be called a (Γ, ψ)-PS measure. By a PS measure on Λ, we
mean a (Γ, ψ)-PS measure for some ψ ∈ a∗.
Set
DΓ := {ψ ∈ a∗ : ψ ≥ ψΓ}.
The following collection of linear forms is of particular importance:
D?Γ := {ψ ∈ DΓ : ψ(u) = ψΓ(u) for some u ∈ LΓ ∩ int a+}. (0.38.7)
By (0.38.3), ψ ◦ i ∈ D?Γ for all ψ ∈ D?Γ. The concavity of ψΓ and the non-emptiness of intLΓ
imply that D?Γ is non-empty by the Hahn-Banach theorem. When ψ(u) = ψΓ(u), we say ψ
is tangent to ψΓ at u.
Generalizing the work of Patterson and Sullivan ( [94], [126]), Quint [98] constructed a
(Γ, ψ)-PS measure for every ψ ∈ D?Γ.
Generalized BMS-measure mν1,ν2.
Given a pair of Γ-conformal measures on F, we now define an MA-semi invariant measure
on Γ\G, which we call a generalized BMS-measure.
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Definition 0.38.11 (Hopf parametrization). The map
gM → (g+, g−, b = βg+(e, g))
gives a homeomorphism betweenG/M and F(2)×a, which is called the Hopf parametrization
of G/M .
Fixing a pair of Γ-conformal measures νψ1 , νψ2 on F for a pair of linear forms ψ1, ψ2 ∈ a∗,
we define a Radon measure m̃νψ1 ,νψ2 on G/M as follows: for g = (g
+, g−, b) ∈ F(2)×a,
dm̃νψ1 ,νψ2 (g) = e
ψ1(βg+ (e,g))+ψ2(iβg− (e,g)) dνψ1(g
+)dνψ2◦i(g
−)db, (0.38.8)
where db = d`(b) is the Lebesgue measure on a. This measure is left Γ-invariant, and hence
induces a measure on Γ\G/M . We denote by mνψ1 ,νψ2 its M -invariant lift to Γ\G. It is
A-semi-invariant as
a∗mνψ1 ,νψ2 = e
(ψ2−ψ1)(log a)mνψ1 ,νψ2 (0.38.9)
for all a ∈ A [34, Lem. 3.6].
BMS-measures: mBMSνψ . Let ψ ∈ a
∗ and let νψ be a (Γ, ψ)-PS measure. We set
mBMSνψ := mνψ ,νψ (0.38.10)
and call it the Bowen-Margulis-Sullivan measure associated to νψ. It is right MA-invariant
and its support is given by
Ω := {x ∈ Γ\G : x± ∈ Λ};
since Λ is Γ-invariant, the condition x± ∈ Λ is well-defined. When the rank of G is at least
2, mBMSνψ is expected to be an infinite measure unless Γ is a lattice. Note that for [g] ∈ G/M ,




N-invariant BR-measures: mBRνψ . We set
mBRνψ := mνψ ,mo (0.38.12)
and call it the N -invariant Burger-Roblin measure associated to νψ. See [34, Section 3] for
the equivalence of this definition with the one given in (0.36.2). The support of mBRνψ is
given by
E := {x ∈ Γ\G : x+ ∈ Λ}.
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0.39 Anosov groups and AM-ergodicity of BMS measures
Let Γ be a Zariski dense discrete subgroup of G, and set Λ(2) := (Λ× Λ) ∩ F (2).
Definition 0.39.1. We say that Γ < G is Anosov, if it is a finitely generated word hyper-
bolic group admitting a Γ-equivariant homeomorphism ζ : ∂Γ→ Λ such that (ζ(x), ζ(y)) ∈
Λ(2) for all x 6= y ∈ ∂Γ, where ∂Γ denotes the Gromov boundary of Γ.
Such ζ is Hölder continuous and exists uniquely ( [57, Prop. 3.2] and [19, Lem. 2.5]).
We call it the limit map of Γ. We note that the antipodal property of Λ follows directly:
Λ× Λ− {(ξ, ξ)} = Λ(2). (0.39.1)
In the literature, this definition is referred to as P -Anosov for a minimal parabolic subgroup
P of G. See [45], [44] and [51] for equivalent characterizations of Anosov subgroups.
In the rest of this section, let Γ be an Anosov subgroup of G. The following theorem was
proved by Quint [100, Prop. 3.2 and Thm. 4.7] for Schottky groups and by Sambarino [111,
Coro. 3.12, 3.13 and 4.9] for general Anosov subgroups in view of the results in [19]:
Theorem 0.39.2. 1. LΓ ⊂ int a+∪{0} and every non-trivial element of Γ is loxodromic.
2. ψΓ is strictly concave and analytic on intLΓ.
3. D?Γ = {ψ ∈ DΓ : ψ(u) = ψΓ(u) for some u ∈ intLΓ}.
4. For any ψ ∈ D?Γ, ψ > 0 on LΓ − {0}.
5. For any ψ ∈ D?Γ, there exists a unique (Γ, ψ)-PS measure, say νψ, on F. In particular,
νψ is Γ-ergodic.
(1) and (3) imply that if ψ ∈ DΓ is tangent to ψΓ at some u ∈ LΓ−{0}, then u ∈ intLΓ.
For u ∈ LΓ, we denote by DuψΓ the directional derivative of ψΓ at u, whenever it exists.
Proposition 0.39.3. For each u ∈ intLΓ, ψu := DuψΓ ∈ D?Γ and DuψΓ(u) = ψΓ(u).
Moreover, the map u 7→ ψu induces a homeomorphism between the set of unit vectors of
intLΓ (' intPLΓ) and D?Γ. Hence D?Γ ' Rrank G−1.
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Proof. See ( [111, Thm. A], [34, Lem. 2.23]) for the first claim. The well-definedness and
surjectivity of the map u 7→ DuψΓ follows from it, and the injectivity follows from the strict
concavity of ψΓ as in Theorem 0.39.2(2). Continuity follows from the analyticity of ψΓ on
intLΓ. We claim that if DuiψΓ → DuψΓ for some unit vectors ui, u ∈ intLΓ, then ui → u.
Let v ∈ LΓ be a limit of the sequence ui. By passing to a subsequence, assume ui → v. By
the upper-semi continuity of ψΓ (Theorem 0.37.15), we have
ψΓ(v) ≥ lim sup
i→∞
ψΓ(ui).
Since ψΓ(ui) = DuiψΓ(ui) and DuiψΓ → DuψΓ, we get ψΓ(v) ≥ DuψΓ(v). Since DuψΓ ∈
DΓ, we have ψΓ(v) = DuψΓ(v). It follows from Theorem 0.39.2(1) and (3) that v ∈ intLΓ.
Since ψΓ(u) = DuψΓ(u), the strict concavity of ψΓ on intLΓ implies that u = v, establishing
the homeomorphism. Since int(LΓ) is a non-empty open convex cone of a+, int(PLΓ) '
P int(LΓ) is homeomorphic to RrankG−1.
We denote by ∇ψΓ the gradient of ψΓ so that DuψΓ(v) = 〈∇ψΓ(u), v〉 for u ∈ intLΓ
and v ∈ a. Set
OΓ := {∇ψΓ(u) ∈ a : u ∈ intLΓ}, (0.39.2)
which is an open convex cone of a− {0}. By Proposition 0.39.3, the map w 7→ 〈w, ·〉 gives
a homeomorphism between {∇ψΓ(u) ∈ a : u ∈ intLΓ, ‖u‖ = 1} and D?Γ, and hence a
homeomorphism
OΓ ' R+D?Γ.
Quint showed that there exists a unique unit vector, say uΓ ∈ int a+, such that ψΓ(uΓ) =
max‖u‖=1 ψΓ(u). The vector uΓ is called the direction of maximal growth of Γ. If we set
δΓ := ψΓ(uΓ), then ∇ψΓ(uΓ) = δΓuΓ and
δΓ = lim sup
T→∞
log #{γ ∈ Γ : ‖µ(γ)‖ < T}
T
.
Consider the following dual cone to LΓ:
L∗Γ := {w ∈ a : 〈w, v〉 ≥ 0 for all v ∈ LΓ}.
Note that intL∗Γ = {w ∈ a : 〈w, v〉 > 0 for all non-zero v ∈ LΓ}.
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Lemma 0.39.4. We have OΓ = intL∗Γ. In particular,
a+ − {0} ⊂ OΓ ⊂ a− {0}.
Proof. If w ∈ OΓ, then 〈w, ·〉 ∈ R+D?Γ, and hence by Theorem 0.39.2 (3), 〈w, v〉 > 0 for all
v ∈ LΓ − {0}. Hence OΓ ⊂ intL∗Γ. Now suppose w ∈ intL∗Γ. Setting ψ(v) := 〈w, v〉, we
claim that ψ ∈ R+D?Γ; this implies intL∗Γ ⊂ OΓ. Since w ∈ intL∗Γ, ψ > 0 on LΓ − {0} and
hence c := max‖v‖=1,v∈LΓ ψ(v) > 0. Since δΓc
−1ψ ≥ ψΓ on LΓ, and hence on a, it follows
that for some ε > 0, εψ ∈ D?Γ, i.e., ψ ∈ R+D?Γ.
Since LΓ − {0} ⊂ int a+ and the angle between any two walls of a+ is at most π/2, the
second claim follows.
AM-ergodicity of mBMSψ
We fix ψ ∈ D?Γ and set






The composition c := ψ◦σ : Γ×Λ→ R is a Hölder cocycle satisfying c(γ, y+γ ) = ψ(λ(γ)) > 0
for all non-trivial γ ∈ Γ.
Consider the action of Γ on Λ(2) ×R given as follows: for γ ∈ Γ and (ξ, η, t) ∈ Λ(2) ×R,
γ.(ξ, η, t) = (γξ, γη, t+ c(γ, ξ)).
The R-action on Λ(2) × R defined by
τs(ξ, η, t) = (ξ, η, t+ s)
will be called translation flow.
The following is proved in [113, Thm. 3.2] when Γ is the fundamental group of a
closed negatively curved manifold, and can be extended for general Anosov groups, using
ingredients from [19]. The sketch of the proof can be found in [23, Appendix A].
Theorem 0.39.5. The action of Γ on Λ(2) × R is proper and cocompact, and the measure
dm̃ψ(ξ, η, t) = e
ψ(G(ξ,η))dνψ(ξ)⊗ dνψ◦i(η)⊗ dt induces the measure of maximal entropy, say
mψ, for {τs : s ∈ R} on Γ\Λ(2) × R. In particular, mψ is {τs : s ∈ R}-ergodic.
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In terms of the Hopf parametrization, Γ acts on Λ(2) × a = supp m̃BMSψ as follows: for
γ ∈ Γ and (ξ, η, v) ∈ Λ(2) × a,
γ.(ξ, η, v) = (γξ, γη, v + σ(γ, ξ)).
Corollary 0.39.4. For any ψ ∈ D?Γ, the AM -action on (Γ\G,mBMSψ ) is ergodic and if
rankG ≥ 2, |mBMSψ | =∞.
Proof. The {τs : s ∈ R}-ergodicity of mψ is equivalent to ergodicity of (Λ(2),Γ, νψ⊗νψ◦i|Λ(2)),
which is again equivalent to the AM -ergodicity of mBMSψ . Consider the projection map
π : Γ \Λ(2) × a→ Γ \Λ(2) ×R induced by the Γ-equivariant map Λ(2) × a→ Λ(2) ×R given
by (ξ, η, v) 7→ (ξ, η, ψ(v)). Then π is a principal kerψ-bundle, which is trivial as kerψ is
a vector group. It follows that there exists a kerψ-equivariant homeomorphism between
Γ \Λ(2) × a and
(
Γ \Λ(2) × R
)
× kerψ. Therefore mBMSψ disintegrates over the measure
mψ with conditional measure being the Lebesque measure on kerψ ' RrankG−1 so that
mBMSψ ' mψ ⊗ Lebkerψ (cf. [112, Prop. 3.5]). This gives the infinitude of |mBMSψ | when G
has rank at least 2.
0.40 Comparing a-valued Busemann functions and distances
via ψ
When G has rank one, for any p, q ∈ X, the maximum and minimum of Busemann function
βξ(p, q), ξ ∈ F are always achieved as ±d(p, q). A higher rank generalization of this fact
can be stated as follows.
Lemma 0.40.1. Let ψ ∈ a∗ be strongly positive, in the sense that ψ is a non-negative linear
combination of fundamental weights $α, α ∈ Π. Then for any p, q ∈ X and ξ ∈ F , we have
−ψ(a(q, p)) ≤ ψ(βξ(p, q)) ≤ ψ(a(p, q)). (0.40.2)
Proof. We use notations introduced in Lemma 0.38.6. Since $α is a positive multiple of
χα, it suffices to prove the claim when ψ = χα for α ∈ Π.
Write q = go, and p = hq for some g, h ∈ G. Note that
χα(a(p, q)) = χα(µ(g
−1h−1g)) = log‖ρα(g−1h−1g)‖α.
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Write g−1ξ = k+ for some k ∈ K and g−1h−1gk = k′an ∈ KAN . Then
βξ(p, q) = σ(g
−1h−1g, k+) = log a.
Hence for a unit vector v ∈ Vα,
χα(βξ(p, q)) = log ‖ρα(g−1h−1g)ρα(k)v‖ ≤ log ‖ρα(g−1h−1g)‖α = χα(a(p, q)).
Since ‖ρα(g−1)‖−1 ≤ ‖ρα(g)v‖ and χα(a(q, p)) = log‖ρα(g−1hg)‖α, we also get
χα(βξ(p, q)) ≥ log ‖ρα(g−1hg)‖
−1
α = −χα(a(q, p)).
There are ψ ∈ D?Γ’s which are not strongly positive (see Lemma 0.39.4). We establish
the following modification for Anosov groups, which is the main goal of this section:
Theorem 0.40.1. Let Γ < G be Anosov. For any ψ ∈ D?Γ and p ∈ X, there exists
C = C(ψ, p) > 0 such that for all γ ∈ Γ and ξ ∈ Λ,
−ψ(a(p, γp))− C ≤ ψ(βξ(γp, p)) ≤ ψ(a(γp, p)) + C.
We begin by noting that ψ(a(γp, p)) is always positive possibly except for finitely many
γ’s:
Lemma 0.40.3. Let ψ ∈ D?Γ and p ∈ X. For any sequence γi → ∞ in Γ, ψ(a(γip, p)) →
+∞.
Proof. By Lemma 0.37.3, it suffices to check that ψ(µ(γi)) → +∞ as i → ∞. Setting
ti := ‖µ(γi)‖−1, passing to a subsequence, we may assume that tiµ(γi) converges to some
unit vector u ∈ a. As u ∈ LΓ, we have ψ(u) > 0 by Lemma 0.39.2. Since ψ(tiµ(γi))→ ψ(u)
and ψ(µ(γi)) = t
−1
i ψ(tiµ(γi)), we have ψ(µ(γi))→ +∞.
The following is the main ingredient of the proof of Theorem 0.52.9:
Proposition 0.40.2. For p ∈ X, there exists C = C(p) > 0 such that for each (γ, ξ) ∈
Γ× Λ, we can find γ1 = γ1(ξ), γ2 = γ2(ξ) ∈ Γ satisfying
1. γ = γ1γ2 and |γ| = |γ1|+ |γ2|;
203
2. ‖βξ(γp, p) + µ(γ1)− µ(γ−12 )‖ ≤ C;
3. ‖a(γp, p)− µ(γ−11 )− µ(γ
−1
2 )‖ ≤ C.
Proof of Theorem 0.52.9 using Proposition 0.40.2: For γ ∈ Γ and ξ ∈ Λ, choose
γ1, γ2 ∈ Γ as in Proposition 0.40.2. Then
ψ(βξ(γp, p)) ≤ ψ(µ(γ−12 )− µ(γ1)) + C‖ψ‖
≤ ψ(µ(γ−12 ) + µ(γ
−1
1 )) + C‖ψ‖
≤ ψ(a(γp, p)) + 2C‖ψ‖,
where the second inequality is valid because ψ(µ(γ±11 )) ≥ 0. Similarly, we get
ψ(βξ(γp, p)) ≥ ψ(µ(γ−12 )− µ(γ1))− C‖ψ‖
≥ −ψ(µ(γ2) + µ(γ1))− C‖ψ‖.
Since iµ(g−1) = µ(g), i a(p, q) = a(q, p) and the norm is i-invariant, we get ψ(βξ(γp, p)) ≥
ψ(a(p, γp))− 2C‖ψ‖.
The rest of this section is devoted to a proof of Proposition 0.40.2 in which shadows of
F and ∂Γ as well as their relationship play important roles.
Shadows in F
Let q ∈ X and r > 0. The shadows of the ball B(q, r) viewed from p ∈ X and ξ ∈ F are
respectively defined as
Or(p, q) := {gk+ ∈ F : k ∈ K, gk intA+o ∩B(q, r) 6= ∅}
where g ∈ G satisfies p = g(o), and
Or(ξ, q) := {h+ ∈ F : h− = ξ, ho ∈ B(q, r)}.
The following two lemmas 0.40.3 and 0.52.10 are proved for G = SLn(R) in [128]. For
r > 0, we set Ar = {a ∈ A : ‖ log a‖ ≤ r}, and A+r = Ar ∩A+.
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Lemma 0.40.3. If a sequence qi ∈ X converges to ξ ∈ F , then for any r > 0, q ∈ X and
ε > 0, we have, for all sufficiently large i,
Or(ξ, q) ⊂ Or+ε(qi, q).
Proof. Since Or(ξ, g(o)) = gOr(g
−1ξ, o) = kgOr(e
+, o) for k ∈ K with k+ = g−1ξ, it
suffices to consider the case when q = o and ξ = e+. Since qi → e+, we have qi = kiaio
for some ki → e in K and ai → ∞ regularly in A+. Fixing ε > 0, we need to show
Or(e
+, o) ⊂ Or+ε(kiaio, o) for all large i  1. As ki → e, k−1i Or(e+, o) ⊂ Or+ε/2(e+, o)
for all sufficiently large i. Therefore it suffices to show that Or(e
+, o) ⊂ Or+ε(aio, o) for all
large i.
Let ξ ∈ Or(e+, o), that is, ξ = h+ for some h ∈ Pw0 ∩KA+r K. Note that the sequence
a−1i hw
−1
0 ai is bounded as ai ∈ A+ and hw
−1
0 ∈ P . If we write a
−1
i h = k̃iãiñi ∈ KAN , then





0 ai = k̃iãiñiw
−1








0 ai) ∈ KAN
+.
As the product map K × A ×N+ → G is a diffeomorphism, there exists R > 1 such that




0 ai must be bounded
while ai →∞ regularly in A+, it follows that ñi → e as i→∞. We now claim that for all
sufficiently large i 1,
aik̃i intA
+ ∩KA+r+εK 6= ∅
and hence ξ = h+ = aik̃
+






















0 ∈ AR, we can find b̃i ∈ biAR such that
aik̃ib̃i → h as i→∞. On the other hand, there exists a neighborhood O of e in G such that
KA+r KO ⊂ KAr+εK [40, Thm. 2.1]. Since h ∈ KA+r K and b̃i ∈ intA+ for all large i 1,
we obtain that aik̃ib̃i ∈ KAr+εK for all sufficiently large i. This finishes the proof.
The following is an analogue of Sullivan’s shadow lemma:
Lemma 0.40.4. There exists κ > 0 such that for any p, q ∈ X and r > 0, we have
sup
ξ∈Or(p,q)
‖βξ(p, q)− a(p, q)‖ ≤ κr.
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We will prove this lemma using the following:
Lemma 0.40.5. 1. There exists c1 > 1 such that for all r ≥ 0,
KA+r K ⊂ KAc1rN.
2. There exists c2 > 1 such that for all g ∈ G and r ≥ 0, we have
µ(gKA+r K) ⊂ µ(g) + logAc2r.
Proof. We use notations introduced in Lemma 0.38.6. Since χα, α ∈ Π, form a dual basis
of a∗, ‖·‖∗ :=
∑
α∈Π |χα(·)| defines a norm on a. Let k ∈ K and a ∈ A+r be arbitrary. Write
ak = k′bn ∈ KAN . Let α ∈ Π. For vα ∈ V +α \{0}, we have
‖ρα(ak)vα‖α = ‖ρα(k′bn)vα‖α = ‖ρα(b)vα‖α = eχα(log b)‖vα‖α.
On the other hand, we have
e−χα(log a)‖vα‖α ≤ ‖ρα(ak)vα‖α ≤ eχα(log a)‖vα‖α.
Hence |χα(log b)| ≤ |χα(log a)| for all α ∈ Π; so ‖ log b‖∗ ≤ ‖ log a‖∗. Since ‖ · ‖∗ and ‖ · ‖
are comparable, the first claim follows.
Note that eχα(µ(g)) = ‖ρα(g)‖α for g ∈ G. For all k ∈ K and a ∈ A+,
‖ρα(gka)‖α ≤ ‖ρα(g)‖α‖ρα(k)‖α‖ρα(a)‖α = eχα(log a)‖ρα(g)‖α,
and similarly,
‖ρα(g)‖α ≤ ‖ρα(gka)‖α‖ρα(k−1)‖α‖ρα(a−1)‖α = eχα(log a)‖ρα(gka)‖α.
It follows that −χα(log a) ≤ χα(µ(gka) − µ(g)) ≤ χα(log a). This means that ‖µ(gka) −
µ(g)‖∗ ≤ ‖ log a‖∗, finishing the proof.
Proof of Lemma 0.52.10. It suffices to prove the claim for p = o and q = a−1o for
a ∈ A+. Let ξ = k+ ∈ Or(o, a−1o) for k ∈ K. Then there exists b ∈ intA+ such that
d(kbo, a−1o) < r. Hence akb ∈ KA+r K. Now note that ak ∈ Ke−βξ(o,a
−1o)N by the
definition of βξ(o, a
−1o) and hence
akb ∈ Kbe−βξ(o,a−1o)N ∩KA+r K.
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By Lemma 0.40.5(1), be−βξ(o,a
−1o) ∈ Ac1r. On the other hand, b ∈ Ka−1KA+r K, and hence
log b ∈ µ(a−1KA+r K). By Lemma 0.40.5(2), b ∈ a−1Ac2r. Since a(o, a−1o) = log(a−1), the
lemma is now proved.
Lemma 0.52.10 implies Theorem 0.52.9 for those ξ ∈ Or(γp, p). In order to control the
value of βξ(γp, p) when ξ /∈ Or(γp, p), we use the Anosov property of Γ. Let us recall some
basic terminologies for hyperbolic groups for which we refer to [20] and [50].
Discrete geodesics
Let Γ be a finitely generated word hyperbolic group. We fix a finite symmetric generating
subset S of Γ once and for all. Let | · | : Γ→ N ∪ {0} denote the word length associated to
S. We denote by dw the associated left-invariant word metric, that is, dw(γ1, γ2) := |γ−11 γ2|
for γ1, γ2 ∈ Γ.
A finite sequence (γ0, · · · , γn) of elements of Γ will be called a finite path if γ−1i γi+1 ∈ S
for all i. Such a path will be called a geodesic segment if |γ−10 γn| = n. Infinite and bi-
infinite paths can be defined analogously. They will be called geodesic rays and geodesic
lines, respectively, if all of their finite subpaths are geodesic segments.
Let ∂Γ denote the Gromov boundary of Γ, that is, ∂Γ is the set of equivalence classes
of geodesic rays, where two rays are equivalent to each other if and only if their Hausdorff
distance is finite. For a geodesic ray (γ0, γ1, · · · ), we use the notation [γ0, γ1, · · · ] for its
equivalence class in ∂Γ.
Let (·|·) denote the Gromov product in the hyperbolic space Γ based at e ∈ Γ: (γ1|γ2) :=
1
2 (dw(γ1, e) + dw(γ2, e)− dw(γ1, γ2)). This extends to ∂Γ: for x, y ∈ ∂Γ, (x|y) := sup lim infi,j→∞(γi|γ
′
j)
where the supremum is taken over all sequences γi and γ
′
j such that x = lim γi and y = lim γ
′
j .
The union Γ∪ ∂Γ is a compact space with the topology given as follows: a sequence γi ∈ Γ
converges to x ∈ ∂Γ if and only if limi→∞(γi|vi) = ∞ for any geodesic ray (e, v1, v2, · · · )
representing x.
For any x, y ∈ Γ ∪ ∂Γ, there exists a discrete geodesic starting from x and ending at y,
which may not be unique. By [x, y], we mean one of those geodesics and by [x, y) we mean
[x, y]− {y}.
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A geodesic triangle is a union of three geodesics, pairwise sharing a common endpoint
in Γ ∪ ∂Γ. Since Γ is hyperbolic, there exists δ = δ(Γ, S) > 0 such that for any geodesic
triangle ∆, we can find a point on each edge of ∆ so that the set of these triples has diameter
less than δ.
Shadows in ∂Γ
For R > 0 and γ1, γ2 ∈ Γ, the shadow of the ball BR(γ2) viewed from γ1 is given by
OR(γ1, γ2) = {x ∈ ∂Γ : [γ1, x] ∩BR(γ2) 6= ∅ for some geodesic ray [γ1, x]}.
Shadows satisfy the equivariance property: for any γ, γ1, γ2 ∈ Γ and R > 0,
γOR(γ1, γ2) = OR(γγ1, γγ2). (0.40.4)
Lemma 0.40.6. There exist R0 > 1 and N0 > 0 such that the following holds: if γ1, γ2 ∈ Γ
with |γ1|, |γ2| ≥ N0 satisfies |γ1γ2| = |γ1|+ |γ2|, then for all R ≥ R0,
OR(γ1γ2, e) ∩OR(γ1γ2, γ1) ∩OR(γ1, e) 6= ∅.
Proof. Since |γ1γ2| = |γ1| + |γ2|, there exists a geodesic segment [γ1γ2, e] passing through
γ1, say α = (γ1γ2, · · · , γ1, · · · , e). Since Γ is word hyperbolic, there exists C > 0 such that
α lies in the C-neighborhood of some geodesic line, say (· · · , u−1, u0, u1, · · · ). Set N0 := 4C.
Choose um, un, and u` to be elements closest to γ1γ2, γ1, and e, respectively.
We claim that |m− `| ≥ max(|m− n|, |n− `|). By the triangle inequality,
|n− `| = dw(un, u`) ≤ dw(γ1, e) + 2C = |γ1|+ 2C;
|m− n| = dw(um, un) ≤ dw(γ1γ2, γ1) + 2C = |γ2|+ 2C.
Since |γ1γ2| = |γ1|+ |γ2| and |γ1γ2| ≤ dw(um, u`) + 2C = |m− `|+ 2C, it follows that
|γ2| − 2C ≥ max(|γ1|, |γ2|)− 2C +N0
= max(|γ1|, |γ2|) + 2C
≥ max(|n− `|, |m− n|).
This proves the claim.
208
Now possibly after flipping the geodesic, we may assume that m ≤ `. Then the claim
implies that `−m = |m− n|+ |n− `| and hence m ≤ n ≤ `. Set x := [u0, u1, u2, · · · ] ∈ ∂Γ.
Choose geodesic rays [γ1γ2, x) and [γ1, x). Since the Hausdorff distance between [γ1γ2, x)
and the ray (um, um+1, · · · ) is at most dw(γ1γ2, um) + δ ≤ C + δ, it follows that there exist
v1, v2 ∈ Γ lying on [γ1γ2, x] such that dw(un, v1) < C + δ and dw(u`, v2) < C + δ. Since the
Hausdorff distance between [γ1, x) and the ray (un, un+1, · · · ) is at most dw(γ1, un) + δ <
C + δ, there exists v3 ∈ Γ lying on [γ1, x) such that dw(u`, v3) < C + δ. These altogether
imply that
x ∈ O2C+δ(γ1γ2, e) ∩O2C+δ(γ1γ2, γ1) ∩O2C+δ(γ1, e).
In the rest of this section, we assume that Γ is an Anosov subgroup of G. The following
Morse property of Kapovich-Leeb-Porti [51, Prop. 5.16] says that a discrete geodesic line
(resp. ray) of Γ is contained in a uniform neighborhood of some A-orbit (resp. A+-orbit)
in X.
Proposition 0.40.7 (Morse property). For any Anosov subgroup Γ < G, there exists
R1 > 0 such that
1. If (· · · , γ−1, γ0, γ1, · · · ) is a geodesic line in (Γ, dw), then
sup
k∈Z
d(γko, gAo) ≤ R1
for any g ∈ G such that g+ = ζ([γ0, γ1, · · · ]), g− = ζ([γ0, γ−1, · · · ]).





where g ∈ γ0K is the unique element satisfying g+ = ζ([γ0, γ1, · · · ]).
Using this proposition, we will show that shadows in the Gromov boundary ∂Γ are
mapped to shadows in the Furstenberg boundary F by the limit map ζ : ∂Γ → Λ (Propo-
sition 0.40.9). We will need the following lemma:
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Lemma 0.40.8. There exists C > 0 such that for all γ ∈ Γ, ‖µ(γ)‖ ≤ C|γ|. In particular,
d(o, γo) ≤ Cdw(e, γ).
Proof. We use notations from Lemma 0.38.6. Consider the norm ‖·‖∗ :=
∑
α∈Π |χα(·)|
on a. Let γ ∈ Γ be arbitrary, and write γ = s1 · · · s` with si ∈ S and ` = |γ|. Since
χα(µ(g)) = log‖ρα(g)‖α for all g ∈ G and ‖ρα(s1 · · · s`)‖α ≤ ‖ρα(s1)‖α · · · ‖ρα(s`)‖α, it
follows that for each α ∈ Π,
χα(µ(s1 · · · s`)) ≤ χα(µ(s1)) + · · ·+ χα(µ(s`)).













χα(µ(s1)) + · · ·+ χα(µ(s`))
)
≤ C|γ|
where C := max
{∑
α∈Π χα(µ(s)) : s ∈ S
}
. Since ‖·‖ and ‖·‖∗ are comparable, this finishes
the proof.
Proposition 0.40.9 (Shadows go to shadows). There exists c > 0 such that for all R > 1
and γ, γ′ ∈ Γ,
ζ(OR(γ
′, γ)) ⊂ OcR(γ′o, γo).
Proof. By (0.40.4), it suffices to consider the case γ′ = e. Let x ∈ OR(e, γ). By the
definition of OR(e, γ), there exists a geodesic ray (γ
′




2, · · · ) representing x such
that dw(γ
′
m, γ) < R for some m ∈ N. Let R1 > 0 be the constant from Proposition 0.40.7,
and k ∈ K be an element such that k+ = ζ([e, γ′1, γ′2, · · · ]). Then by Proposition 0.40.7(2),
there exists a ∈ A+ such that d(γ′mo, kao) ≤ R1. By Lemma 0.40.8, we have
d(γo, γ′mo) = ‖µ(γ−1γ′m)‖ < Cdw(γ, γ′m) < CR.
Therefore
d(γo, kao) ≤ d(γo, γ′mo) + d(γ′mo, kao) ≤ CR+R1.
This implies that ζ(x) ∈ OCR+R1(o, γo). Since R > 1, the conclusion follows by setting
c := C +R1.
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Corollary 0.40.10. There exists R2 > 0 such that for all γ1, γ2 ∈ Γ with |γ1γ2| = |γ1|+|γ2|,
we have
‖µ(γ1γ2)− µ(γ1)− µ(γ2)‖ ≤ R2.
Proof. Let N0 and R0 be given by Lemma 0.40.6. If one of |γ1|, |γ2| is less than N0, then
the claim holds by Lemma 0.37.3. Now assume that |γ1|, |γ2| ≥ N0. Then by Lemma 0.40.6
and Proposition 0.40.9, we can choose
ξ ∈ OcR0(γ1γ2o, o) ∩OcR0(γ1γ2o, γ1o) ∩OcR0(γ1o, o)
where c is as in Proposition 0.40.9. By Lemma 0.52.10 and the cocycle identity
βξ(γ1γ2o, o) = βξ(γ1γ2o, γ1o) + βξ(γ1o, o),
we have
‖a(γ1γ2o, o)− a(γ1o, o)− a(γ2o, o)‖ ≤ 3κcR0.
Since a(go, o) = iµ(g) for all g ∈ G and i preserves ‖·‖,
‖µ(γ1γ2)− µ(γ1)− µ(γ2)‖ ≤ 3κcR0.
Proof of Proposition 0.40.2: We may assume that p = o by Lemma 0.37.3. Let γ ∈ Γ
and ξ ∈ Λ be arbitrary. If γ = γ1γ2, we have
βξ(γo, o) = βξ(γo, γ1o)− βξ(o, γ1o).
We claim that we can find γ1, γ2 ∈ Γ so that γ = γ1γ2, |γ| = |γ1|+ |γ2|, and
ξ ∈ Oc(δ+1)(γo, γ1o) ∩Oc(δ+1)(o, γ1o) (0.40.5)
where c > 0 is as in Proposition 0.40.9.
If ξ ∈ Oc(δ+1)(o, γo), then we may simply set γ1 = γ and γ2 = e. In general, we find γ1
as follows. Consider a geodesic triangle ∆ whose vertices are e, γ ∈ Γ, and ζ−1(ξ) ∈ ∂Γ.
Since Γ is hyperbolic, we can find three points on ∆, one on each edge, whose diameter




1 γ. We then have |γ| = |γ1| + |γ2|, and ζ−1(ξ) ∈ Oδ(γ, γ1) ∩ Oδ(e, γ1). Now the
claim follows from Proposition 0.40.9.
Therefore, by Lemma 0.52.10,
max(‖βξ(γo, γ1o)− µ(γ−12 )‖, ‖βξ(o, γ1o)− µ(γ1)‖) ≤ κc(δ + 1)
and hence
‖βξ(γo, o) + µ(γ1)− µ(γ−12 )‖ ≤ 2κc(δ + 1).
Since |γ| = |γ1| + |γ2| and S is symmetric, we have |γ−1| = |γ−11 | + |γ
−1
2 |. As a(γo, o) =
µ(γ−1), we have, by Corollary 0.40.10,
‖a(γo, o)− µ(γ−11 )− µ(γ
−1
2 )‖ ≤ R2.
Hence it suffices to set C := max(2κc(δ + 1), R2).
0.41 Virtual visual metrics via ψ-Gromov product
In this section, we let Γ < G be an Anosov subgroup, and fix ψ ∈ D?Γ. The main aim here is
to show that exponentiating the following ψ-Gromov product defines a virtual visual metric
on Λ up to a small power.
Definition 0.41.1. The ψ-Gromov product based at o is a function F (2) → R defined as
follows: for any (ξ1, ξ2) ∈ F (2),
[ξ1, ξ2]ψ,o := ψ(G(ξ1, ξ2))
where G is the a-valued Gromov product defined in Definition 0.38.5. For p = g(o) ∈ X, we
set
[ξ1, ξ2]ψ,p := [g
−1ξ1, g
−1ξ2]ψ,o.
For simplicity, we set [ξ1, ξ2]p := [ξ1, ξ2]ψ,p.
Define dp = dψ,p : F (2) → R≥0 by
dp(ξ1, ξ2) = e
−[ξ1,ξ2]p . (0.41.1)
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It follows from (0.38.4) that for all g ∈ G, p ∈ X, and (ξ1, ξ2) ∈ F (2), we have
dgp(ξ1, ξ2) = e
−ψ(βξ1 (gp,p)+iβξ2 (gp,p))dp(ξ1, ξ2) = dp(g
−1ξ1, g
−1ξ2). (0.41.2)
We set [ξ, ξ]p = +∞ and dp(ξ, ξ) = 0 for all ξ ∈ F . By the antipodal property (0.39.1),
[·, ·]p and dp are defined on all of Λ× Λ. The following is the main theorem of this section:
Theorem 0.41.2. Fix p ∈ X. For all sufficiently small ε > 0, there exist a metric dε =
dε(p) on Λ and a constant Cε = Cε(p) > 0 such that for all ξ1, ξ2 ∈ Λ,
Cε
−1dψ,p(ξ1, ξ2)
ε ≤ dε(ξ1, ξ2) ≤ Cεdψ,p(ξ1, ξ2)ε.
This is an analogue of [20, Part III, Prop. 3.21] for Gromov hyperbolic spaces.
Weak ultrametric inequality
A well-known construction [39, Section 7.3] shows the existence of a metric in Theorem
0.41.2, provided there exists C > 0 such that for all ξ1, ξ2, ξ3 ∈ Λ, we have
1. (weak symmetry) dp(ξ1, ξ2) ≤ eCdp(ξ2, ξ1);
2. (weak ultrametric inequality) dp(ξ1, ξ3) ≤ eC max(dp(ξ1, ξ2), dp(ξ2, ξ3)).
Hence Theorem 0.41.2 follows from the following proposition:
Proposition 0.41.3. There exists C = C(p) > 0 such that for all ξ1, ξ2, ξ3 ∈ Λ, we have
[ξ1, ξ2]p ≥ [ξ2, ξ1]p − C;
[ξ1, ξ3]p ≥ min([ξ1, ξ2]p, [ξ2, ξ3]p)− C.
In the case of X = H2, the classical Gromov product satisfies that there exists a uniform
constant C > 0 such that for any x, y ∈ ∂H2,
|G(x, y)− 2d(o, z)| ≤ C
where z is the unique projection of o to the geodesic connecting x and y. In the following
lemma 0.41.4, we establish the analogous property for a-valued Gromov products on Λ×Λ
using the Morse property of Anosov groups.
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For γ ∈ Γ and any geodesic segment α in Γ, we define the set of projections of γ to α by
πα(γ) := {γ′ ∈ α : dw(γ, γ′) = dw(γ, α)}.
Since Γ is hyperbolic, the diameter of πα(γ) is less than 4δ.
Lemma 0.41.4. There exists C1 > 0 such that for any x 6= y in ∂Γ and γ ∈ π[x,y](e), we
have
‖G(ζ(x), ζ(y))− (µ(γ) + iµ(γ))‖ ≤ C1.
In particular, G is almost symmetric on Λ: for any ξ1 6= ξ2 ∈ Λ,
‖G(ξ1, ξ2)− G(ξ2, ξ1)‖ ≤ 2C1.
Proof. Let α := (u0 = e, u1, u2, · · · ) and α′ := (v0 = e, v1, v2, · · · ) be geodesic representa-
tives of x and y, respectively. Let γ ∈ π[x,y](e) be arbitrary, and f, g, h ∈ G be elements
satisfying the following:
• f(o) = o and f+ = ζ(x);
• g(o) = o and g+ = ζ(y);
• h+ = ζ(x) and h− = ζ(y).
Applying Proposition 0.40.7(1) to the geodesic line [x, y], we have
d(ho, γo) < R1
after replacing h with some element of hA. Hence by Lemma 0.37.3, there exists C ′ =
C ′(R1) > 0 such that
‖µ(h)− µ(γ)‖ ≤ C ′. (0.41.3)
Noting
G(ζ(x), ζ(y)) = G(h+, h−) = βh+(o, ho) + iβh−(o, ho),
it is now sufficient to show that for some uniform constant C1 > 0,
‖βh+(o, ho)− µ(h)‖ ≤ C1 and ‖βh−(o, ho)− µ(h)‖ ≤ C1.
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By Lemma 0.52.10, this claim follows if we show
h+, h− ∈ OR(o, ho) (0.41.4)
for some uniform constant R > 0.
Since Γ is hyperbolic, the diameter of the set πα′(x) ∪ πα(y) ∪ π[x,y](e) is at most Cδ
for some uniform constant C > 1. In particular, we can find k, ` ∈ N such that the set
{uk, v`, γ} has diameter less than Cδ. Applying Proposition 0.40.7(2) to the geodesic ray
α, we find a1 ∈ A+ such that
d(fa1o, uko) < R1.
Since dw(uk, γ) = |u−1k γ| ≤ Cδ, we have
d(uko, γo) = ‖µ(u−1k γ)‖ ≤ sup{‖µ(γ
′)‖ : |γ′| ≤ Cδ}.
Therefore
d(fa1o, ho) ≤ d(fa1o, uko) + d(uko, γo) + d(γo, ho)
≤ 2R1 + sup{‖µ(γ′)‖ : |γ′| ≤ Cδ}.
Setting R := 2R1 + sup{‖µ(γ′)‖ : |γ′| ≤ Cδ}, it follows that h+ = f+ ∈ OR(o, ho). Similar
argument shows that h− = g+ ∈ OR(o, ho). This proves (0.41.4).
Lemma 0.41.5. For any compact subset C ⊂ X, the set {βξ(p, o) : ξ ∈ F , p ∈ C} is
bounded.
Proof. This follows from Lemma 0.40.1 by setting ψ =
∑
α∈Π$α.
Proof of Proposition 0.41.3. Observe that the identity (0.41.2) gives that for any
ξ1 6= ξ2 ∈ Λ,
[ξ1, ξ2]p − [ξ1, ξ2]o = ψ(βξ1(p, o) + iβξ2(p, o)).
Now Lemma 0.41.5 shows the existence of C = C(p, ψ) > 0 such that |[ξ1, ξ2]p−[ξ1, ξ2]o| ≤ C.
Therefore it suffices to show the claim for p = o. The first inequality is an immediate
consequence of Lemma 0.41.4 with C > 2C1‖ψ‖.
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To show the second inequality, let C1 > 0 be a constant from Lemma 0.41.4 so that we
have
[ξ1, ξ3]o ≥ ψ(µ(γ2) + iµ(γ2))− C1‖ψ‖. (0.41.5)
Set xi := ζ
−1(ξi) ∈ ∂Γ for i = 1, 2, 3. For each i, we fix a geodesic line [xi, xi+1] joining xi
and xi+1, and choose γi+2 ∈ π[xi,xi+1](e), where all the indices are to be interpreted mod 3.
By the hyperbolicity of Γ, for some uniform constant C > 0, there exists 1 ≤ i ≤ 3 such
that dw(γi, γi+1) < Cδ and for some γ
′ ∈ [e, γi+2], the diameter of {γ′, γi, γi+1} is at most
Cδ.
We first consider the case when i = 1. Since
d(γ1o, γ2o) ≤ dw(γ1, γ2) maxs∈S d(o, s) < Cδmaxs∈S d(o, s),
it follows from Lemma 0.37.3 that for some uniform C2 > 0,
‖µ(γ1)− µ(γ2)‖ ≤ C2.
In view of (0.41.5), we now obtain
[ξ1, ξ3]o ≥ ψ(µ(γ1) + iµ(γ1))− C1‖ψ‖ − 2C2
≥ [ξ2, ξ3]o − 2C1‖ψ‖ − 2C2 by Lemma 0.41.4
≥ min([ξ1, ξ2]o, [ξ2, ξ3]o)− 2C1‖ψ‖ − 2C2.
The case i = 2 can be handled similarly by interchanging the roles of γ2 and γ3. Finally
in the case when i = 3, let R2 be as in Corollary 0.40.10. Since (e, · · · , γ′, · · · , γ2) is a
geodesic, we have by Corollary 0.40.10 that
‖µ(γ2)− µ(γ′)− µ(γ′−1γ2)‖ ≤ R2.
By (0.41.5) and the fact ψ(µ((γ′−1γ2)
±1)) ≥ 0, we deduce
[ξ1, ξ3]o ≥ ψ(µ(γ′) + iµ(γ′))− C1‖ψ‖ − 2R2‖ψ‖
≥ ψ(µ(γ1) + iµ(γ1))− (C1 + 2C2 + 2R2)‖ψ‖,




Using Theorem 0.41.2, we obtain:
Lemma 0.41.6 (Triangle inequality). There exists N = N(ψ, p) ≥ 1 such that for any
ξ1, ξ2, ξ3 ∈ Λ,
dp(ξ1, ξ3) ≤ N
(
dp(ξ1, ξ2) + dp(ξ2, ξ3)
)
.
In particular, dp(ξ1, ξ2) ≤ Ndp(ξ2, ξ1). Moreover, N(ψ, p) can be taken uniformly for all p
in a fixed compact subset of X.
Proof. Choose ε > 0 sufficiently small so that Theorem 0.41.2 holds, and set d := dε,
C := Cε. We then have
dp(ξ1, ξ3)
ε ≤ Cd(ξ1, ξ3) ≤ C(d(ξ1, ξ2) + d(ξ2, ξ3)) ≤ C2(dp(ξ1, ξ2)ε + dp(ξ2, ξ3)ε).
Since (aε + bε)1/ε ≤ α(a + b) for all a, b ≥ 0 for some uniform constant α = α(ε) > 0, it
suffices to take the 1/ε power in each side of the above. Now the second part follows from
(0.41.2) and Lemma 0.41.5.
For ξ ∈ Λ and r > 0, set
Bp(ξ, r) := {η ∈ Λ : dψ,p(ξ, η) < r}.
Lemma 0.41.7 (Covering lemma). There exists N0(ψ, p) ≥ 1 satisfying the following: for
any finite collection Bp(ξ1, r1), · · · ,Bp(ξn, rn) with ξi ∈ Λ and ri > 0, there exists a disjoint
subcollection Bp(ξi1 , ri1), · · · ,Bp(ξi` , ri`) such that
Bp(ξ1, r1) ∪ · · · ∪ Bp(ξn, rn) ⊂ Bp(ξi1 , 3N0ri1) ∪ · · · ∪ Bp(ξi` , 3N0ri`).
Moreover, N0(ψ, p) can be taken uniformly for all p in a fixed compact subset of X.
Proof. Let N = N(ψ, p) be as given by Lemma 0.41.6. For simplicity, set Bi := Bp(ξi, ri).
We may asume r1 ≥ · · · ≥ rn without loss of generality and define inductively
i1 = 1, ij+1 = min{i > ij : Bi ∩ (Bi1 ∪ · · · ∪Bij ) = ∅},
as long as possible, to obtain a maximal disjoint subcollection {Bi1 , · · · , Bi`}. Let ξ ∈ Bj
for some 1 ≤ j ≤ n. Then there exists 1 ≤ k ≤ ` such that Bj ∩ Bik 6= ∅ and rik ≥ rj .
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Choose η ∈ Bj ∩Bik . Then by Lemma 0.41.6, we have dp(η, ξ) ≤ N(dp(η, ξj) + dp(ξj , ξ)) <
2N2rj ≤ 2N2rik and dp(ξik , η) < rik . Hence
dp(ξik , ξ) ≤ N(dp(ξik , η) + dp(η, ξ)) < 3N
3rik .
Hence it suffices to set N0 := N
3.
Comparing Gromov products
Although we will not be using it in the rest of the paper, we record the following theorem
which is of independent interest:
Theorem 0.41.8. For any ψ ∈ D?Γ, there exist c1 = c1(ψ) ≥ 1, c2 = c2(ψ) > 0 such that
for all x 6= y ∈ ∂Γ,
c−11 (x|y)− c2 ≤ ψ(G(ζ(x), ζ(y))) ≤ c1(x|y) + c2.
Note that if γ ∈ π[x,y](e) for x 6= y in ∂Γ, then |(x|y) − |γ|| ≤ C for some uniform
constant C > 0 (cf. [20]). Given this fact, Theorem 0.41.8 follows immediately from Lemma
0.41.4 and the following lemma:
Lemma 0.41.9. For any ψ ∈ D?Γ, there exist constants Cψ, cψ > 0 such that for all γ ∈ Γ,
C−1ψ |γ| − cψ ≤ ψ(µ(γ)) ≤ Cψ|γ|.
Proof. Since ψ > 0 on LΓ, we have
0 < d := min
‖u‖=1,u∈LΓ
ψ(u) ≤ D := max
‖u‖=1,u∈LΓ
ψ(u) <∞.
Hence d‖µ(γ)‖ ≤ ψ(µ(γ)) ≤ D‖µ(γ)‖ for all γ ∈ Γ. So the upper bound follows from Lemma
0.40.8, and the lower bound follows from the well-known property of Anosov groups that
for some uniform C > 0, C−1|γ| − C ≤ ‖µ(γ)‖ for all γ ∈ Γ [45].
0.42 Conical points, divergence type and classification of PS
measures




For a discrete subgroup Γ < G and x ∈ Γ\G, we mean by lim supxA+M the set of all limit
points lim
i→∞
xaimi where ai →∞ in A+ and mi ∈M .
Definition 0.42.1 (Conical limit points). We call ξ ∈ F a conical limit point of Γ if
lim sup ΓgA+M 6= ∅ for some g ∈ G with g+ = ξ. Equivalently, ξ ∈ F is conical if there
exists R > 0 such that ξ ∈ OR(o, γio) for some sequence γi → ∞ in Γ. We denote by Λc
the set of all conical limit points of Γ.
Lemma 0.42.2. Let c ⊂ int a+ ∪ {0} be a closed convex cone whose interior contains
LΓ − {0}. If γigiai is a bounded sequence where gi ∈ G is bounded, γi ∈ Γ and ai → ∞ in
A+, then
log ai ∈ c for all sufficiently large i. (0.42.1)
In particular, for any x ∈ Γ\G, lim supxA+M coincides with the set
{ lim
i→∞
xaimi : mi ∈M, log ai →∞ in c}.
Proof. As gi and γigiai are bounded sequences, the sequence µ(γ
−1
i )− log ai is also bounded
by Lemma 0.37.3. Since LΓ − {0} ⊂ int c and µ(γ−1i ) ∈ LΓ, it follows that log ai ∈ c for all
large i.
We note that for c ⊂ int a+ ∪ {0} as above, there exists a constant s = s(c) > 0 such





α( vi‖vi‖) ≥ s.
We deduce from Proposition 0.40.7: recall E = {[g] ∈ Γ\G : g+ ∈ Λ}.
Proposition 0.42.3. For Γ Anosov, there exist a compact subset Q of E and a closed
convex cone c ⊂ int a+ ∪{0} such that for any x ∈ E, there exists log ai →∞ in c such that
xai ∈ Q for all i ≥ 1.
In particular, Λ = Λc.
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Proof. For Γ Anosov, we have LΓ − {0} ⊂ int a+ by Theorem 0.39.2. Hence we can find
a closed convex cone c ⊂ int a+ ∪ {0} such that LΓ ⊂ int c ∪ {0}. We first check that
Λc ⊂ Λ. Let g+ ∈ Λc for some g ∈ G. Then there exists γi ∈ Γ and aimi → ∞ in
A+M such that γigaimi is bounded. By Lemma 0.42.2, it follows that log ai →∞ in c. In
particular, ai →∞ regularly in A+. Hence by Lemma 0.37.10, gaio→ g+ as i→∞. Since
d(gaio, γ
−1
i o) is bounded, γ
−1
i o→ g+ as i→∞. By Lemma 0.37.12, g+ ∈ Λ.
Let g+ = ξ ∈ Λ and z ∈ ∂Γ be such that ξ = ζ(z). Choose a geodesic ray r = (γ0 =
e, γ1, γ2, · · · ) representing z. Note that if g+ = h+, then for any sequence ai → ∞ in A+,
there exists bi ∈ A+ such that d(gaio, hbio) ≤ 1 for all sufficiently large i. Hence we may
assume that g ∈ K by replacing g by an element of gP . By Proposition 0.40.7, γio is
contained in the R1-neighborhood of gA
+o, with R1 given therein. Hence for some ai →∞
in A+, Γ\Γgai ∈ Q where Q = Γ\Γ{h ∈ G : d(o, ho) ≤ R1} ∩ E . Hence g+ ∈ Λc. Moreover,
by Lemma 0.42.2, log ai ∈ c for all sufficiently large i. This finishes the proof.
Classification of PS measures on Λ
Lemma 0.42.4. Let ψi ∈ a∗ and νψi be a (Γ, ψi)-PS measure for i = 1, 2. If νψ1 = νψ2,
then ψ1 = ψ2.
Proof. Suppose that νψ1 = νψ2 . Then for all γ ∈ Γ and ξ ∈ Λ, we have
ψ1(βξ(e, γ)) = ψ2(βξ(e, γ)).
By setting ξ = y+γ , we obtain λ(γ) ∈ ker(ψ1 − ψ2) for all γ ∈ Γ, by Lemma 0.38.3. Hence
LΓ ⊂ ker(ψ1 − ψ2). Since LΓ has nonempty interior [5, Thm. 1.2], this implies that
ψ1 = ψ2.
Remark 0.42.5. When Γ is an Anosov subgroup, νψ1 and νψ2 are even mutually singular
to each other whenever ψ1 6= ψ2 (See Theorem 0.45.10 below).
We denote by SΓ the space of all PS measures on Λ. Recall that for ψ ∈ D?Γ, Quint
constructed a (Γ, ψ)-PS measure on Λ [98]. In the Anosov case, such a measure is unique,
which we denote by νψ. By Lemma 0.42.4, the map ψ 7→ νψ from D?Γ to SΓ is injective.
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Theorem 0.42.6. For Γ < G Anosov, the map ψ 7→ νψ is a homeomorphism between D?Γ
and SΓ.
In the rank one case, there exists a unique Patterson-Sullivan measure on Λ and its
dimension is given by the critical exponent of Γ. The above theorem generalizes such
phenomenon.
To prove that the map ψ 7→ νψ is surjective, we need the following shadow lemma
(cf. [98, Lem. 8.2]):
Lemma 0.42.7 (Size of shadow). Let Γ < G be Anosov and ψ ∈ a∗. For a (Γ, ψ)-conformal
measure νψ on F , there exists R = R(νψ) > 0 with the following property: for all r ≥ R,
there exists C = C(r) > 0 such that for all γ ∈ Γ,
C−1e−ψ(µ(γ)) ≤ νψ(Or(o, γo)) ≤ Ce−ψ(µ(γ)).
In particular, νψ is atom-free on Λ.




−1o, o)) > 0.
Suppose not. Then there exist Ri → ∞ and γi ∈ Γ with νψ(ORi(γ
−1
i o, o)) < 1/i. Let
γi = kiai`i ∈ KA+K be the Cartan decomposition of γi. Passing to a subsequence, we





i o, o) = N
+e+. Since ORi(γ
−1








+e+) = 0. Since N+e+ is Zariski open in F , this contradicts the fact that Λ ⊂
supp νψ is Zariski dense in F . This proves the claim.
Now let γ ∈ Γ and r > R be arbitrary. By Lemma 0.52.10, for all ξ ∈ Or(γ−1o, o), we
have







it remains to set C = max(c−1, 1)e‖ψ‖κr.
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Let ξ ∈ Λ. Since Λ = Λc by Proposition 0.42.3, there exist r > 0 and a sequence
γi → ∞ in Γ such that ξ ∈
⋂
iOr(o, γio). Since νψ(ξ) ≤ νψ(Or(o, γio)) ≤ Ce−ψ(µ(γi)) and
ψ(µ(γi))→ +∞ as i→∞, νψ(ξ) = 0. Hence the second claim follows.
Lemma 0.42.8. [97, Lem. III.1.3] Let θ : a → R be a continuous function satisfying
















Proof. By Proposition 0.42.3, Λ = Λc. Hence Λ is an increasing union
⋃∞
N=1 ΛN , where
ΛN := {ξ ∈ Λ : there exists γi →∞ in Γ such that ξ ∈ ON (o, γio)}.
Hence ν(ΛN0) > 0 for some N0 ≥ 1. Suppose that there exists a (Γ, ψ)-conformal measure,
say ν. Fix N ≥ max{R(ν), N0}, and set C := C(N) where R(ν) and C(N) are as in Lemma






0 < ν(ΛN ) ≤
∑
d(o,γo)>m




Since m > 1 is arbitrary, the conclusion follows.
Proof of Theorem 0.42.6: In order to prove surjectivity, suppose that there exists a
(Γ, ψ)-PS measure, say νψ, for ψ ∈ a∗. We note that ψ ≥ ψΓ by [98, Thm. 8.1]. We need
to show ψ(u) = ψΓ(u) for some u ∈ intLΓ.
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By Theorem 0.39.2, it suffices to show that ψ(u) = ψΓ(u) for some u ∈ LΓ − {0}.




This is a contradiction by Lemma 0.42.9, proving surjectivity.
If ψi → ψ in D?Γ, then any weak-limit of νψi is a (Γ, ψ)-PS measure. By the uniqueness
of (Γ, ψ)-conformal measure, νψi converges to νψ as i → ∞. Hence the map ψ 7→ νψ is
continuous. Now suppose νψi → νψ where ψi, ψ ∈ D?Γ. Since the closed cone generated by
µ(Γ) is equal to LΓ which has non-empty interior, we can find γ1, · · · , γk ∈ Γ such that
µ(γi)’s form a basis of a. For each γ` and r > 0, we have νψi(Or(o, γ`o))→ νψ(Or(o, γ`o)).
Hence {(ψi − ψ)(µ(γ`)) : i = 1, 2, · · · } is bounded by Lemma 0.42.7. It follows that {ψi :
i = 1, 2, · · · } is a relatively compact subset of a∗. Suppose that φ ∈ a∗ is a limit of {ψi}.
By passing to a subsequence, assume that ψi → φ ∈ a∗. Since νψi → νψ, it follows that νψ
is a (Γ, φ)-PS measure. Since ψ 7→ νψ is a bijection between D?Γ and SΓ, we have φ ∈ D?Γ
and νφ = νψ. By Lemma 0.42.4, we have φ = ψ. Since every limit of the sequence ψi is ψ,
it follows that ψi converges to ψ as i→∞. This finishes the proof.
Critical exponents. Recall the definition of OΓ from (0.39.2). For each unit vector





Define the critical exponent δw to be the abscissa of convergence of Pw(s, p), which is
independent of p ∈ G/K:
δw := inf{s ∈ R : Pw(s, p) <∞}. (0.42.2)
Corollary 0.42.10. Let w ∈ O be a unit vector.
1. For w = ∇ψΓ(u)‖∇ψΓ(u)‖ ∈ O for u ∈ intLΓ with ‖u‖ = 1, we have
δw = ‖∇ψΓ(u)‖.
In particular, w 7→ δw is analytic on {w ∈ O : ‖w‖ = 1}.
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2. For any p ∈ G/K, Pw(δw, p) =∞.
Proof. (1) follows from Lemmas 0.42.8 and 0.42.9 together with Theorem 0.39.2. (2) is a
direct consequence of Lemma 0.42.9.
0.43 Myrberg limit points of Anosov groups
In this section, we discuss the notion of Myrberg limit points. We show that for Anosov
groups, the set of Myrberg limit points has full measure for any PS measure on Λ. In the
rank one case, this was proved by Tukia [132, Thm. 4A]. Let Γ < G be a Zariski dense
discrete subgroup.
Definition 0.43.1 (Myrberg points). Let p ∈ X. We call a point ξ0 ∈ Λ a Myrberg limit
point for Γ if, for any ξ 6= η in Λ, there exists a sequence γi ∈ Γ such that γip → ξ and
γiξ0 → η as i→∞.
Note that this definition is independent of the choice of p ∈ X by Lemma 0.37.9. We
denote by ΛM ⊂ Λ the set of all Myrberg limit points for Γ.
When G is of rank one, a Myrberg limit point ξ ∈ Λ is characterized by the property
that any geodesic ray toward ξ is dense in the space of all geodesics connecting limit points.
The following proposition generalizes this to a general Anosov subgroup.
Proposition 0.43.2. Let Γ be Anosov. We have ξ0 ∈ ΛM if and only if for any g ∈ G with
g+ = ξ0,
lim sup Γ\ΓgA+M = Ω.
Let Γ < G be an Anosov subgroup for the rest of this section.
Lemma 0.43.3. Let bi ∈ A be a sequence tending to ∞ such that w−1b−1i w ∈ A+ for some
w ∈ W. If γigbi → h for some h, g ∈ G and γi ∈ Γ, then limi→∞ γigo = hw+ ∈ Λ. In
particular, if bi ∈ A+, then limi→∞ γigo = h−.
Proof. Let ci := h
−1γigbi and ai := w
−1b−1i w ∈ A+. Then gw = γ
−1
i hciwai. Hence by
Lemma 0.42.2, ai → ∞ regularly in A+. Lemma 0.37.10 implies that hciwai(o) → hw+.
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Since γigw = hciwai, we have γigw(o) = γigo→ hw+. This proves the first claim by Lemma
0.37.12. If bi ∈ A+, then w−10 b
−1
i w0 ∈ A+. Since w
+
0 = e
−, the last claim follows.
The following is proved in [51, Coro. 5.8]:
Theorem 0.43.4 (The limit map as a continuous extension of the orbit map). For any
p ∈ X, the map Γ ∪ ∂Γ → X ∪ F given by γ 7→ γp for γ ∈ Γ and x 7→ ζ(x) for x ∈ ∂Γ is
continuous.
We need the following basic fact about word hyperbolic groups.
Lemma 0.43.5. Let x 6= y in ∂Γ. If γi ∈ Γ is an infinite sequence such that (γix, γiy) →
(x′, y′) ∈ ∂Γ× ∂Γ, then γi converges to either x′ or y′.
Proof. Choose a geodesic line [x, y], and its representative (· · · , u2, u1, u0 = v0, v1, v2, · · · ).
Note that x = [u0, u1, u2, · · · ] and y = [v0, v1, v2, · · · ]. It suffices to show that γiu0 converges
to either x′ or y′. Suppose not. Then by passing to a subsequence we have γiu0 → z′
where z′ 6∈ {x′, y′}. Since (z′|x′), (z′|y′) < ∞, there exists a subsequence nk such that
supk(γku0|γkunk) + (γku0|γkvnk) < ∞. Let L
−
k := [γku0, γkunk ] and L
+
k := [γku0, γkvnk ],
so that supk dw(e,L±k ) < ∞. The thin triangle property of the hyperbolic group Γ implies
that if the projection of e to the geodesic segment L−k ∪ L
+
k lies in L
±
k , then dw(e, γku0) is
equal to dw(e,L∓k ) up to a uniform additive constant. And hence dw(e, γku0) is uniformly
bounded, which is a contradiction as γk →∞ as k →∞.
The following is immediate from Theorem 0.43.4 and Lemma 0.43.5:
Corollary 0.43.6. Let γi ∈ Γ be an infinite sequence such that (γiξ, γiη)→ (ξ′, η′) in Λ(2)
as i→∞. Then for any p ∈ X, γip converges to either ξ′ or η′.
Lemma 0.43.7. Let g ∈ G be such that g± ∈ Λ. If limi→∞ γig± = ξ for some infinite
sequence γi ∈ Γ, then limi→∞ γigo = ξ.
Proof. Set x± := ζ−1(g±) and y = ζ−1(ξ). Since ζ : ∂Γ→ Λ is a homeomorphism, we have
γix
± → y as i→∞. By Lemma 0.43.5, we have γi → y as i→∞. By Theorem 0.43.4, we
get limi→∞ γio = ξ. By Lemma 0.37.9, limi→∞ γigo = ξ as desired.
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Since the fibers of the visual map g 7→ g+ are P -orbits, the following lemma is an easy
consequence of the regularity lemma 0.42.2.
Lemma 0.43.8. If g, h ∈ G satisfy g+ = h+, then
lim sup ΓgA+M = lim sup ΓhA+M.
Proof of Proposition 0.43.2. Set Ω̃ := {g ∈ G : g± ∈ Λ}. Suppose ξ0 ∈ ΛM and g+ = ξ0.
We claim that ΓgA+M = Ω̃. By Lemma 0.43.8, we may assume that g− ∈ Λ. Let h ∈ Ω̃.
As ξ0 ∈ ΛM , there exists γi ∈ Γ such that γig+ → h+ and γigo → h−. By Lemma 0.43.5,
by passing to a subsequence, γig
− converges to h−. Therefore γigAM → hAM in G/AM ;
there exists bimi ∈ AM such that γigbimi → h. We claim that bi ∈ A+ for all large i. If
not, by passing to a subsequence, we have m−1i converges to some m0 ∈M and there exists
w ∈ W − {e} such that ai := w−1biw ∈ A+. Then γigwai → hm0w . By Lemma 0.43.3,
γigo → hm0w−, and hence hm0w− = h−. It follows that w = e, yielding a contradiction.
Therefore h ∈ lim sup ΓgA+M , proving the claim.
Now suppose that lim sup ΓgA+M = Ω̃. We claim that g+ ∈ ΛM . Let ξ 6= ξ′ in Λ, and
let h ∈ G be such that h+ = ξ and h− = ξ′. By the hypothesis and Lemma 0.42.2, there
exist γi ∈ Γ, mi ∈ M and ai → ∞ regularly in A+ such that γigaimi → h in G. Then
γig
+ → h+ = ξ. By Lemma 0.43.3, γigo→ h− = ξ′. Hence g+ ∈ ΛM .
Theorem 0.43.9. For any PS-measure ν on Λ, ν(ΛM ) = 1.
Proof. By Theorem 0.42.6, ν = νψ for some ψ ∈ D?Γ. Let mψ be the R := {τs : s ∈ R}-
ergodic finite measure on Γ\Λ(2) × R in Theorem 0.39.5. Let Zψ ⊂ Γ\Λ(2) × R denote the
set of elements with dense R+-orbits, and Z̃ψ be its lift in Λ(2)×R. By the Birkhoff ergodic
theorem, Zψ has full mψ-measure, and hence ν(π(Z̃ψ)) = ν(Λ) where π : Λ
(2) × R → Λ
denotes the projection map π(ξ, η, t) = ξ. It is now sufficient to prove that π(Z̃ψ) ⊂ ΛM.
Let ξ ∈ π(Z̃ψ) and (η1, η2) ∈ Λ(2) be arbitrary. We need to show that there exists γi ∈ Γ
such that γiξ → η1 and γio → η2 as i → ∞. Choose (ξ, ξ′, 0) ∈ Z̃ψ. By definition, we can
find γi ∈ Γ and ti → +∞ such that the sequence
γi(τti .(ξ, ξ
′, 0)) = γi(ξ, ξ
′, ti) = (γiξ, γiξ
′, ti + ψ(βγiξ(o, γio)))
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converges to (η1, η2, 0). Write x = ζ
−1(ξ), x′ = ζ−1(ξ′), y1 = ζ
−1(η1), y2 = ζ
−1(η2), and
choose u ∈ [x, x′]. Since the triangle [γix, γix′] ∪ [γiu, γix] ∪ [γiu, γix′] is δ-thin, it follows
that for all i, either γix ∈ Oδ(u, γiu) or γix′ ∈ Oδ(u, γiu). We claim the latter holds for all
large i.
Suppose not. Then by passing to a subsequence, we may assume that γix ∈ Oδ(u, γiu)
for all i. Then by Proposition 0.40.9 and Lemma 0.52.10, there exists a uniform constant
c > 0 such that γiξ ∈ Oc(δ+1)(uo, γiuo) and
|ψ(βγiξ(uo, γiuo)))− ψ(µ(γi))| < ‖ψ‖κc(δ + 1).
Since ψ(µ(γi))→ +∞ as i→∞ by Lemma 0.40.3, and ψ(βγiξ(uo, γiuo))) and ψ(βγiξ(o, γio)))
are uniformly close to each other, ψ(βγiξ(o, γio))) → +∞. This contradicts the hypothesis
that the sequence ti+ψ(βγiξ(o, γio)) converges to a finite number as i→∞. It follows that
for all sufficiently large i,
γix
′ ∈ Oδ(u, γiu). (0.43.1)
On the other hand, γiu → y` for some ` ∈ {1, 2} by Lemma 0.43.5. Since γix′ → y2 and
Oδ(u, γiu) converges to y`, (0.43.1) implies that γiu → y2. Therefore γio → η2 by Lemma
0.43.4.
In the rank one case, the BMS measure is finite, and A = {at} is the union of A+ =
{at : t ≥ 0} and A− = {at : t ≤ 0}. The AM -ergodicity of the BMS measure implies
that for almost all x ∈ Γ\G, xA±M is dense in Ω = {x ∈ Γ\G : x± ∈ Λ}. In general,
A = ∪w∈WwA+w−1, and we have the following corollary of Theorem 0.43.9:
Corollary 0.43.10. Let ψ ∈ D?Γ. For mBMSψ -almost all x ∈ Ω, each xA+M and xw0A+M
is dense in Ω.
Proof. Note that for x = Γg ∈ Ω, xwA+M is dense in Ω if and only if gw+ ∈ ΛM by
Proposition 0.43.2. For w = e (resp. w = w0), the claim follows as νψ(ΛM ) = 1 (resp.
νψ◦i(ΛM ) = 1) by Theorem 0.43.9.
We also observe:
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Lemma 0.43.11. For any x ∈ E and w ∈ W − {e, w0}, the map A+M → xwA+M is
proper.
Proof. Note that if (g+, gw+) ∈ F (2) for g ∈ G and w ∈ W, then w = w0. Choose g ∈ G so
that Γg = x ∈ E . Since g+ ∈ Λ and Λ × Λ − {(ξ, ξ)} ⊂ F (2) by the antipodality, gw+ ∈ Λ
can happen only for w ∈ {e, w0}. Suppose for some γi ∈ Γ and ai → ∞ in A+, γigwai
converges to some h ∈ G as i → ∞. This means that d(gwai, γ−1i h) → 0 as i → ∞,
and hence gw+ ∈ Λ. Hence, for each w ∈ W − {e, w0}, lim supxwA+M = ∅, proving the
claim.
0.44 Criterion for ergodicity via essential values
In this section, let Γ < G be a Zariski dense discrete subgroup, and let νψ be a (Γ, ψ)-
conformal measure on F for ψ ∈ a∗. Consider the action of G on F×a by
g(ξ, v) = (gξ, v + βξ(g
−1, e)).
Then the map g 7→ (g+, b := βg+(e, g)) induces a G-equivariant homeomorphism G/NM '
F×a. Using this homeomorphism, we define a Γ-invariant Radon measure ν̂ψ on G/NM '
F × a by
dν̂ψ(gNM) = dνψ(g
+)eψ(b) db.
Since dmBRψ = dν̂ψ dmdn, the NM -ergodicity of m
BR
ψ is equivalent to the Γ-ergodicity of
ν̂ψ. For simplicity, we set ν := νψ and ν̂ := ν̂ψ for the rest of the section. Schmidt gave a
characterization of Γ-ergodicity of ν̂ using the notion of ν-essential values in the rank one
case ( [118], see also [110, Prop. 2.1]).
Definition 0.44.1. An element v ∈ a is called a (ν,Γ)-essential value, if for any Borel set
B ⊂ F with ν(B) > 0 and any ε > 0, there exists γ ∈ Γ such that
ν
(
B ∩ γ−1B ∩ {ξ ∈ F : ‖βξ(γ−1o, o)− v‖ < ε}
)
> 0.
Let Eν = Eν(Γ) denote the set of all (ν,Γ)-essential values in a. It is easy to see that Eν
is a closed subgroup of a. The main goal of this section is to prove the following criterion
of Γ-ergodicity of ν̂, which can be considered as a higher rank version of [110, Prop. 2.1] .
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Proposition 0.44.2. (G/NM,Γ, ν̂) is ergodic if and only if (G/P,Γ, ν) is ergodic and
Eν(Γ) = a.
Fixing ν, we set E := Eν(Γ) in the rest of this section. Our proof of Proposition 0.44.2
is an easy adaptation of the proof of [110, Prop. 2.1] to a higher rank case. We begin with
the following lemma .
Lemma 0.44.3. Let h : G/NM = F × a→ [0, 1] be a Γ-invariant Borel function such that
for each ξ ∈ F , h(ξ, ·) is a C-Lipschitz function on a for some C > 0 independent of ξ.
Then for each log a ∈ E, h(xa) = h(x) for ν̂-a.e. x ∈ G/NM .
Proof. Suppose that ν̂{x ∈ G/NM : h(x) 6= h(xa)} > 0 for some log a ∈ E. We will then
find a subset A∗ = A∗(a) ⊂ G/NM with ν̂(A∗) > 0 and γ ∈ Γ such that h(γ−1x) 6= h(x)
for all x ∈ A∗; this contradicts the Γ-invariance of h.
By replacing h with −h if necessary, we may assume that ν̂{x ∈ G/NM : h(x) <
h(xa)} > 0. Hence there exist r, ε > 0 such that
Qa := {x ∈ G/NM : h(x) < r − Cε < r + Cε < h(xa)}
has a positive ν̂-measure. Now we can choose a ball O = Ba(v0, ε/2) ⊂ a such that
ν̂((F ×O) ∩Qa) > 0.
Set Fa := {ξ ∈ F : ({ξ} × O) ∩Qa 6= ∅}. We claim that
if (ξ, w) ∈ Fa ×O, then h(ξ, w + log a) > r > h(ξ, w). (0.44.1)
Note that there exists v ∈ a with ‖v‖ < ε such that (ξ, w + v) ∈ Qa and hence
|h(ξ, w)| ≤ |h(ξ, w)− h(ξ, w + v)|+ |h(ξ, w + v)| < C‖v‖+ (r − Cε) ≤ r.
Similarly,
|h(ξ, w + log a)| ≥ |h(ξ, w + v + log a)| − |h(ξ, w + log a)− h(ξ, w + v + log a)|
> (r + Cε)− C‖v‖ > r,
which verifies the claim (0.44.1).
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Since − log a ∈ E and ν(Fa) > 0, there exists γ ∈ Γ such that
A := Fa ∩ γFa ∩ {ξ ∈ G/P : ‖βξ(o, γo) + log a‖ < ε/2}
has a positive ν-measure. For ξ ∈ A, set
Oξ := {w ∈ O : w − (βξ(o, γo) + log a) ∈ O}.
Since ‖βξ(o, γo) + log a‖ < ε/2, and O is a Euclidean ball of diameter ε, there is a uniform





has positive ν̂-measure. We now claim that h ◦ γ−1 > h on A∗.
Let (ξ, w) ∈ A∗. Since (ξ, w) ∈ Fa ×O, (0.44.1) implies that h(ξ, w) < r.
Write γ−1(ξ, w) = (γ−1ξ, w − (βξ(o, γo) + log a) + log a). Since (γ−1ξ, w − (βξ(o, γo) +
log a)) ∈ Fa ×O, (0.44.1) says that
h(γ−1(ξ, w)) > r;
this proves the claim.
Proof of Proposition 0.44.2. Assume that (G/NM,Γ, ν̂) is ergodic. Let π : G/NM →
G/P denote the projection map. Since π∗ν̂ is absolutely continuous with respect to ν, it
follows that (G/P,Γ, ν) is ergodic.
To show E = a, fix an arbitrary Borel set B ⊂ G/P of positive ν-measure. For any
w ∈ a and ε > 0, we define








ψ(b) db dν(ξ) ≥ Vol(Ba(0, ε)) e−‖ψ‖εν(B) > 0.
Hence it follows from the ergodicity of (G/NM,Γ, ν̂) that ν̂(G/NM − ΓB0,ε) = 0. In
particular, there exists γ ∈ Γ such that ν̂(Bw,ε ∩ γB0,ε) > 0. Finally, note that if (ξ, v) ∈
Bw,ε ∩ γB0,ε, then ξ ∈ B ∩ γB, and
‖βξ(e, γ)− w‖ ≤ ‖βξ(e, γ)− v‖+ ‖v − w‖ ≤ ε+ ε = 2ε.
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This, together with the fact π∗ν̂  ν, implies that
ν(B ∩ γB ∩ {ξ ∈ G/P : ‖βξ(e, γ)− w‖ ≤ 2ε}) > 0,
which finishes the proof of (⇒).
We now assume that (G/P,Γ, ν) is ergodic and E = a. Let h : G/NM → [0, 1] be a
Γ-invariant Borel function. We need to show that h is constant ν̂-a.e. Identifying a ' Rr
with r = rank G, for each τ = (τ1, · · · , τr) ∈ a, we define a Γ-invariant Borel function







h(x exp(t1, · · · , tr)) dtr · · · dt1.
Note that hτ satisfies the hypothesis of Lemma 0.44.3. Hence by the hypothesis Eν = a,
for each a ∈ A, hτ (x) = hτ (xa) for ν̂-a.e. x ∈ G/NM .
Let {an : n ∈ N} be a countable dense subset of A. Then there exists Ωn of full ν̂-
measure such that for all x ∈ Ωn, hτ (x) = hτ (xan). Set Ω := ∩∞n=1Ωn. Then for all x ∈ Ω,
we have hτ (x) = hτ (xa) for all a ∈ A, as hτ (ξ, ·) is continuous on a. Now hτ is a Γ-invariant
function on G/NM , which is also A-invariant ν̂-a.e.
Since (G/P,Γ, ν) is ergodic, there exists c(τ) ∈ R such that hτ = c(τ) ν̂-a.e. on G/NM .
Next, fix 1 ≤ i ≤ r and τ1, · · · , τi−1, τi+1, · · · , τr ≥ 0, and define
f(t) := (τ1, · · · , τi−1, t, τi+1, · · · , τr) ∈ a.
Then t 7→ c(f(t)) is linear; indeed, by definition, we have
hf(t+s) = hf(t) + hf(s) ◦ exp(tei)
for all t, s ≥ 0 and hence c(f(t+ s)) = c(f(t)) + c(f(s)). We conclude c(τ) = κτ1 · · · τr, for
some κ ∈ R.
Hence for each τ ∈ a, hτ = κτ1 · · · τr ν̂-a.e. Since |hτ+σ − hτ | ≤ 2r‖σ‖‖τ‖r−1 and hence
τ → hτ is continuous, using a countable dense subset of a, we conclude there exists a subset
Ω of full ν̂-measure such that
hτ (x) = κτ1 · · · τr for all x ∈ Ω and τ ∈ a.
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By restricting hτ to each fiber of π : G/NM → G/P , and applying the Lebesque differen-
tiation theorem, we conclude that 1τ1···τr hτ (x)→ h(x) as τ → 0 for ν̂-a.e. x. Consequently,
h = κ ν̂-a.e., finishing the proof.
0.45 Ergodicity of mBRψ and classification
Let Γ < G be an Anosov subgroup. Recall the NM -invariant BR measure mBRψ defined in
(0.38.12). We prove the following theorem in this section:
Theorem 0.45.1. For each ψ ∈ D?Γ, mBRψ is NM -ergodic.
Recall the definition of ν̂ψ and νψ from section 0.44. Since (F ,Γ, νψ) is ergodic by Theo-
rem 0.39.2, the following proposition implies that (G/NM,Γ, ν̂ψ), and hence (Γ\G,NM,mBRψ ),
is ergodic by Proposition 0.44.2.
Proposition 0.45.2. Let Γ0 be a Zariski dense normal subgroup of Γ. For any ψ ∈ D?Γ,
Eνψ(Γ0) = a. In particular, Eνψ(Γ) = a.
Most of the section is devoted to the proof of Proposition 0.45.2. We fix a Zariski dense
normal subgroup Γ0 of Γ.
Lemma 0.45.3. For any finite subset S0 ⊂ λ(Γ0), the subgroup generated by λ(Γ0)− S0 is
dense in a.
Proof. Let F denote the closure of the subgroup generated by λ(Γ0) − S0. Suppose that





i=1 Zwi where vi, wi are linearly independent vectors. For each
s = λ(γ) ∈ S0, λ(γn) = nλ(γ) → ∞ as γ is loxodromic. Hence there exists ns ∈ N so that
nsλ(γ) ∈ F . Setting N :=
∏














i=1 Zwi and λ(Γ0) generates a dense
subgroup of a [6], it follows that k = dim a, yielding a contradiction.
Proposition 0.45.4. For any ψ ∈ D?Γ and C > 0, the set {λ(γ) ∈ a+ : γ ∈ Γ0, ψ(λ(γ)) ≥
C} generates a dense subgroup of a.
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Proof. Theorem 3.2 in [113] extends to general Anosov subgroups (see also [23, Thm. A.2-
(2)]), and hence the cocycle c = ψ ◦ σ has a finite exponential growth rate. In particular,
#{λ(γ) : γ ∈ Γ, ψ(λ(γ)) < C} ≤ #{[γ] ∈ [Γ] : ψ(λ(γ)) < C} <∞ (0.45.1)
where [Γ] denotes the set of conjugacy classes in Γ. Hence #{λ(γ) : γ ∈ Γ0, ψ(λ(γ)) <
C} <∞ and the claim follows from Lemma 0.45.3.
Lemma 0.45.5. There exists a compact subset C ⊂ G such that for any ξ ∈ Λ, there exists
g ∈ C such that g+ = ξ and g− ∈ Λ.
Proof. In the Gromov hyperbolic space Γ, there exists a finite subset F ⊂ Γ such that
for any x ∈ ∂Γ, there exists y ∈ ∂Γ such that [x, y] ∩ F 6= ∅. It suffices to choose a






with N0(ψ, p) and C given by Lemmas 0.52.6 and 0.52.7 respectively.
In view of Proposition 0.45.4, Proposition 0.45.2 is an immediate consequence of the
following:
Proposition 0.45.6. For any γ0 ∈ Γ0 with ψ(λ(γ0)) ≥ 1 + log 3N0,
λ(γ0) ∈ Eνψ(Γ0).
Essential values of νψ
Most of this section is devoted to the proof of this proposition. We fix γ0 ∈ Γ0 with
ψ(λ(γ0)) ≥ log 3N0 + 1.
Since ψ > 0 on λ(Γ)− {0} by Theorem 0.39.2(4), we have
ψ(iλ(γ0)) + ψ(λ(γ0)) > log 3N0 + 1. (0.45.2)
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Definition of BR(γ0, ε)
Let 0 < ε < ‖ψ‖−1 be an arbitrary number. We fix g ∈ C such that g+ = y+γ0 and g
− ∈ Λ,
given by Lemma 0.52.7. Set p := go ∈ C(o), ξ0 := y+γ0 and η := g
−.
For ξ ∈ Λ and r > 0, set
Bp(ξ, r) := {η ∈ Λ : dψ,p(ξ, η) < r}
where dψ,p is the virtual visual metric defined in section 0.41.




−1p)∓ λ(γ0)‖ < ε. (0.45.3)
For each R > 0, we define the family of virtual-balls as follows:
BR(γ0, ε) = {Bp(γξ0, r) : γ ∈ Γ, 0 < r < min(R, rp(γ))}.
Let C = C(ψ, p) > 0 be as in Theorem 0.52.9. Since ξ0 ∈ Oε/(8κ)(η, p) where κ > 0 is as




‖ψ‖ε+2Cs) ⊂ Oε/(8κ)(η, p); (0.45.4)
sup
x∈Bp(ξ0,e2Cs)
‖βx(p, γ±10 p)∓ λ(γ0)‖ < ε/4. (0.45.5)
For each γ ∈ Γ and r > 0, set





Lemma 0.45.7. Fix R > 0. If ξ ∈ Λ and γi ∈ Γ is a sequence such that γ−1i p → η and
γ−1i ξ → ξ0 as i → ∞, then for any 0 < r ≤ s(γ0), there exists i0 = i0(r) > 0 such that for
all i ≥ i0,
D(γiξ0, r) ∈ BR(γ0, ε) and ξ ∈ D(γiξ0, r).






Proof. Set Γp := {γ ∈ Γ : ψ(a(γ−1p, p) + i a(γ−1p, p)) > 0}; note that Γ − Γp is a finite
subset by Lemma 0.40.3. Hence we may assume that for all i, γi ∈ Γp. Since γ−1i p→ η as
i→∞, we may assume by Lemma 0.40.3 that for all i,
Oε/(8κ)(η, p) ⊂ Oε/(4κ)(γ−1i p, p). (0.45.6)













i p,p))r. Let ξ′ ∈ Bp(γiξ0, 3N0si). We only prove that

























≤ e2Cr by Theorem 0.52.9. (0.45.7)
Since r ≤ s(γ0), this implies that
‖βγ−1i ξ′(p, γ0p)− λ(γ0)‖ < ε/4.
































i p, p)− βγ−10 γ−1i ξ′(γ
−1
i p, p)‖ < 2κ(ε/4κ) = ε/2.
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Now we have
‖βξ′(p, γiγ0γ−1i p)− λ(γ0)‖
≤ ‖βξ′(γip, γiγ0p)− λ(γ0)‖+ ‖βξ′(p, γip)− βξ′(γiγ0γ−1i p, γiγ0p)‖
= ‖βγ−1i ξ′(p, γ0p)− λ(γ0)‖+ ‖βγ−1i ξ′(γ
−1
i p, p)− βγ−10 γ−1i ξ′(γ
−1
i p, p)‖
≤ ε/4 + ε/2 < ε,
which verifies that D(γiξ0, r) belongs to the family BR(γ0, ε).







Since r ≤ s(γ0), (0.52.3), (0.45.6), and (0.45.9) imply that γ−1i ξ ∈ Oε/(4κ)(γ
−1
i p, p). Since
ξ0 ∈ Oε/(4κ)(γ−1i p, p) as well, we have
‖βγ−1i ξ(γ
−1
i p, p)− a(γ
−1
i p, p)‖ ≤ ε/4 and ‖βξ0(γ
−1
i p, p)− a(γ
−1
i p, p)‖ ≤ ε/4,
by Lemma 0.52.10. Note that






























i p,p))r by (0.45.9).
This proves that ξ ∈ D(γiξ0, r).
Consider the following measure νp = νψ,p on Λ:
dνp(ξ) = e
ψ(βξ(o,p))dνψ(ξ).



















By Lemma 0.45.7, h∗ is well defined on ΛM . Since ΛM has a full νp measure by Theorem
0.43.9, h∗ is defined νp-a.e. on F . We will prove that h = h∗, νp-a.e.; by taking h = 1B,
the conclusion of the lemma will follow. Note that h = h∗ when h is continuous. To deal
with the general case, we proceed as follows.
Step 1: For all α > 0,



















h dνp > α.
Since K is compact, there exists a finite subcover of {Dx : x ∈ Q}, say Di = Bp(γiξ0, si)(i =
1, · · · , n) where γi ∈ Γ and si = 13N0 e
−ψ(a(γ−1i p,p)+i a(γ
−1
i p,p))ri for some 0 < ri < R.
For brevity, we will write 3N0Di := Bp(γiξ0, 3N0si). By Lemma 0.52.6, there exists a






















≤ 3N0e−ψ(λ(γ0)+iλ(γ0))+‖ψ‖εsij < sij ,
by (0.41.2), (0.40.2), (0.45.3) and (0.45.2). Hence

































which was to be proved.
Step 2: h(ξ) = h∗(ξ) for νp-a.e ξ.
We first prove that h(ξ) ≤ h∗(ξ) for νp-a.e ξ. Let α > 0 be arbitrary. It suffices to show
that νp({ξ : h(ξ) − h∗(ξ) > α}) = 0. Let hn be a continuous function converging to h in
L1(νp). Note that h
∗
n = hn and
νp({ξ : h(ξ)− h∗(ξ) > α})
≤ νp({ξ : h(ξ)− hn(ξ) > α/2}) + νp({ξ : h∗n(ξ)− h∗(ξ) > α/2})




Taking n→∞, we get
νp({ξ : h(ξ)− h∗(ξ) > α}) = 0.
As α > 0 is arbitrary, it follows that h ≤ h∗, νp-a.e. Similar argument shows that h∗ ≤ h,
νp -a.e.
Proof of Proposition 0.51.4: It is easy to check that Eν(Γ0) = Eνp(Γ0). Hence it suffices
to show λ(γ0) ∈ Eνp(Γ0). Let B ⊂ F be a Borel subset with νp(B) > 0 and ε > 0. By
Proposition 0.45.8, there exists D = Bp(γξ0, r) ∈ BR(γ0, ε) for γ ∈ Γ and r > 0 such that
νp(D ∩B) > (1 + e−ψ(λ(γ0))−‖ψ‖ε)−1νp(D). (0.45.10)
Since r < rp(γ), we have
D ⊂ {ξ : ‖βξ(p, γγ0±γ−1p)∓ λ(γ0)‖ ≤ ε}
⊂ {ξ : |ψ(βξ(p, γγ0±γ−1p))∓ ψ(λ(γ0))| ≤ ‖ψ‖ε}.
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We note that γγ0γ
−1D ⊂ D: if ξ ∈ D, by (0.41.2),
dp(γξ0, γγ0γ








≤ e−ψ(λ(γ0)+iλ(γ0))+‖ψ‖εr < r.
Since
B ∩ γγ0γ−1B ∩ {ξ : ‖βξ(p, γγ0γ−1p)− λ(γ0)‖ < ε} ⊃ (D ∩B) ∩ γγ0γ−1(D ∩B),









νp(D ∩B) + νp(γγ0γ−1(D ∩B)) > (1 + e−ψ(λ(γ0))−‖ψ‖ε)νp(D ∩B) > νp(D).
Since both D∩B and γγ0γ−1(D∩B) are contained in D, this implies that their intersection
has a positive νp-measure. Since γγ0γ
−1 ∈ Γ0, it follows that λ(γ0) ∈ Eνp(Γ0).
In view of Proposition 0.44.2, we obtain the following corollary:
Corollary 0.45.9. Let Γ0 be a Zariski dense normal subgroup of an Anosov subgroup
Γ < G. Let ψ ∈ D?Γ. If νψ is Γ0-ergodic, then mBRψ , considered as a measure on Γ0\G, is
NM -ergodic.
Patterson Sullivan measures are mutually singular
Theorem 0.45.10. Let Γ < G be an Anosov subgroup. Then {νψ : ψ ∈ D?Γ} are pairwise
mutually singular.
Proof. Since Γ < G is Anosov, the family {νψ : ψ ∈ D?Γ} consists of Γ-ergodic measures
(see the remark following Theorem 0.39.2). Hence any νψ1 and νψ2 in this family are either
mutually singular or absolutely continuous to each other. Now the claim follows from
Lemma 0.45.11 below, in view of Proposition 0.45.2.
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Lemma 0.45.11. For i = 1, 2, let νψi be a (Γ, ψi)-PS measure for some ψi ∈ a∗. If Eνψ2 = a
and νψ1  νψ2, then ψ1 = ψ2.




∈ L1(Λ, νψ2). Note that there exists a νψ2-conull set E ⊂ Λ such that for all
ξ ∈ E and γ ∈ Γ, we have
f(γ−1ξ) = e(ψ1−ψ2)(βξ(e,γ))f(ξ). (0.45.11)
If f were continuous, then f 6= 0 and by applying ξ = y+γ in the above, we get ψ1(λ(γ)) =
ψ2(λ(γ)) for all γ ∈ Γ. Since λ(Γ) generates a dense subgroup of a, it follows that ψ1 = ψ2.
In general, we use the hypothesis Eνψ2 = a. Choose 0 < r1 < r2 such that
B := {ξ ∈ Λ : r1 < f(ξ) < r2}
has a positive νψ2-measure. Since ψ1 6= ψ2, we can choose w ∈ a such that
e(ψ1−ψ2)(w) > 2r2r1 . (0.45.12)
Choose ε > 0 such that e‖ψ1−ψ2‖ε < 2. Since νψ2(B) > 0 and Eνψ2 = a, there exists γ ∈ Γ
such that
B′ := B ∩ γB ∩ {ξ ∈ Λ : ‖βξ(e, γ)− w‖ < ε}
has a positive νψ2-measure. Now note that∫
B′









by (0.45.11), (0.45.12), and the choice of ε. In particular,
νψ2
{
ξ ∈ B′ : f(γ−1ξ) > r2r1 f(ξ)
}
> 0.
It follows that there exists ξ ∈ B′ ∩ E such that
f(γ−1ξ) > r2r1 f(ξ). (0.45.13)
On the other hand, for ξ ∈ B′, both ξ and γ−1ξ belong to B. Hence, by definition of B, for
all ξ ∈ B′, we have
f(γ−1ξ) < r2r1 f(ξ).
This is a contradiction to (0.45.13).
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P -semi-invariant measures.
In this section, we establish that P -semi-invariant Radon measures supported in E = {x ∈
Γ\G : x+ ∈ Λ}, up to constant multiples, are parametrized by D?Γ.
If µ is P -semi-invariant, then there exists a linear form χµ ∈ a∗ such that for all a ∈ A,
a∗µ = e
−χµ(log a)µ.
We set ψµ := χµ + 2ρ ∈ a∗. The first part of the following proposition is known in the
rank one case (see e.g. [3], [21], and [59]) and the proof can be easily adapted to the higher
rank case.
Proposition 0.45.12. For any Zariski dense discrete subgroup Γ < G, any P -semi-
invariant Radon measure µ on Γ\G is proportional to mνψµ ,mo where νψµ is a (Γ, ψµ)-
conformal measure and ψµ ∈ DΓ. Moreover, if µ is supported on E, then µ is proportional
to mBRψµ . If Γ is Anosov, we also have ψµ ∈ D
?
Γ.
Proof. For simplicity, set χ = χµ and ψ = ψµ. Let µ̃ be the Γ-invariant lift of µ to G and
π : G → G/P be the projection. Choose a section c : G/P → K so that π ◦ c = id and
consider the measurable isomorphism
G/P ×M ×A×N → G
(ξ, m, a, n) → c(ξ)man.
Let dm, dn, da be the Haar measures on M , N , and A. As µ̃ is P -semi-invariant Radon
measure, there exists χ̃ ∈ a∗ and a Radon measure ν on G/P such that
dµ̃(c(ξ)man) = eχ̃(log a)dn da dmdν(ξ).
Without loss of generality, we may assume that |ν| = 1. Because dµ̃(· a) = eχ(log a)dµ̃(·), we
have
χ = χ̃− 2ρ, or equivalently, χ̃ = ψ.
Note that G is measurably isomorphic to the product G/P × P and the left Γ-action
with respect to these coordinates is given by γ · (ξ, p) = (γ · ξ,Φ(γ, ξ)p) for some P -valued
cocycle Φ : Γ×G/P → P where γ ∈ Γ and (ξ, p) ∈ G/P × P . One can check that
Φ(γ, ξ) = m(γ, ξ) exp(βξ(γ
−1, e))n(γ, ξ)
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for some m(γ, ξ) ∈ M and n(γ, ξ) ∈ N . Hence, for p = man, the MAN -coordinates for


































where in the last equality, we have used (0.45.14) and the change of variables a′ = a exp(βξ(e, γ
−1)).







f(ξ, p)eψ(log a)dn da dmdν(ξ).
By comparing these two identities, we get that for any γ ∈ Γ,
d(γ∗ν)(ξ) = e
ψ(βξ(e,γ))dν(ξ),
that is, ν is a (Γ, ψ)-conformal measure. By [98, Thm. 8.1], ψ ∈ DΓ.




















f(g)e2ρ(βg− (e,g))eψ(βg+ (e,g)) dmda dmo(g
−) dν(g+)
= m̃ν,mo(f).
Therefore µ̃(f) = m̃ν,mo(f).
Now, if µ is supported on E , then ν is supported on Λ. Hence ν is a (Γ, ψ)-PS measure;
so µ = mBRψ . When Γ is Anosov, ψ ∈ D?Γ by Theorem 0.42.6.
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Let PΓ be the space of all P -semi-invariant Radon measures on E up to proportionality.
Let QΓ be the space of all NM -invariant, ergodic and A-quasi-invariant Radon measures
supported on E up to proportionality.
Theorem 0.45.13. Let Γ < G be an Anosov subgroup. We have PΓ = QΓ and the map
D?Γ → QΓ given by ψ 7→ [mBRψ ] gives a homeomorphism between D?Γ and QΓ. In particular,
QΓ is homeomorphic to Rrank G−1.
Proof. For µ ∈ QΓ and a ∈ A, a∗µ and µ are equivalent to each other, and by the NM -
ergodicity of µ, the Radon-Nikodym derivative da∗µ/dµ is constant, say χ(a). Now the
function a 7→ χ(a) gives the semi-invariance of µ by A and hence by P . This implies
QΓ ⊂ PΓ. The other direction PΓ ⊂ QΓ follows from Proposition 0.52.2 and Theorem
0.45.1.
Let Q♠Γ be the space of all NM -ergodic A-quasi-invariant Radon measures supported
on {x ∈ Γ\G : x+ ∈ Λ}, so that QΓ = Q♠Γ / ∼. Set ι(ψ) = mBRψ for ψ ∈ D?Γ. Since




Γ is well defined and in-
jective by Lemma 0.45.11. By Proposition 0.52.2, ι(D?Γ) contains precisely one represen-
tative of each class in QΓ. Hence it suffices to show that the map ι gives a homeomor-
phism between D?Γ and its image ι(D
?
Γ). Continuity of ι follows from Theorem 0.42.6.
Now, suppose that mBRψi → m
BR
ψ for some sequence ψi, ψ ∈ D?Γ. Then the A-semi-




implies that limi→∞ e
(2ρ−ψi)(log a)mBRψi (f) = e




(f) = mBRψ (f), we get limi→∞ e
(2ρ−ψi)(log a) = e(2ρ−ψ)(log a) for all a ∈ A. Hence
ψi → ψ. This proves that D?Γ and QΓ are homeomorphic to each other. The last claim
follows from Proposition 0.39.3.
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Ergodic decompositions of
geometric measures on Anosov
homogeneous spaces.
0.46 Introduction
Let G be a connected semisimple real algebraic group, i.e., the identity component of the
group of real points of a semisimple algebraic group defined over R. We let Γ < G be a
Zariski dense Anosov subgroup of G. Let N < G be a maximal horospherical subgroup of
G, which is unique up to conjugation. Let P denote the normalizer of N , which is a minimal
parabolic subgroup of G. Fix a Langlands decomposition P = MAN where A is a maximal
real split torus of G and M is a maximal compact subgroup of P commuting with A. In
our earlier paper [63], we showed that all Burger-Roblin measures on Γ\G, parametrized
by RrankG−1, are NM -ergodic and that they form precisely all non-trivial NM -invariant
ergodic and P ◦-quasi-invariant Radon measures on Γ\G. One cannot replace NM by N in
these statements, as Burger-Roblin measures are not N -ergodic in general. The main aim
of this paper is to describe N -ergodic decompositions of Burger-Roblin measures as well
as to classify all non-trivial N -invariant ergodic and P ◦-quasi-invariant Radon measures on
Γ\G. When G has rank one, the class of Anosov subgroups of G coincides with that of
convex cocompact subgroups. If P is connected in addition, e.g., when G is the group of all
orientation preserving isometries of a rank one symmetric space, then there exists a unique
non-trivial N -invariant ergodic measure, which is the Burger-Roblin measure, proved by
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Burger, Roblin and Winter ( [21], [110], [135]). We also mention that when Γ < G is a
lattice, classification of ergodic measures for maximal horospherical subgroup action was
first obtained by Furstenberg, Veech and Dani ( [38], [133], [24]), prior to Ratner’s more
general measure classification theorem for any connected unipotent subgroups [106].
We begin by recalling the definition of an Anosov subgroup. Let F := G/P denote the
Furstenberg boundary, and F (2) the unique open G-orbit in F×F . A Zariski dense discrete
subgroup Γ < G is called an Anosov subgroup if it is a finitely generated word hyperbolic
group which admits a Γ-equivariant continuous embedding ζ of the Gromov boundary ∂Γ
into F such that (ζ(x), ζ(y)) ∈ F (2) for all x 6= y in ∂Γ ( [57], [45], [51], [134]). The class
of Anosov subgroups include the Zariski dense images of representations in the Hitchin
component as well as Zariski dense Schottky subgroups.
Denote by a the Lie algebra of A and fix a positive Weyl chamber a+ ⊂ a so that logN
is the sum of positive root subspaces. Fix a maximal compact subgroup K of G so that the
Cartan decomposition G = KA+K holds for A+ = exp a+.
Let LΓ ⊂ a+ denote the limit cone of Γ, which is the smallest cone containing the Cartan
projection of Γ. Let ψΓ : a → R ∪ {−∞} denote the growth indicator function of Γ (see
Def. 0.49.1). Set
D?Γ := {ψ ∈ a∗ : ψ ≥ ψΓ, ψ(v) = ψΓ(v) for some v ∈ intLΓ}.
For each ψ ∈ D?Γ, we denote by mBRψ and mBMSψ the Burger-Roblin measure and the
Bowen-Margulis-Sullivan measure on Γ\G associated to ψ ((0.49.2) and (0.49.4)). The
Burger-Roblin measures are all supported on the unique P -minimal subset of Γ\G:
E := {[g] ∈ Γ\G : gP ∈ Λ}
where Λ ⊂ F denotes the limit set of Γ. In [63], we showed that for Γ Anosov, each mBRψ is
NM -ergodic and the map ψ 7→ mBRψ gives a homeomorphism between D?Γ and the space of
all NM -invariant ergodic and P -quasi invariant measures supported on E . We also showed
that all mBMSψ are AM -ergodic.
Denote by YΓ the collection of all P
◦-minimal subsets of Γ\G. For any E0 ∈ YΓ, we set
PΓ := {p ∈ P : E0p = E0}.
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By the work of Guivarc’h and Raugi [46], PΓ is independent of the choice of E0 ∈ YΓ, and
is a co-abelian subgroup of P containing P ◦. It follows that for any E0 ∈ YΓ, the map
s 7→ E0s defines a bijection between P/PΓ and YΓ.
Noting that {E0 ∈ YΓ} gives a partition of E into #YΓ-number of closed subsets, the
following is our main theorem:










ψ |E0 is an A-ergodic decomposition.
In particular, the numbers of ergodic components of mBRψ and of m
BMS
ψ are given by #YΓ,
independent of ψ.
As P ◦ ⊂ PΓ, PΓ is of the form MΓAN where
MΓ := {m ∈M : E0m = E0}.
For any g ∈ G such that gΓg−1 contains a loxodromic element in (intA+)M ,
MΓ = Closure of {m ∈M : g−1hamng ∈ Γ for some h ∈ N+, a ∈ A,n ∈ N}
where N+ is the opposite horospherical subgroup to N , i.e., the maximal horospherical
subgroup such that the intersection of its normalizer and P is equal to AM [12, Prop.
4.9(a)]. The subgroup MΓ is not equal to M in general: there exists a Zariski dense
Schottky subgroup Γ with MΓ 6= M [7], and for an Anosov subgroup Γ which is the image
of a Hitchin representation into PSLn(R), it is known that MΓ = {e} [57].
Since each E0 ∈ YΓ is a second countable topological space, almost all orbits are dense
with respect to an ergodic measure. Hence Theorem 0.46.1 implies:
Corollary 0.46.2. Let E0 be a P
◦-minimal subset of Γ\G. Then
1. for mBRψ |E0 almost all x ∈ E0, xN is dense in E0;
2. for mBMSψ |E0 almost all x ∈ E0, xA is dense in E0 ∩ suppmBMSψ .
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Indeed, Corollary 0.46.2(2) holds for A+-orbits as well (see Corollary 0.49.11).
In view of our earlier work [63], Theorem 0.46.1 implies:
Theorem 0.46.3. The space of all N -invariant ergodic and P ◦-quasi-invariant Radon mea-
sures on E, up to positive constant multiples, is homeomorphic to RrankG−1×{1, · · · ,#M/MΓ}.
Summary of proofs
For each ψ ∈ D?Γ, there exists a unique (Γ, ψ)-Patterson-Sullivan measure, say, νψ, on the
limit set Λ ⊂ F. Denote by ν̃ψ the M -invariant lift of νψ to G/P ◦. Using that the closure
of the weak-transitivity subgroup of M contains M ∩ PΓ (Corollary 0.48.8), we show that
Γ-ergodic components of ν̃ψ and A-ergodic components of m
BMS
ψ are respectively given by
their restrictions to Γ-minimal subsets of G/P ◦ and to P ◦-minimal subsets of Γ\G (Theorem
0.49.4). We define the closed subgroup, say Eνψ of AM consisting of νψ-essential values (Def.
0.51.1), and show that elements of the generalized length spectrum of Γ, whose images under
ψ are sufficiently large, are contained in Eνψ (Proposition 0.52.8). This implies that AM
◦
is contained in Eνψ , from which we deduce Theorem 0.46.1(1), using the NM -ergodicty of
mBRψ .
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0.47 Preliminaries
Let G be a connected semisimple real algebraic group and Γ < G be a Zariski dense discrete
subgroup. We fix, once and for all, a Cartan involution θ of the Lie algebra g of G and
decompose g as g = k⊕ p, where k and p are the +1 and −1 eigenspaces of θ, respectively.
We denote by K the maximal compact subgroup of G with Lie algebra k. We also choose
a maximal abelian subalgebra a of p. Choosing a closed positive Weyl chamber a+ of a,
set A := exp a and A+ := exp a+. The centralizer of A in K is denoted by M and we set
N to be the contracting horospherical subgroup: for a ∈ intA+, N = {g ∈ G : a−ngan →
e as n→ +∞}. Note that logN is the sum of all positive root subspaces for our choice of
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A+. Similarly, we also consider the expanding horospherical subgroup N+: for a ∈ intA+,
N+ := {g ∈ G : anga−n → e as n→ +∞}. We set P = MAN which is a minimal parabolic
subgroup of G. The quotient F = G/P is known as the Furstenberg boundary of G and is
isomorphic to K/M . We let Λ denote the unique Γ-minimal subset of F, called the limit
set of Γ.
We fix an element w0 of the normalizer of a such that Adw0 a
+ = −a+. The opposition
involution i : a→ a is defined as i(u) = −Adw0 u.
Definition 0.47.1 (Visual maps). For each g ∈ G, we define
g+ := gP ∈ G/P and g− := gw0P ∈ G/P.
For all g ∈ G and m ∈ M , observe that g± = (gm)± = g(e±). Let F(2) denote the unique
open G-orbit in F×F:
F(2) = G(e+, e−) = {(g+, g−) ∈ F × F : g ∈ G}.
0.47.1 A-valued cocycles
Definition 0.47.2. The A-valued Iwasawa cocycle σ : G×F→ A is defined as follows: for
(g, ξ) ∈ G× F, σA(g, ξ) ∈ A is the unique element satisfying
gk ∈ KσA(g, ξ)N (0.47.1)
where k ∈ K is such that ξ = k+.
Definition 0.47.3. The A-valued Busemann function βA : F×G × G → A is defined as
follows: for ξ ∈ F and g1, g2 ∈ G,





The product map N+ × P → G is a diffeomorphism onto its image which is Zariski open
and dense in G. Hence for each ξ ∈ N+e+, we can define hξ ∈ N+ to be the unique element
such that ξ = hξe
+. Similarly, the product map K × A × N → G is a diffeomorphism,
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giving the Iwasawa decomposition G = KAN . We can therefore define kξ ∈ K to be the
unique element such that hξ ∈ kξAN .
Definition 0.47.4 (Bruhat cocycle and Iwasawa cocycle). Let g ∈ G and ξ ∈ F be such
that ξ, gξ ∈ N+e+.
1. We define the Bruhat cocycle b(g, ξ) ∈ AM to be the unique element satisfying
ghξ ∈ N+b(g, ξ)N.
Note that ξ ∈ N+e+ allows us to get hξ ∈ N+ and gξ ∈ N+e+ implies ghξ ∈
N+AMN .
2. We define the Iwasawa cocycle σAM (g, ξ) ∈ AM to be the unique element satisfying
gkξ ∈ kgξσAM (g, ξ)N.
Note that ghξ ∈ hgξb(g, ξ)N .
We note that for any ξ ∈ F, there exists a unique element σ(g, ξ) ∈ A such that
gkξ ∈ Kσ(g, ξ)N where ξ = [kξ] ∈ K/M = F . The logarithm of σ(g, ξ) was defined as the
Iwasawa cocycle in [63]. In order to define the AM -valued Iwasawa cocycle, it is necessary
to choose a section of the projection K ' G/AN → K/M ' G/P . In the above definition,
we have used a section s : G/P → G/AN such that s(hP ) = hAN for all h ∈ N+, so that
it is continuous on N+e+ ⊂ F.
It follows that for each fixed g ∈ G, the maps ξ 7→ b(g, ξ) and ξ 7→ σAM (g, ξ) are
continuous on the set {ξ ∈ N+e+ : gξ ∈ N+e+}.
Definition 0.47.5 (AM -valued Busemann map). For (ξ, g1, g2) ∈ F × G × G such that
ξ, g−11 ξ, g
−1
2 ξ ∈ N+e+, we define
βAMξ (g1, g2) := σ
AM (g−11 , ξ)σ
AM (g−12 , ξ)
−1.





For simplicity, we sometimes drop the superscript AM from βAM when its meaning is clear
from the context.
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Example 0.47.6. If g = hamn ∈ N+AMN , then βMg+(e, g) = m.
For fixed g1, g2 ∈ G, the map ξ 7→ βξ(g1, g2) is continuous on {ξ ∈ N+e+ : g−11 ξ, g
−1
2 ξ ∈
N+e+}. We have the following whenever both sides are defined: for any g1, g2, g3 ∈ G and
ξ ∈ F,
1. (cocycle identity) βξ(g1, g3) = βξ(g1, g2)βξ(g2, g3);
2. (equivariance) βg3ξ(g3g1, g3g2) = βξ(g1, g2).
0.47.3 Jordan projection and Cartan projection
Recall that for any loxodromic element g ∈ G, there exists ϕ ∈ G such that
g = ϕamϕ−1




which is called the attracting fixed point of g. The element a ∈ intA+ is uniquely determined
and called the Jordan projection of g. We denote it by λ(g).
The limit cone LΓ ⊂ a+ is defined as the smallest closed cone containing all λ(γ), γ ∈ Γ,
which is known to be a convex cone with non-empty interior [5].
Definition 0.47.7 (Cartan projection). For each g ∈ G, there exists a unique element
µ(g) ∈ a+, called the Cartan projection of g, such that
g ∈ K exp(µ(g))K.
The limit cone LΓ coincides with the smallest closed cone containing all µ(γ), γ ∈ Γ.
0.48 Generalized length spectrum and transitivity groups
In this section, we fix a discrete Zariski dense subgroup Γ of G.
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0.48.1 P ◦-minimal subsets of Γ\G.
Note that the limit set Λ of Γ is the unique Γ-minimal subset of F. It follows that the set
E := {[g] ∈ Γ\G : g+ ∈ Λ}
is the unique P -minimal subset of Γ\G.
We refer to [46, Thm. 2 and Thm 1.9] for results in this subsection. Set C = G/P ◦.
For any g ∈ G with g+ ∈ Λ, the closure of ΓgP ◦ is a Γ-minimal subset of C. Moreover the
following closed subgroup of M is well-defined:
MΓ := {m ∈M : Λ0m = Λ0} (0.48.1)
for a Γ-minimal subset Λ0 of C. The subgroup MΓ is a co-abelian subgroup of M containing
M◦ and MΓ/M
◦ is isomorphic to (Z/2Z)p for 0 ≤ p ≤ dimA.
For any Γ-minimal subset Λ0 of F0, the map s 7→ Λ0s gives a bijection between MΓ\M




These results can be translated into statements about P ◦-minimal subsets of Γ\G by
the duality. Each Λ0 ∈ YΓ is of the form E(Λ0)/P ◦ for some left Γ-invariant and right
P ◦-invariant closed subset E(Λ0) of G. The map Λ0 7→ Γ\E(Λ0) gives a bijection between
YΓ and the collection of all P ◦-minimal subsets of Γ\G, say YΓ. Moreover, if we set
PΓ := MΓAN, (0.48.2)





We remark that a P ◦-minimal subset is in fact an AN -minimal subset; this follows from [46,
Thm.2].
0.48.2 Generalized length spectrum
We define
Γ? := {γ ∈ Γ : there exists ϕ ∈ N+N with γ ∈ ϕ(intA+)Mϕ−1}.
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Note that if γ ∈ Γ and y+γ ∈ N+e+, then γ ∈ Γ?. As Γ is Zariski dense, the set of loxodromic
elements is Zariski dense in G [5]. It follows that Γ? is Zariski dense in G as well. For γ ∈ Γ?,
we define its generalized Jordan component λ̂(γ) to be the unique element of intA+M such
that
γ = ϕλ̂(γ)ϕ−1 for some ϕ ∈ N+N .
Definition 0.48.1. We call the following set the generalized length spectrum of Γ:
λ̂(Γ) := {λ̂(γ) ∈ AM : γ ∈ Γ?}.
We denote by s(Γ) the closed subgroup of AM generated by λ̂(Γ).
Lemma 0.48.2. For all γ ∈ Γ?, we have




Proof. Since γ ∈ Γ?, we have γ = ϕλ̂(γ)ϕ−1 for some ϕ = hn, where h ∈ N+ and n ∈ N .
Set ξ := y+γ = ϕ
+. In particular, hξ = h and h ∈ kξAN . The defining relations for b(γ, ξ)
and βAMξ (e, γ) are
γh ∈ hb(γ, ξ)N and γkξ ∈ kξβξ(e, γ)N.
Now observe that






Therefore λ̂(γ) = b(γ, ξ) = βAMξ (e, γ).
For each ξ ∈ Λ∩N+e+, we define bξ(Γ) to be the closed subgroup of AM generated by
all b(γ, ξ) where γ ∈ Γ and γξ ∈ N+e+.
Lemma 0.48.3. The subgroup bξ(Γ) < AM is independent of ξ ∈ Λ ∩N+e+.
Proof. Let ξ1, ξ2 ∈ Λ ∩ N+e+. To show that bξ1(Γ) = bξ2(Γ), it suffices to check that
b(γ, ξ2) ∈ bξ1(Γ) for any γ ∈ Γ such that γξ2 ∈ N+e+. Since Λ is Γ-minimal, there exists a
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sequence γn ∈ Γ such that limn→∞ γnξ1 = ξ2. Since N+e+ is open and ξ2, γξ2 ∈ N+e+, ,
we have γnξ1, γγnξ1 ∈ N+e+ for all large n and b(γγn, ξ1) = b(γ, γnξ1)b(γn, ξ1). Hence
b(γ, ξ2) = lim
n→∞




from which the lemma follows.
By Lemma 0.48.3, we may define
b(Γ) := bξ(Γ) for any ξ ∈ Λ ∩N+e+.
In the rest of this section, we assume that Γ contains a loxodromic element in intA+M .
Lemma 0.48.4. We have b(Γ) = s(Γ).
Proof. We first claim that b(Γ) ⊂ s(Γ). By Lemma 0.48.3, it suffices to show that b(γ, e+) ∈
s(Γ) for any γ ∈ Γ with γe+ ∈ N+e+. Set s0 := a0m0 ∈ Γ ∩ intA+M −M . Then for all
sufficiently large n, sn0γ is a loxodromic element and xn := y
+
sn0 γ
converges to e+ as n→∞.
Since y+sn0 γ
∈ N+e+, we have sn0γ ∈ Γ? for all large n. Now the claim follows from
b(γ, e+) = lim
n→∞








We next claim s(Γ) ⊂ b(Γ). Let γ ∈ Γ? be arbitrary. Note that y+γ ∈ N+e+. By Lemma
0.48.2, λ̂(γ) = b(γ, y+γ ) ∈ by+γ (Γ). Since b(Γ) = by+γ (Γ) by Lemma 0.48.3, we have λ̂(γ) ∈
b(Γ), proving the claim.
Proposition 0.48.5. We have
1. b(Γ) = b(g−1Γg) for all g ∈ G with g± ∈ Λ;
2. b(Γ) is a co-abelian subgroup of AM containing AM◦;
3. b(Γ) = AMΓ.
Proof. Claims (1) and (2) are proved in [46, Thm 1.9]. Claim (3) follows since A ⊂ b(Γ) by
(2) and the closure of {m ∈M : Γ ∩N+AmN 6= ∅} is equal to MΓ [12, Prop. 4.9(a)].
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Hence we deduce the following from Lemma 0.48.4 and Proposition 0.48.5.
Corollary 0.48.6. We have
s(Γ) = AMΓ.
0.48.3 Transitivity groups
Definition 0.48.7 (Transitivity group). For g ∈ G with g± ∈ Λ, define the subset HsΓ(g) <
AM as follows: am ∈ HsΓ(g) if and only if there exist γ ∈ Γ and a sequence hi ∈ N ∪N+,
i = 1, . . . , k such that
(gh1h2 . . . hr)
± ∈ Λ for all 1 ≤ r ≤ k and γgh1h2 . . . hk = gam.
It is not hard to check that HsΓ(g) is a subgroup (cf. [135, Lem. 3.1]); it is called the strong
transitivity subgroup. We set HwΓ (g) to be the projection of HsΓ(g) to M and call it the weak
transitivity subgroup.
The notion of transitivity groups was used in [135] in which the following corollary was
proved for rank one case by a different approach.
Corollary 0.48.8. For any g ∈ G with g± ∈ Λ, the closure of HsΓ(g) contains AMΓ. In
particular, MΓ ⊂ HwΓ (g).
Proof. By Proposition 0.48.5, it suffices to show that if g ∈ G satisfies g± ∈ Λ, then b(g−1Γg)
is contained in the closure ofHsΓ(g). By Lemma 0.48.3, it is again enough to show that, fixing
ξ ∈ g−1Λ ∩N+e+, b(g−1γg, ξ) is contained in HsΓ(g) for any γ ∈ Γ. If ξ = he+ for h ∈ N+
and am = b(g−1γg, ξ), then g−1γgh = h1amn1 for some h1 ∈ N+ and n1 ∈ N . We can
rewrite it as gam = γghn2h2 where n2 ∈ N and h2 ∈ N+. Observe that (γgh)−1 = γg− ∈ Λ
and (γgh)+ = γgξ ∈ Λ as ξ ∈ g−1Λ. Moreover, (γghn2)− = (γghn2h2)− = g− ∈ Λ and
(γghn2)
+ = (γgh)+ ∈ Λ. Therefore am ∈ HsΓ(g). This proves the claim.
0.49 A-ergodic decompositions of BMS-measures
Let Γ < G be a Zariski dense discrete subgroup of G.
254
Definition 0.49.1 (Growth indicator function). The growth indicator function ψΓ : a
+ →
R ∪ {−∞} is defined as a homogeneous function, i.e., ψΓ(tu) = tψΓ(u), such that for any






t log #{γ ∈ Γ : µ(γ) ∈ C , ‖µ(γ)‖ ≤ t}.
We consider ψΓ as a function on a by setting ψΓ = −∞ outside of a+.
For a linear form ψ ∈ a∗, a Borel probability measure ν on Λ is called a (Γ, ψ)-PS
measure if for all γ ∈ Γ and ξ ∈ F ,
dγ∗ν
dν




D?Γ := {ψ ∈ a∗ : ψ ≥ ψΓ, ψ(u) = ψΓ(u) for some u ∈ intLΓ}.
For each linear form ψ ∈ D?Γ, Quint constructed a (Γ, ψ)-Patterson-Sullivan measure, say,
νψ [98, Thm. 4.10]. For an Anosov group Γ, it was shown in [63, Thm 4.3] that the map
ψ 7→ νψ is a homeomorphism between D?Γ and the space of all Γ-PS measures.
0.49.1 Antipodality of Γ
When Γ is Anosov, we have the following so-called anti-podal property:
{(ξ, η) ∈ Λ× Λ : ξ 6= η} ⊂ F(2) .
Lemma 0.49.2. Let Γ be Anosov. If g ∈ G satisfies g− ∈ Λ, then g−1Λ ⊂ N+e+ ∪ {e−}.
Proof. Suppose that ξ ∈ Λ and g−1ξ 6= e−. Then ξ 6= g− in Λ. Hence (ξ, g−) ∈ F (2), or
equivalently, (g−1ξ, e−) ∈ F (2). Since {η ∈ F : (η, e−) ∈ F(2)} ⊂ N+e+, g−1ξ ∈ N+e+,
proving the claim.
Corollary 0.49.3. Let ψ ∈ D?Γ. For any g ∈ G with g± ∈ Λ,
νψ(Λ ∩ gN+e+) = 1.
Proof. By Lemma 0.49.2, Λ − {g−} = Λ ∩ gN+e+. Hence the claim follows from the fact
that νψ is atom-free [63, Lem. 7.7].
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In the rest of this section, we may assume that Γ < G is an Anosov subgroup. Without
loss of generality, we assume that Γ contains a loxodromic element in intA+M . This in
particular means that νψ(Λ ∩N+e+) = 1 for any ψ ∈ D?Γ.
0.49.2 Hopf parametrization
The map i(gM) = (g+, g−, βAg+(e, g)) gives a G-equivariant homeomorphism between G/M
and F(2)×A, where the G-action on the latter is given by
g.(ξ, η, a) = (gξ, gη, βAgξ(e, g)a).
For the principal M -bundle G → G/M , we fix a Borel section s : G/M → G so
that s(hanM) = han for all han ∈ N+AN . Now for any g ∈ G, there exists a unique
mg ∈ M such that g = s(gM)mg. Then the map j(g) = (i(gM),mg) gives a G-equivariant
Borel isomorphism of G with F(2)×AM where the G action on the latter is given by
g.(ξ, η, am) = (gξ, gη, βAMgξ (e, g)am) whenever ξ, gξ ∈ N+e+. The restriction of j to N+P
is a homeomorphism onto its image:
j(g) = (g+, g−, βAMg+ (e, g)).
We call this map the Hopf parametrization of G (relative to the choice of s).
We fix ψ ∈ D?Γ in the rest of this section. In terms of this Hopf parametrization of G,
the following defines a left Γ-invariant and right AM -invariant measure on G:








−) da dm. (0.49.2)
We denote bymBMSψ the measure on Γ\G induced by m̃BMSψ ; we call this the Bowen-Margulis-
Sullivan measure (associated to ψ). Note that its support is equal to
Ω := {x ∈ Γ\G : x± ∈ Λ}. (0.49.3)
In [63], we showed that mBMSψ is an AM -ergodic measure and that it is infinite whenever
rankG ≥ 2.
Similarly, the Burger-Roblin measure mBRψ on Γ\G is induced from the following left
Γ-invariant and right NM -invariant measure on G:








−) da dm. (0.49.4)
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where ρ denotes the half sum of all positive roots with respect to a+ and mo denotes the
K-invariant probability measure on G/P . Note that the support mBRψ is equal to E .
By Corollary 0.49.3,
m̃BMSψ (G−N+P ) = 0 = m̃BRψ (G−N+P ).
0.49.3 Ergodic decomposition of mBMSψ .





E0∈YΓ E0. We denote by ν̃ψ the M/M








where m.f(x) = f(xm).
Theorem 0.49.4. Let Γ < G be an Anosov subgroup.
1. The restriction ν̃ψ to a Γ-minimal subset of C is Γ-ergodic. In particular, ν̃ψ =∑
Λ0∈YΓ ν̃ψ|Λ0 is a Γ-ergodic decomposition.
2. The restriction of mBMSψ to a P






is an A-ergodic decomposition.
The rest of this section is devoted to the proof of this theorem. Set
Ω̃ := {g ∈ G : Γg ∈ Ω} = {g ∈ G : g± ∈ Λ}.
Let B denote the Borel σ-algebra on G. We set
Σ± := {B ∩ Ω̃ : B ∈ B with B = ΓBAN±}.
We also define Σ to be the collection of all B ∈ B such that mBMSψ (B 4 B±) = 0 for some
B± ∈ Σ±. Recall the subgroup MΓ < M given in (0.48.1), and define
Σ0 := {B ∩ Ω̃ : B ∈ B with B = ΓBAMΓ}.
The following is a main technical ingredient of the proof of Theorem 0.49.4:
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Lemma 0.49.5. We have Σ ⊂ Σ0 mod mBMSψ ; that is, for all B ∈ Σ, there exists B0 ∈ Σ0
such that mBMSψ (B 4B0) = 0.
This lemma follows if we show that any bounded Σ-measurable function on Ω̃ is Σ0-
measurable modulo mBMSψ .
Let f be any bounded Σ-measurable function on Ω̃. We may assume without loss of
generality that f is strictly left Γ-invariant and right A-invariant [136, Prop. B.5]. There
exist bounded Σ±-measurable functions f± such that f = f± for m
BMS
ψ -a.e. We may assume
that f± satisfy f±(gn) = f±(g) whenever g, gn ∈ Ω̃ with n ∈ N±. Set
E :=
gAM :
f |gAM is measurable and
f(gm) = f+(gm) = f−(gm)
for Haar a.e. m ∈M
 ⊂ Ω̃/AM.
By Fubini’s theorem, E has a full measure on Ω̃/AM ' Λ(2) with respect to the measure
dνψ dνψ◦i. For all small ε > 0, define functions f
ε, fε± : Ω̃→ R by
f ε(g) := 1Vol(Mε)
∫
Mε






where Mε denotes the ε-ball around e in M . Note that if gAM ∈ E, then f ε and f ε± are
continuous and identical on gAM . Moreover, as M normalizes subgroups A and N±, f ε
is strictly left Γ-invariant, right A-invariant and f ε±(gn) = f
ε
±(g) whenever g, gn ∈ Ω̃ with
n ∈ N±. Using the isomorphism between Ω̃/AM and Λ(2) given by gAM 7→ (g+, g−), we
may consider E as a subset of Λ(2). We then define
E− : = {ξ ∈ Λ : (ξ, η′) ∈ E for νψ◦i-a.e. η′ ∈ Λ};
E+ : = {η ∈ Λ : (ξ′, η) ∈ E for νψ-a.e. ξ′ ∈ Λ}.
Then E− is νψ-conull and E
+ is νψ◦i-conull by Fubini’s theorem. Set
E−η := {ξ ∈ Λ : (ξ, η) ⊂ E} and E+ξ := {η ∈ Λ : (ξ, η) ⊂ E}.
Note that E−η is νψ-conull for all η ∈ E+ and that E+ξ is νψ◦i-conull for all ξ ∈ E
−.
Lemma 0.49.6. Let g ∈ Ω̃ be such that gAM ∈ E and g± ∈ E±. Then for any ε > 0,
f ε(gm0) = f
ε(g) for all m0 ∈ HwΓ (g). Moreover, f ε|gAM is MΓ-invariant.
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Proof. We apply similar arguments as in [135, Lem. 4.1]. For any m ∈ HwΓ (g), there exists
γ ∈ G, a sequence h1, · · · , hk ∈ N ∪N+, and a ∈ A such that
gh1 . . . hi ∈ Ω̃ for all 1 ≤ i ≤ k and gh1 . . . hk = γgam.
If gh1 · · ·hiAM ∈ E for all 1 ≤ i ≤ k in addition, we call such a sequence permissible. In
this case,
f ε(gm) = f ε(γgam) = f ε(gh1 · · ·hr) = f ε(gh1 · · ·hr−1) = · · · = f ε(g),
using the N±-invariance of f ε±, the invariance of f by Γ and A and the fact that all three
agree on E. In general, we need an approximation of the sequence by permissible ones.
Let m ∈ HwΓ (g) be arbitrary. Let ni ∈ N , hi ∈ N+, 1 ≤ i ≤ k, a ∈ A and γ ∈ Γ be such
that for each 1 ≤ i ≤ k,
ξi := gn1h1 · · ·n−i ∈ Λ, ηi := gn1h1 · · ·nih
+
i ∈ Λ, gn1h1 · · ·nkhk = γgam.
We also set ξ0 := g
− and η0 := g
+. For 0 ≤ i ≤ k, we now define sequences {ξ`i : ` ∈ N} and
{η`i : ` ∈ N}. Set ξ`0 := ξ0 and η`0 := η0 for all ` ∈ N. Next, choose a sequence ξ`1 ∈ E− ∩E−η0
such that ξ`1 → ξ1 as ` → ∞. This is possible because E− ∩ E−η0 is νψ-conull from the
hypothesis η0 = g
+ ∈ E+ and hence dense in Λ. Let n`1 ∈ N be the unique element such
that ξ`1 = (gn
`
1)
−. Note that for all ` ∈ N,
1. (gn`1)
− = ξ`1 ∈ E−,
2. (gn`1)
+ = η`0 ∈ E+,
3. gn`1AM ∈ E, and
4. n`1 → n1 as `→∞.
Next, choose η`1 ∈ E+ ∩ E
+
ξ`1
such that η`1 → η1 as ` → ∞. Again, this is possible because
E+ ∩ E+
ξ`1







+ for some unique h`1 ∈ N+. We have for












1AM ∈ E, and
4. h`1 → h1 as `→∞.
Continuing in this fashion, we can find sequences ξ`i ∈ E−, n`i ∈ N, η`i ∈ E+, h`i ∈
N+(1 ≤ i ≤ k) such that the following holds: for all ` ∈ N,




1 · · ·n`ih`i)−, η`i = (gn`1h`1 · · ·n`ih`i)+,




1 · · ·n`ih`in`i+1)−, η`i = (gn`1h`1 · · ·n`ih`in`i+1)+,
3. gn`1h
`
1 · · ·n`iAM , gn`1h`1 · · ·n`ih`iAM ∈ E, and
4. n`i → ni and h`i → hi as `→∞.
For i = k, we could have chosen ξ`k = γg
−, η`k = γg
+ for all ` in the above. This implies that
gn`1h
`
1 · · ·n`kh`k = γga`m` for some a` ∈ A and m` ∈ M . Note that a`m` → am as ` → ∞
and hence m` ∈ HwΓ (g) with permissible sequences n`1, h`1, · · · , n`k, h`k ∈ N ∪N+. Therefore,
f ε(gm`) = f
ε(g) by the previous observation. Since gAM ∈ E, f ε is continuous on gAM
and hence
f ε(gm) = lim
`→∞
f ε(gm`) = lim
`→∞
f ε(g) = f ε(g).
This finishes the proof of the first claim.
For the second clam, let am ∈ AM and m0 ∈ HwΓ (gm). Since f ε is A-invariant, it follows
from the first part that f ε(gamm0) = f
ε(gmm0) = f
ε(gm) = f ε(gam). Since f ε|gAM is
continuous and HwΓ (gm) contains MΓ by Corollary 0.48.8, the second claim follows.
Proof of Lemma 0.49.5: Let f be any bounded Σ-measurable function on Ω̃. For any




ε = f mBMSψ -a.e., f is a Σ0-measurable function m
BMS
ψ -a.e. as well. This proves
the lemma.
Corollary 0.49.7. There exists B ∈ Σ such that any two distinct subsets in {B.s : s ∈
MΓ\M} are measurably disjoint and Σ is a finite σ-algebra generated by {B.s : s ∈MΓ\M}
mod mBMSψ .
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Proof. First, note that the AM -ergodicity of mBMSψ implies that the σ-algebra
Σ1 := {B ∩ Ω̃ : B ∈ B such that B = ΓBAM}
is trivial mod mBMSψ . It follows that for any B ∈ Σ0, and hence for any B ∈ Σ by Lemma
0.49.5, with mBMSψ (B) > 0, the union ∪s∈MΓ\MB.s is m
BMS
ψ -conull.
Let P = {A1, · · · , Ak} be a partition of Ω̃ with maximal k, among all partitions of Ω
satisfying
1. Ai ∈ Σ and mBMSψ (Ai) > 0,
2. Ω̃ = A1 ∪ · · · ∪Ak mod mBMSψ and
3. for any s ∈MΓ\M , we have Ai.s ∈ {A1, · · · , Ak} mod mBMSψ .
Note that 1 ≤ k ≤ [M : MΓ]. Setting B = A1, we claim that this proves the corollary.
Suppose not. Setting σ(P) to be the σ-algebra generated by P, there exists B′ ∈ Σ− σ(P)
mod mBMSψ . Then for some 1 ≤ j ≤ k, B′ ∩ Aj is neither null nor conull in Aj . Hence by
considering B′.s∩Ai and B′c.s∩Ai s ∈MΓ\M and 1 ≤ i ≤ k, we get a partition finer than
P satisfying the above three conditions. This contradicts the maximality of k.
0.49.4 R-ergodic decomposition of m̂ψ on Λ(2) × R×M .
For (ξ1, ξ2) ∈ F(2), define
[ξ1, ξ2]ψ := ψ(log β
A
g+(e, g) + i log β
A
g−(e, g))
where g ∈ G is such that g+ = ξ1 and g− = ξ2.
Set Λ(2) = Λ× Λ ∩ F(2). The action of Γ on Λ(2) × R defined by
γ.(ξ, η, s) = (γξ, γη, t+ ψ(log βAγξ(e, γ)))
is proper and cocompact, and the measure dm̃ψ := e
[·,·]ψdνψ dνψ◦i dt on Λ
(2)×R descends to
a finite R-ergodic measure mψ on Γ\Λ(2) ×R ( [111, Thm 3.2], [23, Thm A.2]). We denote
by dm̂ψ the finite measure on
Z := Γ\Λ(2) × R×M
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induced by the Γ-invariant product measure dm̃ψ dm on Λ
(2) × R × M ; here Γ acts on
Λ(2) × R×M by
γ.(ξ, η, t,m) = (γξ, γη, t+ ψ(log βAγξ(e, γ)), β
M
γξ (e, γ)m)
where (ξ, η) ∈ Λ(2), t ∈ R and m ∈M .
Define the Borel map Ψ : Ω̃→ Λ(2) × R×M by
Ψ(g) = (g+, g−, ψ(βAg+(e, g)), β
M
g+(e, g)).
Note that for all γ ∈ Γ, a ∈ A and m ∈ M , Ψ(γgam) = γΨ(g)τψ(log a)τm for m̃BMSψ -almost
all g ∈ Ω̃, where τ stands for the right translation action by elements of R×M . By abuse
of notation, let Ψ : Ω→ Z denote the map induced by Ψ and τ denote the action of R×M
on Z induced by τ .
Recalling that Ω =
⋃
E0∈YΓ(Ω ∩ E0), we set
ZE0 := Ψ(Ω ∩ E0) for each E0 ∈ YΓ0 .
Hence {ZE0 : E0 ∈ YΓ} give a measurable partition for (Z, m̂ψ).
Proposition 0.49.8. For each E0 ∈ YΓ, the restriction m̂ψ|ZE0 is R-ergodic, and m̂ψ =∑
E0∈YΓ m̂ψ|ZE0 is an R-ergodic decomposition. In particular, ν̃ψ|Λ0 is Γ-ergodic and ν̃ψ =∑
Λ0∈YΓ ν̃ψ|Λ0 is a Γ-ergodic decomposition.
Proof. By Corollary 0.49.7, Σ is generated by {B.s : s ∈ MΓ\M} mod mBMSψ for some
B ∈ Σ. We first claim that m̂ψ|Ψ(B.s) is R-ergodic for each s ∈MΓ\M .














Note that f] is well defined by the Birkhoff ergodic theorem and is R-invariant. Hence, f]◦Ψ
is defined mBMSψ -a.e. The desired ergodicity follows from the Birkhoff ergodic theorem if we
show that f]◦Ψ is constant mBMSψ -a.e. on each B.s. Let u ∈ intLΓ be the unique vector such
that ψ(u) = ψΓ(u) = 1 and let at = exp tu. Observing that f ◦Ψ is uniformly continuous on
each xAN ∩Ω whenever Ψ is continuous at x and that f(Ψ(x)τt) = f(Ψ(xat)) for all t ∈ R,
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it is a standard Hopf argument to show that f] ◦ Ψ coincides with N±-invariant functions
mBMSψ -a.e. Hence f] ◦ Ψ is Σ-measurable, implying that f] ◦ Ψ is constant mBMSψ -a.e. on
each B.s. Therefore this proves the claim.
For each E0 ∈ YΓ, m̂ψ(Ψ(B.s) ∩ ZE0) > 0 for some s ∈ MΓ\M . It follows from the
R-ergodicity of m̂ψ|Ψ(B.s) that m̂ψ|Ψ(B.s) = m̂ψ|ZE0 . Therefore the proposition is proved.
The measure mBMSψ disintegrates over m̂ψ via the projection Γ\Λ(2)×A×M → Γ\Λ(2)×
R×M , where each conditional measure is the Lebesque measure on exp(kerψ).
Proof of Theorem 0.49.4. Since dmBMSψ |E0 = dm̂ψ|ZE0 dLebkerψ, the R-ergodicity of
m̂ψ|ZE0 proved in Proposition 0.49.8 implies the A-ergodicity of m
BMS
ψ |E0 .
0.49.5 The set of strong Myrberg limit points
In [63], we defined Myrberg limit points of Γ.
Definition 0.49.9. We now define the set of strong Myrberg limit points as follows:
Λ♠ψ = {ξ ∈ Λ ∩N
+e+ : for each E0 ∈ YΓ, there exist
η ∈ Λ, t ∈ R,m ∈M s.t. ZE0 = Γ(ξ, η, t,m)R+} (0.49.5)
Since m̂ψ|ZE0 is R-ergodic and finite for each E0 ∈ YΓ, the Birkhoff ergodic theorem for
the R-action implies:
Corollary 0.49.10. We have νψ(Λ
♠
ψ ) = 1.
The same proof as the proof of [63, Prop. 8.2] shows that if g ∈ E0 and g+ ∈ Λ♠ψ ,
lim sup Γ\ΓgA+ = Ω ∩ E0.
Hence Corollary 0.49.10 implies (cf. [63, Coro 8.11]):
Corollary 0.49.11. For mBMSψ |E0-almost all x ∈ E0 ∩Ω, each xA+ and xw0A+ is dense in
E0 ∩ Ω.
Let Π denote the set of all simple roots of g with respect to a+.
Definition 0.49.12. We write an →∞ regularly in A+ if α(log an)→∞ as n→∞ for all
α ∈ Π.
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The following is an important property of Anosov groups:
Lemma 0.49.13. Let Γ be Anosov. For any g, h ∈ G and a sequence γn → ∞ in Γ,
µ(gγnh)→∞ regularly in A+.
This lemma is a consequence of the fact that the limit cone of Γ is contained in the
interior of a+, except for 0 (cf. [63, Thm. 4.3] for references).
When µ(g) ∈ int a+ and g = k1µ(g)k2, k1, k2 are determined uniquely up to mod M ,
more precisely, if g = k′1µ(g)k
′
2, then for some m ∈ M , k1 = k′1m and k2 = m−1k′2. We
write
κ1(g) := [k1] ∈ K/M and κ2(g) := [k2] ∈M\K.
Definition 0.49.14. 1. A sequence gn ∈ G is said to converge to ξ ∈ F , if gn → ∞
regularly in G and lim
n→∞
κ1(gn) = ξ.
2. A sequence pn = gn(o) ∈ X is said to converge to ξ ∈ F if gn does.
Lemma 0.49.15. Let p ∈ G/K and η 6= ξ0 ∈ Λ. For any ξ ∈ Λ♠ψ − {η}, there exists an
infinite sequence γi ∈ Γ such that
lim
i→∞
γ−1i p = η, limi→∞
γ−1i ξ = ξ0, and limi→∞
βMξ (γi, e) = e. (0.49.6)
Moreover, there exists a neighborhood U of ξ0 such that as i → ∞, γiξ′ converges to ξ
uniformly for all ξ′ ∈ U .
Proof. Fix E0 ∈ YΓ. Since ξ ∈ Λ♠ψ , there exists Γ(ξ, ξ̌, 0,m) ∈ ZE0 for some ξ̌ 6= ξ ∈ Λ and





i ξ̌, ψ(log β
A
ξ (γi, e)) + ti, β
M
ξ (γi, e)m) = (ξ0, η, 0,m).
The last two conditions in (0.49.6) are immediate and the first condition can be proved by
the same proof of [63, Thm 8.9].
By passing to a subsequence, we may write γi = kiai`
−1
i where ki → k0, `i → `0 in K
and ai ∈ A+. As Γ is Anosov, ai → ∞ regularly in A+. We then have `−0 = η. Note that
γiξ
′ → k+0 for all ξ′ ∈ F with (ξ′, η) ∈ F(2) and this convergence is uniform on a compact
subset of {ξ′ : (ξ′, η) ∈ F(2)}. Since (ξ0, η) ∈ F(2), there exists a neighborhood U of ξ0 such
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that γiξ
′ → k+0 uniformly for all ξ′ ∈ U . Since γ
−1
i ξ → ξ0 and hence γ
−1
i ξ ∈ U for all large




0 . Hence ξ = k
+
0 . The claim follows.
0.50 Equi-continuous family of Busemann functions
We fix a left G-invariant and right K-invariant Riemannian metric d on G. For a subgroup
H < G, we set Hε = {h ∈ H : d(e, h) < ε}.
In this section, we prove the following proposition.
Proposition 0.50.1 (Equi-continuity). Let Γ < G be an Anosov subgroup. Let g ∈ G be
such that g± ∈ Λ and let γn ∈ Γ be a sequence such that for some ξ ∈ Λ−{g−}, γ−1n ξ → g+
and γ−1n g(o) → g− as n → ∞. Then the sequence of maps η 7→ βAMη (γ−1n g, g) is equi-
continuous at g+, i.e., for any ε > 0, there exists a neighborhood Uε of g
+ in F such that
for all n ≥ 1,
βAMη (γ
−1
n g, g) ⊂ βAMg+ (γ
−1
n g, g)(AM)ε for all η ∈ Uε.
We first prove the following two lemmas using the structure theory of semisimple Lie
groups.
Lemma 0.50.2. There exists c > 0 such that for all sufficiently small ε > 0,
aGε ⊂ KcεaAcεN for all a ∈ A+.
Proof. In the following proof, we use the notation HO(ε) to mean Hcε for some absolute
constant c > 0. For all sufficiently small ε > 0, we have




−1 ⊂ N+ε for any a ∈ A+, it follows that





which was to be proved.
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Lemma 0.50.3. Let gn = knan`
−1
n ∈ KA+K where an →∞ regularly in A+ and kn → k0,
`n → `0 in K as n → ∞. Assume that both k+0 and `
+
0 belong to N
+e+. Then for all
sufficiently large n > 1 and small ε > 0, there exist m0 ∈ M and neighborhoods Uε and Vε
of `+0 and k
+
0 , respectively, such that for all η ∈ Uε ∩ g−1n Vε,
βAMη (g
−1
n , e) ⊂ anm0(AM)ε.
Proof. Set ξ = k+0 and ζ = `
+
0 . By the continuity of the visual maps, there exist neighbor-
hoods Uε of ζ and Vε of ξ such that kη ∈ kζKε for all η ∈ Uε and kη ∈ kξKε for all η ∈ Vε.
We may assume that k−10 kn, `
−1
n `0 ∈ Kε for all n. Let η ∈ Uε ∩ g−1n Vε be arbitrary. By
definition,




k−10 gnkη ∈ k
−1







⊂ KεanKε`−10 kζKε ⊂ KεanKO(ε)`
−1
0 kζ .
On the other hand, since gnη ∈ Vε, the right-hand side belongs to
k−10 kgnησ(gn, η)N ⊂ k
−1
0 kξKεσ(gn, η)N ⊂ KO(ε)k
−1
0 kξσ(gn, η)N.
Combining these with the fact `−10 kζ ∈M ,




Since k−10 kξ ∈M as well, by Lemma 0.50.2, it follows that
σA(gn, η) ∈ anAO(ε), and
σM (gn, η) ∈ (k−10 kξ)
−1MO(ε)`
−1






n , e) = σ








−1ξ)→ e+ and g−1n (o)→ e−
as n → ∞. By passing to a subsequence, we may write gn = knan`−1n ∈ KA+K. We may
assume that kn → k0 and `n → `0 in K. It follows from the hypothesis that Γ is Anosov
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that an → ∞ regularly in A+. Combined with the hypothesis g−1n (o) → e− as n → ∞, we
have `−0 = e
−, or equivalently, `0 ∈M .
We claim that k+0 = g
−1ξ. Since an → ∞ regularly, for any η ∈ N+e+, gnη → k+0 as
n→∞ and the convergence is uniform on a compact subset ofN+e+. Since g−1n (g−1ξ)→ e+




−1ξ))→ k+0 as n→∞, which proves the claim.
Now let ε > 0 be arbitrary. Since g− ∈ Λ, by Lemma 0.49.2, g−1Λ − {e−} ⊂ N+e+.
Hence both e+ and g−1ξ belong to N+e+. Applying Lemma 0.50.3 to the sequence gn, we
obtain m0 ∈M , neighborhoods U ′ε and V ′ε of e+ and g−1ξ, respectively, such that
βη(g
−1
n , e) ∈ anm0(AM)ε/2 for all η ∈ U ′ε ∩ g−1n V ′ε .
By uniform convergence on a compact subset of N+e+, we may assume that gnU
′
ε ⊂ V ′ε for
all large n, by shrinking U ′ε if necessary. Set Uε := gU
′
ε. Then for all η ∈ Uε, g−1η ∈ U ′ε =
U ′ε ∩ g−1n V ′ε and therefore
βη(γ
−1
n g, g) = βg−1η(g
−1
n , e) ∈ anm0(AM)ε/2.
Since g+ ∈ Uε as well, the lemma is proved.
0.51 Essential values and ergodicity
As before, we let Γ < G be an Anosov subgroup containing a loxodromic element in
intA+M . Fix ψ ∈ D?Γ. Let ν = νψ be a (Γ, ψ)-Patterson Sullivan measure on Λ. By
Corollary 0.49.3,
ν(N+e+ ∩ Λ) = 1. (0.51.1)
Fix a Borel isomorphism G/N → F×AM such that for g ∈ N+AM ,
gN 7→ (g+, βAMg+ (e, g)). (0.51.2)
This isomorphism is G-equivariant for a Borel G-action on F×AM given by
g(ξ, am) = (gξ, βAMξ (g
−1, e)am)
for am ∈ AM , g ∈ G, and ξ ∈ N+e+ with gξ ∈ N+e+.
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The following then defines a Γ-invariant locally finite measure on G/N by
dν̂([g]) = dν(g+)eψ(log a) da dm (0.51.3)
where da and dm are Haar measures on A and M respectively.
Motivated by the work of Schmidt [118] (also [110]), we define:
Definition 0.51.1. An element am ∈ AM is called a ν-essential value, if for any Borel set
B ⊂ F with ν(B) > 0 and any ε > 0, there exists γ ∈ Γ such that
ν
(
B ∩ γ−1B ∩ {ξ ∈ F : βAMξ (γ−1, e) ∈ am(AM)ε}
)
> 0. (0.51.4)
In view of (0.51.1), it suffices to consider Borel subsets B ⊂ N+e+ in this definition,
and hence βAMξ (γ
−1, e) is well-defined for all ξ ∈ B ∩ γ−1B.
Let Eν denote the set of all ν-essential values in AM . By the following lemma, am ∈ Eν
if and only if (am)−1 ∈ Eν ; hence the condition βAMξ (γ−1, e) ∈ am(AM)ε in (0.51.4) can be
replaced βAMξ (e, γ
−1) ∈ am(AM)ε in the above definition.
Lemma 0.51.2. Eν is a closed subgroup of AM .
Proof. Since the metric d restricted to M is bi-M -invariant, we have that all ε > 0, M−1ε =
Mε, m
−1Mεm = Mε for all m ∈M and Mε/2Mε/2 ⊂Mε. Let b1, b2 ∈ Eν . It suffices to show
that b1b
−1
2 ∈ Eν . Let B ⊂ F be a Borel subset with ν(B) > 0 and let ε > 0. As b1 ∈ Eν ,
there exists γ1 ∈ Γ such that
B1 := B ∩ γ−11 B ∩ {ξ : βξ(γ
−1
1 , e) ∈ b1(AM)ε/2}
has a positive ν-measure. As b2 ∈ Eν , there exists γ2 ∈ Γ such that
B2 := B1 ∩ γ−12 B1 ∩ {ξ : βξ(γ
−1
2 , e) ∈ b2(AM)ε/2}
has a positive ν-measure. Note that γ2B2 ⊂ B ∩ γ2γ−11 B and that for all ξ ∈ γ2B2, we have
βξ(γ2γ
−1
1 , e) = βγ−12 ξ
(γ−11 , γ
−1
2 ) = βγ−12 ξ








γ2B2 ⊂ B ∩ γ2γ−11 B ∩ {ξ : βξ(γ
−1




Since ν(γ−12 B2) > 0, it follows that b1b
−1
2 ∈ Eν . This proves that E is a subgroup of
AM . Now suppose that bi ∈ M converges to some b ∈ AM . Let ε > 0 and B ⊂ F
be a Borel subset with ν(B) > 0. Fix i large enough so that bi(AM)ε/2 ⊂ b(AM)ε,
and let γi ∈ Γ be such that ν(B ∩ γ−1i B ∩ {ξ : βξ(γ
−1
i , e) ∈ bi(AM)ε/2}) > 0. Then
ν(B ∩ γ−1i B ∩ {ξ : βξ(γ
−1
i , e) ∈ b(AM)ε}) > 0. This proves b ∈ Eν . Hence Eν is closed.
Lemma 0.51.3. Let b0 ∈ Eν be such that {bb0b−1 : b ∈ AM} ⊂ Eν . Then for any Γ-
invariant Borel function h : G/N → [0, 1], we have
h(xb0) = h(x) for ν̂-a.e. x.
Proof. In view of the homeomorphsim N+AMN/N → N+e+ × AM given by gN 7→
(g+, βg+(e, g)) and (0.51.1), it suffices to show that for any Γ-invariant Borel function
h : N+e+ ×AM → [0, 1], h(ξ, b) = h(ξ, bb0) for ν a.e ξ and for all b ∈ AM .
Suppose not. Then there exists b1 ∈ AM such that ν{ξ ∈ F : h(ξ, b1) < h(ξ, b1b0)} > 0
or ν{ξ ∈ F : h(ξ, b1) < h(ξ, b1b0)} > 0. We consider the first case; the second case can be
treated similarly. Then there exist r, ε > 0 such that
Qb0 := {ξ ∈ N+e+ : h(ξ, b1) < r − ε < r + ε < h(ξ, b1b0)}
has a positive ν-measure. By considering the convolution of h with the approximation of
identity functions on AM , we may assume without loss of generality that the family h(ξ, ·),
ξ ∈ N+e+, is uniformly equi-continuous on AM . Hence there exists ε′ > 0 such that for all
ξ ∈ Qb0 and b ∈ (AM)ε′ ,
h(ξ, b1b) < r < h(ξ, b1b0b). (0.51.5)
Since b1b0b
−1
1 ∈ Eν by the hypothesis and ν(Qb0) > 0, there exists γ ∈ Γ such that
Q := Qb0 ∩ γ−1Qb0 ∩ {ξ ∈ F : βξ(γ−1, e) ∈ b1b0b
−1
1 (AM)ε′/2}
has a positive ν-measure. We now claim that
h(ξ, b1b) < r < h(γ(ξ, b1b))
for all ξ ∈ Q and for all b ∈ (AM)ε′/2. This yields a contradiction to the Γ-invariance of h.
Since Q ⊂ Qb0 , we have h(ξ, b1b) < r for all b ∈ (AM)ε′ by (0.51.5). On the other hand, for
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all b ∈ (AM)ε′/2 and ξ ∈ Q, we have
βξ(γ
−1, e)b1b ∈ b1b0b−11 (AM)ε′/2b1b ⊂ b1b0(AM)ε′ ,
sincem−1Mε′/2mMε′/2 ⊂Mε′ for allm ∈M . Since γξ ∈ Qb0 and γ(ξ, b1b) = (γξ, βξ(γ−1, e)b1b),
it follows from (0.51.5) that h(γ(ξ, b1b)) > r. This proves the claim.
0.52 N-ergodic decompositions of BR-measures
Let Γ < G be an Anosov subgroup. We prove Theorem 0.46.1 in this section.
0.52.1 Ergodic decomposition of an infinite measure
The following version of ergodic decomposition of any Radon measure can be deduced
from [43, Thm 5.2].
Proposition 0.52.1 (Ergodic decomposition). Let N be a locally compact second countable
group and M be a compact subgroup normalizing N . Suppose that NM acts on a standard
Borel space (X,B), preserving a Radon measure µ on X.
1. There exists a Borel map x 7→ µx from X to the space of N -invariant ergodic Radon
measures on X and an M -invariant probability measure µ∗ on X equivalent to µ with
the following properties:
(a) µx = µxn for every x ∈ X and n ∈ N .
(b) For all nonnegative Borel function f : X → R, we have∫







(x) for µ-a.e. x ∈ X,






If µ is finite, we can take µ∗ = µ.
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2. Let T ⊂ SN be the smallest σ-algebra such that the map x 7→ µx is T -measurable.
Then T is countably generated, T = SN mod µ and µx([y]T ) = 0 for all y 6∈ [x]T ,
µx([x]
c
T ) = 0.
3. For each m ∈M , we have µxm = µx.m for µ-a.e. x ∈ X.
Proof. Fix an M -invariant positive function ϕ ∈ L1(µ) with
∫
ϕdµ = 1. Then dµ∗ := ϕdµ
defines an N -quasi-invariant and M -invariant probability measure on X. By applying [43,
Thm 5.2] to µ∗ with the cocycle ρ : N × X → R given by ρ(n, y) = log ϕ(yn
−1)
ϕ(y) , we get a
Borel map x 7→ µ∗x from X to the space of N -ergodic probability measures such that for all
nonnegative Borel function f : X → R, we have∫











∗(x). Now define a Radon




x. A direct computation shows that µx is N -invariant,
ergodic for all x ∈ X and (1) holds. (2) follows from the corresponding statement on µ∗x
from [43, Thm 5.2].
In order to prove (3), we compute that for a non-negative Borel function f : X → R,
µ∗xm(f) = Eµ∗(f |SN )(xm) = Eµ∗(m.f |SN )(x) = µ∗x(m.f);
the second equality follows since SN .m = SN and µ∗ is M -invariant. It follows that µ∗xm =
µ∗x.m for µ-a.e. x ∈ X; this implies (3).
0.52.2 P ◦-semi-invariant measures
In terms of the coordinates G = G/P ◦ ×AM◦N , we have
dm̃BRψ = dν̃ψe
ψ(log a)dadmdn. (0.52.1)
If µ is a P ◦-semi-invariant measure on Γ\G, then µ is NM◦-invariant and there exists
a linear form χµ ∈ a∗ such that for all a ∈ A,
a∗µ = e
−χµ(log a)µ.
We set ψµ := χµ + 2ρ ∈ a∗.
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Proposition 0.52.2. Let µ be any N -invariant ergodic and P ◦-semi invariant Radon mea-
sure supported on E. Let µ̃ denote its lift to G ' G/P ◦ × AM◦N . Then ψµ ∈ D?Γ and dµ̃
is proportional to dν̃ψµ |Λ0eψµ(log a)dadmdn for some Γ-minimal subset Λ0 ∈ YΓ, or equiva-
lently, µ is proportional to mBRψµ |E0 for some E0 ∈ YΓ.
Proof. Since µ̃ is a right P ◦-semi-invariant measure on G ' G/P ◦×AM◦N , up to a positive
constant multiple, we have
dµ̃ = eχ̃(log a)dν̃ da dmdn
for some Radon measure ν̃ on G/P ◦ and χ̃ ∈ a∗ [63, Proposition 10.25]. Since a∗µ̃ =
e−χµ(log a)µ̃, it follows χ̃ = ψµ. Denote by π : G/P
◦ → G/P the projection map. Since
µ̃ is right N -ergodic, ν̃ is a Γ-ergodic measure on G/P ◦. And since µ̃ is Γ-invariant, π∗ν̃
is a (Γ, ψµ)-conformal measure on G/P (cf. [63, Prop. 10.25]). In particular, ψµ ∈ D?Γ
by [63, Thm 4.3]. Let ν̃ψµ be the M -invariant lift of νψµ := π∗ν̃ to G/P
◦. Since ν̃  ν̃ψµ
and ν̃ is Γ-ergodic, ν̃ is proportional to ν̃ψµ |Λ0 for some Γ-minimal subset Λ0 ∈ YΓ by
Proposition 0.49.8. This completes the proof.
0.52.3 Essential values and Ergodicity
Fix ψ ∈ D?Γ, and let νψ be the unique (Γ, ψ)-Patterson Sullivan measure on Λ. Let Eνψ be
the set of essential values as defined in Definition 0.51.1.
Proposition 0.52.3. If M◦ ⊂ Eνψ , then for any E0 ∈ YΓ, mBRψ |E0 is N -ergodic. In
particular, Theorem 0.46.1(1) holds.
Proof. Let mBRψ =
∫
X mx dm
∗(x) be an N -ergodic decomposition as given by Proposition
0.52.1 withX = Γ\G. Let f ∈ Cc(Γ\G) and consider the map h(g) := m[g](f) for all [g] ∈ X.
Note that h defines a Γ-invariant Borel function on G/N . Since M◦ is a normal subgroup
of AM , Lemma 0.51.3 implies that h is M◦-invariant for ν̂ψ-almost all. By Proposition
0.52.1(3), it follows that M◦ < StabM (mx) for almost all x; without loss of generality, we
may assume that M◦ ⊂ StabM (mx) for all x ∈ X. Hence the finite group S := M◦\M acts













∗(x). As mxm = mx.m for all m ∈M ,
the map x 7→ m̃x is NM -invariant. Since mBRψ is NM -ergodic, m̃x is constant m-a.e. x ∈ X.







where mx0s are mutually singular to each other. We claim that each mx0 .s is A-semi-
invariant with ψmx0 .s = ψ for each s ∈ M∗\M . It suffices to consider the case when
s = [M∗]. Let
A′ := {a ∈ A : a preserves the measure class of mx0}.
As A′ is a closed subgroup of A, it suffices to show that for any unit vector u ∈ a and any
ε > 0, exp tu ∈ A′ forsome 0 < t < ε. Let a = exp εun+2 for n = #M/M
∗. Since mBR is
quasi-invariant under a and has n number of ergodic components, it follows that for some
1 ≤ k ≤ n + 1, ak.mx0 is in the same measure class as mx0 , implying that ak ∈ A′. Hence
A = A′. As mBRψ is semi-invariant under A, the claim follows. Therefore, by Proposition
0.52.2, mx0 is proportional to m
BR
ψ |E0 for some E0 ∈ YΓ. Hence M∗ = StabM mBRψ |E0 = MΓ.





ψ |E0 for some constant c(E0) > 0. It remains to observe c(E0) = 1
as the supports of mBRψ |E0 are mutually disjoint from each other.
Proof of Theorem 0.46.3. Let OΓ denote the space of all N -invariant ergodic and P ◦-
quasi-invariant Radon measures supported on E , up to constant multiples. We write YΓ =
{Ei : 1 ≤ i ≤ k} with k = #YΓ = #M/MΓ. Consider the map ι : D?Γ × {1, · · · , k} → OΓ
defined by ι(ψ, i) = mBRψ |Ei . By Proposition 0.52.3, ι is well-defined. Since any measure
contained in OΓ must be P ◦ semi-invariant, being N -ergodic, Proposition 0.52.2 implies that
ι is surjective. That ι is indeed a homeomorphism now follows because the map ψ 7→ mBRψ
is a homeomorphism between D?Γ and the space of all NM -invariant ergodic and A-quasi-
invariant Radon measures supported on E , up to constant multiples, as shown in [63]. This
implies Theorem 0.46.3 as D?Γ is homeomorphic to RrankG−1 (cf. [63]).
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0.52.4 The largeness of the length spectrum
Without loss of generality, we may assume that Γ ∩ intA+M 6⊂ M for the rest of section.
We will need the following:
Proposition 0.52.4. For any C > 1, the closed subgroup of AM generated by {λ̂(γ0) :
γ0 ∈ Γ?, ψ(λ(γ0)) > C} contains AM◦.
By Corollary 0.48.6 and Lemma 0.52.5 and Lemmas 0.52.3, this proposition follows from
the following lemma.
Lemma 0.52.5. For any C > 1, there exists a Zariski dense subgroup Γψ < Γ, depending
on C, such that Γψ ∩A+M 6⊂M and
ψ(λ(γ)) > C for all γ ∈ Γψ − {e}.
In particular, λ̂(Γ?ψ) ⊂ {λ̂(γ0) : γ0 ∈ Γ?, ψ(λ(γ0)) > C}.
Proof. Recall that Π is the set of all simple roots of g with respect to a+. By [5, Lem. 4.3(b)],
there exist ε > 0 and {s1, · · · , sk} ⊂ Γ such that s1 ∈ intA+M −M , and for each m ≥ 1,
sm1 , · · · , smk are (Π, ε)-Schottky generators and the subgroup Γm = 〈sm1 , · · · , smk 〉 is a Zariski-
dense (Π, ε)-Schottky subgroup of Γ (see [5, Def. 4.1] for terminologies).
Fix m > 1 and let z ∈ λ(Γm) − {0}. Then z = λ(w) for some w = gn11 · · · g
n`
` with
gi ∈ {s±m1 , · · · , s
±m
k }, ni ∈ N, gi 6= g
−1
i+1(i = 1, · · · , `) where we interpret g`+1 := g1; this
is because every element of a (Π, ε)-Schottky group is conjugate to a word of such form.





Since ψ(λ(s±1j )) > 0 and λ(s
±m
j ) = mλ(s
±1
j ), we can choose m0 such that ψ(λ(s
±m0
j )) >















0.52.5 Proof of Main proposition
Recall the Gromov product: for any ξ 6= η in Λ,
G(ξ, η) := log βAh+(e, h) + i log β
A
h−(e, h)
for h ∈ G satisfying that h+ = ξ and h− = η. Set o = [K] ∈ G/K. For any fixed
p = g(o) ∈ G/K, the following
dψ,p(ξ, η) := e
−ψ(G(g−1ξ,g−1η)) for any ξ 6= η in Λ
defines a virtual visual metric on Λ, satisfying a version of triangle inequality [63, Lemma
6.11]. For ξ ∈ Λ and r > 0, set
Bp(ξ, r) := {η ∈ Λ : dψ,p(ξ, η) < r}.
We recall the following two lemmas:
Lemma 0.52.6. [63, Lemma 6.12] There exists N0(ψ, p) ≥ 1 satisfying the following: for
any finite collection Bp(ξ1, r1), · · · ,Bp(ξn, rn) with ξi ∈ Λ and ri > 0, there exists a disjoint
subcollection Bp(ξi1 , ri1), · · · ,Bp(ξi` , ri`) such that
Bp(ξ1, r1) ∪ · · · ∪ Bp(ξn, rn) ⊂ Bp(ξi1 , 3N0ri1) ∪ · · · ∪ Bp(ξi` , 3N0ri`).
Moreover, N0(ψ, p) can be taken uniformly for all p in a fixed compact subset of X.
Lemma 0.52.7. [63, Lemma 10.6]. There exists a compact subset C ⊂ G such that for





with N0(ψ, p) and C given by Lemmas 0.52.6 and 0.52.7 respectively.
By Proposition 0.52.4, Proposition 0.52.3, Theorem 0.46.1 now follows from:
Proposition 0.52.8 (Main Proposition). For all γ0 ∈ Γ? satisfying ψ(λ(γ0)) > log 3N0 +1,
we have λ̂(γ0) ∈ Eνψ .
The rest of the section is devoted to the proof of Proposition 0.52.8.
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Definition of BR(γ0, ε)
We now fix ε > 0 as well as an element γ0 ∈ Γ? such that
ψ(λ(γ0)) > log 3N0 + 1.
Note that y±
γγ0γ−1
= γy±γ0 . We can choose g ∈ C such that g
+ = y+γ0 and g
− ∈ Λ. Set
p := g(o), η := g−, and ξ0 := g
+.
For any ξ ∈ Λ− {η, e−}, we claim that there is Rε = Rε(ξ) > 0 such that
βAMξ′ (g, e) ∈ βAMξ (g, e)(AM)ε
for all ξ′ ∈ Bp(ξ, eψ(λ(γ0)+λ(γ
−1
0 ))+2‖ψ‖εRε). Indeed, since e
− /∈ {ξ, g−1ξ}, we have ξ, g−1ξ ∈
N+e+ by Lemma 0.49.2. The claim follows as the map ξ′ 7→ βAMξ′ (g, e) is continuous at ξ.
By [63, Lem. 6.11], the family {Bp(ξ, r) : ξ ∈ Λ, r > 0} forms a basis of topology in Λ.
For γ ∈ Γ, let rg(γ) be the supremum of r ≥ 0 such that for all ξ ∈ Bp(γξ0, 3N0r),
βAMξ (g, γγ0γ
−1g) ∈ βAMγξ0 (g, γγ0γ
−1g)(AM)ε. (0.52.2)
If γξ0 6∈ {e−, g−} and hence γξ0, g−1γξ0 ∈ N+e+, then rg(γ) > 0.
For each R > 0, we define the family of virtual balls as follows:
BR(γ0, ε) = {Bp(γξ0, r) : γ ∈ Γ, 0 < r < min(R, rg(γ))}.
We remark that the difference of the definition of BR in this paper and our previous
paper [63] lies in the definition of rg(γ); in [63], we used the A-valued Busemann function
in (0.52.2) whereas rg(γ) is defined in terms of the AM -valued Busemann function here.
Theorem 0.52.9. [63, Thm 5.3] There exists C = C(ψ, p) > 0 such that for all γ ∈ Γ
and ξ ∈ Λ,
−ψ(a(p, γp))− C ≤ ψ(log βAξ (γp, p)) ≤ ψ(a(γp, p)) + C.
where a(p, q) := µ(g−1h) for p = g(o) and q = h(o).
For q ∈ X and r > 0, the shadows of the ball B(q, r) viewed from p ∈ X and ξ ∈ F are
respectively defined as
Or(p, q) := {gk+ ∈ F : k ∈ K, gk intA+o ∩B(q, r) 6= ∅}
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where g ∈ G satisfies p = g(o), and
Or(ξ, q) := {h+ ∈ F : h− = ξ, ho ∈ B(q, r)}.




‖log βAξ (p, q)− a(p, q)‖ ≤ κr.
We let C = C(ψ, p) > 0 and κ > 0 be the constants given by Theorem 0.52.9 and
Lemma 0.52.10 respectively. Since ξ0 belongs to the shadow Oε/(8κ)(η, p), we can choose






‖ψ‖ε+2Cs) ⊂ Oε/(8κ)(η, p). (0.52.3)
Next, observe that the function ξ′ 7→ βξ′(g, γ0g) is continuous at ξ0, as g−1ξ0 = e+ ∈ N+e+.
Hence we may further assume that s is small enough so that
βAMξ′ (g, γ0g) ∈ βAMξ0 (g, γ0g)(AM)ε for all ξ
′ ∈ Bp(ξ0, e2Cs). (0.52.4)
For each γ ∈ Γ, set
D(γξ0, r) := Bp(γξ0, 13N0 e
−ψ(µ(g−1γg)+µ(g−1γ−1g))r) and
3N0D(γξ0, r) := Bp(γξ0, e−ψ(µ(g
−1γg)+µ(g−1γ−1g))r).
Here note that a(γ−1p, p) = µ(g−1γg) and ia(γ−1p, p) = µ(g−1γ−1g).
Lemma 0.52.11. Let R > 0 and ξ ∈ Λ − {η}. Suppose that γ−1i p → η, γ
−1
i ξ → ξ0 and
βMξ (γi, e)→ e as i→∞ for some γi ∈ Γ. Then for all sufficiently small r > 0, there exists
i0 = i0(r) > 0 such that for all i ≥ i0, the following holds:





2. βAMξ′ (e, γiγ0γ
−1
i ) ∈ λ̂(γ0)(AM)O(ε) for all ξ′ ∈ 3N0D(γiξ0, r).
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Proof. Note that γ−1i go→ η = g− and γ
−1
i ξ → ξ0 = g+. Let Uε ⊂ F be a neighborhood of
ξ0 associated to the sequence γi, as in Proposition 0.50.1. Since ξ0 ∈ Uε, there exists R1 > 0
such that
Bp(ξ0, e2CR1), γ−10 Bp(ξ0, e
2CR1) ⊂ Uε.
Let 0 < r < min(s(γ0), Rε/2, R1, R). In view of [63, Lem 10.12], we have 3N0D(γiξ0, r) ⊂
γiBp(ξ0, e2Cr). In order to show D(γiξ0, r) ∈ BR(γ0, ε), it suffices to check that for all












this implies that r < rg(γi).
We start by noting that since r ≤ s(γ0), we have βMξ′ (g, γ0g) ∈ βMξ0 (g, γ0g)Mε. Since
ξ′, γ−10 ξ










































which verifies that D(γiξ0, r) belongs to the family BR(γ0, ε). The claim that ξ ∈ D(γiξ0, r)
can be shown in the same way as in the proof of [63, Lem. 10.12]. This proves (1).
(1) implies that for all sufficiently large i and ξ′ ∈ 3N0D(γiξ0, r), we have
βAMξ′ (g, γiγ0γ
−1






Now note that for all ξ′ ∈ 3N0D(γiξ0, r),
βAMξ′ (e, γiγ0γ
−1






















































′ ∈ Bp(γiξ0, eψ(λ(γ0)+λ(γ
−1
0 ))+2‖ψ‖εr).
Since γiξ0 → ξ as i → ∞ by Lemma 0.49.15 and r < Rε/2, for all sufficiently large i and














(e, g) ∈ βAMξ (e, g)Mε. (0.52.7)
Combining (0.52.5), (0.52.6) and (0.52.7), it follows that for all ξ′ ∈ 3N0D(γiξ0, r),
βAMξ′ (e, γiγ0γ
−1








i , e)→ e as i→∞ and
βAMγiξ0 (e, γiγ0γ
−1




















we obtain βAMξ′ (e, γiγ0γ
−1
i ) ∈ λ̂(γ0)(AM)O(ε), as desired.







ξ ∈ D = D(γξ0, r), r < R, and
βAMξ′ (e, γγ0γ
−1) ∈ λ̂(γ0)(AM)ε
for all ξ′ ∈ 3N0D(γξ0, r).
 = 1.
Proof. For a Borel function h : G/P → R, we associate a function h∗ : G/P → R defined
by








ξ ∈ D = D(γξ0, r), r < R, and
βAMξ′ (e, γγ0γ
−1) ∈ λ̂(γ0)(AM)ε
for all ξ′ ∈ 3N0D(γξ0, r).
 .
By Lemma 0.49.15 and 0.52.11, h∗ is well defined on Λ♠ψ −{η} and hence νψ-a.e. on G/P by
Corollary 0.49.10. We may then apply the same argument as in [63, Proof of Prop. 10.17]
to deduce h∗ = h νψ-a.e. Hence the lemma follows by taking H = 1B.
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Proof of Proposition 0.52.8
Let B ⊂ F be a Borel set such that νψ(B) > 0 and let ε > 0 be arbitrary. By Lemma
0.52.12, for νψ-a.e. ξ ∈ B, there exist γ ∈ Γ? and D = D(γξ0, r) ∈ BR(γ0, ε) containing ξ
such that
1. νψ(D ∩B) > (1 + e−ψ(λ(γ
−1
0 ))−‖ψ‖ε)−1νψ(B), and
2. βAMξ′ (e, γγ0γ
−1) ∈ λ̂(γ0)(AM)ε for all ξ′ ∈ 3N0D(γξ0, r).
We claim that
B ∩ γγ0γ−1B ∩ {ξ : βAMξ (e, γγ0γ−1) ∈ λ̂(γ0)(AM)ε} (0.52.8)
has a positive νψ-measure, which will finish the proof.
We have γγ0γ
−1D ⊂ D by [63, Proof of Prop. 10.7]. Together with (2) above, it follows
that
βAMξ (e, γγ0γ
−1) ∈ λ̂(γ0)(AM)ε for all ξ ∈ γγ0γ−1D.
Consequently, (0.52.8) contains
(D ∩B) ∩ γγ0γ−1(D ∩B), (0.52.9)
which has a positive νψ-measure by [63, Proof of Prop. 10.7]. This proves the claim.
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