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1. Introduction
Let X be a normed space over a scalar field K, let I be an open interval, and let
a0, a1, . . . , an−1 be fixed elements of K. Assume that for a fixed continuous function
g : I → X and for any n times continuously differentiable function y : I → X satisfying
the inequality∥∥y(n)(t) + an−1y(n−1)(t) + · · · + a1y′(t) + a0y(t) + g(t)∥∥ ε
for all t ∈ I and for a given ε > 0, there exists a function y0 : I → X satisfying
y
(n)
0 (t) + an−1y(n−1)0 (t) + · · · + a1y′0(t) + a0y0(t) + g(t) = 0
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limε→0 K(ε) = 0. Then, we say that the above differential equation has the Hyers–Ulam
stability. For more detailed definition of the Hyers–Ulam stability, we may refer to [3–6,
12,14].
Alsina and Ger were the first authors who investigated the Hyers–Ulam stability of
differential equations: They proved in [1] that if a differentiable function y : I → R satisfies
the differential inequality |y′(t)−y(t)| ε, where I is an open subinterval of R, then there
exists a differentiable function y0 : I → R satisfying y′0(t) = y0(t) and |y(t) − y0(t)| 3ε
for any t ∈ I .
This result of Alsina and Ger has been generalized by Takahasi et al. They proved in [13]
that the Hyers–Ulam stability holds true for the Banach space valued differential equation
y′(t) = λy(t). Indeed, the Hyers–Ulam stability has been proved for the first order linear
differential equations in more general settings (see [7–11]).
Suppose we are given a system of first order linear differential equations with complex
coefficients of the following form:⎧⎪⎪⎪⎨
⎪⎪⎪⎩
y′1(t) = a11y1(t) + a12y2(t) + · · · + a1nyn(t) + b1(t),
y′2(t) = a21y1(t) + a22y2(t) + · · · + a2nyn(t) + b2(t),
...
...
...
...
...
y′n(t) = an1y1(t) + an2y2(t) + · · · + annyn(t) + bn(t).
(1)
This system may be written in a simple matrix notation
y′(t) = Ay(t) + b(t)
if we set
y(t) =
⎛
⎜⎜⎝
y1(t)
y2(t)
...
yn(t)
⎞
⎟⎟⎠ , A =
⎛
⎜⎜⎝
a11 a12 · · · a1n
a21 a22 · · · a2n
...
...
. . .
...
an1 an2 · · · ann
⎞
⎟⎟⎠ , b(t) =
⎛
⎜⎜⎝
b1(t)
b2(t)
...
bn(t)
⎞
⎟⎟⎠ .
In this paper, we will make use of matrix method to prove the Hyers–Ulam stability of
the system (1) of linear differential equations. More precisely, we prove that if a continu-
ously differentiable vector function y :R → Cn satisfies∥∥y′(t) − Ay(t) − b(t)∥∥
n
 ε
for all t ∈ R, where ‖ · ‖n is a norm on Cn, then there exists a differentiable vector function
y0 :R → Cn and a constant K > 0 such that
y′0(t) = Ay0(t) + b(t) and
∥∥y(t) − y0(t)∥∥n Kε
for all t ∈ R.
2. Preliminaries
Throughout this paper, let (Cn,‖ · ‖n) be a complex normed space and let Cn×n be
a vector space consisting of all (n × n) complex matrices. We notice that for t ∈ R and
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We choose a norm ‖ · ‖n×n on Cn×n which is compatible with ‖ · ‖n, i.e., both norms obey
‖AB‖n×n  ‖A‖n×n‖B‖n×n, ‖Ax‖n  ‖A‖n×n‖x‖n (2)
for all A,B ∈ Cn×n and x ∈ Cn.
Furthermore, we assume that ‖c‖n < ∞ and ‖C‖n×n < ∞ for all c ∈ Cn and C ∈ Cn×n.
For any (u1, . . . , un)tr, (w1, . . . ,wn)tr ∈ Cn with |ui |wi (i ∈ {1, . . . , n}), we assume that
|ui |
∥∥(u1, . . . , un)tr∥∥n  ∥∥(w1, . . . ,wn)tr∥∥n, (3)
where (w1, . . . ,wn)tr is the transpose of the vector (w1, . . . ,wn), i.e., (w1, . . . ,wn)tr is a
column vector.
Let A be a matrix in Cn×n, n 2, and assume that A has d distinct eigenvalues λμ with
algebraic multiplicity nμ and geometric multiplicity mμ, where μ ∈ {1, . . . , d}. Assume
that Λ−, Λ0, Λ+ are the disjoint subsets of {1, . . . , d} such that Λ−∪Λ0 ∪Λ+ = {1, . . . , d}
and the real part of λμ, say 	(λμ), satisfies
	(λμ)
⎧⎨
⎩
< 0 for μ ∈ Λ−,
= 0 for μ ∈ Λ0,
> 0 for μ ∈ Λ+.
We choose a nonsingular matrix N ∈ Cn×n with N−1AN = J, where J is the Jordan
form matrix of the form
J =
⎛
⎜⎜⎜⎜⎜⎝
J11
. . . O
Jμν
O
. . .
Jdmd
⎞
⎟⎟⎟⎟⎟⎠ (4)
and the Jordan block Jμν is a (pμν × pμν) matrix of the form
Jμν =
⎛
⎜⎜⎜⎜⎜⎝
λμ 1 0 · · · 0
0 λμ 1 · · · 0
...
...
. . .
. . .
...
0 0 0
. . . 1
0 0 0 · · · λμ
⎞
⎟⎟⎟⎟⎟⎠
for each μ ∈ {1, . . . , d} and ν ∈ {1, . . . ,mμ}. We notice that pμ1 + · · · + pμmμ = nμ for
any μ ∈ {1, . . . , d}.
For example, if the ith diagonal entry of J in (4) is one of the diagonal entries of Jμν ,
then i satisfies
(n1 + · · · + nμ−1) + (pμ1 + · · · + pμ(ν−1))
< i  (n1 + · · · + nμ−1) + (pμ1 + · · · + pμν). (5)
Furthermore, it holds that
eAt = NeJtN−1 (6)
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eJt =
⎛
⎜⎜⎜⎜⎝
eJ11t
. . . O
eJμν t
O
. . .
eJdmd t
⎞
⎟⎟⎟⎟⎠ .
Let us denote by Oαβ the zero square matrix with pαβ rows (columns). We replace each
eJαβ t in the above eJt by Oαβ , except eJμν t , and we denote the resulting matrix by 〈eJμν t 〉,
i.e.,
〈
eJμν t
〉=
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎝
O
. . . O
O
eJμν t
O
O
.. .
O
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎠
, (7)
where we simply write O instead of Oαβ as a matter of convenience. We notice that
eJμν t = eλμt
⎛
⎜⎜⎜⎜⎜⎜⎝
1 t t
2
2! · · · t
pμν−2
(pμν−2)!
tpμν−1
(pμν−1)!
0 1 t · · · tpμν−3
(pμν−3)!
tpμν−2
(pμν−2)!
...
...
...
. . .
...
...
0 0 0 · · · 1 t
0 0 0 · · · 0 1
⎞
⎟⎟⎟⎟⎟⎟⎠
(8)
and
eJt =
d∑
μ=1
mμ∑
ν=1
〈
eJμν t
〉
. (9)
For all μ ∈ {1, . . . , d} and ν ∈ {1, . . . ,mμ}, we define a (pμν ×pμν) matrix Tμν = (tij )
by
tij =
{ |	(λμ)|−(j−i+1) for j  i,
0 for j < i
and we replace any Jαβ in the J of (4) by Oαβ for each pair (α,β) = (μ, ν) and replace
the Jμν by Tμν , where Oαβ is the (pαβ × pαβ) matrix whose all entries are zeros. The
resulting matrix will be denoted by 〈Tμν〉, i.e.,
〈Tμν〉 =
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎝
O
. . . O
O
Tμν
O
O
.. .
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎠
. (10)O
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matrix Sμν = (sij ) by
sij =
{
ε
(j−i)
μν for j  i,
0 for j < i,
and we replace each Jαβ in the J of (4) by Oαβ for every pair (α,β) = (μ, ν) and Jμν
by Sμν . We will use the notation 〈Sμν〉 for the resulting matrix:
〈Sμν〉 =
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎝
O
. . . O
O
Sμν
O
O
.. .
O
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎠
. (11)
Using (10) and (11), we define
〈Bμν〉 =
{ 〈Sμν〉 for μ ∈ Λ0,
〈Tμν〉 for μ ∈ Λ− ∪ Λ+,
for any μ ∈ {1, . . . , d} and ν ∈ {1, . . . ,mμ}, and further define
B =
d∑
μ=1
mμ∑
ν=1
〈Bμν〉. (12)
3. Main result
The following lemma can be easily proved by using the mathematical induction. Hence,
we omit the proof.
Lemma 1. Let m be a nonnegative integer.
(a) If λ < 0, then it holds that
0∫
−∞
sme−λs ds = − m!
λm+1
and
t∫
−∞
(t − s)meλ(t−s) ds = (−1)
m+1m!
λm+1
for any t ∈ R.
(b) If λ > 0, then it holds that
∞∫
0
sme−λs ds = m!
λm+1
and
∞∫
t
(t − s)meλ(t−s) ds = (−1)
mm!
λm+1
for any t ∈ R.
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Hyers–Ulam stability of the system (1) of first order linear differential equations with con-
stant coefficients.
Theorem 2. In addition to the assumptions in Section 2, let b :R → Cn and y :R → Cn be
a continuous vector function and a continuously differentiable vector function, respectively.
Assume that a continuous vector function v :R → Cn defined by
v(t) = y′(t) − Ay(t) − b(t) (13)
satisfies∥∥v(t)∥∥
n
 ε (14)
for all t ∈ R and for some ε > 0. Suppose that for each μ ∈ Λ0, there exist positive numbers
ε
(k)
μν such that
∞∫
−∞
|t − s|k∣∣[N−1v(s)]
i
∣∣ds  k!ε(k)μν ε∥∥N−1∥∥n×n (15)
for all t ∈ R, all ν ∈ {1, . . . ,mμ}, any integers i satisfying (5), and for any k ∈ {0, . . . ,
pμν − 1}, where N is a nonsingular matrix such that N−1AN is a Jordan form matrix (see
(4)) and [N−1v(s)]i denotes the ith component of N−1v(s). Then there exists a differen-
tiable vector function y0 :R → Cn such that
y′0(t) = Ay0(t) + b(t) (16)
and ∥∥y(t) − y0(t)∥∥n  ε‖N‖n×n∥∥N−1∥∥n×n‖Be‖n
for all t ∈ R, where e = (1,1, . . . ,1)tr ∈ Cn.
4. Proof of Theorem 2
By (13), we have
y′(t) = Ay(t) + b(t) + v(t) (17)
for all t ∈ R. We notice that N ∈ Cn×n is a nonsingular matrix for which J = N−1AN is a
Jordan matrix of the form (4). In this proof, we use the notations eAt , 〈eJμν t 〉 and eJμν t and
refer to (6), (7) and (8) for their details.
In view of [15, §16] (cf. [2, Chapter 31]), the solution of (17) is
y(t) = eAt y(0) + eAt
t∫
0
e−As b(s) ds + eAt
t∫
0
e−As v(s) ds (18)
for all t ∈ R.
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{1, . . . ,mμ}, let us define a column vector 〈 wμν(t)〉 by
the ith component of
〈 wμν(t)〉= {wi(t) if i satisfies (5),0 otherwise.
Then, we have
w(t) =
d∑
μ=1
mμ∑
ν=1
〈 wμν(t)〉.
It now follows from (6), (7), (9) and the last equality that
e−As v(s) = (Ne−Js)(N−1v(s))= N(e−Js w(s))
= N
d∑
μ=1
mμ∑
ν=1
〈
e−Jμνs
〉 d∑
ρ=1
mρ∑
σ=1
〈 wρσ (s)〉
= N
d∑
μ=1
mμ∑
ν=1
〈
e−Jμνs
〉〈 wμν(s)〉
and
t∫
0
e−As v(s) ds = N
d∑
μ=1
mμ∑
ν=1
t∫
0
〈
e−Jμνs
〉〈 wμν(s)〉ds, (19)
where
∫ t
0 〈e−Jμνs〉〈 wμν(s)〉ds is a column vector with n components.
Let us define
〈cμν〉 =
⎧⎪⎨
⎪⎩
− ∫ 0−∞〈e−Jμνs〉〈 wμν(s)〉ds for μ ∈ Λ−,
(0,0, . . . ,0)tr for μ ∈ Λ0,∫∞
0 〈e−Jμνs〉〈 wμν(s)〉ds for μ ∈ Λ+
and
〈rμν(t)〉=
⎧⎪⎨
⎪⎩
∫ t
−∞〈e−Jμνs〉〈 wμν(s)〉ds for μ ∈ Λ−,∫ t
0 〈e−Jμνs〉〈 wμν(s)〉ds for μ ∈ Λ0,
− ∫∞
t
〈e−Jμνs〉〈 wμν(s)〉ds for μ ∈ Λ+.
(20)
From now on, we set
iμν = (n1 + · · · + nμ−1) + (pμ1 + · · · + pμ(ν−1))
for any fixed μ ∈ {1, . . . , d} and ν ∈ {1, . . . ,mμ}, where pμ0 = 0 for any μ ∈ {1, . . . , d}.
In view of (7) and (8), the ith component of 〈e−Jμνs〉〈 wμν(s)〉 is given below:
[〈
e−Jμνs
〉〈 wμν(s)〉]i =
{
e−λμs
∑iμν+pμν
k=i
(−s)k−i
(k−i)! wk(s) if i satisfies (5), (21)0 otherwise.
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∫ 0
−∞[〈e−Jμνs〉〈 wμν(s)〉]i ds or
∫∞
0 [〈e−Jμνs〉〈 wμν(s)〉]i ds
is bounded for μ ∈ Λ− or μ ∈ Λ+, respectively, because it follows from (2), (3) and (14)
that ∣∣wk(s)∣∣ ∥∥N−1v(s)∥∥n  ε∥∥N−1∥∥n×n.
Thus, 〈cμν〉 is a constant vector.
By (19) and (20), we obtain
t∫
0
e−As v(s) ds = N
d∑
μ=1
mμ∑
ν=1
(〈cμν〉 + 〈rμν(t)〉). (22)
If we set
c =
d∑
μ=1
mμ∑
ν=1
〈cμν〉 and r(t) =
d∑
μ=1
mμ∑
ν=1
〈rμν(t)〉, (23)
then it follows from (6) and (22) that
eAt
t∫
0
e−As v(s) ds = NeJt(c + r(t)). (24)
We now define
y0(t) = eAt
{y(0) + Nc}+ eAt
t∫
0
e−As b(s) ds (25)
for all t ∈ R. By applying (18), (25), (24), (6), (2), (9), (23), and (20) in order, we get∥∥y(t) − y0(t)∥∥n = ∥∥NeJt r(t)∥∥n  ‖N‖n×n∥∥eJt r(t)∥∥n
= ‖N‖n×n
∥∥∥∥∥
d∑
μ=1
mμ∑
ν=1
〈
eJμν t
〉 d∑
ρ=1
mρ∑
σ=1
〈rρσ (t)〉
∥∥∥∥∥
n
= ‖N‖n×n
∥∥∥∥∥
d∑
μ=1
mμ∑
ν=1
〈
eJμν t
〉〈rμν(t)〉
∥∥∥∥∥
n
= ‖N‖n×n
∥∥∥∥∥
∑
μ∈Λ−
mμ∑
ν=1
〈
eJμν t
〉 t∫
−∞
〈
e−Jμνs
〉〈 wμν(s)〉ds
+
∑
μ∈Λ0
mμ∑
ν=1
〈
eJμν t
〉 t∫
0
〈
e−Jμνs
〉〈 wμν(s)〉ds
−
∑
+
mμ∑
ν=1
〈
eJμν t
〉 ∞∫ 〈
e−Jμνs
〉〈 wμν(s)〉ds
∥∥∥∥∥ .μ∈Λ t n
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〈eJμν t 〉〈e−Jμνs〉 = 〈eJμν(t−s)〉 holds for all s, t ∈ R. Therefore, we further obtain
∥∥y(t) − y0(t)∥∥n = ‖N‖n×n
∥∥∥∥∥
∑
μ∈Λ−
mμ∑
ν=1
t∫
−∞
〈
eJμν(t−s)
〉〈 wμν(s)〉ds
+
∑
μ∈Λ0
mμ∑
ν=1
t∫
0
〈
eJμν(t−s)
〉〈 wμν(s)〉ds
−
∑
μ∈Λ+
mμ∑
ν=1
∞∫
t
〈
eJμν(t−s)
〉〈 wμν(s)〉ds
∥∥∥∥∥
n
(26)
for all t ∈ R.
Let μ ∈ Λ− be given. In view of (7) and (8) (or Ref. (21)), the ith component of
〈eJμν(t−s)〉〈 wμν(s)〉 is[〈
eJμν(t−s)
〉〈 wμν(s)〉]i =
{
eλμ(t−s)
∑iμν+pμν
k=i
(t−s)k−i
(k−i)! wk(s) if i satisfies (5),
0 otherwise.
(27)
Hence, the ith component αi of
∫ t
−∞〈eJμν(t−s)〉〈 wμν(s)〉ds is
αi =
{∑iμν+pμν
k=i
1
(k−i)!
∫ t
−∞(t − s)k−ieλμ(t−s)wk(s) ds if i satisfies (5),
0 otherwise.
Now, by using (2), (3), (14) and Lemma 1(a), we have
|αi |
iμν+pμν∑
k=i
1
(k − i)!
t∫
−∞
(t − s)k−ie	(λμ)(t−s)∥∥ w(s)∥∥
n
ds
 ε
∥∥N−1∥∥
n×n
iμν+pμν∑
k=i
∣∣	(λμ)∣∣−k+i−1
for each i satisfying (5), and |αi | 0 if (5) is not satisfied with i.
On account of (10), the ith component [〈Tμν〉e]i of 〈Tμν〉e is
[〈Tμν〉e]i =
{∑iμν+pμν
k=i |	(λμ)|−k+i−1 if i satisfies (5),
0 otherwise,
where e = (1,1, . . . ,1)tr. Hence, we get
|αi | ε
∥∥N−1∥∥
n×n
[〈Tμν〉e]i (28)
for all i ∈ {1, . . . , n}.
If μ ∈ Λ+ is arbitrarily given and if we denote by βi the ith component of
∞∫ 〈
eJμν(t−s)
〉〈 wμν(s)〉ds,
t
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|βi | ε
∥∥N−1∥∥
n×n
[〈Tμν〉e]i (29)
for any i ∈ {1, . . . , n}.
Now, let μ ∈ Λ0 be given, and let γi be the ith component of
t∫
0
〈
eJμν(t−s)
〉〈 wμν(s)〉ds.
In view of (27), we get
γi =
{∑iμν+pμν
k=i
1
(k−i)!
∫ t
0 (t − s)k−ieλμ(t−s)wk(s) ds if i satisfies (5),
0 otherwise.
Using (2), (3) and (15), we have
|γi |
iμν+pμν∑
k=i
1
(k − i)!
∣∣∣∣∣
t∫
0
|t − s|k−i∣∣wk(s)∣∣ds
∣∣∣∣∣ ε∥∥N−1∥∥n×n
iμν+pμν∑
k=i
ε(k−i)μν
for each i satisfying (5), and |γi | 0 if (5) is not satisfied with i.
According to (11), the ith component of 〈Sμν〉e is
[〈Sμν〉e]i =
{∑iμν+pμν
k=i ε
(k−i)
μν if i satisfies (5),
0 otherwise
and hence
|γi | ε
∥∥N−1∥∥
n×n
[〈Sμν〉e]i (30)
for each i ∈ {1, . . . , n}.
Consequently, it follows from (3), (26), (28), (29), (30) and (12) that
∥∥y(t) − y0(t)∥∥n  ‖N‖n×n
∥∥∥∥∥
∑
μ∈Λ−∪Λ+
mμ∑
ν=1
ε
∥∥N−1∥∥
n×n〈Tμν〉e
+
∑
μ∈Λ0
mμ∑
ν=1
ε
∥∥N−1∥∥
n×n〈Sμν〉e
∥∥∥∥∥
n
= ε‖N‖n×n
∥∥N−1∥∥
n×n‖Be‖n
for all t ∈ R.
According to [2, Chapter 31] (cf. [15, §16]), y0(t) is a solution of the system (1) of linear
differential equations (see (25)), or equivalently, y0(t) satisfies the differential equation
(16) for all t ∈ R. 
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Some of the most important matrix norms are induced by p-norms. For 1 p ∞, the
norm induced by the p-norm,
‖A‖p = sup
x =0
‖Ax‖p
‖x‖p
(
A ∈ Cn×n),
is called the matrix p-norm. For example, we get
‖A‖1 = max
1jn
n∑
i=1
|aij |, ‖A‖∞ = max
1in
n∑
j=1
|aij |.
It is well known that the matrix p-norm, together with the p-norm, satisfies both condi-
tions in (2).
Example 1. We consider a system of first order linear differential equations of the follow-
ing form{
y′1(t) = y1(t) + 2y2(t) + b1(t),
y′2(t) = 3y1(t) + 2y2(t) + b2(t).
(31)
This system can be written in a matrix notation
y′(t) = Ay(t) + b(t),
where
y(t) =
(
y1(t)
y2(t)
)
, A =
(
1 2
3 2
)
, b(t) =
(
b1(t)
b2(t)
)
.
Assume that a continuous vector function b :R → C2 and a continuously differentiable
vector function y :R → C2 satisfy∥∥y′(t) − Ay(t) − b(t)∥∥∞  ε
for all t ∈ R and for some ε  0.
Since A has two distinct eigenvalues −1 and 4, we can choose a nonsingular matrix N
and a diagonal matrix J
N =
(
1 2
−1 3
)
, J =
(−1 0
0 4
)
such that J = N−1AN. Furthermore, since d = 2, m1 = m2 = 1 and p11 = p21 = 1, it
follows from (12) that
B =
(
1 0
0 14
)
.
According to Theorem 2 and (25), there exists a differentiable vector function
y0 :R → C2 of the form
y0(t) = eAt k + eAt
t∫
e−As b(s) ds0
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for all t ∈ R, where k ∈ C2 is a constant.
If we set b(t) = 0 in the above example, then there exist two constants k1 and k2 such
that the functions y01, y02 :R → C defined by
y01(t) =
(
3
5
k1 − 25k2
)
e−t +
(
2
5
k1 + 25k2
)
e4t ,
y02(t) =
(
−3
5
k1 + 25k2
)
e−t +
(
3
5
k1 + 35k2
)
e4t
satisfy the system (31) of differential equations as well as the inequality
max
{∣∣y1(t) − y01(t)∣∣, ∣∣y2(t) − y02(t)∣∣} 4ε
for each t ∈ R.
Example 2. Assume that y1, y2, y3 :R → C are continuously differentiable functions and
satisfy the inequality∥∥y′(t) − Ay(t) − b(t)∥∥∞  ε
for all t ∈ R and for some ε  0, where
y(t) =
(
y1(t)
y2(t)
y3(t)
)
, A =
(−2 2 −3
2 1 −6
−1 −2 0
)
, b(t) =
(
b1(t)
b2(t)
b3(t)
)
,
and b1, b2, b3 :R → C are continuous functions.
We can easily choose a nonsingular matrix N and a diagonal matrix J
N =
(−2 3 1
1 0 2
0 1 −1
)
, J =
(−3 0 0
0 −3 0
0 0 5
)
, N−1 =
⎛
⎜⎝
− 14 12 34
1
8
1
4
5
8
1
8
1
4 − 38
⎞
⎟⎠
such that J = N−1AN. Furthermore, since d = 2, m1 = n1 = 2, m2 = n2 = 1 and p11 =
p12 = p21 = 1, it follows from (12) that
B =
⎛
⎝
1
3 0 0
0 13 0
0 0 15
⎞
⎠ .
According to Theorem 2, there exists a differentiable vector function y0 :R → C3 sat-
isfying y′0(t) = Ay0(t) + b(t) as well as∥∥y(t) − y0(t)∥∥  3ε∞
S.-M. Jung / J. Math. Anal. Appl. 320 (2006) 549–561 561for all t ∈ R. Moreover, due to (25), there exists a constant k ∈ C3 such that y0(t) has the
following form
y0(t) = eAt k + eAt
t∫
0
e−As b(s) ds.
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