Let A be an alphabet and W be a set of words in the free monoid A * . Let S(W ) denote the Rees quotient over the ideal of A * consisting of all words that are not subwords of words in W . A set of words W is called finitely based (FB) if the monoid S(W ) is finitely based.
Introduction
A semigroup is said to be finitely based (FB) if there is a finite subset of its identities from which all of its identities may be deduced. Otherwise, a semigroup is said to be non-finitely based (NFB). The following construction is attributed to Dilworth and was used by Perkins [3] to construct one of the first examples of finite NFB semigroups.
Let A be an alphabet and W be a set of words in the free monoid A * . Let S(W ) denote the Rees quotient over the ideal of A * consisting of all words that are not subwords of words in W . For each set of words W , the semigroup S(W ) is a monoid with zero whose nonzero elements are the subwords of words in W . Evidently, S(W ) is finite if and only if W is finite.
We call a set of words W finitely based if the monoid S(W ) is finitely based. In this paper we continue to study the following problem. This article is the last part of a sequence of four submissions. The first article [5] contains a method for proving that a semigroup is non-finitely based. The second article [6] contains a method for proving that a semigroup is finitely based. If a variable t occurs exactly once in a word u then we say that t is linear in u. If a variable x occurs more than once in a word u then we say that x is non-linear in u.
The third article [7] , contains an algorithm which recognizes FB words among the words with at most two non-linear variables. The algorithm in [7] implies that [4, Theorem 5 .1] a word u in a two-letter alphabet {a, b} is FB if and only if modulo renaming variables, the word u is of the form a n b m or a n ba m for some n, m ≥ 0. A block of u is a maximal subword of u that does not contain any linear variables of u. A word u is called a block-n-simple if each block of u depends on at most n variables. For example, the word ababt 1 bccbcbt 2 caa is block-2-simple. While each block-1-simple word is equationally equivalent to a set of words with at most one non-linear variable (see Theorem 7.4(i) below), we do not know if each (FB) block-2-simple word is equationally equivalent to a set of words with two non-linear variables.
A word u is called n-limited if each variable occurs in u at most n times. The main goal of this article is to provide an algorithm that recognizes FB sets of words among sets of 2-limited block-2-simple words (see Theorem 4.1 below).
As in [7] , we formulate the algorithm in Theorem 4.1 by using the notion of an isoterm introduced by Perkins in [3] . (A word u is said to be an isoterm for a semigroup S if S does not satisfy any non-trivial identity of the form u ≈ v.)
For a set of words W , the set of all isoterms for S(W ) with at most two nonlinear variables is denoted by Isot 2 (W ). This set of isoterms is generic in a sense that W is equationally equivalent to some set of words with at most two non-linear variables if and only if W ∼ Isot 2 (W ) (see Fact 8.1 below). Theorem 4.1 implies that a set of 2-limited words W is finitely based whenever Isot 2 (W ) is finitely based (see Corollary 8.3 below) . Example 8.2 shows that the converse of this statement is not true.
Six FB intervals
If W and W ′ are two sets of words then we write W W ′ if for any monoid S each word in W ′ is an isoterm for S whenever each word in W is an isoterm for S. It is easy to see that the relation is reflexive and transitive, i.e. it is a quasi-order on sets of words. If W W ′ W then we write W ∼ W ′ . We say that two sets of words W and W ′ are equationally equivalent if the monoids S(W ) and S(W ′ ) satisfy the same identities. The following proposition shows that if we identify sets of words modulo ∼ then we obtain an ordered set antiisomorphic to the set of all varieties of the form varS(W ) ordered under inclusion. 
The relations and ∼ can be extended to individual words. For example, if u and v are two words then u ∼ v means {u} ∼ {v}. Also, if W is a set of words and u is a word then W u means W {u}. If a semigroup S satisfies all identities in a set Σ then we write S |= Σ.
We use the word substitution to refer to the homomorphisms of the free semigroup and of the free monoid. Since every substitution Θ is uniquely determined by its values on the letters of the alphabet A, we write Θ : A → A + if Θ is a homomorphism of the free semigroup A + and we write Θ : A → A * if Θ is a homomorphism of the free monoid A * . If X is a set of variables then we write u(X) to refer to the word obtained from u by deleting all occurrences of all variables that are not in X and say that the word u deletes to the word u(X). We say that a set of variables X is stable in an identity u ≈ v if u(X) = v(X). Otherwise, we say that set X is unstable in u ≈ v. In particular, a variable x is stable in u ≈ v if and only if it occurs the same number of times in u and v. An identity u ≈ v is called balanced if every variable is stable in u ≈ v. We use W c to denote the closure of a set of words W under taking subwords.
and N be sets of words and u ≈ v be a balanced identity. Let W ⊆ L be such that W n for any n ∈ N.
Suppose that for every pair of variables {x, y} unstable in u ≈ v and every substitution Θ : A → A * such that Θ(x) contains some a ∈ A and Θ(y) contains b = a, each of the following conditions is satisfied.
(
If xtx is an isoterm for a monoid S, then (i) the words xt 1 yxt 2 y and xt 1 xyt 2 y can only form an identity of S with each other;
(ii) the words xyt 1 xt 2 y and yxt 1 xt 2 y can only form an identity of S with each other;
(iii) the words xt 1 yt 2 xy and xt 1 yt 2 yx can only form an identity of S with each other.
We use letter t with or without subscripts to denote linear (1-occurring) variables. If we use letter t several times in a word, we assume that different occurrences of t represent distinct linear variables. The identities xt 1 xyt 2 y ≈ xt 1 yxt 2 y, xyt 1 xt 2 y ≈ yxt 1 xt 2 y and xt 1 yt 2 xy ≈ xt 1 yt 2 yx we denote respectively by σ µ , σ 1 and σ 2 . Notice that the identities σ 1 and σ 2 are dual to each other.
Given a set of words L and a set of identities Σ we define Max(L, Σ) as the largest W ⊆ L such that S(W ) |= Σ. This set of words in uniquely defined because for any two sets of words W 1 and W 2 the monoid S(W 1 ∪ W 2 ) is equationally equivalent to the direct product of S(W 1 ) and S(W 2 ) (see Lemma 5.1 in [2] ). It is easy to see Proof. Take L = A * and N = {xytxty, yxtxty}. Notice that {x, y} is the only unstable pair of variables in the identity xytxy ≈ yxtxy. Let Θ : A → A * be a substitution such that Θ(x) contains some a ∈ A and Θ(y) contains b = a. If Θ(x) is not a power of a and Θ(y) is a power of b then Θ(xytxy) xytxty and Θ(yxtxy) xytxty. If Θ(x) = a k for some k > 0 and Θ(y) = b p for some p > 0 then Θ(xytxy) abtatb and Θ(yxtxy) batatb. So, Lemma 2.2 implies that S(Max(A * , σ 1 )) |= xytxy ≈ xytyx. Dually, S(Max(σ 2 )) |= xytxy ≈ yxtxy.
A word that contains at most one non-linear variable is called almost-linear. For each n > 0, let A n denote the (finite) set of all almost-linear words where some variable occurs n times and no linear variable occurs more than n + 1 times. The following lemma can be easily obtained from Corollary 3.2 in [2] which says that for each k > 0 the set of all k-limited words in a two-letter alphabet is finitely based by A k+1 .
Lemma 2.5. For each k > 0 the following is true: (
(iv) A set of 2-limited word is hereditary finitely based if and only if either atbba W or abbta W .
Proof. (ii) It is proved in [9] that the word atbba is finitely based by A 3 ∪{σ 1 , σ µ , xytxy ≈ yxtxy}. Since by Lemma 2.4, we have S(Max(A * , σ 1 )) |= xytxy ≈ xytyx, the monoids S({atbba}) and S(Max(A * , A 3 ∪ {σ 1 , σ µ })) are equationally equivalent. Part (iii) is dual to Part (ii).
(iv) According to Corollary 3.9 in [7] , a set of words is hereditary finitely based if and only if it is a subset of Max(A * , σ 1 , σ µ ) or Max(A * , σ 2 , σ µ ). The rest follows from Parts (ii) and (iii) and Lemma 2.5. The following properties of the relation will be often used without a reference. (ii) [ (ii) The set {abtab, abtba, abbta} ∼ Max(A * , A 3 ∪{σ µ , ytyxx ≈ ytxxy}) is finitely based by A 3 ∪ {σ µ , ytyxx ≈ ytxxy}.
(iii) Every monoid in the interval [{abctacb}, {abtab, abtba, atbba}] or dually, in the interval [{abctacb}, {abtab, abtba, abbta}] is FB.
(iv) For a set of 2-limited words we have {abtab, abtba, atbba} W if and only if W xtxyty and W yxxty.
(v) For a set of 2-limited words we have {abtab, abtba, abbta} W if and only if W xtxyty and W ytxxy.
Proof. Parts (i)-(iii) are immediate consequences of Theorem 5.2 in [6] and its dual.
(iv) If {abtab, abtba, atbba} W then by Part (i) we have S(W ) |= {σ µ , xxyty ≈ yxxty}. Therefore, W xtxyty and W yxxty. Now let W be a set of 2-limited words such that W xtxyty and W yxxty. Let us check that S(W ) |= xxyty ≈ yxxty.
Notice that {x, y} is the only unstable pair of variables in the identity yxxty ≈ xxyty. Let Θ : A → A * be a substitution such that Θ(x) contains some letter a and Θ(y) contains b = a. If the word Θ(x) is not a power of a, then we have Θ(yxxty) xtxyty and Θ(xxyty) xtxyty.
So, we may assume that Θ(x) = a k for some k > 0. Then Θ(yxxty) contains a subword caaDc for some variable c = a and possibly empty word D. Consequently, Θ(yxxty) yxxty. Let d be the first letter in Θ(y) other than a. Then the word Θ(xxyty) contains a subword ( i a)( 1 d) such that i > 1. Therefore, we have Θ(xxyty) xtxyty. Lemma 2.2 implies that S(W ) |= xxyty ≈ yxxty.
In view of Lemma 2.5 and Fact 2.8, we have S(W ) |= A 3 ∪ {σ µ , xxyty ≈ yxxty}. Therefore, Part (i) implies that {abtab, abtba, atbba} W .
NFB intervals
As in [2] , the words x 1 x 2 . . . x n and x n x n−1 . . . x 1 are denoted by [Xn] and [nX] respectively. We use U t ( t U) to denote the word obtained from a word U by inserting a linear variable after (before) each occurrence of each variable in U. For example, [Zn] t = z 1 tz 2 t . . . tz n t 1 . 
xyxyx, {xy m x|m > 1} Table 1 )] If the word xyyx is an isoterm for S and for each n > 1, S satisfies the identity U n ≈ V n in row 1 of Table 1 , then S is NFB;
(ii) [5, Theorem 4.4 (row 2 in Table 1 )] If the words {yxxty, ytxxy} are isoterms for S and for each n > 1, S satisfies the identity U n ≈ V n in row 1 of Table 2 , then S is NFB; (iii) [5, Theorem 4.4 (row 6 in Table 1 )] If the words {xtxyty, xytxy, xytyx} are isoterms for S and for each n > 1, S satisfies the identity U n ≈ V n in row 2 of Table 2 , then S is NFB; (iv) [5, Theorem 4.4 (row 7 in Table 1 )] If the words {xtxyty, xyyx} are isoterms for S and for each n > 1, S satisfies the identity U n ≈ V n in row 3 of Table 2 , then S is NFB. Lemma 2.2 implies that for each n > 1, the monoid S(W ) satisfies the identity U n ≈ V n in row 1 of Table 1 . The rest follows from Lemma 3.1(i).
Theorem 3.3. Take sets of words I and N from one of the four rows in Table 2 . Let W be a set of block-2-simple words such that W I but W n for any n ∈ N. Then W is NFB.
Proof. Each time we use Lemma 2.2 we take L to be the set of all block-2-simple words. Evidently, this set of words is closed under taking subwords.
Row 1 in Table 2 . Here I = {yxxty, ytxxy} and N = {xtxyty} ∪ {xy m x | m > 1}.
Fix some n > t xxy[Zn]y) xtxyty. Lemma 2.2 implies that for each n > 1, the monoid S(W ) satisfies the identity U n ≈ V n in Row 1 of Table 2 . The rest follows from Lemma 3.1(ii).
Row 2 in Table 2 . Here I = {xtxyty, xytxy, xytyx} and N = A 4 ∪ {xyxy}. Lemma 2.2 implies that for each n > 1, the monoid S(W ) satisfies the identity U n ≈ V n in Row 2 of Table 2 . The rest follows from Lemma 3.1(iii).
Row 3 in Table 2 . Here I = {xtxyty, xyyx} and N = A 4 ∪ {xxyy}.
[nX] is of the form {x i , y j } for some 1 ≤ i, j ≤ n. Let Θ : A → A * be a substitution such that Θ(x) contains some letter a and Θ(y) contains let-
) is a 3-limited block-2-simple word then Θ(x) = a, Θ(y) = b and the value of Θ on all other letters the empty word. Therefore,
Lemma 2.2 implies that for each n > 1, the monoid S(W ) satisfies the identity U n ≈ V n in Row 3 of Table 2 . The rest follows from Lemma 3.1(iv). Table 2 . Here I = {xtxyty, xytxy, xytyx} and N = {xyxyx} ∪ {xy m x | m > 1}. This is proved in Theorem 4.4 (row 6 in Table 1 ) in [7] . 
Row 4 in
Using Lemma 2.2, one can easily check that if I and N are in the same row of Table 1 or Table 2 then for every set of words W such that W I and W n for any n ∈ N the monoid S(W ) belongs to the corresponding interval in Corollary 3.6.
4 An algorithm that recognizes FB sets of words among sets of 2-limited block-2-simple words 
The following lemma is a specialization of Lemma 2.5 in [5] .
Lemma 5.1. Let S be a semigroup.
Suppose that for each n large enough one can find an identity U n ≈ V n of S in at least n variables and a set X ⊆ OccSet(U n ) such that each of the following conditions is satisfied:
S and the set X is l Un,U -stable in U n ≈ U then for every identity u ≈ v of S in less than n/4 variables and every substitution Θ :
Then the semigroup S is non-finitely based. Then either the set Θ −1 (x) contains two variables t 1 and t 2 such that occ
(The first possibility includes the case when t 1 = t 2 = t which occurs when Θ(t) contains both occurrences of x for some t ∈ Cont(u).) Lemma 5.3. [5, Lemma 4.3] Let S be a monoid such that the word xy is an isoterm for S. Suppose that S satisfies an identity u ≈ v and there is a substitution Θ : A → A + and a variable x such that x appears twice in both U = Θ(u) and V = Θ(v).
Theorem 5.4. Let S be a monoid which satisfies
If xytxy is an isoterm for S then S is NFB.
Since xtx is an isoterm for S, the identity U n ≈ U is balanced. Since xytxy is an isoterm for S the word U satisfies the following properties:
(P1) for each 1 ≤ i ≤ n we have U(z, y i , p, t) = zy i ptzy i p;
Now take n > 10 and X = { 1Un x, 1Un z}. Evidently, the set X = { 1Un x, 1Un z} is l Un,Vn -unstable in U n ≈ V n .
Let us check the second condition of Lemma 5.
S be a word such that the set X = { 1Un x, 1Un z} is l Un,U -stable in U n ≈ U, i.e. 1U x < U 1U z.
Let u be a word in less than n/4 variables such that Θ(u) = U for some substitution Θ : A → A + . Since the word u has less than n/2 variables, for some c ∈ OccSet(u) and 1 < i < j < n both 2U y i and 2U y j are contained in Θ u (c). Then Property (P2) implies that c must be the only occurrence of a linear variable t 1 in u.
Since
u ( 1U z) are occurrences of some variables x and z in u. By Fact 5.2, variables x and z occur at most twice in u and if each of them occurs twice in u then 1u
. Now let v be an arbitrary word for which S satisfies the identity u ≈ v and V = Θ(v).
If either x or z is linear in u then set { 1u x, 1u z} is l u,v -stable in u ≈ v because the word xtx is an isoterm for S. If both x and z occur twice in u then the set { 1u x, 1u z} is l u,v -stable in u ≈ v because u(x, z, t, t 1 ) = xztzt 1 x is an isoterm for S. Since the set { 1u x, 1u z} is l u,v -stable in u ≈ v, we have ( 1v x) ≤ v ( 1v z). Then Lemma 5.3 implies that ( 1V x) < V ( 1V z). This means that the set l Un,U (X) = { 1U x, 1U z} is l U,V -stable in U ≈ V. Therefore, the monoid S is non-finitely based by Lemma 5.1. Lemma 2.2 implies that for each n > 1, the monoid S(W ) satisfies the identity U n ≈ V n in row 2 of Table 1 . The rest follows from Theorem 5.4.
We finish this section with an example of a FB set of words W such that W xytyx but W xytxy. To this aim we need two axillary statements.
For a balanced identity u ≈ v we define Chaos(
The following lemma is a specialization of Lemma 3.1 in [6] .
Lemma 5.6. Let Σ be a set of identities and P be some property of identities which is at least as strong as the property of being a balanced identity.
Suppose that for each P-identity u ≈ v, one can find a P-identity w ≈ v such that Σ ⊢ {u ≈ w} and |Chaos(w ≈ v)| < |Chaos(u ≈ v)|.
Then every P-identity can be derived from Σ.
Fact 5.7. If the words {xyyx, xxyy} are isoterms for a monoid S then the words xyzxzy and yzxzyx can form an identity of S only with each other.
Proof. Suppose that S satisfies a non-trivial identity of the form xyzxzy ≈ u. Since xyyx is an isoterm for S we have u(y, z) = yzzy. Since the words {xyyx, xxyy} are isoterms for S we must have u = yzxzyx.
Example 5.8. The set of words U = {abba, aabb, abcacb} is FB by A 3 ∪ {xytxy ≈ yxtyx}.
Proof. First notice that {abba, aabb} {xyxty, xtyxy}. So, in view of Fact 5.7, we have U ∼ {abba, aabb, abcacb, bcacba, xyxty, xtyxy}. Since all words in U are 2-limited, every identity of S(U) can be derived from A 3 and some 2-limited identity of S(U). Since U {xtx, xxt, txx}, every 2-limited identity identity of S(U) is block-balanced.
Let u ≈ v be a 2-limited identity of S(U) and {c, d} ⊆ OccSet(u) be a critical pair in u ≈ v. Since the word xxyy is an isoterm for S, either {c, d} = { 1u x, 1u y} or {c, d} = { 2u x, 2u y}. In view of duality, it is enough to only consider the case when {c, d} = { 1u x, 1u y}.
We may assume that u(x, y) = xyxy, v(x, y) = yxyx and 1u x ≪ u 1u y. Suppose that 1u x < u c < u 1u y. Since the word xyxty is an isoterm for S, c must be an occurrence of a 2-occurring variable z ∈ Cont(u).
Since the words {xyyx, xxyy} are isoterms for S, it easy to rule out the case when the first occurrence of z is between the second occurrences of x and y. So, we must assume that only the second occurrence of z is between the second occurrences of x and y. But then either u(x, y, z) = xyzxzy or u = zxyxzy. Since each of these words is an isoterm for S, we conclude that 2u x ≪ u 2u y.
We apply xytxy ≈ yxtyx to u and obtain some word w. Since |Chaos(w ≈ v)| < |Chaos(u ≈ v)|, Lemma 5.6 implies that every 2-limited identity of S can be derived from {xytxy ≈ yxtyx}.
Therefore, the monoid S(U) is finitely based by A 3 ∪ {xytxy ≈ yxtyx}.
6 Finite FB sets of 2-limited words which need arbitrary large numbers of non-linear variables for their bases of identities Given a word u ∈ A + and a possibly empty set of variables X ⊂ A we use D X (u) to denote the result of deleting all occurrences of all variables in set X from u. Given a set of identities ∆ we use ∆ δ to denote the closure of ∆ under deleting variables, that is [1] proved that for a certain finite set of words V the monoid S(V) is irredundantly based by {w n ≈ w ′ n | n ≥ 2} δ ∪ A 3 where
. . x n x n−1 (zyxp)x n . For each n ≥ 2 we use [n/2] to denote n/2 if n is even and (n − 1)/2 if n is odd. Observe the following property of the words w n :
Fact 6.1. Fix k ≥ 1. Then (i) For each n < 2k the word w n does not delete to xya (ii) If n ≥ 2k and X is a subset of {x 1 , . . . , x n−1 } with at most n − 2k elements then the word D X (w n ) deletes to xya Proof. Part (i) can be easily verified.
(ii) Notice that Cont(D X (w n )) ∩ {x 1 , . . . , x n−1 } contains at least 2k − 1 elements:
In view of Property (P), the word D X (w n ) deletes to xyx
xy.
• For each k ≥ 1 let Σ k denote those identities in Σ = {w n ≈ w ′ n | n ≥ 2} δ which do not delete to xya Proof. In view of Fact 6.1 (i), the set Σ k contains the word w 2k−1 which depends on 2k + 4 variables. In view of Fact 6.1 (ii), if n ≥ 2k and for some possibly empty set of variables X we have D X (w n ) ∈ Σ k then the set X must contain at least n − 2k + 1 variables. This means that each word D X (w n ) ∈ Σ k depends on at most 2k + 4 variables.
The following statement can be easily extracted from Theorem 3.6 in [1] and its proof.
Proof. Fix k ≥ 1 and denote W = V ∪ {xya xy is an isoterm with respect to Σ k . Therefore, S(W ) |= Σ k . Now let U ≈ V be a 2-limited identity of S(W ). Since W ≺ V, the identity U ≈ V holds in V. Therefore, U ≈ V can be derived from Σ as described in Lemma 6.3. Let us show that only the identities in set Σ k are used in this derivation.
Indeed, otherwise, one can find a 2-limited identity
, a linear substitution Θ : A → A + , words u, v, A, B and x = y ∈ Cont(U) so that:
Since the identity u ≈ v does not belong to Σ k , we have u(x, y, x i 1 , . . . , Denote U = {abba, aabb, abcacb} as in Example 5.8 and W = {babxyaxy, abxyaxyb, abbxyaxy, abxybaxy}. Let W ′ denote the set consisting of the four reverses of the words in set W.
Corollary 6.6. V ∪ {xya 2 xy} is finitely based by
Question 2. Let W be a set of 2-limited words such that W {abba, aabb, abcacb, abtab} but W xyxy. Is it true that S(W ) is FB if and only if each of the following words and its reverse is an isoterm for S(W ): It is easy to check that if for each n ≥ 1 one of the nine words in Question 2 is not an isoterm for S(W ) then S(W ) is NFB.
7 All known FB sets of block-2-simple words are equationally equivalent to sets of words with at most two non-linear variables The following lemma contains some general conditions under which a word is equationally equivalent to a set of words with at most two non-linear variables.
Lemma 7.2. Let u be a word that contains at least two non-linear letters and let T be a possibly empty set of all linear letters in u.
Let A denote the set of non-linear variables of u defined as follows: x ∈ A if and only if some occurrence of x is adjacent to a linear variable in u.
Let B denote the set of unordered pairs of non-linear variables defined as follows: (x, y) ∈ B if and only if some occurrences of x and y are adjacent in u.
Suppose that (i) each block of u is a product of powers of pairwise distinct variables, (ii) if two distinct variables x and y are adjacent in some block of u then they are adjacent in each other block that contains both x and y.
Then u ∼ ∪ x∈A u(x, T ) ∪ {x,y}∈B u(x, y, T ).
Proof. Fact 7.1 implies that u ∪ x∈A u(x, T ) ∪ {x,y}∈B u(x, y, T ). Suppose now that each word in the set ∪ x∈A u(x, T ) ∪ {x,y}∈B u(x, y, T ) is an isoterm for a monoid S. Then each pair of variables in stable in u with respect to S and consequently, the word u is an isoterm for S. So, u ∪ x∈A u(x, T ) ∪ {x,y}∈B u(x, y, T ).
We use iu x to refer to the i th from the left occurrence of variable x in a word u. We use lastu x to refer to the last occurrence of x in u. The following statement is an immediate consequence of Theorem 3.5 in [7] . Lemma 7.3. Let W be a set of words.
(i) The word xtxyty is not an isoterm for S(W ) if and only if every adjacent pair of occurrences of two non-linear variables x = y in each u ∈ W is either of the form { 1u x, 1u y} or of the form { lastu x, lastu y}.
(ii) None of the words {xytxty, xtytxy} is an isoterm for S(W ) if and only if every adjacent pair of occurrences of two non-linear variables x = y in each u ∈ W is of the form { 1u x, lastu y}.
(iii) None of the words {xytxty, xtytxy} is an isoterm for S(W ) if and only if every adjacent pair of occurrences of two non-linear variables x = y in each u ∈ W is of the form { lastu x, lastu y}.
(iv) None of the words {xytxty, xtytxy} is an isoterm for S(W ) if and only if every adjacent pair of occurrences of two non-linear variables x = y in each u ∈ W is of the form { 1u x, 1u y}. (ii) Every hereditary finitely based word is equationally equivalent to a finite set of words with at most two non-linear variables.
Proof. (i) If u is a block-1-simple word that is not almost-linear, then u = u(x 1 , x 2 , . . . , x k , T ) for some non-empty set of linear variables T and k > 1 non-linear variables x 1 , x 2 , . . . , x k . Then u ∼ {u(x 1 , T ), u(x 2 , T ), . . . , u(x k , T )} by Lemma 7.2.
(ii) Let u be a hereditary finitely based word. In view of Lemmas 2.6(i) and 7.3(iii)-(iv), we may assume that every adjacent pair of occurrences of two nonlinear variables x = y in u is of the form { 1u x, 1u y}. If u is not a power of a variable then T is not empty and each block of U is a product of powers of pairwise distinct variables. If some block B of u contains a subword ( 1u x)( 1u y) for some distinct letters x and y, then any other block that contains x or y can only be either a power of x or a power of y. Therefore, u ∼ ∪ x∈A u(x, T ) ∪ {x,y}∈B u(x, y, T ) by Lemma 7.2. xtxtxy and each non-linear variable is at least 3-occurring in u then u is equationally equivalent to a finite set of words with at most two non-linear variables.
(ii) If u is a block-2-simple word such that u xytxty and u xtxtxy then u is equationally equivalent to a finite set of words with at most two non-linear variables.
(iii) If u is a block-2-simple word such that u xtxyty then u is equationally equivalent to a finite set of words with at most two non-linear variables.
Proof. (i) By Lemma 7.3, every adjacent pair of occurrences of two non-linear variables x = y in u is of the form { 1u x, lastu y}. Since each non-linear variable occurs at least three times in u, each block of u is a product of powers of pairwise distinct variables. (If 2-occurring variables were allowed then one could have
. Also, if two distinct variables x and y are adjacent in some block of u then no other block of u contains both x and y. Therefore, u ∼ ∪ x∈A u(x, T ) ∪ {x,y}∈B u(x, y, T ) by Lemma 7.2.
(ii) ) By Lemma 7.3, every adjacent pair of occurrences of two non-linear variables x = y in u is of the form { 1u x, lastu y}. Notice that for each pair of letters x and y the word u contains at most one block that contains both x and y and this block (if any) is x n y m or y n x m for some n, m > 0. So, the statement follows from Lemma 7.2.
(iii) By Lemma 7.3, every adjacent pair of occurrences of two non-linear variables x = y in u is either of the form { 1u x, 1u y} or of the form { lastu x, lastu y}. Then each block in u that is not a power of a variable is either of the form ( 1u x)(y n ) or (x m )( lastu y) for some variables x = y and n, m > 0. So, the statement follows from Lemma 7.2. Corollary 7.6. Let W be a set of block-2-simple words such that at least one of the words {xtxyty, xytxty, xtytxy} is not an isoterm for S(W ). If W is FB then W is equationally equivalent to a set of words with at most two non-linear variables. Proof. If W xtxyty then W is equationally equivalent to a set of words with at most two non-linear letters by Theorem 7.5. If W is a finitely based set such that W xtxyty but W {xytxty, xtytxy} then by Lemma 3.5 we have W xytxty and W xtytxy. Therefore, the set W is equationally equivalent to a set of words with at most two non-linear letters by Theorem 7.5.
Corollary 7.7. Every finitely based set of 2-limited block-2-simple words is equationally equivalent to a set of words with at most two non-linear variables.
Proof. Let W be a finitely based set of 2-limited block-2-simple words. If one of the words {xtxyty, xytxty, xtytxy} is not an isoterm for S(W ) then W is equationally equivalent to a set of words in at most two non-linear letters by Corollary 7.6. If W {xtxyty, xytxty, xtytxy} then W is equationally equivalent to the set of all 2-limited words in a two-letter alphabet by Theorem 4.1.
Some connections between the identities of S(W )
and S(Isot 2 (W ))
For a set of words W , the set of all isoterms for S(W ) with at most two nonlinear variables is denoted by Isot 2 (W ). Evidently, for each finite set of words W the set Isot 2 (W ) is equationally equivalent to its finite subset which can be easily constructed. Proof. If Isot 2 (W ) is FB then Theorem 4.1 implies that the monoid S(Isot 2 (W )) belongs to one of the six intervals in the lattice of semigroup varieties described in Lemmas 2.5, 2.6, 2.7 and 2.9. According to each of these four Lemmas, it means that certain words with two non-linear variables are isoterms for S(W ) and certain words are not. Therefore, the monoid S(W ) also belongs to one of these six intervals, and consequently, the set W is also finitely based.
In view of Corollary 8.3, the task of extending Theorem 4.1 to arbitrary sets of 2-limited words is equivalent to the task of describing all FB sets of 2-limited words W such that Isot 2 (W ) is NFB. (ii) If the monoid S(Isot 2 (W )) is finitely based by its identities with at most two non-linear variables then W ∼ Isot 2 (W ) and, consequently W is FB.
Proof. (i) Since W Isot 2 (W ), Proposition 2.1, implies that every identity of S(W ) holds in S(Isot 2 (W )). Let u ≈ v be a non-trivial identity of S(Isot 2 (W )) with at most two non-linear variables. In view of Lemma 2.5, we have that S(W ) |= A k+1 and S(Isot 2 (W )) |= A k+1 . Therefore, we can assume that both words u and v are k-limited and contain exactly two non-linear variables x = y. Since W A k , the identity u ≈ v is block-balanced.
To obtain a contradiction, assume that u ≈ v does not hold in S(W ). Then by Lemma 8.4, one can find a substitution Θ : A → A * such that Θ(y)Θ(x) = Θ(x)Θ(y) and Θ(u) ∈ W c . Now Lemma 8.4 implies that S(W ) does not satisfy any nontrivial block-balanced identity of the form u ≈ w. Since W A k , the word u is an isoterm for S(W ). This contradicts the fact that u ≈ v is a non-trivial identity of S(Isot 2 (W )).
(ii) Follows immediately from Part (i) and the fact that varS(W ) contains varS(Isot 2 (W )). 
