Abstract. Assume that there exists a hypersurface singularity which cannot be resolved by iterated monoidal transformations in positive characteristic. We show that in the set of defining functions of hypersurface singularities which cannot be resolved, we can find a function satisfying very strong conditions. By these conditions we may be able to deduce a contradiction under the above assumption. Besides, we introduce fundamental concepts for the study of resolution of singularities of germs such as space germs, iterated analytic monoidal transforms with a normal crossing, Weierstrass representations, reduction sequences, and so forth.
Introduction
In this paper we consider the problem of resolution of singularities in the case of positive characteristic. Since Hironaka's success in resolution of singularities in characteristic zero (Hironaka [5] .), the solution of this problem has long been expected. However, it is still open. This is perhaps because the problem is hard by nature. Therefore, we consider the problem in the category of germs of varieties. Besides, we assume that the singularity is a hypersurface.
Recently very clear exposition was given in Appendix of Abhyankar [2] for resolution of hypersurface singularities in characteristic zero. I have noticed that most of Abhyankar's ideas are effective even in characteristic positive. I supply the missing part to his ideas, and develop the theory of positive characteristic in this paper.
Throughout this paper we fix the ground field k. We assume that k is an algebraically closed field and the characteristic number p of k is positive. The prime number p is used to denote the characteristic number of k.
By B we denote a ring isomorphic to the formal power series ring k[[x 0 , x 1 , . . . , x r ]] over k with r + 1 variables x 0 , x 1 , . . . , x r for some non-negative integer r. Note that r + 1 = dim B. The affine scheme Spec(B) associated with B is the space whose ring of functions coincides with B.
Assume that a ring B and a non-zero element f ∈ B are given. We consider the following game, which we will call a resolution game of f ∈ B. It has two players I and II , and they repeat steps under the same rule. At each step, if f has a normal crossing in B, then the player I wins and they terminate the game. Otherwise, I chooses a non-singular closed subscheme of Spec(B). Let σ : Σ → Spec(B) be the blowing-up of the scheme Spec(B) with center in the chosen subscheme. Then, the player II chooses a closed point s ∈ Σ lying over the unique closed point of Spec(B). After replacing the pair (B, f ) by the pair (B ′ , f ′ ) where B ′ denotes the completion of the local ring O Σ,s of Σ at s and f ′ denotes the image of f by the ring homomorphism B → O Σ,s → B ′ , they proceed to the next step. If I can always win the game whatever closed points II chooses, then we say that f ∈ B can be resolved by iterated monoidal transformations, or we say f can be resolved, in short. Note that we have decided to work in the category of germs, and we have to use the concept of resolution games to formulate the words "f can be resolved".
A ring homomorphism B → B ′ in the above form is called a monoidal transformation. Note that it is defined depending on a non-singular closed subscheme of Spec(B) and a closed point s ∈ Σ. A composition of a finite number of monoidal transformations is called an iterated monoidal transformation.
By A * we denote the set of invertible elements of a ring A. (2.ν) For every 1 ≤ i ≤ n, x ν−1,i ∈ Z ν and x ν−1,i has a normal crossing with respect to the parameter system P ν of Z ν . If this is true, then we can conclude that g = (t + H) m for some H ∈ Z 0 by a refinement of the Weierstrass preparation theorem in positive characteristic (Lemma 2.20), and that the set X is empty, since g = (t + H) m ∈ B has a normal crossing and thus g can be resolved by definition.
However, it is very hard to give a meaning to the above limit, since the ring Z = lim − → ν Z ν is not necessarily noetherian.
We could improve the above result, if we could find wiser strategy for the player I . However, I believe that the latter remark above is the essential problem of the resolution theory, and I write this paper to focus targets of the future study. In the subsequent paper we will try to overcome this difficulty, and will give some results.
The rings B ν 's are complete, because we apply the Weierstrass preparation theorem in the essential part of our theory.
I hope that this paper together with several related results in a few years (Kuhlmann [6] , Spivakovsky [8] .) will play a key role to open the door toward the final solution of resolution of singularities.
Let Γ be a totally ordered abelian group. Often in this paper we associate a special element ∞ called the infinity with Γ. We assume that the element ∞ satisfies the following two conditions:
1. ∞ ≥ ∞, ∞ + ∞ = ∞, and n∞ = ∞n = ∞ for every positive integer n. 2. For every element γ ∈ Γ γ = ∞, γ < ∞ and γ + ∞ = ∞ + γ = ∞. Any positive integer m can be written uniquely in the form m = lq where l is an integer prime to p and q = p δ is a power of p. The exponent δ is a non-negative integer. The pair (l, q) is called the p-decomposition of m. For simplicity we say that m = lq is the p-decomposition of m, or that m = lp δ is the p-decomposition of m.
By Z, Q and R we denote the ring of integers, the rational number field and the real number field respectively. By Z 0 we denote the set of non-negative integers.
The number of elements in a finite set X is denoted by ♯ X. Section 1 is the introduction. Sections 2 is a preliminary part. We collect results on commutative rings. In Section 3 we give definitions for fundamental objects in our formulation such as a space germ, a framed space germ, a basic space germ, an elementary monoidal transform, an iterated elementary monoidal transform (an IEMT, in short), an iterated analytic monoidal transform (an IAMT, in short), and so forth. In Section 4 we explain the concept of framed resolution games, which plays an important role in this paper. The concept of Weierstrass representations is introduced in Section 5. This concept plays the central role in our theory. The Abhyankar condition, the strong Abhyankar condition and the condition "reductive" are defined for Weierstrass representations. The Abhyankar condition is essentially equivalent to the claim (6.ν) in Theorem 1.1. The condition "not reductive" is very important in characteristic positive. Let G 1 , G 2 , . . . , G m ∈ Z = k[[x 1 , x 2 , . . . , x n ]] and g = t m + m j=1 G j t m−j . We define w(g, t) = min{ord(G j )/j | 1 ≤ j ≤ m} ∈ Q ∪ {∞}. Note that for any H ∈ Z there are elements G 
is said to be reductive, if there is an element H ∈ Z with w(g, t) < w(g, t + H). In Section 6 we show that if a Weierstrass representation satisfies both the Abhyankar condition and the condition "not reductive", then the singularity can be resolved even in characteristic positive. By this result our goal becomes to modify a given Weierstrass representation to satisfy both conditions. An effective tool called a reduction sequence is introduced in Section 7 to treat both the Abhyankar condition and the condition "not reductive" simultaneously. Central ideas of a reduction sequence are like the following: Let Z 0 = Z. We consider a pair (g, t 0 ) = (g, t) as above. Assume that we have already obtained rings Z 0 , Z 1 , . . . , Z ν−1 and pairs (g, t 0 ), (g, t 1 ), . . . , (g, t ν−1 ). If w(g, t ν−1 ) = ∞, then g = t m ν−1 is a function with a normal crossing. We can terminate our procedure. We consider the case w(g, t ν−1 ) < ∞ below. By the induction hypothesis on dimensions there exists an IAMT Z ν of Z ν−1 such that the pair (g, t ν−1 ) satisfies the Abhyankar condition, if we regard the coefficient functions
is not reductive when we regard G ν−1,j 's as elements in Z ν , then we terminate our procedure. Otherwise, we choose an element H ν ∈ Z ν with w(g, t ν−1 ) < w(g, t ν−1 + H ν ) and put (g, t ν ) = (g, t ν−1 + H ν ). The sequence obtained by repeating this procedure is called a reduction sequence. We will see in Section 8 that if there is a function which cannot be resolved, then there exists a reduction sequence with infinite length and that any member G ν,j of the coefficient functions of (g, t ν ) has a very special form as in Theorem 1.1.
After I sent the first draft of this paper to the AMS preprint server, Joseph Lipman kindly informed me that Section 4 of Bierstone and Milman [3] [3] are simpler, but they choose centers even outside the zero-locus of the function under consideration. Two methods are slightly different. In the third method in [4] they choose centers inside the singular sets of the zero-locus of the function. The third can be regarded as the improvement of the second one in [3] .)
This work was accomplished during my stay at Max-Planck-Institut für Mathematik at Bonn in the period of October 1998 to March 1999. I express thanks to Max-Planck-Institut for warm hospitality. I thank also Herwig Hauser for hospitality and interesting discussions we held at Innsbruck University.
Ring theory
In this section we review several important points in the ring theory and explain non-standard concepts.
By a ring we mean a commutative ring with the identity. We use standard terminologies in the commutative ring theory. (Matsumura [7] . Zariski-Samuel [10] .)
Let A be a ring. By A * we denote the set of invertible elements of A, i.e., A * = {a ∈ A | There exists an element b ∈ A with ab = 1}.
A ring with the unique maximal ideal is called a local ring. For a local ring A by M (A) we denote the maximal ideal of A. A local ring A is the disjoint union of A * and M (A). By Z 0 we denote the set of non-negative integers.
Let A be a ring. The binomial coefficient r j is the mapping (r, j) ∈ Z 2 0 → r j ∈ A satisfying the following two conditions:
2. For every non-negative integer r the equality
, where t is an algebraically independent element over A.
Proof. Let t, u be algebraically independent elements over A. Computing (tu + u + 1) r in two different ways we obtain the claim. 
If there is a non-negative integer i with j = ip δ , then
Let n be a non-negative integer, and x 0 , x 1 , . . . , x n n + 1 of variables. We consider the formal power series ring
] can be written uniquely in the form
, and
] is a noetherian complete regular local ring of dimension n + 1, and is a unique factorization domain (UFD, in short.) with the unique maximal ideal
The following three conditions are equivalent:
Definition 2.4.
1. Let Q = {x 0 , x 1 , . . . , x n } be a parameter system of the ring
. We say that f has a normal crossing with respect to Q, if there are non-negative integers β 0 , β 1 , . . . , β n with f Proof. It follows from the uniqueness of the irreducible decomposition.
Let w = (w 0 , w 1 , . . . , w n ) ∈ Z n+1 0 , and Q = {x 0 , x 1 , . . . , x n } be a parameter system of k [[x] ]. We will define a map
Since f = 0, the set ex(f ) is not empty. We define
Lemma 2.6.
Assume that w i = 0 for 0 ≤ i ≤ m and w i > 0 for m + 1 ≤ i ≤ n. We have ord w (f ) = 0 if and only if f (α0,α1,... ,αm,0,0,... ,0) = 0 for some m + 1 non-negative integers α 0 , α 1 , . . . , α m . 4. Assume that w i > for every 0 ≤ i ≤ n. We have ord w (f ) = 0 if and only if
Let E denote the field of fractions of k [[x] ]. We can define an extended map
by putting ord w (h) = ord w (f ) − ord w (g), where h ∈ E, and f, g ∈ k[[x]] with g = 0 are elements with h = f /g. If w i = 1 for every 0 ≤ i ≤ n, we write ord instead of ord w . The value ord(f ) is called the order of f .
Lemma 2.7.
1. The map ord w : E → Z ∪ {∞} associated with an element w ∈ Z n+1 0 and a parameter system Q is a valuation of the field E with the value group Z.
* . 4. Assume w i = 1 for every 0 ≤ i ≤ n. Then, ord w = ord does not depend on the choice of the parameter system Q.
Proof. We consider claim 4. Under the assumption we have ord
) ν }, which shows the claim.
be the irreducible decomposition of f , where
are irreducible elements such that any two of them are coprime, u ∈ k[[x]] * and β 1 , β 2 , . . . , β r are positive integers. We assume that ord(g i ) > 1 for 1 ≤ i ≤ s and ord(g i ) = 1 for s + 1 ≤ i ≤ r.
1. A triplet (v, h s , h n ) satisfying the following conditions are called the singular non-singular decomposition of f .
2. Let (v, h s , h n ) be the singular non-singular decomposition of f . We call ord(h s ) the singular order of f , and denote it by sord(f ). We call ord(h n ) the non-singular order of f , and denote it by nord(f ). , and
Assume that w i = 0 for 0 ≤ i ≤ m and
We say that f is a w-homogeneous polynomial, if f = in w (f ). If w i > 0 for every 0 ≤ i ≤ n, then any w-homogeneous polynomial contains only a finite number of terms, and it is a polynomial with coefficients in k.
Consider the case where w i = 1 for every 0 ≤ i ≤ n in particular. In this case in w (f ) does not depend on the choice of the parameter system Q. We write in(f ) instead of in w (f ), and call in(f ) the initial polynomial of f . It has only a finite number of terms. Also in this case a w-homogeneous polynomial is called a homogeneous polynomial.
In the theorem below one of n + 1 variables plays a special role. Putting t = x 0 , and y i = x i for 1 ≤ i ≤ n, we write
Theorem 2.10 (Weierstrass division theorem). 
Proof. Not difficult.
Corollary 2.11 (Weierstrass preparation theorem). Let w = (w 0 , w 1 , . . . , w n ) ∈ Z n+1 0 . We assume that 
Proof. It follows from the special case of Theorem 2.10 where h = t m .
Lemma 2.12.
There exist n elements a 1 , a 2 , . . . , a n ∈ k with in(f )(1, a 1 , a 2 , · · · , a n ) = 0, where in(f )(1, a 1 , a 2 , · · · , a n ) denotes the result of substitution x 0 = 1,
, and the result of substitution t = 1,
Let a 1 , a 2 , . . . , a n ∈ k be elements with in(f )(1, a 1 , a 2 , . . . , a n ) = 0. Let t, y 1 , y 2 , . . . , y n be the parameter system of k [[x] ] satisfying t = x 0 and
1. The result of substitution t = 1, y 1 = y 2 = · · · = y n = 0 in the initial polynomial of f ν is not equal to 0. 2. There exists a unique set of an element e ν ∈ k[[t, y]] and m ν numbered elements
Proof. It follows from Lemma 2.12 and Corollary 2.11.
Lemma 2.14.
by λ(a 0 , a 1 , a 2 , . . . , a n ) = 
Assume that λ is zero. For every 0 ≤ i ≤ n we have 
By Theorem 2.10.2 we have e 1 = 0 and ∂g ∂xi = 0. By Lemma 2.14 there is 
, where P = {y 1 , y 2 , . . . , y n }. 4. The integer m is called the degree of (g, t), and is denoted by deg(g, t).
.
, and is denoted by in(g, t).
If the coefficient functions (G
satisfies ord(G j ) ≥ j for every 1 ≤ j ≤ m, then we say that the pair (g, t) is a Weierstrass pair. , t) , the coefficient functions (G 1 , G 2 , . . . , G m ), the weight w(g, t) and the initial polynomial in(g, t) of (g, t) are uniquely defined depending on the pair (g, t). 2. deg(g, t) ≥ ord(g). 3 . Let m = deg(g, t). The following three conditions are equivalent:
The following three conditions are equivalent:
(a) The pair (g, t) is a Weierstrass pair.
Lemma 2.18. Let Q be a parameter system of the ring
, and (g, t) and (g ′ , t) semi-Weierstrass pairs under Q with the common second term
the irreducible decomposition in the ring D[t]. We assume that the coefficient of the term with the highest degree in
is a Weierstrass pair, if and only if, both of (g, t) and (g ′ , t) are Weierstrass pairs. 
For every
Note Lemma 2.15.
] be a non-zero element, and f = uf
. Let h ν be a homogeneous polynomial of degree 1 whose zero-locus contains the kernel of λ ν . Let
There exists elements a 1 , a 2 , . . . , a n ∈ k with Ψ(1, a 1 , a 2 , . . . , a n ) = 0.
2. Assume a 1 , a 2 , . . . , a n ∈ k and Ψ(1, a 1 , a 2 , . . . , a n ) = 0. 
. . , a n ) = 0, if and only if, in(f ν )
αν (1, a 1 , a 2 , . . . , a n ) = 0 and h ν (1, a 1 , a 2 , . . . , a n ) = 0 for every 1 ≤ ν ≤ r. By definition h ν (1, a 1 , a 2 , . . . , a n ) = 0 implies λ ν (1, a 1 , a 2 , . . . , a n ) = 0.
Let ν be an arbitrary integer with 1 ≤ ν ≤ r. By Lemma 2.12.2 and by Corollary 2.11 we have an invertible element
. We have
Let e = e Thus (ef, t) is separable.
Space germ
In this section we give the definition of our main objects, a space germ, a framed space germ, a basic space germ, an elementary monoidal transform, an iterated elementary monoidal transform (an IEMT, in short), an iterated analytic monoidal transform (an IAMT, in short) and so on.
Let , where B is a space germ over k, and Q is a frame of B, is called a framed space germ over k.
5.
The number dim B = r + 1 is called the dimension of a space germ B or of a framed space germ (B, Q). 6. The number ♯ Q of elements in Q is called the basic dimension of a framed space germ (B, Q).
is a framed space germ over k such that Q is a parameter system of A.
Definition 3.3.
1. Let (B, Q) be a framed space germ. The space germ B without a frame is called the underlying space germ of (B, Q). 2. We call the framed space germ (A, Q) described in Lemma 3.2 the basic framed space germ of a framed space germ (B, Q). 
, and the induced homomorphism ϕ :
Lemma 3.4. Let (B, Q) be a framed space germ, and
We call the morphism A → B in Lemma 3.4.1 the inclusion morphism.
1. For any parameter system R 1 of B containing a parameter system Q 1 of A and for any parameter system
Proof. 1. It follows from Lemma 3.4.2.
We call ϕ • the underlying morphism of ϕ, while we call ϕ the basic morphism of ϕ. Let
There exists a unique morphism
Proof. The claim on Q Note that the morphism (B, Q) → (B, Q ′ ) can be defined above, since for any parameter system R of B containing Q, the union (R − Q) ∪ Q ′ is a parameter system of B containing Q ′ . (Lemma 3.4.2.) We will define an elementary monoidal transform of a framed space germ. Let (B, Q) be a framed space germ. Let C ⊂ Q be a subset containing at least two elements, x 0 ∈ C an arbitrary element, and λ : C − {x 0 } → k an arbitrary map from C − {x 0 } to k. By σ : Σ → Spec(B) we denote the blowing-up with center in the non-singular closed subscheme of Spec(B) defined by the ideal generated by elements in C. We denote C = {x 0 , x 1 , . . . , x t } and
Consider a B-subalgebra The pair (B ′ , Q ′ ) is a framed space germ over k.
, and l = A 1 ∩ m. One sees easily that the completion of A 1 with respect to l coincides with A ′ . Thus composing the inclusion homomorphism A → A 1 and the canonical homomorphism A 1 → A ′ to the completion, we obtain an injective continuous homomorphism A → A ′ of k-algebras. Obviously A → A ′ coincides with the restriction of the homomorphism B → B ′ to A.
Definition 3.8. Let (B, Q) be a framed space germ over k.
1. A triplet (C, x 0 , λ) satisfying the following three conditions is called a datum of a monoidal transformation over (B, Q).
(a) C ⊂ Q. C contains at least two elements.
be a datum of a monoidal transformation over (B, Q). Let B ′ denote the ring described above. For every x ∈ C with x = x 0 we set
is called the elementary monoidal transform of (B, Q) associated with a datum (C, x 0 , λ). Definition 3.9. Let (B, Q) and (B ′ , Q ′ ) be framed space germs over k. We consider a finite sequence {(B ν , Q ν ) | 0 ≤ ν ≤ ω} of framed space germs and conditions below.
1
For every number ν with 1 ≤ ν ≤ ω, (B ν , Q ν ) is an elementary monoidal transform of (B ν−1 , Q ν−1 ) associated with some datum. 3. For every number ν with 1 ≤ ν ≤ ω, (B ν , Q ν ) is an elementary monoidal transform of (B ν−1 , Q ν−1 ) associated with some datum, or a coordinate transform of (B ν−1 , Q ν−1 ).) If there is a sequence {(B ν , Q ν ) | 0 ≤ ν ≤ ω} satisfying 1 and 2, then we say that (B ′ , Q ′ ) is an iterated elementary monoidal transform, or an IEMT in short, of (B, Q). If there is a sequence {(B ν , Q ν ) | 0 ≤ ν ≤ ω} satisfying 1 and 3, then we say that ( Definition 3.10. Let (B, Q) be a framed space germ over k, and (C, x 0 , λ) and (C ′ , x ′ 0 , λ ′ ) data of a monoidal transformation over (B, Q). We say that (C, x 0 , λ) and (C ′ , x ′ 0 , λ ′ ) are equivalent, if one of the following two conditions holds: Definition 3.12.
has a normal crossing with respect to Q ′ , then, we say that the morphism ϕ has a normal crossing. 2. Let (B ′ , Q ′ ) be an IAMT of a framed space germ (B, Q). We say that (B ′ , Q ′ ) is an IAMT with a normal crossing of (B, Q), if the IMT (B, Q) → (B ′ , Q ′ ) has a normal crossing.
Lemma 3.13.
1. If a morphism ϕ : (B, Q) → (B ′ , Q ′ ) has a normal crossing, then, for any parameter system R of B containing Q and for every element f ∈ B with a normal crossing with respect to R, ϕ(f ) ∈ B ′ has a normal crossing with respect to the parameter system Assume that y 0 , y 1 , . . . , y t is a subset of a parameter system R ′ of some complete regular local ring. Assume moreover that elements x 0 , x 1 , . . . , x t satisfy relations y 0 = x 0 and y i = (x i /x 0 ) − λ i for 1 ≤ i ≤ t, where λ i 's are elements in k.
Then, we have x 0 = y 0 and x i = y 0 (λ i + y i ) for 1 ≤ i ≤ t. One sees that every x i has a normal crossing with respect to R ′ . The case of an elementary monoidal transform follows from this observation.
We can explain our goal of this paper here. Let (B, Q) be a framed space germ over k. Assume that a positive integer ℓ and non-zero ℓ elements
We consider the first framed resolution game corresponding to f 1 , f 2 , . . . , f ℓ . It is a variation of the game in Introduction. It has two players I and II , and they repeat steps under the same rule. At each step, if the product
has a normal crossing with respect to Q, and if the ideal in k[ [Q] ] generated by any non-empty subset of {f 1 , f 2 , . . . , f ℓ } is a principal ideal, then the player I wins and they terminate the game. Otherwise, I has two choices. In the first choice, I chooses a subset C ⊂ Q with ♯ C ≥ 2. Then, the player II chooses an element x 0 ∈ C and a map λ : C − {x 0 } → k. Let (B ′ , Q ′ ) be the elementary monoidal transform of (B, Q) associated with the datum (C, x 0 , λ), and by f Q 1 ), (f 1 , f 2 , . . . , f ℓ )), they proceed to the next step.
We consider the following statement RS(B, Q) for (B, Q):
RS(B, Q) : For any positive integer ℓ and for any non-zero ℓ elements
, the player I can always win the above game.
Also we consider another statement RW (B, Q) for (B, Q):
Obviously RS(B, Q) implies RW (B, Q). Also the converse holds. The following lemma can be shown easily: 
] be finite elements as in RS(B, Q). We can assume that any two of them are different. Let f = (
. By Lemma 2.5 and Lemma 3.14 one sees that RW (B, Q) implies RS(B, Q). We hope to apply induction on the basic dimension ♯ Q to show the statement RW (B, Q).
framed resolution games
In subsequent sections we consider various framed resolution games similar to the first framed resolution game after Lemma 3.13. They have the same principles.
When we start the game, a framed space germ (B, P ) over k and finite numbered elements f 1 , f 2 , . . . , f ℓ ∈ B called the data of the game are given. The data have to satisfy certain conditions called the initial conditions of the game. It has two players I and II , and they repeat steps under the same rule. At each step, if all of certain statements for (B, P, f 1 , f 2 , . . . , f ℓ ) called the winning rules are true, then the player I wins and they terminate the game. Otherwise, I has two choices. In the first choice, I chooses a subset C ⊂ Q with ♯ C ≥ 2. Then, the player II chooses an element x 0 ∈ C and a map λ : C − {x 0 } → k. Let (B ′ , P ′ ) be the elementary monoidal transform of (B, P ) associated with the datum (C,
, they proceed to the next step. In the second choice, I chooses a parameter system P 1 of k[[P ]]. After replacing the pair ((B, P ), (f 1 , f 2 , . . . , f ℓ )) by the pair ((B, P 1 ), (f 1 , f 2 , . . . , f ℓ )), they proceed to the next step.
The game is characterized by the number ℓ of the data, the initial conditions and the winning rules.
Example 4.1. At the first framed resolution game, we have
• The number of the data: Any positive integer.
• The initial conditions: For every 1 ≤ i ≤ ℓ f i = 0 and
• The winning rules:
] has a normal crossing with respect to P .
The ideal in k[[P ]
] generated by any non-empty subset of {f 1 , f 2 , . . . , f ℓ } is a principal ideal.
Some are called a framed resolution game of restricted type, and they have slightly different (but essentially same) principles. In the game of restricted type the player I cannot exchange the frame. Replacing the latter half of the above principle of the framed resolution game after "Otherwise," by the following sentences, we obtain the principle of the framed resolution game of restricted type:
Otherwise, I chooses a subset C ⊂ P with ♯ C ≥ 2. The player II chooses an element x 0 ∈ C and a map λ : C − {x 0 } → k. Let (B ′ , P ′ ) be the elementary monoidal transform of (B, P ) associated with the datum (C,
, they proceed to the next step.
Also the game of restricted type is characterized by the number ℓ of the data, the initial conditions and the winning rules.
Weierstrass representation
The Weierstrass preparation theorem (Corollary 2.11) provides us a method for induction on the basic dimension ♯ Q. 1. h ∈ A, g ∈ A and t ∈ Q.
We write Q = {t, x 1 , x 2 , . . . , x n }, and
3. The pair (g, t) is a semi-Weierstrass pair of the ring A under the parameter system Q. In other words, there are a non-negative integer m and m elements
For every integer
If (h, g, t) satisfies only conditions 1-3, then we call (h, g, t) a semi-Weierstrass representation. The frame Q of the space germ B is called the upper frame of (h, g, t), while the frame P = Q − {t} of the space germ B is called the lower frame of (h, g, t). The framed space germ (B, Q) is called the upper framed space germ of (h, g, t), and (B, P ) is called the lower framed space germ of (h, g, t).
We say also that (h, g, t) is a semi-Weierstrass representation over (B, P ), referring to the lower framed space germ (B, P ), not to the upper framed space germ (B, Q). If (h, g, t) is one over (B, P ), then (B, P ) is the lower framed space germ of (h, g, t), t ∈ P , and the union P ∪ {t} is a partial parameter system of B. If it is one under (B, Q), then (B, Q) is the upper framed space germ of (h, g, t) and t ∈ Q.
Let f ∈ A be a non-zero element. If a semi-Weierstrass representation (h, g, t) satisfies f = hg, then we say that (h, g, t) is a semi-Weierstrass representation of f .
If a semi-Weierstrass pair (g, t) of A under Q has a certain property X, then, for simplicity, we say that the semi-Weierstrass representation (h, g, t) under (B, Q) has a property X. 
There exists a coordinate transform
* . 2. Any semi-Weierstrass representation (h, g, t) of f satisfies ord(f ) = ord(g) + ord(h), sord(h) = 0, sord(f ) = sord(g), and nord(f ) = nord(g) + nord(h).
Any Weierstrass representation
* satisfies ord(f ) = ord(g) = deg(g, t), sord(f ) = sord(g), and nord(f ) = nord(g). Let (h, g, t) be a semi-Weierstrass representation over a framed space germ (B, P ). Let ϕ : (B, P ) → (B ′ , P ′ ) be a morphism with a normal crossing from the lower framed space germ. We write h ′ = ϕ(h), g ′ = ϕ(g), and t ′ = ϕ(t).
Proof. . We assume that the coefficient of the term with the highest degree in g ν ∈ D[t] is equal to 1 for every 1 ≤ ν ≤ r, and that for 1 ≤ ν ≤ s deg(g ν , t) = 1 and for s < ν ≤ r deg(g ν , t) > 1. Since deg(g, t) = ord(g), by Lemma 2.18.3 we have deg(g ν , t) = ord(g ν ) for every 1 ≤ ν ≤ r, and g = g 
The last equality follows from Lemma 2.9.2.
The semi-Weierstrass representation (h
. We denote the integral part of a real number r by [r] (The Gauss symbol), and the part under the decimal point by r .
Definition 5.4. Let (h, g, t) be a semi-Weierstrass representation over a space germ (B, P ). We write P = {x 1 , x 2 , . . . , g, t) and G 1 , G 2 , . . . , G m ∈ Z be the coefficient functions of (g, t).
1. We say that a semi-Weierstrass pair (g, t) satisfies the Abhyankar condition, if the following two conditions are simultaneously satisfied:
for every 1 ≤ j ≤ m, and (ii)
The non-negative integers b 1 , b 2 , . . . , b n in (b) are called the characteristic numbers of (g, t). 2. We say that (g, t) satisfies the strong Abhyankar condition, if the following three conditions are simultaneously satisfied:
∈ Z for every j ∈ J} of J is not empty. (e) There exists an element e ∈ E with
Remark . [2] , p.285-p.299, Appendix.). Let (B, P ) be a framed space germ over k.
We consider the second framed resolution game characterized by the conditions below:
• The number of the data: ♯ P + 3.
• The initial conditions: Let (h, g, t, ξ 1 , ξ 2 , . . . , ξ n ) denote the data.
(a) (h, g, t) is a Weierstrass representation over (B, P ) with w(g, t) < ∞.
(b) P = {ξ 1 , ξ 2 , . . . , ξ n }.
• The winning rules: (a) The triplet (h, g, t) is a Weierstrass representation over (B, P ) satisfying conditions (c) and (d) in Definition 5.4 (b)
The product ξ 1 ξ 2 · · · ξ n has a normal crossing with respect to P . Assume that RW (B, P ) is true. Then, the player I can always win this game.
We consider the third framed resolution game. The third game is of restricted type and is characterized by the conditions below:
• The number of the data: 3.
•
The initial conditions: The data (h, g, t) is a Weierstrass representation over (B, P ) satisfying (c) and (d) in Definition 5.4. • The winning rules: The triplet (h, g, t) is a Weierstrass representation over (B, P ) satisfying the strong Abhyankar condition. The player I can always win this game.
Proof. Let m = deg (g, t) , G 1 , G 2 , . . . , G m ∈ k[[P ]] be the coefficient functions of (g, t), and J = {j ∈ Z | 1 ≤ j ≤ m, G j = 0}. Since w(g, t) < ∞, we have J = ∅. 1. Note that at the beginning of each step of the game, the triplet (h, g, t) is a Weierstrass representation over (B, P ), if the product ξ 1 ξ 2 · · · ξ n has a normal crossing with respect to P . Since RW (B, P ) is true, also RS(B, P ) is true by Corollary 3.15. Consider finite elements G m!/j j , j ∈ J and x 1 , x 2 , . . . , x n . Claim 1 follows from RS(B, P ). 2. It follows from Lemma 5.8 below.
Lemma 5.8 (Abhyankar [2], p.290, Reduction Lemma). Let (B, P ) be a framed space germ over k. We consider the fourth framed resolution game. The fourth game is of restricted type and is characterized by the conditions below: A given positive integer is denoted by e.
• The number of the data: 1.
• The initial conditions: The data G is a non-zero elements in k[[P ]]
with a normal crossing with respect to P = {y 1 , y 2 , . . . , y n }.
• The winning rules: The non-negative integers b 1 , b 2 , . . . , b n defined by the condition G
The player I can always win this game.
Remark . Note that the above game is of restricted type. Thus the framed space germ (B ′ , P ′ ) obtained after several steps of the game is an IEMT of the originally given (B, P ), and the induced homomorphism (B, P ) → (B ′ , P ′ ) has a normal crossing (Lemma 3.13.3).
Assume, moreover, that for given a finite number of elements
and positive integers α, α 1 , α 2 , . . . , α m the product GG 1 G 2 · · · G ℓ has a normal crossing with respect to P and the ideal in
ℓ has a normal crossing with respect to P ′ and the ideal
We can check that Abhyankar's proof is valid under our formulation with framed resolution games.
Corollary 5.9. Consider the same situation as in Theorem 5.7. We assume that RW (B, P ) is true.
We consider the fifth framed resolution game characterized by the conditions below:
1. (h, g, t) is a Weierstrass representation over (B, P ) with w(g, t) < ∞. 2. P = {ξ 1 , ξ 2 , . . . , ξ n }.
1. The triplet (h, g, t) is a Weierstrass representation over (B, P ) satisfying the strong Abhyankar condition. 2. The product ξ 1 ξ 2 · · · ξ n has a normal crossing with respect to P .
The player I can always win this game.
We introduce another condition "reductive" for semi-Weierstrass pairs, which is essential in the theory of positive characteristic.
Lemma 5.10. Let (h, g, t) be a semi-Weierstrass representation over a framed space germ (B, P ), m = deg (g, t) , and
] the coefficient functions of the semi-Weierstrass pair (g, t).
Let H ∈ k[[P ]], and G
Definition 5.11. Let (B, P ) be a framed space germ over k. 1. Let t ∈ B be an element such that t / ∈ P and P ∪ {t} is a partial parameter system of B. The coordinate transform (B, P ∪ {t + H}) of (B, P ∪ {t}) defined for any element H ∈ k[[P ]] is called the parallel coordinate transform of (B, P ∪ {t}) along H. 2. Let (h, g, t) be a semi-Weierstrass representation over (B, P ), and
The semi-Weierstrass representation (h, g, t + H) (resp. the semi-Weierstrass pair (g, t + H)) is called the parallel coordinate transform of (h, g, t) (resp. (g, t)) along H.
An element H ∈ k[[P ]] with w(g, t) < w(g, t+ H) is called a reducing element
of (h, g, t) or of (g, t).
If (h, g, t) or (g, t) has a reducing element H ∈ k[[P ]], then we say that (h, g, t)
or (g, t) is reductive.
Lemma 5.12. Let n be a positive integer and A a ring isomorphic to the formal power series ring over k with n + 1 variables. Let P = {x 1 , x 2 , . . . , x n } be a partial parameter system of A with ♯ P = n, and (g, t) a semi-Weierstrass pair of A over P . Let m = deg (g, t) and
] the coefficient functions of (g, t).
If (g, t) is separable, then also (g, t + H) is separable for any
] of (g, t), we have ord(H) = w(g, t) < ∞.
For an element H ∈ k[[P ]] the following two conditions are equivalent:
(a) H is a reducing element of (g, t). We here extend the Abhyankar condition for m-tuples of functions.
Definition 5.13. Let (B, P ) be a framed space germ over k, m a non-negative integer, and
] m numbered elements. We write P = {x 1 , x 2 , . . . , x n }.
1. We say that a m-tuple (G 1 , G 2 , . . . , G m ) satisfies the Abhyankar condition, if the following two conditions are simultaneously satisfied: 
Lemma 5.14.
. . , G m ) satisfies the Abhyankar condition, then characteristic numbers b 1 , b 2 , . . . , b n are uniquely defined depending on (G 1 , G 2 , . . . , G m ). 2. Let t ∈ B be an element such that t ∈ P and P ∪ {t} is a partial parameter system of B. G 2 , . . . , G m ) and the characteristic numbers of (g, t) coincide. G 2 , 
. . , G m ∈ Z be the coefficient functions of (g, t), and b 1 , b 2 , . . . , b n the characteristic numbers of (g, t). Note that m ≥ 1 by the Abhyankar condition. Let m = lq be the p-decomposition of m.
The following claims 1-9 hold:
At least one of the characteristic numbers b 1 , b 2 , . . . , b n is not zero.
3. There exists a unique element u j satisfying
Besides, u q ∈ Z * , and u m ∈ Z * .
The following three conditions are equivalent for H ∈ Z:
(a) H is a reducing element of (g, t). In other words, w(g, t) < w(g, t + H).
7. There exists a reducing element H ∈ Z of (g, t) satisfying
8. Let H ∈ Z be a reducing element of (g, t) satisfying the condition in 7. Then, there exist m numbered elements
9. Assume that non-negative integers c 1 , c 2 , . . . , c n and elements
The following three claims hold:
Proof. 1. By Lemma 5.12.6 w(g, t) is an integer. By the Abhyankar condition for (g, t) we have
2. It follows from 1 and Lemma 2.17.4. 3. It follows from that (G 1 , G 2 , . . . , G m ) satisfies the Abhyankar condition. 4 and 5. By 1 min{ord(
On the other hand, by Lemma 5.12.4 there is a unique element K ∈ Z with in(g, t) = (t +
K)
m , and
Let a ∈ k be an element satisfying u q (0) = la q . We have a = 0, since u q (0) = 0. We
The uniqueness of a follows from the uniqueness of K. Also we obtain the former half of 5. The latter half of 5 is easy. 6. It follows from Lemma 5.12.7 and above 4. 7. By 6 one knows that H = ax
n by 6. Thus h(0) = a. Now, we can write
with Φ 1 , Φ 2 , . . . , Φ m ∈ Z. Let u 0 = 1. By Lemma 5.10.2 we have
We used 5 and Lemma 2.1. Thus F j ∈ M (Z). 9. Easy.
Definition 5.16. Let (h, g, t) be a reductive Weierstrass representation over (B, {x 1 .x 2 , . . . , x n }) satisfying the Abhyankar condition. Let b 1 , b 2 , . . . , n n be characteristic numbers of (g, t). A reducing element H ∈ Z of (g, t) satisfying
is called an effective reducing element of (g, t).
The first reduction
Following Abhyankar's ideas in [2], p.285-p.299, Appendix, in this section we add our concept "reductive" to his ideas. We will show that the Abhyankar condition plus the condition "not reductive" implies that the singularity can be resolved even in characteristic positive. We write Q − {t} = P = {x 1 , x 2 , . . . , x n }, and
, and G 1 , G 2 , . . . , G m ∈ Z be the coefficient functions of (g, t).
Assume that for every integer j with
be the elementary monoidal transform of (B, Q) associated with the datum ({t,
where λ is a map λ : {t} → k. We denote λ(t) ∈ k again by λ for simplicity. We identify elements in B and their images in B ′ by the elementary transformation, and denote them by the same symbol.
is not reductive, either.
If λ = 0 and if (h, g, t) satisfies the Abhyankar condition, then also
Remark . Claim 5 does not appear in Abhyankar [2] .
By assumption one knows
Since (h, g, t) is a Weierstrass representation, we have non-negative integers s 1 , s 2 , . . . , s n with
On the other hand, we have
Thus, for every 1 ≤ j ≤ m there is an element R j ∈ M (Z) with
Assume λ = 0. We have in(g, t) = (t − λx 1 ) m . By Lemma 5.12.4 (g, t) is reductive, which contradicts the assumption.
Assume λ = 0. For every 1 ≤ j ≤ m we have
is reductive. By Lemma 5.12.4 there is an element H ∈ Z with H = 0 and in(g
is reductive, which contradicts the assumption. 8. We can consider the order ord w : k[[Q]] → Z 0 ∪ {∞} associated with the weight w = (1, 1, 0, 0, . . . , 0) and the parameter system Q = {x 0 = t,
The last claim is equivalent to the following two conditions hold:
Thus we can write
Substituting t = (t ′ + λ)x 1 , we obtain
Since ord(t
non-zero element, and (h, g, t) a Weierstrass representation of f under (B, Q).
Assume that f does not have a normal crossing, (h, g, t) satisfies the Abhyankar condition, and (h, g, t) is not reductive. Write Q = {t, x 1 , x 2 , . . . , x n }, and let b 1 , b 2 , . . . , b n denote the characteristic numbers of (g, t).
1. There is a number i satisfying 1 ≤ i ≤ n and b i > 0. 2. Let i be a number satisfying conditions in 1. Let C = {t, x i }. For any choice of an element x ∈ C and a map λ :
λ) are equivalent and for the elementary monoidal transform
(B ′ , Q ′ ) of (B, Q) associated with the datum (C, x ′ , λ ′ ) there exist elements h ′ ∈ k[[Q ′ ]], g ′ ∈ k[[Q ′ ]] t ′ ∈ Q ′ such
that one of the following four conditions holds: By
Remark . By assumption and by Lemma 5.2.
2. Therefore, in condition γ and δ , the condition sord(f ′ ) = sord(f ) is equivalent to sord(g ′ ) = sord(g).
Proof. We write
. . , G m ∈ Z be the coefficient functions of (g, t). First, note that m ≥ 1 and w(g, t) < ∞ by the Abhyankar condition. 1. By Lemma 5.5.2. 2. By Definition 5.4.1 G j /x j i ∈ Z for every 1 ≤ j ≤ m. Exchanging the numbering of x i 's, we can assume that G j /x j 1 ∈ Z for every 1 ≤ j ≤ m. The assumption in Theorem 6.1 is satisfied. We put C = {t, x 1 }. Let x ∈ C, and let λ : C − {x} → k be a map. Let x ′ ∈ C denote an element with C = {x, x ′ }. We denote λ(x ′ ) ∈ k by the same symbol λ.
Case x = x 1 . The assumption B in Theorem 6.1 is satisfied in this case, and we can apply Theorem 6.1. Let (B ′ , Q ′ ) be the elementary monoidal transform of (B, Q) associated with the datum ({t, 
, which is equivalent to sord(g ′ ) ≥ sord(g). On the other hand, by Theorem 6.1.8, we have sord(g ′ ) ≤ sord(g). Thus sord(g ′ ) = sord(g), which is equivalent to sord(f ′ ) = sord(f ). By assumption and Lemma 2.9.2 we obtain nord(g ′ ) = nord(g). Second, we show that if ord(g ′ ) = ord(g), then one of α , β , γ holds. By Theorem 6.1.4 we have ord(g ′ ) < ord(g) Assume that α and β do not hold. By the same argument as above, we obtain sord(f
Below, we will show that there are elements h
. By the proof of Theorem 6.1.8 we know that there are elements
One can check that (h
Case x = t. Let (B ′ , Q ′ ) be the elementary monoidal transform of (B, Q) associated with the datum ({t, x 1 }, t, λ). We identify elements in B and their images in B ′ by the monoidal transformation. We consider the case λ = 0 first. Let t ′ = t, x
On the other hand,
where s 1 , s 2 , . . . , s n are non-negative integers in Definition 5. Let (B, P ) be a framed space germ over k, and (h, g, t) a Weierstrass representation over (B, P ). We write P = {x 1 , x 2 , . . . , x n }.
We consider the sixth framed resolution game characterized by the conditions below:
1. (h, g, t) is a Weierstrass representation over (B, P ). 2. P = {ξ 1 , ξ 2 , . . . , ξ n }.
1. There exist an element H ∈ k[[P ]] such that the triplet (h, g, t + H) is a Weierstrass representation over (B, P ) satisfying one of the following conditions: (a) w(g, t + H) = ∞.
(b) The Weierstrass representation (h, g, t + H) satisfies the Abhyankar condition and (h, g, t + H) is not reductive. 2. The product ξ 1 ξ 2 · · · ξ n ∈ k[[P ]] has a normal crossing with respect to P . We consider the following statement AN (B, P ) for (B, P ).
AN(B, P)
: For every separable Weierstrass representation (h, g, t) over (B, P ) the player I can always win the game just above.
Recall the statement RW (B, Q) we gave before Lemma 3.14.
Theorem 6.3. Let r be a positive integer. Assume that AN (B, P ) is true for every framed space germ (B, P ) with ♯ P ≤ r.
Then, RW (B, Q) is true for every framed space germ (B, Q) with ♯ Q ≤ r + 1.
Proof. Let (B, Q) be a framed space germ over k with
be an arbitrary non-zero element. Consider the first framed resolution game after Lemma 3.13 for ℓ = 1 and f 1 = f . We follow the procedures described below in numerical order, and we go back to the line with a number when we encounter a sentence telling it. 1. If f has a normal crossing in B, then by replacing Q by an appropriate Q 1 I can win the first game. Below we can assume moreover that f does not have a normal crossing in B.
2. At a step of the game, by Lemma 5.2.1 the player I can choose a parameter system
such that there is a separable Weierstrass representation (h, g, t) of f under (B, Q 1 ). Thus, after one step, we can assume that we have a separable Weierstrass representation (h, g, t) of f under (B, Q). 3. Let P = Q − {t}. Obviously P is a frame with ♯ P ≤ r and (h, g, t) is a separable Weierstrass representation of f over (B, P ). Note that each step of the sixth game corresponding to (h, g, t) can be regarded as a step of the first game corresponding to f = hg, since h ′ g ′ is equal to the image of f by B → B ′ . If I replaces P by P 1 in the sixth game, then we replace Q = P ∪ {t} by Q 1 = P 1 ∪ {t} in the first game. Thus, by assumption, after a finite number of steps we can assume that Q = P ∪ {t} and that there exist an element H ∈ k[[P ]] such that the triplet (h, g, t + H) is a Weierstrass representation of f over (B, P ) such that if w(g, t+H) < ∞, then (h, g, t+H) satisfies the Abhyankar condition and (h, g, t + H) is not reductive.
By replacing Q = P ∪ {t} by Q 1 = P ∪ {t + H}, we can assume that (h, g, t) is a Weierstrass representation of f under (P, Q) such that if w(g, t) < ∞, then (h, g, t) satisfies the Abhyankar condition and (h, g, t) is not reductive.
We consider the case w(g, t) = ∞. In this case we can write f = ht m where m = deg(g, t). Thus f has a normal crossing with respect to Q, which contradicts our assumption. We can assume that f does not have a normal crossing in B and that we have a Weierstrass representation (h, g, t) of f under (B, Q) such that it satisfies the Abhyankar condition, and it is not reductive. 4. At the next step of the game the player I chooses a subset C ⊂ Q with ♯ C = 2 described in Theorem 6.2. After II chooses x ∈ C and λ : C − {x} → k we conclude a step of the first game by replacement. Moreover, after I chooses an appropriate Q 1 and we conclude a step by replacement. Here by (B,Q) we denote the framed space germ before placements twice. 
and t ∈ Q (Note that g, h and t do not coincide with the images ofḡ,h andt.), and we can assume that one of the four cases α , β , γ , δ in Theorem 6.2 holds. Assume that case α holds. Then, f has a normal crossing. We go back to 1 above. The player I can win the game.
Assume that β holds. sord(f ) < sord(f ). In this case we go back to 2 above.
Assume that γ holds. sord(f ) = sord(f ), nord(g) < nord(ḡ) and (h, g, t) is a Weierstrass representation of f under (B, Q). We go back to 3 above with a Weierstrass representation (h, g, t).
Assume that δ holds. sord(f ) = sord(f ), nord(g) = nord(ḡ) and (h, g, t) is a Weierstrass representation of f under (B, Q). Besides, (h, g, t) satisfies the Abhyankar condition, (h, g, t) is not reductive and 1 ≤ w(g, t) = w(ḡ,t) − 1. We go back to 4 above with a Weierstrass representation (h, g, t).
We have to show that the described procedure terminates in finite steps. We consider the totally ordered abelian group Z 3 with the lexicographic order. Note that when we enter 4, we have a Weierstrass representation (h, g, t) of f satisfying strong conditions, and we can associate the element
where [ ] denotes the Gauss symbol. Note that sord(g) ≥ 0, nord(g) ≥ 0 and [w(g, t)] ≥ 1 by definition. Thus c(h, g, t) ∈ Z 3 0
In the middle of 4 we obtain framed space germs (B, Q), (B,Q) and elements f , h, g, t,f ,h,ḡ andt. Then, we go back to 1, 2, 3 or 4 and encounter a lot of replacements. Though we repeat replacements, we fix notations in the middle of 4 for explanation.
Assume that we have β . Going back to 2, we have a parameter system Q 1 of k[[Q]] and a Weierstrass representation (h 1 , g 1 , t 1 ) of f under (B, Q 1 ). We have sord(g 1 ) = sord(f ). After entering 3 at the end of 3, we have an IAMT (B ′ , Q ′ ) of (B, Q 1 ) and a Weierstrass representation (h
. We know that when we enter 4 again, we have a smaller value of c(h, g, t).
Assume that we have γ . Going back to 3, at the end of 3 we have an IAMT (B ′ , Q ′ ) of (B, Q) and a Weierstrass representation (h
, where f ′ , h ′ , g ′ , and t ′ denote the images of f , h, g, and t by
. Otherwise, we have sord(g ′ ) = sord(ḡ), nord(g ′ ) = nord(g) < nord(ḡ), and again we have c(h ′ , g ′ , t ′ ) < c(h,ḡ,t). Assume that we have δ . Since sord(g) = sord(f ) = sord(f ) = sord(ḡ), we have c(h, g, t) < c(h,ḡ,t).
In any case we know that when we enter 4 again, we have a smaller value of c(h, g, t). Since there is no infinite sequence {c i ∈ Z 3 0 | i ∈ Z 0 } with c i > c i+1 for any i ∈ Z 0 , the above procedure has to terminate in finite steps. By Theorem 6.3 it turns out that the problem below is essential.
Problem: Let r be a positive integer. Show that AN (B, P ) is true for every framed space germ (B, P ) with ♯ P ≤ r, assuming that RW (B, P ) is true for every framed space germ with ♯ P ≤ r.
If we could solve Problem, then RW (B, Q) would be true for every (B, Q). Note that if we drop the last condition "(h ′ , g ′ , t ′ + H ′ ) is not reductive" from AN (B, P ), then Corollary 5.9 solves Problem.
In the remaining part of this paper, we consider Problem. The concept of reduction sequences in Section 7 would be effective.
Remark . In the essential parts until here, we have never used the assumption that the characteristic number p of the ground field k is positive.
If the characteristic number of the ground field k is zero, then we can easily solve Problem.
Let (g, t) be a Weierstrass pair with w(g, t) < ∞, and G 1 , G 2 , . . . , G m the coefficient functions of (g, t). If the characteristic number is zero, then we can make the parallel coordinate transform of (g, t) along H = G 1 /m. As the result, we can assume that (g, t) is a Weierstrass pair with G 1 = 0 from the beginning. It is easy to see that if G 1 = 0 and if the characteristic number is zero, then any pull-back (g ′ , t ′ ) of (g, t) is not reductive. Thus, by Corollary 5.9 Problem can be solved. Any hypersurface singularity of a germ of a variety in characteristic zero can be resolved by iterated monoidal transformations.
In Abhyankar [2] the parallel coordinate transformation along H = G 1 /m is called the Shreedharacharya transformation.
Reduction sequence
We introduce an effective tool to treat the Abhyankar condition and the condition "not reductive" simultaneously for a Weierstrass representation.
Definition 7.1. Let (B, P ) be a framed space germ over k, (h, g, t) a Weierstrass representation over (B, P ), and ω either a positive integer or symbol ∞. We consider a sequence S = {(B ν , P ν , H ν ) | 1 ≤ ν < ω + 1} of triplets (B ν , P ν , H ν ) numbered by integers ν with 1 ≤ ν < ω + 1. Let (B 0 , P 0 ) = (B, P ) and (h 0 , g 0 , t 0 ) = (h, g, t). If S satisfies the following conditions 0-4 for every integer ν with 1 ≤ ν < ω + 1, then we call S a reduction sequence of (h, g, t). We call ω the length of S.
0. (B ν , P ν ) is a framed space germ over k.
is an IAMT of (B ν−1 , P ν−1 ) with a normal crossing. To state conditions 2-4 we define two Weierstrass representations (h
and (h ν , g ν , t ν ) over (B ν , P ν ) by the following conditions A and B :
Besides, if ω is a positive integer and if S satisfies the conditions 0, 1, 2, 3 plus the following 4* for every integer ν with 1 ≤ ν < ω + 1, then we say that S is a semi-reduction sequence of (h, g, t) of length ω.
We call the empty set S = ∅ = {} semi-reduction sequence of length 0.
We call the above sequence {(h ν , g ν , t ν ) | 0 ≤ ν < ω + 1} of Weierstrass representations the transform Weierstrass representation sequence of (h, g, t) along S. We call the sequence {(B ν , P ν ) | 0 ≤ ν < ω + 1} the lower framed space germ sequence along S, while we call {(B ν , P ν ∪ {t ν }) | 0 ≤ ν < ω + 1} the upper framed space germ sequence along S.
If ω = ∞, then we say that S has infinite length. If ω < ∞, then we say that S has finite length.
Remark .
1. The length of a reduction sequence is either a positive integer or ∞. The length of a semi-reduction sequence is either a positive integer or 0. 2. For simplicity, sometimes we identify an element in B µ and the image of it in B ν for any pair µ, ν of integers with 0 ≤ µ ≤ ν < ω + 1.
3. Under the identification in 2, h = h ν , g = g ν and t ν = t + H 1 + H 2 + · · · + H ν for any 0 ≤ ν < ω + 1. 4. By condition 2 of Definition 7.1 we have w(g ν−1 , t ν−1 ) < ∞. Thus for every 0 ≤ ν < ω we have w(g ν , t ν ) < ∞. If S is a semi-reduction sequence, then by 4* of Definition 7.1 we have w(g ν , t ν ) < ∞ even for ν = ω. In particular, if either (h, g, t) has a reduction sequence, or (h, g, t) has a semi-reduction sequence of positive length, then w(g, t) < ∞. 5. Assume that S is a reduction sequence of (h, g, t) with finite length ω. The following four conditions are equivalent:
satisfies the Abhyankar condition, and is not reductive. 6. By condition 3 of Definition 7.1, for every 1 ≤ ν < ω (h
If S is a semi-reduction sequence, then by 4* of Definition 7.1 (h
is reductive even for ν = ω. 7. According to the above condition in 3, in the case that ω is a positive integer, H ω is not necessarily an effective reducing element of (g
. If H ω = 0, then H ω is never an effective reducing element of (g
For a given infinite sequence of quadruples S = {(B ν , P ν , H ν ) | 1 ≤ ν < ∞}, S is a reduction sequence of (h, g, t) with infinite length, if and only if, for any positive integer λ the subsequence S λ = {(B ν , P ν , H ν ) | 1 ≤ ν ≤ λ} of S is a semi-reduction sequence of (h, g, t).
Recall the statement RW (B, P ) we gave before Lemma 3.14.
Lemma 7.2. Let r be a positive integer. Assume that RW (B, P ) is true for every framed space germ (B, P ) such that ♯ P ≤ r.
Let (B, P ) be a framed space germ over k with ♯ P ≤ r, and (h, g, t) a Weierstrass representation over (B, P ).
The following two conditions are equivalent: 1. We consider the seventh framed resolution game characterized by the conditions below:
• The initial conditions: The data (h, g, t) is a Weierstrass representation over (B, P ).
• The winning rules: The product hg has a normal crossing in B. The player I of this resolution game can choose a strongly increasing sequence {i ν | 1 ≤ ν < ω + 1} of positive integers with the following property: Denote the framed space germ obtained after the i-th step of the game by (B i , P i ). There exists an element H ν ∈ k[[P iν ]] for every ν such that S = {(B iν , P iν , H ν ) | 1 ≤ ν < ω + 1} is a reduction sequence of (h, g, t). 2. w(g, t) < ∞.
Proof. 1⇒2. By 1 there exists a reduction sequence of (h, g, t). By definition of a reduction sequence we have w(g, t) < ∞.
2⇒1. Assume w(g, t) < ∞. The empty set S 0 = {} is a semi-reduction sequence of (h, g, t) with length 0. Thus by induction, we can assume that we have obtained a strongly increasing sequence {i ν | 1 ≤ ν ≤ λ} of positive integers for some nonnegative integer λ, the i λ -th step of the game has terminated and we already have a semi-reduction sequence S λ = {(B iν , P iν , H ν ) | 1 ≤ ν ≤ λ} of (h, g, t) with length λ. Let (B 0 , P 0 ) = (B, P ), (h 0 , g 0 , t 0 ) = (h, g, t), and {(h ν , g ν , t ν ) | 0 ≤ ν ≤ λ} be the transform Weierstrass representation sequence along S λ . If λ > 0, then by condition 4* of Definition 7.1 we have w(g λ , t λ ) < ∞. If λ = 0, then by assumption we have w(g λ , t λ ) = w(g, t) < ∞. Since (B i λ , P i λ ) is an IAMT of (B 0 , P 0 ) = (B, P ), we have ♯ P i λ = ♯ P ≤ r. Thus RW (B i λ , P i λ ) is true by assumption.
By Corollary 5.9 there exists an integer i λ+1 with i λ+1 > i λ such that there exists an IAMT (B i λ+1 , P i λ+1 ) of (B i λ , P i λ ) with a normal crossing such that the pull-back (h ′ λ , g ′ λ , t ′ λ ) of (h λ , g λ , t λ ) by the IMT (B i λ , P i λ ) → (B i λ+1 , P i λ+1 ) satisfies the Abhyankar condition, if they continue the game.
In case where (h ′ λ , g ′ λ , t ′ λ ) is not reductive, letting H λ+1 = 0, S = {(B iν , P iν , H ν ) | 1 ≤ ν ≤ λ + 1}, we have a reduction sequence S of (h, g, t) with length λ + 1.
In case where (h In case where w(g ′ λ , t ′ λ + H λ+1 ) < ∞, S λ+1 = {(B iν , P iν , H ν ) | 1 ≤ ν ≤ λ + 1} is a semi-reduction sequence of (h, g, t) with length λ + 1, and S λ+1 is an extension of S λ . We can ascend an induction step.
Assume that for any non-negative integer λ a reduction sequence S of (h, g, t) with length λ + 1 is not constructed, when we repeat the above procedure. Then, for any non-negative integer λ a semi-reduction sequence S λ of (h, g, t) with length λ is constructed. For any pair µ, λ of integers with 0 ≤ µ < λ S λ is an extension of S µ . In this case S = {(B ν , P ν , H ν ) | 1 ≤ ν < ∞} is a reduction sequence of (h, g, t) with infinite length.
Below we consider reduction sequences with infinite length. Proposition 7.3. Let (B, P ) be a framed space germ over k, (h, g, t) a Weierstrass representation over (B, P ), and S = {(B ν , P ν , H ν ) | 1 ≤ ν < ∞} an reduction sequence of (h, g, t) with infinite length. Let (B 0 , P 0 ) = (B, P ) and (h 0 , g 0 , t 0 ) = (h, g, t). Let {(h ν , g ν , t ν ) | 0 ≤ ν < ω + 1} be the transform Weierstrass representation sequence of (h, g, t). We denote m = deg(g, t), P ν = {x ν,1 , x ν,2 , . . . , Proof. By induction on ν we define F ν,j (1 ≤ j ≤ m), b ν,i (1 ≤ i ≤ n), and η ν .
First, let F 0,1 , F 0,2 , . . . , F 0,m ∈ M (Z 0 ) = M (Z) be the coefficient functions of (g 0 , t 0 ) = (g, t). The condition (4.0) holds.
Let ν be a positive integer. Assume that in addition to F 0,j (1 ≤ j ≤ m) which we have just defined, we have already defined F µ,j , b µ,i , η µ for every integers µ, j, i satisfying 1 ≤ µ < ν, 1 ≤ j ≤ m, 1 ≤ i ≤ n, and they satisfy (4.0) and (1.µ), (2.µ), (3.µ) (4.µ) for every positive integer µ with 1 ≤ µ < ν.
We will define b ν,1 , b ν,2 , . . . , b ν,n , η ν , and (F ν,1 , F ν,2 , . . . , F ν,m ) so that they will satisfy (1.ν), (2.ν) (3.ν) and (4.ν).
By definition of the reduction sequence, the Weierstrass representation (h, g, t ν−1 ) over (B ν , P ν ) satisfies the Abhyankar condition and is reductive. By (4.ν − 1) the coefficient functions of (g, t ν−1 ) is equal to ( Proof. 1. By (1.ν) we have u ν,j ∈ Z ν . Substituting F ν−1,j = (x bν ν ) j u ν,j into (4.ν − 1), we obtain the equality for g.
For simplicity, we write X = x Since v(0)X = 0, we obtain the desired equality. 2. It follows from Lemma 5.10.2.
