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We study oscillatory and oscillation suppressed phases in coupled counter-rotating nonlinear os-
cillators. We demonstrate the existence of limit cycle, amplitude death, and oscillation death, and
also clarify the Hopf, pitchfork, and infinite period bifurcations between them. Especially, the oscil-
lation death is a new type of oscillation suppressions of which the inhomogeneous steady states are
neutrally stable. We discuss the robust neutral stability of the oscillation death in non-conservative
systems via the anti-PT-symmetric phase transitions at exceptional points in terms of non-Hermitian
systems.
PACS numbers:
I. INTRODUCTION
Symmetry and symmetry-breaking transition are very
important in the study on the collective behaviors ap-
pearing in coupled nonlinear oscillators [1, 2]. For exam-
ple, coupled identical oscillators exhibit complete syn-
chronization resulting from symmetry of the system. In
this case, the transition between synchronization and
desynchronization is a spontaneous symmetry breaking
transition. As a result, the symmetry of the system and
corresponding spontaneous symmetry breaking can raise
many emergent collective phenomena in coupled nonlin-
ear oscillators.
The study on coupled nonlinear oscillators has focused
on the coupled co-rotating oscillators, where two oscil-
lators rotate in same directions. Coupled co-rotating
nonlinear oscillators have been widely studied theoreti-
cally and experimentally [1]. Recently, there have been a
few explorations for coupled counter-rotating oscillators,
where two oscillators rotate in opposite directions. In the
coupled counter-rotating nonlinear oscillators, a mixed
synchronization among different variables emerges, in
which some variables are synchronized in phase while
other variables can be out-of-phase, i.e., antisynchronized
[3–6]. The coupled counter-rotating oscillators exist in
various systems such as fluid dynamics [7], biological sys-
tems [8], and dynamical systems [9].
On the other hand, parity-time (PT) symmetry which
originally developed in the context of quantum mechanics
supports real eigenenergies of non-Hermitian Hamiltoni-
ans describing non-conservative systems [10, 11]. One of
the interesting phenomena related to the PT-symmetry
is the phase transition between unbroken and broken
PT-symmetric phases via exceptional point (EP) where
two complex eigenvalues and corresponding eigenstates
coalesce because of non-Hermitian degeneracy [12, 13].
Especially, the unbroken phases have the properties of
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conservative systems, e.g., real eigenvalues and non-
decaying states, though the PT-symmetric systems are
non-conservative. This fascinating systems have been
explored in a variety of fields such as optical waveguide
[14–16], electronic circuits [17], atomic physics [18], mag-
netic metamaterials [19], and photonic lattices [20–22].
As a counterpart of PT-symmetry, anti-PT-symmetry
which has properties completely conjugate to those of
PT-symmetric systems has been also reported [23–26].
There is a transition between pure imaginary and com-
plex eigenvalues of corresponding non-Hermitian Hamil-
tonians of anti-PT-symmetric systems, in contrast to the
transition between real and complex conjugate eigenval-
ues of those of PT-symmetric ones.
Complete suppression of oscillations have been re-
garded as a fundamental emergent phenomenon in cou-
pled nonlinear oscillators. Oscillation suppression phe-
nomena can be classified into two different types, i.e.,
amplitude death and oscillation death, according to dif-
ferent underlying mechanism and manifestations [2]. The
amplitude death (AD) refers to a situation where oscilla-
tions are suppressed because the stability of fixed point
of the system is changed from unstable to stable when in-
dividual oscillators are coupled [27]. Thus, AD exhibits a
homogeneous steady state (HSS). AD can be achieved in
a sufficiently large variance of the frequency distribution
[28, 29], existence of time delay in the coupling [30–33],
and various couplings such as conjugate [34, 35], dynam-
ical [36], nonlinear couplings [37, 38]. The other oscil-
lation suppression phenomenon is the oscillation death
(OD) which is a result of symmetry breaking of the sys-
tem through a pitchfork bifurcation of the steady state,
by which the homogeneous steady state splits into two
additional branches. Thus, OD is manifested as a stabi-
lized inhomogeneous steady state because each individual
oscillator follows different branch. Oscillation suppres-
sion phenomena can be used as a control mechanism and
an efficient regulator of system dynamics [39, 40] as well
as an interpretation of neuronal dynamics [41].
Here, we report the oscillation death of which inho-
mogeneous steady states are neutrally stable in coupled
2counter-rotating identical nonlinear oscillators with anti-
PT-symmetry. The neutral stability, which means that
the variables neither converge nor diverge, usually occurs
in conservative systems, in which a conservation of en-
ergy prohibits convergence or divergence of nearby phase
space trajectories. In contrast to spontaneous generation
of the neutral stability in conservative nonlinear systems,
it is not easy to find the neutral stability in dissipative
nonlinear systems because of breaking of time-reversal
symmetry. The neutral stability occurs at the critical
border between stable and unstable regions in the phase
space, where the maximal value of real parts of eigenval-
ues of Jacobian matrix equal to zero. In this work, in
coupled counter-rotating identical oscillators, the radial
parts of oscillations are attracted to the limit cycle with
constant radius but the angular phase parts related to
the rotation on the limit cycle can be neutrally stable
because of anti-PT-symmetric transition between unbro-
ken phases with non-rotating phases and broken phases
with rotating phases. The non-rotating phases cause the
oscillation death with neutrally stable steady states in
coupled counter-rotating identical oscillators through the
anti-PT-symmetric transition induced bifurcation at EP.
This paper is organized as follows. In Section II we in-
troduce the coupled counter-rotating identical nonlinear
oscillators and different emergent states, i.e., limit cycles,
AD, and OD. Bifurcation and critical behaviors at EP in
phase space are discussed in Section III. In Section IV the
noise effect on the neutral stability of the OD region are
also discussed. In Section V we summarize our results.
II. OSCILLATION DEATH IN COUPLED
COUNTER-ROTATING IDENTICAL
NONLINEAR OSCILLATORS
Let us consider the following system of coupled
counter-rotating Stuart-Landau limit cycle oscillators
with diffusive coupling,
z˙1 = (1 + iω − |z1|
2)z1 + k(z2 − z1), (1)
z˙2 = (1− iω − |z2|
2)z2 + k(z1 − z2),
where z1,2 are complex variables and k is the coupling
strength. Here, ±ω are the intrinsic angular frequencies
of the uncoupled Stuart-Landau oscillators. The Stuart-
Landau limit-cycle oscillator has been widely studied as
a paradigmatic model for understanding the collective
behaviors such as synchronization and oscillation sup-
pression in coupled nonlinear oscillators because it is a
prototypical system exhibiting a Hopf bifurcation and a
limit cycle oscillation that can reveal universal features
of many practical systems. In the absence of coupling
(k = 0), two oscillators are attracted to the counter-
rotating limit cycles with radii 1. Coupled nonlinear
oscillators with different angular frequencies have been
widely studied in terms of synchronization, AD, and OD.
The stability diagram for AD is well known in the space
(∆w, k) and the critical behavior of AD at EP has been
also studied [29, 42]. As shown in Fig. 1, the stability
diagram and line of EP in coupled counter-rotating os-
cillators of Eq. (1) seem to be similar to those in coupled
co-rotating oscillators with different angular frequencies,
which are well known in the studies on AD, because the
diagram shows transition between states as a function of
frequency difference and coupling strength. While phase
synchronization occurs in coupled chaotic oscillators, if
we impose a symmetry, a different type of emergent
phenomena, that is, complete synchronization appears
in coupled identical chaotic oscillators. Analogously, in
this work, by imposing an anti-PT-symmetry on the cou-
pled oscillators, the unprecedented emergent phenomena
are observed. The most remarkable phenomenon in cou-
pled counter-rotating identical Stuart-Landau oscillators
is the occurrence of OD region which corresponds to the
coherent region in the stability diagrams in the prece-
dent studies on AD as shown in Fig. 1 [29]. In addition,
the steady states of the OD is neutrally stable, which
is totally different from the preceding OD phenomena
with inhomogeneous stable steady states. Figure 2 shows
the final states of the both oscillators on the limit cycle,
starting from different initial points. The angular phases
of final states are determined by the angular phases of
initial points as shown in Fig. 2(c) and (d), while the
phase difference between final steady states of two os-
cillators are same without reference to the initial condi-
tions. Although the coupled counter-rotating oscillators
are non-conservative systems, the phases of final states
memorize the phases of initial points, which is commonly
the properties of conservative systems, because of anti-
PT-symmetry unbroken phase in the coupled counter-
rotating identical oscillators.
In order to reveal the symmetry of the coupled counter-
rotating identical oscillators, we use the parity inversion
P and time reversal T given by [43]
P : z1,2 → z2,1, (2)
T : t→ −t, i→ −i.
Equations (1) are not invariant under P and T sepa-
rately, but they are anti-PT-symmetric which is the an-
ticommutational counterpart of PT-symmetric because
z˙1,2 → −z˙1,2 if P and T are applied to the systems simul-
taneously. Unlike PT-symmetric systems which require
balanced gain and loss, anti-PT-symmetric systems keep
balanced clockwise and counterclockwise rotations. We
also consider the matrix M obtained from linearized Ja-
cobian Matrix J at the origin, which is given by
M = iJ =
(
ω + i(1− k) ik
ik −ω + i(1− k)
)
. (3)
The eigenvalues λ of M are complex values because the
matrix M is non-Hermitian. Then the time evolution of
an eigenvector ψ is given by ψ(t) = ψe−iλt. The real
and imaginary parts are the angular frequency of the
orbit and the decay (or growing) rates in the vicinity of
the origin, respectively. The non-Hermitian matrix M
3FIG. 1: (color online) Stability diagram and line of EP (dashed blue and solid green lines) in the parameter space (ω, k).
LC, uAD, oAD, and OD represent limit cycle, underdamped amplitude death, overdamped amplitude death, and oscillation
death, respectively. HB (solid orange line), CD (dashed blue line), PB (solid red line), and IPB (solid green line) represent
Hopf bifurcation, critical damping, pitchfork bifurcation, and infinite period bifurcation, respectively. Insets are time series
of imaginary parts of variables and corresponding phase portraits. Red and blue trajectories are those of first and second
oscillators, respectively. Red circle and blue rectangle are steady states of OD and AD. Rotating directions are represented by
red and blue arrows.
satisfies the anti-PT-symmetry [25, 26] and thus there is
a spontaneous symmetry breaking of anti-PT-symmetry
at a corresponding EP. Non-rotating phases emerge due
to the balanced clockwise and counterclockwise rotations
in anti-PT-symmetry, while lossless phases occur due to
the balanced gain and loss in PT-symmetric systems. As
a result, the anti-PT-symmetry of the coupled counter-
rotating identical oscillators of Eq. (1) is crucial for the
OD with neutrally stable steady states.
Rewriting the Eq. (1) using z1,2 = r1,2(t)e
iθ1,2(t), we
obtain the following equations,
r˙1 = (1− r1
2)r1 − k(r1 − r2 cos(θ2 − θ1)), (4)
θ˙1 = ω + k(r2/r1) sin(θ2 − θ1),
r˙2 = (1− r2
2)r2 − k(r2 − r1 cos(θ1 − θ2)),
θ˙2 = −ω + k(r1/r2) sin(θ1 − θ2).
The equation for dynamics of phase difference between
two variables, ∆θ = θ1− θ2, can be derived from Eq. (4)
as follows,
∆˙θ = 2ω − 2k sin∆θ. (5)
Due to the symmetry of two oscillators, r1 equals to r2.
When k < ω, there is no fixed point of ∆θ since ∆˙θ > 0.
As k increases, stable and unstable fixed points appear
via the saddle-node bifurcation at k = ω. If k > ω, ∆θ
converges into a stable fixed point ∆θ = arcsin(w/k).
When k = 0.6 and k = 1.0 with ω = 0.5 as shown in
Fig. 2(a) and (b), ∆θ ∼ 0.985 and ∆θ ∼ 0.524, respec-
tively, which accord with the relation ∆θ = arcsin(w/k).
Applying the ∆θ = arcsin(w/k) to the Eq. (4), θ˙1,2 = 0 is
always satisfied. This means two oscillators show oscilla-
tion death because two oscillators stop their oscillations
at the fixed point but their steady states are not the ori-
gins since r 6= 0. If we consider the non-symmetric cases
of ω1 6= ω2, where ω1,2 are intrinsic angular frequencies
of two oscillators, they exhibit limit cycle oscillations be-
cause θ˙1,2 6= 0. It is noted that the dynamics of ∆θ is
related to the synchronization of phase oscillators such
as Kuramoto model and intermittent route to the syn-
chronization of coupled chaotic oscillators [1].
4FIG. 2: (color online) The final steady states of oscillation
death when (a) k = 0.6 and (b) k = 1.0 with ω = 0.5. The
circles and crosses denote the steady states of first and second
oscillators. The different color represents the different initial
points. The angular phases of final states θf of (c) first and (d)
second oscillators as a function of the initial angular phases
θ
i
1,2.
III. ROUTES TO OSCILLATION DEATH
There exist two routes to OD from limit cycle oscilla-
tions as increasing k as shown in Fig. 1.
A. Route to OD from limit cycle oscillation via AD
First when ω > 1.0, the limit cycle oscillation changes
into AD via Hopf bifurcation at k = 1. In this region,
AD is an underdamped AD where two oscillators behave
like underdamped ones since the fast oscillation is re-
moved due to the relation ω1 + ω2 = 0, where ω1,2 are
the intrinsic angular frequencies of the first and second
oscillators, respectively. The frequencies of oscillators
in underdamped AD regions decrease as k increases till
k = ω. At k = ω, the period of oscillations become in-
finity and the AD is changed into overdamped AD from
underdamped AD via critical damping at k = ω. When
k > (1 + ω2)/2, the systems show OD after pitchfork bi-
furcations. Homogeneous stable fixed points at origin for
AD are changed into two inhomogeneous neutrally sta-
ble fixed points for OD through pitchfork bifurcation in
which one stable fixed point changes into one unstable
fixed point and two neutrally stable fixed points.
The Hopf and pitchfork bifurcations when ω > 1 can
be understood by linear stability analysis using the Ja-
cobian matrix J of Eq. (3) at the origin. The stability
diagram of AD in Fig. 1 can be decided by the sign of
maximal values of the real parts of complex eigenval-
ues of the Jacobian Matrix J . If the maximal value is
smaller than zero, the origin is a stable fixed point and
therefore the system exhibits the AD. The shaded re-
gions in Fig. 1 where the maximal value is smaller than
zero represent the AD regions. In the regions of LC,
uAD, oAD, and OD in Fig. 1, the Jacobian matrix J has
complex conjugate eigenvalues with positive real parts,
complex conjugate eigenvalues with negative real parts,
real eigenvalues with negative maximum value, and real
eigenvalues with positive maximum value, respectively.
The Hopf and pitchfork bifurcations can be confirmed by
the transitions between two eigenvalues when k = 1 and
k = (1 + ω2)/2, respectively. In addition, the condition
for EP, k = ω, can be obtained from double root solu-
tions of complex eigenvalues of the matrix J . The EP
condition makes critical damping between underdamped
and overdamped ADs.
B. Route to OD from limit cycle oscillation
without AD
Next we consider the bifurcation between limit cycle
oscillation and OD at EPs when ω < 1.0. So far, it has
been known that an EP is a critical point between same
phases with same steady states but different transient
behaviors such as the critical damping between under-
damped and overdamped ADs, not a bifurcation point
between two different phases with different steady states,
in coupled limit cycle oscillators [42]. Here, the EP causes
the bifurcation between limit cycle and OD. As k in-
creases when ω = 0.5, the period of limit cycle oscilla-
tion increases until k = ω and then the period will be
infinity when k = ω which is the condition of EP. This
is an infinite period bifurcation. While the conventional
infinite period bifurcation is caused by the saddle-node
bifurcation of fixed points on the limit cycle [44], the infi-
nite period bifurcation in coupled counter-rotating iden-
tical oscillators occurs due to anti-PT-symmetric transi-
tion along with the saddle-node bifurcation of phase dif-
ference between two oscillators. In addition, the global
bifurcations such as infinite period bifurcation and ho-
moclinic bifurcation can not be explained by the linear
analysis near the fixed points because the trajectories in
the phase space cannot be confined to a local neighbor-
hood near the fixed point. However, the infinite period
bifurcation appearing when ω < 1 in anti-PT-symmetric
coupled nonlinear oscillators can also be understood by
the linearized matrix M at the origin since the dynamics
of θ in Eq. (4) are independent of the dynamics of r when
r1 = r2.
Solving the matrix of Eq. (3), the condition of EP is
k = ω, which is the condition of double root of complex
eigenvalues of linearized matrix M . Figure 3 shows two
complex eigenvalues ofM as a function of k when ω = 0.5
and EP occurs when k = 0.5, where there is an anti-
5FIG. 3: (color online) (a) Real and (b) imaginary parts of two
eigenvalues of M as a function of k when ω = 0.5. EP occurs
when k = 0.5. (c) Difference between two real parts (black
line) and periods (red circles) of the oscillations as a function
of k.
PT-symmetric transition between broken and unbroken
phases. The real parts of eigenvalues are different but the
imaginary parts are same when k < 0.5, of which eigen-
states have broken phases. Two different real parts repre-
sent the system has two different angular frequencies be-
tween which difference determines the angular frequency
of the system. The difference decreases and thus the
angular frequency (period of oscillation) also decreases
(increases) as k increases. The period increases with the
relation (k − kc)
−1/2 as shown in Fig. 3(c) because of
square root branch property near EP. When k = 0.5,
i.e., the EP, the real parts of eigenvalues are same and the
period of oscillation becomes infinite, that is, the infinite
period bifurcation occurs at EP. The real parts of eigen-
values equal to zero but the imaginary parts are different
when k > 0.5, of which eigenstates have unbroken phases
without oscillations. As a result, an anti-PT-symmetric
phase transition occurs at EP obtained from linearized
matrix M at the origin, which is related to the infinite
period bifurcation in coupled counter-rotating identical
nonlinear oscillators.
IV. NOISE EFFECT ON NEUTRALLY STABLE
OD STATES
Finally, we discuss the noise effect which is unavoidable
in natural systems or in experiments on the neutrally sta-
ble steady states of OD in coupled counter-rotating iden-
FIG. 4: (color online) (a) Angular phases of two oscillators
when k = 0.6 and k = 1.0 with ω = 0.5. Black and red
trajectories represent angular phases of first and second os-
cillators, respectively, when k = 0.6. Green and blue trajec-
tories represent angular phases of first and second oscillators,
respectively, when k = 1.0. (b) The phase difference between
two oscillators when k = 0.6 (black) and k = 1.0 (green),
respectively.
tical oscillators. It is well known that stable steady states
such as AD or synchronization are robust against pres-
ence of noise [27, 45]. However, since angular phases of
the steady states of the OD in coupled counter-rotating
identical oscillators are neutrally stable, the presence of
noise leads to the drift of phases. Let us consider the fol-
lowing system of coupled counter-rotating Stuart-Landau
limit cycle oscillators with noise,
z˙1 = (1 + iω − |z1|
2)z1 + k(z2 − z1) + hξ1, (6)
z˙2 = (1− iω − |z2|
2)z2 + k(z1 − z2) + hξ2,
where ξ1,2 are complex normal noise and h is noise inten-
sity.
Figure 4 show the angular phases of two oscillators
when k = 0.6 and k = 1.0 with ω = 0.5 and h = 0.01.
Temporal behaviors of phases show the random walk be-
cause they are neutrally stable. Unlike the unbounded
nature of random walk behavior of the phases, surpris-
ingly, the phase differences stay around ∆θ ∼ 0.985 and
∆θ ∼ 0.524, respectively, with small fluctuations because
they are stable fixed points.
Recently, diffusive systems with anti-PT-symmetry in
which the heat transfer in two counter-rotating media
have been studied [46]. The spontaneous symmetry
breaking results in a phase transition from motionless
temperature profile as anti-PT-symmetric phase, despite
the mechanical motion of the background, to moving
6temperature profiles as broken phase. Then, their exper-
imental study shows similar observation to our results.
V. SUMMARY
We have found the new type of oscillation suppres-
sion in coupled counter-rotating identical nonlinear os-
cillators, of which steady states are neutrally stable. The
neutral stability of the oscillation death is originated
from the anti-PT-symmetry of the systems. Two routes
to the oscillation death have been also studied, one is
well-known pitchfork bifurcation from amplitude death
and the other is infinite period bifurcation from limit
cycle oscillation related to the anti-PT-symmetric phase
transtion. The infinite period bifurcation occurs at ex-
ceptional point which is the double root solution of the
linearized matrix at the origin in the coupled counter-
rotating nonlinear oscillators. The infinite periodic bi-
furcation corresponding to the anti-PT-symmetric tran-
sition at EP in coupled counter-rotating nonlinear os-
cillators is related to the intermittent transition to the
anti-synchronization of coupled chaotic oscillators [3].
Finally, we expect that new emergent states related
to the conservative properties such as neutral stability
in dissipative nonlinear systems can be generated by the
symmetry recovered by spontaneous symmetry breaking
of PT-symmetry such as anti-PT-symmetry of this work.
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