Abstract. We elaborate an explicit version of the relative trace formula on PGL(2) over a totally real number field for the toral periods of Hilbert cusp forms along the diagonal split torus. As an application, we prove (i) a spectral equidistribution result in the level aspect for Satake parameters of holomorphic Hilbert cusp forms weighted by central L-values, and (ii) a bound of quadratic base change L-functions for Hilbert cusp forms with a subconvex exponent in the weight aspect.
Introduction
In this paper, by the method developed in [21] and [19] , we explicitly compute Jacquet's relative trace formula for the toral periods along the diagonal split torus in PGL (2) , which encodes the central L-values for the quadratic base change of holomorphic Hilbert cusp forms in its spectral side. By introducing new techniques in a broader setting, we elaborate an explicit relative trace formula partly obtained by Ramakrishnan and Rogawski ([16] ) for the elliptic modular case. Let F be a totally real number field and A its adele ring. Let Σ ∞ denote the set of archimedean places of F and Σ fin the set of finite places of F . We consider a family of positive even integers l = (l v ) v∈Σ∞ , calling it a weight. Given a weight l and an integral ideal n of F , let Π cus (l, n) be the set of all the irreducible cuspidal representations π of the adele group PGL(2, A) such that its v-th local component π v is isomorphic to the discrete series representation of PGL(2, R) of weight l v if v ∈ Σ ∞ and possesses a non-zero vector invariant by the local Hecke congruence subgroup is the Satake parameter of π at v. We remark that the L-function in our sense is the completed one by the archimedean local factors L(s, π v ) = Γ C (s + (l v − 1)/2) for v ∈ Σ ∞ , and the Euler product with all the gamma factors removed from L(s, π) is denoted by L fin (s, π). It is well known that L(s, π), originally defined on a half-plane Re(s) ≫ 0, has a holomorphic continuation to the whole complex plane with the self-dual functional equation L(s, π) = ǫ(s, π) L(1 − s, π). The central value L fin (1/2, π) and its twist L fin (1/2, π ⊗ η) by a real valued idele class character η of F × have been studied extensively from several different points of view. For example, when the base field F is Q, Iwaniec and Sarnak [7] announced a number of asymptotic formulas of the 1st and the 2nd moments of the central L-values L fin (1/2, π ⊗ η) for π ∈ Π cus (l, n) twisted by the Hecke operators and by suitably designed mollifiers. Combining such asymptotic formulas, they proved that among L-functions whose functional equation has even sign, 50 percent vanish at the central point in a quantitative sense as the weight l (or the square-free level n) grows; moreover, they claimed that the quantitative nonvanishing of more than 50 percent of them eliminates the possibility of Landau-Siegel zero of the quadratic Dirichlet L-function L(s, η). Among several twisted means of L-values considered in [7] , one of the most basic means is
L(1, π, Ad) α(ν S (π)), (1.1) where S is a finite set of finite places coprime to both n and the conductor f of η, ν S (π) = {ν(π v )} v∈S is the collection of the exponent in the Satake parameters of π over S, and α({ν v } v∈S ) is a polynomial of the functions q −νv/2 v + q νv/2 v in the variable ν v . When F = Q, Ramakrishnan and Rogawski ( [16] ) studied the asymptotic behavior of the twisted 2nd moment (1.1) for an odd Dirichlet character η as the level n, to be kept prime and coprime to f, grows to infinity when the weight l 4 is fixed. In the same setting, Michel and Ramakrishnan ([11] ) obtained an explicit closed formula for the average (1.1) and observed that the formula gets simplified significantly in a certain range of the parameters (n, f, deg(α)) called the stable range. Later, Feigon and Whitehouse ( [4] ) extended the result of [16] and [11] to the Hilbert modular forms in a more general setting as [8] but still keeping the square-free condition on the level n and the oddness conditions on η at all archimedean places. In this article, we consider the twisted 2nd moment (1.1) in our general Hilbert modular setting without assuming those conditions on n and η, and obtain its formula in a computable form (Theorems 9.1, 9.2 and 9.3); thus, we generalize some results of [4] and [11] in several directions.
As a first application of our formula, we prove an equidistribution theorem of the Satake parameters weighted by the central L-values L(1/2, π) L(1/2, π ⊗ η) as in [4] ; we work with a more general sign condition on η than [4] at archimedean places, allowing the level n to be a general ideal not necessarily square-free. We remark that a similar asymptotic result for spectral averages of L-values of non-holomorphic modular forms was proved first by [21] for square-free levels and later by [19] for arbitrary levels. In what follows, N(n) denotes the absolute norm of an ideal n ⊂ o. Theorem 1.1. Let l = (l v ) v∈Σ∞ be a weight such that l v 6 for all v ∈ Σ ∞ . Let n be an ideal of o and η = ⊗ v η v a quadratic idele class character of F × with conductor f prime to n, and S a finite set of finite places relatively prime to nf. Assume that η v is non trivial for any prime divisor v of n, and that (−1) ǫ(η)η (n) = 1 where ǫ(η) is the number of v ∈ Σ ∞ such that η v is non trivial andη is the character of the group of ideals prime to f induced by η. Then, for any even holomorphic function α(s) on the complex manifold 
,
dx is the Sato-Tate measure and ̟ v is a prime element of o v . On the left-hand side of the formula, Π * cus (l, n) denotes the set of π ∈ Π cus (l, n) whose conductor f π is n, and L Sπ (s, π; Ad) is the adjoint square L-function of π, whose local v-factors are removed for all v belonging to S π = {v ∈ Σ fin | ord v (f π ) 2 }.
We remark that our relative trace formula yields an exact formula for the L-value average (1.1), which reduces to a finite expression for some (n, η, α) (see Corollary 9.4). As a corollary to this theorem, we have the following result (cf. [16, Corollary B] , [19, Theorem 3] ). Corollary 1.2. Let l = (l v ) v∈Σ∞ be a weight such that l v 6 for all v ∈ Σ ∞ . Let η be a quadratic idele class character of F × with conductor f. Let S be a finite set of finte places relatively prime to f and {J v } v∈S a collection of subintervals of [−2, 2] . Given a sequence of o-ideals {n k } k∈N relatively prime to f and S such that (−1) ǫ(η)η (n k ) = +1, η v (̟ v ) = −1 for all prime divisors v of n k and lim k→∞ N(n k ) = +∞, there exists k 0 with the following property: For any k k 0 , there exists π ∈ Π in their work. As a second application of our formula, we deduce a bound with an explicit subconvex exponent in the weight aspect for the L-function L fin (1/2, π) L fin (1/2, π ⊗ η) with η an idele class character of F × which is odd at all archimedean places, where F is a general totally real number field. Theorem 1.3. Let l = (l v ) v∈Σ∞ be a weight such that l v 6 for all v ∈ Σ ∞ . Let n be an arbitrary ideal of o and η a real valued idele class character of F × such that η v (−1) = −1 for all v ∈ Σ ∞ . Suppose that the conductor f of η is relatively prime to n. Then, for any ǫ > 0,
with the implied constant independent of l = (l v ) v∈Σ∞ , n, η and π ∈ Π cus (l, n).
Theorems 1.1 and 1.3 are obtained by the relative trace formula stated in §9 together with the explicit formulas of local terms given in §10 and §11. Technically speaking, there are substantial differences between [16] , [4] and ours in the way explained below. In [4] , by using the Jacquet-Langlands transfer and some refinements of Waldspurger's period formula, when the character η is odd at all archimedean places, the equidistribution theorem is deduced from the relative trace formula developed by [8] and explicated by the authors of [4] for an anisotropic inner form of GL (2) which is certainly an easier place to do analysis than GL (2) . Contrary to this, like in [16] , we perform an explicit computation of the relative trace formula on GL(2) for the period along the split torus, which is slightly harder analytically due to the non-compactness of the spaces but much easier algebraically because we only have to consider the Hecke's zeta integral in the spectral side. The analytical difficulty can be resolved by the technique developed in [21] (see 6.3 and 6.5. For a different approach, we refer to [16] ). For the algebraic aspect, we have an advantage from [18] which completed the computation of local Hecke's zeta integrals for local old forms. Due to the direct nature of the method, we can rather easily drop several local and global constraints on automorphic representations and the character η which is essential to move to an anisotropic group by the Jacquet-Langlands transfer. For example, the character η is allowed to be trivial in our work. Moreover, the usage of the "Shintani functions" (see §3.2) in place of the matrix coefficients of discrete series at archimedean places simplifies some computation of the archimedean orbital integrals compared with [16] . Similarly, the usage of the "Green functions" (see §4) at finite places makes it possible for us to compute the non-archimedean orbital integrals directly; our result is thorough in the sense that it covers not only the unit element of the spherical Hecke algebra but also all of its elements.
This article is organized as follows. After a preliminary section, in §3, we recall the definition of the Shintani functions for the symmetric pair (GL(2, R), T ) studied by [6] with T being the diagonal torus, and prove several properties of them necessary later. In §4, we briefly review about the Green function on GL(2) over a non-archimedean local field, which was introduced in [21, §5] . Combining these, in §5, we define a left H Aequivariant smooth function on the adele group GL(2, A) with the "reproducing property" (Lemma 5.4), calling it the adelic Green function. Here H denotes the diagonal split torus of GL (2) . In §6, after reviewing the explicit formulas of the toral period integrals of GL (2) cusp forms with arbitrary level given by [18] , we compute the spectral expansion of the automorphic renormalized kernel (5.5), which is constructed by forming the sum of the adelic Green function translated by H F \GL(2, F ) after a regularization to compensate vol(Z A H F \H A ) = ∞, where Z is the center of GL (2) . Although such a regularization is not needed in the spectral side since (5.5) is cuspidal, the regularization plays a role in the geometric side in §8. In §7 and §8, closely following [21, §12] , we compute the geometric expression of the period integral of the automorphic renormalized kernel. Up to §8, most of the estimates and computations are obtained from the corresponding ones in [21] and [19] by modification at archimedean places; we make the proofs as brief as possible by leaving detailed arguments to our previous works. In the final formula (Theorem 9.1), two linear functionalsJ η u (l, n|α) and J η hyp (l, n|α) in the test function α arise. We can deduce Theorem 1.1 easily from Theorem 9.1 as explained in §9; the point is to show that the term J η hyp (l, n|α) amounts at most to N(n) −δ giving an error term. The new and essential contribution of this paper to the relative trace formula is probably §10 and §11, which are devoted to computing the functionalsJ η u (l, n|α) and J η hyp (l, n|α) explicitly for particular but sufficiently general test functions α. For the result, we refer to Theorems 9.2 and 9.3. In the final section §12, we prove Theorem 1.3 by applying the relative trace formula (Theorem 9.1) to a specially chosen test function (see 12.1) originally due to Iwaniec. In the proof, our explicit formula of orbital integrals for arbitrary Hecke functions plays an essential role. We would like to mention our work [20] where we obtain an analogue of results of [17] for the central (derivative of) L-values of Hilbert modular forms; in [20] , the explicit relative trace formula to be developed in this article is also indispensable.
Basic notation and convention : Let N be the set of all positive integers and we write N 0 for N ∪ {0}. For any condition P , we put δ(P ) = 1 if P is true, and δ(P ) = 0 if P is false, respectively. For any z ∈ C × and α ∈ C, we define log z and z α by the formula log z = log r + iθ, z α = exp(α log z)
. For a complex function f (z) in z ∈ C and for σ ∈ R, the contour integral σ+i∞ σ−i∞ f (z)dz along the vertical line Re(z) = σ is sometimes denoted by Lσ f (z)dz. We set Γ R (s) = π −s/2 Γ(s/2) and Γ C (s) = 2(2π) −s Γ(s). Set 1 2 = [ 1 0 0 1 ], the identity matrix. All the fractional ideals appearing in this paper are supposed to be non-zero.
Preliminaries
We introduce basic objects and notation, which are used throughout this article. 
Let
The points of finite adeles G fin of G is realized as a restricted direct product of the local groups G v with respect to the maximal compact subgroups K v = GL(2, o v ) over all v ∈ Σ fin . For an ideal n of o, let K 0 (no v ) be as in the introduction and we put
Let Z be the center of G, H the F -split torus of G consisting of all the diagonal matrices and N the F -subgroup of G consisting of all the upper triangular unipotent matrices. Set B = HN.
Haar measures.
For v ∈ Σ F , let dx v be the additive Haar measure of
We fix a Haar measure of the idele group
For y > 0, let y ∈ A × be the idele such that y ι = y 1/d F for all ι ∈ Σ ∞ and y v = 1 for all v ∈ Σ fin . Then, y → y is a section of the idele norm | | A : A × → R × + , which allows us to identify A × with the direct product of {y| y > 0 } and the norm one subgroup 
. By taking the tensor product of measures dg v on G v , we fix a Haar measure dg on G A .
Let ϕ be a smooth function on G A . The right translation of ϕ by g ∈ G A is denoted by R(g)ϕ, i.e., [R(g)ϕ](h) = ϕ(hg). The derived action of the universal enveloping algebra of the complexified Lie algebra g ∞ = Lie(G ∞ ) C on smooth functions on G A is also denoted by R. Let W andW be the element
of sl 2 (C) and its complex conjugate, respectively. For any v ∈ Σ ∞ , the elements of Lie(G v ) C corresponding to W and W are denoted by W v and W v , respectively. For any compactly supported smooth function f on the direct product G S of {G v } v∈S with a finite subset S ⊂ Σ F , the right translation of ϕ by f is defined by the convolution R(f )ϕ(x) = G S ϕ(xg S ) f (g S ) dg S for x ∈ G A with respect to the product measure dg S = ⊗ v∈S dg v .
Given a real valued idele class character η of F
× with conductor f, we set f (η v ) = ord v (f) for v ∈ Σ fin . For any v ∈ Σ ∞ , there exists ǫ v ∈ {0, 1} such that η v (x) = (x/|x| v ) ǫv ; we call ǫ v the sign of η at v, and set ǫ(η) = v∈Σ∞ ǫ v . Let I(f) be the group of fractional ideals relatively prime to f; then we define a characterη :
The Gauss sum G(η) for η is defined to be the product of
• R(W )φ = 0. A function having these properties is called a holomorphic Shintani function of weight l. The next proposition tells that these conditions determine the function φ(g) uniquely up to a constant multiple. (S-i) It satisfies the equivariance condition
(S-ii) It satisfies the differential equation
We have the explicit formula
with y = e 2r − i e 2r + i
2
.
We remark that the function Ψ (z) (l; −) is characterized by its restriction to the torus A = {a r | r ∈ R } due to the property (S-i) and the decomposition GL(2, R) = T A SO(2, R) (cf. [6, Lemma 3.1]). 
Proof. By a direct computation,
. Using these, we have the desired formula by a direct computation. Lemma 3.3. We have the estimate |Ψ (z) l;
for any t 1 , t 2 ∈ R × , r ∈ R and k ∈ SO(2, R).
. Then,
Hence, by a direct computation, we have |1 − y| = (cosh 2r) −1 . Furthermore, by |y| = 1, we have |(−y) (2z−l)/4 | e π|Im(z)|/2 . This completes the proof. 3. An inner-product formula of Shintani functions. For an even integer l 2 and z ∈ C, let us consider the integral
Lemma 3.4. The integral C l (z) converges absolutely. It has the following properties.
(i) The function z → C l (z) is entire and satisfies the functional equation
(ii) The value at z = 0 is given by
Proof. By the variable change v −1 = 1 + u 2 , we have
as desired in (ii). Remark that the second equality in (ii) is obtained by the duplication formula. The inner-product of Shintani functions Ψ (z) (l; −) and Ψ (−z) (l; −) is given as follows.
Proposition 3.5. We have
by the formula [21, (3. 3)], which is checked by computing the Jacobian of the coordinate transform from the Iwasawa decomposition to the decomposition G = T A SO(2). From Proposition 3.1,
By this, we compute
In the same way, we have
Proof. Let J l,ǫ (z) denote the first integral with ǫ
By the formula [5, 3.194 .3], we have
Hence,
, we are done. We have the Iwasawa decomposition
Hence, by Lemma 3.2, we obtain
Using this formula, in the same way as above, we can prove the second formula with ǫ ′ = 0. The remaining two formulas follow immediately from the proved ones by the relation
Green's functions on GL(2) over non-archimedean local fields
This section is a review of results in [21, §5] . We fix a place v ∈ Σ fin . For z ∈ C, there exists a unique function Φ
Given z ∈ C and s ∈ C/4πi(log q v ) −1 Z, we consider the following inhomogeneous equation
with the unknown function Ψ :
Here T v and 1 Kv are elements of the spherical Hecke algebra H(G v , K v ) defined by
We note that vol( 
holds as long as the integral on the left-hand side converges absolutely.
Proof. We review the proof from [21, Lemma 5.4 ]. In the left-hand side of (4.5), we move the operator R(T v − (q
v by a simple variable change; then due to (4.2), we have the equality
whose right-hand side equals vol(
Automorphic Green functions
Let S ⊂ Σ fin be a finite subset. Put
which we regard as a complex manifold in the obvious way. Note that for any c ∈ R S , the slice L S (c) = {s ∈ X S | Re(s) = c} is a compact set homeomorphic to the torus (S 1 ) S .
Given s ∈ X S , z ∈ C, an ideal n ⊂ o such that S(n) ∩ S = ∅, and a family
v (s; −) for v ∈ S is the Green function recalled in §4, and for any v ∈ Σ fin , we set
To state the most important property of the adelic Green functions, we introduce the
The integral ϕ H,(z) (g) converges absolutely and satisfies
Proof. Let g fin ∈ G fin . For any v ∈ Σ ∞ , we can easily verify
. Thus the uniqueness of Shintani functions (Proposition 3.1) yields a constant C such that
By setting g ∞ = 1 2 , we have
This completes the proof.
For s ∈ X S , we consider the element
Proof. We follow the argument in the proof of [21, Lemma 6.3] . By Lemma 5.1, the integral in the left-hand side is the product of v∈Σ∞ Hv\Gv
which is evaluated by Proposition 3.5 and
which yields the factor vol(H fin \H fin K 0 (n))ϕ H,(z) (1 2 ) by Lemma 4.2.
Regularization of periods and automorphic smoothed kernels. For a weight
In this subsection, we introduce the automorphic renormalized smoothed kernel functionΨ l β,λ (n|α; g) depending on a complex parameter λ. We show thatΨ l β,λ (n|α; g), originally defined by the Poincaré series (5.5) convergent for Re(λ) > 0, becomes square integrable (even cuspidal) when l 4 and 1/2 < Re(λ) < l/2 − 1.
5.1.1. Let B denote the space of all the entire functions β(z) on C such that β(z) = β(−z) satisfying the following condition: For any interval [a, b] ⊂ R, there exist A > 0 and B ∈ R such that the estimate
holds. We impose a stronger condition than [21, (6.1) ] to have the inclusion C l B ⊂ B, which is seen from Lemma 3.4 (iii). For β ∈ B and (s, λ) ∈ X S × C such that q(s) > 1, Re(λ) > 1 − q(s), we define the renormalized Green function by
where the contour is taken so that − inf(q(s) − 1, Re(λ)) < σ < q(s) − 1. The defining integral is absolutely convergent and is independent of the choice of a contour; the function λ → Ψ l β,λ (n|s; g) is holomorphic on the region Re(λ) > 1 − q(s) which contains λ = 0. 
if well-defined, might have the spectral resolution describable by the (H, 1)-period integral of cusp forms ϕ through the following formal computation
Unfortunately, this is not attained for free due to the divergence of the series γ |Ψ
l (n|s; g) β(0) by [21, Lemma 6.5 or 6.9] and since Ψ l β,λ (n|s; g) with large Re(λ) behaves on G A well enough to ensure the absolute convergence of the Poincaré series
we expect some substitute for (5.1) could be gained as the constant term at λ = 0 of the analytic continuation in λ of the series (5.3). This circle of ideas motivates our study of the series (5.3).
Lemma 5.3. Suppose l 4.
(1) The series Ψ l β,λ (n|s; g) converges absolutely and locally uniformly in
l/2 > Re(λ) + 1. Then, for any σ ∈ (1/2, Re(λ)), we have the estimate
14 Proof. The same proof of [21, Proposition 8.1] goes through with a minor modification. The outline is as follows. For p > 0 and q > 1, set Ξ l,p,q,S ([
and (x v ) v∈Σ fin ∈ A fin , and set
By Lemma 3.3, Ξ l,σ,q(s),S with 0 < σ < inf(Re(λ), q(s) − 1) gives a majorant of Ψ l β,λ (n|s) in the same way as [21, Lemma 6.7] . Thus to prove the convergence and the estimation for Ψ l β,λ (n|s), it is enough to establish that Ξ l,p,q,S is locally uniformly convergent in G A , and that
if 1 + 2p < q and 1 + p < l/2. To have these, we modify the proof of [21, Lemma 3.5] by replacing q in the archimedean factors of Ξ p,q,S used there with l/2 > 1. We also note that the condition 1 + p < l/2 is necessary to guarantee R cosh (2r
We remark that the absolute convergence of the integral is valid for any rapidly decreasing function ϕ by Lemma 5.3 (2).
5.1.3. We need to make the computation (5.2) regorous using Ψ l β,λ (n|s; g). For this, the notion of periods should be modified properly. Let us recall the regularization of period integrals along H, which was introduced in [21, §7] . For t > 0, set
We have the estimate
for v ∈ Σ fin , and let x * η be the idele such that the finite component of x * η coincides with the projection of x η to A × fin and all archimedean components of x * η are equal to 1. A continuous function ϕ on Z A G F \G A is said to have the regularized (H, η)-period P η reg (ϕ) ∈ C if the following condition is satisfied: For any β ∈ B, the integral
converges absolutely when Re(λ) ≫ 0 and is continued meromorphically in a neighborhood of λ = 0 with the constant term CT λ=0 P Lemma 5.4. Assume l 4. Let (λ, s) be an element of C × X S such that 2 Re(λ) > 1, q(s) > 2 Re(λ) + 1 and l/2 > Re(λ) + 1. Then, for any rapidly decreasing function
where
Proof. The proof is given in the same way as [21, Lemma 8.2] with the aid of Lemma 3.3 and Proposition 5.2. We note that P 1 βC l ,λ (ϕ) is well-defined because βC l belongs to B.
for all ε ∈ {±1} S , we define the renormalized smoothed kernel
For Re(λ) > 0, let us consider the Poincaré serieŝ
which is a central object in this paper. We introduce (5.5) because it has a much nicer spectral expansion than Ψ l β,λ (n|s) (see Lemma 6.5) . In the same way as in [21] , we analyze this series and obtain the following.
Lemma 5.5.
(1) The seriesΨ l β,λ (n|α; g) converges absolutely and locally uniformly
Proof. The argument in the proof of [21, Proposition 9.1] works with a minor modification; We use Ξ l,p,q,S and Ξ l,p,q,S given in the proof of Lemma 5.3.
Proof. From Proposition 3.1 and Lemma 5.5 (1), the function g →Ψ l β,λ (n|α; g) on G A is smooth and satisfies the equation
for all v ∈ Σ ∞ . From this equation together with the K 0 v -equivariance (5.6) ofΨ l β,λ (n|α; g), the Casimir element of G v for each v ∈ Σ ∞ acts onΨ l β,λ (n|α; g) by a scalar. Hence there exists a compactly supported smooth function f on G A such thatΨ
; from (5.6) and (5.7), V is decomposed into a finite sum of the discrete series representation
By Proposition 5.6, for 1/2 < Re(λ) < l/2−1, the functionΨ l β,λ (n|α; g) has the spectral expansionΨ
}, which consists of smooth functions. From the finite dimensionality of the space above, the sum in (5.8) is finite and the equality holds pointwisely for all g.
Spectral side
From this section until §11, we fix an even weight l = (l v ) v∈Σ∞ , an ideal n ⊂ o, an idele class character η of F × such that η 2 = 1 whose conductor f is relatively prime to n, and a finite subset S ⊂ Σ fin − S(nf). Using the spectral expansion (5.8), we show thatΨ l β,λ (n|α; g) has an entire extension to the whole λ-plane. As the value at λ = 0 of the entire extension, we define the regularized kernelΨ l reg (n|α; g), which is our desired substitute for the divergent series (5.1), and obtain its spectral expression. The upshot of this section is Proposition 6.6, which gives the period integral of the regularized kernel. We remark that φ 0,v is extremal, i.e., π v (W )φ 0,v = 0, and V πv [τ lv ] = Cφ 0,v . We should also note that the local epsilon factor of π v is given as ǫ(s,
We fix a family {(π v , V πv )} v∈Σ F of unitarizable irreducible admissible representations of G v with V πv being contained in the ψ F,v -Whittaker functions on G v such that π ∼ = v∈Σ F π v . The conductor of π is defined to be the ideal f π determined by the condition
as the image of the decomposable tensor
constructed in [18] . We remark that φ 0,v is the local new vector of π v . In this way, we have an orthogonal basis {ϕ π,ρ |ρ ∈ Λ π (n)} of the finite dimensional space
π ) for each 0 k n, we can identify ρ with the family of maps (ρ k ) 0 k n as done in [18] .
6.3. Regularized periods and standard L-values. (For details, see [21, §7] and [18] .) In this paragraph, π denotes an element of Π cus (l, n). We note that for the cusp forms ϕ ∈ V π , the regularized period P η reg (ϕ) defined by (5.4) coincides with the global zeta integral
which is absolutely convergent.
Here Q Proof. The first identity is obtained by [21, Lemma 7.3] . The second identity follows basically from [18, Main Theorem A] . Although the hypothesis η v (−1) = 1 for all v ∈ Σ ∞ in [18, Main Theorem A] is not satisfied in our setting, it is easy to modify the proof at archimedean places by means of (6.1).
Lemma 6.2. The sum P η (π; l, n) is independent of the choice of B(π; l, n). We have
and that the value (−1)
is the explicit non-negative constant given by
π is a square of integral ideal.
Proof. With the aid of Proposition 6.1, we obtain the assertion in the same way as [19, Lemma 12] . The non-negativity of (−1)
The sign of the functional equation of the L-function L(s, π)L(s, π ⊗ η) is given as follows.
Proof. Since l v is even for all v ∈ Σ ∞ , by virtue of [19, Lemma 13] , we have
By the functional equation, we are done.
Lemma 6.4. For any π ∈ Π cus (l, n),
Proof. By the standard procedure, we see that the left-hand side of (6.2) is a product of the integrals Z v (s) over all v ∈ Σ F . If v ∈ Σ ∞ , using (6.1), we easily have 
Since the Hecke operator R(T v ) acting on the space
is a real number.
6.6. The spectral side. By means of Lemma 5.4, we can explicitly describe the coefficients ofΨ l β,λ (n|α) in the L 2 -expansion in terms of (H, 1)-period integrals and the spectral parameters of cupsidal representations.
Lemma 6.5. Let π ∈ Π cus (l, n) and ν S (π) = (ν(π v )) v∈S the spectral parameter of π at S. Then, for any ϕ ∈ V π [τ l ] K 0 (n) and for 1/2 < Re(λ) < l/2 − 1, we have
Proof. In the same way as [21, Lemma 9.2] with the aid of the majorant Ξ l,Re(λ)−ǫ,q(c),S for any sufficiently small ǫ > 0, (Note: in the proof of [21, Lemma 9.2], the majorant of the integral (9.3) should be corrected to Ξ Re(λ)−ǫ,q(c),S fin .) we have 
Here we note q
The integral is computed as (−1) #S α(s). Indeed, we may assume that α is decomposable, i.e., α = ⊗ v∈S α v , and invoke the formula 1 2πi
shown in [21, Lemma 9.5] . This completes the proof.
By this lemma and (5.8), we havê
The integral P 
which is valid pointwisely with the summation being finite. By computing the period integral P η reg (Ψ l reg (n|α)) in terms of this expansion, we obtain the one side of the relative trace formula, the spectral side. Proposition 6.6. Suppose l 4. The functionΨ l reg (n|α) has the regularized (H, η)-period given by
Proof. As was remarked in §6.3, for a cups form ϕ, the regularized period P η reg (ϕ) becomes the usual zeta integral Z * (1/2, η, ϕ) which is absolutely convergent. Thus, by term-wise integration, we have
π∈Πcus(l,n) ϕ∈B(π;l,n)
Then we obtain the assertion by Lemma 3.4 (ii), Proposition 6.1, Lemmas 6.2 and 6.4.
Geometric expansions
The reader might wonder why we take the regularized period in Proposition 6.6 which seems unnecessary because the functionΨ l reg (n|α) is cuspidal and the usual period integral makes sense. The reason should become evident from our computation of the other side of the relative trace formula, the geometric side, to be performed in this section and the next. Suppose l = inf v∈Σ∞ l v 4. We compute the quantity P η reg (Ψ l reg (n|α)) by using the series expression (5.5). The first step is to break the sum in (5.5) over H F \G F to a sum of subseries according to double cosets H F δH F . For δ ∈ G F , we put St(δ) := H F ∩ δ −1 H F δ. Then, the following elements of G F form a complete set of representatives for the double coset space ] for γ ∈ St(δ)\H F .
Lemma 7.1. The function λ → J e (β, λ, α; t) and λ → J w 0 (β, λ, α; t) are entire on C.
Moreover their values at λ = 0 are J id (α; t)β(0) and ilδ(n = o)J id (α; t)β(0), respectively, where
Proof. Since Ψ We put J u (β, λ, α; t) = J u (β, λ, α, t) + J uw 0 (β, λ, α, t) and Jū(β, λ, α; t) = J uw 0 (β, λ, α, t) + Jū(β, λ, α, t).
Lemma 7.2. For * ∈ {u,ū}, the function λ → J * (β, λ, α; t) on Re(λ) > 0 has a holomorphic continuation to C whose value at λ = 0 is equal to J * (α, t)β(0), where
and
Proof. We follow the proof of [21, Lemma 11.3] . Take σ > 0 such that l v /2 > σ +1. Let us examine J u (β, λ, α; t). First we consider the sum of the functionsΨ
over all a ∈ F × . Here c is taken so that q(c) is sufficiently large. There exists an ideal a of F such that the estimate
holds, where
Thus to establish the absolute convergence of the sum ofΨ ] over a ∈ F × , it is enough to show a∈F × f (a) < +∞. The convergence of the latter sum in turn follows from the convergence of the integral A f (a)da, which is a product of the archimedean integrals for all v ∈ Σ ∞ convergent when l v /2 − σ > 1 and the non-archimedean ones convergent for sufficiently large q(c).
The sum of the functionsΨ 
the problem is reduced to the convergence of the same series a∈F × f (a) as above. Hence the assertion on J u (β, λ, α; t) is obtained. The integral Jū(β, λ, α; t) is examined in the same way. This completes the proof.
Hyperbolic terms.
We consider the convergence of
where q − = inf(0, q) for q ∈ R.
Lemma 7.3. Let v ∈ Σ ∞ . Then, for any σ ∈ R we have
Then the assertion follows from Proposition 3.1 and Lemma 3.2.
Lemma 7.4. Let v ∈ Σ ∞ and l v ∈ 2Z 2 . Let σ, ρ ∈ R. Then the estimate
holds if l v /4 > |ρ| − σ/2 and l v /4 > σ/2. Moreover, for ǫ > 0 and c ∈ R, the function
Proof. The assertion is proved in a similar way to [21, Lemma 11.14]. By b 2 + t 2 (b + 1) 2 2|b| |b + 1| |t| and σ/2 − l v /4 < 0, we estimate
The integral converges absolutely if l v /4 > |ρ| − σ/2. In the same way as in the proof of [21, Lemma 11.14], we have
where r = l v + 2σ − 4|ρ| − 4ǫ/3 and m(r; 
This condition is satisfied by (7.2). Thus, under (7.2), the estimate (7.1) is extendable to F v ; from this, the last assertion is obvious.
and for v ∈ Σ fin − S, we put
and M ǫ (n|σ, ρ, l, c; b) = { v∈Σ∞ |b(b+1)| 
Proof. This follows from Lemma 7.3 and [21, Corollary 11.6, Lemma 11.10].
Lemma 7.6. If q(c) > |σ| + |ρ| + 1, l/4 > sup(σ/2, |ρ| − σ/2) and σ = ±ρ, then we have
for any ǫ > 0, with the implied constant independent of the ideal n.
Proof. We can apply the same argument in [21, Lemma 11.16 ] by using l ι in place of c ι + 1 for all ι ∈ Σ ∞ . Lemma 7.7. Let U be a compact subset of A × . If q(c) > |σ|+|ρ|+1, l/4 > sup(σ/2, |ρ|− σ/2) and σ = ±ρ, then we have
Proof. This follows from Lemma 7.6 and the argument in [21, Corollary 11.17].
Lemma 7.8. If σ + ρ > −1, σ = ±ρ, (c + 1)/4 > 5|σ|/2 + 2|ρ| + 1, l/4 > |σ| + |ρ| + 1 and l/2 > (c + 1)/4 + 3|σ|/2 + |ρ| + 1 hold, then, we have the estimate
for any ǫ > 0 such that |ρ|−σ +(σ−ρ) − < ǫ/3 < 1 and l/2 > (c+1)/4+3|σ|/2+|ρ|+1+2ǫ, with the implied constant independent of n. Here c = (c v ) v∈S with c v = c (∀v ∈ S).
Proof. We give a proof in a similar way to [21, Lemma 11.19] , replacing c ι + 1 with l ι for all ι ∈ Σ ∞ . Under the assumption on l, σ, ρ, c in this lemma, the series
which is denoted by A S (σ, ρ, l, c), converges for any ǫ > 0 such that |ρ| − σ + (σ − ρ) − < ǫ/3 < 1 and l/2 > (c + 1)/4 + 3|σ|/2 + |ρ| + 1 + 2ǫ. Here o(S) denotes the S-integer ring of F . Indeed, this follows from Lemma 7.4 and [21, Lemma 11.18] . By noting the Artin product formula |b| A = 1 for b ∈ F × , we have
We note that the series in the last line is majorized by N(n) −(c+1)/4+σ/2+|σ+ρ| as in the proof of [21, Lemma 11.19] .
Σ∞ and c, σ ∈ R. Assume the following conditions: l 6, σ > −1, (c + 1)/4 > 9|σ|/2 + 1, l/2 > (c + 1)/4 + 5|σ|/2 + 1. Then, for any compact subset U of A × , the series
, and there exists ǫ > 0 such that, for ρ ∈ R satisfying 0 < ||ρ| − σ| < ǫ and σ + ρ > −1, the integral
Proof. By assumption, we can take ρ ∈ R such that (c+1)/4 > 5|σ|/2+2|ρ|+1, σ+ρ > −1, l/4 > |σ| + |ρ| + 1 and l/2 > (c + 1)/4 + 3|σ|/2 + |ρ| + 1 (we can take ρ = 0 if σ > −1 and σ = 0 ). Thus the assertion follows from Lemmas 7.5, 7.6, 7.7, and 7.8. We remark that the condition l 6 is forced by the third and the fourth inequalities in Lemma 7.9; indeed, they imply l/2 > 7|σ| + 2, and hence l > 4.
Lemma 7.10. Suppose l 6. The function J hyp (β, λ, α; t) on Re(λ) > 1 has a holomorphic continuation to C whose value at λ = 0 equals J hyp (α; t)β(0), where
] .
The series converges absolutely and uniformly in t ∈ A × . Here we set
with c being an element of R S such that q(c) > 1 (cf. [21, §6.3]).
Proof. This follows from Lemma 7.9 in the same way as [21, Lemma 11.21] .
From Lemmas 7.1, 7.2 and 7.10, we havê
for any t ∈ A × . Some terms on the right-hand side, viewed as functions on H F \H A individually, have divergent (H, η)-period integrals; to proceed further, we need to regularize them.
Geometric side
Suppose l = inf v∈Σ∞ l v 6. We fix a holomorphic function α(s) on X S such that α(εs) = α(s) for any ε ∈ {±1}
S . Let β ∈ B as before. For ♮ ∈ {id, u,ū, hyp}, we set
In this section, we shall show that this integral converges absolutely when Re(λ) ≫ 0 and has a meromorphic continuation to a neighborhood of λ = 0; at the same time, we determine the constant term in its Laurent expansion at λ = 0. As a result, by the identity 
Here ǫ v ∈ {0, 1} is the sign of η v for v ∈ Σ ∞ (see §2.4). 
Proof. This is proved in the same way as [21, Lemma 12.3] ; to compute the archimedean integral, we use Lemma 3.6.
By 1 < σ < l/2, the possible poles of the integrand of U + 0,η (λ; s) in the region −σ < Re(z) < σ are z = 0, −1. In fact, we observe that the integrand is holomorphic at z = −1. We shift the contour L −σ to L σ ; by the residue theorem,
where R F is the residue of ζ F (s) at s = 1. In a similar manner,
Define C 0 (η) and R(η) by
We remark that R F = R(η) if η is trivial. 
In particular, we have
From Lemma 8.2 and the computation after it,
id (β, λ; α), with 1 < σ < l/2 and Re(λ) > −σ. Since σ is arbitrary, this gives a meromorphic continuation of J η u (β, λ; α) to Re(λ) > −l/2. By the above expression,
Here we put
, the constant term is computed as follows:
Here ǫ(η) = v∈Σ∞ ǫ v . We note thatΥ
By the formulas
we are done.
Assume that q(Re(s)) > Re(λ) > σ and 1 < σ < l/2. Analyzing the integrals
in the same way as U 
Let us consider the term J η hyp (β, λ; α), which is, by definition, equal to
Lemma 8.5. The integral J η hyp (β, λ; α) converges absolutely and has an analytic continuation to the region Re(λ) > −ǫ for some ǫ > 0. Moreover, we have
Proof. We take c ∈ R such that l/2 − 1 > (c + 1)/4 > 1. Then, from Lemma 7.9, there exists ǫ > 0 such that, for 0 < |ρ| < ǫ the integral
which is majorized by
, the integral (8.1) is finite even for ρ = 0. Hence, we obtain an analytic continuation of the function
in the variable λ to the region Re(λ) > −ǫ.
The relative trace formula
Let n be an integral ideal of F , l = (l v ) v∈Σ∞ an even weight with l v 6 for all v ∈ Σ ∞ , and η a real valued idele class character of F × unramified at all v ∈ S(n). Let f denote the conductor of η. We assume (−1) ǫ(η)η (n) = 1 (for the definition of ǫ(η), see §2.4). Put l = v∈Σ∞ l v . Let S be a finite subset of Σ fin disjoint from S(n) ∪ S(f). For v ∈ S, let A v be the space of all holomorphic functions
Theorem 9.1. For any function α ∈ A S , we have the identity
Here ν S (π) = {ν v (π)} v∈S is the spectral parameter of π at S (see §6.5.2),
with w η n (π) given in Lemma 6.2, and )) is given by the right-hand side of (9.1); the left-hand side is provided by Proposition 6.6.
We restrict our attention to the test functions of the form α(s) = v∈S α
As is well known, these functions form a C-basis of the image of the spherical Hecke algebra H(G v , K v ) by the spherical Fourier transform. Thus, by restricting our consideration to these functions, no generality is lost practically. The following two theorems are proved in §10 and §11. 
are explicitly given in Proposition 11.1. The proof of Theorem 1.1. By the same procedure done in [19, §7.1], the estimation is reduced to that for a similar average over Π cus (l, n) (in place of Π * cus (l, n)). From [21, Lemma 13.15], we havẽ
By Theorem 9.1, it suffices to show J η hyp (l, n|α) = O ǫ,l,η,α (N(n) − inf v∈Σ∞ lv /2+1+ǫ ) for any sufficiently small ǫ > 0. This follows from the proof of Lemma 8.5 and Lemmas 7.7 and 7.8 by taking c ∈ R and ρ = 0 such that inf v∈Σ∞ l v /2 − 1 > (c + 1)/4 > (c + 1)/4 − |ρ| > inf v∈Σ∞ l v /2 − 1 − ǫ > 1 and |ρ| is sufficiently small. When n is square-free, by noting w η n (π) = δ(n = f π ), we need no procedure as in [19, §7.1] . Thus the exponent of the error term is not spoiled and remain − inf v∈Σ∞ l v /2 + 1 + ǫ in the final result. Remark :
(1) In our forthcoming paper [20] , we show that the error term in Theorem 1.1 is improved to O(N(n) −1+ǫ ). (2) The vanishing of the term J η hyp (l, n|α) for (n, α) with both N(n) and deg(α) large is called the stability and was already observed in [11] , [4] and [13] at least when n is square-free. Actually, even when η admits a place v ∈ Σ ∞ such that η v (−1) = +1, our relative trace formula (Theorems 9.1, 9.2, and 9.3 combined) gives an exact formula for the spectral average although the expression involves an infinite sum.
Explicit formula of the hyperbolic term
In this section, we compute J η hyp (l, n|α) further for particular test functions α = ⊗ v∈S α v . By changing the order of integrals, we have
with Ψ 
If m = 0, then for any x ∈ F v with sup(|x| v , 1) = q l v with l ∈ N 0 , we have
Proof. From Lemma 4.1 and the formula
By the variable change z = q s/2 v , this becomes
v (> 1). Thus, by the residue theorem, we have the equality
. By a direct computation, we have
From (10.1), (10.2) and (10.3), we obtain the desired formula easily. 
This completes the evaluation of the integral I 
Proof. This is proved in the same way as the case m = 0 in Lemma 10.3.
Proof. This is proved in the same way as Lemma 10.4. We only have to remark that the assertion in the last sentence of [21, Lemma 11.4 ] is relevant here.
An evaluation of non-archimedean integrals (for ramified η v ).
We shall calculate the integral J ηv v (b) at finitely many places v ∈ S(f). In what follows in this paragraph, we fix v ∈ S(f) and set f = f (η v ); thus f is a positive integer. For l ∈ Z, consider the following subsets of F 
Proof. By the variable change t = ̟ l v t ′ , we have
, and b+1 ∈ p f v follows. Since f > 0, we obtain |b| v = 1, which, combined with |̟
Hence, from (10.8), we have the inequality
v , which is impossible due to f > 0. From the considerations so far, we have the inequality |̟ If we set t 
Proof. This is proved in the same way as the previous lemma.
is mapped bijectively onto the set of t ′ such that
We shall show that (10.9) and (10.10) are equivalent to the following conditions: 
Combining this with (10.10), we obtain (10.11) . This settles the desired converse implication.
Consequently, we have
Lemma 10.9. Let η v be a character of F × v of order 2 and of conductor f > 0. Then, for
Proof. From [21, Lemmas 11.4 and 11.5],
. From Lemmas 10.6, 10.7 and 10.8, we have
Lemma 10.10. Let η be an idele class character of F × with conductor f such that η 2 = 1. There exists a constant C > 1 independent of η such that
Proof. This is obvious from the previous lemma. Indeed, C = 4 is sufficient.
Corollary 10.11. For any ǫ > 0, we have
with the implied constant independent of η and b ∈ F × − {−1}.
Proof. Given ǫ > 0, let P (ǫ) be the set of v ∈ Σ fin such that q v C 1/ǫ , where C > 1 is the constant in the previous lemma. Then, from the lemma,
. Taking the product of these inequalities, we have
10.
3. An evaluation of archimedean integrals. In this subsection, we evaluate the integral
explicitly, where η : R × → {±1} is a character, and Ψ (0) (l; −) is the holomorphic Shintani function of weight l ( 4).
Lemma 10.12. We have
Proof. From Lemma 3.2,
and x = bt −1 + t(b + 1). Thus,
Lemma 10.13. Define
Proof. By dividing the integral J η (l; b) to two parts according to t > 0 and t < 0, we obtain the assertions immediately.
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Lemma 10.14. Suppose b(b + 1) > 0. Then
where Q n (x) is the Legendre function of the 2nd kind.
is a meromorphic function on C with poles only at z = −i and
, both of which are in the lower half plane Im(z) < 0. For R > 0, let Q R denote the rectangle 0 Im(z) R, 0 Re(z) R. Regarding ∂Q R as a contour with counterclockwise orientation, by Cauchy's theorem, we have ∂Q R f (z) dz = 0. From this,
By the variable change t + 1 = u −1 , this becomes
By using the integral representation of 2 F 1 (a, b; c, z) in [10, p.54] here, we obtain
If we further apply the formula
([10, p.233]) with n = l/2−1 and x = 2b+1, then J + (l; b) = 2 Q l/2−1 (2b+1) as desired.
Lemma 10.15.
( (10.16) where P n (z) denotes the Legendre polynomial of degree n. ) on the domain C − S so that it is real for b > 0, then the formula (10.17) remains valid on C − S by analytic continuation. Let b ∈ R such that b(b + 1) < 0. Such b is contained in C − S. Hence, by taking the sum of (10.17) and its complex conjugate, we obtain the formula for J 1 (l; b). As for J sgn (l; b), we have
) }P l/2−1 (2b + 1) = 2πiP l/2−1 (2b + 1).
Explicit formula of the unipotent term
Let v ∈ S. The aim of this section is to evaluate the integrals 
We give an indication of the proof for (11.1) when η v (̟ v ) = −1; the remaining cases are similar. By a variable change,
where φ(z) =
. By evaluating the residues, we are done.
Subconvexity estimates in the weight aspect
In this section we prove Theorem 1.3 by using the relative trace formula (Theorem 9.1); we take a particular test function α π S ∈ A S depending on a fixed cuspidal representation π with varying S. To have a good control of the term J η hyp (n|α π S ) explicating the dependence on S, our formula of local orbital integrals (Lemma 10.3) is indispensable. In this section, θ ∈ [0, 1] denotes a real number such that the spectral radius of the Satake parameter
Since the Ramanujan conjecture for the holomorphic Hilbert cusp forms is known ([1]) , we can actually take θ = 0; however, we let θ unspecified until the very end to be able to keep track of the dependence on the Ramanujan exponent θ in various estimations.
In this section, we abuse the symbol p v to designate the global ideal p v ∩ o.
12.
1. An auxiliary estimate of semilocal terms. Let S be a finite set of finite places
where we simply write
Extending this linearly, we have a linear functional α S → J S (b; α S ) on the space A S . Given π ∈ Π cus (l, n), set
with A v (π) ∈ GL 2 (C) the Satake parameter of π v . Then, we define an element of A S depending on the automorphic representation π as follows:
where z v = q 
, where the implied constant is absolute.
v + 1) for any v ∈ S. By expanding the square, we have α 
Let us estimate the integral J v (b; Z 2 v ). By expanding the square,
By this expression and by the estimates in Lemma 10.3, we obtain 
Proof. Let c be an integral ideal such that N(c) = c. From Lemma 12.4, the number of such c is bounded by c ǫ ′ for any ǫ ′ > 0. If ca −1 is a principal ideal, say (ξ), then, using Lemma 12.5, we have
12.3. with the implied constant independent of (l, n, a). Setting N((b)a) = c, we rewrite the last summation in the following way. 12.4. An estimate of the hyperbolic term. Let η be a quadratic idele class character of F × with conductor f such that η v (−1) = −1 for all v ∈ Σ ∞ . Given an integral ideal n, for a large number K 2, let S = S n,η K = {v ∈ Σ fin − S(nf)| η v (̟ v ) = −1, K q v 2K }, and consider the test function α π S (s) depending on a cuspidal representation π ∈ Π cus (l, n). Lemma 12.7. There exists a constant C > 1 independent of n and η such that C −1 K(log K) −1 < #S < C K(log K) −1 for all K 2.
Proof. This follows from an analogue of Dirichlet's theorem on arithmetic progression for number fields.
For S = S n,η K and for a given π ∈ Π cus (l, n), let α π S (s) be the function defined in §12.1. Invoking the bound ♯S ≪ K obtained from Lemma 12.7 and applying Lemma 12.2, we estimate each term occurring above. Thus, after a power saving, we obtain |J 
We remark that L fin (1, η) ≪ ǫ N(f) ǫ ([3, Theorem 2] ). This completes the proof. 
which is greater than the summand corresponding to π by the non-negativity again. Let us examine the π-term closely. First, from the explicit formula, w η n (π) = 1 for f π = n. Let A v (π) = diag(z v , z 
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Separating the gamma factors from the L-functions, we have
where all the implied constants are only dependent on F . The remaining factors in the π-term are easily seen to be bounded from below by a constant independent of (l, n, π, η).
Combining the considerations so far, we obtain the estimate From Propositions 12.8 and 12.9, the right-hand side is estimated by
To complete the proof, we invoke the bound L with the implied constant independent of l, n, η and π ∈ Π * cus (l, n). Proof. We apply the estimate in Theorem 12.10 with taking K so that LK θ−1 ≍ L 1/2 K 3 , or equivalently K ≍ L 1/(8−2θ) . Then, we obtain the desired estimate.
If θ ∈ [0, 1), the estimate in Theorem 12.11 breaks the convex bound L fin (1/2, π) L fin (1/2, π⊗ η) ≪ ǫ {C(π) C(π ⊗ η)} 1/4+ǫ ≪ ( v∈Σ∞ l v ) 1+ǫ in the weight aspect with a fixed level n and a fixed character η. To have Theorem 1.3, we only have to invoke the Ramanujan bound θ = 0 ([1]) in Theorem 12.11.
