We consider a system of weak* closed sets of finite-dimensional distributions. We show that a corresponding system of random variables can be defined on a probability space with a probability measure determined up to some set of measures, provided that the sets of finitedimensional distributions are consistent.
Introduction
In this paper we provide necessary and sufficient conditions for consistency of weak* closed sets of finite-dimensional distributions. Specifically, suppose T and Y are nonempty sets, F is an algebra on Y . For each n ∈ N and finite sequence t 1 , . . . , t n ∈ T , let V t 1 ,...,tn be a weak* closed set of finitely additive probability measures on (Y n , F n ). Given that these sets of measures satisfy two consistency conditions, we show that there exist a collection of mappings X t : Ω → Y (t ∈ T ) on the measurable space (Ω, A) and a weak* closed set P of finitely additive probabilities on (Ω, A) such that the following condition is satisfied for all n ∈ N and t 1 , . . . , t n ∈ T . For any p ∈ P there is v ∈ V t 1 ,...,tn such that v (F ) = p ([X t 1 , . . . , X tn ] ∈ F ) for all F ∈ F n , and vice versa. Moreover, if each set V t 1 ,...,tn consists of σ-additive probabilities on R n , then we can restrict P to σ-additive measures.
This extends to the multiple probabilities setting the classical Kolmogorov consistency theorem, in which every set V t 1 ,...,tn and P are singletons. Sets of probability measures have been widely studied in applied mathematics. They were considered in order to study monotone capacities [8, 1] .
In mathematical statistics and in mathematical economics, they have been used to represent subjective prior beliefs when the information on which such beliefs are based is not good enough to represent them by a uniquely determined probability distribution (see, e.g., [6, 4, 7] ). They also have been used for studying the limit behavior of empirical averages while omitting the assumption of stochasticity [5] . Together with monotone capacities [3] , sets of probability measures increasingly attract attention of researchers in social sciences. Our result shows that if finite-dimensional distributions are not uniquely determined, we still can define random variables on a probability space (Ω, A, p). However, in this case the probability p is determined up to a set P . This is true provided that sets of possible finite-dimensional distributions are consistent. Consider the following example from mathematical statistics and decision theory. Suppose T is the set of alternatives in a decision problem and Y is the set of outcomes. Suppose the decision maker has ambiguous beliefs concerning the outcomes of each decision t ∈ T represented by a set V t of probability measures on (Y, F ) together with sets V t 1 ,...,tn of joint probability distributions. Then our result shows that to each decision t we can assign a function X t : Ω → Y and represent the decision maker's beliefs through a set P of probability measures on "states of nature" ω ∈ Ω. This shows the formal equivalence between the two types of representations of uncertainty in a decision model.
The consistency theorem
Suppose Y is a nonempty set, F is an algebra on Y , and P (Y, F ) is the set of all (finitely additive) probability measures on (Y, F ). A set V is called weak* closed if for any p 0 ∈ P (Y, F ) \ V there exist a collection f 1 , . . . , f n of bounded measurable mappings f i : Y → R and a real number ε > 0 such that for any p ∈ V Y f i (y) dp − Y f i (y) dp 0 ≥ ε for some i ∈ 1, n.
1 By P σ (Y, F ) denote the subset of all σ-additive probability measures in P (Y, F ) endowed with relative topology. Let T be a nonempty set. For each n ∈ N and finite sequence t 1 , . . . , t n ∈ T , let V t 1 ,...,tn be a nonempty weak* closed subset of P (Y n , F n ). Suppose the collection {V t 1 ,...,tn } of sets of finite-dimensional distributions satisfies the following consistency conditions.
1. Let π be a permutation of numbers 1, 2, . . . , n and denote by f π the oneto-one mapping from Y n on itself that takes each point (y 1 , . . . , y n ) to
2. For any v 1 ∈ V t 1 ,...,t n+m there exists v 2 ∈ V t 1 ,...,tn such that
and for any v 2 ∈ V t 1 ,...,tn there exists v 1 ∈ V t 1 ,...,t n+m such that (1) holds.
Suppose (S 0 , Σ 0 ) and (S 1 , Σ 1 ) are two measurable spaces and X : S 0 → S 1 is a measurable function. Then denote byX the map from P (S 0 , Σ 0 ) to P (S 1 , Σ 1 ) that takes each p to q such that
We can now state our main result.
Theorem 1. The collection {V t 1 ,...,tn } satisfies conditions 1 and 2 if and only if there exist a set Ω, a σ-algebra A on Ω, a weak* closed set P ⊂ P (Ω, A), and a collection of mappings X t : Ω → Y (t ∈ T ) such that for all n ∈ N and
Moreover, if each set V t 1 ,...,tn consists of σ-additive probability measures on (R n , B (R n )), then there exists a closed subset P σ of P σ (Ω, A) such that (2) holds with P substituted by P σ .
Proof of Theorem 1
Consider the set Ω of all mappings from T to Y . A set A is a cylinder set if
for some n ∈ N, t 1 , . . . , t n ∈ T and F ∈ F n . Let A be the smallest σ-algebra that contains all cylinder sets.
For arbitrary n ∈ N and t 1 , . . . , t n ∈ T by Φ t 1 ,...,tn : Ω → Y n denote the
..,tn be the set of all measures p in P (Ω, A) such thatΦ t 1 ,...,tn (p) ∈ V t 1 ,...,tn . We shall see that V −1 t 1 ,...,tn is nonempty. If Σ is an algebra on S, by B (S, Σ) denote the Banach space of all uniform limits of sequences of simple functions [2] . Lemma 1. Let Σ 0 ⊆ Σ 1 be two algebras in S. For any p 0 ∈ P (S, Σ 0 ) there exists an extension p 1 ∈ P (S, Σ 1 ).
Proof. Denote by ϕ 0 the linear functional on B (S, Σ 0 ) such that ϕ 0 (f ) = f dp 0 . Clearly, if f ≤ 1, then |ϕ 0 (f )| ≤ 1. Therefore we have
Let ϕ 1 be the norm preserving extension of ϕ 0 to B (S, Σ 1 ). We shall prove that ϕ 1 (f ) ≥ 0, when f ∈ B (S, Σ 1 ) and f ≥ 0. Without loss of generality it can be assumed that f = 1. Since 1 S − f ≤ 1 and ϕ 1 = 1, we obtain
This implies ϕ 1 (f ) ≥ 0.
Put p 1 (A) = ϕ 1 (1 A ) for all A ∈ Σ 1 . Obviously, p 1 is a probability measure and an extension of p 0 . Now fix v ∈ V t 1 ,...,tn and by p 0 denote the probability measure on the algebra Φ −1
By lemma 1, there exists an extension p 1 of p 0 to A. Clearly, p 1 ∈ V 
it follows that the neighborhood of p 0 defined by
and ε has an empty intersection with V is a centered system of closed sets in the compact space P (Ω, A), so that P = ∅. In lemma 4 we shall prove a stronger statement. First, we need two additional lemmas. π is a permutation of numbers 1, 2, . . . , n. Then V
Lemma 2. Suppose
and by v 1 denoteΦ t π(1) ,...,t π(n) (p 1 ). Let v 2 ∈ V t 1 ,...,tn corresponds to v 1 in the sense of condition 1. There exists
for any F ∈ F n . Since the two events in the left and the right sides of the equation coincide, we get
The set V −1 t 1 ,...,tn contains all measures p ∈ P (Ω, A) such that p = p 2 on this subalgebra. Thus we have p 1 ∈ V −1 t 1 ,...,tn and V
..,tn . By inverting π, the converse follows immediately.
For two finite sequences α and β of elements of T the notation α ≥ β means the following. By changing the order of elements the first n terms of α can be set pointwise equal to the n terms of β, where n is the length of β.
Proof. Let n and n + m be the lengths of β and α respectively. From the previous lemma it follows that with no loss of generality we can assume that the first n terms of α and β coincide. Fix p 1 ∈ V −1 α and choose v 1 ∈ V α such that v 1 =Φ α (p 1 ). Let v 2 ∈ V β corresponds to v 1 in the sense of condition 2 and p 2 ∈ V −1 β be such thatΦ β (p 2 ) = q 2 . Then
for any F ∈ F n . Thus we have
By construction,Φ t 1 ,...,tn (P ) ⊆ V t 1 ,...,tn . Let us check the converse inclusion. Then condition 2 implies that there exists v 1 ∈ V γ such that
where m i is the length of β (i) and n is the length of α. Further, for 
Hence p 1 ∈ A, so that the set v −1 ∩ A is not empty. Since β (1) , . . . , β (k) are arbitrary, this implies that
..,tn is a centered system of closed sets. Therefore it has nonempty intersection, which coincides with v −1 ∩ P .
Let p * be any element of v −1 ∩ P .
Now for all t ∈ T and ω ∈ Ω put X t (ω) = ω(t), so that Φ t 1 ,...,tn (ω) = [X t 1 , . . . , X tn ] (ω).
The equalityΦ t 1 ,...,tn (P ) = V t 1 ,...,tn shows that Ω, A, P , and X t satisfy the desired property.
Clearly, the consistency conditions are necessary for such representation.
For the second part of the theorem, fix p ∈ P and to each n ∈ N and t 1 , . . . , t n ∈ T assign the finite-dimensional distributionΦ t 1 ,...,tn (p). By assumption, this distribution is σ-additive. Obviously, this collection satisfies the conditions of the classical Kolmogorov consistency theorem. Hence there exists a σ-additive probability measure p ′ on (Ω, A) such that Φ t 1 ,...,tn (p ′ ) =Φ t 1 ,...,tn (p) for all n ∈ N and t 1 , . . . , t n ∈ T . By the definition of P , we have p ′ ∈ P .
Clearly, P σ = P ∩ P σ (Ω, A) satisfies equation (2). This completes the proof.
