On the spectral characterizations of ∞-graphs  by Wang, JianFeng et al.
Discrete Mathematics 310 (2010) 1845–1855
Contents lists available at ScienceDirect
Discrete Mathematics
journal homepage: www.elsevier.com/locate/disc
On the spectral characterizations of∞-graphsI
JianFeng Wang a,b,∗, QingXiang Huang b, Francesco Belardo c, Enzo M. Li Marzi c
a Department of Mathematics, Qinghai Normal University, Xining, Qinghai 810008, PR China
b College of Mathematics and System Science, Xinjiang University, Urumqi 830046, PR China
c Department of Mathematics, University of Messina, 98166 Sant’Agata, Messina, Italy
a r t i c l e i n f o
Article history:
Received 10 June 2009
Received in revised form 9 December 2009
Accepted 25 January 2010
Available online 27 March 2010
Keywords:
Laplacian matrix
Signless Laplacian matrix
Cospectral graphs
Spectral characterization
Degree sequence
a b s t r a c t
A∞-graph is a graph consisting of two cycles with just a vertex in common. We first look
for some invariants for cospectral graphs, then we introduce a new method to determine
the degree sequence of cospectral mates of a graph. In this paper, we prove that all∞-
graphs without triangles are determined by their Laplacian spectra and that all∞-graphs,
with one exception, are determined by their signless Laplacian spectra. For the exception
we determine all graphs that are cospectral (w.r.t. signless Laplacian spectrum) to it.
© 2010 Elsevier B.V. All rights reserved.
1. Introduction
All graphs considered here are undirected and simple (i.e., loops and multiple edges are not allowed). Let G =
G(V (G), E(G)) be a graph with a vertex set V (G) = {v1, v2, . . . , vn} and an edge set E(G), where |V (G)| = n(G) = n
and |E(G)| = m(G) = m. For a graph G, let M = M(G) be a corresponding graph matrix defined in a prescribed way. The
M-polynomial of G is defined as det(λI −M), where I is the identity matrix. TheM-spectrum, denoted by SpecM(G), of G is a
multiset consisting of the eigenvalues of its graphmatrixM . It is well-known that there are several graphmatrices including
adjacency matrix A(G), Laplacian matrix L(G), signless Lapalcian matrix Q (G) and so on.
We now introduce some notations. Graphs with the same spectrum of a graphmatrixM are calledM-cospectral graphs or
M-isospectral graphs. A graph G is said to be determined by its M-spectrum (or G is a DMS-graph for short) if there is no other
non-isomorphic graph with the same spectrum, that is, SpecM(H) = SpecM(G) implies H ∼= G for any graph H . The term
‘‘(unordered) pair of M-isospectral non-isomorphic graphs’’ will be denoted by M-PING. The background of this problem
‘‘which graphs are determined by their spectrum?’’ originates from Chemistry (in 1956, Günthadr and Primas [12] raised
this question in the context of Hückel’s theory). It is an old problem but yet far from resolved. For additional remarks on
this topic we refer the readers to see the excellent surveys [9,10]. Let [G]M be the cospectral class consisting of graphs M-
cospectral to a given graph G; if H ∈ [G]M and H 6∼= G, then H is said to be a M-cospectral mate of G. Then the M-Spectral
Characterization Problem (M-SCP) of some graph Gwas posed as follows [20] (a slightly but non-essentially different from
the original one):
M-SCP1: Is G a DMS-graph?
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Fig. 1. ∞-graph and Lissajous curve (a = 1, b = 2).
M-SCP2: If G is not a DMS-graph, can we determine [G]M?
Recently, Cvetković et al. [6–8] intended to build a spectral theory for the signless Laplacian spectra (which is also called
Q -theory) of graphs. They also pointed out that the connection between Q -spectrum of a graph and A-spectrum of its
subdivision remained to be exploited [4], however in the meantime more interesting progress has been made in [6,7]. In
this sense, we will do some interesting observations about such connections and research for Q-SCP1 of a graph. See [4–7]
for some basic facts about the Q -spectrum and [21] for some results on the A-SCP1 of a graph.
Some basic notations are introduced here. Let G be a graph. Recall that the Laplacian matrix L(G) = D(G)− A(G) and, in
contrast, the signless Laplacian matrix Q (G) = D(G) + A(G), where D(G) = diag(d1, d2, . . . , dn) with di = d(vi) = dG(vi)
being the degree of vertex vi of G (1 ≤ i ≤ n) and d1 ≥ d2 ≥ · · · ≥ dn. The A-polynomial, Q -polynomial and L-
polynomial are, respectively, denoted by φ(G, λ) = φ(G), ϕ(G, λ) = ϕ(G) and ψ(G, λ) = ψ(G) (we omit the variable
if clear from the context). The A-spectrum of a graph G is denoted by SpecA(G) = {λ1(G), λ2(G), . . . , λn(G)}, where
λ1(G) ≥ λ2(G) ≥ · · · ≥ λn(G). A connected graph G is said to be unicyclic if m(G) = n(G) and bicyclic if m(G) = n(G) + 1.
Let Pn and Cn be the path and the cycle of order n, respectively. A∞-graph, denoted by Gr,s, is the graph consisting of cycles
Cr and Cs with just a vertex in common. G ∪ H stands for the disjoint union of graphs G and H . Let g(G), ω(G), τ(G), nG(H)
and deg(G) = (d1, d2, . . . , dn) be, respectively, the girth, the number of components, the number of spanning trees, the
number of subgraphs (not necessarily induced) isomorphic to H and the degree sequence of G. The subdivision S(G) of G is
the graph obtained from G by inserting a new vertex (of degree 2) into any edge.
It is interesting to observe that the∞-graph has the same curved shape as the second figure (cf. Fig. 1). In fact, it is the
graph of the system of the following parametric equations with a = 1, b = 2
x = A sin(at + δ), y = sin(bt)
which is named a Lissajous curve (or Bowditch curve) [24]. For all other notations or definitions, not given here, the readers
are referred to [3].
The paper is organized as follows. In Section 2we find some invariantswhich are determined by the spectrum. In Section 3
we exploit the connection between the Q -spectrum of a graph and the A-spectrum of its subdivision graph. In Section 4 we
introduce a new method for determining the degree sequence of cospectral mates of a graph. In Section 5 we show that all
∞-graph without triangles as subgraphs are DLS-graph. In Section 6 we show that any∞-graph is a DQS-graph with only
the exception of Gr,r+1, r ≥ 3, (cf. Section 6.1).
2. The invariants for cospectral graphs
Let G and H be two graphs. A property is called anM-cospectral invariant if SpecM(G) = SpecM(H) implies that G and H
share that property. To discover DMS-graphs it is necessary to knowmany moreM-cospectral invariants. In this section we
will make efforts in this aspect. van Dam and Haemers [9] gave the following two lemmas on some invariants for cospectral
graphs:
Lemma 2.1. For n× n matrices A and B, the following are equivalent:
(i) A and B are cospectral;
(ii) A and B have the same characteristic polynomial;
(iii) tr(Ai) = tr(Bi) for i = 1, 2, . . . , n.
Lemma 2.2. Let G and H be two cospectral graphs w.r.t. A or L or Q matrix. Then
(i) n(G) = n(H) and m(G) = m(H).
(ii) G is k-regular if and only if H is k-regular.
(iii) G is k-regular with girth g if and only if H is k-regular with girth g.
If SpecA(G) = SpecA(H), then
(iv) G is bipartite if and only if H is bipartite.
(v) G and H have the same number of closed walks of any fixed length.
If SpecL(G) = SpecL(H), then
(vi) ω(G) = ω(H) and τ(G) = τ(H).
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From now on, the L-polynomial and Q -polynomial of a graph G are respectively written as:
ψ(G, λ) = det(λI − L(G)) =
n∑
i=0
qi(G)λn−i and ϕ(G, λ) = det(λI − Q (G)) =
n∑
i=0
pi(G)λn−i.
Oliveira et al. [16] determined the first four coefficients of ψ(G) in the following lemma:
Lemma 2.3. Let G be a graph with order n, size m and deg(G) = (d1, d2, . . . , dn). Then
(i) q0(G) = 1, q1(G) = −2m, q2(G) = 2m2 −m− 12
∑n
i=1 d
2
i .
(ii) q3(G) = 13
(
−4m3 + 6m2 + 3m∑ni=1 d2i −∑ni=1 d3i − 3∑ni=1 d2i + 6nG(C3)).
Since cospectral graphs share the same characteristic polynomial, then the corresponding coefficients are also the same.
Thus, the lemma below follows from the above lemma:
Lemma 2.4. Let G and H be two L-cospectral graphs of order n. Then
n∑
i=1
dG(vi)2 =
n∑
i=1
dH(vi)2 and 6nG(C3)−
n∑
i=1
dG(vi)3 = 6nH(C3)−
n∑
i=1
dH(vi)3.
Now we provide some additional invariants for Q -cospectral graphs. Cvetković et al. [5] defined the semi-edge walks
of a graph G in the following way: a semi-edge walk (of length k) in an (undirected) graph G is an alternating sequence
v1, e1, v2, e2, . . . , vk, ek, vk+1 of vertices v1, v2, . . . , vk+1 and edges e1, e2, . . . , ek such that for any i = 1, 2, . . . , k the
vertices vi and vi+1 are end-vertices (not necessarily distinct) of the edge ei. They also defined the kth spectral moment
Tk(G) = ∑ni=1 ηki (k = 0, 1, 2, . . .) for SpecQ (G) = {η1, η2, . . . , ηn}. Clearly, Tk(G) = tr(Q k). They proved the following
results:
Lemma 2.5. Let G be a graph with order n, size m and deg(G) = (d1, d2, . . . , dn). Then
(i) The kth spectral moment Tk is equal to the number of closed semi-edge walks of length k.
(ii) T0 = n, T1 =∑ni=1 di = 2m, T2 = 2m+∑ni=1 d2i , T3 = 6nG(C3)+ 3∑ni=1 d2i +∑ni=1 d3i .
Besides the above lemma, they also showed that themultiplicity of the eigenvalue 0 in theQ -spectrumequals the number
of bipartite components [5]. By synthesizing the latter observation, Lemmas 2.1(iii), 2.2 and 2.5, we state the following
lemma:
Lemma 2.6. Let G and H be two graphs such that SpecQ (G) = SpecQ (H). Then
(i) G and H have the same number of bipartite components.
(ii) G and H have the same kth spectral moment, i.e., Tk(G) = Tk(H) for k = 0, 1, 2, . . . .
(iii) G and H have the same sum of squares of the vertex degrees,
∑n
i=1 dG(vi)2 =
∑n
i=1 dH(vi)2.
(iv) 6nG(C3)+∑ni=1 dG(vi)3 = 6nH(C3)+∑ni=1 dH(vi)3.
Remark 2.1. By Lemmas 2.4 and 2.6(iii) we get that two graphs have the same sum of squares of vertex degrees if they are
L-cospectral or Q -cospectral.
3. Relation between A-cospectral and Q -cospectral graphs
Cvetković et al. [6] obtained that theQ -polynomial of a graph can be exactly expressed by theA-polynomials of its line and
subdivision graphs, which allows them to show that if two graphs are Q -cospectral then their line graphs are A-cospectral,
but the converse need not be true.
We observe that if H = S(G), then there is no G′ 6∼= G such that H = S(G′). In fact, H is bipartite and one partition class
consists of m(H)2 vertices of degree 2, coming from the subdivision of them(G) = m(H)2 edges in G. Then G is obtained from H
by removing the vertices of the latter partition class and by putting an edge between the two neighbor vertices of a deleted
vertex. Note that H does not contain C4 as its subgraph.
The following lemma can be found in many references, see [4,19] for example.
Lemma 3.1. Let G be a graph of order n and size m, and S(G) be the subdivision graph of G. Then
φ(S(G), λ) = λm−nϕ(G, λ2).
In the following theorem we give a recapitulation of what is done in [6,7] in several situations.
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Theorem 3.1. Let G be a graph of order n and size m, and S(G) the subdivision graph of G.
(i) Graphs G and H are Q -cospectral if and only if S(G) and S(H) are A-cospectral;
(ii) Let G be a graph and S(G) a DAS-graph. Then G is a DQS-graph;
(iii) Let G be a DQS-graph. If any graph A-cospectral to S(G) is a subdivision of some graph, then S(G) is a DAS-graph.
Proof. (i) Since G and H are Q -cospectral, then ϕ(G, λ) = ϕ(H, λ), and G and H have the same order and size which implies
thatm(G)− n(G) = m(H)− n(H). Thus,
λm(G)−n(G)ϕ(G, λ2) = λm(H)−n(H)ϕ(H, λ2),
which shows by Lemma 3.1 that φ(S(G), λ) = φ(S(H), λ). This ends the necessity.
Conversely, since S(G) and S(H) are A-cospectral, then
φ(S(G), λ) = φ(S(H), λ), n(S(G)) = n(S(H)), m(S(G)) = m(S(H)).
Note that
m(S(G)) = 2m(G), m(S(H)) = 2m(H), n(S(G)) = m(G)+ n(G), n(S(H)) = m(H)+ n(H).
From the above equalities, we obtain thatm(G) = m(H) and n(G) = n(H), and so(√
λ
)n(G)−m(G)
φ
(
S(G),
√
λ
)
=
(√
λ
)n(H)−m(H)
φ
(
S(H),
√
λ
)
,
which shows from Lemma 3.1 that ϕ(G, λ) = ϕ(H, λ).
(ii) Set ϕ(H, λ) = ϕ(G, λ). Then by (i) we get φ(S(H), λ) = φ(S(G), λ). Since S(G) is a DAS-graph, then S(H) ∼= S(G)
which shows that H ∼= G.
(iii) Without loss of generality, letH andH ′ be two graphs such thatH = S(H ′) and φ(H, λ) = φ(S(H ′), λ) = φ(S(G), λ),
which implies from (i) that ϕ(H ′, λ) = ϕ(G, λ). Since G is a DQS-graph, thenH ′ ∼= G, and soH = S(H ′) ∼= S(G)which shows
that S(G) is a DAS-graph. 
Theorem 3.1 pushes us to naturally raise the following problem and definition: A graph H is called a subdivision graph if
there exists some graph G such that H = S(G).
Problem 3.1. If G is a DQS-graph, is S(G) a DAS-graph?
Based on the statement in the second paragraph, the following conclusion is asserted:
Theorem 3.2. A graph H is a subdivision graph if and only if the following items hold:
(i) H is bipartite;
(ii) One of the partition classes consists of exactly m(H)/2 vertices of degree 2;
(iii) H does not contain C4 as its subgraph.
Remark 3.1. Theorem 3.1 can be very useful in many situations, in particular when the structure of graph G and its
subdivision S(G) is the same. For instance, we can show that all lollipops (cycles with a hanging path, see Section 6.1 for
further details) are DQS. Indeed, it was proved that the lollipops are DAS (see [2,13]) and since the subdivision of a lollipop
is still a lollipop, by Theorem 3.1(ii) we get that all lollipops are DQS. However in [23], the authors proved the latter result
directly.
4. Degree sequences of graphs {L,Q }-cospectral to∞-graphs
In this section, letM ∈ {L,Q }. Wewill make investigations on the degree sequence ofM-cospectral graphs.Wewill show
that the degree sequences of graphsM-cospectral to a∞-graph can be determined.
Lemma 4.1. Let G be a graph with order n, size m and deg(G) = (d1, d2, . . . , dn). If a graph H with deg(H) = (d1 + t1, d2 +
t2, . . . , dn + tn) satisfies SpecM(H) = SpecM(G), then ti (i = 1, 2, . . . , n) is an integer such that
n∑
i=1
ti = 0 and
n∑
i=1
(t2i + 2diti) = 0.
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Proof. That each ti (i = 1, 2, . . . , n) is an integer follows from the fact that the vertex degrees are integers. Since SpecM(H) =
SpecM(G), then n(H) = n(G) = n and m(H) = m(G) = m. By the well-known fact that the sum of the degrees is equal to
twice the number of edges, we get
n∑
i=1
di = 2m =
n∑
i=1
(di + ti) =
n∑
i=1
di +
n∑
i=1
ti,
which leads to
∑n
i=1 ti = 0. From Remark 2.1 it follows that
n∑
i=1
d2i =
n∑
i=1
(di + ti)2 =
n∑
i=1
d2i +
n∑
i=1
(t2i + 2diti),
that means
∑n
i=1(t
2
i + 2diti) = 0. 
The following theorem follows from the above result.
Theorem 4.1. Let H be a graph M-cospectral to some∞-graph Gr,s of order n. Then deg(H) is precisely in the set {(4, 2n−1),
(33, 2n−4, 1)}, where the exponent denotes the number of vertices in the graph having such a degree.
Proof. Note that deg(Gr,s) = (4, 2n−1) and set deg(H) = (4 + t1, 2 + t2, . . . , 2 + tn). By Lemma 4.1 we have that
ti(i = 1, 2, . . . , n) is an integer such that
n∑
i=1
ti = 0 and
n∑
i=1
t2i + 8t1 + 4
n∑
i=2
ti = 0.
Thus, the first equality leads to t1 = −∑ni=2 ti. Substituting it into the second one we get
t21 + 4t1 + a = 0, where a =
n∑
i=2
t2i ≥ 0.
Solving the above quadratic equation we obtain t1 = −2±
√
4− a. Recall that t1 is an integer. Hence 0 ≤ a ≤ 4 and 4− a
is a square number, which implies that a = 0, 3, 4.
If a = 0 =∑ni=2 t2i , then t2 = t3 = · · · = tn = 0. Since t1 = −∑ni=2 ti we get t1 = 0. Hence, deg(H) = (4, 2n−1).
If a = 3, then t1 = −1 or −3. Assume that t1 = −1, since a = ∑ni=2 t2i = 3 and −t1 = ∑ni=2 ti = 1, we obtain that
just one among t2, t3, . . . , tn is −1, while two of them are 1 and the remaining ones are 0. Without loss of generality, set
t2 = t3 = 1, t4 = · · · = tn−1 = 0 and tn = −1. So, deg(H) = (33, 2n−4, 1).
If t1 = −3, we similarly get the same result, so we omit the proof.
To conclude take a = 4, then t1 = −2. Since a =∑ni=2 t2i = 4 and−t1 =∑ni=2 ti = 2 we get, without loss of generality,
that t2 = 2 and t3 = · · · = tn = 0 or t2 = t3 = t4 = 1, t5 = · · · = tn−1 = 0 and tn = −1. So, deg(H) = (4, 2n−1) or
(33, 2n−4, 1). 
5. L-spectral characterization of triangle-free∞-graphs
Lemma 5.1. Let Gr,s be a∞-graph of order n. If Gr,s is triangle-free and H is L-cospectral to Gr,s, then deg(H) = (4, 2n−1).
Proof. By Theorem 4.1 we have deg(H) ∈ {(4, 2n−1), (33, 2n−4, 1)}. Assume that deg(H) = (33, 2n−4, 1). Since Gr,s is
triangle-free, from Lemma 2.4 it follows that
−8n− 56 = −
n∑
i=1
dGr,s(vi)
3 =
n∑
i=1
dH(vi)3 = 6nH(C3)− (8n+ 50)
leading to nH(C3) = −1, a contradiction. Thus deg(H) = (4, 2n−1). 
Theorem 5.1. Any triangle-free∞-graph is determined by the L-spectrum.
Proof. Let H be any graph L-cospectral to Gr,s. Then n(H) = n(Gr,s) = r + s − 1. By Lemma 2.2(vi) we get that ω(H) = 1,
i.e., H is a connected graph. From Lemma 5.1 it follows that deg(H) = (4, 2n−1). Therefore, H must be a∞-graph denoted
by Gr1,s1 . By Lemma 2.2(vi) again we obtain that rs = τ(Gr,s) = τ(Gr1,s1) = r1s1 which, together with r + s = r1 + s1, leads
to r = r1 and s = s1 or r = s1 and s = r1. Hence H ∼= Gr,s. 
We note that the above result has also been proved in [14] where the author partially considered the case r = 3 and gave
one L-PING.
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Fig. 2. Graphs Hi (1 ≤ i ≤ 8).
6. Q -spectral characterization of∞-graphs
In this section, we show that any ∞-graph (with just one exception) is a DQS-graph through two subsections. In
Section 6.1 we show that ∞-graphs and graphs with degree sequence (33, 2n−4, 1) are not Q -cospectral, with only the
exception of Gr,r+1. In Section 6.2 we prove that a∞-graph and a graph with degree sequence (4, 2n−1) are isomorphic if
and only if they are Q -cospectral, and we obtain our main result (cf. Theorem 6.3).
Some graphs used in this section are depicted in Fig. 2.
Remark 6.1. All the graphs Hi (1 ≤ i ≤ 8) are bicyclic graphs with order n and deg(Hi) = (33, 2n−4, 1), the first five
contain just one triangle. The girth of the cycles except the triangle in each Hi is at least 4. SetH1 = {Hi | 1 ≤ i ≤ 5} and
H2 = {Hi | 6 ≤ i ≤ 8}.
The following three lemmas will play a crucial role in the sequel. The first lemma is the Q -variant of the well-known
result of Hoffmann and Smith for the A-spectrum (see [15] for the original result and, for example, [19] for its Q -variant).
The second lemma is about the well-known Schwenk’s formulas for the A-spectrum (see [18]). The third lemma shows how
to compute the coefficients pj of the Q -polynomial of a graph (see [5]).
Hoffman and Smith in [15] defined an internal path of G as a walk v0v1, v1v2, . . . , vk−1vk, k ≥ 1, such that the vertices
v1, . . . , vk are distinct (v0 and vk do not need to be distinct), d(v0) > 2, d(vk) > 2 and d(vi) = 2 whenever 0 < i < k. Let
ρ(G) = η1 be the largest root of the Q -polynomial.
Lemma 6.1. Let uv be an edge of the connected graph G and let Guv be obtained from G by subdividing the edge uv of G.
(i) If G = Cn, then ρ(Guv) = ρ(G) = 4.
(ii) If uv is not in an internal path of G 6= Cn, then ρ(Guv) > ρ(G).
(iii) If uv belongs to an internal path of G 6= Cn, then ρ(Guv) < ρ(G).
Lemma 6.2. Let v (e = uw) be a vertex (resp. edge) of G and C (v) (resp. C (e)) the set of all cycles containing v (resp. e). Then
φ(G) = λφ(G− v)−
∑
w∼v
φ(G− v − w)− 2
∑
C∈C (v)
φ(G− V (C))
φ(G) = φ(G− e)− φ(G− u− w)− 2
∑
C∈C (e)
φ(G− V (C)).
We assume that φ(G) = 1 if G is the null graph (i.e. with zero vertices).
In order to state the following lemma we need to add some further notations. A spanning subgraph of G whose com-
ponents are trees or odd-unicyclic graphs is called a TU-subgraph of G. Suppose that a TU-subgraph H of G contain c
unicyclic graphs and trees T1, T2, . . . , Ts. Then the weight W (H) of H is defined by W (H) = 4c∏si=1(1 + |E(Ti)|). Note
that isolated vertices in H do not contribute to W (H) and may be ignored. We shall express the coefficients of ϕ(G, x) =
p0xn + p1xn−1 + p2xn−2 + · · · + pn in terms of the weights of TU-subgraphs of G.
Lemma 6.3. We have p0 = 1 and
pj =
∑
Hj
(−1)jW (Hj) j = 1, 2, . . . , n, (1)
where the summation runs over all TU-subgraphs Hj of G with j edges.
To conclude this introduction we also recall the eigenvalue equation for the Q -polynomial. Since Q (G) is a non-negative
matrix, then the eigenvector associated with ρ = ρ(G) can be taken to be non-negative. In addition, if G is connected (i.e. if
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Q (G) is irreducible), then ρ(G) is of multiplicity one and its corresponding eigenvector can be taken to be positive. Such an
eigenvector is called the Q-Perron (eigen) vector of G, which is denoted by x = (x1, x2, . . . , xn)T (not necessarily a unit one).
Hence, we arrive at
(ρ − di)xi =
∑
j∼i
xj (i = 1, 2, . . . , n), (2)
where the summation is over all neighbors j of the vertex i. As amatter of fact, (2) is an eigenvalue equation for the i-th vertex
(associated to ρ).
6.1. ∞-graphs and graphs with degree sequence (33, 2n−4, 1)
In this subsection, we investigate the properties of graphs with degree sequence (33, 2n−4, 1), and we show that∞-
graphs and graphs with degree sequence (33, 2n−4, 1) are not Q -cospectral (with just one exception).
Lemma 6.4. Let Gr,s be a∞-graph of order n. Then λ2(S(Gr,s)) < 2.
Proof. Let u be the vertex of degree 4 in Gr,s. By interlacing theorem for the A-spectrum, we get that
λ2(S(Gr,s)) ≤ λ1(S(Gr,s)− u) = λ1(P2r−1 ∪ P2s−1) < 2,
since the largest eigenvalue for the A-spectrum of a path is less than 2. 
Lemma 6.5. Let Gr,s be a∞-graph of order n. If a graph H with deg(H) = (33, 2n−4, 1) satisfies ϕ(H) = ϕ(Gr,s), then H does
not contain trees or unicyclic graphs as its components.
Proof. Since each tree has at least two vertices of degree 1 except the tree P1, thenH does not contain trees as its components
if deg(H) = (33, 2n−4, 1).
Since ϕ(H) = ϕ(Gr,s), by Theorem 3.1(i) we obtain φ(S(H)) = φ(S(Gr,s)) implying that λ2(S(H)) = λ2(S(Gr,s)) < 2 by
Lemma 6.4. We assume, for a contradiction, that H contains a unicyclic graph U . Without loss of generality, set H = H ′ ∪ U
and so S(H) = S(H ′)∪ S(U). As H ′ is bicyclic, so is S(H ′). Note that both S(H ′) and S(U) contain some cycle as its subgraph.
Therefore, λ1(S(H ′)) ≥ 2 and λ1(S(U)) ≥ 2 and thus
λ2(S(H)) ≥ min{λ1(S(H ′)), λ1(S(U))} ≥ 2,
which contradicts Lemma 6.4. 
Lemma 6.6. Under the conditions of Lemma 6.5, H is a bicyclic graph.
Proof. From ϕ(H) = ϕ(Gr,s), m(H) = n(H) + 1. Since H does not contain trees as its components (see Lemma 6.5), then
H does not contain components H ′ such that m(H ′) ≥ n(H ′) + 2, and so H contains only one bicyclic component and the
others (if they exist) must be unicyclic graphs. By Lemma 6.5 such unicyclic graphs do not exist. So, the lemma holds. 
Lemma 6.7. Let Hi (1 ≤ i ≤ 8) be the graphs in Fig. 2. Under the conditions of Lemma 6.5,
(i) if Gr,s is triangle-free, then H is one of the graphsH1 = {Hi | 1 ≤ i ≤ 5}.
(ii) if Gr,s contains one triangle, then H is one of the graphsH2 = {Hi | 6 ≤ i ≤ 8}.
(iii) if Gr,s contains two triangles, then Gr,s is a DQS-graph.
Proof. (i) Since Gr,s is triangle-free, we get by Lemma 2.6(iv) that 8n+ 56 =∑ni=1 dGr,s(vi)3 = 6nH(C3)+∑ni=1 dH(vi)3 =
6nH(C3) + 8n + 50 showing that nH(C3) = 1, i.e., H contains exactly one triangle. Since H is a (connected) bicyclic graph
(see Lemma 6.6), besides this triangle H contains another cycle of order greater than three. Thus, H ∈ H1.
(ii) Similarly, we get that 8n+62 = 6nGr,s(C3)+
∑n
i=1 dGr,s(vi)3 = 6nH(C3)+
∑n
i=1 dH(vi)3 = 6nH(C3)+8n+50 showing
that nH(C3) = 2 which together Lemma 6.6 implies that H is a (connected) bicyclic graph containing two triangles, which
forces that H ∈ H2.
(iii) If Gr,s contains two triangles, then Gr,s = G3,3. By Appendix in [5] we know that G3,3 is a DQS-graph. 
In order to prove that the graph Gr,s cannot be Q -cospectral to some graph H such that deg(H) = (33, 2n−4, 1), we just
need to prove that the graphs of type Hi’s from Fig. 2 cannot be Q -cospectral to Gr,s (note, there is one exception for Gr,r+1,
cf. Lemma 6.12). We will exclude some of them by looking to some bounds for the largest root ρ of the Q -polynomial. The
limit points for ρ will be very useful in this sense.
Lemma 6.8. Let ρ(G) be the largest eigenvalue for the signless Laplacian of G. Then the following bounds hold:
(i) ρ(Gr,s) > 163 > 5.33;
(ii) ρ(H1), ρ(H6) < 5.1026;
(iii) ρ(H2), ρ(H3), ρ(H7) < 5.2028;
(iv) ρ(H4) < 5.2848.
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Proof. To compute the above bounds we proceed in the following way. To get the lower bound for Gr,s we add infinitely
many vertices in the two cycles (i.e. r, s→∞), by Lemma 6.1 the resulting graph will have a smaller largest eigenvalue. For
the graphs Hi’s we will delete all possible vertices of degree 2 in any internal path and we join their neighbors by an edge,
while the (unique) non internal path is extended up to infinity. By Lemma 6.1 the resulting graph will have a greater largest
eigenvalue. The computations are not completely reported here, but they can be easily reproduced.
Bounds (i) and (ii) can be obtained from the eigenvalue equations (2) for the largest eigenvalue. In fact, consider Gr,s,
let c be the vertex of degree 4 and u a vertex adjacent to c , and let x = (x1, x2 . . . , xn)T be a Q -Perron vector associated to
ρ = ρ(Gr,s). Without loss of generality we can assume that r = s → ∞, that (ρ − 4)xc = 4xu and xu = 2xc
ρ−2+
√
ρ2−4ρ
(the latter comes from solving the difference equations (ρ − 2)xi = xi−1 + xi+1 and xc as the boundary condition). So
ρ(Gr,s) is greater than the largest root of 3ρ2 − 16ρ = 0, that means ρ(Gr,s) > 163 . Similarly, for Bound (ii) take H ′6 where
the vertices of degree 3 on the cycles are adjacent to the remaining vertex of degree 3, and attached to the latter vertex
there is a path of infinity length. By combining the eigenvalue equations related to ρ = ρ(H ′6) we get that ρ(H ′6) is less
than the largest root of ρ5 − 14ρ4 + 72ρ3 − 166ρ2 + 167ρ − 64 = 0, that means ρ(H1), ρ(H6) ≤ ρ(H ′6) < 5.1026.
To compute Bounds (iii) and (iv) we can still use the eigenvalue equations or we can make use of Theorem 4.2 in [19].
From the latter, we get that the graphs from (iii) have their largest eigenvalue less than the largest root of the equation
ρ11−26ρ10+295ρ9−1928ρ8+8071ρ7−22754ρ6+44152ρ5−59064ρ4+53474ρ3−31260ρ2+10639ρ−1600 = 0.
Similarly, for Bound (iv) (recall that H4 has a cycle of length ≥ 4) the largest eigenvalue is less than the largest root of the
equation ρ9 − 22ρ8 + 203ρ7 − 1024ρ6 + 3088ρ5 − 5730ρ4 + 6510ρ3 − 4378ρ2 − 1607ρ − 256 = 0. This completes the
proof. 
From the above lemma we immediately get:
Lemma 6.9. The graphs Gr,s and the graphs of type Hi (i = 1, 2, 3, 4, 6, 7) are not Q -cospectral.
In order to get the main result of this subsection we still need to compare Gr,s to graphs of type H5 and H8. We will show
that Gr,s is cospectral to some H5 or H8 if and only if s = r + 1. In order to do this we first compute the last coefficient of
their Q -polynomials, so that we discard some cases. Then, by following the ideas of [11], we will force the A-polynomials
of their subdivision graphs to have the same value computed in 2 and finally we compare the A-polynomials by using the
technique given in [17]. The following two lemmas will play a crucial role in proving our main result.
Let Ta,b,c and Lg,p be, respectively, the T -shape tree (there is a vertex v of maximum degree 3 such that Ta,b,c − v =
Pa ∪ Pb ∪ Pc), and the lollipop graph which consists of a cycle of girth g with a hanging path of length p, i.e. it is obtained by
identifying an end vertex of the path Pp+1 with one of the vertices of the cycle Cg . The following results can also be found
in [2].
Lemma 6.10. The following equalities hold:
• φ(Pn, 2) = n+ 1;
• φ(Ta,b,c, 2) = a+ b+ c + 2− abc;
• φ(Lg,p, 2) = −gp.
In what follows we will need to compare some A-polynomials directly. Recall that φ(G, λ) = φ(G). To make such
comparisons we will follow the idea of Ramezani et al. (see [17]), which consists of expressing the A-polynomials of graphs
through the A-polynomials of paths. From φ(Pn) = λφ(Pn−1) − φ(Pn−2), we get, by solving the latter recurrence equation
(see again [17]), that for n ≥ −2,
φ(Pn) = x
2n+2 − 1
xn+2 − xn ,
where x satisfies x2 − λx+ 1 = 0. So we can express any A-polynomial of graphs decomposed in a sum of A-polynomials of
paths in terms of x. In particular, by using the formulas given in Lemma 6.2, we have:
• φ(Cn) = φ(Pn)− φ(Pn−2)− 2 = xn + x−n − 2;
• φ(Ta,b,c) = φ(Pa)φ(Pb+c+1) − φ(Pa−1)φ(Pb)φ(Pc) = ((x2 − 1)3xa+b+c+1)−1(x2(a+b+c+4) − 2x2(a+b+c+3) + x2(a+b+2) +
x2(a+c+2) − x2(a+2) + x2(b+c+2) − x2(b+2) − x2(c+2) + 2x2 − 1);
• φ(La,b) = φ(Ca)φ(Pb) − φ(Pa−1)φ(Pb−1) = ((x2 − 1)2xa+b)−1(x2(a+b+2) − 2x2(a+b+1) + x2a − 2xa+2b+4 + 2xa+2b+2 +
2xa+2 − 2xa + x2(b+2) − 2x2 + 1).
LetHc,p5 , be a graph of typeH5with circumference c+1 and a hanging path of length p, i.e. there are p vertices not lying on
the cycles (cf. Fig. 2). Note that Hc,p5 has three cycles, which are a triangle, a cycle of length c ≥ 4 and one non-independent
cycle of length c + 1. Furthermore, a graph of type H8 can be regarded as a graph of type H5 with c = 3.
We are now in position to give the A-characteristic polynomials of S(Hc,p5 ) and G2r,2s.
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Lemma 6.11. Let φ(Pn, λ) = x2n+2−1xn+2−xn , with λ = x
2+1
x . If Φ(G) = φ(G)x|G|(x2 − 1)3, then:
Φ(G2r,2s) = x4(r+s+1) − 4x2(2r+2s+1) + 3x4(r+s) − 2x2(2r+s+2) + 4x2(2r+s+1) − 2x2(2r+s) + x4(r+1) − x4r − 2x2(r+2s+2)
+ 4x2(r+2s+1)− 2x2(r+2s) + 2x2(r+2) − 4x2(r+1) + 2x2r + x4(s+1) − x4s + 2x2(s+2) − 4x2(s+1) + 2x2s − 3x4 + 4x2 − 1.
Φ(S(Hc,p5 )) = x4(c+p+3) − 4x2(2c+2p+5) + 3x4(c+p+2) + x4(c+2) − 2x2(2c+3) + 3x4(c+1) − 2x2(2c+1)
− 2x2(c+2p+6) + 2x2(c+2p+5) + 2x2(c+2p+4) − 2x2(c+2p+3) + 2x2(c+3) − 2x2(c+2)
− 2x2(c+1) + 2x2c + 2x2(2p+5) − 3x4(p+2) + 2x2(2p+3) − x4(p+1) − 3x4 + 4x2 − 1;
Proof. By applying Lemma 6.2 to the vertex of degree 4 in G2r,2s we arrive at
φ(G2r,2s) = λφ(P2r−1)φ(P2s−1)− 2φ(P2r−2)φ(P2s−1)− 2φ(P2r−1)φ(P2s−2)− 2(φ(P2r−1)+ φ(P2s−1)).
Similarly, we can compute φ(S(Hc,p5 )). Indeed, from Lemma 6.2, we have that
φ(S(Hc,p5 )) = λφ(L2c+2,2p)− 2φ(T1,2p,2c−1)− 2φ(T1,1,2p)− 2φ(P2p)φ(P2c−3).
Let Φ(G2r,2s) = φ(G2r,2s)x2r+2s−1(x2 − 1)3 and Φ(S(Hc,p5 )) = φ(S(Hc,p5 ))x2c+2p+3(x2 − 1)3. By substituting in the latter
polynomials the A-polynomial of paths in terms of x (we used Derive), we get the assertion. 
Lemma 6.12. The graphs Gr,s and H
c,p
5 are not Q -cospectral with the exception of Gr,r+1, that is Q -cospectral only to H
r,r−1
5 .
Proof. We first show that Gr,s and H
c,p
5 can be Q -cospectral if and only if r and s have different parity, and in that case c
(or c + 1) must be equal either to r or to s.
Since ϕ(Gr,s) = ϕ(Hc,p5 ), then the coefficients from their Q -polynomials must be equal. We will compare their last
coefficient pn by using Lemma 6.3.
It is easy to check that
pn(Gr,s) =

0, if r and s are both even;
4r, if r is even and s is odd;
4s, if s is even and r is odd;
−4(r + s), if r and s are both odd.
Similarly,
pn(H
c,p
5 ) =
{
(−1)n4c, if c is even;
(−1)n4(c + 1), if c is odd;
Note that if r and s are both even then pn(Gr,s) = 0 6= pn(Hc,p5 ) (so in this case Gr,s and H5 cannot be Q -cospectral). Also
if r and s are both odd (note that n is odd) we get that either c = r + s or c + 1 = r + s, which is in both cases impossible
(recall that both graphs have the same order r + s− 1).
Now we can consider just the case r even and s odd, the case r odd and s even will lead to the same result. So we have
the following remaining possibilities: (i) r = c even and s odd; (ii) r = c + 1 even and s odd. From the proof of Lemma 6.11
and Lemma 6.10 we can deduce the following values: φ(G2r,2s, 2) = −8rs and φ(S(Hc,p5 ), 2) = −8(cp+ c + p+ 1), so we
have that rs = cp+ c + p+ 1. From equating the orders of the two graphs we also have that r + s− 1 = c + p+ 1.
(i) Assume that r = c is even and s is odd. So we have the following system{c = r
r + s− 1 = c + p+ 1
rs = cp+ c + p+ 1.
It is easy to check that the unique solution for any r even is s = r + 1, c = r and p = r − 1. Under the latter assumption
we have that G2r,2r+2 could be A-cospectral to S(Hr,r−15 ). By comparing their polynomials in Lemma 6.11, we indeed find
that the two graphs are A-cospectral, thus Gr,r+1, for r even, is Q -cospectral with Hr,r−15 .
(ii) Assume that r = c + 1 is even and s is odd. By equating the orders we get that p = s− 1. If we consider S(Gr,s) = G2r,2s
and S(Hr−1,s−15 ) and we compare their A-polynomials as expressed in Lemma 6.11 we get:
Φ(G2r,2s)− Φ(S(Hr−1,s−15 )) = −2x2(2r+s+2) + 4x2(2r+s+1) − 2x2(2r+s) + 2x2(2r+1) + 2x2(2r−1) − 4x4r
+ 2x2(r+2s+3) − 4x2(r+2s+2) + 2x2(r+2s+1) − 2x2(r+1) − 2x2(r−1) + 4x2r
− 2x2(2s+3) + 4x4(s+1) − 2x2(2s+1) + 2x2(s+2) − 4x2(s+1) + 2x2s.
It is easy to check that the above polynomial reduces to the zero polynomial if and only if s = r − 1. Hence we get that
Gr,r−1(= Gs,s+1) is Q -cospectral with Hr−1,r−25 (=Hs,s−15 ), when s is odd.
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Fig. 3. A Q -PING on 2r vertices.
For r odd and s even we get the same results (computations are specular to the above cases). Hence by combining the
above facts, we finally get that, for any r ≥ 3, Gr,r+1 is Q -cospectral to Hr,r−15 (cf. Fig. 3), while for s 6= r + 1Gr,s is not
Q -cospectral to Hc,p5 . 
Remark 6.2. From the above lemma, the graphs G3,s and the graphs of type H8 are Q -cospectral if and only if s = 4 (so the
graph of type H8 is H
3,2
5 ).
By collecting the above lemmas we immediately get the main result of this part:
Theorem 6.1. ∞-graphs and graphs with degree sequence (33, 2n−4, 1) are not Q-cospectral, with the exception of Gr,r+1 and
Hr,r−15 , for any r ≥ 3.
6.2. ∞-graphs and graphs with degree sequence (4, 2n−1)
In this subsection, we will prove that a∞-graph is isomorphic to a graph with deg(H) = (4, 2n−1) if and only if they are
Q -cospectral.
Lemma 6.13. The graph H with deg(H) = (4, 2n−1), which is Q -cospectral to a∞-graph Gr,s of order n, is a∞-graph.
Proof. Since ϕ(H) = ϕ(Gr,s), thenm(H) = n(H)+ 1. It is easy to see that a graph H with deg(H) = (4, 2n−1) is a∞-graph
if H is connected. Otherwise H is a the disjoint union of cycles and∞-graphs. With the same method of Lemma 6.5, H does
not contain cycles as its components, and, consequently, H is an∞-graph. 
Lemma 6.14. No two non-isomorpic∞-graphs are Q -cospectral.
Proof. Let ϕ(Gr,s) = ϕ(Gr1,s1). From Theorem 3.1(i) we have that φ(S(Gr,s)) = φ(S(Gr1,s1)), i.e., φ(G2r,2s) = φ(G2r1,2s1).
Since n(Gr,s) = n(Gr1,s1), we have
r + s = r1 + s1. (3)
From the proof of Lemma 6.12 it follows that φ(G2r,2s, 2) = −8rs. Similarly, φ(G2r1,2s1 , 2) = −8r1s1. Since φ(G2r,2s, 2) =
φ(G2r1,2s1 , 2), then
rs = r1s1. (4)
Solving Eqs. (3) and (4) we obtain the following solutions:
r = r1, s = s1 or r = s1, s = r1.
Hence, Gr,s ∼= Gr1,s1 . 
The following theorem follows from Lemmas 6.13 and 6.14:
Theorem 6.2. A graph with a degree sequence (4, 2n−1), which is Q -cospectral to a∞-graph of order n, is isomorphic to that
∞-graph.
We conclude the paper with the main result of Section 6 and some remarks.
Theorem 6.3. All∞-graphs but Gr,r+1 (r ≥ 3) are determined by their Q -spectra.
Proof. The conclusion follows from Theorems 4.1, 6.1 and 6.2. 
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Fig. 4. A Q -PING on 6 vertices.
Remark 6.3. In [5] the authors listed the Q -spectra of connected graphs with order at most 5, and it appears that there
is just one Q -PING on 5 vertices. It is a remarkable fact that the exception shown in Theorem 6.3 for r = 3 is the second
smallest connected Q -PING (cf. Fig. 4). Further we proved that the cospectral class [Gr,r+1]Q = {Gr,r+1,Hr,r−15 }.
Remark 6.4. The Q–spectral characterization of∞-graphs is completely solved. With respect to the L-spectral characteri-
zation, it remains to study the case in which Gr,s has at least one triangle (see also [14]).
We also note that we can make use of Lemma 4.1 and Theorem 3.1 to investigate the so-called rose graphs with p petals
which are obtained by taking p cycles with just a vertex in common (also called a bundle in the cactii terminology, see, for
example, [1]). Note that a∞-graph is also a rose graph with two petals. In [22] we show that all rose graphs with three
petals are DQS-graphs and all rose graphs with three petals and with at least one triangle are DLS-graphs.
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