The time moment of appearance of zero relative velocity during displacements of contacting bodies in dynamical systems with dry friction can be precisely computed. In this work, there is proposed an event driven numerical scheme allowing for integration of discontinuous differential equations. The study shows, that a direct application of standard integration methods may produce some inaccurate estimations of stick-slip transitions observed during frictional relative displacements. Results of numerical computations obtained by means of the proposed method of approximation of one degree-of-freedom dynamical system with dry friction confirm good accuracy of the determination of sticking phases. By comparison of two apparently similar solutions there has been shown and explained a significant difference in their smoothness and accuracy of estimation of the sticking phase's boundaries. The Mathematics Subject Classification: 65D30, 68W25, 34A36, 74M10
Introduction
The nonlinear mathematical relations are parts of the differential equations modeling nonlinear effects, i.e. dry friction. Models of dry friction are given as a function of friction coefficient or a function of friction force with respect to the relative velocity of displacement between surfaces of bodies cooperating in frictional contacts. Among many applications [7] , one could distinguish a theoretical model of friction given by equation (1) and an experimental one, given by equation (2) , which was estimated on a laboratory made for measurements of both the static and kinetic friction forces acting in the surface contact zones of a steel-polyester couple [7] : 
In equations (1) and (2) the following nomenclature has been used: v -velocity of the relative displacement of contact surfaces, v min and v max -minimal and maximal values of the relative velocity; T i (v) -friction forces dependent on the relative velocity (i = 1, 2); T ± -function T 2 (v) for the positive and negative relative velocity; µ k (v) -function of the relative velocity dependent coefficient of kinetic friction; µ 0 -coefficient of static friction; c 1 -a parameter defining the rate of changes of the kinetic coefficient of dry friction with respect to changes in the relative velocity v; T s -static friction force (T smax denotes its maximum value; T min -minimum value of the kinetic friction force; a i , b iparameters of the experimental characteristics of kinetic friction.
A notation expressed by equation (2) is an experimental friction force model of a step-changing multivalued function (braces are applied here to match a set of singular values) instead of the continuous changes of its argument. As a result, numerical solutions of any differential equations modeling dynamics of discontinuous systems are more difficult for any numerical computations.
One should take a look at values of functions T 1 (v) and T 2 (v) at v = 0 means, while a sticking phase occurs. In the temporary state of existence of zero relative displacement, the force of static friction µ 0 N is opposite directed to the force W acting in a surface being parallel to the contact surface of the cooperated couple. Sign-dependent values of W cause appearance of two different scenarios of slipping (after the end of the preceding it sticking phase) that is modeled neither by functions T + or T − , respectively to the positive or negative relative motion. A schematic view of forces distribution is presented in Figure 1 .
On the basis of the problem explained above, the desired accuracy of solution of any differential equations modeling motion of the dry friction-induced dynamical system will require to apply some particular approximations or some special methods. One of such methods will be proposed in this work, but before, let us relate to some attempts oriented on a precise modeling of such kinds of systems.
Applications to control of dynamical systems, contact mechanics of systems with friction, and finally, numerical approaches in modeling of systems with dry friction have been reported in Sections 1.1-1.2.
Friction modeling in contact mechanics and control of discontinuous systems
Friction at sliding joints is considered neither as functions of position or velocitydependent friction coefficients and of position, velocity or acceleration-dependent reaction forces. Friction models of such kind determine forms of nonlinear differential and algebraic equations. Therefore, they require to use miscellaneous numerical and iterative methods [19] . The governing equations for a one degree-of-freedom system have been established in the work with the Lagrangian formalism and with conditions of dynamic equilibrium for the sys- tem. Properties of responses are determined by the numerical simulation of representative spring-loaded three-body system with two sliders and two hinges under a harmonic excitation. Dependence of solutions on perturbations of friction coefficient characteristics on the basis of the bilateral quasi-static contact of a viscous-elastic body with a rigid obstacle has been studied in [1] . Contact surface was modeled with a modified Coulomb law of dry friction. The coefficient of friction was assumed to be dependent either on the total or current slip. Classical variational formulations of the investigated problems were used to establish the existence and uniqueness of a weak solution to each of these two cases for a sufficiently small coefficient of friction.
An adaptive controller/observer scheme has been developed in [13] . It contains a feed-forward approximation of the Stribeck effect observed in a rigid n-link revolving robot operating in the presence of nonlinear frictional effects modeled by the Lu-Gre model. The proposed feed-forward approximation is used in a composite controller/observer strategy that forces the average square integral of the position tracking error to an arbitrarily small value.
Some robust set-point stabilization problem for motion systems subject to friction is analyzed in [26] . Uncertainties in the friction model are unavoidable, therefore an impulsive feedback control design that robustly stabilizes the setpoint for a class of position-, velocity-and time-dependent friction laws with an uncertainty is proposed. It has been shown that the proposed control strategy guarantees the proper convergence to the set-point which is a favorable characteristic of the resulting closed loop from a transient performance perspective. Results were illustrated by an exemplary motion control.
The problem of motion of two interconnected mass points in a resistant medium under a periodic change of distance between them has been considered in [29] . It is shown, that the necessary condition for the displacement of mass is constituted by the nonlinear law of dry or nonlinear viscous friction. The friction is assumed to be small and the investigations are based on the method of averaging. By means of this method an analytical dependence of the velocity of motion is obtained.
Friction-induced dynamical systems 1.2.1 Exact solutions
A study of a numerical procedure, in which the discontinuity surface is approached from both sides (a planar case) has been performed in [21] . The work presents an application of Hénon method in numerical estimation of exact (in scope of the step of numerical integration) stick-slip transitions existing in Filippov-type discontinuous dynamical systems with dry friction. The numerical procedure is based on a class of general implicit Runge-Kutta schemes, which covers Euler schemes for differential inclusions (if sgn is seen as a maximal monotone graph, and if an approach by Moreau sweeping process is considered [4] ). The exact solutions presented in the work could serve for a comparison with the proposed approximation method described in Section 2.3, and an illustrative example given in Section 3.1. The procedures compute accurately the event or discontinuity points, therefore, they belong to the class of event driven methods, that are useful if there are finitely many event points. If this requirement is not satisfied, then some numerical problems could arise. The friction force and associated energy could be not well represented, because the friction force should belong to an interval expressing zero relative velocity (see equation (1)). More about these friction force and coefficient laws, as well as properties of the sensitive interval of close to zero relative velocities could be found in [6] .
Next recently, we defined a discrete Poincaré map around a periodic solution (see [14] ) of ODEs. The idea is simple, one starts from the transverse cross section of the periodic solution, then numerical one-step method is applied until the iteration returns back near to the cross section. Then the last step-size is changed/computed so that the final step iteration returns back on the cross section. This reminds the Hénon method, but it is different. Moreover, error bounds are computed between the discrete Poincaré map and the continuous Poincaré map of the periodic solution. These error bounds are derived also for derivatives of the both Poincaré maps. Of course, this could be done for discontinuous/switching ODEs. But these estimates are out of the scope of this paper.
Approximate solutions
Approximate methods or simplification rules applied to numerical solutions of discontinuous dynamical systems are strictly related to the work. They are different and depend on the system dimension, complexity and accuracy of modeling. One of such methods is based on numerical computation of Poincaré maps from a system of first order differential equations [17] . An exact solution to any discontinuous model can be found by the brute-force approach, i.e. numerical integration until a stable steady state is reached to locate the stick to slip or slip to stick transitions. The Hénon method cannot be used in combination with any of shooting and path following algorithms.
In [25] a set of discontinuous ODEs for a dynamical system with dry friction has been particularly studied. The proposed numerical algorithm to search for both stable and unstable periodic stick-slip oscillations was used to investigate the finite-element models with local nonlinearity such as dry friction, but these kinds of nonlinearity had to be approximated before by means of the smooth function given in equation (5) . In contrary to the smoothing procedure, there is tested a simple shooting method [22] with a stiff-ODE solver in combination with a path following method to compute periodic solutions for a time-varying design variable of some autonomous one and two degree-of-freedom systems.
Numerical continuation of Hamiltonian relative periodic orbits has been considered in [28] . The paper presents a method and numerical computation of relative periodic orbits persisting from orbits in a symmetry breaking bifurcation. In a generalization of the approach, a path following algorithm based on a multiple shooting algorithm for the tangential continuation method with implicit re-parametrization has been derived. Another efficient numerical path following method beyond critical points is described in [11] .
A single inclined oscillator system with a dynamical model of dry friction has been considered in [9] . Authors assumed, that displacement x forms a slip phase of a slider. The relative motion occurs between two consecutive sticking phases and velocity reversal does not take place during the particular slip phase. Resetting the time origin τ * at the time of beginning of a slip phase requires an unknown phase to be introduced in the excitation function for both forward and backward slips. Duration of each slip phase could be obtained by solving a first order differential equations on x at τ * , but the total slip movement per excitation period should be an algebraic summation of the steps x(T slip ), for all phases making the single period. Therefore, each slip phase could be terminated by sticking without any velocity reversal. If velocity reverses before sticking, one has to integrate the slip phase in two parts based on direction of the friction force. Stable stick-slip motion exists only if the absolute value of the extended force is less than the limiting friction force at the end of the last slip phase. Otherwise, the system moves in the continuous slipping mode. If we observe that the method changes itself for the absence of sticking, then the proposed approach seems to be quite difficult to be generalized on a wider class of discontinuous systems.
Paper [24] presents some applications to the constrained differential equations. It concerns on some aspects of the qualitative-geometric theory of nonsmooth systems. A particular survey of state of the art on the connection between the regularization process of non-smooth vector fields and the singular perturbation problems have been done.
Peculiarities of systems with dry friction and systems with collisions make them very difficult for the conventional asymptotic analysis developed for continuous systems, i.e. requiring from the right-hand sides of the equations of motions a definite level of continuity. The paper [15] brings an analysis of transformation of discontinuous systems to special forms being natural for the corresponding problem. Averaging theorems were formulated and proved for the considered forms of dynamical systems. Vibration-induced displacement served for illustration of the proposed approach.
A numerical technique for overcoming the transitions between stick and slip phases, or the slip phase accompanied by high-frequency oscillations of the relative velocity difference has been developed in [12] . Computationally efficient procedure increased accuracy of solution of differential equations with Coulomb damping. In order to validate the proposed technique, the dynamic response of a four-story braced frame with friction devices was presented.
A class of contact problems with friction in elastostatics was considered in [2] . Finite element approximation, existence and uniqueness results as well as mostly used iterative methods have been briefly summarized in the work. On the background of the nonlinear alternating direction Kellog's method an exemplary problem with different contact boundary conditions has been proposed, analyzed and solved.
The short review of existing techniques confirms, that any attempts of a precise integration of non-smooth systems produce interesting mathematical derivations, as well as quite significant computational difficulties at discontinuities.
Modeling of discontinuities introduced by friction models
The form of discontinuities defined in Section 1 can be shown more clearly after drawing of characteristics T 1 (v) and T 2 (v) given by equations (1)- (2) and a chosen set of parameters. For a deeper investigation, the following simplified forms of friction characteristics are given
Friction models (3) and (4) represent a particular forms of equations (1) ) is improperly estimated, not known. This simple but very important observation has to be taken into consideration and carefully inspected after investigations of discontinuous systems with a nonlinearity introduced, i.e. by friction, impacts or clearances modeling. In consequence, self-sustaining inaccuracies will be accumulated in each step of integration leading to the improper numerical image of the investigated real system. Subsequent slip-stick and stick-slip transitions that are observed in the selfexcited systems with dry friction follow at large accelerations. It results from fast changes of velocity of the relative displacement (from zero to a maximum and vice verse) between surfaces making dry frictional contacts, i.e. in braking mechanisms where at some conditions squeal appears [23] . Various friction models with extended review of nowadays approaches have been included in [6] .
Any numerical scenario of error accumulation devoted to the estimation of zero relative velocity generates incorrectly computed boundaries or placements of sticking phases. Therefore, a proper one modeling of systems with dry friction requires to keep some high accuracy of computations reflected in an adequately small time step of numerical integration. We may help ourselves properly preparing equations for the numerical solution. It states a key point of next sections.
Zero value in numerical integration of discontinuous differential equations
Usually, any research performed in the field of numerical modeling of nonlinear dynamical systems requires to define some particular (critical) values. One of such values could be set at v(t) = 0 (at some instance of time) appearing in modeling of dry friction, i.e. with the use of function T 2 (v) given by equation (4) . Numerical solution of that kind of systems is given by a series of real numbers. Therefore, v 0 determining a state of transition neither from or to the sticking phase of contacting surfaces would be difficult to achieve. An approach used to approximate these particular values in numerical computations is based on a definition of an interval I(δ) (a symmetric window) determining boundaries of appearance of any particular value like v 0 . A method that enabled to estimate the dimensions of a velocity window in the friction Karnopp's model has been developed in [18] .
As an example, let us choose the function T 2 (v). If during a numerical integration the time history v(t) of the relative displacement of contacting surfaces reaches the interval I(δ) := [v 0 − δ, v 0 + δ], for some small δ and in some step of integration, then the particular (crossing) value v 0 is achieved and one could switch at τ * between functions T + and T − (a crossing through zero of the relative velocity appears) or between any of these functions and T 2 (v) = T s , and then sticking of surfaces of the cooperating couple occurs. Correct estimation of the particular value v 0 ∈ I(δ) is quite difficult, because boundaries of the interval I depend either on requirements of accuracy or a time that would be acceptably long for computations. They depend also on the step of integration and are related to the differences between consecutive values of velocity v(t). Any incorrect estimation of boundaries of the interval I reflects in significant inaccuracies. Because of any too large window for v 0 , the time moment of transition into the state of sticking increases and extends boundaries of the corresponding sticking phase. In contrary to the scenario, assumption of any too small window for v 0 could disregard the existing (in reality or in any analytical solution) sticking phase of frictional surfaces. The second scenario provides too frequent crossings through the surface splitting positive and negative relative velocities. This kind of discontinuous (switching) behavior is mathematically described in Filippov's theory [20] , as well as solved numerically by special methods [5, 17] .
A continuous approximation of the step function
Derivation of a mathematical model of dry friction requires to use function sgn defined in (1) . For the purpose of analytical solutions the stepping character of the function can be approximated
where a is a large number (about 10 4 in the macro-scale). Some graphs corresponding to approximation (5) for several values of parameter a have been illustrated in Figure 3 .
There is assumed a = 10 3 in Figure 3 to show another view of the approximating function. One could check that at a = 10 5 the roundness disappears in the assumed scale. It is sufficient for the macro-scale applications that could be taken into consideration, for instance, in a worm-like locomotion systems [8] .
Approximation (5) could be applied in some numerical approaches [5] like in modeling of a short duration sticking phases. It is visible in Figure 3b , the properly chosen parameter a and the step of integration h allow for some intended distribution of the desired amount of points (for the relative velocities about zero value) on the interval [−1, +1] of values of functions gn. In a consequence, it allows to approximate the force of static friction characterizing the states of sticking. Application of the smoothing function is simple, but due to the stiffness of the approximation around v = 0, it consumes more computational time while computing values of atan or tanh functions. More multiplications have to be done in numerical algorithms at each integration step. Extended study, error estimation and some valuable comparisons of the smoothing for various a have been made in [5] . Note, this kind of approach could be related to some dynamical models of dry friction. According to the approach, friction as a time-dependent physical phenomenon has to be described by differential equations [9] . Extended survey devoted to modeling of these problems has been done in [6] .
Following the Hénon method for Poincaré maps [17] or the Filippov's theory related to discontinuous planar systems [20] , authors propose a method of approximation of the discontinuous planar systems having a switching nature. A particular example has been considered in Section 3.
An approximation method for the numerical solution of planar discontinuous dynamical systems
We begin from a constrained system of first-order differential equationṡ
where h ± : R 2 → R and g ± : R 2 → R are smooth functions. We suppose the first assumption.
(A1) There is a solution p(t) = (p 1 (t), p 2 (t)) of (6) defined on [0, T ] such that p 1 (t) > 0 for t ∈ (0, T ) and
The constrained system of (6) on w = 0 and y ∈ [p 2 (0), p 2 (T )] has the form ( [16] 
for
Note, it holds
In addition, the second assumption is supposed.
Then the solution y 0 (t) of (7) with the initial condition y 0 (0) = p 2 (T ) passes through the point p 2 (0) at a time T 0 > 0. The conditions (A1) and (A2) establish a sliding periodic solution p 0 (t) of (6) defined by
Now we take ε > 0 small and consider a continuous approximation of (6) given byẇ
and for |w| ≤ ε
We put w = εz, |z| ≤ 1 in (10) to get the system
Now we construct a Poincaré map P ε of (9)- (10) along p 0 (t) as follows. Let
with a small δ > 0. We take the solution (w(t), y(t)) of (9) starting from the point (ε, y), y ∈ B δ (p 2 (0)). This hits the line w = ε near p(T ) in the point (ε, y(t)). We consider the map
for a small δ 1 > 0. Now we consider the solution (z(t), y(t)) of (11) starting from the point (1, y), y ∈ B δ 1 (p 2 (T )). By (8) and Tichonov theorem [27] , it hits the line z = 1 at a timet near the point (1, p 2 (0)). Moreover, we also have
whereȳ(t) is the solution of (7) with the initial conditionȳ(0) = y. Since y is near to p 2 (T ), condition (A2) and (12) imply that z(t) transversely crosses the line z = 1 att. Hencet is locally uniquely defined. We also note that by (8) and (12),ȳ(t) is O(ε)-near to the point p 2 (0). Thus we can put
Finally we consider the Poincaré map
We have Ψ ε (y) = p 2 (0) + O(ε) and thus
Hence the map P ε : B δ 1 (p 2 (T )) → B δ 1 (p 2 (T )) has a unique fixed point at y ε ∈ B δ 1 (p 2 (T )) of the form y ε = p 2 (T ) + O(ε), which is according to (13) also rapidly attractive. We note that the limit map P 0 (y) = p 2 (T ) in (13) is just the Poincaré map along the sliding periodic solution p 0 (t) of (6) . This means that p 0 (t) is stable. Summarizing, we arrive at the following result.
Theorem 2.1 Let the assumptions (A1) and (A2) hold. Then the approximate system (9)-(10) possesses a periodic solution p ε (t) near p 0 (t) which is rapidly stable. This coincides with the stability of p 0 (t).
Summarizing, our approximation method can be used to any periodic sliding solution of a planar discontinuous systems.
3 Numerical experiment
An illustrative example
Let us investigate a one degree-of-freedom dynamical system with dry friction shown in Figure 4 . A solid body of mass m is attached to a fixed support by means of a nonlinear elastic element characterized by parameters k 1 and k 2 . The body oscillates under the influence of dry friction force T 1 existing in the contact zone, that is created by the body's surface and the outer surface of a base moving with constant velocity v p . One assumes a rigid moving base being under action of the normal force mg and other forces tangent to its surface in the contact zone. A force of reaction of the nonlinear elastic element on a change of the displacement y of the body m is denoted by W , whereas a force of dry friction existing in the contact zone of the analyzed couple of surfaces is denoted by T 1 . 
Having in equation (14) the friction force dependency (3), the relative velocity of displacement v =ẏ − v p and the force W (y) = −k 1 y + k 2 y 3 , the second-order discontinuous differential equation takes the form
Equation (15) describes dynamics of a self-sustained relative vibrations with dry friction occurring in the contacting surface of the body of mass m and the base. An exact numerical solution of the equation (15) has been described in [21] , but in this work we continue the research discussing some particular approximate solution of the analyzed system. There are considered model parameters: (15) takes on that background the following non-parametric formÿ
Substitutionẏ = 1−w in equation (16) produces two first-order differential equationsẏ = 1 − w,
Basic approximation of the proposed method is done in the next steṗ
For small ε > 0, definition of function f ε : R → R yields
Function f ε states some approximation of multivalued mapping given by
In effect, on the basis of general theory [10] , system (18) approximates the discontinuous differential inclusionẏ = 1 − w,
According to the definition introduced in equation (19) one needs to analyze dynamics of changes of the state variable w. Zero is now the particular value w 0 of w(t) = 0 at some t = t 0 , and it was mentioned in Section 2.1. With respect to that, investigations should be carried out in the two intervals, i.e. for w ≥ ε and |w| ≤ ε. In the first one, equation (18) is rewritten in the forṁ
which for w > 0 is in agreement with equation (17) . In the second interval (for |w| ≤ ε) one substitutes w = εz for the timedependent variable z, but satisfying |z| ≤ 1. System (18) takes then the following formẏ
The approximate method expressed in equations (22)- (23) can be applied to the periodic sliding solution p(t) of planar discontinuous systems. The advantage of this representation is visible even in the detection of crossing through w(t) = 0. We do not have to take any interval I(δ) centered at ε, but we only need to check: if w(t) is greater than ε, and then to integrate equation (22) , but otherwise, equation (23) . Of course, the smaller the step of numerical integration is, the more exact boundaries of the sticking phase are estimated.
Also the solution of (23) can be expanded in the Taylor series with respect to ε (see [27] ) and Taylor terms can be found by solving linear (variational) equations of (23) . So this should be another approximation approach but we do not follow it in this paper.
Vector field of the investigated dynamical system
A vector field of the dynamical system (22) in neighborhood of the periodic solution p 0 (t) has been drawn in Figure 5 .
The coordinate y 0 of a singular point situated on line l(y, w 0 ) can be calculated according to equation (22) (22) in neighborhood of the periodic solution p 0 (t) (solid line). Solution p 1 (t) (dotted line) for initial conditions: y 1 (0) = 1.4, w 1 (0) = 2.5 is attracted to p 0 (t). A numerical procedure computing the vector field is attached in Listing 1.
A standard solution in Matlab without approximation of the sgn function
Shape of the discrete solution enlarged in Figure 6b is very important for the numerical modeling of discontinuous systems. It uncovers some possible inaccuracies that could result during any careless application of standard modules. Near the line w(t) = 0, for t ∈ [0, 10], some significant random distribution of points of the time history w(t) is clearly visible. These points create the first sticking phase in the contact surface and in the time t ∈ [t 0 , t 1 ], they should be linearly distributed along w(t) = 0, where t 1 ≈ 8.030 is the time moment of beginning of the subsequent sliding phase. Such a drawback, for instance, makes the method useless in numerical computations of bifurcation diagrams of stick-slip solutions.
The time of presence of zero relative velocity of motion in the dynamical analysis of frictional contacts can be precisely computed. In the case shown in Figure 6b , it is not possible to precisely estimate (with the desired accuracy) many time moments of all stick-to-slip and slip-to-stick transitions occurring between the appropriate phases. Therefore, a direct application of the built-in ode45 function of Matlab produces useless results that cannot be assumed as the best solution to the analyzed problem.
Dispersion of points of the sticking phase (see Figure 6b ) could be reduced applying smaller tolerances on ode45, because it uses a variable time step of (17) by means of the ode45 procedure with tolerance 10 −4 : a) t ∈ [0, 10], b) zoom of a part for t ∈ [t 0 , t 1 ] (function sgn is defined in (1)). Computations were performed in the procedure attached in Listing 2.
integration, but it will not fully eliminate the irregular shape of solution at the sensitive state at which the considered dynamical system is imprecisely placed. Another technique bases on the use of an interval p that is described in Section 2.1. One could artificially assume a window with a center at zero relative velocity. If at some time t =t, w(t) ∈ I := [−0.01, 0.01], then sticking occurs, and w(t) = 0 is assumed. However, there exists high probability that boundary points of the sticking phase will be inaccurately estimated.
Smooth solution after application of the proposed approximation
The results of numerical computations presented in Figure 7 confirm good accuracy of the sticking phase's determination after application of the proposed approximation method. By comparison of parts of the two different solutions w(t) shown in Figures 6b and 7b , there is visible a significant difference in their smoothness and accuracy of estimation of the sticking phase's length. Qualitatively better results have been obtained in case of the approximate solution shown in Figures 7b and 8b . The phase of sticking computed on the basis of equations (22) and (23) is smooth and its ends are more precisely estimated. Accuracy of the solution could be increased by a decrease of ε, but h should be also decreased to ensure that h ≤ ε. The parameter ε may be called as a fitting parameter of the approximate solution to the real shape of the sticking phase. Maintaining the same time step of integration, taking ε = 0.0001, one gets an exact estimation of boundaries of the sticking phase Figure 7: Time histories of numerical solutions (y(t), w(t)) of equations (22) and (23) for h = 0.0001 and ε = 0.001: a) t ∈ [0, 10], b) zoom of a part for t ∈ [t 0 , t 1 ]. Taking into consideration equations (22) and (23) there is proposed the procedure introduced in Section 2.3.
(see Figure 8 ). There is drawn in Figures 7-8 every 100-th point of the time series w i , for i = 1 . . . 10 5 . A flow chart for the procedure of the elaborated numerical integration has been shown in Figure 9 .
Computation of work against friction
The work L done against friction is equal to the difference between the potential and kinetic energies, that could be measured. In general, the total work done during movement of the body of mass m from 0 to an arbitrary y tangentially to the gravitational field on the surface characterized by the coefficient of kinetic friction µ follows
where T is the friction force dependent on v -the relative velocity of motion, y r is the displacement in a relative motion with friction. Numerical computation of the elementary work requires to calculate it in each integration step h, as the linear translation of the sliding body m occurs from y i to y i+1 . In particular,
and for the two counterpart solutions taken in consideration: 
2. for the approximate solution in Section 3.4 (compare with the definition (19))
In equations (25)-(27) i = 0, 1, . . . (n − 1), and before the mass starts moving, the initial elementary work L 0 = 0. It is important to make relative the displacements of the sliding body and the base that moves with a constant velocity v p . Therefore, the elementary displacement of the base x p = hv p . Figure 10 shows two periods of the time dependency of the elementary work that the oscillating mass does against friction force T . Especially, one observes in Figure 10b , that close to the sticking phase, occurring in the time interval [t 0 , t 1 ], the time characteristics L(t) does not exactly match the zero line. It was expected, but the accuracy is slightly worse compared with the approximate solution shown in Figure 7 . There has been match a local minimum value L(t)| t=7.47 = −1.5 · 10 −7 , which compared to the maximum elementary work ε, h, i, n start L max = 3.4 · 10 −5 done during one period of motion, produces a relative error equal to 0.44 %. It is still a good result that could be better after taking a smaller step of numerical integration.
Conclusions
For the discontinuous system (17) we got a periodic solution p 0 (t) starting from the point (y 0 , 0), which is stable, i.e. all solutions starting near periodic solution p 0 (t) collapse after a finite time to p 0 (t). We expect that its approximation (18) would also posses a unique periodic solution near p 0 (t) with a rapid attraction. It has been even proved in [3] and numerically demonstrated in [7] for a two degree-of-freedom autonomous system with friction.
By using Tichonov theorem for singularly perturbed differential equations, a relationship between dynamics of the discontinuous differential equations and their continuous approximation along periodic solution has been derived.
Our approximation method expressed in equations (22)- (23) is relatively simple, adjustable, can be applied to any periodic sliding solution of a planar discontinuous systems and could be also extended on higher order systems. On the basis of a close to exact numerical solution there are possible to use other tools of analysis like bifurcation diagrams, phase portraits or Lyapunov exponents. Decreasing the fitting parameter ε of the proposed method, the a) (22)- (23) .
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