Abstract-In this paper, we consider the problem of frequency estimation of superimposed exponential signals in the presence of multiplicative and additive noise. We propose a subspace method based iterative procedure for estimation of signal frequency parameters. The proposed method is based principal eigenvalue vectors of a special constructed data matrix and the weighted least squares (WLS) techniques. Simulations studies are performed to ascertain the performance of the proposed method. It is observed that the proposed method works well in terms of the computational efficiency and estimation accuracy.
I. INTRODUCTION
Estimating the parameters of a superimposed exponential signal in noise from the observed data is a classical but active problem, finding applications in a wide range of areas such as speech signal processing [1] [2] [3] , biomedical signal processing [4] , modeling of biological systems [5] , radio location of distant objects [6] , and seismic waves processing.
A number of methods for estimation of the parameters of a superimposed exponential signal have been proposed in the past. Notable among these include the Gaussian Maximum Likelihood (GML), Fourier Transform (FT), Modified Forward Backward Linear Prediction (MFBLP) method [7] , Estimation of Signal Parameters using Rotational Invariance Technique (ESPRIT) [8] , Noise Space Decomposition method (NSD) [9] , and so on. However, these methods above consider the parameter estimation under the assumption that harmonics are only contaminated by the additive noise or harmonics with constant amplitude.
It is interesting to observe that in many real life applications, the multiplicative noise may occur, or in other words, the received signals may be random amplitude modulation. For example, in Doppler-radar processing, the knowledge of the frequency from a pulse train reflected from a moving object yields the target's velocity, and it is more appropriate to model the harmonic as having random rather than constant amplitude when the target scintillates [10] . Several methods have been suggested to estimate the parameters of superimposed exponential signals in presence of multiplicative and additive noise, such as cyclic statistics method [10] , higher order spectra method [11] and three step iterative method [12] . But the subspace method based iterative procedure for the frequency estimation of a superimposed exponential model with both multiplicative and additive noise has not been considered.
Recently, [13] [14] [15] [16] introduced a principal singular-value-vector utilization for model analysis (PUMA) method based iterative procedure for parameter estimation of sinusoidal signals in additive noise. It is observed that such a method works satisfactorily for estimation of the signal parameters in terms of computational complexity and accuracy. The greatest advantage of the method lies in that they make full use of the inner relationship between the weighting matrix for iteration and the parameters to raise the accuracy of the estimators iteratively. Inspired by the works [13] [14] [15] [16] , in this paper, we generalize the PUMA method to the case of the superimposed exponential signals in the presence of multiplicative and additive noise. It is observed from computer simulations that the proposed method provides fast and accurate frequency estimates at small noise deviation.
The rest of this paper is organized as follows. In Section 2, we present the data model and propose the subspace method for estimating frequencies of superimposed exponential signals in multiplicative and additive noise. Simulation results are provided to evaluate the performance of the proposed method in Section 3. Lastly, the conclusions are drawn in Section 4.
II. PROPOSED FREQUENCY ESTIMATION METHOD
We consider the following model of superimposed exponential signals in multiplicative and additive noise: 
where L and M are integers, then using (1) we obtain a L M × matrix X given by
where X is the noise version of X ,
and the noiseless data matrix
It is easily showed that { ( )} 0 E q t = , where { } E i denotes the expectation operator.
We observe that X can be factorized as 
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and ( ) T ⋅ denotes the transpose. It can be observed that the frequency information is contained in G and H but the frequency estimation is not directly available from { ( )} y t . In this paper, we use the PUMA method [13] [14] [15] [16] for frequency estimation as follows.
Let the singular value decomposition (SVD) of the matrix X be
Here, ( ) H ⋅ denotes the complex conjugate transpose. From (4) and (8), we observe that G and s U span the same subspace, namely, there must exist a p p × non-singular matrix ( )
Note that in (9) 
From (10) 
Putting all of these ((13) for 1, , k p = ) together, we find that 
In order to obtain the estimation of c , we need exploit the SVD of noise data matrix X , which is given by 
The WLS solution of (22) is given by [20] 1 ( )
where â denotes the estimation of a and W is a weighting matrix. The optimum weighting matrix W can be expressed as [20] 
It can be observed that the value 2 σ can be canceled out from (23), thus ĉ can be represented as
Since k λ is not available from the observed data, we will substitute k λ with k λ in (27) thus,
The estimation procedure based on the principal left singular vectors s U of X is summarized as follows.
Step1:Use the observed signal to construct a matrix X by (1) and (2). Step2: Compute the two matrices s U and s D of (20) by performing the singular value decomposition on X . Step3: Build k A of (14) and k b of (15) 
CC = I .
Step5: Compute ĉ by using (28).
Step6: Compute updated C by using (17) .
Step7: Iterate steps 5-6 until a stopping criterion is reached. Step8: Substitute 
Step9: Estimate the frequencies as follows:
where ∠ is the phase angle operator.
Basically, we can use similar manner above to solve for 
A simple way of finding ˆk 
However, this is required to determine the correct pairs of
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. We follow [14] to achieve frequency pairing
R k Lk ω ω
in an automatic manner as follows. From (2) and (4), we get
Here, Ĝ is constructed according to 
From (33), the least square (LS) estimate of F is † ( )
We use the notation X and X to denote the matrix X with the first and last row omitted, respectively.
From (35), we have
where
Following [18] , the WLS estimate of k b is computed as:
and ( 1) 1 0 0 0 0 0 1 0 0 0
Finally, the estimate of
The estimation procedure based on the principal right singular vectors s V of X is summarized as follows. Step1:Use (29), (33), (34) and (36) to obtain the matrixF .
Step2:Build the matrices ˆk f , and ˆk f by using F .
Step3:Set
Step4:Compute ˆk b by using (38).
Step5:Compute updated k B by using (40). Step6:Iterate steps 4-5 until a stopping criterion is reached.
Step8:Determine 
III. NUMERICAL EXPERIMENTS
In this section, we present some experimental results to see how the proposed method behaves for finite samples. We consider the following model: (16, 16) are best choices. It is also observed that the biases increase as the additive noise deviation increases, which indicates that the proposed method for larger v σ it is more difficult to estimate the unknown frequencies. Compare Table 1 
IV. CONCLUSIONS
In this paper, we considered the estimation of frequencies of a superimposed exponential signal model. We generalized the PUMA method [13] [14] [15] [16] from sinusoids with additive noise to multiple signals with multiplicative and additive noise. The techniques SVD and WLS are used to obtain the frequency estimation. Computer simulations show that the proposed subspace method is computationally attractive and work well in the case of long sample size and/or small noise deviation. 
