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要旨 
２語からなるコロケーションは一般に共起頻度と２語の結合力によって特徴づけられる。










多いのは，連語の粗頻度と，連語を構成する単語間の結合の強度の 2 つであ る（Ellis 2012; 
Gries 2012; Wray 2012）。粗頻度はわかりやすい特性であるが，結合の強度は名称もさまざま
であり統一的に扱われてはいない。また，その指標（およびその計算式）としては MI 
（Mutual Information）（Church & Hanks 1990）に言及されることが多い(Ellis 2012; Evert 2009; 
Gries 2012; Hunston 2002)が，一方で種々の指標（および計算式）が提案され（Pecina 2010; 














我々は Fujimura & Aoki (2016) において，2 語連語（以下バイグラム）1の結合の強度をは
かる簡素な指標として Log-r を提案し，英語とフランス語の大規模データをもとに MI と対
照させて，言語現象としてのコロケーションを理解する上でのその有用性を主張した。本発
表は主として日本語を扱い，Log-r を用いることによって日本語のコロケーションの記述に
貢献できることを示す。また MI の他に，LLR(Log-Likelihood Ratio)，t-score, Dice, Jaccard と
も比較してそれぞれの指標の特徴を明らかにし，バイグラムの結合の強度を測る指標とし






2 語の結合の強さを示す指標として，2 変数（単語 x と単語 y）の属性相関を表すピア
ソンの積率相関係数(r)の常用対数を提案し，それを Log-r と名づける（Fujimura & Aoki
2016）。ピアソンの積率相関係数の定義式は(1)である。本研究では，ポワソン分布を仮定し
て，その近似式を用いる。Log-r はしたがって，(2)のように定義される。
ݎ ൌ ௖௢௩ೣ೤ఙೣఙ೤  (1)
Log-r ൌ ݈݋݃ଵ଴ ௙ೣ ೤ඥ௙ೣ 	௙೤ (2) 
( ௫݂௬：バイグラム xy の頻度， ௫݂：x の頻度， ௬݂：y の頻度) 
Log-r は，2 語の結合度を測る指標としてすでに提案されている z スコア，カイ二乗値
(߯ଶ)，phi 係数，コサインと共通した性質をもっている（cf. Pecina 2010; 相澤・内山


















グラムの例としては，第 1 象限には New York，White House などの高頻度の固有名詞，第 2
象限には低頻度で結合度の強固な bovine spongiform, lingua franca などのイディオム，第 4 象
限には高頻度で強度は弱い of the, I am などのレキシカルバンドル，第 3 象限は pink roses や
























 Log-r が r の常用対数をとっているのは，語の頻度分布が Zipf の法則(Zipf 1949)に従う極
端に範囲の広い統計量だからである（概算では，単語のコーパス内での出現率（%）＝10/順
位）。対数をとって比較すると数値の処理が容易になり，現象をグラフ化して視覚的に把握
できるようになる(Baroni 2009; 青木 2009)。この点は，以下で検討する t-score，LLR，Dice，
Jaccard においても同様である。MI は定義式においてすでに対数がとられているので，Log-
r との比較が定義式のままで可能であるが，以上の４指標は通常の定義式のままでは Log-r





































































４．英語と日本語のバイグラムの Log-r と MI 
 
４.１．Log-r と MI 




















表 2 英語と日本語のバイグラム例の Log-r 値と MI 値2 
結合の強度 英語 日本語
バイグラム例 Log‐r MI バイグラム例 Log‐r MI 
  強
弱 
lingua franca ‐0.01 22.5 半信  半疑 ‐0.00 19.2 
apple pie ‐1.01 13.8 有害 物質 ‐1.02 11.5 
medal winner ‐2.00 8.0 環境 対策 ‐2.00 5.4 
earlier offer ‐3.00 2.3 文化 意識 ‐3.02 2.4 
no there ‐4.04 ‐3.4 利用 その ‐4.03 ‐3.7 
４.２．英語データ 
しかし，図 2 と図 3 の散布図を見ると Log-r と MI には明確な違いがあることがわかる。 
図 2 Log-r/log( ௫݂௬)の散布図(英語）3  図 3  MI/log( ௫݂௬)の散布図(英語） 
両図には約 100 万件のバイグラムがプロットされている。両図とも横軸はバイグラムの
頻度（の常用対数）である。縦軸は図 2 ではバイグラムの Log-r であり，図 3 ではバイグラ
ムの MI である。上掲の図 1 のモデルに従うと，縦軸には頻度とは独立したものとして強度
がプロットされるべきである。図 2 ではそれが実現しているが，図 3 の上辺を見るとバイ
グラムの頻度が増加するにつれて MI 値は例外なく低下しており，２項目は独立していると
は言えない。たとえば散布図上に例として位置が示してある Hong Kong と jai alai (バスク地
方のスポーツ)は，２語の結合の強度の観点においては，共通した特徴を持っている。それ
2 MI 値は，コーパスの総語数・総形態素数 N にも左右される。N は英語データでは 10 億，日本語データ
では 1 億であり，底を 2 とする N の対数値は，それぞれ 29.9 と 26.6 となる。本データの英語のバイグラ
ムの MI 値は日本語のそれと比べてデフォルトで 3.3 大きい。この表において， MI 値を基準として日本
語と英語のバイグラム（たとえば「半信半疑」と「lingua franca」）を比較するのは不可能と言ってよい。
3 図 2 と図 3 は，Fujimura & Aoki 2016 Fig2， Fig3 より転載。










Hong の生起のうちの 97%が Kong と，Kong の生起のうちの 97%が Hong と共起している。
同様に jai のうちの 91%が jai と，alai のうちの 98%が jai と共起している。図 2 においては
Hong Kong と jai alai はグラフの最上部に等しくプロットされているのは理にかなっている。
２つのバイグラム間で異なるのは頻度である。使用したコーパスにおいて Hong Kong は jai 
alai に比べて極めて高い頻度で出現している。図 2 において，Hong Kong の MI 値は malignant 


























図 4 Log-r/log( ௫݂௬)の散布図(日本語）          図 5  MI/log( ௫݂௬)の散布図(日本語） 
 
最初に言えるのは，Log-r を縦軸とする図 2 と図 4, MI を縦軸とする図 3 と図 5 の間で，
散布図の形状が言語を超えて近似しているという点である。大規模なコーパス全体を網羅
的に対象にする限り，言語を超えて Log-r と log(݂௫௬)による散布図の形状は同じであり，MI 
と log(݂௫௬)による散布図もまた同じである。この現象は，語彙の分布が言語を超えて Zipf の
                                                  
4 バイグラムの頻度とその構成要素の頻度は以下のとおりである。݂ሺHong	Kongሻ：143，104， 
݂ሺHongሻ:147，404， ݂ሺKongሻ:147，852， ݂ሺjai	alaiሻ：151， ݂ሺjaiሻ:166， ݂ሺalaiሻ:154.   
5 MI は，頻度は低いが，結合が強固なバイグラムの発見のための実用的ツールとしては役に立つと思わ











次に図 4 と図 5 とを比較すると，上述の図 2 と図 3 との比較と同様のことが観察できる。
BCCWJ において「一網打尽」は「一網_名詞-普通名詞-一般」と「打尽_名詞-普通名詞-一般」
のバイグラムと分析され，「ません」は「ませ-助動詞」と「ん-助動詞」のバイグラムと分析


























よる(Petina 2010)。 なお，N はコーパスの総語数・総形態素数である。 
 
 t-score 
                       ቀ ሺ݂௫௬ሻ െ ௙ሺೣሻൈ௙ሺ೤ሻே 	ቁ ൊ ඥ ሺ݂௫௬ሻ	                     (4) 
 LLR (Log-Likelihood Ratio) 
 
(5) 
                                                  















௙ሺೣሻା௙ሺ೤ሻ                                  (6) 
 Jaccard 
                          
௙ሺೣ೤ሻ




表 3は，すでに図 4と図 5において例に挙げた 10個のバイグラムのデータを掲げている。
すなわち，表 3 には，それぞれのバイグラム頻度，構成形態素の頻度，対数化されたバイグ
ラム頻度，Log-r 値，MI 値，対数化された t-score 値，対数化された LLR 値，対数化された
Dice 値，対数化された Jaccard 値が示されている。 
 
表 3 バイグラム例，それぞれの頻度と各構成形態素の頻度，および各指標値 
 
 ሺ݂௫௬ሻ ሺ݂௫ሻ ሺ݂௬ሻ logሺ ௫݂௬) Log-r MI t-score LLR Dice Jaccard 
⼀網-打尽 42 44 43 1.6 -0.02 21.1 0.81 3.11 -0.02 -0.49 
ませ-ん 142,609 144,908 158,770 5.2 -0.03 9.3 2.58 6.31 -0.03 -0.50 
太平-洋 2,635 2,961 3,934 3.4 -0.11 14.5 1.71 4.73 -0.12 -0.56 
⾸位-打者 50 501 612 1.7 -1.04 14.0 0.85 2.94 -1.05 -1.37 
不安-感 321 10361 18540 2.5 -1.64 7.4 1.25 3.43 -1.65 -1.96 
その-⼈ 5,734 390,373 150,791 3.8 -1.63 3.3 1.83 4.21 -1.67 -1.98 
しまっ-た 28,516 37,113 2,692,208 4.5 -1.04 4.8 2.21 5.22 -1.68 -1.99 
でき-たら 1,180 97,682 110,418 3.1 -1.94 3.5 1.49 3.55 -1.95 -2.25 
花⾒-酒 12 626 2474 1.1 -2.02 9.6 0.54 2.13 -2.11 -2.41 






t-score は MI とともに古くからコロケーションのための指標として言及されている。し
かし，図 6 からわかるように，t-score はバイグラムの頻度にほぼ相関した値をとる。図 1
の Wray(2012)のモデルを想定して，t-score を結合の強度を測る指標として用いることは全
く不適切であると言える。頻度によって値が変わるので，第１節に挙げた熟語の場合，
BCCWJ において「半信-半疑」は「夫唱-婦随」より高頻度であるため t-score の値も高い
が、別のコーパスにおいてもしも「夫唱-婦随」が「半信半疑」より頻度が高い場合には，

































図 6  t-score/logሺ ௫݂௬ሻの散布図8       図 7  LLR/logሺ ௫݂௬ሻの散布図 
 
５.４． Dice と Jaccard 
最後に Dice と Jaccard を検討する。図 8 と図 9 からわかるように，Dice と Jaccard は大変
よく似ている。例に挙げたバイグラムの中では「不安感」の位置が若干異なる以外は，順位
に変わりはない。また，図 4 との比較からわかるように，この２つの指標は Log-r ともよく
似ている。 
平面的な散布図では，Dice，Jaccard, Log-r は見分けがつかないほどよく似ている。Dice
と Jaccard よりも Log-r が結語の強度を測る指標として有用であることを主張するために






                                                  
7 http://corpora2.informatik.uni-leipzig.de/?dict=fra_mixed_2012 






















  図 8  Dice /logሺ ௫݂௬ሻの散布図            図 9  Jaccard /logሺ ௫݂௬ሻの散布図 
 
６．三次元の散布図による Log-r，Dice，Jaccard の比較 
Dice，Jaccard，Log-r の違いを明らかにするために，図 10，図 11，図 12 では，それぞれ




ムが薄く分布する。図 10 の Dice と図 11 の Jaccard はほぼ同一の分布であるが，図 12 の
Log-r は全く異なる。図 10 と図 11 では，最も密度が高いのは左端の最下部である。この位
置はバイグラムの頻度と強度が最も弱いと想定される場合に当たり，典型的な出現は意味
のない（多くの場合は何らかの誤りに基づく）偶然の共起である。このような共起が最も多
いということは常識的に考えにくく，Dice や Jaccard は言語使用の現実を反映する指標では
ないと考えられる。一方，Log-r による散布図（図 12）において密度が最も高いのは，左端
最下部から少し上の位置である。この位置は図 1 の第 3 象限に当たり，Wray(2012)の言う
infrequent compositional strings のための定位置である。このような特徴のバイグラムがコー
パスにおいて多数存在することは Zipf の法則によって想定できる。図 12 を見ると，密度の
分布はなだらかな連続を構成していて，これも Zipf の法則に適合している。 
 Fujimura & Aoki (2016)では，log( ௫݂௬)と Log-r による散布図を描くと，共起の頻度と強度に
加えて，バイグラム構成単語の親密度（familiarity）9も測ることが可能となり，３つの観点
からバイグラムの分類ができると主張した。Dice や Jaccard に基づくバイグラムの分布は
Log-r による分布に比べて均整がとれておらず，語の親密度を加えたモデルを想定すること
は困難である。語の親密度を計算するとバイグラムの特徴がより精密に記述できるので，こ
の観点からも Dice や Jaccard に比して Log-r の有用性は高いと言える。 
                                                  




図 10  Dice /logሺ ௫݂௬ሻの三次元散布図  図 11  Jaccard /logሺ ௫݂௬ሻの三次元散布図 




MI, t-score, LLR, Dice, Jaccard とを比較した。その結果次のことがわかった。MI, t-score, LLR
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