INTRODUCTION
Frequency Selective Surfaces (FSS) are periodic screens that act as electromagnetic filters. They are typically used in dichroic reflectors [1] and radomes [2] . Ideally, at some frequencies an FSS completely reflects an incident plane wave, while at other frequencies the FSS is completely transparent to the incident plane wave. When designing an FSS to achieve a certain spectral response, many parameters can be adjusted, such as the dimensions of periodicity, element shape, dielectric thickness and constant, and number of periodic screens. Due to the vector nature of the electric and magnetic fields, the frequency response depends on the angle of incidence as well as the polarization of the incident wave. For capacitive type FSS (surfaces composed of scattering elements as opposed to scattering apertures [3] ), 100% reflection is possible only when the elements are resonating. One of the figures of merit of a resonance is the Quality factor, Q, which is defined as Q = f 0 ∆f (dimensionless) (1) where f 0 is the center frequency, and ∆f is the 3 dB bandwidth.
The main goal of this paper is to give an in-depth understanding of resonances in FSS which are very narrow band (extremely high Q) by revisiting two different FSS which have been previously analyzed in the literature [4, 5] . When the resonant bandwidth becomes extremely small, numerical simulation becomes difficult. We detail in this paper all the problems associated with modeling high Q resonances.
The FSS in [4] (shown in Fig. 1 ) exhibits an extremely high Q resonance when the dipole length is approximately 1λ . This FSS is the topic of Section 3. The FSS in [5] (see Fig. 8 ) also exhibits an extremely high Q resonance, but its high Q resonance occurs when the width of the element is about 0.5λ . This FSS is investigated in Section 4.
The high Q resonances in both FSS are extremely dependent on the angle of incidence. The resonant bandwidth becomes identically 0 Hz (infinite Q) when the incident angle is normal. In both cases, the frequency sampling by the original authors was too course to properly capture the high Q resonances for near normal incidence. In this work, the frequency sampling rate is reduced to .01 Hz out of 14 GHz (1 part in a trillion) near the high Q resonances, in order for the high Q resonances to become apparent.
The reason why certain resonances are necessarily narrow band in their nature is discussed in great depth. The analysis in Section 3 and 4 shows that the high Q resonances can only appear in infinite FSS composed of perfect conductors. The effect of surface impedance on the narrow band resonances is shown in Section 3.B.
The numerical consequences of the high Q resonances on the solution accuracy is investigated in depth in Section 5. It is found that near high Q resonances, the problem becomes less well posed in the sense that the matrix condition number rises sharply. Higher resonant Q results in higher condition numbers. Within the numerical analysis section, we explain why the matrix condition number increases near the high Q resonances. We also demonstrate that our results are still valid in spite of the fact that high condition numbers usually result in large numerical errors.
SOLUTION METHODOLOGY-REVISITED
The analysis of Frequency Selective Surfaces (FSS) is well documented in the literature [6] . Here, we present the final results, in order to emphasize certain numerical as well as physical aspects.
The solution involves a Method of Moments formulation [7] to solve an integral equation which takes into account the periodic nature of the problem. As usual in the Method of Moments, one solves a matrix equation of the following form:
The unknown vector,
Transpose , represent the current induced on a periodic cell, and the vector on the right hand side of (2) represents the integration of the incident field with the testing functions. The elements of the matrix in (2) have the form
where • A is the area of the periodic cell
with k 0 = 2πf √ µ , θ and φ are the spherical coordinate angles of the direction of propagation of the incident field, a is the periodicity along the x-axis (2.24 cm in Fig. 1) , b is the periodicity along the y-axis (0.78 cm in Fig. 1 ), and Ω is a measure of obliqueness (34.854 • in Fig. 1 ).
• η 1pq = γpqη k0 (Transverse Magnetic, or TM case for m=1), η 2pq = k0η γpq (Transverse Electric, or TE case for m=2), with η = µ is the free space wave impedance, and
• r T = xx+yŷ is the observation tangential coordinate, and r T = x x + y ŷ is the source tangential coordinate.
(TM case), andκ 2pq =ẑ ×κ 1pq (TE case). However, if θ = 0 • and p = q = 0, thenκ 1pq = cos φx + sin φŷ • B j ( r T ) is the jth basis functions and T i ( r T ) is the ith testing function.
Note that unlike the case of the non-periodic scatterers, for FSS,
is a function of the angles of incidence, {θ, φ} . The exponentials, e −j k Tpq · r T in (3) are called Floquet modes and they satisfy the periodic boundary condition that the scattered field in each cell be identical in magnitude, with a progressive phase shift due to the incident wave. The expression for the matrix elements in (3) is simplified for the case of no dielectrics. Although numerical errors arise due to truncation of the infinite series in (3), in most cases no numerical errors are introduced due to the integration, since the integration can be performed analytically for a large class of basis and testing functions. The integrals in (3) are essentially Fourier transforms of the basis and testing functions. For roof-top basis and testing functions (used throughout in this paper) the Fourier transform has the generic form of
(assuming the function is triangular along the x-axis and constant along the y-axis) .
Once the induced currents are found by inverting the matrix and dotting with the right hand vector in (2), the reflection coefficient can be found by integrating the induced current as such
where J( r T ) is the total induced current on the periodic element. The value of the subscript m in (4) is m = 1 for TM incidence, and m = 2 for TE incidence. Substitution of Euler's Identity into (4) (e jx = cos(x) + j sin(x) where
where
By explicitly presenting Euler's Identity in the equation for the reflection coefficient as in (5), the symmetry properties of the integral can be more easily distinguished 1 . Equation (5) shows that an anti-symmetric (odd) current distribution, J, cannot radiate (have a non-zero reflection coefficient) at normal incidence (θ ≡ 0 • ) . When θ → 0 • , but not identically zero, an odd current distribution can radiate, provided the magnitude of J is sufficiently large. A computer program to analyze FSS based on the Floquet mode expansion [6] was developed and tested. In the remainder of this paper, we use this program to examine the physical and numerical properties of resonances in which the current distribution, J in (5), is odd.
1 − λ HIGH Q RESONANCE

3.A Perfect Electric Conductors
For the first example of high Q resonances, we revisit the FSS problem analyzed and measured by Larson and Munk [4] . The geometry and dimensions of this FSS are depicted in Fig. 1 . The array is incident upon by a Transverse Electro-Magnetic (TEM) plane wave with the electric field polarized along the length of the dipoles. In Fig. 2 we show the magnitude of the field reflection coefficient along the specular direction. This result agrees with Figure 7 of [4] . Figure 2 shows two resonances. The first resonance, at 8.55 GHz, corresponds to a dipole length of .58λ, and the second resonance, at 20.65 GHz, corresponds to a dipole length of 1.41λ . At a first glance of Fig. 2 , it seems that there is no resonance when the dipole length is approximately 1λ . Further analysis will prove otherwise. Fig. 2 shows the reflection coefficient for the array in Fig. 1 under normal incidence. Fig. 3 shows what happens when the incident field is scanned along the length of the dipoles (φ = 0 • ) at frequencies for which the dipole length is approximately 1λ . As the incident angle, Table 1 .
θ , approaches 0 • , the bandwidth of the resonance approaches 0 Hz. In fact, for small angles of incidence, the bandwidth is proportional to the square of the angle (reducing the angle by a factor of 10, reduces the bandwidth by a factor of 100). A time evolution vector plot of the induced current is shown in Fig. 4 . The advantage of presenting the currents in a time evolution vector plot is that in one graph (with eight sections) both the magnitude and phase of both J x and J y can be shown at once. The plot of the induced currents in Fig. 4 helps explain why the bandwidth approaches 0 Hz as the incident angle, θ, approaches 0 • . The resonant current (for the dipoles ≈ 1λ) along the dipole length is an odd function (see figures in appendix for plots showing odd and even functions). For θ = 0 • , complete symmetry exists so the integral in (5) vanishes. For θ = 0 • , some radiation is possible, since there will not be an exact cancellation of the currents in the radiation integral (5) . In order to obtain complete reflection though, the amplitude of the current must be large. As shown in Table 1 , the magnitude of the current is approximately inversely proportional to θ for small θ . This is due to the fact that in (5) Table 1 . Numerical results for 1λ resonance.
The high Q resonances in the FSS of Fig. 1 can also be explained by the reciprocal example of a radiating array. The total radiation pattern of the array is equal to the product of the element pattern times the array pattern. An odd current distribution gives an element pattern with a null at boresight (a difference pattern). For an infinitely large array, the array pattern is a delta function (or functions if grating lobes exist) in spherical coordinates. Therefore, if the array is not scanned (delta function at boresight), no radiation is possible (the product of a delta function and zero is zero). All the energy from the source will be returned as the input resistance of the array will be a perfect short. If the array is scanned by a small angle, some radiation will be possible, but only over a narrow bandwidth, as any match will be narrow band in nature due to the fact that the input resistance will be very small. Table 2 . Cutoff frequencies and directions of propagations of higher order Floquet modes for FSS in Fig. 1 under normal incidence.
The dipoles in Fig. 1 can only resonate at 1λ if the lattice is not orthogonal (Ω = 90 • ) . the resonance is pushed down in frequency and the bandwidth is narrowed. For Ω = 90 • , the 1λ resonance completely vanishes. The reason for that lies in the cutoff frequency of the higher order Floquet modes. As the lattice angle, Ω, increases to 90 • , the cutoff frequency for the {p = ±1, q = 0} Floquet mode (see Table 2 ) reduces from 23.42 GHz to 13.38 GHz. The frequency downshift of the grating lobe suppresses the 1λ resonance as the propagating grating lobe takes energy away from the dominant (or specular) mode (the resonance is 100% reflection of the dominant mode).
3.B Real Metals
With the FSS composed of PEC, it was shown that in the limit of normal incidence (θ → 0.0 • ) the current can be made arbitrarily large, resulting in an arbitrarily narrow bandwidth resonance. The PEC can support arbitrarily large currents, because there is no dissipation in a perfect conductor. Real metals, having a finite non-zero resistivity, cannot support arbitrarily large currents, as they dissipate power.
It is possible to model the response of an FSS composed of real metallic scatterers, as opposed to PEC, by using the impedance boundary condition
rather than E tangential ( r T ) = 0 [5] . The term Z s is known as the surface impedance, and it is given by
At 14 GHz, the surface impedance of silver is Z s = .030(1 + j) Ω square and for aluminum it is Z s = .037(1 + j) Ω square [9] . The effect of the surface impedance on the MoM solution is to give an additional term to the left hand side of (3) such that
Because of the use of subdomain basis and testing functions, the integral in (9) vanishes for most combinations of i and j . The integral is non-zero only when a basis function overlaps a testing function and their vector dot product is not zero. The self element is the matrix element most affected by the non-zero surface impedance.
The results for the FSS in Fig. 1 composed of metals with different surface impedance is shown in Fig. 6 . In Fig. 6a , the maximum current amplitude (for the PEC FSS) is 1.54 A/m (see Table 1 ). This is why the introduction of a surface impedance by silver and aluminum (small as it may be) causes a large change in the reflection coefficient. On the other hand, in Fig. 6b , the maximum current amplitude (for the PEC FSS) is .17 A/m. Therefore, there is not much difference in the reflection coefficient between the PEC FSS and the FSS made of aluminum and silver when the incident angle, θ, is 10 • .
Finally, Fig. 7 shows the result of the measurement of the transmission coefficient performed by Larson [10] on the FSS in Fig. 1 composed of slots instead of patches. As stated in [10] , the array was misaligned by 3 • and that gave rise to the resonance at 14 GHz (the misalignment has the same effect as scanning the incident field). Because the ground plane was not a PEC (or a superconductor), the resonance was dampened and full transmission was not seen in the measurement.
1/2 − λ HIGH Q RESONANCE
We will now show another example of a high Q resonance. In this example, the resonance occurs when the width of the periodic element, as shown in Fig. 8 , is approximately λ/2 . We use the term "width" to refer to the direction perpendicular to the polarization of the incident field, whereas in the previous section we used the term "length" to refer to the direction aligned with the polarization of the incident field. In Fig. 9 , we plot the specular field reflection coefficients of the FSS in Fig. 8 for four different w/A ratios under θ = 1 • , φ = 0 • Transverse Electric (TE) illumination (E field is y polarized). In the previous example of section 3, we demonstrated the effect of the incident angle on the high Q resonance. For this example, we would like to demonstrate the effect of the resonant frequency on the high Q resonance. Fig. 10 shows a closeup of Fig. 9 at the λ/2 resonance for each w/A ratio. Increasing the size of the periodic element with respect to the periodic cell causes a downshift in the resonant frequency. This reduces the resonant wave number, k 0 , in (5). Since k 0 inside the sine term in (5) is smaller, the magnitude of the induced odd current increases, and hence the bandwidth must decrease. This is shown in (Fig. 10a) , the separation between full reflection and full transmission is .001017A/λ (0.12% bandwidth). As the resonance frequency is reduced to .617A/λ at w/A = .9 (Fig. 10d) , the separation between full reflection and full transmission reduces to .000051A/λ (0.008% bandwidth). The surface current induced on the FSS at the λ/2 resonance is shown as a time evolution vector plot in Fig. 11 . The scale in Fig. 11 is such that the largest arrow represents J s = .06 Amps/m. We have specifically plotted w/A = 0.6 so the even mode can be seen at ωt = 0 as well as the odd mode at ωt = π/2 . More information about the current modes can be found in the appendix.
Because the incident field is polarized along the y-axis, the J x component in this case is the cross-pol. Due to the symmetry about the y = 0 line (the incident field is scanned along φ = 0 • ), integration of J x is almost zero (100 dB less than the co-pol). In the 1λ resonance of the previous example, the current was zero at the dipole ends (see Fig. 4 ). In this example, J y in Fig. 11 approaches ±∞ at x = ±w/2 . By observing the current at ωt = π/8, π/4, 5π/8, 3π/4, one can see that the phase of J y is not exactly 180 • between the left side and the right side. The slight asymmetry in J y can be supported by the asymmetry (due to the 1 • scan) about x = 0 . Figure 12 . Condition number for the matrix used to obtain the results in Fig. 2 . The size of the matrix is 54 × 54 and it contains coefficients for both J x and J y . The vertical scale is logarithmic.
NUMERICAL ASPECTS
A condition number [11] is a figure of merit for the singularity of a matrix. Higher condition numbers indicate that the matrix, such as the one in Eq. (2), is not well-posed. For singular matrices (det[Z] ≡ 0) the condition number is infinite. It is a well known fact that the roundoff errors in the solution of the unknown variables are proportional to the condition number. Figure 12 shows the 1-Norm condition number [11] of the MoM matrix used in calculating the results of Fig. 2 . There are four frequencies in Fig. 12 for which the condition number increases very rapidly. In the scale of Fig. 12 , the increases appear as sharp "spikes", but on a finer scale, as in Fig. 13 , the increase is smooth. The first "spike" in Fig. 12 , near 14 GHz, is due to the zero bandwidth (infinite Q) 1λ resonance discussed in Section 3. The three other "spikes" occur at the cutoff frequencies of higher order Floquet modes (grating lobes).
Theoretically, the "spikes" in Fig. 12 should increase to infinity (i.e., singular matrix) for all four cases. The reason the condition number is not infinite is that the matrix is singular only at discrete frequencies which require infinite number of digits to specify (in some cases, the dimensions of the periodicity of the FSS might allow the cutoff frequency of higher order Floquet modes to be specified by a finite number of digits; in such a case, numerical simulation is not possible at the exact cutoff frequency). Therefore, due to the finiteness of a Figure 13 . Matrix condition number for array in Fig. 1 where dipole is length near 1λ for two different angles of incidence.
digital computer, the condition number cannot be infinite. The reason the first "spike" appears to be higher than the other "spikes" is that it approaches infinity faster. As a result, using equal frequency sampling (.01 Hz near the "peak") results in a higher condition number for the first "spike".
5.A Stability Considerations
In order for a physical problem to be well-posed (well conditioned), it must satisfy three conditions. The three conditions, which together are sufficient for well-posedness [12] , are:
1. Existence. 2. Uniqueness. 3. Continuous dependence of the solution on the data.
The last condition is a condition of stability, i.e., a small change in the data should causes only a small change in the solution.
For high Q resonances (such as the 1 − λ resonance shown in Fig. 3b ) a small frequency change results in a large change in the reflection coefficient (as well as the current induced on the FSS, but it is not easy to plot the current distribution as a function of frequency). The narrower the bandwidth, the larger the change in the response for the same change in frequency. Therefore, as shown in Table 1 , as the incident angle, θ, approaches 0 • (the resonance bandwidth ap-proaches 0 Hz), the condition number approaches infinity (see section 2 regarding the dependence of theZ matrix on the incident angle). It can also be seen in Table 1 that for small θ, the condition number is inversely proportional to θ 2 . Figure 13 shows that the condition number has an upper bound for θ = 1 • , but no such upper bound exists for θ = 0 • . The first maximum of the θ = 1 • curve in Fig. 13 occurs at the cross-over frequency where the condition number of θ = 1 • equals the condition number of θ = 0 • . The second maximum of the θ = 1 • curve occurs at the frequency where the matrix is singular in the θ = 0 • .
From a numerical standpoint, the ill-posedness can be explained by considering the determinant of the matrix (the higher the condition number, the smaller the determinant). The inverse matrix is inversely proportional to the determinant. In general, as the magnitude of the elements of the inverse matrix is increased, the magnitude of the current also increases (the exact magnitude of the current depends on the excitation vector on the right hand side of (2)). As mentioned in Sections 3, 4, and the appendix, the magnitude of the induced current approaches infinity as the resonant bandwidth approaches 0 Hz. The only way for the current magnitude to rapidly change with frequency while the elements of the matrix only gradually change with frequency is for the matrix determinant to approach 0 rapidly.
5.B Grating Lobe Singularities
As previously mentioned, the three "spikes" at 23.4 GHz, 26.8 GHz, and 38.4 GHz in Fig. 12 are due to higher order Floquet modes (grating lobes) starting to propagate (see Table 2 ). The question "why is the matrix singular at the onset of grating lobe propagation?" can be answered both physically and numerically. The numerical answer is that all the elements of the matrix in (2) become infinite because η 2pq in (3), becomes infinite at the cutoff frequency of the {p, q} mode (γ pq is zero at the cutoff frequency). The physical answer requires a close examination of Fig. 2 . Figure 14 shows a close-up of Fig. 2 at the onset frequencies for grating lobe propagation. At all three frequencies, the derivative (with respect to frequency) of the reflection coefficient is infinite (vertical) at the grating lobe cutoff frequency. When the derivative of the solution with respect to frequency is large, a small change in the frequency results in a large change in the Table 2 for mode indices and their corresponding cutoff frequencies).
solution. Hence, the solution is not continuously dependent on the data, resulting in an ill-conditioned matrix.
The reason the derivative of the solution with respect to frequency is infinite near the onset of grating lobes can be found by looking at the propagation constant, γ, of a given Floquet mode, defined as
where f c is the cutoff frequency for the given mode. A plot of (10) is shown in Fig. 15 , which shows that Due to the linearity of Maxwell's equations, if the derivative with respect to frequency of one Floquet mode, e γz , is infinite at some frequency, then the solution (given in this paper as the reflection coefficient) at that frequency must also have an infinite derivative with respect to frequency. It is worth mentioning here that under some circumstances, the FSS problem will not be ill-conditioned at a grating lobe cutoff frequencies. The plot of the condition number in Fig. 12 is for a matrix with coefficients for both unknown J x and unknown J y . It was found that the condition number shows no appreciable rise at 26.7672 GHz (the cutoff frequency for {p = ±2, q = ±1} Floquet modes) for a matrix of only J x coefficients (J y is negligible for thin dipoles). The reason the problem is well conditioned when only solving for the x component of the current is that the grating lobes {p = ±2, q = ±1} propagate in the direction of φ = 0 • , 180 • (see Table 2 ), which is along the x axis. This causes cancellation of vector dot product of κ 2pq · T i ( r T ) in (3), since the testing functions have only ax component, whilê κ 2pq only has aŷ component. Therefore, the matrix with only J x coefficients is oblivious to the {p = ±2, q = ±1} Floquet modes. In general, though, the matrix is ill-conditioned at cutoff frequencies of all higher order Floquet modes. (12) of LHS of (13) 14,000,000,000.00 6. Table 4 . Residues of (12) and (13) 
5.C Consistency and Accuracy
When the condition number is high, the accuracy of the solution comes into question. We will therefore pay attention to the accuracy of the solution with the aid of Tables 3 and 4. Table 3 shows that when the condition number exceeds 10 15 , the two solutions, using LU (lower upper) matrix decomposition [11] or the inverse matrix directly, differ in the third digit. While not shown explicitly in the table, when the condition number is less than 10 6 , the two solutions agree to at least 12 digits.
Two methods that allow direct examination of the accuracy of the inverse matrix are [13] :
whereZ is the matrix to be tested,Ĩ is the identity matrix, and z avg is the average magnitude of the elements in the matrix. The reason for dividing by z avg in (12) is to make the left hand side unitless so that the residue will not depend on the magnitude of the matrix elements. Table  4 shows the Root Mean Square (RMS) of the elements of the residue matrices on the left hand side of (12) and (13) . As expected, when the condition number increases by 10 orders of magnitude, the accuracy of the inverse matrix, as indicated by the size of the residues in Table 4 , decreases by 10 orders of magnitude. Finer sampling of the frequency would yield even higher condition numbers, which would cause the inverse matrix to be even less accurate. The reason the residues in Table 4 are on the order of 10 −13 for condition numbers less than 10 6 is the use of double precision arithmetics in calculating the matrix elements. Had single precision arithmetics been used, the residues in Table 4 would have been 9 orders of magnitude higher and the solution at 14,024,485,227.63 Hz would have been highly inaccurate.
The exact frequency for which the condition number rises is very sensitive to the truncation of the summation in (3) . The data in Tables  3 and 4 are the results when both p and q are summed from −30 to +30.
CONCLUSION
The goal of this work was to expose the existence of infinitely high Q resonances in infinitely periodic screens. The narrow band resonances occur when the induced current distribution on the elements of the FSS has odd symmetry. An individual element with an odd current distribution radiates a difference pattern with a deep null at boresight. In the environment of an unscanned infinite array, which is the case of an FSS under normal incidence, the array pattern is a delta function (infinite gain) at boresight. The total radiation is the product of the array pattern with the element pattern. Since the element with a difference pattern cannot radiate at boresight, there can be no resonance (the resonance bandwidth becomes 0 Hz) when the incident plane wave is normal to the FSS (no scan).
When the incident field is scanned, it is possible for the FSS elements to radiate, and hence the FSS can resonate. However, the resonance is not very efficient, hence it is narrow band. High frequency sampling in numerical simulations is required in order to properly capture high Q resonances. Otherwise, the resonance might not appear in the results.
The narrow band resonance is sustained by very large currents. This is not a problem for perfect conductors, but real metals have finite surface resistance and hence dissipate power. This was shown to dampen high Q resonances to a point where they are not practical with conductors such as silver and aluminum.
Numerically, when the resonance bandwidth is very small, finding the response of the FSS becomes an ill-posed problem. The illposedness comes about from the loss of stability, in the sense that a small change in frequency results in a large change in the induced current. The inverse of an ill-posed (ill-conditioned) matrix is usually not numerically accurate, but the use of double precision arithmetic can help mitigate numerical errors. Singularities due to loss of stability were also shown to occur in the FSS problem at cutoff frequencies of higher order Floquet modes.
While the high Q resonances can impact a numerical simulation, they most likely have little practical implications unless the FSS is composed of superconductors, since regular metals were shown in this paper to dampen the high Q resonances. Superconducting FSS have been investigated in [14] . While ohmic losses of real metals dampen high Q resonances, the dampening might not be enough to completely obliterate the high Q resonances in practice. A measurable ripple, as shown by measurements in [10] , might still exist. 
APPENDIX
In Section 3 and 4 we plots of the induced current (Fig. 4 and Fig. 11 ) and note that the current has an odd (anti-symmetric) distribution. A more rigorous analysis of the current distribution can be done by decomposing the current into resonating modes. In this paper, rooftop functions, which are subdomain, are used as the basis and testing functions in the MoM to find the induced currents. We will now re-expand the current in term of global resonating modes (entire domain functions). For the dipoles of Section 3, the x component of the current is reexpanded along the length of the dipole such that the current is zero at the edge (see Fig. A1 ). Specifically,
where J x (x ) is the induced current determined by the rooftop expansion in the MoM. The unknown coefficients, a m , can found by exploiting the orthogonality of the sine and cosine functions. Specifically, this is achieved by integrating the product of J x (x ) (which is given as a sum of rooftop functions) with the particular mode of interest. Table A .1 shows the magnitude and phase of the first three coefficients of (A.1) for the 1λ resonance and anti-resonance under different angles of incidence. There are a few interesting facts that are revealed upon close examination of Table A.1.
• The even modes are in phase quadrature with the odd modes. This is due to the j in (5).
• The even modes are not as sensitive as the odd mode to frequency (resonance as opposed to anti-resonance) and angle of incidence.
• The magnitude of the odd mode is approximately inversely proportional to θ , and the frequency difference between resonance (reflection) and anti-resonance (transmission) is approximately proportional to θ 2 . This was discussed in Section 3.
• There is no contradiction between Fig. 1 . φ inc = 0 • .
Also note that anti-resonance (full transmission) is achieved when the radiation from the even modes cancels the radiation from the odd modes. At resonance, the odd and even modes add together to give 100% reflection.
For the wide patches of Section 4, the y component of the current is re-expanded along the width of the patch ( x direction -perpendicular to the polarization of the induced current electric field), such that the current approaches infinity at the edge. (see Fig. A2 ). Specifically, . The rest is the same. The principal effect of the extra multiplication is that the integration must be done numerically, whereas the a m coefficients in (A.1) can be found analytically. 
