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低レベル母音のー検出法
小泉卓也・白神良昭・山内清彦
An Optimum System for Detecting Voiced Sounds 
Takuya KOIZUMI， Yoshiaki SHlRAGA， and Kiyohiko Y AMAUCHI. 
(Received 10 Oct. 1967) 
A c1assical problem of detecting voiced sounds or vowels in normal backgro-
und noise is discussed. 
The method of statistical decision theory is applied to the ana1ysis of the 
problem， and as a resu1t an optirnum system structure for the detection of a 
frequency component of voiced sound or vowel is obtained. 
By the optimum system is meant a system which minimizes the so-called 
average risk. 
1 緒
?
母音の検出は Vocoder等の研究に関連して，古く
から種々と考えられている。例えば，母音はフォルマ
ント構造，即ち特有の周波数スベクトラムを持った周
期的な渡形を有する事に注目し，その基本波成分〈ピ
ッチ)を抽出する事が考えられる D ピッチ抽出装置の
出力に信号が現れれば，母音の存在が確認された事に
なる。ピッチを抽出する装置としては，一番簡単なも
のでは，低周渡で減衰が少く周波数が高くなるにつれ
て減衰量が直線的に増加する様なフィルタを使用し
て，母音の基本波成分に重みをかけて取り出すとい
う方法があるo また，カットオフ周法数の異なる二個
の低域フィルタ(例えば150c/sと2叩c/S)を組み合わ
せて用い， 150c/sフィルタに出力がある場合は，その
出力の一部で2叩c/Sフィルタの出力を阻止するといっ
た方法で、もピッチを抽出する事が出来る。この他，母
音波形を整流してから積分回路を通L，次にこれを徴
分するというプロセスを幾度か繰返す事によって，ピ
ッチと同じ操返し周波数を有するパルスを得るという
方法もあるロ子音は一般に周技数スベクトラムが平坦
な雑音と考えて良いが，母音のスベクトラムは前述の
フォルマント構造を有するから，第一，第二フォルマ
ントの中心周波数，帯域幅といった母音のパラメータ
を抽出しても，母音の存在とその特性に関する情報を
得た事になるロ母音の検出または抽出に関しては，こ
の他種々の方法が考案されているo
しかし，これ等の方法は母音のレベルが背景雑音の
持助手酬助教授輔帯教授
それよりも充分高く，雑音の影響を問題にする必要が
ない場合に有効な方法である。本論文では母音のパラ
メータ抽出を考えず，正規分布をする雑音中に母音が
存在する時その母音を検出する方法，特に母音のレベ
ルが低くて雑音中よりその存在を検出する事が余り容
易ではない場合，即ちthresholdconditionの場合に
有効な一つの方法について述べる。母音は不連続な周
波数スベクトラムを有しているから，今その中の一周
波数成分を狭帯域のフィルタで取り出したとすると，
そのフィルタ出力には単一周技の正弦波信号と正規分
布をする雑音とが現われる。母音が無い場合は句論出
力は雑音のみになる。従って，母音を検出するという
問題は，正規雑音中に含まれる位相と振幅のみが未知
の正弦波信号を検出する最適受信機を，如何にして作
るかとL、う問題に置き換えられるo以下，この最適受
信の問題について少し説明を加えた後，これを母音の
検出に応用した場合にどうなるかを述べる事にする。
2序 論
信号と受信入力(データ)の n個のサンア。ル値を考
えるo ここで， 信号空間aとデータ空間rなる概念
を導入すれば，信号の n個のサンプル値はn次元信号
空間内の一個のベクトルとして表わす事が出来，一方
受信入力のサンプル値は同様にn次元データ空間内の
一つのベクトルとして表わされる。両ベクトルは次の
ように書ける。
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S = [S(t1) .S(t2).…... ，S(t叫))=[S1oS2.・…".S略〕
v = [V(t1). V(t2).…・・.v(t叫)J= [VloV2，・......v叫〕
・(0)
但し. tObtl~t2b………btnbT 十toとする口
Vが与えられて，信号に関するある種の検出を行なう
場合，当然、ある決定がそこで行なわれるのであるが，
これについて図で説明すると Fig.1のようになる。
先に述べた信号およびデータ空間の他に，便宜上更
に決定空間ムと雑音空間Nが図には加えられている。
ベクトル r=[T1> T2. ……r叫は信号プロセスsにつ
いて，受信データVをもとにして行なわれるm個の決
定T1> T2. …・一，T慨を表わし， δ(rl V)はこの決定γ
を支配する確率である。 a(S)は信号ベクトルsの確
率分布密度であり， F(V I S)およびW(N)Nはそれ
ぞれSが与えられた時のVの条件附確率分布密度，雑
音プロセスNの分布密度である。受信機は受信データ
Vをもとにして，決定規則 δ(γ¥V)に従いSに関する
決定rを行なL、，これを決定空間ム内に送り出す訳で
あるから.o(rl V)が受信機の機能を表わす重要な確
率規則である事が分かる。
さて，検出の場合には，決定は，信号と雑音が同時
に存在するとし、う決定と雑音のみが存在するという決
定の二つだけになるから.rは決定空間ム内の相異な
るこ点で表わされる事になるo そして δそれ自身はO
と1の間(但し0と1も含む〕に値を持つ確率となるo
受信機の動作に対して何らかの評価を与えるために
は，受信データVと信号プロセスsの結果として受信
機が行なう一連の決定に対して，これを評価する基準
を与える必要がある。このために今，損失函数C(S.
r)なるものを定義する。 これは各信号とそれに関す
る決定に対して，ある定まった損失を割り当てるもの
であるo ここでVとsに関して C(8.r)を平均した
もの，即ち平均損失を求めると次のようになるo
L(σ，かE1i.8{C(S.的}= J!J d8ゆ〉
F(vIS) 
x {JrF(V I S)dV fAO(川 )CCS.州)
''(1) 
但し.(1)に於いて最後のA空間内に於ける積分は，検
出の場合sは確率密度ではなく確率であるから，当然
和の形になって来る。
受信機の最適化という問題を考える場合に必要な事
は，i)最適基準そのものの選択と， i)適当な決定規
則の選択とのごつがあるが，りとして前述の平均損
失の最小値(但LBを適当に選ぶ事によって最小値を
求める〉を基準として選ぶ事が出来る。即ち式で示せ
ば， min L(O'， o)= L帯。，伊)， δ→伊となる。
δ 
ここで L叱伊はそれぞれBaYi閣の損失.Bayesの
決定規則といわれているものであるo今二つの仮説，
即ち信号と雑音が共に存在するという恒説H1:S+N
と，雑音のみが存在するという仮説 Ho:Nを考えれ
ば，受信機ではある受信データが与えられた場合，こ
の何れの仮説を採用すべきかテストを行なう訳であ
る。ここで便宜上，信号空間aは
!J=!Jo+JJ1 ・H ・".(2)
のように oでない信号81の空問。1と0信号 So(So
= 0)の空問。。とから成立つと考え. 81およひ、80の
分布密度をそれぞれW 1(S). wo( 8)と置くと，
J !JIW1(8)dS = 1，J .fiowo(8)dS = 1，
wo(8 )=o(S -0) ・H ・"(3)
但し，B(8 -0)はデルタ函数で‘あるo
Vが Sl+Nに起因している事前確率をp， Nに起因
している事前確率をqで表すと，
p+q=l …・・・・-性)
信号空間 9内の全信号の事前確率密度は従って，
6・(8)=qB(8-O)+pWl(S)， 
J .fi0'(S)d8 = 1 -・・・・ (5)
となるo
r: recelved data space 
space 
N': nolse space 
W(N")~ 
Fig. 1 The general decision situation. 
Vが与えられたら， 受信機はhあるいはれの何れ
かの決定を必ず行なわなければならなし、から，明らか
o(roIV)+o(rll V) = 1 
? 。?
次に，損失マトリクスを下記のように定義する。
C(8， r)=rCo(O) C1(O)i Le。ωcJujun---(7)
ここで，例えばC1叩は恒説 Hoに相当する場合，即ち
雑音のみが受信データ中に存在する場合に，れなる決
定を下す場合の損失であるo正しい決定を下した場合
の損失は，誤りの決定の場合のそれよりも小さいと定
義し，次のような大小関係を定めておし即ち
c。ωくC1(0l， C1ωくCoω ……・(8)
(5)， (7)を(1)に代入すると，
L(d，か fr{[qCo吋 (VIO)
+pCo(l)(F(V I 81))1Jδ(ro I V) 
+(qC1(0)F(V ¥ 0)十pC1ω(F(VI 81))1J 
δ(γ1IV)}dV ・H ・H ・.(剖
但L，
凶作18ふ=pfn戸 Sl)F(V!81)dS1 
・・・・・(1的
ここで， (6)の関係を用いると，
L(σ， o)= Lo+p( Coω-C1(1) 
X f rD(ro! V)(A(V)-KJ F(V ¥ O)dV 
...側
但L，
L 0 =q Co(O)+pC1Cl) .....U2) 
A(V)=~ ~F (V 181))!..(尤度比)-..・H ・-側
F(VIO) 
Cy(ω-C。ω〉
= '-'1E3 1)>0 (闇値)・H・.~4)CO~ lJ - Cl~ l) 
日目の被積分項は，全て正の値を持つ諸量から，成立っ
ているから，次のようにしてLを最小にする事が出来
るo即ち，
i)若L，A(V)くK ならば D*(γ。¥V)=1 
即ちroなる決定を下す口
i)若し，A(V)zKならば o*(roIV)=0 
即ち o*(rt!V)= 1なる故，れなる決定を下す。
ここで， A(V)の代りに A(V)の単調増加函数ならど
のようなものを用いても差支えないから， log A(V) 
を以後用いる事にする。今，若し logA(V)を与えら
れた受信データから算出し，これと闇値logKとの比
較を行なし、， 上記の決定規則に従い roなり r1なりの
決定を下す装置を作れば，これが信号を検出する最適
受信機に他ならなし、。
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3 最適受信機の構成
背景雑音Nは正規分布をしており， N= 0， N2=ψ 
とするロ今 V， S， および雑音の相関マトリクス
KNをψで正規化し，それぞれv，S，匙Nで表わす
と， F(VIO)およびF(VIS)はn次の結合確率密度
(正規〕の形で示される。即ち
F(V 10)=W(V)N 
=開(-t町 v)
(2π)n/2〆det(ψkN)
F(V I S)=W(V -S)N 
exp~ -b(守一向吉)kN1(v-a同l
-l2 'J………閥
(2π〕司A〆det(ψkN)
-・・・・(15)
、，、~ . 号、、・e、・.'-' 
S=aoYψs， v=V/yψ，匙N=KN/ψ・H ・H ・"(17)
であり， a02は入力の信号対雑音電力比であるo また
v， sは列マトリグス， kNはnXnの正方マトリクス
であり，守，言は転置マトリクスである。回，闘を用
いて logA(V)を表わすと，
x=log A(V)=10gr旦〈W(V-S)N)~l 
Lq W(V)N j 
=抑+叫〈帥(『÷時kN1s+ao ~kJJs))， J 
-…側
上式で， μ=p/q，く >sははsのパラメータに関す
る統計的平均を意味する。簡単の為次のように置く事
にするo
φs=官匙耳目，ov=守kN1s ・H ・H ・"U9l
さて，母音は時間の函数として数式で表現する事は困
難であるが，若しその一つのスベクトラムを狭帯域の
フィルタで耳元り出せば，これは振幅と位相が未知の単
一周波正弦波信号と見て良いから，次のように表わす
事が出来る D
s(t のー=A8 COS ω。(t-e:) ・H ・H ・'-(2W
今，この信号のサンプル値を考え，次のような列マト
リクス
a=[A叫 COSω。，tiJ，b=[A“sin ω。tiJ・H ・H ・.聞
を定義すると.o8， l.Pvは次のようになるo
年÷(宮kN1a+bkN1b)三 Cn 問
l.Pv=f cos (ωoe:-8) 
但し.f2=vkN1(a富山古)kN1v三 vDvt'-'~' i ・H ・"(23)
θ=tan- 1(守kÑ1b/干拓~a)
幽，仰を佃)に代入すると，
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x=!ogμ十1附却(す吋Cn)吋〆幅)>ao
・・・・・帥
触に於いて 10は変形ベッセル函数， また ωoeはoか
ら2π まで一様に分布していると考え平均を行なって
あるo
これ迄は，受信データVは受信入力を離散的にサγ
プリングする事によって得られたと仮定して，式を求
めて来たが，実際問題としてこのようなサンプリング
を行なう事は装置を複雑にする恐れがある。そこで，
サγフ。ル数nを無限大にした極限に於ける連続サンプ
リγグを考えて見ょう oある時間Tに亘ってデータが
得られたとし，信号レベルが背景雑音レベルと同程度
もしくはそれ以下の所謂 threshold受信の場合には，
掛は次のような形に書き変える事が出来る。即ち，
lim log A(V)=logAT=logμ+CT+C'T 
n-今 00
+三￥fμ伊f汀fv(ωt)仰〕
.・・・・悶)
最初の3項は所謂バイアス項といわれる定数項であ
り，受信機が算出する事を要求されるのは最後の積分
項である。さて，前述の狭帯域のフィルタを通った
正規雑音の自己相関関数を KN(τ〉で表わすと，聞の
DT(t. u)はKN(t.u)を核とする次の二つのFredholm
型第一種積分方程式，
a(t)=Aa cos ω。(t-e) 
= f<><> KN(t.収制du
b(t) =A， sin ω。(tーの [ 
=f∞KN(叫 YT(u)du，O-<tくT+I 
-ー…~$
の解XTおよび YTの函数として， 次のように表わさ
れるo
DT(t，U) = XT(t)・XT(U)+YT(t)・YT(U)，
0-くt.uくT+ ・H ・..帥
また，CT. C'Tは次式で、定義される。
CT=一千ψfJKNC似
.........&~ 
'T=一旦Lψ2I IくDT(t，U))As2 
16 '.J J 
Xcosω。(t-u)dtdu ・ H ・ H ・..~9)
闘の積分項が，受信データをある種のフィルタを通し
てから自乗し，且つ積分するとL、う操作を意味してい
る事は，その形から想像出来るが，これを次のように
変形して見ると一層明らかになるo先づ
T+ 
がくDT(t，u))= f ho(x -t)hμ-u)む，
0-くt，UくT+ -・・・・倒
と置くと，
(71'伊伊fJv(t)くDゆ
= JdXJ Jv(仙 (x-t )hoC x -u)d蜘
= J dx[JvCr)h仕切.J三 fVFCX)2dx
??
??
?? 、
?• • • • • • • • ?
??、????、?、 ，???
? 。? ?、????? 、??? -・・・・白血
であり，hoは受信データ vを通す必要のあるフィルタ
の単位インパルス応答を表わLている。このフィルタ
の周波数応答函数を求めるには，周知の如く単にhoの
フーりエ変換を求めれば良く，
IY(iω)1 =印刷 I= [JO2くDrCt叫〉
Xco山一 u)d叫弛/〆T 聞
のようになるo
帥，(3Vの両式から最適受信機の構成は明らかである。
即ち受信機は受信データを次のように処理するもので
あれば良L、。先づ狭帯域フィルタ出力 vCt)(受信デ
ータ〉をhoなる単位インパルス応答を有するフィル
タに導き，そのフィルタの出力を自乗回路で自乗し，
これを時間0からTまで積分する。次にこの積分値に
師に示されているバイアス項に相当する値を加え，こ
の和の値と規定の闇値 IogK との比較を行ない，若
し和の値が logK より大きい時は，受信データがCs
+N)であるとL寸決定を示すパルスもしくは何らか
の形の出力を出す口逆に和の値がlogKより小さい時
は，何らかの方法で受信データがNであるとLろ決定
を外に示す。これをプロック図で示せば， Fig.2のよ
うになる。図のスイッチは，常時は聞いており，受信入
力を観測する時間Tの間だけ閉じられる。連続的に受
信入力の観測を行なう場合は，一つの受信データに対
する決定が出たら，直ちにまたスイッチを閉じて次の
受信データを得るというようにしておけば良L、。図は
母音の一つのスベクトラムに対する最適受信機を示し
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Fig. 2 An optimum receiver structure. 
たものであるが，一般に人により，また同一人でも場
合によりピッチ周技数は異なるので，幾っか違った周
技数でスベクトラムの検出を行ない，個々の決定を
OR回路(論理回路〉等で合成するという配慮が必要
となろう。
4 具体的計算倒
母音のースベクトラムを取り出す狭帯域フィルタと
して， Fig.3の回路を用いたとするoこのフィルタに
←唱和→
Fig. 3 Series LCR filter 
入力とLて広帯域の正規雑音を加えた場合，出力雑音
の自己相関関数 KN(T')は次式で・与えられるo
F[ T'[(~___.. __ (JJF ..:__..1_1¥ KN(T') =拘 FI'I(C伺 ωlT'-ー :.Lsinωdr[) 、 ...1
...回)
但L，ωF:角周波数で測ったフィルタの半値幅}
アでー← 1
ωl=Yω0"-ω'F'" ω0"=工c
・…・・・(拙
(器)は次のように書き直した方が便利である。
-b1 T' [ -L._.. -b21 T' I KN(T') =ale 
但し，
al=-J!-如何， a2=.J!-(ωl-i(JJF)} 
&...1 岳山
b1=ωF-i(JJh ba=ωF+iω 
・・・・・・・・・出)
闘の KN(T')が側の積分方程式の核になる訳で‘ある。
舗をそれぞれ解くと，解は次のようになるo
XT(t) = ，-，1 r (吋-4ωF2)Asc侶叫t→〉
4ψωFl 
+4ωF2A"cosωoe-2ω。ωFAssinωoe
一ω08TA.sin，ω。(T-e)ー ω02A，cosω。(T-e)
+{2ω向FA.sco町十町8A，sinωo(Tーの}tJ
....(37) 
YT(t) =二上!(吋-4 (JJF2)A"sin(JJo(t -e) 
4ψωFl 
-4ωF2A"sinω08-2ω。ωFA"cosωoe
+ω08TA，c倒的(Tー のー ω02A，sin叫 (T-e)
ー {2ω的0♂向量
狭帯域条件ω。〉ωFを考慮すると，
XT(t)三千子J-(ωoZA，cosωo(t-e)
せ Y'...F
+ {(JJ08 A，sin(JJo(Tーの)t 
.・・・倒
ーω02y'1十ωOZT2Assinω。(T-e+φ1))，1 
但L， ω。φ1=tan-11;'ω。T
YT(t)今一二iー〔ω02A.s旭町(tーの
4φωF 
- {(JJ08 Asc倒的(Tーの}t 
・・・・ー・・・側
ーω02〆1+ω02T2A必inω。(T-e-仇));
ω。φ2=tan-1(JJoT ・H ・H ・..~叫
ここで， ω。T)>2n:と仮定すると， ω。世l~O ， ωOØ2"=i
fなる近似が可能であるo的によって定義されてい
るDT(t， u)は，
DT( t， u)=. .u:.~~!斗 {co叫 t -u) 
16it2(JJF 
-ωou sinω。(t-T)+ω。Tsinω。(t-T) 
ーω。tsinω。(u-T)十ω02tuー ω♂tT
+ωoT sinω。(u-T)ー ω02Tu+ω02T2}
・・・・・(叫
従って倒より IY(iω)[が求まるo
48 
ω'o2A8 f 2(ω02+ω2) 
Iy(iω)1=IF{ho}I .-v~::"， i 4ωF〆'Tl (ω02-w2)2 
2(ω04+~)ーC情的T ・∞sωT
ω2(W02 _ w2)2 --u 
2的ω(的 2+ω2〉剖nωoT・剖nωT
W2(ω♂_(2)2 --v 
+~ω02 2ω'02 T ___ .'T' _ _ 
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ここで，先に行なったωoT>2πなる仮定に加えて，
4k+l oT=一三Eー だ (k:正整数.k>l)となるように
Tを選ぶと，
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となるから. I Y(iりlは更に簡単になる。
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上式を見れば明らかであるように. IY(iω)1はωニω。
見に於いて極を持っているo[ ) の中がω→ω。の極限
に於いて正の値を持つ事を確かめて見ょうo簡単の為
に， ω。 1とおき，式を少し変形してから極限を取る
と，
lim IY(iω〉l=As一 I(2+T岳〉伊冊。 ~1 - 4ωF干/Tl 
+4lim 剖加~l%=--As 一 r+∞1弘
剖→i-( 1 -w2)2 j 4ωF〆T l 'j 
=+∞ 
となり. ¥Y(iω)¥はω=ω。に於いて確かに正の無限大
の値を取る事が分かる。このような周波数応答函数を
有する回路を実現する事は不可能であるから，理論通
りの最適受信機を設計製作する事は出来なし、。しか
し，撰択特性が尖鋭なフィルタを使用して. IY(iω) I 
を近倒L.最適ではないにしても，これに近い動作特
性を有する準最適受信機を作る事は却論可能であるo
白5).倒，倒を見ると.a02およびa02なる係数がかか
っているo 前述したように a♂は入力の信号対雑音
電力比で司あるo 正規化してない信号を aoを用いて
書くと次のようになるo
S(t) =下/ψaos(t)=〆ψaoAsc倒的(t-e)
・・・祖母
今.aoの分布として例えばRayleigh分布を選べば，
aoの確率密度関数は次式で示される。
(ao) =ヰexp(-:~: )， a出 0(11:分散〉"¥乙q2) 
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これを用いてao2の平均値即ちao2を求めると，
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aoが如何なる分布をするかは，場合によって異なろ
うが，ここでは一例としてRayleigh分布の場合を考
慮して見た訳である。
次に，倒，倒のバイアス項の計算結果を示すo
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B =sin，ωlT. coshωpT， 
.....(48) 
D=cosωlT. coshωpT， 
E=sinωlT • sinhωpT 
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5検討
以上述べて来たこの検出法には，幾つかの間題点が
含まれているo その第一は闘値logK.従って Kの
値を如何に定めるかという問題，第二は、μの値の決定
という問題，第三は母音のスベクトラムを抽出するた
めに何のような狭帯域フィルタが必要となるかという
問題であるo この他，先にも述べたように理想的な巌
適受信機は実現不可能であって，成可く動作がこれに
近いような受信機を作る以外に方法がないという事も
念頭に置かなくてはならなし、。上記三つの問題点につ
いて，少し検討を加えて見ょうo
1) Kの決定:
Kの値の選び方如何によって，受信機の決定の正確
さは大きく変って来る事は当然であるo従って，受信
機が誤りの決定を行なう確率(誤差確率〕は，Kの値
によって変化するo今，信号がない時に受信データが
(S+N)であると決定する確率をβ1加で表わし，信
号が存在する時に Nのみと決定する確率を β。ω で表
わすと，これ等は次式で示される。
β1ωl=+r 1 -8f盃ピ亙+~竺~0ル~-n
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回1)，~聞を見れば分かるように，これ等の誤差確率は
ao2もしくは争sが大きくなると oに近づいて行く o
一般には， a02も<1>8も条件より与えられる量であり，
μの値も適当に定めれば， β1(0) ，β。ω共に logK の
みの函数となるo 今例えば， β0(1)がある大きさ以上に
ならないようにしたL、場合は，倒より簡単に対応する
log K の値を求める事が出来る。準最適受信機に対
する logKの値は，勿論このようにして求めた値よ
り多少のずれを生ずるであろうから，実験によって必
要な修正を加えなければならなL、。
2) μの決定=
パノレス通信の場合のように，パルスの生起確率を比
較的正確に知り得る場合は， μ=p!qの決定は容易で
あるが，母音〈有声音を含む〉が観測時間T内に存在
する確率は情況や場所によって様々であるから， μの
決定は与えられた観測の場で実験的に行なう以外に方
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法はない。
3) 母音スベクトラム抽出用フィルタ:
母音のピッチは人により異なるが，大体100c/s""
300c/sの範囲に収まると考えられている。従って，一
個のフィルタの帯域内に一つのスベクトラムだけが入
るようにするためには，フィルタの帯域幅を100c/s以
下にする必要がある。このようなフィルタを例えば
1000c!sを中心にして，上下に何個か，ある周波数帯
域を連続的に cover出来るように配置しておけば，
この中の何れか一つのフィルタには，少くとも母音の
スベクトラムが現われる事が期待される。そして全受
信機の中の何れか一つでも信号ありの決定を下した場
合は，母音が存在したと判断する訳である。
B結言
一般に雑音中に含まれている弱L、信号の検出には，
相闘がしばしば利用される事は周知の事実で、あるo母
音の検出とてその例外ではないであろう o ここで、は，
このような信号検出の問題を取扱うのに最も便利と考
えられる，統計的決定理論から導かれた最適受信(検
出〉の理論を応用して見た。この理論による検出法も
結果的には相闘を利用している訳であるが，三つの大
きな特色を持っている。即ち，第一は具体的な最適受
信系の構成を知る事が出来るという利点，第二は，こ
のような受信系の動作を量的に表わし得るという事，
即ち平均損失もしくは誤差確率という形で動作を数量
的に評価出来る事であるo第三は，最適系と他の系と
の聞の，あるいは任意の二つの系の聞の比較が自由に
行なえるという利点である。これも矢張り平均損失を
各系について算出して，これを基礎にして比較を行な
う訳であるo本研究では，上記第二，第三の特色より
もむしろ第ーの最適系の具体的な構成を与えるという
特色を生かして，これを母音の検出の問題に応用して
みた訳である。われわれが実際に母音の検出装置を設
計する場合は勿論の事，他の種類の信号検出装置を設
計する場合にも，ここに述べた事は広い応用範囲を持
っていると考えられる。
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