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LARGE TIME DECAY ESTIMATES FOR THE MUSKAT
EQUATION
NEEL PATEL AND ROBERT M. STRAIN
Abstract. We prove time decay of solutions to the Muskat equation in 2D
and in 3D. In [11] and [12], the authors introduce the norms
‖f‖s(t)
def
=
∫
R2
|ξ|s|fˆ(ξ)| dξ
in order to prove global existence of solutions to the Muskat problem. In this
paper, for the 3D Muskat problem, given initial data f0 ∈ Hl(R2) for some
l ≥ 3 such that ‖f0‖1< k0 for a constant k0 ≈ 1/5, we prove uniform in time
bounds of ‖f‖s(t) for −d < s < l− 1 and assuming ‖f0‖ν<∞ we prove time
decay estimates of the form ‖f‖s(t) . (1 + t)−s+ν for 0 ≤ s ≤ l − 1 and
−d ≤ ν < s. These large time decay rates are the same as the optimal rate for
the linear Muskat equation. We also prove analogous results in 2D.
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1. Introduction
The Muskat problem describes the dynamics between two incompressible im-
miscible fluids in porous media such that the fluids are of different constant den-
sities. The Muskat problem is an extensively studied well established problem
[1–4, 6–12, 14–22, 24–30]. In this paper we consider the interface between the two
fluids under the assumption that there is no surface tension and the fluids are of
the same constant viscosity. Because the fluids are immiscible, we can assume that
we have a sharp interface between the two fluids. Without loss of generality we
normalize gravity g = 1, permeability κ = 1 and viscosity ν = 1. Then the 3D
Muskat problem is given by
ρt +∇ · (uρ) = 0(1)
u+∇P = −(0, 0, ρ)(2)
∇ · u = 0(3)
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where ρ = ρ(x1, x2, x3, t) is the fluid density function, P = P (x1, x2, x3, t) is the
pressure, and u = (u1(x1, x2, x3, t), u2(x1, x2, x3, t), u3(x1, x2, x3, t)) is the incom-
pressible velocity field. Here xi ∈ R for i = 1, 2, 3 and t ≥ 0. The third equation of
this system simply states that the fluids are incompressible. Given the incompress-
ibility condition, the first equation is a conservation of mass equation, as the fluid
density is preserved along the characteristic curves given by the velocity field. The
second equation is called Darcy’s Law, which governs the flow of a fluid through
porous medium. When we assume that the two incompressible fluids are of constant
density, then the function ρ(x1, x2, x3, t) can be written as
ρ(x1, x2, x3, t) =
{
ρ1 (x1, x2, x3) ∈ Ω
1(t) = {x3 > f(x1, x2, t)}
ρ2 (x1, x2, x3) ∈ Ω
2(t) = {x3 < f(x1, x2, t)}
where Ωi for i = 1, 2 are the regions in R3 occupied by the fluids of density ρi
for i = 1, 2 respectively and the equation x3 = f(x1, x2, t) describes the interface
between the two fluids. We consider the stable regime (see [18]) in which ρ1 < ρ2.
The interface function, f : R2x × R
+
t → R is known to satisfy the equation
∂f
∂t
(x, t) =
ρ2 − ρ1
4π
PV
∫
R2
(∇f(x, t) −∇f(x− y, t)) · y
[|y|2+(f(x, t)− f(x− y, t))2)]
3
2
dy(4)
with initial data f(x, 0) = f0(x) for x = (x1, x2) ∈ R
2. Without loss of generality
for the results in this paper we can take ρ2−ρ12 = 1. Then, as given in [12], the 3D
Muskat interface equation can be written as
ft(x, t) = −Λf −N(f),(5)
where Λ is the square root of the negative Laplacian and
N(f)(x) =
1
2π
∫
R2
|y|
y2
· ∇x△yf(x)R(△yf(x)) dy,(6)
where
R(t) = 1−
1
(1 + t2)
3
2
and
△yf(x) =
f(x)− f(x− y)
|y|
.
We will use equation (5) to prove uniform in time norm bounds and large time
decay rates for the solution f(t, x) in 3D.
We will also prove uniform in time norm bounds and large time decay rates for
the 2D Muskat problem. The 2D Muskat problem is given by the interface equation
∂f
∂t
(x, t) =
ρ2 − ρ1
4π
∫
R
(∇f(x, t)−∇f(x− α, t))α
α2 + (f(x, t)− f(x− α, t))2
dα(7)
with initial data f(x, 0) = f0(x) for x ∈ R. The density function ρ is given by
ρ(x1, x2, t) =
{
ρ1 (x1, x2) ∈ Ω
1(t) = {x2 > f(x1, t)}
ρ2 (x1, x2) ∈ Ω
2(t) = {x2 < f(x1, t)}
.
Similarly to above, we can rewrite the 2D interface equation setting ρ2−ρ12 = 1, as
given by (9) in [11]
ft(x, t) = −Λf − T (f)(8)
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where
T (f) =
1
π
∫
R
△α∂xf(x)
(△αf(x))
2
1 + (△αf(x))2
dα(9)
and
△αf(x) =
f(x)− f(x− α)
α
.
The equations (5) and (8) will be the relevant formulations of the interface equation
that we will use in this paper.
2. Main Results
In this section we will first introduce our notation. Then, we will state our main
results and explain relevant prior results on the Muskat problem. Following that we
discuss our strategy for proving the large time decay rates and we give an outline
the rest of the article.
2.1. Notation. Typically we have for the dimension that d ∈ {1, 2}. Then we
consider the following norm introduced in [11]:
‖f‖s
def
=
∫
Rd
|ξ|s|fˆ(ξ)| dξ,(10)
where fˆ is the standard Fourier transform of f :
fˆ(ξ)
def
= F [f ](ξ) =
∫
Rd
f(x)e−2πix·ξdx.
We will use this norm generally for s > −d and we refer to it as the s-norm. To
further study the case s = −d, then for s ≥ −d we define the Besov-type s-norm:
‖f‖s,∞
def
=
∥∥∥ ∫
Cj
|ξ|s|fˆ(ξ)| dξ
∥∥∥
l∞
j
= sup
j∈Z
∫
Cj
|ξ|s|fˆ(ξ)| dξ,(11)
where Cj = {ξ ∈ R
d : 2j−1 ≤ |ξ|< 2j}. Note that we have the inequality
(12) ‖f‖s,∞≤
∫
Rd
|ξ|s|fˆ(ξ)| dξ = ‖f‖s.
We point out that ‖f‖−d/p,∞. ‖f‖Lp(Rd) for p ∈ [1, 2] as is shown in Lemma 5.
This and other embeddings are established in Section 3.
Next, consider the operator |∇|r defined for r ∈ R by
|̂∇|rf(ξ) = |ξ|r fˆ(ξ).
The Sobolev norms on the homogeneous Sovolev spaces W˙ r,p(Rd) and inhomoge-
neous Sobolev spaces W r,p(Rd) for r ∈ R and 1 ≤ p ≤ ∞ are given by:
‖f‖W˙ r,p= ‖|∇|
rf‖Lp(Rd).(13)
and
‖f‖W r,p= ‖(1 + |∇|
2)
r
2 f‖Lp(Rd).(14)
In the special case p = 2, we write W r,2(Rd) = Hr(Rd) and W˙ r,2(Rd) = H˙r(Rd).
We define the convolution of two functions as usual as
(f ∗ g)(x) =
∫
Rd
f(y)g(x− y)dy.
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We adopt the following convention for an iterated convolutions of the same function
∗nf
def
= f ∗ f ∗ · · · ∗ f
where the left-hand side of the above is a convolution of the function f n times.
This notation will be useful in some of the estimates.
Finally, we use the notation f1 . f2 if there exists a uniform constant C > 0,
that does not depend upon time, such that f1 ≤ Cf2. Also f1 ≈ f2 means that
f1 . f2 and f2 . f1.
Having explained the necessary notation, we now state our main results.
2.2. Main theorem. Given a well-defined fluid interface that exists globally in
time, we will study its long-time behavior. We will first use a known well-posedness
theory to establish a setting in which to study long-time behavior. In Theorem 3.1,
[12] has the following global existence result in 3D:
Theorem 1. Suppose that f0 ∈ H
l(R2), for some l ≥ 3, and ‖f0‖1< k0 where
k0 > 0 satisfies for some 0 < δ < 1 that
π
∑
n≥1
(2n+ 1)1+δ
(2n+ 1)!
(2nn! )2
k2n0 ≤ 1.(15)
Then there exists a unique solution f of (4) with initial data f0. Furthermore
f ∈ C([0, T ];H l(R2)) for any T > 0. Any 0 ≤ k0 ≤
1
5 satisfies (15) for some δ > 0.
In the proof of Theorem 1, the authors [12] show that ‖f‖1 is uniformly bounded
in time. They first bound F (N(f)) = N̂(f) as follows:∫
R2
|ξ||F (N(f))| dξ ≤ π
( 1 + 2‖f‖21
(1− ‖f‖21)
5
2
− 1
)
‖f‖2.
Then using the inequality
(16)
d
dt
‖f‖1(t) ≤ −
∫
R2
dξ |ξ|2|fˆ(ξ)| +
∫
R2
dξ |ξ||F (N(f))(ξ)|,
it is shown that
d
dt
‖f‖1(t) ≤
(
π
( 1 + 2‖f‖21
(1− ‖f‖21)
5
2
− 1
)
− 1
)
‖f‖2.
Further since
π
( 1 + 2k20
(1− k20)
5
2
− 1
)
− 1 < 0,
it is seen for some C0 = C0(‖f0‖1) > 0 that
d
dt
‖f‖1(t) ≤ −C0‖f‖2.(17)
In particular it holds for all t ≥ 0 that ‖f‖1(t) ≤ ‖f0‖1< k0.
Related existence results can be shown in 2D [12]:
Theorem 2. [11,12] If f0 ∈ H
l(R) for some l ≥ 2 and ‖f0‖1< c0 where c0 satisfies
2
∑
n≥1
(2n+ 1)1+δc2n0 ≤ 1(18)
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for some 0 < δ < 12 , then there exists a unique global in time solution f of the
Muskat problem (7) in 2D with initial data f0 such that f ∈ C([0, T ];H
l(R)) for
any T > 0. Further (18) holds if for example 0 ≤ c0 ≤ 1/3.
Analogously, in the course of the proof of the 2D existence Theorem 2, it is
shown that
d
dt
‖f‖1(t) ≤ −β‖f‖2(t),(19)
for a constant β > 0 depending on the c0 and ‖f0‖H2(Rd). These differential in-
equalities (17) and (19) will be very useful for proving the time decay rates.
In this paper, we prove time-decay rates for solutions to the Muskat problem.
For simplicity we will state our main theorem so that it holds in either dimension
d ∈ {1, 2}. We consider a solution to the Muskat problem satisfying all of the
assumptions of Theorem 1 (when d = 2) or Theorem 2 (when d = 1).
Theorem 3. Suppose f is the solution to the Muskat problem either described by
Theorem 1 in 3D (4) , or described by Theorem 2 in 2D (7). In this case the initial
data satisfies f0 ∈ H
l(Rd) for some l ≥ 1 + d.
Then, for −d < s < l − 1, we have the uniform in time estimate
‖f‖s(t) . 1.(20)
In addition for 0 ≤ s < l − 1 we have the uniform time decay estimate
‖f‖s(t) . (1 + t)
−s+ν ,(21)
where we allow ν to satisfy −d ≤ ν < s.
For (21), when ν > −d then we require additionally that ‖f0‖ν< ∞, and when
ν = −d then we alternatively require ‖f0‖−d,∞<∞. The implicit constants in (20)
and (21) depend on ‖f0‖s<∞ and k0. In (21) the implicit constant further depends
on either ‖f0‖ν (when ν > −d) or ‖f0‖−d,∞ (when ν = −d).
It can be directly seen from the proof that for (21), when ν > −d then one only
needs to assume ‖f0‖s,∞< ∞ instead of the stronger condition ‖f0‖s< ∞. Also
note that it is shown in Proposition 14 and Section 5 that ‖f‖−d,∞(t) . 1 and we
more generally have ‖f‖s,∞(t) . 1 for ν ≥ −d from (12).
The Muskat problem (4) or (7) can be linearized around the flat solution, which
can be taken as f(x, t) = 0, to find the following linearized nonlocal partial differ-
ential equation
ft(x, t) = −
ρ2 − ρ1
2
Λf(x, t),
f(α, 0) = f0(α), α ∈ R.
(22)
Here the operator Λ is defined in Fourier variables by Λ̂f(ξ) = |ξ|f̂(ξ). This lin-
earization shows the parabolic character of the Muskat problem in the stable case
which is ρ2 > ρ1 ([18]).
Notice that the decay rates which we obtain in Theorem 3 are consistent with the
optimal large time decay rates for (22). In particular it can be shown by standard
methods that if g0(x) is a tempered distribution vanishing at infinity and satisfying
‖g0‖ν,∞<∞, then one further has
‖g0‖ν,∞≈
∥∥ts−ν ∥∥etΛg0∥∥s∥∥L∞t ((0,∞)) , for any s ≥ ν.
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This equivalence then grants the optimal time decay rate of t−s+ν for
∥∥etΛg0∥∥s that
is the same as the non-linear time decay in (21).
Previously in 2009 in [19] has shown that the Muskat problem satisfies a maxi-
mum principle ‖f‖L∞(t) ≤ ‖f0‖L∞ ; decay rates are obtained for the periodic case
(x ∈ Td) as:
‖f‖L∞(Td)(t) ≤ ‖f0‖L∞(Td)e
−(ρ2−ρ1)C(‖f0‖L∞(Td))t,
where the mean zero condition is used. In the whole space case (when the interface
is flat at infinity) then again in [19] decay rates are obtained of the form
‖f‖L∞(Rd)(t) ≤ ‖f0‖L∞(Rd)
(
1 + (ρ2 − ρ1)C(‖f0‖L∞(Rd), ‖f0‖L1(Rd))t
)−d
.
To prove this time decay in Rd they suppose that initially either f0(x) ≥ 0 or
f0(x) ≤ 0. Notice that by the Hausdorff-Young inequality then (21) also proves
this L∞(Rd) decay rate of t−d under the condition ‖f0‖−d,∞<∞.
Furthermore [12], it is shown that if ‖∇f0‖L∞(R2)< 1/3 then the solution of (4)
with initial data f0 satisfies the uniform in time bound ‖∇f‖L∞(R2)(t) < 1/3. Note
that (21) implies in particular when d = 2 that
‖∇f‖L∞x . ‖|ξ||fˆ |‖L1ξ= ‖f‖1. (1 + t)
−3.(23)
However decay estimate (23) requires ‖f0‖1< k0 and ‖f0‖−2,∞< ∞, which is a
stronger assumption than ‖∇f0‖L∞< 1/3.
We further obtain the following corollary directly from the Hausdorff-Young
inequality; this is explained in the embedding result (33) below.
Corollary 4. Suppose f is the solution to the Muskat problem either described by
Theorem 1 in 3D (4) , or described by Theorem 2 in 2D (7). In this case the initial
data satisfies f0 ∈ H
l(Rd) for some l ≥ 1 + d.
Then, for −d < s < l − 1, we have the uniform in time estimate
‖f‖W˙ s,∞(t) . 1.(24)
In addition for 0 ≤ s < l − 1 we have the uniform time decay estimate
‖f‖W˙ s,∞(t) . (1 + t)
−s+ν ,(25)
where we allow ν to satisfy −d ≤ ν < s.
For (25), when ν > −d then we require additionally that ‖f0‖ν< ∞, and when
ν = −d then we alternatively require ‖f0‖−d,∞<∞. The implicit constant in (24)
and (25) depend on ‖f0‖s<∞ and k0. In (25) the implicit constant further depends
on either ‖f0‖ν (when ν > −d) or ‖f0‖−d,∞ (when ν = −d).
Thus, under the assumptions of Theorem 3, defining ∇αf
def
= ∂α1x1 ∂
α2
x2 f where
α = (α1, α2) and |α|= α1+α2, we know that, up to order |α|< l−1, the derivatives
‖∇αf‖L∞ decay in time with the optimal linear decay rate.
2.3. Strategy of proof. We first explain the 3D Muskat problem. Our strategy of
this proof is two-fold. We will first prove uniform bounds on ‖f‖s for −d < s < 2
and ‖f‖s,∞ for −d ≤ s < 2 including s = −d. Then afterwards we use these
uniform bounds to prove the large time decay for 0 ≤ s < l − 1.
To this end we prove an embedding lemma, which allows us to bound ‖f‖s for
−1 < s < 2 as
‖f‖s. ‖f‖H3
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Since our interface solution f(x, t) is uniformly bounded under theH l Sobolev norm
for some l ≥ 3, we obtain uniform bounds on ‖f‖s(t) for −1 < s < 2. Now, we
can use (17) and the general decay Lemma 8 to obtain an initial decay result for
0 ≤ s ≤ 1:
‖f‖s. (1 + t)
−s+ν
where −1 < ν < s and the implicit constant depends on ‖f0‖ν . We then will
make use of this decay inequality for s = 1 to prove uniform bounds for the range
−2 < s < 1 as follows.
First, we need an appropriate bound on the time derivative of ‖f‖s(t). To this
end, we have the differential inequality
d
dt
‖f‖s(t) + C
∫
R2
dξ |ξ|s+1|fˆ(ξ)|≤
∫
R2
dξ |ξ|s|F (N(f))(ξ)|.
After several computations we can bound the right hand side of the inequality as∫
R2
dξ |ξ|s|F (N(f))(ξ)|. ‖f‖1,
where the implicit constant depends on s, k0 and ‖f0‖H3 . We then use the time
decay of ‖f‖1(t) from the previous step as ‖f‖1(t) . (1+ t)
−1+ν for −1 < ν < s, to
obtain after integrating in time that ‖f‖s(t) is indeed uniformly bounded in time.
We further a uniform bound for the case s = −1 by an interpolation argument.
Lastly in the endpoint case s = −2 we prove bounds for the norm ‖f‖−2,∞. To
accomplish this goal we prove uniform bounds on the integral over each annulus
Cj .
Once we have these uniform bounds, we use the general decay Lemma 8 to obtain
the decay result for 0 ≤ s ≤ 1:
‖f‖s(t) . (1 + t)
−s+ν
where −2 ≤ ν < s and ‖f0‖ν<∞ for ν > −2 and ‖f0‖−2,∞<∞ for ν = −2.
Finally, to obtain time decay results for 1 < s < l − 1, we utilize the decay of
the norm ‖f‖1(t). We control the time derivative of ‖f‖s(t):
d
dt
∫
R2
|ξ|s|fˆ | dξ ≤ −
∫
R2
dξ |ξ|s+1|fˆ(ξ)|+
∫
R2
dξ |ξ|s|F (N(f))(ξ)|.
Next, for suitably large times we carefully control
∫
R2
dξ |ξ|s|F (N(f))(ξ) relative
to the negative quantity −
∫
R2
dξ |ξ|s+1|fˆ(ξ)|= −‖f‖s+1 by using the previously
established time decay rates. This enables us to establish an inequality of the form:
d
dt
‖f‖s(t) ≤ −δ‖f‖s+1(t)(26)
given t ≥ T for some T > 0. We indeed get the existence of such a time T > 0 by
proving that∫
R2
dξ |ξ|s|F (N(f))(ξ) ≤ π
∑
n≥1
an(2n+ 1)
s‖f‖2n1 ‖f‖s+1.
Then due to the large time decay of ‖f‖1(t), there exists a time T > 0 such that
(26) does indeed hold. By our uniform bound on ‖f‖−2,∞ and using the decay
Lemma 8, we obtain the large time decay results for 1 < s < l− 1.
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2.4. Outline of the rest of the article. We now outline the structure of the
remainder of the article. In Section 3, we prove embedding theorems to gain upper
bounds on the s-norms of f by appropriate Lebesgue and Sobolev norms. In Section
4, we prove the main results in for the 3D Muskat problem. We first prove the
general decay lemma for the ‖·‖s norms, which we then use to prove uniform bounds
on ‖f‖s(t) for −1 < s < 2. Next, we prove uniform bounds for the range −2 < s ≤
1. Finally, we tackle the endpoint s = 2 case by proving a uniform bound on the
Besov-type norm ‖f‖−2,∞, which allows us to prove decay results of the form
‖f‖s. (1 + t)
−s+ν
for 1 < s < l − 1 and −2 ≤ ν < s when the initial data f0 ∈ H
l(R2) satisfies
the conditions outlined in Proposition 16. Finally, in Section 5, we conclude by
outlining the analogous 2D results.
3. Embeddings for ‖·‖s and ‖·‖s,∞
In this section, we prove embeddings for the norms ‖·‖s and ‖·‖s,∞. We will
later use these embeddings to gain uniform control of ‖f‖s over a certain range of
s given by the embedding lemmas. We bound ‖·‖s from above by Sobolev norms
because the well-posedness result of [12] is proven in a L2-Sobolev space. We prove
a more general embedding:
Lemma 5. For s > − dp and r > s+ d/q and p, q ∈ [1, 2] we have the inequality
(27) ‖f‖s. ‖f‖
1−θ
Lp(Rd)
‖f‖θ
W˙ r,q(Rd)
,
where θ = s+d/p
r+d( 1p−
1
q )
∈ (0, 1).
For s = − dp and p ∈ [1, 2] we further have the inequality
(28) ‖f‖s,∞. ‖f‖Lp(Rd).
In particular for s = −d we take p = 1.
Remark 6. In particular for s > − d2 then (27) implies that
(29) ‖f‖s. ‖f‖Hr(Rd) (r > s+ d/2).
For exponents 1 ≤ p ≤ 2, r > s+ dp and s > −
d
p , we also conclude
‖f‖s. ‖f‖W r,p(Rd).
This follows directly from (27).
Also notice that generally for s ∈ (−d,−d/2] in (27) we require p ∈ [1,−d/s); in
particular this does not include p = 2.
Remark 7. We very briefly introduce the Littlewood-Paley operators, △j for j ∈ Z
is defined on the Fourier side by
△̂jf = ϕj fˆ = ϕ(2
−jξ)fˆ(ξ),
where ϕ : Rd → [0, 1] is a standard non-zero test function which is supported inside
the annulus C˜1 = {3/4 ≤ |ξ|≤ 8/3} which contains the annulus C1 (defined just
below (11)). The test function ϕ is then normalized as
∑
j∈Z ϕ(2
−jξ) = 1 ∀ξ 6= 0.
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Proof. We use the Littlewood-Paley operators to obtain the estimate∫
Rd
|ξ|sϕj(ξ)|fˆ(ξ)| dξ ≈ 2
js
∫
Rd
ϕj(ξ)|fˆ(ξ)| dξ.
We then apply the Bernstein inequality followed by the Hausdorff-Young inequality
to
∫
Rd
ϕj(ξ)|fˆ (ξ)| dξ to obtain for any 1 ≤ p ≤ 2 and
1
p +
1
p′ = 1 that
(30)
∫
Rd
|ξ|sϕj(ξ)|fˆ (ξ)| dξ . 2
js2j
d
p ‖△̂jf‖Lp′(Rd). 2
js2j
d
p ‖△jf‖Lp(Rd).
Next we sum (30) separately over 2j ≤ R and 2j > R for some R > 0 to be chosen
(31)
∫
|ξ|≤R
|ξ|s|fˆ(ξ)| dξ .
∑
2j≤R
2js2j
d
p ‖△jf‖Lp(Rd). R
s+d/p‖f‖Lp(Rd).
The last inequality holds for s+ d/p > 0.
Now we sum (30) over 2j > R and choose a possibly different p = q to obtain
(32)
∫
|ξ|>R
|ξ|s|fˆ(ξ)| dξ .
∑
2j>R
2js2j
d
q ‖△jf‖Lq(Rd)
.
(∑
2j>R
22j(−r+s+
d
q )
)1/2(∑
2j>R
22jr‖△jf‖
2
Lq(Rd)
)1/2
. R−r+s+d/q
∥∥∥∥∥∥
(∑
2j>R
22jr |△jf |
2
)1/2∥∥∥∥∥∥
Lq(Rd)
. R−r+s+d/q‖f‖W˙ r,q(Rd).
Here we used the Bernstein inequalities and the Minkowski inequality for norms
since 1 ≤ q ≤ 2. We further used the Littlewood-Paley characterization of W˙ r,q(Rd).
This inequality holds as soon as r > s+ d/q.
Now to establish (27), in (31) and (32) we further choose
Rr+d(
1
p
− 1
q ) =
‖f‖W˙ r,q(Rd)
‖f‖Lp(Rd)
,
and then add the two inequalities together.
Lastly we show (28) by choosing s = − dp and p ∈ [1, 2] in (30). 
We can also obtain lower bounds for the norms ‖f‖s and ‖f‖s,∞. In particular
‖f‖W˙ s,∞(Rd). ‖f‖s,(33)
which holds for any s > −d. This inequality follows directly from the Hausdorff-
Young inequality as ‖f‖W˙ s,∞≤ ‖|ξ|
sfˆ(ξ)‖L1
ξ
= ‖f‖s.
We also have a lower bound given by the Besov norm:
‖f‖B˙s
∞,∞
def
=
∥∥∥2js‖△jf‖L∞∥∥∥
l∞
j
(Z)
For this norm, we have the following estimate by the Hausdorff-Young inequality:
(34) ‖f‖B˙s
∞,∞
.
∥∥∥2js‖ϕ(2−jξ)fˆ(ξ)‖L1∥∥∥
l∞
j
. ‖f‖s,∞.
And this holds for any s ≥ −d (including s = −d).
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We point out here that one can interpolate between the ‖·‖s norms as
(35) ‖f‖s. ‖f‖
θ
µ1,∞‖f‖
1−θ
µ2,∞, µ1 < s < µ2, θ =
µ2 − s
µ2 − µ1
This inequality (35) can be seen in [31, Lemma 4.2]. We will however give a short
proof of (35) for completeness. First notice that (35) and (12) imply
‖f‖s. ‖f‖
θ
µ1‖f‖
1−θ
µ2 , µ1 ≤ s ≤ µ2, θ =
µ2 − s
µ2 − µ1
.
These inequalities show that if we have uniform control on for example ‖f‖1 and
‖f‖−2,∞, then we also have uniform bounds on ‖f‖s for −2 < s ≤ 1.
Now we prove (35). For R > 0 to be chosen later, using (30) we expand out
‖f‖s.
∑
j∈Z
∫
Rd
|ξ|sϕj(ξ)|fˆ(ξ)| dξ .
∑
j∈Z
2js‖△jf‖L1(Rd).
∑
2j≥R
+
∑
2j<R
.
For the first term ∑
2j≥R
. ‖f‖µ2,∞
∑
2j≥R
2j(s−µ2) . ‖f‖µ2,∞R
s−µ2
For the second term∑
2j<R
. ‖f‖µ1,∞
∑
2j<R
2j(s−µ1) . ‖f‖µ2,∞R
s−µ1 .
Then choose R = (‖f‖µ2,∞/‖f‖µ1,∞)
1/(µ2−µ1) to establish (35).
Having established the relevant norm inequalities, we now move onto the proof
of our main result.
4. Decay in 3D
We prove the decay results for the 3D Muskat problem in this section. First,
we will establish a decay lemma, which will allow us to use the bounds we prove
on ‖f‖s and ‖f‖s,∞ to obtain decay results for the interface. Next, we use the
embedding theorems to get uniform bounds on ‖f‖s for −1 < s < 2 and we use
the decay lemma to get decay of the quantity ‖f‖1(t). Finally, we use this decay
to get new uniform bounds on ‖f‖s for −2 < s ≤ −1 and ‖f‖−2,∞. We conclude
by using these new uniform bounds to prove faster time decay on ‖f‖s(t) for the
range of 0 ≤ s ≤ l − 1.
4.1. The Decay Lemma. In this section we now prove the general decay lemma.
We will for now continue to work in Rd for an integer dimension d ≥ 1. In the next
sub-sections we will use the following decay lemma to prove uniform bounds and
decay in the ‖·‖s norm. The following lemma proves a general time decay rate for
solutions to the given differential inequality.
Lemma 8. Suppose g = g(t, x) is a smooth function with g(0, x) = g0(x) and
assume that for some µ ∈ R, ‖g0‖µ< ∞ and ‖g(t)‖ν,∞≤ C0 for some ν ≥ −d
satisfying ν < µ. Let the following differential inequality hold for some C > 0:
d
dt
‖g‖µ≤ −C‖g‖µ+1.
Then we have the uniform in time estimate
‖g‖µ(t) . (1 + t)
−µ+ν .
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Remark 9. Note that by (12) we have ‖f‖ν,∞(t) ≤ ‖f‖ν(t). Therefore we can use
Lemma 8 if we can bound ‖f‖ν(t) for ν > −d uniformly in time.
Proof. For some δ, κ > 0 to be chosen, we initially observe that
‖g‖κ =
∫
Rd
|ξ|κ|gˆ(ξ)|dξ
≥
∫
|ξ|>(1+δt)s
|ξ|κ|gˆ(ξ)|dξ
≥ (1 + δt)sβ
∫
|ξ|>(1+δt)s
|ξ|κ−β |gˆ(ξ)|dξ
= (1 + δt)sβ
(
‖g‖κ−β −
∫
|ξ|≤(1+δt)s
|ξ|κ−β |gˆ(ξ)|dξ
)
Using this inequality with κ = µ+ 1 and β = 1, we obtain that
d
dt
‖g‖µ+C(1 + δt)
s‖g‖µ≤ −C‖g‖µ+1+C(1 + δt)
s‖g‖µ
≤ C(1 + δt)s
∫
|ξ|≤(1+δt)s
|ξ|µ|gˆ(ξ)|dξ.
Then, using the sets Cj as in (11) and defining χS to be the characteristic function
on a set S, the upper bound in the last inequality can be bounded as follows∫
|ξ|≤(1+δt)s
|ξ|µ|gˆ(ξ)|dξ =
∑
j∈Z
∫
Cj
χ{|ξ|≤(1+δt)s}|ξ|
µ|gˆ| dξ
≈
∑
2j≤(1+δt)s
∫
Cj
|ξ|µ|gˆ| dξ
. ‖g‖ν,∞
∑
2j≤(1+δt)s
2j(µ−ν)
. ‖g‖ν,∞(1 + δt)
s(µ−ν)
∑
2j(1+δt)−s≤1
2j(µ−ν)(1 + δt)−s(µ−ν)
. ‖g‖ν,∞(1 + δt)
s(µ−ν)
where the implicit constant in the inequalities do not depend on t. In particular
we have used that the following uniform in time estimate holds∑
2j(1+δt)−s≤1
2j(µ−ν)(1 + δt)−s(µ−ν) . 1.
Combining the above inequalities, we obtain that
d
dt
‖g‖µ+C(1 + δt)
s‖g‖µ. C0(1 + δt)
s(1 + δt)s(µ−ν).(36)
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In the following estimate will use (36) with s = −1, we suppose a > µ− ν > 0, and
we choose δ > 0 such that aδ = C. We then obtain that
d
dt
((1 + δt)a‖g‖µ) = (1 + δt)
a d
dt
‖g‖µ+aδ‖g‖µ(1 + δt)
a−1
= (1 + δt)a
d
dt
‖g‖µ+C‖g‖µ(1 + δt)
a−1
≤ (1 + δt)a
( d
dt
‖g‖µ+C(1 + δt)
−1‖g‖µ
)
. C0(1 + δt)
a−1−(µ−ν)
Since a > µ− ν, we integrate in time to obtain that
(1 + δt)a‖g‖µ.
C0
δ
(1 + δt)a−(µ−ν).
We conclude our proof by dividing both sides of the inequality by (1 + δt)a. 
Lemma 8 shows that to prove the time decay rates claimed in Theorem 3 then it
is sufficient to establish suitable differential inequalities and also to prove uniform
in time bounds on the norms ‖·‖s.
Starting now we will switch our focus to only talking about the 3D case (with
d = 2) in (4). Looking at establishing the differential inequality first, from [11, 12]
we have the differential inequality (17) for ‖·‖1. Furthermore, from [12], we also
know that for 0 < δ < 1 and k0 satisfying (15) that
‖f‖1+δ(t) + µ
∫ t
0
ds ‖f‖2+δ(s) ≤ ‖f0‖1+δ
where µ > 0 depends on ‖f0‖1. It is also shown in [12] that
‖f‖Hl(R2)(t) ≤ ‖f0‖Hl(R2)exp(CP (k0)‖f0‖1+δ/µ), l ≥ 3,(37)
where C > 0 is a constant and P (k0) is a polynomial in k0. Furthermore following
the exact proof of (17) in [11, 12] one can directly observe that
d
dt
‖f‖s(t) ≤ −C‖f‖s+1, 0 ≤ s ≤ 1.(38)
We will use this differential inequality in the following to prove the time decay
rates in Theorem 3. Later in the proof of Proposition 16 we will establish (38)
for 1 ≤ s ≤ l − 1. First, we use (37), (29) and (38) to obtain uniform bounds on
‖f‖s(t) in the range −1 < s < 2 and an initial decay result for ‖f‖s(t) in the range
0 ≤ s ≤ 1.
4.2. Uniform Bounds for −1 < s < 2. In this subsection we will establish
uniform in time bounds for ‖f‖s(t) when −1 < s < 2 and then we use those to
prove an time decay for ‖f‖s(t) when s ∈ [0, 1].
Lemma 5, in particular (29), immediately grants the following corollary.
Corollary 10. Suppose f is the solution to the Muskat problem (4) in 3D described
by Theorem 1. Then, for −1 < s < 2, we have the uniform in time estimate
‖f‖s(t) . 1.
Here the implicit constant depends upon ‖f0‖H3 .
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Proof. By (37), we know that ‖f‖H3(t) is uniformly bounded in time since from
(27) we have ‖f0‖1+δ. ‖f0‖H3 . Further directly from (27) we have that
‖f‖s(t) . ‖f‖H3(t) . 1
holds uniformly in time for −1 < s < 2. 
We now apply the decay Lemma 8 to the special case µ = s ∈ [0, 1], then using
also Corollary 10 we obtain
Proposition 11. Suppose f is the solution to the Muskat problem (4) in 3D de-
scribed by Theorem 1. Then for s ∈ [0, 1] we have the uniform in time estimate
‖f‖s. (1 + t)
−s+ν ,(39)
for any −1 < ν < s; above the implicit constant depends on ‖f0‖ν .
Having established some decay of the interface, we will now be able to use the
decay for the specific case s = 1 to prove uniform bounds for −2 < s ≤ −1.
4.3. Uniform Bounds for −2 < s ≤ −1. For the 3D Muskat problem (4), we
will use the time decay estimate (39) to prove uniform in time bounds for ‖f‖s for
−2 < s ≤ −1. First, we establish the following estimate
Proposition 12. Suppose f is the solution to the Muskat problem (4) in 3D de-
scribed by Theorem 1 with ‖f0‖s<∞ for some −2 < s < −1. Then
d
dt
‖f‖s(t) . ‖f‖1,(40)
where the implicit constant depends on s, k0 and ‖f0‖H3 .
Proof. Following the computation of the time derivative of ‖f‖1(t) in the proof of
Theorem 3.1 in [11], we can prove that
(41)
d
dt
‖f‖s(t) + C
∫
R2
dξ |ξ|s+1|fˆ(ξ)|≤
∫
R2
dξ |ξ|s|F (N(f))(ξ)|.
We can bound |F (N(f))(ξ)| as in [12] to get the bound:
(42)
∫
R2
dξ |ξ|s|F (N(f))(ξ)|
≤ π
∑
n≥1
an
∫
R2
∫
R2
· · ·
∫
R2
|ξ|s|ξ − ξ1||fˆ(ξ − ξ1)|
×
2n−1∏
j=1
|ξj − ξj+1||fˆ(ξj − ξj+1)||ξ2n||fˆ(ξ2n)|dξdξ1 . . . dξ2n
where
an =
(2n+ 1)!
(2nn! )2
.
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Given a function g, define the corresponding function g˜ by g˜(x) = g(−x). Then,
since |x− y|= |y − x| for any x, y ∈ R2, we obtain:
(43)
∫
R2
dξ |ξ|s|F (N(f))(ξ)|
≤ π
∑
n≥1
an
∫
R2
∫
R2
· · ·
∫
R2
|ξ|s|ξ1 − ξ||
˜ˆ
f(ξ1 − ξ)|
×
2n−1∏
j=1
|ξj+1 − ξj ||
˜ˆ
f(ξj+1 − ξj)||ξ2n||fˆ(ξ2n)|dξdξ1 . . . dξ2n.
Hence, writing the right hand side in terms of convolutions, we obtain that∫
R2
dξ |ξ|s|F (N(f))(ξ)|
≤ π
∑
n≥1
an
∫
R2
|ξ2n||fˆ(ξ2n)|
(
|·|s∗
(
∗2n |·||
˜ˆ
f(·)|
))
(ξ2n)dξ2n
Applying Holder’s inequality:
(44)
∫
R2
|ξ2n||fˆ(ξ2n)|
(
|·|s∗(∗2n|·||
˜ˆ
f(·)|)
)
(ξ2n)dξ2n
≤ ‖|·||fˆ(·)|‖L1‖|·|
s∗(∗2n|·||
˜ˆ
f(·)|)‖L∞
The first term on the right hand side of (44) is exactly ‖f‖1 which is bounded. The
second term can be controlled first by Young’s inequality with 1p +
1
q = 1:
‖|·|s∗(∗2n|·||
˜ˆ
f(·)|)‖L∞≤ ‖|·|
s∗(∗2n−1|·||
˜ˆ
f(·)|)‖Lq‖|·||
˜ˆ
f(·)|‖Lp(45)
where we choose q ∈ (2,∞) such that 1q =
−s−1
2 . Thus, p ∈ (1, 2), so we use
interpolation to obtain for θ1 +
1−θ
2 =
1
p that
‖|·||
˜ˆ
f(·)|‖Lp= ‖|·||fˆ(·)|‖Lp≤ ‖|·||fˆ(·)|‖
θ
L1‖|·||fˆ(·)|‖
1−θ
L2 ≤ ‖f‖
θ
1‖f‖
1−θ
H3 .(46)
We control the other term by the Hardy-Littlewood-Sobolev inequality since q ∈
(2,∞):
‖|·|s∗(∗2n−1|·||
˜ˆ
f(·)|)‖Lq. ‖∗
2n−1|·||
˜ˆ
f(·)|‖L2(47)
since −2 < s < −1 and our choice of q enables the equality 1+ 1q = −
s
2 +
1
2 . Finally
we use Young’s inequality with 1 + 12 = 1 +
1
2 repeatedly to control the 2n − 1
convolutions and get the bound
‖∗2n−1|·||
˜ˆ
f(·)|‖L2≤ ‖|·||
˜ˆ
f(·)|‖L2‖|·||
˜ˆ
f(·)|‖2n−2L1 ≤ ‖f‖H3‖f‖
2n−2
1 ,(48)
where we have used the inequality:
‖|ξ||fˆ |‖L2
ξ
≤ ‖(1 + |ξ|2)
3
2 |fˆ |‖L2
ξ
= ‖f‖H3
Combining the above estimates from (44), (45), (46), (47) and (48), we obtain the
following bound∫
R2
|ξ2n||fˆ(ξ2n)|
(
|·|s∗(∗2n|·||
˜ˆ
f(·)|)
)
(ξ2n)dξ2n . ‖f‖
2−θ
H3 ‖f‖
2n−1+θ
1 .
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Summing over all n, we get from (42) that
(49)
∫
R2
dξ |ξ|s|F (N(f))(ξ)|
. ‖f‖2−θH3 ‖f‖
θ
1
∑
n≥1
an‖f‖
2n−1
1 . ‖f‖
2−θ
H3 ‖f‖
θ
1
∑
n≥0
an+1‖f‖
2n+1
1 .
By Theorem 3.1 in [12], ‖f‖1≤ ‖f0‖1< k0. Further, given this bound on ‖f‖1, the
above series converges. Then by (37) we also know that ‖f‖H3(R2)(t) . 1 uniformly
in time. Hence the following uniform bounds hold independently of n∫
R2
dξ |ξ|s|F (N(f))(ξ)|.
∑
n≥0
an+1‖f‖
2n+1
1 . ‖f‖1
∑
n≥0
an+1‖f‖
2n
1
. ‖f‖1
∑
n≥0
an+1k
2n
0 . ‖f‖1.
Here the uniform constant depends on s and k0. 
Combining Proposition 12 and (39) we obtain for example
d
dt
‖f‖s(t) . (1 + t)
−1−ǫ,
for a small ǫ > 0. Then we integrate this to obtain
‖f‖s(t) . ‖f0‖s+1 + (1 + t)
−ǫ
We conclude that ‖f‖s. 1 uniformly in time for −2 < s < −1.
In order to obtain the uniform bound for s = −1 we observe that
‖f‖−1 =
∫
R2
|ξ|−1|fˆ(ξ)| dξ(50)
=
∫
|ξ|≤1
|ξ|−1|fˆ(ξ)| dξ +
∫
|ξ|>1
|ξ|−1|fˆ(ξ)| dξ
≤
∫
|ξ|≤1
|ξ|−2+γ |fˆ(ξ)| dξ +
∫
|ξ|>1
|ξ||fˆ(ξ)| dξ
≤ ‖f‖−2+γ+‖f‖1. 1,
where 0 < γ < 1. Hence, we have uniform in time bounds for ‖f‖s for any
−2 < s ≤ −1. We can now use Lemma 8 to conclude the time decay
‖f‖µ(t) . (1 + t)
−µ+ν ,(51)
which holds for any µ ∈ [0, 1] and any ν ∈ (−2, µ) where the implicit constant in
particular depends on ‖f‖ν and k0. We summarize this in the following proposition.
Proposition 13. Suppose f is the solution to the Muskat problem in 3D described
in Theorem 1. Then we have uniformly for −2 < s ≤ −1 the following estimate
‖f‖s(t) . 1,
where the implicit constant depends on k0 and ‖f0‖s<∞. And the decay estimate
(51) holds.
This establishes uniform bounds for a larger range of s. We will now prove
bounds on the endpoint case.
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4.4. The Endpoint Case s = −2. To prove the uniform bounds for the endpoint
case s = −2, we use the Besov-type norm from (11) which we recall as
‖f‖−2,∞=
∥∥∥ ∫
Cj
|ξ|−2|fˆ(ξ)|dξ
∥∥∥
l∞
j
,
where we further recall the annulus Cj = {2
j−1 ≤ |ξ|< 2j}.
Proposition 14. Let f be the unique solution to the Muskat problem in 3D from
Theorem 1. Then the following estimate holds uniformly in time
(52) ‖f‖−2,∞(t) . 1,
where the implicit constant depends on ‖f0‖−2,∞<∞ and k0.
Proof. To control this endpoint norm, we uniformly bound the integral over Cj for
each j ∈ Z. Analogous to the proof of (41) from [11, Theorem 3.1], we can use the
same exact argument to show that
(53)
d
dt
∫
Cj
|ξ|−2|fˆ(ξ)|dξ + C
∫
Cj
dξ |ξ|−1|fˆ(ξ)|≤
∫
Cj
dξ |ξ|−2|F (N(f))(ξ)|
Note that on the annulus Cj the term |ξ|
−2 is bounded above and below. Next, we
control the term on the right hand side using analogous estimates on the integrand
as we did for (41), the difference is that now we control |ξ|−2 by the inner radius
of the annulus:∫
Cj
dξ |ξ|−2|F (N(f))(ξ)|
≤ 2−2j+2π
∑
n≥1
an
∫
Cj
dξ
∫
R2
dξ1 · · ·
∫
R2
dξ2n |ξ − ξ1||fˆ(ξ − ξ1)|
×
2n−1∏
j=1
|ξj − ξj+1||fˆ(ξj − ξj+1)||ξ2n||fˆ(ξ2n)|.
Writing this integral in terms of convolutions, we obtain:∫
Cj
dξ |ξ|−2|F (N(f))(ξ)|≤ 2−2j+2π
∑
n≥1
an
∫
Cj
(
∗2n+1 |·||fˆ(·)|
)
(ξ) dξ.
Next, we obtain:∫
Cj
dξ |ξ|−2|F (N(f))(ξ)|≤ 4π
∑
n≥1
an‖∗
2n+1|·||fˆ(·)|‖L∞ ,
since the size of the annulus Cj can be bounded above by 2
2j . Next by using
Young’s inequality, first with 1 + 1∞ =
1
2 +
1
2 and then with 1 +
1
2 = 1 +
1
2 , we
obtain: ∫
Cj
dξ |ξ|−2|F (N(f))(ξ)| ≤ 4π
∑
n≥1
an‖|·||fˆ(·)|‖
2
L2‖|·||fˆ(·)|‖
2n−1
L1
≤ 4π‖f‖2H3
∑
n≥1
an‖f‖
2n−1
1
≤ 4π‖f‖2H3
∑
n≥0
an+1‖f‖
2n+1
1
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Since ‖f‖1≤ k0, we obtain that:∫
Cj
dξ |ξ|−2|F (N(f))(ξ)|≤ 4π‖f‖2H3‖f‖1
∑
n≥0
an+1k
2n
0 .
By the uniform bound on ‖f‖H3 and since the series
∑
n≥0 an+1k
2n
0 converges, we
conclude that we have the following uniform in j estimate∫
Cj
dξ |ξ|−2|F (N(f))(ξ)|. ‖f‖1.
Finally, since for example ‖f‖1. (1 + t)
− 32 by (39), we see that∫
Cj
dξ |ξ|−2|fˆ(ξ)|. (1 + t)−
3
2
for a uniform constant which is independent of j. We then integrate (53) in time
to conclude that we have the uniform in time bound (52). 
The uniform bound on this endpoint case allows us to prove stronger decay of
‖f‖s(t) for 0 ≤ s ≤ 1 by using Lemma 8. We will also now prove decay for the case
1 < s < l − 1 using the decay of the norm ‖f‖1(t).
4.5. General Decay Estimates. Finally, we obtain the main time decay esti-
mates for the Muskat equation in 3D. Using (17) and (52), we can apply Lemma 8
to obtain
Corollary 15. For the solution f to the Muskat problem in 3D described in The-
orem 1, we have the following uniform in time decay estimate:
‖f‖s(t) . (1 + t)
−s+ν ,(54)
where we allow s to satisfy 0 ≤ s ≤ 1 and we allow ν to satisfy −2 ≤ ν < s.
When ν > −2 then we require additionally that ‖f0‖ν< ∞, and when ν = −2
then we alternatively require ‖f0‖−2,∞<∞. The implicit constant in (54) depends
on either ‖f0‖ν (when ν > −2) or ‖f0‖−2,∞ (when ν = −2), ‖f0‖s and k0.
This corollary is Theorem 3 in 3D for 0 ≤ s ≤ 1. To establish Theorem 3 in 3D
in the case s > 1, we further make the following observation:
Proposition 16. Suppose s satisfies 1 < s < l−1 and f0 ∈ H
l(R2) for some l ≥ 3.
If ‖f0‖1< k0 and ‖f0‖s< ∞, then for the solution f described in Theorem 1, we
have the decay estimates
‖f‖s(t) . (1 + t)
−s+ν(55)
where we allow ν to satisfy −2 ≤ ν < s.
When ν > −2 then we require additionally that ‖f0‖ν< ∞, and when ν = −2
then we alternatively require ‖f0‖−2,∞<∞. The implicit constant in (55) depends
on either ‖f0‖ν (when ν > −2) or ‖f0‖−2,∞ (when ν = −2), ‖f0‖s and k0.
Proof. First, as in (41), we have the following inequality
d
dt
∫
R2
|ξ|s|fˆ | dξ ≤ −
∫
R2
dξ |ξ|s+1|fˆ(ξ)|+
∫
R2
dξ |ξ|s|F (N(f))(ξ)|.(56)
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Next, following the arguments of [12] and [11], we directly obtain that
(57)
∫
R2
dξ |ξ|s|F (N(f))(ξ)|
≤ π
∑
n≥
an
∫
R2
dξ
∫
R2
dξ1 · · ·
∫
R2
dξ2n|ξ|
s|ξ − ξ1||fˆ(ξ − ξ1)|
×
2n−1∏
j=1
|ξj − ξj+1||fˆ(ξj − ξj+1)||ξ2n||fˆ(ξ2n)|.
We use the inequality for s > 1
|ξ|s≤ (2n+ 1)s−1(|ξ − ξ1|
s+|ξ1 − ξ2|
s+ . . .+ |ξ2n−1 − ξ2n|
s+|ξ2n|
s).(58)
Applying (58) and Young’s inequality to (57), it can be shown that∫
R2
dξ |ξ|s|F (N(f))(ξ)|≤ π
∑
n≥1
an(2n+ 1)
s‖f‖2n1
∫
R2
dξ |ξ|s+1|fˆ(ξ)|.(59)
Hence, by (56) have that
d
dt
‖f‖s(t) ≤ −δ(t)‖f‖s+1(t)(60)
where
δ(t) = 1− π
∑
n≥1
an(2n+ 1)
s‖f‖1(t)
2n.
By Theorem 3, we know that if ‖f0‖1< k0, then (54) holds.
Thus, there exists some T > 0 such that ‖f‖1(T ) is small enough such that
δ(T ) > δ > 0 for some constant δ > 0. Since ‖f‖1(t) ≤ ‖f‖1(T ) for t ≥ T , we know
that δ(t) > δ(T ) > δ > 0. Thus,
d
dt
‖f‖s(t) ≤ −δ‖f‖s+1(t)(61)
for all t ≥ T . Now, consider the interface function fT defined by fT = f(t + T )
defined for t ≥ T . Then, fT satisfies the interface equation (4) with initial condition
fT (0) = f(T ). For the case ν > −2, since ‖f0‖ν< ∞, we know by Corollary 10
and Proposition 13 that ‖fT (0)‖ν= ‖f‖ν(T ) < ∞ and ‖fT‖ν. 1 uniformly in
time. For the case ν = 2, since ‖f0‖−2,∞< ∞, we know by Proposition 14 that
‖fT (0)‖−2,∞= ‖f‖−2,∞(T ) <∞ and ‖fT‖−2,∞. 1 uniformly in time. Further, by
(61),
d
dt
‖fT ‖s(t) ≤ −δ‖fT‖s+1(t).
Hence, we can apply Lemma 8 to fT to obtain the decay:
‖fT‖s(t) ≤ γ(1 + t)
−s+ν .(62)
Since f(t) = fT (t− T ), we have the following decay estimate for t ≥ T ,
‖f‖s(t) ≤ γ(1 + t− T )
−s+ν ≤ γ(1 + T )s+ν(1 + t)−s+ν .
Further, for 0 ≤ t ≤ T :
‖f‖s(t) ≤ ‖f‖Hl(t) ≤ Cl
where Cl = ‖f0‖Hlexp(CP (k0)‖f0‖1+δ/µ) is the constant given by (37). Collecting
these last few estimates establishes the result. 
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We have now established the decay results for the 3D Muskat problem. Similar
results can be summarized for the 2D problem as well.
5. Decay in 2D
In this last section, we will sketch the proof of the large time decay results for
the 2D Muskat problem (7) given in Theorem 3 when d = 1. The proof is analogous
to the 3D case that was just shown.
To prove the decay, we will first establish the uniform bounds of the relevant
norms. Firstly from (29) we obtain the uniform in time bound
(63) ‖f‖s(t) . ‖f‖H2(R)(t) . 1,
where in the above inequality we can allow − 12 < s <
3
2 . From the argument in
[12] analogous to (37), it can be shown that for any 0 < δ < 12 we have
‖f‖Hl(R)(t) ≤ ‖f0‖Hl(R)exp(CP (c0)‖f0‖1+δ), l ≥ 2.(64)
Then the uniform bound of ‖f‖H2(R)(t) . 1 follows from (64) using the embedding
(29) as in (63) on the norm ‖f0‖1+δ.
Following the proof of (19) that is given in [11] it can be directly shown that
d
dt
‖f‖s(t) ≤ −C‖f‖s+1, 0 ≤ s ≤ 1.(65)
Now using Lemma 8, (65) for µ = s ∈ [0, 1] and (63) we obtain
‖f‖s. (1 + t)
−s+ν ,(66)
for any − 12 < ν < s; here the implicit constant depends on ‖f0‖ν.
The next step is to obtain uniform in time bounds for ‖f‖s(t) when−1 < s ≤ −
1
2 .
Proposition 17. Suppose f is the solution to the Muskat problem (7) in 2D de-
scribed by Theorem 2 with ‖f0‖s<∞ for some −1 < s < −
1
2 . Then
d
dt
‖f‖s(t) . ‖f‖1,(67)
where the implicit constant depends on s, c0 and ‖f0‖H2(R).
Proof. The proof follows similarly to the proof of (40). The range of s allowed is
different due to range of acceptable exponents allowed by the Hardy-Littlewood-
Sobolev inequality in one dimension.
Similarly to the proof in the 3D case, we have
d
dt
‖f‖s(t) +
∫
R
dξ |ξ|s+1|fˆ(ξ)|≤
∫
R
dξ |ξ|s|F (N(f))(ξ)|.
From the proof of Theorem 3.1 in [11], we obtain the inequality:∫
R
dξ |ξ|s|F (N(f))(ξ)|≤ 2
∑
n≥1
∫
R
|ξ2n||fˆ(ξ2n)|
(
|·|s∗
(
∗2n |·||
˜ˆ
f(·)|
))
(ξ2n)dξ2n.
From here, we can apply the Hardy-Littlewood-Sobolev inequality and Young’s
inequality to obtain, as in the 3D case, that∫
R
dξ |ξ|s|F (N(f))(ξ)|
≤ 2Cs‖|ξ|fˆ(ξ)‖
2−θ
L2 ‖f‖
θ
1
∑
n≥1
‖f‖2n−11 = 2Cs‖f‖
2−θ
H2 ‖f‖
1+θ
1
∑
n≥0
‖f‖2n1 ,
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where we used the fact that ‖|ξ|fˆ(ξ)‖L2≤ ‖f‖H2(R) by Plancharel’s identity. By
the uniform bounds on ‖f‖H2(R) and ‖f‖1, we obtain the result. 
Then using (67) combined with (66), analogous to Proposition 13 we obtain
(68) ‖f‖s(t) . 1,
which now holds uniformly in time for −1 < s ≤ 32 . The uniform bound when
s = − 12 is obtained using the argument from (50). Further analogous to (51) using
(65) and Lemma 8 we conclude the time decay
‖f‖s(t) . (1 + t)
−s+ν ,(69)
which now holds for any s ∈ [0, 1] and any ν ∈ (−1, s) where the implicit constant
in particular depends on ‖f‖ν and c0.
Lastly, for the critical case, analogous to Proposition 14 using (69) we can show
‖f‖−1,∞(t) . 1,
where the implicit constant depends on ‖f0‖−1,∞<∞ and c0. This bound enables
us to analogously prove the end point decay rate of (69) with ν = −1. Also the
2D version of Proposition 16 follows similarly. Collecting all of these estimates
establishes Theorem 3 in the 2D case. Q.E.D.
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