Recognition of the human interaction on the unconstrained videos taken from cameras and remote sensing platforms like a drone is a challenging problem. This study presents a method to resolve issues of motion blur, poor quality of videos, occlusions, the difference in body structure or size, and high computation or memory requirement. This study contributes to the improvement of recognition of human interaction during disasters such as an earthquake and flood utilizing drone videos for rescue and emergency management. We used Support Vector Machine (SVM) to classify the high-level and stationary features obtained from Convolutional Neural Network (CNN) in key-frames from videos. We extracted conceptual features by employing CNN to recognize objects from first and last images from a video. The proposed method demonstrated the context of a scene, which is significant in determining the behaviour of human in the videos. In this method, we do not require person detection, tracking, and many instances of images. The proposed method was tested for the University of Central Florida (UCF Sports Action), Olympic Sports videos. These videos were taken from the ground platform. Besides, camera drone video was captured from Southwest Jiaotong University (SWJTU) Sports Centre and incorporated to test the developed method in this study. This study accomplished an acceptable performance with an accuracy of 90.42%, which has indicated improvement of more than 4.92% as compared to the existing methods.
Introduction
Thousands of people are killed because of disasters annually. The research gap is on how the technology and advanced machines help to rescue people and survive human's life in dangerous situations. Smartest machines do not have enough vision technology to understanding and managing the content of videos, because they are blind. In this regard, researchers have tried to use computer vision techniques to empower devices [1] [2] [3] [4] [5] [6] . Therefore, the present study aims to contribute a method of artificial intelligence and CNN for recognition of human interaction by Preprints (www.preprints.org) | NOT PEER-REVIEWED | Posted: 28 August 2019 doi:10.20944/preprints201908.0289.v1
video from drone where possibly apply in disasters management.
In many applications, including disaster, we utilize artificial intelligence and computer vision. One of the essential goals is the development of automation machines that can analyze and understand their environmental interactions with a human. These smartest machines have been taught to see as a human to understanding objects and surroundings. For instance, to understand a scene, they need to identify human, the geospatial location of objects, background clutter, and understanding of human behaviour.
They may use video from camera drones or normal cameras and smartphones. Among the mentioned above, the recognition and understanding of human behaviour for surveillance, control, and security have received special attention from the computer vision at the time of the birth of this subject [7] [8] [9] . The importance of this application is on how we detect human or objects. In this regard, several algorithms have been proposed to detect and recognize human behaviour [10] [11] [12] [13] .
Recognition of human behaviour refers to identifying a video label according to human action, and it has been started from a couple of decades ago [7] . In general, the process can be divided into three steps:
(i) Detection, including segmentation and feature extraction, (ii) tracking, and (iii) understanding action includes classifier and action label. A simple system of a teaching process overview depicts in Figure 1 .
Generally, the video frames are taken by a camera such as an iPhone or a camera drone. Further, the segmentation performs on every single frame to identify the main area and the human body. Later, the human body is tracked in all frames to detect the trajectory of the human motion. Finally, by applying a classification, each trajectory match to an appropriate class and the label of action is produced [14, 15] .
This process requires analyzing and tracking human in all video frames. Hence, the consequence is big data with high computation therefore, it requires a large capacity memory for extracting features.
Extraction of features requires a sophisticated technique of action understanding. Figure 1 illustrates features extraction which, plays a key role in the recognition of human behaviour methods. as Gaussian noise and salt-and-pepper. Local features also divide the image into small pieces, which is very costly and has a very high computational process [17, 18] . In other hands, deep models use neural networks to address the problem of human behaviour recognition. These models are successful in image analysis tasks like recognition and segmentation [16] . One of the successful deep models for image classification is CNN [19, 20] . Nevertheless, most developed models cannot perform as classical models to use in videos processing and solve issues such as background clutter, occlusion, and diversity of the human body and structure. Furthermore, they are tested on datasets which are largely limited to take in constrained settings and shot by a professional camera under good brightness like Kungliga Tekniska högskolan (KTH) [9, 21] . Table 1 illustrates several popular models and algorithms that are developed by researchers for human action recognition. These models are well-defined computations, and they are formed as a result of algorithms. Nevertheless, in this study, we developed an advanced method for human behaviour recognition in video employing CNN, where ImageNet trains the network. In this study, the human behaviour has been divided into four categories: (1) actions, (2) activities, (3) interactions, and (4) group activity [14] . Then we parsed human interactions into small actions through deep models. Moreover, besides the extraction of features and recognition of objects from videos in this proposed method, we also incorporated the potential of camera drone videos [32] [33] [34] 5] . The use of drone vides is to find the human body. It has different challenges like motion blur, noise, and distance of drone from ground, and brightness. However, the potential of this study is to recognize the human body during disasters for rescue and emergency management. It will build a platform for future study on artificial geospatial intelligence (GeoAI) and smarter map. This study improved the performance of the previous algorithms, which was developed by [15] . In this study, we utilized image processing techniques on videos taken from Da-Jiang Innovations (DJI) drone. We collected drone videos as well as the ground platform videos. These videos were captured by cameras and then employed a pre-processing method to enhance the image resolution in order to achieve better information. A pre-trained CNN extracts the vectors with conceptual features that specify the image objects. In this method, SVM determines the relationships between the frame objects and labels the videos.
However, this study contributes (a) a new method and algorithm coded for recognition of human-object interaction. (b) Improving the performance method of action recognition with 4.92% accuracy as compared to the existing method mentioned above. (c) Developing the pre-processing component enhances the image resolution for better information, and (d) created opportunities to develop GeoAI for the smarter map and disaster emergency as well as rescue applications beyond in future studies.
Finally, this study explained the proposed method with simulation results and comparison with other techniques in Section 2. Section 3 presents the experimental running algorithm we coded on videos, and then it follows with results and validation. Section 4 presents results and discussion, and then Section 5 concludes the study with some recommendation for future activities.
Data and method
In this study, the authors used the dataset of Olympic sports [36] , UCF Sports [37, 38] . These videos are collected from the UCF (https://www.crcv.ucf.edu/data/UCF_Sports_Action.php)[39] and Olympic Sports (http://vision.stanford.edu/Datasets/OlympicSports) [40] . A video was also taken by the DJI drone from the SWJTU Sports Centre, Chengdu, China to test the proposed method. We used DJI camera drone with the following specifications ( Table 2) to capture videos ( Figure 2 ). This study compares the performance of the proposed method with the existing techniques applying for the same videos from UCF and Olympic Sports. In addition to this comparison, we applied the proposed method to a drone video to test the performance and potential of utilization for disaster management and rescue applications. The proposed method recognizes human behaviour by implementing CNN. We attempted three steps (1) selection of key-frames of videos, (2) creating an object representation, and (3) supervised classification and action labelling.
Preprints (www.preprints.org) | NOT PEER-REVIEWED | Posted: 28 August 2019 doi:10.20944/preprints201908.0289.v1 Figure 3 describes the flowchart of processing steps in this study.
Step (1) extract the video frame and select key-frames, step (2) employ adaptive windows and compute CNN features for two images to map a probability vector with 1000 elements.
Step (3) Train SVM to predict the label of action. 
Figure 2: DJI drone and onboard cameras

Selection of key-frames of videos
We take raw videos of the camera as an input. The videos consist of temporal and spatial features.
The most developed methods use temporal features to track human body and capture motion. Since we do not need human tracking in this proposed method, we eliminated the temporal features. As a result, we split a video into images with a high framerate and then extract the first and last image to find all objects in the video. It is because this process allows removing occlusion and preserving objects. The advantage of this selection without tracking human is the reduction of computation complexity. With this, the process continues to select each image from a video and to improve the resolution of images.
Although technology has been enhanced in the development of cameras and more efficient equipment are available, but sometimes the videos do not have a very good resolution. Converting images from a high resolution to low resolution is easy; however, it is very challenging on the contrary. A simple and very effective way of solving this issue is the super-resolution methods [41] [42] [43] . The purpose of these methods is to reconstruct the images with low quality into a high quality. The image redesign with super-resolution methods eliminates effects such as motion blur and noise ( Figure 4 ). In the proposed technique, it is a pre-processing component that enhances the image resolution to acquire better information. This super-resolution learns a mapping between the low and high-resolution image. The mapping can be built from a hierarchical structure process [43] . It takes the low-resolution image as the input and generates the high-resolution image as an output product.
Preprints (www.preprints.org) | NOT PEER-REVIEWED | Posted: 28 August 2019 doi:10.20944/preprints201908.0289.v1 [20] has seven layers of fully connected. The last layer of the CNN is classification layer; however, in this study, we eliminated this layer and used the output of the previous layer as an image descriptor for recognition [44] . Instead of the discarded layer, the SVM has been applied to predict the label of human interaction. This layer is known as fc7, and we can track the changes in the fc7 output to distinguish between survival human and the stuck one. We also applied Principle Component Analysis (PCA) to every window from the image (Figure 3 ) in each CNN process to decrease the dimensions of the probability vectors to 1×1000 dimensions [45, 16] .
Usually, an image consists of different objects with different sizes. These objects may be buildings, soccer field, trees, horses, and balls and even simple things such as a cat. They can present an infinite number of variations in structure or body shape. Also, an object from a video depends on the distance from the camera and drone shooting to object. However, humans appear in different dimensions. Here, we took the partition of each image by the adaptive filter on nine different windows and sizes. It processes the extraction of human body and object from step 2 of the flowchart process method ( Figure   3 ).
We selected a window size with × , × , and × of the full image size ( Figure 5 ). In the next stage, the window size is × , × , and × , respectively ( Figure 6 ). In the last processing stage, we selected the window size with a length of × , × , and × , respectively (Figure 7 ).
This process of partition continues in the full image by applying CNN for every window mentioned Preprints (www.preprints.org) | NOT PEER-REVIEWED | Posted: 28 August 2019 doi:10.20944/preprints201908.0289.v1 8 above size until the iteration of windows sizes partition are completed. In this case, big objects are detected on small windows, and small objects are detected on large windows. Each window overlaps with its neighbour with 50% to recognize and localize objects. Adaptive frame, CNN object detection, probability vector, and combined of features process apply on every extracted of the first and last image from the selection key-frames of video, separately. The output of the CNN for each window is a probability vector, and the desired result is the maximum probability vector. Therefore, in this process, we compared each vector with the previous vector to find out the maximum probability. For instance, for the trees detection scenario in DJI camera drone video if the probability vector in the first window shows up n% of probability and the second window shows the m% (i.e., where m>n) desired result is m% of the probability.
Supervised classification and action labeling
Building on the previous steps, this study recognized all objects on the images. We created a probability vector of length l for each image. For example, the position probability vector r⃗ of the image has units of length. Then we can define vector r^ as r^=r⃗ /|r⃗ |. Both r⃗ and |r⃗ | have units of length and therefore, r^ has units l / l =1, which means that it is dimensionless. Finally, to improve the efficiency of the supervised classification, the two probability vectors of the first and last image of the video frame are converted into a vector by union function.
When we extract feature vectors, a classification framework can be used in order to recognize the human interaction and types of actions in videos. To classify the data, we employed machine learning Preprints (www.preprints.org) | NOT PEER-REVIEWED | Posted: 28 August 2019 doi:10.20944/preprints201908.0289.v1
techniques. Machine learning techniques are categorized into supervised, non-supervised, and semi-supervised learning [46, 47] . In semi-supervised learning, some of the data (X) is labelled (Y), and it sets between both supervised and non-supervised. In unsupervised learning, we only have input data (X) and no labelled or correct answers. Finally, in supervised learning, we provided the model with labelled data (Y) so that the model can learn the mapping function based on those label samples. Because the process of learning from the training data can be thought of as a supervisor, it is called supervised learning. Most of the practical machine learning have used supervised learning. An example of a supervised learning algorithm is SVM used in classification and regression [48, 49, 22] . For each group of data, the SVM generates two parallel lines. It separates the space in a single pass to generate flat and linear partitions. Divide the 2 categories by a clear gap that should be as wide as possible. The partitioning process was done by a plane called hyperplane. The SVM creates hyperplanes with the largest margin in high-dimensional space to separate given data into classes. To find the optimal hyperplane, the following equation can be used:
Where, a.x is the scalar product of a and x.
We used non-linear SVM to compute cluster and recognize human interaction in the videos [48, 50] .
SVM algorithms can use mathematical functions and they are defined as kernel. The function of the kernel is to take data as input and transforms it into the required form. The polynomial kernel equation (2) used in this study for image processing. , = ( . + 1)
Where d is the degree of the polynomial.
We trained primal SVM and used standard quadratic programming techniques. The dataset was split by assigning 70% of the videos to the training set, 10% to a validation set and 20% for testing purpose. The training data is used to learn the mapping function for SVM. The cluster sets its parameters with the training data that has a specific output. The validation data is used to minimize overfitting and evaluate the performance of the model in an unseen. The testing data is used to assess the performance of the SVM [47] .
Experiments
As we mentioned before, the purpose of this study is to develop a method for extracting human interaction in videos, including camera drone videos for disasters management and rescue. For this, the images extracted from videos are partitioned into different sizes. Once the feature vector has been determined for each video, the label can be discovered by using SVM. In the proposed method, the authors have evaluated the accuracy of results as compared to other methods. For this, we applied the proposed algorithm on the Olympic and UCF Sports action and then described the transfer learning experiments on the drone videos from SWJTU Sports Center (Figure 8 ) to test the potential of the proposed algorithm for disaster management and rescue applications. 
Dataset
The Olympic and UCF Sports action [51] consist of 150 videos annotated with more than 20 classes.
The classes are arranged in a taxonomy that contains intra-and inter-class variation such as Team Sports,
Winter Sports, and Ball Sports. For example, these datasets contain 14 different types of diving-side, 6 different types of lifting and 12 types of riding horse.
The drone video is taken by DJI camera drone to capture videos (see Table 2 ). We changed the resolution of these video from full HD (i.e. 1080p) into 240p, 320p, and 480p. Figure 8c depicts an example of these datasets.
An experimental setting
We designed the evaluation procedure in three cases. (1) Partitioned lengths, (2) overlapping windows, and (3) a number of images. The setup describes for each case in details as follows.
Partitioned lengths
The first experimental case is the lengths of the windows, which can recognize all objects with different sizes. In the partitioned technique, we employed the windows with nine different sizes for each image. According to the results we obtained, the best recognition of the objects is achieved on length by:
× , × , and × windows × , × , and × windows × , × , and × windows
Overlapping windows
The second experimental case is based on the rate of overlapping for each window. We applied three experiments to find the most appropriate size for overlapping. In this regard, we attempted 20%, 50%, and 80% of overlapping. According to the result and computation complexity, the best overlapping window is 50% pixels.
A number of images
The third experiment is based on the number of key-frame. The performance of recognition of human behaviour depends on the number of images which is selected among the video frames. Although with Preprints (www.preprints.org) | NOT PEER-REVIEWED | Posted: 28 August 2019 doi:10.20944/preprints201908.0289.v1
increasing the number of images, the performance of the proposed method rises; however, by increasing the number of images we found that the amount of memory requirement and complexity of the calculations are increased. Therefore, this study employed only two frames of each video (i.e., first and last images) for the recognition process as compared to the existing method using three images randomly [15] .
In the experimental, we applied the first and last images of video with five more images. The experimental result shows in Table 3 .
This experimental case aimed to evaluate the proposed method and to realize the fact that this method captures the information regardless of visual appearance and background clutter. Hence, we considered only visual information for feature extraction. We employed fixed-sized frames for each video (90-frames) for visual representation and then applied PCA to reduce the size of the feature. The first and last frame of each video indicates a key-frame. We applied several experiments to find the appropriate number of images. According to the experimental results, the best performance can be achieved from the first and last image of the video. The experiments were implemented in Matlab R2018b under Windows 10 and were run on an ASUS core i7 with CPU 2.0 GHz with 8 GB RAM. Figure 9 illustrates the confusion matrix of per action class in the Olympic and UCF Sports dataset [52] .
Nevertheless, to support the proposed method, Table 4 illustrates the summary of the results of the comparison methods with the UCF and Olympic Sports datasets. Besides, Table 3 shows the results of the proposed approach on drone videos. 
Validation
We performed three validation approaches to evaluate the performance of the proposed method. The first validation is Recall, which is the fraction of relevant instances that have been retrieved over the total amount of related instances. Recall, also known as sensitivity, and it is calculated by the following equation [54] :
Where TP is True Positive, and FN is False Negative.
The second validation is the Precision, and it is the fraction of relevant instances among the retrieved instances [55, 56] . Precision is also known as a positive predictive value, and the following equation
And the third validation is accuracy, which is calculated by the following equation:
(TP+TN)/ (TP+TN+FP+FN) (5) Where the TP is the number of positive cases correctly identified, FP is the number of negative cases incorrectly classified as positive, and FN is the number of positive cases incorrectly classified as negative.
Results and discussion
This study compares the performance of the proposed method with the existing techniques applying in the same videos from UCF and Olympic Sports. Besides we apply the proposed method to a drone video to test the performance and potential of utilization for disaster management and rescue applications.
This study attempted the partitioning process for images to increase the efficiency of identification of different object and sizes. This study shows that the best results of partitioning process and recognition of objects are × , × , and × windows, × , × , and × windows, × , × , and × windows of the image size. The image which is captured with these windows is the input of CNN. It also shows that the appropriate overlapping percentage of the partition for images extracted from a video frame is 50%. This study reveals that we can use the first and last frame of each video because of less memory usage and processing complexity without reducing the efficiency of the performance.
The confusion matrix of the datasets from UCF Sports, Olympic Sports, and SWJTU videos implied to per action class indicates different accuracy for each detected human behaviour (Figure 9 ). When we apply confusion matrix to the drone video of SWJTU for a few human behaviours such as walking, standing, play football, and riding a bicycle, the accomplishment of accuracy is more significant than UCF Sports and Olympic Sports videos. The accuracy of each above-mentioned class of human behaviour for the drone video is 97%, 98%, 98%, and 100%. This confusion matrix indicates that the proposed method is a powerful approach to camera drone videos for recognizing human behaviours.
The proposed method applied to the UCF Sports videos indicates that the accuracy is 93.67%. It reveals a better result than two existing methods [16, 35] . It also seems that the proposed method does not have a significant difference with the previous method [15] . Similarly, the proposed method applied to Olympic Sports videos reveals a significant improvement of accuracy to 90.42% as compared to the three mentioned existing methods indicated in Table 4 . Moreover, the accomplishment of the proposed method in camera drone a video with 240p, 320p, and 480p resolution in 2 images, 3 images, and 7 images indicate acceptance and a better accuracy. Therefore, this study can be probably applied to improve drone images extracted from camera drone videos for various applications such as disaster management and rescue.
The result of the proposed method discusses the scene and the objects, which are highly influential on human behaviour. Therefore, by detecting objects and the scene, we solved issues such as background clutter, occlusion, and light. When we remove the tracking process and temporal features, we can reduce complicated computation and memory usage from videos on a highly challenging dataset during recognition of human behaviour. The results reveal that the use of learning methods can apply in the classification part and SVM. It also implies in the feature extraction when we utilized CNN, it improves the technique with 4.92% accuracy as compared to the previous study [15] . The performance of pre-trained CNN with eliminating the classification layer and utilization of the output of the last layer as an image descriptor generate a probability vector for each image. The SVM predicts the label of human interaction. This study achieved consolidated experiments of supervised pre-training. We expect that it will help obtaining enough computational power and increase the amount of labelled data in the videos and images significantly.
Conclusions and recommendation
In this study, we introduced a technique for recognizing human behaviour in videos that outperforms methods in two benchmarks and drone videos. The feature representations are achieved by the hierarchical structure of pre-trained CNN, where the classification layer is eliminated, and the output of the previous layer is used as an image descriptor. Inspired by object recognition, we introduced a method where it determines merely human behaviour. It is based on the recognition of objects and a scene without tracking human in all video frames. Furthermore, the experimental results concluded that if we employ a Preprints (www.preprints.org) | NOT PEER-REVIEWED | Posted: 28 August 2019 doi:10.20944/preprints201908.0289.v1
learning method in the feature extraction part, we can improve the performance by more than 4.92% on action recognition accuracy as compared to other reported methods. The authors' findings can probably advance the field of research to build infrastructure for creating a smarter map of human-object interaction in future studies implementing the GeoAI by videos and images. Finally, we recommend using very large windows sizes from each drone video frame. It allows the spatial structure to provide helpful information for disaster management and rescue, that is, missing or far less detectable in still images. Conflicts of Interest: The authors declare no conflict of interest.
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