In this paper, a new technique for solving the two-dimensional inverse scattering problem for ultrasound inverse imaging is presented. Reconstruction of a two-dimensional object is accomplished using an iterative algorithm which combines the conjugate gradient (CG) method and a neural network (NN) approach. The neural network technique is used to exploit knowledge of the statistical characteristics of the object to enhance the performance of the conjugate gradient method. The results for simulations show that the CGNN algorithm is more accurate than the CG method and, in addition, convergence occurs more rapidly. For the CGNN algorithm, approximately 50% fewer iterations are needed to obtain the inverse solution for a signal-to-noise ratio (SNR) of 50 dB. For a smaller SNR of 35 dB, the CGNN method is not as accurate, but it still gives reasonable results.
Introduction
Formulation of the inverse scattering problem for ultrasound imaging leads to a nonlinear integral equation. When this integral equation is linearized using the first-order Born or Rytov approximations, the problem reduces to that of conventional diffraction tomography which works well for weak scattering. 1 However, when scattering is strong, the reconstructed image is distorted significantly. Thus, for strong scattering situations, a new approach for solving the nonlinear integral equation must be developed. Several inversion algorithms have been proposed. Chew and Wang used an iterative Born method 2 and a distorted Born iterative method 3 with the former converging more quickly and the latter more robust to noise. Liu et al. 4 introduced several variations to the iterative Born method that substantially reduce the computational cost -that is, the computational time required to obtain convergence. However, the iterative Born method is limited to real images and does not work well for reconstruction of complex quantities. Borup et al. 5 and Manry and Broschat 6 used a reconstruction technique based on the Gauss-Newton method. Manry and Broschat incorporated a material classification technique which increased the speed of convergence appreciably, but the results were sensitive to noise in the scattered data.
In recent years, several conjugate gradient (CG) based optimization approaches have been investigated. Kleinman and van den Berg proposed a modified gradient method which eliminates the need to solve the direct scattering problem at each step of the iteration. 7, 8 In the approach of Harada et al., a Frechet derivative was used to determine the gradient of the cost functional. 9 Lobel et al. successfully applied a conjugate gradient method to several Ipswich experimental data sets. 10 To enhance the noise stability of their algorithm, an edge preservation term was added to the cost functional; this served as a regularization term, allowing smoothing of homogeneous areas while preserving discontinuities. 11 For all this work, the CG method was found to be robust to noise in the scattered data.
The robustness of the CG method to noise is encouraging. However, for practical implementation, the computational cost of the CG algorithm must be reduced. Thus, the goal of this work is to accelerate the convergence of the CG method while retaining its noise robustness. The success of the material classification technique proposed by Manry and Broschat 6 in significantly increasing the rate of convergence, as well as the robustness of the CG method to noise, was the motivation for trying a new material classification technique together with the conjugate gradient method. The classifier is based on a neural network, and we refer to the new algorithm as the CGNN method. A priori knowledge of the statistics of the ultrasound properties of different materials is used to generate a database which is divided into a training set and a testing set. These, in turn, are used to establish a proper architecture for the neural network. Once the network has been established, it is introduced into the CG method as the last step of an iteration but only after enough iterations have been performed to allow differences in types of materials to have emerged.
To test the CGNN algorithm, we apply it to simulations of a small tumor embedded in sections of breast tissue of two different sizes. The size of the first object is 4λ × 4λ, where λ is the wavelength in the background medium. The second object represents a larger section of breast tissue 16λ × 16λ in size. For both cases, the frequency used is 400 kHz. The performance of the CGNN method in the presence of noise, with signal-to-noise ratios (SNRs) of 50 dB and 35 dB, is also investigated. For the test cases examined, the CGNN method significantly increases the rate of convergence for large SNRs. Approximately 50% fewer iterations are needed to obtain the inverse solution than are needed using the CG method. Moreover the CGNN method retains the robustness to noise of the CG method. In fact, for an SNR of 35 dB, the CGNN method successfully identifies a tumor as small as 1.8 mm in diameter.
In the next section, formulation of the conjugate gradient-neural network method is given. The geometry and material parameters for the two test cases are described in Sec. 3. Numerical simulation results are presented and discussed in Sec. 4. Finally, in Sec. 5, concluding remarks are given.
Formulation of the Conjugate Gradient-Neural Network Technique
The scattering geometry for the imaging problem is shown in Fig. 1 . Imaging is accomplished by insonifying the object using transducers distributed around it. The scattered ultrasound field is then measured around the object at the receiver locations indicated by R. The acoustic wave equation in two dimensions is expressed in integral form as 12
where S is the surface of the object to be imaged, ρ = (x, y) and ρ = (x , y ) are the coordinates of the observation and source points, respectively, u(ρ) is the total acoustic pressure field at ρ, u inc (ρ) is the incident field at ρ, o(ρ) is the object function to be reconstructed, and g(ρ − ρ ) is the Green's function in two dimensions given by
where H
0 is the Hankel function of the second kind, k 0 = ω/c 0 is the acoustic wavenumber in the background medium, c 0 is the sound speed of the background medium, and ω is the angular frequency. The scattered field at a receiver located at ρ is given by
3)
The object function satisfies the relationship
is the contrast of the object. k(ρ) is the wavenumber at ρ; it is related to the frequency f , attenuation α, and sound speed c by 13
The Method of Moments, 14 with pulse-basis functions and point matching, is used to transform Eqs. (2.1) and (2.3) into matrix form
respectively. Γ is an N ×N matrix and K is an M ×N matrix; u inc is the incident field vector of length N ; u and o are the two unknown vectors of length N ; u s is a vector of length M ; O and U are N × N diagonal matrices containing o and u, respectively -i.e. O ii = o i and U ii = u i ; N is the total number of cells into which the object is discretized; and M is the total number of receivers per view. The elements in Γ and K are given by
where ρ is defined over the entire domain of the object, and
where ρ is defined only at the receivers. S j is the area of the jth cell. When the object vector o is given, the total field vector u can be determined uniquely from Eq. (2.5); this is the forward scattering problem. When both the scattered field vector u s and the total field vector u are given, the object function o cannot be obtained directly from Eq. (2.6) since it is ill-posed; this is the inverse scattering problem. For the forward scattering problem, the BICGSTAB-CG-FFT method 15, 16 was used to solve Eq. (2.5) for u. The solution for the inverse scattering problem is described below.
The conjugate gradient technique
The conjugate gradient method is an iterative optimization approach. To utilize CG optimization, a cost functional must be formed. For our problem, the cost functional is chosen to measure the difference between the measured and scattered data when an estimate of the object is used. The expression for this cost functional is given by 9
where · indicates the Euclidean norm, and r l = u s (l) − u m (l). L is the total number of views, and u m (l) is the measured scattered field for illumination by the lth source. The w in Eq. (2.7) is a weighting factor chosen to insure that the amplitude of the incident field has no impact on the cost functional. Here the weight used is 7
.
The main equations used in the CG method are:
9)
where d n is the update direction of the object at the nth iteration and d 1 , the initial direction, is chosen to be the steepest descent direction as specified by Eq. (2.8); t n is the step size along the direction d n which in this work is found using an inexact line search with a strong Wolfe condition 17 ; γ n is chosen to insure that the direction vector is conjugate to all previous directions; and g n is the gradient of the cost functional at the nth iteration and is obtained using
where
, K † is the conjugate transpose of the matrix K defined in Eq. (2.6) and r n l is the difference between the measured and calculated scattered data at the nth iteration when the object is illuminated by the lth source. The first-order approximation of the gradient,
is useful for modest phase shifts. Since case 1 has a phase shift of less than π, the firstorder approximation can be used, while case 2, with its larger phase shift, requires use of Eq. (2.11). There are a number of different choices for γ n . In this work, we use the one most commonly used known as Polyak-Polak-Ribiere (PPR) 18, 19 
where · denotes the inner product. If the difference between the calculated scattered field and the measured scattered field satisfies a predetermined value for the relative residue error (RRE ), convergence is considered to have been obtained, and the iterations are terminated. The relative residue error is defined by
where the summation is over all the sources. The superscript n indicates the nth iteration. The steps for solving the inverse scattering problem are summarized as follows:
Step 1: Set n = 1 and set the initial guess of the object to be o 1 . Then • calculate the corresponding scattered field using Eqs. (2.5) and (2.6),
• calculate g 1 using Eq. (2.11) or its first-order approximation,
• obtain t 1 using an inexact line search,
• update the object o using Eq. (2.9) and • increment n by 1.
Step 2: Using Eq. (2.11), calculate the gradient vector g n and use Eq. (2.12) to obtain γ n . Then • use Eq. (2.10) to find the update direction d n ,
• find the corresponding step size t n and • update the object using Eq. (2.9).
Step 3: Solve the forward scattering problem using the updated object o n in Eqs. (2.5) and (2.6), and check to see if the RRE satisfies the required criterion. If yes, terminate the iterations; if not, continue.
Step 4: Increment n by one; go to Step 2.
Three-layer backpropagation neural network classifier
While the CG method is accurate and robust to noise, it is also computationally expensive -that is, convergence to an accurate solution requires significant CPU time. One approach to decreasing the time required to obtain a solution is to accelerate the convergence of the CG algorithm so that fewer iterations are needed. In this work, a neural network classifier, introduced between Steps 2 and 3, is used to increase the rate of convergence. The neural network is a supervised classifier which uses a database consisting of labeled patterns. This database is divided into training and testing sets. The training set is used to establish the neural network architecture, and the testing set is used to test the resultant architecture to insure that it provides the optimum classification.
Multilayer neural networks can be used to approximate almost any function and can also be applied to pattern classification problems. 20 The most widely used multilayer network is the three-layer configuration shown in [p 1 , p 2 , . . . , p R ], is applied to this network, every feature of the pattern, i.e. p i , i = 1, . . . , R, is weighted by the weight matrix W 1 of the first layer consisting of values determined during the training stage. The neuron, represented by a circle enclosing a "+" sign, sums all the weighted features and passes the sum to a filter. The output of the filter b = f (a) is a function of its input a, where the filter function f is known as the activation function. The result of the first layer is the input to the next layer and so on. The activation function may differ for different neurons, and the number of neurons for each layer may vary as well. The final output of the entire network for a given input pattern is compared with predetermined classification values. These values are determined in accordance with the desired degree of classification accuracy. Euclidean distance between estimated and true material parameters is used to perform classification. When the distance between the final result of the network and one of the possible classes is less than its classification value, we label the pattern to be that class. If this label is the same as that of the class to which the pattern actually belongs, we say the network correctly classified the pattern [p 1 , p 2 , . . . , p R ]; otherwise, we say that the network misclassified the pattern. To avoid misclassification of materials, we introduce an unclassified category; when the final result of the network is larger than all the classification values, the material is not classified. The goal of the training stage is to create a weight matrix that will maximize the number of patterns that are correctly classified. A number of methods can be used to solve this problem, but the one most widely used, and the one used in this work, is backpropagation. 20 The advantage of backpropagation is that the chain rule can be used to easily calculate the derivatives that determine the sensitivities of the layers. The sensitivity is then used to update the parameters of the neural network architecture that yield the weight matrix. The sensitivity at layer m is computed from the sensitivity at layer m + 1 -hence the name backpropagation.
To apply the backpropagation algorithm, the activation function must be differentiable. We have chosen to use the Log-Sigmoid function given by
(2.14)
because of its simplicity. In Eq. (2.14), x is the sum of the weighted inputs to the neuron.
Neural network training is an iterative optimization procedure. Two parameters have a strong impact on its convergence, the learning rate and the momentum. The learning rate η is the step size taken along the descent direction. A small learning rate insures stability, but the rate of convergence is slow. Increasing the learning rate improves the rate of convergence, but it also leads to instability. A large learning rate can be used with the addition of the momentum parameter which maintains stability by reducing oscillations occurring in the vicinity of a minimum. It achieves this by relating changes in the current iteration to changes in the previous iteration. The learning rate and momentum are chosen to insure fast convergence with stability. In this project, the neural network tool kit in MATLAB was used for the training process. For details on the training process, see Ref. 21 .
The training stage is implemented after the configuration of the neural network has been specified and the number of neurons at each layer is known. For a given network configuration, the optimal weight matrix is unique so that different configurations result in different weight matrices. The final architecture -that is, both the network configuration and weight matrix -is chosen by trial and error. Specifically, each network architecture with its associated weight matrix is used to classify the test set, and the percentage of misclassifications, according to the Euclidean distance between the output of the network and the labels of the test data, is calculated. The smaller the percentage of misclassification, the better the network. The network architecture giving the smallest percentage of misclassification is chosen as the final architecture.
The motivation for our development of the CGNN method is the early detection of breast tumors. Thus, for this work we generate the training database using statistical knowledge of the ultrasound parameters for the different tissues in the breast. It is assumed that the sound speeds and attenuation coefficients are independent, that the mean values for each tissue are known, and that they satisfy normal distributions. The standard deviation for the sound speed in each tissue is set to 2% of its mean value, 22 and the standard deviation for the attenuation is chosen to be 10% of its mean value. Beyond this, fat and glandular tissue attenuation values start to overlap; it is assumed that no significant overlap in tissue attenuation values occurs. 6 This assumption is generally valid for tumors which have high attenuation relative to normal tissues. The data for each tissue in the database are generated using a Gaussian random number generator implementing the statistical information above.
The neural network obtained after training is used to perform classification at each iteration of the conjugate gradient method. Between Steps 2 and 3 of the CG method, the reconstructed contrast is fed into the neural network pixel by pixel, with each pixel treated as an individual pattern and its real and imaginary parts as two features which serve as the elements of the input pattern. When classification is possible, the network labels a pixel to be a specific type of material. The real and imaginary parts for that pixel are then set to the true values of the corresponding material. When a pixel is left unclassified, the reconstructed contrast remains unchanged. After the entire image has been labeled, it is used as the current object for the next iteration.
In this study, the training stage resulted in a 2−7−2 neural network architecture -i.e. 2 neurons for the first layer, 7 neurons for the second layer, and 2 neurons for the output layer.
As mentioned previously, the MATLAB neural network tool kit was used for the training. The initial value for the learning rate was chosen empirically to be 0.08 and was updated by the neural network tool kit internally during the training process. The momentum was chosen empirically to be 0.7 and was not changed during the training process.
Test Cases
To assess the CGNN algorithm, we applied it to two test cases. For case 1, we reconstructed a section of tissue with a small breast tumor 0.9 mm in diameter surrounded by glandular tissue with a total phase shift of approximately 0.17π. The real and imaginary parts of the contrast of the tissue model for case 1 are shown in Fig. 3 . Case 2 represents a larger section of glandular tissue with a tumor 1.8 mm in size. The total phase shift is approximately 1.6π. Figure 4 shows the real and imaginary parts of the contrast for case 2. Figures 3 and 4 clearly demonstrate why it is difficult to use the real part to distinguish between the tumor and glandular tissue and why the imaginary part must be used. The sound speed for the glandular tissue was c = 1520 m s −1 and the attenuation was α = 0.80 dB cm −1 MHz −1 . The sound speed for the tumor was c = 1564 m s −1 , and the attenuation was α = 1.18 dB cm −1 MHz −1 . 22 For the background medium, the sound speed of water, c 0 = 1490 m s −1 , was used and the source frequency was chosen to be f = 400 kHz. For the first case, the object to be imaged is defined inside a square domain with dimensions 4λ × 4λ, where λ is the wavelength in the background medium. The square domain is discretized into 16 × 16 cells. Each model is successively illuminated by L = 16 plane waves equally spaced around the object, and the scattered field is measured along the four edges for each source rotation. The total number of receivers per view is M = 64 and these are spaced 1 mm apart. Case 2 is 16λ × 16λ in size, which is discretized into 64 × 64 cells. It is illuminated by L = 64 plane waves, and there are M = 256 receivers per view. For both cases, the forward scattering problem is solved using the BISTAB-CG-FFT method. The algorithm terminates either when the RRE is less than 10 −5 or when 20 iterations have been completed for the first case and 100 iterations for the second. If the algorithm terminates with the first condition, convergence is considered to have occurred.
Imaginary Part Real Part
The computational cost for the CGNN method consists mainly of two parts, the CG iterations and the neural network classification. The number of operations for one complete iteration is given by
where C 1 is a constant associated with the CG method, C 2 is a constant associated with the neural network classifier, N is the total number of cells, and L is the number of illuminations. The first term represents the CPU time for the CG iterations and the second term the CPU time for the classification. Clearly the cost of the iterations dominates the total cost. For example, for case 2 with N = 64 × 64 and L = 64 the cost of the CG iterations is on the order of 10 6 operations; the cost of the neural network classifier is on the order of 10 3 . Thus, introduction of the neural network classifier does not significantly affect the CPU cost per iteration.
Simulation Results
Computer simulations were performed for the two test cases, both with and without noise. By noise, we mean that Gaussian white noise was added to the real and imaginary parts of the synthetic scattered data. The signal-to-noise ratio (SNR) is defined by
where u s , as given by Eq. (2.6), with the true object is used to simulate the exact measured data. The Euclidean norm of u s is obtained after a summation over receivers and sources. n denotes the random noise, n 2 = 2LM σ 2 , where σ 2 is the variance used to generate the Gaussian white noise, L is the total number of sources, and M is the total number of receivers per source.
In the examples that follow, results for the imaginary part of the object for both the CGNN and CG methods are compared. The boundary between the breast and the background material is used to choose the initial values. For pixels within the boundary the average of the tumor and glandular tissue parameters is used; for pixels outside the boundary, the true value of water is used. The neural network classifier is introduced into the algorithm after visual inspection indicates that differences in tissue types have started to emerge. Simulations for the first case were performed on an HP9000 workstation with 256 MB memory, while simulations for the second case were performed on a Beowulf commodity parallel processor with 16 CPUs and 4 GB of memory. 
Simulations for case 1
For the noiseless example, the CGNN results are shown in Fig. 5 and the CG results in Fig. 6 . The relative residue error (RRE) curves for both methods are shown in Fig. 7 and are identical until the 8th iteration when the neural network classifier is applied. As shown in Fig. 5 , the tumor is detectable at the 9th iteration with the CGNN method, and at the 10th iteration the entire image is correctly classified. In contrast, after 20 iterations the CG method has still not converged to the correct reconstruction. The CGNN method requires 50% fewer iterations and 46% less CPU time and gives more accurate results than the CG method.
For the SNR = 50-dB example, the neural network classifier is applied at iteration 10. The reconstructed image, not shown here, is correctly classified immediately after the neural network has been applied. As shown in Fig. 8 , the RRE values for the CGNN algorithm are the same from the 10th iteration to the 20th iteration. Thus, for this example, the CGNN algorithm is very stable.
For the SNR = 35-dB example, the reconstructed images for the CGNN and CG methods are shown in Figs. 9 and 10, respectively. For this case, the CG method almost fails to reconstruct the small tumor. For the CGNN method, the neural network classifier is applied at the 13th iteration, and the tumor is detected immediately afterward. At 20 iterations, one pixel has been misclassified, and two pixels have been left unclassified. The CGNN results do not improve after the 16th iteration, but they are much better than those of the CG method, providing much higher visual contrast. For the CGNN algorithm, the neural network classifier is applied at the 20th iteration. The tumor is correctly classified, but several pixels of glandular tissue are misclassified as tumor. By the 60th iteration, the entire image is correctly classified. For case 2, the RRE curves decrease very slowly compared with those of case 1. One possible explanation is that case 2 is more ill-posed than case 1. The CG results shown in Fig. 12 are much noisier than those of the CGNN method. A comparison of the RRE curves in Fig. 13 shows that the CG method requires more than double the number of iterations to obtain the same RRE. The CGNN method uses 59% less CPU time than the CG method to achieve comparable results. When system noise of SNR = 50 dB is added, neither the CGNN nor the CG method performs as well. For the CGNN method, the neural network classifier is again applied at the 20th iteration. The reconstructed image is shown in Fig. 14 for 20, 60 and 100 iterations. Clearly at the 60th iteration, the tumor is classified correctly, but some pixels of glandular tissue are misclassified. Some of these misclassified pixels are actually corrected by the 100th iteration. The reconstructed images for the CG method are shown in Fig. 15 , and the RRE curves for both methods are shown in Fig. 16 . The RRE value at the 35th iteration for the CGNN algorithm is about the same as the RRE value at the 90th iteration for the CG algorithm. The CGNN method uses 60% fewer iterations than the CG method.
When system noise of SNR = 35 dB is added, both the CGNN and CG methods break down, and the overall reconstructed results, not shown, are poor. However, with the neural network classifier applied at the 40th iteration, the tumor is still detectable with the CGNN method.
Summary
In this paper, a neural network (NN) classification technique has been introduced into the conjugate gradient (CG) iterative imaging algorithm. The neural network classifier exploits knowledge of the statistics of the acoustic properties of materials to increase the rate of convergence of the CG iterative solution. The neural network is applied to the CG algorithm after different material types have started to emerge. The CGNN method has been tested on and classifies the objects. At a lower level SNR of 35 dB, some pixels are misclassified and others are left unclassified. Nonetheless, minimal tumors (about 1 mm in diameter) are still identified with the CGNN method. Thus, the CGNN technique seems promising for ultrasound inverse imaging. It increases the rate of convergence of the CG method, it is fairly robust to noise, and it can be used when weak scattering methods do not apply. 
