In this paper, we propose novel modications to an anomaly detection methodology based on signal reconstruction followed by residuals analysis. The reconstructions are made using Auto Associative Kernel Regression (AAKR), where the query observations are compared to historical observations called memory vectors representing normal operation. When the data set with historical observations grows large, the naive approach where all observations are used as memory vectors will lead to unacceptable large computational loads, hence a reduced set of memory vectors should be intelligently selected. The residuals between the observed and the reconstructed signals are analysed using standard Sequential Probability Ratio Tests (SPRT), where appropriate alarms are raised based on the sequential behaviour of the residuals.
Introduction
A modern ship is a highly complex system, often equipped with thousands of sensors to monitor various features of the system. Data from normal operating conditions are continuously collected on is typically rule-based. A temperature threshold might for example be predened, forcing the system to automatically shut-down if the temperature surpasses a predened threshold. The problem with the rule-based approach emerges when we want to analyse multiple signals, and base our decisions on the combined behaviour. The problem space grows rapidly, making it almost impossible to describe rules that cover every permutation (Flaherty, 2017) . Hence, more sophisticated fault and anomaly detection methods are needed.
Anomaly detection refers to the problem of nding patterns in data that do not conform to expected behaviour (Chandola et al., 2009) . In other words, anomalies can be dened as observations, or subset of observations, which are inconsistent with the reminder of the data set (Hodge and Austin, 2004; Barnett et al., 1994) . Depending on the eld of research and application, anomalies are also often referred to as outliers, discordant observations, exceptions, aberrations, surprises, peculiarities or contaminants (Hodge and Austin, 2004; Chandola et al., 2009 ). Anomaly detection is related to, but distinct from noise removal (Chandola et al., 2009) .
The fundamental approaches to the problem of anomaly detection can be divided into three categories (Hodge and Austin, 2004; Chandola et al., 2009): Supervised anomaly detection Availability of a training data set with labelled instances for normal and anomalous behaviour is assumed. Typically, predictive models are built for normal and anomalous behaviour, and unseen data are assigned to one of the classes.
Unsupervised anomaly detection Here, the training data set is not labelled, and an implicit assumption is that the normal instances are far more frequent than anomalies in the test data. If this assumption is not true then such techniques suer from high false alarm rate.
Semi-supervised anomaly detection In semisupervised anomaly detection, the training data only includes normal data. A typical anomaly detection approach is to build a model for the class corresponding to normal behaviour, and use the model to identify anomalies in the test data. Since the semisupervised methods do not require labels for the anomaly class, they are more widely applicable than supervised techniques.
In this paper, we use a semi-supervised approach, and present a kernel function based nonparametric statistical anomaly detection technique (Chandola et al., 2009) . We assume that the normal data instances occur in the high probability regions of the model we t to the data, while anomalies occur in the low probability regions.
An extensive number of anomaly detection methods are described in the literature and used extensively in a wide variety of applications in various industries. The available techniques comprise (Chandola et al., 2009; Olson et al., 2018; Kanarachos et al., 2017; Zheng et al., 2016) : classication methods that are rule-based, or based on Neural Networks, Bayesian Networks or Support Vector Machines; nearest neighbour based methods, including k nearest neighbour and relative density; clustering based methods; and statistical and fuzzy set-based techniques, including parametric and non-parametric methods based on histograms or kernel functions.
To demonstrate the capabilities of the modications we propose, we apply an anomaly detection framework for the sensor based surveillance and fault detection on an ocean going ship in operation. The data we have at hand does not contain any known faults, hence we alter the signals to mimic some quite subtle anomalies.
On-line anomaly detection is often constructed as a two-step process: Signal reconstruction and residuals analysis. We use Auto Associative Kernel Regression (AAKR) for the reconstruction, where query observations are compared to historical observations called memory vectors. In the second step, the residuals, i.e. the dierence between the reconstructed and the observed signals, are analysed using Sequential Probabil-ity Ratio Test (SPRT) . When the data set with historical observations grows large, the naive approach where all observations are used as memory vectors will lead to unacceptable large computational loads, hence a reduced set of memory vectors should be intelligently selected (Hines et al., 2008b,a) . The approach where all historical observations are included as memory vectors are referred to as the crude, naive or standard method.
The framework mentioned above will be briey presented in section 2. In section 3, we propose three modications of the standard framework:
A. Modied distance measure between the query vector and the memory vectors Modifying the distance measure to enable the possibility of treating the variables dierently based on the credibility of the signals, and distinguish between explanatory and response signals. B. Cluster based memory vector selection method Perform a cluster analysis on the training data set, which represent normal conditions. Replace the original training data set with rectangular boxes -one for each cluster, centred at the cluster means -and dene everything inside the boxes as normal condition. C. Credibility estimation Regard some regions in the sample space more credible or trustworthy than others. Assume that the reconstruction of a response signal is more credible if the corresponding explanatory signals are similar to previously observed signals.
In section 4, the capability of the proposed modications are demonstrated on a case study of an ocean going ship in operation. A short discussion of the assumptions and results is presented in section 5. Finally, in section 6 some concluding remarks are oered, together with a discussion on further work.
Standard framework for anomaly detection with AAKR and SPRT
The classical framework can be divided into two main steps: signal reconstruction and resid- Figure 1 : The methodology can be divided into two main steps: signal reconstruction (via AAKR) and analysis of residuals (via SPRT) ual analysis, see Fig. 1 . In particular, Auto Associative Kernel Regression (AAKR) is used for the reconstruction, and Sequential Probability Ratio Test (SPRT) is used to analyse the residuals between the reconstructed and the observed signal.
At each new time t of the on-line anomaly detection monitoring, both the reconstruction and the residuals analysis are performed in a sequential manner. In the signal reconstruction step, the values of the monitored signals are reconstructed as an estimate of the signals under normal conditions. AAKR is a data driven approach where the reconstructed signal is estimated as a weighted linear combination of historical observations. The information from the current observation is used to calculate the weights. In the second step, the residuals , i.e. the dierence between the observed test points and the reconstructed signals, are analysed sequentially, building evidence that the sensors report possibly anomalous behaviour.
Signal reconstruction using Auto Associative
Kernel Regression (AAKR)
Many excellent descriptions of the AAKR method, both comprehensive and more brief, are given in the literature (Garvey et al., 2007; Baraldi et al., 2015a; Di Maio et al., 2013; Baraldi et al., 2015b Baraldi et al., , 2012 Baraldi et al., , 2011 Brandsaeter et al., 2016; Hines et al., 2008b,a) . In the following we will render a basic description, primarily from (Brandsaeter et al., 2016) .
The historical observations are collected in an L × J matrix, where L is the total number of time points where a historical observation occurred, and J is the number of sensors. If all the historical observations should be taken into account by the AAKR, the reconstruction process will be very computationally expensive when the data set of historical observations grows large. Therefore, more or less intelligent selection methods (Hines et al., 2008b,a) are used to select some K < L historical observations, or memory vectors, and collect them in a new K × J matrix X train , to be used in the reconstruction procedure. Note that the reconstruction method does not consider time ordering, not even the sequentiality, of the observations in the training data. This is natural, as the system (here, ship) might change operational mode rapidly. The sequentiality is however considered in the residuals analysis.
At each time t, an estimate of normal condition vectorX test (t,) is calculated. Each reconstructed value is a weighted linear combination of the observations (the rows) in the training matrix X train . The weight w of a row k is given by the Gaussian kernel
where the parameter h is the bandwidth, and d k is the distance between the J signal measurements in the observation X test (t,) and the k-th observation in X train . Several distance functions can be used (Garvey et al., 2007) , but the most common is the Euclidean norm
(2) Finally, the reconstructed valueX test (t,j) of the j-th observation X test (t,j ), is given as the weighted linear combination of the rows of the training matrix, that isX
The methodology processes the various signals together. To avoid numerical instabilities due to possibly very dierent range of magnitudes in the dierent signals, the signal values need to be normalized. Without normalization, the eect of a deviation in one signal cannot be directly compared to the other signals. In the present work we have used the following normalization procedure, sometimes referred to as the z score normalization, encuraged by Di Maio et al. (2013) . Having measured a signal X (t,j) , the normalized signal, X (t,j) is given bỹ
where
Alternative normalization procedueres should also be investigated, such as the min maxnormalization or the decimal scaling, see e.g. Saranya and Manikandan (2013) . It is noted that in some situations the choice of normalization technique can inuence the results signicantly.
Residuals analysis using Sequential Probability Ratio Test (SPRT)
The residuals, i.e. the dierences between the reconstructed value under normal condtions, and the observed test value, that is,
, are analysed sequentially by the standard SPRT to determine if the system is in normal or abnormal state. The methodology will be briey described in the following. For a more thorough description we suggest (Brandsaeter et al., 2016; Cheng and Pecht, 2012; Saxena et al., 2008; Gross and Lu, 2002) . The normal state is described by a null hypothesis H 0 , where each component of the residuals, R (t,j) , are assumed to be normally distributed with mean 0 and standard deviation σ. The anomalous state is described by an alternative hypothesis H a , which assumes that the residuals are normally distributed with specied mean and/or standard deviation dierent from the null hypothesis. The SPRT is performed for each signal j = 1, ..., J independently.
Based on the residuals R (t,j) , an index is calculated and updated sequentially for each new observation. In order to determine the condition of the system, two threshold values, A and B, are specied and at each observation the index is compared to these lower and upper decision boundaries. There are three possible outcomes at each time step:
1. the lower limit is reached, in which the null hypothesis is accepted (normal state), and the test statistic is reset. 2. the upper limit is reached, in which the null hypothesis is rejected (anomalous state), and the test statistic is reset. 3. no limit is reached, in which case the amount of information is not sucient to make a conclusion.
For each sensor signal j, the analysis is performed on the sequence of residuals r (i 1 ,j) , . . . , r (in,j) . When either of the limits are reached (outcome 1 and 2), the sequence is reset to zero. If no limits are reached (outcome 3), the sequence is extended with the new residual.
The SPRT index is given as the natural logarithm of the likelihood ratio L a , given by
where f (·) is the corresponding normal density. Note that this construction is based on an assumption of independence among the residuals. We consider two alternative hypotheses, i.e. deviations in either direction of the mean and increasing or decreasing standard deviations, leading to the following indices, for each sensor j
The standard deviation, σ, is computed from the training data. M is the mean value of the alternative hypothesis, which are decided by the user. M is usually chosen to be several times larger than σ (Cheng and Pecht, 2012) .
Limitations associated with the standard framework
There are some well-known challenges and limitations related to the anomaly detection framework presented above.
First, when the relative importance of the various signals are known and understood, for example based on physical meaning or by subject matter expert's experience. This relative importance can be imposed on the AAKR model by changing the distance measure, see section 3.1. The proposed generalization of distance measure allows us the possibility to distinguish between explanatory and response signals, which also makes it more natural to compare the reconstructions produced with AAKR, with reconstructions based on various regression methods.
Another important challenge, relates to the efciency of the AAKR method. When the data set of historical observations grows large, the signal reconstruction procedure becomes very computationally costly (Michau et al., 2017) . To encounter this, various memory vector selection techniques are used (Hines et al., 2008b,a) . In this paper, we present a novel cluster based memory vector selection technique, see section 3.2.
With the standard framework, all regions in the sample space are considered equally credible. We suggest to assume that the reconstruction of a response signal is more credible if the corresponding explanatory signals are similar to previously observed signals. In section 3.3, we describe one possible approach to encounter this.
Other challenges associated with the anomaly detection framework, such as challenges related to time dependency and the need for representative training data, as well as problems associated with evaluating the accuracy when labelled data is lacking, is not addressed here, and suggested for further work.
Proposed modications
In the following, we present three modications aiming to improve the anomaly detection framework as presented above, and to address associated challenges. A sketch of the suggested 3.1. Modied distance measure to enable distinction between explanatory and response signals
When reconstructions are produced using AAKR, usually all signals are weighted equally when the distance between the query vector and the memory vectors are calculated. In Baraldi et al. (2015b) , a new procedure for determining the distance is proposed, where the data are projected into a new signal space, by dening a penalty vector which reduces the contribution of signals aected by malfunctioning.
In this paper, we propose to modify the distance calculation, in a fashion inspired by Baraldi et al. (2015b) , such that the contribution of the various signals can be weighted dierently. Instead of the standard Euclidean norm (see eq. 2), we propose to use a weighted version by multiplying the dierence in each direction with a penalty vector which we refer to as the distance scaling vector s = [s 1 , ..., s J ]. This gives the following distance measure
If all elements of s are equal to 1, the classical distance measure is used. Note that if one of the signals is completely disregarded, i.e. the weight is set to 0, and the weights of the other signals are not changed, then the AAKE reconstruction resembles the traditional Nadaraya-Watson estimator, where the signal with 0 weight is the response variable, and the remaining signals are the explanatory variables. This choice of s, also makes comparisons to other regression methods more natural.
This generalization of the AAKR method can be particularly useful when we are not interested in nding anomalies in all the sensor signals, such as sensors measuring environmental conditions. For example, if our aim is to detect anomalies that could be caused by or lead to engine failure, we might nd it uninteresting to search for anomalies in the outside air temperature sensor. As long as there is nothing wrong with the sensor, there is obviously nothing wrong with the air temperature, and we are not interested in alarms regarding this. At the same time, this sensor signal could be important in explaining the behaviour in other signals, such as engine temperature or bearing temperature. Hence, we do want to be able to include it in the analysis as an explanatory variable.
In Fig. 3 the usage of the modied distance measure is illustrated with a simplistic example in two dimensions. The black coloured stars are the training data (also referred to as memory vectors), and the light blue coloured square is a query vector (also referred to as test data), located at
The AAKR method with the standard Euclidean distance measure would reconstruct the signal at [0.43,-0.24] , as shown by the green circle. If signal x 1 measures an environmental parameter, such as for example outside temperature or wind speed, and we assume that the sensor recordings are without faults, we are not interested in residuals in this dimension. Hence, we would regard signal x 1 as an explanatory variable, and place the reconstruction at the query vector, in this dimension. This is represented by the dark blue triangle. If we reduce the second entry of the distance scaling vector s, we reduce the contribution of observations that are near to the query point in the x 2 direction, and far away in the gle shows the reconstructions produced with distance scaling vector s equal to [1,0.5], while the blue cross, and the yellow star shows the reconstructions produced using distance scaling vector [1,0.1] and [1, 0] respectively. In many real-life applications, the choice of explanatory and response variables is determined by the subject matter experts. Often, it is natural to let s take values 0 or 1, but other values are also acceptable. The distance scaling vector can be chosen to achieve acceptable levels of expected detection delay (EDD) and average run length (ARL), as described and demonstrated in section 4.
Cluster based memory vector selection for AAKR
In the shipping industry, as in many other industries, the amount of available and potentially interesting data is large and growing. In the AAKR method, the distance between the observed query vector and each of the memory vectors have to be calculated, as well as the weights associated with each memory vector and eventually the weighted linear combination of all the memory vectors. Consequently, if we use a naive approach, and let all training data points be represented in the set of memory vectors, the algorithm will be very computationally costly for large training data sets. Hence, intelligent memory vector selection methods are needed.
Several memory vector selection methods exist, including vector ordering, min-max selection, combination of vector ordering and min-max selection, fuzzy c-means clustering and Adeli-Hung clustering (Hines and Garvey, 2006; Coble et al., 2010; Boechat et al., 2012; Hines et al., 2008a) . The methods, all strive to adequately represent the operating conditions expected in future fault free operations. If variants of normal operating conditions, such as changes in weather, seasonal variations, are not included in the memory vectors, no condence can be given to predictions of the model and the memory matrix must either be appended or replaced with new data (Boechat et al., 2012; Hines and Garvey, 2006) .
Sensor data from the shipping industry are often lumpy, which makes it well suited for clustering. We propose to use a memory selection method which exploit this property. Our rst experiences with this idea was presented in Brandsaeter et al. (2017) . Here we elaborate and further demonstrate the methodology.
Several clustering based anomaly detection techniques have been developed (Chandola et al., 2009) . Dierent categories of clustering methods for anomaly detection are described in literature. The common approach is to cluster the data rst, and then classify the data according to one of the following assumptions (Chandola et al., 2009): 1. Normal data instances belong to a cluster in the data, while anomalies do not belong to any cluster 2. Normal data instances lie close to their closest cluster centroid, while anomalies are far away from their closest cluster centroid. 3. Normal data instances belong to large and dense clusters, while anomalies either belong to small or sparse clusters
The approach we propose in this paper, is somewhat inspired by both 1 and 2 above. First, we perform a clustering of all historical observations. Secondly, the areas or sets which surround the cluster centroids are identied. Then, for each query point, a memory vector contained in each of these surrounding sets are selected such that the distance between the query point and the representative of the surrounding set is minimized. Finally, the selected memory vectors are used in the AAKR reconstruction procedure. In this way, a new set of memory vectors is selected for each query vector.
Clustering
We use a standard k-means clustering method (see e.g. Hastie et al. (2009) ) to cluster the full training data set. However, other clustering methods, such as for example Ward, single, complete, average, median or centroid, will also serve the purpose. The choice of number of clusters is a trade-o between computational speed and accuracy. With few clusters, a lot of the information in the data is lost, but with suciently many clusters our assumption is that we can approximate information in the full training data with sets surrounding the clusters. The aim is to nd the right balance between model performance and model run time (Hines et al., 2008a) . If the model performance turns out to be poor, more clusters should be included to expand the memory matrix coverage of the operational region (Coble et al., 2010) .
Surrounding sets
We refer to the sets which represent the training data as surrounding sets. One candidate for the surrounding set of a cluster is the convex hull of its members (see left hand plots of Fig. 4) . Another suggestion is to use an ellipsoid, centred at the cluster mean with shape parameters based on the standard deviation of the cluster members, for each sensor signal (see the centre plots of Fig.  4) . Furthermore, the clustering can be performed using clustering techniques such as Density-based spatial clustering of applications with noise (DB-SCAN) (Ester et al., 1996) , CLARA (Ng and Han, 1994) and CLARANS (Ng and Han, 2002) . Such techniques enables identication of clusters with arbitrary shape, that are non-linearly separable, which cannot be adequately clustered with k-means or Gaussian Mixture EM clustering (Ester et al., 1996) .
However, for simplicity, and due to the computational cost of calculating the distance between a query vector and the boundary of more complex shapes (Jarvis, 1973; Cameron, 1997) , we chose a hyperrectangle (also called n-orthotope). For each cluster, we center the hyperrectangle at the mean of the cluster members. The distance to the boundary in each dimension j of the hyperrectangle is given by the standard deviation of the cluster members, multiplied by the j-th component of the distance scaling vector.
In other words, if all the data in a cluster is collected in a matrix C with M members (rows) and J sensor signals (columns), it is replaced by a hyperrectangle H, centred at h = [h 1 , ..., h J ] where
with a distance d to the boundary in each dimension given by
where γ is the rectangle scaling factor. If γ = 0, the rectangles shrink to a point located at the cluster center. Three dierent surrounding sets for a simplistic two dimensional example are illustrated in Fig.  4 . The convex hull is shown on the upper and lower left hand side of the gure. In the middle, ellipses are used as surrounding sets, and rectangles are used in the plots shown on the right hand side. In the upper plots the number of clusters is set to 5, and the rectangle scaling factor, γ, which adjusts the shape and size of the ellipses and the rectangles is set to 2. In the lower plot, the rectangle scaling factor is set to 1, and the number of clusters is increased to 15. 
Prediction based on representatives from the surrounding sets
After the clustering process is executed on the training data, and the surrounding sets are identied, the reconstruction of the test data can take place. The reconstruction of the query vector
is produced using AAKR as described in 2.1, but now the training data X train which contains selected or all historical observations, is replaced by a matrix X closest containing the unique closest point per cluster, i.e. the i-th row of X closest is given by
where H i is the surrounding set of cluster i.
Uniqueness follows in the Euclidean space for surrounding sets that are closed and convex (Dattorro, 2010) .
lies inside a surrounding set H i , the distance between the test point and the closest point in that surrounding set is 0. If on the other hand, the test point lies outside the surrounding set, the distance between the test point and the closest point in that surrounding set is strictly greater than 0, and the closest point will be on the surrounding set's border. This is illustrated in Fig. 5 a simplistic example in 2 dimensions.
Reconstruction credibility
As the training data is not evenly distributed in the data space, we propose to regard recon- structions from some regions of the sample space more credible or trustworthy than others. The idea is that we should have more condence in our reconstructions when the query vector is close to, or at least not too far away from, the historical observations for the subset of the signals which we can treat as explanatory variables, such as environmental conditions or similar.
If reconstructions are made using AAKR with the cluster based memory vector selection method presented in section 3.2, the number of members of a nearby cluster can also be taken into consideration when assessing the credibility of a reconstruction. One can argue that a high number should lead to higher condence.
To illustrate the idea, we look at the simplistic example in 2 dimensions, shown in the upper plot of Fig. 6 . The signal on the horizontal axis, x 1 , can for example represent an environmental variable such as wind speed and we decide to treat this as an explanatory variable. Furthermore, the vertical axis, x 2 , can for example represent the bearing temperature, and we decide to treat this as a response variable. Now, if we observe a value [x 1 , x 2 ] = [−0.75, 1.00], we will be condent that this is an anomaly, since we have many historical observations of x 1 in the area around −0.75, and no corresponding values of x 2 near 1.00. However, for x 1 values in the range −0.5, 0.0 we have very Figure 6: The upper plot shows a simplistic data set, in two dimensions. In the two lower plots the credibility estimat is calculated for points along the horizontal axis, with dierent bandwidths. In the midle plot, the distances to all historical observations has been calculated, while the estimtes in the lower plot are based on the distance to the unique closest point per cluster and the number of cluster members in taht cluster. The number of clusters used in this gure is 15.
few historical observations, hence our condence in the reconstructions in this area is decreased. We suggest to take the credibility estimate into considerations when the residuals are analysed in the sequential probability ratio test (SPRT), see eq. (7) - (8), which enables the fault detection framework to reach a conclusion faster when our condence in the reconstruction is high, and use more time when our condence is low.
Suggested formula for credibility estimate calculation
Dierent estimates can be used to calculate the credibility estimates, and we believe that different estimates should be used in dierent applications and cases. In the case presented here, we have used the following credibility estimate, ψ, of a query vector X test (t,) ,
where η denotes the sum of the number of points in the surrounding sets which are close to X test (t,) . A surrounding set is regarded as close if the distance between the point and the cluster center is less than a predened parameter λ. We experiment with dierent values for λ, and in the following section we show results using the following values: inf, 0.5, 0.25, 0.1, 0.05 and 0.01. When λ is innite, all data points are regarded as close, and the credibility estimate will be constant throughout the data set. A parameter, κ, is set to control the importance of the number of points. Here, for simplixity, we x κ to 0.1. We see that the credibility estimate in eq. (11) require that the distance between X test (t,) and all the historical observations are calculated. To avoid this, we replace the full training data set with the clusters as explained in the earlier section. Also the number of points in each cluster is taken into consideration. Hence, the credibility is given by
whereη denotes the sum of cluster members in clusters with nearby centres, i.e. the distance is less than a specied bandwidth.
The lines in the middle and lower plot of Fig. 6 show the proposed credibility estimate, obtained with dierent values of λ. The estimates in the middle plot are based on the full training data set, and the estimates in the lower plot are based on the 15 clusters and their surrounding datasets.
Case study with comparisons
The anomaly detection framework using AAKR in combination with SPRT, both with and without the modications proposed in the previous section, are applied on a data set consisting of sensor measurement from a large marine diesel engine, in operation on an ocean going ship.
Data description
The data is collected over a period of 10 months, starting in December 2014. A total of 333 144 observations are recorded, which includes idling. In this study, we concentrate on normal operation and use a simple lter based on engine speed [rpm] to remove the idling states, leaving us with a data set consisting of 175 558 rows.
We consider the following sensors: The bearing temperature is considered the response signal, and the others are used as explanatory variables, when this is distinguished. The time series are shown in Fig. 7 .
Mimic faulty states
The original data set only contains data from normal conditions, no known faults are present. Hence, to be able to test the anomaly detection framework, we alter some of the signals to mimic or simulate a faulty state. We can only assume that the original signals are without faults. Of course, this assumption is associated with some uncertainty, which is dicult to quantify. The anomaly we induce in the test data, is a temperature change in one of the main bearings of the engine. The other signals remain unchanged.
It is well known that when we evaluate predications from a statistical model on the dataset used to train the model, our accuracy estimates tend to be overoptimistic (Arlot and Celisse, 2010 train the model, and the other D test is reserved for validation. To build robust and accurate models we ideally want to include all data available in the training data set. The same applies to testing; we want to test our models in many situations, not only on one specic subset. Cross validation introduces various methods of repetitively splitting the data into training and validation data sets. A range of dierent splitting techniques can be applied. See for example (Arlot and Celisse, 2010; Kohavi, 1995) for a brief overview of the most common splitting techniques.
In this study, we use a splitting technique similar to k-fold cross validation. Repetitively, we select time ranges or folds containing 1 000 query vectors, which constitute the test data set, D test . The remaining 174 000 points constitute the training data set D train . We repeat this procedure 15 times, leaving us with a total of 15 000 tested query vectors. In each test set D test , we increase the temperature with A + degrees Celsius in the area 200:400, and decrease the temperature with A − degrees Celsius in the area 600:800. The set up is illustrated in Fig. 8 .
The signals are only altered slightly. Fig. 9 shows a scatter plot comparing the training and We observe that the test values, both in the regions with normal condition, and in the regions were we have altered the signals, lie within the normal operating mode of that one signal. Hence, a rule based anomaly detection method based on a single threshold would not be able to detect the anomaly.
Evaluating the signal reconstruction
First, we evaluate the signal reconstructions, by comparing the root mean squared error (RMSE) under various conditions. The RMSE of a signal X is dened as
where,X k is the reconstructed signal at time k = 1, ..., K.
When no faults are present in the data, we want the dierence between the observed signals, and its reconstruction to be as small as possible. The root mean squared error (RMSE) of the reconstructed temperature signal using the proposed cluster based AAKR is shown in Fig. 10 . Figure 9 : A scatter plot comparing the training (purple) and the test data set from one of the tested folds, which contains two regions with anomalies (red and green), and the remaining points are considered normal (blue). In this illustration, the training and test data consists of 174 000 and 1 000 points respectively.
Due to high computational cost, we select a subset of the available data consisting of 20 000 points, and produce predictions combining dierent number of clusters and rectangle scaling factors. Here, no anomalies are simulated (A + and A − are set to 0), and the data are assumed to be collected from normal operation. The kernel bandwidth h is set to 0.2.
Note that a rectangle scaling factor of 0 corresponds to points, or innitely small rectangles. Hence, if the rectangle scaling factor is 0, and the number of clusters is equal to the number of historical observations, the reconstruction method resembles the standard AAKR method with the crude memory vector selection where all historical observations are included. The RMSE, calculated based on results using this method, is shown in the lower right hand corner in Fig. 10 .
The choice of number of clusters depend on the requirements in calculation time. More clusters will increase accuracy, but computation time will also increase. In this study, we chose to use 100 clusters, and experiment with three rectangle scaling factors 0, 0.5, and 1. In the remainder of the paper, we refer to these three options as points, rectangles and large rectangles respectively.
Dierence in RMSE with and without anomalies
For the sequential probability ratio test (SPRT) to be able to successfully detect anomalies, the residuals, i.e. the dierence between the observed and the reconstruction signals, should Figure 10 : The root mean squared error (RMSE) of the cluster based AAKR, with dierent number of clusters and dierent rectangle scaling factors. Note that when the number of clusters are equalt to the number of points, in this example 20 000, and the rectangle scaling factor is set to 0, it resebles the crude AAKR.
be more pronounced after anomalies are induced, compared to before. To indicate how the residuals change after anomalies are induced, we reconstruct the signals on the 15 dierent time ranges, and calculate the RMSE before and after the anomalies are induced.
The results are shown in the box plots in Fig. 11 , for the 15 dierent time ranges. Results based on the crude AAKR, where all historical observations are included as memory vectors, and the cluster based version with points (innitely small rectangles), rectangles and large rectangles are shown. We observe that the calculated RMSE is greater after anomalies are introduced, which indicates that it should be possible to detect the anomalies. The lowest RMSE is achieved with the crude method, closely followed by the method which use large rectangles. We observe that the dierences between RMSE before and after anomalies are induced are more pronounced for reconstructions based on the cluster based methods.
Distance scaling vector
Now we analyse how the distance scaling vector s, as introduced in section 3.1, eects the RMSE before and after anomalies are induced. For larger values of the J-th component of the distance scaling vector, we observe a signicant dierence in favour of the cluster based version. Remember, when anomalies are induced we want the AAKR method to produce reconstructions resulting in large residuals, and large RMSE values, while for fault-free signals, without anomalies, we want the RMSE values to be as low as possible.
Computation time
On a standard desktop computer, the computation time of producing 1 000 reconstructions with 175 000 historical observations is about 22 minutes using the crude memory vector selection method. In comparison, the cluster based version, with 100 clusters, produces the 1 000 reconstructions in less than 5 seconds. We do not include the time needed to perform the clustering here. This is because the clustering only needs to be performed once, and hence does not need to be performed on-line.
Evaluating the residual analysis
After the reconstructions are produced, the residuals are evaluated using Sequential Probability Ratio Test (SPRT) to identify anomalies. The reconstruction in combination with the residuals analysis is evaluated based on two metrics: expected detection delay (EDD), i.e. the expected number of time points from a fault is introduced, until it is detected; and the average run length (ARL), i.e. the average number of time points between false alarms.
In this context we use the following estimates:
and
where the number of time ranges, R, is 15, the number of time points per region N is 200, and the number of regions with induced anomalies, a, is 2 and the number of regions without induced anomalies, b, is 3. Furthermore, T r denotes the number of correctly identied alarms in time range r and F r denotes the number of false alarms in time range r. A potential unwanted eect of the EDD and ARL as dened above, is the possibility that an disproportional large part of the identied alarms, both true and false, come from one or a few of the time ranges. In response to this, we examine the use of N = 1 in equation (14) and (15), and let T r be 1 if one or more alarms are raised in region r, and 0 if no alarms are raised. Equivalently, F r is set to 1 if one or more false alarms are raised in region r. Otherwise F r is 0. We calculate both versions of EDD and ARL, as presented above. We observe, however, that the overall trends and patterns are consistent in the two versions, hence we omit results and gures here. 
Analysing the densities of the residuals
The density of the residuals based on reconstructions made with the AAKR using the crude memory vector selection technique, and the cluster based AAKR, with large rectangles, rectangles and points as surrounding sets, are shown in Fig.  13 . As described in section 4.2, a positive and negative change in mean has been induced in the time ranges 200:400 and 600:800 respectively. Outside of these two ranges, no anomalies are induced.
The dotted lines in the gure show the densities of the three hypotheses; H 0 in the middle, where no anomalies are induced, and the two chosen alternative hypotheses, H 1 on the right hand side and H 2 on the left hand side, for respectively positive and negative changes in mean.
When no anomalies are introduced, we expect the residuals to be small, and centred around zero. The estimated densities of the residuals, when no anomalies are induced, are shown in the upper plot of gure 13. We observe that the residuals are mainly situated around zero, but especially the density of the residuals based on reconstructions using points as surrounding sets (green line) seems to be shifted in the negative direction.
The middle and lower plot show densities from signals which are altered to mimic anomalies. Residuals based on a positive and a negative change in mean is shown in the middle and lower plot respectively. The middle plot shows a slight shift in the positive direction, but the shift is not evident. The shift is most evident in the residuals from reconstructions using the cluster based AAKR with points as surrounding sets. Also the residuals based on reconstructions using rectangles as surrounding sets are quite noticeable. In the lower plot, a shift in negative direction is indisputable, for all reconstructions. The gure is produced with the following parameters: the kernel bandwidth, h, is 0.1, the distance scaling factor s is xed at [1, 1, 1, 1, 0.1], the mean value of the two alternative hypothesis, for positive and negative change in mean, M , is set to 1, and the standard deviation, σ, is extracted from the training data. The induced faults is a temperature change of +1 degree Celsius in the rst anomalous range and -1 degree Celsius in second anomalous range.
For positive change in mean, an EDD of 33 is returned when points are used as surrounding sets, while it is 100 when large rectangles are used. Otherwise no alarms for positive change in mean are raised in this example. Neither, no false alarms are raised. For negative change in mean, more alarms are raised. We observer that the lowest EDD is achieved by the use of points as surrounding sets, but this also provides a low ARL of 9, which will often be regarded as much too low. We note that these results are well aligned with The anomaly detection capability of the methodology using the crude and the cluster based AAKR with dierent surrounding sets for reconstruction, combined with residuals analysis using a range of dierent distance scaling vectors, are analysed in Fig. 15 . All entries in the distance scaling vector can be adjusted, here we concentrate on the J-th component. The EDD and ARL are presented in the upper and lower plot respectively. The sum of the alarms for positive and negative change in means are presented in the gure.
In the upper plot, we observe that the lowest EDD is achieved by combining points (innitely small rectangles) as surrounding sets with distance scaling vector 0. Furthermore, the EDD increases when the distance scaling vector is increased. Also, the EDD seams to increase when the size of the surrounding sets are increased. Unfortunately, as expected, the ARL follows the same pattern. Hence, the optimal choice of distance scaling vector is not obvious. 
Surrounding set and credibility factor
Now we investigate how changes in credibility factor eects the EDD and ARL. We apply reconstructions produced both with the crude AAKR and the cluster based AAKR, using large rectangles, rectangles and points as surrounding sets. We x the distance scaling vector s at [1, 1, ..., 1, 0.1], and keep the other parameters described in subsection 4.5.1 above unchanged. Fig. 16 shows that the EDD decreases with increased credibility factor. As in subsection 4.5.1, unfortunately, the ARL also decreases with increased credibility factor. Again we see that the optimal choice of credibility factor is not obvious.
Distance scaling vector and credibility factor
We also investigate the combination of distance scaling vectors and credibility factor. We chose to use the reconstruction version with large rectangles as surrounding set. The EDD and ARL are shown in Fig. 17 . The gure illustrate the trade-o between EDD and ARL; we want low EDD, but this will cause an unwanted decrease in ARL.
5. Discussion and suggestions for further research 5.1. Extensions to high-dimensional sensor data
In this paper we have applied the anomaly detection framework on a data set containing 5 sensor signals and performed the reconstruction of the measured signals based on distances from the training data in a 5-dimensional space. However, sensor monitoring of typical ship systems will consist of hundreds of sensors and it remains to be seen how well the proposed approach scales up to higher dimensions. The method will suer from the curse of dimmensionality Keogh and Mueen (2011) , which will make it more challenging to establish similar models for high-dimensional data. Sensible techniques for dimension reduction will have to be carried out before the signals are analysed with AAKR. Also, feature extraction and selection should be investigated further.
Notwithstanding, this study did not explore how the proposed approach performs in higher dimensions and this is identied as an interesting and important topic for further research.
Operational mode selection
The ship investigated in this study, is operated in dierent modes, such as transit (in dierent speeds), port and stand by (with or without anchor), in addition to transient modes. A ship is in a transient mode when its operation changes from one dened mode to another. According to our experience, these modes are the most challenging ones, in respect to anomaly detection.
During the dierent operating modes the behaviour of the ship changes substantially, and it is therefore advantageous to develop reconstruction models dedicated to the dierent operational modes. Also the alarm limits can vary in the different modes, depending on the operations criticallity. The training data can hence be divided and used to t dierent models. This will result in reduced computational eorts and increased model reconstruction accuracy Al-Dahidi et al. (2014) ; Baraldi et al. (2012) .
Partial auto correlation in the residuals
The partial auto correlation function of the residuals, made with crude AAKR and cluster based AAKR, with large rectangles, rectangles and points as surrounding sets are shown in Fig.  18 . When performing the SPRT method, independence is assumed. The gure reveals that some time dependence is present in the residuals, for time lags below 5-10 seconds. Nevertheless, we demonstrate that the anomaly detection framework can be successfully applied on this data set. We also observe that the dependency structure is similar in the four cases. Fig. 19 shows a scatter plot with the original signal values on the horizontal axis, and residuals on the vertical axis. Our assumptions for the sequential probability ratio test includes that the residuals and signal values should be independent. For the bearing temperature however, we observe that the residuals are somewhat higher for high temperatures compared to low temperatures. This can potentially inuence the analysis, since the faults we induce, by increasing the temperature, necessarily lead to higher exposure in the high temperature regions.
Potential dependency between signals and residuals

Training data extension
Sometimes training data are not available. For instance when a ship is entering a type of operation that has not been tested before, or if a ship is moved to a new geographical area, where it has never operated before, the training data might need to be modied to represent the "new" normal conditions. If the sensors are aected in a deterministic way, new training data can be simulated, based on the other training data. Ships are usually built in sister series. The sensor data collected by the rst ship in a series, can possibly be reused by a later ship in the series. Also when the ships are not identical, it is possible that the training data from the rst ship can be used on the later one, after necessary calibrations and modications detailed by simulation software such as e.q. Dimopoulos et al. (2014) .
Conclusion
The paper introduces three generalizations and modications of an on-line anomaly detection framework consisting of signal reconstruction with Auto Associative Kernel Regression (AAKR) and residuals analysis using Sequential Probability Ratio Test (SPRT).
We demonstrate the ability of the cluster based memory vector selection method for Auto Associative Kernel Regression (AAKR), which is successfully used for signal reconstruction. We show how it can be used in combination with the Sequential Probability Ratio Test (SPRT) which is used for residuals analysis, to construct a robust and fast anomaly detection framework. Furthermore, a generalization of the distance measure used in the signal reconstruction process is proposed. We also introduce a credibility estimate which enables the SPRT method to reach a conclusion faster when it operates in regions close to instances which are well represented in the training data set, and allows it to use more time to reach a conclusion when it operates in less explored regions.
The methodology is applied to an anomaly detection problem based on sensor signals on a marine diesel engine. Since fault data are not available, the signals are changed slightly to mimic a faulty state. The anomalies are quite subtle, restrained enough not to easily be picked up by for example looking at a scatter plot of the data. Also, the statistical summaries of the training data and the abnormal test data do not reveal any faults.
Both the crude and the cluster based method are successful in detecting the anomalies, and few false alarms are raised. The main advantage of the cluster based methods is the increased speed. The computation time of the AAKR grows rapidly when the size of the training data increases, and we demonstrate how the presented cluster based memory vector selection technique can be used to dramatically decrease the computation time.
