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: Cavities of the original imbalanced data (left) are filled by pseudo-features in the feature spaces (right). The pseudo-features are generated from the multivariate probability distributions obtained from the real features squeezed by deep learning. never detect positive samples at all. Actually, a machine learning tends to learn in the same way in imbalanced data. Learning is drudged by majority classes that has a large number of data. Let minor class denote a class that has a comparatively small number of data.
This problem is notoriously known as an imbalanced data problem. We often encounter imbalanced data in reality. When it comes to real applications, to detect minor class is often important problem. Occasionally, the problems are regarded as abnormality detections. Even if the problem is not abnormality detection, the ability of machine learning will be enhanced if we overcome the imbalanced data problem. All the wild data are imbalanced, and to collect more minor-class data is usually so much expensive.
Examples for real imbalanced data problems we encounter in the reality are diagnosis of rare disease [1] , bioinfomatics [2] , security [3] [4] [5] [6] , finance [7] , satellite imaging [8] , medicine [9, 10] , software development [11, 12] , fault diagnosis [13] , risk management [14] , brain computer interface (BCI) [15] , medical diagnosis [16, 17] , tool condition monitoring [18] , activity recognition [19] , video mining [20] , sentiment analysis [21] , behavior analysis [22] , text mining [21] , industrial system monitoring [23] , target detection [24] , software defect prediction [25] , hyper spectral data analysis [26] , disease detection [27] , and so forth.
Existing Solutions and Background
Imbalanced data problems are reviewed in [28] [29] [30] . Existing methods to tackle imbalanced data problems will be reviewed in the following. Suppose we have majority classes with 5,000 samples and minority classes with only 500 samples in the following examples. A way is to balance the data between classes. Over-sampling is to resample the data of minority classes to balance. In the example, minority classes are resampled 10 times on average. However, random over-sampling may overfit. On the other hand, under-sampling is to remove the majority class data to balance. Random under-sampling may remove important data. Random removal in majority data is not the only way in under-sampling. Important data can be left by means of the information (informed sampling). Sampling weight is calculated.
In the example, 4,500 data out of 5,000 for each majority class are thrown away. It is waste in a sense. Especially when it comes to deep learning, we need a large amount of data. Occasionally, undersampling does not work well for deep learning. As we will see in the experiments, the performance for minority class gets better in under-sampling. However, in exchange for it, the total amount of the data gets smaller, and, consequently, the whole accuracy for all the classes gets lower, which may cause another problem. Generally speaking, to throw away data is a big waste especially in deep learning. Data is precious.
Synthetic Minority Over-sampling Technique (abbreviated as SMOTE) [31] is a pseudo-data generation method. In SMOTE, k-neighbors of a minority class data are selected, and a pseudo-data is generated at the interpolations of the k-neighbors as illustrated in the left of Fig. 3 . In principle, the pseudo-data cannot go over across the original determination boarders in SMOTE, while our proposed method can go over across the boarder, and push the boarder forward near the true boarder as illustrated in the right of Fig. 3 . SMOTE in feature spaces in deep learning to augment data (not for imbalanced data problems) is studied in [32] . We will compare the SMOTE in feature spaces with our method, and show that the proposed method named is always better than SMOTE in the experiments.
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Proposed Method Generated M True Boarder Figure 3 : Left: In SMOTE, a minority class data is randomly chosen (denoted as M in the figure) . Then, k-neighbors (3-neighbors here) are selected, and a pseudo-data is generated at an interpolating point. Right: while pseudo-data generated by SMOTE cannot go over across the determination boarder in principle, our proposed method can go over the border, and push the boarder forward near the true determination boarder.
Apart from sampling method, cost sensitive loss function is there. An typical idea behind is that to raise the weights of major classes and to lower those of minor classes in the loss function. A way in the example is that the loss for minority classes are raised by 10 times larger than that of majority classes.
Bagging and Boosting: we have many ways to remove majority data from 5,000 down to 500 in under-sampling. Corresponding classifiers can be constructed, and so ensemble learning with the classifiers is possible. An ensemble learning with under-sampling is a good idea [33] . However, when it comes to deep learning, ensemble learning can be computationally costly and too big as of 2018.
Combination of methods: in real applications, we analyze imbalanced data with the combinations of methods. We do not have to stick to only one method. In this sense, we can say that we add one method worth testing combined with other methods or solely by itself.
Background: Recent Progress and Success in Deep Learning
As will be clear in the rest of the present paper, the success of our proposed method comes from the achievement that deep neural networks are able to capture features very well now. Because deep neural networks can capture feature distributions well, we can obtain multi-dimensional probability distributions that well fit the features. It is not until recent great progress and success in deep learning that the proposed is possible, and so deep learning has sheds new lights on imbalanced data problems.
The Contribution
The contributions are as follows.
1. We make pseudo-features by multivariate probability distributions obtained from feature maps in a lower layer of trained deep neural networks.
The proposed method does not throw away precious data, and thus has good ability not only to minor data but also to major data and the whole class, which are sacrificed by under-sampling. For the same reason and that deep learning needs a large amount of data, the proposed method well suits for deep learning.
The Points
It is very easy to implement as explained in Sec. 2. We can use existing networks like ResNet [34] as we do in the experiments, and we do not have to modify successful and popular network structures. If we change the network structures of existing successful networks, then the performance may fall.
Recent Works
Recent works in imbalanced data are summarized as follows. Methods for imbalanced data in CNN are compared in [35] . Instance selections and geometric mean accuracy are studied in [36] . A cost-sensitive DBN (Deep Belief Networks) is studied in [37] , and cost function approach named Class Rectification Loss is studied in [38] . Neighbors Progressive Competitive algorithm, which is inspired by k-NN, is proposed in [39] . A boosting method named Locality Informed Under boosting is proposed in [40] . Ensemble selections and data preprocessing are studied in [41] . Supplemental data selection for data rebalancing is studied in [42] . An approach to train GANs with an imbalanced data and generating generating minority-class images are studied in [43] . An example reweighting algorithm in deep learning is investigated in [44] . A sampling method with loss function named quintuplet sampling with triple-header loss is investigated in [45] .
The Proposed Method
The proposed method to generate pseudo-features is explained as follows. The sketch of the procedure and the idea is illustrated in Fig. 1 and Fig. 2 .
Step 1: Train Deep Neural Networks.
Step 2: Extract feature maps from a lower layer.
Step 3: Obtain multivariate probability distributions of the feature maps.
Step 4: Generate pseudo-features from the multivariate probability distributions to obtain the pseudofeatures of minority classes.
Step 5: Train the lower layers below the layer we extracted the features by the real features and the pseudo-features.
Step 6: Put the trained lower layers back to the original network, and use the combined network to estimate.
In the experiments, we train deep neural networks by the original imbalanced data, and we extract features from the layer just before the last classifier, and we use multivariate Gaussian. We found that Multivariate Gaussian works better than independent Gaussian, which consists of independent random variables to each dimension of feature-map, in the experiments. The last classifier is re-trained by the real features and the pseudo-features, and then we put the classifier back to the network.
An Easy Way of Implementation
In the implementation, we do not have to put the re-trained classifier back as illustrated in Fig. 4 .
Once the feature maps of the test data are extracted from the layer just before the classifier, we do not have to start over from the beginning of the network. We input the features of the test data into the re-trained classifier. This is equivalent to what is illustrated in Fig. 1 when we do test and we use the method in the real applications. Also, it is much easier than to put the classifier back.
Classifier
Extracted feature of the test data
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Test Data Figure 4 : Actual implementation when to test and to use the method in the real applications. This is equivalent to what is illustrated in Fig. 1 .
An Experiment of Multi-Class Imbalanced Data Problem
We will have two experiments; one is on Cifar10 [46] , which will be discussed first; the other one is on Imagenet [47] , which will be discussed later.
The Way We Prepared An Imbalanced Data (Cifar10)
We make imbalanced data artificially from cifar10 [46] , because it is a benchmark dataset. In cifar10, we have 10 classes, and one class has 5, 000 samples for each. The total number of the training data and the test data are 50, 000 and 10, 000 respectively. We determine how many classes to be minor classes, and randomly select the classes. The rest classes become major classes. Then, we randomly reduce the data in minor classes by 10 times smaller, so that the data amount become 500 in each minor class. In our experiments, minor classes have 500 samples, and major classes have 5, 000 samples 3 .
The Methods Compared (Cifar10)
Let baseline denote the training with the original imbalanced data. Under-sampling in the experiments is that majority-class data are randomly reduced from 5, 000 down to 500 to balance. Let SMOTE 4 denote the training with the addition of pseudo-feature made by SMOTE in the feature space. Let perturbed denote the training with the addition of perturbed features by multidimensional Gaussian noise. The mean of noise is 0, and the variance is calculated by the real features of training data. Finally, let proposed denote the proposed method. The pseudo-features are generated in SMOTE, perturbed, and the proposed method, so that they become balanced data. In more specific, 4500 pseudo-features are generated for each minor class.
The Flow of Experiments (Cifar10)
We change the number of minor classes from 1 to 9 in the experiments, and the experiments are done as follows.
1. Select the number of minority classes, which varies from 1 to 9 through the experiment.
2. Sample only 500 data out of 5, 000 in minority classes, so that we make imbalanced data from cifar10. The ratio of imbalance is 1 to 10.
3. With keeping the minority classes fixed, compare baseline, under-sampling, SMOTE done in the feature spaces, perturbed, and the proposed method.
Keras [49] and ResNet56 [34] are used. Batch size is 43, optimizer is Adam, and epochs are 100.
Since we have only 5, 000 samples in the under-sampling, the batch size is a bit small. When testing, the test data is balanced. We use all the test data. The test data is original balanced data. 
The Results of Experiments (Cifar10)
The results are the averages over 45 episodes. We mean by one episode the sequence of experiments in which the number of minor classes change from one to nine. It takes about 16 hours for an episode to finish with Geforce 1080Ti. They are illustrated in Fig. 5 . The #Minor denotes the number of minor classes. It does not mean a class identification number. If #Minor is 4, 4 classes out of 10 has only 500 samples, while the other major classes have 5, 000. Once which classes become minority is determined, we do baseline, under-sampling, SMOTE, perturbed, and the proposed method with keeping the minority classes fixed. The results are also summarized in Tab. 2-Tab. 5 in the appendix.
Accuracy in the tables and in the figure indicates ordinary 10-image classification problem. Multiplicative average of acc indicates the multiplicative average over all the classes, which is sensitive to small accuracy values in some classes. Min. of acc. indicates the minimum value of the accuracies of all the classes, and mean minor acc. indicates the mean of minor-class accuracies. The last two may be important in the real applications, and thus worth noting in the experiments. Also, accuracy for the whole class and multiplicative accuracy are significant in real applications.
An Interpretation of the Results (Cifar10)
First of all, the proposed method is always better than SMOTE, perturbed, and baseline of all the evaluation indicators. The accuracy and the multiplicative average of accs. obtained by the proposed method is better than SMOTE, perturbed, and baseline, while SMOTE is as good as baseline, and under-sampling is worse than baseline, SMOTE, and not to mention the proposed method. Perturbed is almost the same as SMOTE. They overlap in the figure, so that it is hard to distinguish them. To summarize, for the accuracy and the multiplicative average, following symbolical relation holds:
The proposed method > SMOTE = Perturbed = Baseline > Under-sampling.
When it comes to mean acc. of minority classes, which assess the classification ability to the whole minority classes, the proposed method is better than baseline, under-sampling, perturbed and SMOTE. When it comes to min. of acc, the proposed method is better than baseline, perturbed, and SMOTE. If the number of minor classes are not large, the proposed method is better than under-sampling.
The proposed method is better than SMOTE, perturbed, and baseline in accuracy and multiplicative average of acc. The proposed method is better than under-sampling in mean acc. of minor classes. The proposed method is better than min. of accs when the number of minor classes are not large. The proposed method has the best of both worlds.
The proposed method is also successful for binary classification problems with imbalanced data made from cifar10. However, we do not show the result, since the problem is not very difficult, and multi-class imbalanced data classification is much more difficult and, thus, interesting.
How Many Pseudo-Features Should We Add?
You may think that the pseudo-features are added to minor classes, so that they balance with majority classes. In the experiments, it means 4, 500 pseudo-features of minor classes are added, so that minor classes data are virtually multiplied by 10 . It is what we really did in the experiments.
However, we found that even if a deep learning network itself is not very good to extract good features, which seems the point, we get a good result in imbalanced data problems when we have more pseudo-features in minority classes. For example, we found cases where if the minor classes are multiplied by 50 times or 100 times, then the proposed method works well. How many pseudofeatures we increase is another hyper parameter. You do not have to stick to the balance between majority classes and minority ones. Also, the variance of the multivariate Gaussian can be magnified. Although we did not observe it works very well as far as we did the experiments, it is possible that it works in other cases.
The Experiment in Imagenet
Now, we will present the result in Imagenet that consists of 1, 000 image classes and about 1, 300, 000 images in total.
3.7.1
The way imbalanced data is made from Imagenet.
1.
Choose 500 minor classes out of 1000 classes. 2. Reduce the number of images in minor classes to 10 times smaller.
The imbalance ratio: ratio of the size in major class to that in minor class is 10 to 1.
The result in Imagenet
The result is summarized in 
Conclusion
We propose the method, which generates pseudo-features to fill the gaps between minority classes and major classes in the feature spaces in the following way.
We extract features from a lower layer of trained deep neural network, and then we obtain multivariate probability distribution from the features for each minority class, and then we sample pseudo-features of minority classes from the multivariate probability in order to virtually increase the training data of minor classes. It is not pseudo-data, but pseudo-features we generate. Then, we train the layers below the layer we extracted the features by the pseudo-features and the real ones. The proposed method works very well for imbalanced data, and it is possible that it also works for balanced data and little-imbalanced data. the proposed method enhances deep learning.
A The tables (Cifar10)
The tables summarizing the results of Cifar10 are presented in the appendix. Base. is for baseline, Under. is for under-sampling, Perturb. is for perturbation, and Prop. is for proposed method. 
