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Uncertain Multi-Agent Systems with Distributed Constrained
Optimization Missions and Event-Triggered Communications:
Application to Resource Allocation
MOHAMMAD SAEED SARAFRAZ AND MOHAMMAD SALEH TAVAZOEI
Abstract. This paper deals with solving distributed optimization problems with equality constraints by
a class of uncertain nonlinear heterogeneous dynamic multi-agent systems. It is assumed that each agent
with an uncertain dynamic model has limited information about the main problem and limited access to
the information of the other agents’ states. A distributed algorithm that guarantees cooperative solving the
constrained optimization problem by the agents is proposed. Via this algorithm, the agents do not need to
continuously broadcast their data. It is shown that the proposed algorithm can be useful in solving resource
allocation problems.
1. Introduction
New generations of networked systems are becoming more and more considered in modern engineering
applications [28]. In these applications, various research subjects such as distributed optimization, distributed
control, event-triggered implementation, robustness concepts, and real-time control are raised alongside the
issue of network systems. One of the main issues posed in the field of network systems is the control of
multi-agent systems over communications networks. In some cases, the control objective in control of a multi-
agent system can be expressed in terms of solving an optimization problem. For example, in multi-agent
systems the issues of consensus (static or dynamic), rendezvous, formation control, deployment, and resource
allocation can be formulated as optimization problems. In this framework, through a static/dynamic model
each agent updates its decision variable or state which participates in the global optimization problem. Due
to distributed structure of the objective function and also unknown local parameters/functions, agents need
to exchange some information between themselves. The communication constraints (like as cost, blackout,
and etc) force us to use non-continuous data transmission methods, such as periodic discrete transmission
algorithms or event-triggered methods instead of continuous transmission of data between the agents. In this
paper, the aim is to solve a convex constrained optimization problem with uncertain dynamic multi-agent
systems by proposing a distributed algorithm with continuous-time computation alongside event-triggered
communication among the neighbors.
1.1. Literature Review
The subject of this paper connects with two main areas: event-triggered control and distributed optimiza-
tion. The event-triggered control, as an approach for implementing aperiodic control algorithms and also as
an alternative for the typical periodic sampled-data control [11, 22], has been discussed in some early classic
works [1, 3]. Recent advances on this topic can be found in many recently published works [7, 6], which deal
with event-triggered control discrete-time and continuous-time plants, respectively. Also, in recent years,
several studies have been done to apply event-triggered control methods in distributed and networked sys-
tems [31, 24]. In this regard, there are a lot of works concerning stability [19, 27] or consensus [5, 29] in
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event-triggered control based distributed systems. Also, there are some works on proposing event-triggered
optimization algorithms for multi-agent systems [14, 20, 15]. Within the framework of event-triggered con-
trol, the major difference between the problems of stabilization and optimization is that in the stabilization
problem the equilibrium point is known, whereas in the optimization problem the goal is to find an equilib-
rium point specifying the solution of the optimization problem. In fact, distributed optimization has been
introduced as a more practical alternative for centralized optimization [16, 17]. Although the consensus prob-
lem in multi-agent systems can be expressed in terms of a distributed optimization problem, there are some
works addressing more general forms of distributed optimization problems in multi-agent systems [23]. Using
saddle-point/primal-dual dynamics is the most common method for dealing with the distributed optimization
problems. As an example, [8] has studied a distributed convex problem subject to some inequality constraints
by using primal-dual gradient dynamics. Also as another example, [20] has introduced set-valued and discon-
tinuous saddle-point algorithms for distributed optimization problems, especially for the linear programming
case.
1.2. Statement of Contributions
As stated before, for a multi-agent system, various targets can be expressed in terms of an optimization
problem. Despite this fact, few papers assume dynamic models for the agents in general distributed opti-
mization problems. Of course, from this point of view, there has been some works on the special case of
consensus problem. For example, [26] has studied consensus in multi-agent systems with the agents described
by double-integrator dynamics. Also, some papers [12, 21] have introduced consensus algorithms in the cases
that the agents have linear and identical dynamics. Moreover, a few works have considered the design of
distributed optimization algorithms for dynamic multi-agent systems. For example, [23] has introduced an
algorithm for solving a convex problem with a multi-agent system whose agents have heterogeneous nonlinear
dynamics. Furthermore, [13] has proposed an algorithm for a dynamic single-agent system to solve a con-
strained convex optimization problem. Different from the existing works, the present paper aims to contribute
to the body of literature on distributed event-triggered algorithms by solving an optimization problem with
equality constraints through a dynamic multi-agent system. In this work, it is assumed that agents in the
dynamic multi-agent system describe by uncertain nonlinear Lipschitz dynamic models. Also, each agent
has its own cost function and wants to determine its component in the optimal solution. Furthermore, in
order to reduce the computation and communication costs, event-triggered algorithms are proposed for data
exchanges between the agents. In summary, the main contributions of this paper can be listed as follows:
• Introducing a decentralized event-triggered algorithm for solving a distributed convex optimization
with equality constraints (Theorem 4.2).
• Introducing a distributed algorithm for a heterogeneous nonlinear uncertain multi-agent system such
that it converges to optimal point of a constrained convex optimization problem with event-triggered
communication between the neighboring agents (Theorem 4.5).
1.3. Notations
In this paper R, Rn, Rm×n and N respectively denote the sets of real numbers, vectors with n real elements,
m × n real-valued matrices and positive integer numbers. Also, the Euclidean inner product is denoted by
〈., .〉. Moreover, the undirected graph G is described by G = (V,E) where V is the vertex set and E ⊆ V ×V is
the edge set. (Since graph G is undirected, (i, j) ∈ E if and only if (j, i) ∈ E). Furthermore, ρ(A) specifies the
maximum eigenvalue of real symmetric matrix A. In addition to above-mentioned notations, for a function
g( · ) we will use D(g) to denote the domain of this function.
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1.4. Organization
The remainder of the paper is organized as follows. The required definitions are presented in Section
2. Moreover, some useful lemmas are reviewed in this section. The problem is formulated with some basic
assumptions in Section 3. Main results of the paper are presented in Section 4. Section 5 deals with introducing
sample applications for the paper results. Finally, Section 6 concludes the paper.
2. Preliminaries
This section will introduce some useful definitions and lemmas which are used in the next sections:
2.1. Definitions
The following definitions are used in the next sections:
Definition 2.1 (Convexity). Function f : Rp → R is convex if and only if f (αx+ (1− α) y) ≤ αf(x) +
(1− α) f(y) for all x, y ∈ Rp and α ∈ (0, 1).
Definition 2.2. (Monotonicity) Function g : D(g)⊆Rn → Rn , is monotonic if 〈x− y, g(x)− g(y)〉 ≥ 0 for
all x, y ∈ D(g). Also, g is strictly monotonic if 〈x− y, g(x)− g(y)〉 > 0 for all non-equal x, y ∈ D(g).
Definition 2.3. (Lipschitz condition) Function h : D(h)⊆Rm → Rn, is Lipschitz with parameter L if
‖h(x)− h(y)‖ ≤ L ‖x− y‖ for all x, y ∈ D(h).
2.2. Useful Lemmas
In this subsection, some lemmas which are useful in derivations of the paper results are summarized. The
following lemma, which has been presented in the paper [4], is one of the main foundations of the results of
the present work.
Lemma 2.4. (Distributed optimization with equality constraint) [4] Consider the distributed constrained
optimization problem 
 miny∈Rn f(y) =
n∑
i=1
fi(yi),
Subject to Cy = d,
(1)
where yi ∈ R for all 1 ≤ i ≤ n, y =
[
y1, y2, ..., yn
]⊤
, C ∈ Rm×n, and d ∈ Rm. Also, it was assumed
that Rank(C) = m ≤ n. Assume that f is differentiable with locally Lipschitz partial derivatives. If y⋆ =[
y⋆1 , ..., y
⋆
n
]⊤
∈ Rn is the solution of problem (1) and ∇f is strictly monotonic, then the equilibrium point
corresponding to y = y⋆ in dynamical system{
y˙(t) = −∇f(y)− (Cy − d)⊤C − µ⊤C,
µ˙(t) = Cy − d, (2)
is asymptotically stable.
The method of Linear active disturbance rejection control (LADRC) will be used in this paper in control
of multi-agent system. A special form of this method is briefly described in Lemma 2.5.
Lemma 2.5. (Linear active disturbance rejection control) [10] Consider dynamical system
x˙(t) = (p(x) + ∆p(x)) + ω(t) + (b+∆b)u(t),
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where x(t), u(t), b, and ∆b are real parameters/variables and p( · ), ∆p( · ), and ω( · ) are real-valued func-
tions. Furthermore, it was assumed that ∆p( · ) and ∆b are an unknown function and an unknown parameter
respectively. Assume that
ω(t) + ∆p(x) and
d
dt
(ω(t) + ∆p(x)) are bounded, (3)
∂p
∂x
is bounded and p is Lipschitz with parameter Lp, (4)
are simultaneously satisfied. By using observer

˙ˆx(t) = ˆ¯x(t) + p(xˆ) +
k1
ε
(x(t)− xˆ(t)) + bu(t)
˙¯ˆx(t) =
k2
ε2
(x(t) − xˆ(t))
, (5)
with conditions k1 < 0,
(
Lp +
∆b
b
)
k2 < L where
L = 2k1k2
−k21 − (k2 − 1)2 +
√(
k21 + (k2 − 1)2
)(
k21 + (k2 + 1)
2
) ,
and controller u(t) =
1
b
(
αxˆ− ˆ¯x− p(xˆ)) for some α < 0, then there exist constant ε0 > 0 such that for each
ǫ ∈ (0, ǫ0), tǫ > 0 is found where |x(t)| < Γε for all ǫ ∈ (0, ǫ0) and t > tǫ. Also, Γ > 0 is an ǫ- independent
positive constant.
3. Problem Statement
Consider a network of n agents (n ∈ N) whose communication topology is described by the undirected
and connected graph G = (V,E) . Agent i (1 ≤ i ≤ n) in this network has an uncertain nonlinear dynamic
describing by
x˙i = (pi (xi) + ∆pi (xi)) + (bi +∆bi)ui, (6)
where xi(t), b, and ∆b are real variables/parameters. Also, pi( · ) and ∆pi( · ) are real-valued functions for all
1 ≤ i ≤ n. Furthermore, ∆bi is an unknown constant and ∆pi( · ) is an unknown function. Assume that each
agent in the above-mentioned network has an objective function fi(xi) : R→ R. The aim is to control of the
multi-agent system in such a way that they cooperatively solve the optimization problem
 minx∈Rn f(x) =
n∑
i=1
fi(xi),
Subject to Cx = d,
(7)
where x =
[
x1, x2, ..., xn
]⊤
, C ∈ Rm×n (m ≤ n), and d =
[
d1, ..., dm
]⊤
∈ Rm.
In this paper, the following assumptions are considered for multi-agent system (6) and optimization problem
(7):
Assumption 3.1. (Lipschitz Smoothness) pi( · ) is a smooth and Lipschitz function with parameter Lpi for
all 1 ≤ i ≤ n .
Assumption 3.2. (Boundedness) ∂pi(xi)
∂xi
, ∆pi(xi), and
∂
∂xi
∆pi(xi) are bounded.
Assumption 3.3. (Objective function convexity and privacy) fi(xi) is strictly convex and twice differentiable
with bounded and continuous second derivative. Also, fi(xi) is only known for the i
th agent and the neighbors
of ith agent, and the other agents are not aware of it.
Assumption 3.4. (Compatibility) C is compatible with communication graph G = (V,E), which means if
c2ij + c
2
ik 6= 0 for an index 1 ≤ i ≤ m, then (j, k) ∈ V .
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Assumption 3.5. (Spectral radius) Without loss of generality, it is assumed that ρ(C⊤C) = 1 (If ρ(C⊤C) =
p, substituting the constraint of the optimization problem (7) by C′x = d′ where C′ = C/
√
p and d′ = d/
√
p
satisfies this assumption).
In addition to the above assumptions, assume that due to some network constraints and also communication
costs, agents cannot continuously share their state with their neighbors. In this situation, there is two main
approaches to deal with problem of discontinuous communication: Periodic communication (or in general,
time-triggered communication) as the traditional approach and the event-triggered communication as the
approach needing less communications in comparison with the traditional one. In this paper, we focus on the
second approach. In summary, the problem considered in the rest of the paper can be formulated as follows.
Problem 3.6. Consider the multi-agent system (6) with Assumptions 3.1 and 3.2. Also, assume that agents
of this system aims to cooperatively solve the optimization problem (7) which satisfies Assumptions 3.3, 3.4,
and 3.5. To this aim, we will find the control signals ui : R
ni → R for all 1 ≤ i ≤ n and a distributed triggering
mechanism for communication between the agents such that x(t) =
[
x1(t), x2(t), ..., xn(t)
]⊤
converges to the
the optimal point of (7).
4. Main Results
The main results of the paper are presented in this section. At first, we will extend the results obtained
in the Lemma 2.4 to the network with discontinuous communication and then using the results obtained and
also Lemma 2.5 , we will solve Problem 3.6. Now, consider the following theorem on solving optimization
problem (1) with centralized event-triggered communication.
Theorem 4.1. (Optimization with centralized event-triggered communication) Suppose that the data is syn-
chronously transferred between the neighbors at times {tk}k∈N , and yi(t) and µl(t) are updated at t ∈ [tk, tk+1)
by dynamic 

y˙i(t) = gi (yˆ(t), µˆ(t)) ; 1 ≤ i ≤ n
µ˙l(t) =
n∑
j=1
clj yˆj(t)− dl; 1 ≤ l ≤ m , (8)
where,
gi (yˆ(t), µˆ(t)) = −∇fi (yˆi(t))−
m∑
k=1



 n∑
j=1
ckj yˆj(t)− dk

 cki

− m∑
l=1
µˆlcli,
and {
yˆi(t) = yi(tk)
µˆl(t) = µl(tk)
; tk 6 t < tk+1. (9)
Also, assume that 0 < M
−
I 6 ∇2f 6 M¯I. Define ey(t) = y(t)− y(tk) and eµ = µ(t)−µ(tk) for tk ≤ t < tk+1,
and let
h(yˆ, µˆ) = (1− 2κ) ‖Cyˆ − d‖22 +
(
M
−
− 5 + 3M¯
2
κ
)
‖g (yˆ, µˆ)‖22 ,
where,
0 < κ < min
{
1
2
,
2M
−
5 + 3M¯
}
. (10)
specify the event for triggering such that yˆi(t) and µˆ(t) are updated when condition
2 + M¯
κ
‖ey‖22 +
3
2κ
‖eµ‖22 ≥ h(yˆ, µˆ), (11)
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holds. In this case, the equilibrium point corresponding to y = y⋆ =
[
y⋆1 , ..., y
⋆
n
]⊤
∈ Rn, as the solution of the
optimization problem (1), in dynamical system (8) is asymptotically stable.
Proof. Assume that (y⋆, µ⋆) is the equilibrium point of dynamical system (2). Obviously, (y⋆, µ⋆) is also an
equilibrium point for system (8). To prove the asymptotical stability of this equilibrium point in dynamical
system (8), a Lyapunov function candidate is proposed and it is shown that its derivative is negative-definite
through dynamic (8). Similar to paper [20], the Lyapunov function candidate is chosen as v(y, µ) =
4∑
i=1
vi (y, µ)
where, 

v1(y, µ) =
1
2 ‖g (y, µ)‖22
v2(y, µ) =
1
2 ‖Cy − d‖22
v3(y, µ) =
1
2 ‖y − y⋆‖22
v4(y, µ) =
1
2 ‖µ− µ⋆‖
2
2
. (12)
Where, g =
[
g1, g2, ..., gn
]⊤
. The derivative of Lyapunov function candidate equals to
v˙(y, µ) =
4∑
i=1
(
∂
∂y
vi(y, µ) · g (yˆ, µˆ) + ∂
∂µ
vi(y, µ) · (Cyˆ − d)
)
By some computations, v˙i(y, µ) for i = 1, ..., 4 is obtained as follows:
v˙1(y, µ) =− g(yˆ, µˆ)⊤
(∇2f + C⊤C) g (yˆ, µˆ) + (∇f(y)−∇f(yˆ))⊤ (∇2f + C⊤C) g (yˆ, µˆ)+
e⊤y C
⊤C
(∇2f + C⊤C) g (yˆ, µˆ) + e⊤µC (∇2f + C⊤C) g (yˆ, µˆ) + (Cyˆ − d)⊤Cg (yˆ, µˆ)
+ (∇f(y)−∇f(yˆ))⊤C⊤ (Cyˆ − d) + e⊤y C⊤C (Cyˆ − d) + e⊤µC (Cyˆ − d) ,
v˙2(y, µ) =− (Cyˆ − d)⊤Cg (yˆ, µˆ)− e⊤y C⊤Cg (yˆ, µˆ) ,
v˙3(y, µ) =e
⊤
y g (yˆ, µˆ)− (yˆ − y⋆)⊤ (∇f(yˆ)−∇f(y⋆))− (yˆ − y⋆)⊤C⊤C (yˆ − y⋆)
− (yˆ − y⋆)⊤C⊤ (µˆ− µ⋆) ,
v˙4(y, µ) =e
⊤
µ (Cyˆ − d) + (µˆ− µ⋆)⊤C⊤ (yˆ − y⋆) .
By using the Young inequality
a⊤b 6
κ
2
a⊤a+
1
2κ
b⊤b; a, b ∈ Rn, κ > 0,
and the facts 0 6 x⊤C⊤Cx 6 ‖x‖2, and
M
−
‖x− y‖22 6 (∇f(x)−∇f(y))⊤ (x− y) 6 M¯ ‖x− y‖22
it can be easily found an upper bound for v˙(t) as follows:
v˙(t) 6
2 + M¯
κ
‖ey‖22 +
3
2κ
‖eµ‖22 −
(
M
−
− 5 + 3M¯
2
κ
)
‖g (yˆ, µˆ)‖22 − (1− 2κ) ‖Cyˆ − d‖22
=
2 + M¯
κ
‖ey‖22 +
3
2κ
‖eµ‖22 − h (yˆ, µˆ)
If parameter κ meets condition (10) and yˆ(t) and µˆ(t) are updated when (11) holds, v˙(t) will be negative-
definite. Hence, in this case the equilibrium point (y⋆, µ⋆) is asymptotically stable in dynamical system
(8). 
Theorem 4.1 introduced a method which can solve the optimization problem (1) by using a centralized
algorithm with no need to continuous communication between the agents. The results of Theorem 4.1 will
be modified in Theorem 4.2 by introducing a distributed version of the algorithm. In the modified method,
there is no need to a central system, and each agent individually decides about the time of broadcasting its
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state information to neighbors according to the available local data (state information of its neighbors). The
modified algorithm is proposed on the basis of the ideas presented in the paper [18]. Synchronous broadcasting
at the situation which broadcastings are not far from each other sufficiently is the idea which is borrowed
from the paper [18]; This idea is modified and extended to introduce a distributed algorithm to solve with
Problem 3.6.
Before introducing the distributed algorithm, we need to explain and define the concept of virtual agents for
the above-mentioned multi-agent system. Assume that there are m virtual agents in addition to n primary
(real) agents. Each of these virtual agents updates one of Lagrangian variables. For simplicity, suppose that
these virtual agents are indexed by {n+ 1, n+ 2, ..., n+m}, and from here on, it is assumed that there are
agents. Also, in this new multi-agent system, we assume that each virtual agent has only primary (real)
neighbors, and there are no two virtual neighbors. The primary (real) agent i is the neighbor of the virtual
agent n+ j if and only if cij 6= 0, where C = [cij ] is the constraint matrix in the optimization problem (1).
Theorem 4.2. (Optimization with distributed event-triggered communication) Suppose that the agent i (1 ≤
i ≤ n+m) broadcasts its state information at times {tki}k∈N to its neighbors. For the agent i, define ri(t) as
ri(t) , max
{
tjk
∣∣∣ tjk < t &(i, j) ∈ E}−max{ tik∣∣ tik < t}
Assume that each agent updates its state by equations (8), and also broadcasts it to its neighbors if one of the
following conditions 

(i) 0 ≤ ri ≤ rmini
or
(ii)
{
eyi > γi (gi (yˆ, µˆ)) , 1 6 i 6 n
eµi−n > γi
(
c⊤i−nyˆ − di−n
)
, n+ 1 6 i 6 n+m
(13)
occurs, where
rmini < γi < min

 112 ,
M
−
2
2(5 + 3M¯)(M¯ + 2)

 . (14)
In this situation, dynamical system (8) by broadcasting rule (13) asymptotically converges to the solution of
the optimization problem (1) without exhibiting Zeno behavior.
Proof. Clearly, (13) denotes a distributed relation through communication graph G. Also, by differentiating
right hand side of inequalities (15) with respect to κ, it can be easily verified that

M
−
2
2(5 + 3M¯)(M¯ + 2)
≤
(
κ
M¯ + 2
)(
M
−
− 5 + 3M¯
2
κ
)
1
12
≤
(
2κ
3
)
(1− 2κ)
(15)
for all κ which satisfies (10). Considering the inequalities (15), if γi and rmini satisfy (14) and also none of
the conditions (13) does not occur, then it can be easily verified that the inequality
2 + M¯
κ
‖ey‖22 +
3
2κ
‖eµ‖22 6 h(yˆ, µˆ)
is valid at all the times. Thus, the derivative of Lyapunov function v(y, µ) =
4∑
i=1
vi (y, µ), where vi(y, µ) is
defined in (12) is negative-definite through dynamic (8) for all t ≥ 0 (according to equation (13)). As a result,
the dynamical system (8) asymptotically converges to the solution of the optimization problem (1). Now, it
should be shown that the system does not exhibit Zeno behavior. To this aim, it should be proved that there
are not infinite numbers of broadcasting in finite time for each agent. To this end, firstly we show that if the
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agent i does not receive data from any of its neighbors, it will not broadcast its state sooner than tik−1 + γi,
where tik−1 is the agent ’s last broadcasting time. According (8),
y˙i(t) = gi(yˆ(t), µˆ(t)), t
i
k−1 6 t < t
i
k.
Considering the point that agent i does not receive any data from its neighbors, we can conclude that
gi(yˆ(t), µˆ(t)) is constant in the period
[
tik−1, t
i
k
]
. Thus,
yi(t) =
(
t− tik−1
)
gi (yˆ(t), µˆ(t)) .
Consequently, if this agent wants to broadcast its state according to the second condition of relation (13),
tik − tik−1 should be greater than γi. This yields in that tik should be greater than tik−1 + γi. Based on the
above-mentioned fact, in the sequel it is shown that the agents cannot have an infinite number of broadcasting
in a finite time period. Assume that tik−1 is the agent i’s last broadcasting time. According to the above-
mentioned fact and the point that tik−1 + rmini < t
i
k−1 + γi, if the neighbors of agent i do not broadcast their
state in the time period
[
tik−1, t
i
k−1 + rmini
]
, this agent does not broadcast its data. We now consider the case
that at least one of the neighbors of agent i broadcasts its information at some time t0 ∈
[
tik−1, t
i
k−1 + rmini
]
.
In this case, agent i broadcasts its state at time tik = t0 according to the first trigger condition of (13). Let
T0 denote the set of the agents broadcasting data at time t0. Until no agent in the set {1, 2, ..., n} /T0 sends
new data to any agent in T0, all the agent corresponding to set T0 do not broadcast theirs states for at least
min{γi}i∈T0 seconds. If in time period [t0, t0 +min{rmini}i∈T0 ] no new data is received by any agent in T0,
not exhibiting of the Zeno behavior is proved. Therefore, we now consider the case that at least one agent
corresponding to set {1, 2, ..., n} /T0, e.g. agent j, broadcasts its state information to an agent in the set T0 at
the time t1 ∈ [t0, t0 +min{rmini}i∈T0 ]. The second triggering condition of (13) leads to that all agents in T0
and agent j broadcast their state information at time t1. Let T1 denote the set of all agents broadcasting data
at time t1. According to the above-mentioned reasons, {j} ∪ To ⊆ T1 . Now, consider the set T1 and analyze
it as like as T0. This analyze will result that there are two cases: either no agent in the set {1, 2, ..., n} /T1
sends new data to any agent in T1 (In this case, all the agents in the set T1 do not broadcast their data at the
time period [t1, t1 + rmin], and not exhibiting of Zeno behavior is proved) or there exist some agents (agent
set T2) broadcasting their state data at time t2 ∈ [t1, t1 +min{rmini}i∈T1 ]. In this case, T1 ⊂ T2. Repeating
this process, it is concluded that infinite broadcasting in a finite time period cannot occur where the number
of the agents is finite. 
Remark 4.3. (Computing global parameters) According to (14), each agent needs to know global parameters
M¯ and M
−
for setting the parameters γi and rmini . A simple distributed algorithm can be proposed as follows
to help the agents for computing M¯ and M
−
. To this end, at the first step each agent should share upper and
lower bounds of the second derivative of its cost function with its neighbors. Then, by considering the received
information from the neighbors, each agent choose the lowest (greatest) value among the lower (upper) bounds
reported by its neighbors as the estimation of M
−
(M¯). At the next step, each agent shares its estimations on
the mentioned parameters with its neighbors, and then again updates its estimation via the above-mentioned
rule. By continuing this approach, after r steps, all of the agents will know the exact value of M¯ and M
−
,
where r is the diameter of graph G.
Theorem 4.2 introduced a distributed algorithm for solving optimization problem (1) with discontinuous
event-triggered communication. Now we are ready to introduce the main algorithm to solve the Problem 3.6.
Before that we need to prove how the assumptions on function f in Lemma 2.4 are satisfied by Assumption 3.3.
This result was shown in the next lemma.
Lemma 4.4. (Relation between convexity and Lipschitz condition) Consider function f (x1, ..., xn) =
n∑
i=1
fi(xi)
where fi(xi) : R→ R for i = 1, 2, ..., n.
(1) ∇f is strictly monotonic if and only if each fi is strictly convex for all i = 1, 2, ..., n .
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(2) f is differentiable with locally Lipschitz partial derivatives if fi is twice differentiable with bounded
second derivative for all i = 1, 2, ..., n.
Proof. Firstly, we prove that function g is strictly convex if and only if ∇g is strictly monotonic. It is a
famous fact that the differentiable g is strictly convex if and only if condition
g(y) > g(x) + (∇g(x))⊤(y − x), (16)
holds. Condition (16) yields in (∇g(x)−∇g(y))⊤(y − x) > 0, which means strict monotony of ∇g. On the
other hand, if ∇g is strictly monotonic, then by defining h(t) , g (x+ t (y − x)) for given x and y, it is found
that
h′(t) = (∇g (x+ t (y − x)))⊤ (y − x) .
From the fact that ∇g is strictly monotonic, it is deduced that h′(t) > h′(0). Hence,
g(y) = h(1) = h(0) +
1∫
0
h′(t)dt > h(0) + h′(0) = g(x) +∇g(x)⊤ (y − x)
which yields in strict convexity of g. The above-mentioned result reveals that fi is strictly convex if and only
if ∇fi is strictly monotonic. Now, to prove the first statement of this lemma, it is sufficient to show that
∇[x1 x2...xn]f = [∇x1f1,∇x2f2 , ... ,∇xnfn]⊤ is strictly monotonic if and only if ∇xifi is strictly monotonic
for i = 1, 2, ..., n. Since 〈∇f(x)−∇f(x), x − y〉 =
n∑
i=1
〈∇fi(xi)−∇fi(xi), xi − yi〉, from Definition 2 it is
found that ∇f is strictly monotonic if and only if ∇fi is strictly monotonic for i = 1, 2, ..., n.
To prove the second statement of Lemma 15, assume that the second derivative of fi is bounded for all
i = 1, 2, ..., n and ∇2fi ≤ Li. This yields in ‖∇fi(x) −∇fi(y)‖i 6 Li ‖x− y‖ which means that partial
derivatives of f is Lipschitz. 
Now, Theorem 4.2, Lemma 2.5 and Lemma 4.4 are applied to introduce the main algorithm of the paper
in the following theorem. This algorithm can be used to solve Problem 3.6.
Theorem 4.5. (Event-triggered optimization by a dynamical multi-agent system) Consider the multi agent
system (6) meeting Assumptions 3.1 and 3.2. Assume that the aim is to control of this system in such a
way that the agents cooperatively solve the distributed optimization problem (7) satisfying Assumptions 3.3
and 3.4. Let yi(t) be obtained from (8), and yˆi(t) and µˆi(t) be updated from (9) by considering the triggering
condition (13). If eˆi(t) and ˆ¯ei(t) are updated by for all 1 ≤ i ≤ n by{
˙ˆei = ˆ¯ei + (pi(eˆi + yi)− pi(yi)) + k1iεi (xi − yi − eˆi) + biui
˙¯ˆei =
k2i
εi2
(xi − yi − eˆi)
, (17)
where, k1i ≤ 0 and the control signals are given by
ui(t) =
1
bi
(
αeˆi − ˆ¯ei − pi(eˆi + yi) + pi(yi)
)
, α < 0, (18)
for all 1 ≤ i ≤ n, then xi(t) converges to the solution of the optimization problem (7) as εi → 0.
Proof. For agent i of system (6), define a augmented agent with state [xi, yi, hi] which hi = [µi1 , µi2 , ..., µik ]ij∈K(i)
where, K(i) = {k|cki 6= 0}. Assume that the state of each augmented agent updates according to (8) and
(13). Also, assume that each agent can share the information of its augmented agent with its neighbors
when it communicates with them. According to the Theorem 4.2, it is concluded that lim
t→∞
yi(t) = y
⋆
i , where
y⋆ =
[
y⋆1 , ..., y
⋆
n
]⊤
is the solution of optimization problem (7). By defining ei = xi − yi, (6) and (8) result in
e˙i = (pi (xi) + ∆pi (xi)) + (bi +∆bi)ui − gi(yˆ, µˆ), (19)
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(19) yields in
e˙i = (p¯i (ei) + ∆pi (ei + yi)) + (pi(yi)− gi (yˆ, µˆ)) + (bi +∆bi)ui(t) (20)
where p¯i (ei(t)) = pi (ei(t) + yi(t))− pi(yi(t)).
Comparing (20) and (5), from Lemma 6 the following fact is deduced. If conditions (3) and (4) simultaneously
satisfy, by applying the control signal (18) there is constant ǫi0 such that for any ǫi ∈ (0, ǫi0), tǫi is found where
for all ǫi ∈ (0, ǫi0) and t > tǫi ,|ei(t)| < Γiεi. In this case, Γi is an εi- independent positive constant. This
statement is equivalent to that xi(t) converges to the solution of optimization problem (7) as εi → 0. In order
to complete the proof, at the final step it is shown that conditions (3) and (4) are satisfied for this problem. To
satisfy (3), it is necessary to examine the boundedness of these two functions ∆pi (ei + yi)+(pi(yi)− gi (yˆ, µˆ))
and d(∆pi(ei+yi)+(pi(yi)−gi(yˆ,µˆ)))
dt
. This proposition is deduced by considering Assumption 3.2 and noting that
y˙i(t), yi(t), µi(t), yˆi(t), and µˆi(t) are bounded. On the other hand, according to Assumption 3.1, pi is
a Lipschitz function with parameter Lpi . Considering the definition of function p¯i, it can be shown that
function p¯i is also a Lipschitz function with parameter Lpi . Furthermore, according to Assumption 3.2,
∂pi(xi)/∂xi is bounded. Hence, ∂p¯i(xi)/∂xi is bounded, and consequently condition (4) is satisfied for this
problem. 
5. Application In Resource Allocation
In this section, two resource allocation based sample applications for the algorithms developed in the
previous section are discussed. Also, related numerical examples are given to show the efficiency of the
algorithm introduced in Theorem 4.5.
5.1. Case I
On the basis on the works [20] and [25], the problem of resource allocation can be considered as a sample
application for the paper results. Resource allocation problem is widely raised in different fields such as
communication/sensors networks, economical systems, and power grids [30]. According to the obstacles
of using centralized methods in resource allocation problems (e.g., low efficiency of centralized methods in
complex networks, high communication cost, privacy concerns, and time-delay challenges [25]), proposing
fully distributed algorithms seems to be more useful in practice. In recent years, this issue has been widely
considered in literature and addressed from different aspects [2, 9]. In the modeling of a resource allocation
problem [25], k storing tasks should be done by l agents. Each store-place has a specific capacity and the
agents should cooperatively fill the capacity of all store-places. On the other hand, each agent has a specific
amount of resources and benefits from any task proportional to the amount of resources sent to that task.
The objective in this network system is to maximize the sum of the benefits of the all agents. In this resource
allocation system, each agent knows only its local data. This data includes the benefit of sending resources
for each task, amount of its resources, and the load of each task. Furthermore, in this system, agents share
their data with some of the other agents through a connection graph. This problem can be represented as a
distributed optimization problem with n agents (n ≤ k · l) and m = k + l linear equality constraints as
min f(x) =
l∑
i=1
∑
j∈Ki
fi(xi,j),
Subject to


∑
j∈Ki
xi,j = Pi, i = 1, 2, ..., l∑
i|j∈Ki
xi,j = Tj, j = 1, ..., k
,
where Ki ⊆ {1, 2, ..., k} is the union of the tasks that the agent i can do, Pi is the agent i nominal power,
and Tj is task j’s storage capacity. Furthermore, xi,j is the amount of work of task j that done by the agent
i. Also, it is assumed that each agent’s activity is specified based on the differential equation
x˙i,j = (ai,j +∆ai,j)xi,j + (bi,j +∆bi,j)ui,j , (21)
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for all 1 6 i 6 l and j ∈ Ki, where the real values ai,j and bi,j are known, and ∆ai,j and ∆bi,j are unknown
bounded constants. The algorithm of Theorem 4.5 can be used in above-described resource allocation problem.
As a sample, consider the following example.
Example 1. In the considered resource allocation problem, assume the case that l = 2, k = 2 and n = 4.
Also, suppose that the corresponding optimization problem is in the form
min f(x) = −5x21,1 − 15x21,2 − 20x22,1 − 10x22,2,
Subject to
{
x1,1 + x1,2 = 1, x2,1 + x2,2 = 1
x1,1 + x2,1 = 1, x1,2 + x2,2 = 1
,
Furthermore, assume that equation x˙ = (A + ∆A)x + (B + ∆B)u with A =
[
−2 −3
−4 −5
]
and b =
[
2 3
4 5
]
describes the agent’s dynamics. Applying the algorithm of Theorem 4.5, simulation results for some random
values of uncertainties ∆A and ∆B are shown in Fig. 1. These results confirm that the system states can
converge to the optimum values
(
x⋆1,1, x
⋆
1,2, x
⋆
2,1, x
⋆
2,2
)
= (0.7, 0.3, 0.3, 0.7).
Figure 1. Simulation results of Example 1 for three different sets of random uncertainties
in dynamic (21)
.
5.2. Case II
Another application of resource allocation problem is distributed economic dispatch problem (DEDP) in
power grids. In such a DEDP, it is assumed that there exist n controlling areas. Each controlling area,
namely controlling area i, has a local generator supplying power PGi ∈ R and has a local load consuming
power Pdi ∈ R. Also, each local generation has a generation cost (defined by function fi (PGi) : R → R)
and also a transfer cost (defined by function gi (PGi − Pdi) : R → R). Generation and cost functions of each
controlling area are unknown for the other agents. The total power generating in the network should satisfy
constraint
N∑
i=1
PGi =
N∑
i=1
Pdi in the steady state, Also, the objective is to optimize the global cost function
f
(
[PGi ]1,2,...,n
)
=
N∑
i=1
(fi (PGi) + gi (PGi − Pdi))
It is assumed that power generation dynamic for each agent is described by
P˙Gi = ri ·PGi + si ·ui, (22)
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where ri, si ∈ R for all 1 ≤ i ≤ n. In Example 2, which is chosen from Example 5.2 of [25], it is shown that
the algorithm introduced in the Theorem 4.5 can be used for solving the above-described DEDP.
Example 2. Consider the DEDP in a 118-bus system with 59 generators. Assume that local cost functions of
each area is in the form {
fi(PGi) = aiP
2
Gi
+ biPGi + ci
gi(PGi − Pdi) = a′i(PGi − Pdi)2 + b′i (PGi − Pdi) + c′i
,
where the uncertain coefficients ai, a
′
i ∈ [0.0024, 0.0679], bi, b′i ∈ [8.3391, 37.6968] and ci, c′i ∈ [6.78, 74.33].
Also, assume that pdi ∈ [0, 300]. An undirected ring graph with additional edges (1,4), (15,25), (25,35),
(35,45) and (45,50) is considered for sharing and exchanging information between the agents (The above-
mentioned specifications for the DEDP have been specified in Example 5.2 of [25]). In addition, in this
example it is assumed that the power of generators is generated according to (22), which the uncertain
parameters ri ∈ [5, 10] and si ∈ [7, 8].
Sample simulation results of using the algorithm of Theorem 4.5 in this DEDP are shown in Figs. 2 and
3. Fig. 2 shows approaching of the power of generators to optimal values of the DEDP, where εi = 0.005
for i = 1, 2, ..., n in (17). Also, in Fig. 3 the influence of the free variables εi on converging time has been
investigated. In the simulations of Fig. 3, an equal value is assumed for all εi (i = 1, 2, ..., n). Form this
figure, it is pointed out that a greater value for εi yields in a lower convergence speed.
Figure 2. Power of generators in Example 2.
To verify the applicability of the algorithm in the case of changing in network specifications, in Fig. 4
numerical simulation results of using the algorithm of Theorem 4.5 with εi = 0.005 for i = 1, 2, ..., n are
shown in the presence of the following changes:
(1) ±20% variation in the loads of 18 (randomly chosen) areas at time 2.
(2) 0%− 50% change in the value of ai for 18 (randomly chosen) generators, and −50%− 0% change in
the value of bi for another 18 (randomly chosen) generators at time 3.
(3) Disconnecting two (randomly selected) buses from the network at time 4.
These results confirm approaching of the power of generators to the new optimal values of the DEDP when
the network specifications are changed.
6. Conclusion
This paper investigated how through event-triggered communications a network of dynamic agents can
cooperatively solve a constrained optimization problem. To this end, at first on the basis of Lemma 2.4
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Figure 3. Effect of εi on converging speed in Example 2 (
∑
(PGi(t)− y⋆i )2 versus time
where y⋆i denotes the optimal value for PGi).
Figure 4. Power of generators in Example 2 in the presence of changes 1-3 in the network specifications.
developed in [4], Theorem 4.1 was presented to introduce a centralized event-triggered algorithm for solving
the considered constrained optimization problem. The result of Theorem 4.1 was modified to propose a dis-
tributed version of the algorithm in Theorem 4.2. Furthermore, Theorem 4.5 presented an event-triggered
based control method for an uncertain dynamic multi-agent system in order to cooperatively solve a con-
strained optimization problem. It was verified that the paper results can be useful in resource allocation
problem. There are some lines which invite further research works in continuation of this paper. For ex-
ample, generalizing the proposed control method to solve optimization problems with the both equality and
inequality constraints and modifying the proposed control method to solve the optimization problem in finite
time can be considered as two topics for future research works.
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