This paper presents existence and uniqueness results for a class of parabolic systems with non linear diffusion and nonlocal interaction. These systems can be viewed as regular perturbations of Wasserstein gradient flows. Here we extend results known in the periodic case ([8]) to the whole space and on a smooth bounded domain. Existence is obtained using a semi-implicit Jordan-Kinderlehrer-Otto scheme and uniqueness follows from a displacement convexity argument.
the one hand in R n , we will use the same argument than in [8] . We use the powerful flow interchange argument of Matthes, McCann and Savaré [15] and also used in the work of Di Francesco and Matthes [13] . The differences with the periodic case are that functionals are not, a priori, bounded from below and we can not use Sobolev compactness embedding theorem. On the other hand in a bounded domain, the flow interchange argument is very restrictive because it forces us to work in a convex domain and to impose some boundary condition on V i [ρ] . To avoid these assumptions, we establish a BV estimate to obtain compactness in space and then to find the strong convergence needed.
The paper is composed of seven sections. In section 2, we start to recall some facts on the Wasserstein space and we state our main result, theorem 2.3. Sections 3, 4 and 5 are devoted to prove theorem 2.3. In section 3, we introduce a semi-implict JKO scheme, as in [12] , and resulting standard estimates. Then, in section 4, we recall the flow interchange theory developed in [15] and we find a stronger estimate on the solution's gradient, which can be done by differentiating the energy along the heat flow. In section 5, we establish convergence results and we prove theorem 2.3. Section 6 deals with the case of a bounded domain. In the final section 7, we show uniqueness of (1.1) using a displacement convexity argument.
2 Wasserstein space and main result.
Before stating the main theorem, we recall some facts on the Wasserstein distance.
The Wasserstein distance. We introduce P 2 (R n ) := µ ∈ M(R n ; R + ) :ˆR n dµ = 1 and M (µ) :=ˆR n |x| 2 dµ(x) < +∞ , and we note P ac 2 (R n ) the subset of P 2 (R n ) of probability measures on R n absolutely continuous with respect to the Lebesgue measure. The Wasserstein distance of order 2, W 2 (ρ, µ), between ρ and µ in P 2 (R n ), is defined by
, where Π(ρ, µ) is the set of probability measures on R n × R n whose first marginal is ρ and second marginal is µ. It is well known that P 2 (R n ) equipped with W 2 defines a metric space (see for example [18, 19, 20] ). Moreover if ρ ∈ P ac 2 (R n ) then W 2 (ρ, µ) admits a unique optimal transport plan γ T and this plan is induced by a transport map, i.e γ T = (Id × T ) # ρ, where T is the gradient of a convex function (see [6] ). Now if ρ, µ ∈ P 2 (R n ) l , we define the product distance by
or every equivalent metric as W ˆR n × R n |x − y| dγ(x, y) , and the Kantorovich duality formula (see [19, 20, 18] ) gives
with Lip 1 is the set of 1-Lipschitz continuous functions. Then for all ρ, µ ∈ P 2 (R n ) and ϕ ∈ Lip(R n ) we havê Main result. Let l ∈ N * and for all i ∈ [[1, l]], we define V i : P(R n ) l → C 2 (R n ) continuous such that:
• For all ρ = (ρ 1 , . . . , ρ l ) ∈ P(R n ) l ,
2)
• There exists C > 0 such that for all ρ ∈ P(R n ) l , x ∈ R n , • There exists C > 0 such that for all ν, σ ∈ P(R n ) l , The two first assumptions imply that if m > 1 and
Before giving a definition of solution of (1.1), we recall that the nonlinear diffusion term can be rewrite as
where P (x) := xF ′ (x) − F (x) is the pressure associated to F .
With this definition of solution we have the following result
with
l , continuous with respect to W 2 , weak solution of (1.1).
Remark 2.4. In the following, to simplify the proof, we take α i = 1.
3 Semi-implicit JKO scheme.
In this section, we introduce the semi-implicit JKO scheme, as [12] , and we find the first estimates as in the usual JKO scheme. Let h > 0 be a time step, we construct l sequences with the following iterative discrete scheme: for all
In the next proposition, we show that all these sequences are well defined. We start to prove that it is well defined for one step and after in remark 3.2, we extend the result for all k.
Proof. First of all, we distinguish the case m i > 1 from m i = 1.
•
Let ρ ν be a minimizing sequence. As E i,h (ρ i,0 |ρ 0 ) < +∞ (according to (2.6)), (E i,h (ρ ν |ρ 0 )) ν is bounded above. So there exists C > 0 such that
From the second inequality, it follows that the second moment of ρ ν is bounded.
• Now if m i = 1, following [11] , we obtain
with some 0 < α < 1. And since x →
α is bounded below, we see that E i,h is bounded below.
Let ρ ν be a minimizing sequence. Then we have (F i (ρ ν )) ν bounded above. Indeed, as E i,h (ρ i,0 |ρ 0 ) < +∞, (E i,h (ρ ν |ρ 0 )) ν is bounded above and from (2.2) we get,
In both cases, using Dunford-Pettis' theorem, we deduce that there exists ρ
It remains to prove that ρ 1 i,h is a solution for the minimization problem. But since
To conclude the proof, we show that the minimizer is unique. This follows from the convexity of V i (·|ρ 0 ) and
) and the strict convexity of F i .
Remark 3.2. By induction, proposition 3.1 is still true for all k 1: the proof is similar when we take k − 1 instead of 0 and if we notice that for all i,
The last inequality is obtained from the minimization scheme and from the assumptions (2.2), (2.4) and (2.6). By induction it becomes, for all k 2,
This inequality shows
) < +∞ and so we can bound (F i (ρ ν )) ν in the previous proof.
Thus we proved that sequences (ρ
Then we define the interpolation
The following proposition shows that ρ i,h are solutions of a discrete approximation of the system (1.1).
and γ k i,h is the optimal transport plan in Γ(ρ
Proof. We split the proof in two steps. We first compute the first variation of E i,h (·|ρ k h ) and then we integrate in time. In the following, i is fixed in [ [1, l] ].
• First step:
To obtain this equality, we compute the first variation of
By standard computations (see for instance [11] , [1] ) we have
and lim sup
If we combine (3.3), (3.4), (3.5) and (3.6), we get
And if we replace ξ i by −ξ i , this inequality becomes an equality.
To conclude this first part, we choose ξ i = ∇ϕ i and we notice, using Taylor's expansion, that
• Second step:
Using the first part with
The last proposition of this section gives usual estimates in gradient flow theory.
Proposition 3.4. For all T < +∞ and for all
, there exists a constant C < +∞ such that for all k ∈ N and for all h with kh T and let
Proof. The proof combines some techniques used in [11] et [12] . In the following, i is fixed in
i,h is optimal and ρ k i,h is admissible, we have
In other words,
is a C-Lipschitz function where C does not depend on the measure. Hence, because of (2.1), we have
Using Young's inequality, we obtain
It yields
Summing over k, we can assert that
Thus we are reduced to prove (3.7). But
As α < 1, we get (3.7). The second line is obtained with the triangle inequality and Cauchy-Schwarz inequality while the third line is obtained because of (3.11). So we have poved (3.7) and (3.9). To have (3.8), we just have to use (3.10) and to sum. This implies
which proves the proposition.
4 κ-flows and gradient estimate.
Estimates of proposition 3.4 permit to obtain weak convergence in L 1 (see proposition 5.1). Unfortunately, it is not enough to pass to the limit in the nonlinear diffusion term P i (ρ i,h ). In this section, we follow the general strategy developed in [15] and used in [13] and [8] to get an estimate on the gradient of ρ mi/2 i,h . This estimate will be used in proposition 5.2 to have a strong convergence of
In the following, we are only interested by the case where m i > 1 because if m i = 1, P i (ρ i,h ) = ρ i,h and the weak convergence is enough to pass to the limit in proposition 3.3. In the first part of this section, we recall the definition of κ-flows (or contractive gradient flow) and some results on the dissipation of F i + V i then, in the second part, we use these results with the heat flow to find an estimate on the gradient.
κ-flows.
is absolutely continuous on R + and satisfies the evolution variational inequality (EVI)
for all s > 0 and for allρ ∈ P ac 2 (R n ) such that Ψ(ρ) < +∞, where
In [2] , the authors showed that the fact a functional admits a κ-flow is equivalent to λ-displacement convexity (see section 7 for definition).
The next two lemmas give results on the variations of ρ k i,h along specific κ-flows and are extracted from [13] . The goal is to use them with the heat flow.
are two consecutive steps of the semi-implicit JKO scheme, then
Proof. Since the result is trivial if Ψ(ρ
Thus we can use the EVI inequality (4.1) with ρ := ρ
By lower semi-continuity of Ψ, we have
The last line is obtained thanks to the
This concludes the proof.
Corollary 4.3. Under the same hypotheses as in lemma 4.2, let S Ψ a κ-flow such that, for all k ∈ N, the curve
, is differentiable for s > 0 and is continuous at s = 0.
Then, for all k ∈ N,
). The proof is as in corollary 4.3 of [13] . The hypothese of
is differentiable for s > 0 and continuous at s = 0. We have the same regularity for s
). By the fundamental theorem of calculus,
).
The last line is obtained by Fatou's lemma and assumption (4.3). To conclude we apply lemma 4.2.
Gradient estimate.
Before starting the proof of the proposition 4.4, we recall the definition of the Entropy functional ,
We know that this functional possesses a κ-flow, with κ = 0 which is given by the heat semigroup (see for instance [9] , [11] or [19] ). In other words, for a given η 0 ∈ P
in the classical sense. η(s) is a positive density for all s > 0 and is continuously differentiable as a map from
Proof. Based on the facts set out above, S E satisfies the hypotheses of the corollary 4.3. We just have to define a suitable lower bound K i,E to use it. The spatial regularity of η(s) for all s > 0 allows the following calculations. Thus for all µ ∈ P ac 2 (R n ) l , we have
According to (2.5),
Then we define
We shall now establish that K i,E satisfies (4.3). First of all, we notice that
Thanks to the proof of lemma 4.4 and with lemma A.1 of [13] , we obtain
Moreover, as S s E is continuous in L 1 (R n ) at s = 0 and according to (2.3),
The combination of (4.5), (4.7) and (4.8) gives (4.3) for K i,E . We apply corollary 4.3 and we get
According to [11] and [13] , there exists a constant C > 0 and 0 < α < 1 such that for all ρ ∈ P ac 2 (R n ),
Since for all k, h, M (ρ k i,h ) is bounded, according to (3.7) and the fact that F i (ρ i,0 ) < +∞ by (2.6), we have
To conclude the proof, we use (2.5) and (3.8).
5 Passage to the limit.
Weak and strong convergences.
The first convergence result is obtained using the estimates on the distance (3.9) and on the energy F i (3.8).
Proposition 5.1. Every sequences (h k ) k∈N of time steps which tends to 0 contains a subsequence, non-relabelled, such that ρ i,h k converges, uniformly on compact time intervals, in W 2 to a
Proof. The estimation on the sum of distances gives us for all t, s 0,
with C independ of h. According to the proposition 3.3.1 of [2] and using a diagonal argument, at least for a subsequence, for all i, ρ i,h k converges uniformly on compact time intervals in W 2 to a 1 2 -Hölder function ρ i : [0, +∞[→ P 2 (R n ). To conclude we show that for all t 0, ρ(t, ·) ∈ P ac 2 (R n ). But as F i is superlinear, Dunford-Pettis' theorem completes the proof.
With the previous proposition, we can pass to the limit in the case m i = 1 because P i (ρ i,h ) = ρ i,h and in the term ∇(V i [ρ i,h ]) thanks to the hypothesis (2.4). Unfortunately, it is not enough to pass to the limit in P i (ρ i,h ) when m i > 1. In the next proposition, we use proposition 4.4 to get a stronger convergence.
The proof of this proposition is obtained by using an extention of Aubin-Lions lemma given by Rossi and Savaré in [17] (theorem 2) and recalled in [13] (theorem 4.9).
Theorem 5.3 (th. 2 in [17]). On a Banach space X, let be given
• a normal coercive integrand G : X → R + , i.e, G is l.s.c and its sublevels are relatively compact in X,
• a pseudo-distance g : X × X → [0, +∞], i.e, g is l.s.c and [g(ρ, µ) = 0, ρ, µ ∈ X with G(ρ), G(µ) < ∞] ⇒ ρ = µ.
Let U be a set of measurable functions u : ]0, T [→ X with a fixed T > 0. Under the hypotheses that
U contains a subsequence (u n ) n∈N which converges in measure with respect to t ∈]0, T [ to a limit u ⋆ : ]0, T [→ X.
To apply this theorem, we define on X := L mi (R n ), as in [13] , g by
and G i by
Now, we show that G i satisfies theorem 5.3 conditions.
s.c and its sublevels are relatively compact in L mi (R n ).
Proof. The l.s.c of G i on L mi (R n ) follows from lemma A.1 in [13] . To complete the proof we have to show that sublevels
, with j(η) = η 2/mi , is continuous, A c = j(B c ) will be relatively compact in L mi (R n ). We want to apply the Frechét-Kolmogorov theorem to show that B c is relatively compact in L 2 (R n ).
• B c is tight under translations: for every η ∈ B c and h ∈ R n we have that
thus the left hand side converges to 0 uniformly on B c as |h| ց 0.
• Elements of B c are unifomly decaying at infinity: For all η ∈ B c and R > 0, we havê
If we use Hölder inequality with p = 2n and q = 2n 2n−1 , we get
To bound the other term we use the Gagliardo-Nirenberg inequality: for 1 q, r +∞, we have
for all 0 < α < 1 and for p given by
We choose p = 2(2mi−1/n) mi(2−1/n) , q = r = 2 and α = mi−1
as R goes to +∞.
We conclude thanks to Frechét-Kolmogorov theorem.
Proof of the proposition 5.2. We want to apply theorem 5.3 with X := L mi (R n ), G := G i , g and U := {ρ i,h k | k ∈ N}. According to lemma 5.4, G i satisfies the hypotheses of the theorem. It's obvious that it is the same for g. Thus we only have to check conditions for U . The first condition is satisfied because of (3.7) and (4.4) and the second is satisfied because of (3.9) (the proof is done in [13] proposition 4.8, for example).
According to theorem 5.3 and using a diagonal argument, there exists a subsequence, not-relabeled, such that for all i with m i > 1,
. Now since convergence in measure implies a.e convergence up to a subsequence, we may also assume that ρ i,h k (t) converges strongly in L mi (R n ) to ρ i (t) t-a.e. Now, thanks to (3.8) and (2.5) we havê
To conclude the proof we have to show that P i (ρ i,h ) converges to
First of all, up to a subsequence, we may assume that there exists
Thus according to (2.5)
So when we pass to the limit we have (t, x)-a.e
To do these computations, we used that
which concludes the proof.
Limit of the discrete system.
In this section, we pass to the limit in the discrete system of propsosition 3.3. In the following, we consider
proof of theorem 2.3. We will pass to the limit in all terms in proposition 3.3.
• Convergence of the remainder term: By definition of R, we havê
and according to the estimate (3.9), we get
• Convergence of the linear term:
when h ց 0 because of propostion 5.1.
• Convergence of the diffusion term:
If m i = 1, the right hand side converges to 0 because of proposition 5.1 and otherwise it goes to 0 because of proposition 5.2.
• Convergence of the interaction term:
-
-For J 2 , we use the fact that ∇φ i is a Lipschitz function and that ∇(V i [ρ]) is bounded thanks to (2.3), and then,
-Using assumption (2.4), we have
According to (3.9), we obtain
when h goes to 0, which proves that
If we combine all these convergences, theorem 2.3 is proved.
6 The case of a bounded domain Ω.
In this section, we work on a smooth bounded domain Ω of R n and only with one density but, as in the whole space, the result readily extends to systems. Our aim is to solve (1.1). We remark that Ω is not taken convex so we can not use the flow interchange argument anymore because this argument uses the displacement convexity of the Entropy. Moreover since Ω is bounded, the solution has to satisfy some boundary conditions contrary to the periodic case [8] or in R n . In our case, we study (1.1) with no flux boundary condition, which is the natural boundary condition for gradient flows, i.e we want to solve
where ν is the outward unit normal to ∂Ω. We say that ρ : [0, +∞[→ P ac (Ω) is a weak solutions of (6.1), with
, we do not impose that they vanish on the boundary of Ω, which give Neumann boundary condition.
Theorem 6.1. Let F ∈ H m for m 1 and let V satisfies (2.2), (2.3), (2.4). If we assume that ρ 0 ∈ P ac (Ω) satisfies
then (6.1) admits at least one weak solution.
The proof of this theorem is different from the one on R n because we will not use the flow interchange argument of Matthes, McCann and Savaré to find strong convergence since Ω is not assumed convex. First, we will find an a.e equality using the first variation of energies in order to have a discrete equation, as in proposition 3.3. Then, we will derive an new estimate on the gradient of some power of ρ h from this a.e equality. To conclude, we will use again the refined version of Aubin-Lions lemma of Rossi and Savaré in [17] .
On Ω we can define, with the semi-implicit JKO scheme, the sequence (ρ k h ) k but this time we minimize
The proof of existence and uniqueness of ρ k h is the same as in proposition 3.1. It is even easier because on a bounded domain F is bounded from below for all m 1. We find also the same estimates than in the proposition 3.4 on the functional and the distance (see for example [1] , [8] ). Now we will establish a discrete equation satisfied by the piecewise interpolation of the sequence (ρ
Proposition 6.2. For every k 0, we have
3)
where T k is the optimal transport map between ρ k+1 h and ρ
Proof. First, we prove the equality (6.3). As in proposition 3.3, taking the first vartiation in the semi-implicit JKO scheme, we find for all ξ ∈ C ∞ c (Ω; R n ),
where T k is the optimal transport map between ρ k+1 h and ρ k h . Now we claim that P (ρ
This implies
(Ω) and (6.3). Now, we verify that ρ h statisfies (6.4). We start to take the scalar product between (6.3) and ∇ϕ with ϕ ∈ C ∞ c ([0, T ) × R n ), and we find, for all t ∈ [0, T ),
And using the second order Taylor-Lagrange formula, we find
This concludes the proof if we sum on k and use (6.6). Remark 6.3. We remark that equality (6.3) is still true in R n . Indeed, the first part of the proof does not depend of the domain and we can use this argument on R n . This equality will be used in section 7 to obtain uniqueness result.
In the next proposition, we propose an alternative argument to the flow interchange argument to get an estimate on the gradient of ρ h . Differences with the flow interchange argument are that we do not need to assume the space convexity and boundary condition on ∇V [ρ]. Moreover we do not obtain exactly the same estimate. Indeed, in proposition 4.4, ∇ρ m/2 h is bounded in L 2 ((0, T ) × R n ) whereas in the following proposition we establish a bound on ∇ρ
Proposition 6.4. There exists a constant C which does not depend on h such that
CT for all T > 0.
Proof. According to (6.3), we have
Then if we sum on k from 0 to N − 1, we get
because of (3.9). If F (x) = x log(x) then P ′ (x) = 1 and if F satisfies (2.5), then F ′′ (x) Cx m−2 and P ′ (x) = xF ′′ (x) Cx m−1 . In both cases, we have P ′ (x) Cx m−1 (with m = 1 for x log(x)). Sô
Which proves the proposition.
Now we introduce
if ρ ∈ P ac (Ω) and ρ m ∈ BV (Ω), +∞ otherwise.
Proposition 6.5. G is lower semi-continuous on L m (Ω) and its sublevels are relatively compact in L m (Ω).
Proof. First we show that G is lower semi-continuous on L m (Ω). Let ρ n be a sequence which converges strongly to ρ in L m (Ω) with sup n G(ρ n ) C < +∞. Without loss of generality, we assume that ρ n converges to ρ a.e. Since C < +∞, the functions ρ m n are uniformly bounded in BV (Ω). So we know that ρ m n converges weakly in BV (Ω) to µ. But since Ω is smooth and bounded, the injection of BV (Ω) into L 1 (Ω) is compact. We can deduce that µ = ρ m and ρ m n converges to ρ m strongly in L 1 (Ω). Then by lower semi-continuity of the BV -norm in L 1 , we obtain
Now, we have to prove that the sublevels,
is continuous, we just have to prove that B c := {η = ρ m : ρ ∈ A c } is relatively compact in L 1 (Ω). So to conclude the proof, it is enough to notice that B c is a bounded subset of BV (Ω) and that the injection of BV (Ω) into L 1 (Ω) is compact. 
, for all T > 0, using the fact that P is controlled by x m (2.5) and Krasnoselskii theorem (see [10] , chapter 2). Moreover, sinceˆT
i.eˆT
× Ω) (this means that we do not require ξ to vanish on ∂Ω). But since P (ρ h ) converges
). To conclude, we pass to the limit in (6.4) and theorem 6.1 follows.
7 Uniqueness of solutions.
In this section, we prove uniqueness result if Ω is a convex set. The convexity assumption is important because uniqueness arises from a displacement convexity argument.
Without loss of generality, we focus here on internal energy defined on the subset of probability densities with finite second moment P ac 2 (Ω) and given by
with F : R + → R a convex function of class C 2 ((0, +∞)) with F (0) = 0. We recall that for all ρ, µ in P ac 2 , there exists (see for example [6] , [18] , [19] ) a unique optimal transport map T between ρ and µ such that
The McCann's interpolation is defined by T t := Id + t(T − Id) for any t ∈ [0, 1]. Then the curve t ∈ [0, 1] → ρ t , with ρ t := T t# ρ, is the Wasserstein geodesic between ρ and µ ( [18] , [19] , [2] ). An internal energy F is said displacement convex if
Moreover, we say that F : [0, +∞) → R satisfy McCann's condition if
McCann showed in [14] that if F satisfy (7.1), then F is displacement convex. Now we will state a general uniqueness argument based on geodesic convexity. This result has been already proved in [8] in the flat-torus case and the proof is the same in our case. ). In particular, we have uniqueness for the Cauchy problems (1.1) and (6.1).
In the following proposition, we will prove that assumption (7.2) holds if Ω is a smooth bounded convex subset of R n or if Ω = R n .
Proposition 7.2. Let ρ := (ρ 1 , . . . , ρ l ) be a weak solution of (1.1) obtained with the previous semi-implicit JKO scheme. Then ρ i satisfies (7.2) for all i ∈ [ [1, l] ].
Proof. We do not separate the cases where Ω is a bounded set or is R n . We split the proof in two parts. First, we show that (7.2) is satisfied by ρ i,h defined in (3.2). Then by a l.s.c argument we will conclude the proof.
• In the first step, we show that ρ i,h satisfieŝ
3)
where C does not depend of h. • To conclude, we have to pass to the limit in (7.3). First, we claim that ∇P i (ρ i,h ) converges to ∇P i (ρ i ) in M n ([0, T ] × Ω). In a bounded set, this has been proved in (6.7). In R n thanks to the previous step, we haveˆT 
C.
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