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技術解説
気になる機械学習 
 
総合情報基盤センター 教授 布村 紀男 
 
ここ数年、ビッグデータ活用に併せて人工知能(AI)の話題が各方面で取り上げられています。画像
認識を始め、音声認識、自動翻訳、さらには自動運転に AI 技術が使われます。今後、この AI 技術が
社会に及ぼすインパクトは大きいと予想されています。AI 技術に関連する機械学習(Machine 
Learning)や深層学習(Deep Learning）という語をよく見かけ、専門外の筆者も気になっています。
そこで、少し手を動かして、機械学習の入口の扉を開けてみたいと思います。 
キーワード：機械学習, 深層学習, 教師あり学習, 強化学習, 教師なし学習, word2vec
 
１．はじめに 
人工知能(AI)技術の歴史は、1940 年代から研究が
始まり、2度のブームと冬の時代を経て、2000 年代
以降に再びブームになり、今日、衰退することなく急
速に普及しています。急速に普及している理由とし
て、データサイズの大規模化と取得が容易になった
ことやコンピュータ性能の向上、さらに機械学習ア
ルゴリズムの発展が挙げられます。特に深層学習を
使って自動で特徴を抽出できるようになったことは
劇的です。このような背景から、深層学習向けのフレ
ームワークやライブラリが複数の会社や団体から提
供されています[11-13]。本稿では、Web上での情報
も多く、誰でもすぐに試せる自然言語処理に関する
word2vec [8,9]を取り扱います。 
２．機械学習 
機械学習とは、人が機械的に学習することではな
く、人が自然に行っている学習能力と同様な機能を
機械（コンピュータ）で実現しようとするAI技術で
す。人が大規模で複雑なデータを分析してルールや
パターンを見つけてモデル構築する代わりに、機械
学習はデータから知識を引き出し、より効率的な方
法を提供することで、予測モデルの性能を向上させ
ます。 
機械学習には「教師あり学習」,「教師なし学習」、
「強化学習」の3種類があります。 教師あり学習は、
ラベル付けされた訓練データからモデルを学習し、
未知のデータや将来のデータを予測できるようにし
ます。分類や回帰分析が行われます。強化学習は、教
師あり学習に関連し、環境とのやり取りに基づき性
能を向上させることをめざします。環境のやり取り
はエージェントが行い、報酬や状態を反映させます。 
 
教師なし学習は、答えや報酬がなくてもデータ構造
を調べることでグループ分けやクラスタリングによ
り、意味のある情報を抽出することができます。また、
教師なし学習では次元削減(圧縮)が行われます。 
初期の機械学習のアルゴリズムは、生物の脳神経
回路網からモデル化された人工ニューロンに基づく、
パーセプトロンのアルゴリズムです。図-1 は 2 つの
信号を入力とする 2 入力パーセプトロンモデルを表
します。x1、x2は入力信号、yは出力信号、w1、w2は
重みを表します。図の○はニューロンを意味します。 
入力信号はニューロンに送られるとき、w1 x1、w2x2t
としてそれぞれに重みが乗算されます。送られてき
た信号の和が計算され、その和がある閾値を越えた
場合に１を出力するモデルです。一方、最近の機械 
 
図 パーセプトロンモデル 
学習アルゴリズムでは、多層ニューラルネットワー
クモデルが用いられています。(図-2)  
 
図 ニューラルネットワークモデル
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３．word2vec
word2vec [8]は、単語の分散表現を計算するための
ツールです。単語の分散表現とは、その単語の意味を
低次元の密な実数値ベクトルで表現したものです。
簡単に言えば、単語列の前後並びから単語のベクト
ルを学習するモデルで、教師なし学習です。アルゴリ
ズムの詳細はオリジナル論文[9]を参照してください。
word2vec の手法は、 skip-gram(SG) モデルと
continuous bag of word(CBOW)モデルが実装され
ています。一般的に学習データがあまり大きくない
場合は前者、一方、大きい場合は後者の方が分散表現
は良いようです。また、類義語と対義語の区別が苦手
なことや出現頻度が下がると正しいペアを作ること
が難しくなることが指摘されています[10]。 
４．環境構築
筆者の手元には手頃な PC が無かったので、まず
は安価で小型の Rasberry Pi3 の利用を考えました。
しかし、標準実装の1GBではメモリ不足なため、仕
方なく、現役を退いた小型サーバ機(HP ProlLiont 
MicroServer)上でテスト環境を構築しました。ハー
ドウェアと主なソフトウェアは、次のとおりです。 
 
[ハードウェア] 
プロセッサ: AMD Athlon II Neo N36L Dual-Core  
メモリ：8GB 
ハードディスク: 100GB 
[ソフトウェア] 
OS: ubuntu 16.04 LTS (64ビット） 
日本語形態要素解析: MeCab ver.0.996 
スクリプト言語: ruby ver. 2.2.3 
テキスト変換: wp2txt ver.0.8.0 
日本語コード変換: nkf ver.2.1.3 
 
４．１ZRUGYHFのインストール
・事前作業
word2vec 導入の前に subversion と build-essential
をインストールします。 
$ sudo apt-get install subversion build-
essential 
・ZRUGYHFソースコードの入手
subversionを使って、ホームディレクトリにソースコ
ードをダウンロードします。
$ cd  
$ svn checkout 
http://word2vec.googlecode.com/svn/trunk 
word2vec  

・ZRUGYHFのコンパイル
$ cd word2vec  
$ make 
４．２日本語形態素解析システム0H&DEの導入
学習用の訓練データとして、日本語文書を準備す
るには、語と語の間に空白で区切る、単語分割、いわ
ゆる「分かち書き」をする必要があります。今回は
MeCab[14]を使用します。ubuntu Linuxでは、以下
の手順で MeCab および周辺環境ソフトウェアの導
入を行いました。 
$ sudo apt-get install mecab libmecab-dev 
mecab-ipadic-utf8 git make curl xz-utils file  
 
続いて、MeCabの辞書 mecab-ipadic-NEologdを
導入します。 
 
まずはgithubからクローンを取得します。 
$ git clone --depth 1 
https//github.com/neologd/mecab-ipadic-
neologd.git 
次にディレクトリ移動し、インストールします。 
$ cd mecab-ipadic-neologd 
$ ./bin/install-mecab-ipadic-neologd -n 
辞書のインストール先を確認します。 
$ echo `mecab-config --dicdir`"/mecab-ipadic-
neologd" 
辞書のインストールPATHが表示されます。
/usr/lib/mecab/dic/mecab-ipadic-neologd 
４．３ZSW[Wのインストール
訓練データで用いる日本語 wikipedia の dump ファ
イルをテキスト形式へ変換するためのツール
wp2txt[15]を導入します。
$ sudo apt-get install rbenv ruby-build 

・設定
環境設定ファイル ~/.bashrcに次の2行を追加します。
export PATH="$HOME/.rbenv/bin:$PATH 
eval "$(rbenv init -)" 
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・設定の反映
$ source ~/.bashrc 
・UEHQYでインストール
$ rbenv install 2.2.3 
$ rbenv local 2.2.3 
$ rbenv global 2.2.3 
$ rbenv exec gem install wp2txt bundler 
$ rbenv rehash 
 
４．４訓練データの入手とクレンジング（洗浄）
・訓練データとして、日本語wikipedia の dump ファ
イルと青空文庫のドストエフスキー「カラマーゾフ
の兄弟」上巻の 2 種類のテキストを用いました。
http://www.aozora.gr.jp/cards/000363/card42286.h
tml
以下では Web サイト[16]を参考にして日本語
wikipediaの場合について記述します。 
 
1. 日本語wikipediaのdumpファイルを入手 
$ curl 
https://dumps.wikimedia.org/jawiki/latest/jaw
iki-latest-pages-articles.xml.bz2 -o jawiki-
latest-pages-articels.xml.bz2 
 
2. wp2txtを使って圧縮dumpファイルを展開し、
テキスト形式に変換 
 
$ rbenv exec wp2txt --input-file jawiki-
latest-pages-articles.xml.bz2 
 
 3. cat コマンドで変換された複数のテキストファイ
ルを1つにまとめます。 
 
$ cat jawiki-latest-pages-articles.xml*.txt 
> jawiki-dump.txt 
 
 4. dumpテキストファイルをMeCabで分かち書き
にします。 
 
$ cat jawiki-dump.txt | mecab -d 
/usr/lib/mecab/dic/mecab-ipadic-neologd -
Owakati -b 81920 > jawiki-wakati.txt 
 
５．ZRUGYHFによる機械学習の実行と評価
分かち書きされた訓練データのテキストファイル
をword2vecに入力し、機械学習させます。比較的大
規模なデータなのでCBOWモデルを用いました。パ
ラメータとして、ベクトル次元数 200、ウィンドウ
幅5、その他はデフォルト値を使用しました。
$ word2vec -train jawiki-wakati.txt -output 
jawiki-train.bin -size 200 -window 5 -binary 1 
CPU は低速なため、待つこと約 8 時間、学習が完
了し、出力ファイル jawiki-train.bin が作成されます。
このファイルを使って学習した成果を試します。
・学習したモデルを単語の距離で評価 
単語ベクトルの類似度はword2vecに付属のdistance
を使います。このツールでは、2つの単語ベクトルの
なす角 θの cos θで距離を評価します。出力数値が1
に近いほど距離が短く、類似性があることを意味し
ます。図-3に地名 (a)「東京」と(b)「富山」を調べた
場合の結果、上位 20個を示します。
$ distance jawiki-train.bin 
D東京E富山
  
図距離の評価
東京の場合は上位の大阪、名古屋、横浜、京都から
隣接県よりも大都市圏という類似性が連想されます。
一方、富山の場合は隣接県が上位にあります。例外的
か？3位に静岡、6位に浜松が選ばれています。
・ZRUGDQDORJ\でベクトル計算から類似度を評価
word-analogyでは、man、king、womanの3単語を問
い合わせると、ベクトル空間上でking – man + woman
の演算を行い、単語を探し出し、queenと返すことで
有名です。このツールを使って、類似度を評価しまし
た。ここでは、(a) 男王様女と(b)過去地球未
来について入力した結果を図-4に示します。
順位 語 距離
㻝   大阪 㻜㻚㻤㻞㻠㻝㻠㻥
㻞 名古屋 㻜㻚㻣㻣㻟㻥㻜㻜
㻟   横浜 㻜㻚㻣㻠㻣㻠㻡㻤
㻠   京都 㻜㻚㻣㻠㻠㻥㻜㻟
㻡   関西 㻜㻚㻣㻝㻟㻣㻥㻝
㻢   新宿 㻜㻚㻣㻝㻝㻡㻜㻞
㻣   神戸 㻜㻚㻣㻝㻜㻤㻣㻣
㻤   札幌 㻜㻚㻣㻜㻣㻠㻥㻣
㻥 神奈川 㻜㻚㻣㻜㻟㻣㻡㻥
㻝㻜   銀座 㻜㻚㻣㻜㻟㻞㻝㻟
㻝㻝   福岡 㻜㻚㻣㻜㻜㻡㻞㻥
㻝㻞   関東 㻜㻚㻢㻥㻠㻟㻡㻡
㻝㻟   浅草 㻜㻚㻢㻥㻜㻟㻞㻞
㻝㻠   仙台 㻜㻚㻢㻤㻥㻣㻟㻟
㻝㻡   新潟 㻜㻚㻢㻤㻤㻣㻠㻣
㻝㻢 日本橋 㻜㻚㻢㻤㻤㻡㻡㻝
㻝㻣   静岡 㻜㻚㻢㻤㻝㻥㻢㻣
㻝㻤   広島 㻜㻚㻢㻣㻥㻤㻠㻤
㻝㻥 八王子 㻜㻚㻢㻣㻣㻝㻥㻥
㻞㻜   池袋 㻜㻚㻢㻣㻡㻤㻣㻣
順位 語 距離
㻝  金沢 㻜㻚㻤㻞㻡㻡㻥㻠
㻞  福井 㻜㻚㻣㻢㻟㻝㻥㻟
㻟  静岡 㻜㻚㻢㻥㻥㻞㻠㻤
㻠  新潟 㻜㻚㻢㻥㻠㻝㻥㻤
㻡  長野 㻜㻚㻢㻥㻟㻞㻤㻝
㻢  浜松 㻜㻚㻢㻤㻜㻞㻟㻡
㻣  岐阜 㻜㻚㻢㻣㻝㻝㻥㻜
㻤  秋田 㻜㻚㻢㻡㻥㻟㻣㻡
㻥  山形 㻜㻚㻢㻡㻡㻝㻥㻣
㻝㻜  敦賀 㻜㻚㻢㻡㻜㻡㻝㻠
㻝㻝  高岡 㻜㻚㻢㻠㻥㻟㻤㻣
㻝㻞  魚津 㻜㻚㻢㻠㻣㻜㻟㻣
㻝㻟  氷見 㻜㻚㻢㻟㻤㻠㻢㻤
㻝㻠 和歌山 㻜㻚㻢㻟㻤㻞㻜㻣
㻝㻡  鳥取 㻜㻚㻢㻟㻣㻣㻝㻣
㻝㻢  群馬 㻜㻚㻢㻟㻡㻢㻤㻝
㻝㻣  栃木 㻜㻚㻢㻟㻡㻟㻜㻞
㻝㻤  山梨 㻜㻚㻢㻟㻜㻢㻝㻡
㻝㻥 名古屋 㻜㻚㻢㻞㻥㻣㻡㻠
㻞㻜  高知 㻜㻚㻢㻞㻥㻣㻟㻤
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D男 王様 女E過去 地球 未来
  
図類似性の評価
(a)は見事、「王様」-「男」+「女」≈「お姫様」の
結果が得られました。しかし下位の順位に目を向け
ると、関連性のない語も選ばれています。一方、(b)
では、宇宙が1位に選ばれています。すなわち、 
「地球」-「過去」+「未来」≈「宇宙」で、何とな
く意味合いが想像できそうです。単なるテキスト文
章からの機械学習による演算結果なので驚きです。 
・学習モデルの比較テスト 
青空文庫からテキストデータ「カラマーゾフの兄
弟」について、SGとCBOW学習モデルによる比
較テストを行いました。word2vecのパラメータ
は、ベクトル次元数 200、ウィンドウ幅10、階層
的ソフトマックス処理有りで固定しました。図-5に
distanceツールを使い「国家」に近い距離の単語を
調べた結果を示します。 
D6*E&%2:
 
図単語距離の評価
両モデルで1位に「教会」が選ばれています。訓練
データに利用した「カラマーゾフの兄弟」では「国家
と教会」もテーマに含んでいます。大きくない訓練デ
ータではCBOWよりもSGモデルが良いと言われて
いますが、このケースでは 1 位に関して差がないこ
とがわかります。また、SGモデルでは 2位「同化」、
3位「上級」、4位「下級」、一方CBOWモデルでは
「キリスト教」、「社会」、「包含」を選出され、違
いがみられます。この原因はよくわかりません。
６．おわりに
気になっていた機械学習について、word2vec に手
を出してみて、なぜAI技術の注目度が高いのか、何
となくわかった気がします。試した結果は学習モデ
ル以前に、日本語テキストの場合、分かち書きの品質
が影響していると考えられます。この影響を考慮し
て、余力があれば、自分のメールボックスに蓄積され
たメール文書でもword2vecしてみようかと思います。
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順位 語 距離
㻝       お姫様 㻜㻚㻢㻣㻜㻜㻜㻝
㻞 シンデレラ 㻜㻚㻢㻜㻡㻝㻟㻤
㻟    お姫さま 㻜㻚㻡㻥㻡㻟㻥㻢
㻠       女王様 㻜㻚㻡㻥㻜㻢㻤㻥
㻡          姫君 㻜㻚㻡㻣㻞㻣㻠㻟
㻢          魔女 㻜㻚㻡㻢㻡㻣㻣㻤
㻣          花嫁 㻜㻚㻡㻢㻟㻣㻠㻝
㻤          女王 㻜㻚㻡㻢㻟㻜㻡㻠
㻥          人魚 㻜㻚㻡㻡㻝㻝㻠㻜
㻝㻜       わたし 㻜㻚㻡㻡㻜㻤㻣㻝
㻝㻝          蜜蜂 㻜㻚㻡㻠㻡㻤㻝㻠
㻝㻞          天使 㻜㻚㻡㻠㻞㻥㻣㻡
㻝㻟          ママ 㻜㻚㻡㻠㻞㻡㻠㻤
㻝㻠       白雪姫 㻜㻚㻡㻟㻤㻣㻣㻡
㻝㻡          王子 㻜㻚㻡㻟㻤㻢㻡㻤
㻝㻢       アリス 㻜㻚㻡㻟㻣㻢㻞㻝
㻝㻣 ひとりぼっち 㻜㻚㻡㻟㻢㻠㻟㻜
㻝㻤          淑女 㻜㻚㻡㻟㻢㻜㻢㻤
㻝㻥       人魚姫 㻜㻚㻡㻟㻡㻤㻠㻞
㻞㻜          パパ 㻜㻚㻡㻟㻡㻣㻣㻢
順位 語 距離
㻝           宇宙 㻜㻚㻢㻤㻞㻥㻜㻞
㻞           人類 㻜㻚㻡㻣㻥㻜㻜㻝
㻟           火星 㻜㻚㻡㻣㻡㻠㻡㻢
㻠           惑星 㻜㻚㻡㻢㻡㻞㻠㻥
㻡         太陽系 㻜㻚㻡㻢㻝㻞㻥㻣
㻢         銀河系 㻜㻚㻡㻡㻜㻠㻤㻡
㻣           銀河 㻜㻚㻡㻠㻞㻤㻥㻣
㻤           太陽 㻜㻚㻡㻟㻣㻟㻥㻟
㻥         宇宙へ 㻜㻚㻡㻟㻣㻜㻝㻡
㻝㻜           世界 㻜㻚㻡㻞㻜㻢㻜㻣
㻝㻝              星 㻜㻚㻡㻝㻡㻟㻤㻢
㻝㻞           木星 㻜㻚㻡㻜㻠㻢㻞㻞
㻝㻟      新しい世界 㻜㻚㻡㻜㻟㻞㻝㻥
㻝㻠           月面 㻜㻚㻠㻥㻜㻞㻣㻥
㻝㻡       ラーメタル 㻜㻚㻠㻤㻥㻤㻝㻥
㻝㻢デジタルワールド 㻜㻚㻠㻤㻣㻠㻡
㻝㻣     地球の危機 㻜㻚㻠㻤㻟㻤㻟㻝
㻝㻤       地球環境 㻜㻚㻠㻤㻜㻡㻤㻠
㻝㻥            時空 㻜㻚㻠㻣㻥㻠㻢㻝
㻞㻜           ツフル 㻜㻚㻠㻣㻣㻝㻡㻤
順位 語 距離
㻝        教会 㻜㻚㻤㻤㻣㻤㻠㻞
㻞        同化 㻜㻚㻤㻡㻡㻝㻞㻣
㻟        上級 㻜㻚㻤㻞㻜㻤㻡㻣
㻠        下級 㻜㻚㻤㻜㻝㻜㻤㻢
㻡        社会 㻜㻚㻣㻤㻥㻜㻞㻝
㻢        裁判 㻜㻚㻣㻣㻟㻟㻞㻠
㻣 またがる 㻜㻚㻣㻡㻟㻜㻥㻞
㻤        基礎 㻜㻚㻣㻠㻣㻜㻞㻣
㻥        別個 㻜㻚㻣㻠㻡㻤㻡㻞
㻝㻜        使命 㻜㻚㻣㻠㻡㻠㻡㻠
㻝㻝 キリスト教 㻜㻚㻣㻠㻟㻝㻟㻤
㻝㻞      である 㻜㻚㻣㻠㻝㻡㻢㻝
㻝㻟        包含 㻜㻚㻣㻠㻜㻠㻜㻜
㻝㻠        求む 㻜㻚㻣㻟㻝㻢㻞㻜
㻝㻡    永久不変 㻜㻚㻣㻞㻤㻟㻣㻠
㻝㻢        一定 㻜㻚㻣㻞㻠㻜㻥㻥
㻝㻣        異教 㻜㻚㻣㻞㻟㻟㻜㻡
㻝㻤        登っ 㻜㻚㻣㻞㻝㻢㻡㻡
㻝㻥        段階 㻜㻚㻣㻝㻥㻥㻢㻝
㻞㻜        区別 㻜㻚㻣㻝㻥㻤㻡㻤
順位 語 距離
㻝        教会 㻜㻚㻤㻞㻠㻝㻠㻥
㻞  キリスト教 㻜㻚㻣㻣㻟㻥㻜㻜
㻟        社会 㻜㻚㻣㻠㻣㻠㻡㻤
㻠        包含 㻜㻚㻣㻠㻠㻥㻜㻟
㻡        処罰 㻜㻚㻣㻝㻟㻣㻥㻝
㻢        本質 㻜㻚㻣㻝㻝㻡㻜㻞
㻣      役回り 㻜㻚㻣㻝㻜㻤㻣㻣
㻤 㻌㻌㻌㻌㻌㻌㻌㻹㼛㼛㼞 㻜㻚㻣㻜㻣㻠㻥㻣
㻥        論拠 㻜㻚㻣㻜㻟㻣㻡㻥
㻝㻜        国法 㻜㻚㻣㻜㻟㻞㻝㻟
㻝㻝        裁判 㻜㻚㻣㻜㻜㻡㻞㻥
㻝㻞        異教 㻜㻚㻢㻥㻠㻟㻡㻡
㻝㻟    永久不変 㻜㻚㻢㻥㻜㻟㻞㻞
㻝㻠        定め 㻜㻚㻢㻤㻥㻣㻟㻟
㻝㻡        基礎 㻜㻚㻢㻤㻤㻣㻠㻣
㻝㻢        現今 㻜㻚㻢㻤㻤㻡㻡㻝
㻝㻣        監視 㻜㻚㻢㻤㻝㻥㻢㻣
㻝㻤     投げこま 㻜㻚㻢㻣㻥㻤㻠㻤
㻝㻥        犯人 㻜㻚㻢㻣㻣㻝㻥㻥
㻞㻜        刑罰 㻜㻚㻢㻣㻡㻤㻣㻣
