Abstract. Near critical single type Bienaymé-Galton-Watson (BGW) processes are considered. It is shown that, under appropriate conditions, Yaglom distributions of suitably scaled BGW processes converge to that of the corresponding diffusion approximation. Convergences of stationary distributions for Q-processes and models with immigration to the corresponding distributions of the associated diffusion approximations are established as well. Although most of the work is concerned with the single type case, similar results for multitype settings can be obtained. As an illustration, convergence of Yaglom distributions of suitably scaled multitype subcritical BGW processes to that of the associated diffusion model is established.
Introduction and Main Results.
Consider a population consisting of k types of particles whose evolution is described in terms of a discrete time multitype (k-type) Bienaymé-Galton-Watson (k-BGW) process -such a process is a Markov chain {Z p } p∈N0 on N k 0 , with the vector Z p representing the number of particles of each type in generation p. We are interested in the long time behavior of the scaled process 1 p Z pt , t ≥ 0, when the k-BGW process is close to criticality. More precisely, we consider a sequence of BGW processes {Z (n) p , p ∈ N 0 } n∈N such that, as n becomes large, the processes approach criticality. It is well known (see [3] , [8] ) that, under suitable conditions, the process X (n) t = 1 n Z (n) nt , t ≥ 0, converges weakly to a diffusion ξ. Such a result implies convergence of finite time statistics of X (n) to those of ξ, but does not provide any information on relationships between the time asymptotic behaviors of X (n) and ξ. The main goal of this work is to make such relationships mathematically precise. In particular, we show that, under appropriate assumptions, the time asymptotic distribution of X (n) t with suitable conditioning converges to that of ξ t with a similar conditioning, as n → ∞ (see Theorems 1.5 and 1.8). An analogous result for models with immigration (where no conditioning is required) is also established (Theorem 1.11). The results say that the long time behavior of a BGW process is well approximated by that of the corresponding diffusion limit ξ. Most of the results in this work are for single type BGW processes, namely for the case k = 1. Similar results can be obtained in multitype settings and we consider one such result in Theorem 1.20.
When k = 1, the transition probabilities of a BGW process {Z p } can be written as p(i, j) = P (Z p+1 = j|Z p = i) = p * i j if i ≥ 1, j ≥ 0, δ 0j if i = 0, j ≥ 0, (1.1) where {p l } l∈N0 is a given probability function -the offspring distribution of each particle -and {p * i l } l∈N0 is the i-fold convolution of {p l } l∈N0 . The process starts with Z 0 particles; each of the Z n particles alive at time n lives for one unit of time and then dies, giving rise to l offspring particles with probability p l , l ∈ N 0 . The particles behave independently of each other and of the past.
Depending on the mean m of the offspring distribution, BGW processes can be divided into three cases: subcritical, critical, and supercritical, according to whether m < 1, m = 1, or m > 1, respectively.
Consider a sequence of processes Z (n) described as follows. If Z (n) 0
has the probability generating function (pgf)
with mean m n and variance σ 2 n , where {p
l } l∈N0 is the offspring distribution of Z (n) . We denote the p th iterate of F (n) by F Let q n be the extinction probability of Z (n) starting from a single particle, i.e. q n = P (Z < q n , m n = 1 + cn n , c n ∈ (−n, ∞), and σ
Condition 1.1 (i) ensures that, as n → ∞, m n → 1 and thus the processes approach criticality. The case where c < 0 will be referred to as the subcritical case while c > 0 corresponds to the supercritical case. Condition 1.1 (iii) will be used in the study of the supercritical case in Theorem 1.5. Condition 1.1 (iv) is needed for the diffusion approximation result in Theorem 1.2. Let
t } t∈R+ is an S n := { l n |l ∈ N 0 } valued (time inhomogeneous) Markov process with sample paths in D(R + : S n ), the space of càdlàg functions from R + := [0, ∞) to S n . Throughout, S n is endowed with the discrete topology and, given a metric space S, D(R + : S) is endowed with the usual Skorohod topology. Space of probability measures on a metric space S will be denoted by P(S).
We now recall a well known weak convergence result for X (n) (see [5] , [8, Theorem 4.2.2]), which describes the asymptotic behavior of X (n) , as n → ∞, over any fixed finite time horizon. Here we only give the result in a one dimensional setting. The multidimensional result will be presented later in this section. Theorem 1.2. Assume Condition 1.1. Suppose that the distribution of X (n) 0 converges to some µ ∈ P(R + ). Then X (n) converges weakly in D(R + : R + ) to the unique (in law) diffusion process ξ with generator 4) and initial distribution (i.e. probability law of ξ 0 ) equal to µ.
We are concerned with the study of relationships between the steady state behavior of X (n) and that of ξ. However, one needs to suitably interpret the term "steady state" since, as is well known, as t → ∞, for m n > 1, X (n) t tends to infinity on the set of non-extinction, and for m n ≤ 1, X (n) t eventually becomes extinct (see [1] ). There are two well studied approaches for formulating time asymptotic questions in the subcritical case. The first is to condition the processes X (n) on non-extinction, where, loosely speaking, the conditioning can either be on non-extinction at the present time or in the distant future. The state process X (n) under these two conditionings has different limiting distributions as t → ∞. The first is called the Yaglom distribution of X (n) , while the second is the stationary distribution of the Q-process associated with X (n) (see Section I.14 of [1] ). The second approach for obtaining a nontrivial time asymptotic behavior is to introduce an immigration component. Namely, in each generation a (random) number of particles that are indistinguishable from the original set of particles is added to the population. The immigration component in particular ensures that the resulting scaled state process, denoted by V (n) , has a non-degenerate stationary distribution. For the supercritical case, a common approach is to reduce the problem to that of a subcritical setting by conditioning on the event of eventual extinction. The so conditioned state process X (n) has the same law as the state process corresponding to a certain subcritical BGW process. In this work we will show that the time asymptotic distribution of X (n) t (in both subcritical and supercritical settings), under suitable conditioning, converges to that of ξ t under a similar conditioning, as n → ∞. For models with immigration we will prove convergence of stationary distributions.
We begin by describing results for models without immigration. For a Markov process {Y t } t∈R+ with initial value Y 0 = y, we write P (Y t ∈ ·) as P y (Y t ∈ ·). Similarly, when the distribution of Y 0 is µ, we write P (Y t ∈ ·) as P µ (Y t ∈ ·). Similar notations will be used for conditional expectations. Let S be a subset of R k + , for some k ∈ N. When S is endowed with a topology, we will denote by B(S) the σ-field generated by the open sets of S. Let Y ≡ {Y t } t∈R+ be an S-valued Markov process such that 0 ∈ S is an absorbing state. Definition 1.3. (i) A quasi-stationary distribution (qsd) for Y is a probability distribution µ on (S, B(S)) such that P µ (Y t ∈ B|t < T Y < ∞) = µ(B) for all B ∈ B(S) and t ≥ 0, where T Y := inf{t|Y t = 0}.
(ii) The Yaglom distribution of Y is a probability measure µ on (S, B(S)) such that P y (Y t ∈ ·|t < T Y < ∞) converges weakly to µ, as t → ∞, for all y ∈ S \ {0}.
The following result follows from [9] and Proposition 2.3.2.1 of [10] . Theorem 1.4. The Yaglom distribution of ξ exists and is Exponential with density
Our first result, Theorem 1.5 below, says that the Yaglom distribution of X (n) approaches that of ξ, as n → ∞.
Theorem 1.5. Assume Condition 1.1. For each n, X (n) has a Yaglom distribution ν (n) . This distribution is also a qsd, and it converges weakly to the Yaglom distribution ν of ξ.
We now consider the second form of conditioning where one conditions the process on not being extinct in the "distant future". We will see that in this case a somewhat different asymptotic behavior emerges. For this result we restrict ourselves to the subcritical case (i.e. c n < 0). We begin with the definition of a Q-process (see [1] , [9] ). LetΩ = D(R + : R + ) andF be the corresponding Borel σ-field (with the usual Skorohod topology). Denote by {F t } t∈R+ the canonical filtration on (Ω,F), i.e.
By Lemma 4.3 in the appendix, there is a probability measure P
is a Markov chain with state space N, l-step transition function
. Q-processes associated with branching processes can be interpreted as branching processes conditioned on being never extinct.
Next, we introduce the Q-process associated with the diffusion ξ from Theorem 1.2. Denote by P ξ,x the measure induced by ξ on (Ω,F), where ξ(0) = x > 0. The following theorem is contained in [9] . Theorem 1.6. There is a probability measure P ↑ ξ,x on (Ω,F), such that for all t ∈ R + and Θ ∈ F t , P ξ,x (Θ|T > s) converges to P ↑ ξ,x (Θ), as s → ∞. Let ξ ↑ be the unique weak solution of the SDE
The process ξ ↑ is referred to as the Q-process associated with ξ. The following result (see [9] , Section 5.2) says that the process ξ ↑ has a unique stationary distribution, ν ↑ , which is given as the convolution of two copies of the exponential distribution ν with density as in (1.5). Theorem 1.7. Assume c < 0. As t → ∞, for every initial condition x, ξ ↑ t converges in distribution to a random variable ξ ↑ ∞ , whose distribution, denoted by ν ↑ , is the convolution of two copies of the Yaglom distribution ν. In particular, ν ↑ has density
Our next result shows that the time asymptotic behavior of the Q-process associated with X (n) can be well approximated by that of the Q-process associated with the diffusion approximation of X (n) .
Theorem 1.8. Assume Condition 1.1 and that c < 0. For each n, X
is the unique stationary distribution of the S n valued Markov process X (n)↑ . As n → ∞, ν (n)↑ converges weakly to ν ↑ .
We now describe the results for BGW processes with immigration. Let F and G be pgf's of N 0 valued random variables. A Bienaymé-Galton-Watson branching process with immigration corresponding to (F ,G) (referred to as a DBI(F, G) process), is a Markov chain {Y n } with state-space N 0 and transition probability function described in terms of the corresponding pgf: Given Y 0 = i ∈ N, the pgf
Let G (n) be a sequence of pgf's, and consider a sequence of DBI(
The proof of the following theorem is easy to establish using [9] and [11, Theorem 2.1]. Theorem 1.10. Assume Conditions 1.1 and 1.9 and that c < 0. Suppose that V (n) 0 converges in distribution to some µ ∈ P(R + ). Then V (n) converges weakly in D(R + : R + ) to the process ζ which is the unique weak solution of
where ζ 0 has distribution µ. The Markov process ζ has a unique stationary distribution η, which is a gamma distribution with parameters 2ι/σ 2 and σ 2 /(2|c|), i.e., η has density g given as
We are interested in the long time behavior of the scaled processes V (n) as they approach criticality. Our main result is the following. Theorem 1.11. Assume Conditions 1.1 and 1.9 and that c < 0. For each n ∈ N, V (n) has a unique stationary distribution η (n) , and as n → ∞, η (n) converges weakly to η.
As noted earlier in the introduction, results similar to Theorems 1.5, 1.7, and 1.11 can be established for multitype settings as well. To illustrate the key ideas involved we only discuss one case in detail, namely the convergence of the Yaglom distribution in the setting of a subcritical multitype process. We begin with some notation and definitions. Let {Z (n) j , j ∈ N 0 } n∈N be a sequence k-BGW processes with transition mechanism described below. Let C := [0, 1] k , e α := (δ 1α , . . . , δ kα ) be the α th canonical basis vector, and
Similar to the single type case, the evolution of
j,k ) is described as follows. For any α = 1, . . . , k, each of the Z (n) j,α type α particles alive at time j (if any) lives for one unit of time and then dies, giving rise to a number of offspring particles, represented by l = (l 1 , . . . , l k ), l β being the number of type β offspring, with probability p (n) (e α , l). The particles behave independently of each other and of the past. The probability law of Z (n) is given in terms of the pgf
1,β be the expected number of type β offspring from a single particle of type α in one generation.
Note that m
(1), where the partial derivative is understood to be the left hand derivative. The processes Z (n) will be assumed to have a uniformly strictly positive mean matrix M (n) , by which we mean that there exist U ∈ N and a ∈ (0, ∞) such that for every n ≥ 1 ((M (n) ) U ) α,β ≥ a for all 1 ≤ α, β ≤ k. From the Perron-Frobenius Theorem it then follows that M (n) has a real, positive maximal eigenvalue ρ n with associated positive left and right eigenvectors v (n) and u (n) , respectively, which, without loss of generality, are normalized so that u (n) v (n) = 1 and u (n) 1 = 1 (see [1] ). The maximal eigenvalue ρ n plays a similar role in the classification of the k-BGW process as the mean played in classifying the (single type) BGW process. The k-BGW process is called subcritical, critical, or supercritical, according to whether ρ n < 1, ρ n = 1 or ρ n > 1, respectively. We will consider the subcritical case, namely for all n ≥ 1 ρ n ∈ (0, 1), and study the behavior of quasi-stationary and Yaglom distributions of the scaled process
The existence of the Yaglom distribution of X (n) is assured by the following result, which is proved in Section 3.
This distribution is also a qsd.
(α) (1)/∂s β ∂s γ ∂s δ ≤ d, where α, β, γ, δ in the above sums vary over {1, . . . , k}.
Part (i) of the assumption can be interpreted as a non-degeneracy condition, and part (ii) says that the third moments of the offspring distributions are uniformly bounded in n.
The assumption on convergence of means translates into the following requirement in the multitype setting. n , and lim n→∞ C (n) = C. The maximal eigenvalues ρ n of M (n) are of the form ρ n = 1 + cn n , with c n ∈ (−n, 0) and lim n→∞ c n = c ∈ (−∞, 0). Moreover, M has maximal eigenvalue 1 with corresponding eigenvectors v = lim v (n) and u = lim u (n) . Finally, v Cu = c.
Example 1.16. Let C (n) = c n I, where I is the identity matrix and c n ∈ (−n, 0) such that c n → c ∈ (0, ∞). Let M be a strictly positive matrix with maximal eigenvalue equal to 1. Then
The following condition is analogous to the assumption on convergence of variances in the single type case.
where σ(l) is the matrix with (i, j) th entry σ i,j (l).
The following diffusion approximation result can be established along the lines of Theorem 4.3.1 of [8] and Theorem 9.2.1 of [3] . We provide a sketch in Section 3. Theorem 1.18. Assume Conditions 1.14, 1.15, and 1.17. Suppose that the distribution of X (n) (0) converges to some µ ∈ P(R k + ). Let µ 1 ∈ P(R + ) be given as
converges weakly in D(R + : R + ) to the unique (in law) diffusion ζ with initial distribution µ 1 and generatorL given as
(1.8)
Furthermore, for any t 0 ∈ (0, ∞), the process X (n,0) , defined by X (n,0) (t) = X (n) (t 0 + t), t ≥ 0, converges weakly to
The process X (0) is a Markov process with state space S v = {θv|θ ≥ 0} and can be formally regarded as the limit of X (n) . Indeed, if the support of µ is contained in S v , then, noting that u v = 1, we see that the law of vζ(0) equals µ, and that in fact X (n) converges weakly to vζ, where ζ is as in Theorem 1.18. We will be concerned with the Yaglom distribution of the S v valued Markov process X (0) and its relation to the Yaglom distribution of X (n) . For that it will be convenient to regard a probability measure on S v as one on R The following is our main result that relates the qsd's and Yaglom distributions of X (n) to that of its "diffusion limit" X (0) . Probability distributions similar toν have previously been noted in the study of qsd's of multitype BGW processes. In [1] (p. 191), a single critical BGW process Z (rather than a sequence of near critical BGW processes) is considered and it is shown that Z n /n conditioned on nonextinction converges to a random variable that is concentrated on the ray {xv Z |x ≥ 0}, where v Z is the left eigenvector of the mean matrix of Z corresponding to the eigenvalue 1. In [13] (see Theorem 3 therein) the case where Z is near critical and a somewhat differently scaled process Z * is considered. It is shown that the vector Z * n conditioned on non-extinction approaches a distribution of the formν, as n → ∞ and the offspring distribution approaches criticality. We remark that none of these results concern the setting of diffusion approximation, where time and space are scaled and one starts with a large number of particles. Theorem 1.20. The Yaglom distribution ν (n) of X (n) converges weakly to the Yaglom distributionν of X (0) .
Proofs: Single Type Case.
In this section we give proofs of Theorems 1.5, 1.8, and 1.11. We begin with Theorem 1.5. Proof of Theorem 1.5. Proof of the fact that X (n) has a Yaglom distribution ν (n) that is also a qsd is an immediate consequence of Theorem 1.13, the proof of which is given in Section 3. We now show that ν (n) converges weakly to ν. The first step is to establish the representation for the Laplace transform of ν (n) given in Lemma 2.1 below. In the subcritical case, define
converges pointwise over [0, 1], as k → ∞, to a continuous function Q (n) that is positive on [0, 1) (see [1] , p. 40, Corollary I.11.1), i.e.
where Q (n) (s) > 0 for s ∈ [0, 1). The function Q (n) will determine the Laplace transform of ν (n) in the subcritical case. In the supercritical case, we proceed as follows. Note that, since p (n) 0 > 0, we have that q n > 0. Also since m n > 1, we have q n ∈ (0, 1) and that q n is the smallest root of F (n) (t) = t (see [1] , Theorem I.5.1). DefineF (n) (s) := q
is again a pgf and thus has a representationF (n) (s) = ∞ l=0p 
andQ (n) has the same properties as those of Q (n) in the subcritical case noted earlier.
Proof. Consider first the subcritical case. Since T X (n) < ∞ a.s., it suffices to show that, for each α ≥ 0,
Elementary calculations give
where the second and third equalities follow from (2.2). In exactly the same way one sees that lim t→∞ A n,t (0) = −iQ (n) (0). Combining the above observations we have (2.4) which proves the lemma for the subcritical case.
Consider now the supercritical case. Similar to the subcritical case
where, for θ ∈ [0, 1],Ã n,t (θ) =m
. This says in particular
is a BGW process with pgfF (n) . Making now use of (2.3) instead of (2.2), the proof for the supercritical case is completed exactly as for the subcritical case.
We continue with the proof of Theorem 1.5, which is based on the fact that the Laplace transform of ν is G(α) = (1 +
converges to ν for a special subcritical model where the pgf is of the so-called linear fractional form (see [1] , pp. 6-7, [7] , pp. 9-10). We then establish a comparison lemma which allows us to prove the general subcritical result by an approximation argument.
Lemma 2.2. Assume Condition 1.1 and that c n < 0 for all n. Let, for each n, F (n) be of the linear fractional form:
where
We note that Condition 1.1 imposes certain restrictions on b (n) and p (n) which are not made explicit in the statement of the lemma. See Lemma 4.2 for a precise relationship between the parameters b (n) , p (n) , and the mean and variance of Z (n)
.
Proof. With A n,t as in the proof of Lemma 2.1, we have
In order to prove the lemma it suffices to show that
Since m n < 1 for each n, we get (see [1] , p. 7) for each l ≥ 1
where a n,l =
, and s n,0 is the unique root of F (n) (s) = s that is strictly greater than 1. Note that both a n,l and b n,l converge as l → ∞. We get, by using (2.10) in the definition of A n,t , lim t→∞ n i A n,t (0) = n sn,0−1 sn,0 .
From the explicit form of F (n) (see [1] , p. 6) we have
. As a consequence of Condition 1.1, we have that
Combining these observations we obtain
which proves the first equality in (2.9). Similarly one can show that
Using (2.11) and the above display, we now have,
, which proves the second identity in (2.9).
We will next treat the general case and begin with the following comparison lemma, which extends a result due to Spitzer (see [1] , p. 22). The latter is concerned with pgf's with mean 1. The lemma given below extends Spitzer's result to a setting where the two pgf's have the same mean m which may be strictly less than 1. 
(2.12)
Proof. The proof is adapted from [1] . Using L'Hospital's rule, we get for f = f (1) , f (2) and
. We are interested in (t) for t close to 1, t ∈ (0, 1]. Once more by L'Hospital's rule, lim t→1 (t) = lim t→1
. Thus (t) is non-decreasing in a (left) neighborhood of 1 and it converges to a. We define for f (i) , i = 1, 2, a i and i analogous to a, , by replacing f by f and the means of f (1) and f (2) are equal, we have that a 1 < a 2 . Thus, from (2.13) and the monotonicity of i near 1, there exists a
. Using the monotonicity of f (i) we now have, for all n ≥ 0 and n 1 ≤ n 2 ,
To show that (2.12) holds, it remains to consider t ∈ [0, 1 − δ]. We can choose n 1 and n 2 > n 1 , such that f
n2 (0), and thus
n2 (t) < 1.
n2 (t), we get, using the monotonicity of f (i) , that for
n+n2 (t), for t ∈ [0, 1 − δ]. Combining this with (2.14) we have (2.12).
Continuing the proof of Theorem 1.5, we now establish the convergence of the Yaglom distribution of X (n) to that of ξ in the general setting. Consider first the subcritical case. From Lemma 4.2 in the appendix, it follows that for all > 0 and n ∈ N we can find pgf's of the linear fractional form, f (n, 1) and f (n,2) , such that their means are m n and variances are σ 
where f (n,j) l denotes the l th iterate of f (n,j) . Thus, with A n,t as before, for all
Denote by s (n,j) 0 the root of f (n,j) (r) = r that is greater 1. Then, for all n ≥ 1,
Similar to the calculation below (2.11), we now have, on letting n → ∞ in the above display,
Letting → 0, we have lim n→∞ lim t→∞
(2.16)
Combining the above observations, we have
, and this proves Theorem 1.5 for the subcritical case.
We now consider the supercritical case. From (2.7) it follows that the Yaglom distribution ν (n) of X (n) is the same as the Yaglom distributionν (n) ofX (n) . Thus it suffices, in view of the result for the subcritical case, to show that lim n→∞ n(m n − 1) = −c and lim n→∞σ 2 n = σ 2 .
We begin by showing that q n → 1 as n → ∞. We argue via contradiction. Suppose lim inf n→∞ q n = q < 1. Let ∈ (0, σ 2 /2). By the equicontinuity assumption in Condition 1.1, there exist a δ ∈ (0, 1 − q) and an n δ such that for n ≥ n δ
Since F (n) is nondecreasing, we have
Choose n large enough so that q n < 1−δ and
we arrive at a contradiction because F (n) (x) < x for all x ∈ (q n , 1). The convergence of q n to 1 and equicontinuity of F (n) now immediately yield the convergence ofσ 2 n to σ 2 . We next establish the convergence of n(m n − 1).
Moreover,
Rearranging terms gives
Combining equations (2.17) and (2.18), we get
To complete the proof we will now show that the ratio of integrals in the last display converges to 1, as n → ∞. In fact, we will show that each integral converges to σ 2 . Observing that 1 qn g n,i (u)du = 1, i = 1, 2, and using the monotinicity of F (n) , we get, for i = 1, 2, lim sup
This proves n(m n − 1) → −c and as argued earlier this proves Theorem 1.5 for the supercritical case. Proof of Theorem 1.8. We will show that for all i ∈ N
Since Q (n) is continuous at 1 (see [1] , p. 40), this will show that h n (α) defined by the right side of (2.21) is a Laplace transform of some random variable X (n)↑ ∞ with probability law ν (n)↑ . Following the calculation in [1] , pp. 59-60, we have for α > 0
Taking the limit, as t → ∞, we get
This proves (2.21) and thus X (n)↑ t converges in distribution, as t → ∞, to X (n)↑ ∞ . It is easily checked that ν (n)↑ is a stationary distribution. We now show that, as n → ∞, ν (n)↑ converges weakly to ν ↑ . For this it suffices to show that
We next show that for α ∈ (0, ∞)
(see [1] , pp. 40-41); in particular, Q (n) is convex. Next note that |g n (α)| ≤ sup s∈(0,1) |Q (n) (s)s| = 1, which implies that {g n } n∈N is equicontinuous on [0, ∞). From (2.6) and (2.16) we have that g n converges pointwise to g, where g(α) = Combining the above observations we have (3.11) and the result follows.
Appendix.
Lemma 4.1. Let S k n = {x ∈ R k + |nx ∈ N k 0 } and {X t } t∈R+ be an S k n valued Markov process with 0 as an absorbing state, such that X t = X nt /n , t ≥ 0. Suppose for some ν ∈ P(S k n ), P y (X t ∈ ·|X t = 0) converges weakly, as t → ∞, to ν for all y ∈ S k n . Then ν is a qsd for {X t } t∈R+ .
Proof. We need to show that for each A ⊆ S k n and t ≥ 0 P ν (X t ∈ A|X t = 0) = ν(A).
(4.1)
The left hand side of (4.1) equals P ν (X t ∈ A, X t = 0) P ν (X t = 0) .
(4.2)
Letting A • := A \ {0}, and denoting the measure P y (X t ∈ ·|X t = 0) by ν y t , P ν (X t ∈ A, X t = 0) = P (X t ∈ A • |X 0 = x)ν(dx) = lim P y (X t+s ∈ A, X t+s = 0), where S n = { j n |j ∈ N 0 }, the second equality follows from the assumption in the Lemma while the third and fourth use the Markov property of X and the observation that P (X t+s ∈ A
• |X s = 0) = 0. Setting A = S n , we have P ν (X t = 0) = lim s→∞ s∈Sn 1 P y (X s = 0) P y (X t+s = 0).
Combining the above, we have P ν (X t ∈ A|X t = 0) = lim s→∞ s∈Sn P y (X t+s ∈ A, X t+s = 0) P y (X t+s = 0) = lim s→∞ s∈Sn
Proof. The proof is along the lines of [1] , p. 58. Fix α ∈ N and 0 ≤ t 1 < · · · < t α < t α + s. Let k l = nt l , l = 1, . . . , α, andk = n(t α + s) . First assume Z 0 = i. Then
Pk(i, j)
Pk −kα (1, 1) Pk(1, 1)
Pk −kα (iα,j) Pk −kα (1,1)
Pk(i,j) Pk (1, 1) .
(4.6)
Using Theorem I.7.4 of [1] , we get that the right hand side of (4.6) converges, as k → ∞, to
