Abstract. Consider a network of unreliable links, each of which comes with a certain price and reliability. Given a fixed budget, which links should be bought in order to maximize the system's reliability? We introduce a Cross-Entropy approach to this problem, which can deal effectively with the noise and constraints in this difficult combinatorial optimization problem. Numerical results demonstrate the effectiveness of the proposed technique.
Introduction
One of the most basic and useful approaches to network reliability analysis is to represent the network as an undirected graph with unreliable links. Often, the reliability of the network is defined as the probability that certain nodes in the graph are connected by functioning links.
This paper is concerned with network planning, where the objective is to maximize the network's reliability subject to a fixed budget. More precisely, given a fixed amount of money, the question is which links should be purchased, in order to maximize the reliability of the purchased network. Each link has a prespecified price and reliability. This Network Planning Problem (NPP) is difficult to solve, not only because it is a constrained integer programming problem, which complexity grows exponentially in the number of links, but also because for large networks the value of the objective function -that is, the network reliability -becomes difficult or impractical to evaluate [1, 2] .
We show that the Cross-Entropy (CE) method provides an effective way to solve the NPP. The CE method is a new method for discrete and continuous optimization. It consists of two steps which are iterated:
1. generate random states in the search space according to some specified random mechanism, and 2. update the parameters of this mechanism in order to obtain better scoring states in the next iteration. This last step involves minimizing the distance between two distributions, using the Kullback-Leibler or Cross-Entropy distance; hence the name.
A tutorial introduction can be found in [3] , which is also available from the CE homepage http://www.cemethod.org. A comprehensive treatment can be found in [4] .
The rest of the paper is organized as follows. In Section 2 we formulate the network planning in mathematical terms. In Section 3 we present the CE approach to the problem. In Section 4 we consider a noisy version of the CE method [5, 6] , where the network reliability is estimated (rather than evaluated) using graph evolution techniques [7] [8] [9] . We conclude with a numerical experiment in Section 5 that illustrates the effectiveness of our approach.
Problem Description
Consider a network represented as an undirected graph G(V, E), with set V of nodes (vertices), and set E of links (edges). Suppose the number of links is |E| = m. Without loss of generality we may label the links 1, . . . , m. Let K ⊆ V be a set of terminal nodes. With each of the links is associated a cost c e and reliability p e . The objective is to buy those links that optimize the reliability of the network -defined as the probability that the terminal nodes are connected by functioning links -subject to a total budget C max . Let c = (c 1 , . . . , c m ) denote vector of link costs, and p = (p 1 , . . . , p m ) the vector of link reliabilities.
We introduce the following notation. For each link e let x e be such that x e = 1 if link e is purchased, and 0 otherwise. We call the vector x = (x 1 , . . . , x m ) the purchase vector and x * the optimal purchase vector. Similarly, to identify the operational links, we define for each link e the link state by y e = 1 if link e is bought and is functioning, and 0 otherwise. The vector y = (y 1 , . . . , y m ) is called the state vector. For each purchase vector x let ϕ x be the structure function of the purchased system. This function assigns to each state vector y the state of the system (working = terminal nodes are connected = 1, or failed = 0). Next, consider the situation with random states, where each purchased link e works with probability p e . Let Y e be random state of link e, and let Y be the corresponding random state vector. Note that for each link e that is not bought, the state Y e is per definition equal to 0. The reliability of the network determined by x is given by
We assume from now on that the links fail independently, that is, Y is a vector of independent Bernoulli random variables, with success probability p e for each purchased link e and 0 otherwise. Defining
Let r * := r(x * ) denote the optimal reliability of the network.
The CE Method
In order to apply the CE method to the optimization problem (2), we need to specify (a) a random mechanism to generate random purchase vectors that satisfy the constraints, and (b) the updating rule for the parameters in that random mechanism. A simple and efficient method to generate the random purchase vectors is as follows: First, generate a "uniform" random permutation π = (e 1 , e 2 , . . . , e m ) of edges. Then, in the order of the permutation π, flip a coin with success probability a ei to decide whether to purchase link e i . If successful and if there is enough money available to purchase link e i , set X ei = 1, that is, link e i is purchased; otherwise set X ei = 0. The algorithm is summarized next.
Algorithm 1 (Generation Algorithm)

Generate a uniform random permutation
The usual CE procedure [4] proceeds by constructing a sequence of reference vectors {a t , t ≥ 0} (i.e., purchase probability vectors), such that {a t , t ≥ 0} converges to the degenerate (i.e., binary) probability vector a * = x * . The sequence of reference vectors is obtained via a two-step procedure, involving an auxiliary sequence of reliability levels {γ t , t ≥ 0} that tend to the optimal reliability γ * = r * at the same time as the a t tend to a * . At each iteration t, for a given a t−1 , γ t is the (1 − ρ)-quantile of performances (reliabilities). Typically ρ is chosen between 0.01 and 0.1. An estimator γ t of γ t is the corresponding (1 − ρ)-sample quantile. That is, generate a random sample X 1 , . . . , X N using the generation algorithm above; compute the performances r(X i ), i = 1, . . . , N and let γ t = r ( (1−ρ)N ) , where r (1) ≤ . . . ≤ r (N ) are the order statistics of the performances. The reference vector is updated via CE minimization, which (see [4] ) reduces to the following: For a given fixed a t−1 and γ t , let the j-th component of a t be a t,j = E a t−1 [X j | r(X) ≥ γ t ]. An estimator a t of a t is computed via
where we use the same random sample X 1 , . . . , X N and where X ij is the j-th coordinate of X i . The main CE algorithm for optimizing (2) using the above generation algorithm is thus summarized as follows. 
Algorithm 2 (Main CE Algorithm)
Initialize a 0 . Set t=1 (iteration counter
Noisy Optimization
As mentioned in the introduction, for networks involving a large number of links the exact evaluation of the network reliability is in general not feasible, and simulation becomes a viable option. In this section we show how the CE method can be easily modified to tackle noisy NPPs. In order to adapt Algorithm 2, we again, at iteration t, generate a random sample X 1 , . . . , X N according the Ber( a t−1 ) distribution. However, the corresponding performances (network reliabilities) are now not computed exactly, but estimated by means of Monte Carlo simulations. An efficient approach to network reliability estimation is to use Network Evolution [7] . This works also well for highly reliable networks. The idea is as follows: Consider a network with structure function ϕ and reliability r as defined in (1) . Assume for simplicity that all the links are bought, that is x = (1, 1, . . . , 1) . Now, observe a dynamic version of the network G(V, E) which starts with all links failed and in which all links are being independently repaired; each link e has an exponential repair time with repair rate λ(e) = − log(1 − p e ). The state of e at time t is denoted by Y e (t) and, similar to before, the states of all the links is given by the vector Y (t). Then, (Y (t)) is a Markov process with state space {0, 1} m . Let Π denote the order in which the links become operational. Note that the probability of link e being operational at time t = 1 is p e . It follows that the network reliability at time t = 1 is the same as in (1) . Hence, by conditioning on Π we have
The crucial point is that from the theory of Markov processes it is possible to calculate the probability G(π) = Pr{ϕ(Y (t)) = 0 | Π = π} in terms of convolutions of exponential distribution functions. Hence, we can estimate r by first drawing a random sample Π 1 , . . . , Π N , each distributed according to Π, and then estimating r as
Numerical Experiment
To illustrate the effectiveness of the proposed CE approach, consider the 6-node fully-connected graph with 3 terminal nodes given in Figure 1 . The links costs and reliabilities are given in Table 1 . Note that the direct links between the terminal nodes have infinite costs. We have deliberately excluded such links to make the problem more difficult to solve. The total budget is set to C max = 3000. Note that for a typical purchase vector x the network reliability r(x) will be high, since all links are quite reliable. Consequently, to obtain an accurate estimate of the network reliability, or better, the network unreliabilityr(x) = 1−r(x), via conventional Monte Carlo methods, would require a large simulation effort. The optimal purchase vector for this problem -which was computed by brute force -is equal to x * = (1, 1, 0, 0, 1, 0, 1, 1, 0, 1, 0, 0, 0, 0, 1) which yields a minimum network unreliability of r * = 7.9762 × 10 −5 . We used the following parameters for our algorithm: the sample size in Step 2 of the CE algorithm N = 300; the sample size in (5) K = 100; the initial purchase probability a 0 = (0.5, . . . , 0.5); the rarity parameter ρ = 0.1. The algorithm stops when max(min( a t , 1 − a t )) ≤ β = 0.02, that is, when all elements of a t are less than β, away from either 0 or 1. Let T denote the final iteration counter. We round a T to the nearest binary vector and take this as our solution a * to the problem. As a final step we estimate the optimal system reliability via (5) using a larger sample size of K = 1000. Table 2 displays a typical evolution of the CE method. Here, t denotes the iteration counter,γ t the 1−ρ quantile of the estimated unreliabilities, and a t the purchase probability vector, at iteration t. The important thing to notice is that a t quickly converges to the optimal degenerate vector a * = x * . The estimated network unreliability was found to be 8.496 × 10 −5 with relative error of 0.0682. The simulation time was 154 seconds on a 3.0GHz computer using a Matlab implementation.
In repeated experiments, the proposed CE algorithm performed effectively and reliably in solving the noisy NPP, which constantly obtained the optimal purchase vector. Moreover, the algorithm only required on average 9 iterations with a CPU time of 180 seconds.
