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Associated to a lower semicontinuous function, one can deﬁne its proximal mapping and
farthest mapping. The function is called Chebyshev (Klee) if its proximal mapping (farthest
mapping) is single-valued everywhere. We show that the function f is 1/λ-hypoconvex if
its proximal mapping Pλ f is single-valued. When the function f is bounded below, and
Pλ f is single-valued for every λ > 0, the function must be convex. Similarly, we show that
the function f is 1/μ-strongly convex if the farthest mapping Qμ f is single-valued. When
the function is the indicator function of a set, this recovers the well-known Chebyshev
problem and Klee problem in Rn . We also give an example illustrating that a continuous
proximal mapping (farthest mapping) needs not be locally Lipschitz, which answers one
open question by Hare and Poliquin.
© 2010 Elsevier Inc. All rights reserved.
1. Introduction
Proximal mappings, Moreau envelopes and farthest mappings play important roles in optimization and nonlinear analysis
both theoretically and computationally [23,21,15,13,12,11,10,4–6,19,20,18]. In this paper, we study the single-valuedness of
the proximal mapping and farthest mapping in a global rather than local manner, although in the same vein as the work in
[8,20] but our results deal with much more general functions.
Throughout, Rn denotes the n-dimensional Euclidean space with inner product 〈x, y〉 = ∑ni=1 xi yi and induced norm
‖x‖ := √〈x, x〉, ∀x, y ∈ Rn . Let f : Rn → (−∞,+∞] be a lower semicontinuous function, and j := 12‖ · ‖2. Consider the
Moreau envelope eλ f : Rn → [−∞,+∞] and the set-valued proximal mapping Pλ f : Rn⇒Rn deﬁned by
R
n 
 x → eλ f (x) := inf
w
{
f (w) + 1
2λ
‖x− w‖2
}
,
R
n 
 x → Pλ f (x) := argminw
{
f (w) + 1
2λ
‖x− w‖2
}
.
E-mail address: shawn.wang@ubc.ca.0022-247X/$ – see front matter © 2010 Elsevier Inc. All rights reserved.
doi:10.1016/j.jmaa.2010.03.041
294 X. Wang / J. Math. Anal. Appl. 368 (2010) 293–310It is natural to ask: If Pλ f is single-valued everywhere on Rn , what can we say about the function f ? From another point of
view, deﬁne the Klee envelope (or farthest envelope) φμ f : Rn →]−∞,+∞] and the set-valued farthest mapping Qμ : Rn⇒Rn
by
R
n 
 y → φμ f (y) := sup
x
(
1
2μ
‖y − x‖2 − f (x)
)
,
R
n 
 y → Qμ f (y) := argmaxx
(
1
2μ
‖y − x‖2 − f (x)
)
.
Again, it is natural to ask: If Qμ f is single-valued everywhere on Rn , what can we say about the function f ?
To motivate our subsequent results, let us consider the special case when f is the indicator function ιC of a subset
C ⊂ Rn . Then Pλ f coincides with the projection mapping PC , while eλ f is (1/2λ)d2C for the distance function dC . If for
each x ∈ Rn , it has a unique nearest point in C , the set C is called Chebyshev. The Chebyshev problem asks “Is a Chebyshev
set necessarily convex?”. In 1934 Bunt showed that in Euclidean spaces a closed set is Chebyshev if and only if the set is
convex [7]. See also [14,13,12,1,2] for further references and generalizations. On the other hand, Qμ f coincides with the
farthest-point mapping QC , while φμ f is (1/2λ)F 2C for the farthest distance function FC . If for each x ∈ Rn , it has a unique
farthest point in C , then the set C is called Klee. The Klee problem asks “Is a Klee set necessarily singleton?”. In 1960, Klee
showed that a compact subset of a Euclidean space must be a singleton provided that each point in the space has a unique
farthest point in the set [16]. Until now, in inﬁnite dimensional spaces both Chebyshev problem and Klee problem are still
open, see [14].
The goal of this paper is to ﬁnd conditions on f under which Pλ f and Qμ f are single-valued everywhere on Rn. It transpires that
while the class of functions having Pλ f single-valued everywhere corresponds precisely to hypoconvex functions, the class of functions
having Qμ f single-valued everywhere corresponds to strongly convex functions. In numerical optimization, the key ingredient for
proximal point algorithms is the proximal mapping; in approximation, one concerns how often the nearest mapping and furthest
mapping are single-valued. From this point of view, our results are interesting not only for the optimization ﬁeld but also for the best
approximation ﬁeld.
Amazingly, a beautiful symmetry exists. Roughly, while “Pλ f is single-valued everywhere if and only if f + λ−1 j is
essentially strictly convex; Pλ f is maximal monotone if and only if f + λ−1 j is convex”, we have “Qμ f is single-valued
everywhere if and only if f − μ−1 j is essentially strictly convex; −Qμ f is maximal monotone if and only if f − μ−1 j is
convex”. To the best of our knowledge, this is new. Some historical comments are in order. In [19] Poliquin and Rockafellar
show that each prox-regular function f has Pλ f being single-valued at some neighborhoods. While a prox-bounded prox-
regular function f guarantees that Pλ f is single-valued locally in some neighborhoods [23, Proposition 13.37], it is unclear
whether Pλ f is single-valued globally on Rn . In [8] Clarke, Stern and Wolenski show that every proximally smooth set
C has PC being single-valued on a tube around the set C , and the proximal smoothness of the epigraph in a local sense
is equivalent to the lower-C2 property of Lipschitz functions on a bounded open convex set. The results in [19,20,8] are
different from ours, since that the functions considered in this paper are proper lower semicontinuous and that we give a
complete characterization for Pμ f being single-valued on Rn rather than on a tube around a set or locally.
The rest of the paper is organized as follows. In Section 2 we collect some facts about Moreau envelopes and proximal
mappings of prox-bounded lower semicontinuous functions. In Section 3 we show that the proximal Pλ f is single-valued
everywhere if and only if f +λ−1 j is essentially strictly convex, thus f hypoconvex. Example 3.14 in Section 3.1 shows that
a continuous Pλ f does not mean a Lipschitz Pλ f , and this answers one open question by Hare and Poliquin [11, p. 595,
Remark]. While it is well known that if f is convex then eλ f is convex for every λ > 0, in Section 3.2 we show that if there
exists a λ > 0 such that eλ f is convex then f must be convex. Moreover, we show that if Pλ f1 = Pλ f2 then the lower
semicontinuous convex hull of f1 differs from lower semicontinuous convex hull of f2 by a constant. Finally, in Section 4
we show that the farthest mapping Qμ f is single-valued everywhere if and only if f − μ−1 j is essentially strictly convex,
thus f strongly convex. Moreover, while Section 4.1 shows that a continuous Qμ f needs not be Lipschitz, in Section 4.2 we
show that if Qμ f1 = Qμ f2 then the convex hull of f1 − μ−1 j differs from the convex hull of f2 − μ−1 j by a constant.
Our notations basically follow [23,17].
2. Preliminaries and facts
We begin by recalling some useful facts from [23] regarding the proximal mapping and Moreau envelopes of prox-
bounded functions.
Deﬁnition 2.1. A function f : Rn →]−∞,+∞] is prox-bounded if there exists λ > 0 such that eλ f (x) > −∞ for some
x ∈ Rn . The supremum of the set of all such λ is the threshold λ f of the prox-boundedness for f .
Let f : Rn → (−∞,+∞] be a lower semicontinuous extended real-valued function on Rn . A vector v ∈ Rn is a regular
subgradient of f at x, written v ∈ ∂ˆ f (x), if
f (y) f (x) + 〈v, y − x〉 + o(‖y − x‖).
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df (x)(w) := lim inf
t↓0, v→w
f (x+ tv) − f (x)
t
.
A vector v ∈ Rn is a Mordukhovich limiting subgradient of function f at x, written v ∈ ∂ f (x), if there are sequences
(xν, f (xν)) → (x, f (x)) and vν ∈ ∂ˆ f (xν) with vν → v . We cite [23,17] for basic properties and applications of these subdif-
ferentials.
The proximal mappings Pλ f have close connections with the limiting subdifferential ∂ f . Let Id denote the identity
mapping from Rn to Rn . Combining [23, Examples 10.2, 5.23(b), Theorems 1.25, 12.12], we get
Fact 2.2.
(i) For any proper function f : Rn →]−∞,+∞] and any λ > 0, one has
Pλ f (x) ⊂ (Id+ λ∂ f )−1(x), ∀x ∈ Rn.
When f is convex, one has Pλ f = (Id + λ∂ f )−1 . Consequently, the convexity of f implies that Pλ f is ﬁrmly nonexpansive, so
Lipschitz.
(ii) For any proper, lower semicontinuous function f : Rn →]−∞,+∞] that is proximally bounded with threshold λ f , and any
λ ∈ (0, λ f ), the proximal mapping Pλ f is everywhere upper semicontinuous and locally bounded on Rn; the function eλ f is
locally Lipschitz on Rn.
When the function f is proper, lower semicontinuous and convex, both proximal mappings and Moreau envelopes enjoy
much better properties:
Fact 2.3. (See [23, Theorem 2.26].) If f : Rn → R is proper, lower semicontinuous and convex, then f is prox-bounded with thresh-
old ∞, and the following properties hold for every λ > 0.
(a) The proximal mapping Pλ f is single-valued and continuous.
(b) The envelope function eλ f is convex and continuously differentiable, the gradient being
∇eλ f (x) = 1
λ
[
x− Pλ f (x)
]
.
Generally, in the possible absence of convexity of f , one has
Fact 2.4. (See [23, Proposition 12.19].) For a proper, lower semicontinuous function f : Rn →]−∞,+∞] and any λ > 0, the proximal
mapping Pλ f is monotone. More generally, the following conditions on a given λ > 0 are equivalent:
(a) Pλ f is maximal monotone.
(b) f + λ−1 j is convex for j = 12‖ · ‖2 .
(c) Id+ λ∂ f is monotone.
These conditions imply that Pλ f = (Id+ λ∂ f )−1 and that for all μ ∈ (0, λ), the mapping Pμ f is Lipschitz continuous with constant
λ/(λ − μ).
For a subset C ⊂ Rn , we write convC (convC ) for its convex hull (closed convex hull). As −eλ f is subsmooth, one has
Fact 2.5. (See [23, Example 10.32].) Let f : Rn →]−∞,+∞] be proper lower semicontinuous and prox-bounded with threshold λ f .
Then for λ ∈ (0, λ f ) the function −eλ f is lower C2 , hence semi-differentiable, locally Lipschitz and regular, and
d
([−eλ f ])(x)(w) = 1
λ
max
{〈y − x,w〉: y ∈ Pλ f (x)},
∂[−eλ f ](x) = ∂ˆ(−eλ f )(x) = 1
λ
[
conv Pλ f (x) − x
]
,
∂[eλ f ](x) ⊂ 1
λ
[
x− Pλ f (x)
]
.
It is clear that −eλ f is differentiable if and only if Pλ f is single-valued. As −eλ f is Clarke regular, −eλ f is continuously
differentiable, so is eλ f . Hence:
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and let λ ∈ (0, λ f ). Then eλ f is continuously differentiable on an open subset O ⊂ Rn if and only if Pλ f is single-valued on O if and
only if Pλ f is continuous on O .
For every function g : Rn → (−∞,+∞], g∗ stands for its Fenchel conjugate [23, p. 473]. Recall that g is essentially strictly
convex if g is strictly convex on every convex subset of dom ∂ g and g is essentially smooth if ∂ g(x) contains at most one
element for every x. We also need the following result, which is a minor improvement of Soloviov [24, Corollary 2.3].
Fact 2.7. If a function g : Rn →]−∞,+∞] is proper, lower semicontinuous, and its conjugate g∗ is essentially smooth, then g is
essentially strictly convex.
Proof. It follows from [24, Corollary 2.3] that g is convex. Then g is essentially strictly convex by [22, Theorem 26.3] or [23,
Theorem 11.13]. 
3. Single-valuedness of proximal mapping Pλ f implies λ-hypoconvexity of f
In this section, we show that if f is a prox-bounded lower semicontinuous function with a prox-bound λ f and 0 <
λ < λ f , then Pλ f is single-valued if and only if f − λ−1 j is essentially strictly convex. We start with a simple observation,
which generalizes part of [23, Theorem 2.6].
Lemma 3.1. Assume that a proper lower semicontinuous function f : Rn →]−∞,+∞] is essentially strictly convex. Then the set
argmin f is either empty or a singleton.
Proof. If x1, x2 ∈ argmin f , then [x1, x2] ⊂ argmin f . Since 0 ∈ ∂ f (x) for every x ∈ [x1, x2], f is strictly convex on [x1, x2].
This is a contradiction. 
Following [23, Example 1.44], we deﬁne the λ-proximal hull by
hλ f (x) := sup
w
{
eλ f (w) − 1
2λ
‖x− w‖2
}
, ∀x ∈ Rn. (1)
Deﬁnition 3.2. A lower semicontinuous function f : Rn → (−∞,+∞] is said to be λ-proximal if hλ f = f .
Lemma 3.3. For any f : Rn →]−∞,+∞], not necessarily convex, the Moreau envelope eλ f and proximal hull hλ f satisfy
λ−1 j(x) − eλ f (x) =
(
f + λ−1 j)∗(λ−1x), (2)
hλ f (x) =
(
f + λ−1 j)∗∗(x) − λ−1 j(x). (3)
If f is proper, lower semicontinuous and prox-bounded with threshold λ f . Then for every λ ∈ (0, λ f ) and every x ∈ Rn,
∂
(
f + λ−1 j)∗(x) = conv Pλ f (λx), (4)
∂ g(x) = conv Pλ f (x), (5)
in which g := λ( f + λ−1 j)∗(λ−1·).
Proof. Eqs. (2) and (3) are [23, Example 11.26(c)] without proofs. For completeness, we supply details of their proofs. For
every x ∈ Rn , we have
1
λ
j(x) − eλ f (x) = 1
2λ
‖x‖2 − inf
w
[
f (w) + 1
2λ
‖x− w‖2
]
= sup
w
[
1
2λ
‖x‖2 − f (w) − 1
2λ
‖x− w‖2
]
= sup
w
[〈
x
λ
,w
〉
− f (w) − 1
2λ
‖w‖2
]
=
(
f + 1
λ
j
)∗( x
λ
)
,
as required. Now (1) gives
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w
(〈x/λ,w〉 − (λ−1 j(w) − eλ f (w)))− λ−1 j(x)
= (λ−1 j − eλ f )∗(x/λ) − λ−1 j(x).
Using (2),(
λ−1 j − eλ f
)∗ = [( f + λ−1 j)∗(λ−1·)]∗ = ( f + λ−1 j)∗∗(λ · Id),
therefore (3) follows.
To prove (4), by (2),(
f + λ−1 j)∗(λ−1x)= λ−1 j(x) − eλ f (x).
Taking subdifferential with respect to x both sides, followed by using the chain rule and Fact 2.5, gives
λ−1∂
(
f + λ−1 j)∗(y) = λ−1x+ λ−1[conv Pλ f (x) − x]= λ−1 conv Pλ f (x),
where y = λ−1x. This gives
∂
(
f + λ−1 j)∗(y) = conv Pλ f (λy),
which is (4).
Now for the function x → g(x) = λ( f + λ−1 j)∗(λ−1x),
∂ g(x) = λ−1λ∂( f + λ−1 j)∗(λ−1x)= ∂( f + λ−1 j)∗(λ−1x)= conv Pλ f (x),
by using (4). 
Deﬁnition 3.4. A lower semicontinuous function f : Rn → (−∞,+∞] is called λ-Chebyshev if Pλ f is single-valued on Rn .
Our main result in this section is the following:
Theorem 3.5 (Single-valued proximal mappings). Let f : Rn →]−∞,+∞] be proper, lower semicontinuous, and prox-bounded with
threshold λ f . For every λ ∈ (0, λ f ), the following are equivalent:
(i) eλ f is continuously differentiable on Rn.
(ii) Pλ f is single-valued everywhere, i.e., f is λ-Chebyshev.
(iii) The function
f + λ−1 j,
is essentially strictly convex.
Under these conditions,
∇[( f + λ−1 j)∗]= Pλ f ◦ (λId). (6)
Proof. (i) ⇔ (ii): Apply Facts 2.5 and 2.2(ii).
(iii) ⇒ (ii): Rewrite
eλ f (x) = 1
2λ
‖x‖2 + inf
w
[
f (w) + 1
2λ
‖w‖2 −
〈
x
λ
,w
〉]
.
The assumption (iii) implies that for every x ∈ Rn , the function
gx := f + λ−1 j − 〈x/λ, ·〉
is essentially strictly convex. Note that Pλ f (x) = argmin gx = ∅ for every x ∈ Rn by Fact 2.2(ii). Now apply Lemma 3.1.
(ii) ⇒ (iii): As Pλ f is single-valued everywhere, it follows from Lemma 3.3, Eq. (4) that ( f + λ−1 j)∗ is continuously
differentiable on Rn . By Fact 2.7, f + λ−1 j is essentially strictly convex.
(6) holds by Lemma 3.3. 
For comparison, we point out a known analogue to Theorem 3.5, namely Fact 2.4:
Pλ f is maximal monotone ⇔ f + λ−1 j is convex.
In the next result we add some characterizations of f + λ−1 j being convex.
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following are equivalent:
(i) f + λ−1 j is convex.
(ii) Whenever ξ ∈ ∂ f (x), x ∈ Rn, we have
f (y) f (x) + 〈ξ, y − x〉 − 1
2λ
‖y − x‖2, ∀y ∈ Rn;
equivalently, f is λ-proximal.
(iii) Whenever ξ ∈ ∂ f (x), x ∈ Rn, we have x ∈ Pλ f (λξ + x).
Proof. (i) ⇔ (ii): f + λ−1 j is convex if and only if
f (y) + 1
2λ
‖y‖2  f (x) + 1
2λ
‖x‖2 +
〈
ξ + x
λ
, y − x
〉
,
whenever ξ ∈ ∂ f (x), x ∈ Rn , y ∈ Rn . This can be rewritten as
f (y) f (x) + 1
2λ
‖x‖2 − 1
2λ
‖y‖2 + 〈ξ, y − x〉 +
〈
x
λ
, y
〉
− 1
λ
〈x, x〉
= f (x) + 〈ξ, y − x〉 − 1
2λ
‖y‖2 − 1
2λ
‖x‖2 +
〈
x
λ
, y
〉
= f (x) + 〈ξ, y − x〉 − 1
2λ
‖x− y‖2,
whenever ξ ∈ ∂ f (x), x ∈ Rn .
(i) ⇔ (iii): (iii) means
f (y) + 1
2λ
‖λξ + x− y‖2  f (x) + 1
2λ
‖λξ + x− x‖2, ∀y ∈ Rn,
whenever ξ ∈ ∂ f (x), x ∈ Rn . This is the same as
f (y) + 1
2λ
‖λξ + x‖2 + 1
2λ
‖y‖2 −
〈
ξ + x
λ
, y
〉
 f (x) + 1
2λ
‖λξ + x‖2 −
〈
ξ + x
λ
, x
〉
+ 1
2λ
‖x‖2,
which, after cancelations, gives
f (y) + 1
2λ
‖y‖2  f (x) + 1
2λ
‖x‖2 +
〈
ξ + x
λ
, y − x
〉
, ∀y ∈ Rn, ξ ∈ ∂ f (x), x ∈ Rn.
This is precisely the same as saying that (i) holds. 
Some interesting consequences of Theorem 3.5 and Proposition 3.6 are:
Corollary 3.7. Let f : Rn → (−∞,+∞] be proper, lower semicontinuous, and prox-bounded with threshold λ f . Then for every λ ∈
(0, λ f ), the range of λ∂ f + Id is Rn. If Pλ f is single-valued everywhere on Rn, then
Pλ f (λξ + x) = x, ∀ξ ∈ ∂ f (x), x ∈ Rn.
Proof. By Fact 2.2(ii), dom Pλ f = Rn . Since by Fact 2.2(i),
Pλ f (x) ⊂ (λ∂ f + Id)−1(x), ∀x ∈ Rn,
we have dom(λ∂ f + Id)−1 = Rn , i.e., the range of λ∂ f + Id is Rn .
If Pλ f is single-valued everywhere, then by Theorem 3.5, f + λ−1 j is convex. Using Proposition 3.6(iii), we have
x= Pλ f (λξ + x),
whenever ξ ∈ ∂ f (x), x ∈ Rn . 
Corollary 3.8.
(i) Let f : Rn →]−∞,+∞] be proper and lower semicontinuous. Then f is convex if and only if λ f = +∞ and Pλ f is single-valued
for every λ > 0.
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valued, then hλ f = f , i.e., f is λ-proximal.
(iii) Let f be proper, lower semicontinuous, and prox-bounded with threshold λ f and λ ∈ (0, λ f ). If Pλ f is single-valued everywhere,
then f is lower C2 .
Proof. (i) “⇐”: When λ f = +∞ and Pλ f is single-valued for every λ > 0, then by Theorem 3.5
f + λ−1 j
is convex for every λ > 0. When λ → +∞, we obtain that f is convex. “⇒”: This follows from Fact 2.3(a).
(ii) If Pλ f is single-valued, then by Theorem 3.5, f + λ−1 j is convex. Apply Lemma 3.3, Eq. (3).
(iii) By Theorem 3.5, f + λ−1 j is convex. Write f = ( f + λ−1 j) − λ−1 j. Invoking [23, Theorem 10.33], we see that f is
lower C2. 
Remark 3.9. Single-valuedness of Pλ f for some λ > 0 does not imply the convexity of f . Consider
R
n 
 x → f (x) := −1
2
‖x‖2,
which has the prox-bound λ f = 1. As
eλ f (x) = inf
w
{
1
2λ
‖x‖2 − 1
λ
〈x,w〉 +
(
1
2λ
− 1
2
)
‖w‖2
}
,
simple calculations give: For 0 < λ < 1, Pλ f (x) = {x/(1−λ)}, and a concave eλ f (x) = − 11−λ ‖x‖
2
2 . For λ = 1, Pλ f (0) = Rn and∅ otherwise, eλ f (0) = 0, and eλ f (x) = −∞ otherwise. For λ > 1, Pλ f = ∅ and eλ f = −∞. In particular, for every 0 < λ < 1,
Pλ f is single-valued everywhere on Rn , but f is a concave function.
Deﬁnition 3.10. A proper lower semicontinuous function f : Rn → (−∞,+∞] is 1/λ-hypoconvex if
f
(
(1− τ )x+ τ y) (1− τ ) f (x) + τ f (y) + 1
2
λ−1τ (1− τ )‖x− y‖2
holds for all x, y ∈ Rn , τ ∈ (0,1).
By [23, Exercise 12.61(b)(c)] and [23, Example 11.26(d)], ∂ f + λ−1 I is monotone if and only if f is hypoconvex with
constant λ−1 if and only if f + λ−1 j is convex. Therefore, Theorem 3.5 implies:
Corollary 3.11. Let f : Rn →]−∞,+∞] be proper, lower semicontinuous, and prox-bounded with threshold λ f . Assume that λ ∈
(0, λ f ). If Pλ f is single-valued everywhere, then f is hypoconvex with constant λ−1 .
3.1. Proximal mappings: continuity versus Lipschitz
In this section, we give one example demonstrating that a continuous Pλ f does not imply the Lipschitzness of Pλ f ,
which answers an open question by Hare and Poliquin [11, p. 595, Remark]. We ﬁrst give some general results concerning
relationship between the single-valued Pλ f and Lipschitz Pλ f .
Proposition 3.12. Let f : Rn →]−∞,+∞] be proper, lower semicontinuous, and prox-bounded with threshold λ f . Assume that
there exists λ ∈ (0, λ f ) such that Pλ f is single-valued. Then for every 0 < μ < λ, Pμ f is single-valued and Pμ f = (Id + μ∂ f )−1 .
Furthermore, Pμ f is Lipschitz with constant λ/(λ − μ).
Proof. The assumption implies that f + λ−1 j is essentially strictly convex by Theorem 3.5. When 0 < μ < λ,
f + μ−1 j = f + λ−1 j + (μ−1 − λ−1) j
is essentially strictly convex. Then by Theorem 3.5 again, Pμ f is single-valued everywhere. The remaining result follows
from Fact 2.4. 
Proposition 3.13. Let f : Rn → (−∞,+∞] be proper, lower semicontinuous and prox-bounded with threshold λ f ∈ (0,+∞]. Then
the following are equivalent:
(i) For all λ f > λ > 0, Pλ f is single-valued on Rn.
(ii) For all λ f > λ > 0, Pλ f is Lipschitz on Rn.
(iii) f + (λ f )−1 j is convex. (Here, for λ f = +∞, f + (λ f )−1 j reduces to f .)
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monotone. Then Fact 2.4 shows that f + λ−1 j is convex and Pλ f = (Id + λ∂ f )−1. By Fact 2.4 again, Pμ f is Lipschitz
continuous whenever 0 < μ < λ. As 0 < λ < λ f is arbitrary, we obtain (ii).
(ii) ⇒ (iii): As Pλ f is Lipschitz, Pλ f is maximal monotone. Apply Fact 2.4 to get that f +λ−1 j is convex. Since this holds
for every λ ∈ (0, λ f ), the result follows by letting λ → λ f .
(iii) ⇒ (i): For every λ ∈ (0, λ f ), the function f + λ−1 j = f + (λ f )−1 j + (λ−1 − (λ f )−1) j is strictly convex on Rn . Apply
Theorem 3.5. 
We note that:
Example 3.14 (Continuity of Pλ f does not mean Lipschitzness of Pλ f ). Let g : R → R be a continuous singular function with
bounded domain, i.e., g′ = 0 almost everywhere and strictly increases on R, as such g is nowhere locally Lipschitz. The
inverse function g−1 is continuous, increasing and bounded [9, Thm. 5.7.6, p. 137], say |g−1(x)|m, ∀x ∈ R. Deﬁne f by
R 
 x → f (x) :=
x∫
0
g−1(t)dt − 1
2
x2.
Since g−1 is strictly increasing, x → ∫ x0 g−1(t)dt is strictly convex, then f + j is strictly convex. By Fact 2.4, P1 f = (I +
∂ f )−1 = (g−1)−1 = g , is continuous everywhere, but nowhere locally Lipschitz. However, for any 0 < λ < 1, Pλ f is Lipschitz
continuous with constant 1/(1− λ).
For the convenience of readers, we provide more details here. First the threshold of prox-boundedness for f is λ f = 1.
Indeed, let r f denote the inﬁmum of all r ∈ R for which f + rx2/2 is bounded below on R. For every r > 1,
f (x) + r
2
x2 =
x∫
0
g−1(t)dt + r − 1
2
x2 (7)
−m|x| + r − 1
2
x2 (8)
is coercive, so bounded below. This gives λ f  1. For every r < 1,
f (x) + r
2
x2 =
x∫
0
g−1(t)dt + r − 1
2
x2 (9)
m|x| + r − 1
2
x2, (10)
which is not bounded below. Thus, r f  1. Altogether, r f = 1. Then the prox-bound λ f = 1max{0,r f } = 1 by [23, Example 1.24].
Next, when 0 < λ < 1, Pλ f is Lipschitz continuous. To see this, letting 0 < λ < 1, we have
Pλ f (x) = argminw
{ w∫
0
g−1(t)dt − 1
2
w2 + 1
2λ
|x− w|2
}
.
The minimizer can be found by solving
g−1(w) − w + 1
λ
(w − x) = 0 ⇒ λg−1(w) + (1− λ)w = x.
We obtain
Pλ f (x) =
[
λg−1 + (1− λ)Id]−1(x) = ( λ
1− λ g
−1 + Id
)−1
◦
(
1
1− λ
)
(x).
Since λ/(1− λ)g−1 is monotone,(
λ
1− λ g
−1 + Id
)−1
is nonexpansive, so that Pλ f is Lipschitz continuous with modulus 1/(1− λ).
Note that the function f is prox-regular on R by [4, Proposition 2.4] or [19, Proposition 2.5].
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In this section we use the properties of eλ f and Pλ f to study the behaviors of f . We show that the proximal mapping
Pλ f determines the convex hull of f uniquely up to a constant; f is convex if and only if there exists λ > 0 such that eλ f
is convex; moreover, eλ f = f if and only if f is a constant.
For functions f1, f2 : Rn →]−∞,+∞], by f1 = f2 + const we mean that f1 differs from f2 by a constant. conv f1
(conv f1) denotes the convex (closed convex) hull of function f1. Recall the following facts [23, Corollaries 3.36, 3.37]:
Fact 3.15 (Rockafellar & Wets).
(i) If f1 , f2 are proper, lower semicontinuous, and convex functions with eλ f1 = eλ f2 for some λ > 0, then f1 = f2 .
(ii) If f1 , f2 are proper, lower semicontinuous, and convex functions such that Pλ f1 = Pλ f2 for some λ > 0, then f1 = f2 + const.
We now generalize these results to nonconvex functions.
Proposition 3.16.
(i) If f1 , f2 are proper, lower semicontinuous functions with eλ f1 = eλ f2 for some λ > 0, then conv f1 = conv f2 provided that
conv f i is proper for i = 1,2.
(ii) Assume that f1 , f2 are proper, lower semicontinuous, and prox-bounded with thresholds λ f1 , λ f2 respectively. If f1 , f2 are proper,
lower semicontinuous functions such that Pλ f1 = Pλ f2 for some λ ∈ (0,min{λ f1 , λ f2 }), then
conv f1 = conv f2 + const
provided that conv f i is proper for i = 1,2.
Proof. (i) As eλ f1 = eλ f2, taking conjugates both sides gives
f ∗1 + λ j = f ∗2 + λ j ⇒ f ∗1 = f ∗2 .
Take conjugates again to obtain
f ∗∗1 = f ∗∗2 . (11)
When conv f i is proper, we have f ∗∗i = conv f i by [23, Theorem 11.1]. Then (i) is established by using (11).
(ii) Assume that Pλ f1 = Pλ f2. Since 0 < λ < min{λ f1 , λ f2 }, Pλ f i(x) is nonempty and compact ∀x ∈ Rn , and dom eλ f i = Rn
by Fact 2.2(ii). It follows from Fact 2.5 that
∂[−eλ f1](x) = λ−1
[
conv Pλ f1(x) − x
]= λ−1[conv Pλ f2(x) − x]= ∂[−eλ f2](x),
thus,
∂[−eλ f1](x) = ∂[−eλ f2](x), ∀x ∈ Rn. (12)
Moreover, each −eλ f i is locally Lipschitz and regular which implies that it is strictly differentiable whenever differentiable.
According to Rademacher’s Theorem [23, Theorem 9.60], −eλ f i is differentiable almost everywhere, consequently −eλ f i
is essentially strictly differentiable on Rn . Together with (12), we have −eλ f1 = −eλ f2 + const, eλ f1 = eλ f2 − const =
eλ( f2 − const). By (i), conv f1 = conv f2 − const. 
If eλ f is convex for every λ > 0, then f is convex since limλ↓0 eλ f = f by [23, Theorem 1.25]. Indeed a stronger result
holds.
Theorem 3.17 (Criterion for convexity of f ). Let f : Rn →]−∞,+∞] be proper, lower semicontinuous, and prox-bounded with
threshold λ f > 0. Then eλ f is convex for some 0 < λ < λ f if and only if f is convex. Consequently, if f is not convex, then eλ f is not
convex for every 0 < λ < λ f .
Proof. “⇒”: Assume that eλ f is convex for some λ ∈ (0, λ f ). By Facts 2.2(ii) and 2.5, eλ f is locally Lipschitz on Rn , −eλ f
is Clarke regular and that
∂ˆ[−eλ f ](x) = ∂[−eλ f ](x) = λ−1
[
conv Pλ f (x) − x
] = ∅, ∀x ∈ Rn. (13)
The convexity of eλ f implies that ∂ˆ[eλ f ](x) = ∅ for every x ∈ Rn . This and (13) together show that eλ f is differentiable,
so continuously differentiable everywhere by using the convexity of eλ f again. Therefore, Pλ f is single-valued everywhere
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∇[eλ f ](x) = λ−1
[
x− Pλ f (x)
]
.
Since Pλ f is monotone, continuous, Pλ f is maximal monotone by [23, Example 12.7]. By Fact 2.4, Pλ f = (Id + λ∂ f )−1.
Therefore,
∇eλ f = 1
λ
[
Id− (λ∂ f + Id)−1]= [λId+ (∂ f )−1]−1,
by [23, Lemma 12.14]. Since eλ f is convex, and (eλ f )∗ = f ∗ + λ j by [23, Theorem 11.23(a)], we have
[∇eλ f ]−1 = ∂(eλ f )∗ = ∂ f ∗ + λ Id.
Then [
λ Id+ (∂ f )−1]= [∇eλ f ]−1 = ∂ f ∗ + λ Id,
so that (∂ f )−1 = ∂ f ∗ . As f ∗ is convex, ∂ f ∗ is monotone by [23, Theorem 12.17], thus (∂ f )−1 is monotone, and so ∂ f is
monotone by [23, Exercise 12.4(a)]. Hence f is convex by using [23, Theorem 12.17] again.
“⇐”: This is well known, cf. Fact 2.3. 
It is natural to ask when do we have eλ f = f , for some λ > 0. The following theorem answers this.
Theorem 3.18 (Criterion for constancy of f ). For any proper lower semicontinuous f : Rn → (−∞,+∞], we have that eλ f = f for
some λ > 0 if and only if f is a constant function.
Proof. “⇐” is easy to show.
“⇒”: Assume that eλ f = f for some λ > 0. Then
f (w) + 1
2λ
‖x− w‖2  f (x), ∀x,w ∈ Rn. (14)
Since f is proper, there exists w0 ∈ dom f . We get f (x) f (w0)+ 12λ‖x−w0‖2 < ∞ for every x ∈ Rn , therefore dom f = Rn .
Moreover, from (14), f (x) − f (w) 12λ‖x− w‖2. By symmetry, this gives∣∣ f (w) − f (x)∣∣ 1
2λ
‖w − x‖2, ∀x,w ∈ Rn.
In particular, f is locally Lipschitz on Rn . Setting w = x+ tu with t > 0 and dividing both sides by t , we have
f (x+ tv) − f (x)
t
 t
2λ
‖u‖2.
Take lim inf both sides when t ↓ 0 and v → u to obtain
df (x)(u) 0, ∀u ∈ Rn.
Assume that ∂ˆ f (x) = ∅, and ξ ∈ ∂ˆ f (x). Then
〈ξ,u〉 df (x)(u) 0, ∀u ∈ Rn ⇒ ξ = 0.
Hence ∂ˆ f (x) = {0}. Since ∂ˆ f (x) = {0} or ∅ for every x ∈ Rn , the Mean Value Theorem [25] or [26, Theorem 3.2.5] implies
that f is a constant on Rn . See also [23, Exercise 9.22]. 
4. Single-valuedness of farthest mapping Q μ f implies μ-strong convexity of f
In the ﬁnal section we study the properties of farthest mappings. We show that Qμ f is single-valued everywhere on Rn
if and only if f − μ−1 j is essentially strictly convex. We also prove a much general result: −Qμ f is maximal monotone if
and only if f − μ−1 j is convex.
Recall that for a lower semicontinuous function f , the Klee envelope φμ f : Rn →]−∞,+∞] and the farthest mapping
Qμ f : Rn⇒Rn are deﬁned respectively by
φμ f (y) = sup
x
(
1
2μ
‖y − x‖2 − f (x)
)
, (15)
Qμ f (y) = argmaxx
(
1 ‖y − x‖2 − f (x)
)
, ∀y ∈ Rn. (16)2μ
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convex.) Write f ∨(x) := f (−x). We have
φμ f =
(
μ−1 j
) ∨¯ f ∨,
which is the so-called epi-star difference or de-convolution of μ−1 j and f ∨ given by Hiriart-Urruty and Lemaréchal
[15, p. 166]. However, we allow f to be nonconvex. We shall need the following counterpart to the prox-bound of f .
Deﬁnition 4.1. Let f : Rn → (−∞,+∞] be lower semicontinuous. The constant μ f is the inﬁmum of μ > 0 such that
f − μ−1 j is bounded below on Rn , i.e., φμ f (0) < +∞.
Example 4.2. (i) Let f : Rn → (−∞,+∞] be lower semicontinuous with dom f being bounded. Then μ f = 0. Indeed, for
each μ > 0, as dom f is bounded, the lower semicontinuous f − μ−1 j is coercive, so it has a ﬁnite minimum, cf. [23,
Theorem 1.9].
(ii) The function f (x) := j(x) = ‖x‖2/2 for every x ∈ Rn has μ f = 1.
(iii) Let f be the function identically equal to 0 on Rn . Since for every μ > 0, f − μ−1 j = −μ−1 j is unbounded below,
we have μ f = +∞.
Some useful properties of φμ f and Qμ f are:
Proposition 4.3.We have:
(i) For all y ∈ Rn,
φμ f (y) = − inf
x
(
f (x) − 1
2μ
‖y − x‖2
)
, (17)
and −φμ f  eμ f  f .
(ii) For allμ > μ f and y ∈ Rn, the set Qμ f (y) is nonempty and compact; for allμ > μ f the convex function φμ f is locally Lipschitz
on Rn.
(iii) If xν ∈ Qμν f (yν), yν → y,μν → μ ∈ (μ f ,+∞), then (xν)ν∈N is bounded and all cluster points lie in Qμ f (y). In particular,
for all μ ∈ (μ f ,+∞) the mapping Qμ f is upper semicontinuous on Rn.
Proof. (i) These are immediate from the deﬁnition of φμ f .
(ii) Now if μ > μ f , choose μ > μ1 > μ f . By the deﬁnition of μ f , the function f − μ−11 j is bounded below on Rn , so
f − μ−1 j = ( f − μ−11 j) + (μ−11 − μ−1) j is coercive. Then
x → f (x) − μ−1 j(x) + 〈μ−1 y, x〉
is coercive. Since by (17),
−φμ f (y) = inf
x
(
f (x) − μ−1 j(x) + 〈μ−1 y, x〉)+ μ−1 j(y),
by [23, Theorem 1.9] we have that φμ f (y) is ﬁnite and Qμ f (y) is nonempty and compact. The function φμ f is local
Lipschitzness because φμ f is convex and domφμ f = Rn .
(iii) Fix μ0 > μ f . Consider the lower semicontinuous function h : Rn × Rn × [μ0,+∞) deﬁned by
h(x, y,μ) :=
{
f (x) − μ−1 j(y − x) if μμ0,
+∞ otherwise.
Then −φμ f (y) = infx h(x, y,μ) and Qμ f (y) = argminx h(x, y,μ). We claim that the lower semicontinuous h is level-
bounded in x locally uniformly in (y,μ), see [23, Deﬁnition 1.16]. If not, there exists a sequence ((xν, yν,μν))ν∈N such that
(yν,μν) → (y,μ), h(xν, yν,μν) α < +∞ but ‖xν‖ → ∞. We have
f (xν) − 1
2μν
‖xν − yν‖2  α.
The choice of μ0 ensures that there exists μ1 such that μ > μ1 > μ f and β ∈ R such that
f (x) − 1 ‖x‖2  β, ∀x ∈ Rn.
2μ1
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1
2μ1
‖xν‖2 − 1
2μν
‖xν − yν‖2  α − β.
Dividing by ‖xν‖2 and taking limit as ν → ∞ give
0 <
1
2μ1
− 1
2μ
 0,
a contradiction. It remains to apply [23, Theorem 1.17(b)]. 
Proposition 4.4. Let f : Rn → (−∞,+∞] be proper and lower semicontinuous. For every μ > μ f , one has
∂φμ f (y) = 1
μ
[
y − conv Qμ f (y)
]
, ∀y ∈ Rn,
dφμ f (y)(w) =max
〈
μ−1
[
y − conv Qμ f (y)
]
,w
〉
, ∀w ∈ Rn.
In particular, for every y ∈ Rn, Qμ f (y) is single-valued if and only if φμ f is strictly differentiable at y.
Proof. By Proposition 4.3(iii), Qμ f is upper semicontinuous and locally bounded. For every y ∈ Rn there is an open neigh-
borhood O of y along with a compact set T ⊂ Rn such that Qμ f (O ) ⊂ T and
φμ f (z) =max
x∈T
(
1
2μ
‖z − x‖2 − f (x)
)
, ∀z ∈ O .
Hence φμ f is lower C1 in O . The results follow by applying [23, Theorem 10.31]. 
Proposition 4.5. For all μ > 0, and y ∈ Rn, we have
φμ f (y) − 1
2μ
‖y‖2 =
(
− 1
μ
j + f
)∗
(−y/μ). (18)
Moreover, if μ > μ f then for all y ∈ Rn,
∂
[(
f − μ−1 j)∗](y) = conv Qμ f (−μy), and (19)
∂ g(y) = conv[−Qμ f (y)], (20)
where g := μ( f − μ−1 j)∗(−μ−1·).
Proof. Indeed,
φμ f (y) = sup
x
[
1
2μ
‖y‖2 − 1
μ
〈y, x〉 + 1
2μ
‖x‖2 − f (x)
]
= sup
x
[
〈−y/μ, x〉 −
(
− 1
2μ
‖x‖2 + f (x)
)]
+ 1
2μ
‖y‖2
=
(
− 1
μ
j + f
)∗
(−y/μ) + 1
2μ
‖y‖2.
When μ > μ f , taking subdifferentials with respect to y in (18), followed by applying the chain rule and Proposition 4.4, we
obtain
−μ−1∂[( f − μ−1 j)∗](−y/μ) = ∂φμ f (y) − μ−1 y
= μ−1 y − μ−1 conv Qμ f (y) − μ−1 y
= −μ−1 conv Qμ f (y),
from which ∂[( f − μ−1 j)∗](−y/μ) = conv Qμ f (y). Thus, (19) follows by letting z = −y/μ.
For the function y → g(y) = μ( f − μ−1 j)∗(−μ−1 y),
∂ g(y) = −μ−1μ∂( f − μ−1 j)∗(−μ−1 y)
= −∂( f − μ−1 j)∗(−μ−1 y)= conv[−Qμ f (y)],
by using (19). 
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Here is the main result of this section.
Theorem 4.7 (Single-valued farthest mappings). Let f : Rn → (−∞,+∞] be proper and lower semicontinuous, and let μ > μ f . The
following are equivalent:
(i) φμ f is differentiable (so continuously differentiable) on Rn.
(ii) Qμ f is single-valued everywhere, i.e. f is μ-Klee.
(iii) The function
f − μ−1 j,
is essentially strictly convex.
Under these conditions,
∇[( f − μ−1 j)∗]= Qμ f (−μ Id). (21)
Proof. (i) ⇔ (ii): Apply Propositions 4.4 and 4.3(iii).
(ii) ⇒ (iii): Propositions 4.4 and 4.5 show that ( f − μ−1 j)∗ is differentiable. Then Fact 2.7 shows that f − μ−1 j is
essentially strictly convex.
(iii) ⇒ (ii): Under the assumption, ( f − μ−1 j)∗ is essentially smooth, then φμ f is essentially smooth by Proposition 4.5.
As dom(φμ f ) = Rn by Proposition 4.3(ii), φμ f is in fact differentiable on Rn . Consequently, Qμ f is single-valued every-
where by Proposition 4.4.
(21) holds by Proposition 4.5. 
This allows to recover the classical farthest-point problem [16]. When f = ιC , we write QC for Qμ f since the latter
stays the same for all μ > 0.
Corollary 4.8. Let C ⊂ Rn be compact. Suppose that for every y ∈ Rn, there exists a unique farthest point Q C (y). Then C must be a
singleton.
Proof. By Theorem 4.7, f = ιC is strongly convex, i.e., ιC − j is convex on Rn . This means that − j is convex on C , so C
must be a singleton. 
Corollary 4.9. Let f : Rn → (−∞,+∞] be proper and lower semicontinuous with bounded domain. The following are equivalent:
(i) For all μ > 0 the farthest mapping Qμ f is single-valued on Rn.
(ii) dom( f ) is a singleton.
Proof. By Example 4.2(i), μ f = 0.
(i) ⇒ (ii): By Theorem 4.7, for all μ > 0 the function f − μ−1 j is convex, so is μ f − j. Letting μ ↓ 0 yields that − j is
convex on dom f . This happens only when dom f is a singleton.
(ii) ⇒ (i): This is clear. 
Deﬁnition 4.10. A function f : Rn → (−∞,+∞] is said to be μ-strongly convex if for every 0 < τ < 1, x1, x2 ∈ Rn we have
f
(
(1− τ )x1 + τ x2
)
 (1− λ) f (x1) + λ f (x2) − 1
2
μτ(1− τ )‖x1 − x2‖2. (22)
According to [15, Chapter IV, Proposition 1.1.2], a function f that is μ-strongly convex is the same as saying f −μ−1 j is
convex (consequently lower C2). Hence Theorem 4.7 gives:
Corollary 4.11. Let f : Rn → (−∞,+∞] be proper and lower semicontinuous, and let μ > μ f . If Qμ f is single-valued everywhere,
then f is μ-strongly convex.
Even if Qμ f is not single-valued everywhere, in general we have the following result, which is an analogue of Fact 2.4
for the farthest mapping. In the sequel, we use riC for the relative interior of a convex set C ⊂ Rn , see [22].
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Qμ f ⊂ (μ∂ f − Id)−1 ◦ (−Id), (23)
and −Qμ f is a monotone mapping. More generally, the following are equivalent:
(i) −Qμ f is maximal monotone.
(ii) The function f − μ−1 j is convex.
(iii) μ∂ f − Id is monotone.
Under these conditions,
Qμ f = (μ∂ f − Id)−1 ◦ (−Id), (24)
and that for all λ > μ, the mapping Q λ f is Lipschitz continuous with constant μ/(λ − μ).
Proof. Our proof uses ideas given in the proof of [23, Proposition 12.19]. Observe that x¯ ∈ Qμ f (y) if and only if
1
2μ
‖y − x¯‖2 − f (x¯) 1
2μ
‖y − x‖2 − f (x), ∀x ∈ Rn,
which is the same as
f (x) − 1
2μ
‖x‖2  f (x¯) − 1
2μ
‖x¯‖2 + 〈−μ−1 y, x− x¯〉. (25)
In terms of
g := f − μ−1 j,
(25) can be rewritten as
g(x) g(x¯) + 〈−μ−1 y, x− x¯〉, ∀x ∈ Rn. (26)
Then
−μ−1 y ∈ ∂ g(x¯) = (∂ f − μ−1 Id)(x¯) ⇔ x¯ ∈ (μ∂ f − Id)−1(−y).
Hence (23) holds.
Now (26) is in turn equivalent to having
−μ−1 y ∈ ∂ g(x¯) and g(x¯) = g(x¯),
for g = conv g . This gives −y ∈ μ∂ g(x¯). As y ∈ (Qμ f )−1(x¯), we have
−(Qμ f )−1 ⊂ μ∂ g. (27)
Since μ∂ g is maximal monotone [23, Theorem 12.17], −(Qμ f )−1 is monotone. It follows that [−(Qμ f )−1]−1 = Qμ f ◦
(−Id), equivalently −Qμ f is monotone.
(i) ⇔ (ii): −Qμ f is maximal monotone if and only if −(Qμ f )−1 is maximal monotone if and only if
−(Qμ f )−1 = μ∂ g, (28)
by (27). This happens if and only if g(x) = g(x) for x ∈ dom ∂ g . But
dom g ⊃ dom ∂ g ⊃ ri dom g.
This condition therefore requires
g = g on ri dom g. (29)
Now g  g . If x /∈ dom g , then g(x) = g(x) = +∞. If x ∈ dom g , we choose x0 ∈ ri dom g . Then (x, x0] ∈ ri dom g so that g = g
on (x, x0] by (29). It follows from [23, Theorem 2.35] or [22, Theorem 7.5],
g(x) = lim
λ↑1 g
(
λx+ (1− λ)x0
)= lim
λ↑1 g
(
λx+ (1− λ)x0
)
 g(x),
since g is lower semicontinuous, and so again g(x) = g(x). Hence g = g , and this proves that g is convex.
(ii) ⇔ (iii): This follows from the fact g is convex if and only if ∂ g = ∂ f − μ−1 Id is monotone, see [23, Theorem 12.17].
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−(Qμ f )−1 = μ∂ g = μ∂ g = (μ∂ f − Id), i.e.,
−(Qμ f )−1 = (μ∂ f − Id).
Taking the inverse on both sides yields
Qμ f = (μ∂ f − Id)−1 ◦ (−Id),
which is (24).
Now assume that −Qμ f is maximal monotone and λ > μ. Applying (ii), we have f − μ−1 j is convex, so that
f − λ−1 j = f − μ−1 j + (μ−1 − λ−1) j is convex.
Then by (24),
−(Q λ f )−1 = λ∂ f − Id= λ
μ
[
μ∂ f − Id+ (1− μ/λ)Id],
(Q λ f )
−1 = − λ
μ
[−(Qμ f )−1 + (1− μ/λ)Id].
Consequently,
Q λ f =
[−(Qμ f )−1 + (1− μ/λ)Id]−1 ◦
(
−μ
λ
Id
)
.
As [−(Qμ f )−1 + (1− μ/λ)Id]−1 has Lipschitz constant (1− μ/λ)−1 [23, Example 12.13], Q λ f has Lipschitz constant
μ/λ
(1− μ/λ) =
μ
(λ − μ) . 
In the next result we add some characterizations of f − μ−1 j being convex.
Proposition 4.13 (Characterizations of convexity of f − μ−1 j). Let f : Rn → (−∞,+∞] be proper and lower semicontinuous, and
let μ > μ f . Then the following conditions are equivalent:
(i) f − μ−1 j is convex.
(ii) Whenever ξ ∈ ∂ f (x), x ∈ Rn, we have
f (y) f (x) + 〈ξ, y − x〉 + 1
2μ
‖y − x‖2, ∀y ∈ Rn.
(iii) Whenever ξ ∈ ∂ f (x), x ∈ Rn, we have x ∈ Qμ f (−(μξ − x)).
(iv) μ∂ f − Id= −(Qμ f )−1 .
(v) φμ(φμ f ) = f .
Proof. (i) ⇔ (ii): By [23, Theorem 12.17], (i) means that whenever ξ ∈ ∂ f (x), x ∈ Rn , we have
f (y) − 1
2μ
‖y‖2  f (x) − 1
2μ
‖x‖2 +
〈
ξ − x
μ
, y − x
〉
, ∀y ∈ Rn.
Then
f (y) f (x) + 1
2μ
‖y‖2 − 1
2μ
‖x‖2 + 〈ξ, y − x〉 − 1
μ
〈x, y〉 + 1
μ
〈x, x〉
= f (x) + 〈ξ, y − x〉 + 1
2μ
‖y‖2 + 1
2μ
‖x‖2 − 1
μ
〈x, y〉
= f (x) + 〈ξ, y − x〉 + 1
2μ
‖y − x‖2.
(i) ⇔ (iii): (iii) means that whenever ξ ∈ ∂ f (x), x ∈ Rn , we have
1 ∥∥−(μξ − x) − x∥∥2 − f (x) 1 ∥∥−(μξ − x) − y∥∥2 − f (y), ∀y ∈ Rn.
2μ 2μ
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1
2μ
‖μξ − x‖2 + 1
μ
〈μξ − x, x〉 + 1
2μ
‖x‖2 − f (x) 1
2μ
‖μξ − x‖2 + 1
μ
〈μξ − x, y〉 + 1
2μ
‖y‖2 − f (y),
so that
f (y) − 1
2μ
‖y‖2  f (x) − 1
2μ
‖x‖2 +
〈
ξ − x
μ
, y − x
〉
, ∀y ∈ Rn,
which is equivalent to (i).
We proceed to show (i) ⇔ (iv). (iv) ⇒ (i): Since −(Qμ f )−1 is always monotone by Theorem 4.12, (iv) says that ∂(μ f −
j) = μ∂ f − Id is monotone. Then μ f − j is convex, so is f − μ−1 j. (i) ⇒ (iv): As (i) and (iii) are equivalent, we use (iii) to
obtain that x ∈ Qμ f (−(μξ − x)) when ξ ∈ ∂ f (x), x ∈ Rn , which is the same as
−(μξ − x) ∈ (Qμ f )−1(x), ∀ξ ∈ ∂ f (x), x ∈ Rn.
Then μ∂ f − Id ⊂ −(Qμ f )−1. Since −(Qμ f )−1 is monotone and (i) implies that μ∂ f − Id is maximal monotone, we have
μ∂ f − Id= −(Qμ f )−1.
(i) ⇔ (v): For all y ∈ Rn we have
φμ(φμ f )(y) = sup
x
(−φμ f (x) + μ−1 j(y − x))
= sup
x
(−φμ f (x) + μ−1 j(x) − μ−1〈x, y〉)+ μ−1 j(y)
= sup
x
[〈−μ−1 y, x〉− (φμ f − μ−1 j)(x)]+ μ−1 j(y)
= (φμ f − μ−1 j)∗(−μ−1 y)+ μ−1 j(y).
Now by Proposition 4.5, Eq. (18),(
φμ f − μ−1 j
)∗ = ( f − μ−1 j)∗∗ ◦ (−μ Id).
Therefore,
φμ(φμ f )(y) =
(
f − μ−1 j)∗∗(y) + μ−1 j(y), ∀y ∈ Rn.
Then φμ(φμ f ) = f if and only if ( f − μ−1 j)∗∗ = f − μ−1 j. The equivalence of (i) and (v) is immediate. 
Remark 4.14. As in Za˘linescu [26, Corollary 3.5.11], one can add more characterizations to f in terms of f ∗ , e.g., Proposi-
tion 4.13(i) is equivalent to f ∗ being μ-smooth, that is, whenever ξ ∈ ∂ f (x), x ∈ Rn , we have
f ∗
(
y∗
)
 f ∗(ξ) + 〈x, y∗ − ξ 〉+ μ
2
∥∥y∗ − ξ∥∥2, ∀y∗ ∈ Rn.
4.1. Farthest mappings: continuity versus Lipschitz
Theorems 4.7 and 4.12 allow us to conclude that:
Proposition 4.15. Let f : Rn →]−∞,+∞] be proper and lower semicontinuous, and let μ > μ f . Then the following are equivalent:
(i) ∀λ > μ, Q λ f is continuous on Rn.
(ii) ∀λ > μ, Q λ f is Lipschitz on Rn.
(iii) f − μ−1 j is convex.
Proof. (i) ⇒ (ii): Fix λ > μ and choose λ > λ1 > μ. (i) implies that −Q λ1 f is maximal monotone. By Theorem 4.12, Q λ is
Lipschitz continuous with constant λ1/(λ − λ1). Hence (ii) holds. (ii) ⇒ (i) is clear.
(i) ⇒ (iii): By Theorem 4.12, (i) implies that for all λ > μ the function f − λ−1 j is convex. Then (iii) follows by letting
λ ↓ μ.
(iii) ⇒ (i): Let λ > μ. (iii) implies that
f − λ−1 j = ( f − μ−1 j)+ (μ−1 − λ−1) j
is strictly convex since f − μ−1 j is convex and μ−1 > λ−1. Then Theorem 4.7 shows that Q λ f is single-valued on Rn ,
therefore continuous by Proposition 4.3(iii). 
X. Wang / J. Math. Anal. Appl. 368 (2010) 293–310 309However, we note that:
Example 4.16 (Continuity of Q λ f does not imply Lipschitzness of Q λ f ). As in Example 3.14, deﬁne f : R → R by
f (x) :=
x∫
0
g−1(t)dt + 1
2
x2, ∀x ∈ R,
where g : R → R is a continuous singular function with a bounded domain. Since f − j is convex, by Theorem 4.12 we have
Q 1 f = g ◦ (−Id), which is nowhere locally Lipschitz on R.
4.2. Further links among f , Qμ f and φμ f
It is very interesting to ask: If Qμ f = Qμg (or φμ f = φμg), what is the relationship between f and g? If φμ f = f ,
what can we say about f ? These are answered by the following two results:
Proposition 4.17. Assume that f , g : Rn → (−∞,+∞] are proper, lower semicontinuous and μ > max{μ f ,μg}.
(i) If Qμ f = Qμg, then
conv
(
f − μ−1 j)= conv(g − μ−1 j)− const.
(ii) If φμ f = φu g, then conv( f − μ−1 j) = conv(g − μ−1 j).
Proof. Because μ > max{μ f ,μg}, both ( f − μ−1 j) and (g − μ−1 j) are coercive. By [23, Corollary 3.47] we have(
f − μ−1 j)∗∗ = conv( f − μ−1 j), (g − μ−1 j)∗∗ = conv(g − μ−1 j). (30)
(i) As Qμ f = Qμg , Proposition 4.5 gives
∂
(
f − μ−1 j)∗ = ∂(g − μ−1 j)∗.
Since both ( f − μ−1 j)∗ and (g − μ−1 j)∗ are convex, by [23, Theorem 12.25] there exists a constant such that(
f − μ−1 j)∗ = (g − μ−1 j)∗ + const.
Taking conjugate both sides yields ( f − μ−1 j)∗∗ = (g − μ−1 j)∗∗ − const. Hence conv( f − μ−1 j) = conv(g − μ−1 j) − const
by (30).
(ii) By Proposition 4.5, Eq. (18), we have(
f − μ−1 j)∗ = (g − μ−1 j)∗.
Taking conjugate both sides, followed by using (30), we obtain conv( f − μ−1 j) = conv(g − μ−1 j). 
Proposition 4.18. Assume that f : Rn → (−∞,+∞] is proper and lower semicontinuous, and μ > μ f . Then φμ f = f if and only if
there exists a convex function g : Rn →]−∞,+∞] satisfying g = g∗ ◦ (−Id) such that f = μ−1g + μ−1 j.
Proof. By Proposition 4.5, φμ f = f if and only if f − μ−1 j = ( f − μ−1 j)∗ ◦ (−μ−1 Id). Multiplying μ both sides, we have
μ
(
f − μ−1 j)= μ( f − μ−1 j)∗ ◦ (−μ−1 Id),
equivalently,
μ
(
f − μ−1 j)= [μ( f − μ−1 j)]∗(−Id).
Put g = μ( f − μ−1 j). Then g is convex, g = g∗ ◦ (−Id) and f = μ−1 j + μ−1g , as required. 
Remark 4.19. Proposition 4.18 is in stark contrast to Theorem 3.18. Moreover, there are many convex functions g satisfying
g = g∗ ◦ (−Id), see [3, Proposition 4.1].
Finally, we note that hypoconvex functions and strongly convex functions are prox-regular [19,4]. It is also worthwhile to
point out that in [18] Penot observed that Pλ f is not only monotone but also cyclically monotone, similarly this also holds
for −Qμ f . All these can be seen from Lemma 3.3, Eq. (5) and Proposition 4.5, Eq. (20) since both Pλ f and −Qμ f lie in
subdifferential mappings of convex functions.
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