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Abstract
In this paper we investigate the use of MPC-
inspired neural network policies for sequential
decision making. We introduce an extension to
the DAGGER algorithm for training such poli-
cies and show how they have improved training
performance and generalization capabilities. We
take advantage of this extension to show scalable
and efficient training of complex planning pol-
icy architectures in continuous state and action
spaces. We provide an extensive comparison of
neural network policies by considering feed for-
ward policies, recurrent policies, and recurrent
policies with planning structure inspired by the
Path Integral control framework. Our results sug-
gest that MPC-type recurrent policies have better
robustness to disturbances and modeling error.
1. Introduction
Prior work in the area of reinforcement learning utilizes
neural network representations to learn reactive policies,
i.e. a simple feed-forward neural network, that directly map
observations to actions. Recent work argues the value of
introducing planning structure to these policies, in order to
improve the ability of these policies to plan, generalize, and
learn new tasks (Tamar et al., 2016; Karkus et al., 2017; We-
ber et al., 2017). These approaches combine model-based
and model-free reinforcement learning into a unified frame-
work where the structure of the policy performs planning,
with the individual components of the planner (e.g. dynam-
ics, cost, or value function) learned end-to-end. Because
these planning policies often involve complex architectures,
it is easier to evaluate them using imitation learning methods
rather than full reinforcement learning algorithms, that re-
quire exploration and typically have poor sample efficiency.
The complexity of aformentioned architectures has thus far
restricted them to discrete state and action spaces, where
they have been shown to perform well for grid-world based
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tasks such as planning a path through a maze, Pacman, etc.
To our knowledge, planning policies for continuous state
and action spaces have not been adequately addressed yet.
One problem in finding good architectures for these policies
is that for continuous state and action space problems, value
function approximation is a difficult problem in its own right.
We hypothesize that trajectory optimization methods, i.e.
where a planned trajectory of finite length is iteratively opti-
mized, will be more sample efficient and computationally
tractable. Specifically we propose using Model Predictive
Control (MPC)-type policies, in which a sequence of con-
trols is iteratively passed forward and reoptimized at the
next time-step.
Model Predictive Control is a well-established method for
real-time control which has many advantages, including be-
ing robust to disturbances, modeling errors, and suboptimal
optimizations (Camacho & Alba, 2013). It performs an op-
timization of future control sequences at each timestep, for
which only the first control in the sequence is applied to the
system. At the next timestep the control sequence is carried
forward and reoptimized. This gives the optimizer a ”warm-
start” which reduces the computational burden placed upon
it, allowing for a greater degree of real-time control. In this
paper we leverage the advantages of MPC in our planning
policies for three reasons: 1) To reduce the computational
burden of optimization required at each timestep; 2) to cre-
ate a policy which is more robust to disturbances; 3) to
improve generalization when the policy has model errors or
makes mistakes. The main contributions of our work are as
follows:
1. We propose the use of MPC-type policies for sequen-
tial decision making and introduce an extension to the
DAGGER algorithm for training such policies.
2. We take advantage of this extension to show scalable
and efficient training of complex planning policy ar-
chitectures, i.e. PI-Nets. Our methodology improves
time and memory requirements by a factor of 50 when
compared with prior work.
3. We provide an extensive comparison of neural network
policies on three continuous state and action tasks. In
particular we consider feed forward policies, recurrent
policies, and recurrent policies with planning structure,
namely, PI-Nets.
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2. Related Work
Learning dynamics for model-based control and reinforce-
ment learning is a difficult problem, and has been directly
addressed in various ways (Venkatraman et al., 2017; Mishra
et al., 2017; Ross & Bagnell, 2012). Learning planning poli-
cies with abstract dynamics end-to-end may circumvent this
difficulty. (Tamar et al., 2016) proposed Value Iteration
Networks as a means to embed a value-iteration algorithm
in a policy using convolutional layers. The architecture
was restricted to grid world problems with a few discrete
actions per state, but showed promising results in terms of
generalization. An extension of their work to the partially
observable case was proposed by (Karkus et al., 2017), who
added Bayesian filtering to the value iteration algorithm.
Parallel to these efforts is the work of (Weber et al., 2017)
on imagination-augmented agents. They proposed a com-
plex architecture with multiple rollouts of abstract states,
which feed into a layer which aggregates information across
the multiple rollouts as well as a simple feed forward policy.
Another notable contribution is the work of (Farquhar et al.,
2017) who propose a tree-structured model which performs
rollouts of abstract transition dynamics to estimate the cost-
to-go. (Groshev et al., 2017) propose a planning-type policy
which performs A star searches. All of these methods are ap-
plicable to problems with discrete action spaces only, and do
not scale well to continuous state and action spaces. In con-
trast, (Okada et al., 2017) proposed Path Integral Networks
as a way to create a fully differentiable planning policy for
continuous state and action spaces. Unfortunately, the pro-
posed method was computationally prohibitive and does not
scale well. They also failed to demonstrate end-to-end learn-
ing of an abstract planning module. In this work we address
these issues with an extension of imitation learning to se-
quences of controls derived from an MPC expert, and show
how this method can be used to efficiently train PI-Net in a
fully end-to-end fashion. We further discuss the differences
of our approach with previous work on PI-Nets in section
4.1. In this work we assume that the expert is an MPC
controller, which gives sequences of controls for a given
state. There has been a wide of range of work on imitation
learning which use the same tactic of assuming additional
information is available from the expert. For example, (Ross
& Bagnell, 2014) and (Sun et al., 2017b) assume an expert
is available which gives a cost-to-go. (Choudhury et al.,
2017) assume the expert has additional knowledge of the
environment, such as a world map. Most similar to our work
is that of (Sun et al., 2017a) which use DAGGER to train
policies to predict a few timesteps of controls from an MPC
expert, however, they do not consider training policies to
act in an MPC fashion.
Sequence prediction is another area related to our approach,
for instance machine translation or generating captions for
images (Ranzato et al., 2015). Such networks are trained to
produce the next token in the sequence, given the previous
token generated by the network. Naively training a recur-
rent neural network to do this results in problems such as
unstable training and poor performance, for which several
approaches have been proposed to address. For instance,
(Bengio et al., 2015) introduced scheduled sampling, which
stochastically mixes the data during training, resulting in a
DAGGER-like algorithm. (Husza´r, 2015) and (Lamb et al.,
2016) discuss potential drawbacks of this approach, propos-
ing using various techniques to help the sequence generator
match the same distribution of states between training and
test time. While these approaches have a similar flavor to our
proposed method, they deal with the problem of sequence
generation specifically. In contrast, our work is concerned
with repeatedly optimizing a sequence of controls given the
current state of the system. Borrowing some of the more
advanced ideas for training sequence-generating networks
and adopting them for our problem merits further investiga-
tion; however, in this paper we start with the basic DAGGER
algorithm and propose an extension to it to directly address
the problem at hand.
3. Sequential Imitation Learning
3.1. Vanilla DAGGER
We first briefly review the vanilla DAGGER algorithm then
discuss its extension to MPC experts. Let xt ∈ Rn be
the state at time t = 1, . . . , T where T is the task horizon.
Let pi ∈ Π be a policy within a family of parameterized
policies Π, which produce an action pi(x) = u ∈ Rm.
We have a system in which the next state depends on the
current state and the policy as p(xt+1|xt, pi(xt)). Let dpit
be the distribution of states when applying pi to the system
for timesteps 1, . . . , t − 1. Let dpi = 1T
∑T
t=1 d
pi
t be the
average distribution of states visited over the entire task
when following pi. If each state and action pair has an
associated cost C(x, u), the total cost-to-go of a policy will
be J(pi) = Ex∼dpi [C(x, pi(x))]. In imitation learning we
may not be provided with this cost function C but instead
are provided with an expert which knows how to minimize
this cost function. The goal is to find a policy pˆi which
minimizes a loss function l(x, pi) that penalizes deviation
from an expert policy pi∗, under the distribution of states
visited by the policy pi:
pˆi = arg min
pi∈Π
Ex∼dpi [l(x, pi)]. (1)
Simply training a learner policy on data collected from an
expert yields a supervised policy pˆisup:
pˆisup = arg min
pi∈Π
Ex∼dpi∗ [l(x, pi)]. (2)
Unfortunately, as shown in (Ross et al., 2011), the cost
to go of following this policy trained with supervised
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learning grows quadratically with task horizon, i.e. if
Ex∼dpi∗ [l(x, pi)] = , then J(pˆisup) ≤ J(pi∗) + T 2.
DAGGER addresses this problem by iteratively training a
policy, collecting data with that policy, aggregating the
data collected, and retraining a policy for the next iteration.
(See Algorithm 3.2, Figure 1). At each iteration, when
applying the newest learned policy to the system, instead
of applying the learner policy alone, the expert policy is
”mixed” in, i.e. at iteration i the expert policy is applied
with probability βi ∈ [0, 1] and the learner policy is applied
with probability (1 − βi). The only requirement for the
sequence of β1:N is that their average decreases to 0, i.e.
1
N
∑N
i=1 βi → 0. The DAGGER algorithm has linear regret
bounds. Let N be the number of iterations of DAGGER,
and let N = arg minpi∈Π 1N Ex∼dpii [l(x, pi)]. Then Ross et.
al. 2011? show that the cost to go is linearly bounded with
respect to the time horizon, i.e. if N is O˜(aT ), then there is
a policy pˆi ∈ pi1:N such that J(pˆi) ≤ J(pi∗)+aTN +O(1).
3.2. DAGGER for MPC Policies
Next we consider the case when the expert provides a se-
quence of controls instead of just one control per state.
In this case, by augmenting the state with the control se-
quence space, we arrive at a similar algorithm and the
same theoretical analysis. We want to learn policies of
the form pi1:H(x, u1:H) which produces a sequence of H
controls, where H << T is the prediction horizon and
u1:H is some initial sequence of controls provided to the
policy as an input. Let Π′ be the family of policies of
this form. We augment the state space with H control in-
puts, as x¯ = [x, u1:H ] ∈ Rn × (Rm)H , so we can write
pi1:H(x¯) ∈ Π′. When moving from one timestep to the
next, we assume that that policy uses its own output from
the previous timestep as a ”warm start”, by shifting the
control sequence by one and padding the end with the last
control u1:H = [pi2:H(x¯), piH(x¯)]. In this way we have
fully deterministic dynamics in the augmented control space,
and the same dynamics in the state space as before, i.e.
p(xt+1|xt, pi1(xt, u1:Ht )). (Figure 2). We can then define
d¯pit as the distribution of augmented states when following
pi ∈ Π′ for t − 1 timesteps, and d¯pi = 1T
∑T
t=1 d
pi
t as the
average distribution of augmented states visited over the
entire task. Let l¯(x¯, pi) be a loss function of the augmented
state and the policy which penalizes deviation of the entire
control trajectory with that of the expert’s. We then have
the same problem formulation as vanilla DAGGER with an
augmented state:
pˆi = arg min
pi∈Π′
Ex¯∼d¯pi [l¯(x¯, pi)]. (3)
We can then construct a similar DAGGER algorithm for
MPC-type policies given an expert that provides sequences
of controls (Algorithm 3.2). Similar theoretical analy-
sis of the DAGGER algorithm follows, yielding similar
bounds on the cost-to-go, i.e. there is a policy pˆi ∈ pi1:N
such that J(pˆi) ≤ J(pi∗) + aT ¯N + O(1), where ¯N =
arg minpi∈Π′ 1N Ex¯∼d¯pii [l¯(x¯, pi)].
Since DAGGER calls for querying the expert on the distribu-
tion of states that the learner sees, and in this case the state
is augmented with the control sequences of the learner, this
means that we must provide the expert with the learner’s
control sequences to reoptimize, i.e. pi∗1:H(x, [pˆi2:H , pˆiH ]).
However, in practice we found that warm-starting the expert
with its own control sequence yielded better results than
having the expert reoptimize the learner’s output control se-
quence. This change can be justified by assuming the expert
depends only on the current state and not the warm-starting,
i.e pi∗1:H(x, [pˆi2:H , pˆiH ]) = pi∗1:H(x).
Figure 1. Two timesteps of data aggregation using vanilla DAgger
Figure 2. Two timesteps of data aggregation using MPC-DAgger
4. PI-Net: End-to-end Differentiable Path
Integral Control
PI-Net (Okada et al., 2017) is a fully differentiable model
predictive control algorithm based on the Model Predic-
tive Path Integral (MPPI) controller (Williams et al., 2017).
MPPI is a sampling-based MPC algorithm which finds an
analytic expression for the optimal control by sampling over
trajectory paths. It has been applied with success in various
domains including aggressive driving tasks. MPPI does not
use any analytic derivatives of the dynamics or cost, in con-
trast to other trajectory optimization methods such as iLQG
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Algorithm 1 Vanilla DAGGER
Require: DAGGER iterations N, Episode length T, Expert
pi∗, Horizon H , Beta schedule β1:N
Initialize dataset D ← {∅}.
Initialize learner policy pˆi1 arbitrarily.
for i = 1 to N do
Initialize initial state x1.
for t = 1 to T do
Query expert and learner controls:
pi∗(xt), pˆii(xt)
if U [0, 1] < βi then
Apply expert’s control pi∗(xt) to system.
else
Apply learner’s control pˆi(xt) to system.
end if
Add data point: D ← D ∪ {xt||pi∗}.
end for
Train policy pˆii+1 on D.
end for
Return best pˆii in i = 1, . . . , N for testing.
Algorithm 2 DAGGER for MPC Policies
Require: DAGGER iterations N, Episode length T, Sequen-
tial expert pi∗, Horizon H , Beta schedule β1:N
Initialize dataset D ← {∅}.
Initialize learner policy pˆi1 arbitrarily.
for i = 1 to N do
Initialize initial state x1.
Initialize expert’s input control sequence u∗1:H
Initialize learner’s input control sequence uˆ1:H
for t = 1 to T do
Query expert and learner control sequences:
pi∗1:H(xt, u∗1:H), pˆi1:Hi (xt, uˆ
1:H)
if U [0, 1] < βi then
Apply first element of expert’s control sequence
pi∗1(xt, u
∗1:H) to system.
else
Apply first element of learner’s control sequence
pˆi1(xt, uˆ
1:H) to system.
end if
Add data point: D ← D ∪ {xt, pˆi1:Hi ||pi∗1:H}.
Shift and update input control sequences:
u∗1:H ← [pi∗2:H , pi∗H ]
u1:H ← [pˆi2:H , pˆiH ]
end for
Train policy pˆii+1 on D.
end for
Return best pˆii in i = 1, . . . , N for testing.
(Todorov & Li, 2005). This is an important consideration for
designing fully differentiable planning architectures, since
we would like to avoid taking higher order gradients. Here
we present a brief overview of the MPPI controller and show
how it is fully differentiable with respect to the dynamics,
cost, and parameters, without invoking these higher order
gradients.
Consider the stochastic dynamical system with state and
controls xt ∈ Rn and ut ∈ Rm, and Brownian noise dw ∈
Rp. The dynamics of the system are described by the control-
affine stochastic differential equation:
dx = f(xt, t)dt+G(xt, t)utdt+B(xt, t)dw. (4)
Note that for ease of notation we first formulate the problem
in continuous time. Later we will discretize time to give
the full algorithm. Let u(·) : [t0, T ] → Rm be the control
sequence which maps time to control inputs. We want to
find the control sequence u(·) which minimizes the total
cost to go. The running cost is defined as:
L(xt,ut, t) = q(xt, t) +
1
2
uᵀtR(xt, t)ut. (5)
The optimal control we want to find is:
u∗(·) = arg min
u(·)
EQ
[ ∫ H
t0
L(xt,ut, t)dt
]
, (6)
where the expectation EQ is taken over trajectories governed
by the dynamics described by (4). Using the information
theoretic notions of free energy and relative entropy, Model
Predictive Path Integral (MPPI) control finds an analytical
expression for the optimal control (Theodorou, 2015). Let
(Ω,F ,P) be a probability space where Ω is the set of all
possible trajectories of the state xt from time t ∈ [t0, H],
F is the σ-algebra induced by Ω, and P is the probabil-
ity measure over trajectories induced by the uncontrolled
stochastic dynamics: dx = f(xt, t)dt + B(xt, t)dw. Let
Q be a second, arbitrary probability measure which is ab-
solutely continuous with respect to P (i.e. ∀A ∈ F s.t.
P(A) = 0 we have that Q(A) = 0). Let Q∗ be the optimal
probability measure that corresponds to minimizing (6), i.e.
the probability measure over trajectories induced by the
stochastic dynamics with the optimal control u∗(·) applied.
One can minimize the KL divergence between the optimal
probability measure Q∗ and the probability distribution in-
duced by some non-optimal controller Q(u):
u∗(·) = arg min
u(·)
DKL(Q
∗‖Q(u)). (7)
Since we apply the algorithm in discrete time we can param-
eterize the control u(·) as a step function, with u(t) = ut,
for t = 0, 1, . . . ,H , where we slightly abuse the notation to
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have H be the number of steps in the control horizon. We
make the following assumptions on G and B:
G =
(
0
1
)
,B(xt) =
(
Ba(xt) 0
0 ν1
)
, (8)
where ν ≥ 1 controls the amount of exploration. The mini-
mization can then be solved analytically by taking trajectory-
long samples of the expectations in 7. Suppose that we sam-
ple K discrete trajectories for k = 1, . . . ,K, and let τk be
the kth trajectory, τk = {xt,ut}Ht=1. When sampling these
trajectories in a time-discrete manner, the Brownian noise
term dw in (4) becomes t,k
√
∆t, where t,k ∼ N (0, 1).
Then the optimal control is approximated by the closed-form
expression (Williams et al., 2016):
u∗t = ut +
K∑
k=1
(
exp
(− 1λ S˜(τk)) t,k√∆t∑K
k=1 exp
(− 1λ S˜(τk))
)
, (9)
where ut is the baseline control used to sample the trajec-
tories τk and where the control-cost adjusted running cost
S˜(τk) is
S˜(τk) =
H∑
j=1
q˜(xj ,uj , j,k, j)∆t, (10)
with
q˜(xj ,uj , j,k, j) = q(xj , j)
+
1
2
uᵀjRuj + λu
ᵀ
j
j,k√
∆t
+
λ(1− ν−1)
2
ᵀj,kj,k
∆t
. (11)
This expression (9) for the optimal controls can be inter-
preted as an update rule which computes the new control as
a cost-weighted average over the sampled trajectories, given
an initial control sequence from which to sample. Each
sampled trajectory is sampled from 4 and 8 with controls ut.
The expression is fully differentiable and free of derivatives
with respect to the dynamics or cost, making it a favorable
candidate for a planning policy architecture.
4.1. PI-Net: A Fully Differentiable Optimal Controller
By parameterizing the dynamics f(xt, t) and cost
q˜(xj ,uj , j,k, j) with neural networks, we arrive at a fully
differentiable architecture for model predictive optimal con-
trol (Figure 3). The PI-Net architecture can be broken down
into the following modules:
Dynamics module: This module consists of a recurrent
neural network (RNN) that generates trajectories of an ab-
stract hidden state for H timesteps ahead. The hidden state
is initialized by augmenting the input vector xt (i.e. cur-
rent state of the system) with zeros. This module generates
K samples of abstract state trajectories given the current
state of the system, the initial sequence of controls and K
sequences of Gaussian random noise. By performing an
element-wise addition of the initial control sequence with
each of the noise sequences, K perturbed control sequences
are generated. The RNN uses these as inputs to generate K
abstract state trajectories in parallel.
Cost computation module: This module comprises of a
fully connected feed-forward neural network (FNN), that
computes the cost associated with the abstract state trajec-
tories and the corresponding perturbed control sequences,
i.e. approximating equation (11) for q˜(xj ,uj , j,k, j). The
output of this layer is then summed over H timesteps.
Update module: This module performs the control-update
step given by equation (9). It receives the input control
sequence, the K Gaussian noise signal sequences and the
total trajectory costs S˜k generated by the cost computation
module.
Below we list our contributions and the major differences
in our approach to implement the PI-Net architecture as
compared to the work by (Okada et al., 2017):
Scalability: The original implementation of PI-Nets re-
quired evaluating the dynamics network f and the cost net-
work q˜, U ×H ×K × B times during back-propagation
and storing all of these values, where U is the number of
PI-Net iterations (forward-passes) for the same current state
and B is the mini-batch size. Their experiments used over
100GB of RAM which forced training on CPU instead of
GPU. In more recent work (Okada & Taniguchi, 2017), they
introduce a version of PI-Nets with momentum and show
that doing so allows them to reduce the value of U (from 200
to 50, 32.5GB of RAM required). In our approach, U = 1
which allows us to train PI-Nets for higher dimensional sys-
tems on a single GPU. This reduces both the training time
and amount of computational resources required for training
as well as makes our approach more feasible for real-time
implementation.
End-to-end imitation learning for high dimensional
non-linear systems: In (Okada et al., 2017), the experi-
ments involve training a PI-Nets model end-to-end for a
1-D linear system and separately training the dynamics and
cost networks of a PI-Nets model for an inverted pendulum
swing-up task. In our experiments, we train our PI-Nets
models completely end-to-end (simultaneously learning the
dynamics and cost networks) for highly non-linear and
under-actuated systems such as cart-pole and quadcopter.
Because we train our PI-Nets models end-to-end and use
an abstract representation of the original state, the weights
of the dynamics and cost networks become correlated. We
hypothesize that this helps PI-Nets generalize better than
separately training the two networks.
RNN dynamics network vs FNN dynamics network: We
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Figure 3. PI-Net Architecture
demonstrate the ability of our approach to learn an abstract
dynamics network (which is itself an RNN) end-to-end
along with the cost network to directly sample trajectories,
as compared to an FNN trained separately for dynamics in
(Okada et al., 2017).
5. Experiments
The PI-Nets architecture comprises of a recurrent neural
network (RNN) to capture the system’s dynamics and a
feed-forward neural network (FNN) to capture the cost (or
reward) function latent in the expert’s demonstrations. We
performed an ablative analysis on the PI-Net architecture
by considering the RNN and the FNN as independent poli-
cies and recorded the performance of these policies for
imitation leaning using MPC-DAgger. We compared the
performance of these policies to those trained using Vanilla
DAgger as well as naive supervised learning. In order to
ensure that all policies use approximately the same num-
ber of trainable weights and biases, we vary the number
of hidden units of each policy to be consistent. All net-
works used tanh() activations and with the exception of
PI-Net were trained with 500 epochs for each iteration
of DAGGER. We used the following schedule for βi =
[1.0, 0.8, 0.7, 0.6, 0.5, 0.45, 0.4, 0.35, 0.30, 0.25, 0.2,
0.18, 0.16, 0.14, 0.12, 0.10, 0.08, 0.06, 0.04, 0.02, 0.0,
0.0, 0.0].
5.1. Other Policies
MPC-DAGGER: PI-Net For our experiments, the RNN
and FNN of the PI-Nets model each comprised of a sin-
gle hidden layer with 64 hidden units. The horizon H was
set to 20 timesteps, number of PI-Nets iterations U = 1
and K = 100 during training. During each iteration of
MPC-DAgger, the PI-Nets model was trained on the lat-
est aggregated dataset for 100 epochs. At test-time, it was
observed that the performance of the PI-Nets model im-
proved significantly as we increased the number of rollouts
to 2000, 4000, 6000 etc. and the number of PI-Nets itera-
tions for the same state input to U = 2. A single GPU was
to perform these rollouts at test-time. Thus, our approach
allows for training with fewer rollouts during training and
increasing the number of rollouts and iterations during test-
time, saving computation hours during training. We trained
PI-Net for 100 epochs at each iteration. Training the full
MPC-DAGGER algorithm took approximately 3 days.
MPC-DAGGER: RNN We trained an RNN policy that di-
rectly outputs the control sequence given the current state
of the system and an initial control sequence. As shown in
Figure 2, the control sequence predicted by the RNN at the
previous timestep is used to initialize the control sequence
at the current time step. For our experiments we considered
a single hidden layer with 64 hidden units and tanh() acti-
vations and a fully connected output layer with units equal
to the number of control actions and linear activations. The
model was trained on the latest aggregated dataset for 500
epochs during each iteration of MPC-DAgger.
MPC-DAGGER: FNN This policy is an FNN that takes the
same input as the two policies above, except that the input
vector is a concatenation of the current state of the system
and the initial control sequence. The output of the network
is an entire sequence of control actions.
Vanilla DAGGER: RNN Because this policy is trained with
Vanilla DAGGER, there is no control sequence input, rather
the input is a sequence of the states that the system visits
when sampling trajectories during each DAgger iteration.
The input sequence grows to a maximum length of the
number of timesteps in the task.
Vanilla DAGGER: FNN We trained an FNN reactive policy
that takes the current system state as input and outputs the
actions to be applied.
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5.2. Tasks
We tested the trained policies on a quadcopter model and
a cart-pole model and recorded the performance of each
policy (refer Table 1) with baseline parameters (i.e. the
system parameters same as those used during training) and
with perturbed parameters to test for robustness.
5.2.1. QUADCOPTER TRAJECTORY TRACKING
We tested the trained policies on two trajectory tracking
tasks for a quadcopter model: figure-of-8 and circle. The
expert was MPC-iLQG. During training, for every DAG-
GER iteration, 64 points were randomly sampled from the
set of points on the target trajectory as initial states. Each
episode length was set to 3s with a discretization timestep,
dt = 0.02s. For testing, the length of each episode was
increased to 15s. This episode length was empirically deter-
mined as the time required by the expert to complete 1 lap
of the figure-of-8 and circle target trajectories. The policies
were tested on 4 variations of the trajectory tracking tasks
to test for robustness: increased variance additive noise in
the controls, randomly perturbing initial states in position,
reducing quadcopter arm length, and increasing the quad-
copter mass. Costs were calculated by finding the minimum
total distance of the generated trajectory from the target
trajectory. A cost over 100 was considered a failure, since
these trajectories usually veered wildly away from the target
trajectory.
5.2.2. CART POLE SWING-UP
This system comprises of a pole attached to a cart by an un-
actuated joint and the cart moves along a rail with some fric-
tion. The cart-pole system was randomly initialized as fol-
lows: initial cart position is drawn from a uniform distribu-
tion U [xmin, xmax], where xmin = −5.0 and xmax = 5.0
and the initial pole angular displacement is drawn from a
uniform distribution U [0, 2pi]. For this task, MPPI was used
as the expert. We performed the MPC-DAGGER and DAG-
GER iterations with a batch of 64 MPPI experts running
in parallel for an episode length of 5s and discretization
timestep, dt = 0.05s. For testing, we considered 3 gener-
alization tasks: increasing variance of the additive noise,
increasing cart mass (M ), and increasing pole length (l).
The success-rates and mean scores were calculated based on
the distance to the upright centered position of the cart-pole
system for the 2nd half of the trials. Losses over 100 were
considered failures, these trajectories failed to swing up and
stay upright.
5.3. Results and Discussion
The main results of the various tasks and policies are re-
ported in Table 1. In each task we report the percentage
of successful task completions and the average loss accu-
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Figure 6. Quadcopter Figure-of-8 trajectories with FNN (top) and
MPC-RNN (bottom) with perturbed initial positions. Target trajec-
tory in dotted red.
mulated by the successful trajectories only. We highlight
policies with the highest success rates, with ties broken by
the lowest average loss. We also show the performance
of the MPC expert on each of the tasks. The expert with
a fixed model is able to fully generalize when applied to
models with different parameters, which demonstrates the
generalization capacity of MPC methods. Not shown in our
results are those of policies trained with simple supervised
learning on expert data. These policies completely failed to
generalize on any of the tasks.
MPC-Inspired Neural Network Policies for Sequential Decision Making
Table 1. Comparison of various neural network architectures and learning methods on generalization tasks, showing task success rates and
costs (mean and standard deviation). Costs are computed from successful trials only.
MPC-DAGGER DAGGER
PI-Net RNN FNN RNN FNN Expert
Task Params % Cost % Cost % Cost % Cost % Cost % Cost
Quad-
copter
Circle
baseline 100 55± 16 100 9± 1 100 9± 1 100 8± 1 100 8± 0 100 8± 0
σ + 0.9 100 47± 13 100 13± 3 100 12± 2 96.9 12± 2 79.7 10± 2 100 9± 0
x0+0.5 60.9 59± 15 96.0 23± 11 100 21± 12 89.8 20± 9 50.0 10± 2 100 9± 0
l ÷ 2 99.2 46± 12 100 9± 1 100 9± 1 89.8 8± 1 93.0 89± 3 100 6± 0
m+0.3 99.2 41± 5 74.2 38± 5 40 72± 14 0 - 0 - 100 22± 0
Quad-
copter
Fig-8
baseline 100 10± 1 100 8± 1 100 9± 5 100 9± 1 100 9± 1 100 8± 0
σ + 0.9 96.7 13± 7 92.2 13± 5 93.8 23± 20 100 9± 1 7.8 38± 25 100 8± 0
x0+0.5 66.0 12± 2 100 13± 6 93.0 16± 10 93.8 15± 11 14.0 10± 4 100 9± 0
l ÷ 2 100 9± 1 100 9± 2 98 9± 1 100 10± 1 86.7 9± 0 100 6± 0
m+0.3 97.5 39± 3 14.8 37± 21 68.8 83± 8 0 - 0 - 100 22± 0
Cart-
Pole
baseline 92.1 13± 18 81.8 16± 19 99.0 1± 2 99.0 6± 4 92.8 4± 7 100 1± 1
σ + 0.9 78.1 38± 23 65.8 48± 24 88.5 41± 24 77.0 45± 24 76.8 42± 25 99.2 4± 3
M + .2 92.2 16± 20 26.8 39± 29 71.5 10± 15 51.8 32± 26 35.4 12± 17 99.8 6± 6
l + 0.2 90.6 15± 18 12.7 41± 28 47.5 7± 10 33.0 13± 20 11.7 9± 15 100 3± 4
MPC-type policies show improved generalization over
non-MPC policies. When evaluated for varying noise, ini-
tial conditions, and system dynamics, MPC-type policies
trained with MPC-DAGGER consistently perform better.
Figure 6 shows an example comparing a reactive policy and
an RNN policy trained with MPC-DAGGER, where spread
of the initial state distribution was increased. The RNN
policy is able to generalize to these new initial states and the
trajectories quickly converge correctly, whereas the reactive
policy is brittle to these perturbations and many trajectories
fail catastrophically.
PI-Net sucessfully learns a policy that improves gener-
alization. Figures 4 and 5 shows a comparison of the per-
formance of PI-Net with the other policies under varying
parameters. Other policies are less able to generalize to the
changing task; this is especially true for the reactive FNN
policy which is particularly brittle. Although in these figures
we showcase the best performance of PI-Net, Table 1 shows
overall good performance of PI-Net relative to the other
policies in general. We believe that further improvements
can be made with a deeper exploration of the design space.
RNN policies trained with Vanilla DAGGER improve
performance but remain inadequate. Although training
an RNN policy to produce sequences of controls given
sequences of states improves generalization performance
when compared to a simple FNN reactive policy, it gener-
ally does not perform as well as an MPC-type policy. This
supports our hypothesis that MPC-type policies, which it-
eratively optimize sequences of controls, are better able to
withstand modeling error and disturbances.
6. Conclusion
MPC-inspired policies are recurrent neural networks which
iteratively reoptimize sequences of controls. We have shown
that MPC-type policies are more robust to disturbances and
generalize better than their reactive counterparts. We pro-
pose a simple extension to the DAGGER algorithm and show
how it can be used to efficiently train such policies. PI-Net
is a planning policy which acts in an MPC fashion. It is a
sampling based optimal controller which consists of dynam-
ics rollouts, a cost function, and an update rule to reoptimize
a given control sequence. We have shown that our extension
to DAGGER allows efficient and scalable training of PI-Nets.
PI-Net generalizes well in comparison with other policies.
There are many directions for future work. We believe that
there is a potentially very large design space for PI-Net
that can be explored, e.g. methods to reduce the number
of rollouts, etc. Training and testing PI-Net is still com-
putationally difficult and improvements to efficiency will
make design faster. Other future directions include training
MPC-type policies with reinforcement learning, and inves-
tigating better training methodologies, drawing from the
MPC-Inspired Neural Network Policies for Sequential Decision Making
sequence prediction community. We believe that this work
is an important step forward towards learning efficient and
scalable policies with planning architectures for continuous
state and action spaces.
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