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Kivonat A besze´dfelismero˝k akusztikus modelljeke´nt az uto´bbi e´vekben
jelentek meg, e´s egyre nagyobb ne´pszeru˝se´gnek o¨rvendenek az u´n. me´ly
neuronha´lo´k. Nevu¨ket onnan kapta´k, hogy a kora´bban szokva´nyos egyet-
len rejtett re´teg helyett jo´val to¨bbet, 3-9 re´teget haszna´lnak. Emiatt –
ba´r a hagyoma´nyos mo´dszerekkel is tan´ıthato´k – az igaza´n jo´ eredme´nyek
ele´re´se´hez egy u´j tan´ıto´algoritmust is ki kellett hozza´juk tala´lni. Cikku¨nk-
ben ro¨viden bemutatjuk a me´ly neuronha´lo´k matematikai ha´ttere´t, majd
a me´ly neuronha´lo´kra e´pu¨lo˝ akusztikus modelleket besze´dhang-felismere´si
teszteken e´rte´kelju¨k ki. Az eredme´nyeket o¨sszevetju¨k a kora´bban pub-
lika´lt, hagyoma´nyos neuronha´lo´t haszna´lo´ eredme´nyeinkkel.
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1. Bevezete´s
Az elmu´lt ne´ha´ny e´vtizedben a mesterse´ges neuronha´lo´k sza´mos va´ltozata´t ki-
pro´ba´lta´k a besze´dfelismere´sben - annak fu¨ggve´nye´ben, hogy e´ppen mi volt az
aktua´lisan felkapott technolo´gia. A´ltala´nos elismertse´get azonban csak a to¨bb-
re´tegu˝ perceptron-ha´lo´zatokra (MLP) e´pu¨lo˝ u´n. hibrid HMM/ANN modellnek
sikeru¨lt ele´rnie, fo˝leg a Bourlard-Morgan pa´ros munka´ssa´ga´nak ko¨szo¨nheto˝en
[1]. Ba´r kisebb felismere´si feladatokon a neuronha´lo´s modellek jobb eredme´nyt
adnak, mint a sztenderd rejtett Markov-modell (HMM), alkalmaza´suk me´gsem
terjedt el a´ltala´nosan, re´szben mivel technikailag nehe´zkesebb a haszna´latuk,
ma´sre´szt mivel nagyobb adatba´zisokon az elo˝nyu¨k elve´sz, ko¨szo¨nheto˝en a HMM-
ekhez kifejlesztett trifo´n modelleze´si e´s diszkriminat´ıv tan´ıta´si technika´knak. I´gy
a hibrid modell az elmu´lt hu´sz e´vben megmaradt a versenyke´pes, de igazi a´tto¨re´st
nem hozo´ alternat´ıva sta´tusza´ban.
Mindez megva´ltozni la´tszik azonban az u´n. me´ly neuronha´lo´k (deep neural
nets) megjelene´se´vel. A me´ly neuronha´lo´t (pontosabban tan´ıta´si algoritmusa´t)
2006-ban publika´lta´k elo˝szo¨r [2], e´s a kezdeti cikkek ke´pi alakfelismere´si teszte-
ket haszna´ltak demonstra´cio´ke´nt. Legjobb tudoma´sunk szerint a me´ly ha´lo´k elso˝
besze´dfelismere´si alkalmaza´sa Mohamed 2009-es konferenciaanyaga volt (ennek
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[3] az u´jsa´gcikke´ kibo˝v´ıtett va´ltozata) – mely cikkben ro¨gto¨n sikeru¨lt megdo¨nteni
a ne´pszeru˝ TIMIT benchmark-adatba´zison ele´rt o¨sszes kora´bbi felismere´si pon-
tossa´got. A modellt ra´ada´sul hamarosan tova´bb jav´ıtotta´k [4]-ben. Ezek az
eredme´nyek annyira meggyo˝zo˝ek voltak, hogy azo´ta exponencia´lisan no˝ a te´ma´val
foglalkozo´ cikkek sza´ma - a leguto´bbi, 2012. szeptemberi Interspeech konfe-
rencia´n ma´r ke´t szekcio´ volt specia´lisan csak a me´ly neuronha´lo´knak szentelve.
Cikku¨nkben elo˝szo¨r bemutatjuk a me´ly neuronha´lo´k matematikai ha´ttere´t.
Kite´ru¨nk a betan´ıta´suk sora´n haszna´lt korla´tos Boltzmann-ge´pekre, illetve a
,,kontraszt´ıv divergencia” elneveze´su˝ tan´ıto´ algoritmusukra. A k´ıse´rleti ala´ta´-
maszta´sra besze´dhang-felismere´si teszteket ve´gzu¨nk ha´rom adatba´zison. Az an-
gol nyelvu˝ TIMIT-en megk´ıse´relju¨k reproduka´lni a [3]-ben ko¨zo¨lt eredme´nyeket,
majd pedig ke´t magyar nyelvu˝ korpuszra – egy h´ırado´s adatba´zis e´s egy han-
gosko¨nyv – terjesztju¨k ki a vizsga´latokat. Mindke´t adatba´zison ko¨zo¨ltu¨nk ma´r
eredme´nyeket kora´bban, ezek fogja´k ke´pezni a kie´rte´kele´s viszony´ıta´si pontja´t.
2. Me´ly neuronha´lo´k
Miben is ku¨lo¨nbo¨zik ez az u´j neuronha´lo´s technolo´gia a megszokott to¨bbre´tegu˝
perceptronokto´l? Egyre´szt a ha´lo´zat struktu´ra´ja´ban, ma´sre´szt a tan´ıto´ algo-
ritmusban. A hagyoma´nyos ha´lo´zatok esete´ben egy vagy maximum ke´t rejtett
re´teget szoktunk csak haszna´lni, e´s a neuronok sza´ma´nak no¨vele´se´vel pro´ba´ljuk
a ha´lo´zat oszta´lyoza´si pontossa´ga´t no¨velni. Emellett az az elme´leti eredme´ny
szo´l, miszerint egy ke´tre´tegu˝ ha´lo´zat ma´r univerza´lis approxima´tor, azaz egy
ele´g a´ltala´nos fu¨ggve´nyoszta´lyon tetszo˝leges pontossa´gu´ ko¨zel´ıte´sre ke´pes [5]. Eh-
hez azonban a neuronok sza´ma´t tetszo˝leges me´rte´kben kell tudni no¨velni. Ehhez
ke´pest az u´jabb matematikai e´rvek e´s az empirikus k´ıse´rletek is amellett szo´lnak,
hogy - adott neuronsza´m mellett - a to¨bb re´teg hate´konyabb reprezenta´cio´t tesz
leheto˝ve´ [6]. Ez indokolja teha´t a sok, relat´ıve kisebb rejtett re´teg alkalmaza´sa´t
egyetlen, rengeteg neuront tartalmazo´ re´teg helyett.
Az ilyen sok rejtett re´teges,
”
me´ly” architektu´ra´nak azonban nem trivia´lis a
betan´ıta´sa. A hagyoma´nyos neuronha´lo´k tan´ıta´sa´ra a´ltala´ban az u´n. backpro-
pagation algoritmust szoka´s haszna´lni, ami tulajdonke´ppen a legegyszeru˝bb,
gradiensalapu´ optimaliza´la´si algoritmus neuronha´lo´khoz igaz´ıtott va´ltozata. Ez
egy-ke´t rejtett re´teg esete´n me´g jo´l mu˝ko¨dik, enne´l nagyobb re´tegsza´m mellett
azonban egyre keve´sbe´ hate´kony. Ennek egyik oka, hogy egyre me´lyebbre hatolva
a gradiensek egyre kisebbek, egyre inka´bb ”eltu˝nnek” (u´n.
”
vanishing gradient”
effektus), eze´rt az also´bb re´tegek nem fognak kello˝ke´pp tanulni [6]. Egy ma´sik ok
az u´n.
”
explaining away” hata´s, amely megnehez´ıti annak megtanula´sa´t, hogy
melyik rejtett neuronnak mely jelense´gekre kellene rega´lnia [2]. Ezen proble´ma´k
kiku¨szo¨bo¨le´se´re tala´lta´k ki a korla´tos Boltzmann-ge´pet (Restricted Boltzmann
Machine, RBM), illetve annak tan´ıto´ algoritmusa´t, a CD-algoritmust (kont-
raszt´ıv divergencia) [2]. A korla´tos Boltzmann-ge´p le´nyege´ben a neuronha´lo´ egy
re´tegpa´rja´nak felel meg, ı´gy a betan´ıta´s re´tegenke´nt haladva to¨rte´nik. A tan´ıta´s
ve´ge´n a re´tegpa´rok egyma´sra helyeze´se´vel elo˝a´llo´ to¨bbre´tegu˝ ha´lo´t ”Deep Belief
Network”-nek h´ıvja´k az irodalomban [3]. Az elmondottakat szemle´lteti a 1. a´bra.




1. a´bra. Korla´tos Boltzmann-ge´p, illetve a belo˝le fele´p´ıtett DBN.
Fontos me´g tudni, hogy a CD-algoritmus felu¨gyelet ne´lku¨li tan´ıta´st ve´gez, e´s
tulajdonke´ppen a
”
maximum likelihood” tan´ıta´s egy hate´kony ko¨zel´ıte´se´t adja.
Eze´rt a CD-algoritmus szerint tan´ıta´st tulajdonke´ppen elo˝tan´ıta´snak tekintju¨k,
mivel ezuta´n ko¨vetkezik me´g a c´ımke´zett tan´ıto´pe´lda´khoz valo´ hozza´igaz´ıta´s. E
ce´lbo´l a ha´lo´zatot a´talak´ıtjuk korla´tos Boltzmann-ge´pek helyett hagyoma´nyos
neuronokat haszna´lo´ ha´lo´zatta´, ra´teszu¨nk egy softmax-re´teget, e´s ezuta´n a meg-
szokott backpropagation-algoritmussal ve´gezzu¨k a c´ımke´ken valo´ felu¨gyelt ta-
n´ıta´st. A tan´ıta´s teha´t ke´t szakaszra oszlik: egyik az elo˝tan´ıta´s, a ma´sik pedig
a hagyoma´nyos ha´lo´zatke´nt valo´ finomhangola´s. Ha az elo˝tan´ıta´st elhagyjuk,
akkor egy teljesen hagyoma´nyos neuronha´lo´t kapunk, ı´gy az elo˝tan´ıta´si mo´dszer
hate´konysa´ga´nak me´re´se´re az a legjobb mo´dszer, ha megne´zzu¨k, hogy mennyit
javulnak a felismere´si eredme´nyek a haszna´lata´val az elo˝tanula´st nem alkalmazo´
ha´lo´hoz ke´pest.
Az ala´bbi ke´t fejezetben bemutatjuk a korla´tos Boltzmann-ge´peket, illetve a
tan´ıta´sukra szolga´lo´ CD-algoritmust.
2.1. RBM
A korla´tos Boltzmann-ge´p le´nyege´ben egy Markov ve´letlen mezo˝ (MRF), amely
ke´t re´tegbo˝l a´ll. A korla´tos jelzo˝ onne´t sza´rmazik, hogy ke´t neuron csak akkor van
o¨sszekapcsolva, ha az egyik a la´thato´, a ma´sik pedig a rejtett re´teghez tartozik.
Teha´t a re´geken belu¨l a neuronok nem a´llnak kapcsolatban, eze´rt tekinthetu¨nk
az RBM-re u´gy is, mint egy teljes pa´ros gra´f, ezt szemle´lteti a 2. a´bra. Az egyes
kapcsolatokhoz tartozo´ su´lyok e´s a neuronokhoz tartozo´ bias-ok egy ve´letlen
eloszla´st definia´lnak a la´thato´ re´teg neuronjainak a´llapotait tartalmazo´ v vekto-
rok felett, egy energiafu¨ggve´ny seg´ıtse´ge´vel. Az energiafu¨ggve´ny (v, h) egyu¨ttes
elo˝fordula´sa´ra:

















2. a´bra. Egy RBM 4 la´thato´ e´s 3 rejtett neuronnal.
ahol Θ = (w, b, a), e´s wij reprezenta´lja az i. la´thato´ neuron e´s j. rejtett neuron
szimmetrikus kapcsolata´nak su´lya´t, bi a la´thato´, illetve aj pedig a rejtett neuro-
nokhoz tartozo´ bias-okat. V e´s H a la´thato´ e´s rejtett egyse´gek/neuronok sza´ma.











ahol u eleme az input vektoroknak, h pedig a rejtett re´teg a´llapotvektorainak.
Mivel a korla´tos Boltzmann ge´pben nem engede´lyezett rejtett-rejtett e´s la´thato´-
la´thato´ kapcsolat, eze´rt p(v|h)-t e´s p(h|v)-t a ko¨vetkezo˝ mo´don definia´lhatjuk:




p(vi = 1|h,Θ) = σ(
V∑
j=1
wijhj + bi), (3)
ahol σ(x) = 1/(1 + exp(−x)) a szigmoid fu¨ggve´ny.
Specia´lis va´ltozata az RBM-eknek az u´n. Gauss-Bernoulli RBM, amely esete´n
a la´thato´ re´teg neuronjai nem bina´risak, hanem valo´s e´rte´ku˝ek. Ezt valo´s input
















A v la´thato´ vektorhoz rendelt valo´sz´ınu˝se´g pedig:
p(vi = 1|h,Θ) = N (bi +
H∑
j=1
wijhj , 1), (5)
ahol N (µ, σ) a µ va´rhato´ e´rte´ku˝ e´s σ variancia´ju´ Gauss-eloszla´s.
A pontos maximum likelihood tanula´s alkalmatlan nagy me´retu˝ RBM esete´n,
ugyanis a deriva´lt sza´mı´ta´sa´nak ido˝ige´nye exponencia´lisan no˝ a ha´lo´zat me´re-
te´vel. A hate´kony megolda´st egy ko¨zel´ıto˝ tan´ıto´ algoritmus, az u´n. kontraszt´ıv
divergencia (Contrastive Divergence, CD) biztos´ıtja. Ennek a hate´kony tan´ıto´
algoritmusnak ko¨szo¨nheto˝en az RBM to¨ke´letesen alkalmas arra, hogy a me´ly
neuronha´lo´k e´p´ıto˝eleme legyen.





Hinton 2006-os cikke´ben javasolt egy tan´ıto´ algoritmust a korla´tos Boltzmann-
ge´pekhez, amelyet kontraszt´ıv divergencia´nak (Contrastive Divergence) nevezett
el [2]. A javasolt mo´dszer sora´n a su´lyok friss´ıte´si szaba´lya:
∆wij ∝ 〈vihj〉input − 〈vihj〉rekonstrukcio. (6)
A (6) jobb oldala´n tala´lhato´ elso˝ tag az i. la´thato´ e´s j. rejtett egyse´g kor-
rela´cio´ja, bina´ris esetben annak gyakorisa´ga, hogy mindke´t neuron egyszerre
akt´ıv. A rejtett re´teg a´llapota´t adott inputvektorhoz (3) alapja´n sza´mı´tjuk. A
ma´sodik tag jelente´se hasonlo´, csak ekkor rekonstrukcio´s a´llapotokat haszna´lunk.
Rekonstrukcio´ alatt a ko¨vetkezo˝t kell e´rteni: miuta´n az input alapja´n meg-
hata´roztuk a rejtett re´teg a´llapotait, (3) felhaszna´la´sa´val tudjuk (a rejtett re´teg
alapja´n) a la´thato´ re´teg a´llapotait kisza´molni, ezuta´n az ı´gy kapott la´thato´
re´teghez genera´ljuk a rejtett re´teget. A rekonstrukcio´t tetszo˝leges alkalommal
megisme´telhetju¨k a 3. a´bra´n la´thato´ mo´don.
3. a´bra. Rekonstrukcio´s la´nc.
Mivel a rekonstrukcio´s le´pe´sek rendk´ıvu¨l ido˝ige´nyesek, eze´rt a´ltala´ban csak k
db rekonstrukcio´t ve´gzu¨nk. A CD moho´ algoritmusa k = 1 rekonstrukcio´t ve´gez,
e´s az alapja´n tanulja a su´lyokat, a´ltala´nosan ez a mo´dszer terjedt el viszonylag kis
ido˝ige´nye e´s jo´ teljes´ıtme´nye miatt. A moho´ elo˝tan´ıta´s sora´n a su´lyok friss´ıte´se´t
a ko¨vetkezo˝ mo´don ve´gezzu¨k:
∆wij ∝ 〈vihj〉input − 〈vihj〉t=1. (7)
Mint ma´r kora´bban eml´ıtettu¨k, az elo˝tan´ıta´s uta´n a ha´lo´zatot a´talak´ıtjuk
hagyoma´nyos neuronha´lo´va´, ami egyszeru˝en csak a su´lyok a´tvitele´vel, illetve
egy softmax-re´teg felhelyeze´se´vel to¨rte´nik. Innento˝l a ha´lo´ teljesen szokva´nyosan
tan´ıthato´ felu¨gyelt mo´don a backpropagation algoritmus seg´ıtse´ge´vel. Mivel a
tan´ıta´snak ez a re´sze ko¨zismertnek tekintheto˝, eze´rt ennek az ismertete´se´to˝l el-
tekintu¨nk.






A tova´bbiakban k´ıse´rleti u´ton vizsga´ljuk meg, hogy a me´ly neuronha´lo´k milyen
pontossa´gu´ besze´dfelismere´st tesznek leheto˝ve´. Az akusztikus modellek ke´sz´ıte´se
az u´n. hibrid HMM/ANN se´ma´t ko¨veti [1], azaz a neuronha´lo´k feladata az
akusztikus vektorok alapja´n megbecsu¨lni a rejtett Markov-modell a´llapotainak
valo´sz´ınu˝se´ge´t, majd ezek alapja´n a teljes megfigyele´ssorozathoz a rejtett Markov-
modell a megszokott mo´don rendel valo´sz´ınu˝se´geket. Mivel a neuronha´lo´knak
a´llapot-valo´sz´ınu˝se´geket kell visszaadniuk, eze´rt minden esetben elso˝ le´pe´sben
egy rejtett Markov-modellt tan´ıtottunk be a HTK programcsomag haszna´lata´val
[7], majd ezt ke´nyszer´ıtett illeszte´s u¨zemmo´dban futtatva kaptunk a´llapotc´ımke´-
ket minden egyes spektra´lis vektorhoz. Ezeket a c´ımke´ket kellett a neuronha´lo´nak
megtanulnia, amihez inputke´nt az aktua´lis akusztikus megfigyele´st, plusz annak
7-7 szomsze´dja´t kapta meg. Az elo˝tan´ıta´s a ko¨vetkezo˝ parame´terekkel to¨rte´nt: a
tanula´si ra´ta 0.002 volt a legalso´ (Gauss-Bernoulli) re´tegre, a magasabb (bina´ris)
re´tegekre 0.02. A A tan´ıta´s u´n. ko¨tegelt mo´don to¨rte´nt, ehhez a batch me´rete´t
128-ra a´ll´ıtottuk, e´s 50 itera´cio´t futtattunk az also´, 20-at a to¨bbi re´tegen. A
backpropagation tan´ıta´s parame´terei az ala´bbiak voltak: a tanula´si ra´ta 0.02-ro˝l
indult, a batch me´rete isme´t 128 volt. Mindegyik esetben alkalmaztuk az u´n.
momentum mo´dszert, ennek parame´tere´t 0.9-re a´ll´ıtottuk.
A modellek kie´rte´kele´se´t ha´romfe´le adatba´zison ve´geztu¨k el. Mindha´rom eset-
ben azonos volt az elo˝feldolgoza´s: e ce´lra a jo´l beva´lt mel-kepsztra´lis egyu¨tt-
hato´kat (MFCC) haszna´ltuk, ege´sz pontosan 13 egyu¨tthato´t (a nulladikat is
belee´rtve) e´s az elso˝-ma´sodik deriva´ltjaikat. Ko¨zo¨s volt me´g tova´bba´, hogy egyik
esetben sem haszna´ltunk szo´szintu˝ nyelvi modellt, puszta´n egy besze´dhangbig-
ram ta´mogatta a felismere´st. Ennek megfelelo˝en a felismero˝ kimenete is besze´d-
hang szintu˝ volt, ennek a hiba´ja´t (1-accuracy) fogjuk me´rni a tova´bbiakban.
3.1. TIMIT
A TIMIT adatba´zis a legismertebb angol nyelvu˝ besze´dadatba´zis [8]. Haba´r mai
szemmel ne´zve ma´r egye´rtelmu˝en kicsinek sza´mı´t, a nagy elo˝nye, hogy renge-
teg eredme´nyt ko¨zo¨ltek rajta, tova´bba´ a me´rete miatt viszonylag gyorsan le-
het k´ıse´rletezni vele, eze´rt tova´bbra is ne´pszeru˝, fo˝leg ha u´jszeru˝ modellek elso˝
kie´rte´kele´se´ro˝l van szo´. Esetu¨nkben aze´rt esett ra´ a va´laszta´s, mert a me´ly neu-
ronha´lo´k elso˝ eredme´nyeit is a TIMIT-en ko¨zo¨lte´k [3], ı´gy ke´zenfekvo˝nek tu˝nt a
haszna´lata az implementa´cio´nk helyesse´ge´nek igazola´sa´ra.
A tan´ıta´shoz a szokva´nyos tan´ıto´-tesztelo˝ feloszta´st alkalmaztuk, azaz 3696
mondat szolga´lt tan´ıta´sra e´s 192 tesztele´sre (ez a kisebbik, u´n. ’core’ teszthal-
maz). Az adatba´zis 61 besze´dhangc´ımke´t haszna´l, viszont sztenderdnek sza´mı´t
ezeket 39 c´ımke´re o¨sszevonni. Mi ezt az o¨sszevona´st csupa´n a kie´rte´kele´s sora´n
tettu¨k meg. Ez azt jelenti, hogy a monofo´n modellek tan´ıta´sa sora´n 61 · 3 = 183
c´ımke´vel dolgoztunk (hangonke´nt 3 a´llapot), azaz ennyi volt a neuronha´lo´ a´ltal
megku¨lo¨nbo¨ztetendo˝ oszta´lyok sza´ma. Egy tova´bbi k´ıse´rletben ko¨rnyezetfu¨ggo˝
(trifo´n) modelleket is ke´sz´ıtettu¨nk, isme´t csak a HTK megfelelo˝ eszko¨zeit alkal-
mazva. Ennek eredme´nyeke´nt 858 a´llapot ado´dott, azaz ennyi oszta´lyon tan´ıtot-




4. a´bra. Az elo˝tan´ıta´s hata´sa a TIMIT core teszt halmazon a rejtett re´tegek
sza´ma´nak fu¨ggve´nye´ben.
tuk a neuronha´lo´t. A 4. a´bra mutatja a monofo´n modellel kapott eredme´nyeket,
annak fu¨ggve´nye´ben, hogy ha´ny rejtett re´teget haszna´ltunk. Az egyes re´tegek
neuronsza´ma minden esetben 1024 volt.
Az eredme´nyek jo´l e´rze´keltetik, hogy e´rdemes egyne´l to¨bb rejtett re´teget
felvenni, de legfeljebb ha´rom-ne´gyet, mert azon tu´l az eredme´nyek nem javul-
nak sza´mottevo˝en (so˝t, romlanak). Megfigyelhetju¨k tova´bba´, hogy az elo˝tan´ıta´s
te´nyleg seg´ıt, fo˝leg me´lyebb ha´lo´, azaz 4-5 re´teg esete´n: 4 re´tegne´l az elte´re´s
az elo˝tan´ıta´s ne´lku¨li e´s az elo˝tan´ıtott ha´lo´ ko¨zo¨tt to¨bb mint 1% (ez kb. 5% hi-
bacso¨kkene´st jelent). Meg kell jegyezzu¨k, hogy mı´g 4 re´teg esete´n az a´ltalunk
kapott eredme´ny le´nyege´ben megegyezik az eredeti cikkben szereplo˝vel ([3]), 5
re´teg esete´n na´lunk ma´r romlik az eredme´ny, mı´g ott javul. Ennek okait keressu¨k,
valo´sz´ınu˝leg a parame´tereket kell tova´bb hangolnunk (pl. az itera´cio´sza´mot no¨vel-
nu¨nk). Azt is el kell mondanunk, hogy az itt la´tottakna´l jobb eredme´nyeket is
el lehet e´rni me´ly neuronha´lo´kkal (l. szinte´n [3]), ehhez azonban ma´sfajta, jo´val
nagyobb elemsza´mu´ jellemzo˝ke´szletre van szu¨kse´g. Mi most itt maradtunk az
MFCC jellemzo˝kne´l, mivel ez a lega´ltala´nosabban elfogadott jellemzo˝ke´szlet.




1. ta´bla´zat. Besze´dhang-felismere´si hibaara´ny a TIMIT adatba´zison trifo´n
c´ımke´k haszna´lata esete´n.
A 1. ta´bla´zat a ko¨rnyezetfu¨ggo˝ c´ımke´kkel kapott eredme´nyeket mutatja a
TIMIT adatba´zison (csak elo˝tan´ıta´sos esetre). La´thato´, hogy itt ma´r o¨t rejtett
re´teg esete´n kapjuk a legjobb eredme´nyt, e´s az is la´tszik, hogy a monofo´n c´ımke´s
eredme´nyekhez ke´pest kb. 1% javula´s mutatkozik.





5. a´bra. Az elo˝tan´ıta´s hata´sa a h´ırado´s adatba´zison a rejtett re´tegek sza´ma´nak
fu¨ggve´nye´ben.
3.2. Hı´rado´s adatba´zis
A magyar nyelvu˝ felismere´si k´ıse´rletekhez felhaszna´lt h´ırado´s adatba´zis megegye-
zik a [9]-ben ismertetettel. Az adatba´zisnak isme´t csak a a
”
tiszta” c´ımke´t kapott
re´szeit haszna´ltuk fel, ami egy kb. o¨t e´s fe´l o´ra´s tan´ıto´ e´s egy egyo´ra´s tesztelo˝
re´szt eredme´nyezett. Egy ke´to´ra´s blokkot fenntartottunk a meta-parame´terek
belo¨ve´se´re. Az adatba´zis csak ortografikus a´tiratot tartalmaz, ezt egy egyszeru˝
fonetikus a´t´ıro´val alak´ıtottuk a´t fonetikai c´ımke´kre, mely c´ımkeke´szlet 52 elembo˝l
a´llt. Ebbo˝l a TIMIT adatba´zisna´l ismertetett mo´don ke´sz´ıtettu¨nk HMM-a´llapo-
toknak megfelelo˝ c´ımke´ze´st.
A 5. a´bra mutatja a monofo´n modellekkel ele´rt eredme´nyeket, ku¨lo¨nfe´le re´-
tegsza´m mellett, isme´t csak re´tegenke´nt 1024 neuronnal. Ezen az adatba´zison
az elo˝tan´ıta´s kedvezo˝ hata´sa sokkal egye´rtelmu˝bben megmutatkozik. A legjobb
eredme´nyt isme´t csak ne´gy rejtett re´teggel kapjuk, a ku¨lo¨nbse´g az elo˝tan´ıta´s
ne´lku¨li e´s az elo˝tan´ıtott rendszer ko¨zo¨tt ko¨zel 1% (hibacso¨kkene´sben kifejezve
ez ko¨zel 5%). O¨sszehasonl´ıta´ske´ppen, kora´bban egy hagyoma´nyos, azaz egyet-
len rejtett re´teget haszna´lo´ hibrid modellel 23,07%-os eredme´nyt ko¨zo¨ltu¨nk [9],
ahhoz ke´pest az itt szereplo˝ 20,7% to¨bb mint 10%-os javula´st jelent.




2. ta´bla´zat. Besze´dhang-felismere´si hibaara´ny a h´ırado´s adatba´zison trifo´n
c´ımke´k haszna´lata esete´n
Ezen az adatba´zison is megisme´teltu¨k a k´ıse´rleteket ko¨rnyezetfu¨ggo˝, azaz
trifo´n c´ımke´kkel is (isme´t csak elo˝tan´ıta´ssal). Az eredme´nyek a 2. ta´bla´zatban




6. a´bra. Az elo˝tan´ıta´s hata´sa a hangosko¨nyv-adatba´zison a rejtett re´tegek
sza´ma´nak fu¨ggve´nye´ben.
la´thato´ak. A legjobb e´rte´keket isme´t csak ha´rom e´s ne´gy rejtett re´teggel kaptuk,
o¨t re´teg esete´n ma´r romla´s figyelheto˝ meg. Az eredme´nyek ko¨zel 3%-kal jobbak,
mint monofo´n c´ımke´k esete´n, ami hibacso¨kkene´sben kifejezve 13%-os javula´st
jelent. O¨sszehasonl´ıta´ske´pp, a [9]-ben ko¨zo¨lt legjobb trifo´nos kora´bbi eredme´ny
16.67% volt, teha´t jobb a mostani eredme´nyne´l, de az o¨sszehasonl´ıta´shoz figye-
lembe kell venni, hogy ott egy u´n. ke´tfa´zisu´ modellt alkalmaztunk, azaz ke´t
neuronha´lo´ volt egyma´sra tan´ıtva, e´s a tan´ıta´s mo´dja is jo´val komplika´ltabb
volt az itt ismertetettne´l. Semmi elvi akada´lya nincs annak, hogy az ott ko¨zo¨lt
technolo´gia´t me´ly neuronha´lo´kkal kombina´ljuk, ez va´rhato´an tova´bbi javula´st
eredme´nyezne.
3.3. Hangosko¨nyv
2009-ben besze´dfelismere´si k´ıse´rleteket ve´geztu¨nk egy hangosko¨nyvvel, hogy la´s-
suk, mit tudnak ele´rni a besze´dfelismero˝k ko¨zel idea´lis besze´djel esete´n [10].
Most ugyanazt az adatba´zist vettu¨k elo˝, ugyanazokkal az elo˝ke´sz´ıto˝ le´pe´sekkel
e´s train-teszt feloszta´ssal. A felhaszna´lt c´ımke´ze´s is ugyanaz volt.
A 6. a´bra mutatja a ku¨lo¨nfe´le re´tegsza´mmal ele´rt eredme´nyeket elo˝tanula´ssal
e´s elo˝tanula´s ne´lku¨l, isme´t csak re´tegenke´nt 1024 neuronnal. E´rdekes mo´don
ebben az esetben minima´lis volt csak az elte´re´s a 2-3-4 re´tegsza´mu´ ha´lo´zatok
eredme´nyei ko¨zo¨tt, e´s a legjobb eredme´nyt ha´rom rejtett re´teggel kaptuk. Az
elo˝tanula´s isme´t csak jav´ıtott az eredme´nyeken, de ennek hata´sa is keve´sbe´
jelento˝s. A magyara´zat valo´sz´ınu˝leg az, hogy ez a tanula´si feladat le´nyegesen
ko¨nnyebb a ma´sik ketto˝ne´l, e´s emiatt kevesebb rejtett re´teg is elegendo˝ a ta-
nula´shoz.
Ve´gezetu¨l, a 3. ta´bla´zat mutatja a trifo´n c´ımke´ze´ssel kapott eredme´nyeket.
Ez esetben is a ha´rom rejtett re´teges ha´lo´zat bizonyult a legjobbnak, e´s az





eredme´nyek ko¨ru¨lbelu¨l egy sza´zale´kkal jobbak, mint a monofo´n c´ımke´k esete´ben.
Ez relat´ıv hiba´ban kifejezve majdem t´ız sza´zale´k, teha´t szignifika´ns javula´s. Azt
is elmondhatjuk tova´bba´, hogy az itt bemutatott eredme´nyek le´nyegesen jobbak,
mint a kora´bban tandem technolo´gia´val ele´rt 13,16% ugyanezen adatba´zison [10].




3. ta´bla´zat. Besze´dhang-felismere´si hibaara´ny a hangosko¨nyv-adatba´zison trifo´n
c´ımke´k haszna´lata esete´n.
4. Konklu´zio´
Cikku¨nkben bemutattuk a me´ly neuronha´lo´kra e´pu¨lo˝ akusztikus modelleket. A
k´ıse´rleti eredme´nyek egye´rtelmu˝en igazolja´k, hogy a to¨bb rejtett re´teg haszna´lata
sza´mottevo˝en tud jav´ıtani az erede´nyeken. A
”
kontraszt´ıv divergencia” elo˝tan´ıto´
algoritmus is egye´rtelmu˝en hasznosnak bizonyult, ba´r ennek ma´r most is sokan
keresik a tova´bbfejleszte´si leheto˝se´geit, fo˝leg a nagy mu˝veletige´nye miatt. Mivel
az ege´sz te´mako¨r nagyon friss, bizonyosak lehetu¨nk benne, hogy me´g sza´mos
u´jdonsa´ggal fogunk tala´lkozni e te´ma´ban.
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