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Abstract
In this paper we consider the gauge-invariant ideal structure of a C∗-algebra C∗(E,L,B) associated
to a set-finite, receiver set-finite and weakly left-resolving labelled space (E,L,B), where L is a la-
belling map assigning an alphabet to each edge of the directed graph E with no sinks. It is obtained that
if an accommodating set B is closed under relative complements, there is a one-to-one correspondence
between the set of all hereditary saturated subsets of B and the gauge-invariant ideals of C∗(E,L,B).
For this, we introduce a quotient labelled space (E,L, [B]R) arising from an equivalence relation ∼R
on B and show the existence of the C∗-algebra C∗(E,L, [B]R) generated by a universal representation
of (E,L, [B]R). Finally we give necessary and sufficient conditions for simplicity of certain labelled graph
C∗-algebras.
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In [3], Bates and Pask introduced a class of C∗-algebras associated to labelled graphs. Their
motivation was to simultaneously generalize ultragraph C∗-algebras [16,17] and the shift space
C∗-algebras [6,14]. A labelled graph C∗-algebra C∗(E,L,B) is the universal C∗-algebra gener-
ated by a family of partial isometries sa indexed by labels a and projections pA indexed by vertex
subsets A in an accommodating set B satisfying certain conditions. By definition C∗(E,L,B)
depends on the choice of an accommodating set B as well as a labelled graph (E,L), where L is
a labelling map assigning a label to each edge of E. An accommodating set B is a collection of
vertex subsets (B ⊂ 2E0 ) containing the ranges of all labelled paths which is closed under finite
unions, finite intersections, and relative ranges. Among accommodating sets of a labelled graph
(E,L), the smallest one E0,− was mainly dealt with in [4] under the assumptions that (E,L) is
essential (E has no sinks and no sources), set-finite and receiver set-finite (every A ∈ E0,− emits
and receives only finitely many labelled edges). Some conditions on (E,L,E0,−) were investi-
gated to explore the simplicity of C∗(E,L,E0,−) in [4]. Since the accommodating set E0,− is
not closed under relative complements in general, it may not contain generalized vertices [v]l
despite the fact that these generalized vertices were used effectively in [4] as the canonical span-
ning set of labelled graph C∗-algebras C∗(E,L,E0,−). This led us to consider an alternative of
E0,− in [8], that is, the smallest accommodating set E which is closed under relative comple-
ments (or equivalently, the smallest accommodating set containing all generalized vertices). It
was then proven that if C∗(E,L,E) is simple, (E,L,E) is strongly cofinal [8, Theorem 3.8] and
if in addition {v} ∈ E for every vertex v ∈ E0, the labelled space (E,L,E) is disagreeable [8,
Theorem 3.14]. Furthermore, a slight modification of the proof of Theorem 6.4 in [4], shows that
if (E,L,E) is strongly cofinal and disagreeable, the C∗-algebra C∗(E,L,E) is simple [8, The-
orem 3.16]. Even when E0,− = E , if both (E,L,E0,−) and (E,L,E) are weakly left-resolving,
C∗(E,L,E0,−) ∼= C∗(E,L,E) (Corollary 4.3).
By the universal property, C∗(E,L,B) admits the gauge action of the unit circle. As for
the gauge-invariant ideal structure of graph C∗-algebras, it is known [2] that the set of gauge-
invariant ideals I of a row-finite graph C∗-algebra C∗(E) = C∗(se,pv) is in bijective corre-
spondence with the set of hereditary saturated vertex subsets H in such a way that I is the
ideal generated by the projections pv , v ∈ H . By an ideal we always mean a closed two-sided
one. A more general description on the gauge-invariant ideal structure of an arbitrary graph C∗-
algebra is obtained in [1]. Also, for the class of ultragraph C∗-algebras [16] which contains all
graph C∗-algebras (see [11,12,1,2] among others) and Exel–Laca algebras [7], the structure of
gauge-invariant ideals was described via a one-to-one correspondence with the set of admissible
pairs of the ultragraph [10] using the results known for the C∗-algebras of topological graphs
and topological quivers [9,15].
The main purpose of this paper is to analyze the structure of gauge-invariant ideals of a la-
belled graph C∗-algebra C∗(E,L,B) when E has no sinks and (E,L,B) is a set-finite, receiver
set-finite and weakly left-resolving labelled space such that B is closed under relative comple-
ments. One might expect that a one-to-one correspondence like the correspondence mentioned
above for graph C∗-algebras could be easily established by similar arguments used in the proofs
for graph C∗-algebras as done in [2]. But an essential difficulty lies in the fact that the quotient al-
gebra C∗(E,L,B)/I by a gauge-invariant ideal I is not known to be realized as a labelled graph
C∗-algebra. So we introduce a notion of quotient labelled space (E,L, [B]R) which is similar to a
labelled space but with the equivalence classes [B]R of an equivalence relation ∼R on B in place
of B in the labelled space (E,L,B). Then in Theorem 3.10 we associate a universal C∗-algebra
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a quotient labelled space is isomorphic to a quotient algebra C∗(E,L,B)/I by a gauge-invariant
ideal I of C∗(E,L,B) in Corollary 4.3 which follows from the gauge-invariant uniqueness the-
orem (Theorem 4.2) for the C∗-algebras of quotient labelled spaces. Moreover, it is obtained that
if I is a gauge-invariant ideal of C∗(E,L,B), the quotient algebra C∗(E,L,B)/I is isomor-
phic to a C∗-algebra C∗(E,L, [B]R) associated to certain quotient labelled space. We then apply
these isomorphism relations to obtain the main result (Theorem 5.2) that there exists a one-to-
one correspondence between the set of hereditary saturated subsets H (which we shall define in
Section 3) of B and the set of gauge-invariant ideals IH of C∗(E,L,B).
Returning to the labelled spaces (E,L,E) and the simplicity of C∗(E,L,E) in Section 6, we
consider a labelled graph (E,L) such that for each v ∈ E0, a generalized vertex [v]l is a finite
set for some l. For the merged labelled graph (F,LF ) (Definition 6.1) of (E,L), we show that
F has the property that every set of single vertex belongs to F and C∗(E,L,E) ∼= C∗(F,LF ,F)
(Theorem 6.10). Moreover it is shown that (F,LF ,F) is strongly cofinal (respectively, disagree-
able) if and only if (E,L,E) is strongly cofinal (respectively, disagreeable) (Theorem 6.11). This
then proves that if (E,L,E) is a labelled space such that for each v ∈ E0, a generalized vertex
[v]l is finite for some l, then C∗(E,L,E) is simple if and only if (E,L,E) is strongly cofinal
and disagreeable (Corollary 6.12).
2. Labelled spaces and their C∗-algebras
We use the notational conventions of [11] for graphs and graph C∗-algebras and of [4] for
labelled spaces and their C∗-algebras. A directed graph is a quadruple E = (E0,E1, r, s) con-
sisting of a countable set of vertices E0, a countable set of edges E1, and the range, source
maps rE , sE : E1 → E0 (we often write r and s for rE and sE , respectively). By En we de-
note the set of all finite paths λ = λ1 · · ·λn of length n (|λ| = n) (λi ∈ E1, r(λi) = s(λi+1),
1 i  n − 1) and use the notation En :=⋃ni=1 Ei and En :=⋃∞i=n Ei . The maps r and s
naturally extend to E1. If a sequence of edges λi ∈ E1 (i  1) satisfies r(λi) = s(λi+1), one
obtains an infinite path λ1λ2λ3 · · · with the source s(λ1λ2λ3 · · ·) := s(λ1). E∞ denotes the set of
all infinite paths.
A labelled graph (E,L) over a countable alphabet A consists of a directed graph E and a
labelling map L : E1 → A. We assume that L is onto. Let A∗ and A∞ be the sets of all finite
sequences (of length greater than or equal to 1) and infinite sequences, respectively. Then L(λ) :=
L(λ1) · · ·L(λn) ∈ A∗ if λ = λ1 · · ·λn ∈ En, and L(δ) := L(δ1)L(δ2) · · · ∈ L(E∞) ⊂ A∞ if δ =
δ1δ2 · · · ∈ E∞. We use the notation L∗(E) := L(E1). The range r(α) and source s(α) of a
labelled path α ∈ L∗(E) are subsets of E0 defined by
r(α) = {r(λ): λ ∈ E1, L(λ) = α},
s(α) = {s(λ): λ ∈ E1, L(λ) = α}.
The relative range of α ∈ L∗(E) with respect to A ⊂ 2E0 is defined to be
r(A,α) = {r(λ): λ ∈ E1, L(λ) = α, s(λ) ∈ A}.
If B ⊂ 2E0 is a collection of subsets of E0 such that r(A,α) ∈ B whenever A ∈ B and α ∈ L∗(E),
B is said to be closed under relative ranges for (E,L). We call B an accommodating set for
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all α ∈ L∗(E). If B is accommodating for (E,L), the triple (E,L,B) is called a labelled space.
A labelled space (E,L,B) is weakly left-resolving if
r(A,α)∩ r(B,α) = r(A∩B,α)
for all A,B ∈ B and α ∈ L∗(E).
For A,B ∈ 2E0 and n 1, let
AEn = {λ ∈ En: s(λ) ∈ A}, EnB = {λ ∈ En: r(λ) ∈ B},
and AEnB = AEn ∩ EnB . We write Env for En{v} and vEn for {v}En, and will use the no-
tation AEk and vE∞ which should have obvious meaning. A labelled space (E,L,B) is said
to be set-finite (receiver set-finite, respectively) if for every A ∈ B the set L(AE1) (L(E1A),
respectively) is finite.
Assumption 1. Throughout this paper, we assume that E has no sinks, that is |s−1(v)| > 0 for
all v ∈ E0.
Definition 2.1. (See [3, Definition 4.1].) Let (E,L,B) be a weakly left-resolving labelled
space. A representation of (E,L,B) consists of projections {pA: A ∈ B} and partial isometries
{sa : a ∈ A} such that for A,B ∈ B and a, b ∈ A,
(i) p∅ = 0, pApB = pA∩B , and pA∪B = pA + pB − pA∩B ,
(ii) pAsa = sapr(A,a),
(iii) s∗a sa = pr(a) and s∗a sb = 0 unless a = b,
(iv) for A ∈ B, if L(AE1) is finite and nonempty, then
pA =
∑
a∈L(AE1)
sapr(A,a)s
∗
a .
Remark 2.2. It is known [3, Theorem 4.5] that if (E,L,B) is a weakly left-resolving labelled
space, there exists a C∗-algebra C∗(E,L,B) generated by a universal representation {sa,pA}
of (E,L,B). In this case, we simply write C∗(E,L,B) = C∗(sa,pA) and call C∗(E,L,B) the
labelled graph C∗-algebra of a labelled space (E,L,B). Furthermore, sa = 0 and pA = 0 for
a ∈ A and A ∈ B, A = ∅. Note also that sαpAs∗β = 0 if and only if A ∩ r(α) ∩ r(β) = ∅. If we
assume that (E,L,B) is set-finite, by [3, Lemma 4.4] and Definition 2.1(iv) it follows that
pA =
∑
σ∈L(AEn)
sσpr(A,σ )s
∗
σ for A ∈ B, n 1 (1)
and
C∗(E,L,B) = span{sαpAs∗β : α,β ∈ L∗(E), A ∈ B}. (2)
By the universal property of C∗(E,L,B) = C∗(sa,pA), there exists a strongly continu-
ous action γ : T → Aut(C∗(E,L,B)), called the gauge action, such that γz(sa) = zsa and
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C∗-algebras C∗(E,L,B).
Theorem 2.3. (See [3, Theorem 5.3].) Let (E,L,B) be a weakly left-resolving labelled space and
let {Sa,PA} be a representation of (E,L,B) on Hilbert space. Take πS,P to be the representation
of C∗(E,L,B) satisfying πS,P (sa) = Sa and πS,P (pA) = PA. Suppose that each PA is nonzero
whenever A = ∅, and that there is a strongly continuous action β of T on C∗(Sa,PA) such that
for all z ∈ T, βz ◦ πS,P = πS,P ◦ γz. Then πS,P is faithful.
For v,w ∈ E0, we write v ∼l w if L(Elv) = L(Elw) as in [4]. Then ∼l is an equivalence
relation on E0. The equivalence class [v]l of v is called a generalized vertex. Let Ωl(E) :=
E0/ ∼l . For k > l and v ∈ E0, [v]k ⊂ [v]l is obvious and [v]l =⋃mi=1[vi]l+1 for some vertices
v1, . . . , vm ∈ [v]l [4, Proposition 2.4].
Assumption 2. From now on we assume that our labelled space (E,L,B) is set-finite and re-
ceiver set-finite for any accommodating set B.
Let E0,− be the smallest accommodating set for (E,L). Then E0,− consists of the sets of
the form
⋃m
k=1
⋂n
i=1 r(βi,k), βi,k ∈ L∗(E), as mentioned in [4, Remark 2.1], and is contained
in every accommodating set B for (E,L). Let E be the smallest one among the accommodating
sets B for (E,L) such that A \ B ∈ B whenever A,B ∈ B. Then E contains all generalized
vertices [v]l since every [v]l is the relative complement of sets in E0,−. More precisely, [v]l =
Xl(v) \ r(Yl(v)), where Xl(v) :=⋂α∈L(Elv) r(α) and Yl(v) :=⋃w∈Xl(v) L(Elw) \ L(Elv)
[4, Proposition 2.4]. Moreover if E is weakly left-resolving then
E =
{
n⋃
i=1
[vi]li : vi ∈ E0, li  1, n 1
}
(3)
(see [8, Proposition 3.4]).
Let B1 and B2 be two accommodating sets for (E,L) such that B1 ⊂ B2. If C∗(E,L,B1) =
C∗(ta, qA) and C∗(E,L,B2) = C∗(sa,pB), since {sa,pA: a ∈ A, A ∈ B1} is a representation
of (E,L,B1), by the universal property of C∗(E,L,B1) there exists a ∗-homomorphism ι :
C∗(E,L,B1) → C∗(E,L,B2) such that ι(ta) = sa and qA = pA for a ∈ A, A ∈ B1. Let α and β
be the gauge actions of T on C∗(E,L,B1) and C∗(E,L,B2), respectively. Then ι◦αz = βz ◦ ι for
z ∈ T and ι(qA) = pA = 0 for A ∈ B1, hence by Theorem 2.3 we have the following proposition.
Proposition 2.4. Let B1 ⊂ B2 be two accommodating sets for a labelled graph (E,L)
such that (E,L,Bi ) is weakly left-resolving for i = 1,2. If C∗(E,L,B1) = C∗(ta, qA) and
C∗(E,L,B2) = C∗(sa,pB), the homomorphism ι : C∗(E,L,B1) → C∗(E,L,B2) such that
ι(ta) = sa and ι(qA) = pA is injective.
Corollary 2.5. Let (E,L,E0,−) and (E,L,E) be weakly left-resolving labelled spaces. Then
C∗(E,L,E0,−) ∼= C∗(E,L,E).
Proof. Let C∗(E,L,E0,−) = C∗(sa,pA) and C∗(E,L,E) = C∗(ta, qB), a ∈ A, A ∈ E0,−,
B ∈ E . Then the map ι : C∗(E,L,E0,−) → C∗(E,L,E) such that ι(sa) = ta and ι(pA) = qA,
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such that [v]l = A \ B . Since A = (A \ B) ∪ (A ∩ B) and A \ B,A ∩ B ∈ E , we have
qA = qA\B + qA∩B and so
q[v]l = qA\B = qA − qA∩B = ι(pA − pA∩B) ∈ ι
(
C∗
(
E,L,E0,−)).
Hence ι is surjective by (3). 
3. Quotient labelled spaces and their C∗-algebras
Remark 3.1. Note that a C∗-algebra of a weakly left-resolving labelled space which is set-
finite, receiver set-finite, and closed under relative complements is not isomorphic to a graph
C∗-algebra, in general. For example, consider the labelled graph C∗-algebra C∗(EN,LN,E0,−N )
in [4, Example 7.1] which is associated to a labelled space (EN,LN,E0,−N ) with finite alphabet
{α1, . . . , αN,β1, . . . , βN }. Since for each v ∈ E0N and l  1, v receives a unique labelled path λi
of length l (for some i ∈ {1, . . . ,Nl}) which consists of only opening braces αi ’s, it follows
that [v]l = r(λi) ∈ E0,−. Thus E0,− = E and as mentioned in [4, Remark 7.3], the C∗-algebra
C∗(EN,LN,E) is not isomorphic to a unital graph C∗-algebra.
Assumption 3. For the rest of the paper, we assume that every labelled space (E,L,B) is weakly
left-resolving and B is closed under relative complements.
Definition 3.2. Let (E,L,B) be a labelled space and ∼R an equivalence relation on B. Denote
the equivalence class of A ∈ B by [A] (or [A]R in case we need to specify the relation ∼R) and
let
AR :=
{
a ∈ A: [r(a)] = [∅]}.
If the following operations ∪, ∩, and \,
[A] ∪ [B] := [A∪B], [A] ∩ [B] := [A∩B], [A] \ [B] = [A \B]
are well-defined on the equivalence classes [B]R := {[A]: A ∈ B}, and if the relative range,
r
([A], α) := [r(A,α)],
is well-defined for [A] ∈ [B]R, α ∈ L∗(E) ∩ (AR)∗ so that r([A], α) = [∅] for all α ∈ L∗(E) ∩
(AR)∗ implies [A] = [∅], we call a triple (E,L, [B]R) a quotient labelled space of (E,L,B).
Note that r([∅], α) = [∅] and that [A] \ [B] = [∅] whenever [A] = [B]. We say that (E,L, [B]R)
is weakly left-resolving if r([A], α) ∩ r([B], α) = r([A] ∩ [B], α) holds for all [A], [B] ∈ [B]R
and α ∈ L∗(E)∩ (AR)∗.
A labelled space itself is a quotient labelled space with the relation of equality and AR = A.
For a nontrivial and important example of quotient labelled spaces, see Proposition 3.6 below.
In a similar way to Definition 2.1, we define a representation of a quotient labelled space as
follows.
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space (E,L,B). A representation of (E,L, [B]R) consists of projections {p[A]: [A] ∈ [B]R} and
partial isometries {sa : a ∈ AR} subject to the relations:
(i) p[∅] = 0, p[A]p[B] = p[A]∩[B], and p[A]∪[B] = p[A] + p[B] − p[A]∩[B],
(ii) p[A]sa = sapr([A],a),
(iii) s∗a sa = p[r(a)] and s∗a sb = 0 unless a = b,
(iv) for [A] ∈ [B]R, if L([A]E1)∩ AR is nonempty, then
p[A] =
∑
a∈L([A]E1)∩AR
sapr([A],a)s∗a .
The sum p[A] = ∑a∈L([A]E1)∩AR sapr([A],a)s∗a of Definition 3.3(iv) exists since
sapr([A],a)s∗a = 0 for all but finitely many a ∈ L([A]E1) ∩ AR. In fact, if [A] = [A′] and
a ∈ L(AE1) \ L(A′E1), then from r([A], a) = r([A′], a) we must have [r(A,a)] = [r(A′, a)] =
[∅] and hence pr([A],a) = 0. Thus sapr([A],a)s∗a = 0 is possible only when a ∈
⋂
[A′]=[A] L(A′E1),
but the set
⋂
[A′]=[A] L(A′E1) is finite since we assume that (E,L,B) is set-finite.
Definition 3.4. Let H be a subset of an accommodating set B. H is said to be hereditary if H
satisfies the following:
(i) r(A,α) ∈ H for all A ∈ H,α ∈ L∗(E),
(ii) A∪B ∈ H for all A,B ∈ H ,
(iii) if A ∈ H and B ∈ B with B ⊂ A, then B ∈ H .
By (iii) above we see that H is closed under finite intersections, and moreover A\B ∈ H for
A ∈ H and B ∈ B since A \ B ⊂ A ∈ H and A\B ∈ B. A hereditary subset H of B is called
saturated if for any A ∈ B, {r(A,a): a ∈ A} ⊂ H implies that A ∈ H . We write H for the
smallest hereditary saturated set containing H .
Lemma 3.5. Let I be a nonzero ideal in C∗(E,L,B) = C∗(sa,pA). Then the set
HI := {A ∈ B: pA ∈ I }
is hereditary and saturated. Moreover, if I is gauge-invariant, HI = {∅}.
Proof. To show that HI is hereditary, let A ∈ HI . Then pAsa = sapr(A,a) ∈ I , so that pr(A,a) =
pr(a)pr(A,a) = s∗a sapr(A,a) ∈ I and r(A,a) ∈ HI for all a ∈ A. Also if A,B ∈ HI , pA∪B =
pA + pB − pApB is in I , that is, A ∪ B ∈ HI . If A ∈ HI and B ∈ B with B ⊂ A, then pB =
pA∩B = pApB ∈ I and B ∈ HI .
Now let A ∈ B and r(A,a) ∈ HI for all a ∈ A. Then the projection pA =∑a∈L(AE1) sa ×
pr(A,a)s
∗
a belongs to I , that is, A ∈ HI and the hereditary set HI is saturated.
Finally, suppose that I is a gauge-invariant ideal of C∗(E,L,B) such that HI = {∅}. If
π : C∗(E,L,B) → C∗(E,L,B)/I is the quotient ∗-homomorphism, {π(pA),π(sa)} is a repre-
sentation of C∗(E,L,B) such that the projections π(pA) are nonzero for A = ∅ and the action γ ′
on C∗(E,L,B)/I induced by the gauge action γ on C∗(E,L,B) satisfies γ ′ ◦ π = π ◦ γ (note
that γz(I ) ⊂ I ). By Theorem 2.3 π is faithful, which is a contradiction. 
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A ∼I B ⇐⇒ A∪W = B ∪W for some W ∈ HI
defines an equivalence relation ∼I on B such that (E,L, [B]I ) is a weakly left-resolving quotient
labelled space of (E,L,B).
Proof. Clearly ∼I is reflexive and symmetric. It is transitive since
A ∼I B and B ∼I C
⇒ A∪W = B ∪W and B ∪ V = C ∪ V for some W,V ∈ HI
⇒ A∪ (W ∪ V ) = C ∪ (W ∪ V )
⇒ A ∼I C because W ∪ V ∈ HI .
To see that we have well-defined operations ∪, ∩ and \ on [B]I , let [A] = [A′] and [B] = [B ′].
Choose W,V ∈ HI such that A∪W = A′ ∪W and B ∪ V = B ′ ∪ V . Then
(A∪B)∪ (W ∪ V ) = (A′ ∪B ′)∪ (W ∪ V ),
(A∩B)∪ (W ∪ V ) = (A∪ (W ∪ V ))∩ (B ∪ (W ∪ V ))
= (A′ ∪ (W ∪ V ))∩ (B ′ ∪ (W ∪ V ))
= (A′ ∩B ′)∪ (W ∪ V ),
(A \B)∪ (W ∪ V ) = (A′ \B ′)∪ (W ∪ V ).
Thus [A] ∪ [B] = [A′] ∪ [B ′], [A] ∩ [B] = [A′] ∩ [B ′], and [A] \ [B] = [A′] \ [B ′].
We claim that [r(A,α)] = [r(A′, α)] for [A] = [A′] and α ∈ L∗(E) ∩ A∗I , where AI ={a ∈ A: [r(a)] = [∅]} = {a ∈ A: pr(a) /∈ I }. Let A ∪ W = A′ ∪ W for W ∈ HI . Then
r(A,α) ∪ r(W,α) = r(A ∪ W,α) = r(A′ ∪ W,α) = r(A′, α) ∪ r(W,α). Since r(W,α) ∈ HI ,
we have [r(A,α)] = [r(A′, α)] and see that the relative ranges r([A], α) are well-defined.
If r([A], α) = [∅] for all α ∈ L∗(E) ∩ A∗I , then r(A,a) ∈ HI for all a ∈ AI . Since
r(A,a) ∈ HI for all a /∈ AI and HI is saturated, A ∈ HI , that is, [A] = [∅] follows.
Finally, [B]I is weakly left-resolving since r([A], α) ∩ r([B], α) = [r(A,α)] ∩ [r(B,α)] =
[r(A,α)∩ r(B,α)] = [r(A∩B,α)] = r([A∩B], α) = r([A] ∩ [B], α). 
Lemma 3.7. Let H be a hereditary subset of B. Then the ideal IH of C∗(E,L,B) generated by
the projections {pA: A ∈ H } is gauge-invariant and
IH = IH = span
{
sαpAsβ : α,β ∈ L∗(E), A ∈ H
}
.
Proof. By Lemma 3.5 HIH = {A ∈ E : pA ∈ IH } is a hereditary saturated subset of B, and
H ⊂ HIH . Thus H ⊂ HIH . It is easy to see that J := span{sαpAsβ : α,β ∈ L∗(E), A ∈ H }
is a gauge-invariant ideal of C∗(E,L,B) such that J ⊂ IH . But J contains the generators
{pA: A ∈ H } of I by Definition 3.3(iv). Hence I ⊂ J .H H
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[B]∗R =
(L∗(E)∩ (AR)∗)∪ [B]R
and extend r, s to [B]∗R by r([A]) = [A] and s([A]) = [A] for [A] ∈ [B]R. Also put s[A] = p[A]
for [A] ∈ [B]R so that sβ is defined for all β ∈ [B]∗R. The following lemma can be proved by the
same arguments in [3, Lemma 4.4].
Lemma 3.8. Let (E,L, [B]R) be a weakly left-resolving quotient labelled space and {sa,p[A]}
a representation of (E,L, [B]R). Then any nonzero products of sa , p[A], and s∗β can be written as
a finite linear combination of elements of the form sap[A]s∗β for some A ∈ [B]R and α,β ∈ [B]∗R
with [A] ⊂ [r(α)∩ r(β)] = [∅]. Moreover we have the following:
(
sαp[A]s∗β
)(
sγ p[B]s∗δ
)=
⎧⎪⎨⎪⎩
sαγ ′pr([A],γ ′)∩[B]s∗δ , if γ = βγ ′,
sαp[A]∩r([B],β ′)s∗δβ ′ , if β = γβ ′,
sαp[A]∩[B]s∗δ , if β = γ ,
0, otherwise.
Theorem 3.9. Let (E,L,B) be a labelled space and I be a nonzero gauge-invariant ideal of
C∗(E,L,B). Then there exists a C∗-algebra C∗(E,L, [B]I ) generated by a universal represen-
tation {ta,p[A]} of (E,L, [B]I ). Furthermore p[A] = 0 for [A] = [∅] and ta = 0 for a ∈ AI .
Proof. The existence of the C∗-algebra C∗(E,L, [B]I ) with the desired universal property can
be shown by the same argument in the first part of the proof of [3, Theorem 4.5], and here we
show the second assertion of our theorem. If C∗(E,L,B) = C∗(sa,pA), it is easy to see that
{sa + I,pA + I : a ∈ AI , [A] ∈ [B]I } is a representation of C∗(E,L, [B]I ), hence there is a
∗-homomorphism ψ : C∗(E,L, [B]I ) → C∗(E,L,B)/I such that
ψ(ta) = sa + I, ψ(p[A]) = pA + I.
If ψ(p[A]) = pA + I = I , then pA ∈ I and it follows that A ∈ HI , that is, [A] = [∅]. Thus
if [A] = [∅] then ψ(p[A]) = I , and so p[A] = 0. If ψ(ta) = sa + I = I , then s∗a sa + I =
pr(a) + I = I , and so [r(a)] = [∅], that is, a /∈ AI . Thus if a ∈ AI , then ψ(ta) = I , hence
ta = 0. 
The following theorem together with Theorem 4.2 shows that the C∗-algebra C∗(E,L, [B]R)
of a weakly left-resolving quotient labelled space (E,L, [B]R) is always isomorphic to a
C∗-algebra C∗(E,L, [B]I ) for some gauge-invariant ideal I of C∗(E,L,B) (Corollary 4.3).
Theorem 3.10. Let (E,L, [B]R) be a weakly left-resolving quotient labelled space of (E,L,B).
Then there exists a C∗-algebra C∗(E,L, [B]R) generated by a universal representation {tb, q[A]}
of (E,L, [B]R) such that q[A] = 0 for [A] = [∅] and tb = 0 for b ∈ AR. Moreover the ideal I of
C∗(E,L,B) = C∗(sa,pA) generated by the projections pA, [A] = [∅], is gauge-invariant and
there exists a surjective ∗-homomorphism
φ : C∗(E,L, [B]R)→ C∗(E,L,B)/I
such that φ(tb) = sb + I and φ(q[A]) = pA + I .
1768 J.A. Jeong et al. / Journal of Functional Analysis 262 (2012) 1759–1780Proof. One can show the existence of C∗(E,L, [B]R) with the universal property as usual.
Let C∗(E,L,B) = C∗(sa,pA), a ∈ A, A ∈ B, and let C∗(E,L, [B]R) = C∗(tb, q[A]), b ∈ AR ,
[A] ∈ [B]R. It is almost obvious that the ideal I generated by the projections pA, [A] = [∅], is
gauge-invariant.
Now we show that AR = AI (recall AR = {a ∈ A: [r(a)] = [∅]} and AI := {a ∈ A: [r(a)]I =
[∅]I } = {a ∈ A: pr(a) /∈ I }). AI ⊂ AR follows from the fact that pr(a) ∈ I whenever [r(a)] = [∅]
by definition of I . To prove the reverse inclusion, we first show that
pA /∈ I when [A] = [∅], (4)
then, since a ∈ AR if and only if [r(a)] = [∅], by (4) a ∈ AR implies pr(a) /∈ I , thus a ∈ AI .
To prove (4), we suppose [A] = [∅] and pA ∈ I . It is not hard to see from (2) that the span of
elements of the form sαpBs∗β , [B] = [∅], is dense in I . So we can find ci ∈ C, αi,βi ∈ L∗(E),
and Bi ∈ B with [Bi] = [∅] and Bi ⊂ r(αi)∩ r(βi) for i = 1, . . . , n such that
1 >
∥∥∥∥∥pA −
n∑
i=1
cisαi pBi s
∗
βi
∥∥∥∥∥.
Using (1) we may assume that the lengths |αi |, 1 i  n, are all equal to, say l, and write pA as
a finite sum
pA =
∑
|γ |=l
sγ pr(A,γ )s
∗
γ .
Since [A] = [∅], there exists a γ0 such that |γ0| = l and [r(A,γ0)] = [∅]. Then r(A,γ0) \⋃n
i=1 Bi = ∅, and we have the following contradiction,
1 >
∥∥∥∥∥pA −
n∑
i=1
cisαi pBi s
∗
βi
∥∥∥∥∥
=
∥∥∥∥∥∑|γ |=l sγ pr(A,γ )s∗γ −
n∑
i=1
cisαi pBi s
∗
βi
∥∥∥∥∥

∥∥∥∥s∗γ0( ∑
|γ |=l
sγ pr(A,γ )s
∗
γ
)
sγ0 − s∗γ0
(
n∑
i=1
cisαi pBi s
∗
βi
)
sγ0
∥∥∥∥
=
∥∥∥∥pr(A,γ0) −∑
i∈Λ
cipBi s
∗
βi
sγ0
∥∥∥∥ (Λ := {i: αi = γ0})

∥∥∥∥pr(A,γ0)\(⋃i∈Λ Bi)(pr(A,γ0) −∑
i∈Λ
cipBi s
∗
βi
sγ0
)∥∥∥∥
= ‖pr(A,γ0)\(⋃i∈Λ Bi)‖
= 1.
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defined since pA − pB ∈ I whenever [A] = [B]. In fact, since [A] = [B] implies [A \ B] =
[A]\[B] = [∅] = [B \A], we have pA\B , pB\A ∈ I , hence pA−pB = (pA\B +pA∩B)−(pB\A+
pA∩B) = pA\B − pB\A ∈ I . Note that Q[∅] = p∅ + I = I and
Q[A]Q[B] = (pA + I )(pB + I ) = pApB + I = pA∩B + I = Q[A∩B] = Q[A]∩[B].
Similarly, Q[A]∪[B] = Q[A] + Q[B] − Q[A]∩[B]. Also (iii), (iv) of Definition 3.3 can be easily
shown to hold. Thus {Ta,Q[A]} is a representation of (E,L, [B]R), and by the universal property
there exists a ∗-homomorphism
φ : C∗(E,L, [B]R)→ C∗(E,L,B)/I
such that φ(ta) = Ta = sa + I and φ(q[A]) = Q[A] = pA + I for a ∈ AR and [A] ∈ [B]R. Since
C∗(E,L,B)/I is generated by{
sa + I,pA + I : a ∈ AI , [A] = [∅]
}
and AI = AR, it follows that ρ is surjective.
If [A] = [∅], by (4) pA /∈ I , hence φ(q[A]) = pA + I = I . Thus q[A] = 0. If b ∈ AR,
namely [r(b)] = [∅], then φ(t∗b tb) = s∗b sb + I = pr(b) + I = I again by (4). Hence tb = 0 in
C∗(E,L, [B]R). 
Definition 3.11. We call the C∗-algebra C∗(E,L, [B]R) of Theorem 3.10 the quotient labelled
graph C∗-algebra.
4. Gauge-invariant uniqueness theorem for C∗(E,L, [B])
By the universal property, it follows that every quotient labelled graph C∗-algebra C∗(E,L,
[B]R) = C∗(sa,p[A]) admits the gauge action γ of T such that
γz(sa) = zsa and γz(p[A]) = p[A]
for a ∈ AR and [A] ∈ [B]R.
The gauge-invariant uniqueness theorem for quotient labelled graph C∗-algebras can be
proved by the same arguments used in the proof of [3, Theorem 5.3] for the C∗-algebras of
labelled spaces. But for the convenience of readers we give a sketch of the proof with some
minor corrections to the proof of [3, Lemma 5.2] and [3, Theorem 5.3].
Lemma 4.1. Let (E,L, [B]R) be a weakly left-resolving quotient labelled space of a labelled
space (E,L,B), {sa,p[A]} a representation of (E,L, [B]R), and Y = {sαip[Ai ]s∗βi : i = 1, . . . ,N}
be a set of partial isometries in C∗(E,L, [B]R) which is closed under multiplication and taking
adjoints. Then any minimal projection of C∗(Y ) is unitarily equivalent to a minimal projection q
in C∗(Y ) that is either
(i) q = sαip[Ai ]s∗αi for some 1 i N ;
(ii) q = sαip[Ai ]s∗αi − q ′, where q ′ =
∑m
l=1 sαk(l)p[Ak(l)]s∗αk(l) and 1 i N ; moreover there is a
nonzero r = sα βp[r(A ,β)]s∗ ∈ C∗(E,L, [B]R) such that q ′r = 0 and q  r .i i αiβ
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to a projection of the form
n∑
j=1
sαi(j)p[Ai(j)]s∗αi(j) −
m∑
l=1
sαk(l)p[Ak(l)]s∗αk(l)
where the projections in each sum are mutually orthogonal and for each l there is a unique j such
that sαi(j)p[Ai(j)]s∗αi(j)  sαk(l)p[Ak(l)]s
∗
αk(l)
. Then the same argument of the proof of [3, Lemma 5.2]
proves the assertion. 
Theorem 4.2. Let (E,L, [B]R) be a weakly left-resolving quotient labelled space and C∗(E,L,
[B]R) = C∗(sa,p[A]). Let {Sa,P[A]} be a representation of (E,L, [B]R) such that each P[A] = 0
whenever [A] = [∅] and Sa = 0 whenever [r(a)] = [∅]. If πS,P : C∗(E,L, [B]R) → C∗(Sa,P[A])
is the homomorphism satisfying πS,P (sa) = Sa , πS,P (p[A]) = P[A] and if there is a strongly
continuous action β of T on C∗(Sa,P[A]) such that βz ◦ π = π ◦ γz, then πS,P is faithful.
Proof. It is standard (for example, see the proof of [3, Theorem 5.3]) to show that the fixed point
algebra C∗(E,L, [B]R)γ is equal to
span
{
sαp[A]s∗β : α,β ∈ L∗(E)∩ (AR)∗, |α| = |β|, and [A] ∈ [B]R
}
.
Note that C∗(E,L, [B]R)γ is an AF algebra. In fact, if Y is a finite subset of C∗(E,L, [B]R)γ ,
each element y ∈ Y can be approximated by linear combinations of sαp[A]s∗β with |α| = |β|,
hence we may assume that Y = {sαip[Ai ]s∗βi : |αi | = |βi |, i = 1, . . . ,N}. Using Lemma 3.8, we
may also assume that Y is closed under multiplication and taking adjoints, so that C∗(Y ) =
span(Y ) is finite dimensional. Thus C∗(E,L, [B]R)γ is an AF algebra.
Now we show that π := πS,P is faithful on C∗(E,L, [B]R)γ . Let {Yn: n 1} be an increasing
family of finite subsets of C∗(E,L, [B]R)γ which are closed under multiplication and taking
adjoints such that C∗(E,L, [B]R)γ =⋃C∗(Yn). Suppose π is not faithful on C∗(Yn) for some
Yn = {sαip[Ai ]s∗βi : i = 1, . . . ,N(n)}. Since C∗(Yn) is finite dimensional, the kernel of π |C∗(Yn)
has a minimal projection. By Lemma 4.1, each minimal projection in the kernel of π |C∗(Yn)
is unitarily equivalent to a projection which is either q = sαip[Ai ]s∗βi (1  i  N(n)) or q =
sαip[Ai ]s∗βi − q ′, q ′ =
∑m
k=1 sαi(k)p[Ai(k)]s∗βi(k) (1  i  N(n)). As in the proof of Theorem 2.3
[3, Theorem 5.3], one obtains π(q) = 0 in either case. Then π(uqu∗) = 0 for any unitary u ∈
C∗(Yn), namely π maps every minimal projection to a nonzero element and hence is faithful on
C∗(E,L, [B]R)γ .
Therefore we conclude that π is faithful by [5, Lemma 2.2] since the following holds: For
a ∈ C∗(E,L, [B]R),∥∥∥∥π(∫
T
γz(a) dz
)∥∥∥∥ ∫
T
∥∥π(γz(a))∥∥dz = ∫
T
∥∥βz(π(a))∥∥dz = ∥∥π(a)∥∥. 
Corollary 4.3. Let (E,L, [B]R) be a weakly left-resolving quotient labelled space of (E,L,B)
and let C∗(E,L, [B]R) = C∗(tb, q[A]). If C∗(E,L,B) = C∗(sa,pA) and I is the ideal generated
by the projections pA, [A] = [∅], there is a ∗-isomorphism
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such that φ(tb) = sb + I , φ(q[A]) = pA + I for b ∈ AR(= AI ), [A] ∈ [B]R.
Proof. By Theorem 3.10, we have a surjective ∗-homomorphism φ with the desired properties
except injectivity. But it is injective by the gauge-invariant uniqueness theorem since φ(q[A]) =
pA + I is nonzero for all [A] ∈ [B]R, [A] = [∅] by (4), and βz ◦ φ = φ ◦ γz for z ∈ T, where β is
the gauge action on C∗(E,L,B)/I induced by the gauge action on C∗(E,L,B) and γ is the
gauge action on C∗(E,L, [B]R). 
5. Gauge-invariant ideals of labelled graph C∗-algebras
Recall that for a labelled space (E,L,B) and a hereditary saturated subset H of B, IH denotes
the ideal of C∗(E,L,B) generated by the projections pA, A ∈ H (see Lemma 3.7).
Lemma 5.1. Let (E,L,B) be a labelled space. Then the map H → IH is an inclusion preserving
injection from the set of nonempty hereditary saturated subsets of B into the set of nonzero gauge-
invariant ideals of C∗(E,L,B).
Proof. Clearly the map is inclusion preserving. For injectivity, we show that the composition
of H → IH and I → HI is the identity on the set of hereditary saturated subsets of B, that is,
we show that HIH = H . From the easy fact that IHJ ⊂ J holds for any ideal J , we see with
J = IH that I(HIH ) ⊂ IH , which then shows HIH ⊂ H . Since H ⊂ HIH is rather obvious, we
have HIH = H . 
Theorem 5.2. Let (E,L,B) be a labelled space. Then every nonzero gauge-invariant ideal I of
C∗(E,L,B) is of the form I = IH for the hereditary saturated subset H = {A ∈ B: pA ∈ I } of B,
and there exists an isomorphism of C∗(E,L, [B]I ) onto the quotient algebra C∗(E,L,B)/I .
Moreover the map H → IH gives an inclusion preserving bijection between the nonempty hered-
itary saturated subsets of B and the nonzero gauge-invariant ideals of C∗(E,L,B).
Proof. Let I be a nonzero gauge-invariant ideal of C∗(E,L,B) = C∗(sa,pv) and ∼I the equiv-
alence relation on B defined by
A ∼I B ⇐⇒ A∪W = B ∪W for some W ∈ H,
where H := HI = {A ∈ B: pA ∈ I } is the hereditary saturated subset of B (Lemma 3.5). Then
(E,L, [B]I ) is a weakly left-resolving quotient labelled space by Proposition 3.6 and we see
from the proof of Theorem 3.9 that there exists a surjective ∗-homomorphism
ψ : C∗(E,L, [B]I )→ C∗(E,L,B)/I
such that ψ(tb) = sb + I , ψ(q[A]) = pA + I for b ∈ AI , [A] ∈ [B]I . Moreover pA + I = I and
sb + I = I . By applying the gauge-invariant uniqueness theorem (Theorem 4.2), we see that
ψ is an isomorphism. On the other hand, the ideal IH (⊂ I ) of C∗(E,L,B) generated by the
projections pA ∈ I is gauge-invariant and AI = AIH since
[A] = [∅] ⇐⇒ pA ∈ IH ⇐⇒ pA ∈ I.
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φ : C∗(E,L, [B]I )→ C∗(E,L,B)/IH
such that φ(q[A]) = pA + IH , φ(tb) = sb + IH for b ∈ AI and [A] ∈ [B]I , where C∗(E,L,
[B]I ) = C∗(tb, q[A]). Then the composition of φ−1 and ψ ,
ψ ◦ φ−1 : C∗(E,L,B)/IH → C∗(E,L,B)/I
is a ∗-isomorphism such that
ψ ◦ φ−1(pA + IH ) = pA + I, ψ ◦ φ−1(sa + IH ) = sa + I,
which shows I = IH . Finally Lemma 5.1 completes the proof. 
Example 5.3. (See [4, Example 7.2].) If (E,L) is the following labelled graph
· · · · · · ,• • • • • • •b b b b b b
c c c c c c
a
v0 v1v−1v−2 v2
then C∗(E,L,E0,−) ∼= C∗(E,L,E) by Corollary 2.5 while
E0,− = {E0}∪ {A ⊂ E0: A is finite},
E = E0,− ∪ {A ⊂ E0: E0 \A is finite}.
Theorem 6.4 of [4] states that if (E,L,E0,−) is cofinal and disagreeable, then C∗(E,L,E0,−)
is simple, but there was a mistake in the (first paragraph of the) proof and it turns out that
if C∗(E,L,E) is simple then (E,L,E) is strongly cofinal ([8, Theorem 3.8], see also Re-
mark 3.15 of [8]). Thus C∗(E,L,E) is not simple since (E,L,E) is not strongly cofinal (see
Section 6 where we will consider the simplicity of C∗(E,L,E)). Let I be the gauge-invariant
ideal of C∗(E,L,E) corresponding to the hereditary saturated set H = {A ⊂ E0: A is finite}.
Then [E]I = {[E0], [∅]} and AI = {b, c}. Let C∗(E,L, [E]I ) = C∗(p[E0], sb, sc). Since s∗b sb =
p[r(b)] = p[E0] = s∗c sc, s∗b sc = 0, p[E0]sb = sbpr([E0],b) = sbp[E0], and similarly p[E0]sc =
scp[E0], C∗(E,L, [E]I ) is the universal C∗-algebra generated by two isometries with orthog-
onal ranges with the unit p[E0]. Therefore C∗(E,L, [E]I ) is isomorphic to the Cuntz algebra O2
and by Theorem 5.2, we have C∗(E,L,E)/I ∼= O2. (For the ideal I , see [8, Remark 3.7].)
6. C∗-algebras of merged labelled graphs
In this section, we consider labelled spaces (E,L,E) such that for every v ∈ E0, [v]l is finite
for some l  1 and using their merged labelled graphs we provide an equivalent condition for the
C∗-algebra C∗(E,L,E) to be simple.
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for all l  1 defines an equivalence relation ∼ on E0. Let [v]∞ denote the equivalence class
{w ∈ E0: w ∼ v} of v and let
F 0 := E0/∼ = {[v]∞: v ∈ E0}.
If λ ∈ E1 is an edge such that s(λ) ∈ [v]∞, r(λ) ∈ [w]∞, then draw an edge eλ from [v]∞
to [w]∞ and label eλ with LF (eλ) := LE(λ). If λ1, λ2 ∈ E1 are edges with s(λi) ∈ [v]∞,
r(λi) ∈ [w]∞, i = 1,2, and LE(λ1) = LE(λ2), we identify eλ1 with eλ2 . Then F = (F 0,F 1 :=
{eλ: λ ∈ E1}) is a graph with the range, source maps given by r(eλ) := [r(λ)]∞, s(eλ) :=
[s(λ)]∞, respectively. We call (F,LF ) the merged labelled graph of (E,LE) (cf. [13]).
Example 6.2. Consider the following labelled graphs:
• •
0 10
1
v1 v2
(E1,L1)
• •
0 01
1
v1 v2
(E2,L2)
•
0 1
v
(F,LF )
Note that E i = {∅, {v1, v2}} and {vj } /∈ Ej for i, j = 1,2 while {v} ∈ F for v ∈ F 0. (F,LF ) is
the merged labelled graph of (Ei,Li ) with v = [v1]∞ = [v2]∞. The C∗-algebras C∗(Ei,Li ,E i ),
i = 1,2, and C∗(F,LF ,F) are all isomorphic to the Cuntz algebra O2.
Example 6.3. The labelled graph (F,LF ) shown below is the merged labelled graph of (E,LE)
with v0 = [u0]∞ = [w0]∞, and obviously C∗(E,LE,E) is isomorphic to C∗(F,LF ,F).
•
•
• • •(E,LE)
w0
u0
v1 v2 v3
0
0
1
2
3 4 · · ·
1774 J.A. Jeong et al. / Journal of Functional Analysis 262 (2012) 1759–1780• • • •
0
1
2
3 4 · · ·(F,LF )
v0 v1 v2 v3
Remark 6.4. Let (E,LE,B) be a labelled space.
(i) If for each v ∈ E0, [v]l is finite for some l  1, then [v]∞ ∈ E for all v ∈ E0. In fact, if [v]l is
a finite set, there exists an l′  l such that [v]l ⊃ [v]l+1 ⊃ · · · ⊃ [v]l′ = [v]l′+1 = · · · , hence
[v]∞ = [v]l′ ∈ E .
(ii) For any two vertices u,v ∈ E0, either [u]∞ = [v]∞ or [u]∞ ∩ [v]∞ = ∅.
Note that a path eλ ∈ F1 of the merged labelled graph (F,LF ) may not arise from a path
λ ∈ E1 of the original graph (E,L) in general: In the following example, we have eλ1λ4 =
eλ1eλ4 ∈ F 2, but λ1λ4 /∈ E2.
Example 6.5. Consider the labelled graph (E,L := LE).
•
•
•
•
•
•u1
v1
v2
w1
w2
u2
L(λ1)=1
L(λ2)=1
L(λ3)=2
L(λ4)=2
L(λ5)=3
L(λ6)=3
(E,L) · · · · · ·
The merged labelled graph (F,LF ) of (E,L) is as follows.
• • • •LF (eλ1 )=1 LF (eλ3 )=2 LF (eλ5 )=3(F,LF ) [u1]∞ [v1]∞ [w1]∞ [u2]∞
· · · · · · ,
where eλ1 = eλ2 , eλ3 = eλ4 , eλ5 = eλ6 , [vi]∞ = {v1, v2}, and [wi]∞ = {w1,w2}, i = 1,2.
Definition 6.6. Let (F,LF ) be the merged labelled graph of (E,LE). For A ⊂ E0, B ⊂ F 0, we
define [A]∞ ⊂ F 0, B̂ ⊂ E0 by
[A]∞ :=
{[v]∞: v ∈ A}, B̂ := {v: [v]∞ ∈ B}.
Note that [A1 ∩ A2]∞ ⊂ [A1]∞ ∩ [A2]∞ and [A1 ∪ A2]∞ = [A1]∞ ∪ [A2]∞ hold whenever
A1,A2 ⊂ E0. For A ⊂ E0 and B ⊂ F 0, it is easy to see that
A ⊂ [̂A]∞ and B = [B̂]∞. (5)
Lemma 6.7. Let (E,LE,E) be a labelled space such that [v]∞ ∈ E for all v ∈ E0 and let (F,LF )
be the merged labelled graph of (E,LE). Then
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([u]∞Ekv)= LF ([u]∞Fk[v]∞) (6)
for all k  1 and u,v ∈ E0. Moreover we have the following:
(i) r(α) = r̂F (α) and [r(α)]∞ = rF (α) for α ∈ L∗(E).
(ii) s(α) ⊂ ŝF (α) and [s(α)]∞ = sF (α) for α ∈ L∗(E).
(iii) [[v]l]∞ = [[v]∞]l for v ∈ E0, l  1.
(iv) [A∩B]∞ = [A]∞ ∩ [B]∞ for A,B ∈ E .
(v) A = [̂A]∞ and [A]∞ ∈ F for A ∈ E .
Proof. For simplicity of notation, we write L for LE omitting the subscript E. Note that each
[u]∞ ∈ F 0 is also a subset of E0 so that an expression like [u]∞Ek has obvious meaning. Since
L([u]∞Ekv) ⊂ LF ([u]∞Fk[v]∞) is clear, we only need to show the reverse inclusion for (6)
when k  1.
Let k = 1. If eλ ∈ [u]∞F 1[v]∞ and L(eλ) = α, λ ∈ E1 is an edge such that s(λ) ∈ [u]∞,
r(λ) ∈ [v]∞ and L(λ) = α. Since [v]∞ = [r(λ)]∞, there exists an edge λ′ ∈ E1 with r(λ′) = v
and L(λ′) = α. We claim that [s(λ′)]∞ = [s(λ)]∞. Since [s(λ)]∞ ∈ E by Remark 6.4(i), r(λ) ∈
r([s(λ)]∞, α) ∈ E hence [r(λ)]∞ ⊂ r([s(λ)]∞, α). Similarly, v = r(λ′) ∈ r([s(λ′)]∞, α) ∈ E im-
plies that [v]∞ ⊂ r([s(λ′)]∞, α). Suppose [s(λ)]∞ = [s(λ′)]∞. Then [s(λ)]∞ ∩ [s(λ′)]∞ = ∅
by Remark 6.4(ii), since (E,L,E) is weakly left-resolving, [v]∞ = [r(λ)]∞ ⊂ r([s(λ)]∞, α) ∩
r([s(λ′)]∞, α) = r([s(λ)]∞ ∩ [s(λ′)]∞, α) = ∅, a contradiction. Thus [s(λ)]∞ = [s(λ′)]∞,
namely s(λ′) ∈ [u]∞, and we have
L([u]∞E1v)= LF ([u]∞F 1[v]∞). (7)
Now let k = 2 and eλ1eλ2 ∈ F 2 be a path with [u]∞ := sF (eλ1), [w]∞ := rF (eλ1) = sF (eλ2),[v]∞ := rF (eλ2), and LF (eλ1eλ2) = α1α2. Then by (7), there exist λ′1, λ′2 ∈ E1 such that
s
(
λ′2
) ∈ [w]∞, r(λ′2)= v, L(λ′2)= α2,
s
(
λ′1
) ∈ [u]∞, r(λ′1)= s(λ′2), L(λ′1)= α1.
Then λ = λ′1λ′2 ∈ [u]∞E2v is a path with eλ′1eλ′2 = eλ1eλ2 and L(λ) = LF (eλ1eλ2) = α1α2. Thus
L([u]∞E2v) = LF ([u]∞F 2[v]∞). For k  3, one can repeat the process inductively. Moreover
(6) implies that
L(Ekv)= LF (Fk[v]∞), k  1. (8)
(i) To show r(α) = r̂F (α) for α ∈ L∗(E), let v ∈ r(α). Then there exists λ ∈ E1 such that
r(λ) = v and L(λ) = α. The edge eλ ∈ F1 has the range vertex r(eλ) = [v]∞ and the label
LF (eλ) = α. Hence [v]∞ ∈ rF (α), namely v ∈ r̂F (α). Conversely, if v ∈ r̂F (α), that is, [v]∞ ∈
rF (α), by (8), there is a path λ ∈ E1 with L(λ) = α, r(λ) = v. Hence v ∈ r(α). Also, by (5) we
have [r(α)]∞ = [r̂F (α)]∞ = rF (α).
(ii) Since s(α) ⊂ ŝF (α) is clear, we have [s(α)]∞ ⊂ [ŝF (α)]∞ = sF (α) by (5). Also (6) shows
that [s(α)]∞ ⊃ sF (α).
1776 J.A. Jeong et al. / Journal of Functional Analysis 262 (2012) 1759–1780(iii) The equality [[v]l]∞ = [[v]∞]l follows from
w ∈ [v]l ⇐⇒ [w]l = [v]l
⇐⇒ L(Elw)= L(Elw)
⇐⇒ LF
(
Fl[w]∞
)= LF (Fl[v]∞) (by (8))
⇐⇒ [w]∞ ∈
[[v]∞]l .
(iv) It suffices to show that [A]∞ ∩ [B]∞ ⊂ [A ∩ B]∞. Let [v1]∞ = [v2]∞ ∈ [A]∞ ∩ [B]∞
for some v1 ∈ A, v2 ∈ B . Since A,B ∈ E , there exists l  1 such that [v1]∞ ⊂ [v1]l ⊂ A and
[v2]∞ ⊂ [v2]l ⊂ B . Hence [v1]l = [v2]l and so v1 ∈ A∩B and [v1]∞ ∈ [A∩B]∞.
(v) A ⊂ [̂A]∞ is clear. If v ∈ [̂A]∞, [v]∞ ∈ [A]∞ and so [v]∞ = [w]∞ for some w ∈ A.
Writing A = ⋃j [wj ]l ∈ E , we have w ∈ [wj ]l for some j , then v ∈ [wj ]l ⊂ A because v ∼
w ∼l wj . By (iii) we also have
[A]∞ =
[⋃
j
[wj ]l
]
∞
=
⋃
j
[[wj ]l]∞ =⋃
j
[[wj ]∞]l ∈ F . 
Proposition 6.8. Let (E,L,E) be a labelled space such that [v]∞ ∈ E for all v ∈ E0. Then the
map A → [A]∞ : E → F is bijective and[
r(A,α)
]
∞ = rF
([A]∞, α)
holds for A ∈ E , α ∈ L∗(E).
Proof. To show that the map is surjective, let B =⋃j [[vj ]∞]l ∈ F . Then by Lemma 6.7(iii),
B̂ =
{
v: [v]∞ ∈
⋃
j
[[vj ]∞]l}= {v: [v]∞ ∈⋃
j
[[vj ]l]∞}=⋃
j
[vj ]l ∈ E
and B = [B̂]∞ by (5). For injectivity, let [A1]∞ = [A2]∞, A1,A2 ∈ E . Then by Lemma 6.7(v),
A1 = [̂A1]∞ = [̂A2]∞ = A2.
Now we show that [r(A,α)]∞ = rF ([A]∞, α) for A ∈ E , α ∈ L∗(E). Clearly [r(A,α)]∞ ⊂
rF ([A]∞, α) holds. If [v]∞ ∈ rF ([A]∞, α), there exists a path eλ1 · · · eλn ∈ Fn with
rF (eλ1 · · · eλn) = [v]∞. Let [u]∞ := sF (eλ1 · · · eλn), [u]∞ ∈ [A]∞, and α = LF (eλ1 · · · eλn). We
may assume that u ∈ A since [u]∞ = [u′]∞ for some u′ ∈ A. By (6), we can find a path λ ∈ En
with r(λ) = v, s(λ) ∈ [u]∞(⊂ A), and L(λ) = α. Thus v ∈ r([u]∞, α) ⊂ r(A,α)(∈ E). Then
[v]∞ ⊂ r(A,α) and we conclude that [v]∞ ∈ [r(A,α)]∞. 
Clearly the merged labelled space (F,L,F) has no sinks since we assume that (E,L,E) has
no sinks. Besides, (F,L,F) has the following properties.
Proposition 6.9. Let (E,L,E) be a labelled space such that [v]∞ ∈ E for all v ∈ E0. Then
the merged labelled space (F,L,F) is set-finite and receiver set-finite, respectively if and only
if (E,L,E) is set-finite and receiver set-finite, respectively. Moreover (F,L,F) is weakly left-
resolving whenever (E,L,E) is weakly left-resolving.
J.A. Jeong et al. / Journal of Functional Analysis 262 (2012) 1759–1780 1777Proof. By Lemma 6.7, we know that A → [A]∞ : E → F forms a bijection. From the following
equalities (using (8))
L(ElA)= ⋃
v∈A
L(Elv)= ⋃
v∈A
LF
(
F l[v]∞
)
=
⋃
[v]∞∈[A]∞
LF
(
F l[v]∞
)
= LF
(
F l[A]∞
)
we have that (E,L,E) is receiver set-finite if and only if (E,L,E) is receiver set-finite. Since
[r(A,α)]∞ = rF ([A]∞, α) for all α ∈ L∗(E) (Proposition 6.8),
LF
([A]∞F 1)= {a ∈ A: rF ([A]∞, a) = ∅}
= {a ∈ A: [r(A,a)]∞ = ∅}
= L(AE1),
which proves the equivalence of set-finiteness of (E,L,E) and (F,L,F).
Since (E,L,E) is weakly left-resolving, by Lemma 6.7(iv) and Proposition 6.8, we have
r(A,α)∩ r(B,α) = r(A∩B,α)
⇐⇒ [r(A,α)∩ r(B,α)]∞ = [r(A∩B,α)]∞
⇐⇒ rF
([A]∞, α)∩ rF ([B]∞, α)= rF ([A]∞ ∩ [B]∞, α).
Thus (F,L,F) is weakly left-resolving. 
Theorem 6.10. Let (E,L,E) be a labelled space such that [v]∞ ∈ E for all v ∈ E0, and let
(F,L) the merged labelled graph of (E,L). Then {[v]∞} ∈ F for every vertex [v]∞ ∈ F 0 and
C∗(E,L,E) ∼= C∗(F,L,F).
Proof. For v ∈ E0, with A := [v]∞ ∈ E , we have [A]∞ ∈ F by Proposition 6.8. But [A]∞ =
{[v]∞}.
Let C∗(E,L,E) = C∗(pA, sa) and C∗(F,LF ,F) = C∗(q[A]∞ , ta). Then {PA := q[A]∞:
A ∈ E} ∪ {Sa := ta : a ∈ A} is a representation of (E,L,E):
(i) If A,B ∈ E , then PAPB = q[A]∞q[B]∞ = q[A]∞∩[B]∞ = q[A∩B]∞ = PA∩B and PA∪B =
q[A∪B]∞ = q[A]∞∪[B]∞ = q[A]∞ +q[B]∞ −q[A∩B]∞ = PA+PB −PA∩B , where P∅ = q∅ = 0.
(ii) If A ∈ E and a ∈ A, then PASa = q[A]∞ ta = taqrF ([A]∞,a) = taq[r(A,a)]∞ = SaPr(A,a).
(iii) If a, b ∈ A, S∗Sa = t∗ta = qr (a) = q[r(a)]∞ = Pr(a) and S∗Sb = t∗tb = 0 unless a = b.a a F a a
1778 J.A. Jeong et al. / Journal of Functional Analysis 262 (2012) 1759–1780(iv) For A ∈ E ,
PA = q[A]∞ =
∑
a∈LF ([A]∞F 1)
taqrF ([A]∞,a)t∗a
=
∑
a∈L(AE1)
taq[r(A,a)]∞ t∗a
=
∑
a∈L(AE1)
SaPr(A,a)S
∗
a .
Thus there exists a surjective ∗-homomorphism Φ : C∗(E,L,E) → C∗(F,L,F) such that
Φ(pA) = q[A]∞ and Φ(sa) = ta for A ∈ E , a ∈ A. By Theorem 2.3, Φ is an isomorphism. 
Recall [4,8] that a labelled space (E,L,E) is disagreeable if for each [v]l , there exists an
N  1 such that for all n  N there is a labelled path α ∈ L([v]lEn) that is not agreeable,
that is, not of the form α = βα′ = α′γ for some α′, β, γ ∈ L(E1) with |β| = |γ |  l. Also
(E,L,B) is strongly cofinal [8] if for all x ∈ L(E∞), w ∈ s(x), and [v]l ∈ Ωl(E), there are
N  1 and a finite number of labelled paths λ1, . . . , λm such that
r
([w]1, x1 · · ·xN )⊂ m⋃
i=1
r
([v]l , λi).
Theorem 6.11. Let (E,L,E) be a labelled space such that if v ∈ E0, [v]l is finite for some l  1,
and let (F,LF ) be the merged labelled graph of (E,L). Then we have the following:
(i) (E,L,E) is strongly cofinal if and only if (F,LF ,F) is strongly cofinal.
(ii) (E,L,E) is disagreeable if and only if (F,LF ,F) is disagreeable.
Proof. First note that [v]∞(∈ E) is a finite set for each v ∈ E0.
(i) Suppose (E,L,E) is strongly cofinal and let x = x1x2 · · · ∈ LF (F∞), [u0]∞ ∈ sF (x)
and [[v]∞]l ∈ Ωl(F ). Fix [ui]∞ ∈ rF (xi) for each i. Then x1 · · ·xi ∈ L([u0]∞F i[ui]∞) for
i  1. Since L([u0]∞Eiui) = LF ([u0]∞F i[ui]∞) (by (6)), x1 · · ·xi ∈ L([u0]∞Eiui) for all
i  1. Then the finite set [u0]∞ must have a vertex u′0 ∈ [u0]∞ such that x1 · · ·xi ∈ L(u′0Eiui)
for infinitely many i’s, which means that x ∈ L(u′0E∞). Since (E,L,E) is strongly cofi-
nal, there exists an N  1 and a finite number of labelled paths λ1, . . . , λm ∈ L(E1) such
that r([u′0]1, x1 · · ·xN) ⊂
⋃m
j=1 r([v]l , λj ). Then [r([u′0]1, x1 · · ·xN)]∞ ⊂ [
⋃m
j=1 r([v]l , λj )]∞,
that is,
rF
([[
u′0
]
1
]
∞, x1 · · ·xN
)⊂ m⋃
j=1
rF
([[v]l]∞, λj )= m⋃
j=1
rF
([[v]∞]l , λj ),
and we see that (F,LF ,F) is strongly cofinal.
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path with u ∈ s(x) and [v]l ∈ Ωl(E), clearly x ∈ LF ([u]∞F∞) and so there exist an N  1 and
a finite number of labelled paths λ1, . . . , λm ∈ LF (F1) such that
rF
([[u]∞]1, x1 · · ·xN )⊂ m⋃
j=1
rF
([[v]∞]l , λj ).
Hence, we have [r([u]1, x1 · · ·xN)]∞ ⊂ [⋃mj=1 r([v]l , λj )]∞ by Proposition 6.8. Then Lem-
ma 6.7(v) shows that r([u]1, x1 · · ·xN) ⊂⋃mj=1 r([v]l , λj ) and so (E,L,E) is strongly cofinal.
(ii) Note that for each v ∈ E0, there is an lv with [v]lv = [v]k for all k  1v . Thus by [8,
Proposition 3.9] we see that (E,L,E) is disagreeable if and only if [v]k is disagreeable for
k  lv . Now let v ∈ E0 and l := lv . Then [v]l is the union of finitely many equivalence classes
[v′]∞ of v′ ∈ [v]l . From (6), we have
L([v]lEn)= ⋃
v′∈[v]l
L([v′]∞En)
=
⋃
v′∈[v]l ,w∈E0
L([v′]∞Enw)
=
⋃
[v′]∞∈[[v]l ]∞, [w]∞∈F 0
LF
([
v′
]
∞F
n[w]∞
)
=
⋃
[v′]∞∈[[v]∞]l
LF
([
v′
]
∞F
n
)
= LF
([[v]∞]lF n),
which shows the assertion. 
It is known that if C∗(E,L,E) is simple, (E,L,E) is strongly cofinal [8, Theorem 3.8] and if,
in addition, {v} ∈ E for all v ∈ E0, (E,L,E) is disagreeable [8, Theorem 3.14]. Also if (E,L,E)
is strongly cofinal and disagreeable, C∗(E,L,E) is simple by [8, Theorem 3.16]. Therefore by
Theorem 6.10 and Theorem 6.11 we have the following corollary.
Corollary 6.12. Let (E,L,E) be a set-finite, receiver set-finite, and weakly left-resolving labelled
space such that for each v ∈ E0, [v]l is finite for some l  1. Then C∗(E,L,E) is simple if and
only if (E,L,E) is strongly cofinal and disagreeable.
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