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Resumo
Neste trabalho são apresentados novos métodos para a construção de códigos es-
féricos em camadas de toros. Mostra-se que, para alguns valores de dimensão e de distância
mínima, os códigos propostos nesta tese têm complexidade de construção linear e taxas bi-
nárias acima dos melhores limitantes inferiores conhecidos para códigos esféricos construtíveis
em tempo polinomial. Além da construção, investiga-se também o desempenho dos códigos
propostos do ponto de vista de confiabilidade e sigilo. Para tanto, foram realizadas simulações
computacionais de transmissão de mensagens sob canais grampeados do tipo gaussiano e com
desvanecimento do tipo Rayleigh. Para cada um desses canais avaliou-se a complexidade de
construção e de decodificação dos códigos propostos e estabeleceram-se relações entre a es-
trutura geométrica dos códigos e as probabilidades de confiabilidade e sigilo. Os resultados
das simulações computacionais mostram que pequenas degradações nos canais implicam no au-
mento muito significativo na probabilidade de erro de decodificação. Isto permite que usuários
legítimos se comuniquem com altas taxas de confiabilidade e sigilo, enquanto usuários ilegíti-
mos, afetados por degradações mais severas nos canais, tenham altas probabilidades de erros
na decodificação, mesmo utilizando os mesmos protocolos de codificação e de decodificação.
Palavras-chave: Geometria discreta, Teoria da codificação, Complexidade computacional.
Abstract
In this thesis we present new methods for spherical codes construction in layers of
flat tori. It is shown that, for some values of minimum distance and dimensions, the codes
proposed here can be constructed with linear complexity and have binary rates greater than
the best known lower bounds. Besides the construction, we also investigate the performance
of our codes for reliability and secrecy, based on computational simulations of signal transmis-
sion over Gaussian and Rayleigh fading wiretap channels. For each case, we investigated the
computational complexity for construction and decoding and also studied the relations between
geometric structure of the codes and reliability and secrecy. The simulations results show that
small degradations in the channels lead to significantly increase the probability of error decod-
ing. It allows for legitimate users to communicate with high reliability and secrecy rates, while
illegitimate users, affected by more severe degradations in the channels, have high probabilities
of errors even using the same protocols of encoding and decoding.
Keywords: Discrete geometry, Coding theory, Computational complexity.
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Introdução
Desde a invenção do telégrafo, patenteado por Samuel Morse em 1837, a telecomu-
nicação tem caminhado a largos passos, permitindo hoje o tráfego de um grande volume de
informação por longas distâncias, utilizando, principalmente, aparelhos portáteis.
Para que a informação seja transmitida, ela é codificada para atravessar o canal de
comunicação. A codificação da mensagem deve ser feita de forma a garantir confiabilidade, ou
seja, o legítimo receptor da mensagem deve estar apto a decodificá-la corretamente.
Outras características podem ser de interesse na elaboração de um código, como,
por exemplo, baixa complexidade de construção e de decodificação, alta taxa de transmissão
e garantia de sigilo. A busca por códigos que contemplassem essas características motivou a
estratégia de construção de códigos apresentada neste trabalho. Parte dos resultados descritos
sobre as construções desenvolvidas compõem o artigo [29], que foi publicado em 2013.
Os códigos esféricos aqui apresentados são baseados na construção introduzida em
[39]. Aqui, realizamos uma modificação na escolha do subcódigo que gera os toros planares.
Através dessa modificação foi possível a obtenção de códigos com complexidade linear de cons-
trução e, ainda, para alguns valores de distância mínima e dimensão, obteve-se taxa de trans-
missão acima dos melhores limitantes inferiores para taxa máxima de informação conhecidos e
apresentados em [10], [35],[42] e [38].
É importante ressaltar que os referidos limitantes inferiores para taxa máxima de
transmissão foram obtidos de maneira não construtiva, a partir de argumentos existenciais. Na
construção que apresentamos, fornecemos o algoritmo de obtenção do código e demonstramos
a linearidade da complexidade algorítmica.
Os códigos que apresentamos neste trabalho, além de serem analisados em relação a
complexidade de construção, também foram estudados sob os pontos de vista da complexidade
de decodificação, confiabilidade e sigilo.
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Para avaliar a complexidade de decodificação assim como a confiabilidade e o sigilo
é necessário o estabelecimento de um tipo de canal no nosso modelo de comunicação. Os
canais escolhidos neste trabalho foram: o canal grampeado gaussiano e o canal grampeado com
desvanecimento do tipo Rayleigh.
A escolha destes canais foi feita para que se fizesse um estudo do comportamento
dos códigos construídos em dois ambientes fundamentais: o canal de comunicação fixa (o qual é
bem modelado pelo canal gaussiano) e o canal de comunicação móvel (o qual pode ser modelado
pelo canal com desvanecimento do tipo Rayleigh).
A partir do estabelecimento do canal a ser considerado no modelo de comunicação,
é necessário, para o estudo da decodificação, conhecer a influência que a mensagem codificada
sofre ao passar pelo canal. Em [34], Shannon, em sua obra fundamental para a telecomunicação,
estudou a aleatoriedade do ruído presente no canal. Em [35], Shannon estudou a probabilidade
de erro em canais com ruído gaussiano.
No canal gaussiano, a expressão para o sinal recebido 𝑦, dado que o sinal 𝑥 perten-
cente a uma constelação de sinais 𝑆 foi enviado, é dado por 𝑦 = 𝑥 + 𝜂, onde 𝑦 ∈ R𝑛, 𝑥 ∈ 𝑆 e
𝜂 = (𝜂1, . . . , 𝜂𝑛) representa um ruído aditivo, sendo cada 𝜂𝑖, 1 ≤ 𝑖 ≤ 𝑛, uma variável aleatória
com distribuição estatística gaussiana (𝜂𝑖 ∼ 𝒩 (0, 𝜎2)).
A partir da expressão para o sinal recebido no canal gaussiano e considerando a codi-
ficação dada pelos métodos desenvolvidos nesta tese, foram elaborados algoritmos de decodifica-
ção para cada método e estudada a complexidade. Para alguns deles, verificou-se complexidade
linear.
Para analisar a confiabilidade no canal gaussiano, foram avaliados a influência do
ruído no sinal transmitido e os possíveis erros que podem ocorrer na decodificação. Nas con-
truções apresentadas, para que haja confiabilidade, devemos ter a norma do ruído gaussiano
menor que a metade da distância mínima (𝑑) no código, dessa forma garantimos sucesso numa
decodificação que busque o ponto de 𝑆 mais próximo de 𝑦.
Para um estudo do comportamento dos códigos sob a perspectiva de sigilo, foi con-
siderada a presença de um intruso que observa uma versão ruidosa do sinal enviado. Nesse
modelo de comunicação, denominado canal grampeado, é possível estudar as condições sob as
quais se garante, simultaneamente, pequena probabilidade de erro para o legítimo receptor e
alta equivocação para o intruso.
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O canal grampeado foi introduzido por Wyner em [43]. Uma outra perspectiva
deste tipo de canal foi apresentada em [32]. Uma codificação para o canal grampeado gaussi-
ano baseada em classes de reticulados foi apresentada em [6], [7] e [30]. Uma abordagem de
códigos esféricos para o canal grampeado gaussiano, feita em [2], motivou o estudo dos códigos
construídos nesta tese neste tipo de canal.
A análise do comportamento dos códigos construídos, quando transmitidos no canal
móvel, foi feita considerando-se o canal com desvanecimento Rayleigh, estudado em [36]. Este
canal é usado para modelar sistemas de comunicação em que o trasmissor e/ou o receptor estão
em movimento e o sinal sofre um espalhamento ao redor do móvel.
Dada a crescente utilização do canal sem fio e o uso cada vez mais frequente de
meios de comunicação enquanto nos deslocamos, o estudo do canal de comunicação móvel tem
recebido bastante atenção.
Em [31] é realizado um estudo de códigos em classes de reticulados no canal com
desvanecimento do tipo Rayleigh, que motivou a análise do comportamento dos códigos esféricos
construídos nesta tese neste tipo de canal.
A partir da expressão do sinal recebido 𝑦, no canal com desvanecimento Rayleigh,
quando o sinal 𝑥 pertencente a constelação 𝑆 é transmitido, é possível desenvolver um algoritmo
de decodificação e avaliar as condições de confiabilidade. Neste tipo de canal, há a influência de
coeficientes de desvanecimento 𝛼 = (𝛼1, . . . , 𝛼𝑛), que são variáveis aleatórias com distribuição
estatística de Rayleigh, além da influência de um ruído aditivo gaussiano, de forma que 𝑦 =
𝛼*𝑥+𝜂, onde 𝑦 ∈ R𝑛, * representa o produto coordenada a coordenada (produto de Hadamard),
𝑥 ∈ 𝑆 e 𝜂𝑖 ∼ 𝒩 (0, 𝜎2).
O canal com desvanecimento é frequentemente analisado sob a hipótese de perfeito
CSI (Channel State Information) no receptor, o que significa que o receptor tem pleno conhe-
cimento dos coeficientes de desvanecimento do canal. O CSI pode ser proporcionado por uma
mensagem teste que obtém características do canal ou por uma caracterização estatística do
canal.
Para o canal com desvanecimento Rayleigh, também foram desenvolvidos algoritmos
de decodificação para cada tipo de código construído e verificou-se complexidade de decodifi-
cação linear para alguns códigos.
Do ponto de vista de confiabilidade, no canal com desvanecimento Rayleigh, de
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acordo com a codificação utilizada, com a expressão para o sinal recebido e com o algo-
ritmo de decodificação, neste trabalho chegamos a uma nova condição: a norma do vetor
𝜂′ = ( 𝜂1
𝛼1
, . . . , 𝜂𝑛
𝛼𝑛
) deve ser menor que a metade da distância mínima (𝑑) no código.
A partir de cálculos na desigualdade ‖𝜂′‖< 𝑑/2, concluímos que é possível se chegar
a uma desigualdade que envolve a raiz quadrada da soma dos quadrados de variáveis aleatórias
com distribuição 𝑡-student, a qual é bastante semelhante a distribuição normal. O gráfico da
função densidade da distribuição 𝑡-student também tem a forma de sino, mas com caudas mais
largas, se aproximando da distribuição normal a medida que se aumenta o grau de liberdade
(que é o parâmetro da distribuição 𝑡).
Para um estudo de sigilo foi considerado o canal grampeado com desvanecimento do
tipo Rayleigh. A análise de códigos esféricos no canal grampeado com desvanecimento do tipo
Rayleigh é uma contribuição desta tese.
Um estudo diferente já realizado no canal grampeado com desvanecimento Rayleigh
foi feito em [8], onde utilizou-se reticulados rotacionados para aproximar o desempenho de
constelações de sinais no canal com desvanecimento Rayleigh em relação ao desempenho no
canal gaussiano.
Enquanto nas abordagens feitas em [6], no canal grampeado gaussiano, e em [8], no
canal grampeado com desvanecimento Rayleigh, há a exploração da expressão para a proba-
bilidade de erro em busca de estabelecer condições para a construção de códigos para o canal
grampeado, neste trabalho não foram construídos códigos para o canal grampeado, e sim, foi
analisado o comportamento dos códigos esféricos obtidos quando transmitidos neste tipo de
canal.
Neste trabalho fornecemos possibilidades de construção de código elaboradas estra-
tegicamente, a fim de se obter baixa complexidade de construção e taxa binária próxima das
estabelecidas por limitantes conhecidos. Além disso, utilizamos essas construções em simula-
ções para diferentes canais grampeados, mostrando que a estrutura geométrica desses códigos,
além de ser facilitadora do ponto de vista de codificação e decodificação, também é vantajosa
na garantia de confiabilidade e sigilo.
Mais especificamente, os capítulos desta tese estão estruturadas conforme descrito
a seguir.
No primeiro capítulo deste trabalho apresentamos, de maneira sucinta, a base para o
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que será discutido nos capítulos seguintes. Dessa forma, definimos brevemente conceitos básicos
em teoria de informação, apresentamos a construção de códigos esféricos em toros planares e o
canal grampeado.
No segundo capítulo, apresentamos estratégias de construção de códigos, que se ba-
seiam na escolha adequada do subcódigo utilizado para a obtenção dos toros. Apresentamos
diferentes construções de forma que cada uma delas visasse a contemplação dos seguintes obje-
tivos: fornecer taxa de informação próxima das melhores conhecidas e ao mesmo tempo garantir
baixa complexidade de construção.
No terceiro capítulo, apresentamos o canal grampeado com erro gaussiano, repre-
sentado por um sistema de comunicação, em que há um canal entre o transmissor e o receptor
legítimo e outro a partir do qual um intruso visualiza a mensagem enviada acrescida de um
erro maior que o do receptor legítimo. Ainda neste capítulo, investigamos o desempenho de
códigos esféricos em camadas de toros neste tipo de canal.
No quarto capítulo, apresentamos o canal grampeado com desvanecimento Rayleigh
e analisamos o uso de codificação esférica neste tipo de canal, fazendo um estudo sobre a
influência dos coeficientes de desvanecimento e do erro gaussiano no sinal transmitido e traçando
condições para uma decodificação livre de erros. Novamente, assumimos que o erro gaussiano
inerente ao canal do intruso possui maior variância que o erro presente no canal do receptor
legítimo.
Por fim, deixamos nossas considerações finais, perspectivas e apresentamos, no apên-
dice A, algumas das construções apresentadas nesta tese em linguagem MATLAB. No apêndice
B apresentamos algoritmos para decodificação em reticulados.
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Capítulo 1
Preliminares
Neste capítulo, apresentamos uma revisão teórica sobre conceitos e definições que
serão utilizados ao longo deste trabalho. Naturalmente, em função da vasta literatura sobre
o tema e das limitações inerentes a um capítulo, não temos a intenção de abranger todos os
assuntos. Assim, deixamos a seguir uma relação das principais referências que utilizamos e que
podem complementar temas que eventualmente foram, aqui, omitidos. Para uma referência
mais completa sobre Teoria de Informação indicamos o livro [13]. Para uma introdução ao
tema de códigos em esferas euclidianas, as referências utilizadas foram [25] e [14]. Sobre os
limitantes conhecidos para taxa binária de informação, indicamos as referências [10], [35],[42],
[22], [24] e [38]. Sobre o método de construção de códigos em camadas de toros, as principais
referências são [40], [41], [29] e [12]. As publicações [43] e [32], que definem o canal grampeado,
são referências para o estudo deste tipo de canal.
1.1 Conceitos em teoria da informação
Podemos considerar um sistema de comunicação como sendo um conjunto de equi-
pamentos e meios físicos, que tem por objetivo o transporte da informação de uma fonte a
um destinatário via um canal de comunicação. Quando falamos em sistema de comunicação e
dizemos que 𝐴 se comunica com 𝐵, isso significa que um ato físico em 𝐴 induz um estado físico
desejado em 𝐵. Esta transferência de informação é um processo físico e, portanto, sujeito a um
imprevisível ruído ambiente e a imperfeições do próprio procedimento físico no processamento
de sinais.
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Em seu famoso trabalho [34], Shannon introduziu uma modelagem matemática para
sistemas de informação que padronizou a maneira como a comunicação moderna é feita. Neste
sentido, um sistema de informação pode ser esquematizado conforme ilustrado na Figura 1.1
de forma que:
• Fonte (de informação): pode ser uma pessoa ou uma máquina que gera uma onda sonora
contínua ou uma sequência de símbolos discretos.
• Codificador de fonte: associa as saídas da fonte às sequências (𝑊 𝑗) = (𝑊 𝑗1 , . . . ,𝑊 𝑗𝑘 ) de
dígitos (geralmente binários) chamadas de sequências de informação ou palavras-código
fonte. Tendo em vista a eliminação de redundâncias, nesta etapa deve-se utilizar o menor
número possível de dígitos por unidade de tempo para representar a saída da fonte. Além
disso, a saída da fonte deve ser reconstruída a partir da sequência de informação associada
sem ambiguidades.
• Codificador de canal: transforma a palavra-código fonte (𝑊 𝑗) em uma outra sequência
(𝑋𝑗) = (𝑋𝑗1 , . . . , 𝑋𝑗𝑛) chamada de palavra-código de canal. Este estágio tem por objetivo
inserir redundância na sequência (𝑊 𝑗) a fim de minimizar a interferência de ruídos no
canal.
• Modulador: gera formas de ondas que são apropriadas para a transmissão através do
canal. O modulador digital transforma símbolos discretos da saída do codificador de
canal em um sinal contínuo com duração de 𝑇 segundos, de tal forma que a amplitude
e/ou frequência e/ou fase seja(m) alterada(s) de acordo com a necessidade. Algumas
destas técnicas são conhecidas como: PAM (pulse amplitude modulation) ou ASK (am-
plitude shift-keying)- alteração de amplitude; FSK (frequency shift-keying)- alteração de
frequência; PSK (phase shift-keying)- alteração de fase; QAM (quadrature amplitude
modulation)- alteração de amplitude e fase.
• Canal: é o meio físico por onde a informação é transmitida/armazenada.
• Demodulador, decodificador de canal e decodificador de fonte: fazem o inverso do modu-
lador, codificador de canal e codificador de fonte, respectivamente.
No modelo apresentado na Figura 1.1 temos símbolos da fonte de algum alfabeto
finito codificados em alguma sequência (𝑋𝑗) de símbolos do canal, os quais produzem uma
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Fonte 𝑀−→ Codificador de fonte 𝑊 𝑗−−→ Codificador de canal 𝑋𝑗−→ Modulador
↓
Ruído → Canal
↓
Destino ?^?←− Decodificador de fonte 𝑊 𝑗←−− Decodificador de canal 𝑌 𝑗←− Demodulador
Figura 1.1: Modelo de um sistema de comunicação.
sequência de saída do canal (𝑌 𝑗). A sequência de saída é aleatória, mas tem uma distribuição
que depende da sequência de entrada. Da sequência de saída, tentamos recuperar a mensagem
transmitida.
Utilizando sequências de entrada apropriadamente “espaçadas”, podemos transmitir
uma mensagem com probabilidade de erro muito baixa e reconstruir a mensagem da fonte na
saída.
A maneira usual de reduzir os efeitos do ruído do canal é adicionar redundâncias
nas mensagens enviadas utilizando-se códigos corretores de erros especialmente projetados para
esta finalidade. A adição de redundância aumenta a probabilidade de que uma mensagem seja
decodificada corretamente, mas reduz a eficiência do sistema de transmissão. Assim, busca-se
construir códigos que resultem em baixa probabilidade de erro com o mínimo de redundância
possível.
Seja 𝑛 o comprimento de um código utilizado para transmitir 𝑀 mensagens, a taxa
binária de informação do código é definida por
𝑅 = 𝑙𝑜𝑔2𝑀
𝑛
. (1.1.1)
A taxa máxima na qual pode ocorrer a transmissão de informação com probabilidade
de erro desprezável é chamada capacidade do canal, que é denotada por 𝐶.
Shannon [34], em seu segundo teorema, estabelece uma relação entre a taxa de infor-
mação (𝑅) e a capacidade do canal (𝐶) em um canal discreto sem memória. Apresentaremos a
seguir a definição de canal discreto sem memória e, em seguida, o segundo teorema de Shannon.
Definição 1.1.1. Definimos um canal discreto por ser um sistema consistindo de um alfabeto
finito de entrada 𝑋 e um alfabeto finito de saída 𝑌 e uma matriz de probabilidade de transição
𝑝(𝑦|𝑥) que expressa a probabilidade de observar o símbolo de saída 𝑦 dado que foi enviado o
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símbolo 𝑥.
O canal é dito sem memória se a distribuição de probabilidade da saída depende
somente da entrada imediata e é condicionalmente independente das entradas ou saídas ante-
riores.
Teorema 1.1.2. (Segundo Teorema de Shannon[34]) Para um canal discreto sem memória
todas as taxas abaixo da capacidade do canal são atingíveis. Especificamente, para toda taxa
𝑅 < 𝐶 existe uma sequência de códigos (2𝑛𝑅, 𝑛)I com probabilidade máxima de erro tendendo
a zero.
Reciprocamente, qualquer sequência de códigos (2𝑛𝑅, 𝑛), com probabilidade de erro
tendendo a zero, tem 𝑅 ≤ 𝐶.
Dessa forma, Shannon estabelece que a informação pode ser enviada a uma taxa
de valor limitado pela capacidade do canal. Os argumentos de Shannon na demonstração
desse teorema consideram usar o canal muitas vezes em sucessão para que possa utilizar-se do
efeito da lei dos grandes números. Para tanto, considera-se, também, o cálculo da média da
probabilidade de erro sobre escolhas aleatórias de diferentes alfabetos conforme apresentado em
[13].
Embora o teorema de Shannon prove a existência de códigos com probabilidade de
erro arbitrariamente baixa, não dá informação sobre como construí-los.
Neste trabalho, apresentaremos construções de códigos com taxas de transmissão
acima dos melhores limitantes inferiores conhecidos. Para o estudo destas construções, apre-
sentamos nas próximas duas seções definições acerca de códigos esféricos.
1.2 Código esférico e taxa de informação
Definição 1.2.1. Um código esférico é um conjunto finito de pontos sobre a esfera unitária
do R𝑛. Vamos denotar por 𝑆𝐶(𝑀,𝑛, 𝜌) um código sobre a esfera unitária 𝑆𝑛−1 ⊂ R𝑛, com 𝑀
pontos e distância euclidiana mínima ao quadrado igual a 𝜌.
De modo geral, a construção de códigos esféricos envolve a busca por uma confi-
guração de 𝑀 pontos sobre 𝑆𝑛−1 que otimiza certos parâmetros de interesse, que podem ser:
IA notação códigos (𝑀,𝑛) se refere a códigos com 𝑀 palavras-código de dimensão 𝑛.
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distância mínima entre pontos, raio de cobertura, número de vizinhos, energia média, coefici-
ente de quantização, dentre outros. A escolha do parâmetro a ser otimizado vai depender de
sua aplicação.
Conforme apresentado em [25], em telecomunicações, pontos alocados sobre a su-
perfície de uma esfera unitária são utilizados para a comunicação através de um canal com erro
gaussiano e são a generalização natural para a conhecida modulação phase shift keying (PSK),
que utiliza os vértices de um polígono regular inscrito na circunferência unitária do R2.
Para este propósito é desejável maximizar o número de pontos sobre a esfera, além de
construir códigos que tenham alguma estrutura adicional que permita lidar com a complexidade
de codificação e decodificação. Neste sentido, construções estruturadas são priorizadas em
relação à soluções obtidas via métodos de otimização numérica.
O alocamento de pontos sobre a superfície esférica pode ser comparado ao empaco-
tamento de chapéus esféricos.
Definição 1.2.2. Um chapéu esférico 𝑆𝐻𝑥(𝑛, 𝜃) é uma região da esfera unitária 𝑆𝑛−1 tal que:
𝑆𝐻𝑥(𝑛, 𝜃) = {𝑦 ∈ 𝑆𝑛−1; ⟨𝑥, 𝑦⟩ > cos 𝜃},
em que 𝑥 é o ponto central do chapéu esférico e 𝜃 é o ângulo de abertura central.
O problema de maximizar o número de pontos sobre uma superfície esférica sujeitos
a estarem afastados de uma distância 𝑑 é equivalente ao problema de empacotar o maior número
de chapéus esféricos com ângulo de abertura central dado por 𝜃 = 2arcsen(𝑑/2) (Figura 1.2).
Figura 1.2: Doze chapéus esféricos relacionados ao código 𝒞(12, 3, 2− 2/√5). Fonte: [39]
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Quando a distância 𝜌 decresce e/ou a dimensão 𝑛 aumenta, o número de pontos
𝑀 pode tornar-se arbitrariamente grande. Quando necessário, a comparação entre códigos
esféricos distintos é feita através de medidas que relacionam os parâmetros (𝑀,𝑛, 𝜌). A densi-
dade de empacotamento do código (Δ𝑆𝐶) é uma dessas medidas e expressa a fração da área da
superfície esférica que é ocupada pelos chapéus. Outra medida usual é a taxa de informação
binária, apresentada na Equação 1.1.1.
Como o desafio de encontrar códigos esféricos ótimos é ainda um problema em
aberto, a descoberta de limitantes para funções que relacionam os parâmetros (𝑀,𝑛, 𝜌), ou de
construções explícitas para os mesmos parâmetros, constituem-se em úteis contribuições para
esta área.
Chabauty em 1953 [10], Shannon em 1959 [35] e Wyner em 1965 [42] apresentaram
de forma independente um limitante inferior para 𝑅 como função de 𝜌 dado por:
𝑅 ≥ 𝑅𝐶𝑆𝑊 (𝜌) := 1− (1/2) log2(𝜌(4− 𝜌)) = log2(1/ sen(𝜃)).
De acordo com [14], este é o melhor limitante inferior conhecido até o momento
para a taxa de informação de códigos esféricos, mas sua dedução é baseada em argumentos
existenciais que não auxiliam na construção efetiva de códigos.
Uma abordagem construtiva foi apresentada em [24], considerando códigos esféricos
construídos em tempo polinomial, cuja taxa de informação 𝑅𝑝𝑜𝑙(𝜌) obedece
𝑅𝑝𝑜𝑙(𝜌) ≥ 0, 5𝑅𝐶𝑆𝑊 (𝜌), se 𝜌 ≤ 1, 535.
Em [38], baseados na existência de alguns empacotamentos reticulados, Belfiore
e Solé apresentaram a construção de códigos esféricos em tempo polinomial que atingem a
taxa 𝑅𝐵𝑆(𝜌) := −0.5 log2(𝜌) e mostraram que, para valores de 𝜌 suficientemente pequenos,
𝑅𝐶𝑆𝑊 (𝜌)−𝑅𝐵𝑆(𝜌) é da ordem de 𝜌2. Entretanto esta construção é baseada em empacotamentos
reticulados não construtíveis.
Construiremos, no próximo capítulo, uma família de códigos esféricos de baixa com-
plexidade computacional que tem, para valores de 𝜌 não assintoticamente pequenos, taxa de
informação binária acima do limitante inferior 𝑅𝐶𝑆𝑊 .
Uma estrutura que usaremos em nossa construção é a estrutura de reticulado definida
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a seguir.
Definição 1.2.3. Seja 𝛽 = {𝑢1, . . . , 𝑢𝑚} um conjunto linearmente independente de vetores do
R𝑛. Chamamos de reticulado ao seguinte conjunto:
Λ = {𝑎1𝑢1 + . . .+ 𝑎𝑚𝑢𝑚; 𝑎𝑖 ∈ Z, 1 ≤ 𝑖 ≤ 𝑚},
𝛽 é chamada base do reticulado.
Dada a base 𝛽 = {𝑢1, . . . , 𝑢𝑚} do reticulado Λ, a matriz geradora de Λ é dada por
A =
⎛⎜⎜⎜⎜⎜⎝
𝑢11 . . . 𝑢𝑚1
... ...
𝑢1𝑛 . . . 𝑢𝑚𝑛
⎞⎟⎟⎟⎟⎟⎠
onde 𝑢1 = (𝑢11, . . . , 𝑢1𝑛) , . . . , 𝑢𝑚 = (𝑢𝑚1, . . . , 𝑢𝑚𝑛).
A matriz de Gram 𝐺 é dada por: 𝐺 = 𝐴𝑡𝐴. O determinante do reticulado 𝑑𝑒𝑡(Λ) é
dado por: 𝑑𝑒𝑡(Λ) = 𝑑𝑒𝑡(𝐺).
Se cada ponto de um reticulado for o centro de uma bola de raio 𝑟, podemos utilizar a
estrutura do reticulado para abordar problemas clássicos como cobertura e empacotamento. No
contexto desta tese, o problema de empacotamento é muito relevante e o raio de empacotamento
de um reticulado será bastante utilizado.
Definição 1.2.4. Raio de empacotamento é o maior raio 𝑟 tal que 𝐵𝑟(𝑢) ∩ 𝐵𝑟(𝑣) = ∅ para
quaisquer 𝑢 e 𝑣 ∈ Λ e 𝑢 ̸= 𝑣.
Pode-se demonstrar (ver [28]) que o raio de empacotamento 𝑟 é igual à metade da
distância mínima 𝑑 entre pontos distintos do reticulado.
Considerando as esferas com raio dado pelo raio de empacotamento e centro dado
pelos pontos de um reticulado, temos que um bom empacotamento reticulado é aquele em que
a proporção do volume ocupado pelas esferas numa porção do espaço está próxima do maior
valor possível. A taxa que nos fornece esta proporção é a densidade do empacotamento esférico
reticulado denotada por Δ𝑛. A densidade de um empacotamento reticulado pode ser calculada
a partir de sua matriz geradora 𝐴,
Δ𝑛 =
𝑉𝑛,𝑟√︁
det(𝐴𝑡𝐴)
,
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onde 𝑉𝑛,𝑟 é o volume da bola 𝑛−dimensional de raio 𝑟, igual ao raio do empacotamento.
Utilizaremos em nossa construção uma família de reticulados denominada 𝐷𝑛 e
definida como o conjunto dos pontos 𝑥 = (𝑥1, . . . , 𝑥𝑛) ∈ Z𝑛 tais que ∑︀𝑛𝑖=1 𝑥𝑖 ≡ 0 (mod 2). Essa
família proporciona os melhores empacotamentos reticulados conhecidos para as dimensões 3,
4 e 5 e é construtível com baixa complexidade computacional.
Figura 1.3: As bolas abertas representam alguns pontos do reticulado Λ = 𝐷3 ⊂ 𝑅3. Fonte: [11]
O conhecido teorema de Minkowski - Hlawka, estabelecido em [27] e estudado em
[28], fornece um limitante inferior para a densidade máxima de empacotamentos reticulados e
é dado por:
Δ𝑛 ≥ 𝜁(𝑛)2𝑛−1 ,
onde 𝜁(𝑛) = ∑︀∞𝑘=1 1𝑘𝑛 é a função zeta de Riemann.
De acordo com [11], podemos encontrar outras generalizações, ou extensões do limi-
tante de Minkowski - Hlawka, entretanto nenhuma apresenta grande melhora quando a dimen-
são é suficientemente grande.
O melhor limitante inferior conhecido para a densidade máxima de empacotamentos
esféricos reticulados é devido a Ball [4] e é dado por:
Δ𝑛 ≥ (𝑛− 1)𝜁(𝑛)2𝑛−1 .
Analisando o comportamento assintótico do limitante de Minkowski - Hlawka e do
limitante de Ball, respectivamente, observamos que ambos conduzem a uma mesma desigual-
dade:
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lim
𝑛→∞
log2Δ𝑛
𝑛
≥ lim
𝑛→∞
log2 𝜁(𝑛)2𝑛−1
𝑛
= lim
𝑛→∞
(log2 𝜁(𝑛)− log2 2𝑛−1)
𝑛
= lim
𝑛→∞
(log2 𝜁(𝑛)− 𝑛+ 1)
𝑛
= lim
𝑛→∞
log2 𝜁(𝑛)
𝑛
+ lim
𝑛→∞
−𝑛+ 1
𝑛
= 0− 1 = −1;
lim
𝑛→∞
log2Δ𝑛
𝑛
≥ lim
𝑛→∞
log2 (𝑛−1)𝜁(𝑛)2𝑛−1
𝑛
= lim
𝑛→∞
(log2(𝑛− 1) + log2 𝜁(𝑛)− log2 2𝑛−1)
𝑛
= lim
𝑛→∞
(𝑙𝑜𝑔2(𝑛− 1) log2 𝜁(𝑛)− 𝑛+ 1)
𝑛
= lim
𝑛→∞
log2(𝑛− 1)
𝑛
+ lim
𝑛→∞
log2 𝜁(𝑛)
𝑛
+ lim
𝑛→∞
−𝑛+ 1
𝑛
= 0 + 0− 1 = −1.
Assim podemos afirmar que para 𝑛 suficientemente grande:
1
𝑛
log2Δ𝑛 ≥ −1. (1.2.1)
A densidade máxima de um empacotamento esférico (reticulado ou não) na dimensão
𝑛 pode ser relacionada ao número máximo de pontos 𝑀𝑛+1 de um código esférico na dimensão
𝑛+ 1 com 𝑑 = 2 sen(𝜃/2). Essa relação é expressa no próximo teorema.
Teorema 1.2.5. (Limitante de Yaglom[11]) A maior densidadeΔ𝑛 de qualquer empacotamento
esférico em R𝑛 satisfaz:
Δ𝑛 ≤ sen𝑛(𝜃/2)𝑀𝑛+1.
Demonstração. Seja 𝑆 uma grande esfera de raio 𝑅 em R𝑛+1 e seja Π um hiperplano atraves-
sando a esfera 𝑆 no centro. Em Π nós construímos um empacotamento esférico 𝑛−𝑑𝑖𝑚𝑒𝑛𝑠𝑖𝑜𝑛𝑎𝑙
de esferas unitárias com densidade Δ𝑛. Deslocando o empacotamento, podemos assumir que a
porção de Π dentro da esfera 𝑆 contém ao menos Δ𝑛𝑅𝑛 centros do empacotamento (isso porque,
dado Δ𝑛 = 𝑀𝑛𝑉𝑛𝑟
𝑛
𝑉𝑛𝑅𝑛
, 𝑉𝑛 volume da esfera unitária do R𝑛, o número de centros no empacotamento
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de esferas unitárias, 𝑟 = 1, na grande esfera de raio 𝑅 é 𝑀𝑛 = Δ𝑛𝑅𝑛).
Na parte de Π restrita ao interior da esfera 𝑆, projetamos perpendiculamente os
centros do empacotamento esférico na superfície de 𝑆 (conforme representado na Figura 1.4 ).
Figura 1.4: Representação gráfica da aplicação denominada por Yaglom map.
Esta projeção realizada pela aplicação Yaglom [11] é dada por:
ϒ : R𝑛 → R𝑛+1
𝑥→ 𝑥′ = (𝑥,
√︁
𝑅2 − ‖𝑥‖2).
A distância euclidiana entre estes centros projetados é ao menos 2:
‖𝑥′ − 𝑦′‖2= ‖(𝑥,
√︁
𝑅2 − ‖𝑥‖2)− (𝑦,
√︁
𝑅2 − ‖𝑦‖2)||2≥ ‖𝑥− 𝑦‖2≥ 2.
A separação angular dos pontos projetados em 𝑆 é ao menos 𝜃 = 2arcsen(𝑑/2𝑅), tal que
sen(𝜃/2) = 1/𝑅.
Obtemos ao normalizar a esfera, um código esférico de ângulo mínimo 𝜃 contendo
ao menos Δ𝑛𝑅𝑛 pontos:
𝑀𝑛+1 ≥ Δ𝑛𝑅𝑛 = Δ𝑛 sen−𝑛(𝜃/2).
A partir do Teorema 1.2.5 e da desigualdade assintótica sobre Δ𝑛 obtida a partir do
limitante inferior de Minkowski - Hlawka (ou de Ball), podemos obter o limitante 𝑅𝐵𝑆 como
segue.
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Sabendo que
𝑀𝑛+1 ≥ sen−𝑛(𝜃/2)Δ𝑛
e que
lim
𝑛→∞
log2𝑀𝑛+1
𝑛+ 1 = lim𝑛→∞
𝑛
𝑛+ 1
log2𝑀𝑛+1
𝑛
= lim
𝑛→∞
log2𝑀𝑛+1
𝑛
,
temos:
lim
𝑛→∞
log2𝑀𝑛+1
𝑛
≥ lim
𝑛→∞
log2 sen−𝑛(𝜃/2)Δ𝑛
𝑛
= − log2 sen(𝜃/2) + lim𝑛→∞
log2Δ𝑛
𝑛
≥ − log2 sen(𝜃/2)− 1 = − log2(𝑑/2)− 1 = −
1
2 log2 𝜌 = 𝑅𝐵𝑆.
Podemos deduzir também um limitante para a densidade de códigos esféricos com
base no Teorema 1.2.5 e na igualdade [𝑆𝐻(𝑛, 𝜃)/𝑆𝐻(𝑛, 𝜋)]1/𝑛 = sen(𝜃), definida em [10], para
𝑛 suficientemente grande.
Corolário 1.2.6. A densidade Δ𝑆𝐶 de códigos esféricos com distância mínima 𝑑 = 2 sen(𝜃/2)
em dimensão 𝑛 suficientemente grande obedece a seguinte desigualdade:
Δ𝑆𝐶 ≥ 𝑑2Δ𝑛−1,
onde Δ𝑛−1 é a densidade de empacotamento esférico na dimensão 𝑛− 1.
Demonstração. A densidade de códigos esféricos na dimensão 𝑛 com distância 𝑑 = 2 sen(𝜃/2)
é dada por Δ𝑆𝐶 = 𝑀𝑛 𝑆𝐻(𝑛,𝜃/2)𝑆𝐻(𝑛,𝜋) [25]. Pelo limitante de Yaglom, apresentado no Teorema 1.2.5,
temos:
Δ𝑛−1 ≤ sen𝑛−1(𝜃/2)𝑀𝑛 = sen𝑛−1(𝜃/2) Δ𝑆𝐶𝑆𝐻(𝑛,𝜃/2)
𝑆𝐻(𝑛,𝜋)
= sen𝑛−1(𝜃/2) Δ𝑆𝐶sen𝑛(𝜃/2) =
Δ𝑆𝐶
sen(𝜃/2) =
Δ𝑆𝐶
𝑑/2 .
Para o caso em que o ângulo de separação entre as palavras-código de um código
esférico é pelo menos 𝜋/3 temos o problema do número de vizinhosII.
IITradução adotada para kissing number
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Figura 1.5: Número de vizinhos e código esférico: se duas esferas iguais 𝐴 e 𝐵 tangenciam uma terceira
esfera idêntica 𝐶, então a separação angular 𝛼 é ao menos 𝜋/3.
Figura 1.6: O problema do número de vizinhos em R3: doze esferas disjuntas de raio 𝑟, podem
tangenciar uma esfera central de raio 𝑟.
Definição 1.2.7. O número de vizinhos 𝜏𝑛 em R𝑛 é o maior número de esferas disjuntas, de
raio 𝑟, que podem tangenciar uma esfera de raio 𝑟.
O problema do número de vizinhos pode ser estabelecido como: quantos pontos
podem ser colocados na superfície de uma esfera 𝑛 dimensional, tal que o ângulo de separação
entre quaisquer destes pontos seja ao menos 𝜋/3? Desta forma o problema do número de
vizinhos pode ser visto como um problema de distribuição de pontos na superfície esférica e
tem estreita relação com códigos esféricos.
Em [10], [35] e [42], para o estudo do limitante 𝑅𝐶𝑆𝑊 , demonstrou-se inicialmente
que, para 𝑛 suficientemente grande, a seguinte desigualdade é válida:
sen−1(𝜃) ≤𝑀1/𝑛 ≤ √2−1 sen−1(𝜃/2).
A partir desta desigualdade, considerando 𝜃 = 𝜋/3 e para 𝑛 suficientemente grande,
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obtemos os seguintes limitantes para o número de vizinhos:
(︂4
3
)︂0,5𝑛
≤ 𝜏𝑛 ≤ 20,5𝑛.
O limitante inferior para 𝜏𝑛 na desigualdade anterior é o melhor conhecido [11], já
o limitante superior foi superado pelo de Kabatiansky e Levenshtein, apresentado em [20], e
dado por:
𝜏𝑛 ≤ 20.401𝑛.
A obtenção deste limitante superior para 𝜏𝑛 pode ser feita partindo do limitante
superior para taxa binária de informação de Kabatiansky e Levenshtein dado por:
𝑅 = log2𝑀
𝑛
<
(︃
1 + sen(𝜃)
2 sen(𝜃)
)︃
log2
(︃
1 + sen(𝜃)
2 sen(𝜃)
)︃
−
(︃
1− sen(𝜃)
2 sen(𝜃)
)︃
log2
(︃
1− sen(𝜃)
2 sen(𝜃)
)︃
, (1.2.2)
bastando que se substitua 𝜃 por 𝜋/3.
Além disso, a partir do limitante na Equação 1.2.2 e do Teorema 1.2.5, conforme
apresentado em [11], é possível obter o melhor limitante superior conhecido para a densidade
de empacotamentos esféricos em grandes dimensões dado por:
Δ𝑛 ≤ 2−0,599𝑛. (1.2.3)
Reunindo a desigualdade apresentada na Equação 1.2.1 com a desigualdade apre-
sentada na Equação 1.2.3, podemos resumir os limites para o expoente assintótico da densidade
máxima de empacotamentos da seguinte forma:
−1 ≤ lim
𝑛→∞
1
𝑛
log2Δ𝑛 ≤ −0, 5999.
Em [33] os autores garantem a existência de códigos sobre corpos finitos de 𝑝 ele-
mentos, com 𝑝 primo ímpar, com características específicas a partir dos quais, com a utilização
da construção 𝐴 (explicitada em [11]) é possível obter reticulados com densidade Δ𝑛 tal que
lim𝑛→∞ log2Δ𝑛 ≥ −1, 000000007719.
Na próxima seção apresentamos uma maneira de construir códigos esféricos, intro-
duzida em [40], que utiliza uma folheação da esfera unitária em toros planares.
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1.3 Códigos esféricos em camadas de toros
Códigos esféricos em camadas de toros foram definidos originalmente em [39] e depois
publicado em [41]. Nesta seção, reapresentaremos esse método de construção, bem como os
conceitos envolvidos, para que possamos explorá-lo no capítulo seguinte. Uma apresentação
mais completa pode ser encontrada em [37] e [39].
Dada uma dimensão 𝑘 ≥ 2, 𝜌 ∈ (0, 4), 𝜌 = 𝑑2 e seja 𝑆𝐶(𝑘, 𝜌) um código esférico
𝑘-dimensional qualquer, com distância mínima ao quadrado maior que ou igual a 𝜌; o código
esférico em camadas de toros denotado por 𝑆𝐶𝑇 (2𝑘, 𝜌) é construído em 2 etapas, como segue:
1. Selecionamos os pontos em 𝑆𝐶(𝑘, 𝜌) que possuem somente coordenadas não negativas.
Vamos denotar este subcódigo por 𝑆𝐶(𝑘, 𝜌)+. Cada ponto 𝑐 = (𝑐1, . . . , 𝑐𝑘) ∈ 𝑆𝐶(𝑘, 𝜌)+
define um toro planar 𝑇𝑐 na esfera unitária 𝑆2𝑘−1. É interessante que 𝑆𝐶(𝑘, 𝜌)+ tenha boa
densidade em 𝑆𝑘−1 e, se possível, alguma propriedade algébrica ou geométrica. Para este
propósito, podemos considerar um 𝑆𝐶𝑇 (𝑘, 𝜌) ou qualquer código esférico 𝑘−dimensional
conhecido.
2. Para cada toro 𝑇𝑐 definido por 𝑐 ∈ 𝑆𝐶(𝑘, 𝜌)+, determinamos um conjunto finito de
pontos 𝑌𝑇𝑐 , com 𝑌𝑇𝑐 ⊂ 𝑃𝑐, para 𝑃𝑐 = {𝑥 ∈ R𝑘 : 0 ≤ 𝑥𝑖 ≤ 2𝜋𝑐𝑖}, tal que ‖Φ𝑐(𝑦)−Φ𝑐(𝑥)‖≥
𝑑, ∀𝑥, 𝑦 ∈ 𝑌𝑇𝑐 , onde
Φ𝑐(𝑦) =
(︂
𝑐1
(︂
cos
(︂
𝑦1
𝑐1
)︂
, sen
(︂
𝑦1
𝑐1
)︂)︂
, . . . , 𝑐𝑘
(︂
cos
(︂
𝑦𝑘
𝑐𝑘
)︂
, sen
(︂
𝑦𝑘
𝑐𝑘
)︂)︂)︂
. (1.3.1)
Uma opção para 𝑌𝑇𝑐 consiste em considerar pontos de algum reticulado 𝑘−dimensional.
Com o propósito de aumentar a quantidade de pontos no interior de 𝑃𝑐 e, consequente-
mente, em 𝑇𝑐, pode-se considerar 𝑌𝑇𝑐 um reticulado denso na dimensão 𝑘.
Em [40], foi demonstrado que, sendo 𝑇𝑏 e 𝑇𝑐 dois toros planares, para 𝑏 e 𝑐 vetores
unitários com coordenadas não negativas, a distância mínima entre estes toros é dada por:
𝑑(𝑇𝑏, 𝑇𝑐) = ‖𝑐− 𝑏‖= (
𝑘∑︁
𝑖=1
(𝑐𝑖 − 𝑏𝑖)2)1/2.
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Figura 1.7: Construção de toro planar em dimensão 4. Fonte:[29]
A distância entre dois pontos no mesmo toro 𝑇𝑐 é dada por:
𝑑(Φ𝑐(𝑢),Φ𝑐(𝑣)) = 2
(︃
𝑘∑︁
𝑖=1
𝑐2𝑖 sen2
(︂
𝑢𝑖 − 𝑣𝑖
2𝑐𝑖
)︂)︃1/2
e é limitada em termos de ‖𝑢− 𝑣‖.
Seja 𝑐 = (𝑐1, 𝑐2, . . . , 𝑐𝑘), ‖𝑐‖= 1, e sejam 𝑢, 𝑣 ∈ 𝑃𝑐. Seja 𝑑(𝑢, 𝑣) = ‖𝑢 − 𝑣‖ e
𝑑(Φ𝑐(𝑢),Φ𝑐(𝑣)) = ‖Φ𝑐(𝑢)− Φ𝑐(𝑣)‖. Então
2
𝜋
𝑑(𝑢, 𝑣) ≤
sen𝑑(𝑢,𝑣)2𝑐𝜉
𝑑(𝑢,𝑣)
2𝑐𝜉
𝑑(𝑢, 𝑣) ≤ 𝑑(Φ𝑐(𝑢),Φ𝑐(𝑣)) ≤ sen
𝑑(𝑢,𝑣)
2
𝑑(𝑢,𝑣)
2
𝑑(𝑢, 𝑣) ≤ 𝑑(𝑢, 𝑣) (1.3.2)
onde 𝑐𝜉 é a menor coordenada do vetor 𝑐.
Existe, portanto, uma deformação na distância quando saímos do 𝑃𝑐 ⊂ R𝑘 para o
𝑇𝑐 ⊂ R2𝑘. Exploraremos a maneira de escolher os toros na construção do código esférico no
próximo capítulo.
Além de apresentarmos neste trabalho construções de códigos, faremos uma análise
de sua complexidade computacional e de sua confiabilidade e mostraremos que eles possuem
estrutura propícia para o canal grampeado, que será definido na seção seguinte.
1.4 Canal grampeado
Em um sistema de comunicação temos três objetivos: transmitir informação con-
fiável, possibilitar a transmissão a uma boa taxa e garantir que somente o receptor legítimo
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obtenha a mensagem. Este princípio fundamental foi formalizado por Shannon em seu artigo
[34] baseado num modelo de sistema de sigilo apresentado na Figura 1.8.
É usual, em criptografia, nos referirmos ao transmissor como Alice, ao receptor como
Bob e ao intruso como Eve, este último numa alusão ao termo em inglês eavesdropper.
Chave secreta 𝐾
𝐴𝑙𝑖𝑐𝑒 ↔ 𝐵𝑜𝑏
𝑀−→ Codificador 𝑋−→ Decodificador 𝑀−→
↓
𝐸𝑣𝑒
Figura 1.8: Modelo de Shannon para um sistema de sigilo.
No esquema apresentado na Figura 1.8, um transmissor tenta enviar uma mensagem
𝑀 para o receptor legítimo pela codificação na palavra-código 𝑋. Durante a transmissão a
palavra-código é observada por Eve. Neste modelo, a palavra-código 𝑋 é obtida pelo cálculo
de uma função de 𝑀 e 𝐾. Além disso, neste tipo de comunicação devemos considerar que a
chave 𝐾 deve ser compartilhada sobre um canal seguro.
Em termos de teoria de informação [9], o sigilo é medido como a entropia condicional
da mensagem dada uma palavra-código, denotada por 𝐻(𝑀 |𝑋) e também chamada de equi-
vocação do intruso. O sigilo perfeito é atingido se a equivocação do intruso é igual a incerteza
a priori da mensagem, isto é,
𝐻(𝑀 |𝑋) = 𝐻(𝑀).
Para o caso específico do sistema com uso de chave secreta, o sigilo perfeito é atingido
somente se 𝐻(𝐾) ≥ 𝐻(𝑀), a incerteza da chave deve ser no mínimo tão grande quanto a
incerteza da mensagem (devemos ter ao menos um bit secreto para cada bit de informação
contido da mensagem).
Sob uma perspectiva algorítmica, sigilo perfeito pode ser conseguido por meio de
um procedimento simples denominado one-time pad (ou cifra de Vernam), que é exemplificado
na Figura 1.9 para o caso de um mensagem binária e uma chave binária.
A palavra-código é formada calculando a adição binária (XOR) de cada bit de men-
sagem com um bit de chave. Se os bits de chave são independentes e identicamente distribuídos,
pode ser mostrado que a palavra-código é estatisticamente independente da mensagem. Para
recuperar a mensagem, o receptor legítimo precisa apenas adicionar a palavra-código e a chave
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secreta. Por outro lado, o intruso não tem acesso à chave; portanto, de sua perspectiva, cada
mensagem é igualmente provável e só lhe resta adivinhar aleatoriamente os bits de mensagem.
𝑀𝑒𝑠𝑠𝑎𝑔𝑒 𝑀 0101001101
𝐾𝑒𝑦 𝐾 1001100101
𝑃𝑎𝑙𝑎𝑣𝑟𝑎− 𝑐ó𝑑𝑖𝑔𝑜 𝑋 =𝑀 ⊕𝐾 1100101000
Figura 1.9: Exemplo de one-time pad.
De acordo com [9], embora one-time pad possa atingir sigilo perfeito com baixa
complexidade, sua aplicabilidade é limitada pelos seguintes requisitos:
• os participantes legítimos devem gerar e armazenar longas chaves consistindo de bits
aleatórios;
• cada chave pode ser usada somente uma vez (por outro lado o criptanalista tem chance
de descobrir a chave);
• a chave deve ser compartilhada sobre um canal seguro.
Em um esforço de entender o papel do ruído no contexto de comunicações seguras,
Wyner introduziu em [43] o modelo do canal grampeadoIII apresentado na Figura 1.10.
𝐴𝑙𝑖𝑐𝑒
𝑊−→ Codificador 𝑋𝑛−−→ Canal principal 𝑌 𝑛−→ Decodificador 𝑊−→ 𝐵𝑜𝑏
↓
Canal grampeado 𝑍
𝑛−→ 𝐸𝑣𝑒
Figura 1.10: Modelo de canal grampeado de Wyner.
As principais diferenças entre este modelo e o sistema de sigilo original de Shannon
são que: o transmissor legítimo codifica a mensagem 𝑀 em uma palavra-código 𝑋𝑛 com 𝑛
símbolos, a qual é enviada sobre um canal ruidoso para o receptor legítimo; o intruso observa
a versão ruidosa, denotada 𝑍𝑛, do sinal 𝑌 𝑛 disponível ao receptor.
Wyner definiu a capacidade de sigilo perfeito como a maior quantidade de informação
que Alice envia a Bob, enquanto Eve obtém uma quantidade de informação desprezável. Diante
desta perspectiva, Wyner sugeriu uma nova definição para a condição de sigilo perfeito. Ao
invés de requisitar que a equivocação do intruso seja exatamente igual a entropia da mensagem
IIIAdmitimos canal grampeado como tradução para wiretap channel.
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(𝐻(𝑀 |𝑋) = 𝐻(𝑀)), requisita-se que a taxa de equivocação do intruso dada por 1
𝑛
𝐻(𝑀 |𝑍𝑛)
seja arbitrariamente próxima da taxa de entropia da mensagem 1
𝑛
𝐻(𝑀) para palavra-código de
comprimento 𝑛 suficientemente grande. Com esta restrição atenuada pode ser mostrado (ver
[43]) que existem códigos de canal que assintoticamente garantem ambos, probabilidade de erro
pequena ao receptor pretendido e sigilo. Tais códigos são conhecidos como códigos para o canal
grampeado (wiretap codes).
A taxa máxima de transmissão que é atingida sob essas premissas é chamada capa-
cidade de sigilo e pode ser mostrado (ver [43]) que é estritamente positiva quando a observação
𝑍𝑛 do intruso é mais “ruidosa” que 𝑌 𝑛.
O canal grampeado é, portanto, definido em um sistema de comunicação em que
há um canal principal (mantido entre o transmissor e o legítimo receptor) que está sendo
grampeado via um segundo canal ruidoso. O alfabeto usado na codificação é conhecido pelo
intruso. Neste tipo de sistema deve-se tentar construir um codificador-decodificador de tal
forma que maximize a taxa de transmissão (𝑅) e a equivocação 𝜀 dos dados observados pelo
intruso. Se 𝜀 é igual a 𝐻𝑠 (entropia dos dados da fonte), então consideramos que a transmissão
é realizada com sigilo perfeito.
No artigo [43], Wyner tem o mérito de desenvolver uma curva trade-off entre a taxa
de transmissão 𝑅 e a taxa de equivocação 𝜀 dos dados vistos pelo intruso, assumindo transmissão
livre de erros. Seus resultados mostram que existe uma capacidade de sigilo 𝐶𝑠 > 0, tal que
uma transmissão confiável a taxa 𝑅 ≤ 𝐶𝑠 é possível com aproximadamente sigilo perfeito.
Em seu artigo [32], Wyner e Ozarow consideram a situação em que 𝑘 bits de dados
devem ser codificados em 𝑛 > 𝑘 bits e transmitidos através de um canal sem ruído no qual
um intruso pode observar um subconjunto de sua escolha de tamanho 𝜇 < 𝑛. Neste tipo
de situação, o codificador deve ser projetado para maximizar a incerteza do intruso, com a
condição de que o receptor legítimo possa recuperar os 𝑘 bits de dados perfeitamente. Wyner e
Ozarow encontraram trade-offs ideais entre os parâmetros 𝑘, 𝑛,𝐻, 𝜇 e a incerteza do intruso 𝜀,
em que 𝐻 é a entropia condicional dados os 𝜇 bits de canal interceptados. Em particular, foi
mostrado que para 𝜇 = 𝑛− 𝑘, existe um sistema com 𝐻 ∼ 𝑘− 1. Assim, por exemplo, quando
𝑛 = 2𝑘 e 𝜇 = 𝑘, é possível codificar os 𝑘 bits de dados em 2𝑘 bits do canal, de modo que ao
olhar para 𝑘 bits do canal, o intruso não obtém nenhuma informação sobre os dados.
No próximo capítulo apresentamos métodos de construção de códigos esféricos base-
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ados no que foi explicitado na Seção 1.3. Estes códigos serão usados para transmissão em dife-
rentes canais grampeados fornecendo um vetor recebido que será decodificado com a utilização
do algoritmo de decodificação para o reticulado 𝐷𝑛. Para maiores detalhes sobre decodificação
em reticulados ver [11] ou Apêndice B.
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Capítulo 2
Métodos de construção de códigos em
esferas
Neste capítulo, estudamos o problema de distribuir um conjunto de pontos sobre a
superfície de esferas euclidianas, com o propósito de obter códigos esféricos com alta taxa de
informação e baixa complexidade de construção.
Uma contribuição desta tese, que é apresentada neste capítulo, é a utilização do
método de construção de códigos em camadas de toros, para obter famílias de códigos estrutu-
rados, que podem ser construídos em tempo polinomial para dimensões pares e superam, para
alguns parâmetros, o melhor limitante inferior conhecido para a taxa binária de informação.
Parte dos resultados descritos neste capítulo compõem o artigo [29], que foi publicado em 2013.
Adicionalmente, provamos aqui algumas proposições sobre a complexidade computacional da
construção dos códigos, em particular, no Teorema 2.1.7, mostramos que é possível construir
uma família de códigos esféricos em tempo linear, cujas taxas binárias superam os melhores
limitantes inferiores conhecidos.
O restante deste capítulo está dividido da seguinte forma: na Seção 2.1, apresenta-
mos uma maneira de escolher os toros, e também de preenchê-los, que possibilita a construção
de códigos esféricos em tempo polinomial; na Seção 2.2, apresentamos uma outra maneira de ob-
tenção de toros baseada naquela apresentada na seção anterior, mas que fornece maior número
de palavras-código; na Seção 2.3, apresentamos uma estratégia de construção de códigos em
esferas concêntricas, em que aumentamos o número de palavras-código e mantemos a estrutura
de toros.
41
2.1 Construção de códigos esféricos a partir de um hi-
perplano
Considerando as duas etapas para a construção de códigos esféricos em camadas
de toros explicitadas na Seção 1.3, analisaremos nessa seção diferentes possibilidades para a
escolha do subcódigo na primeira etapa. Manteremos a segunda etapa conforme foi descrita,
escolhendo para 𝑌𝑇𝑐 o reticulado 𝐷𝑘 reescalado de modo a atingir a distância desejada no
código. O reticulado 𝐷𝑘 foi escolhido por fornecer as melhores densidades de empacotamento
nas dimensões 3, 4 e 5 e por sua baixa complexidade de construção e decodificação.
As possibilidades de construção analisadas para primeira etapa estão divididas nas
subseções a seguir.
2.1.1 Códigos esféricos via subcódigo com 𝑘 elementos
Podemos considerar, para a primeira etapa, o subcódigo construído a partir das 𝑘
permutações do vetor
𝑐𝑗(𝑡) = 𝑒𝑗 + 𝑡𝑒‖𝑒𝑗 + 𝑡𝑒‖ ,
em que 𝑒 = (1, 1, . . . , 1) ∈ R𝑘, 𝑡 > 0 e 𝑒𝑗 é o 𝑗-ésimo vetor canônico do R𝑘. Cada vetor 𝑐𝑗(𝑡)
define um toro planar sobre 𝑆2𝑘−1.
Podemos estabelecer então o seguinte resultado.
Proposição 2.1.1. Para cada 𝜌 = 𝑑2, 0 < 𝜌 < 2, há ao menos 𝑘 vetores unitários em 𝑆𝑘−1,
com coordenadas positivas, tais que o quadrado da distância entre dois destes vetores é maior
que ou igual a 𝜌.
Demonstração. Considerando 𝑐𝑗(𝑡) = 𝑒𝑗+𝑡𝑒‖𝑒𝑗+𝑡𝑒‖ , há 𝑘 vetores 𝑐
𝑗(𝑡) ∈ R𝑘. A distância ao quadrado
entre vetores do tipo 𝑐𝑗(𝑡) supracitado é dada por ‖𝑐𝑖(𝑡)− 𝑐𝑗(𝑡)‖2= 2
𝑘𝑡2+2𝑡+1 , em que a equação
2
𝑘𝑡2+2𝑡+1 = 𝜌 tem sempre uma solução real positiva dada por
𝑡(𝜌) =
−𝜌+
√︁
𝜌(𝑘(2− 𝜌) + 𝜌)
𝑘𝜌
. (2.1.1)
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Seja 𝑐𝑗𝜉 a menor coordenada de 𝑐𝑗(𝑡) e
𝛿 =
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
√
𝜌𝜋
2 , se
√
𝜌
2𝑐𝑗𝜉
> 1,
2𝑐𝑗𝜉 arcsen
√
𝜌
2𝑐𝑗𝜉
, caso contrário.
(2.1.2)
A imagem da aplicação Φ𝑐𝑗 (definida na Equação 1.3.1) de qualquer conjunto discreto
no interior da caixa 𝑃𝑐𝑗(𝑡) com distância mínima 𝛿I será um código esférico em 𝑆2𝑘−1 com
distância mínima ao quadrado maior ou igual a 𝜌.
Assim, na segunda etapa de construção, para cada um dos 𝑘 toros definidos por
𝑐𝑗(𝑡), consideramos os pontos do reticulado obtido reescalando o reticulado 𝐷𝑘 por um fator
𝛿√
2
, onde 𝛿 é dado pela Equação 2.1.2.
Como todos os vetores 𝑐𝑗 são simétricos por permutações de suas coordenadas,
é suficiente construir e preencher uma das camadas do código e tomar as permutações das
coordenadas dos pontos desta camada para obter todo o código.
Como um exemplo desta construção considere 𝑘 = 3 e 𝜌 = (0, 3)2. Apresentaremos
os valores obtidos para número de pontos e taxa e, mais adiante, detalharemos os cálculos desta
construção. Neste caso, teremos 𝑡 = 2, 347186 (com aproximação de apenas seis casas decimais)
e três toros definidos pelas três permutações do vetor 𝑐 = (𝑐1, 𝑐2, 𝑐3) onde 𝑐1 = 0, 710045 e
𝑐2 = 𝑐3 = 0, 497913). Temos 𝛿 = 0, 304734 e podemos considerar um reticulado reescalado de
𝐷3 pelo fator 𝛿/
√
2. O valor de 𝛿 é obtido pela Equação 2.1.2.
As palavras-código em cada um dos três toros serão a imagem dos pontos do reticu-
lado 𝛿√
2
𝐷3 na caixa 𝑃𝑐𝑗(𝑡) pela função Φ𝑐𝑗 . Neste caso, cada toro terá 1960 pontos e teremos
𝑀 = 5880 pontos no código esférico em 𝑆5 ⊂ R6. A taxa de informação deste código é
𝑅 = log2 58802·3 = 2, 086933. Para estes parâmetros, os limitantes 𝑅𝐶𝑆𝑊 e 𝑅𝐵𝑆 são ligeiramente
inferiores, 1, 753381 e 1, 736965, respectivamente. Já o limitante 𝑅𝑝𝑜𝑙 = 0, 5𝑅𝐶𝑆𝑊 = 0, 876690,
para códigos esféricos construtíveis em tempo polinomial, está bem abaixo do valor encontrado
para 𝑅.
De acordo com [21], dizemos que um código tem construção polinomial se existe um
algoritmo para sua construção (ou para encontrar sua matriz geradora), o qual é polinomial
no comprimento 𝑛 das palavras-código. A partir desta construção, conseguimos obter códigos
IOs valores para 𝛿 estão baseados na Desigualdade 1.3.2.
43
esféricos construídos com algoritmo de baixa complexidade computacional.
Em [38] os autores utilizam o fato de a complexidade da aplicação Yaglom (Figura
1.4) e a da concatenação de códigosIIserem lineares para construirem uma família de códigos
com complexidade polinomial.
Demonstraremos que a construção de código desta subseção possui complexidade
polinomial na geração de cada ponto do código. Para isso, contaremos o número de operações
necessárias para gerar uma palavra-código qualquer. O algoritmo que gera o código pode ser
dividido em duas fases. Assim, contaremos o número de operações de cada fase para estabelecer
a complexidade. Para a obtenção do código são dados inicialmente a distância mínima 𝑑 e a
dimensão 𝑘 do subcódigo. O programa relativo ao referido algoritmo encontra-se na Seção A.1.
Na primeira fase do algoritmo obtemos os valores de 𝑡, 𝛿, 𝑐𝑗, 𝑙𝑗 e 𝑀 ; conforme
apresentado a seguir:
• Primeiramente, obtemos 𝑡 = −𝑑+
√
𝑑2+𝑘(2−𝑑2)
𝑘𝑑
, assim como na Equação 2.1.1. A partir de
𝑡, como 𝑐𝑗(𝑡) = 𝑒𝑗+𝑡𝑒‖𝑒𝑗+𝑡𝑒‖ , temos que a maior coordenada de 𝑐
𝑗 é dada por 𝑐𝑗𝜔 =
(1+𝑡)𝑑√
2 e as
demais por 𝑐𝑗𝜉 = 𝑡𝑑√2 .
• Para gerar os pontos do reticulado no paralelotopo 𝑃𝑐𝑗 , obtemos 𝛿 pela Equação 2.1.2 e
contamos o número de pontos possíveis em cada direção do paralelotopo. O número de
pontos sobre o eixo em cada direção é armazenado num vetor 𝑙𝑗 = ⌊2𝜋𝑐
𝑗− 𝛿√2
𝛿√
2
⌋III, de forma
que a maior coordenada de 𝑙𝑗 é dada por 𝑙𝑗𝜔 = ⌊2𝜋(1+𝑡)𝑑−𝛿𝛿 ⌋ e as demais por 𝑙𝑗𝜉 = ⌊2𝜋𝑡𝑑−𝛿𝛿 ⌋.
• Assim, o número de pontos possíveis no código é dado por 𝑀 = 𝑘⌈
∏︀𝑘
𝑖=1 𝑙
𝑗
𝑖
2 ⌉ e finalizamos
a primeira fase do algoritmo. Armazenamos os vetores 𝑙𝑗 e 𝑐𝑗 e o valor de 𝑀 para a
próxima fase.
O número de operações envolvido nas três etapas descritas acima, que compôem a
primeira fase do método de construção, é claramente de ordem 𝑘.
Como temos𝑀 palavras-código, podemos associar cada uma delas a um número de 1
a𝑀 formando uma bijeção entre o conjunto Σ = {1, 2, . . . ,𝑀} e o código esférico 𝑆𝐶𝑇 (𝑀, 2𝑘, 𝜌)
obtido. Para apresentar esta bijeção e contarmos o número de operações necessárias para gerar
IIConcatenação de códigos - tradução para code concatenation - são códigos obtidos por aplicações coordenada
a coordenada envolvendo dois codificadores. [14][23]
IIIO vetor 𝑙𝑗 é assim definido porque, para determinar os pontos no paralelotopo, primeiramente contamos os
pontos possíveis no reticulado 𝛿√2Z
𝑘 e depois dividimos o número de pontos por 2 para obter os pontos de 𝛿𝐷𝑘
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uma palavra-código a partir de um elemento de Σ, necessitamos de uma ordenação dos toros e
dos pontos no paralelotopo 𝑃𝑐𝑗 . Esta ordenação é construída a partir das proposições a seguir.
Proposição 2.1.2. Sejam Σ𝑗 = {1, 2, ... . . . ,𝑀𝑗} e 𝑃𝑐𝑗 o paralelotopo de dimensões dadas por
2𝜋𝑐𝑗, 𝑗 = 1, . . . , 𝑘. Se 𝑃𝑐𝑗 possui 𝑀𝑗 pontos do reticulado 𝛿√2Z
𝑘, então existe uma bijeção entre
Σ𝑗 e ℑ𝑗 = 𝛿√2Z𝑘|𝑃𝑐𝑗 IV.
Demonstração. Ao preencher o paralelotopo 𝑃𝑐𝑗 , observamos que o número de pontos do reti-
culado 𝛿√
2
Z𝑘 possível em cada direção canônica 𝑖 é dado por: 𝑙𝑗𝑖 = ⌊2𝜋𝑐
𝑗
𝑖
√
2−𝛿
𝛿
⌋.
Como o vetor 𝑙𝑗 = (𝑙𝑗1, 𝑙𝑗2, . . . , 𝑙𝑗𝑘) em cada uma de suas coordenadas indica quantos
pontos reticulados podem ser alocados sobre cada eixo no paralelotopo 𝑃𝑐𝑗 , concluímos que
o número de pontos reticulados possível no paralelotopo é 𝑀𝑗 =
∏︀𝑘
𝑖=1 𝑙
𝑗
𝑖 . Tomando Σ𝑗 =
{1, 2, . . . ,𝑀𝑗}, basta criarmos uma enumeração dos𝑀𝑗 pontos em 𝑃𝑐𝑗 que teremos uma bijeção.
Podemos enumerar esses 𝑀𝑗 pontos como segue:
• Os primeiros 𝑙𝑗1 pontos são tais que a primeira coordenada varia de zero a 𝑙𝑗1 − 1 e as
demais coordenadas são nulas;
• Os próximos 𝑙𝑗1𝑙𝑗2− 𝑙𝑗1 pontos são tais que a primeira coordenada varia de zero a 𝑙𝑗1−1 para
cada valor da segunda coordenada que varia de 1 a 𝑙𝑗2−1, enquanto as demais coordenadas
permanecem nulas;
• Os próximos 𝑙𝑗1𝑙𝑗2𝑙𝑗3 − 𝑙𝑗1𝑙𝑗2 pontos são tais que a primeira coordenada varia de zero a 𝑙𝑗1 − 1
para cada valor da segunda coordenada que varia agora de zero a 𝑙𝑗2− 1, que, por sua vez,
varia segundo cada valor de terceira coordenada de 1 a 𝑙𝑗3 − 1.
• Seguimos assim, sucessivamente, de forma que os últimos 𝑙𝑗1𝑙𝑗2 · · · 𝑙𝑗𝑘 − 𝑙𝑗1𝑙𝑗2 · · · 𝑙𝑗𝑘−1 pontos
são tais que cada coordenada 𝑖, 1 ≤ 𝑖 ≤ 𝑘 − 1 varia ordenadamente de zero a 𝑙𝑗𝑖 − 1
enquanto a última coordenada varia de 1 a 𝑙𝑗𝑘 − 1.
Assim, com os pontos ordenados, temos uma associação biunívoca entre o conjunto
Σ𝑗 = {1, 2, . . . ,𝑀𝑗} e o conjunto dos 𝑀𝑗 pontos do reticulado 𝛿√2Z
𝑘 contido no paralelotopo
𝑃𝑐𝑗 .
IVA notação 𝛿√2Z
𝑘|𝑃𝑐𝑗 representa os pontos do reticulado 𝛿√2Z
𝑘 restritos ao paralelotopo 𝑃𝑐𝑗 .
45
Como um exemplo numérico da Proposição 2.1.2 podemos considerar o paralelotopo
𝑃𝑐𝑗 em que o vetor 𝑙𝑗 associado é dado por 𝑙𝑗 = (4, 2, 2). Sabe-se que o número de pontos do
reticulado 𝛿√
2
Z𝑘 no paralelotopo é dado por 𝑀𝑗 = 4 · 2 · 2 = 16. Pelo nosso sistema de
enumeração conseguimos ordenar os pontos do paralelotopo conforme a Tabela 2.1.
Σ𝑗 → 𝛿√2Z
𝑘|𝑃𝑐𝑗
1 𝛿√
2
(0, 0, 0)
2 𝛿√
2
(1, 0, 0)
3 𝛿√
2
(2, 0, 0)
4 𝛿√
2
(3, 0, 0)
5 𝛿√
2
(0, 1, 0)
6 𝛿√
2
(1, 1, 0)
7 𝛿√
2
(2, 1, 0)
8 𝛿√
2
(3, 1, 0)
9 𝛿√
2
(0, 0, 1)
10 𝛿√
2
(1, 0, 1)
11 𝛿√
2
(2, 0, 1)
12 𝛿√
2
(3, 0, 1)
13 𝛿√
2
(0, 1, 1)
14 𝛿√
2
(1, 1, 1)
15 𝛿√
2
(2, 1, 1)
16 𝛿√
2
(3, 1, 1)
Tabela 2.1: Enumeração num paralelotopo.
A bijeção a que se refere a Proposição 2.1.2 pode ser denotada por:
𝜎𝑗 : Σ𝑗 → ℑ𝑗. (2.1.3)
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É claro que não precisamos sempre enumerar um a um dos pontos do reticulado ℑ𝑗
para conhecer a pré-imagem por 𝜎𝑗 de cada um deles. Pelo nosso método de enumeração é
possível conhecer o ponto a partir da sua pré-imagem ou vice-versa.
Dada a pré-imagem do ponto 𝛿√
2
· 𝑃 pela função 𝜎𝑗, podemos encontrar 𝑃 =
(𝑃1, 𝑃2, . . . , 𝑃𝑘) pelo seguinte algoritmo:
Algoritmo 1: Algoritmo para obtenção de ponto 𝑃 a partir de 𝜎−1𝑗 (
𝛿√
2
· 𝑃 ).
Entrada: 𝑙𝑗,𝜎−1𝑗 (
𝛿√
2
· 𝑃 )
Saída: 𝑃
início
𝑘 = 𝑙𝑒𝑛𝑔𝑡ℎ(𝑙𝑗)
𝑂𝑟𝑑𝑘 = 𝜎−1𝑗 (
𝛿√
2
· 𝑃 )
𝑝𝑟𝑜𝑑𝑢𝑡𝑜 = ∏︀𝑘𝑖=1 𝑙𝑗𝑖
para 𝑘 > 1 faça
𝑝𝑟𝑜𝑑𝑢𝑡𝑜 = 𝑝𝑟𝑜𝑑𝑢𝑡𝑜/𝑙𝑗(𝑘)
𝑃𝑘 = ⌈ 𝑂𝑟𝑑𝑘𝑝𝑟𝑜𝑑𝑢𝑡𝑜⌉ − 1
𝑂𝑟𝑑𝑘−1 = 𝑂𝑟𝑑𝑘 − 𝑃𝑘𝑝𝑟𝑜𝑑𝑢𝑡𝑜
𝑘 = 𝑘 − 1
fim
𝑃1 = 𝑂𝑟𝑑1 − 1
fim
Esse algoritmo realiza um número total de operações de ordem 𝑘.
No último exemplo apresentado, em que 𝑙𝑗 = (4, 2, 2) e 𝑘 = 3, podemos tomar a
pré-imagem 𝜎−1𝑗
(︃
𝛿√
2
· 𝑃
)︃
= 10 e obter 𝑃 . Pelo Algoritmo 1, temos 𝑃3 = 1, 𝑃2 = 0 e 𝑃1 = 1.
Portanto, podemos afirmar que dado 𝑎 ∈ Σ𝑗, temos que 𝜎𝑗(𝑎) = 𝛿√2𝑃 , onde 𝑃 é obtido de 𝑎 de
forma unívoca pelo Algoritmo 1.
Para o caso em que temos o ponto 𝑃 = (𝑃1, 𝑃2, . . . , 𝑃𝑘) e desejamos saber sua
pré-imagem basta fazermos:
𝜎−1𝑗 (
𝛿√
2
· 𝑃 ) = 𝑃𝑞𝑡 + 1, (2.1.4)
onde 𝑞 = (1, 𝑙𝑗1, 𝑙𝑗1𝑙𝑗2, . . . ,
∏︀𝑘−1
𝑖=1 𝑙
𝑗
𝑖 ) e 𝑞𝑡 indica a transposição do vetor 𝑞.
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Entretanto, podemos obter uma bijeção semelhante a 𝜎𝑗, mas que reúne todos os
𝑀 pontos obtidos pela soma dos 𝑀𝑗 pontos reticulados de cada paralelotopo 𝑃𝑐𝑗 vinculado a
uma diferente permutação de 𝑐𝑗, como mostra a próxima proposição.
Proposição 2.1.3. Sejam Σ = {1, 2, . . . ,𝑀} e ℑ o conjunto dos 𝑀 pontos em R2𝑘, onde
𝑀 = ∑︀𝑘𝑗=1𝑀𝑗 e em que as primeiras 𝑘 coordenadas são dadas pelas coordenadas de 𝑐𝑗 e as
demais 𝑘 são dadas pelas coordenadas dos pontos reticulados de ℑ𝑗 para cada 𝑗 = 1, . . . , 𝑘.
Existe uma bijeção 𝜎 dada por:
𝜎 : Σ → ℑ
𝑎 → 𝜎(𝑎) = (𝑐𝜔1 , . . . , 𝑐𝜔𝑘 , 𝑢1, . . . , 𝑢𝑘);
(2.1.5)
onde 𝑐𝜔 é tal que 𝜔 = min{𝑗; 𝑎 < ∑︀𝑗𝑖=1𝑀𝑖} = ⌈𝑘𝑎𝑀 ⌉ e 𝑢 = 𝜎𝜔(𝑎− (𝜔− 1)𝑀𝑘 ), sendo 𝜎𝑤 conforme
definida na Equação 2.1.3.
Demonstração. Provaremos a bijeção, mostrando que qualquer elemento do domínio possui um
único correspondente no contradomínio e que qualquer elemento do contradomínio possui um
único correspondente no domínio. Dado um elemento 𝑎 ∈ Σ mostraremos que é possível obter
de forma unívoca 𝜎(𝑎) ∈ ℑ. Primeiramente, encontramos 𝜔 dado por ⌈𝑘𝑎
𝑀
⌉. Temos então que
as primeiras 𝑘 coordenadas de 𝜎(𝑎) são dadas por 𝑐𝜔. Obtém-se 𝑐𝜔 tomando a permutação
de 𝑐𝑗 que tem a maior coordenada na posição 𝜔. As próximas 𝑘 coordenadas de 𝜎(𝑎) são
dadas por 𝛿√
2
· 𝑃 , onde 𝑃 é univocamente determinado pelo Algoritmo 1 tendo como entrada
𝜎−1𝜔 (𝑢) = 𝑎− (𝜔 − 1)𝑀𝑘 .
Por outro lado, mostraremos que dado um ponto 𝜎(𝑎) ∈ ℑ, sua pré-imagem 𝑎 é
obtida univocamente observando suas primeiras 𝑘 coordenadas e identificando 𝑐𝜔 e, consequen-
temente, obtendo 𝜔. Identificado o paralelotopo 𝑃𝑐𝜔 a que se refere o ponto 𝜎(𝑎), suas 𝑘 últimas
coordenadas formam um vetor 𝑢 e são usadas para conhecer a pré-imagem do ponto 𝑢 no pa-
ralelotopo 𝑃𝑐𝜔 dada univocamente por 𝜎−1𝜔 (𝑢) segundo a Equação 2.1.4. A pré-imagem 𝑎 é
finalmente obtida por 𝑎 = 𝜎−1𝜔 (𝑢) + (𝜔 − 1)𝑀𝑘 .
Até aqui, construímos uma bijeção 𝜎 entre um conjunto finito Σ e o conjunto ℑ. Se
alterarmos o reticulado 𝛿√
2
Z𝑘 para o reticulado 𝛿√
2
𝐷𝑘 em cada paralelotopo 𝑃𝑐𝑗 , poderemos
obter uma bijeção 𝜒𝑗 : Σ𝑗 → ℘𝑗, onde ℘𝑗 = 𝛿√2𝐷𝑘|𝑃𝑐𝑗 , como mostra a proposição a seguir.
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Observe que agora o número de pontos possível em cada paralelotopo é dado por:
𝑀𝑗 =
∏︀𝑘
𝑖=1 𝑙
𝑗
𝑖
2 , se ∃𝑙
𝑗 par; ou 𝑀𝑗 =
(∏︀𝑘𝑖=1 𝑙𝑗𝑖 ) + 1
2 , caso contrário. (2.1.6)
Ou simplesmente 𝑀𝑗 =
⌈︂∏︀𝑘
𝑖=1 𝑙
𝑗
𝑖
2
⌉︂
.
Proposição 2.1.4. Sejam os conjuntos Σ𝑗 = {1, 2, . . . ,𝑀𝑗} e ℘𝑗 = 𝛿√2𝐷𝑘|𝑃𝑐𝑗 , existe uma
bijeção 𝜒𝑗 dada por:
𝜒𝑗 : Σ𝑗 → ℘𝑗
𝑎 → 𝜒𝑗(𝑎) =
⎧⎪⎪⎨⎪⎪⎩
𝜎𝑗(2𝑎− 1) ou
𝜎𝑗(2𝑎).
(2.1.7)
Demonstração. A relação bijetiva de 𝜒𝑗 pode ser verificada observando que, dado um ponto
𝑃 , tal que 𝜒𝑗(𝑎) =
𝛿√
2
· 𝑃 ∈ 𝛿√
2
𝐷𝑘, podemos obter 𝑎 ∈ Σ𝑗 de maneira unívoca obtendo
primeiramente 𝜎−1𝑗 (𝑎) pela Equação 2.1.4 e fazendo 𝑎 =
⌈︂
𝜎−1𝑗 (𝑎)
2
⌉︂
.
Por outro lado, dado 𝑎 ∈ Σ𝑗, é possível obter 𝜒𝑗(𝑎) bastando que verifiquemos que
𝜒𝑗(𝑎) = 𝜎𝑗(2𝑎−1) ou 𝜒𝑗(𝑎) = 𝜎𝑗(2𝑎). Utilizando como entrada no Algoritmo 1 o valor (2𝑎−1)
observamos o ponto 𝑃 obtido e verificamos se 𝑃 tem soma par de coordenadas. Em caso
afirmativo temos que 𝜒𝑗(𝑎) = 𝜎𝑗(2𝑎 − 1) = 𝛿√2 · 𝑃 . Caso contrário, utilizamos novamente o
Algoritmo 1 fornecendo como entrada 2𝑎 e obtemos um novo 𝑃 que necessariamente possui
soma par de coordenadas.
Como existe uma correspondência um a um entre os conjuntos Σ𝑗 e ℘𝑗 dada pela
função 𝜒𝑗, podemos afirmar que 𝜒𝑗 é uma bijeção.
De maneira análoga ao que foi feito considerando o reticulado Z𝑘, podemos obter
uma bijeção 𝜒 entre um conjunto finito Σ de 𝑀 elementos e o conjunto ℘ dos 𝑀 pontos de R2𝑘
em que 𝑀 = ∑︀𝑘𝑗=1𝑀𝑗 e em que as primeiras 𝑘 coordenadas são dadas pelas coordenadas de 𝑐𝑗
e as demais 𝑘 são dadas pelas coordenadas dos pontos reticulados de ℘𝑗.
Proposição 2.1.5. Sejam Σ = {1, 2, . . . ,𝑀} e ℘ o conjunto dos 𝑀 = ∑︀𝑘𝑗=1𝑀𝑗 pontos de R2𝑘,
em que as primeiras 𝑘 coordenadas são dadas pelas coordenadas de 𝑐𝑗 e as demais 𝑘 são dadas
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pelas coordenadas dos pontos reticulados de ℘𝑗. Existe uma bijeção 𝜒 dada por:
𝜒 : Σ → ℘
𝑎 → 𝜒(𝑎) = (𝑐𝜔1 , . . . , 𝑐𝜔𝑘 , 𝑢1, . . . , 𝑢𝑘)
(2.1.8)
onde 𝑐𝜔 é tal que 𝜔 = min{𝑗; 𝑎 < ∑︀𝑗𝑖=1𝑀𝑖} = ⌈𝑘𝑎𝑀 ⌉ e 𝑢 = 𝜒𝜔(𝑎 − (𝜔 − 1)𝑀𝑘 ), sendo 𝜒𝜔 assim
como definida na Equação 2.1.7.
Demonstração. Para demonstrar a bijeção, tomaremos um elemento qualquer do domínio e pro-
varemos que este elemento possui imagem única, assim como também tomaremos um elemento
qualquer do contradomínio e provaremos que este elemento possui pré-imagem única.
Dado 𝑎 ∈ Σ, mostraremos que obtemos 𝜒(𝑎) de forma unívoca. Primeiramente,
encontramos 𝜔 que é dado por ⌈𝑘𝑎
𝑀
⌉. Temos então que as 𝑘 primeiras coordenadas de 𝜒(𝑎) são
dadas por 𝑐𝜔. As próximas 𝑘 coordenadas de 𝜒(𝑎) são dadas por 𝜒𝜔(𝑎′), para 𝑎′ = 𝑎−(𝜔−1)𝑀𝑘 .
Por outro lado, dado 𝜒(𝑎) ∈ ℘, sua pré imagem 𝑎 é obtida observando suas primeiras
𝑘 coordenadas e identificando 𝑐𝜔 e, consequentemente, obtendo 𝜔. Identificado o paralelotopo
a que se refere o ponto 𝜒(𝑎), suas 𝑘 últimas coordenadas formam um vetor 𝑢 e são usadas
para conhecer a pré-imagem do ponto 𝑢 no paralelotopo 𝑃𝑐𝜔 dada univocamente por 𝜒−1𝜔 (𝑢) =
⌈𝜎−1𝜔 (𝑢)2 ⌉, sendo 𝜎−1𝜔 (𝑢) obtido pela Equação 2.1.4. A pré-imagem 𝑎 é finalmente obtida por
𝑎 = 𝜒−1𝜔 (𝑢) + (𝜔 − 1)𝑀𝑘 .
A bijeção 𝜒 é uma ordenação dos paralelotopos e dos pontos nos paralelotopos. É
possível utilizar esta ordenação para obter uma bijeção 𝐹 entre o conjunto Σ = {1, 2, . . . ,𝑀}
e o conjunto 𝑆𝐶𝑇 (𝑀, 2𝑘, 𝜌) dos 𝑀 pontos obtidos no código esférico em camadas de toros via
subcódigo de 𝑘 elementos, conforme apresentaremos na próxima proposição.
Proposição 2.1.6. Seja Σ = {1, 2, . . . ,𝑀} um conjunto finito com 𝑀 números inteiros e
𝑆𝐶𝑇 (𝑀, 2𝑘, 𝜌) o código esférico em camadas de toros obtido a partir de subcódigo de 𝑘 ele-
mentos. Existe uma relação biunívoca 𝐹 entre Σ e 𝑆𝐶𝑇 (𝑀, 2𝑘, 𝜌).
Demonstração. Seja 𝐹 uma função composta dada por 𝐹 = Φ(𝜒), sendo a bijeção 𝜒 conforme
apresentada na Equação 2.1.8 e sendo a função Φ dada por:
Φ : ℘ → 𝑆𝐶𝑇 (𝑀,𝑛, 𝜌)
(𝑐1, . . . , 𝑐𝑘, 𝑢1, . . . , 𝑢𝑘) →
(︁
𝑐1
(︁
cos
(︁
𝑢1
𝑐1
)︁
, sen
(︁
𝑢1
𝑐1
)︁)︁
, . . . , 𝑐𝑘
(︁
cos
(︁
𝑢𝑘
𝑐𝑘
)︁
, sen
(︁
𝑢𝑘
𝑐𝑘
)︁)︁)︁
.
(2.1.9)
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Podemos perceber que Φ é uma bijeção já que para cada 𝑢𝑖; 0 ≤ 𝑢𝑖 ≤ 2𝜋𝑐𝑖, temos
que o arco 𝑢𝑖
𝑐𝑖
está biunivocamente associado ao par ordenado (cos(𝑢𝑖
𝑐𝑖
), sen(𝑢𝑖
𝑐𝑖
)). Logo temos
que 𝐹 é bijeção, por ser uma composição de bijeções, e que estabelece, portanto, uma relação
biunívoca entre o conjunto finito Σ e o código esférico 𝑆𝐶𝑇 (𝑀,𝑛, 𝜌) de 𝑀 pontos obtido via
subcódigo de 𝑘 elementos.
Agora que conhecemos as funções 𝜎, 𝜒 e 𝐹 , podemos retomar a contagem de ope-
rações necessárias para obtenção de uma palavra-código, a fim de analisar a complexidade
algorítmica. Considere, numa segunda fase do algoritmo que gera o código, os dados iniciais
(𝑑, 𝑘), os parâmetros obtidos na primeira fase (𝑐, 𝑙, 𝑀) e ainda, as funções 𝜎, 𝜒 e 𝐹 . Para todo
𝑎 ∈ Σ, a obtenção da palavra-código 𝐹 (𝑎) ∈ 𝑆𝐶𝑇 (𝑀, 2𝑘, 𝜌) é feita da seguinte forma:
• Obtemos 𝜔 = ⌈𝑘𝑎
𝑀
⌉, assim identificamos a coordenada de 𝑐 e de 𝑙 que terá maior valor e,
consequentemente, identificamos o toro a que pertence a palavra-código;
• Tomamos 𝑎′ = 𝑎 − (𝜔 − 1)𝑀
𝑘
e obtemos 𝜒𝜔(𝑎′), que é dada por 𝜎𝜔(2𝑎′ − 1) ou 𝜎𝜔(2𝑎′),
aquele que pelo Algoritmo 1 tiver um ponto 𝑃 associado com soma par de coordenadas.
• Tomando 𝑢 = 𝜒𝜔(𝑎′) basta aplicar a função Φ𝑐𝜔(𝑢) conforme definida na Equação 1.3.1 e
teremos 𝐹 (𝑎) = Φ𝑐𝜔(𝑢).
O número de operações desta segunda fase também é de ordem 𝑘.
O algoritmo que reúne as duas fases detalhadas nesta subseção está explicitado no
Apêndice A.1.
Considerando que esta construção tem baixa complexidade algorítmica, podemos
enunciar o seguinte teorema.
Teorema 2.1.7. Dada uma dimensão 𝑘, 𝑘 ≥ 2, e uma distância mínima 𝑑, 0 < 𝑑 < √2,
existe um código esférico em camadas de toros 𝑆𝐶𝑇 (𝑀, 2𝑘, 𝜌) construtível, via subcódigo de 𝑘
elementos, em tempo linear.
Demonstração. Dada uma distância mínima 𝑑 e uma dimensão 𝑘 é possível obter as coordenadas
do vetor 𝑐, cujas permutações originam os toros; o valor de 𝛿 pela Equação 2.1.2; o vetor 𝑙, cujas
coordenadas definem quantos pontos cabem em cada dimensão do paralelotopo e o valor de 𝑀 ,
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número total de pontos a ser obtido no código em toros, a partir de operações elementares de
ordem 𝑘 (𝑂(𝑘)).
De posse destes dados, a obtenção de um ponto 𝐹 (𝑎) qualquer do código em toros é
feita com o fornecimento de sua pré-imagem 𝑎 que é um valor entre 1 e𝑀 . A partir de 𝑎 obtemos
𝜒(𝑎) e 𝐹 (𝑎) = Φ(𝜒(𝑎)). Podemos mostrar que a imagem pela aplicação 𝜒 é obtida em tempo
linear. De fato, basta verificarmos que dado um elemento 𝑎 ∈ Σ, primeiramente, encontramos
𝜔 e isso é feito com 𝜔 = ⌈𝑘𝑎/𝑀⌉. Temos então que as primeiras 𝑘 coordenadas de 𝜒(𝑎) são
dadas por 𝑐𝜔. As próximas 𝑘 coordenadas de 𝜒(𝑎), formam um vetor 𝑢 = (𝑢1, . . . , 𝑢𝑘) =
𝛿√
2
·𝑃 ,
onde 𝑢 é univocamente determinado por 𝑢 = 𝜒𝜔(𝑎 − (𝜔 − 1)𝑀𝑘 ) conforme Proposição 2.1.4, o
que é feito também com complexidade de ordem 𝑘 (𝑂(𝑘)). A imagem de 𝜒(𝑎) pela função Φ,
é obtida em tempo linear (𝑂(𝑘)). Usando a notação da Proposição 2.1.6, temos, portanto, que
𝐹 (𝑎) ∈ 𝑆𝐶𝑇 (𝑀, 2𝑘, 𝜌) é calculado em tempo linear, para todo 𝑎 ∈ Σ.
Vale ressaltar que, além desta construção ter complexidade algorítmica linear, para
alguns valores de 𝑑 e 𝑘 tem taxa acima dos melhores limitantes inferiores conhecidos, como
pode ser verificado na Figura 2.1.
Analisando o método de construção de código esférico desta subseção e o algoritmo
usado, é possível estabelecer uma expressão para o número de pontos 𝑀 no código esférico
𝑆𝐶𝑇 (𝑀, 2𝑘, 𝜌) resultante.
Proposição 2.1.8. O número de pontos 𝑀 do código esférico construído em camadas de toros
via subcódigo de 𝑘 elementos depende de 𝑘 e de 𝜌 = 𝑑2 e é dado por:
𝑀 = 𝑘
⎡⎢⎢⎢1/2
⌊︃
2𝜋(1 + 𝑡)𝑑− 𝛿
𝛿
⌋︃ ⎢⎢⎢⎣(︃2𝜋𝑡𝑑− 𝛿
𝛿
)︃𝑘−1⎥⎥⎥⎦⎤⎥⎥⎥ ,
com 𝑡 dado pela Equação 2.1.1 e com 𝛿 definido conforme a Equação 2.1.2.
A prova desta proposição está na sequência de cálculos do algoritmo usado até
a obtenção de 𝑀 . A partir desta expressão para 𝑀 , podemos definir uma expressão para
𝑅 = log2𝑀2𝑘 e obter assim um limitante para códigos esféricos construídos em tempo linear.
Entretanto, diferente dos limitantes para taxa dados por 𝑅𝐶𝑆𝑊 e 𝑅𝐵𝑆, o limitante que teríamos
não dependeria somente de 𝜌 e, sim, de 𝜌 e de 𝑘.
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Na Figura 2.1 a seguir, apresentamos uma comparação entre os limitantes 𝑅𝐶𝑆𝑊 ,
𝑅𝐵𝑆, 𝑅𝑝𝑜𝑙 e o limitante que obtivemos nesta construção para uma faixa de valores de dimensão
𝑘 (lembrando que 𝑘 representa a dimensão metade do código em toros obtido).
Figura 2.1: Comparação entre as taxas binárias obtidas dos limitantes 𝑅𝐶𝑆𝑊 , 𝑅𝐵𝑆 e 𝑅𝑝𝑜𝑙(curvas em
preto) e de códigos esféricos construídos em tempo linear com o Algoritmo A.1 (curvas em azul).
É possível verificar na Figura 2.1, que a taxa binária dos códigos esféricos construídos
através do Algoritmo A.1 é superior aos limitantes para uma região dos parâmetros (𝑑, 𝑘). Con-
forme já comentado, o melhor limitante inferior conhecido para taxa binária, dado por 𝑅𝐶𝑆𝑊 ,
é existencial, enquanto o limitante inferior 𝑅𝑝𝑜𝑙 é construtível e representa o melhor conhecido
para taxa binária em códigos esféricos construtíveis em tempo polinomial. Em [22], Lachaud
e Stern construiram alguns códigos com taxa acima de 𝑅𝑝𝑜𝑙. Na Tabela 2.2, comparamos ta-
xas binárias obtidas para códigos esféricos construídos em tempo polinomial. Verificamos que
os códigos esféricos construídos pelo método apresentado nesta subseção superam os melhores
resultados conhecidos obtidos em [22].
Vale ressaltar que, enquanto os códigos apresentados em [22] tem complexidade
polinomial, os códigos construídos nesta subseção tem complexidade linear.
Na busca de melhores resultados para a taxa de informação, apresentamos outro
método de construção de código esférico na subseção seguinte.
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𝜌 𝑅(Lachaud e Stern) 𝑅𝑆𝐶𝑇 dimensão
0,1 1,08966 1,94352 8
0,2 0,78164 1,64027 8
0,7 0,24910 0,37500 8
0,9 0,16666 0,25000 16
1,0 0,13333 0,25000 16
1,4 0,03452 0,09375 64
1,5 0,02380 0,09375 64
Tabela 2.2: Comparação entre a taxa binária obtida por Lachaud e Stern e a obtida para 𝑆𝐶𝑇 via
subcódigo de 𝑘 elementos.
2.1.2 Códigos esféricos via subcódigo com 𝑘! elementos
Uma possibilidade de melhorar o número de pontos no subcódigo sem aumentar
consideravelmente a complexidade algorítmica é tomando as 𝑘! permutações do vetor
𝑐𝑗(𝑡) = 𝑝+ 𝑡𝑒‖𝑝+ 𝑡𝑒‖ ,
onde 𝑒 = (1, 1, . . . , 1) ∈ R𝑘, 𝑡 > 0 e 𝑝 é o vetor (0, 1, 2, ..., 𝑘 − 1) do R𝑘.
Entretanto, neste caso, a medida que se aumenta consideravelmente o número de
pontos no subcódigo, diminuem-se os valores possíveis a se considerar para distância mínima
em dimensões maiores. Por exemplo, para um subcódigo obtido a partir de 𝑐𝑗(𝑡) na dimensão
𝑘 = 6 teremos 𝑘! = 720 toros, mas, para gerar códigos nestes toros, devemos nos limitar a
valores de 𝜌 < 0, 192. Isso ocorre porque a distância mínima ao quadrado 𝜌 entre quaisquer
dois destes pontos 𝑐𝑗(𝑡) é limitada conforme mostra a proposição a seguir.
Proposição 2.1.9. A distância mínima ao quadrado 𝜌 entre quaisquer dois pontos permutados
do tipo
𝑐𝑗(𝑡) = 𝑝+ 𝑡𝑒‖𝑝+ 𝑡𝑒‖ ,
com 𝑒 = (1, 1, . . . , 1) ∈ R𝑘, 𝑡 > 0 e 𝑝 = (0, 1, 2, ..., 𝑘 − 1) ∈ R𝑘, é limitada por um valor que
depende de 𝑘 tal que:
𝜌 <
2
(𝑘33 − 𝑘
2
2 +
𝑘
6 )
.
Demonstração. Pela definição dos vetores do tipo 𝑐𝑗(𝑡), temos que a distância mínima √𝜌
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ocorre, por exemplo, entre
𝑐1(𝑡) = (𝑡, 1 + 𝑡, 2 + 𝑡, ..., 𝑘 − 1 + 𝑡)√︃
𝑘𝑡2 + (𝑘2 − 𝑘)𝑡+ (𝑘
3
3 −
𝑘2
2 +
𝑘
6)
e
𝑐𝑗(𝑡) = (1 + 𝑡, 𝑡, 2 + 𝑡, ..., 𝑘 − 1 + 𝑡)√︃
𝑘𝑡2 + (𝑘2 − 𝑘)𝑡+ (𝑘
3
3 −
𝑘2
2 +
𝑘
6)
,
tal que em 𝑐𝑗(𝑡) trocamos as duas primeiras coordenadas de 𝑐1(𝑡).
Temos então que
𝜌 = ‖𝑐1(𝑡)− 𝑐𝑗(𝑡)‖2= 2
𝑘𝑡2 + (𝑘2 − 𝑘)𝑡+ (𝑘
3
3 −
𝑘2
2 +
𝑘
6)
.
Dessa forma, temos que 𝑡 é uma solução positiva da equação:
𝑘𝜌𝑡2 + (𝑘2 − 𝑘)𝜌𝑡+ [(𝑘
3
3 −
𝑘2
2 +
𝑘
6)𝜌− 2] = 0. (2.1.10)
Podemos reescrever: 𝑡 = −(𝑘2−𝑘)𝜌±
√
Δ
2𝑘𝜌 com Δ = (𝑘
2−𝑘)2𝜌2−4𝑘𝜌[(𝑘33 − 𝑘
2
2 +
𝑘
6 )𝜌−2].
Para que exista 𝑡 > 0 devemos ter
√
Δ > (𝑘2 − 𝑘)𝜌.
Portanto, a Equação 2.1.10 tem solução positiva se (𝑘33 − 𝑘
2
2 +
𝑘
6 )𝜌 < 2. Assim, para
cada 𝑘 temos um limite superior para 𝜌.
Como um exemplo desta construção, tomemos 𝑘 = 3 e 𝜌 = (0, 3)2. Teremos 𝑡 =
1, 59629, em que 𝑡 é solução positiva da Equação 2.1.10.
Os pontos do subcódigo serão as 3!= 6 permutações do vetor 𝑐 = (𝑐1, 𝑐2, 𝑐3) onde
𝑐1 = 0, 338625,𝑐2 = 0, 550757 e 𝑐3 = 0, 762889. Teremos 𝛿 = 0, 310794 e novamente na segunda
etapa consideraremos na caixa 𝑃𝑐𝑗(𝑡) de arestas com medidas 2𝜋𝑐𝑗(𝑡) um reticulado reescalado
de 𝐷3 por um fator
𝛿√
2
.
As palavras-código em cada um dos seis toros serão dadas pela imagem de Φ𝑐𝑗 ,
apresentada na Equação 1.3.1, do reticulado 𝛿√
2
𝐷3 na caixa 𝑃𝑐𝑗(𝑡). Cada toro terá 1417 pontos,
portanto, teremos𝑀 = 8502 pontos no código esférico. A taxa de informação deste código será
𝑅 = 2, 175598, que é superior à taxa obtida no exemplo da subseção anterior para os mesmos
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valores de 𝜌 e 𝑘.
De maneira análoga ao que foi feito na subseção anterior, podemos afirmar que a
obtenção de cada palavra-código nesta construção via subcódigo de 𝑘! elementos tem baixa
complexidade (neste caso 𝑂(𝑘2)). Apresentaremos o algoritmo que gera o código e contare-
mos as operações necessárias para obter uma palavra-código qualquer, a fim de demonstrar a
complexidade quadrática deste tipo de construção.
Novamente dividiremos o algoritmo em duas fases para a contagem de operações.
Na primeira fase do algoritmo obtemos os valores de 𝑡, 𝛿, 𝑐𝑗, 𝑙𝑗 e 𝑀 ; conforme
apresentado a seguir:
• Primeiramente, obtemos 𝑡 pela solução da Equação 2.1.10. A partir de 𝑡, obtemos 𝑐𝑗 dado
por 𝑐𝑗(𝑡) = 𝑝+𝑡𝑒‖𝑝+𝑡𝑒‖ .
• Para gerar o reticulado no paralelotopo 𝑃𝑐𝑗 , obtemos 𝛿 pela Equação 2.1.2 e contamos o
número de pontos possíveis em cada direção do paralelotopo. O número de pontos sobre
o eixo em cada direção é armazenado num vetor 𝑙𝑗, dado por 𝑙𝑗 = ⌊2𝜋𝑐𝑗
√
2−𝛿
𝛿
⌋.
• Assim, o número de pontos possíveis no código é dado por𝑀 = 𝑘! ⌈12
∏︀𝑘
𝑖=1 𝑙
𝑗
𝑖 ⌉ e finalizamos
a primeira fase do algoritmo. Armazenamos os vetores 𝑙𝑗 e 𝑐𝑗 e o valor de 𝑀 para a
próxima fase.
Até aqui, realizamos um número de operações de ordem 𝑘.
Para a segunda fase do algoritmo contaremos o número de operações necessárias para
que a partir de um valor 𝑎 de 1 a 𝑀 obtenha-se a palavra-código 𝐹 (𝑎). Para estabelecermos
a relação biunívoca dada por 𝐹 , precisamos ordenar os toros e os pontos nos toros. Para isso,
definiremos novamente bijeções 𝜎, 𝜒 e 𝐹 , com algumas adaptações.
Tomando a função 𝜎𝑗, assim como definida na Equação 2.1.3, temos:
𝜎𝑗 : Σ𝑗 → ℑ𝑗
𝑎 ∈ {1, . . . ,𝑀𝑗} → 𝜎𝑗(𝑎) = 𝛿√2𝑃
(2.1.11)
onde 𝑀𝑗 =
∏︀𝑘
𝑖=1 𝑙
𝑗
𝑖 e 𝑃 é obtido de 𝑎 pelo Algoritmo 1.
A função 𝜎 que ordena os paralelotopos 𝑃𝑐𝑗 e os 𝑀𝑗 pontos de cada paralelotopo
sofrerá uma modificação na quantidade de paralelotopos e, consequentemente, na ordenação
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destes. A ordenação dos 𝑘! paralelotopos pode ser feita pelo Algoritmo 2.
Algoritmo 2: Algoritmo para obtenção de ponto 𝑐𝜔 a partir de 𝜔 ∈ {1, . . . , 𝑘! }.
Entrada: 𝑘, 𝜔
Saída: 𝑐𝜔
início
𝑣 = (1, 2, . . . , 𝑘)
𝑂𝑟𝑑(𝑘) = 𝜔
𝑓𝑎𝑡 = 𝑓𝑎𝑐𝑡𝑜𝑟𝑖𝑎𝑙(𝑘)
para 𝑖 < 𝑘 faça
𝑓𝑎𝑡 = 𝑓𝑎𝑡/(𝑘 − 𝑖+ 1)
𝑖𝑛𝑑(𝑘 − 𝑖+ 1) = 𝑐𝑒𝑖𝑙(𝑜𝑟𝑑(𝑘 − 𝑖+ 1)/𝑓𝑎𝑡)
𝑝(𝑖) = 𝑣(𝑖𝑛𝑑(𝑘 − 𝑖+ 1))
𝑣(𝑖𝑛𝑑(𝑘 − 𝑖+ 1)) = 0
𝑣 = 𝑣(𝑓𝑖𝑛𝑑(𝑣 = 0))
𝑜𝑟𝑑(𝑘 − 𝑖) = 𝑜𝑟𝑑(𝑘 − 𝑖+ 1)− (𝑖𝑛𝑑(𝑘 − 𝑖+ 1)− 1) * 𝑓𝑎𝑡
fim
𝑝(𝑘) = 𝑣
𝑐𝜔 = 𝑝+𝑡𝑒‖𝑝+𝑡𝑒‖
fim
Esse algoritmo realiza um número total de operações de ordem 𝑘2 e está mais deta-
lhado na Seção A.2. Observe que não precisamos armazenar nem calcular todas as permutações
de 𝑐𝑗 para a obtenção de uma permutação específica. A partir deste algoritmo podemos definir
a bijeção 𝜎.
Proposição 2.1.10. Sejam Σ = {1, 2, . . . ,𝑀} e ℑ o conjunto dos𝑀 = ∑︀𝑘!𝑗=1𝑀𝑗 pontos de R2𝑘
em que as primeiras 𝑘 coordenadas são dadas pelas coordenadas de 𝑐𝑗 e as demais 𝑘 são dadas
pelas coordenadas dos pontos reticulados de ℑ𝑗 = 𝛿√2Z𝑘|𝑃𝑐𝑗 para cada 𝑗 = 1, . . . , 𝑘. Existe uma
bijeção 𝜎 dada por:
𝜎 : Σ → ℑ
𝑎 → 𝜎(𝑎) = (𝑐𝜔1 , . . . , 𝑐𝜔𝑘 , 𝑢1, . . . , 𝑢𝑘);
(2.1.12)
onde 𝜔 = ⌈𝑘!𝑎
𝑀
⌉ e 𝑢 = 𝜎𝜔(𝑎− (𝜔 − 1)𝑀𝑘! ), sendo 𝜎𝜔 conforme definida na Equação 2.1.3.
Demonstração. Para provarmos que 𝜎 representa uma bijeção, basta que provemos a injeção,
já que o domínio e o contradomínio são conjuntos finitos com mesmo número de elementos.
Dado um elemento 𝑎1 ∈ Σ é possível obter de forma unívoca 𝜎(𝑎1) ∈ ℑ. Primeiramente,
encontramos 𝜔 dado por ⌈𝑘!𝑎1
𝑀
⌉. Temos então que as primeiras 𝑘 coordenadas de 𝜎(𝑎1) são
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dadas por 𝑐𝜔. A obtenção de 𝑐𝜔 é feita pelo Algoritmo 2. As próximas 𝑘 coordenadas de
𝜎(𝑎1) são dadas por
𝛿√
2
·𝑃 , onde 𝑃 é univocamente determinado pelo Algoritmo 1 tendo como
entrada 𝑎′1 = 𝑎1 − (𝜔 − 1)𝑀𝑘 .
Para 𝑎2 ∈ Σ, 𝑎2 ̸= 𝑎1 temos que, se ⌈𝑘!𝑎2𝑀 ⌉ ≠ ⌈𝑘!𝑎1𝑀 ⌉, necessariamente temos que as pri-
meiras 𝑘 coordenadas de 𝜎(𝑎1) são diferentes das de 𝜎(𝑎2) e, consequentemente, 𝜎(𝑎1) ̸= 𝜎(𝑎2).
Se ⌈𝑘!𝑎2
𝑀
⌉ = ⌈𝑘!𝑎1
𝑀
⌉, temos que as 𝑘 primeiras coordenadas de 𝜎(𝑎1) e 𝜎(𝑎2) são iguais. Entre-
tanto, neste caso, como a obtenção do ponto 𝑃 pelo Algoritmo 1 é feita de forma unívoca temos
que 𝑎1 e 𝑎2 conduzem a diferentes pontos 𝑃 e, consequentemente, as 𝑘 últimas coordenadas são
diferentes.
A partir da função 𝜎𝑗, que ordena os pontos de um reticulado inteiro reescalado no
interior do paralelotopo 𝑃𝑐𝑗 , construímos a função 𝜒𝑗, que ordena os pontos do reticulado 𝐷𝑘
reescalado no interior de 𝑃𝑐𝑗 , assim como feito na Proposição 2.1.4
𝜒𝑗 : Σ𝑗 → ℘𝑗
𝑎 → 𝜒𝑗(𝑎) =
⎧⎪⎪⎨⎪⎪⎩
𝜎𝑗(2𝑎− 1) ou
𝜎𝑗(2𝑎).
(2.1.13)
De maneira análoga ao que foi feito na subseção anterior e com o objetivo de ordenar
os paralelotopos e os pontos nos paralelotopos, podemos obter uma bijeção 𝜒 entre um conjunto
finito Σ de 𝑀 elementos e o conjunto ℘ dos 𝑀 pontos de R2𝑘 em que 𝑀 = ∑︀𝑘!𝑗=1𝑀𝑗 e em que
as primeiras 𝑘 coordenadas são dadas pelas coordenadas de 𝑐𝑗 e as demais 𝑘 são dadas pelas
coordenadas dos pontos reticulados de ℘𝑗.
Proposição 2.1.11. Sejam Σ = {1, 2, . . . ,𝑀} e ℘ o conjunto dos𝑀 = ∑︀𝑘!𝑗=1𝑀𝑗 pontos de R2𝑘
em que as primeiras 𝑘 coordenadas são dadas pelas coordenadas de 𝑐𝑗 e as demais 𝑘 são dadas
pelas coordenadas dos pontos reticulados de ℘𝑗 = 𝛿√2𝐷𝑘|𝑃𝑐𝑗 . Existe uma bijeção 𝜒 dada por:
𝜒 : Σ → ℘
𝑎 → 𝜒(𝑎) = (𝑐𝜔1 , . . . , 𝑐𝜔𝑘 , 𝑢1, . . . , 𝑢𝑘)
(2.1.14)
onde 𝑐𝜔 é tal que 𝜔 = min{𝑗; 𝑎 < ∑︀𝑗𝑖=1𝑀𝑖} = ⌈𝑘!𝑎𝑀 ⌉ e 𝑢 = 𝜒𝜔(𝑎 − (𝜔 − 1)𝑀𝑘! ), sendo 𝜒𝜔 assim
como definida na Equação 2.1.7.
58
Demonstração. Basta que provemos a injeção de 𝜒, já que domínio e contradomínio são con-
juntos finitos com mesmo número de elementos.
Dado 𝑎1 ∈ Σ, mostraremos que obtemos 𝜒(𝑎1) de forma unívoca. Primeiramente,
encontramos 𝜔 que é dado por ⌈𝑘!𝑎1
𝑀
⌉. Temos então que as 𝑘 primeiras coordenadas de 𝜒(𝑎1)
são dadas por 𝑐𝜔 (𝑐𝜔 é obtido de 𝜔 pelo Algoritmo 2). As próximas 𝑘 coordenadas de 𝜒(𝑎1) são
dadas por 𝜒𝜔(𝑎′1), para 𝑎′1 = 𝑎1 − (𝜔 − 1)𝑀𝑘! .
Para 𝑎2 ∈ Σ, 𝑎2 ̸= 𝑎1 temos que, se ⌈𝑘!𝑎2𝑀 ⌉ ≠ ⌈𝑘!𝑎1𝑀 ⌉, necessariamente temos que as
primeiras 𝑘 coordenadas de 𝜒(𝑎1) são diferentes das de 𝜒(𝑎2) e, consequentemente, 𝜒(𝑎1) ̸=
𝜒(𝑎2). Se ⌈𝑘!𝑎2𝑀 ⌉ = ⌈𝑘!𝑎1𝑀 ⌉, temos que as 𝑘 primeiras coordenadas de 𝜒(𝑎1) e 𝜒(𝑎2) são iguais.
Entretanto, neste caso, como as 𝑘 últimas coordenadas de 𝜒(𝑎1) são dadas por 𝜒𝜔(𝑎′1) e as
de 𝜒(𝑎2) são dadas por 𝜒𝜔(𝑎′2), a bijetividade de 𝜒𝜔 garante que 𝜒(𝑎1) e 𝜒(𝑎2) diferem nas 𝑘
últimas coordenadas.
É possível utilizar a ordenação efetuada pela função 𝜒 para obter uma bijeção 𝐹
entre o conjunto Σ = {1, 2, . . . ,𝑀} e o conjunto 𝑆𝐶𝑇 (𝑀, 2𝑘, 𝜌) dos 𝑀 pontos obtidos no
código esférico em camadas de toros via subcódigo de 𝑘! elementos, conforme apresentaremos
na próxima proposição.
Proposição 2.1.12. Sejam Σ um conjunto finito de 𝑀 pontos dado por Σ = {1, 2, . . . ,𝑀}
e 𝑆𝐶𝑇 (𝑀, 2𝑘, 𝜌) o código esférico em camadas de toros obtido a partir de subcódigo de 𝑘!
elementos. Existe uma relação biunívoca 𝐹 entre Σ e 𝑆𝐶𝑇 (𝑀, 2𝑘, 𝜌).
Demonstração. Seja 𝐹 uma função composta dada por 𝐹 = Φ ∘ 𝜒, sendo a bijeção 𝜒 conforme
apresentada na Equação 2.1.14 e sendo a bijeção Φ dada por:
Φ : ℘ → 𝑆𝐶𝑇 (𝑀,𝑛, 𝜌)
(𝑐1, . . . , 𝑐𝑘, 𝑢1, . . . , 𝑢𝑘) →
(︁
𝑐1
(︁
cos
(︁
𝑢1
𝑐1
)︁
, sen
(︁
𝑢1
𝑐1
)︁)︁
, . . . , 𝑐𝑘
(︁
cos
(︁
𝑢𝑘
𝑐𝑘
)︁
, sen
(︁
𝑢𝑘
𝑐𝑘
)︁)︁)︁
.
(2.1.15)
Podemos afirmar que 𝐹 é bijeção, por ser uma composição de bijeções, e que estabe-
lece, portanto, uma relação biunívoca entre o conjunto finito Σ e o código esférico 𝑆𝐶𝑇 (𝑀,𝑛, 𝜌)
de 𝑀 pontos obtido via subcódigo de 𝑘! elementos.
A partir das adaptações feitas às funções 𝜎, 𝜒 e 𝐹 , podemos retomar a contagem de
operações necessárias para obtenção de uma palavra-código, a fim de analisar a complexidade
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algorítmica. Considere, numa segunda fase do algoritmo que gera o código, os dados iniciais (𝑑
e 𝑘), os dados obtidos na primeira fase (𝑐, 𝑙, 𝑀) e ainda, as funções 𝜎, 𝜒 e 𝐹 . Para todo 𝑎 ∈ Σ,
a obtenção da palavra-código 𝐹 (𝑎) ∈ 𝑆𝐶𝑇 (𝑀, 2𝑘, 𝜌) é feita da seguinte forma:
• Obtemos 𝜔 = ⌈𝑘!𝑎
𝑀
⌉, assim identificamos 𝑐𝜔 pelo Algoritmo 2. O vetor 𝑙 é dado por
𝑙𝜔 = ⌊2𝜋𝑐𝜔
√
2−𝛿
𝛿
⌋.
• Tomamos 𝑎′ = 𝑎 − (𝜔 − 1)𝑀
𝑘! e obtemos 𝜒𝜔(𝑎
′), que é dada por 𝜎𝜔(2𝑎′ − 1) ou 𝜎𝜔(2𝑎′),
aquele que, pelo Algoritmo 1, tiver um ponto 𝑃 associado com soma par de coordenadas.
• Tomando 𝑢 = 𝜒𝜔(𝑎′) basta aplicar a função Φ𝑐𝜔(𝑢) conforme definida na Equação 1.3.1 e
teremos 𝐹 (𝑎) = Φ𝑐𝜔(𝑢).
O número de operações desta segunda fase é de ordem 𝑘2 devido ao Algoritmo 2.
Embora não tenha complexidade linear, esta construção tem baixa complexidade
algorítmica e para alguns valores de 𝑑 e 𝑘 tem taxa acima dos melhores limitantes inferiores
conhecidos. Podemos, portanto, enunciar o seguinte teorema.
Teorema 2.1.13. Dada uma dimensão 𝑘, 𝑘 ≥ 2, e uma distância mínima 𝑑 satisfazendo
𝑑2 < 2
( 𝑘33 − 𝑘
2
2 +
𝑘
6 )
, existe um código esférico em camadas de toros 𝑆𝐶𝑇 (𝑀, 2𝑘, 𝜌) construtível, via
subcódigo de 𝑘! elementos, em tempo quadrático.
Demonstração. Da mesma forma que foi feito no Teorema 2.1.7, podemos garantir que a pri-
meira fase do algoritmo que gera o código tem complexidade linear para a obtenção de 𝑐, 𝛿, 𝑙
e 𝑀 .
De posse destes dados, a obtenção de um ponto 𝐹 (𝑎) qualquer do código em toros
é feita com o fornecimento de sua pré-imagem 𝑎 que é um valor entre 1 e 𝑀 . A partir de 𝑎
obtemos 𝜒(𝑎) e 𝐹 (𝑎) = Φ(𝜒(𝑎)). Podemos mostrar que a imagem pela aplicação 𝜒 é obtida
em tempo quadrático. De fato, basta verificarmos que dado um elemento 𝑎 ∈ Σ, primeira-
mente, encontramos 𝜔 e isso é feito com 𝜔 = ⌈(𝑘! 𝑎/𝑀)⌉. Temos então que as primeiras 𝑘
coordenadas de 𝜒(𝑎) são dadas por 𝑐𝜔, sendo 𝑐𝜔 obtido pelo Algoritmo 2, que realiza uma
quantidade de operações da ordem 𝑘2. As próximas 𝑘 coordenadas de 𝜒(𝑎) formam um vetor
𝑢 = (𝑢1, . . . , 𝑢𝑘) =
𝛿√
2
· 𝑃 , onde 𝑢 é univocamente determinado por 𝑢 = 𝜒𝜔(𝑎 − (𝜔 − 1)𝑀𝑘! ),
conforme Proposição 2.1.7, o que é feito com complexidade de ordem 𝑘 (𝑂(𝑘)). A imagem
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de 𝜒(𝑎) pela função Φ, é obtida em tempo linear (𝑂(𝑘)). Usando a notação da Proposição
2.1.12, temos, portanto, que 𝐹 (𝑎) ∈ 𝑆𝐶𝑇 (𝑀, 2𝑘, 𝜌), para todo 𝑎 ∈ Σ, é calculado em tempo
quadrático.
Conforme feito na subseção anterior, podemos estabelecer uma expressão para o
número de pontos 𝑀 em função de 𝑘 e de 𝜌 e, consequentemente, estabelecer uma expressão
para 𝑅. Entretanto, por possuir maiores limitações para o valor de 𝜌, o uso deste tipo de
construção fica restrito a um conjunto menor de possibilidades. Assim, para expressar os
valores obtidos para taxa ao usar a construção em 𝑘! toros, apresentamos a Figura 2.2 a seguir.
Figura 2.2: Os limitantes 𝑅𝐶𝑆𝑊 (curva contínua), 𝑅𝐵𝑆(curva pontilhada) e 𝑅𝑝𝑜𝑙(curva contínua mais
abaixo) estão em preto. Os pontos representam alguns valores obtidos para 𝑅 com 2 ≤ 𝑘 ≤ 6 ao usar
o método de 𝑘! toros.
As duas possibilidades analisadas nas Subseções 2.1.1 e 2.1.2 resultam em códigos
que podem ser facilmente construídos e tem boas taxas de informação binária para alguns
parâmetros. Entretanto é possível ainda aumentar o número total de pontos no código esférico,
repetindo de forma iterativa as construções apresentadas.
É fácil perceber que os vetores 𝑐𝑗 = (𝑐1, . . . , 𝑐𝑘) obtidos pelo método descrito nas
Subseções 2.1.1 e 2.1.2 pertencem, respectivamente, aos hiperplanos
𝑐1 + 𝑐2 + ...+ 𝑐𝑘 =
1 + 𝑘𝑡√
𝑘𝑡2 + 2𝑡+ 1
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e
𝑐1 + 𝑐2 + ...+ 𝑐𝑘 =
(𝑘 − 1)𝑘 + 2𝑘𝑡
2
√︃
𝑘𝑡2 + (𝑘2 − 𝑘)𝑡+ 𝑘
3
3 −
𝑘2
2 +
𝑘
6
.
Partindo da ideia de que em qualquer dos dois métodos temos pontos em um único
hiperplano, pode haver mais de um hiperplano que, ao interceptar a esfera do R𝑘, forneça vetores
unitários com coordenadas positivas. Assim, na próxima seção, exploramos uma construção de
subcódigo em mais de um hiperplano.
2.2 Construção de códigos esféricos a partir de hiperpla-
nos paralelos
Na tentativa de obtermos códigos esféricos com taxas mais altas, propomos uma
construção que toma sucessivos hiperplanos paralelos com vetores unitários no R𝑘 para definir
os toros, ao invés de um único hiperplano, como foi feito até agora. Isso permite, em geral,
aumentar o número de pontos no código para um valor fixo de 𝜌 sem comprometer dema-
siadamente a complexidade de construção. Essa construção será detalhada nas subseções a
seguir.
2.2.1 Códigos esféricos via subcódigo em hiperplanos de 𝑘 elementos
Para realizar essa construção, consideraremos, como o primeiro hiperplano Π1,
aquele obtido pelo método descrito na Subseção 2.1.1, em que temos vetores unitários
𝑐𝑗(𝑡) = 𝑒𝑗 + 𝑡𝑒‖𝑒𝑗 + 𝑡𝑒‖ ,
satisfazendo
𝑐𝑗1 + 𝑐𝑗2 + ...+ 𝑐𝑗𝑘 =
1 + 𝑘𝑡√
𝑘𝑡2 + 2𝑡+ 1
= 𝛼1.
A partir deste hiperplano Π1, e de acordo com a distância 𝑑 =
√
𝜌 estabelecida, é
possível obter um novo hiperplano Π2 paralelo a Π1 e distante deste um valor denotado por 𝑥
(conforme ilustrado na Figura 2.3). O valor 𝑥 é fácil de ser obtido, bastando para isso observar
que vetores unitários de diferentes hiperplanos devem no mínimo estar distantes o valor 𝑑, sendo
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𝑑 a distância mínima desejada no código 𝑆𝐶𝑇 .
Para o caso em que 𝑘 = 3, uma ilustração deste processo é apresentada na Figura
2.3. Cada hiperplano (que neste caso é um plano) corta o primeiro octante em círculos de forma
que vetores unitários têm coordenadas positivas.
Figura 2.3: Esfera 𝑆2 interceptada por dois planos. A intersecção são círculos no octante positivo.
Fonte:[29]
A distância 𝑥 entre os (hiper)planos é obtida por relações trigonométricas simples e
pode ser expressa por
𝑥 = 𝑑 sen(𝜃2 + arccos(1− 𝑦𝑖)), (2.2.1)
onde 𝑑 = 2 sen(𝜃/2) é a distância mínima do código e 𝑦𝑖 é a distância entre os pontos 𝑃0 =
1√
𝑘
(1, 1, · · · , 1) ∈ R𝑘 e 𝑃𝑖 = 𝛼𝑖𝑘 (1, 1, · · · , 1) ∈ R𝑘 (𝑃𝑖 é o ponto do hiperplano Π𝑖 que possui todas
as coordenadas iguais e positivas). Assim como 𝑦𝑖 é variável, a distância 𝑥 também é, por isso
podemos denotá-la por 𝑥𝑖. As relações trigonométricas que envolvem 𝑥𝑖 estão ilustradas na
Figura 2.4.
Obtido o valor 𝑥1, o novo plano Π2 será definido por
Π2 : 𝑐1 + 𝑐2 + . . .+ 𝑐𝑘 = 𝛼1 − 𝑥1
√
𝑘 = 𝛼2.
A relação entre 𝛼1 e 𝛼2 é obtida observando que a distância entre 𝑃1 e 𝑃2 é 𝑥1, assim temos
𝑑(𝑃1, 𝑃2) = 𝑥1√︃(︂
𝛼1 − 𝛼2
𝑘
)︂2
𝑘 = 𝑥1
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Figura 2.4: Representação dos cortes na esfera e a determinação de 𝑥𝑖.
(𝛼1 − 𝛼2)
𝑘
√
𝑘 = 𝑥1
𝛼2 = 𝛼1 − 𝑥1
√
𝑘.
Neste novo plano Π2 tomaremos, sempre que possível, 𝑘 vetores unitários com co-
ordenadas positivas do tipo 𝑐𝑗(𝑡2) = 𝑒𝑗+𝑡2𝑒‖𝑒𝑗+𝑡2𝑒‖ , em que 𝑡2 é dado por
𝛼2 =
1 + 𝑘𝑡2√︁
𝑘𝑡22 + 2𝑡2 + 1
. (2.2.2)
Este processo é repetido, sucessivamente, enquanto houver um hiperplano paralelo
a Π𝑖, distante deste o valor 𝑥𝑖, que forneça vetores unitários do tipo 𝑐𝑗(𝑡) com coordenadas
positivas. Teremos assim mais pontos no subcódigo e, consequentemente, mais toros e um
número maior de pontos no código esférico 𝑆𝐶𝑇 (2𝑘, 𝜌).
Quanto mais hiperplanos paralelos forem possíveis, um melhor resultado para taxa
será atingido. Entretanto, o número de hiperplanos paralelos possíveis é limitado por um valor
que depende de 𝜌 como mostra a proposição a seguir.
Proposição 2.2.1. Sejam 𝑘 a dimensão do subcódigo, 𝑑 a distância mínima em 𝑆𝐶𝑇 e 𝜃 =
2arcsen(𝑑/2), o número de hiperplanos paralelos de 𝑘 pontos, denotado por 𝜂Π, é dado por:
𝜂Π =
⌊︃
arccos(𝑐𝑘𝑘)
𝜃
⌋︃
+ 1 <
⌊︃
arccos(1/
√
𝑘)
𝜃
⌋︃
+ 1 < ⌊𝜋/(2𝜃)⌋+ 1.
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Demonstração. Para obtermos a igualdade basta tomarmos o ângulo entre os vetores 𝑐𝑘 e 𝑒𝑘 e
dividirmos pelo ângulo mínimo de separação entre pontos dado por 𝜃, sendo 𝑐𝑘 a permutação
de 𝑐𝑗 que possui a maior coordenada na posição 𝑘 e 𝑒𝑘 = (0, 0, . . . , 0, 1) o vetor canônico do R𝑘.
Para o caso em que 𝑘 = 3 temos a ilustração deste processo na Figura 2.5.
Figura 2.5: Representação dos hiperplanos possíveis na esfera 𝑆2 na obtenção de subcódigo com
𝑑 = 0, 3.
Pelo método de hiperplanos de 𝑘 pontos temos que os hiperplanos têm sempre vetor
normal −→𝑛 = (1, 1, . . . , 1) ∈ R𝑘. O primeiro hiperplano Π0 possível com normal −→𝑛 está abaixo
daquele que passa por 𝑃0 = 1√𝑘 (1, . . . , 1) ∈ R𝑘. O último hiperplano Π𝑓 possível com normal
−→𝑛 é aquele que passa por 𝑃𝑓 = 1𝑘 (1, . . . , 1) ∈ R𝑘 e por 𝑒𝑘 ∈ R𝑘. Tomando o ângulo entre 𝑃0 e
𝑒𝑘 e dividindo pelo ângulo mínimo 𝜃 entre as palavras-código obtemos a primeira desigualdade.
A segunda desigualdade segue da primeira e do fato de que a imagem da função arccos(1/
√
𝑘)
definida para cossenos relativos ao primeiro quadrante tende a 𝜋/2 ao aumentar 𝑘.
No que se refere a complexidade do novo algoritmo, agora com subcódigo em cama-
das de hiperplanos paralelos de 𝑘 elementos, temos que, em relação ao que foi construído na
Subseção 2.1.1, apenas incluímos a associação de cada ponto a um hiperplano. Assim, dada a
pré imagem 𝑎 de um ponto 𝑝 = 𝐹 (𝑎) pela aplicação
𝐹 = Φ ∘ 𝜒 : Σ→ 𝑆𝐶𝑇 (𝑀,𝑛, 𝜌)
definida conforme a Proposição 2.1.6, podemos afirmar que a obtenção de 𝑝 a partir de 𝑎 é feita
com complexidade linear em 𝑘, após sabermos qual hiperplano está associado ao parâmetro 𝑎.
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Para demonstrar que cada palavra do código esférico descrito nesta subseção pode
ser gerada com complexidade linear, contaremos o número de operações necessárias para gerar
uma palavra-código qualquer. O algoritmo que gera o código será novamente dividido em duas
fases. Contaremos o número de operações de cada fase para estabelecer a complexidade. Para a
obtenção do código, são dados, inicialmente, a distância mínima 𝑑 e a dimensão 𝑘 do subcódigo.
Na primeira fase do algoritmo obtemos os valores de 𝑡, 𝛿, 𝑐𝑗, 𝑙𝑗, 𝜂Π e 𝑀 ; conforme
apresentado a seguir:
• Primeiramente, obtemos 𝑡 pela Equação 2.1.1. A partir de 𝑡, como 𝑐𝑗(𝑡) = 𝑒𝑗+𝑡𝑒‖𝑒𝑗+𝑡𝑒‖ , temos
que a maior coordenada de 𝑐𝑗 é dada por 𝑐𝑗𝜔 =
(1+𝑡)𝑑√
2 e as demais por 𝑐
𝑗
𝜉 = 𝑡𝑑√2 .
• Para gerar o reticulado no paralelotopo 𝑃𝑐𝑗 , obtemos 𝛿 pela Equação 2.1.2 e contamos
o número de pontos possíveis em cada direção canônica do paralelotopo. O número de
pontos sobre o eixo em cada direção canônica é armazenado em um vetor 𝑙𝑗, de forma
que a maior coordenada de 𝑙𝑗 é dada por 𝑙𝑗𝜔 = ⌊2𝜋(1+𝑡)𝑑−𝛿𝛿 ⌋ e as demais por 𝑙𝑗𝜉 = ⌊2𝜋𝑡𝑑−𝛿𝛿 ⌋.
• A partir de 𝑐𝑗𝜔, obtemos o número de hiperplanos no subcódigo dado por 𝜂Π =
⌊︂
arccos(𝑐𝑗𝜔)
𝜃
⌋︂
+
1. Assim, o número de pontos possíveis no primeiro hiperplano é dado por 𝑀1 =
𝑘⌈12
∏︀𝑘
𝑖=1 𝑙
𝑗
𝑖 ⌉.
• Para obtermos o número de pontos 𝑀 𝑖, 𝑖 = 2, . . . , 𝜂Π, dos próximos hiperplanos, pros-
seguimos com o algoritmo em busca de um novo hiperplano, abaixo do primeiro, onde
alocaremos novamente 𝑘 pontos. Este novo hiperplano possuirá novos pontos 𝑐𝑗, tais que∑︀𝑘
𝑖=1 𝑐
𝑗
𝑖 = 𝛼2 = 𝛼1 − 𝑥1
√
𝑘. Portanto, precisamos calcular 𝑥1 para obter 𝛼2 e então os
novos pontos 𝑐𝑗. O valor 𝑥1 é obtido pela Equação 2.2.1. De posse de 𝑥1, obtemos 𝛼2 e
obtemos um novo 𝑡 = 𝑡2 dado pela solução da Equação 2.2.2. De posse de 𝑡2, temos novos
valores para 𝑐𝑗 = 𝑒𝑗+𝑒𝑡2‖𝑒𝑗+𝑒𝑡2‖ , 𝛿, 𝑙 e 𝑀 .
O número de operações envolvidas nesta primeira fase é de ordem 𝑘, entretanto
necessitamos, para a próxima fase, de armazenar os diferentes vetores 𝑐𝑗 possíveis em cada
hiperplano nas colunas de uma matriz 𝐶𝑘,𝜂Π . Cada coluna 𝑖 de 𝐶 possui a primeira permutação
dos vetores 𝑐𝑗 encontrados no hiperplano 𝑖 (entende-se por primeira permutação aquela que
tem a primeira coordenada de maior valor). De maneira análoga, armazenamos os vetores
𝑙𝑗 possíveis por hiperplano 𝑖 em cada coluna 𝑖 de uma matriz 𝐿. Armazenaremos também
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o vetor 𝑚, de 𝜂Π coordenadas, que em cada coordenada 𝑖 apresenta o número de pontos em
paralelotopos encontrados até o hiperplano 𝑖, tal que 𝑚(𝑖) = ∑︀𝑖𝑗=1𝑀 𝑗.
Na segunda fase do algoritmo, de posse de 𝐶, 𝐿 e 𝑚, contaremos o número de opera-
ções necessárias para que, dado um valor 𝑎 de 1 a 𝑀 , encontremos 𝐹 (𝑎) ∈ 𝑆𝐶𝑇 . Descrevemos
a segunda fase a seguir.
• Seja 𝑣 ∈ R𝜂Π , em que 𝑣(𝑖) = 𝑎/𝑚(𝑖), tomando as coordenadas de 𝑣, tal que 𝑣(𝑖) ≤ 1, o
hiperplano Π𝛽, correspondente a 𝑎, é determinado por 𝛽, que é o menor índice 𝑖 de 𝑣, em
que 𝑣(𝑖) ≤ 1. Após a identificação do hiperplano no subcódigo 𝑆𝐶+ passamos a tratar
da mesma situação da Subseção 2.1.1.
• Identificado o hiperplano Π𝛽, precisamos identificar no hiperplano a permutação de 𝑐𝑗
correspondente a 𝑎, dada por 𝑐𝜔. Para encontrar 𝜔 fazemos o seguinte teste: caso 𝛽 > 1,
a ordenação de 𝑎 no hiperplano Π𝛽 deve desconsiderar os 𝑚(𝛽− 1) pontos já encontrados
em outros hiperplanos e, assim, alteramos a ordem 𝑎 para 𝑎′ = 𝑎−𝑚(𝛽− 1); caso 𝛽 = 1,
então 𝑎′ = 𝑎. Em seguida, temos que 𝜔 = ⌈ 𝑘𝑎′
𝑀𝛽
⌉, 𝑀𝛽 = 𝑚(𝛽) −𝑚(𝛽 − 1). Encontrado
𝜔, 𝑐𝜔 será a permutação 𝜔 da coluna 𝛽 de 𝐶 (ou seja, a permutação com maior valor de
coordenada na coordenada 𝜔).
• Tomamos 𝑎′′ = 𝑎′− (𝜔− 1)𝑀𝛽
𝑘
e obtemos 𝜒𝜔(𝑎′′), que é dada por 𝜎𝜔(2𝑎′′− 1) ou 𝜎𝜔(2𝑎′′),
aquele que pelo Algoritmo 1 tiver um ponto 𝑃 associado com soma par de coordenadas.
Tomando 𝑢 = 𝜒𝜔(𝑎′′) basta aplicar a função Φ𝑐𝜔(𝑢), conforme definida na Equação 1.3.1,
e teremos 𝐹 (𝑎) = Φ𝑐𝜔(𝑢).
O número de operações desta segunda fase também é de ordem 𝑘.
Observe que a primeira fase do algoritmo é efetuada uma única vez, ainda que se
queira gerar mais de uma palavra código. Para gerar 𝑛 palavras-código, basta realizarmos a
segunda fase 𝑛 vezes.
Considerando a baixa complexidade algorítmica da construção apresentada, pode-
mos enunciar o seguinte teorema.
Teorema 2.2.2. Dada uma dimensão 𝑘, 𝑘 ≥ 2, e uma distância mínima 𝑑, 0 < 𝑑 < √2,
existe um código esférico em camadas de toros 𝑆𝐶𝑇 (𝑀, 2𝑘, 𝜌) construtível, via subcódigo com
hiperplanos paralelos de 𝑘 pontos, em tempo linear.
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Demonstração. Dada uma distância mínima 𝑑 e uma dimensão 𝑘, é possível obter as coorde-
nadas do vetor 𝑐, cujas permutações originam os toros; o valor 𝛼1 =
∑︀𝑘
𝑖=1 𝑐
𝑗
𝑖 , o valor de 𝛿 pela
Equação 2.1.2; o vetor 𝑙, cujas coordenadas definem quantos pontos cabem em cada dimensão do
paralelotopo e o valor de 𝑀 , número total de pontos para o primeiro hiperplano. A quantidade
de hiperplanos é dada por 𝜂Π =
⌊︂
arccos(𝑐𝑘𝑘)
𝜃
⌋︂
+1. Para obter os próximos hiperplanos realizamos
o seguinte procedimento: obtemos o valor 𝑥 pela Equação 2.2.1 e tomamos 𝛼2 = 𝛼1 − 𝑥
√
𝑘;
obtemos então um novo 𝑡, pela Equação 2.2.2, a partir do qual obtemos novos valores 𝑐𝑗, 𝛿, 𝑙 e
𝑀 . Repetimos este procedimento 𝜂Π vezes para armazenarmos os valores de 𝑐, 𝑙 e 𝑀 obtidos
em matrizes de 𝜂Π colunas dadas respectivamente por 𝐶, 𝐿 e 𝑚. Realizamos até aqui operações
elementares de ordem 𝑘 (𝑂(𝑘)). Observe que a complexidade é linear em cada hiperplano e
temos 𝜂Π hiperplanos. O valor 𝜂𝑃𝑖 é calculado inicialmente no algoritmo e funciona como uma
constante.
De posse destes dados, a obtenção de um ponto 𝐹 (𝑎) qualquer do código em toros
é feita com o fornecimento de sua pré-imagem 𝑎 que é um valor entre 1 e 𝑀 . A partir de
𝑎, obtemos o hiperplano Π𝛽 a que se refere 𝑎 no subcódigo. Após obter o vetor 𝑣, tal que
𝑣(𝑖) = 𝑎/𝑚(𝑖), encontramos 𝛽 tomando 𝛽 = min{𝑖; 𝑣(𝑖) ≤ 1}. A partir da identificação do
hiperplano, as operações necessárias para a obtenção da palavra-código são as mesmas da
Seção 2.1.1, bastando o cálculo de 𝜒(𝑎′) e de 𝐹 (𝑎′) = Φ(𝜒(𝑎′)), onde 𝑎′ = 𝑎 se 𝛽 = 1 e
𝑎′ = 𝑎−𝑚(𝛽 − 1), se 𝛽 > 1. Como as funções 𝜒 e 𝐹 tem complexidade linear para a obtenção
de suas imagens, o algoritmo de obtenção da palavra-código tem complexidade de ordem 𝑘
(𝑂(𝑘)). Usando a notação da Proposição 2.1.6, temos, portanto, que 𝐹 (𝑎) ∈ 𝑆𝐶𝑇 (𝑀, 2𝑘, 𝜌),
para todo 𝑎 ∈ Σ, é calculado em tempo linear.
Neste tipo de construção, a obtenção de uma expressão para 𝑀 em função de 𝑘 e de
𝜌, torna-se mais complicada já que em cada situação teremos diferentes números de hiperplanos.
Assim, para representar os resultados obtidos para a taxa binária 𝑅 com o uso dessa construção,
em relação aos limitantes 𝑅𝐶𝑆, 𝑅𝐵𝑆 e 𝑅𝑝𝑜𝑙, temos a Figura 2.6.
É possível verificar na Figura 2.6 que, para uma faixa de valores de distância mínima
𝑑 e considerando a dimensão 2𝑘 do código esférico em toros variando entre 4 ≤ 2𝑘 ≤ 12, é
possível obter, com baixa complexidade de construção, códigos com taxa acima dos melhores
limitantes inferiores para taxa de informação máxima conhecidos.
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Figura 2.6: Comparação entre as taxas binárias obtidas dos limitantes 𝑅𝐶𝑆𝑊 , 𝑅𝐵𝑆 e 𝑅𝑝𝑜𝑙(curva em
preto) e de códigos esféricos construídos em tempo linear com o Algoritmo A.3.
Observemos que nesta subseção optamos por preencher cada hiperplano do subcó-
digo com 𝑘 pontos do tipo 𝑐𝑗(𝑡) = 𝑒𝑗+𝑡𝑒‖𝑒𝑗+𝑡𝑒‖ . Entretanto, poderiamos também construir um código
esférico via hiperplanos paralelos de 𝑘! pontos do tipo 𝑐𝑗(𝑡) = 𝑝+𝑡𝑒‖𝑝+𝑡𝑒‖ , respeitando as limitações
deste tipo de construção envolvendo 𝑘 e 𝜌, conforme descrito na Subseção 2.1.2.
É importante observar que agora, o número de hiperplanos possíveis é diferente
daquele encontrado na Equação 2.2.1. Agora só consideramos os hiperplanos obtidos paralelos
ao primeiro e cuja inteseção com a esfera do R𝑘 está inteiramente contida na porção positiva
desta esfera.
Proposição 2.2.3. Sejam 𝑘 a dimensão do subcódigo, 𝑑 a distância mínima em 𝑆𝐶𝑇 e 𝜃 =
2arcsen(𝑑/2), o número de hiperplanos paralelos de 𝑘! pontos, denotado por 𝜂Π, é dado por:
𝜂Π =
⌊︃
(arccos(𝑃 ·𝑄)− arccos(𝑃 · 𝑐𝑗))
𝜃
⌋︃
+ 1,
onde 𝑃 = 1√
𝑘
(1, . . . , 1) ∈ R𝑘, 𝑄 = (1/√𝑘 − 1, . . . , 1/√𝑘 − 1, 0) ∈ R𝑘 e 𝑐𝑗 = 𝑝+𝑡𝑒‖𝑝+𝑡𝑒‖ .
Demonstração. Considere 𝛽1 o ângulo que 𝑃 forma com qualquer ponto do primeiro hiperplano,
dado por 𝛽1 = arccos(𝑃 · 𝑐𝑗), conforme ilustrado na Figura 2.7. Observe também que o maior
ângulo possível para obtenção de hiperplanos inteiramente contidos na porção positiva da esfera
do R𝑘 é dado por 𝛽 = arccos(𝑃 ·𝑄), sendo 𝑃 = 1√
𝑘
(1, . . . , 1) e 𝑄 = (1/
√
𝑘 − 1, . . . , 1/√𝑘 − 1, 0).
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Figura 2.7: Número de hiperplanos possíveis em R3: obtenção em R3 dos ângulos 𝛽1 e 𝛽.
O número de hiperplanos é então dado por 𝜂Π =
⌊︁
𝛽2
𝜃
⌋︁
+ 1, onde 𝛽2 = 𝛽 − 𝛽1.
Com base nesta ideia, implementamos um algoritmo para a construção de códigos
esféricos via hiperplanos paralelos com 𝑘! pontos e a comparação das taxas obtidas por tais
códigos é apresentada na Figura 2.8.
Figura 2.8: Comparação entre as taxas binárias obtidas dos limitantes 𝑅𝐶𝑆𝑊 , 𝑅𝐵𝑆 e 𝑅𝑝𝑜𝑙(curva em
preto) e de códigos esféricos construídos em tempo quadrático pelo método de hiperplanos paralelos
de 𝑘! elementos.
A construção de códigos esféricos via hiperplanos paralelos com 𝑘! elementos tem
complexidade quadrática na obtenção de cada ponto 𝑝 = 𝐹 (𝑎), após o conhecimento do hiper-
plano correspondente a 𝑎. Isso é apresentado no seguinte teorema.
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Teorema 2.2.4. Dada uma dimensão 𝑘, 𝑘 ≥ 2, e uma distância mínima 𝑑 satisfazendo
𝑑2 < 2
( 𝑘33 − 𝑘
2
2 +
𝑘
6 )
, existe um código esférico em camadas de toros 𝑆𝐶𝑇 (𝑀, 2𝑘, 𝜌) construtível,
via subcódigo com hiperplanos paralelos de 𝑘! pontos, em tempo quadrático.
Demonstração. De maneira análoga ao que foi feito na demonstração do Teorema 2.2.2, dada
uma distância mínima 𝑑 e uma dimensão 𝑘, é possível obter as coordenadas do vetor 𝑐, cujas
permutações originam os toros; o valor 𝛼1 =
∑︀𝑘
𝑖=1 𝑐
𝑗
𝑖 , o valor de 𝛿 pela Equação 2.1.2; o vetor
𝑙, cujas coordenadas definem quantos pontos cabem em cada dimensão do paralelotopo e o
valor de 𝑀 , número total de pontos para o primeiro hiperplano. A quantidade de hiperplanos
é 𝜂Π, conforme a Proposição 2.2.3, e para obter os próximos hiperplanos realizamos o seguinte
procedimento: obtemos o valor 𝑥 pela Equação 2.2.1 e tomamos 𝛼2 = 𝛼1−𝑥
√
𝑘; obtemos então
um novo 𝑡, pela Equação 2.2.2, a partir do qual obtemos novos valores 𝑐𝑗, 𝛿, 𝑙 e 𝑀 . Repetimos
este procedimento 𝜂Π vezes para armazenarmos os valores de 𝑐, 𝑙 e 𝑀 obtidos em matrizes de
𝜂Π colunas dadas respectivamente por 𝐶, 𝐿 e 𝑚. Realizamos até aqui operações elementares
de ordem 𝑂(𝑘).
De posse destes dados, a obtenção de um ponto 𝐹 (𝑎) qualquer do código esférico é
feita com o fornecimento de sua pré-imagem 𝑎 ∈ Σ = {1, 2, . . . ,𝑀}. A partir de 𝑎, obtemos
o hiperplano Π𝛽 a que se refere 𝑎 no subcódigo. Após obter o vetor 𝑣, tal que 𝑣(𝑖) = 𝑎/𝑚(𝑖),
encontramos 𝛽 tomando 𝛽 = min{𝑖; 𝑣(𝑖) ≤ 1}. A partir da identificação do hiperplano, as
operações necessárias para a obtenção da palavra-código são as mesmas da Seção 2.1.2. Identi-
ficado o hiperplano Π𝛽, precisamos identificar no hiperplano a permutação de 𝑐𝑗 correspondente
a 𝑎, dada por 𝑐𝜔. Para encontrar 𝜔 fazemos o seguinte teste: caso 𝛽 > 1, a ordenação de 𝑎 no
hiperplano Π𝛽 deve desconsiderar os 𝑚(𝛽 − 1) pontos já encontrados em outros hiperplanos e,
assim, alteramos a ordem 𝑎 para 𝑎′ = 𝑎 −𝑚(𝛽 − 1); caso 𝛽 = 1, então 𝑎′ = 𝑎. Assim, temos
que 𝜔 = ⌈𝑘!𝑎′
𝑀𝛽
⌉, 𝑀𝛽 = 𝑚(𝛽)−𝑚(𝛽− 1). Encontrado 𝜔, 𝑐𝜔 será a permutação de 𝑐𝑗 obtida pelo
Algoritmo 2 que tem complexidade de ordem 𝑂(𝑘2). Tomamos 𝑎′′ = 𝑎′− (𝜔− 1)𝑀𝛽
𝑘! e obtemos
𝜒𝜔(𝑎′′), que é dada por 𝜎𝜔(2𝑎′′ − 1) ou 𝜎𝜔(2𝑎′′), aquele que pelo Algoritmo 1 tiver um ponto 𝑃
associado com soma par de coordenadas. Tomando 𝑢 = 𝜒𝜔(𝑎′′) basta aplicar a função Φ𝑐𝜔(𝑢),
conforme definida na Equação 1.3.1, e teremos 𝐹 (𝑎) = Φ𝑐𝜔(𝑢). A imagem de 𝑢 pela função Φ,
é obtida em tempo linear (𝑂(𝑘)). Usando a notação da Proposição 2.1.12, temos, portanto,
que 𝐹 (𝑎) ∈ 𝑆𝐶𝑇 (𝑀, 2𝑘, 𝜌), para todo 𝑎 ∈ Σ, é calculado em tempo quadrático.
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Visando aumentar ainda mais a taxa dos códigos (eventualmente perdendo em ter-
mos de complexidade de contrução), podemos utilizar a mesma estratégia de interceptar, por
sucessivos hiperplanos, a região com pontos de coordenadas positivas na esfera unitária do R𝑘,
mas distribuir pontos na esfera de dimensão R𝑘−1, obtida na interseção, de uma maneira di-
ferente. Ao invés de colocar 𝑘 ou 𝑘! pontos, realizamos, em cada esfera do R𝑘−1, cortes por
hiperplanos para obter esferas do R𝑘−2. Procedemos com os cortes iterativamente, enquanto
obtemos esferas de dimensão 𝑘 > 2 na interseção com os hiperplanos. Quando atingimos a
esfera do R2, preenchemos este círculo com o polígono com o maior número de lados possível.
Este tipo de construção é apresentado na próxima subseção.
2.2.2 Códigos esféricos via subcódigo em camadas de polígonos
Nesta construção, temos inicialmente o ponto 𝑃 = 1√
𝑘
(1, 1, ..., 1) ∈ R𝑘 e a partir dele
tomamos hiperplanos paralelos distando entre si um valor denotado por 𝑥 (conforme a Figura
2.3). Na intersecção de cada hiperplano com a esfera unitária do R𝑘 obtemos uma esfera de
raio 𝑟1, 𝑟1 < 1, na dimensão R𝑘−1. Em cada esfera do R𝑘−1, novamente, realizamos cortes por
hiperplanos paralelos, distando entre si o valor 𝑥, e obtemos na interseção uma esfera de raio 𝑟2,
𝑟2 < 𝑟1, na dimensão R𝑘−2. Procedemos assim iterativamente até obtermos, na interseção da
esfera com os hiperplanos, um círculo. Preenchemos então cada círculo com o polígono inscrito
de maior número de lados, os quais tem medida maior que ou igual a 𝑑.
Inicialmente, detalharemos a construção para 𝑘 = 3. Para construir um código
𝑆𝐶𝑇 (6, 𝜌) via subcódigo em camadas de polígonos tomaremos, primeiramente, o ponto 𝑃 =
1√
3(1, 1, 1) ∈ R3. Para esse ponto, teremos um toro construído a partir do paralelotopo de
arestas medindo 2𝜋√3 com pontos do reticulado 𝐷3 reescalado. Para obtermos mais pontos,
tomaremos o plano 𝑐1 + 𝑐2 + 𝑐3 = 𝛼1 que tenha pontos com distância mínima de 𝑃 maior que
ou igual a 𝑑. Este plano ao interceptar a esfera nos dá uma circunferência de raio 𝑟. Sobre
essa circunferência, ao invés de tomarmos 𝑡 e obtermos três pontos permutados (como feito
na subseção anterior), vamos inscrever o polígono de maior número de lados com medida de
lado maior que ou igual a 𝑑. Cada ponto deste polígono dará origem a um toro. Partiremos
então para um próximo plano, caso ainda seja possível interceptar a esfera no primeiro octante,
obtendo um círculo com coordenadas positivas. O número máximo de planos com a propriedade
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de fornecer pontos com coordenadas positivas é dado por:
𝜂Π =
⌊︃
arccos(𝑃 ·𝑄)
𝜃
⌋︃
+ 1,
em que 𝜃 = 2arcsen(𝑑/2) e 𝑄 = ( 1√2 ,
1√
2 , 0).
Na Figura 2.9 apresentamos o subcódigo obtido em camadas de polígonos para o caso
em que 𝑘 = 3 e 𝑑 = 0, 3. Neste exemplo, foi possível a obtenção de dois planos, inteiramente
contidos no primeiro octante, nos quais foram alocados 17 pontos. A partir deste subcódigo foi
possível a obtenção do código esférico 𝑆𝐶𝑇 (9069; 6; 0, 32).
Figura 2.9: Subcódigo obtido em camadas de polígonos para 𝑘 = 3 e 𝑑 = 0, 3.
Para facilitar a construção do algoritmo, podemos tomar inicialmente 𝑃 = (0, 0, 1)
e obter os planos 𝑧 = ℎ𝑖 com normal dada pelo eixo 𝑧. Após calcular todos os pontos nas
circunferências paralelas ao plano 𝑥𝑦, basta rotacioná-los pela matriz 𝐴 que leva (0, 0, 1) a
1√
3(1, 1, 1) e obter os toros. Na dimensão 3, 𝐴 é dada por:
𝐴 =
⎛⎜⎜⎜⎜⎜⎝
0.7071 0.4082 0.5774
−0.7071 0.4082 0.5774
0 −0.8165 0.5774
⎞⎟⎟⎟⎟⎟⎠ =
⎛⎜⎜⎜⎜⎜⎝
1√
2
1√
6
1√
3
− 1√2 1√6 1√3
0 − 2√6 1√3
⎞⎟⎟⎟⎟⎟⎠ .
Para dimensões maiores, o raciocínio é análogo. Em R𝑘, para obter 𝑆𝐶𝑇 (2𝑘, 𝜌),
tomaremos primeiramente o ponto 𝑃 = (0, . . . , 1) ∈ R𝑘. Depois, tomamos o hiperplano 𝑐𝑘 = ℎ1,
ℎ1 = cos(𝜃) e 𝜃 = 2arcsen(𝑑/2). Fixado 𝑐𝑘, obtemos a intersecção do hiperplano com a esfera
unitária de R𝑘. Essa intersecção é uma esfera de dimensão 𝑘 − 1 e raio 𝑟 = sen(𝜃). Para
cada valor ℎ𝑖, poderemos ter uma esfera em R𝑘−1 com raio 𝑟𝑖. Para cada esfera de R𝑘−1,
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realizamos o mesmo procedimento a partir de 𝑃 = (0, . . . , 𝑟𝑖) ∈ R𝑘−1 e tomamos os hiperplanos
𝑐𝑘−1 = ℎ𝑟𝑖 , para ℎ𝑟𝑖 = 𝑟𝑖 cos(𝜃). Tomamos então a esfera de dimensão 𝑘 − 2 e realizamos os
cortes por hiperplanos sucessivamente até que a intersecção do hiperplano com a esfera seja
uma circunferência e alocamos então na circunferência os pontos do polígono de lado 𝑑. Após a
obtenção de todos os pontos, os rotacionamos pela matriz que leva o ponto (0, . . . , 1) ao ponto
1√
𝑘
(1, . . . , 1) ∈ R𝑘. Para cada ponto, teremos um paralelotopo associado com pontos que serão
levados ao toro de dimensão 2𝑘 obtendo 𝑆𝐶𝑇 (2𝑘, 𝜌).
O método de construção de subcódigo por camadas de polígonos fornece maior
número de pontos e, consequentemente, melhor taxa binária que o método de hiperplanos
paralelos de 𝑘 pontos.
Para a análise de complexidade do algoritmo de camadas de polígonos devemos
observar que a construção desse tipo de subcódigo é feita ponto a ponto, de forma que esses
pontos não são permutações de coordenadas, conforme visto nas Subseções 2.1.1 e 2.1.2. Assim,
isso exige um espaço de armazenamento de dimensão dada pelo número de pontos no subcódigo.
Analisamos a complexidade deste algoritmo dividindo-o em duas fases. Detalhamos
a primeira fase a seguir:
• Obtemos a primeira coluna da matriz 𝐶, que conterá na coluna 𝑗 a 𝑗-ésima palavra do
subcódigo. Essa primeira coluna é dada pelo ponto 𝑃 = 1√
𝑘
(1, . . . , 1) ∈ R𝑘. Obtemos
o ponto 𝑄 = ( 1√
𝑘−1 , . . . ,
1√
𝑘−1 , 0). E também obtemos 𝜃𝑘 = 2arcsen(
𝑑
2𝑟𝑘 ), com 𝑟𝑘 = 1;
𝜂Π𝑘 =
⌊︁
arccos(𝑃 ·𝑄)
𝜃𝑘
⌋︁
+ 1 =
⌊︂
arccos(
√
1− 1
𝑘
)
𝜃𝑘
⌋︂
; 𝛿 (pela Equação 2.1.2); a primeira coluna da
matriz 𝐿, que contém no elemento 𝑙𝑖𝑗 a quantidade de pontos sobre o eixo 𝑖 do paralelotopo
𝑗 e obtemos 𝑀 = 𝑚(1) = ⌊12
∏︀𝑘
𝑖=1 𝑙𝑖1⌋, número de pontos no toro 1.
• Após tomarmos o paralelotopo gerado pelo ponto 𝑃 , realizamos cortes na esfera do R𝑘
por hiperplanos paralelos. A intersecção de cada hiperplano com a esfera do R𝑘 será uma
esfera de 𝑅𝑘−1. A 𝑖-ésima esfera do R𝑘−1 terá um raio dado por 𝑟𝑘−1 = 𝑟𝑘 sen(𝑖𝜃𝑘). O
número de esferas de dimensão 𝑘 − 1 é 𝜂Π𝑘.
Para cada esfera da dimensão 𝑘 − 1, realizamos cortes por hiperplanos e encontramos
esferas do R𝑘−2. O número de esferas do R𝑘−2 obtidas é dado por 𝜂Π𝑘−1 = ⌊ Π𝜃𝑘−1 ⌋, onde
𝜃𝑘−1 = 2arcsen( 𝑑2𝑟𝑘−1 ). A 𝑖-ésima esfera do R
𝑘−2 terá raio 𝑟𝑘−2 = 𝑟𝑘−1 sen(𝑖𝜃𝑘−1).
Cada esfera do R𝑘−2 será cortada por hiperplanos e serão obtidas esferas do R𝑘−3. O
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número de esferas do R𝑘−3 é dado por 𝜂Π𝑘−2 = ⌊ Π𝜃𝑘−2 ⌋, com 𝜃𝑘−2 = 2arcsen( 𝑑2𝑟𝑘−2 ). O raio
da 𝑖-ésima esfera do R𝑘−3 é dado por 𝑟𝑘−3 = 𝑟𝑘−2 sen(𝑖𝜃𝑘−2).
Procedemos assim iterativamente até que o corte obtido pelo hiperplano seja uma esfera
do R3. O número de esferas do R3 obtidas é dado por 𝜂Π4 = ⌊ Π𝜃4 ⌋, onde 𝜃4 = 2arcsen( 𝑑2𝑟4 ).
Cada esfera 𝑖 do R3 terá um raio 𝑟3 = 𝑟4 sen(𝑖𝜃4) e será cortada por 𝜂Π3 = ⌊ Π𝜃3 ⌋ hiperplanos
que gerarão círculos. Cada círculo 𝑖 terá raio 𝑟2 = 𝑟3 sen(𝑖𝜃3) e nele serão alocados
𝜂Π2 = ⌊2Π𝜃2 ⌋ pontos num polígono de lado maior que ou igual a 𝑑. Após encontrarmos os
pontos no polígono, os rotacionamos pela matriz 𝐴, que leva o ponto (0, . . . , 1) ao ponto
1√
𝑘
(1, . . . , 1) ∈ R𝑘.
• Armazenamos para o próxima fase a matriz 𝐶, a matriz 𝐿 e o vetor 𝑚. O vetor 𝑚 contém
na coordenada 𝑖 a soma do número de pontos obtidos nos paralelotopos 1, 2, . . . , 𝑖.
A complexidade desta fase do algoritmo depende de 𝑑 e de 𝑘. Quanto maior o valor
de 𝑘, mais passos até atingir a esfera de dimensão 3. Quanto menor o valor de 𝑑, mais cortes
teremos em cada dimensão.
A segunda fase do algoritmo é análoga a da seção anterior e tem complexidade
linear em 𝑘 na obtenção de 𝐹 (𝑎) ∈ 𝑆𝐶𝑇 (𝑀, 2𝑘, 𝜌) a partir de 𝑎 ∈ Σ = {1, . . . ,𝑀}, conforme
detalhado a seguir:
• A partir de 𝑎, obtemos o vetor 𝑣, tal que 𝑣(𝑖) = 𝑎/𝑚(𝑖) ∈ R𝑛𝑆𝐶+ , onde 𝑛𝑆𝐶+ é a quantidade
de pontos no subcódigo 𝑆𝐶+. A partir de 𝑣, temos o toro 𝛽 a que 𝑎 corresponde dado
por 𝑐𝛽 que é a coluna 𝛽 da matriz 𝐶, onde 𝛽 = min{𝑖; 𝑣(𝑖) ≤ 1}.
• Para encontrar o ponto 𝐹 (𝑎) no toro 𝛽, verificamos se 𝛽 > 1. Caso 𝛽 > 1 a ordenação
de 𝑎 no toro 𝛽 deve desconsiderar os 𝑚(𝛽 − 1) pontos já encontrados em outros toros.
Então alteramos a ordem 𝑎 para 𝑎′ = 𝑎−𝑚(𝛽− 1). Caso 𝛽 = 1, 𝑎′ = 𝑎. Obtemos 𝜒𝛽(𝑎′),
que é dada por 𝜎𝛽(2𝑎′ − 1) ou 𝜎𝛽(2𝑎′), aquele que pelo Algoritmo 1 tiver um ponto 𝑃
associado com soma par de coordenadas. Tomando 𝑢 = 𝜒𝛽(𝑎′) basta aplicar a função
Φ𝑐𝛽(𝑢), conforme definida na Equação 1.3.1, e teremos 𝐹 (𝑎) = Φ𝑐𝛽(𝑢). A imagem de 𝑢
pela função Φ, é obtida em tempo linear (𝑂(𝑘)).
Este método de construção de subcódigo em camadas de polígonos é semelhante à
construção de códigos esféricos apple-peeling apresentada em [15]. A construção de um código
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esférico apple-peeling, denotado 𝑆𝐶𝐴(𝑀,𝑛, 𝜌), com sen(𝜃/2) = 𝑑/2 e 𝜌 = 𝑑2, é feita de maneira
recursiva a partir de um código esférico 𝑆𝐶(𝑀,𝑛 − 1, 𝜌) na dimensão anterior. Considerando
este tipo de construção, em [15], foi estabelecido um limitante para o número de pontos no
código esférico 𝑆𝐶𝐴(𝑀,𝑛, 𝜌):
𝑀(𝑛, 𝜃) ≥ 2
⌈ 𝜋2𝜃− 12 ⌉∑︁
𝑖=0
𝑀
(︃
𝑛− 1, arccos*
[︃
cos 𝜃 − sen2((𝑖+ 12)𝜃)
cos2((𝑖+ 12)𝜃)
]︃)︃
onde 0 < 𝜃 < 𝜋, 𝑛 ≥ 3 e
arccos* =
⎧⎪⎪⎨⎪⎪⎩
arccos(𝑥), −1 ≤ 𝑥 ≤ 1
2𝜋, 𝑥 < −1
.
De forma análoga, podemos estabelecer, de maneira recursiva, o número de pontos
no súbcódigo em camadas de polígonos para 𝑘 > 3:
𝑛𝑆𝐶+(𝑘, 𝜃𝑘) =
𝜂Π𝑘∑︁
𝑖𝑘=1
𝑛𝑆𝐶+(𝑘 − 1, 𝜃𝑘−1) + 1, (2.2.3)
onde
• para 𝑛 = 𝑘, temos 𝑟𝑛 = 1, 𝜃𝑛 = 2arcsen( 𝑑2𝑟𝑛 ) e 𝜂Π𝑛 =
⌊︂
arccos(
√
1− 1
𝑛
)
𝜃𝑛
⌋︂
;
• para 3 ≤ 𝑛 ≤ 𝑘 − 1, temos 𝑟𝑛 = 𝑟𝑛+1 sen(𝑖𝑛+1𝜃𝑛+1), ℎ𝑛 = 𝑟𝑛+1 cos(𝑖𝑛+1𝜃𝑛+1), 𝜃𝑛 =
2arcsen( 𝑑2𝑟𝑛 ) e 𝜂Π𝑛 = ⌊ Π𝜃𝑛 ⌋;
• para 𝑛 = 2, temos 𝑟2 = 𝑟3 sen(𝑖3𝜃3), ℎ2 = 𝑟3 cos(𝑖3𝜃3), 𝜃2 = 2arcsen( 𝑑2𝑟2 ) e 𝜂Π2 = ⌊2Π𝜃2 ⌋.
Considerando a mesma notação usada na Equação 2.2.3 é possível estabelecer o
número de pontos no código esférico em toros obtido por subcódigo em camadas de polígonos:
𝑀(2𝑘, 𝜃) =
𝑛𝑆𝐶+ (𝑘,𝜃𝑘)∑︁
𝑗=1
⌊︃
1
2
𝑘∏︁
𝑙=1
𝑐𝑗𝑙 2𝜋
√
2− 𝛿
𝛿
⌋︃
,
onde 𝑐𝑗 = 𝐴𝑄𝑗, sendo 𝐴 a matriz de rotação que leva o vetor canônico 𝑒𝑘 a 𝑃 = 1√𝑘 (1, 1 . . . , 1)
e sendo 𝑄𝑗 = (𝑄𝑗1, . . . , 𝑄𝑗𝑘) tal que
𝑄𝑗1 = 𝑟2 cos(𝑖2𝜃2)
𝑄𝑗2 = 𝑟2 sen(𝑖2𝜃2)
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𝑄𝑗(3 : 𝑘) = ℎ(2 : 𝑘 − 1).
A notação 𝑄𝑗(3 : 𝑘) se refere às coordenadas de 𝑄𝑗 da terceira à 𝑘-ésima (análogo
para ℎ(2 : 𝑘 − 1)).
Observe que 𝑖2 varia como na Equação 2.2.3. Além disso, 𝛿 é dado pela Equação
2.1.2.
Para o caso em que 𝑘 = 2, o número de pontos do subcódigo é dado por:
𝑛𝑆𝐶+(2, 𝜃2) = ⌊
𝜋
4𝜃⌋.
O número de pontos no código esférico em R4 via subcódigo em camadas de polígonos é dado
por:
𝑀(4, 𝜃) =
𝑛𝑆𝐶+ (2,𝜃2)∑︁
𝑖=1
⌊(2𝜋(cos(𝑖𝜃) + sen(𝑖𝜃))− 𝛿
𝛿
)(2𝜋(− cos(𝑖𝜃) + sen(𝑖𝜃))− 𝛿
𝛿
)⌋.
Outros métodos de construção de códigos esféricos foram apresentados em [16]
(𝑆𝐶𝑊 -wrapped spherical codes) e [17](𝑆𝐶𝐿-laminated spherical codes). Não detalharemos aqui
estas construções, porém apresentamos um comparativo de número de pontos entre diferentes
construções de códigos esféricos na dimensão 2𝑘 = 4 na tabela a seguir.
Tabela 2.3: Comparação entre o número de pontos de códigos esféricos no R4 obtidos por diferentes
métodos. * representa valores não conhecidos.
d 𝑀(𝑆𝐶𝑊 ) 𝑀(𝑆𝐶𝐿) 𝑀(𝑆𝐶𝐴) 𝑀(𝑆𝐶𝑇 )
0,5 * * 136 110
0,4 * * 268 244
0,3 * * 676 620
0,2 * * 2348 2270
0,1 16976 17198 22740 19176
0,01 2, 31× 107 2, 31× 107 1, 97× 107 1, 97× 107
Podemos perceber pela Tabela 2.3 que para 𝑑 = 0, 1 os códigos construídos nesta
tese apresentam número de pontos próximo dos melhores conhecidos com vantagem de ser
construtível em tempo polinomial.
Considerando que, no caso em que preenchemos cada hiperplano com polígonos de
exatamente 𝑘 pontos, estamos partindo do primeiro hiperplano, dado por ∑︀𝑘𝑖=1 𝑐𝑗𝑖 = 𝛼1, ao
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hiperplano dado por ∑︀𝑘𝑖=1 𝑐𝑖 = 1. E considerando que, no caso em que preenchemos cada
hiperplano por um polígono com lados de medida maior que ou igual a 𝑑, estamos partindo
do ponto 𝑃 = 1√
𝑘
(1, . . . , 1) ∈ R𝑘, mas só construímos polígonos até o hiperplano Π, cuja
intercessão com 𝑆𝑘−1 está inteiramente contida em região com pontos que possuem todas as
coordenadas não negativas dado por Π : ∑︀𝑘𝑖=1 𝑐𝑖 = √𝑘 − 1. Podemos perceber que existe no
método de camadas polígonos de lado maior que ou igual a 𝑑 uma região com pontos com todas
as coordenadas positivas não contemplada na esfera de 𝑅𝑘, conforme ilustrado na Figura 2.10
para o caso em que 𝑘 = 3.
Figura 2.10: A região entre o plano 𝑥+ 𝑦 + 𝑧 =
√
2 e o plano 𝑥+ 𝑦 + 𝑧 = 1 não é contemplada pelo
método descrito nesta subseção, mas pode ser atingida pelo método da subseção anterior na busca de
pontos para o subcódigo.
A fim de melhorar a construção e obter ainda mais pontos no subcódigo é possível
unir os algoritmos do método de camadas de polígonos e do método de hiperplanos de 𝑘 pontos
de forma que:
• do plano Π0 :
∑︀𝑘
𝑖=1 𝑐𝑖 =
√
𝑘 ao plano Π𝑚 :
∑︀𝑘
𝑖=1 𝑐𝑖 =
√
𝑘 − 1 usamos o algoritmo de
camadas de polígonos e
• do plano Π𝑛, distante de Π𝑚 o valor 𝑥 (dado por pela Equação 2.2.1), ao plano Π𝑓 :∑︀𝑘
𝑖=1 𝑐𝑖 = 1 usamos o algoritmo de hiperplanos de 𝑘 pontos.
Utilizando o método que une os algoritmos de camadas de polígonos e de hiperplanos
paralelos de 𝑘 pontos, foram construídos alguns códigos esféricos para diferentes valores de 𝜌,
partindo de vetores de coordenadas não negativas no R3. Cada vetor gerou um toro e depois,
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cada toro plano tri-dimensional foi preenchido com pontos do reticulado 𝐷3. O resultado foi a
obtenção de códigos esféricos no R6 com boas taxas binárias conforme os dados apresentados
na Tabela 2.4.
Tabela 2.4: Comparação entre as taxas binárias de códigos esféricos no R6 com limitantes inferiores
para algumas distâncias mínimas.
d M Taxa CSW BS
0,5 525 1,506029 1,046555 1,000000
0,4 2499 1,881189 1,351375 1,321928
0,3 11135 2,240469 1,753381 1,736966
0,2 104416 2,778664 2,329178 2,321928
0,1 3, 820745× 106 3,644237 3,323734 3,321928
0,01 4, 089260× 1011 6,429204 6,643874 6,643856
O mesmo método de construção foi usado para se obter códigos 𝑆𝐶𝑇 (2𝑘, 𝜌) para
𝑘 = 4, 5 e 6. Na Figura 2.11, apresentamos resultados obtidos para a taxa de informação
binária considerando-se diferentes valores de 𝑑 = 𝜌2 em forma de gráfico. Podemos verificar
que vários códigos construídos superam o limitante inferior 𝑅𝐶𝑆𝑊 .
Figura 2.11: Comparação entre alguns códigos esféricos construídos por camadas de polígonos (pon-
tos isolados) e os limitantes para taxa de informação binária (𝑅𝐶𝑆𝑊 : curva contínua, 𝑅𝐵𝑆 : curva
pontilhada) em função de 𝑑.
Avaliando a taxa atingida pelos códigos esféricos construídos por subcódigos em
polígonos e hiperplanos de 𝑘 pontos até a dimensão 2𝑘 = 48, temos taxa próxima do limitante
𝑅𝐶𝑆𝑊 para algumas distâncias entre 0, 1 e 0, 5 conforme ilustrado na Figura 2.12.
Ainda na tentativa de melhorar o número de pontos 𝑀 do código, propomos na
próxima seção uma codificação que utiliza a distribuição de pontos em esferas concêntricas
mantendo a estrutura de codificação em toros.
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Figura 2.12: Comparação entre as taxas de alguns códigos esféricos construídos pelo método de ca-
madas de polígonos em dimensão variando de 4 a 48 (pontos isolados) e os limitantes para taxa de
informação binária (curva em preto).
2.3 Códigos em camadas de esferas concêntricas
Neste tipo de codificação, vamos gerar o código em toros na dimensão 𝑅2𝑘 fazendo
uso de uma das técnicas para escolha de subcódigo descritas nas seções anteriores. Entretanto
a diferença será que, após gerar o subcódigo de 𝑀0 pontos na esfera unitária com distância
mínima 𝑑, geramos mais pontos para este subcódigo em uma esfera de raio 1 − 𝑑 interior e
concêntrica a primeira. Na esfera de raio 1 − 𝑑 podemos usar qualquer técnica das descritas
neste trabalho (como por exemplo camadas sucessivas de 𝑘 pontos e/ou camadas sucessivas de
polígonos).
Prosseguimos assim numa segunda etapa, acrescentando ao subcódigo uma nova
esfera concêntrica às anteriores com palavras que distem 𝑑 e tenham norma 1− 2𝑑. Poderemos
prosseguir por 𝑛 etapas enquanto 1− 𝑛𝑑 ≥ 0.
Utilizando este método é possível obter taxas maiores que o método em que se usa
somente a esfera unitária sem comprometer demasiadamente a complexidade da construção e
mantendo uma restrição de energia por sinal.
Este tipo de codificação é útil para a situação em que há a necessidade de se aumentar
o número de palavras-código sem comprometer a complexidade da construção e observando
limitações físicas ou restrições normativas quanto ao limite de energia de transmissão.
80
Tabela 2.5: Comparação entre as taxas binárias de códigos esféricos no R6 obtidos pelo método de
camadas de polígonos com camadas sucessivas para a esfera unitária e para esferas concêntricas com
energia limitada a 1.
Esfera unitária Esferas concêntricas
d M Taxa M Taxa
0,5 525 1,506029 557 1,520255
0,4 2499 1,881189 2750 1,904202
0,3 11135 2,240469 13513 2,287010
0,2 104416 2,778664 160539 2,882094
0,1 3, 820745× 106 3,644237 9, 893348× 106 3,873004
0,01 4, 089260× 1011 6,429204 8, 898855× 1012 7,169459
Na Tabela 2.5 apresentamos os valores obtidos para número de pontos em códigos
esféricos em camadas de toros e em códigos em esferas concêntricas. Observe que o número
de pontos no código em esferas concêntricas mostra-se consideravelmente maior a medida que
diminui-se a distância mínima 𝑑.
Observe que geramos um código em esferas concêntricas respeitando um limite má-
ximo para a restrição de potência associada a cada palavra-código, tal que para cada palavra-
código 𝑥 = (𝑥1, 𝑥2, . . . , 𝑥𝑛) na constelação de sinais temos
𝑛∑︁
𝑖=1
(𝑥𝑖)2 ≤ 𝑛𝑃.
Podemos também construir um código em que estamos interessados em manter a
energia médiaV das palavras-código igual a 1, de forma que ao acrescentarmos um número
𝑀1 de palavras de norma ao quadrado 𝛼 < 1, devemos acrescentar também no subcódigo 𝑀2
palavras de norma ao quadrado 𝛽 > 1 para que mantenhamos 𝜖𝑚 = 𝑀+𝑀1𝛼+𝑀2𝛽𝑀+𝑀1+𝑀2 = 1.
Neste caso, com a manutenção da energia média da constelação de sinais, geraría-
mos um código na esfera unitária e em esferas concêntricas interiores e exteriores à unitária
preservando a distância mínima 𝑑. Assim, teríamos um código em que a energia média da
constelação seria igual 1.
É interessante observar que na codificação em esferas concêntricas ganhamos uma
melhor taxa de transmissão por aumentarmos o número de pontos, quando comparada a codi-
ficação apresentada para a esfera unitária, entretanto perdemos propriedades no código como
VA energia média 𝜖𝑚 das 𝑀 palavras-código 𝑥𝑗 de um código 𝑋 é dada por 𝜖𝑚 =
∑︀𝑀
𝑗=1
‖𝑥𝑗‖2
𝑀
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o fato de todas as palavras terem a mesma energia e o fato de cada palavra-código possuir
o mesmo tamanho para a região de decisão, a qual por sua vez está associada ao cálculo da
probabilidade de erro.
Do ponto de vista de complexidade algorítmica, dado o número de esferas para o
subcódigo, este tipo de construção de código executa em cada esfera um dos algoritmos apre-
sentados neste capítulo. Portanto, a complexidade é definida pela complexidade do algoritmo
usado para obtenção do subcódigo em cada esfera.
Após estudarmos neste capítulo formas de construir códigos em esferas, nos próximos
capítulos apresentamos o uso desses códigos em diferentes tipos de canal grampeado.
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Capítulo 3
Códigos esféricos no canal grampeado
gaussiano
Neste capítulo, analisaremos como os códigos que construímos no Capítulo 2 se
comportam ao serem usados num sistema de comunicação em que o canal gaussiano é grampe-
ado. No modelo considerado temos um canal gaussiano entre o emissor e o receptor legítimo
interceptado por um canal gaussiano entre o emissor e o intruso. Como vimos no Capítulo
1, o canal grampeado foi definido em [43]. Já o canal gaussiano será brevemente apresentado
na primeira seção deste capítulo e indicamos como referência mais completa para um estudo
sobre este tipo de canal o livro [13]. Um estudo do comportamento de códigos em um canal
grampeado gaussiano foi feito em [2], [6], [7] e [30].
3.1 Canal gaussiano
Conforme apresentado na Seção 1.1, o canal é o meio físico que permite a conexão
entre transmissores e receptores em um sistema de comunicação. Para simular os efeitos a que
está sujeito um sinal entre a transmissão e a recepção, uma técnica largamente empregada é
a modelagem. Esta técnica permite reproduzir em laboratório condições próximas das reais
encontradas em um canal de comunicação. Um modelo bastante utilizado em função de sua
simplicidade e tratabilidade matemática, e que se aplica a um grande conjunto de canais físi-
cos, é o modelo de canal gaussiano, que introduz nos sinais transmitidos um ruído modelado
estatisticamente pela distribuição de probabilidade gaussiana.
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Podemos descrever informalmente o canal gaussiano da seguinte forma. Considere
um valor 𝑥𝑖, denominado entrada do canal, o qual pretendemos transmitir a um destinatário. No
processo de transmissão, um ruído afetará 𝑥𝑖, somando a este valor uma variável aleatória 𝜂𝑖 com
distribuição normal de média 0 e variância 𝑁 , ou seja, 𝜂𝑖 ∼ 𝒩 (0, 𝑁). Então o valor 𝑦𝑖 = 𝑥𝑖+𝜂𝑖,
denominado saída do canal, será recebido no destino. Um receptor observa várias amostras de
𝑦𝑖 dadas por 𝑦 = (𝑦1, . . . , 𝑦𝑛) e tenta, a partir daí, descobrir quanto vale 𝑥 = (𝑥1, . . . , 𝑥𝑛). O
problema de projetar códigos para o canal gaussiano consiste em determinar qual a melhor
maneira de escolher os valores 𝑥𝑖 enviados, de modo que o receptor possa recuperá-los com
confiabilidade. Uma representação do canal gaussiano pode ser vista na Figura 3.1.
𝜂𝑖
↓
𝑥𝑖 → ⊕ → 𝑦𝑖
Figura 3.1: Canal gaussiano.
O ruído aditivo em tal canal pode ser devido a várias causas. Entretanto, pelo teo-
rema central do limite, o efeito cumulativo de um grande número de pequenos efeitos aleatórios
será aproximadamente normal, de forma que a suposição gaussiana é válida em um grande
número de situações.
O canal com ruído aditivo gaussiano branco, AWGN (do inglês Additive White Gaus-
sian Noise), é utilizado com bons resultados para modelar sistemas de comunicação fixa e com
linha de visada, como satélite, por exemplo. A cor atribuída ao ruído é geralmente relacionada
a cor da luz que possui espectros semelhantes.
Como um de nossos objetivos é construir códigos com taxa acima ou próxima dos
limitantes apresentados na Seção 1.2, o conhecimento da capacidade do canal nos dá um limi-
tante superior para a taxa de informação com probabilidade de erro desprezável, conforme o
Segundo Teorema de Shannon 1.1.2. Apresentamos a seguir o teorema que nos dá o valor da
capacidade de um canal gaussiano.
Teorema 3.1.1. [13] A capacidade do canal gaussiano com restrição de potência 𝑃 e variância
de ruído 𝑁 é
𝐶 = 12 𝑙𝑜𝑔(1 +
𝑃
𝑁
)
bits por transmissão.
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Caso assumíssemos que a variância do ruído é zero, o receptor receberia o símbolo
transmitido perfeitamente. Se assumíssemos que a variância do ruído é não nula, mas que não
há restrição na entrada, poderíamos então escolher um subconjunto de entradas arbitrariamente
longe umas das outras, tal que elas sejam distinguíveis na saída com baixa probabilidade de
erro. Esquemas como estes teriam capacidade infinita.
De uma maneira geral, não é possível transmitir qualquer vetor 𝑥. A limitação
de entrada mais comum é a restrição de energia ou restrição de potência. Para cada palavra
𝑥 = (𝑥1, . . . , 𝑥𝑛) nós exigimos que
1
𝑛
𝑛∑︁
𝑖=1
𝑥𝑖
2 ≤ 𝑃.
Essa restrição de potência vem ao encontro das premissas sobre as quais construímos
os códigos no Capítulo 2. Observe que, no referido capítulo, construímos códigos esféricos (onde
𝑃 = 1
𝑛
) e códigos em esferas concêntricas, em que adotamos ∑︀𝑛𝑖=1 𝑥𝑖2 ≤ 1.
Shannon [35] fez um estudo sobre a probabilidade de erro no canal gaussiano e
concluiu que podem ser definidos três tipos de restrição para este tipo de canal:
• Pode se requerer que todas as palavras-código tenham exatamente a mesma potência
𝑃 , ou a mesma distância da origem. Deste modo, nós estamos exigindo que todas as
palavras-código se encontrem na superfície de uma esfera de raio
√
𝑛𝑃 .
• Pode ser estabelecido que todas as palavras tenham potência 𝑃 ou menos. Neste caso, é
requerido que todas as palavras-código pertençam ao interior ou superfície de uma esfera
de raio
√
𝑛𝑃 .
• Por fim, um outro tipo de restrição seria estabelecer que a potência média de todas as
palavras-código seja dada por 𝑃 ou menos. Aqui, individualmente alguma palavra-código
poderia ter norma ao quadrado maior que 𝑛𝑃 , mas a média do conjunto das normas ao
quadrado não poderia exceder 𝑛𝑃 . Teríamos
∑︀𝑀
𝑖=1(𝑥
2
𝑖1+...+𝑥2𝑖𝑛)
𝑀
≤ 𝑛𝑃 .
No mesmo trabalho, [35], Shannon demonstra que estes três casos conduzem a re-
sultados semelhantes para a probabilidade de erro assintótica.
Neste trabalho, estaremos interessados em simular o envio de palavras-código pelo
canal grampeado gaussiano, que está representado na Figura 3.2. Neste modelo temos um canal
85
com erro gaussiano (𝜂𝑏) e variância 𝜎2𝑏 entre o emissor e o receptor legítimo (Bob) interceptado
por outro canal gaussiano com erro 𝜂𝑒 e com variância 𝜎2𝑒 entre o emissor e o intruso (Eve).
↓𝜂𝑏
𝐴𝑙𝑖𝑐𝑒→ Codificador 𝑥=Φ𝑐𝜔 (𝑢)−−−−−→ ⊕ 𝑦 → Decodificador ?^?−→ 𝐵𝑜𝑏
↓𝜂𝑒
 ⊕ 𝑧 → Decodificador ?˜?−→ 𝐸𝑣𝑒
Figura 3.2: Canal grampeado gaussiano e codificação dada por códigos esféricos em toros.
Algumas abordagens, que apresentaremos mais adiante, já foram feitas sobre o com-
portamento de códigos em um canal grampeado gaussiano. Nestas abordagens há uma pers-
pectiva de garantir a confiabilidade e o sigilo baseada na expressão da probabilidade de erro.
Para analisarmos a probabilidade de erro em um canal, consideraremos a região de
Voronoi de cada ponto (palavra-código) do código usado.
Definição 3.1.2. A Região de Voronoi associada ao ponto 𝑥𝑖, tal que 𝑆 = {𝑥𝑗}𝑀𝑗=1 é uma
constelação de sinais, é dada por:
𝑉𝑖 = {𝑣 ∈ R𝑛; ‖𝑣 − 𝑥𝑖‖< ‖𝑣 − 𝑥𝑘‖, ∀𝑘 ̸= 𝑖}.
Figura 3.3: Representação geométrica do código esférico 10-PSK e suas regiões de decisão. Ω repre-
senta a região de decisão (região de Voronoi) associada a um dos pontos do código. Fonte:[25]
O desempenho de uma constelação é medido pela probabilidade de erro 𝑃𝑒 na trans-
missão de sinais, ou seja, dado que o sinal enviado foi 𝑥𝑖 com região de Voronoi 𝑉𝑖 e o sinal
recebido foi 𝑦,
𝑃𝑒 = 𝑃{𝑦 ̸∈ 𝑉𝑖}.
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Apesar de ter uma expressão clara, a probabilidade de erro é de difícil cálculo.
Portanto, o estabelecimento de limitantes para essa probabilidade é crucial. Um exemplo de
limitante superior para a probabilidade de erro é o Limitante de Bhattacharyya [25], cuja
expressão será apresentada a seguir.
Consideremos uma constelação 𝑆 = {𝑥𝑗}𝑀𝑗=1 de 𝑀 sinais equiprováveis que esteja
representada no R𝑛. Observemos que um erro ocorre quando, usando a decodificação com a
regra ML I, o ponto recebido 𝑦 está mais próximo do ponto 𝑥𝑗 do que do ponto enviado 𝑥𝑖, isto
é, 𝑑(𝑥𝑗, 𝑦) < 𝑑(𝑥𝑖, 𝑦). A densidade gaussiana associada a 𝑥𝑖 em R𝑛 para canais AWGN é dada
por
𝑔𝑥𝑖 : R𝑛 → R+
𝑧 → 1√2𝜋𝑁0𝑛 𝑒
( ‖𝑧−𝑥
𝑖‖2
2𝑁0
)
(3.1.1)
sendo 𝑁0 a variância gaussiana.
Com isso, a probabilidade de acerto na transmissão do sinal 𝑥𝑖 é igual ao volume
(n-dimensional) acima da região de Voronoi 𝑉𝑖 de 𝑥𝑖 e abaixo do gráfico de 𝑔𝑥𝑖 , que é dada por
𝑃𝑎(𝑥𝑖) =
1√
2𝜋𝑁0
𝑛
∫︁
𝑉𝑖
𝑒
( ‖𝑧−𝑥
𝑖‖2
2𝑁0
)
𝑑𝑉R𝑛
sendo 𝑑𝑉R𝑛 elemento de volume cartesiano em R𝑛, dado por 𝑑𝑧 = 𝑑𝑧1𝑑𝑧2 . . . 𝑑𝑧𝑛.
A Figura 3.4 ilustra, em perspectiva, a parte central do gráfico de 𝑔𝑠8 em um 8-PSK.
Figura 3.4: Parte central do gráfico da densidade gaussiana associada ao sinal 𝑠8 no 8-PSK. Fonte:[1]
Como 𝑃𝑒(𝑥𝑖) = 1 − 𝑃𝑎(𝑥𝑖) e os sinais são equiprováveis, a probabilidade de erro 𝑃𝑒
associada à constelação de sinais 𝑆 é dada por
𝑃𝑒(𝑆) =
1
𝑀
𝑀∑︁
𝑖=1
1√
2𝜋𝑁0
𝑛
∫︁
R𝑛−𝑉𝑖
𝑒
( ‖𝑧−𝑥
𝑖‖2
2𝑁0
)
𝑑𝑉R𝑛 .
ISeja 𝑦 = (𝑦1, . . . , 𝑦𝑛) o vetor recebido por um canal gaussiano, a decodificação por Máxima Verossimilhança
(ML - maximum likelihood) requer a minimização da seguinte métrica: 𝑑(𝑥, 𝑦) = ‖𝑦 − 𝑥‖2= ∑︀𝑛𝑖=1 |𝑦𝑖 − 𝑥𝑖|2,
para 𝑥 pertencente à constelação de sinais.
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É possível demonstrar (ver [1]) que, para um canal AWGN, a expressão para a
probabilidade de erro torna-se
𝑃𝑒(𝑆) <
1
𝑀
𝑀∑︁
𝑖=1
∑︁
𝑥𝑖 ̸=𝑥𝑗
𝑒
(−‖𝑥
𝑖−𝑥𝑗‖2
8𝑁0
)
,
que é conhecida como o limitante de Bhattacharyya.
Considerando 𝑑 a distância mínima entre as palavras-código, como 𝑑2 ≤ ‖𝑥𝑖 −
𝑥𝑗‖2,∀𝑖, 𝑗, temos:
𝑃𝑒(𝑆) < (𝑀 − 1)𝑒(
−𝑑2
8𝑁0
)
. (3.1.2)
A partir da Equação 3.1.2, é fácil ver que, para termos probabilidade de erro pequena
devemos aumentar a distância mínima e/ou reduzir 𝑁0. Boas constelações apresentam proba-
bilidade de erro baixa mesmo quando a transmissão é ruim (𝑁0 é grande). Equivalentemente,
boas constelações não precisam dispender muita energia média para compensar a transmissão
ruim. Segue daí um dos primeiros objetivos na construção de uma constelação de sinais: ma-
ximizar 𝑑 = 𝑚𝑖𝑛{‖𝑥𝑖 − 𝑥𝑗‖;𝑥𝑖, 𝑥𝑗 ∈ 𝑆, 𝑖 ̸= 𝑗}, para um número fixo de pontos e energia média
fixada.
Podemos definir uma matriz de Gram para códigos esféricos como a matriz formada
pelos produtos escalares de uma constelação 𝑆. Essa matriz pode ser vista como o produto
𝐵𝑡𝐵, onde 𝐵 é a matriz cujas colunas são os vetores da constelação. É possível verificar (ver
[25]) que aumentar a distância entre as palavras de um código esférico é equivalente a diminuir
o produto interno ⟨𝑥𝑖, 𝑥𝑗⟩ entre as palavras.
Antes de analisarmos os códigos esféricos construídos neste trabalho no canal gram-
peado gaussiano, vale citar que a construção de códigos baseados em reticulados para o canal
grampeado gaussiano foi abordada em [6], [7] e [30], onde os autores realizam a codificação por
classes de reticulados (coset coding). Um reticulado Λ𝑏 é escolhido para conter as mensagens
enviadas. As mensagens enviadas, por sua vez, são construídas pela soma de bits de dados e
de bits aleatórios. Os bits de dados são representantes de energia mínima de uma das classes
de reticulados dadas por Λ𝑏Λ𝑒 , onde Λ𝑒 é um subreticulado de Λ𝑏 escolhido de forma a obtermos
|Λ𝑏Λ𝑒 | classes. Os bits aleatórios são adicionados a fim de confundir o intruso e são um ponto
obtido aleatoriamente em Λ𝑒.
Neste tipo de codificação é possível obter a seguinte expressão para a probabilidade
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de decisão correta de Eve 𝑃𝑐,𝑒 [6]:
𝑃𝑐,𝑒 ∼ 1(𝜎𝑒
√
2𝜋)𝑛
𝑉 (Λ𝑏)
∑︁
𝜄∈Λ𝑒
𝑒−‖𝜄‖
2/2𝜎2𝑒 ,
com 𝑉 (Λ𝑏) = 𝑑𝑒𝑡(Λ𝑏).
Sabendo que a Θ-série de um reticulado Λ é dada por
ΘΛ(𝑧) =
∑︁
𝑥∈Λ
𝑞‖𝑥‖
2
, 𝑞 = 𝑒𝑖𝜋𝑧, 𝐼𝑚(𝑧) > 0.
Podemos reescrever o termo ∑︀𝜄∈Λ𝑒 𝑒−‖𝜄‖2/2𝜎2𝑒 em função da Θ-série do reticulado Λ𝑒
tal que
∑︁
𝜄∈Λ𝑒
𝑒−‖𝜄‖
2/2𝜎2𝑒 =
∑︁
𝜄∈Λ𝑒
(𝑒−1/2𝜎2𝑒 )‖𝜄‖2 =
∑︁
𝜄∈Λ𝑒
(𝑒𝑖𝜋.(
−1
2𝑖𝜋𝜎2𝑒
))‖𝜄‖2 = ΘΛ𝑒(𝑧 =
−1
2𝑖𝜋𝜎2𝑒
),
com 𝐼𝑚(𝑧) = 𝐼𝑚( 𝑖2𝜋𝜎2𝑒 ) > 0.
Para minimizar a probabilidade de acerto de Eve é suficiente minimizar a Θ-série
do reticulado Λ𝑒, dada por ΘΛ𝑒 .
A codificação esférica também pode ser usada para a transmissão de mensagens
por um canal grampeado gaussiano com vantagens associadas a sua estrutura geométrica na
garantia de sigilo. A relação entre códigos esféricos e o canal grampeado gaussiano para o
caso em que desejamos transmitir um sinal por fonte contínua foi explorada em [2]. Para o
caso discreto, na próxima seção, investigaremos o desempenho das construções explicitadas no
Capítulo 2 aplicadas a um canal grampeado gaussiano.
3.2 Análise de códigos esféricos no canal grampeado gaus-
siano
Analisaremos a seguir a transmissão de um sinal 𝑥 codificado como um ponto per-
tencente a um código esférico em camadas de toros na dimensão R2𝑘, tal que 𝑥 ∈ 𝑆2𝑘−1 ⊂ R2𝑘.
Usaremos propriedades geométricas do código esférico construído em camadas de toros para
89
garantir alta taxa de transmissão e baixa complexidade algorítmica, com confiabilidade e sigilo
no canal grampeado gaussiano.
Consideremos nosso modelo de comunicação dado pelo canal grampeado gaussiano
(Figura 3.2). Neste contexto, Alice deseja transmitir a informação 𝑥 a Bob e, para tanto,
usa qualquer uma das estratégias de codificação apresentadas no Capítulo 2, em que o ponto
enviado 𝑥 será a imagem da função Φ𝑐𝜔 aplicada a um ponto 𝑢 ∈ Λ ⊂ 𝑃𝑐𝜔 ⊂ R𝑘, tal que
𝑥 = Φ𝑐𝜔(𝑢).
Dessa forma, 𝑥 = Φ𝑐𝜔(𝑢) é um ponto no toro 𝑇𝑐𝜔 ⊂ R2𝑘. Entretanto, como o canal
de Alice e Bob (canal principal) é ruidoso, o decodificador de Bob recebe o ponto 𝑦 = 𝑥 + 𝜂𝑏,
em que 𝜂𝑏 é o ruído gaussiano associado ao canal principal. O canal do intruso possui maior
distorção, de forma que o erro na mensagem recebida pelo intruso é ainda maior que o erro de
Bob. O decodificador de Eve recebe então 𝑧 = 𝑥+ 𝜂𝑒, em que 𝜂𝑒 é o ruído gaussiano associado
ao canal do intruso.
Com base nas expressões para os sinais 𝑦 e 𝑧 na entrada dos decodificadores de Bob e
de Eve respectivamente, detalharemos a seguir os passos para a decodificação do sinal recebido.
Assumiremos que tanto Bob como Eve tem conhecimento da estratégia de codificação usada,
tendo acesso, portanto, ao subcódigo da dimensão 𝑘, ao reticulado usado em cada toro e ao
alfabeto do código na dimensão 2𝑘.
Faremos uma análise da decodificação para os diferentes métodos de construção de
código apresentados no Capítulo 2. Ressaltamos que o procedimento de decodificação de Eve
e de Bob serão os mesmos, sendo que a desvantagem de Eve está no fato de ter recebido um
sinal com erro maior. Portanto, apresentaremos a decodificação de 𝑦 por Bob, mas ressaltamos
que o análogo pode ser feito por Eve com o sinal 𝑧.
Primeiramente, detalharemos a decodificação para o método de codificação dado na
Subseção 2.1.1, em que temos o subcódigo dado por 𝑘 elementos em um único hiperplano:
• Como podemos verificar na Figura 3.2, o decodificador de Bob recebe 𝑦 = (𝑦1, ..., 𝑦2𝑘) ∈
R2𝑘. Vamos assumir que 𝑦 está normalizado, desta forma pertence a esfera unitária do
R2𝑘, poderemos então reescrevê-lo como
𝑦 =
(︃
𝛾1
(︃
cos
(︃
𝜃1
𝛾1
)︃
, sen
(︃
𝜃1
𝛾1
)︃)︃
, ..., 𝛾𝑘
(︃
cos
(︃
𝜃𝑘
𝛾𝑘
)︃
, sen
(︃
𝜃𝑘
𝛾𝑘
)︃)︃)︃
, (3.2.1)
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onde 0 ̸= 𝛾𝑖 = √𝑦2𝑖−1 + 𝑦2𝑖 e 𝜃𝑖 = 𝛾𝑖 arccos(𝑦2𝑖−1𝛾𝑖 ) = 𝛾𝑖 arcsen(
𝑦2𝑖
𝛾𝑖
) para 1 ≤ 𝑖 ≤ 𝑘.
• Após reescrevermos 𝑦, como o subcódigo tem apenas um hiperplano, devemos encontrar
o toro 𝑇𝑐𝜔 mais próximo de 𝑦 e projetar 𝑦 em 𝑇𝑐𝜔 gerando o ponto 𝑦 ∈ 𝑇𝑐𝜔 .
Para saber qual o toro mais próximo de 𝑦, basta observarmos que o toro mais próximo de
𝑦 é o toro 𝑇𝑐𝜔 , tal que 𝑐𝜔 é o ponto mais próximo de 𝛾 = (𝛾1, . . . , 𝛾𝑘) no 𝑆𝐶(𝑘, 𝜌)+ ⊂ R𝑘.
Para encontrar 𝑐𝜔 a partir de 𝛾, basta relembrarmos que, neste método, os pontos do
subcódigo são dados por permutações de coordenadas onde uma, de maior valor, difere
das demais. Tomaremos, portanto, o índice 𝜔 da coordenada de maior valor, dentre as
coordenadas de 𝛾. De posse de 𝜔 obtemos 𝑐𝜔. Observe que neste modelo de codificação,
via subcódigo de 𝑘 elementos, não é necessário ao decodificador conhecer o subcódigo,
bastando que conheça o valor de 𝑡, dado pela Equação 2.1.1. Conhecendo 𝑡 e identificando
𝜔, o vetor 𝑐𝜔 é tal que sua coordenada 𝜔 é dada por 𝑐𝜔𝜔 =
(1+𝑡)𝑑√
2 e as demais por 𝑐
𝜔
𝜉 = 𝑡𝑑√2 ,
com 𝑑 distância mínima do código.
• Após encontrar 𝑐𝜔 ∈ 𝑆𝐶(𝑘, 𝜌)+ temos que
𝑦 =
(︃
𝑐𝜔1
(︃
cos
(︃
𝜃1
𝛾1
)︃
, sen
(︃
𝜃1
𝛾1
)︃)︃
, ..., 𝑐𝜔𝑘
(︃
cos
(︃
𝜃𝑘
𝛾𝑘
)︃
, sen
(︃
𝜃𝑘
𝛾𝑘
)︃)︃)︃
é a projeção de 𝑦 no toro 𝑇𝑐𝜔 de forma que:
‖𝑦 − 𝑦‖≤ ‖𝑦 − 𝑝‖,∀𝑝 ∈ 𝑇𝑐𝜔 .
Podemos reescrever
𝑦 =
(︃
𝑐𝜔1
(︃
cos
(︃
𝜀1
𝑐𝜔1
)︃
, sen
(︃
𝜀1
𝑐𝜔1
)︃)︃
, ..., 𝑐𝜔𝑘
(︃
cos
(︃
𝜀𝑘
𝑐𝜔𝑘
)︃
, sen
(︃
𝜀𝑘
𝑐𝜔𝑘
)︃)︃)︃
com 𝜀𝑗 = 𝑐𝜔𝑗
𝜃𝑗
𝛾𝑗
, para 1 ≤ 𝑗 ≤ 𝑘. Além disso, percebe-se que 𝑦 = Φ𝑐𝜔(𝜀), sendo Φ𝑐𝜔 assim
como definida na Equação 1.3.1.
• Sabendo que 𝑥 = Φ𝑐𝜔(𝑢) e 𝑢 é um ponto do reticulado Λ ⊂ 𝑃𝑐𝜔 ⊂ R𝑘, então temos
que encontrar o ponto reticulado ?^? em 𝑃𝑐𝜔 mais próximo de 𝜀. Para encontrar o ponto
reticulado mais próximo, utilizamos o algoritmo de decodificação do reticulado 𝐷𝑘 (ver
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[11] ou Apêndice B).
A saída do decodificador de Bob será então ?^? = Φ𝑐𝜔(?^?).
Podemos verificar que a decodificação exige passos com complexidade de ordem 𝑘.
Além disso, fazemos uso de palavras-código de dimensão 2𝑘 e na decodificação realizamos duas
decodificações na dimensão 𝑘, uma no subcódigo 𝑆𝐶(𝑘, 𝜌)+ ⊂ R𝑘 e outra no reticulado contido
no paralelotopo 𝑃𝑐𝜔 ⊂ R𝑘.
Dada a estrutura geométrica do código, faremos uma análise sobre a estratégia de
decodificação a fim de justificar a confiabilidade do código proposto.
Considerando a forma de decodificação explicitada, temos dois desafios. O primeiro
é conseguir aproximar 𝛾 do correto valor 𝑐𝜔 ∈ 𝑆𝐶(𝑘, 𝜌)+ usado na construção do toro 𝑇𝑐𝜔 =
Φ𝑐𝜔(𝑃𝑐𝜔). O segundo é, após aproximar 𝑐𝜔, a aproximação de 𝜀 ∈ R𝑘 em relação a 𝑢 ∈ Λ ⊂
𝑃𝑐𝜔 ⊂ R𝑘.
Dado que o canal de Bob é menos degradado que o de Eve, geometricamente, o
efeito do vetor ruído no sinal 𝑦 pode não ser suficiente para deslocar Φ𝑐𝜔(𝑢) para uma posição
mais próxima de um toro diferente de 𝑇𝑐𝜔 . Dessa forma, tem-se que o decodificador de Bob
pode aproximar 𝛾 do correto valor 𝑐𝜔 usado na codificação, desde que 𝜂𝑏 seja suficientemente
pequeno.
Considerando que 𝑦 é a projeção de 𝑦 no toro correto, temos também que, para a
decodificação correta, uma influência do vetor ruído sobre 𝑦 deve manter 𝑦 no chapéu esférico,
denotado por 𝑆𝐻𝑥(2𝑘, 𝜃) e contido em 𝑇𝑐𝜔 , com centro 𝑥 = Φ𝑐𝜔(𝑢) e ângulo 𝜃 = 12 arcsen
𝑑
2 .
Então, sob essas condições, podemos afirmar que o ponto reticulado mais próximo de 𝜀 é 𝑢 e a
decodificação levará à mensagem transmitida.
Podemos flexibilizar a região no toro 𝑇𝑐𝜔 que contém 𝑦 de 𝑆𝐻𝑥(2𝑘, 𝜃) para a região
𝑉𝑇𝑐𝜔 (𝑥) que representa a imagem da região de Voronoi de 𝑢 pela aplicação Φ𝑐𝜔 e, ainda assim,
dado que 𝑦 esteja em 𝑉𝑇𝑐𝜔 (𝑥), o decodificador fornecerá corretamente o ponto 𝑥 transmitido. O
privilégio de possuir um canal menos degradado e a estrutura geométrica dos códigos esféricos
em toros planares auxiliam na correta decodificação da mensagem por Bob.
Em um canal mais degradado, a influência do ruído pode não ser suficiente para
aproximar 𝑦 de um toro diferente do toro correto, mas pode ser suficiente para fazer com
que a projeção de 𝑦 no toro correto esteja em uma região 𝑉𝑇𝑐𝜔 (𝑝) para algum 𝑝 ∈ 𝑆𝐶𝑇 , 𝑝 ̸= 𝑥.
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Neste caso a decodificação levará a uma palavra diferente da transmitida, embora relativamente
próxima desta.
Um caso de maior distorção ocorre quando a influência do vetor ruído é ainda
maior e desloca o vetor transmitido 𝑥 = Φ𝑐𝜔(𝑢) para uma posição geométrica mais próxima
de um toro diferente do usado na codificação. Logo a decodificaçao levará ao toro errado e,
consequentemente, a um ponto diferente do ponto enviado.
Sabendo que o erro gaussiano 𝜂 possui variância 𝑁0 = 𝜎2, sendo 𝜎 seu desvio padrão,
algumas simulações foram feitas, a fim de se obter valores para distância mínima 𝑑 e valores
para o desvio 𝜎 que garantem percentual de erro baixo.
Na Figura 3.5, apresentamos um gráfico que ilustra simulações feitas de mensagens
aleatórias enviadas pelo canal gaussiano definidas em código esférico de distância minima 𝑑 =
0, 1 na dimensão 2𝑘 = 6. Variando o desvio padrão 𝜎 do erro gaussiano, é possível perceber
que o percentual de erro é próximo de zero para 𝜎 = 0, 01 e se aproxima de um a medida que
𝜎 cresce.
Figura 3.5: Percentual de erro para diferentes valores de desvio padrão 𝜎, ao considerar a transmissão
de códigos códigos esféricos construídos via subcódigo de 𝑘 elementos com distância mínima 𝑑 = 0, 1
na dimensão 2𝑘 = 6 no canal gaussiano
Para o caso em que mantivemos o desvio padrão fixo, 𝜎 = 0, 01, e variamos a
distância mínima 𝑑 ainda na dimensão 2𝑘 = 6, temos a representação na Figura 3.6, em que
os valores obtidos para probabilidade de erro mostram que adotando a distância mínima com
valor próximo do desvio padrão temos probabilidade de erro próxima de um, já para distância
mínima 𝑑 = 0, 1 temos probabilidade de erro próxima de zero.
A confiabilidade neste tipo de construção para o canal grampeado gaussiano, de-
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Figura 3.6: Percentual de erro associado a diferentes valores de distância 𝑑, ao considerar a transmissão
de códigos esféricos construídos via subcódigo de 𝑘 elementos no canal gaussiano com 𝜎 = 0, 01 e
dimensão 2𝑘 = 6.
pende da relação entre o desvio padrão e a distância mínima no código. Fixando um destes
parâmetros, o outro sofre grande variação em um curto intervalo de valores.
No canal grampeado gaussiano, além de estarmos interessados em confiabilidade,
também necessitamos garantir sigilo. A seguir, apresentamos algumas restrições a serem con-
sideradas do ponto de vista de sigilo.
Considerando o modelo de comunicação representado na Figura 3.2, temos que Alice
deseja transmitir um sinal com 2𝑘 entradas dado por 𝑥 = Φ𝑐𝜔(𝑢) ∈ 𝑆2𝑘−1 ⊂ R2𝑘 para Bob,
enquanto simultaneamente previne que o sinal seja estimado corretamente pelo intruso. Como
citado anteriormente, ambos os canais, principal e do intruso, são gaussianos e consideramos o
canal do intruso mais degradado em relação ao canal principal.
Para transmitir a informação 𝑥, Alice usa codificação esférica em toros, descrita na
Subseção 2.1.1, isto é, simplesmente usa uma das 𝑀 palavras-código dadas pela imagem da
função Φ𝑐𝜔 descrita anteriormente na Equação 1.3.1, tal que 𝑥 = Φ𝑐𝜔(𝑢) ∈ 𝑇𝑐𝜔 ⊂ 𝑆2𝑘−1 ⊂ R2𝑘.
A palavra código 𝑥 = Φ𝑐𝜔(𝑢) é então transmitida pelo canal principal e corrompida
por um vetor de ruído aditivo 𝜂𝑏 = (𝜂𝑏1 , ..., 𝜂𝑏2𝑘), 𝜂𝑏𝑖 ∼ 𝒩 (0, 𝜎2𝑏 ). Semelhantemente, o intruso
observa a transmissão de Φ𝑐𝜔(𝑢) sobre o canal grampeado, o qual é corrompido pelo vetor ruído
𝜂𝑒 = (𝜂𝑒1 , ..., 𝜂𝑒2𝑘), 𝜂𝑒𝑖 ∼ 𝒩 (0, 𝜎2𝑒).
A mensagem que chega, portanto, ao decodificador do legítimo receptor é 𝑦 =
Φ𝑐𝜔(𝑢) + 𝜂𝑏, enquanto a que chega ao decodificador do intruso é 𝑧 = Φ𝑐𝜔(𝑢) + 𝜂𝑒. Então
ambos os receptores tentam estimar o valor 𝑥 = Φ𝑐𝜔(𝑢) transmitido, usando algum decodifica-
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dor que realiza basicamente duas tarefas: primeiramente, ele localiza o toro mais próximo por
meio de uma decodificação no código esférico 𝑆𝐶(𝑘, 𝜌)+ na esfera 𝑆𝑘−1 ⊂ R𝑘 e, ao projetar o
sinal recebido no toro mais próximo obtendo o ponto Φ𝑐𝜔(𝜀) para algum 𝜀 ∈ R𝑘, a segunda
tarefa é localizar o ponto do reticulado Λ ⊂ 𝑃𝑐𝜔 mais próximo do ponto 𝜀.
Estamos interessados em construir códigos que atinjam quatro objetivos: alta taxa,
baixa complexidade, confiabilidade e sigilo. A alta taxa e a baixa complexidade deste modelo
de construção são justificadas na Subseção 2.1.1. No nosso contexto, a confiabilidade e o sigilo
significam pequena distorção para o legítimo receptor e grande distorção para o intruso. Para
atingir estes objetivos podemos usar propriedades geométricas dos códigos esféricos em toros.
Nós sabemos que podem ocorrer basicamente dois erros de decodificação. O decodi-
ficador pode estimar o toro correto, mas o ponto reticulado incorreto ou o decodificador pode
errar na estimativa do toro.
Para o propósito de confiabilidade, o legítimo receptor deve estimar corretamente
o toro e o ponto reticulado 𝑢 usado na mensagem 𝑥 enviada. Por outro lado, é desejável
que o intruso esteja condicionado a errar ou na escolha do toro, ou na escolha do ponto no
toro correto. Essas observações podem ser usadas para estabelecer condições sob as quais
a codificação esférica proposta oferecerá confiabilidade e sigilo. Considerando 𝑑 a distância
mínima entre duas palavras-código no toro 𝑇𝑐𝜔 e 𝛿𝑇 a distância mínima entre toros, com 𝑑 ≤ 𝛿𝑇 ,
temos que nosso código fornecerá confiabilidade e sigilo se satisfizer as seguintes restrições:
𝑃 (‖𝜂𝐵‖|≤ 𝛿𝑇/2) ≥ 1− 𝛽1;
𝑃 (‖𝜂𝐵‖≤ 𝑑/2) ≥ 1− 𝛽2;
𝑃 (‖𝜂𝐸‖≥ 𝛿𝑇/2) ≥ 1− 𝛽3;
𝑃 (‖𝜂𝐸‖≥ 𝑑/2) ≥ 1− 𝛽4.
Temos que 𝛽1 representa a fração de erros da decodificação que permitimos que o
legítimo receptor cometa ao aproximar o toro. Já 𝛽2 representa a fração de erros de decodificação
ao aproximar o ponto reticulado a partir da imagem inversa por Φ𝑐 de um ponto no toro. Temos
também que 𝛽3 representa a fração que indica a decodificação correta do toro pelo intruso,
enquanto 𝛽4 representa a fração que indica a decodificação correta do ponto reticulado. O ideal
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é termos 𝛽′𝑖𝑠 arbitrariamente pequenos.
Vale ressaltar que podemos reduzir as restrições a apenas duas:
𝑃 (‖𝜂𝐵‖≤ 𝑑/2) ≥ 1− 𝛽2,
𝑃 (‖𝜂𝐸‖≥ 𝑑/2) ≥ 1− 𝛽4;
(3.2.2)
isso porque errar o toro ou o ponto implica em errar na decodificação.
De maneira análoga a análise feita em [2] para 𝑘 = 2, apresentamos na Figura 3.7
os valores para 𝑃 (‖𝜂𝐵‖≤ 𝑑/2) e 𝑃 (‖𝜂𝐸‖≥ 𝑑/2) a medida que se varia a distância para 𝑘 = 3.
Figura 3.7: 𝑃 (‖𝜂𝐵‖≤ 𝑑/2) e 𝑃 (‖𝜂𝐸‖≥ 𝑑/2) em função de 𝑑, ao considerar a transmissão de códigos
esféricos em toros de dimensão 2𝑘 = 6 no canal gaussiano com 𝜎2𝑏 = 0, 001 e 𝜎2𝑒 = 0, 01.
Analisando a Figura 3.7, é possível verificar que para 𝛽2 e 𝛽4 próximos de 0, 1 temos
𝑃 (‖𝜂𝐵‖≤ 𝑑/2) > 0, 9 e para 𝑃 (‖𝜂𝐸‖≥ 𝑑/2) > 0, 9, o que proporciona alta probabilidade de
pequena distorção para o receptor legítimo e grande distorção para o intruso, o que é desejável
na garantia de confiabilidade e sigilo.
Na Figura 3.8, realizamos simulações para análise do percentual de erro mantendo
o mesmo desvio padrão no canal principal e alterando o valor do desvio padrão do canal do
intruso. É possível perceber que, para o caso em que o intruso usa um canal cinco vezes mais
degradado (𝜎𝑏 = 0, 01 e 𝜎𝑒 = 0, 05), temos percentual de erro quase nulo para o legítimo
receptor e alto percentual de erro para o intruso.
Para os diferentes métodos de codificação, apresentados no Capítulo 2, as conside-
rações feitas aqui para confiabilidade e sigilo são igualmente aplicáveis, fazendo-se necessária
apenas a apresentação da decodificação para estes métodos.
Para o caso em que a construção do subcódigo é feita por um hiperplano com 𝑘!
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Figura 3.8: Percentual de erro em função de 𝜎𝑒 (em vermelho). O desvio padrão do canal principal
permaneceu 𝜎𝑏 = 0, 01 (em azul).
elementos temos que:
• Primeiramente, assumimos que 𝑦 = (𝑦1, ..., 𝑦2𝑘) ∈ R2𝑘 está normalizado, desta forma
pertence a esfera unitária do R2𝑘, poderemos então reescrevê-lo como na Equação 3.2.1.
• Após reescrevermos 𝑦, como o subcódigo tem apenas um hiperplano, devemos encontrar o
toro 𝑇𝑐𝜔 mais próximo de 𝑦 e projetar 𝑦 em 𝑇𝑐𝜔 gerando o ponto 𝑦 ∈ 𝑇𝑐𝜔 . Novamente para
encontrar o toro mais próximo de 𝑦, realizamos uma decodificação em 𝑆𝐶(𝑘, 𝜌)+ ⊂ R𝑘
em busca de 𝑐𝜔, tal que 𝑐𝜔 ∈ 𝑆𝐶(𝑘, 𝜌)+ é o ponto mais próximo de 𝛾 no 𝑆𝐶(𝑘, 𝜌)+.
Para encontrar 𝑐𝜔 a partir de 𝛾, basta relembrarmos que neste método os pontos do sub-
código são dados por permutações de coordenadas de valores distintos. Observaremos a
ordenação das coordenadas de 𝛾 e teremos que 𝑐𝜔 será dado pela permutação do subcódigo
que tenha a mesma ordenação. Em linguagem computacional esta operação detalhada no
Algoritmo 3.
Observe que neste modelo de codificação, via subcódigo de 𝑘! elementos, não é necessário
ao decodificador conhecer o subcódigo, bastando que conheça o valor de 𝑡 dado pela
Equação 2.1.10.
• Após encontrar 𝑐𝜔 ∈ 𝑆𝐶(𝑘, 𝜌)+ temos que os próximos passos são iguais ao caso em que
o subcódigo tem 𝑘 elementos.
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Algoritmo 3: Algoritmo para obtenção do ponto 𝑐𝜔 a partir de 𝛾.
Entrada: 𝛾
Saída: 𝑐𝜔
início
[𝑣𝑎𝑙𝑜𝑟, 𝑖] = 𝑠𝑜𝑟𝑡(𝛾)
𝑞 = 0 : (𝑘 − 1)
𝑝(𝑖) = 𝑞
𝑐𝜔 = (𝑝+ 𝑡)/‖(𝑝+ 𝑡)‖
fim
Na Figura 3.9, apresentamos um gráfico que retrata simulações feitas de mensagens
aleatórias enviadas pelo canal gaussiano definidas em código esférico construído via subcódigo
de 𝑘! elementos com distância minima 𝑑 = 0, 1 na dimensão 2𝑘 = 6. Variou-se o valor do
desvio padrão 𝜎 do erro gaussiano e observou-se que até o valor de 𝜎 = 0, 02 é possível baixo
percentual de erro (confiabilidade).
Figura 3.9: Percentual de erro para diferentes valores de desvio padrão 𝜎, ao considerar a transmissão
de códigos esféricos construídos via subcódigo de 𝑘! elementos com distância minima 𝑑 = 0, 1 na
dimensão 2𝑘 = 6 no canal gaussiano.
Para o caso em que mantivemos o desvio padrão fixo 𝜎 = 0, 01 e variamos a distância
mínima 𝑑 ainda na dimensão 2𝑘 = 6, temos a representação na Figura 3.10. Observe que os
resultados obtidos para códigos esféricos construídos via subcódigo de 𝑘 elementos e de 𝑘!
elementos são bastante semelhantes.
Para a análise da decodificação de código esférico construído em hiperplanos para-
lelos consideraremos duas situações: hiperplanos de 𝑘 elementos e camadas com polígonos de
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Figura 3.10: Percentual de erro associado a diferentes valores de distância 𝑑, ao considerar a transmis-
são de códigos esféricos construídos via subcódigo de 𝑘! elementos no canal gaussiano com 𝜎 = 0, 01
e dimensão 2𝑘 = 6.
lado maior que ou igual a 𝑑.
Para o caso de códigos esféricos construídos a partir de subcódigo em hiperplanos
de 𝑘 elementos a decodificação será feita da seguinte forma:
• Mais uma vez assumimos o vetor recebido 𝑦 normalizado e pertencente a esfera do R2𝑘
podendo ser escrito conforme a Equação 3.2.1.
• Devemos então encontrar o toro 𝑇𝑐𝜔 mais próximo de 𝑦 e projetar 𝑦 em 𝑇𝑐𝜔 gerando o
ponto 𝑦 ∈ 𝑇𝑐𝜔 . Basicamente, os processos de decodificação apresentados neste trabalho
diferem somente neste ponto: a decodificação de 𝛾 em 𝑆𝐶(𝑛, 𝜌)+.
Para encontrar 𝑐𝜔 a partir de 𝛾 vamos proceder da seguinte forma:
– Primeiro encontramos o ângulo â que 𝛾 faz com o ponto 𝑃 = 1√
𝑘
(1, 1, ..., 1).
– Não precisamos armazenar todo o subcódigo. Considere uma matriz 𝐶 que possui
um número de colunas dado pelo número de hiperplanos (𝜂Π, conforme Proposição
2.2.1). Considere também o vetor 𝑃 no formato de vetor coluna. Em cada uma das
colunas de 𝐶 temos um representante dos 𝑘 pontos do hiperplano. Ao calcularmos
arccos(𝐶𝑡𝑃 ) obtemos todos os ângulos que cada hiperplano do subcódigo faz com
o ponto 𝑃 . Tomamos então a coluna Π de 𝐶 que fornece arccos(𝐶𝑡𝑃 ) ∼ â. Dessa
forma encontramos o hiperplano Π mais próximo de 𝛾.
– Para encontrarmos o toro mais próximo de 𝛾, tomamos o índice 𝜔 da coordenada
de maior valor, dentre as coordenadas de 𝛾. De posse de 𝜔 obtemos 𝑐𝜔 de maneira
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análoga ao que foi realizado para o método de um único hiperplano de 𝑘 elementos.
– Após encontrar 𝑐𝜔 ∈ 𝑆𝐶(𝑘, 𝜌)+ prosseguimos obtendo 𝑦 = Φ𝑐𝜔(𝜀) e decodificando 𝜀
no reticulado 𝐷𝑘 conforme os métodos de decodificação anteriores.
Algumas simulações foram feitas para o uso de códigos esféricos construídos via sub-
código em hiperplanos paralelos de 𝑘 elementos. Na Figura 3.11, apresentamos um gráfico que
retrata simulações feitas de mensagens aleatórias enviadas pelo canal gaussiano com distância
mínima 𝑑 = 0, 1 na dimensão 2𝑘 = 6. O desvio padrão 𝜎 do erro gaussiano foi variado para
que avaliássemos o percentual de erro associado a este parâmetro.
Figura 3.11: Percentual de erro para diferentes valores de desvio padrão 𝜎, ao considerar a transmissão
de códigos esféricos construídos via subcódigo em hiperplanos de 𝑘 elementos com distância minima
𝑑 = 0, 1 na dimensão 2𝑘 = 6 no canal gaussiano.
A partir da Figura 3.11 podemos concluir que para uma alteração pequena no desvio
padrão temos uma mudança brusca no percentual de erro de decodificação, o que é desejável
para canais grampeados.
Para o caso em que mantivemos o desvio padrão fixo 𝜎 = 0, 01 e variamos a distância
mínima 𝑑, ainda na dimensão 2𝑘 = 6, temos a representação na Figura 3.12.
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Figura 3.12: Percentual de erro associado a diferentes valores de distância 𝑑, ao considerar a transmis-
são de códigos esféricos construídos via subcódigo em hiperplanos de 𝑘 elementos no canal gaussiano
com 𝜎 = 0, 01 e dimensão 2𝑘 = 6.
A partir da Figura 3.12 podemos concluir qual a melhor distância mínima entre
palavras-código a ser considerada conhecendo o desvio-padrão do canal.
Para o caso de códigos esféricos construídos a partir de subcódigo em camadas com
polígonos de lado maior que ou igual a 𝑑 a decodificação será feita da seguinte forma:
• Mais uma vez assumimos o vetor recebido 𝑦 normalizado e pertencente a esfera do R2𝑘
podendo ser escrito conforme a Equação 3.2.1.
• Devemos então encontrar o toro 𝑇𝑐𝜔 mais próximo de 𝑦 e projetar 𝑦 em 𝑇𝑐𝜔 gerando o
ponto 𝑦 ∈ 𝑇𝑐𝜔 .
Para encontrar 𝑐𝜔 a partir de 𝛾 vamos proceder da seguinte forma:
– Descobrimos o ângulo â que 𝛾 faz com o ponto 𝑃 = 1√
𝑘
(1, 1, ..., 1).
– Como temos acesso ao subcódigo, considere 𝐶 a matriz que possui em suas colunas
todos os pontos do subcódigo. Ao calcularmos arccos(𝐶𝑡𝑃 ) obtemos todos os ângulos
que cada ponto do subcódigo faz com o ponto 𝑃 . Dentre as colunas de 𝐶 que
fornecem arccos(𝐶𝑡𝑃 ) ∼ â testamos uma por uma até encontrarmos a que possui
menor distância de 𝛾. Observe que dentre os métodos detalhados neste capítulo,
este é o único que na decodificação exige o armazenamento de todo o subcódigo.
– Após encontrar 𝑐𝜔 ∈ 𝒞(𝑘, 𝜌)+ prosseguimos obtendo 𝑦 = Φ𝑐𝜔(𝜀) e decodificando 𝜀 no
reticulado 𝐷𝑘, conforme os métodos de decodificação anteriores.
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Na Figura 3.13, apresentamos um gráfico que retrata simulações feitas de mensagens
aleatórias enviadas pelo canal gaussiano definidas em código esférico construído pelo método de
subcódigo em camadas de polígonos. A distância mínima considerada foi 𝑑 = 0, 1 na dimensão
2𝑘 = 6.
Figura 3.13: Percentual de erro em função do desvio padrão 𝜎, ao considerar a transmissão de códigos
esféricos via subcódigo em hiperplanos de polígonos, com 𝑑 = 0, 1 e dimensão 2𝑘 = 6 no canal
gaussiano.
Na Figura 3.14 temos o caso em que mantivemos o desvio padrão fixo 𝜎 = 0, 01 e
variamos a distância mínima 𝑑 ainda na dimensão 2𝑘 = 6.
Figura 3.14: Percentual de erro em função da distância 𝑑, ao considerar a transmissão de códigos
esféricos via subcódigo em camadas de polígonos no canal gaussiano, com 𝜎 = 0, 01 e dimensão
2𝑘 = 6.
Como não estabelecemos uma distância específica a ser considerada entre os hi-
perplanos, nem uma distância específica a ser considerada entre os toros, todos os métodos
descritos no Capítulo 2 apresentam uma única distância a ser considerada, a distância mínima
𝑑 entre as palavras-código. Por este motivo, as considerações feitas acerca de confiabilidade
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e sigilo, a partir das restrições dadas pelas desigualdades 3.2.2, continuam valendo para os
códigos construídos em camadas de hiperplanos.
Não detalharemos o comportamento dos códigos em esferas concêntricas no canal
grampeado gaussiano. Isso porque todas as simulações realizadas pressupõem que as palavras
código são igualmente prováveis, e vale ressaltar que este tipo de construção possui regiões de
decisão maiores para aqueles pontos que pertencem a esfera mais exterior. Dessa forma, essa
codificação seria interessante em uma situação em que as palavras-código não fossem igualmente
prováveis e aquelas palavras-código das esferas mais interiores fossem transmitidas com menor
probabilidade. A decodificação neste tipo de código teria três passos: identificar o raio da esfera
da palavra-código enviada e, posteriormente, identificar o toro e o ponto reticulado.
No próximo capítulo apresentamos o canal grampeado com desvanecimento Rayleigh
e as simulações do uso dos códigos construídos no Capítulo 2 neste tipo de canal.
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Capítulo 4
Códigos esféricos no canal grampeado
com desvanecimento do tipo Rayleigh
Uma contribuição desta tese, apresentada neste capítulo, é a análise do desempenho
de códigos esféricos para a transmissão de sinais em canais com desvanecimento, sob o ponto
de vista da complexidade de decodificação e sob a perspectiva das condições de confiabilidade
e sigilo.
Para uma referência mais completa sobre a modelagem do canal com desvaneci-
mento indicamos [36]. Algumas abordagens sobre o comportamento de códigos baseados em
reticulados neste canal podem ser encontradas em [8] e [31].
Na primeira seção deste capítulo, apresentamos o canal com desvanecimento Ray-
leigh, fazemos um estudo de revisão sobre a probabilidade de erro neste canal e sobre uma
proposta de codificação para o canal grampeado com desvanecimento Rayleigh. Na segunda
seção, fazemos, neste tipo de canal, um estudo sobre o desempenho dos códigos que construímos
no Capítulo 2.
4.1 Canal com desvanecimento do tipo Rayleigh
Vimos no Capítulo 3 que o canal gaussiano é utilizado, com bons resultados, para
modelar sistemas de comunicação fixa e com linha de visada. Nesta seção, apresentamos um
canal que modela sistemas de comunicação móvel.
Um canal de comunicação móvel pode ser definido como o meio físico utilizado como
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caminho de propagação pelo sinal recebido, em um sistema de comunicação sem fio, em que
o transmissor e/ou o receptor estão em movimento. Conforme apresentado em [36], podemos
classificar o canal de comunicação móvel, com respeito às variações sofridas pelo sinal, como:
termo longo e termo curto. Uma ilustração de possíveis variações sofridas na propagação de
sinal é apresentada na Figura 4.1.
Denominam-se termo longo as variações que só podem ser notadas se observadas
em grande escala, ou seja, por longas distâncias ou longos períodos de tempo. Constituem o
termo longo a perda de percurso (path loss) e o sombreamento (shadowing). Perda de percurso
é a atenuação ocorrida na potência média do sinal devido à propagação no espaço livre e às
difrações e refrações causadas pelos obstáculos presentes no canal. O efeito de sombreamento
ocorre devido à presença intermitente de alguns obstáculos como edificações, veículos nas ruas,
presença de árvores, entre outros. A característica intermitente desses obstáculos está direta-
mente relacionada à mobilidade do móvel e pode ser interpretada como uma variação no valor
da perda de percurso. O sombreamento, também chamado de desvanecimento lento (slow fa-
ding), tem um comportamento aleatório que pode ser representado por uma variável aleatória
com distribuição estatística log-normal. Já a perda de percurso pode ser modelada de forma
determinística.
Denominam-se termo curto ou desvanecimento rápido (fast fading) as variações so-
fridas pelo sinal que só podem ser observadas em uma escala de dezenas de comprimentos de
onda. Ocorre devido ao espalhamento local (ao redor do móvel) do sinal enviado, resultando em
diversas cópias deste incidindo sobre o móvel com diferentes atrasos. Assim, o sinal recebido
será o resultado da soma destas cópias no receptor, que pode ser construtiva ou destrutiva,
dependendo da posição do móvel. Na presença de linha de visada, o desvanecimento rápido
tem um comportamento aleatório que pode ser representado por uma variável aleatória com
distribuição estatística de Rice. Na ausência de linha de visada, o desvanecimento rápido é
mais bem representado por uma variável aleatória com distribuição estatística de Rayleigh.
Portanto, o canal com desvanecimento do tipo Rayleigh é um exemplo de canal
de comunicação móvel. Os canais de comunicação móvel tem como característica principal a
propagação por múltiplos percursos. Estes múltiplos percursos são formados pelo espalhamento
do sinal transmitido em estruturas próximas ao receptor.
Assim como apresentado em [31], podemos considerar que, em um canal com des-
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Figura 4.1: Mecanismos de propagação do sinal. Fonte: [36]
vanecimento do tipo Rayleigh, dado que foi enviada a palavra código 𝑥 ∈ R𝑛, a expressão para
o sinal recebido 𝑦 ∈ R𝑛 é
𝑦 = 𝛼 * 𝑥+ 𝜂, (4.1.1)
onde cada coordenada do vetor 𝛼 = (𝛼1, . . . , 𝛼𝑛) é um coeficiente de desvanecimento Rayleigh,
* representa o produto coordenada a coordenada e 𝜂 é um vetor erro gaussiano.
Cada coordenada de 𝛼 é uma variável aleatória com distribuição estatística de
Rayleigh e pode ser obtida pela norma de um processo gaussiano complexo, de forma que
𝛼𝑖 =
√
𝑎2 + 𝑏2, onde 𝑎 ∼ 𝒩 (0, 𝜎2), 𝑏 ∼ 𝒩 (0, 𝜎2) e 𝛼 ∼ ℛ(𝜎).
Conforme [31], se introduzirmos no modelo de comunicação o componente interlea-
ver, podemos assumir que, na Equação 4.1.1, temos cada 𝛼𝑖 independente de um símbolo real
transmitido em relação ao próximo. Uma ilustração da atuação do componente interleaver é
apresentada na Figura 4.2. Este componente garante um entrelaçamento das coordenadas do
sinal enviado, para que um mesmo coeficiente de desvanecimento não atue em coordenadas
próximas, evitando, portanto, a perda de um bloco de informação. Através deste componente
é possível assumir que, dada um palavra-código 𝑥 = (𝑥1, . . . , 𝑥2𝑘), cada uma das coordenadas
de 𝑥 é afetada por um coeficiente de desvanecimento real independente.
O uso do componente interleaver é verificado em sistemas de comunicação OFDM
(Orthogonal Frequency Division Multiplex). Neste tipo de sistema, as componentes do sinal
são enviadas por subportadoras e entrelaçadas de maneira a serem afetadas por independentes
desvanecimentos. O sistema OFDM é usado em transmissão de sinais de televisão digital.
Além de adicionarmos o componente interleaver, no modelo que estudaremos neste
trabalho assumiremos perfeito CSI (Channel State Information). Essa suposição nos garante
que o receptor tem pleno conhecimento dos coeficientes de desvanecimento.
O modelo do sistema de comunicação no canal com desvanecimento Rayleigh é
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Figura 4.2: Atuação de componente interleaver: (a) antes do entrelaçamento no transmissor, (b) no
canal, (c) depois de desfazer o entrelaçamento no receptor. Fonte:[31]
apresentado na Figura 4.3.
Fonte 𝑚−→ Codificador de fonte 𝑤−→ Codificador de canal  𝑥
Interleaver
↓
~ 𝛼←−
↓
⊕ 𝑛←−
↓
↓𝛼(𝐶𝑆𝐼) De-interleaver
Destino ?^?←− Decodificador de fonte ?^?,?^?←−− Decodificador de canal 𝑦
Figura 4.3: Canal com desvanecimento do tipo Rayleigh.
Para melhorar o desempenho sobre canais com desvanecimento, alguns estudos (ver
[31] e [8]) têm sido realizados baseados na codificação por reticulados rotacionados. O objetivo
destes estudos é melhorar características inerentes ao reticulado que, como veremos a seguir,
estão diretamente relacionadas ao valor da probabilidade de erro neste tipo de canal.
Consideremos uma constelação 𝑆 = {𝑥𝑗}𝑀𝑗=1 de 𝑀 sinais equiprováveis que esteja
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representada no R𝑛. Observemos que um erro ocorre quando, usando a decodificação com a
regra ML I, o ponto recebido 𝑦 está mais próximo do ponto 𝑥𝑗 do que do ponto enviado 𝑥𝑖, isto
é, 𝑑(𝑥𝑗, 𝑦) < 𝑑(𝑥𝑖, 𝑦).
Assim como apresentado em [31], a probabilidade de erro condicional neste tipo de
canal é limitada superiormente e dada por
𝑃 (𝑥𝑗|𝑥𝑖) ≤ 12
∏︁
𝑥𝑖 ̸=𝑥𝑗
1
(𝑥𝑖−𝑥𝑗)2
4𝑁0
= 12
(4𝑁0)𝑙
𝑑
(𝑙)
𝑝 (𝑥𝑖, 𝑥𝑗)2
onde
𝑑(𝑙)𝑝 (𝑥𝑖, 𝑥𝑗) =
∏︁
𝑥𝑖𝑞 ̸=𝑥𝑗𝑞
|𝑥𝑖𝑞 − 𝑥𝑗𝑞|
é a distância-𝑙 produto de 𝑥𝑖 a 𝑥𝑗 quando estes dois pontos diferem em 𝑙 componentes.
Como
𝑃𝑒(𝑆) ≤
∑︁
𝑥𝑖 ̸=𝑥𝑗
𝑃 (𝑥𝑗|𝑥𝑖),
podemos reescrever
𝑃𝑒(𝑆) ≤
∑︁
𝑥𝑖 ̸=𝑥𝑗
1
2
(4𝑁0)𝑙
𝑑
(𝑙)
𝑝 (𝑥𝑖, 𝑥𝑗)2
=
𝑛∑︁
𝑙=𝐿
1
2
(4𝑁0)𝑙
𝑑
(𝑙)
𝑝 (𝑥𝑖, 𝑥𝑗)2
onde 𝐿 é o número mínimo de componentes distintas entre quaisquer dois pontos da constelação,
e é chamado diversidade de modulação ou ordem de diversidade da constelação de sinal, ou
simplesmente diversidade.
Observe que os termos dominantes na soma são encontrados para 𝐿 = 𝑚𝑖𝑛(𝑙). Entre
os termos satisfazendo 𝐿 = 𝑚𝑖𝑛(𝑙), o termo dominante é encontrado para 𝑑𝑝,𝑚𝑖𝑛 = 𝑚𝑖𝑛(𝑑(𝐿)𝑝 ).
Assim para obtermos uma baixa probabilidade de erro temos que maximizar a diversidade
𝐿 = 𝑚𝑖𝑛(𝑙) e maximizar 𝑑𝑝,𝑚𝑖𝑛 = 𝑚𝑖𝑛(𝑑(𝐿)𝑝 (𝑥𝑖, 𝑥𝑗)). A diversidade é limitada pela dimensão 𝑛
da constelação, logo a diversidade máxima é 𝐿 = 𝑛.
Como a diversidade e a distância produto mínima são importantes no estabeleci-
mento da probabilidade de erro neste tipo de canal, para melhorar o desempenho sobre canais
ISeja 𝑦 = (𝑦1, . . . , 𝑦𝑛) o vetor recebido por um canal com desvanecimento Rayleigh, a decodificação por
Máxima Verossimilhança (ML - maximum likelihood) requer a minimização da seguinte métrica: 𝑑(𝑥, 𝑦) =
‖𝑦 − 𝛼𝑥‖2=∑︀𝑛𝑖=1 |𝑦𝑖 − 𝛼𝑖𝑥𝑖|2, para 𝑥 pertencente à constelação de sinais.
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com desvanecimento, é realizado um processo de otimização que consiste em rotacionar a cons-
telação, preservando a distância euclidiana entre seus pontos. É neste contexto que constelações
de sinais de reticulados rotacionados têm sido propostas para transmissão sobre o canal com
desvanecimento do tipo Rayleigh. Conforme apresentado em [3], reticulados construídos via o
mergulho canônico de um corpo de números algébricos são providos de uma ferramenta eficiente
para construção de tais códigos reticulados. A razão é que os dois principais parâmetros para
a construção destes códigos, a diversidade e a distância produto mínima do reticulado, estão
diretamente relacionadas com as propriedades do corpo de números em questão.
O comportamento de códigos baseados em reticulados no canal com desvanecimento
Rayleigh foi explorado em [31], com o objetivo de obter constelações que, ao serem rotacionadas,
minimizassem a probabilidade de erro no canal, considerando-se a maximização da diversidade
e da distância produto mínima. Na Figura 4.4 consideramos a constelação 4-QAM, que possui
diversidade 𝐿 = 1, e sua rotação 4-RQAM, que possui diversidade 𝐿 = 2, num ambiente
com coeficientes de desvanecimento 𝛼 = ( 1 0, 5 ). Observe na Figura 4.5 que a rotação
na constelação 4- QAM melhora o desempenho do ponto de vista da probabilidade de erro,
aproximando o desempenho obtido no canal gaussiano. A rotação não altera o desempenho de
uma constelação no canal gaussiano.
Figura 4.4: Exemplo de maximização de diversidade na constelação 4-QAM: (a)𝐿 = 1, (b)𝐿 = 2.
Fonte:[31]
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Figura 4.5: Probabilidade de erro por bit de 4-QAM e 4-RQAM sobre os canais gaussiano e com
desvanecimento Rayleigh. Fonte:[31]
Em [8] foi feita uma abordagem da codificação baseada em reticulados considerando
o canal grampeado com desvanecimento Rayleigh, de forma que o foco foi a minimização da
probabilidade de decisão correta de Eve. Em [30], com o uso de codificação baseada em classes
de reticulados para o canal grampeado gaussiano, verificou-se que a probabilidade de decisão
correta de Eve depende de uma minimização da série theta de Λ𝑒. Já em [8], também com
o uso de codificação por classes de reticulados, mas considerando o canal grampeado com
desvanecimento Rayleigh, verificou-se que a probabilidade de decisão correta de Eve depende
de uma maximização da diversidade do reticulado Λ𝑒.
Algumas constelações de sinais, que podem ser eficientemente decodificadas quando
usadas sobre o canal gaussiano, podem ter a decodificação muito mais complexa quando usadas
sobre o canal com desvanecimento, uma vez que sua estrutura é destruída pelos coeficientes 𝛼.
Apresentaremos a seguir um estudo de códigos esféricos no canal grampeado com
desvanecimento Rayleigh. Nosso foco não será a expressão para a probabilidade de erro, e
sim, a configuração algébrica e geométrica dos pontos e sua relação com a complexidade de
decodificação, confiabilidade e sigilo.
Dessa forma, realizaremos simulações para a análise do comportamento de códigos
esféricos em camadas de toros transmitidos pelo canal grampeado com desvanecimento Ray-
leigh. O modelo de canal adotado está representado de maneira simplicada na Figura 4.6. Neste
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modelo temos um canal com desvanecimento Rayleigh, com coefientes 𝛼𝑏 e erro gaussiano 𝜂𝑏,
entre o emissor e o receptor legítimo, interceptado por outro canal com desvanecimento Ray-
leigh de coeficientes 𝛼𝑒 e erro gaussiano 𝜂𝑒. A variância associada ao ruído do canal principal
é denotada por 𝜎2𝑏 e é assumida ser menor que a variância associada ao canal do intruso, dada
por 𝜎2𝑒 . Assumimos CSI perfeito em ambos os receptores.
↓𝛼𝑏 ↓𝜂𝑏 ↓𝛼𝑏(𝐶𝑆𝐼)
𝐴𝑙𝑖𝑐𝑒→ Codificador 𝑥=Φ𝑐𝜔 (𝑢)−−−−−→ ⊗ → ⊕ 𝑦 → Decodificador ?^?−→ 𝐵𝑜𝑏
↓𝛼𝑒 ↓𝜂𝑒 ↓𝛼𝑒(𝐶𝑆𝐼)
 ⊗ → ⊕ 𝑧 → Decodificador ?˜?−→ 𝐸𝑣𝑒
Figura 4.6: Canal grampeado com desvanecimento Rayleigh e codificação dada por códigos esféricos
em toros.
4.2 Análise de códigos esféricos no canal grampeado com
desvanecimento do tipo Rayleigh
Analisaremos a seguir, de forma análoga ao que foi feito no Capítulo 3, a transmissão
de um sinal 𝑥 pertencente a um código esférico em camadas de toros na dimensão R2𝑘, tal que
𝑥 ∈ 𝑆2𝑘−1 ⊂ R2𝑘. Consideremos nosso modelo de comunicação dado pelo canal grampeado com
desvanecimento do tipo Rayleigh, conforme representado na Figura 4.6.
Temos, portanto, que Alice quer transmitir a informação 𝑥 a Bob. Alice usa uma
das estratégias de codificação apresentadas no Capítulo 2, em que o ponto enviado 𝑥 será a
imagem da função Φ𝑐𝜔 aplicada a um ponto 𝑢 ∈ 𝛿√2𝐷𝑘 ⊂ 𝑃𝑐𝜔 ⊂ R𝑘, tal que 𝑥 = Φ𝑐𝜔(𝑢).
Dessa forma, 𝑥 = Φ𝑐𝜔(𝑢) é um ponto no toro 𝑇𝑐𝜔 ⊂ R2𝑘. Entretanto, como no canal
de Alice e Bob (canal principal) ocorre o desvanecimento do tipo Rayleigh, o decodificador de
Bob recebe o ponto 𝑦 = 𝛼𝑏 * 𝑥 + 𝜂𝑏, em que 𝛼𝑏 são os coeficientes de desvanecimento e 𝜂𝑏 é o
ruído gaussiano, ambos associados ao canal principal. Novamente, consideramos que o canal
do intruso possui maior distorção, de forma que o erro na mensagem recebida pelo intruso é
ainda maior que o erro de Bob. Como no canal do intruso também ocorre o desvanecimento
Rayleigh, o decodificador de Eve recebe então 𝑧 = 𝛼𝑒 * 𝑥+ 𝜂𝑒, em que 𝛼𝑒 são os coeficientes de
desvanecimento e 𝜂𝑒 é o ruído gaussiano, ambos associados ao canal do intruso.
Com base nas expressões para os sinais 𝑦 e 𝑧 na entrada dos decodificadores de Bob e
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de Eve respectivamente, detalharemos a seguir os passos para a decodificação do sinal recebido.
Assumiremos que tanto Bob como Eve tem conhecimento da estratégia de codificação usada,
tendo acesso, portanto, ao subcódigo da dimensão 𝑘, ao reticulado usado em cada toro e ao
alfabeto do código na dimensão 2𝑘, além disso, assumimos CSI perfeito, de forma que tanto
Eve como Bob conhecem os coeficientes de desvanecimento 𝛼𝑒 e 𝛼𝑏, respectivamente.
Consideraremos os procedimentos de decodificação de Eve e de Bob os mesmos,
sendo que a desvantagem de Eve está no fato de ter recebido um sinal com erro maior ( 𝜎𝑒 > 𝜎𝑏).
Portanto, apresentaremos a decodificação de 𝑦 por Bob, mas ressaltamos que o análogo pode
ser feito por Eve com o sinal 𝑧.
Como podemos verificar na Figura 4.6, o decodificador de Bob recebe 𝑦 = (𝑦1, ..., 𝑦2𝑘),
onde 𝑦 = Φ𝑐𝜔(𝑢) * 𝛼𝑏 + 𝜂𝑏 ∈ R2𝑘.
Neste ponto, algumas considerações devem ser feitas a respeito dos coeficientes de
desvanecimento Rayleigh. Como assumimos a presença do componente interleaver e conside-
rando o formato da expressão para 𝑥, temos duas opções:
• Considerar que a cada duas coordenadas de 𝑥 há a influência de um mesmo coeficiente
de desvanecimento, de forma que 𝛼𝑏 é dado por 𝛼𝑏 = (𝛼𝑏1, 𝛼𝑏1, 𝛼𝑏2, 𝛼𝑏2 . . . , 𝛼𝑏𝑘, 𝛼𝑏𝑘) ∈ R2𝑘 e
podemos reescrever 𝑦 como:
𝑦 =
(︁
𝛼𝑏1𝑐1
(︁
cos
(︁
𝑢1
𝑐1
)︁
+ 𝜂𝑏1 , sen
(︁
𝑢1
𝑐1
)︁
+ 𝜂𝑏2
)︁
, . . . , 𝛼𝑏𝑘𝑐𝑘
(︁
cos
(︁
𝑢𝑘
𝑐𝑘
)︁
+ 𝜂𝑏2𝑘−1 , sen
(︁
𝑢𝑘
𝑐𝑘
)︁
+ 𝜂𝑏2𝑘
)︁)︁
.
• Podemos também considerar que, a partir do entrelaçamento proporcionado pelo compo-
nente interleaver, a cada coordenada de 𝑥 temos a influência de um coeficiente de desva-
necimento independente, de forma que 𝛼𝑏 = (𝛼𝑏1, 𝛼𝑏2, . . . , 𝛼𝑏2𝑘). Assim, reescreveríamos 𝑦
como 𝑦 = (𝑦1, 𝑦2, . . . , 𝑦2𝑘−1, 𝑦2𝑘) em que 𝑦1 = 𝑐1𝛼𝑏1 cos
(︁
𝑢1
𝑐1
)︁
+ 𝜂𝑏1 , 𝑦2 = 𝑐1𝛼𝑏2 sen
(︁
𝑢1
𝑐1
)︁
+ 𝜂𝑏2 ,
. . ., 𝑦2𝑘−1 = 𝑐𝑘𝛼𝑏2𝑘−1 cos
(︁
𝑢𝑘
𝑐𝑘
)︁
+ 𝜂𝑏2𝑘−1 e 𝑦2𝑘 = 𝑐𝑘𝛼𝑏2𝑘 sen
(︁
𝑢𝑘
𝑐𝑘
)︁
+ 𝜂𝑏2𝑘 .
O primeiro formato do vetor dos coeficientes de desvanecimento é semelhante ao modelo apre-
sentado em [8] para canais com desvanecimento em bloco (tradução para block fading channels).
Nesse modelo, o sinal recebido, o sinal enviado, os coeficientes de desvanecimento Rayleigh e o
erro gaussiano são representados por matrizes:
𝑌 = diag(𝛼𝑏)𝑋 +𝑁.
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Relacionando ao nosso modelo, teríamos 𝑌 , 𝑋 e 𝑁 matrizes 𝑘 × 2 e diag(𝛼𝑏) matriz diagonal
de ordem 𝑘:
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
𝑦1 𝑦2
... ...
𝑦2𝑖−1 𝑦2𝑖
... ...
𝑦2𝑘−1 𝑦2𝑘
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
=
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝
𝛼𝑏1 0 . . . 0
0 𝛼𝑏2 . . . 0
... . . . . . . ...
0 . . . 0 𝛼𝑏𝑘
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
𝑥1 𝑥2
... ...
𝑥2𝑖−1 𝑥2𝑖
... ...
𝑥2𝑘−1 𝑥2𝑘
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
+
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
𝜂𝑏1 𝜂𝑏2
... ...
𝜂𝑏2𝑖−1 𝜂𝑏2𝑖
... ...
𝜂𝑏2𝑘−1 𝜂𝑏2𝑘
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
.
Em ambas as possibilidades para os coeficientes de desvanecimento no vetor recebido 𝑦, temos os
mesmos passos de decodificação. Entretanto, temos percentuais de erro ligeiramente diferentes,
conforme verificaremos nos resultados das simulações.
Apresentaremos, primeiramente, um estudo da decodificação de um sinal 𝑦 recebido
pelo canal grampeado com desvanecimento Rayleigh, tal que 𝑥 = Φ𝑐𝜔(𝑢) foi codificado pelo
método apresentado na Subseção 2.1.1:
• Como assumimos CSI perfeito, temos conhecimento dos coeficientes de desvanecimento
dados pelo vetor 𝛼𝑏. Assim, ao receber 𝑦, o primeiro passo da decodificação é efetuar a
divisão coordenada a coordenada de 𝑦 por 𝛼𝑏, obtendo o vetor 𝑦′.
• Normalizamos o vetor 𝑦′ e então podemos reescrevê-lo da seguinte forma
𝑦′ =
(︃
𝛾1
(︃
cos
(︃
𝜃1
𝛾1
)︃
, sen
(︃
𝜃1
𝛾1
)︃)︃
, ..., 𝛾𝑛
(︃
cos
(︃
𝜃𝑘
𝛾𝑘
)︃
, sen
(︃
𝜃𝑘
𝛾𝑘
)︃)︃)︃
, (4.2.1)
onde 0 ̸= 𝛾𝑖 =
√︁
𝑦′2𝑖−1 + 𝑦′2𝑖 e 𝜃𝑖 = 𝛾𝑖 arccos
(︂
𝑦′2𝑖−1
𝛾𝑖
)︂
= 𝛾𝑖 arcsen
(︁
𝑦′2𝑖
𝛾𝑖
)︁
para 1 ≤ 𝑖 ≤ 𝑘.
• De posse de 𝛾, procedemos de maneira análoga ao que foi feito no Capítulo 3, neste mesmo
tipo de código, para encontrar o ponto 𝑐𝜔, no subcódigo, que mais se aproxima de 𝛾.
• Da mesma forma que fizemos no canal grampeado gaussiano, após encontrar 𝑐𝜔 ∈ 𝑆𝐶(𝑘, 𝜌)+
temos que
𝑦′ =
(︃
𝑐𝜔1
(︃
cos
(︃
𝜃1
𝛾1
)︃
, sen
(︃
𝜃1
𝛾1
)︃)︃
, ..., 𝑐𝜔𝑘
(︃
cos
(︃
𝜃𝑘
𝛾𝑘
)︃
, sen
(︃
𝜃𝑘
𝛾𝑘
)︃)︃)︃
=
(︃
𝑐𝜔1
(︃
cos
(︃
𝜀1
𝑐𝜔1
)︃
, sen
(︃
𝜀1
𝑐𝜔1
)︃)︃
, ..., 𝑐𝜔𝑘
(︃
cos
(︃
𝜀𝑘
𝑐𝜔𝑘
)︃
, sen
(︃
𝜀𝑘
𝑐𝜔𝑘
)︃)︃)︃
,
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com 𝜀𝑗 = 𝑐𝜔𝑗
𝜃𝑗
𝛾𝑗
para 1 ≤ 𝑗 ≤ 𝑘, tal que 𝑦′ = Φ𝑐𝜔(𝜀).
• Sabendo que 𝑥 = Φ𝑐𝜔(𝑢) e 𝑢 é um ponto do reticulado 𝛿√2𝐷𝑘|𝑃𝑐𝜔 ⊂ R𝑘 então, de maneira
análoga ao que foi feito para o canal grampeado gaussiano, temos que encontrar o ponto
reticulado ?^? em 𝑃𝑐𝜔 mais próximo de 𝜀. Para encontrar o ponto reticulado mais próximo
utilizamos o algoritmo de decodificação para o reticulado 𝐷𝑘, apresentado em [11] e no
Apêndice B.
• A saída do decodificador de Bob será então ?^? = Φ𝑐𝜔(?^?).
Podemos verificar que o algoritmo de decodificação adotado para este tipo de ca-
nal é semelhante ao adotado para o canal grampeado gaussiano, sendo que a única diferença
está na divisão coordenada a coordenada, de 𝑦 por 𝛼𝑏, realizada no primeiro passo. Logo, a
complexidade de decodificação é de ordem 𝑘. Além disso, fazemos novamente uso de palavras-
código de dimensão 2𝑘 e na decodificação realizamos duas decodificações na dimensão 𝑘, uma
no subcódigo 𝑆𝐶(𝑘, 𝜌)+ ⊂ R𝑘 e outra no reticulado 𝐷𝑘 reescalado e restrito ao paralelotopo
𝑃𝑐𝜔 ⊂ R𝑘.
Para avaliar a confiabilidade do código, vamos considerar os passos da decodificação
e analisar os possíveis erros.
Primeiramente, consideremos a divisão coordenada a coordenada (divisão de Ha-
damard), que será denotada por ./. Ao obtermos 𝑦′ = 𝑦./𝛼𝑏, podemos observar que 𝑦′ =
Φ𝑐𝜔(𝑢) + 𝜂′𝑏, onde 𝜂′𝑏 = 𝜂𝑏./𝛼𝑏. A influência de 𝛼𝑏 sobre o erro 𝜂𝑏 poderá reduzir ou aumentar
sua norma. Neste ponto, um grande aumento na norma do ruído poderá provocar erro na
decodificação. Um estudo da norma de 𝜂′𝑏, bem como da norma de 𝜂′𝑒, por meio de simulações,
será apresentado adiante, ao abordarmos as condições de sigilo.
A partir da obtenção do ponto 𝑦′, seguimos os mesmos passos da decodificação feita
para o canal grampeado gaussiano. Teremos, então, duas situações em que existe a possibili-
dade de erro de decodificação: a decodificação de 𝛾 para o 𝑐𝜔 mais próximo no subcódigo e a
decodificação de 𝜀 para o ponto reticulado mais próximo. Nessas duas situações, a possibilidade
de erro ainda é relacionada ao valor da norma de 𝜂′𝑏. Caso a norma de 𝜂′𝑏 seja maior que a
metade da distância mínima no código esférico (‖𝜂′𝑏‖> 𝑑2), o vetor enviado poderá ser levado
para um ponto mais próximo de um toro diferente de 𝑇𝑐𝜔 ou mais próximo de um ponto no
toro 𝑇𝑐𝜔 diferente de 𝑥. Neste caso, não conseguiremos decodificar corretamente.
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Considerando o envio de uma palavra código aleatória dentre as𝑀 palavras possíveis
num código esférico construído pelo método explicitado na Subseção 2.1.1, algumas simulações
foram feitas, a fim de se obter valores para distância mínima 𝑑 e valores para o desvio 𝜎 que
conduzem a percentual de erro baixo. Em todas as simulações considerou-se a possibilidade de
os coeficientes de desvanecimento Rayleigh serem do tipo 𝛼 = (𝛼1, 𝛼1, . . . , 𝛼𝑘, 𝛼𝑘) ∈ R2𝑘 (em
vermelho) e a possibilidade de serem do tipo 𝛼 = (𝛼1, 𝛼2, . . . , 𝛼2𝑘−1, 𝛼2𝑘) ∈ R2𝑘 (em azul).
Na Figura 4.7, apresentamos um gráfico que ilustra simulações feitas de mensagens
aleatórias enviadas pelo canal com desvanecimento Rayleigh e definidas em código esférico de
distância mínima 𝑑 = 0, 1 na dimensão 2𝑘 = 6. Variamos o desvio padrão 𝜎 do erro gaussiano
para verificar para quais valores temos alto e baixo percentual de erro de decodificação.
Figura 4.7: Percentual de erro para diferentes valores de desvio padrão 𝜎, ao considerar a transmissão
de códigos esféricos, construídos via subcódigo de 𝑘 elementos, com distância mínima 𝑑 = 0, 1 na
dimensão 2𝑘 = 6 no canal com desvanecimento Rayleigh.
A partir da Figura 4.14 é possível concluir que este código apresenta uma grande
variação para o percentual de erro de decodificação ao considerarmos um pequeno intervalo de
variação do desvio padrão, por exemplo de 0, 02 a 0, 06. Isso representa um bom desempenho
sob o canal grampeado, já que pequenas degradações no canal, como a diferença de degradação
entre os canais de Bob e de Eve, podem levar a grandes diferenças no percentual de erro. Se o
canal de Bob tiver desvio padrão próximo de 0, 02 seu percentual de erro de decodificação será
20% e se simultaneamente o canal de Eve tiver desvio padrão 0, 06, o percentual de erro de Eve
será próximo de 90%.
Para o caso em que mantivemos o desvio padrão fixo, 𝜎 = 0, 01, e variamos a
distância mínima 𝑑, na dimensão 2𝑘 = 6, temos a representação na Figura 4.8. Observe que
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os valores obtidos para o percentual de erro mostram que, adotando a distância mínima com
valor próximo de 0, 02, temos probabilidade de erro próxima de 80%, já para distância mínima
𝑑 = 0, 06 temos probabilidade de erro próxima de 20%.
Figura 4.8: Percentual de erro associado a diferentes valores de distância 𝑑, ao considerar a transmissão
de códigos esféricos, construídos via subcódigo de 𝑘 elementos, no canal com desvanecimento Rayleigh
com 𝜎 = 0, 01 e dimensão 2𝑘 = 6.
Por meio das simulações, verificou-se que a confiabilidade, no canal grampeado com
desvanecimento Rayleigh, depende da relação entre a influência dos coeficientes de desvaneci-
mento na norma do erro gaussiano (devido à operação 𝜂𝑏./𝛼𝑏) e o desvio padrão deste erro. O
desvio padrão do erro gaussiano deve ser pequeno o suficiente para que, ao dividir 𝜂𝑏 coorde-
nada a coordenada por 𝛼𝑏, tenhamos ‖𝜂′𝑏‖< 𝑑/2. Observe que, no canal grampeado gaussiano,
ao usar o mesmo tipo de codificação, para 𝑑 = 0, 1 e dimensão 2𝑘 = 6, com desvio padrão
𝜎𝑏 = 0, 01, tínhamos percentual de erro próximo de zero (Figura 3.5). Já no canal grampeado
com desvanecimento Rayleigh, sob as mesmas condições temos percentual de erro próximo de
10% (Figura 4.7).
Além disso, a confiabilidade depende também da relação entre a distância mínima
adotada no código e o desvio padrão do erro. Vimos no Capítulo 3 que, no canal gaussiano,
adotando 𝜎𝑏 = 0, 01 na dimensão 2𝑘 = 6, para uma distância mínima 𝑑 = 0, 06, adotada no
código esférico via subcódigo de 𝑘 elementos, tínhamos percentual de erro na decodificação
próximo de zero (Figura 3.6). Já no canal com desvanecimento Rayleigh, sob as mesmas
condições, temos percentual de erro próximo de 20% (Figura 4.8).
Além de estarmos interessados em confiabilidade, no canal grampeado com desva-
necimento Rayleigh, também necessitamos garantir sigilo.
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Considerando o modelo de comunicação representado na Figura 4.6, temos que Alice
deseja transmitir um sinal com 2𝑘 entradas, dado por 𝑥 = Φ𝑐𝜔(𝑢) ∈ 𝑆2𝑘−1 ⊂ R2𝑘, para Bob,
enquanto simultaneamente previne que o sinal seja estimado corretamente pelo intruso. Como
citado anteriormente, ambos os canais, principal e do intruso, são afetados pelo desvanecimento
do tipo Rayleigh e consideramos o canal do intruso mais degradado em relação ao canal principal
(𝜎𝑒 > 𝜎𝑏).
Para transmitir a informação 𝑥, Alice usa codificação esférica em toros, descrita na
Subseção 2.1.1. A palavra código 𝑥 = Φ𝑐𝜔(𝑢) é então transmitida pelo canal principal e corrom-
pida por um vetor de desvanecimento, que, geometricamente, leva 𝑥, da esfera unitária do R2𝑘,
para um elipsóide em R2𝑘 de dimensões definidas pelos valores das coordenadas de 𝛼𝑏. Além do
desvanecimento, o sinal enviado está sujeito ao ruído aditivo 𝜂𝑏 = (𝜂𝑏1 , ..., 𝜂𝑏2𝑘), 𝜂𝑏𝑖 ∼ 𝒩 (0, 𝜎2𝑏 ).
Semelhantemente, o intruso observa a transmissão de Φ𝑐𝜔(𝑢) sobre o canal grampeado, o qual
é corrompido pelo vetor 𝛼𝑒 e pelo ruído 𝜂𝑒 = (𝜂𝑒1 , ..., 𝜂𝑒2𝑘), 𝜂𝑒𝑖 ∼ 𝒩 (0, 𝜎2𝑒).
A mensagem que chega, portanto, ao decodificador do legítimo receptor é 𝑦 =
Φ𝑐𝜔(𝑢) * 𝛼𝑏 + 𝜂𝑏, enquanto a que chega ao decodificador do intruso é 𝑧 = Φ𝑐𝜔(𝑢) * 𝛼𝑒 + 𝜂𝑒.
Então ambos os receptores tentam estimar o valor 𝑥 = Φ𝑐𝜔(𝑢) transmitido, usando algum de-
codificador que realiza basicamente três tarefas: primeiramente, ele obtém o valor de 𝑦′ (ou 𝑧′,
no caso de Eve); em seguida, ele localiza o toro mais próximo por meio de uma decodificação
no código esférico 𝑆𝐶(𝑘, 𝜌)+ na esfera 𝑆𝑘−1 ⊂ R𝑘 e; ao projetar o sinal no toro mais próximo
obtendo o ponto Φ𝑐𝜔(𝜀) para algum 𝜀 ∈ R𝑘, a próxima tarefa é localizar o ponto do reticulado
𝛿√
2𝐷𝑘 ⊂ 𝑃𝑐𝜔 mais próximo do ponto 𝜀.
Na primeira tarefa do decodificador, temos que a influência de 𝛼𝑏 e de 𝛼𝑒 nos ruídos
𝜂𝑏 e 𝜂𝑒, respectivamente, podem afastar ou aproximar 𝑦′(e 𝑧′) de 𝑥 = Φ𝑐𝜔(𝑢). Considerando 𝑑 a
distância mínima entre duas palavras código no toro 𝑇𝑐𝜔 e visando proporcionar confiabilidade
e sigilo, de maneira análoga ao que foi feito em [2], é interessante que o código adotado satisfaça
as seguintes restrições:
𝑃 (‖𝜂′𝑏‖< 𝑑/2) ≥ 1− 𝛽2,
𝑃 (‖𝜂′𝑒‖> 𝑑/2) ≥ 1− 𝛽4.
(4.2.2)
Temos que 𝛽2 representa a fração de erros de decodificação ao aproximar o toro ou
o ponto reticulado a partir da imagem inversa por Φ𝑐 de um ponto no toro correto. Temos
também que 𝛽4 representa a fração que indica a decodificação correta do toro e do ponto
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reticulado pelo intruso. Novamente estamos interessados em 𝛽′𝑖𝑠 arbitrariamente pequenos.
Podemos perceber que:
𝑃
(︃
‖𝜂′𝑏‖<
𝑑
2
)︃
= 𝑃
⎛⎝
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2
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(
√
2𝜂𝑏𝑖
𝜎𝑏𝛼𝑏𝑖
)2 < 𝑑√
2𝜎𝑏
⎞⎠ ,
onde 𝜂𝑏
𝜎𝑏
é uma variável gaussiana na forma padrão e 𝛼𝑏𝑖 é uma variável aleatória com distribuição
Rayleigh.
Considere a variável aleatória 𝑇 = 𝑍
√︁
𝜈
𝑉
, onde 𝑍 ∼ 𝒩 (0, 1) e 𝑉 tem distribuição
Chi-quadrado com 𝜈 graus de liberdade. Sabe-se que, se 𝑉 tem distribuição Chi-quadrado,
então 𝑉 1/2 tem distribuição Chi. Além disso, a distribuição de Rayleigh é um caso particular
da distribuição Chi para o grau de liberdade 𝜈 = 2 (𝐶ℎ𝑖(𝜈 = 2) ∼ ℛ(1))[26]. Logo, podemos
afirmar que:
𝑃
(︃
‖𝜂′𝑏‖<
𝑑
2
)︃
= 𝑃
⎛⎝
⎯⎸⎸⎷ 2𝑘∑︁
𝑖=1
𝑡2𝑖 <
𝑑√
2𝜎𝑏
⎞⎠ ,
onde 𝑡𝑖 tem distribuição 𝑡-student.
A distribuição 𝑡-student tem comportamento que se assemelha a distribuição normal
a medida que se aumenta o grau de liberdade. Para realizarmos uma análise análoga a que foi
feita em [2], para o canal grampeado gaussiano quando 𝑘 = 2, e a que foi feita no Capítulo 3
para 𝑘 = 3, em que avaliamos a norma do erro gaussiano em relação ao valor 𝑑/2, procedemos
comparando o comportamento de 𝜂′𝑏 e 𝜂′𝑒 em relação a distância mínima 𝑑 no código a partir
de simulações.
A partir da Figura 4.9, podemos perceber que para 𝛽2 = 𝛽4 = 0, 2 e para 𝑑 ∼ 0, 3
temos 80% de chance de ‖𝜂′𝑏‖< 𝑑/2 e 80% de chance de ‖𝜂′𝑒‖> 𝑑/2.
Após o cálculo de 𝑦′ e de 𝑧′, sabemos que podem ocorrer basicamente dois erros de
decodificação. O decodificador pode estimar o toro correto, mas o ponto reticulado incorreto
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Figura 4.9: Possibilidade de ocorrer (‖𝜂′𝑏‖< 𝑑/2) ou (‖𝜂′𝑒‖> 𝑑/2) em função de 𝑑, ao considerar a
transmissão de códigos esféricos em toros de dimensão 2𝑘 = 6 no canal com desvanecimento Rayleigh
com 𝜎2𝑏 = 0, 001 e 𝜎2𝑒 = 0, 01.
ou o decodificador pode errar na estimativa do toro. Enquanto o legítimo receptor deve estimar
corretamente o toro e o ponto reticulado 𝑢 usado na mensagem 𝑥 enviada, é desejável que o
intruso esteja condicionado a errar ou na escolha do toro, ou na escolha do ponto no toro correto.
Essas observações podem ser usadas para estabelecer condições sob as quais a codificação
esférica proposta oferecerá confiabilidade e sigilo. Isso porque, para que Bob acerte o toro e o
ponto no toro na decodificação, precisamos ter ‖𝜂′𝑏‖< 𝑑/2. Assim, garantimos que a influência
do desvanecimento e do erro gaussiano ainda mantém 𝑦′ mais próximo de 𝑥 que de qualquer
outra palavra código. Já no caso de Eve, para que haja um erro na decodificação devemos ter
‖𝜂′𝑒‖> 𝑑/2. Geometricamente, quando ‖𝜂′𝑒‖> 𝑑/2, 𝑧′ poderá ser levado para uma posição mais
próxima de uma palavra código diferente de 𝑥.
Na Figura 4.10, realizamos simulações para análise do percentual de erro mantendo
o mesmo desvio padrão no canal principal e alterando o valor do desvio padrão do canal do
intruso.
A partir da Figura 4.10 é possível concluir que, quando o canal principal tem um
desvio padrão 0, 01, o percentual de erro de Bob está próximo de 10%, enquanto é suficiente que
a degradação no canal do intruso seja 0, 05 para que o percentual de erro do intruso se aproxime
de 80%. Portanto, no canal grampeado com desvanecimento Rayleigh, é possível encontrar um
modelo de codificação, em que, sob certas circunstâncias, o canal de Eve apresenta-se apenas
5 vezes mais degradado que o de Bob e isso leva a uma mudança brusca na probabilidade de
erro.
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Figura 4.10: Percentual de erro em função de 𝜎𝑒 (em vermelho). O desvio padrão do canal principal
permaneceu 𝜎𝑏 = 0, 01 (em azul).
A fim de traçar um comparativo entre o desempenho dos códigos esféricos apresen-
tados na Subseção 2.1.1, nos diferentes canais grampeados analisados, apresentamos na Figura
4.11 o percentual de erro obtido em relação a variação do desvio padrão no canal grampeado
gaussiano( em azul) e no canal grampeado com desvanecimento Rayleigh (em vermelho).
Figura 4.11: Percentual de erro em função de 𝜎 considerando o canal gaussiano (em azul) e o canal
com desvanecimeno Rayleigh (em vermelho)
A partir da Figura 4.11 é possível concluir que os códigos construídos neste trabalho
apresentam um comportamento no canal grampeado gaussiano ligeiramente melhor do que no
canal grampeado com desvanecimento do tipo Rayleigh. Isso porque a variação no percentual
de erro, ao aumentarmos o desvio padrão, é mais brusca no canal gaussiano.
As considerações feitas aqui para confiabilidade e sigilo são igualmente aplicáveis
aos diferentes métodos de codificação apresentados no Capítulo 2. Faremos, portanto, a apre-
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sentação da decodificação para os demais métodos.
Para o caso em que a construção do subcódigo é feita por um hiperplano com 𝑘!
elementos temos que:
• Primeiramente, realizamos a divisão coordenada a coordenada de 𝑦 por 𝛼𝑏 obtendo 𝑦′ =
𝑦./𝛼𝑏. Normalizamos 𝑦′ e, desta forma, ele passa a pertencer a esfera unitária do R2𝑘,
assim o reescrevemos como na Equação 4.2.1.
• Após termos 𝑦′ projetado na esfera do R2𝑘, devemos encontrar o toro mais próximo de
𝑦′. Para isso, realizamos uma decodificação em 𝑆𝐶(𝑘, 𝜌)+ ⊂ R𝑘 em busca de 𝑐𝜔, tal que
𝑐𝜔 ∈ 𝑆𝐶(𝑘, 𝜌)+ é o ponto mais próximo de 𝛾 no 𝑆𝐶(𝑘, 𝜌)+, pelo Algoritmo 3.
• Após encontrar 𝑐𝜔 ∈ 𝑆𝐶(𝑘, 𝜌)+, temos que os próximos passos são iguais ao caso em que
o subcódigo tem 𝑘 elementos.
Na Figura 4.12, apresentamos um gráfico que retrata simulações feitas de mensagens
aleatórias, definidas em código esférico construído via subcódigo de 𝑘! elementos com distância
minima 𝑑 = 0, 1, enviadas pelo canal com desvanecimento Rayleigh na dimensão 2𝑘 = 6.
Figura 4.12: Percentual de erro para diferentes valores de desvio padrão 𝜎, ao considerar a transmissão
de códigos esféricos construídos via subcódigo de 𝑘! elementos com distância minima 𝑑 = 0, 1 na
dimensão 2𝑘 = 6 no canal com desvanecimento Rayleigh.
Foram também realizadas simulações em que o desvio padrão foi mantido fixo, 𝜎 =
0, 01, e variamos a distância mínima 𝑑 do código esférico na dimensão 2𝑘 = 6, conforme
representado na Figura 4.13. O objetivo foi investigar qual a melhor distância a ser considerada
a fim de atingir percentual de erro baixo.
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Figura 4.13: Percentual de erro associado a diferentes valores de distância 𝑑, ao considerar a transmis-
são de códigos esféricos construídos via subcódigo de 𝑘! elementos no canal gaussiano com 𝜎 = 0, 01
e dimensão 2𝑘 = 6.
Consideraremos a seguir a decodificação de código esférico construído em hiperplanos
paralelos de 𝑘 elementos e hiperplanos com polígonos de lado maior que ou igual a 𝑑.
Para o caso de códigos esféricos construídos a partir de subcódigo em hiperplanos
de 𝑘 elementos a decodificação será feita da seguinte forma:
• Novamente, realizamos, primeiramente, a divisão coordenada a coordenada de 𝑦 por 𝛼𝑏
obtendo 𝑦′. Ao normalizar 𝑦′ o reescrevemos como na Equação 4.2.1.
• Devemos então encontrar o toro 𝑇𝑐𝜔 mais próximo de 𝑦′ e projetar 𝑦′ em 𝑇𝑐𝜔 . Para
encontrar 𝑐𝜔 a partir de 𝛾 vamos proceder da mesma forma apresentada para este tipo de
código no Capítulo 3. Após encontrar 𝑐𝜔 ∈ 𝑆𝐶(𝑘, 𝜌)+ prosseguimos obtendo 𝑦′ = Φ𝑐𝜔(𝜀) e
decodificando 𝜀 no reticulado 𝛿√2𝐷𝑘|𝑃𝑐𝜔 conforme os métodos de decodificação anteriores.
Algumas simulações foram feitas para o uso de códigos esféricos, construídos via
subcódigo em hiperplanos paralelos de 𝑘 elementos, com o objetivo de avaliar a influência da
distância e do desvio padrão no percentual de erro na decodificação.
Na Figura 4.14, apresentamos um gráfico que retrata simulações feitas de mensagens
aleatórias enviadas pelo canal grampeado com desvanecimento Rayleigh com distância minima
𝑑 = 0, 1 na dimensão 2𝑘 = 6. O desvio padrão 𝜎 do erro gaussiano foi variado para que
avaliássemos o percentual de erro associado a este parâmetro.
Mantendo o desvio padrão fixo 𝜎 = 0, 01 e variando a distância mínima 𝑑, ainda na
dimensão 2𝑘 = 6, temos a representação na Figura 4.15.
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Figura 4.14: Percentual de erro para diferentes valores de desvio padrão 𝜎, ao considerar a transmissão
de códigos esféricos construídos via subcódigo em hiperplanos de 𝑘 elementos com distância minima
𝑑 = 0, 1 na dimensão 2𝑘 = 6 no canal com desvanecimento Rayleigh.
Figura 4.15: Percentual de erro associado a diferentes valores de distância 𝑑, ao considerar a trans-
missão de códigos esféricos construídos via subcódigo em hiperplanos de 𝑘 elementos no canal com
desvanecimento Rayleigh com 𝜎 = 0, 01 e dimensão 2𝑘 = 6.
Para o caso de códigos esféricos construídos a partir de subcódigo em hiperplanos
com polígonos de lado maior que ou igual a 𝑑 a decodificação será feita da seguinte forma:
• Mais uma vez obtemos 𝑦′ normalizado e pertencente a esfera do R2𝑘 podendo ser escrito
conforme a Equação 4.2.1.
• Devemos então encontrar o toro 𝑇𝑐𝜔 mais próximo de 𝑦′ e projetar 𝑦′ em 𝑇𝑐𝜔 gerando o
ponto 𝑦′ ∈ 𝑇𝑐𝜔 .
Encontramos 𝑐𝜔 a partir de 𝛾 e procedemos a decodificação de maneira análoga ao que
foi feito no Capítulo 3 para este tipo de codificação esférica.
Na Figura 4.16, apresentamos um gráfico que retrata simulações feitas de mensagens
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aleatórias enviadas pelo canal com desvanecimento Rayleigh definidas em código esférico de
distância minima 𝑑 = 0, 1 na dimensão 2𝑘 = 6. Variando o desvio padrão 𝜎 do erro gaussiano,
é possível perceber que o percentual de erro é próximo de zero para 𝜎 = 0, 01 já para 𝜎 = 0, 05
temos percentual de erro próximo de um.
Figura 4.16: Percentual de erro associado a cada valor de desvio padrão 𝜎, ao considerar a transmissão
de códigos esféricos em toros de dimensão 2𝑘 = 6 com 𝑑 = 0, 1 no canal com desvanecimento Rayleigh.
Para o caso em que mantivemos o desvio padrão fixo 𝜎 = 0, 01 e variamos a distância
mínima 𝑑 ainda na dimensão 2𝑘 = 6, temos a representação na Figura 4.17, em que os valores
obtidos para percentual de erro mostram que, adotando a distância mínima com valor próximo
do desvio padrão, temos percentual de erro próximo de um, já para distância mínima 𝑑 = 0, 1
temos percentual de erro próximo de zero.
Figura 4.17: No eixo vertical temos o percentual de erro associado a cada valor de distância 𝑑 no eixo
horizontal, ao considerar a transmissão de códigos esféricos em toros de dimensão 2𝑘 = 6 no canal
com desvanecimento Rayleigh com 𝜎 = 0, 01.
As considerações feitas acerca de confiabilidade e sigilo, a partir das restrições dadas
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pelas desigualdades 4.2.2, continuam valendo para os códigos esféricos construídos em camadas
de hiperplanos.
Da mesma forma que no canal grampeado gaussiano, não detalharemos o comporta-
mento dos códigos em esferas concêntricas no canal grampeado com desvanecimento Rayleigh,
pois a suposição de palavras código equiprováveis pode não ser a mais adequada neste tipo
de código, já que as regiões de decisão associadas a cada palavra-código possuem tamanhos
distintos.
Do ponto de vista de complexidade de decodificação no canal grampeado com desva-
necimento Rayleigh, os métodos de construção de códigos esféricos, via subcódigo de 𝑘 elementos
e em hiperplanos paralelos de 𝑘 pontos, apresentam complexidade linear. Já os métodos de de-
codificação, neste mesmo canal, para os códigos esféricos obtidos via subcódigo de 𝑘! elementos
e em hiperplanos de 𝑘! pontos, apresentam complexidade quadrática. Esses resultados para a
complexidade são os mesmo verificados no canal grampeado gaussiano.
Do ponto de vista de confiabilidade, no canal grampeado gaussiano, vimos que
uma maior confiabilidade para Bob está associada à probabilidade de o vetor erro gaussiano,
referente ao canal principal, possuir norma menor que 𝑑/2 (𝑃 (‖𝜂𝑏‖< 𝑑/2). Do ponto de vista
de sigilo, no canal grampeado gaussiano, vimos que a probabilidade de Eve errar está associada
ao fato de o vetor erro gaussiano, referente ao canal do intruso, possuir norma maior que 𝑑/2
(𝑃 (‖𝜂𝑒‖> 𝑑/2). O estudo destas probabilidades é feito pela função densidade de probabilidade
da distribuição Chi e está apresentado na Figura 3.7.
Já no canal grampeado com desvanecimento do tipo Rayleigh, vimos que a confiabi-
lidade no canal principal está associada às chances de o vetor 𝜂′𝑏 = 𝜂𝑏./𝛼𝑏 possuir norma menor
que 𝑑/2. Enquanto o sigilo está associado às chances de o vetor 𝜂′𝑒 = 𝜂𝑒./𝛼𝑒 possuir norma
maior que 𝑑/2. O estudo destas possibilidades foi feito por simulações e está apresentado na
Figura 4.9.
Vale ressaltar que os códigos esféricos construídos no Capítulo 2 não foram mode-
lados para o canal grampeado. O fato de eles apresentarem grande variação do percentual de
erro para pequenas variações do desvio padrão do erro gaussiano, mostra que, além de terem
alta taxa e baixa complexidade de construção e decodificação, ainda possuem bom desempenho
do ponto de vista de confiabilidade e sigilo.
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Considerações finais e perspectivas
futuras
Neste trabalho foram apresentadas novas construções de códigos esféricos. Algumas
das construções descritas compõem o artigo [29], que foi publicado em 2013. A partir destas
construções procurou-se realizar um estudo que contemplasse as seguintes vertentes: análise de
complexidade de construção do código, comparação da taxa binária obtida no código com as
melhores conhecidas dentre os códigos esféricos construtíveis em tempo polinomial, avaliação
do comportamento do código em diferentes canais grampeados e análise de complexidade de
decodificação.
Sob esta perspectiva, no que se refere a complexidade de construção e taxa de infor-
mação, para cada método desenvolvido, apresentamos o algoritmo de construção e verificamos
que é possível, para alguns parâmetros, a obtenção de código com complexidade de construção
linear e com taxa de informação acima dos melhores limitantes inferiores conhecidos. Conside-
rando os resultados para taxa binária de códigos esféricos construtíveis em tempo polinomial,
verificamos que os códigos esféricos construídos pelo método apresentado na subseção 2.1.1 su-
peram, para alguns valores de distância mínima e dimensão, os melhores resultados conhecidos
obtidos em [22].
No que se refere à avaliação do comportamento dos códigos em diferentes canais
grampeados, simulações realizadas mostraram que pequenas degradações nos canais implicam
no aumento muito significativo no percentual de erro de decodificação. Esse aumento ocorrido
na probabilidade de erro mostrou-se ligeiramente mais significativo no canal gaussiano do que
no canal com desvanecimento Rayleigh. O fato de pequenas degradações no canal induzirem
uma grande variação no percentual de erro mostra que, para alguns valores de variância no
ruído aditivo, podemos ter a variância do ruído no canal do legítimo receptor relativamente
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próxima do valor da variância do ruído no canal do intruso, enquanto o percentual de erro na
decodificação do primeiro pode se mostrar bem menor que do segundo. Isso implica, como
desejável, em maior probabilidade de decodificação correta para o legítimo receptor ao mesmo
tempo que grande dificuldade é enfrentada pelo intruso.
Em relação a complexidade de decodificação, para cada tipo de construção de código
e para cada tipo de canal foram elaborados algoritmos de decodificação. Foi demonstrado que
códigos esféricos construídos a partir de subcódigo de 𝑘 elementos e via hiperplanos de 𝑘 pontos,
além de apresentarem complexidade linear de construção, também apresentam nos diferentes
canais grampeados complexidade linear de decodificação.
Como perspectivas futuras, algumas possíveis extensões dos resultados aqui obtidos
são:
• Considerando que a construção de códigos esféricos em toros planares é feita em duas
etapas, onde a primeira se refere a escolha do subcódigo que define os paralelotopos
e a segunda se refere ao preenchimento dos paralelotopos, nesta tese propusemos uma
modificação na escolha do subcódigo e preenchemos os paralelotopos com o reticulado
𝐷𝑘. Uma outra possibilidade de abordagem poderia ter sido feita alterando o reticulado
que preenche os paralelotopos.
• Ainda relacionado a segunda etapa da construção de códigos esféricos em toros planares,
poderia ser feito o estabelecimento de classes no reticulado contido no paralelotopo. Uma
conjectura é que, para os códigos esféricos, poderíamos obter resultados semelhantes aos
obtidos em [6], onde a codificação em classes de reticulados levou ao estabelecimento de
condições sob as quais o intruso tem menor probabilidade de decisão correta.
• Um estudo semelhante ao que foi realizado nesta tese, para o canal grampeado com
desvanecimento Rayleigh, poderia ser realizado ao considerar curvas em toros ao invés de
pontos.
• Uma outra possibilidade de abordagem dos códigos construídos nesta tese é o estudo
do comportamento destes códigos em canais grampeados MIMO (Multiple-input and
multiple-output).
127
Referências Bibliográficas
[1] Agustini, E. Constelações de Sinais em Espaços Hiperbólicos. Tese de doutorado,
IMECC- UNICAMP, 2002.
[2] Almeida, J., Torezzan, C., and Barros, J. Spherical codes for the Gaussian wiretap
channel with continuous input alphabets. In SPAWC 2013 - IEEE 14th Workshop on Signal
Processing Advances in Wireless Communications (2013).
[3] Alves, C. Reticulados e Códigos. Tese de doutorado, Unicamp, 2008.
[4] Ball, K. A lower bound for the optimal density of lattice packing. In Internat.
Math.Res.Notices (1992).
[5] Banihashemi, A. Decoding complexity and trellis structure of lattices. Tese de doutorado,
Universidade de Waterloo,Ontario,Canadá., 1997.
[6] Belfiore, J., and Oggier, F. Secrecy gain: a wiretap lattice code design. In ISITA
2010, Taichung, Taiwan. (2010), pp. 174–178.
[7] Belfiore, J., and Sole, P. Unimodular lattices for the Gaussian wiretap channel. In
Information Theory Workshop (ITW), IEEE (2010), pp. 1 – 5.
[8] Belfiore, J. C., and Oggier, F. Lattice code design for the Rayleigh fading wiretap
channel. In IEEE International Conference on Communications Workshops (ICC) (2011).
[9] Bloch, M., and Barros, J. Physical-Layer Security: From Information Theory to
Security Engineering. Cambridge University Press, 2011.
128
[10] Chabauty, C. Résultats sur l’empilement de calottes égales sur une périsphère de Rn
et correction à un travail antérieur. Comptes Rendus Hebdomadaires des Seances de L’
Academie des Sciences 236 (1953), 1462–1464.
[11] Conway, J. H., Sloane, N. J. A., and Bannai, E. Sphere-packings, Lattices, and
Groups. Springer-Verlag New York, Inc., New York, NY, USA, 1987.
[12] Costa, S. I. R., Campello, A., Torezzan, C., and Vaishampayan, V. A. Flat
tori, lattices and spherical codes. In Information Theory and Applications Workshop (ITA)
(2013).
[13] Cover, T. M., and Thomas, J. A. Elements of Information Theory. Wiley, 2006.
[14] Ericson, T., and Zinoviev, V. Codes on Euclidean Spheres. Elsevier, 2001.
[15] Gamal, A. A. E., Hemachandra, L. A., Shperling, I., and Wei, V. K. Using
simulated annealing to design good codes. IEEE Transactions on Information Theory 1
(1987), 116–123.
[16] Hamkins, J., and Zeger, K. Asymptotically dense spherical codes - part I: Wrapped
spherical codes. IEEE Transactions on Information Theory 43 (1997), 1774–1785.
[17] Hamkins, J., and Zeger, K. Asymptotically dense spherical codes - part II: Laminated
spherical codes. IEEE Transactions on Information Theory 43 (1997), 1786–1798.
[18] Hassibi, B., and Vikalo, H. On the sphere-decoding algorithm I. expected complexity.
IEEE Transactions on Signal Processing 53 (2005), 2806–2817.
[19] Jorge, G. C. Reticulados q-ários e algébricos. Tese de doutorado, Unicamp, 2012.
[20] Kabatiansky, G. A., and Levenshtein., V. I. On bounds for packings on a sphere
and in space. Problems of Information Transmission 14 (1978), 1–17.
[21] Katsman, G. L., Tsfasman, M. A., and Vladut, S. G. Modular curves and codes
with a polynomial construction. IEEE Transactions on Information Theory 30 (1984),
353–355.
129
[22] Lachaud, G., and Stern, J. Polynomial-time construction of spherical codes. In Ap-
plied Algebra, Algebraic Algorithms and Error-Correcting Codes, H. Mattson, T. Mora, and
T. Rao, Eds., vol. 539 of Lecture Notes in Computer Science. Springer Berlin Heidelberg,
1991, pp. 218–223.
[23] Lachaud, G., and Stern, J. Polynomial-time construction of codes. I linear codes with
almost equal weights. Applicable Algebra in Engineering Comunication and Computing 3
(1992), 151–161.
[24] Lachaud, G., and Stern, J. Polynomial-time construction of codes. II spherical codes
and the kissing number of spheres. IEEE Trans. Inform. Theory 40 (1994), 1140 – 1146.
[25] Lavor, C. C., Alves, M. M. S., Siqueira, R. M., and Costa., S. I. R. Uma
Introdução à Teoria de Códigos. SBMAC-Notas em Matemática Aplicada, 2006.
[26] Meyer, P. L. Probabilidade: Aplicações à Estatística, 2 ed. LTC, 2000.
[27] Minkowski, H. Diskontinuitätsbereich für arithmetische Äquivalenz. Journal für die
Reine und Angewandte Mathematik 129 (1905), 220–274.
[28] Naves, L. R. B. A densidade de empacotamentos esféricos em reticulados. Dissertação
de mestrado, Universidade Estadual de Campinas, 2009.
[29] Naves, L. R. B., Torezzan, C., and Costa, S. I. R. Construção e análise de códigos
esféricos com boas taxas binárias. Revista TEMA - Tendências em Matemática Aplicada
e Computacional 14, doi:10.5540/tema.2013.014.01.0013 (2013), 13–22.
[30] Oggier, F., Sole, P., and Belfiore, J. Lattice codes for the wiretap Gaussian
channel: Construction and analysis. In IEEE Transactions on Information Theory (2015),
vol. 62, pp. 5690 – 5708.
[31] Oggier, F., and Viterbo, E. Algebraic number theory and code design for Rayleigh
fading channels. In Foundations and Trends in Communications and Information Theory
Volume 1 (2004).
[32] Ozarow, L. H., and Wyner, A. The wire-tap channel II. Bell Syst. Tech. 63 (1984),
2135–2157.
130
[33] Rush, J. A., and Sloane, N. J. A. An improvement to the Minkowski-Hlawka bound
for packing superballs. Mathematika 34 (1987), 8–18.
[34] Shannon, C. A mathematical theory of communication. Bell Syst.Tech. 27 (1948),
379–423.
[35] Shannon, C. E. Probability of error for optimal codes in a Gaussian channel. Bell Syst.
Tech. 38 (1959), 611–656.
[36] Silva, V. A. Modelagem computacional de canais de comunicação móvel. Dissertação de
mestrado, Universidade de São Paulo, 2004.
[37] Siqueira, R. M. Códigos esféricos com simetrias cíclicas. Tese de doutorado, Unicamp,
2006.
[38] Solé, P., and Belfiore, J.-C. Constructive spherical codes near the Shannon bound. In
The Seventh International Workshop on Coding and Cryptography, Paris, França. (2011).
[39] Torezzan, C. Códigos esféricos em toros planares. Tese de doutorado, Unicamp, 2009.
[40] Torezzan, C., Costa, S. I. R., and Vaishampayan, V. A. Spherical codes on
torus layers. IEEE International Symposium on Information Theory DOI: 10.1109/I-
SIT.2009.5205529 (2009), 2033 – 2037.
[41] Torezzan, C., Costa, S. I. R., and Vaishampayan, V. A. Constructive spherical
codes on layers of flat tori. IEEE Transactions on Information Theory 59 (2013), 6655 –
6663.
[42] Wyner, A. Capabilities of bounded discrepancy decoding. Bell Syst. Tech. 44 (1965),
1061–1122.
[43] Wyner, A. The wire-tap channel. Bell Syst. Tech. 54 (1975), 1355 – 1387.
131
Apêndice A
Códigos
Apresentamos a seguir alguns dos códigos construídos no software MATLAB e usa-
dos neste trabalho.
A.1 Códigos esféricos via subcódigo com 𝑘 elementos
Neste código, temos as duas fases do algoritmo para obtenção de uma palavra código
detalhadas na Subseção 2.1.1 num único programa. Este programa faz uso do Algoritmo 1.
function[Cod]=fgeracod(d,k,vetor)
%%%%%usa-se d e k para obter M, c e l%%%% 1ªfase do algoritmo
t=(-d+ sqrt(d^2+k*(2-d^2)))/(k*d);
o=t*d/sqrt(2);
s=d/(2*(o));
if (s>1)
dk=d*(pi/2);
else
dk=2*o*asin(s);
end
nptos(1)=floor((2*pi*(1+ t)*d-dk)/dk);
nptos(2)=floor((2*pi*t*d-dk)/dk);
M=k*max(1,floor(1/2*max(1,nptos(1))*(max(1,nptos(2))^(k-1))));
m=M/k;
ce=o*ones(1,k);
le=nptos(2)*ones(1,k);
%%%%%gera-se a palavra código desejada%%%%% 2ªfase do algoritmo
for j=vetor %for j=1:M gera todo Cod
ord=j;
c=ce;
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l=le;
alpha=ceil(k*ord/M);
c(alpha)=d*(1+t)/sqrt(2);
l(alpha)=nptos(1);
%ord=ord-sum(m(1:(alpha-1)));
ord=ord-(alpha-1)*m;
ord=2*ord-1;
[P]=ordem2ponto(l,ord);
soma=sum(P)/2;
v=soma-floor(soma);
if v~=0
P=0;
ord=ord+1;
[P]=ordem2ponto(l,ord);
end
u=dk/sqrt(2)*P(1:k);
end
for i=1:k
Phi((2*i-1):2*i)=c(i)*[cos(u(i)/c(i)) sin(u(i)/c(i))];
end
%Cod(:,j)=Phi;%se j=1:M
Cod=Phi’; % se j=vetor
end
A.2 Códigos esféricos via subcódigo com 𝑘! elementos
Neste código, temos as duas fases para obtenção de uma palavra código detalhadas
na Subseção 2.1.2 num único programa. Este programa faz uso do Algoritmo 2.
Inicialmente, explicaremos como foi obtido o Algoritmo 2, para posteriormente apre-
sentarmos o algoritmo de construção do código.
Para explicar os passos do Algoritmo 2, primeiramente trataremos de um exem-
plo numérico para posteriormente deduzir o caso geral. Considere a seguinte ordenação das
coordenadas do vetor p para o caso em que 𝑘 = 4:
Mostraremos como obter o ponto 𝑝 a partir de 𝜔, pois como 𝑐𝜔(𝑡) = 𝑝+𝑡𝑒‖𝑝+𝑡𝑒‖ , ao
obtermos 𝑝 emcontramos 𝑐𝜔.
Observe que neste tipo de ordenação se considerarmos as coordenadas do vetor 𝑝
como algarismos de um número, teremos que os referidos números apresentam-se em ordem
crescente.
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𝜔 𝑝 𝜔 𝑝
1 (1,2,3,4) 13 (3,1,2,4)
2 (1,2,4,3) 14 (3,1,4,2)
3 (1,3,2,4) 15 (3,2,1,4)
4 (1,3,4,2) 16 (3,2,4,1)
5 (1,4,2,3) 17 (3,4,1,2)
6 (1,4,3,2) 18 (3,4,2,1)
7 (2,1,3,4) 19 (4,1,2,3)
8 (2,1,4,3) 20 (4,1,3,2)
9 (2,3,1,4) 21 (4,2,1,3)
10 (2,3,4,1) 22 (4,2,3,1)
11 (2,4,1,3) 23 (4,3,1,2)
12 (2,4,3,1) 24 (4,3,2,1)
Tabela A.1: Enumeração de permutações.
Considere um vetor auxiliar 𝑣, inicialmente dado por 𝑣 = (1, 2, 3, 4), que perderá
uma de suas coordenadas a cada iteração. Cada coordenada de 𝑣 será usada para montar o
vetor 𝑝 correspondente ao 𝜔 fornecido na entrada.
A obtenção de 𝑝 a partir de 𝜔 será feita coordenada a coordenada, ordenadamente a
partir da primeira coordenada (𝑝1). Para obter 𝑝1 devemos observar que temos 4! permutações
de 𝑝, sendo que destas temos 3! que se iniciam por 𝑣1 = 1, 3! que se iniciam por 𝑣2 = 2, 3! que
se iniciam por 𝑣3 = 3 e 3! que se iniciam por 𝑣4 = 4. Dado 𝜔 = 𝑜𝑟𝑑4, fazendo 𝑖𝑛𝑑4 =
⌈︁
𝑜𝑟𝑑4
3!
⌋︁
obtemos a primeira coordenada (𝑝1 = 𝑖𝑛𝑑4) de 𝑝. Usamos então o vetor auxiliar 𝑣 para retirar
dele a coordenada igual a 𝑝1 e o atualizamos para um vetor de 3 coordenadas (𝑣 = (𝑣1, 𝑣2, 𝑣3)).
Como um exemplo, vamos supor 𝜔 = 16. Temos então 𝑝1 = 𝑖𝑛𝑑4 = ⌈166 ⌉ = 3
e 𝑣 passa a ser 𝑣 = (1, 2, 4). Sabemos então que a permutação de 𝑝 de ordem 16 se inicia
por 3, além disso sabemos que das 3! permutações que se iniciam por 3 há 2! que tem como
segunda coordenada 𝑣1 = 1, 2! que tem como segunda coordenada 𝑣2 = 2 e 2! que tem como
segunda coordenada 𝑣3 = 4. Para encontrar a segunda coordenada (𝑝2) de 𝑝 fazemos então
𝑖𝑛𝑑3 =
⌈︁
𝑜𝑟𝑑4−(𝑖𝑛𝑑4−1)·3!
2!
⌋︁
e 𝑝2 será dado por 𝑝2 = 𝑣𝑖𝑛𝑑3 . Em nosso exemplo, em que 𝜔 = 16,
teremos 𝑝2 = 𝑣2 = 2. Retiramos então do vetor 𝑣 a coordenada 𝑣2 e obtemos 𝑣 = (1, 4).
Denotaremos 𝑜𝑟𝑑3 = 𝑜𝑟𝑑4 − (𝑖𝑛𝑑4 − 1) · 3!, de forma que 𝑜𝑟𝑑2 = 𝑜𝑟𝑑3 − (𝑖𝑛𝑑3 − 1) · 2! e, em
nosso exemplo, 𝑜𝑟𝑑3 = 4 e 𝑜𝑟𝑑2 = 2. Quando só restam 2 coordenadas para se obter o vetor
𝑝, tomamos então 𝑝3 = 𝑣𝑜𝑟𝑑2 = 𝑣2 = 4 e retiramos essa coordenada de 𝑣, obtendo 𝑣 = 1 e
𝑝4 = 𝑣 = 1. Logo, 𝑝 = (3, 2, 4, 1), como pode ser confirmado na Tabela A.1 para 𝜔 = 16.
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No caso geral, será dado 𝜔 ∈ {1, 2, . . . , 𝑘! } e a partir de 𝜔 deveremos encontrar
𝑝 = (𝑝1, 𝑝2, . . . , 𝑝𝑘). Baseados no raciocínio descrito anteriormente, utilizaremos um vetor
auxiliar 𝑣 = (1, 2, . . . , 𝑘) e encontraremos cada coordenada 𝑝𝑖 de 𝑝 iterativamente (para 𝑖
variando de 1 a 𝑘) da seguinte forma:
• Inicialmente tomaremos 𝜔 = 𝑜𝑟𝑑𝑘.
• A cada iteração 𝑖 faremos:
– 𝑖𝑛𝑑𝑘−𝑖+1 =
⌈︁
𝑜𝑟𝑑𝑘−𝑖+1
(𝑘−𝑖)!
⌋︁
;
– 𝑝𝑖 = 𝑣𝑖𝑛𝑑𝑘−𝑖+1 ;
– atualizamos 𝑣, retirando dele a coordenada igual a 𝑝𝑖;
– atualizamos 𝑜𝑟𝑑𝑘−𝑖 = 𝑜𝑟𝑑𝑘−𝑖+1 − (𝑖𝑛𝑑𝑘−𝑖+1 − 1) · (𝑘 − 𝑖)!;
– refazemos as iterações enquanto 𝑖 < 𝑘.
• Ao sairmos da iteração, temos que 𝑣 tem apenas uma coordenada e tomamos 𝑝𝑘 = 𝑣.
• O ponto 𝑝 = (𝑝1, 𝑝2, . . . , 𝑝𝑘) é dado pelas coordenadas 𝑝′𝑖𝑠 obtidas.
A seguir o código em Matlab para a construção de código esférico via subcódigo de
𝑘! elementos:
function[Cod,t,dk,c,u]=fgeracodfatorial(d,k)
%%%%%usa-se d e k para obter M, C e L%%%%
rho=d^2;
limiterho=2/((k/6)-((k^2)/2)+((k^3)/3));
if rho>=limiterho
stop
end
a=k*rho;
b=(k^2-k)*rho;
ce=((k/6)-((k^2)/2)+((k^3)/3))*rho-2;
delta=b^2-4*a*ce;
t=(1/(2*a))*(-b + sqrt(delta));
g=d/sqrt(2);
o=t*g;
s=d/(2*(o));
if (s>1)
dk=d*(pi/2);
else
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dk=2*o*asin(s);
end
c=(o*ones(1,k)+g*(0:k-1));
nptos=max(ones(1,k),floor((c*2*pi*(sqrt(2))-dk)./dk));
fatk=factorial(k);
M=fatk*max(1,floor(1/2*prod(nptos)));
m=M/fatk;
ce=c;%%%%%%%%%%%%%%%%%%%%%%%%%%
vetor=randint(1,1,[1,M]);
for j=vetor
ord=j;
alpha=ceil(fatk*ord/M);
[ci]=ordem2pontoc(alpha,k);
c=ce(ci);
l=nptos(ci);
ord=ord-(alpha-1)*m;
ord=2*ord-1;
[P]=ordem2ponto(l,ord);
soma=sum(P)/2;
v=(soma)-floor(soma);
if v~=0
P=0;
ord=ord+1;
[P]=ordem2ponto(l,ord);
end
u=dk/sqrt(2)*P(1:k);
for i=1:k
Phi((2*i-1):2*i)=c(i)*[cos(u(i)/c(i)) sin(u(i)/c(i))];
end
Cod=Phi’;
end
A.3 Códigos esféricos via subcódigo em hiperplanos pa-
ralelos de 𝑘 elementos
Neste código, temos as duas fases para obtenção de uma palavra código detalhadas
na Subseção 2.2.1 num único programa. Este programa faz uso do Algoritmo 1.
function[Cod]=fgeracodcamsucessivask(d,k,vetor)%%%%%%%%%%%%
i=1;
a=0;
M=0;
theta=2*asin(d/2);
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B=(1/sqrt(k))*[ones(1,k)];
t(i)=(-d+ sqrt(d^2+k*(2-d^2)))/(k*d);
while ((i==1)| (a>1 & a<sqrt(k)))%%%%%%%%%%%%1ª fase do algoritmo
g=1/(sqrt(1+2*t(i)+k*(t(i))^2));
o=t(i)*g;
s=d/(2*(o));
if (s>1)
dk=d*(pi/2);
else
dk=2*o*asin(s);
end
D(:,i)=dk;
C(:,i)=[g+o o*(ones(1,(k-1)))];
nptos(1)=max(1,floor((2*pi*C(1,i)*sqrt(2)-dk)/dk));
nptos(2)=max(1,floor((2*pi*C(2,i)*sqrt(2)-dk)/dk));
%m(i)=max(1,floor(1/2*max(1,nptos(1))*(max(1,nptos(2))^(k-1))));
m(i)=max(1,floor(1/2*max(1,nptos(1))*(max(1,nptos(2))^(k-1))));
M=k*m(i)+M;
me(i)=M;
L(:,i)=[nptos(1) nptos(2)*(ones(1,(k-1)))];
alpha(i)=sum(C(:,i));%%%%%%%%%%%%%%%%%%
A=(alpha(i)/k)*[ones(1,k)];
y=norm(B-A);
w=acos(1-y);
x=d*(sin(theta/2+w));
alpha(i+1) = alpha(i) - x*sqrt(k);
a=alpha(i+1);%%%%%%%%%%%%%%%%%%%%%%%%%
if (a >1)
i=i+1;
ae=k^2-k*(a^2);
be=2*k-2*(a^2);
ce=1-a^2;
delta=(be)^2-4*(ae)*(ce);
t(i)=(1/(2 * ae))*(-(be)+ sqrt(delta));
else
i=i+1;
end%%%%%%%%%%%%%%%%%%%%
end %%%%%%%%%2ªfase do algoritmo
vetor=randint(1,1,[1,M]);
for j=vetor %(1:M ou vetor específico a ser gerado)
ord=j;
v=j./me;
Pi=min(find(v<=1));
c=C(2,Pi)*ones(1,k);
l=L(2,Pi)*ones(1,k);
if Pi>1
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ord=ord-me(Pi-1);
end
alpha=ceil(ord/m(Pi));
c(alpha)=C(1,Pi);
l(alpha)=L(1,Pi);
ord=ord-(alpha-1)*m(Pi);
ord=2*ord-1;%2op
[P]=ordem2ponto(l,ord);
soma=sum(P)/2;
v=soma-floor(soma);
if v~=0
P=0;
ord=ord+1;
[P]=ordem2ponto(l,ord);
end
delta=D(Pi);
u=delta/sqrt(2)*P(1:k);
for i=1:k
Phi((2*i-1):2*i)=c(i)*[cos(u(i)/c(i)) sin(u(i)/c(i))];
end
%Cod(:,j)=Phi;
Cod=Phi’;
end
A.4 Códigos esféricos via subcódigo em camadas de po-
lígonos
Neste código, temos as duas fases para obtenção de uma palavra código detalhadas
na Subseção 2.2.2 num único programa. Este programa faz uso do Algoritmo 1. Para 𝑘 = 2
temos:
function[Cod]=fgeracodpoligono2(d,vetor)
k=2;
[A]=matrizrot(k);
theta=2*asin(d/(2));
Ncorte=floor((pi/4)/(theta))
i=1;
M=0;
P=1/sqrt(k)*ones(k,1); %%%%%%%%%%%%%%%%%%%%
C(:,1)=P;
o=1/sqrt(k);
s=d/(2*o);
if (s>1)
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dk=d*(pi/2);
else
dk=2*o*asin(s);
end
nptos=max(ones(1,k),floor((C(:,1)’*2*pi*(sqrt(2)))./dk));
L(:,1)=nptos;
m(1)=max(1,floor(1/2*prod(nptos)));
M=m(1)+M;
me(1)=M;
while (i< Ncorte+1) %%%%%%%%%%%%%%%%%%%%%%%
r(i)=sin(i*theta);
h(i)=cos(i*theta);
Rot(:,1)=[-r(i); h(i)];
Rot(:,2)=[r(i); h(i)];
i=i+1;
C(:,i:(i+1))=A*Rot;
o=min(C(:,i));
s=d/(2*o);
if (s>1)
dk=d*(pi/2);
else
dk=2*o*asin(s);
end
nptos=max(ones(1,k),floor((C(:,i)’*2*pi*(sqrt(2)))./dk));
L(:,i:(i+1))=[nptos(1) nptos(2); nptos(2) nptos(1)];
m(i)=max(1,floor(1/2*prod(nptos)));
M=k*m(i)+M;
me(i)=M; %%%%%%%%%%%%%%%%%%%%%%%%
end
for j=vetor %(1:M ou vetor específico a ser gerado)
ord=j;
v=j./me;
Pi=min(find(v<=1));
if Pi>1
ord=ord-me(Pi-1);
alpha=ceil(ord/m(Pi));
col=Pi+alpha-1;
c=C(:,col);
l=L(:,col);
ord=ord-(alpha-1)*m(Pi);
else
c=C(:,1);
l=L(:,1);
end
ord=2*ord-1;
[P]=ordem2ponto(l,ord);
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soma=sum(P)/2;
v=soma-floor(soma);
if v~=0
P=0;
ord=2*ord;
[P]=ordem2ponto(l,ord);
end
u=dk/sqrt(2)*P(1:k);
for i=1:k
Phi((2*i-1):2*i)=c(i)*[cos(u(i)/c(i)) sin(u(i)/c(i))];
end
Cod(:,j)=Phi;
Cod=Cod(:,j);
end
Para 𝑘 > 2 temos:
function[Cod,C]=fgeracodpoligonosk(k,d,vetor)
[A]=matrizrot(k);
theta(k)=2*asin(d/(2));
P=1/sqrt(k)*ones(k,1); %primeiro ponto%%%%%%%%%%%%%%%%%%%%%
Q=1/sqrt(k-1)*ones(k,1);
Q(k,1)=0;
%angmax=2*asin(norm(P-Q)/2);
angmax=acos(P’*Q);
Ncorte(k)=floor((angmax)/(theta(k)));
i=1;
M=0;
C(:,1)=P;
o=1/sqrt(k);
s=d/(2*o);
if (s>1)
dk=d*(pi/2);
else
dk=2*o*asin(s);
end
nptos=max(ones(1,k),floor((C(:,1)’*2*pi*(sqrt(2)))./dk));
L(:,1)=nptos;
m(1)=max(1,floor(1/2*prod(nptos)));
M=m(1)+M;
me(1)=M;
dim=k;
i(k)=0;
r(k)=1;
aux=1;
while ((dim<=k)& (i(dim)<Ncorte(dim)))|((dim<k)& Ncorte(dim)==0)%%%%%%%%%%
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if (dim>3)
i(dim)=i(dim)+1;
r(dim-1)=r(dim)*sin(i(dim)*theta(dim));
h(dim-1)=r(dim)*cos(i(dim)*theta(dim));
theta(dim-1)=2*asin(d/(2*r(dim-1)));
if (isreal(theta(dim-1))==0)
Ncorte(dim-1)=0;
else
Ncorte(dim-1)=floor((pi)/(theta(dim-1)));
end
i(dim-1)=0;
dim=dim-1;
end
if (dim==3)
while (i(3)< Ncorte(3))
i(3)=i(3)+1;
r(2)=r(3)*sin(i(3)*theta(3));
h(2)=r(3)*cos(i(3)*theta(3));
theta(2)=2*asin(d/(2*r(2)));
if (isreal(theta(2))==0)
Ncorte(2)=0;
else
Ncorte(2)=floor((2*pi)/(theta(2)));
end
pontos=Ncorte(2);% pontos no mesmo polígono
for l= 1: pontos
i(2)=l;
t=(l-1)* theta(2);
Rot(1,l)=r(2)*cos(t);
Rot(2,l)=r(2)*sin(t);
Rot(3:k,l)=h(2:(k-1));
SC=A*Rot(:,l);
if((min(SC)>=0)&(isreal(SC)==1))
C=[C SC];
aux=aux+1;
o=min(SC);
s=d/(2*o);
if (s>1)
dk=d*(pi/2);
else
dk=2*o*asin(s);
end
nptos=max(ones(1,k),floor((SC’*2*pi*(sqrt(2))-dk)./dk));
L=[L nptos’];
m(aux)=max(1,floor(1/2*prod(nptos)));
M=m(aux)+M;
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me(aux)=M;
end
end
end
dim=4;
while ((dim<k)& (i(dim)>= Ncorte(dim)))
dim=dim+1;
end
i(1:dim-1)=0;
end
end
M
for j=vetor%%%%%%%%%%%%%%%%%%%%%%%%j=1:M gera todo Cod
ord=j;
v=j./me; %numero de op na dimensão do subcódigo
Pi=min(find(v<=1));
if Pi>1
ord=ord-me(Pi-1);
end
c=C(:,Pi);
l=L(:,Pi);
ord=2*ord-1;
[P]=ordem2ponto(l,ord);
soma=sum(P)/2;
v=soma-floor(soma);
if v~=0
P=0;
ord=2*ord;
[P]=ordem2ponto(l,ord);
end
%P=[c P];
u=dk/sqrt(2)*P(1:k);
for i=1:k
Phi((2*i-1):2*i)=c(i)*[cos(u(i)/c(i)) sin(u(i)/c(i))];
end
Cod(:,j)=Phi;
Cod=Cod(:,j);
end
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Apêndice B
Decodificação em reticulados
Podemos pensar em cada ponto do reticulado como uma palavra-código. Se recebe-
mos então uma mensagem com erro, a palavra recebida 𝑥 ∈ R𝑛 não é uma palavra-código. O
problema então é decodificá-la como a palavra-código mais próxima. Seja Λ ⊂ R𝑛 um reticulado
e 𝑥 ∈ R𝑛 um vetor, decodificar 𝑥 é encontrar o ponto 𝑝 ∈ Λ mais próximo de 𝑥.
Figura B.1: Ponto reticulado mais próximo. Fonte:[18]
Para alguns reticulados específicos, devido a sua estrutura, temos algoritmos de
decodificação com baixa complexidade computacional, conforme apresentado em [11].
Para o caso do reticulado Z𝑛, o algoritmo para encontrar o ponto reticulado mais
próximo de um ponto arbitrário 𝑥 ∈ R𝑛 é particularmente simples. Basta que tomemos a função
𝑓(𝑥) = [𝑥], que nos fornece como imagem o inteiro mais próximo de 𝑥 (para o caso em que 𝑥 é
equidistante de dois inteiros, tomamos aquele de menor valor absoluto como imagem).
Para 𝑥 = (𝑥1, . . . , 𝑥𝑛) ∈ R𝑛, seja 𝑓(𝑥) = (𝑓(𝑥1), . . . , 𝑓(𝑥𝑛)). O ponto mais próximo
de 𝑥 em Z𝑛 é dado por 𝑓(𝑥). Se 𝑥 é equidistante de dois ou mais pontos, este procedimento
encontra aquele com menor norma.
Para o caso do reticulado 𝐷𝑛, precisamos definir também 𝑔(𝑥) a qual difere de 𝑓(𝑥)
apenas em uma coordenada. Para cada 𝑥 temos 𝑥 = 𝑓(𝑥) + 𝜗(𝑥), tal que |𝜗(𝑥)|≤ 1/2 é a
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distância de 𝑥 ao inteiro mais próximo. A imagem de 𝑔(𝑥) é tal que a coordenada que possui
maior |𝜗(𝑥)| é arredondada de maneira errada e as demais coordenadas são dadas por 𝑓(𝑥).
Em caso de mais de uma coordenada com igual distância em relação ao inteiro mais próximo,
optamos por arredondar de maneira errada a coordenada de menor índice.
Dado 𝑥 ∈ R𝑛, o ponto do reticulado 𝐷𝑛 mais próximo de 𝑥 é dado por 𝑓(𝑥) ou 𝑔(𝑥),
aquela que tiver soma par de coordenadas (necessariamente uma dessas imagens terá soma par
e outra ímpar). Se 𝑥 é equidistante a um ou mais pontos, este procedimento também encontra
o de menor norma. O algoritmo que encontra o ponto mais próximo em 𝐷𝑛 tem complexidade
4𝑛.
O reticulado 𝐴𝑛 consiste dos pontos 𝑝 = (𝑝0, 𝑝1, . . . , 𝑝𝑛) ∈ Z𝑛+1 com Σ𝑝𝑖 = 0. Para
encontrar o ponto de 𝐴𝑛 mais próximo de 𝑥 temos 4 passos:
1. Dado 𝑥 ∈ R𝑛+1, calcule 𝑠 = ∑︀𝑥𝑖 e troque 𝑥 por 𝑥′ = 𝑥− 𝑠𝑛+1(1, 1, . . . , 1).
2. Calcule 𝑓(𝑥′) e a deficiência 𝜚 = ∑︀ 𝑓(𝑥′𝑖).
3. Ordene as coordenadas de 𝑥′ em ordem de valores crescentes de 𝛿(𝑥′𝑖). Obtemos uma
rearranjo dos números 0, 1, . . . , 𝑛 digamos 𝑖0, 𝑖1, . . . , 𝑖𝑛, tais que
−1/2 ≤ 𝛿(𝑥′𝑖0) ≤ . . . ≤ 𝛿(𝑥′𝑖𝑛) ≤ 1/2.
4. Se 𝜚 = 0, 𝑓(𝑥′) é o ponto de 𝐴𝑛 mais próximo de 𝑥. Se 𝜚 > 0, o ponto mais próximo é
obtido pela subtração de 1 das coordenadas 𝑓(𝑥′𝑖0), . . . , 𝑓(𝑥′𝑖𝜚−1). Se 𝜚 < 0, o ponto mais
próximo é obtido pela adição de 1 às coordenadas 𝑓(𝑥′𝑖𝑛), . . . , 𝑓(𝑥′𝑖𝑛−𝜚+1).
O passo que consome mais tempo é a rotina de ordenação, a qual tem 𝑂(𝑛 log 𝑛).
Para 𝑛 = 2 e 3 existem algoritmos melhores. 𝐴2 é o reticulado hexagonal e é melhor
decodificado usando o fato de que é a união de um reticulado retangular e uma translação. 𝐴3
é equivalenteI ao reticulado 𝐷3 e é melhor decodificado pelo algoritmo de 𝐷3.
Para alguns reticulados, a decodificação é facilitada ao dividi-los em classes de sub-
reticulados para as quais se conheça um algoritmo simples de decodificação. Isso acontece, por
IDiz-se que dois reticulados Λ𝐴 e Λ𝐵 são equivalentes quando um pode ser obtido através de uma isometria,
composta com uma dilatação ou contração do outro, ou seja, dadas as matrizes geradoras 𝐴 e 𝐵 de Λ𝐴 e Λ𝐵 ,
temos que 𝐴 = 𝛼𝑈𝐵, onde 𝛼 ∈ R e 𝑈 é uma matriz ortogonal.
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exemplo, com os reticulados 𝐸6, 𝐸7 e 𝐸8. O reticulado 𝐸8 pode ser definido como
𝐸8 = {(𝑝1, . . . , 𝑝8);∀𝑝𝑖 ∈ Z ou ∀𝑝𝑖 ∈ (Z+ 1/2);
∑︁
𝑝𝑖 é par}.
Os reticulados 𝐸6 e 𝐸7 são dados por:
𝐸6 = {(𝑝1, . . . , 𝑝8) ∈ 𝐸8; 𝑝1 + 𝑝8 = 𝑝2 + . . .+ 𝑝7 = 0}, 𝐸7 = {(𝑝1, . . . , 𝑝8) ∈ 𝐸8;
∑︁
𝑝𝑖 = 0}.
Seja o índice | ΛΛ* |=
(︁
𝑑𝑒𝑡(Λ*)
𝑑𝑒𝑡(Λ)
)︁1/2
igual ao número de classes, temos que o reticulado
𝐸8 contém 𝐷8 como sub-reticulado de índice 2. O reticulado 𝐸7 contém um sub-reticulado 2Z7
de índice 8 e o reticulado 𝐸6 contém um sub-reticulado equivalente a 𝐴32 com índice 3.
Considerando Λ/Λ* = {𝑔𝑖, 𝑖 = 1, . . . , | ΛΛ* |}, com Λ = ∪
| ΛΛ* |
𝑖=1 𝑔𝑖 + Λ*, onde (𝑔𝑖 + Λ*) ∩
(𝑔𝑗 + Λ*) = ∅, para 𝑖 ̸= 𝑗. Conforme apresentado em [19], para 𝑥 ∈ R𝑛 vetor recebido, a
decodificação de reticulados via classes é feita da seguinte forma:
• Para cada classe, 𝑔𝑖+Λ* faça 𝑥𝑖 = 𝑥−𝑔𝑖 e decodifique 𝑥𝑖 no sub-reticulado Λ* encontrando
o ponto 𝑝𝑖 ∈ Λ* mais próximo de 𝑥𝑖.
• Tomando 𝑝*𝑖 = 𝑝𝑖 + 𝑔𝑖, este é um ponto da classe 𝑔𝑖 + Λ* mais próximo de 𝑥.
• Calcule 𝑚𝑖𝑛{𝑑(𝑥, 𝑝*𝑖 ), 𝑖 = 1, . . . , | ΛΛ* |} e encontre o vetor do reticulado Λ mais próximo de
𝑥.
Para o caso em que Λ possui sub-reticulado com base ortogonal em [5] temos o detalhamento
de construções de diagrama treliça para reticulados, que são base para o algoritmo de Viterbi
que busca o ponto reticulado mais próximo por projeções em sub-reticulados ortogonais de Λ.
Neste caso, é interessante obter o sub-reticulado ortogonal de determinante mínimo.
Se Λ* for um sub-reticulado ortogonal de determinante mínimo temos um menor
número de classes e o processo de decodificação é feito de maneira mais simples. Seja 𝑣1, . . . , 𝑣𝑛
base ortogonal de Λ*, o ponto reticulado mais próximo de 𝑥 em Λ* é dado por: 𝑝 =
[︁
<𝑥,𝑣1>
<𝑣1,𝑣1.
]︁
𝑣1+
. . .+
[︁
<𝑥,𝑣𝑛>
<𝑣𝑛,𝑣𝑛.
]︁
𝑣𝑛.
Conforme apresentado em [19], todo reticulado que possui matriz de Gram com
entradas racionais, possui sub-reticulado ortogonal.
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Decodificar um reticulado qualquer é um problema com alta complexidade compu-
tacional. Um método bastante utilizado na decodificação é o sphere-decoding de Fincke e Pohst
estudado em [18].
Figura B.2: Uma noção do sphere-decoding. Fonte:[18]
A premissa básica no sphere-decoding é procurar o ponto reticulado mais próximo do
vetor recebido 𝑥 somente sobre os pontos reticulados 𝑝 = 𝐴𝑠; 𝑠 ∈ Z𝑚 que se encontram em uma
certa esfera de raio 𝑑 com centro no vetor 𝑥, reduzindo o espaço de procura e consequentemente
os cálculos requeridos. Claramente, o ponto reticulado mais próximo dentro da esfera será
também o ponto reticulado mais próximo de todo o reticulado. Entretanto, temos que lidar
com duas questões: como escolher 𝑑 e como definir quais pontos reticulados estão dentro da
esfera. O sphere-decoding não trata da primeira questão. Entretanto, propõe uma forma
eficiente para responder a segunda.
A ideia é observar que embora seja difícil determinar os pontos reticulados dentro
de uma esfera 𝑚-dimensional, é trivial o caso unidimensional. Podemos usar esta observação
para ir da dimensão 𝑘 para a dimensão 𝑘 + 1. Para qualquer ponto reticulado 𝑘-dimensional,
o conjunto dos valores admissíveis para a 𝑘 + 1−ésima coordenada tal que o novo ponto 𝑘 +
1−dimensional pertença a esfera de dimensão 𝑘+1 e raio 𝑑 forma um intervalo. Isso significa que
podemos determinar todos os pontos reticulados na esfera de dimensão𝑚 e raio 𝑑 determinando
sucessivamente todos os pontos reticulados em esferas de dimensões inferiores 1, 2, ...,𝑚 e mesmo
raio 𝑑.
A obtenção de um algoritmo parte da seguinte justificativa matemática:
𝑑2 ≥ ‖𝑥− 𝐴𝑠‖2.
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𝑑2 ≥ ‖𝑥−
[︂
𝑄1 𝑄2
]︂ ⎡⎢⎣ 𝑅
0
⎤⎥⎦ 𝑠‖2
= ‖
⎡⎢⎣ 𝑄*1
𝑄*2
⎤⎥⎦𝑥−
⎡⎢⎣ 𝑅
0
⎤⎥⎦ 𝑠‖2
= ‖𝑄*1𝑥−𝑅𝑠‖2+‖𝑄*2‖2
𝑑2 − ‖𝑄*2𝑥‖2≥ ‖𝑄*1𝑥−𝑅𝑠‖2.
Para 𝑦 = 𝑄*1𝑥 e 𝑑′
2 = 𝑑2 − ‖𝑄*2𝑥‖2 temos
𝑑′2 ≥
𝑚∑︁
𝑖=1
⎛⎝𝑦𝑖 − 𝑚∑︁
𝑗=𝑖
𝑅𝑖,𝑗𝑠𝑗
⎞⎠2 .
Nesta última desigualdade é que nos beneficiamos da propriedade de 𝑅 ser triangular
superior. Expandindo a desigualdade do lado direito temos:
𝑑′2 ≥ (𝑦𝑚 −𝑅𝑚,𝑚𝑠𝑚)2 + (𝑦𝑚−1 −𝑅𝑚−1,𝑚𝑠𝑚 −𝑅𝑚−1,𝑚−1𝑠𝑚−1)2 + . . . (B.0.1)
onde o primeiro termo depende somente de 𝑠𝑚, o segundo termo depende de 𝑠𝑚, 𝑠𝑚−1 e assim
por diante. Então, uma condição necessária para que 𝐴𝑠 se encontre na esfera é que 𝑑′2 ≥
(𝑦𝑚 −𝑅𝑚,𝑚𝑠𝑚)2. Devemos ter 𝑑′2 pelo menos no valor do primeiro termo da soma. Esta
condição é equivalente a 𝑠𝑚 pertencer ao intervalo
⌈︃−𝑑′ + 𝑦𝑚
𝑅𝑚,𝑚
⌉︃
≤ 𝑠𝑚 ≤
⌊︃
𝑑′ + 𝑦𝑚
𝑅𝑚,𝑚
.
⌋︃
. (B.0.2)
Esta última desigualdade deve ser multiplicada por −1 se tivermos 𝑅𝑚,𝑚 < 0.
A desigualdade B.0.2 representa uma condição necessária, mas não suficiente. Assim,
para todo 𝑠𝑚 satisfazendo B.0.2, definindo (𝑑′𝑚−1)2 = 𝑑′
2 − (𝑦𝑚 −𝑅𝑚,𝑚𝑠𝑚)2 e 𝑌 (𝑚 − 1,𝑚) =
𝑦𝑚−1−𝑅𝑚−1,𝑚𝑠𝑚, uma condição necessária mais forte pode ser encontrada tomando os primeiros
dois termos do lado direito da desigualdade B.0.1, que conduz a 𝑠𝑚−1 pertencendo ao intervalo
⌈︃−𝑑′𝑚−1 + 𝑌 (𝑚− 1,𝑚)
𝑅𝑚−1,𝑚−1
⌉︃
≤ 𝑠𝑚−1 ≤
⌊︃
𝑑′𝑚−1 + 𝑌 (𝑚− 1,𝑚)
𝑅𝑚−1,𝑚−1
⌋︃
. (B.0.3)
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Podemos continuar num modelo similar para 𝑠𝑚−2 até 𝑠1 obtendo assim todos os
pontos reticulados na esfera de raio 𝑑, centro 𝑥.
O problema de encontrar o ponto reticulado mais próximo é conhecido por ser NP-
difícil. O algoritmo sphere-decoding de Fincke e Pohst torna o problema menos complexo
restringindo a busca a uma esfera de raio 𝑑, caso 𝑑 seja devidamente escolhido. Embora não
trate de soluções para um 𝑑 ideal o algoritmo sphere-decoding tem o mérito de obter todos os
pontos reticulados no interior da esfera por cálculos bastante simples.
No algoritmo sphere-decoding temos apenas operações de adição e multiplicação.
Não há resoluções de sistemas nem inversões de matrizes. Não há produto de matrizes. A
operação de maior ordem do algoritmo é a fatoração 𝑄𝑅 de A(𝑛 × 𝑚), que é da ordem de
𝑛3 realizada uma única vez no início. A rotina sort no final do algoritmo requer um número
de operações da ordem de 𝑛 log 𝑛 sendo que aqui 𝑛 representa o número de pontos reticulados
encontrados no interior da esfera.
A complexidade do algoritmo sphere-decoding depende portanto do número de pon-
tos reticulados encontrados no interior da esfera de raio 𝑑.
Em [18] foi construído um modelo, tal que, sob condições especiais, o algoritmo
sphere-decoding tem complexidade polinomial. Este modelo é baseado na suposição de que o
vetor 𝑥 recebido com erro é na verdade um ponto reticulado desconhecido 𝑝 acrescido de um
vetor erro 𝑒 (ruído), onde 𝑒 tem propriedades estatísticas conhecidas. Assim, de acordo com a
proporção do ruído e número de antenas de transmissão é possível ter complexidade esperada
polinomial.
