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Abst rac t - -Loca l  asymptotic stability of nonlinear systems with real-parametric uncertainty or 
disturbance is one of the important problems in control systems literature. In this paper, we in- 
vestigate this problem for nonlinear systems with time-varying disturbance. We assume that the 
disturbance vector is generated by an exosystem, which is neutrally stable. Thus, the disturbances 
that we consider include both constant and periodic signals. For this class of nonlinear systems with 
time-varying disturbance, we derive a necessary condition for local asymptotic stability of equilibria. 
As corollaries of our general result, we deduce the necessary condition obtained by Byrnes and Sun- 
darapandian [1] for nonlinear systems with constant real parametric uncertainty, and the necessary 
condition obtained by Brockett [2] for nonlinear autonomous systems. We illustrate our result with 
several examples. (~) 2006 Elsevier Ltd. All rights reserved. 
Keywords - -Non l inear  systems, Control systems, Asymptotic stability, Real-parametric uncer- 
tainty, Robust control. 
1. INTRODUCTION 
Local asymptotic stabilization of nonlinear control systems is one of the central problems in 
control systems literature. It is one of the primary design criteria in physical, engineering, and 
industrial problems. 
The problem of stabilizability for nonlinear control systems can be viewed as a modern version 
of the classical stability problem for equilibria of ordinary differential equations. It has been 
largely studied in the case of linear systems for which we have a complete and satisfactory the- 
ory [3-5]. However, when nonlinearities are involved, the stabilizability problem is considerably 
more difficult. 
Some impor tant  works on stabizabi l i ty of nonl inear works are the  works of Jurd jev ic  and 
Quinn [6], Brockett  [2], Aeyels [7], Byrnes and Isidori [8-12], Sussmann [13], and Sontag [14]. 
In this paper,  we derive a necessary condit ion for local asymptot ic  stabi l i ty of equi l ibr ia of 
cont inuous-t ime nonl inear systems with t ime-vary ing disturbance.  As a corol lary of our gen- 
eral result, we deduce the necessary condit ion obta ined by Byrnes and Sundarapand ian  [1] for 
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continuous-time nonlinear systems with constant real-parametric uncertainty and Brockett's nec- 
essary condition [2] for local asymptotic stability of equilibria of nonlinear autonomous systems. 
In this paper, we consider a nonlinear system described by 
~=f(z , /2 )  ~f~(x) ,  (1) 
where x E R n is the state and /2 E R m is the parametric uncertainty or disturbance for the 
nonlinear system (1). The disturbance vector/2 is assumed to satisfy the exosystem dynamics 
given by 
= s(/2). (2) 
We assume that x E U where U is an open neighborhood of the origin of R '~, # E ~, where ~ is 
an open neighborhood of #* E R m, f is C 1 in x and jointly continuous in x and/2, s is C I in/2, 
and also that f(0,#*) = 0 and s(#*) = 0. 
We assume that the exosystem (2) is assumed to be neutrally stable (Lyapunov stable in both 
forward and backward irections of time). Thus, the exogenous disturbance that we consider in 
this paper includes the important special cases of constant real-parametric uncertainty consid- 
ered in [1], and periodic signals. In this paper, we investigate the problem of finding a suitable 
necessary condition for the asymptotic stability of nonlinear systems with time-varying distur- 
bance described by the dynamics (1) for the value/2*. Explicitly, we are interested in finding a 
necessary condition for the asymptotic stability of the nonlinear system, 
= f(z,/2 ~) =f , . (x ) .  (3) 
This problem is related to the problem of robustly stabilizing a control system of the form, 
= g(x, /2",  u). 
The local solvability of the equation, 
fax )  = y, (4) 
for all # near #* is a prerequisite for questions uch as asymptotic stability of, or stabilization 
about, an equilibrium. In this paper, we study this basic question. 
If the origin is a locally exponentially stable equilibrium of the system (3), then it follows 
immediately from Lyapunov stability theory that A = ~(0 ,  #*) is a Hurwitz matrix, and so rank 
of A is n. In particular, from the inverse function theorem [15], it follows that for all # near #*, 
the system (4) is locally solvable. We contend that this is the case for critically asymptotically 
stable systems as well, as illustrated in the following examples. 
EXAMPLE 1. Consider the nonlinear system, 
= f~(x)  =/21z  - x 3, 
[~1] [ /22 ] (5) 
g2 =s(~)= - /21 ' 
where # = [,2 ] is the exogenous disturbance. 
The exosystem dynamics is the vector form of the simple pendulum, and it is clearly neutrally 
stable. In fact, the general solution of the exosystem has the form, 
#l(t) = as in t  and #2(t) = acost ,  
where a is uniquely determined by the initial conditions #1(0) and #2(0). 
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Note that x = 0 is a critically asymptotically stable equilibrium of the zero-parameter system, 
~, = fo (z )  = -z  3. 
Note especially that for all values of # near #* = O, the equation, f~(x)  = #i x - x 3 =-  y, is 
locally solvable. | 
EXAMPLE 2. Consider the general form of the Van derPol oscillator, 
Xl ---- X2, 
~2 = -z l  + (~2 - z~)  z2, 
(6) 
~1 =/~2, 
/~2 = - sin # 1, 
where # -- [~:] is the exogenous disturbance. 
The exosystem dynamics is the vector form of the nonlinear pendulum, and it is clearly neutrally 
stable. This can be easily checked with the help of the Lyapunov function (or energy function) 
1 
v(~1, ~2) = (1 -cos~1) + ~. 
A simple calculation indeed shows that I? = sin#l/21 + #2 fi2 = 0 along the trajectories of the 
exosystem. 
For p = 0, the state dynamics in (6) reduces to 
~:1 = X2, 
x2 = - z l  - z~z2 ,  (7) 
which is critically asymptotically stable at x = 0. This can be easily established using the 
quadratic Lyapunov function, 
1 
v (~1, ~)  = 5 [~ + ~] .  
A simple calculation shows that 
= x ix i  + x2x2 2 2 < 0 -- --Xl:~ 2 _ 
along the trajectories of system (7). 
Using LaSalle's invariance principle [16, p. 287-288], it can be easily established that system (7) 
is locally asymptotically stable. 
Here again, note that when x = 0 is a critically asymptotically stable equilibrium of the 
zero-parameter system (7), the equation, 
7) =~= ' f•(z)  = --Zl + (/~2-- X X2 Y2 
is locally solvable for all values of # near #* = O. | 
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EXAMPLE 3. Consider the nonlinear system, 
~ = f . (x )  = ~ + x 2, 
~2~ =s(~)= -~ 
where # = [~:] is the exogenous disturbance. 
Clearly, x = 0 is an unstable equilibrium of the zero-parameter system, 
= fo(x)  = x ~. 
In fact, the solution of (9) subject to the initial condition x(0) = xo > 0 is given by 
X0 
x( t )  = 1 - xot '  
and hence, it follows that 
(8) 
(9) 
1 
Ix(t) l - -~ ~,  a~ t -~ - -  
XO 
Note that the equation, f~(x)  = # + x 2 = y, is not locally solvable for any # > 0. | 
2.  MAIN  RESULT 
In this section, using degree theory, we derive a necessary condition for x = 0 to be a locally 
asymptotically stable equilibrium of the nonlinear system, 5: = f (x ,  #*) -- f~. (x), which is a 
particular case of the general nonlinear system, ic = f (x ,  #) = f~(x), subject to time-varying 
parameter vector # satisfying the neutrally stable exosystem described by/5 = s(#). 
Our main result is an enhancement of the necessary condition obtained by Byrnes and Sun- 
darapandian [1] for nonlinear systems with constant real-parametric uncertainty. Our result is 
applicable to a wider class of nonlinear systems ubject to time-varying disturbance, which in- 
cludes constant and periodic parametric uncertainties as special cases. Our result asserts, in 
particular, that any asymptotically stable equilibrium of a C 1 dynamical system persists as an 
equilibrium in a robust way. 
THEOREM 1. Consider the nonlinear system described by 
= f (x, #) -&- f~ (x), (10) 
: s (~) ,  
where x E R '~ is the state and # E R m is the exogenous disturbance. The state x is defined in an 
open neighborhood of the origin of  R n, and the disturbance # is defined in an open neighborhood 
o[ p* E R m. We assume the following. 
(A1) f is locally C 1 ha x, joint ly continuous in x and #, and s is locally C 1 in x. 
(A2) ft,* (0) = 0 and s(#*) = 0. 
(A3) The exosystem dynamics it = s(#) is neutrafly stable. 
A necessary condition [or x = 0 to be a locally asymptotical ly stable equilibrium of  the system 
2 = f (x , , * )  = f.. (x) ,  (11) 
is that for all # near #* E R m, the map ft, is locally onto, i.e., the equation, f~(x)  = y, is locally 
solvable. 
PROOF. The proof of this result is analogous to the proof given in [1] for a similar result es- 
tablished for nonlinear systems with constant real-parametric uncertainty. Our proof essentially 
follows from the Poincar@-Hopf theorem [17, p. 35]. 
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First, we shall establish that (x, #) = (0, #*) is a Lyapunov stable equilibrium of the composite 
system (10). Note that x = 0 is an asymptotically stable equilibrium of the system 2 = f(x, #~) 
and that #* = 0 is a Lyapunov stable equilibrium of the system/~ = s(#). Hence, it follows that 
(x, #) = (0,/z*) is a Lyapunov stable equilibrium of the composite system (10) in view of its 
triangular structure [18, Corollary, p. 515]. Thus, given any neighborhood T of (x, #) = (0, #*), 
we can find a neighborhood To C T such that all solutions (x(t), #(t)) initialized in To stay 
inside T for all values of t _> 0. 
Now, consider a C 1 autonomous ystem, 
:~=F(x), F(O)=O, xER n. (12) 
If x : 0 is a locally asymptotically stable equilibrium of the dynamics (12), then, by Massera's 
converse Lyapunov theorem [19], it follows that there exists a C 1 Lyapunov function V(x) for the 
system (12). Choose a real number c > 0 sufficiently small. We note that Mc z~ V_I[0, c] is a 
smooth compact manifold with boundary. It can be established as in [10, proof of Theorem 5] 
that M~ is also contractible. In particular, the Euler characteristic of Me, x(M~), equals 1. 
Now, suppose that x = 0 is a locally asymptotically stable equilibrium of the system, 
= f , .  (x), x • R n. 
Choose V and Me as above. For small y and # near #*, the vector field, 
= - fAx)  + y, 
points outward on 8Me. By the Poincar~-Hopf theorem, 
Ind (Fo,~) = x(Me), 
where the index, Ind (F~,,y), is defined as the sum of the local indices iz(Fu,y) of the equilibria, 
i.e., as the degree of the Gauss map, 
F~,~ Sn_l, 
where B is a sufficiently small ball containing the equilibrium. 
Since 
Ind (F,,~) = x(Mc) = 1, 
F~,,y must have at least one equilibrium in Me, i.e., the equation, f , (x)  = y, is solvable for some 
x in  Me. II 
COROLLARY 1. (See [1].) Under the same assumptions of Theorem 1 with the exosystem dy- 
namics replaced by 
/~ = 0, 
(note that (A3) holds trivially for the above exosystem dynamics), a necessary condition for 
x = 0 to be a locally asymptotically stable equilibrium of the system (11) is that for all # near 
#* E R r~, the map f~ is locally onto, i.e., the equation f~(x) = y is locally solvable. | 
COROLLARY 2. (See [2].) A necessary condition for the origin to be a locally asymptotically 
stable equilibrium of the C 1 autonomous system, 5c = F(x), [F(0) = 0, x E Rn], is that the 
map F is locally onto, i.e., the equation, F(x) = y, is locally solvable. 
PROOF. See the proof of Corollary 1 in [1]. 1 
Next, we point out that the necessary condition given in Theorem 1 is not sufficient. 
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EXAMPLE 4. Consider the nonl inear system, 
=/ , (x )  = ~x + z 3, 
= s ( , )  = 0. 
I t  is easy to verify that  all the Assumpt ions (A1) - (A3)  stated in the  hypotheses of Theorem 1 
are satisfied by the above system with #* = 0. We note also that  the necessary condit ion stated 
in Theorem 1 holds, i.e., the map, f~,(x) = #x + x 3 = y, is locally solvable for all values of # near 
#*=0.  
However, the zero-parameter  system, x = fo (x)  = x 3, is unstable at x = 0. This  shows that  
necessary condit ion given in Theorem 1 is not sufficient. | 
REFERENCES 
1. C.I. Byrnes and V. Sundarapandian, Persistence of equilibria for locally asymptotically stable systems, Int. 
J. Robust Nonlinear Control 11, 87-93, (2001). 
2. R.W. Brockett, Asymptotic stability and feedback stabilization, In Differential Geometric Control Theory, 
(Edited by R.W. Brockett, R.S. Millman and H.J. Sussmann), pp. 181-191, Birk~iuser, New York, (1983). 
3. T. Kailath, Linear Systems, Prentice Hall, New Jersey, (1980). 
4. C.T. Chen, Linear System Theory and Design, Oxford University Press, New York, (1984). 
5. W.J. Rugh, Linear System Theory, Second Edition, Prentice Hall, New Jersey, (1996). 
6. V. Jurdjevic and J.P. Quinn, Controllability and stability, J. Differential Equations 28, 381-389, (1978). 
7. D. Aeyels, Stabilization of a class of nonlinear systems by a smooth feedback control, Systems and Control 
Letters 5, 289-294, (1985). 
8. C.I. Byrnes and A. Isidori, Local stabilization of minimum-phase nonlinear systems, Systems and Control 
Letters 11, 9-17, (1988). 
9. C.I. Byrnes and A. Isidori, New results and examples in nonlinear feedback stabilization, Systems and Control 
Letters 12, 437-442, (1989). 
10. C.I. Byrnes and A. Isidori, On the attitude stabilization of rigid spacecraft, Automatica 27, 87-95, (1991). 
11. C.I. Byrnes and A. Isidori, Steady-state r sponse, separation principle, and the output regulation of nonlinear 
systems, In Proc. of the 28 tu IEEE Con]. Decision and Control, pp. 2247-2251, Tampa, FL, (1989). 
12. C.I. Byrnes and A. Isidori, Output regulation of nonlinear systems, IEEE Trans. Automatic Control 35, 
131-140, (1990). 
13. H.J. Sussmann, Subanalytic sets and feedback control, J. Differential Equation 31, 31-52, (1979). 
14. E.D. Sontag, Further facts about input to state stabilization, IEEE Trans. Automat. Control 35, 473-477, 
(1990). 
15. J.E. Marsden, Elementary Classical Analysis, W.H. Freeman and Co., San Francisco, CA, (1974). 
16. J.K. Hale and H. Kocak, Dynamics and Bifurcations, Springer, New York, (1991). 
17. J.W. Milnor, Topology/rom a Di~erentiable Viewpoint, Princeton University Press, New Jersey, (1997). 
18. A. Isidori, Nonlinear Control Systems, Third Edition, Springer, New York, (1995), 
19. J.L. Massera, Contributions to stability theory, Annals of Mathematics 64, 182-206, (1956). 
