Abstract: Zipf-like distributions characterize a wide set of phenomena in physics, biology, economics and social sciences. In human activities, Zipf-laws describe for example the frequency of words appearance in a text or the purchases types in shopping patterns. In the latter, the uneven distribution of transaction types is bound with the temporal sequences of purchases of individual choices. In this work, we define a new framework using a text compression technique on the sequences of credit card purchases to detect ubiquitous patterns of collective behavior. Clustering the consumers by their similarity in purchases sequences, we detect five consumer groups. Remarkably, post checking, individuals in each group are also similar in their age, total expenditure, gender, and the diversity of their social and mobility networks extracted by their mobile phone records. By properly deconstructing transaction data with Zipf-like distributions, this method uncovers sets of significant sequences that reveal insights on collective human behavior.
communication activities. Their frequency follows a Zipf distribution (22, 23) , meaning that the most frequent category of purchases will occur approximately twice as often as the second most frequent category, three times as often as the third etc. This Zipf-like behavior has been observed in various cities (23) and it manifests the same features if we group consumers depending on socio-demographic attributes such as income, gender or age. Because of this, if we compare the CCRs users just by frequency of transactions it is not possible to capture differences in their shopping styles. Hence, the challenge at hand is to obtain meaningful information within these highly uneven spending frequencies.
A similar challenge appears in the sequence of diseases in medical records (24) or phenotype associations with diseases (25). Existing approaches cluster patients based on their historical medical records described by the International Classification of Diseases (ICD). In this case, the frequency-inverse document frequency (TF-IDF) ranking is used to eliminate redundant information.
In the matter of the uneven word frequency in the text corpora (26) . Bayesian inference methods have been used to detect the hidden semantic structure. In particular, the Latent Dirichlet Allocation (LDA) (27) is a widely used method for the detection of topics (ensemble of words) from a collection of documents (corpus) that best represent the information in datasets.
However, both of the above-mentioned approaches do not take into account the temporal order in the occurrence of the elements. Our goal is to eliminate redundancy while detecting habits and keeping the temporal information of the elements, which in the case of purchases are an important signature of an individual's routine and connect them to their mobility needs. In this work, we identify significant ordered sequences of transactions and group the users based on their similarity. This allows to offer deeper description of consumers behavior unraveling their routines.
The presented method is able to deconstruct Zipf-like distribution into its constituents' distributions, separating behavioral groups. Paralleling motifs in network science (28) , which represent significant subnetworks, the uncovered sets of significant sequences are extracted from labeled data with Zipf-type distribution. Applied to CCRs, this framework captures the semantic of spending activities to unravel types of consumers. The resulting groups are further interpreted by coupling together their mobile phone data and their demographic information. Consistently, individuals within the five detected groups are also similar in age, gender, expenditure and in their mobility and social network diversity.
We show that the selection of significant sequences is a critical step in the process, it improves on TF-IDF method that are not able to discern the spending habits within the data. Remarkably, our results are comparable with the ones obtained by LDA, with the added advantage that it takes into account the temporal sequence in the activities.
Results:
We analyze individual CCRs transactions over 10 weeks of 150,000 users who live in one of the most populated cities in Latin America. The dataset contains age, gender, and residential zipcode of the users (Fig S1) . For each user, we analyze the chronological sequence of their transactions and the associated expenditure labeled with transaction type via a Merchant Category Code (MCC) (29) . For one tenth of the analyzed users we also have their CDR data over a period of 6 months (overlapping the CCRs time period), including time, duration, location of the calls and id of the receiver. While the payment with cards and electronic payment terminals are being promoted in the region to improve financial inclusion, credit card adoption rates remain relatively low at 22% of the population. First, we check how representative the CCRs users are within the city, observing the correlation between the CCRs expenditure in the dataset at district level, and the average monthly wage in the same district according to the census (Fig. 1A) . The monthly expenditure of the card users is high in relation to the monthly wages, indicating that the adoption of credit cards predominantly occurs among users with higher wages in each district. However, our users' sample spans over all the city districts with different income levels. The CCRs spending patterns in various cities (30) have revealed that the frequency of the purchase types follows a Zipf's law (Fig. S2) . The majority of shoppers use much more frequently the top-twenty transactions codes presented in Fig. 1B, among hundreds of possible MCCs. Moreover, slight variations emerge in this pattern when dividing the population by wealth, age and gender. For example, the older group and those with lower income have more transactions in grocery stores than in restaurants, while younger groups have more transactions in fast-foods and mobility than toll roads or insurances (Fig. 1C) . In general, transaction codes related to food, mobility and communication, in that order, dominate the number of top transactions in all groups.
Our main goal is to amplify the signal in the data to identify individuals' expenditure habits hidden in the non-uniform distribution of transaction types present in the Zipf's type of distribution. The first step in this direction is to transform the chronological sequence of user MCC codes into a sequence of symbols given by the transaction codes ( Fig. 2A) . We apply the Sequitur algorithm (31) to infer a grammatical rule that generate words, defined as MCC symbols that repeat in sequence. The result of this process applied recursively, is a compression of the original sequence with new symbols called words, which offer insights into the repeated sequences of transactions. We take each word as a routine in shopping as they are a chronological sequence of two or more MCCs that appear frequently. We detect more than ten thousand different words also following a Zipf type distribution as presented in Figure 3 . The set of words {w # } for user are significant only if their occurrence differs from the outcome of a random process with the same number of transactions per type. To detect the words that are significant, we generate 1000 randomized code sequences for each user. For each realization, we apply the Sequitur algorithm to define the words in the randomized sequences and evaluate the significance level of the user's words by computing the z-score of the occurrence of the real words with respect to the randomized ones. Z-score test needs to be performed on a Gaussian distribution of the word occurrence. The words occurrence distribution of simulated samples has in general a normal shape. But in several cases the frequency of the generated words has a small number of occurrence, in Fig. S3-S4 we show the robustness of a z-score benchmark to assess the word significance either for nonGaussian distributions. We extract for each user the set of significant words with z-score greater than 2, defined as { ( }. The selected words represent the shopping routines that indicate informative choices in the user's spending behavior (see Fig. S5 ).
With this meaningful samples, we can now measure the similarity between the shopping behavior among users. To that end, we decompose the significant words as directed links between transaction codes, in this way each user is represented by a directed network in the space of MCC. We then calculate the Jaccard similarity coefficient between all the users comparing the set of links in their networks (see the illustration of the method in 
Discussion:
Five of the six clusters detected depict a particular life style on how individuals spend their money, move and contact other individuals. One transaction type is at the core of the spending activities in each group, and 90% of the users within the cluster have it repeated as a sequence (or significant word, represented by yellow loop in Fig.4A ). This transaction also appears in more than 45% as starting or ending transaction of the sequences of other types of transactions within the group (Fig. 4A ). The users clustered by using our approach have relatively high Shannon entropy in their transactions and a Sequitur compression ratio of 1.5 or larger (Fig. S9 ). Cluster 5 aggregates the uncategorized users. In particular, the users that belong in this cluster have less than 5 significant sequences and less variation in their expenditure types (Fig. S6, S8 ). Futhermore we compare our clusters with the LDA (27, 38) . This method first identifies five topics represented by an ensamble of MCCs. Each user is identifed by a vector ( weigthing the mixture of those five topics. We compute the uses' similarity matrix using Jensen-Shannon divergence (39) among ( . Finally, we perform the Louvain algorithm with a threshold of 0.1 over the matrix. Four of the seven identified clusters [1, 2, 3, 7] , in Fig. S14 , are similar to our clusters [1, 2, 3, 6] . Futhermore the LDA is able to untagle similar variance from the Zipf distribution (Fig. S14C ) compared with our method (Fig.   S12B ).
Respect to the above-mentioned methods (TD-IDF, LDA) our approach deconstructs the Zipf distribution into constituents' behavior (see Fig. S12B ). The resulting clusters of the latter are comparable with our method. Furthermore, our framework is able to capture the routines of each cluster as ordered sequence of transaction, this temporal information is lost using the above-mentioned approaches. These tests stress the effectiveness of our method.
Finally, we apply our framework to another minor city (labeled City B) of the same country in Latin America (Fig. S15-S16 ). As already showed by (30) different cites manifest a general behavior in the term of spending patterns, maintaining some unique characteristics. In the City B we detect 6 clusters, four of them share similar routines and attributes to the main city (City A clusters [2, 3, 5, 6] ). The routines of commuters' cluster are identifiable in both of the cities with some difference in the mobility attributes.
Finally, in the City B the youth cluster is replaced with one with different core transactions in Miscellaneous Food store and insurance instead of taxi and restaurants (Fig S17) . This results stresses how our framework can capture cities differences in terms of spending patterns, providing a new tool to enrich the urban activity models.
Taken together, we present a novel method to detect behavioral groups in chronologically labeled data. It could be applied also to similar datasets with Zipf-like distributions, such as disease codes in patients' visits (24,25) or law-breaking codes in police databases (40) .
Given the ubiquitous nature of the CCRs transactions distribution by type (30) , similar groups could be detected and compared among cities worldwide. Analogous to the price index that uses online information to improve survey based approaches to measure inflation (41), the meaningful information of groups extracted from CCRs data can be used to compare consumers worldwide (6) . Interesting avenues for the application of this method are policy evaluation of macroeconomic events such as inflation and employment and their effects on the spending habits of the various groups (42) . 
Fig. S 3
Example of word occurrence distribution of the 1000 randomized code sequences preserving the same number of transactions per type. In both cases the real occurrence of the word showed in the purple box his higher than the average of the random sample. We can see that the z-score equal 2 computed from the sample in relation with the 90 th quantile of the distribution.
Fig. S 4
Relation between the quantile value of the real occurrence of words respect to the randomized distribution vs. the z-score relative percentile of the words. The z-score relative percentile is highly correlated with the quantile position of the real word occurrence. We selected only the words with z-score >2, corresponding to the 97.73 th percentile for a Gaussian distribution. score of a words occurrence for a sample user. We highlight in orange the users' associated set of words with a z-score greater than 2, that characterizes the user shopping routines.
Fig. S 6
Clustering results depending on the users' selection. For each threshold we select all the users with more than xx significant links. Using the Louvain Algorithm (32) we perform the cluster of the users' similarity matrix of the selected users at each threshold. For each threshold, we show the proportion of users that belong to each cluster, the core transaction for that cluster (as defined in the main text, Fig. 3 ) and the conditional probability for a user to belong in a given cluster depending on its number of significant links P(Cluster|#links). By applying a lower threshold is it possible to increase the number of users analyzed. In particular, selecting users with more than 3 significant links improves the identification of clusters 4 and 6, which were misidentified when using higher thresholds. At the same time lowering the threshold increases the number of user that we are not able to categorize effectively (user percentage of cluster 5). (32) (Fig.  3 and Fig. S5 ). (B) Network modularity analysis depending on the three cluster algorithms proposed. We see the Louvain algorithm always performs better in terms of modularity (45) . (C) Analysis of similarity between the three methods of data clustering performed, using Normalized Mutual Information (NMI) (46, 47) and Rand (48) Frequency of transaction code for the 10 weeks considered for each fo the six cluster detected; the core transaction is a dominat feature foer each of the clusters. Our method is able to extract information form a zipf like distribution uncovering behavior in shopping patterns. (Fig. S12B) . The [1, 2, 3, 7] clusters detected by LDA share distribution in spending codes with the [1, 2, 3, 6] cluster of the sequitur. Moreover, the clusters [4, 5] of LDA are very similar at the sequitur cluster 5. 
