After a disaster, teams of structural engineers collect vast amounts of images from damaged buildings to obtain lessons and gain knowledge from the event. Images of damaged buildings and components provide valuable evidence to understand the consequences on our structures. However, in many cases, images of damaged buildings are often captured without sufficient spatial context. Also, they may be hard to recognize in cases with severe damage. Incorporating past images showing a pre-disaster condition of such buildings is helpful to accurately evaluate possible circumstances related to a building's failure.
panoramas to the location of the input image are downloaded from Google Street View in Figure 1 (b). Since these panoramas contain the 360 spherical region in the 2D image, the house in each panorama is highly distorted, as shown in Figure 1 (b) . To remove distortion of the house view in the panorama, the 2D image is projected from each of the panorama using the optimal projection direction. This makes the house appear in the center of each image with good quality in Figure 1(c) . Finally, the trained house classifier is applied to the 2D images in Figure  1 (c) to extract the only house region. In Figure 1(d) , the house images are successfully extracted and contain the primary face of the house. Keywords: Post-disaster assessment, 360° panorama image, Google street view, Region-based convolutional neural network, Multiview geometry.
