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Since the discovery of superconductivity and correlated insulator at fractional electron fillings in
the twisted bilayer graphene, most theoretical efforts have been focused on describing this system
in terms of an effective extended Hubbard model. However, it was recognized that an exact tight
binding model on the Moire´ superlattice which captures all the subtleties of the bands can be
exceedingly complicated. Here we pursue an alternative framework of coupled wires to describe the
system based on the observation that the lattice relaxation effect is strong at small twist angle, which
substantially enlarges the AB and BA stacking domains. Under an out-of-plane electric field which
can have multiple origins, the low energy physics of the system is dominated by interconnected
wires with (approximately) gapless 1d conducting quantum valley hall domain wall states. We
demonstrate that the Coulomb interaction likely renders the wires a U(2)2 (1 + 1)d conformal field
theory with a tunable Luttinger parameter for the charge U(1) sector. Spin triplet and singlet
Cooper pair operator both have quasi-long range order in this CFT. The junction between the wires
at the AA stacking islands can lead to either a two dimensional superconductor, or an insulator.
PACS numbers:
Surprising correlated physics such as superconductiv-
ity and correlated insulator at fractional electron fillings
away from charge neutrality has been discovered in dif-
ferent systems with Moire´ superlattices [1–4], which mo-
tivated a series of active theoretical studies [5–27]. These
systems have narrow electron bandwidth near charge
neutrality [28–31], hence interaction effects are signifi-
cantly enhanced. In several systems that are microscop-
ically different, for example, (1) the heterostructure of
trilayer graphene (TLG) and hexagonal boron nitride
(hBN), and (2) twisted bilayer graphene (TBG), (3)
twisted double bilayer graphene (TDBG) [32], insulat-
ing behavior was observed at commensurate fractional
fillings away from the charge neutral point [1, 2, 4]; su-
perconductivity has been observed in all these systems
near the insulator phases [3, 4, 32, 33].
A consensus of the mechanism for the observed insu-
lator and superconductor has not yet been reached. A
minimal triangular lattice extended Hubbard model [5]
at least describes the TLG/hBN heterostructure and
twisted double bilayer graphene with certain out-of-plane
electric field (displacement field) [6, 34–36], since in these
cases there is no symmetry protected band touching be-
low the fermi energy, and the isolated narrow band has
trivial topology. This minimal model would then natu-
rally predict either a spin-triplet [5] or spin-singlet d+ id
topological superconductor [7], depending on the sign of
the Hund’s coupling. Signatures of spin triplet pairing
predicted in Ref. [5] was recently found in TDBG [32],
though further experiments are demanded to determine
the exact pairing symmetry.
On the contrary, for one of the systems, i.t. the TBG,
it was recognized that a standard tight binding model
on the superlattice that captures all the subtleties of the
band structure can be exceedingly complicated, and it
may demand as many as ten bands for each valley and
each spin component [37, 38], which makes analytical or
numerical studies of this system very difficult. These re-
sults suggest that an alternative theoretical framework to
understand the observed correlated physics is highly de-
sired for the TBG. Here we pursue a coupled wire network
framework to describe the TBG with a small twisted an-
gle. A similar description based on coupled wires, such
as the Chalker-Coddington model [39, 40], has been used
to describe states without local Wannier orbitals. But
in TBG, the coupled wire network description is not just
motivated by theoretical convenience, it is also physically
realistic, based on the following observations:
(1) At small twisted angle, the lattice relaxation and
deformation effect is expected to be strong, and lead to
substantially enlarged AB and BA stacking domains [41,
42], and narrow 1d domain walls.
(2) A displacement field will drive an AB (or BA)
stacking bilayer graphene into a “quantum valley Hall
insulator” [43–49], and this displacement field can be
turned on manually experimentally [4], or intrinsically
exists in the system due to lack of zˆ → −zˆ reflection
symmetry (strongly asymmetric response to the displace-
ment field was indeed observed in Ref. [4]), or even be
generated spontaneously due to interaction [50]. Com-
pared with a single layer graphene, in an AB (or BA)
stacking bilayer graphene, interaction has much stronger
effects due to the quadratic band touching at each val-
ley [51–55].
(3) Under a uniform displacement field (regardless of
its origin), the AB and BA stacking domains are quan-
tum valley Hall insulators with opposite valley Hall con-
ductivities, and they are separated by domain walls with
conducting 1d states. The long wavelength modulation
of the entire system prohibits large momentum trans-
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2FIG. 1: The Moire´ superlattice of TBG. If the lattice relax-
ation and deformation effect is taken into account [41, 42, 57],
the AB/BA stacking domains would be substantially en-
larged. There are four (two channels and two spin com-
ponents) left moving fermion modes and four right moving
modes along each wire (AB/BA domain wall). The left and
right moving fermions differ by a large lattice momentum (or-
thogonal to the wires) which is the size of the Brillouin zone
of the original honeycomb lattice.
fer, hence the valley quantum number is approximately
conserved, and the domain wall states are approximately
gapless. These conducting wires (AB/BA domain walls)
have been observed directly in numerics [56] and experi-
ment on TBG [57, 58].
In fact, an effective network model has been proposed
to describe the noninteracting physics of the system [59].
In the current work we will focus on the correlated phe-
nomena. Along each 1d wire, there are four counter-
propagating localized electron modes, which without in-
teraction would constitute the U(4)1 conformal field the-
ory (CFT). The 1d fermions carry three quantum num-
bers: valley (L,R), spin (↑, ↓), and channel (1, 2) index
(Fig. 1):
H =
∫
dx
∑
c=1,2
∑
α=↑,↓
iv(ψ†L,c,α∂xψL,c,α − ψ†R,c,α∂xψR,cα).(1)
The left and right moving modes come from two different
valleys (which differ by a large momentum orthogonal to
the wire), and each valley will contribute two channels
of chiral fermions, each with two degenerate spin com-
ponents. The displacement field in experiment (for in-
stance 0.5V/nm) corresponds to a much higher energy
scale compared with the sub kelvin environment of the
experiments. Thus we can safely assume that the quan-
tum valley Hall insulators are rather robust and these
1d wires, which form a triangular lattice network, are
dominating the low energy physics.
The most important interaction in the system is still
the Coulomb interaction. The most noticeable effect of
the Coulomb interaction is to energetically favor two elec-
trons to form a “channel-singlet” state, which is very
similar to the mechanism of the standard Hund’s rule
in transition metals. Let us consider two electrons with
the following two-body wave functions ΨA(x1,x2) and
ΨB(x1,x2) (x1, x2 are 2d coordinates):
ΨA(x1,x2) ∼ ϕL,1(x1)ϕR,2(x2)− ϕL,2(x1)ϕR,1(x2)
+ ϕR,1(x1)ϕL,2(x2)− ϕR,2(x1)ϕL,1(x2);
ΨB(x1,x2) ∼ ϕL,1(x1)ϕR,2(x2)− ϕL,2(x1)ϕR,1(x2)
− ϕR,1(x1)ϕL,2(x2) + ϕR,2(x1)ϕL,1(x2).(2)
Here ϕL,1(x) represents the spatial wave function of the
left-moving fermions (which comes from one of the two
valleys) at channel 1. Both states ΨA,B are “channel sin-
glet” states (they are antisymmetric in the channel in-
dices), while ΨA is symmetric in the valley space, ΨB
is antisymmetric in the valley space. The spin space
wave function was not written down but can be straight-
forwardly inferred. Both states cost low energy under
Coulomb interaction, i.e. they have considerable lower
energy compared with states that are symmetric in the
channel space, and this energy difference is not sup-
pressed by large momentum transfer (more detailed es-
timate will be given in the supplementary material).
Thus the channel space is analogous to the gauged “color
space” of spin chains [60, 61], which must form a color
singlet state.
A U(4)1 CFT can be decomposed as
U(4)1 ∼ U(1)e4 ⊕ SU(2)s2 ⊕ SU(2)c2, (3)
where SU(2)c2 corresponds to the sector of the channel
space. The interaction effect discussed in the previous
paragraph contributes to the marginally relevant term
λJ cL · J cR in the CFT, where J cL,R are the left and right
Kac-Moody currents of the channel space, and it will gap
out the SU(2)c2 sector of the CFT. The residual degrees
of freedom would form CFT
U(2)2 ∼ U(1)e4 ⊕ SU(2)s2. (4)
The U(1)e4 sector of the CFT corresponds to the charge
degrees of freedom, and it can be represented by a pair
of conjugate bosons θ and φ which satisfy [∇xφ, θ] =
[∇xθ, φ] = i. The SU(2)s2 corresponds to the spin degrees
of freedom, and as we discussed before, due to the pro-
hibition of large momentum transfer, the left and right
modes have approximately separate spin SU(2) symme-
tries. The SU(2)s2 CFT can be represented by a (1 + 1)d
nonlinear sigma model whose order parameter is a SU(2)
matrix gαβ , plus a Wess-Zumino-Witten term at level-
2 [62]. The left and right spin symmetry acts on gαβ as
the left and right SU(2) transformations.
Physical operators can be represented as CFT fields.
For example, a fermion mass operator (which is a back-
scattering term) can be written as [62]
Mˆαβ =
∑
c
ψ†L,c,αψR,c,β ∼ exp
(
i
√
piφ
)
gαβ , (5)
3where gαβ is the spin SU(2) matrix order parameter men-
tioned previously. Notice that the mass operator must be
a channel singlet, because otherwise it must involve the
SU(2)c2 sector, which as we argued is already gapped out.
Likewise, a Cooper pair operator can be written as
∆ˆαβ = αγcdψL,c,γψR,d,β ∼ exp
(
i
√
piθ
)
gαβ , (6)
θ and φ are the pair of conjugate bosons that describe
the charge sector of the CFT. The representation of the
mass operator Mˆαβ is given in Ref. [62]. The Cooper pair
operator representation can be inferred by defining a new
set of fermions: ψ˜L = ψ
†
L, ψ˜R = ψR, where the two 
matrices act in the spin and channel indices respectively.
The fermion operator ψ˜L transforms exactly the same as
ψL in the channel and spin space, but carries opposite
charge. The Cooper pair operator in Eq. 6 becomes pre-
cisely the mass term (backscattering) between ψ˜L and
ψ˜R.
The Cooper pair operator ∆ˆαβ is a channel singlet pair-
ing. The pairing matrix ∆ˆαβ can always be expanded as
a four component vector (∆0, ~∆):
∆ˆαβ = ∆
012×2 + i~∆ · ~σ. (7)
Here ∆0 is a spin singlet pairing order parameter, while ~∆
is a spin triplet pairing order parameter. Together they
form a four component vector representation under the
SO(4) ∼ SU(2)L×SU(2)R symmetry. Without a further
Hund’s (or anti-Hund’s) coupling that favors either spin
triplet or singlet pairing, these four components pairing
order parameters are all degenerate. In the supplemen-
tary material, we discuss a different method to obtain
the CFT field expressions Eq. 5 and Eq. 6 where the
fermion mass and the Cooper pair operators are treated
on equal footing.
The scaling dimensions of the fermion mass and
Cooper pair operators are
[Mˆαβ ] =
3
8
+
1
4K
, [∆ˆαβ ] =
3
8
+
K
4
, (8)
where 3/8 comes from the scaling dimension of the g ma-
trix order parameter in the SU(2)s2 CFT, and K is the
Luttinger parameter in the U(1)e4 CFT. Soon we will see
that these scaling dimensions will determine whether the
system becomes superconductor or insulator due to wire
junctions at the AA islands. Notice that both Mˆαβ and
∆ˆαβ can simultaneously have lower scaling dimensions
(which implies enhanced correlation) compared with non-
interacting 1d fermion systems, where both operators
have scaling dimensions 1. Thus the interaction which
gaps out the SU(2)c channel space indeed enhances the
system’s tendency to form superconductor and insulator.
The U(1)e4 CFT deserves some clarifications. It can
always be written as a free boson theory with the Hamil-
tonian:
H =
∫
dx
1
2K
(∇xθ)2 + K
2
(∇xφ)2. (9)
θ and φ are a pair of conjugate bosons. We can fermionize
this theory through standard procedure, and define new
fermion operators as
CL,R ∼ ηL,R exp(i
√
piθ ± i√piφ), (10)
where ηL,R are the Klein factors. Then the Cooper pair
and the mass term of the new fermion CL,R should be
represented as exp(i
√
4piθ), and exp(i
√
4piφ). But these
Cooper pairs should correspond to the charge−4e bound
state of the electrons, and the mass term should cor-
respond to a two electron backscattering. This is be-
cause under the assumption of separate left and right
spin SU(2) symmetries, a charge−2e Cooper pair, or a
singlet electron back scattering term, cannot be invari-
ant under the SU(2)L×SU(2)R spin symmetry. Later we
will show that the charge−4e U(1)e sector may become
relevant to the finite temperature physics of the system.
The 1d CFTs will intersect at the AA stacking islands,
and due to the lattice relaxation and deformation, the
size of the AA stacking islands has shrunk [41]. Let us
first look at a single AA island which is a junction be-
tween CFTs along three directions. At this junction, the
Cooper pairs can tunnel between 1d CFTs along different
wires. This Josephson tunnelling between CFTs can be
described by a (0 + 1)d action at the junction
S =
∫
dτ
∑
I,J
u0∆
0†
eˆI
∆0eˆJ + u1
~∆†eˆI · ~∆eˆJ , (11)
eˆI with I = 1, 2, 3 represent wires along three directions
that meet at this junction. The scaling dimension of u0
and u1 are both [u0] = [u1] = 1/4−K/2, where K is the
Luttinger parameter in Eq. 9, thus when K < 1/2 even
a single junction Josephson Cooper pair tunnelling be-
comes relevant, and we expect this Josephson tunnelling
to drive the entire system into a superconductor. If we
take into account of the tunnelling between parallel wires,
which happens along the entire 1d wires rather than one
junction, then this parallel tunnelling will be relevant and
the entire system becomes a superconductor for K < 5/2.
Here we allow u0 and u1 to be different, which breaks
the two separate SU(2) spin symmetries to its diago-
nal spin SU(2) symmetry. The AA island has shrunk
substantially due to lattice relaxation, thus the potential
modulates at a shorter length scale compared with other
regions of the system, which enhances the large momen-
tum transfer and leads to the mixing between the left and
right SU(2) symmetries. If u0 dominate u1, the system
would favor to form a global spin singlet pairing. Now
the global structure of the system can be mapped to the
following classical XY model:
H ∼
∑
~r
−V
3∑
I=1
cos(θI~r − θI~r+aeˆI )
4wires u0 < 0, s-wave pairing u0 > 0, d+ id or d− id pairing
I = 1 ∆ ∆
I = 2 ∆ ∆e±i
2pi
3
I = 3 ∆ ∆e∓i
2pi
3
TABLE I: The SC order parameter along different wires, with
u0 < 0 and u0 > 0 in Eq. 12. The index I refers to the wires
in Fig. 1.
+ u0
3∑
I,J=1
cos(θI~r − θJ~r ) + · · · (12)
Here ~r denote the AA stacking islands of the lattice,
and eˆI with I = 1, 2, 3 are unit vectors along the wires
(Fig. 1). a is the distance between two AA stacking is-
lands, and θI~r is the phase angle of the spin singlet Cooper
pair of wire along direction eˆI . The ellipsis in Eq. 12 rep-
resent other weaker terms allowed by symmetry in the
system
Here naturally V > 0, which reflects the fact that
along each wire the superconductor order parameter has
a quasi long range order and prefers the Cooper pair to
have a uniform pairing phase along the wire. Then when
u0 < 0, the Josephson couplings between different wires
are “unfrustrated”, hence the entire system should form
a spin singlet s−wave pairing with a uniform pairing
phase; while when u0 > 0, the Josephson coupling be-
tween wires along three directions is “frustrated”. The
two terms in Eq. 12 demands a uniform θI along direction
eˆI , while wires that intersect each other at one island will
have Cooper pair phases which differ from each other by
±120 degrees. Then the pairing symmetry of the entire
system is identical to the d + id (or d − id) pairing, as
under a spatial 60 degree rotation (a cyclic permutation
between wires along three directions), the pairing phase
angle changes by ±120 degrees. This d+id pairing super-
conductor is a singlet of spin, valley, and channel indices.
When u1 dominates u0 in Eq. 11, the system will form
a spin triplet superconductor. As an example let us as-
sume that ~∆eˆI (~r) = exp(iθ
I
~r)~n
I
~r (the real and imaginary
parts of the spin triplet Cooper pair are parallel with
each other), which is similar to the so called “polar state”
of Bose-Einstein condensate (BEC) of the spin-1 spinor
cold atoms [63–65]. Then the effective Hamiltonian of
the coupled Josephson wires reads
H ∼
∑
~r
− V
3∑
I=1
~nI~r · ~nI~r+aeˆI cos(θI~r − θI~r+aeˆI )
+ u1
3∑
I,J=1
~nI~r · ~nJ~r cos(θI~r − θJ~r ) + · · · (13)
When u1 < 0, the system forms a uniform s−wave spin
triplet pairing. When u1 > 0, again the Josephson cou-
pling on every AA island is frustrated, then the system
either forms a uniform state of θ, with a 120 degree “an-
tiferromagnetic” pattern of ~n, or forms a d + id pattern
of θ, with a “ferromagnetic” state of ~n. Other symme-
try allowed terms, or quantum fluctuation may lift the
degeneracy of the two scenarios described above.
There is a Z2 gauge transformation shared between
exp(iθI~r) and ~n
I
~r , i.e. the spin triplet pairing order param-
eter is invariant under ~nI~r → −~nI~r and θI~r → θI~r + pi. At
any finite temperature, the vectors ~nI~r will be disordered
due to thermal fluctuation because this system is purely
two dimensional, then as was predicted in Ref. [5], the
superconductor vortex at finite temperature will carry
magnetic flux quantized as nhc/(4e). This means that
the charge sector will form an effective charge−4e super-
conductor with algebraic correlation of charge−4e order
parameters. This charge-4e superconductor is qualita-
tively the same as the Cooper pair of the fermions CL,R
defined before. The same logic led to fractionalized vor-
tices of the polar state of spin-1 BEC, which was con-
firmed numerically in Ref. [65].
At the AA islands, symmetry also allows charge
backscattering within each wire. The charge sector of
the system is described by the C fermions defined in
Eq. 10. CL and CR come from two different valleys in
the bulk, which project to the same momentum (Dirac
crossing) along the 1d domain wall. Upon doping away
from charge neutrality, the CL,R fermion will acquire a
fermi wave vector ±δkf away from the Dirac crossing,
thus a backscattering involves a momentum transfer of
2δkf . The backscattering of the C fermion is described
by
S =
∫
dτdx uU(x)
(
C†LCRe
2iδkfx +H.c.
)
(14)
where U(x) is the periodic potential along the wire due
to the AA stacking islands. If the integral along the en-
tire wire
∫
dxU(x)ei2δkfx is nonzero, then this implies
that 2δkf = ±2pi/a, where a is the lattice constant of
the Moire´ superlattice, or the distance between two AA
stacking islands. This implies that there must be ex-
tra integer multiple of ±2e charges between two AA is-
lands on each wire (one C fermion carries charge 2e).
And if wires along two directions acquire +2e between
every two neighboring AA islands, and the wires along
the third direction acquire −2e between AA islands, the
entire system becomes an insulator at half-filling away
from charge neutrality with +2e charge per unit cell on
the superlattice. The insulator observed at the 1/4 filling
should correspond to two particle backscattering, which
is a much weaker effect. The backscattering will be more
relevant with larger Luttinger parameter K.
We also notice that in experiment the resistivity at
the same charge density can strongly depend on the dis-
placement field [4]. This is a natural phenomenon in our
formalism, because a stronger displacement field would
lead to a larger gap in the quantum valley Hall insula-
5tor, and hence stronger localization of the electron wave
function at the wires. Stronger localization of the do-
main wall states would lead to a stronger effective parti-
cle density-density interaction in the (1 + 1)d CFT, and
hence a larger Luttinger parameter K based on the stan-
dard bosonization formalism. A larger K would render
the backscattering at the AA islands more relevant. This
means that the Luttinger parameter K is tunable by the
displacement field, and the field can potentially lead to
a metal-insulator transition.
Summary: We study the correlated physics of the TBG
based on a coupled wire framework. The low energy
physics of the system is dominated by the conducting
wires which are the domain walls between the AB/BA
domains. These domains are enlarged due to lattice re-
laxation, and are driven into the quantum valley Hall in-
sulators under a displacement field which can have mul-
tiple origins. The observed superconductivity and the
correlated insulator of the system are interpreted as con-
sequences of the Josephson tunnelling and also backscat-
tering at the AA stacking islands, which are the junctions
where the wires along three directions meet. One puz-
zle from the experiment is the weakness of the insulators
at fractional fillings. In our description, the insulating
behavior is due to the backscattering at the AA islands,
which is still suppressed due to large momentum transfer
(large momentum transfer orthogonal to the wire, which
is still approximately defined due to the smoothness of
the background potential), thus it will at most lead to a
weak correlated insulator. In our formalism a displace-
ment field can tune the Luttinger parameter of the CFT,
and hence affect the relevance of backscattering and also
charge transport, as was observed experimentally.
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A: Exchange energy of two-particle wave functions
Let us evaluate the exchange energy of two-particle
wave functions in more detail in this appendix. The wave
7function ΨA(x1,x2) considered in the main tex has the
interaction energy
Eint ∼
∫
dx1dx2 Ψ
∗
A(x1,x2)Vx1,x2ΨA(x1,x2)
= E0 + Eex; (15)
where Vx1,x2 is the (screened) Coulomb interaction. Both
integrals
∫
dx1,
∫
dx2 are performed in the 2d space.
E0 =
∫
dx1dx2|ϕL,1(x1)|2|ϕR,2(x2)|2Vx1,x2 + · · · (16)
Eex is the exchange energy, and it involves six integrals:
Iex,1 ∼ −∫
dx1dx2ϕ
∗
L,1(x1)ϕL,2(x1)Vx1,x2ϕ
∗
R,2(x2)ϕR,1(x2) + c.c;
Iex,2 ∼ +∫
dx1dx2ϕ
∗
L,1(x1)ϕR,1(x1)Vx1,x2ϕ
∗
R,2(x2)ϕL,2(x2) + c.c;
Iex,3 ∼ −∫
dx1dx2ϕ
∗
L,1(x1)ϕR,2(x1)Vx1,x2ϕ
∗
R,2(x2)ϕL,1(x2) + c.c;
Iex,4 ∼ −∫
dx1dx2ϕ
∗
L,2(x1)ϕR,1(x1)Vx1,x2ϕ
∗
R,1(x2)ϕL,2(x2) + c.c;
Iex,5 ∼ +∫
dx1dx2ϕ
∗
L,2(x1)ϕR,2(x1)Vx1,x2ϕ
∗
R,1(x2)ϕL,1(x2) + c.c;
Iex,6 ∼ −∫
dx1dx2ϕ
∗
R,1(x1)ϕR,2(x1)Vx1,x2ϕ
∗
L,2(x2)ϕL,1(x2 + c.c;
Eex =
6∑
i=1
Iex,i, (17)
The single-particle wave functions are roughly (for exam-
ple) ϕL,1(x) ∼ exp(iK1x)FL,1(y), etc. where FL,1(y) is
an envelop function of the coordinate y orthogonal to the
wire, and localized at the wire. FL,1(y) should carry an
approximately conserved large momentum, which inher-
its from the crystal momentum of one of the two valleys,
assuming the domain wall is smooth enough compared
with the lattice scale. In all these exchange energy in-
tegrals, Iex,2−5 are expected to be considerably smaller
than Iex,1 and Iex,6, because they involve large momen-
tum transfer, i.e. integrals like
∫
dx1ϕ
∗
L,1(x1)ϕR,1(x1),
These integrals are highly suppressed because ϕL,1(x1)
and ϕR,1(x1) come from two valleys in the original honey-
comb lattice, the two valleys have very large momentum
difference.
Iex,1 + Iex,6 is the main exchange energy gained by
ΨA, both integrals do not involve large momentum
transfer, and they both conserve the total momentum
FIG. 2: Schematic dispersion of the 1d domain wall states
after doping. K1 and K2 come from the same valley Q in the
2d Brillouin zone. Time-reversal symmetry guarantees that
K1 = −K′2, K2 = −K′1.
along the wire (time-reversal symmetry guarantees that
K1 = −K ′2, K2 = −K ′1), assuming we focus on a single
wire without junction. With the Coulomb interaction,
or the standard form of screened Coulomb interaction,
Iex,1 + Iex,6 is negative. The exchange energy of ΨB is
very similar, and both wave functions are “channel” sin-
glet states.
One can also run the same test on other two-particle
wave functions which are symmetric in the channel space,
such as
ΨC(x1,x2) ∼ ϕL,1(x1)ϕR,2(x2) + ϕL,2(x1)ϕR,1(x2)
− ϕR,1(x1)ϕL,2(x2)− ϕR,2(x1)ϕL,1(x2);
ΨD(x1,x2) ∼ ϕL,1(x1)ϕR,1(x2)− ϕL,2(x1)ϕR,2(x2)
+ ϕR,1(x1)ϕL,1(x2)− ϕR,2(x1)ϕL,2(x2);
· · · · (18)
None of these wave functions gain as much exchange en-
ergy compared with ΨA and ΨB , because their exchange
energy integrals either involve large momentum transfer,
or violate total momentum conservation along the wire.
For example, for ΨD(x1,x2), its exchange energy con-
tains terms like
−
∫
dx1dx2ϕ
∗
L,1(x1)ϕL,2(x1)Vx1,x2ϕ
∗
R,1(x2)ϕR,2(x2),(19)
this integral represents the physical process of moving
two particles at momenta K2 and K
′
2 to momenta K1
and K ′1 (Fig. 2), which is suppressed because in general
it violates total momentum conservation along the wire.
This total momentum conservation can be viewed as a
U(1) symmetry in the channel space, i.e. NL,1 +NR,1 −
NL,2 − NR,2 must be a conserved quantity, where (for
example) NL,1 is the number of left moving particles at
channel 1.
8B: Fermion Bilinears as CFT fields
In the main text, we obtain the CFT field expressions
of the fermion mass operator Eq. 5 using the non-Abelian
bosonization of U(4)1 and the decomposition U(4)1 ∼
U(1)4⊗SU(2)s2⊗SU(2)c2. For the Cooper pair operator
Eq. 6, we first define a new basis of fermions such that the
Cooper pair operator acts as a fermion mass operator in
the new basis. Then, we conduct a similar non-Abelian
bosonization and the decomposition of U(4)1 to obtain
its CFT field expression. In this section, we study a
different method to obtain the CFT field expressions of
the fermion mass operator and the Cooper pair operator
while treating them in equal footing.
We first rewrite the left/right-moving complex
fermions ψL,c,α, ψ
†
L,c,α, ψR,c,α, and ψ
†
R,c,α in a Majo-
rana fermion basis χL/R where each of χL and χR is an
8-component Majorana spinor. The Majorana fermion
basis is chosen such that the generators of the symme-
tries U(1)e, SU(2)s and SU(2)c are given by
U(1)e : σy00,
SU(2)s : σ0xy, σ0zy, σ0y0, (20)
SU(2)c : σ0yx, σ0yz, σ00y,
where σx,y,z are the Pauli matrices and σ0 is the 2 ×
2 identity matrix. Here, we’ve adopted the notation
σabc... ≡ σa ⊗ σb ⊗ σc ⊗ .... The left and right-moving
Majorana fermions can be described by the O(8)1 CFT.
More precisely, we can bosonize these Majorana femions
and describe them using a non-linear sigma model with
the group O(8) and with a Wess-Zumino-Witten term at
level 1. Following the non-Abelian bosonization proce-
dure given by Ref. 66, we can identify the fermion bi-
linears χLχ
T
R with the field h ∈ O(8) of the non-linear
sigma model. The fermion mass operator in Eq. 5 and
the Cooper pair operator Eq. 6 are included in χLχ
T
R
and hence can be expressed in terms of h ∈ O(8) when
bosonized. In the following, we will study the specific
form of field h ∈ O(8) which represents the fermion mass
and the Cooper pair operators.
First of all, both of the fermion mass and the Cooper
pair operators are SU(2)c singlets. Hence, we focus only
on the field h ∈ O(8) such that h commutes with the
SU(2)c generators given in Eq. 20. The field h that
satisfy this condition takes the general form
h = W (h˜⊗ σ0)W † (21)
where W = 1√
2
(1 + iσ0yy) and h˜ is a 4× 4 matrix. Since
h ∈ O(8), h has to be a real matrix, which implies
σ0yh˜σ0y = h˜∗. (22)
This condition implies that h˜ decompose into a linear
superposition of the following basis matrices with real
coefficients:
σ00, iσ0x, iσ0y, iσ0z
iσy0, σyx, σyy, σyz
σx0, iσxx, iσxy, iσxz
σz0, iσzx, iσzy, iσzz. (23)
Both the fermion mass and the Cooper pair operators
transform non-trivially under the left and right U(1)e
and SU(2)s actions. For the field h, the left and right
U(1)e and SU(2)s actions are given by the left and right
multiplication of U(1)e and SU(2)s matrices generated
the generators given in Eq. 20. Hence, we should orga-
nize the basis of h˜ such that h transforms properly under
the left and right U(1)e and SU(2)s actions:
h˜ = α(cosφ+ i sinφσy)⊗ g
+ β(cos θσx + sin θσz)⊗ g′, (24)
where α, β are real number, φ and θ are two angular vari-
ables, and g, g′ ∈ SU(2) are 2× 2 SU(2) matrices. Note
that h˜ contains two terms. Their transformations under
the left and right U(1)e symmetries allow us to identify
them as the fermion mass operator and the Cooper pair
operators respectively. The angular variables φ and θ
are then naturally identify with the φ and θ fields of the
U(1)e4 CFT fields discussed in the main text. Finally, we
need to consider the constrain of hTh = 1 on h˜:
α2 + β2 = 1,
gg′ = g′g. (25)
To treat the fermion mass operator and the Cooper pair
operator in equal footing, we should choose α = β = 1√
2
.
The second equation is naturally satisfy by setting g =
g′ ∈ SU(2). Now, we can conclude that the most generic
form of h˜ that captures the fermion mass operators and
Cooper pair operators in equal footing is given by
h˜ =
1√
2
(cosφ+ i sinφσy)⊗ g
+
1√
2
(cos θσx + sin θσz)⊗ g. (26)
Using this form of h˜, we can obtain the expression of h.
We can furthermore transform the basis from χL/R back
to the complex fermions ψL,c,α, ψ
†
L,c,α, ψR,c,α. After the
basis transformation, we see that the two terms in h (that
comes from the two terms in h˜) agree respectively with
the CFT field expressions of the fermion mass operator
Eq. 5 and of the Cooper pair operator Eq. 6 in the main
text.
