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Abrams and Ben-Israel [2] and Abrams [3] have obtained a duality theorem 
for convex programming in compIex space. However, they do not give a 
converse duality theorem.In the present paper, a converse duality theorem and 
a symmetric duality theorem are proved for complex space. The method of 
proof depends (as does [2]) on mapping a complex minimization problem onto 
an equivalent minimization problem in real space, but the approach is 
simpler than [2], and the functions less restricted (FrCchet-differentiable 
rather than analytic). Symmetric duahty is proved for a class of poIyhedra1 
cones in complex space; this generalizes, even for real space, the symmetric 
duality theorems of Dantzig, Eisenberg, and Cottle [6] and Mond [7]. 
NOTATIONS AND PRELIMINARIES 
Denote by Rrb (resp. P) n-dimensional real (resp. complex) space, with the 
Euclidean (resp. Hermitian) norm I . 1 . Denote by 
R+n=(x~R”:x~>o, 1 <i,(n) 
the nonnegative orthant of Rn. For x, y  E R”, x > y  denotes x - y  E R;. I f  
A is a matrix, then AT, 2, AH d enotc its transpose, complex conjugate, 
conjugate transpose. No distinction will be made between a linear map and 
the matrix which represents it. 
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In this paper, a cone in Rm means a closedpolyhedral convex cone, defined as 
a finite intersection of closed half-spaces in R”, each half-space containing 0 
in its boundary. If  S = (X E R”” : Kx >z: 0) is a cone, where K is a given 
matrix, then the dual cone [5] is S* = {y E R”’ : (32 2 0) : y  = Fx}. A 
subset S C C”” is a cone if f  pS is a cone in Ram’, where p : C”” --f R2” denotes 
the canonical mapping defined by xi + iy, - (zcj , yj). It then follows [S] 
that S is a cone in C” if and only if S = (z E Cm : Re(Kz) 2 0}, where ii 
is a complex matrix. The dual cone S* is defined by p(S*) = (pS)*, as in [5]. 
Define the linear manifold MC P = C” x C” by 
M = {(z, w) E CT1 x C” : w = z}. 
A function g : M + Cn will be called dzfteerentiable on M, with (Frechet) 
derivative on M equal to g’(.), if 
g(52) - ‘Y(L) = g’(L) (52 - 51) i- II, 
where & = (zj , wj) E M (j = 1, 2), g’([,) : M + C”” is a linear map (neces- 
sarily continuous), and / 4 111 {a - & 1 + 0 as 1 & - & 1 -+ 0. If  we write & 
as a column vector, then g’(<,) is a matrix whose components are the partial 
derivatives of g at & with respect to x and w. If  vz = 1, then g’(&) is a row 
vector.) For g to be differentiable on M, it is sufficient but not necessary that g 
be the restriction to M of an analytic function of (a, w). 
Let f:M+C and g:M + C” be functions differentiable on M; let 
4(t) = Ref(& for 5 = (z, X) E M; let S be a cone in C”. There is a natural 
map p from M onto Rzn defined by 5 = (z, 2) + (x, y), where z = x + iy. 
This induces maps 4 + 6, g -+g” defined by +([) = &x, y) and g(t) = g”(x, y). 
The map p : Cm --, Rzm maps S to S = S’ x Si where S is a cone in Rzm, 
and ST and Si are cones in R”. Thus 5 satisfies - g(c) E S if f  
- g’(l) = - Reg(<) E Sr 
or equivalently i f f  
and - g”(c) = - Img({) E 3, 
- &, Y) = - pg(l*-l(x, Y)) E 3. 
Let S = {z E Cm : Re(ifi) 2 0} be a cone in Cm, defined by the complex 
matrix K; let the corresponding cone S in R 2m be defined by a (real) matrix R. 
Following Abrams and Ben-Israel [2], define the function h : M --+ Cm as 
convex with respect to S 011 M if, for all & , l2 E M and all h E [0, I], 
W-1) + (1 - 4 h(L) - 4% + (1 - 4 52) E s, 
or equivalently if 
Re(h~h(S,) + (1 - A) Eh(5,) - ifh(XS, + (1 - X) 5,) > 0. 
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Let g : M -+ C” be convex, in this sense, and also differentiable on M. 
If a, b E M, t E R, and I/ denotes any component of Re(Kg(.)), then #(a + tb) 
is a real differentiable convex function of t (in the elementary sense), so (if 
c = tb) 
$~(a + c) - #(a) 2 ReCKg’(a) cl 
in which [-] denotes the component appropriate to I/; hence 
Re %@) - g(4) 3 Re %?(4 (b - a) (a, b E M). 
Conversely, if the last equation holds for a function g : M + Cm which is 
differentiable on M, then g is convex with respect to S on M. Since M is a 
linear manifold in C2n, an equivalent statement in real space is 
big + (1 - 4 &w2‘2) - magi + (1 - A) 52) 3 0, 
where 
Thus the differentiable function g is convex with respect to S on M iff each 
component of @( .) is convex (in the elementary sense). 
If h(z, ZU) is an analytic function of (z, W) E C” x C”, and partial deriva- 
tives are denoted by subscripts, then 
h(x, 2) = h(x + iy, x - iy) = yx, y) 
implies that, for h restricted to M, 
(A) & = h, + & and 6, = ih, - i/z,. 
If h is merely dzzerentiuble 071 M (and not analytic), then h, and hz will be 
de$ned by (A); h, and hi will be considered as row-vectors. 
For the particular analytic function h(z, zu) = x%g, where p and 4 are 
integers 
(B) & = h, and h, = I& 
(where h, means the conjugate of ah/Z, whereas t;,- means &5/Z). Since any 
analytic function of (z, W) can be locally represented by a power series, the 
identities (B) extend to all such functions (defined on M). 
COMPLEX PROGRAMMING 
Let f : M--f C and g : M + Cm be differentiable on M; Iet f have convex 
real part with respect to R, on M, and let g be convex with respect to S on M, 
where S is a cone in Rm; let 4 = ReJ The minimization problem in complex 
space: 
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(PI) Minimize 4(c) subject to - g(C) E S and 5 E M (where 5 = (x, 2)) 
is equivalent, using the natural maps p and p, to the minimization problem in 
real space: 
(P2) Minimize C&S) subject to - J(t) E S, where 6 = (x, y) E R’” x R’“. 
Let the cone S be specified by a (real) matrix R; thus 
and &.) and I@(.) are convex functions (in the elementary sense), by the 
previous remarks on convexity. 
Under appropriate conditions, the dual problems of (P2) [4] is the real 
minimization problem: 
(D2) Maximize d(t) + p’Kj(t) 
subject to $‘(t) + p’I@‘(t) = 0, 
and p 3 0, 
(where t E R” x R”, and $‘(t) and J’(t) are FrCchet derivatives). Since 
p 2 0 iff i = RTp E S*, the dual cone of S, (D2) is equivalent to 
(D2)’ Maximize B(t) + fr&t) 
subject to $‘(t) + arJ’(t) = 0, 
and s” E S*. 
Since M is a linear manifold, the FrCchet derivatives F(t) and j’(t) map 
onto derivatives on M. So the constraints of (D2)’ are equivalent to 
where 
P- = (01, /3), a E (SF)*, p E (&I?)*. 
Applying the identities (A) to 6, d’, ii, and noting that s = CY + $3, (D2)’ 
is equivalent to the following problem in complex space: 
(Dl)’ Maximize 4 + Re(+g) 
subject to 
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Adding and subtracting constraints produces the equivalent problem 
(Dl) Maximize Re(f + sHg) 
subject to 
242 + sHgz + s=gz = 0, (*) 
245 + sHg, + ST& = 0, (**) 
SES”. 
A simple calculation shows that sHg, + sTgg is the complex conjugate of 
sHg + sTgz; similarly, c#~ = 4 (fz + fE) is the complex conjugate of 
$z 2 3 (fi + fi); so equation (**) is the conjugate of (*). 
In the present notation, the constraint in the dual program given by 
Abrams and Ben-Israel [2], for f and g analytic, is 
fi +f5 + sHg2 + s'gz = 0. 
Applying (B), this coincides with 
JE +fz + s"g, + ST& == 0, 
which is the same as (**), since 24 =J + f. Note, however, that (Dl) does 
not require f and g analytic. 
CONVERSE DUALITY 
Suppose now that (Dl) possesses an optional solution (5, s), where 
5 = (z, .Q and assume that, at the corresponding point (t, P) (where t = (x, y)) 
of the equivalent real problem, the matrix of second FrCchet derivatives 
D = 2$“(t) + 1 $&j;(t) 
is nonsingular. (The si are the components of s.) The converse duality theorem 
for real convex programming is applicable to (P2) and (D2), since the func- 
tions are convex; the version of the theorem given in [4] then shows that 
t = (x, y) is an optimal solution of (PZ), and hence that (z, Z) is an optimal 
solution of (Pl), and that the optima for (Pl) and (Dl) are equal. 
Substitution of the relations (A) shows that 
622 CRAVEN AND MOND 
There are similar equations for g’ and gi. Denote by <$) the matrix 
Evaluation of the determinant involved shows that 
det $“(t) = det [kz $111 = (- 4)” det (4). 
Now Cj s”&(t) maps, using (C), onto 
aT(gT) + ifiT = + P(g) + 4 F(g). 
in complex space. Therefore D is nonsingular if and only if the complex 
matrix 
X4) + s”(g) + s=<a 
is nonsingular. This proves: 
THEOREM 1. Let f : M + C and g : M -+ Cm be dz~erentiable in M; let 
4 = Re f; let S be a polyhedral cone in Cm; let f have convex real part with 
respect to R, on M; let g be convex with respect to S on M. If (z,, , so) is an 
optimal solution to the maximization problem, 
(D) Maximize Re(f (a, Z) + sHg(x, z)) 
subject to s E S*, 
2dz + sHgz + ST&T2 = 0, 
such that the matrix 
X$) + sH(g> + s’(g) 
is nonsingular at (x O, so); then z,, is an optimal solution to the minimization 
problem 
(P) Minimize Re f (z, Z) 
subject to - g(z, Z) E S; 
and the maximum of (D) equals the minimum of(P). 
SYMMETRIC DUALITY FOR CONES 
The symmetric duality theorem for nonlinear real programs, proved by 
Dantzig, Eisenberg and Cottle [6] and Mond [8], also generalizes to complex 
programs. First an extension will be proved to polyhedral cones in real space. 
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(Note that the derivative D,K(x, y) used in [6] is the transpose of the FrCchet 
derivative used in the present paper.) A polyhedral cone will be called i&e- 
pendent if the normals to its boundary hyperplanes are linearly independent. 
THEOREM 2. Let T C Rn and S C R” be (closed, convex) polyhedral cones; 
let S be independent; let T* and S* be the duals of T and S; letf : Rn x Rm + R 
be a twice-d#eventiable function, whose restriction to T x S is convex (in the 
elementary sense) in x E T for each jixed y  E S, and concave in y  E S for each 
$xed x E T. Let (PO) and (Da) denote the programs (where f  = f  (x, y)): 
(Pa) Minimize f  - f ,y subject to - fUT E S* and x E T. 
(D,) Maximize f  - fzx subject to fzT E T* and y  E S. 
Then, if (x0, ys) is an optimal solution for P, such that the second FrCchet 
derivative f,, is nonsingular at (x0, y,,), then (x0 , yO) is an optimal solution 
for both (P,,) and (D,), and the minimum of (PO) equals the maximum of (Da). 
Proof. Let the cone S* be specified by a matrix KT; thus 
w~S*oK~w 20, and y=Ku~S+u>0. 
Similarly, let M be a matrix such that x E T o Mx 3 0; then 
Application of a theorem of John [7] to (PO) shows that there exist 7 E R, , 
and vectors u 3 0, v  2 0 such that, at (x,, , yO), 
4f3c - yTfA + uT(KTf,,) - vTM = 0, (i) 
T(f, -f, - yTfA + uT(KTf,,) = 0, (ii) 
(794 # 0. (iii) 
uT(KTfVT) = 0; v=(Mx) = 0. (iv) 
[The usual form of John’s theorem gives (T, u, v) # 0; the version given by 
Abadie [l] states that the multiplier v  corresponding to the linear constraint 
Mx 2 0 may be omitted in (iii).] 
From (ii), (q - Ku)T f,, = 0; by hypothesis, the matrix f,, is nonsingular; 
so my = Ku. If  7 = 0, then Ku = 0; since the cone S is independent, 
Ku = 0 z- u = 0; so (iii) is contradicted; hence 7 # 0. So y  = &Ku E S 
(thus any optimum (x0 , ya) of (Pa) must lie in the cone T x S), and, from (i), 
since ryT = UT, 
fzT = rlMTv E T* since i- > 0, v  > 0. 
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Thus (x,, , ys) satisfies the constraints of (Da); and from (iv), f,y = 0 and 
f~ = 0 at (x0 , YJ. Hencef - f vy  = f  - fzx at (x0 , YJ. 
Let x, f E T and y, 7 E S. Since f  is convex in x E T for each y E S, and 
concave in y E S for each x E T, 
f  (x2 7) - f  (EY77) 2fz(O 71) (x - 0, 
f(% 7) -f (x9 Y> Gf*(% Y> (7 - Y). 
Subtracting and rearranging (as in Theorem 1 of [6]), 
[ f  (4 39 -f&t Y) Yl - lf(57 7) -f&T, 7) t1 2 f&S ‘i) 2 - f&7 Y) 7 3 0, 
since fmT E T*, x E T, fgT E S*, 7 E S. So the minimum of (P,,) cannot be less 
than the maximum of (D,,). 
COROLLARY. If, instead, (x,, , yO) is an optimal solution for (D,), fDCr is 
nonsingular at (x,, , y,,), and T is independent, then (x,, , y,,) is an optimal solution 
for (P,,), and the optima are equal. 
Proof. By symmetry between (PO) and (D,). 
COMPLEX SYMMETRIC DUALITY 
To generalize Theorem 2 to complex space, assume the following con- 
ventions: Let 
v = C” x C’” x C” x C”; 
let 
For a twice (FrCchet-) differentiable function f  : Q -+ C, its partial derivatives 
will be denoted by fg , fe (for fixed w, @) and fW , fE (for fixed z, z), as in the 
preliminary section; fzz , fzi , fWW , etc. denote second Frechet derivatives. 
THEOREM 3. Let T C Cn and S C Cm be (closed convex) polyhedral cones; 
let S be independent; let f  : Q + C be twice-d@rentiable; let the real part of 
f  (z, Z, w, G) be convex (as a function of (z, z)) with respect to R, on 
{(z, Z) : x E T}, for each w E S; let - Re f  be convex (as a function of (w, a)) 
with respect to R, on {(w, a) : w E S}, for each z E T. Let (P) and (D) denote 
the complex programmes: 
(P) Minimize Re( f  - fWw -f&) 
subject to - (Re f  )d E S* and x E T, 
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Then, if (z, , w,,) is an optimal solution for (P), such that 
D = r;;; $;;I (where 4 = Ref) 
is nonsingular, then (z,, , w,,) is also an optimal solution for (D), and the 
maximum of (D) equals the minimum of (P). 
COROLLARY. The same conclusion holds if, instead, T is an independent cone, 
(% 3 wO) is an optimal solution for (P), and 
is nonsingular. 
Proof. Let w = u + iv, z = x + iy, &x, y, u, v) = $(a, Z, w, @), Rou- 
tine calculations based on the identities (A) show that (P) and (D) are equiv- 
alent, respectively, to the real programs: 
(P’> Minimize 
subject to 
and 
-&,T~S*i and ’ ET. [I Y 
CD’) Maximize i-&+&Y 
subject to &= E T*r 
and 
BVT E T*i and 
[I 
; ES. 
Setting 
IX= [I x E R2”, Y /3 = [f] E R”“. 
9% B) = 8(X> YY u> VI, 
(P’) and (D’) are equivalent, respectively, to 
(P”) Minimize 1+4 - I,@ subject to - tiaT E (S*)” = (s)* and 01 E p. 
(D") Maximize # - Z,&OL subject to I,&~ E (T*)” = (p)* and fi E s. 
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Here s  ^ is an independent cone in Rzn, 4 is twice-differentiable, convex in 
a: E 1; for each /3 E s, concave in p E s for each 01 E T. And (as in the proof 
of Theorem 1) 
so y!~~” is nonsingular. So Theorem 3 follows from Theorem 2. 
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