ABSTRACT Feature selection is a very important process in text classification. It can effectively eliminate redundant features and retain feature words with strong class distinguishing ability. In this paper, we propose a feature selection algorithm based on document frequency of segmented term frequency (STF-DF). In the algorithm, we also present two new concepts of ''segmented term frequency'' and ''STF-DF.'' Then, we compare STF-DF with six commonly used feature selection algorithms (document frequency, information gain, chi-square, CMFS, NDM, and t-test) on three popular datasets (20 Newsgroups, Classic3, and WebKB). Experimental results show that our proposed algorithm can improve the accuracy of text classification and make the classification more effective.
I. INTRODUCTION
With the rapid development of the Internet, the amount of information that people can obtain shows an explosive increase. And most of them is presented as text. If such textual data is organized by manual methods, it will cost a lot of material and manual power [1] - [3] . Therefore, it is necessary for people to find a new technology to manage these complicated data effectively and accurately. Text classification is an effective way to solve this problem [4] , [5] , and it has become one of the most important research directions in data mining.
The study of text categorization can be traced back to the end of the 1950s. In 1957, Luhn [6] of IBM put forward the idea of term frequency statistics for text categorization, which leads to a landmark breakthrough in the field of automatic text classification. Subsequently, Maron [7] published the first paper on automatic text classification in the Journal of ACM entitled ''On relevance, probabilistic indexing and information retrieval.'' The paper discussed the technology of keywords automatic classification. Its publication indicated the arrival of the era of automatic text classification. In terms of text representation, Salton et al. [8] proposed the Vector Space Model (VSM) to abstract text features into feature space vectors, which has been widely used because of its simplicity and effectiveness. Lewis [9] applied Decision tree and Bayes classifier to automatic text classification. Since 2000, researchers have gradually studied the automatic text classification technology from the perspective of semantics and have obtained abundant research achievements.
In text categorization, redundant feature items will reduce the accuracy and efficiency of classification to some degrees. Therefore, it is necessary to reduce the dimension number of the feature space [10] . Feature selection, an important issue in text classification, which can select feature items with strong category discrimination capabilities from the original feature space. After feature selection, some superfluous feature items are eliminated and the dimension number of the feature space is reduced, which can greatly improve the efficiency of text classification [11] . At present, many scholars have conducted extensive research on feature selection. Yang and Pedersen [12] pointed out that the excellent feature selection algorithm can not only effectively reduce the feature space, but also greatly improved the accuracy of the classification results. In 2005, Yan et al. [29] proposed the Orthogonal Centroid Feature Selection (OCFS) by optimizing the objective function implied by the Orthogonal Centroid algorithm. The algorithm has excellent performance when the feature space dimension number is very small. Shang et al. [13] constructed a new metric function, which is based on the Gini coefficient theory, to reduce the feature space at high latitudes and achieved good results. Montañés et al. [14] proposed a hybrid feature selection method. In 2009, Lin et al. proposed a probabilistic model method based on the term weight model. In 2012, Uysal and Gunal [15] proposed a novel filter-based probabilistic feature selection method, namely Distinguishing Feature Selector (DFS).
In this paper, we propose a novel feature selection approach based on document frequency of segmented term frequency (STF-DF). Experiment results show that STF-DF is an effective feature selection method. The algorithm calculates the frequency of the document from the perspective of segmented term frequency, and fully considers the contribution of the same feature word to the classification under different word frequencies. The experimental results show that STF-DF algorithm has better classification performance and is an effective feature selection algorithm.
This paper structure of the rest is as follows. Section 2 introduces the related work of the algorithm. Section 3 describes the feature selection algorithm based on document frequency of segmented term frequency (STF-DF). It includes the introduction to segmented term frequency and the algorithm description. In Section 4, the experiment setting, the datasets and the evaluation metrics are explained. Section 5 shows the detailed experimental results, and analyzes and discusses them. Finally, we give the conclusions in Section 6.
II. RELATED WORK
In many areas, feature selection is used as a tool to eliminate irrelevant and redundant features. It can simplify the data set by reducing the feature dimension and identifying relevant features without degrading the classification accuracy. In recent years, many feature selection methods have been widely used in text classification. In this section, we will introduce six effective feature selection methods, including Document Frequency (DF), Information Gain (IG), Chi-square (CHI), t-test, CMFS and NDM. These feature selection methods will be used as contrast algorithms in the experimental part.
A. DOCUMENT FREQUENCY Document frequency [1] , [16] is a simple and effective feature selection method. It refers to the number of documents containing some certain item. The basic idea is that low-frequency terms are useless for category prediction and may even influence the final classification effect. Therefore, such low-frequency words should be removed from the original feature space. Only when the document frequency of a feature item is higher than the specified threshold, the terms will be retained. The document frequency of a term is calculated as follows.
Where tp is the number of documents containing feature words in the current class and fp denotes the number of documents containing feature words in the non-current class.
B. INFORMATION GAIN
Information gain [17] , [18] is an entropy-based assessment method which is commonly used in machine learning. It refers to the difference between the information entropy produced by the presence or absence of a feature item in the document. The greater the information gain of the term is, the stronger the classification ability of the item is. The formula for IG is as follows.
Where K is the category number in the dataset, p(t i ) indicates the probability of documents containing the item t i in the training set, p(t i ) is the probability that the text of the feature item does not appear in the training set, P(C k ) represents the probability that the document in the category C k appears in the dataset, p(C k |t i ) is the probability that the document containing item t i belongs to category C k , p(C k |t i ) indicates the probability that a document containing item t i does not belong to category C k .
C. CHI-SQUARE
Chi-square [12] , [16] is frequently used to test the independence of two variables in mathematical statistics. In feature selection, we use chi-square to determine the independence between feature items and categories. When the chi-squared value is 0, the feature items and categories are independent. At this point, the feature item does not contain any category information. In addition, the larger the Chi-square value is, the more category information the feature item contains. Chi-square formula is defined as follows.
The meanings of N , A ik , B ik , C ik and D ik are shown in Table 1 .
D. t-test
t-test [19] is used to measure the diversity of term frequency distribution between a specific category and the entire corpus. Its calculation formula is as follows.
Where tf ki denotes the average frequency of the item t i in category C k , tf i is the average frequency of item t i in the entire corpus, N k is the number of document belonging to category C k , N is the number of document in the entire corpus, and K is the category number in the corpus.
The following two methods are used alternatively when the t-test value of the item is finally calculated.
A hybrid measurement strategy is proposed in CMFS [20] . It comprehensively measures the significance of a term both in inter-category and intra-category. And it is defined as follows.
Where p(t i |C k ) is the probability that the feature t i appears in the category C k , and p(C k |t i ) is the probability of t i belonging to category C k under the premise that the feature item t i appears.
The algorithm uses the following two methods to calculate the global importance of the feature t i .
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As the problem becomes more comprehensive, most algorithms start to use tpr and fpr to calculate the importance of feature terms [21] . The formula of tpr and fpr are as follows. Where fp is the number of documents containing the term t i and belonging to the negative class, tp represents the number of document containing the feature item t i and belongs to the positive class, and fn represents the number of document not containing the feature item t i and belongs to the positive class, tn represents the number of document not containing the feature term t i and belonging to the negative class.
NDM algorithm [22] uses the absolute value of the difference between tpr and fpr divided by the smaller one between them to characterize the degree of importance of the feature. The formula is as follows.
It should be noted that in order to avoid the situation where the value of min(tpr, fpr) is 0, the algorithm sets a smaller value as the denominator.
III. STF-DF
Feature selection is a good solution to solve the high dimensional problem in feature space. At present, there are many new or improved feature selection algorithms. We found that most of these algorithms only used the Boolean model to calculate the documents frequency. However, the following two cases are generally not considered. (1) the feature terms appear in all documents of class C k , but their frequencies are extremely low; (2) the feature terms appear in all documents of class C k and their frequencies are extremely high. If the document frequency is judged only by the Boolean criterion, the results obtained in both cases are the same, but the contribution of the same feature with different term frequency must be different. Therefore, we propose a novel feature selection approach-STF-DF. In this algorithm, we define the concept of segmented term frequency (STF) which means that a feature t i is divided into several terms
, where q is term frequency, and F is the highest term frequency among all the features. On this basis, we can easily obtain the value of document frequency of segmented term frequency, which can be calculated by the following steps. To illustrate more clearly, a sample dataset is given in Table 2 which contains 12 documents, 3 categories and 2 features (t a and t b ). Table 3 shows the documents frequency of t a and t b in three classes under different term frequencies. In this paper, we introduce the idea of variance to measure the distribution of features. The larger the variance is, the more unstable the distribution of document frequencies between classes is, and the higher the importance of the feature is. From the statistical results in Table 3 , it can be seen that for the featuret a , without the idea of STF, the document frequencies of the feature word t a under three categories are satisfied with df 1a = df 2a = df 3a = 4, the variance between classes of the document frequency can be calculated as S 2 (t a ) = 0, VOLUME 6, 2018 Besides, if the variance of the inter-class documents frequency is same, the high-frequency term should be more representative and need to be given higher weight.
In order to get the STF-DF value of the terms, we need to calculate the maximum term frequency F of all the features in the whole corpus firstly. The formula is as follows.
Where tf ki is the maximum term frequency of the feature t i in the class C k , and F t i refers to the maximum term frequency of the feature t i .
Then we need to calculate the variance of the inter-class document frequency under STF of the term t i . And the formula is as follows.
Next, we calculate the variance of the inter-class document frequency without considering STF of the term t i . The formula is as follows.
Where df k (i, q) refers to the document frequency of the feature t i in the class C k when the term frequency is q. And df (i, q) is the average of the document frequency of the feature t i in all classes when the term frequency is q.
Similarly, df ki represents the document frequency of the feature t i in the class C k when STF is not considered. And df i represents the average of the document frequencies of the feature t i in all classes when STF is not considered. K is the total number of categories.
In summary, the formula for calculating the weight of feature t i is as follows.
The steps of STF-DF algorithm are as follows.
IV. EXPERIMENTAL SETTINGS
In this section, we briefly introduce the dataset, the preprocess of text and the choice of classifiers. Finally, we give the evaluation method of the algorithm.
A. DATASET
Taking into account the universality of the experimental results, validation was performed on three common datasets, including 20Newsgroups, Classic3 and WebKB, all of which are recognized in the text classification field. The 20News-groups dataset is a widely used benchmark that contains 1,997 documents and is evenly distributed among 20 different news categories, each with 1000 documents. The Classic3 corpus is a collection of documents from Cornell University's SMART project that contains three categories and the distribution of documents in the categories is balanced [23] . The WebKB dataset contains seven categories and we select four of them for experimentation. The category ''student'' contains the most number of entries (3756), and the category ''project'' contains the fewest entries (3214) [24] , [25] . In the experiment, the corpus needs to be divided into two parts: the training set and the test set. The 20 Newsgroups data For each category C k ∈ D
3.
Compute the maximum term frequency of the feature t i in the class C k ---tf ki 4.
End For
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Compute the maximum term frequency of feature t i in D---F For each category C k ∈ D
10.
For term frequency q from 3 to F 11. Compute the document frequency of feature t(i, q) in class C k under the segmented term frequency---df k (i, q) 12 .
End For
13.
End For
14.
Compute the mean value of the document frequency of feature t(i, q) in all classes under the segmented term frequency---df (i, q) 15. Compute the variance of the frequency of the inter-category documents under the segmented term frequency---S 2 For each category C k ∈ D 19. Compute the document frequency of feature t i in the class C k ---df ki 20.
End For
21.
Compute the average value of document frequency for feature t i in all classes---df i
22.
Compute the documents frequency variance S 2 (t i ) of inter-class of feature t i . 23 28 . Select top m terms as features set has been divided into the training set and the test set, while the other two data sets do not have a clear division standard. Therefore, the 70% of the data amount is selected as a training set and the rest 30% is evaluated as a test set.
B. DATA PRE-PROCESSING
Before feature selection, the data need a pretreatment to reduce the initial dimension number. In this paper, text preprocessing includes removing text markers and stopping words. We apply pruning by applying upper and lower thresholds. The lower threshold is an absolute value, so we remove words present in three or less documents. The percentage of total number of documents is used as upper threshold, words present in 25% or more documents are removed. A proper pre-processing can make text classifications perform quickly and efficiently.
C. CLASSIFICATION ALGORITHM USED
Nearest Neighbor (KNN) classifiers and Naive Bayes (NB) classifiers are selected for classification and testing. KNN classification [26] method is widely used for text classification, which is simplified and has lower error rate compared to other classification methods. We select the angle cosine in the KNN algorithm to measure the distance between two texts and set in the experiment. Naive Bayes algorithm [3] , [27] is a classification method based on the assumption that a term occurring in a document is independent from the occurrence of other terms.
D. EVALUATION METRICS
We evaluated the performance of the text classification with two success measures micro − F 1 and Accuracy. In micro−F 1 , all categorization decisions are made ignoring the class discrimination. The formula is as follows.
Where p and r correspond to the average of precision and recall, respectively.
Accuracy represents the ratio of the number of correctly classified document to the total number of documents in the dataset. The formula is as follows. 
V. EXPERIMENTAL RESULTS AND ANALYSIS
We use classifiers of Naïve Bayes and KNN to carry out two sets of comparative experiments on three common datasets (20NewsGroup, Classic3 and WebKB), which are used to contrast STF-DF algorithm with DF, IG, CHI, CMFS, NDM and t-test. A. 20NewsGroup DATASET Figure 1 (a) and Figure 1(b) show the micro−F 1 curve of seven different feature selection algorithms when using the Naïve Bayes and KNN classifiers on the 20News-Group dataset. As can be seen from Figure 1(a) , when the feature number is greater than 400, the micro − F 1 performance using the NB classifier based on STF-DF is better than the other feature selection algorithms. When the number of selected features is 200, 400, the performance of the STF-DF algorithm is second only to CMFS. Figure 1(b) shows that when using the KNN classifier, the micro−F 1 performance based on STF-DF is consistently better than the other feature selection algorithms, and the more the feature terms are, the better the classification performance is. Table 5 and table 6 show the accuracy of seven different feature selection algorithms using NB and KNN classifiers in the 20NewsGroup data set. Black bold numbers indicate the optimal accuracy of the 7 algorithms under different feature quantities. Table 5 shows that the accuracy using the NB classifier based on STF-DF is better than the other feature selection algorithms except that the number of the selected features is below 400. Table 6 shows that when using the KNN classifier, the accuracy based on STF-DF is better than the other feature selection algorithms.
B. Classic3 DATASET Figure 2 shows the micro − F 1 curve of seven different feature selection algorithms on the Classic3 dataset. Figure 2 is superior to that based on the other feature selection algorithms. Only when the number of selectedfeatures is 1000, the accuracy based on STF-DF is slightly lower than that on NDM. It can be seen from Figure 2 (b) that the micro−F 1 performance of KNN based on STF-DF is only lower than that based on CMFS when the selected feature quantity ranges from 1400 to 2000. Table 7 and Table 8 show the accuracy measure results when using NB and KNN classifiers on the Classic3 dataset. From Table 7 , we can see that when classifiers NB is used, the accuracy based on STF-DF outperforms that based on the other feature selections except the number of features is 1000. Table 8 shows that the accuracy using the KNN classifier based on STF-DF is better than the other feature selection algorithms when the number of selected features is less than 1400.
C. WebKB DATASET
The micro − F 1 performance curves using NB and KNN On the WebKB data set are given in Figure 3 (a) and Figure 3(b) . As can be seen from Figure 3(a) , when the number of selected features is greater than 400, the micro−F 1 performance using the NB classifier based on STF-DF outperforms that based on the other feature selections. When the number of selected features is 200, the performance of the STF-DF algorithm is second only to IG. When the number of selected features is 400, the performance of the STF-DF algorithm is second only to NDM. Figure 1(b) shows that when using the KNN classifier, the micro − F 1 performance based on STF-DF is better than the other feature selection except the number of features is less than 600. Table 9 and Table 10 show the accuracy measure results of seven different feature selections when using NB and KNN VOLUME 6, 2018 classifiers on WebKB dataset, respectively. Table 9 shows that when NB is used, the accuracy based on STF-DF is higher than that based on other feature selections.
Only when the number of selected features is 200 and 400, the accuracy based on STF-DF is slightly lower than that on IG and NDM, respectively. Table 10 shows that when KNN is used, the accuracy based on STF-DF is lower than CMFS only when the number of selected features is taken from 200 to 600, and the rest is always the highest one. Figures 1 to 3 show the performance of the STF-DF on different datasets. Note that the value of micro−F 1 reaches over 0.8 in the 20NewsGroup, and even reaches over 0.9 in the Classic3. It shows that the STF-DF has a good ability to reduce dimension. In particular, micro−F 1 is about 0.6 but its accuracy reach over 0.8 in the WebKB. The main cause of this is the WebKB dataset is relatively unbalanced compared to the 20NewsGroup and Classic3 datasets and the error classification with fewer terms has little effect on the accuracy of the whole dataset. Therefore, when using an unbalanced dataset, performance evaluation with accuracy is not effective.
D. DISCUSSION
To further verify the validity of the STF-DF, Figure 4 shows the average results of the micro−F 1 values of the classification algorithm under different combinations on three datasets. It is observed that the average micro−F 1 value of the STF-DF is optimal under all six conditions. It shows that STF-DF has better dimensionality reduction effect on high dimensional feature space. From the figure we can also see that the Naive Bayes classifier works better for the Classic3, while the KNN classifier is more suitable for the WebKB. This is because different classification algorithms produce different performance effects in different data sets. Therefore, in practical applications, different classification algorithms are usually selected according to specific tasks to achieve the best classification effect. 
VI. CONCLUSIONS
Feature selection plays an important role in text categorization, which has a direct influence on text categorization. At present, there are many good feature selection methods. We found that most of these methods only used the Boolean model to calculate the documents frequency. In this paper, we defined the concept of segmented term frequency (STF), and proposed a novel feature selection approach based on document frequency of segmented term frequency, named STF-DF. The result, comparing with six well-known feature selection methods (DF, IG, CHI, CMFS, NDM, and t-test) on three datasets (20NewsGroup, Classic3, and WebKB), shows that the classification efficiency of STF-DF algorithm is higher than other comparison algorithms, and it is an effective feature selection method. 
