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In a recent publication (Yang et al., 2009. Monte Carlo simulation of complex cohesive fracture in random
heterogeneous quasi-brittle materials. Int. J. Solids Struct. 46 (17) 3222–3234), we developed a ﬁnite ele-
ment method capable of modelling complex two-dimensional (2D) crack propagation in quasi-brittle
materials considering random heterogeneous fracture properties. The present study extends the method
to model three-dimensional (3D) problems. First, 3D cohesive elements are inserted into the initial mesh
of solid elements to model potential crack surfaces by a specially designed, ﬂexible and efﬁcient algo-
rithm and corresponding computer program. The softening constitutive laws of the cohesive elements
are modelled by spatially-varying 3D Weibull random ﬁelds. Monte Carlo simulations are then carried
out to obtain statistical information of structural load-carrying capacity. A concrete cube under uniaxial
tension was analysed as an example. It was found that as the 2D heterogeneous model, the 3D model pre-
dicted realistic, complicated fracture processes and load-carrying capacity of little mesh-dependence.
Increasing heterogeneity in terms of the variance in the tensile strength random ﬁelds resulted in lower
mean and higher standard deviation of peak loads. Due to constraint effects and larger areas of unsmooth,
non-planar fracture surfaces, 3D modelling resulted in higher mean and lower standard deviation of peak
loads than 2D modelling.
 2010 Elsevier Ltd. All rights reserved.1. Introduction
The fracture mechanism of multi-phase quasi-brittle materials
such as concrete, ﬁbre reinforced composites, toughened alloys
etc. depends essentially on their heterogeneous material proper-
ties caused by spatially random distribution of different phases.
The fracture models assuming homogeneous material properties
often predict unrealistically smooth or wrong crack paths and
load-carrying capacity of unknown reliability (Yang and Xu,
2008). To obtain more accurate fracture simulations and assess
structural reliability caused by material randomness, three chal-
lenges must be tackled: numerical representation of random heter-
ogeneity, nonlinear models for complex crack propagation, and
efﬁcient methods to generate statistical information of structural
responses. An extensive literature review recently carried out by
Yang et al. (2009) shows that (i) both direct and indirect ap-
proaches to characterise material random heterogeneity are used
for 2D problems. The direct approaches explicitly model different
material phases in the ﬁnite element meshes. They require time-ll rights reserved.
: +44 151 7945218.consuming generation of a large number of meshes for statistical
analysis. Indeed no statistical analyses have been conducted using
the direct approaches even for 2D problems. The indirect ap-
proaches do not model material phases explicitly. Instead, they
model heterogeneous material properties as random ﬁelds that
satisfy certain distributions such as the Weibull distribution with
special correlation. As such, only one sufﬁciently ﬁne initial mesh
is needed. Because of the ease in generating random ﬁelds, the
indirect approaches are gaining popularity in 2D modelling (Most,
2005; Vorechovsky´, 2007; Yang and Xu, 2008; Bruggi et al., 2008;
Yang et al., 2009) but no studies have been reported on statistical
analysis of 3D structures; (ii) the cohesive crack model (called
cohesive zone model for elastoplastic materials) is becoming more
and more popular in modelling crack propagation in quasi-brittle
materials due to its simple formulation, easy implementation in
the form of cohesive interface elements (CIEs) and ability to ade-
quately capture energy dissipation in the fracture process zone.
However, only 2D fracture has been modelled in the limited exist-
ing studies which consider heterogeneity and randomness; and
(iii) the Monte Carlo simulation (MCS) is still the most powerful
and general method to generate statistical information in problems
with high material nonlinearity. It has been used by all the very
limited 2D studies.
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method capable of modelling 2D multiple discrete cohesive crack
propagation in quasi-brittle materials (Yang et al., 2009). By con-
sidering random heterogeneous fracture properties using the indi-
rect approach, very realistic crack patterns were simulated.
Extensive MCSs were also conducted to evaluate the structural reli-
ability caused by random material properties. Although 2D hetero-
geneous modelling predicts tortuous in-plane crack paths, which
represents an improvement over homogeneous modelling, it as-
sumes smooth, planar out-of-plane crack surfaces. This assumption
is generally untrue for multi-phase composite materials, in which
the crack surfaces are mostly rough and uneven due to the exis-
tence of coarse aggregates or strong inclusions. The larger area of
the rough crack surfaces may have effects on the structural load-
carrying capacity as well as the reliability. This can only be inves-
tigated by 3D modelling.
The present study extends the method developed in Yang et al.
(2009) to model 3D problems. In this method, 3D cohesive ele-
ments modelling potential crack surfaces in Abaqus (2007) are in-
serted into the initial FE mesh with solid elements by a specially
designed, ﬂexible and efﬁcient algorithm. The softening constitu-
tive laws of the cohesive elements are modelled by spatially-vary-
ing 3D Weibull random ﬁelds. MCSs are then carried out to obtain
statistical information of structural load-carrying capacity. The
method is simple to implement. The general-purposed FE analysis
package Abaqus is used to make full use of its rich pre/post-pro-
cessing functionalities and powerful implicit and explicit solvers,
so that the method will be easily accepted by engineering commu-
nities. A concrete cube under uniaxial tension was modelled as a
benchmark example. Signiﬁcant matters, such as the mesh depen-
dence of results, the effects of heterogeneity in the tensile strength
random ﬁeld and the number of samples in MCSs, were investi-
gated. The results from 2D and 3D modelling were compared. This
study appears to be the ﬁrst one that conducts extensive MCSs
based on complex 3D fracture modelling in quasi-brittle materials
considering random heterogeneous properties.2. The methodology
2.1. Modelling procedure
The proposed method involves the following steps:
(1) Meshing the domain using Abaqus/CAE and generating an
input ﬁle. Because the simulated crack patterns are depen-
dent upon the initial mesh, tetrahedron elements are pre-
ferred in the domain of interest so that curved crack paths
can be modelled with good accuracy;Fig. 1. FE meshes before and after cohesive elem(2) Inserting cohesive elements into the initial FE mesh using an
in-house computer program. The initial mesh may consist of
solid elements such as 4-noded tetrahedrons (C3D4), 6-
noded wedges (C3D6) and 8-noded bricks (C3D8), or a mix-
ture of these elements. Both 6-noded and 8-noded cohesive
elements (COH3D6 and COH3D8) can be inserted. Fig. 1a–c
show a mesh with solid elements only, the mesh after CIEs
are inserted, and the 3D CIEs, respectively. The cohesive ele-
ments have zero out-of-plane thickness (which is exagger-
ated for clarity in Fig. 1b and c);
(3) Generating a random sample of fracture properties (e.g., the
tensile strength);
(4) Assigning the fracture properties to all the cohesive ele-
ments and generating an input ﬁle for Abaqus. In the ran-
dom sample, the fracture properties are only calculated at
the grid points, and the random sample grid normally does
not coincide with the FE mesh. In this study, the fracture
properties of a cohesive element are assigned with those at
the grid point closest to its centre;
(5) Solving the problem using Abaqus/Explicit solver; and
(6) Repeating steps (3) to (5) for a sufﬁcient number of random
samples, as required by the MCS method, and conduct statis-
tical analysis.
This procedure can readily be automated by running a batch
ﬁle.2.2. 3D cohesive elements with damage in Abaqus
The cohesive crack models, initially proposed by Barenblatt
(1959) and Dugdale (1960) and probably ﬁrst named by Carpinteri
(1984), assume the existence of a fracture process zone (FPZ) in
front of the real crack tip, in which energy dissipation occurs dur-
ing fracture. In the FPZ of 3D structures, there exist tractions in
normal direction (tn) and two tangential or shear directions (ts
and tt) across the crack surfaces, resulting from mechanisms such
as material bonding, aggregate interlocking and surface friction.
Fig. 2 shows a curve relating the normal traction tn and the crack
opening displacement dn as an example. Similar traction-separa-
tion curves can be deﬁned for shear tractions (ts and tt) - crack slid-
ing displacements (ds and dt) relations. These traction-separation
curves are assumed as material properties that can be obtained
from experiments. Before the crack initiates, a linear elastic
ascending phase is assumed to model the initially un-cracked
material. After the crack initiates, the traction decreases monoton-
ically as functions of the corresponding separation, which is often
termed tension or strain softening. Fig. 2 shows a linear softening
law as an example. Bilinear and exponential softening laws are alsoents are inserted and 3D cohesive elements.
Fig. 2. An example of traction-separation curve with linear softening for cohesive
elements.
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stiffness ks0 and kt0 should be high enough to represent the un-
cracked material, but not too high to cause numerical ill-condition-
ing. These initial stiffness values are determined by a trial and error
approach. If dn is negative during loading increments or iterations,
a compressive stiffness of magnitude equal to kn0 is assigned in or-
der to prevent penetration of crack surfaces.
The cohesive elements in Abaqus are based on the cohesive
crack models. The resilient feature of the cohesive elements is that
their FE formulation is based on the damage mechanics framework,
in which the stiffness kn, ks and kt upon unloading and reloading
are degraded as dn , ds and dt increase, due to irreversibly progres-
sive damage. The damage is characterised by a scalar index D, rep-
resenting the overall damage of the crack caused by all the physical
mechanisms. The damage index D is a function of the effective rel-
ative displacements dm combining the effects of dn, ds and dt
dm ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
hdni2 þ d2s þ d2t
q
ð1Þ
where h i is the Macaulay bracket and
hdni ¼
dn; dn P 0ðtensionÞ
0; dn < 0ðcompressionÞ

ð2Þ
Taking the linear softening law (or linear damage evolution in
Fig. 2) as an example, the damage index can be calculated by
D ¼ dmf ðdm;max  dm0Þ
dm;maxðdmf  dm0Þ ð3Þ
where dm,max is the maximum effective relative displacement at-
tained during the loading history. dm0 and dmf are effective relative
displacements at damage initiation and complete failure, respec-
tively. The damage index D monotonically increases from 0 to 1
upon further loading after the initiation of damage. Once D is
known, the stiffness kn, ks and kt can be calculated as (Fig. 2)
kn ¼ ð1 DÞkn0
ks ¼ ð1 DÞks0
kt ¼ ð1 DÞkt0
8><
>: ð4Þ
The corresponding tractions are
tn ¼
ð1 DÞtn tn P 0
tn tn < 0 ðno damage to compressive stiffnessÞ

ts ¼ ð1 DÞts
tt ¼ ð1 DÞtt
8>><
>>:
ð5Þ
where tn;ts and tt are the traction components calculated by multi-
plying the initial stiffness and the current relative displacements.
Apart from the damage evolution law, a damage initiation law is
needed. Several damage initiation laws are available in Abaqus.
This study uses the quadratic nominal stress lawtnh i
tn0
 2
þ ts
ts0
 2
þ tt
tt0
 2
¼ 1 ð6Þ
where tn0 and ts0(=tt0) represent the tensile strength and shear
strength of the material, respectively.
The cohesive crack models assuming homogeneous materials
assume that the softening laws (Fig. 2) apply uniformly to the
whole material domain. This assumption neglects the intrinsic het-
erogeneity in the tensile strength and fracture energy caused by
random spatial distribution of different phases. The fracture prop-
erties can be generalized by considering heterogeneity randomly
distributed in space, i.e.
Y ¼ Yðx;xÞ ð7Þ
where x denotes the Cartesian coordinate vector of any point in the
domain, x a random sample and Y one of the fracture properties,
such as the strength tn0 and ts0, the fracture energy Gf and GfII, or
generally, the cohesive laws shown in Fig. 2. The bulk material
properties such as Young’s modulus and Poisson’s ratio can also
be treated in the same way but they are assumed constants so that
this study is focused on the effects of spatially random distributed
fracture properties.
2.3. Inserting cohesive elements into 3D FE meshes
Although inserting cohesive elements into 2D FE meshes is rel-
atively straightforward (Yang et al., 2009), it is not trivial for 3D
problems, especially if the FE mesh is not regular and consists of
different types of solid elements. One challenge is how to robustly
deal with the changes in the complicated 3D nodal and elemental
connectivity due to the insertion of CIEs. This is tackled by an effec-
tive inserting algorithm with the following steps:
(1) Reading nodal coordinates and nodal connectivities of solid
elements from the Abaqus input ﬁle. These data are then
used to generate three arrays of type Structure in MATLAB:
NODES, ELEMS and FACES;
(2) Inserting new nodes. For each existing node, all the N num-
ber of solid elements connected with this node are ﬁrst iden-
tiﬁed. N number of new nodes, each connected with one
solid element, are then generated with the same coordinates
of the existing node. These new nodes form a Structure
BALLS to facilitate subsequent generation of cohesive ele-
ments. An array of BALLS is then generated for all the exist-
ing nodes. All the new nodes are stored in an array POINT.
The nodal connectivities of all the solid elements are
updated;
(3) Generating cohesive interface elements. This is done using
the array FACES. There are two solid elements connected
with each face. For each vertex of a face, a pair of new nodes
connected to the two solid elements are found in POINT of
BALLS. The three or four pairs of nodes found for this face
comprise a cohesive element (COH3D6 or COH3D8); and
(4) Creating the Abaqus input ﬁle. The ﬁle contains the index
and coordinates of POINT, the index and nodal connectivities
of the updated ELEMS and the cohesive interface elements.
2.4. Fracture properties characterized as Weibull random ﬁelds
Assuming that the material strength follows the Weibull distri-
bution (e.g., Bazˇant et al., 2007a), the probability of a material of
size V with strength less than y is
PðyÞ ¼ 1 exp V
V0
 y
s0
 m 
ð8Þ
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the volume of representative volume elements. Once V and V0 are
known in a fracture model, the variance and mean of the Weibull
distribution can be determined by choosing appropriate s0 and m,
or vice versa.
Let X(x, x) be a stationary Gaussian random ﬁeld with zero
mean, unit variance and a correlation function
qðx1  x2Þ ¼ exp pjx1  x2j
2
l2c
" #
ð9Þ
where lc is the correlation length.
X(x,x) can be obtained using the spectral representation meth-
od (Xu, 2005). The corresponding randomWeibull ﬁeld Y(x,x) can
be obtained through the point-wise monotonic nonlinearity as
Yðx;xÞ ¼ P1ðUðXðx;xÞÞÞ ð10Þ
where U() is the standard normal cumulative density function.
Since lc in Eq. (9) is numerically close to the correlation length of
Y(x,x), it can be used to indicate the characteristic length of a het-
erogeneous medium, e.g., the average aggregate size in concrete. It
should be noted that mapping Gaussian random ﬁelds to Weibull
ones using Eq. (10) may lead to correlation distortion, particularly
for highly skewed distributions. This problem is effectively tackled
in this study using an empirical iterative method (Xu, 2005).3. A case study
A 100 mm concrete cube under uniaxial tension was modelled
using the developed method as an example. The geometry, bound-
ary conditions and bulk material properties are illustrated in Fig. 3.
The specimen was subjected to a uniformly distributed displace-
ment at the right surface.
The concrete tensile strength tn0 was modelled by random
ﬁelds, namely, tn0 = tn0(x,x) and the mode-I fracture energy
Gf = 0.15 N/mm was assumed constant. This implied that the fail-
ure crack opening displacement dnf = 2Gf/tn0(x,x) was also a ran-
dom ﬁeld. The tensile strength was assumed to have a mean
value of 3.5 MPa. Due to the lack of experimental data, the shear
fracture properties were simply assumed the same as the normal
ones, i.e., ts0 = tn0(x,x) and GfII = Gf = 0.15 N/mm, implying that
the normal fracture properties were completely correlated to the
shear ones. The fracture energies and more generally, the softening
laws could also be modelled as random ﬁelds with ease, as in a pre-
vious study based on remeshing (Yang and Xu, 2008).Fig. 3. A concrete specimen under uniaxial tension.Abaqus/Explicit was chosen to solve the highly nonlinear equa-
tion systems complicated by softening in CIEs. The total loading
time t must be long enough to eliminate any dynamic effects for
such a quasi-static problem. t = 0.01 s was used after trial and er-
ror. Initial stiffness values in the softening laws kn0 =
ks0 = 25000 MPa/mm were used for all the simulations. A displace-
ment-controlled loading scheme was used and the analyses were
ended at displacement d = 0.3 mm. The elastic bulk of concrete
was modelled by C3D4 solid elements and the cracks by COH3D6
cohesive elements.
To investigate the mesh-dependence of results, three initial
meshes were modelled as shown in Fig. 4. The coarse mesh has
8316 nodes and 3924 CIEs, the medium mesh 31724 nodes and
15195 CIEs, and the ﬁne mesh 99844 nodes and 48393 CIEs,
respectively. The typical analysis time for the three meshes was
about 360 s, 1200 s and 5400 s, respectively, using a computer with
two Intel Xeon CPU@3.16 GHz. The CPU time is dependent on the
number of output frames speciﬁed by the user. 50 frames were ac-
quired in each simulation for plotting smooth curves. 10 random
samples of tensile strength with variance Var = 1.5 MPa2 and
lc = 12.5 mm were generated and mapped to the three meshes to
study the mesh-dependence.
As will be presented below, the medium mesh (Fig. 4b) and the
ﬁne mesh (Fig. 4c) predicted very close displacement-load curves,
crack propagation processes and ﬁnal fracture surfaces. A mesh in
Fig. 5 with density between these two meshes was thus used in the
MCSs. The mesh has 56616 nodes and 27333 cohesive elements.
For one MCS, 100Weibull random samples of tensile strength were
generated and mapped to the mesh. Three correlation lengths
lc = 8.3 mm, 16.7 mm and 33.3 mmwere modelled. They are within
the range of aggregate sizes (10–40 mm) normally used in con-
crete. The Weibull random samples with a 32  32  32 grid were
generated, leading to a resolution of 3.125 mm per grid spacing.
Three values of variance for tn0 and ts0, Var = 0.1 MPa2, 0.5 MPa2
and 1.5 MPa2, were modelled. In total, 9 MCS were carried out with
900 random samples generated and the same number of nonlinear
analyses were conducted. A typical analysis using the mesh in
Fig. 5 took about 1800 s CPU time. So an MCS with 100 samples
took about 50 h, which was bearable for personal computers. The
computing cost could be signiﬁcantly reduced by parallel compu-
tation, which is now readily available on many desktop computers
with multiple CPUs.4. Results and discussion
4.1. Crack propagation process and crack surfaces
A typical Weibull random sample of tensile strength with
Var = 1.5 MPa2 and lc = 12.5 mm is described in Fig. 6a and b show-
ing the ﬁlled contours on the surfaces and a few internal slices,
respectively. In the ﬁlled contours, deep blue1 areas represent low
tensile strength (e.g., defects, voids, weak inclusions etc.) and dark
red areas high tensile strength (e.g., strong aggregates). Fig. 7 illus-
trates a typical example of the fracture process modelled using the
ﬁne mesh and the random sample described by Fig. 6. When the dis-
placement is small (Fig. 7a), a number of small visible cracks, dis-
played by the opened cohesive elements in red (the red colour
represents high damage index D (D = 1 means complete failure)), ini-
tiate in the blue areas at the surface and inside the domain. Closer
examination of the deformed mesh shows that more cohesive ele-
ments have experienced damage but are invisible because their
damage index D is small. As the displacement increases, the visible1 For interpretation of color in Figs. 6 and 7, the reader is referred to the web
version of this article.
Fig. 4. FE meshes used for mesh-objectivity study.
Fig. 5. FE mesh used in MCSs.
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merged into major cracks, while the other cracks are closed due to
stress redistribution (Fig. 7d and e). The specimen fails by a major
crack passing through the weakest area resulting in two broken
pieces (Fig. 7f). The simulated fracture process looks highly realistic,
although direct experimental validation is not available.
The fracture surface of the left broken piece in Fig. 7f is shown
in Fig. 8a. It is clear that the 3D heterogeneous modelling predicts
unsmooth, rough and non-planar fracture surfaces, whereas the 2D
heterogeneous modelling can only assume smooth 2D fracture sur-
faces in the thickness direction (Yang et al., 2009). Fig. 8b–d plotFig. 6. Filled contours of a typical 3D Weibull random sample of tensile strengththe projected crack paths of the fracture surface and the 2D ran-
dom samples on three parallel planes, i.e., the front face, the mid-
dle cross-section and the back face, respectively. It can be seen that
on all the planes, the crack path largely passes through the ‘‘weak-
est link” with low tensile strength as in the 2D study (Yang et al.,
2009), although the ‘‘weakest link” is now more difﬁcult to ﬁnd
by the simulation due to more complicated 3D random ﬁeld. It
may be worth noting that the predicted crack surfaces appear to
be invasive fractals, which were identiﬁed by a digitisation tech-
nique in Carpinteri et al. (1999). The same conclusions can be
drawn from other simulations using different 3D random samples.
Another two examples are shown in Figs. 9 and 10.
4.2. Mesh dependence of fracture surfaces and load-displacement
curves
For all the 10 random samples with Var = 1.5 MPa2 and
lc = 12.5 mm, the fracture locations predicted from the medium
mesh (Fig. 4b) and the ﬁne mesh (Fig. 4c) are very close. The pre-
dicted fracture surfaces are phenomenally very similar, as exempli-
ﬁed in Fig. 11a–c, where the three pairs of broken specimens were
modelled from the three random samples shown in Figs. 8–10. Dif-
ferent fracture locations and surfaces are predicted using the
coarse mesh (Fig. 4a). This is because this mesh is too coarse to
adequately reﬂect the random ﬁelds. Fig. 11d compares the aver-
aged load-displacement curves from 10 random samples for the
three meshes. It’s clear that there exists little mesh-dependence
in terms of the load-displacement relations.with correlation length = 12.5 mm, mean = 3.5 MPa and variance = 1.5 MPa2.
Fig. 7. A typical fracture process predicted using the random sample in Fig. 6 (scale = 100).
Fig. 8. Fracture surface and crack paths on three planes from random sample 1 in Fig. 6.
Fig. 9. Fracture surface and crack paths on three planes from random sample 2.
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4.3.1. Effect of the number of samples
There must be sufﬁcient number of samples in an MCS to
achieve accurate results. In this study, 100 samples of randomﬁelds were generated for each MCS and analysed to ensure that
the results were statistically converged. Fig. 12a–c show the
relationship between the mean peak load and the number of
samples for the nine MCS. It can be seen that, for the mean peak
load to statistically converge, only 40 random samples and non-
Fig. 10. Fracture surface and crack paths on three planes from random sample 3.
 
(a) Random sample 1 (Fig. 8) (b) Random sample 2 (Fig. 9)
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Fig. 12. Effects of the number of MCS samples on the mean of peak loads.
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Fig. 5. The number of samples required for the standard devia-
tion of peak loads to converge is about 90, as shown in
Fig. 13a–c. This indicates that the standard deviation converges
more slowly than the mean peak load. This has also been no-ticed in the 2D study (Yang et al., 2009). It may be noted that
the convergence point on a curve is sometimes difﬁcult to iden-
tify, making an objective selection of the required number of
samples difﬁcult. All the results presented below are from 100
samples for each MCS.
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Fig. 13. Effects of the number of MCS samples on the standard deviation of peak loads.
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As examples, Fig. 14a–c show the load-displacement curves
from three MCSs with the same Var = 1.5 MPa2 and different
lc = 8.33 mm, 16.7 mm and 33.3 mm, respectively. The mean curve,
the mean value and the standard deviation of the peak load are
also shown.
The mean load-displacement curves from all the nine MCSs are
shown in Fig. 15a–c. It can be seen that for this specimen, the cor-0 0.05 0.1 0.15 0.2 0.25 0.3
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Fig. 17. Probability density functions of the peak loads: lc = 33.3 mm.
Table 1
Statistics of 3D Monte Carlo simulation results.
Correlation
length
(mm)
Variance
(MPa2)
Mean
of
peak
load
(kN)
Standard
deviation
of peak
load (kN)
Failure
probability
against a
design load
30 kN (%)
Characteristic
nominal
strength
(MPa)
33.3 0.1 35.2 0.60 0 3.42
0.5 33.2 1.19 0.36 3.12
1.5 30.0 1.95 50 2.68
16.7 0.1 35.7 0.40 0 3.50
0.5 34.1 0.62 0 3.31
1.5 31.1 1.02 14.0 2.94
8.33 0.1 35.6 0.37 0 3.50
0.5 34.2 0.53 0 3.33
1.5 31.2 0.83 7.4 2.98
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Fig. 17a–c show the probability density functions (PDF) of the
peak load for the three MCSs with lc = 33.3 mm as examples. The
mean, standard deviation and the best-ﬁt Gaussian PDF curve
p(x) are also shown. It should be noted that although the peak load
PDF from all the MCSs appear to closely follow the Gaussian distri-
bution, the exact distribution is neither entirely Gaussian, nor en-
tirely Weibull (Bazˇant et al., 2007a,b; Vorechovsky´, 2007). The
Gaussian PDF curves are used herein because they are commonly
used in structural design.
The best-ﬁt Gaussian PDF curves for all the nine MCSs are pre-
sented in different ways in Figs. 18 and 19. Fig. 18 shows that high-
er strength variances lead to lower mean values (see also Fig. 16)
and higher standard deviations in peak loads for all the correlation
length. This indicates that when the heterogeneity increases due to
increases in strength variance, both the structure’s load-carrying
capacity and reliability decrease. The effects of the correlation
length appear inconclusive from Fig. 19.
As in the 2D modelling (Yang et al., 2009), the probability den-
sity curves p(x) in Figs. 17–19 can be used to calculate structural
reliability or failure probability against given external loadings,26 28 30 32 34 36 38
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the zero values in the column ‘‘failure probability” do not mean the
failure is impossible but there is a very small probability of failure
against the design load.
4.3.4. Comparison with 2D heterogeneous modelling
Most of the above-presented results from 3D heterogeneous
modelling, such as the characteristics of crack propagation process,
mesh independence, the effects of the strength variance and corre-
lation length on the mean and standard deviation of peak loads, are
qualitatively consistent with those from 2D heterogeneous model-
ling, as presented in Yang et al. (2009). The notable difference is
that 3D modelling predicts more realistic, rough, non-planar frac-
ture surfaces whereas 2D modelling assumes planar fracture sur-
faces in the thickness direction. Both studies found that the
correlation length has negligible effects on predicted load-dis-
placement curves for a given strength variance. To quantitatively
compare the load-carrying capacities predicted by 2D and 3D mod-
elling, the load-displacement curves for different correlation
lengths were averaged for the same tensile strength variance.
The results are shown in Fig. 20a–c. The average peak loads pre-
dicted from 2D and 3D modelling are 32.8 MPa & 35.2 MPa,
29.8 MPa & 34.0 MPa, and 26.1 MPa & 30 MPa for Var = 0.1 MPa2,
0.5 MPa2 and 1.5 MPa2, respectively, representing an increase of
7.3%, 14.1%, 14.9%, respectively from 3D modelling over 2D model-
ling. One reason for this increase is the constraint effect in the
thickness direction in 3D modelling. Another may be the larger
area of the unsmooth, non-planar fracture surfaces from 3D mod-
elling, which provides higher normal traction. The effect of the 3D
non-planar fracture surfaces may be more notable in shear-domi-
nant fracture, where the frictional resistance between unsmooth
fracture surfaces may be much higher than that between smooth
surfaces.
5. Conclusions
The 2D modelling methodology, developed previously in Yang
et al. (2009) to model complicated fracture problems considering
random heterogeneous material behaviour, has been extended to
model 3D problems in this study. Using an efﬁcient algorithm de-
vised to insert 3D cohesive elements into the initial FE mesh with
solid elements, complex fracture propagation is modelled with
ease without remeshing or crack propagation criteria. Because
the heterogeneity in material properties is modelled by 3DWeibull
random ﬁelds, only one mesh of reasonable density is needed for
Monte Carlo simulations to obtain statistical information of struc-
tural load-carrying capacity. A concrete specimen under uniaxial
tension was modelled as a case study. It was found that as the2D modelling method, the 3D method is capable of predicting real-
istic complex fracture process and load-carrying capacity with lit-
tle mesh-dependence, and increasing the strength variance in the
Weibull random ﬁelds increases the standard deviation and re-
duces the mean peak load thus the structural reliability. Compared
with 2D models, 3D models predict more realistic, unsmooth, non-
planar fracture surfaces, and higher structural load-carrying
capacities.
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