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1. Introduction
Let H be a real Hilbert space with inner product 〈·, ·〉 and norm ‖·‖, and let C be a closed
convex subset ofH. Let F be a bifunction of C × C into R, where R is the set of real numbers.
The equilibrium problem for φ : C × C → R is to find x ∈ C such that
φx, y ≥ 0 ∀y ∈ C. 1.1
The set of solutions of 1.1 is denoted by EPφ. Given a mapping T : C → H, let φx, y 
〈Tx, y − x〉 for all x, y ∈ C. Then z ∈ EPφ if and only if 〈Tz, y − z〉 ≥ 0 for all y ∈ C, that
is, z is a solution of the variational inequality. Numerous problems in physics, optimization,
and economics reduce to find a solution of 1.1. In 1997, Fla˚m and Antipin 1 introduced
an iterative scheme of finding the best approximation to initial data when EPφ is nonempty
and proved a strong convergence theorem.
LetA : C → H be amapping. The classical variational inequality, denoted by VIA,C,
is to find x∗ ∈ C such that
〈
Ax∗, v − x∗〉 ≥ 0 1.2
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for all v ∈ C. The variational inequality has been extensively studied in the literature. See,
for example, 2, 3 and the references therein. A mapping A of C into H is called α-inverse-
strongly monotone 4, 5 if there exists a positive real number α such that
〈Au −Av, u − v〉 ≥ α‖Au −Av‖2 1.3
for all u, v ∈ C. It is obvious that any α-inverse-strongly monotone mapping A is monotone
and Lipschitz continuous. A mapping S of C into itself is called nonexpansive if
‖Su − Sv‖ ≤ ‖u − v‖ 1.4
for all u, v ∈ C. We denote by FS the set of fixed points of S. For finding an element of
FS ∩ VIA,C, under the assumption that a set C ⊆ H is nonempty, closed, and convex,
a mapping S : C → C is nonexpansive and a mapping A : C → H is α-inverse-strongly
monotone, Takahashi and Toyoda 6 introduced the following iterative scheme:









for every n  0, 1, 2, . . . ,where x0  x ∈ C, {αn} is a sequence in 0, 1, and {λn} is a sequence
in 0, 2α. They proved that if FS ∩VIA,C/∅, then the sequence {xn} generated by 1.5
converges weakly to some z ∈ FS∩VIA,C. Recently, motivated by the idea of Korpelevicˇ’s
extragradient method 7, Nadezhkina and Takahashi 8 introduced an iterative scheme
for finding an element of FS ∩ VIA,C and the weak convergence theorem is presented.
Moreover, Zeng and Yao 9 proposed some new iterative schemes for finding elements
in FS ∩ VIA,C and obtained the weak convergence theorem for such schemes. Very
recently, Yao et al. 10 introduced the following iterative scheme for finding an element of
FS∩VIA,C under some mild conditions. Let C be a closed convex subset of a real Hilbert
space H, A : C → H a monotone, L-Lipschitz continuous mapping, and S a nonexpansive







xn1  αnu  βnxn  γnSPC
(
xn − λnAyn
) ∀n ∈ N,
1.6
where {αn}, {βn}, {γn} ⊆ 0, 1 and {λn} ⊆ 0, 1 satisfy some parameters controlling
conditions. They proved that the sequence {xn} defined by 1.6 converges strongly to a
common element of FS ∩ VIA,C.
On the other hand, S. Takahashi andW. Takahashi 11 introduced an iterative scheme
by the viscosity approximation method for finding a common element of the set of solution
1.1 and the set of fixed points of a nonexpansive mapping in a real Hilbert space. Let S :
C → C be a nonexpansive mapping. Starting with arbitrary initial x1 ∈ C, define sequences









y − un, un − xn









Sun ∀n ∈ N.
1.7
They proved that under certain appropriate conditions imposed on {αn} and {rn}, the
sequences {xn} and {un} converge strongly to z ∈ FS ∩ EPφ, where z  PFS∩EPφfz.
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Moreover, Aoyama et al. 12 introduced an iterative scheme for finding a common
fixed point of a countable family of nonexpansive mappings in Banach spaces and obtained
the strong convergence theorem for such scheme.
In this paper, motivated by Yao et al. 10, S. Takahashi and W. Takahashi 11 and
Aoyama et al. 12, we introduce a new extragradient method 4.2 which is mixed the
iterative schemes considered in 10–12 for finding a common element of the set of common
fixed points of nonexpansive mappings, the set of solutions of an equilibrium problem, and
the solution set of the classical variational inequality problem for a monotone L-Lipschitz
continuous mapping in a real Hilbert space. Then, the strong convergence theorem is proved
under some parameters controlling conditions. Further, we apply our result to the problem
of finding a common fixed point of a countable family of nonexpansive mappings, and the
problem of finding a zero of a monotone operator. The results obtained in this paper improve
and extend the recent ones announced by Yao et al. results 10 and many others.
2. Preliminaries
Let H be a real Hilbert space with norm ‖·‖ and inner product 〈·, ·〉 and let C be a closed
convex subset ofH. For every point x ∈ H, there exists a unique nearest point in C, denoted
by PCx, such that
∥∥x − PCx
∥∥ ≤ ‖x − y‖ ∀y ∈ C. 2.1
PC is called the metric projection of H onto C. It is well known that PC is a nonexpansive
mapping ofH onto C and satisfies
〈
x − y, PCx − PCy
〉 ≥ ∥∥PCx − PCy
∥∥2 2.2
for every x, y ∈ H.Moreover, PCx is characterized by the following properties: PCx ∈ C and
〈
x − PCx, y − PCx
〉 ≤ 0, 2.3




for all x ∈ H, y ∈ C. For more details, see 13. It is easy to see that the following is true:
u ∈ VIA,C ⇐⇒ u  PCu − λAu, λ > 0. 2.5
A set-valued mapping T : H → 2H is called monotone if for all x, y ∈ H, f ∈ Tx, and
g ∈ Ty imply 〈x − y, f − g〉 ≥ 0. A monotone mapping T : H → 2H is maximal if the graph of
GT of T is not properly contained in the graph of any other monotone mapping. It is known
that a monotone mapping T is maximal if and only if for x, f ∈ H ×H, 〈x − y, f − g〉 ≥ 0
for every y, g ∈ GT implies f ∈ Tx. Let B be a monotone map of C into H, L-Lipschitz
continuous mapping and let NCv be the normal cone to C at v ∈ C, that is, NCv  {w ∈ H :





Bv NCv, v ∈ C;
∅, v /∈C.
2.6
Then T is the maximal monotone and 0 ∈ Tv if and only if v ∈ VIC,B; see 14.
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The following lemmas will be useful for proving the convergence result of this paper.
Lemma 2.1 see 15. Let E, 〈·, ·〉 be an inner product space. Then for all x, y, z ∈ E and α, β, γ ∈
0, 1 with α  β  γ  1,one has
‖αx  βy  γz‖2  α‖x‖2  β‖y‖2  γ‖z‖2 − αβ‖x − y‖2 − αγ‖x − z‖2 − βγ‖y − z‖2. 2.7
Lemma 2.2 see 16. Let {xn} and {zn} be bounded sequences in a Banach space E and let {βn} be
a sequence in 0, 1 with 0 < lim infn→∞βn ≤ lim supn→∞βn < 1. Suppose xn1  1 − βnzn  βnxn
for all integers n ≥ 1 and lim supn→∞‖zn1 − zn‖ − ‖xn1 − xn‖ ≤ 0. Then, limn→∞‖zn − xn‖  0.





an  δn, n ≥ 1, 2.8
where {αn} is a sequence in 0, 1 and {δn} is a sequence in R suchthat
i
∑∞
n1αn  ∞ and
ii lim supn→∞δn/αn ≤ 0 or
∑∞
n1|δn| < ∞.
Then limn→∞an  0.
Lemma 2.4 see 12, Lemma 3.2. Let C be a nonempty closed subset of a Banach space and let
{Sn} be a sequence of mappings of C into itself. Suppose that
∑∞
n1 sup{‖Sn1z−Snz‖ : z ∈ C} < ∞.
Then, for each y ∈ C, {Sny} converges strongly to some point of C. Moreover, let S be a mapping of
C into itself defined by
Sy  lim
n→∞
Sny ∀y ∈ C. 2.9
Then limn→∞ sup{‖Sz − Snz‖ : z ∈ C}  0.
For solving the equilibrium problem for a bifunction φ : C ×C → R, let us assume that
φ satisfies the following conditions:
A1 φx, x  0 for all x ∈ C;
A2 φ is monotone, that is, φx, y  φy, x ≤ 0 for all x, y ∈ C;
A3 for each x, y, z ∈ C, limt→0φtz  1 − tx, y ≤ φx, y;
A4 for each x ∈ C, y → φx, y is convex and lower semicontinuous.
The following lemma appears implicitly in 18.
Lemma 2.5 see 18. Let C be a nonempty closed convex subset of H and let φ be a bifunction of




〈y − z, z − x〉 ≥ 0 ∀y ∈ C. 2.10
The following lemma was also given in 1.
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Lemma 2.6 see 1. Assume that φ : C ×C → R satisfies (A1)–(A4). For r > 0 and x ∈ H, define
a mapping Tr : H → C as follows:
Trx 
{
z ∈ C : φz, y  1
r
〈y − z, z − x〉 ≥ 0 ∀y ∈ C
}
2.11
for all z ∈ H. Then, the following hold:
i Tr is single-valued;
ii Tr is firmly nonexpansive, that is, for any x, y ∈ H, ‖Trx − Try‖2 ≤ 〈Trx − Try, x − y〉;
iii FTr  EPφ;
iv EPφ is closed and convex.
3. Main results
In this section, we prove a strong convergence theorem.
Theorem 3.1. LetC be a closed convex subset of a real Hilbert spaceH. Let φ be a bifunction fromC×
C to R satisfying (A1)–(A4), A : C → H a monotone L-Lipschitz continuous mapping and let {Sn}
be a sequence of nonexpansive mappings of C into itself such that ∩∞n1FSn∩VIA,C∩EPφ/∅.
Let the sequences {xn}, {un}, and {yn} be generated by









y − un, un − xn










 βnxn  γnSnPC
(
un − λnAyn
) ∀n ≥ 1,
3.1
where {αn}, {βn}, {γn} ⊆ 0, 1, {λn} ⊆ 0, 1, and {rn} ⊆ 0,∞ satisfy the following conditions:
C1 αn  βn  γn  1,
C2 limn→∞αn  0,
∑∞
n1αn  ∞,
C3 0 < lim infn→∞βn ≤ lim supn→∞βn < 1,
C4 limn→∞λn  0,
C5 lim infn→∞rn > 0,
∑∞
n1|rn1 − rn| < ∞.
Suppose that
∑∞
n1 sup{‖Sn1z − Snz‖ : z ∈ B} < ∞ for any bounded subset B of C. Let
S be a mapping of C into itself defined by Sy  limn→∞Sny for all y ∈ C and suppose that
FS  ∩∞n1FSn. Then the sequences {xn}, {un}, and {yn} converge strongly to the same point
q ∈ ∩∞n1FSn ∩ VIA,C ∩ EPφ, where q  P∩∞n1FSn∩VIA,C∩EPφfq.
Proof. Let Q  P∩∞n1FSn∩VIA,C∩EPφ. Since f is a contraction with α ∈ 0, 1, we obtain
∥∥Qfx −Qfy∥∥ ≤ ∥∥fx − fy∥∥ ≤ α‖x − y‖ ∀x, y ∈ C. 3.2
Therefore,Qf is a contraction ofC into itself, which implies that there exists a unique element
q ∈ C such that q  Qfq. Then we divide the proof into several steps.
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Step 1 {xn} is bounded. Indeed, put tn  PCun − λnAyn for all n ≥ 1. Let x∗ ∈ ∩∞n1FSn ∩




∥2 ≤ ∥∥un − λnAyn − x∗
∥

























































Since A is monotone and x∗ is a solution of the variational inequality problem VIA,C, we
have
〈
Ayn −Ax∗, x∗ − yn
〉 ≤ 0, 〈Ax∗, x∗ − yn
〉 ≤ 0. 3.4
This together with 3.3 implies that
∥∥tn − x∗
∥∥2 ≤ ∥∥un − x∗
∥∥2 − ∥∥un − tn
∥∥2  2λn
〈




∥∥2 − ∥∥un − yn  yn − tn
∥∥2  2λn
〈




∥∥2 − ∥∥un − yn
∥∥2 − 2〈un − yn, yn − tn
〉 − ∥∥yn − tn
∥∥2  2λn
〈




∥∥2 − ∥∥un − yn
∥∥2 − ∥∥yn − tn
∥∥2  2
〈




From 2.3, we have
〈
un − λnAun − yn, tn − yn
〉 ≤ 0, 3.6
so that
〈








λnAun − λnAyn, tn − yn
〉











Hence it follows from 3.5 and 3.7 that
∥∥tn − x∗
∥∥2 ≤ ∥∥un − x∗
∥∥2 − ∥∥un − yn





≤ ∥∥un − x∗
∥∥2 − ∥∥un − yn


















Since λn → 0 as n → ∞, there exists a positive integer N0 such that λnL − 1 ≤ −1/3, when






















∥ ≤ ∥∥xn − x∗
∥
∥. 3.11

















































1 − αn1 − α
)∥∥xn − x∗





1 − α .
3.12












, n ≥ N0. 3.13
Therefore, {xn} is bounded. Hence, so are {tn}, {Sntn}, {Aun}, {Ayn}, and {fxn}.
Step 2 limn→∞‖xn1 − xn‖  0. Indeed, we observe that for any x, y ∈ C,
∥∥(I − λnA
)




∥∥x − y − λnAx −Ay
∥∥2
 ‖x − y‖2 − 2λn〈x − y,Ax −Ay〉  λ2n‖Ax −Ay‖2









x − (I − λnA
)
y
∥∥ ≤ (1  λnL
























≤ ∥∥(un1 − λn1Aun1
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y − un, un − xn









y − un1, un1 − xn1
〉 ≥ 0 ∀y ∈ C. 3.18



















un − un1, un1 − xn1
〉 ≥ 0.
3.19
So, from A2, we have
〈
un1 − un, un − xn
rn













Without loss of generality, let us assume that there exists a real number c such that rn > c > 0








































whereM  sup{‖un − xn‖ : n ∈ N}. It follows from 3.16 and the last inequality that
∥∥tn1 − tn

































































































It follows from 3.24 that
∥∥Sn1tn1 − Sntn




















































































































1 − βn1 sup
{∥∥Sn1t − Snt
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∥ − ∥∥xn1 − xn
∥
∥) ≤ 0. 3.28












∥  0. 3.29











∥  0. 3.30





















Therefore, ‖un − x∗‖2 ≤ ‖xn − x∗‖2 − ‖xn − un‖2. From Lemma 2.1 and 3.9, we obtain, when
































































) − x∗∥∥2  ∥∥xn − x∗
























∥∥ ≤ ∥∥un − xn
∥∥  λn
∥∥Aun











































































Using 3.37, we have
∥∥Snxn − xn











































∥∥  0. 3.40
It now follows from 3.36 and 3.40 that
∥∥Sntn − tn






≤ 2∥∥tn − xn
∥∥ 
∥∥Snxn − xn
∥∥ −→ 0 as n −→ ∞.
3.41
Applying Lemma 2.4 and 3.41, we have
∥∥Stn − tn




≤ sup {∥∥St − Snt






It follows from the last inequality and 3.36 that
∥∥xn − Stn
∥∥ ≤ ∥∥xn − tn
∥∥ 
∥∥tn − Stn
∥∥ −→ 0 as n −→ ∞. 3.43










fq − q, Stni − q
〉
. 3.44
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Without loss of generality, we may assume that {tni} converges weakly to z ∈ C. From ‖Stn −
tn‖ → 0, we obtain Stni ⇀ z. Now, we will show that z ∈ FS ∩ VIA,C ∩ EPφ. Firstly, we









y − un, un − xn
〉 ≥ 0 ∀y ∈ C. 3.45




y − un, un − xn












From ‖un−xn‖ → 0, ‖xn−Stn‖ → 0, and ‖Stn− tn‖ → 0,we get uni ⇀ z. Since uni −xni/rni →
0, it follows by A4 that 0 ≥ φy, z for all y ∈ C. For t with 0 < t ≤ 1 and y ∈ C, let
yt  ty  1 − tz. Since y ∈ C and z ∈ C,we have yt ∈ C and hence φyt, z ≤ 0. So, from A1




) ≤ tφ(yt, y
)
 1 − tφ(yt, z
) ≤ tφ(yt, y
)
3.48
and hence 0 ≤ φyt, y. From A3, we have 0 ≤ φz, y for all y ∈ C, and hence z ∈ EPφ. By





Av NCv, v ∈ C;
∅, v /∈C.
3.49
Then T is maximal monotone see 14. Let v,w ∈ GT. Sincew −Av ∈ NCv and tn ∈ C,
we have 〈v − tn,w −Av〉 ≥ 0. On the other hand, from tn  PCun − λnAyn, we have
〈
v − tn, tn −
(
un − λnAyn
)〉 ≥ 0, 3.50
that is,
〈







v − tni , w
〉 ≥ 〈v − tni , Av
〉 ≥ 〈v − tni , Av
〉 −
〈

















v − tni , Atni −Ayni〉 −
〈




≥ 〈v − tni , Atni
〉 −
〈







v − tni , Atni −Ayni
〉 −
〈







Noting that ‖tni − yni‖ → 0, ‖tni − uni‖ → 0 as n → ∞, A is Lipschitz continuous and 3.52,
we obtain
〈v − z,w〉 ≥ 0. 3.53
Since T is maximal monotone, we have z ∈ T−10, and hence z ∈ VIA,C. Hence z ∈ FS ∩


















fq − q, z − q〉 ≤ 0.
3.54




























































































∥∥2 ≤ (1 − αn
(
1 − α2))∥∥xn − q
∥∥2  2αn
〈
fq − q, xn1 − q
〉
. 3.56
Setting δn  2αn〈fq − q, xn1 − q〉, we have lim supn→∞δn/αn1 − α2 ≤ 0. Applying
Lemma 2.3 to 3.56, we conclude that {xn} converges strongly to q. Consequently, {un} and
{yn} converge strongly to q. This completes the proof.
As in 12, Theorem 4.1, we can generate a sequence {Sn} of nonexpansive mappings
satisfying condition
∑∞
n1 sup{‖Sn1z − Snz‖ : z ∈ B} < ∞ for any bounded subset B of C
by using convex combination of a general sequence {Tk} of nonexpansive mappings with a
common fixed point.
Corollary 3.2. Let C be a closed convex subset of a real Hilbert space H. Let φ be a bifunction from
C × C to R satisfying (A1)–(A4), A : C → H a monotone, L-Lipschitz continuous mapping and let
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n  1 for all n ∈ N;





k1|βkn1 − βkn| < ∞.
Let {Tk} be a sequence of nonexpansive mappings of C into itself with ∩∞k1FTk∩VIA,C∩
EPφ/∅. Let x1  x ∈ C and {xn}, {yn} and {un} be the sequences generated by









y − un, un − xn
















) ∀n ≥ 1,
3.57
where {αn}, {βn}, {γn} ⊆ 0, 1, {λn} ⊆ 0, 1, and {rn} ⊆ 0,∞ satisfy the following conditions:
C1 αn  βn  γn  1,
C2 limn→∞αn  0,
∑∞
n1αn  ∞,
C3 0 < lim infn→∞βn ≤ lim supn→∞βn < 1,
C4 limn→∞λn  0,
C5 lim infn→∞rn > 0,
∑∞
n1|rn1 − rn| < ∞.
Then the sequences {xn}, {un}, and {yn} converge strongly to the same point q ∈ ∩∞k1FTk ∩
VIA,C ∩ EPφ, where q  P∩∞
k1FTk∩VIA,C∩EPφfq.
Setting Sn ≡ S and f : u in Theorem 3.1, we have the following result.
Corollary 3.3 see 10, Theorem 3.1. LetC be a closed convex subset of a real Hilbert spaceH. Let
A : C → H be a monotone, L-Lipschitz continuous mapping, and let S be a nonexpansive mapping of












where {λn}, {αn}, {βn}, {γn} are sequences in 0, 1 satisfying the following conditions:
i αn  βn  γn  1,
ii limn→∞αn  0,
∑∞
n1αn  ∞,
iii 0 < lim infn→∞βn ≤ lim supn→∞βn < 1,
iv limn→∞λn  0.
Then {xn} converges strongly to PFS∩VIA,Cu.
Proof. Put φx, y  0 for all x, y ∈ C and {rn}  1 in Theorem 3.1. Thus, we have un  xn.
Then the sequence {xn} generated in Corallary 3.3 converges strongly to PFS∩VIA,Cu.
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4. Applications
In this section, we consider the problem of finding a zero of a monotone operator. A
multivalued operator S : H → 2H with domain DS  {z ∈ H : Sz/∅} and range
RS  {Sz : z ∈ DT} is said to be monotone if for each xi ∈ DS and yi ∈ Sxi, i  1, 2,
we have 〈x1 − x2, y1 − y2〉 ≥ 0. A monotone operator S is said to be maximal if its graph
GS  {x, y : y ∈ Sx} is not properly contained in the graph of any other monotone
operator. Let I denote the identity operator on H and let S : H → 2H be a maximal
monotone operator. Then we can define, for each r > 0, a nonexpansive single-valued
mapping Jr : H → H by Jr  IrS−1. It is called the resolvent or the proximal mapping of
S. We also define the Yosida approximation Ar by Ar  I − Jr/r. We know that Arx ∈ SJrx
and ‖Arx‖ ≤ inf{‖y‖ : y ∈ Sx} for all x ∈ H. We also know that S−10  FJr for all r > 0; see,
for instance, Rockafellar 19 or Takahashi 20.












, x ∈ H. 4.1
By using Theorem 3.1 and Lemma 4.1, we may obtain the following improvement.
Theorem 4.2. Let S : H → 2H be a maximal monotone operator. Let φ be a bifunction from C ×C to
R satisfying (A1)–(A4), A : C → H a monotone L-Lipschitz continuous mapping of C into H such
that S−10∩VIA,C∩EPφ/∅ and f a contraction of C into itself with coeﬃcient α ∈ 0, 1. Let
the sequences {xn}, {un} and {yn} be generated by


















 βnxn  γnJrnPC
(
un − λnAyn
) ∀n ≥ 1,
4.2
where {αn}, {βn}, {γn} ⊆ 0, 1, {λn} ⊆ 0, 1, and {rn} ⊆ 0,∞ satisfy the following conditions:
C1 αn  βn  γn  1,
C2 limn→∞αn  0,
∑∞
n1αn  ∞,
C3 0 < lim infn→∞βn ≤ lim supn→∞βn < 1,
C4 limn→∞λn  0,
C5 lim infn→∞rn > 0,
∑∞
n1|rn1 − rn| < ∞.
Then {xn} converges strongly to q  PS−10∩VIA,C∩EPφfq.
Proof. We first verify that
∑∞
n1 sup{‖Jrn1z − Jrnz‖ : z ∈ B} < ∞ for any bounded subset B of
C. Let B be a bounded subset of C. Since S−10  FJrn for each n ∈ N, {Jrnz : z ∈ B, n ∈ N}












, z ∈ H. 4.3
































∣ < ∞. 4.5
By the assumption that
∑∞
n1|rn1−rn| < ∞, we obtain rn → r for some r > 0. Since ‖Jrz−Jrnz‖ ≤
|r − rn|/r‖z − Jrz‖, we obtain that limn→∞Jrnz  Jrz for all z ∈ C. Since FJμ  S−10 for
all μ > 0, we have FJr  ∩∞n1FJrn  S−10/∅. Therefore, by Theorem 3.1, {xn} converges
strongly to q  PS−10∩VIA,C∩EPφfq.
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