We present a new rule for discriminating among continuous populations which are not multivariate normal. The basic idea is to construct the sample maximum likelihood discriminant rule after transforming the data by a suitable multivariate transformation to normality
INTRODUCTION

Discriminant analysis is a widely
, p.
We will assume, for 301). defined as follows: Assign x to G I f (x)= max f (x). 
1 1
where l =S-I X c =-(1/2)x'S X .i=l, '" ,g, and S is the pooled
are unequal, we assign x to G if It is well-known that, when g=2. the rule (2) Seber (1984) or chapter 13 in Krzanowski (1990) for details) we could use a logistic discriminant rule or we could use the ML discriminant rule (1) replacing f (x) by a I nonparametric density estimator computed from :rI' i=l, ." ,g.
In this paper, we present a new method for discriminating among continuous populations which are not multivariate normal. The method is based on the multivariate generalization of the transformation of Box and Cox (1964) given by Andrews et al. (1970. In section 2, we introduce the general ideas of this new discrimination procedure. In section 3. we explicitly construct the associated discriminating rule and suggest a cross-validation method for assessing its performance. We assume that the following model holds 
I I ~ J~g J where ~ =~ (X) is an efficient estimator of 8 , i=I, ... ,g. In the next
section, we show how to compute explicitly the discriminant rule (7), we relate it to the rules (Z) and (3), and suggest a procedure for assessing its performance.
3. CONSTRUCTION AND ASSESSMENT or THE DISCRIMINANT RULE
Two groups
We will consider first the case when we have only two groups, G and I G. For i=I,Z, we are given a data matrix X of n xp from G such that obtained by maximizing the corresponding concentrated log-likelihood which is (up to an additive constant) For the rules (10) and (11), we need to compute Ji. , the MLE of A l{J) 1 deleting the jth row of the data matrix Xl' i=l,2, j=l, ... ,n.. This is computationally expensive and, therefore, an approximation is in order. fact that ' iJ (~ }=O to obtain a one-step approximation for !\Hj)' ... , Z Ip}. We can write:
Proof. We will use the following formula (see Atkinson (1986, p 
A PRACTICAL EXAMPLE
In DELPHI. one of the detectors of LEP, a particle collider at the of expression (3) in Tsai and Wu (990) and formula (4) groups G , such that X-is n x9, with n =182, n =52 and n =66. We The use of the rule in section 3 arises because of the strong nonnormality of the data. For example, figure 1 below shows the skewed histograms for the variable X for the groups G, G and G. We decided By maximizing the respective functions (9) for each class, we found the set of estimated transformation parameters displayed in table 1 below.
In order to use (l0) or (1ll we need now to decide whether or not the I dispersion matrices of the transformed data are the same. A reasonable
procedure is to test for homoscedasticity treating the transformed data
matrices :x 1, :x z and :x 3 as data matrices from a multivariate 1 z 3 normal distribution. The standard likelihood ratio test, as described for example in Mardia et al. (979) , p. 140, revealed strong evidence again homoscedasticity and, therefore, we decided to use the rule of section 3 in the form (0). It is important to remark that these procedure for choosing between (0) and (1) is not entirely rigorous because we are ignoring the effect of the sampling variability of the ~ in the null distribution of the likelihood ratio test statistic for homoscedasticity, Le. we are treating the ~ as known constants. This 1 procedure should be therefore taken as merely an indicative guideline for choosing between (0) and (11).
Finally, 
