In this paper, Isomap and kernel Isomap are used to dramatically reduce the dimensionality of the output space to efficiently construct a Gaussian process emulator of parametrized partial differential equations. The output space consists of spatial or spatio-temporal fields that are functions of multiple input variables. For such problems, standard multioutput Gaussian process emulation strategies are computationally impractical and/or make restrictive assumptions regarding the correlation structure. The method we develop can be applied without modification to any problem involving vector-valued targets and vector-valued inputs. It also extends a method based on linear dimensionality reduction to response surfaces that cannot be described accurately by a linear subspace of the high dimensional output space. Comparisons to the linear method are made through examples that clearly demonstrate the advantages of nonlinear dimensionality reduction.
Introduction
Emulators (surrogate models or metamodels) [1, 2] are approximations of high-fidelity computational models that are designed for rapid simulation (ideally in real time) in applications such as uncertainty analysis, design optimization and inverse parameter estimation, i.e. when repeated calls to the computational model (simulator) at numerous points in a parameter space are computationally impractical. In many applications, the simulator solves a system of parametrized partial differential equations (PDEs) and the outputs of interest are spatial or spatio-temporal fields, e.g. temperature or flow velocity, as functions of multiple input parameters. Physics-based emulation approaches to such problems typically involve a reduced-basis (e.g. via proper orthogonal decomposition) approximation of the original numerical formulation [3] [4] [5] [6] [7] [8] [9] [10] [11] . Such approaches are attractive since they establish a direct link to the underlying physical principles and provide rigorous estimates of the error. They can, on the other hand, be very difficult to implement, particularly when dealing with models involving highly complex nonlinearities. Another class of emulators can be termed black-box. They are based on function approximation strategies or machine learning algorithms applied to input-output data generated by the simulator [2, 12] . The most common approach is to place a Gaussian process (GP) prior over the simulator outputs. Such GP emulators are very versatile and are readily applicable to highly nonlinear systems. They have been applied successfully to a broad range of problems, typically involving the approximation of a scalar simulator output as a function of multiple inputs [13, 14] . There are, however, few approaches to GP emulation of vector-valued outputs in high dimensions (in the case of a spatial field, the simulator outputs would be vectorized values of the field variable at d 1 points on a numerical grid).
The simplest approach was developed by Kennedy & O'Hagan [15] , who treated the output index as an additional input. Since it involves d separate scalar GP emulations, this method is impractical for emulating whole fields. Conti & O'Hagan [16] extended the scalar GP method by placing a multi-dimensional GP prior over the simulator. The authors assumed a separable covariance structure, which is equivalent to assuming that the coordinates of the outputs are independent and identically distributed (i.i.d.) univariate GPs. This simplification leads to a potentially efficient emulation strategy but it is clearly restrictive [17] . Rougier [18] made the same assumption, in addition to several assumptions regarding the forms of the regression functions, and took advantage of factorizations of the covariance matrix to improve computational efficiency. Conti and O'Hagan's approach has recently been extended to non-stationary GPs [19] and to non-separable covariance structures for categorical outputs [17] . Fricker makes use of the linear model of coregionalization [20] , which permits a richer covariance structure but is restricted to low dimensions.
Higdon et al. [21] developed a method for treating multiple outputs in the GP emulation framework by applying linear principal component analysis (PCA) to the output space. This is a natural method for reducing the problem size since the coordinates in a PCA basis are uncorrelated. They can, therefore, be treated as independent GPs, but crucially they are not treated as i.i.d. In many cases, however, it will not be possible to use a linear subspace of the high-dimensional output space for faithful representations of the data, which motivates the introduction of nonlinear dimensionality reduction techniques. The focus of the present work is the development of a new approach for constructing GP emulators of spatial and spatio-temporal data sets using nonlinear dimensionality reduction, namely Isomap [22, 23] . Isomap is a powerful approach for locating low-dimensional manifolds from data points in high-dimensional spaces, with a range of applications in areas such as image processing and pattern recognition.
In this paper, Isomap and kernel Isomap are used to reduce the dimensionality of the output space consisting of spatial or spatio-temporal fields as functions of multiple input variables. Via the connection between Isomap and kernel PCA (kPCA), it can be demonstrated that the method is equivalent to a spectral discretization of an embedding of the output space in a feature space (kernel Isomap guarantees the existence of the feature space). GP emulation can then be applied individually to the coefficients extracted from Isomap, which are naturally ordered in terms of decreasing variance. The method developed (termed Iso-GPE) is a computationally efficient approach to emulating spatial or spatio-temporal fields as functions of multiple inputs and/or time. It is applied to three test cases involving data from computer simulations, demonstrating superior performance compared with the linear method of Higdon et al. [21] (referred to as HH). 
Gaussian process emulation of spatial and spatio-temporal datasets via nonlinear dimensionality reduction
In this section, we first provide details of GP emulation in the univariate case, introducing the basic terminology. We then define the types of problems under consideration and the construction of the datasets. The extension of univariate GP emulation (GPE) to such problems using Isomap is then described. With a general audience in mind, details of Isomap and kernel Isomap are provided. Example applications are presented in §3.
(a) Univariate GP emulation
A stochastic process is a family of random variables, W(x), indexed by elements x ∈ X, which can be discrete (X ⊆ N) or continuous (X ⊆ R). In the special case of a GP, the joint probability density function restricted to a finite subset of X is multivariate Gaussian. A GP is specified by its mean and covariance functions. Below, N (·, ·) denotes a Gaussian distribution, where the first argument is the mean vector and the second argument is the covariance matrix. f (·) denotes a probability density function over the argument.
An emulator provides a probability distribution for the computer model outputs. The computer model is called a simulator and can be represented as a function ψ : X → R, taking as inputs x ∈ X ⊂ R L and generating outputs y ∈ R. The emulator is trained using m simulator outputs y (i) = ψ(x (i) ), referred to as training points, from design points
is regarded as a random function that has a GP distribution
in which h : R L → R p is a vector of regression functions and β ∈ R p (for some p) is a vector of regression coefficients. G(x) is a GP with mean zero and (positive definite) covariance function
The last term on the right-hand side (rhs) is called the modelling measurement error, micro-scale variation or nugget [24] . Even though the computer model (simulator) outputs can be taken as being precise, this term is often included to prevent illconditioning of the covariance matrix (see below). (x) is assumed to be a zero mean GP with constant variance σ 2 . It is further assumed to be independent of G. The mean function for ψ(x) is therefore β T h(x). The regression functions are usually taken to be linear (in the input parameters)
or constant values, which has been found to be adequate in most applications. A zero constant value is frequently assumed after centring the data [12] , as will be the case in this work. If prior knowledge of the input-output relationship is available, more complex forms of h could be used. The covariance function must generate a symmetric, positive semi-definite covariance matrix when evaluated at any finite collection of design points. A common choice of covariance function is the squared exponential (used in this work)
which expresses smoothness of the GP as a function of the inputs x = (x 1 , . . . , x L ) T . The 'hyperparameters' θ 2 , . . . , θ L+1 introduce different degrees of decay in each component of the input. The unknown variance of the noise (σ 2 ) is also treated as a hyperparameter. The notation θ = (θ 1 , . . . , θ L+1 , σ 2 ) T is used below. The joint density of G(x) on the set of inputs x (i) , i = 1, . . . , m, corresponding to the targets y (i) is Gaussian. Assuming that the data have been centred (β = 0 in equation (2.1)), and given that (x) and G(x) are independent, the conditional distribution of the data is multivariate Gaussian: y|θ ∼ N (0, C). The covariance matrix is given by C =Ĉ + σ 2 I, whereĈ is obtained from (2.2) on the index set Consider a test input x for which the output y is sought. Defining y = (y, y), the conditional distribution of y is N (0, C ), in which the covariance matrix C is given by
The conditional distribution over a subset of the coordinates of y is Gaussian and it can be shown that the mean and variance of y|y, θ are [12] 4) respectively. This procedure is conditional upon knowing the hyperparameters θ i , which must be deduced from the given data and the assumed model. The most rigorous method places a prior distribution (hyper-prior) f (θ) over the hyperparameters and marginalizes the predictive distribution to eliminate the dependence on θ. Given the computational expense of such an approach, a point estimate of θ is typically used in (2.4) to make predictions [15] . If a uniform distribution is placed on θ , using
This gives the maximum-likelihood estimate (MLE) for θ, which is used in this paper.
(b) Construction of spatio-temporal datasets from simulators
The goal of this work is the development of a new approach based on Isomap for the efficient application of GPE to computer simulated parametrized spatial and spatio-temporal datasets representing scalar fields (e.g. temperature, velocity or magnetic). For vector fields or multiple scalar fields, a simple extension is to apply the method developed below individually to the field components or scalar fields. The types of problems under consideration are quite general. Consider a parametrized nonlinear, time-dependent system of Q order-n PDEs for dependent variables u i (q, t; x), defined over a physical domain Ω ⊂ R 2 
denotes the set of all partial derivatives of order k of all the u i . The boundary and initial conditions are also allowed to be nonlinear and parametrized. It is assumed that the PDE model is well posed for any value of x and that solutions can be computed numerically.
We seek to construct an emulator for numerical solutions (using, e.g. the finite-element or finite-volume method) to (2.6) with consistent initial/boundary conditions. The computational model is the simulator, the outputs of which are the fields u i . The outputs of interest can include one or more of the u i , or functions derived from the u i . In the steady case, consider one such quantity, u(q; x), which is simulated or derived from the simulations at specified locations on a spatial grid q = (
Provided that the same grid is used for each simulation (for different inputs x), it is not a requirement that the grid points are uniformly spaced. 
For different design points
To simplify the notation, we define u
. Each of the outputs can be collected into vector form as follows:
where d = N ξ × N η . In the case of time-dependent simulations with N t time steps in the temporal discretization, t is treated as an additional input, x → (x, t). The values of u(q, t; x) at defined points
. . N η , on a spatial grid are reordered as before to yield outputs
In analogy with the univariate case, the simulator is regarded as a function ψ : X → R d , taking as inputs x ∈ X ⊂ R L and generating outputs u = ψ(x) ∈ R d . Again, the emulator provides a probability distribution for the simulator outputs and is trained using training points u (k) corresponding to design points x (k) , k = 1, . . . , m. Even for relatively coarse discretizations, e.g. N ξ = N η = 10, the value of d can be large. In problems involving complex geometries or finescale phenomena, much finer grids are required to fully resolve all features. There are few computationally feasible methods for GP emulation of such high-dimensional problems. Methods based on multivariate GP prior distributions over ψ make restrictive assumptions regarding the forms of the regression functions and/or the correlation structure, notably separability of the between-output covariance and between-index correlation matrices [16, 18] .
An alternative approach was developed by Higdon et al. [21] , who performed PCA on the training data matrix X = [u (1) u (2) · · · u (m) ] to extract a set of d orthogonal principal directions p i that are ordered in terms of variance in the data. The coefficients of the training points in the PCA basis p i are uncorrelated and since they are assumed to be Gaussian distributed, they are independent. The data can be projected onto a lower dimensional subspace of R d by using the r most 'dominant' basis vectors. The simulator outputs can be taken as the coefficients c Note that each of the coefficients is approximated without making an i.i.d. assumption, i.e. they come from independent GPs with different covariance parameters. For complex response surfaces, PCA (and other linear methods such as multi-dimensional scaling (MDS)) may lead to poor results, and in many cases it could fail altogether. A simple example is illustrated in figure 1 , which shows low-dimensional representations of data lying on a 'swiss roll' in R 3 . Figure 1a shows 2000 points randomly sampled from a swiss roll manifold, while figure 1b shows the approximation of the dataset using two principal components in PCA. Figure 1c shows the reconstruction using only one component (defined later) in Isomap. Clearly, this simple dataset cannot be approximated by a linear subspace of R 3 (further examples, comparisons and detailed analyses can be found in e.g. [25] [26] [27] ). Replacing PCA with a nonlinear dimensionality reduction method is, therefore, a natural extension, which forms the motivation for the method developed below.
(c) Dimensionality reduction via Isomap (i) Multi-dimensional scaling
Classical MDS, which was motivated by the work of Torgerson [28] , provides a low-dimensional Euclidean space representation of a dataset that lies in a high-dimensional ambient space. It does so by relating the distances δ ij between data points in the low-dimensional Euclidean space to dissimilarities d ij between the data points in the ambient space. In 'classical scaling', the dissimilarities are Euclidean distances and the Euclidean distances in the low-dimensional space satisfy δ ij = d ij (in a least-squares sense). This can be viewed as an approximate isometric embedding of the data in the low-dimensional space. 
in which the rhs is the matrix of inner products of centred data points in the low-dimensional space, i.e. a centred kernel matrix (• denotes a Hadamard product). The spectral decomposition of K is K = VΛV T , where
The non-zero eigenvalues λ i , i = 1, . . . , d, are arranged in a non-increasing order and the corresponding eigenvectors v i ∈ R m are normalized. This procedure yields a (non-unique) representationẐ = VΛ 1/2 ∈ R m×d of the data. Dimensionality reduction (i.e. the embedding of the data in an r-dimensional manifold of R d ) is achieved by selecting the first r eigenvectors corresponding to the largest r eigenvalues, i.e.
r ofẐ r are the low-dimensional representations of the data points. When Euclidean distances are used for the dissimilarities, MDS is equivalent to PCA, the latter of which computes a representationŶ r =XP r ∈ R m×r , whereX is the centered data matrix in the standard Euclidean basis and P r is formed from the first r eigenvectors p i , i = 1, . . . , d, of the sample covariance matrix (as columns) corresponding to the largest r eigenvalues. These eigenvalues are identical to those of the kernel matrix. The singular value decomposition ofX is given byX = VΛ 1/2 P T , where
r =Ẑ r . In other words, the coordinates ofẑ
. . , m, computed by classical scaling are identical to the first r coordinates using the principal directions p i as a basis for R d . The equivalence also arises from the least-squares optimality of both methods in terms of reconstructing both datasets in a new orthogonal basis.
(ii) Isomap and kernel Isomap
Classical metric MDS is a linear method and in common with PCA (see the example in §2b) it will fail to accurately represent many surfaces. To overcome this weakness, Tenenbaum et al. [22] developed the Isomap method, which uses geodesic distances rather than straight line (e.g. Euclidean) distances as the dissimilarities. For neighbouring points, the Euclidean distance offers a decent approximation to the geodesic distance. For faraway points, the geodesic distance can be approximated by finding a shortest path distance. Applying classical MDS to a dissimilarity matrix based on such geodesic distances leads to a low dimensional (approximately isometric) embedding that captures the intrinsic geometry of the data. The main steps are given below [22] : The connection between this method and kPCA is worth elucidating [23, 29, 30] 
where K is a kernel matrix. The centered kernel matrix K is obtained from −( In kPCA, the eigenvectors of the centred covariance matrix in feature-space are generally not known since the feature map is not specified. This covariance matrix eigenproblem, in a possibly infinite dimensional feature space, can be recast as the eigenproblem for the positive definite (centred) kernel matrix. Assuming for simplicity that both matrices have a full set of eigenvectors, using only the eigenvectors of the centred kernel matrix, v j , j = 1, . . . , m, and the specified kernel values, the projections of a data point u (i) ∈ R d onto the new basis formed by the generally unknown eigenvectors of the covariance matrix in feature space, f j , j = 1, . . . , min{dim(F ), m}, can be computed as follows:ẑ The modified kernel matrixK = K + 2cJ + (1/2)c 2 H is p.s.d ∀c ≥ c * .
5: Apply classical scaling onK to obtainẑ
Step 4 is related to the additive constant problem, which can be defined in the following way: find a value of the constant c such that the modified dissimilarities matrices
Euclidean representation for all c ≥ c * (κ ij is the Kronecker-delta function). An exact solution to this problem was given by Cailliez [31] as the largest eigenvalue of the matrix (2.12). ψ(x (i) ). Analogously to the HH method, we can view the simulator as instead giving realizationsẑ (i) r ∈ R r , i = 1, . . . , m, of a random vector. These realizations lie on or near an r-dimensional space (embedding) and are extracted from the simulator outputs u (i) as described in §2c(ii). For fixed j, univariate GPE is performed on the set of coefficientsẑ (i) j , with corresponding design inputs x (i) , i = 1, . . . , m, to learn the mapping x →ẑ j for a test input x. In the notation of §2a, the training points are
. . , m, and the test output is y =ẑ j . This procedure is repeated for j = 1, . . . , r, with r d, to yieldẑ r = (ẑ 1 , . . . ,ẑ r ) T , which is a low-dimensional representation of the desired output u = ψ(x). The predicted coefficientsẑ j , j = 1, . . . , r, are precisely the coefficients in an expansion using the PCA basis in a feature space, as demonstrated in the preceding subsection (equation (2.11) ). They are therefore uncorrelated and can be treated as independent given the GPprior assumption. The final step is to find the inverse mapping from the Isomap representation z r ∈ R r to the physical space u ∈ R d , which is explained below. The Iso-GPE method can then be summarized in the pseudo code that follows.
Constructing solutions from the predicted Isomap coordinates. Given the predicted coordinates of a pointẑ r for a test input x (as described above), the distances between such a point and the other pointsẑ 
where W = N n i=1 w i and N n is the number of nearest neighbours selected for the reconstruction (mapping ofẑ r to u). The natural choice for N n is the neighbourhood number N used in Isomap (recall that for neighbourhood points the geodesic distances are set equal to the Euclidean distances in step 1 of Algorithm 1). The accuracy of this procedure relies on (a) the designof-experiment (DOE) for selecting the inputs (see §3) to provide 'representative' outputs in the window of input space that is of interest; and (b) the number of neighbours selected for the reconstruction. In some cases, e.g. precipitous changes in the outputs with small changes in the inputs and/or small sample sizes, a more informed (based on prior information) DOE than uniform sampling may be required, although this problem was not encountered with the examples considered in §3.
Results and discussion
The methodology developed in the previous section (Iso-GPE) was applied to datasets from three problems: (i) a steady-state parametrized PDE model, (ii) an unsteady parametrized PDE model, and (iii) a parametrized ODE model in time. The results were compared in each case to HH.
Training and testing. In each case, the dataset consisted of 500 data points (vectors), with inputs selected using a Sobol sequence DOE [34] , which is specifically designed to generate samples as uniformly as possible over the unit hypercube [35] ; 400 points were reserved for testing and different numbers of the remaining 100 points were used for training. The relative square errors (total square error divided by the number of grid points and the magnitudes of the average values of the test points) were used to measure the generalization error. Selection of the design points using DOE is vital for ensuring that an accurate response surface can be constructed from the data [2,36,37]. In the examples below, inputs were sampled uniformly. If prior knowledge of the inputoutput relationship is available, a more sophisticated approach could be used. Since our focus is on the output space dimensionality, and uniform sampling of the inputs suffices for the examples considered, we refer the reader to [2, [35] [36] [37] for detailed discussions on DOE issues, which are common to all emulation methods.
Results are shown for different numbers of components in the two dimensionality reduction methods. In the case of PCA, the first r components are the r principal components corresponding to the r largest eigenvalues of the covariance matrix. In the case of Isomap (or kernel Isomap), the first r components are the r Isomap coordinates corresponding to the r largest eigenvalues of the kernel matrix (corresponding to the r in the previous section and in the Iso-GPE algorithm).
(a) Free convection in porous media
This example concerns subsurface flow in a porous medium driven by density variations that result from temperature changes [38] . The temperature varies from a high value T h to a low value numerical experiments were performed using a Sobol sequence for sampling the input space; 400 of the data points were reserved for testing. For each input x (i) ∈ R 2 , i = 1, . . . , 500, the magnitude |w| of the velocity was recorded on a regular 100 × 100 square spatial grid. The 10 000 points in the two-dimensional spatial domain Ω were reordered into vector form (as described in §2b) to give data points u (i) ∈ R d , where d = 10 000. In the notation of §2b, |w| = u(q; x). To give some indication of the range of results, figure 3 shows the |w| fields in six different cases. The general trend was an increase in the average value of |w| with increases in β and T h .
Results. For 40 training points, (Tukey) box plots of the relative errors are shown in figure 4a ,b, up to five components for both HH and Iso-GPE (the horizontal axis is the number of components for the respective method, as previously defined). On each box, the central line is the median, the lower and upper edges signify the first (Q 1 ) and third (Q 3 ) quartiles, and the lower and upper lines (whiskers) define the errors within 1.5 × (Q 3 − Q 1 ) of the first and third quartiles. All other points (considered outliers) are plotted individually using a '+' symbol. For this number of training points, the two methods exhibit similar accuracy, with little variation in the errors beyond the use of one component (linear PCA shows that the first component contains over 95% of the modal energy). For higher numbers of training points, the Iso-GPE method is superior, as shown in figure 4c,d , which correspond to 80 training points. For the HH, the MLE for the hyperparameters was very sensitive to the algorithm used. The steepest descent algorithm (used for figure 4) gave the most stable results, while the other methods tested (conjugate gradient, L-BFGS, Hessian free Newton, Barzilai and Borwein, all implemented using the Matlab library minFunc (available from http://www.di.ens.fr/mschmidt/Software/minFunc.html) typically led to complete failure, irrespective of the initial guess for the hyperparameters. The MLE problem for Iso-GPE was found to be much more robust, in terms of both the method used and the initial guess. Representative examples in the case of 80 training samples are shown in figure 5 . In both cases, five components were used. Iso-GPE performs well in both cases, while HH exhibits notable quantitative and qualitative differences from the test output in both cases. 
in which c i is the concentration, ν i is the stoichiometric coefficient and c f ,i is the feed stream concentration of species i, respectively; v f is the volumetric flow rate and R = Ac PrO e −E/(RT) is the rate of reaction, with activation energy E and pre-exponential factor A (R is the universal gas constant and T is the temperature of the reactor). The energy balance is expressed as follows:
in which the specific heat capacity is molar averaged over the specific heat capacities of the individual species (C p,i ) and H is the enthalpy of reaction. The first term on the rhs represents the heat of reaction. The second term on the rhs represents the heat loss to the heat exchanger, where F x is the flow rate, C p,x is the specific heat capacity and T x is the inlet temperature of the heat exchanger medium. U (J s −1 K −1 ) is the heat exchange parameter. The third term on the rhs is the enthalpy change owing to the flow of species through the reactor. The molar enthalpy of species i is given by Results. Figure 6 shows the boxplots of the relative errors for HH and Iso-GPE up to five components for both 40 and 80 training points. The best performance is seen with Iso-GPE. In fact, HH failed to provide satisfaction for any number of training points. Despite appearing to give similar results to Iso-GPE for 40 training points, based on figure 6a,b, HH exhibited spurious oscillations. A clear difference in the errors is seen in figure 6a ,b, which correspond to 80 training points. Examples of the predictions for each method are shown in figure 7 (for 80 training points using five components) demonstrating the failure of HH. Iso-GPE provided a good fit to the trends and although it exhibited only a reasonably good quantitative fit, the method did not suffer from spurious oscillations. For a higher number of training points up to 140, Iso-GPE exhibited slight improvements in the accuracy of the predictions, while HH continued to fail. the Navier-Stokes equations using a Boussinesq approximation 4) and the heat balances are
in which w is the liquid velocity, T l (T s ) is the liquid (solid) temperature, μ is the dynamic viscosity, λ is the (common) thermal conductivity of the liquid and solid, C p is the heat capacity of the liquid at constant pressure, g denotes gravitational acceleration, ρ 0 is the reference density of the fluid, ρ = ρ 0 β(T l − T f ) is the linearized density, where β is the metal coefficient of thermal expansion, and T f denotes the fusion temperature of the solid. The liquid-solid front is defined by ξ = a(η, t), along which T = T f . An energy balance at the melting front is given by [39] 
where h f is the latent heat of fusion. A no slip condition is applied at the other boundaries. For each of the 500 snapshots, the magnitude |w| of the velocity was recorded on a regular 100 × 100 square spatial grid. The 10 000 points in the two-dimensional snapshots were reordered into vector form (as described in §2b) to give data points u (i) ∈ R d , where d = 10 000. In the notation of §2b, |w| = u(q, t; x). This gave a total of 500 data points (400 reserved for testing), with corresponding inputs
Results. For 40 training points, box plots of the relative square errors are shown in figure 8a ,b, up to eight components for both Iso-GPE and HH. Iso-GPE clearly exhibits the lowest errors of the two methods. representative examples shown in figure 9 , corresponding to cases 145 and 301 of the 400 reserved for testing. In both cases, five components were used. The performance of Iso-GPE in the first example is very good, while it performs poorly in the second. HH is notably worse than Iso-GPE, particularly in the second test, in which the fit is both qualitatively poor and negative values are predicted. For 80 training examples, the boxplots of the relative square errors are shown in figure 8c ,d, again up to eight components for both Iso-GPE and HH. Both methods show improvement. Iso-GPE exhibited very good performance with 80 training points in almost all cases, while the fit with HH was still poor in many of the test cases. In fact, significant improvements were seen with Iso-GPE using just 60 training points.
(d) Computational details
The results of HH were highly dependent on the MLE algorithm and the initial guess for the hyperparameters. Iso-GPE also showed sensitivity to the MLE algorithm and the initial guess, but to a much lesser degree; reasonable results were obtained with all algorithms tested. At present, we can provide no clear reasons for these observations, which will require further investigations. The computational times for training the algorithms using 80 training points and nine components in the examples considered (on a 2.7 GHz i7core, 16 GB RAM laptop) were all below 100 s when using the interior point method for the MLE (the most computationally expensive). These times are determined primarily by the solution to the MLE problem, and thus emulation methods (including univariate), a more detailed discussion is beyond the scope of this work, which is focused on reducing the dimensionality of the output space. The method used to determine the neighbouring points for Isomap (step 1 in Algorithms 1 and 2 of §2c(ii)) was found not to influence the results significantly. The results discussed above were generated using the neighbourhood number method (N = 10 in all cases). Increasing the neighbourhood number above 10 did not notably alter the results. Several parameters and choices in the Iso-GPE algorithm will need to be optimized, on a case by case basis. These parameters include the covariance function, the MLE algorithm and the neighbourhood number (or ball radius) for Isomap.
Concluding remarks
An efficient approach for constructing GP emulators of parameter-dependent spatial and spatio-temporal fields was developed by using nonlinear dimensionality reduction to reduce the dimensionality of the output space. The full, naïve GPE [15] would be computationally prohibitive for such datasets, while other methods rely on restrictive assumptions regarding the correlation structure [16, 18] . In the present approach, correlation information in the output data is exploited to reduce the dimensionality of the permissible output space (after implicitly mapping to a feature space). The method also extends that of Higdon et al. [21] (HH), in which the GP emulator is based on linear PCA. The generalization to nonlinear dimensionality reduction is significant because many response surfaces will not admit to a low-dimensional approximation using a linear subspace of the ambient space. The examples demonstrate that the Iso-GPE algorithm is generally more accurate than HH, with similar time costs. Although the motivation was parametrized nonlinear PDE models, the method developed can be applied to any problem involving vector-valued (steady-state or time-dependent) targets and vectorvalued inputs. It can be used to dramatically reduce the time costs of numerical algorithms for uncertainty quantification, optimal design, control and inverse parameter estimation (any application that involves repeated solutions of high-fidelity computational models).
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