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The variance of divisor sums in arithmetic progressions
Brad Rodgers, Kannan Soundararajan
Abstract. We study the variance of sums of the k-fold divisor function dk(n) over sparse
arithmetic progressions, with averaging over both residue classes and moduli. In a restricted
range, we confirm an averaged version of a recent conjecture about the asymptotics of this
variance. This result is closely related to moments of Dirichlet L-functions and our proof
relies on the asymptotic large sieve.
1. Introduction
Consider the k-fold divisor function,
dk(n) := #{(a1, ..., ak) ∈ Nk : a1 · · · ak = n},
which has the Dirichlet series ∑
n
dk(n)
ns
= ζk(s). (1)
For (b, q) = 1, the extent to which the sums∑
n≡b (mod q)
n≤X
dk(n) (2)
are approximated by the mean value
1
φ(q)
∑
(n,q)=1
n≤X
dk(n),
has been extensively studied. To mention examples from a long line of work, Heath-Brown
[17], Hooley [18], and Friedlander and Iwaniec [13] have obtained uniform estimates for
various k. Our purpose will be to study the variance of these sums as b varies. In the
case that k = 2 this problem has been studied in various ways (see e.g. [2, 24, 12]) with
in particular Lau and Zhao [22] proving a pleasant and simple asymptotic formula for the
variance with q and X growing at different rates.
In the case that k is larger, a function field variant of this problem has recently been
considered by Keating, the first author, Roditty-Gershon, and Rudnick [21]. Their result
suggests the following conjecture over the integers.
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Conjecture 1. For X, q →∞ in such a way that logX
log q
→ c ∈ (0, k), we have
vk(q;X) :=
∑
1≤a≤q
(a,q)=1
∣∣∣ ∑
n≡a (mod q)
n≤X
dk(n)− 1
φ(q)
∑
(n,q)=1
n≤X
dk(n)
∣∣∣2 (3)
∼ ak(q)γk(c)X(log q)k2−1,
where ak(q) is the arithmetic constant
ak(q) := lim
s→1+
(s− 1)k2
∑
n≥1
(n,q)=1
dk(n)
2
ns
, (4)
and γk(c) is a piecewise polynomial of degree k
2 − 1 that is positive for c ∈ (0, k) and is
described in more detail below.
Here and in the rest of the paper k ≥ 2 is assumed to be fixed. It may be helpful to
note that in this conjecture the range c < 1 corresponds to X ≤ q so that the arithmetic
progressions in question have at most one term; the range when c is just a little larger than
1 corresponds to arithmetic progressions with large moduli (close to, but smaller than, X).
In that paper an analogous conjecture is also made for the variance of divisor sums in
short intervals:
Conjecture 2. For X,H ≥ 1 such that X → ∞ and X/H → ∞ in such a way that
logX
log(X/H)
→ c ∈ (0, k), we have
1
X
∫ 2X
X
∣∣∣ ∑
x≤n≤x+H
dk(n)
∣∣∣2 dx− ( 1
X
∫ 2X
X
∑
x≤n≤x+H
dk(n) dx
)2
∼ akγk(c)X(log(X/H))k2−1,
(5)
where ak := lim(s− 1)k2
∑
dk(n)
2n−s.
Note that X plays the same role in (5) and (3), while H in (5) plays the role of the
number of terms X/q in each summand of (3).
The piecewise polynomial γk(c) appearing in these conjectures may be defined by
γk(c) :=
1
k!G(k + 1)2
∫
[0,1]k
δc(w1 + · · ·+ wk)∆(w)2 dkw, (6)
with δc(x) := δ(x − c) a Dirac delta-function centered at c, and ∆(w) :=
∏
i<j(wi − wj) a
Vandermonde determinant, and G the Barnes G-function, so that in particular G(k + 1) =
(k − 1)! · (k − 2)! · · · 1!. Thus defined γk(c) is a certain polynomial on each of the intervals
[0, 1), [1, 2),...,[k−1, k), with changes in its coefficients from interval to interval. For instance
γ3(c) =
{
1
8!
c8 for 0 ≤ c < 1,
1
8!
(3− c)8 for 2 ≤ c < 3,
while for 1 ≤ c ≤ 2 we have
γ3(c) =
1
8!
(
− 2c8 + 24c7 − 252c6 + 1512c5 − 4830c4 + 8568c3 − 8484c2 + 4392c− 927
)
.
In general
γk(c) = γk(k − c).
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That γk(c) changes from interval to interval in Conjectures 1 and 2 is an at first surprising
phenomenon. Though analogous phase changes occur in the function field analogue proved
in [21], over the integers these phase changes remain somewhat mysterious. Indeed, the
observation that there is somewhat strange behavior for limiting functions like γk(c) may be
said to date back at least to the work of Conrey and Gonek [6], who studied polynomials
very closely related to γk(c) with c ∈ [1, 2) in their work on the eighth moment of the
Riemann zeta-function. In fact, Conjectures 1 and 2 remain closely related to the moments
of Dirichlet L-functions and the Riemann zeta-function respectively. See [8, 9, 10, 11] for
recent heuristic work that is related to Conrey and Gonek’s.
What is known rigorously over the integers in the short-interval setting of Conjecture 2
follows from using summation formulas related to the functional equation for the Riemann
zeta function. In this way Lester [23] has evaluated the variance for c ∈ (k − 1, k). It is
likely that a similar argument could be used to verify Conjecture 1 in this restricted range
for all k (indeed, this is close to the strategy of [22] in the case k = 2).
Our purpose here is to demonstrate that a different range of the asymptotic evaluation
γk(c) in Conjecture 1 may be rigorously seen if we allow ourselves to average over moduli q.
We make use of smoothed weights as opposed to the sharp cutoffs in the variance (3), and
our main result concerns the following quantities:
We let Φ and Ψ be fixed smooth non-negative functions compactly supported in the
positive reals normalized so that ∫
Φ = 1,
∫
Ψ2 = 1.
Define
Vk(q;X) :=
∑
1≤a≤q
(a,q)=1
∣∣∣∣ ∑
n≡a (mod q)
dk(n)Ψ
( n
X
)
− 1
φ(q)
∑
(n,q)=1
dk(n)Ψ
( n
X
)∣∣∣∣2,
and
∆k(Q;X) :=
∑
q
Vk(q;X)Φ
( q
Q
)
.
Theorem 1. Fix k ≥ 2. Suppose X,Q → ∞ and introduce the parameter c := logX
logQ
.
For δ > 0, uniformly for c constrained by δ ≤ c ≤ k+2
k
− δ, we have
∆k(Q;X) ∼
∑
q
ak(q)Xγk(c)(log q)
k2−1Φ
( q
Q
)
(7)
∼ a˜kγk(c)QX(logQ)k2−1, (8)
where a˜k is the arithmetic constant
a˜k := lim
Q→∞
1
Q
∑
q≤Q
ak(q). (9)
The constants ak(q) and a˜k in (4) and (9) may also be expressed as an Euler product.
For
ap :=
∞∑
ℓ=0
(
k + ℓ− 1
k − 1
)2
p−ℓ, and ak :=
∏
p
(
1− 1
p
)k2
ap,
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we have
ak(q) = ak
∏
p|q
a
−1
p , and a˜k = ak
∏
p
(
1− 1
p
(1− a−1p )
)
. (10)
We leave it to the reader to verify that this representation (10) for the arithmetic constants
is the same as (4) and (9), and likewise that the expressions (7) and (8) in Theorem 1 are
the same (owing to the slow growth of the logarithm function).
The work of de la Brete`che and Fiorilli [3] considers a related variance, using however an
arithmetic approximation (motivated by work of Vaughan) instead of the probabilistic vari-
ance considered here. Interestingly, their asymptotic for their arithmetic variance matches
our result in Theorem 1.
If we assume the Generalized Riemann Hypothesis (GRH), we can prove a stronger
result1:
Theorem 2. On GRH, (7) is true uniformly for δ ≤ c ≤ 2− δ, for all k ≥ 2.
We note that with more work and bookkeeping, the asymptotic formula in Theorems 1
and 2 should be able to be replaced by a more complicated expression with a power-saving
error term. Likewise, in these theorems we have made use of smooth cut-offs Φ and Ψ. It
remains an interesting challenge to prove results like these with sharp cut-offs.
In recent work of Harper and the second author [16], it was shown unconditionally that
a quantity essentially the same as ∆k(Q;X) is at least of order QX(logQ)
k2−1 for the entire
range δ < c < 2− δ.
We have already mentioned the close connection between Conjectures 1 and 2 on the
one hand and conjectures for the moments of Dirichlet L-functions and the Riemann zeta-
function on the other. Indeed, our method of proof is based on the asymptotic large sieve,
developed by Conrey, Iwaniec, and the second author and applied in [7] by them to prove
estimates for the 6th moment of Dirichlet L-functions averaged over moduli, and subsequently
used by Chandee and Li [4] to prove estimates for the 8th moment under the assumption of
GRH. Our technique closely follows those papers.2
We give a brief outline of the main idea; the problem of estimating ∆k(Q;X) may roughly
be reduced to the problem of giving an accurate estimate for the sum∑
q
Φ
( q
Q
) ∑
n≡m (mod q)
n 6=m
dk(n)dk(m)Ψ
( n
X
)
Ψ
(m
X
)
=
∑
n 6=m
dk(n)dk(m)Ψ
( n
X
)
Ψ
(m
X
) ∑
rq=n−m
Φ
( q
Q
)
=
∑
n 6=m
dk(n)dk(m)Ψ
( n
X
)
Ψ
(m
X
) ∑
r|(n−m)
Φ
(n−m
rQ
)
.
The advantage of rewriting the sum in this way is that the sum over r is restricted to an
interval of size (n−m)/Q ≈ X/Q, which for us will be smaller than Q. The condition that
r|(n−m) may in turn be written in terms of a sum over Dirichlet characters modulo r, with
principal characters contributing a main term and all others contributing only to an error
1In fact, a generalized Lindelo¨f hypothesis will suffice.
2It is worth noting in this connection that
∫ k
0
γk(c) dc = G(1 + k)
2/G(1 + 2k), the same constant
conjectured to appear in moments of L-functions in a unitary family.
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term that may be bound using the large sieve, or slightly more effectively by assuming GRH.
This main term is then possible to estimate using classical, though elaborate, techniques. Of
course, many number-theoretic details are left out of this rough description, including espe-
cially coprimality conditions that inexorably arise when making use of Dirichlet characters
which nonetheless make the argument more cumbersome.
Alongside this technique, we will require a non-trivial combinatorial argument to verify
that the asymptotic formula we produce agrees with the piecewise polynomial that has been
predicted.
The organization of this paper is as follows: In section 2 we decompose the variance into
pieces that will be treated seperately. These are: diagonal terms, off-diagonal terms and a
regular approximation, and a sum over Dirichlet characters that will be an error term. After
developing analytic estimates that we use throughout the paper, we turn in sections 4 – 6
to proving an asymptotic formula for each of these pieces. Putting these pieces together in
section 7 yields an asymptotic formula for the variance. Finally we show in section 8 that
this asymptotic formula agrees with the γk(c) prediction.
We make one more comment about these results: by rewriting Vk(q;X) and ∆k(Q;X)
as a variance of sums ∑
n
dk(n)χ(n)Ψ
( n
X
)
, (11)
over a family of characters χ and using a summation formula for such sums, it should be
possible to extend Theorems 1 and 2 to the dual ranges
k − (k + 2)/k + δ ≤ c ≤ k − δ, and k − 2 + δ ≤ c ≤ k − δ,
respectively. An idea of this sort is effectively used in [7] and [4] in the form of an ap-
proximate functional equation in order to compute moments. In those papers, characters χ
were averaged over only primitive characters, and for such characters summation formulas
for (11) are less complicated to write down. Here in relating the variance of (11) to the
quantities Vk(q;X) and ∆k(Q;X), we must average over also imprimitive characters; this
makes the application of summation formulas rather more cumbersome. These dual ranges
are not treated in this paper.
Acknowledgments. We thank Adam Harper for a discussion which prompted us to think
about this problem, and Re´gis de la Brete`che along with an anonymous referee for cor-
rections. Some of the research for this paper was done while the first author was visiting
Stanford University, which he thanks for its gracious hospitality. The second author is par-
tially supported through a grant from the National Science Foundation (NSF) and a Simons
Investigator grant from the Simons Foundation.
2. Decomposing the variance
2.1. An initial decomposition. Since
Vk(q;X) =
∑
m≡n (mod q)
(mn,q)=1
dk(m)dk(n)Ψ
(m
X
)
Ψ
( n
X
)
− 1
φ(q)
∣∣∣ ∑
(n,q)=1
dk(n)Ψ
( n
X
)∣∣∣2,
we may write
∆k(Q;X) = Ak(Q;X)− Bk(Q;X),
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with
Ak(Q;X) :=
∑
q
Φ
( q
Q
) ∑
m≡n (mod q)
(mn,q)=1
dk(n)dk(m)Ψ
(m
X
)
Ψ
( n
X
)
, (12)
and
Bk(Q;X) :=
∑
q
Φ
( q
Q
) 1
φ(q)
∣∣∣ ∑
(n,q)=1
dk(n)Ψ
( n
X
)∣∣∣2. (13)
The quantity Bk(Q;X) is relatively easy to evaluate; it makes a large contribution when
X ≫ Q, which will be offset by a correspondingly large contribution from Ak(Q;X). To
handle Ak, we begin by breaking into pieces consisting of diagonal and off-diagonal terms:
Ak(Q;X) = Dk(Q;X) + Gk(Q;X),
with
Dk(Q;X) :=
∑
q
Φ
( q
Q
) ∑
(n,q)=1
dk(n)
2Ψ
( n
X
)2
(14)
and
Gk(Q;X) :=
∑
q
Φ
( q
Q
) ∑
m≡n (mod q)
(mn,q)=1
m6=n
dk(m)dk(n)Ψ
( n
X
)
Ψ
(m
X
)
. (15)
The diagonal term will be easy enough to estimate (see section 4), and so long as X =
o(Q) only diagonal terms make an important contribution to ∆k. For X ≫ Q however Gk
contributes to the main term and we deal with it using the asymptotic large sieve.
2.2. An off-diagonal decomposition. We break Gk into a main term and error term
as follows. Write
m = gM, n = gN with g := (m,n).
Note that for integers m 6= n, we have m ≡ n (mod q) and (mn, q) = 1 if and only if
q|(M −N) and (q, g) = 1. Hence (15) can be rewritten as
Gk(Q,X) =
∑
m,n
m6=n
dk(m)dk(n)Ψ
(m
X
)
Ψ
( n
X
) ∑
(q,g)=1
q|(M−N)
Φ
( q
Q
)
=
∑
m,n
m6=n
dk(m)dk(n)Ψ
(m
X
)
Ψ
( n
X
) ∑
a,ℓ
a|g
aℓ|(M−N)
µ(a)Φ
(aℓ
Q
)
,
where in the second line we used Mo¨bius inversion to express the coprimality condition
(q, g) = 1. By letting r > 0 be such that aℓr = |M −N |, we can rewrite the above as∑
m,n
m6=n
dk(m)dk(n)Ψ
(m
X
)
Ψ
( n
X
) ∑
a,r
a|g
M≡N (mod ar)
µ(a)Φ
( |M −N |
rQ
)
.
Since the function Φ is supported away from 0, note that the condition m 6= n is redundant.
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Expressing the congruence condition using Dirichlet characters, we obtain
Gk(Q,X) =
∑
m,n
dk(m)dk(n)Ψ
(m
X
)
Ψ
( n
X
)∑
a,r
a|g
µ(a)
φ(ar)
∑
χ (mod ar)
χ(M)χ(N)Φ
( |M −N |
rQ
)
=MGk(Q;X) + EGk(Q;X), (16)
where we have split the sum into a main term with contributions coming only from principal
characters
MGk(Q;X) :=
∑
m,n
dk(m)dk(n)Ψ
(m
X
)
Ψ
( n
X
) ∑
a,r
a|g
(ar,MN)=1
µ(a)
φ(ar)
Φ
( |M −N |
rQ
)
, (17)
and (what will turn out to be) an error term with contributions from all remaining characters
EGk(Q;X) :=
∑
m,n
dk(m)dk(n)Ψ
(m
X
)
Ψ
( n
X
)∑
a,r
a|g
µ(a)
φ(ar)
∑
χ (mod ar)
χ 6=χ0
χ(M)χ(N)Φ
( |M −N |
rQ
)
.
(18)
In order to work more easily with (17) and (18) we define for x, y, u ≥ 0 the function
W(x, y; u) := Ψ(x)Ψ(y)Φ(u|x− y|), (19)
so that
Ψ
(m
X
)
Ψ
( n
X
)
Φ
( |M −N |
rQ
)
=W
(gM
X
,
gN
X
;
X
grQ
)
.
We will deduce some analytic properties of the function W below in Section 3.
To summarize what we have shown in this section: we have the decomposition
∆k = Dk − Bk +MGk + EGk︸ ︷︷ ︸
Gk
. (20)
3. Mellin transforms of weight functions
In this section we collect in one place some analytic estimates that we will need in the
course of our proof. Since this material is somewhat technical, the reader may wish to skim
through the results in this section at first and the come back to them when they are called
upon.
In what follows we frequently make use of functions analytic in multiple variables. We
do not require any sophistication here: that a function f(s, z) is analytic in s and z in a
given region means for us in what follows just that for fixed z, f(s, z) is analytic in s, and
likewise for fixed s, f(s, z) is analytic in z.
For a smooth function G compactly supported in the positive reals, we denote the Mellin
transform by
G˜(z) :=
∫ ∞
0
G(u)uz−1 du, (21)
so that the inverse Mellin transform is given by
G(u) =
1
2πi
∫
(α)
G˜(z)u−z dz, (22)
for any vertical line ℜz = α.
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Proposition 1. Let G be a smooth function compactly supported inside (0,∞), and fix
a positive constant A. Then uniformly for −A ≤ ℜz ≤ A,
G˜(z)≪ℓ 1
1 + |ℑz|ℓ ,
for all positive integers ℓ.
Proof. Since G is compactly supported inside (0,∞), it follows that G˜(z) ∫∞
0
|G(z)|dz ≪ 1,
so that the claimed result holds if |ℑz| ≤ 1. If |ℑz| ≥ 1, then integrating by parts ℓ times
gives
G˜(z) = (−1)ℓ
∫ ∞
0
G(ℓ)(u)
uz+ℓ−1∏ℓ
j=1(z + j − 1)
du≪ℓ 1
1 + |ℑz|ℓ .

We will also need to make use of multivariable Mellin transforms, for the function W in
particular. Define
W˜2(s1, s2; u) :=
∫ ∞
0
∫ ∞
0
W(x, y; u)xs1−1ys2−1 dxdy, (23)
W˜3(s1, s2; z) :=
∫ ∞
0
∫ ∞
0
∫ ∞
0
W(x, y; u)uz−1xs1−1ys2−1 dudxdy, (24)
and
w˜(s1, s2, z) :=
∫ ∞
0
∫ ∞
0
Ψ(x)Ψ(y)
xs1−1ys2−1
|x− y|z dxdy. (25)
In these definitions, W˜2 is defined for all s1, s2 ∈ C owing to the compact support of Ψ, while
W˜3(s1, s2; z) = Φ˜(z)w˜(s1, s2, z),
with both W˜3 and w˜ well-defined for all s1, s2 ∈ C and ℜz < 1.
Because the function W is integrable and continuous, we have the multivariable Mellin
inversion formulas
W(x, y; u) = 1
(2πi)2
∫
(α)
∫
(β)
W˜2(s1, s2; u)x−s1y−s2 ds2ds1,
and
W(x, y; u) = 1
(2πi)3
∫
(α)
∫
(β)
∫
(γ)
W˜3(s1, s2; z)x−s1y−s2u−z dzds2ds1,
where α and β may be freely chosen for the line of integration, while γ < 1, and the integrals
over s1 and s2 are understood in the principal value sense.
Proposition 2. For ℜz < 1, we have
w˜(s1, s2; z) =
2
1− z (˜Ψ
2)(s1 + s2 − 1) +H(s1, s2; z)
where H(s1, s2; z) is a function that is analytic for all s1, s2 and 0 < ℜz < 2. Moreover, for
any fixed δ > 0, and s1, s2 in a fixed compact region, the function H(s1, s2; z) is bounded for
0 ≤ ℜz ≤ 2− δ, and W˜3(s1, s2; z) has a meromorphic continuation to ℜz < 2 furnished by
W˜3(s1, s2; z) = 2Φ˜(z)
1− z (˜Ψ
2)(s1 + s2 − 1) + Φ˜(z)H(s1, s2; z).
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Proof. The function Ψ is smooth and compactly supported in (0,∞); say, the support of
Ψ is in [u1, u2] ⊂ (0,∞). For s2 restricted to a compact region, clearly
Ψ(y)ys2−1 = Ψ(x)xs2−1 +O(|x− y|).
Put
Ω(x, y; s1, s2) := Ψ(x)x
s1−1(Ψ(y)ys2−1 −Ψ(x)xs2−1).
Then
w˜(s1, s2; z) =
∫ u2
u1
∫ u2
u1
Ψ(x)2
xs1+s2−2
|x− y|z dxdy +
∫ u2
u1
∫ u2
u1
Ω(x, y; s1, s2)
|x− y|z dxdy. (26)
For any ǫ > 0,
Iǫ(s1, s2; z) :=
∫ u2
u1
∫ u2
u1
Ω(x, y; s1, s2)
|x− y|z 1(ǫ,∞)(|x− y|) dxdy
is analytic for all s1, s2, z. Since Ω(x, y; s1, s2) = O(|x − y|) for s1, s2, z restricted to any
compact region with ℜz < 2 at all points in the region, we have that Iǫ(s1, s2; z) tends
uniformly to
I(s1, s2; z) :=
∫ u2
u1
∫ u2
u1
Ω(x, y; s1, s2)
|x− y|z dxdy,
so I(s1, s2; z) as well is analytic for all s1, s2, and z with ℜz < 2. That I is bounded for
s1, s2 in a fixed compact region with ℜz ≤ 2− δ is evident.
Moreover, for 0 < ℜz < 1,∫ u2
u1
∫ u2
u1
Ψ(x)2
xs1+s2−2
|x− y|z dxdy =
∫ u2
u1
(∫ u2−x
0
dt
tz
+
∫ x−u1
0
dt
tz
)
Ψ(x)2xs1+s2−2 dx
=
2
1− z
∫ ∞
0
Ψ(x)2xs1+s2−2 dx
+
∫ u2
u1
((u2 − x)1−z − 1
1− z +
(x− u1)1−z − 1
1− z
)
Ψ(x)2xs1+s2−2 dx
=
2
1− z (˜Ψ
2)(s1 + s2 − 1) + J (s1, s2; z). (27)
Clearly J is analytic for all s1, s2, and z, and bounded for s1, s2, z restricted to any compact
region.
Combining the two decompositions (26) and (27) above, letting H = I + J gives the
lemma. 
In the next two propositions, we let s1 = σ1 + it1 and s2 = σ2 + it2.
Proposition 3. Fix positive constants ǫ and A. Uniformly for −A ≤ ℜz ≤ 1 − ǫ and
−A ≤ σ1, σ2 < A,
W˜3(s1, s2; z)≪ℓ 1
1 + |ℑz|ℓ
1
1 + |t1 + t2|ℓ
1
1 + |t1 − t2|1−ℜz .
for all positive integers ℓ.
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Proof. We prove a closely related bound for the function w˜(s1, s2; z) first. Let Ψ1(x) =
x−A−1exΨ(x), so that like Ψ, the function Ψ1 is smooth and compactly supported, with
support in (0,∞). By Mellin inversion and Fubini, for −A ≤ ℜz ≤ 1− ǫ and −A ≤ σ1, σ2 <
A, we have
w˜(s1, s2; z) =
1
(2πi)2
∫
(0)
∫
(0)
Ψ˜1(ζ1)Ψ˜1(ζ2)E(A+1+ s1− ζ1, A+1+ s2− ζ2; z) dζ1dζ2, (28)
where
E(s1, s2; z) :=
∫ ∞
0
∫ ∞
0
e−xe−yxs1−1ys2−1
|x− y|z dxdy,
is plainly well-defined and bounded for ℜs1,ℜs2 ≥ 1 and ℜz ≤ 1 − ǫ. We will bound
E(s1, s2; z), which will translate into a bound for w˜(s1, s2; z) owing to the rapid decay of
Ψ˜1. In the definition of E, we make the change of variables x = yλ, dx = y dλ, followed by
τ = y(1 + λ), dτ = (1 + λ) dy, to obtain
E(s1, s2; z) = Γ(s1 + s2 − z)
∫ ∞
0
λs1−1
(1 + λ)s1+s2−z|1− λ|z dλ.
By splitting the integral into two pieces and using Euler’s integral representation for hyper-
geometric functions [1, Thm. 2.2.1], we see that∫ ∞
0
λs1−1
(1 + λ)s1+s2−z|1− λ|z dλ =
∫ 1
0
λs1−1
(1 + λ)s1+s2−z(1− λ)z dλ
+
∫ ∞
1
λs1−1
(1 + λ)s1+s2−z(λ− 1)z dλ
=
Γ(1− z)Γ(s1)
Γ(1 + s1 − z) 2F1
(
s1 , s1 + s2 − z
1 + s1 − z ;−1
)
+
Γ(1− z)Γ(s2)
Γ(1 + s2 − z) 2F1
(
s2 , s1 + s2 − z
1 + s2 − z ;−1
)
.
We have made a change of variables λ = 1/ℓ in the second integral in order to simplify it.
On the other hand, by Barnes’ integral for the hypergeometric function [1, Thm 2.4.1],
for 1 ≤ ℜa,ℜb,ℜc ≤ B for a fixed constant B,
2F1
(
a , b
c
;−1
)
=
1
2πi
∫ i∞
−i∞
Γ(a+ s)
Γ(a)
Γ(b+ s)
Γ(b)
Γ(c)
Γ(c+ s)
Γ(−s) ds,
where the path of integration is a straight line except for a small (radius 1/2 say) semi-circle
around the left of the origin in order to miss the singularity of Γ(−s). By Stirling’s formula
[25, Thm C.1] we see this is bounded for 1 ≤ ℜa,ℜb,ℜc ≤ B. Hence, for 1 ≤ ℜs1,ℜs2 ≤ B
and −A ≤ ℜz ≤ 1− ǫ,
E(s1, s2; z)≪ Γ(s1 + s2 − z)
(Γ(1− z)Γ(s1)
Γ(1 + s1 − z) +
Γ(1− z)Γ(s2)
Γ(1 + s2 − z)
)
.
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Making use of Stirling’s formula, this is
≪ℓ 1
1 + |t1 + t2 − z|ℓ
((|t1|+ 1)σ1−1/2(1 + |ℑz|)1−ℜz−1/2
(1 + |t1 − ℑz|)σ1+1−ℜz−1/2
+
(|t2|+ 1)σ2−1/2(1 + |ℑz|)1−ℜz−1/2
(1 + |t2 −ℑz|)σ2+1−ℜz−1/2
)
.
Hence, for s1, s2, z as in the proposition, applying this in (28) gives us the same bound
for w(s1, s2; z), with σ1 and σ2 replaced by σ1 + A+ 1 and σ2 + A+ 1 respectively.
Finally, because
W˜3(s1, s2; z) = Φ˜(z)w˜(s1, s2; z),
and because Φ˜(z)≪ℓ 1/(1 + |ℑz|ℓ), this bound for w˜ gives us
W˜3(s1, s2; z)≪ℓ 1
1 + |ℑz|ℓ
1
1 + |t1 + t2|ℓ
( 1
1 + |t1|1−ℜz +
1
1 + |t2|1−ℜz
)
,
which is equivalent to the claimed bound. 
Proposition 4. Fix A > 0. Uniformly for −A ≤ σ1, σ2 ≤ A and u ≥ 0, we have
W˜2(s1, s2; u)≪p u
p−1
1 + max(|t1|, |t2|)p ,
for all p ≥ 1. Further, there is a constant K > 0 such that W˜2(s1, s2; u) = 0 unless u ≥ K.
Proof. Integrating by parts p times furnishes the bound on W˜2(s1, s2; u); the exponent of
u is p− 1 because of the Φ(u|x− y|) term in the definition of W which forces |x− y| to be
on the scale of 1/u. If u is sufficiently small, then W(x, y; u) vanishes for all x and y – this
being a consequence of the support of Φ and Ψ. 
4. The diagonal contribution, and ∆k for X = o(Q)
In this section we estimate the diagonal sum Dk(Q;X), obtaining a good estimate for
all ranges of Q and X . In the easy range X ≤ ηQ, for a certain constant η, this gives an
asymptotic formula for ∆k(Q;X).
4.1. Fixed moduli. By a standard contour shift argument, we can estimate the diag-
onal contributions for individual q.
Proposition 5. Fix a constant C. For all ǫ > 0,∑
(n,q)=1
dk(n)
2Ψ
( n
X
)2
=
ak(q)
(k2 − 1)!X(logX)
k2−1 +Oǫ(X(logX)
k2−2+ǫ),
uniformly for q ≤ XC.
The proof gives an asymptotic formula of the formXP (q; logX)+Oǫ(X
1/2+ǫqǫ) uniformly
for all q, where P (q; ·) is a k2−1 degree polynomial with (somewhat complicated) coefficients
that depend on q.
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Proof. Mellin inversion gives for any α > 1∑
(n,q)=1
dk(n)
2Ψ
( n
X
)2
=
1
2πi
∫
(α)
(˜Ψ2)(s)Xs
∑
(n,q)=1
dk(n)
2
ns
ds. (29)
For ℜs > 1 we may write∑
(n,q)=1
dk(n)
2
ns
=
∏
p∤q
∞∑
ℓ=0
(
ℓ+ k − 1
k − 1
)2
p−ℓs = ζ(s)k
2
F (s)fq(s),
where
fq(s) :=
∏
p|q
( ∞∑
ℓ=0
(
ℓ+ k − 1
k − 1
)2
p−ℓs
)−1
,
and
F (s) :=
∏
p
(
1− 1
ps
)k2 ∞∑
ℓ=0
(
ℓ+ k − 1
k − 1
)2
p−ℓs.
The Euler product defining F (s) converges absolutely in ℜs > 1/2, and so in the region
ℜs ≥ 1/2 + ǫ we have F (s) ≪ǫ 1. The product defining fq(s) converges when ℜs > 0, and
in the region ℜs ≥ 1/2 we have
fq(s)≪
∏
p|q
(
1 +O
( 1
p1/2
))
≪ǫ qǫ.
Shifting the contour in (29) from α to 1/2+ ǫ (and noting that |ζ(s)| grows only polyno-
mially in |s| for ℜs ≥ 1/2; see [27, Ch. V]) , we thus have∑
(n,q)=1
dk(n)
2Ψ
( n
X
)2
= Res
s=1
(˜Ψ2)(s)Xsζ(s)k
2
fq(s)F (s)
+
1
2πi
∫
(1/2+ǫ)
(˜Ψ2)(s)Xsζ(s)k
2
fq(s)F (s) ds
= Res
s=1
(˜Ψ2)(s)Xsζ(s)k
2
fq(s)F (s) +Oǫ(X
1/2+ǫqǫ). (30)
Expanding fq(s) into its Taylor series around 1, the residue above may be written as
k2−1∑
j=0
f
(j)
q (1)
j!
Rk2−1−j(logX), (31)
where Rk2−1−j is a polynomial of degree k
2−1−j with coefficients determined by the Laurent
expansion of (˜Ψ2)ζ(s)k
2
F (s) (and thus independent of q).
For a prime p consider the Euler factor in the definition of fq(s), call it temporarily ep(s).
This may be expanded into a power series around 1:
ep(s) = ep(1)
(
1 + b1(p)(s− 1) + b2(p)(s− 1)2 + . . .
)
,
with bj(p)≪j (log p)j/p. Multiplying this expansion over all p|q we find
fq(s) = fq(1)
(
1 + c1(q)(s− 1) + c2(q)(s− 1)2 + . . .
)
,
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where we may see that cj(q) ≪j (log log q)j. The bound on cj(q) follows from the bound
on bj(p) together with the bound
∑
p|q(log p)
j/p ≪ (log log q)j (attained for primorials q).
Using these observations in (31), we see that the quantity in (31) is
fq(1)Rk2−1(logX) +O((logX)
k2−2 log log q)
=fq(1)
(
(˜Ψ2)(1)F (1)
(logX)k
2−1
(k2 − 1)! +O((logX)
k2−2)
)
+O((logX)k
2−2+ǫ).
Noting that (˜Ψ2)(1) = 1 and that fq(1)F (1) = ak(q), the proposition follows. 
4.2. Averaged moduli. By using standard contour integration techniques as above
one may see that
Proposition 6. For any ǫ > 0,∑
q
ak(q)Φ
( q
Q
)
= a˜kQ +Oǫ(Q
1/2+ǫ).
We leave details to the reader.
By combining Propositions 5 and 6 we obtain the diagonal piece of the asymptotic formula
(8) in Theorem 1.
Lemma 1 (Diagonal terms). Fix δ > 0. For X ≥ Qδ and for any ǫ > 0,
Dk(Q;X) = a˜k
(k2 − 1)!QX(logX)
k2−1 +Oǫ(Q
1/2+ǫX(logX)k
2−1 +QX(logX)k
2−2+ǫ).
Hence for c := logX
logQ
uniformly for c ≥ δ,
Dk(Q;X) ∼ a˜k c
k2−1
(k2 − 1)!QX(logQ)
k2−1.
4.3. Estimating ∆k for small X. In the rangeX = o(Q), the conditionm ≡ n (mod q)
forces m = n. Thus, in this range Gk(Q;X) = 0. Moreover it is straightforward to see that
(when X = o(Q) and k ≥ 2)
Bk(Q;X)≪
(
X(logX)k−1
)2
logQ≪ X2(logQ)2k−1 = o(XQ(logQ)k2−1).
Using our evaluation of Dk, we conclude the following. (To fix our imagination, rather than
just X = o(Q), we take X ≤ Q/ log logQ.)
Lemma 2 (Theorem 1 for small c). Fix δ > 0. For Qδ ≤ X ≤ Q/ log logQ, with c := logX
logQ
we have
∆k(Q;X) ∼ a˜k c
k2−1
(k2 − 1)!QX(logQ)
k2−1.
We will see later (see Section 7) by explicitly calculating γk(c) that this establishes
Theorem 1 for c ∈ (0, 1).
Since we have proved an estimate for diagonal sums that is uniform in q, this may also be
used in exactly the same way to establish a smoothed version of Conjecture 1 for c ∈ (0, 1).
On the other hand, to go past this diagonal analysis, we will really require the averaging in
q.
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5. Off-diagonal asymptotics
We turn now to the termsMGk −Bk in the decomposition (20). For X = o(Q) we have
just shown that these are error terms, but for X ≫ Q they instead make a contribution to
the leading order of ∆k. We will prove both an unconditional and a conditional asymptotic
formula for X ≥ Q/ log logQ.
Let Pk(c) be the polynomial
Pk(c) := Res
z=0
Res
s1=0
s2=0
ezec(s1+s2−z)
(s1 − z)k(s2 − z)k
z2sk1s
k
2(s1 + s2 − z)k2
. (32)
Remark 1. In Proposition 10, we will record a slightly more traditional representation
for the polynomial Pk(c), involving a (complicated) sum of binomial coefficients.
Our sole purpose in the rest of this section is to demonstrate the following:
Lemma 3. Fix δ > 0. For X in the range Q/ log logQ ≤ X ≤ Q(k+2)/k−δ
MGk(Q;X)− Bk(Q;X) = a˜kPk
( logX
logQ
)
XQ(logQ)k
2−1 +Oǫ(XQ(logX)
k2−2+ǫ), (33)
for any ǫ > 0.
Moreover, on the Riemann hypothesis (33) is true in the larger range Q/ log logQ ≤ X ≤
Q2−δ.
Proof. Because this proof is somewhat lengthy, we break it up into three steps.
Step 1: Approximating MGk by (two) contour integrals. We will make use of
Mellin transforms to approximate MGk(Q;X), pulling off one term that will ultimately
match up with Bk(Q;X) and another that will give rise to the main term in Lemma 3.
Note that
MGk(Q;X) =
∑
m,n
∑
a,r
a|g
(ar,MN)=1
dk(m)dk(n)
µ(a)
φ(ar)
W
(m
X
,
n
X
;
X
grQ
)
.
Defining
Tk(s1, s2; z) :=
∑
m,n
∑
a,r
a|g
(ar,MN)=1
dk(m)
ms1
dk(n)
ns2
µ(a)
φ(ar)
(gr)z,
for ℜs1,ℜs2 > 1 and ℜz < 0, we have for any A > 0 (a parameter which will be chosen more
exactly later) and small ǫ > 0
MGk(Q : X) = 1
(2πi)3
∫
(−A)
∫
(1+ǫ)
∫
(1+ǫ)
W˜3(s1, s2; z)Xs1Xs2(Q/X)z Tk(s1, s2, z) ds1ds2dz.
(34)
(Since the three variable integral is absolutely convergent, one needn’t worry at this point
about the order of the contours over s1, s2, and z.)
For ℜs1,ℜs2 > 1 and ℜz < 0, note by multiplicativity that
Tk(s1, s2; z) =
∏
p
∑
µ,ν,α,ρ
dk(p
µ)dk(p
ν)
pµs1pνs2
µ(pα)
φ(pα+ρ)
(pmin(µ,ν)+ρ)z,
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where the sum is over all tuples of non-negative integers (µ, ν, α, ρ) satisfying
α ≤ min(µ, ν), and either α = ρ = 0, or µ = ν.
This is a complicated expression, but we note that by an inspection of the Euler product,
Tk(s1, s2; z) = ζ(1− z)ζ(2− z) ζ(s1)
kζ(s2)
kζ(s1 + s2 − z)k2
ζ(1 + s1 − z)kζ(1 + s2 − z)kVk(s1, s2; z), (35)
where Vk(s1, s2; z) is a function that is analytic and bounded in the regions
ℜs1,ℜs2 ≥ 1/2 + c, ℜ(s2 + s2 − z) ≥ 1/2 + c, ℜz ≤ 1 + c,
for any c chosen with 0 < c < 1/2.
We return to the expression (34) and shift the contours of s1 and s2 each from the line
(1 + ǫ) to Γ, where Γ is a contour running in straight line-segments from
(1+ǫ)−i∞ to (1+ǫ)−iY to (1/2+ǫ)−iY to (1/2+ǫ)+iY to (1+ǫ)+iY to (1+ǫ)+i∞,
where Y is a (large) parameter to be chosen later. Shifting the contour of s1 first and then
s2, we see∫
(1+ǫ)
∫
(1+ǫ)
W˜3(s1, s2; z)Xs1+s2−z Tk(s1, s2; z) ds1ds2
= Res
s1,s2=1
(
W˜3(s1, s2; z)Xs1+s2−z Tk(s1, s2; z)
)
+ ErrorTerm, (36)
where
ErrorTerm =
(∫
(1+ǫ)
∫
Γ
+
∫
Γ
∫
(1+ǫ)
−
∫
Γ
∫
Γ
)
W˜3(s1, s2; z)Xs1+s2−z Tk(s1, s2; z) ds1ds2.
Applying Proposition 3 to bound W˜3 (with ℓ being an integer larger than 1 +A), and using
(35) and that ℜz = −A, we may bound the integrand above by
≪ 1
1 + |z|1+A
|ζ(s1)|k|ζ(s2)|k
(1 + |t1 + t2|1+A)(1 + |t1 − t2|1+A)X
ℜ(s1+s2)+A.
If either s1 or s2 has real part 1 + ǫ, then the corresponding factor of |ζ(sj)|k is ≪ 1, and
we may integrate out this variable. If neither s1 nor s2 has real part 1 + ǫ then bound
Xℜ(s1+s2)|ζ(s1)ζ(s2)|k by X2ℜs1|ζ(s1)|2k +X2ℜs2 |ζ(s2)|2k and then integrate out the variable
not involving a power of ζ . In this way we obtain
ErrorTerm≪ 1
1 + |z|1+A
∫
Γ
Xℜs+1+ǫ+A|ζ(s)|k +X2ℜs+A|ζ(s)|2k
1 + |s|A+1 |ds|. (37)
In the part of Γ with |ℑs| > Y (so ℜs = 1 + ǫ) we use |ζ(s)| ≪ 1 and see that the
contribution of this part to the integral in (37) is≪ X2+2ǫ+A/Y A. To estimate the horizontal
lines in Γ, we use the convexity bound |ζ(s)| ≪ (1+ |s|)(1−ℜs)/2+ǫ, and obtain that these line
segments contribute ≪ (X2+2ǫ+AY kǫ +X3/2+2ǫ+AY k/4+ǫ +X1+2ǫ+AY k/2+ǫ)/Y A+1. Lastly, to
bound the integrals on the line segment from 1/2 + ǫ − iY to 1/2 + ǫ + iY , we split the
integral into dyadic blocks and note that (for any r > 0)∫ 2T
T
|ζ(1/2 + ǫ+ it)|rdt≪ T 1+ǫ + T r/4+ǫ,
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which follows from the convexity bound for ζ(s) together with the fourth moment. It follows
that for A > ǫ the contribution of this line segment to (37) is
≪ X3/2+2ǫ+A(1 + Y k/4−1−A+ǫ) +X1+2ǫ+A(1 + Y k/2−1−A+ǫ).
Putting all these estimates together we conclude that
ErrorTerm≪ 1
1 + |z|1+A
(X2+2ǫ+AY kǫ
Y A
+
X3/2+2ǫ+AY k/4+ǫ
Y 1+A
+
X1+2ǫ+AY k/2+ǫ
Y 1+A
+X3/2+2ǫ+A
)
.
(38)
If the Riemann hypothesis is assumed then |ζ(s)| ≪ (1 + |s|)ǫ when ℜ(s) ≥ 1/2, and we
obtain the better bound
ErrorTerm≪ 1
1 + |z|1+A
(X2+2ǫ+A
Y A
+X3/2+2ǫ+A
)
. (39)
When k = 2, we let Y →∞ and take any A > ǫ in (38), and conclude that
ErrorTerm≪ X3/2+2ǫ+A/(1 + |z|1+A).
For k > 2, we take Y = X2/(k−2) and A = (k − 2)/4 to conclude again the same bound for
ErrorTerm (with 2ǫ replaced by 2ǫ+ 2ǫk/(k − 2), a quantity still always smaller than 5ǫ).
Returning to (36), we have (with the above choice for A when k > 2)
MGk(Q;X) = 1
2πi
∫
(−A)
Qz Res
s1,s2=1
W˜(s1, s2; z)Xs1+s2−z Tk(s1, s2; z) dz
+Oǫ(Q
−AX3/2+5ǫ+A).
For k = 2 we take A = 2ǫ, and see that the error term above is O(XQ) provided X ≤
Q2−δ and ǫ is sufficiently small. For k > 2 the error term above is readily seen to be
O(XQ) provided X ≤ Q(k+2)/2−δ and ǫ is sufficiently small. Hence unconditionally for
X ≤ Q(k+2)/k−δ,
MGk(Q;X) = 1
2πi
∫
(−A)
Qz Res
s1,s2=1
W˜(s1, s2; z)Xs1+s2−z Tk(s1, s2; z) dz +O(XQ). (40)
On the Riemann hypothesis, using (39) we obtain the same result in the wider range X ≤
Q2−δ.
We further simplify (40). Writing each residue as an integral over a small contour centered
at 1:
O := {s : |s− 1| = ǫ}
we may exchange the order of integration to rewrite the integral in (40):
1
(2πi)3
∫
O
∫
O
∫
(−A)
W˜3(s1, s2; z)QzXs1+s2−z Tk(s1, s2; z) dz ds1ds2.
We will shift the integral in z from the line (−A) to the line (ǫ). Using the estimate for W˜3
of Proposition 3 to bound the horizontal components of this shift, and collecting the sole
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residue at z = 0 we see that
MGk(Q;X) = 1
(2πi)3
∫
O
∫
O
∫
(ǫ)
W˜3(s1, s2; z)QzXs1+s2−z Tk(s1, s2; z) dzds1ds2
+
1
(2πi)2
∫
O
∫
O
−Res
z=0
W˜3(s1, s2; z)QzXs1+s2−z Tk(s1, s2; z) ds1ds2 (41)
+O(XQ).
Unconditionally we have this for X ≤ Q(k+2)/k−δ, while on the Riemann hypothesis it is true
in the larger region X ≤ Q2−δ.
We conclude by noting a simplification of the residue in (41) that we use later. From
(35) and the definition of W˜3, we have for s1, s2 ∈ O,
− Res
z=0
W˜3(s1, s2; z)QzXs1+s2−z Tk(s1, s2; z) = Xs1+s2Ψ˜(s1)Ψ˜(s2)Φ˜(0) lim
z→0
−zTk(s1, s2, z).
(42)
We turn now to the second step of our proof to see that much the same expression occurs
in an evaluation of Bk. After that, in the third step, we will evaluate the first contour integral
in (41).
Step 2: Approximating Bk by a matching contour integral. Recall
Bk(Q;X) =
∑
m,n
dk(m)dk(n)Ψ
(m
X
)
Ψ
( n
X
) ∑
(q,mn)=1
1
φ(q)
Φ
( q
Q
)
.
We estimate this sum with the help of the following proposition.
Proposition 7. Let
SH(z) :=
∑
(q,H)=1
1
φ(q)qz
.
Then ∑
(q,H)=1
1
φ(q)
Φ
( q
Q
)
= Φ˜(0) lim
z→0+
(zSH(z)) +Oǫ(H
ǫ/Q1−ǫ),
uniformly in H, for any ǫ > 0.
Proof. Define
sp(z) := 1 +
1
(p1+z − 1)(1− p−1) .
Note that
SH(z) =
∏
p∤H
sp(z) = ζ(1 + z)
(∏
p|H
sp(z)
−1
)
R(z),
where
R(z) =
∏
p
(
1− 1
p1+z
)
sp(z)
is bounded and analytic for ℜz ≥ −1 + δ, for any δ > 0. We have∑
(q,H)=1
1
φ(q)
Φ
( q
Q
)
=
1
2πi
∫
(ǫ)
Φ˜(z)QzSH(z) dz,
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for ǫ > 0. The proposition then follows by pushing the line of integration to (−1 + ǫ) and
noting that for ℜz = −1 + ǫ, ∏
p|H
sp(z)
−1 ≪ǫ Hǫ,
by using the fact that ω(H)≪ logH/ log logH. 
Remark 2. It is easy to simplify limz→0+(zSH(z)) to an Euler product depending on H.
However for us this representation as a limit will be more convenient.
Applying Proposition 7 to Bk,
Bk(Q;X) = lim
z→0+
∑
m,n
dk(m)dk(n)Ψ
(m
X
)
Ψ
( n
X
)
Φ˜(0)zSmn(z) +Oǫ(X
2+ǫ/Q1−ǫ).
Making use of a Mellin transform to rewrite the sum over m and n, this is
lim
z→0+
∫
(1+ǫ)
∫
(1+ǫ)
Ψ˜(s1)Ψ˜(s2)Φ˜(0)X
s1+s2zFk(s1, s2; z) ds1ds2 +Oǫ(X
2+ǫ/Q1−ǫ), (43)
where
Fk(s1, s2; z) :=
∑
m,n,q
(q,mn)=1
dk(m)dk(n)
ms1ns2
1
φ(q)qz
.
By factoring Fk as an Euler product, one may check that
Fk(s1, s2; z) = ζ(s1)
kζ(s2)
kζ(1 + z)Gk(s1, s2; z) (44)
for a function Gk(s1, s2; z) that is analytic and bounded for ℜs1,ℜs2 ≥ 1/2 + δ and ℜz ≥
−1/2 + δ for any δ > 0.
Returning to (43), we shift the contour in s1 and s2 from (1+ ǫ) to (1/2+ ǫ) each, picking
up as before a residue at s1, s2 = 1. We make use of the rapid decay of Ψ˜(s1)Ψ˜(s2) to bound
the new contour. Such residues as we pick up by shifting the contour occur at s1, s2 = 1.
Leaving these residues as contour integrals localized around 1, we obtain:
Bk(Q;X) = lim
z→0
∫
O
∫
O
Φ˜(0)Ψ˜(s1)Ψ˜(s2)X
s1+s2zFk(s1, s2; z) ds1ds2
+Oǫ(X
3/2+ǫ) +Oǫ(X
2+ǫ/Q1−ǫ)︸ ︷︷ ︸
=O(XQ) for X≤Q2−δ
, (45)
where O is as before the contour {s : |s − 1| = ǫ}. Using (44) to establish dominated
convergence, we may transfer the limit inside the integrals.
We claim that the integral that occurs here is the same as the second integral that
appeared in (41). By using (42), to demonstrate this we need only show that
lim
z→0
−zTk(s1, s2; z) = lim
z→0
zFk(s1, s2; z) (46)
for s1, s2 ∈ O. One method for verifying this is a straightforward though tedious computation
with the Euler product factorizations in (35) and (44). Alternatively, note for ℜs1,ℜs2 > 1
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and ℜz < 0,
Tk(s1, s2; z) =
∑
m,n,q
(q,mn)=1
dk(m)dk(n)
ms1ns2
qz
φ(q)
∑
a|(g,q)
(g/a)zµ(a)
= Fk(s1, s2;−z) +
∑
m,n,q
(q,mn)=1
dk(m)dk(n)
ms1ns2
qz
φ(q)
∑
a|(g,q)
(
(g/a)z − 1)µ(a). (47)
For fixed s1, s2, the sum on the last line is bounded as z → 0−, a claim that follows upon
applying the crude bound ∑
a|(g,q)
(
(g/a)z − 1)µ(a)≪ǫ gǫ|z|.
Multiplying both sides of (47) by z and letting z → 0− establishes (46) for ℜs1,ℜs2 > 1.
(Really this establishes the claim for z → 0−, but it is immediate from the factorizations
(35) and (44) that both limits do exist.) By analytic continuation we obtain (46) for all
s1, s2 ∈ O.
Hence, substituting the representation (45) for Bk into the representation (41) with which
we concluded the last step, we obtain
MGk(Q;X)− Bk(Q;X) = 1
(2πi)3
∫
(ǫ)
∫
O
∫
O
Xs1+s2−zQzW˜3(s1, s2; z)Tk(s1, s2; z) ds1ds2dz
+O(XQ). (48)
We have shown this for X ≤ Q(k+2)/k−δ unconditionally, and for X ≤ Q2−δ on RH.
Step 3: Evaluating the contour integral (48) approximating MGk − Bk
In this last step of the proof we turn to evaluating the integral in (48). The basic idea is
to push the contour in z from the line (ǫ) to a curve extending just beyond the point z = 1,
thereby picking up a residue at z = 1 and s1, s2 = 1, which when evaluated gives the formula
in the lemma. In the proof that follows we will seek only a first-order asymptotic formula
and ignore lower order terms.
Let Ck(Q;X) be the integral on the right hand side of (48). We may contract each of the
contours O over which s1 and s2 are integrated to the contour O′ := {s : |s− 1| = 1/ logX}
without encountering any singularities. Hence
Ck(Q;X) =
∫
(ǫ)
∫
O ′
∫
O ′
Xs1+s2−zQzW˜3(s1, s2; z)Tk(s1, s2; z)ds1ds2︸ ︷︷ ︸
:=c(z)
dz.
We recall that ζ(s) has no zeros in the region {σ + it : σ ≥ 1 − B/ log(|t| + 2)} for some
absolute constant B. With this as a motivation we define the contour
γ := {z = σ + it : σ = 1− 1
logQ
+ B
log(|t|+2)
},
traversed as usual in the counter-clockwise direction. Our fuller reasons for choosing such a
contour will become clear shortly. Also define O ′′ := {z : |z − 1| = 3/ logQ}. Let E be the
region bounded by the line (ǫ) and the contour γ. For sufficiently large Q, the curve O ′′ is
contained in the interior E and one sees that the only possible singularities of the function
c(z) in this region E are contained inside O ′′, by using the analytic continuation of W˜3 in
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Proposition 2 and that of Tk given by the identity (35). Hence, by moving the contour (ǫ)
to the right to γ,
Ck(Q;X) =
∫
γ
∫
O′
∫
O′
Xs1+s2−zQzW˜3(s1, s2; z)Tk(s1, s2; z) ds1ds2dz
−
∫
O ′′
∫
O ′
∫
O ′
Xs1+s2−zQzW˜3(s1, s2; z)Tk(s1, s2; z) ds1ds2 dz, (49)
where the ‘horizontal parts at infinity’ of the contour bounding the region E may be shown
to be negligible using the bound for W˜3 in Proposition 3.
The first integral in (49) can be bounded by noting that for all z ∈ γ, we have 1 + A ≥
ℜz ≥ 1− 1/ logQ, so for s1 ∈ O ′, s2 ∈ O ′, z ∈ γ,
Xs1+s2−zQz ≪ǫ XQ(logQ)ǫ,
for Q/ log logQ ≤ X ≤ Q2. Moreover, for such s1, s2, z,
W˜3(s1, s2; z)≪ℓ 1
1 + |ℑz|ℓ
and using (35) and the fact that |1 − z| ≫ 1/ logQ for z ∈ γ we have also for such s1, s2,
and z,
Tk(s1, s2; z)≪ |ζ(1− z)|(logQ)2k
(
1 +
1
|z − 1|
)k2−2k+1
.
Hence, integrating on the contours O′,O′′ and γ, the first integral in (49) is no more in order
than
XQ(logQ)k
2−2+ǫ.
Turning to the second integral of (49), we have for
s1 = 1 +
s′1
logQ
, s2 = 1 +
s′2
logQ
, z = 1 +
z′
logQ
,
with |s′1| = |s′2| = 1 and |z′| = 3, by an expansion of each term into Laurent series,
Xs1+s2−zQzW˜3(s1, s2; z)Tk(s1, s2; z)
= −XQe(s′1+s′2−z′)
logX
logQ ez
′ (s′1 − z′)k(s′2 − z′)k
(z′)2(s′1)
k(s′2)
k(s′1 + s
′
2 − z′)k2
Vk(1, 1; 1)(logQ)
k2+2
+O(XQ(logQ)k
2+1).
(Used in the above evaluation is the fact that ζ(0) = −1/2, together with Proposition 2.)
Substituting this into (49) and making the change of variables s1 7→ s′1, s2 7→ s′2, z 7→ z′ in
the integral that remains, we obtain
Ck(Q;X) = Vk(1, 1; 1)Pk
( logX
logQ
)
XQ(logQ)k
2−1 +Oǫ(XQ(logQ)
k2−2+ǫ).
Putting this back in (48), we see that Lemma 3 will be proved if only we can show that
Vk(1, 1; 1) = a˜k. But this is a straightforward (if slightly tedious) matter to check. 
Remark 3. We have made use of the zero free region for ζ(s) out of convenience rather
than necessity. Indeed, by a somewhat more computationally intensive proof, explicitly ex-
panding the residues we have isolated above, a more complicated asymptotic formula for
MGk(Q;X)− Bk(Q;X), with a power-saving error term, can be obtained.
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6. Bounding the error term EGk
6.1. A statement of bounds. In this section we obtain the following bounds for the
error term EGk.
Lemma 4. For any ǫ > 0,
EGk(Q;X)≪ǫ X1+ǫ(X/Q)k/2.
In particular, if X ≤ Q(k+2)/k−ǫ then
EGk(Q;X) = o(XQ).
Lemma 5. Assume GRH. For any ǫ > 0.
EGk(Q;X)≪ǫ X2+ǫ/Q,
In particular, if X ≤ Q2−ǫ then
EGk(Q;X) = o(XQ).
Remark 4. Owing to the support of Φ and Ψ, there plainly exists a constant η depending
on these functions so that if X ≤ ηQ, we have EGk(Q;X) = 0. So in our proofs below we
will only be concerned with the case X ≫ Q.
6.2. Moments of L-functions. In order to prove these results we require first some
estimates for moments of L-functions.
Proposition 8. For R, S ≥ 1,∑
q≤R
∑
χ (mod q)
χ 6=χ0
∫ S
0
|L(1/2 + it, χ)|2k dt≪k,ǫ (R2S + (RS)k/2)(RS)ǫ,
for any ǫ > 0.
Proof. This is an application of the large sieve. Without the average over t, the bound
would be a special case of a result of Huxley [19, Thm. 3], (see also [20, Thm 7.34]).
Since the proof of Proposition 8 is much the same as Huxley’s we only give a sketch of the
proof. By using the approximate functional equation, for χ primitive we may approximate
L(1/2+ it, χ)k by Dirichlet polynomials of length roughly (RS)k/2. By using the hybrid large
sieve [14] of Gallagher (or see [20, Thm. 7.17]), we obtain∑
q≤R
∑
χ (mod q)
χ prim.
∫ S
0
|L(1/2 + it, χ)|2k dt≪k,ǫ (R2S + (RS)k/2)(RS)ǫ,
It is then a simple matter to extend the sum to all non-zero characters. See, for example,
the proof of Proposition 2.9 of [4]. 
Proposition 9. Assume GRH. For S ≥ 2 and all positive integers q,∑
χ (mod q)
χ 6=χ0
∫ S
0
|L(1/2 + it, χ)|2k dt≪k,ǫ φ(q)S(log qS)k2+ǫ.
Proof. This is [4, Prop. 2.9]. 
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Remark 5. The result there is proven making use of the conditional moment bounds
from [26]. Arguing as in the work of Harper [15], the ǫ in the exponent may be removed.
In fact, we will only need the crude bound of (QS)1+ǫ, which follows from the generalized
Lindelo¨f hypothesis.
6.3. Proofs of the bounds.
Proof of Lemma 4. By using (18) we see that
EGk(Q;X) =
∑
(M,N)=1
∑
a,r,g
a|g
µ(a)
φ(ar)
∑
χ (mod ar)
χ 6=χ0
χ(M)χ(N)dk(gM)dk(gN)W
(gM
X
,
gN
X
;
X
grQ
)
,
(50)
where from the support of the function W, we have that gM , and gN are ≪ X , and that
r ≪ |M − N |/Q ≪ X/g. By writing g = aλ and using the fact that for any function
α(M,N), ∑
(M,N)=1
χ(M)χ(N)α(M,N) =
∑
(j,ar)=1
∑
m,n≥1
µ(j)χ(m)χ(n)α(jm, jn),
where χ is a character modulo ar, we can further expand (50) to∑
m,n≥1
∑
a,λ,j≪X
∑
r≪X/Q
(j,ar)=1
µ(a)
φ(ar)
χ(m)χ(n)µ(j)dk(aλjm)dk(aλjn)W
(aλjm
X
,
aλjn
X
;
X
aλrQ
)
.
By taking a Mellin transform in the first two variables of W, it follows that for β > 1,
EGk(Q;X) =
∑
aλj≪X
∑
r≪X/(Qaλ)
(j,ar)=1
µ(a)µ(j)
φ(ar)
∑
χ (mod ar)
χ 6=χ0
1
(2πi)2
∫
(β)
∫
(β)
Xs1+s2
(aλj)s1+s2
× Faλj(s1, χ)Faλj(s2, χ)W˜2
(
s1, s2;
X
aλrQ
)
ds1ds2, (51)
where
FA(s, χ) :=
∑
m≥1
dk(Am)
χ(m)
ms
=
∏
pℓ||A
∑
i≥0 dk(p
ℓ+i)χ(pi)p−is∏
p|A
∑
i≥0 dk(p
i)χ(pi)p−is
L(s, χ)k.
Since the characters χ in (51) are not principal, we may shift the contours from the lines (β)
to the lines (1/2) without encountering any singularities. (Proposition 4, which estimates
the function W˜2, allows us bound the horizontal part of the contour shift.) Since dk(p
ℓ+i) ≤
dk(p
ℓ)dk(p
i), on the line ℜs = 1/2, we have∣∣∣∑
i≥0
dk(p
ℓ+i)χ(pi)p−is
∣∣∣ ≤ dk(pℓ)∑
i≥0
dk(p
i)
pi/2
= dk(p
ℓ)
1
(1− 1/√p)k .
Further ∣∣∣∑
i≥0
dk(p
i)χ(pi)p−is
∣∣∣ = ∣∣∣1− χ(p)
ps
∣∣∣−k ≥ 1
(1 + 1/
√
p)k
,
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and so for ℜs = 1/2,
|FA(s, χ)| ≤ dk(A)
∏
p|A
(1 + 1/√p
1− 1/√p
)k
|L(s, χ)|k ≪ǫ Aǫ|L(s, χ)|k,
for any ǫ > 0. Hence, returning to (51) and using also φ(ar)≫ (ar)1−ǫ,
EGk(Q;X)≪ǫ
∑
aλj≪X
∑
r≪X/(Qaλ)
(j,ar)=1
X1+ǫ
a2λjr
×
∑
χ (mod ar)
χ 6=χ0
∫ ∞
−∞
∫ ∞
−∞
|L(s1, χ)|k|L(s2, χ)|k
∣∣∣W˜2(s1, s2; X
aλrQ
)∣∣∣ dt1dt2,
where s1 = 1/2 + it1, s2 = 1/2 + it2 above. Writing ar = h, and estimating the sum over
the free variable j, we may simplify our bound to
EGk(Q;X)≪
∑
hλ≪X/Q
X1+ǫ
hλ
∑
χ (mod h)
χ 6=χ0
∫ ∞
−∞
∫ ∞
−∞
|L(s1, χ)|k|L(s2, χ)|k
∣∣∣W˜2(s1, s2; X
hλQ
)∣∣∣ dt1dt2.
(52)
We bound this quantity by breaking h, λ and t1, t2 into dyadic intervals, making use of
Proposition 4 to bound W˜2 and Proposition 8 to bound moments of L-functions.
Define E(S) := {t : S ≤ t ≤ 2S} for S > 1 and E(S) = [−1, 1] for S = 1. We have for
S1, S2 ≥ 1 with S2 ≥ S1, and for H and L with HL≪ X/Q,∑
H≤h≤2H
L≤λ≤2L
1
λh
∑
χ (mod h)
χ 6=χ0
∫
E(S2)
∫
E(S1)
(|L(s1, χ)|2k + |L(s2, χ)|2k)∣∣∣W˜2(s1, s2; X
hλQ
)∣∣∣ dt1dt2
≪p,ǫ 1
LH
(H2S2 + (HS2)
k/2)(HS2)
ǫS1
(X/HLQ)p−1
Sp2
. (53)
We make use of this bound with p = 1 for S2 ≤ X/HLQ and p = k/2 + 2 otherwise.
We return to (52). From the symmetry between s1 and s2, and since |L(s1, χ)L(s2, χ)|k ≪
|L(s1, χ)|2k + |L(s2, χ)|2k,
EGk(Q;X)≪ǫ X1+ǫ
∑
d
H,L
HL≪X/Q
1
LH
( ∑
d
S1≤S2
S2≤X/HLQ
(H2S2 + (HS2)
k/2)(HS2)
ǫS1
1
S2
+
∑
d
S1≤S2
S2>X/HLQ
(H2S2 + (HS2)
k/2)(HS2)
ǫS1
1
S
k/2+2
2
( X
HLQ
)k/2+1)
,
where
∑
d indicates a dyadic sum over powers of 2. By estimating these sums we obtain
EGk(Q;X)≪ǫ X1+ǫ(X/Q) +X1+ǫ(X/Q)k/2+ǫ.
This is Oǫ(X
1+ǫ(X/Q)k/2), establishing the claim. 
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Proof of Lemma 5. We proceed almost as above, but instead of making use of the large
sieve bound in Proposition 8 we use the GRH bound of Proposition 9. Applying this to the
dyadic intervals in (53), we obtain for the upper bound in the second line of that inequality,
≪p,ǫ 1
LH
H2S2(HS2)
ǫS1
(X/HLQ)p−1
Sp2
.
Using this in (52), and evaluating the dyadic sum as before, we see
EGk(Q;X)≪ǫ X1+ǫ(X/Q),
as claimed. 
7. An asymptotic formula for ∆k
We summarize what we have shown. If Xδ ≤ X ≤ Q/ log logQ), we have found an
asymptotic formula for ∆k(Q;X) in Lemma 2, namely
∆k(Q;X) ∼ a˜k c
k2−1
(k2 − 1)!QX(logQ)
k2−1,
where c := logX/ logQ.
On the other hand, if Q/ log logQ ≤ X ≤ Qk+2k −δ, from Lemmas 1, 3, and 4,
∆k(Q;X) =Dk(Q;X)− Bk(Q;X) +MGk + EGk
=a˜k
( ck2−1
(k2 − 1)! + Pk(c)
)
QX(logQ)k
2−1 +Oǫ(XQ(logQ)
k2−2+ǫ),
where recall Pk is defined by (32). Likewise from Lemmas 1, 3, and 5, on GRH this is true
for Q/ log logQ ≤ X ≤ Q2−δ.
Thus Theorems 1 and 2 will be established if only we demonstrate that
γk(c) = c
k2−1/(k2 − 1)!, for c ∈ (0, 1], (54)
and
γk(c) = c
k2−1/(k2 − 1)! + Pk(c), for c ∈ [1, 2). (55)
The relation (54) is established in section 4.4.3 of [21], and in the next section we prove (55).
8. A comparison with γk and remarks on Pk
8.1. A RMT computation. Our purpose is to demonstrate the identity (55).
Lemma 6. For c ∈ [1, 2),
γk(c) =
ck
2−1
(k2 − 1)! + Pk(c),
where Pk(c) is the polynomial given by (32).
It will be convenient for us to deal with Pk as a multiple residue, rather than a more
traditionally written polynomial (though we do record a more traditional expression for it
in the next subsection).
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We note that (32) may be rewritten as
Pk(c) = −Res
z′=0
Res
s1=0
s2=0
ecz
′
es1+s2−z
′ (s1 − z′)k(s2 − z′)k
(z′)k2sk1s
k
2(s1 + s2 − z)2
. (56)
We outline a proof of this identity, leaving details to the reader. Begin by writing (32) as
a multiple contour integral, with the contour in the z variable containing in its interior the
sumset of the contours over s1 and s2. It is now possible to swap the order of integration,
and make a change of variable z′ = s1+ s2− z, and then swap the order of integration again.
The right side of (56) is the resulting residue. This change of variables will prove useful for
us later.
Though the piecewise polynomial γk(c) is succinctly expressed by the integral (6), in
proving Lemma 6 it will be useful to return to γk’s origins in random matrix theory over the
unitary group. As usual, we let U(N) be the N × N group of unitary matrices, endowed
with Haar probability measure dg.
By expanding characteristic polynomials, it is apparent that the integral
I :=
∫
U(N)
det(1− xg)k det(1− g−1) dg
is a polynomial of degree kN ; that is
I =
kN∑
m=0
Ik(m;N)x
m,
with coefficients Ik(m;N) defined by this relation. In [21], it is shown (Theorem 1.5) that
as N →∞,
Ik(m;N) = γk(m/N)N
k2−1 +O(Nk
2−2), (57)
the estimate uniform in m.
We will prove Lemma 6 by finding a formula for Ik(m;N) and taking the limit N →∞.
A formula of [5] is the starting point.
Theorem 3 (Conrey-Farmer-Keating-Rubinstein-Snaith). For A and B finite collections
of complex numbers,∫
U(N)
∏
α∈A
det(1−αg)
∏
β∈B
det(1− βg−1) dg =
∑
S⊆A
T⊆B
|S|=|T |
∏
α∈S
αN
∏
β∈T
βNZ(S + T− , T + S−), (58)
where S := A \ S, T := B \ T , S− := {−α : α ∈ S}, T− := {−β : β ∈ T}, and for any
finite collections of complex numbers A and B,
Z(A,B) :=
∏
α∈A
β∈B
1
1− αβ .
Remark 6. Following the convention of this area, we use the notation S + T− to mean
appending the list S to the list T−. So {1, 4, 4}+ {2, 4, 5} = {1, 2, 4, 4, 4, 5}.
Remark 7. The singularities that might at first appear to occur on the right hand side
of (58) are known to be removable. Terms in this sum that grow arbitrarily large for certain
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choices of A and B cancel out with other terms for such A,B. (Indeed, this is evident from
the left hand side.)
Remark 8. The method of proof we take closely resembles that of section 4.2 of [21],
though our approach differs somewhat in its specifics, since our goal is to match up with the
residue defining Pk.
Proof of Lemma 6. Our proof proceeds in two steps.
Step 1: By making use of Theorem 3, we will represent Ik(m;N) as a residue: for
N < m < 2N ,
Ik(m;N) = −Res
ζ=1
ζ−(m+1)fN (ζ), (59)
with
fN(ζ) :=
1
(1− ζ)k2 −
1
(2πi)2
∫
|s1|=1/10
∫
|s2|=1/10
ζN+1e(N+1)(s1+s2)
(1− ζ)k2
(1− ζes2
1− e−s1
)k
×
(1− ζes1
1− e−s2
)k ds1ds2
(1− ζes1+s2)2 . (60)
Step 2: By analyzing this residue in the limit m,N → ∞ with m/N → c ∈ [1, 2), and
using
γk(c) = lim
1
Nk2−1
Ik(m;N), (61)
which clearly follows from (57), we are able to verify Lemma 6.
We turn to Step 1. We introduce the polynomial
I(ǫ,δ) :=
∫
U(N)
k∏
i=1
det(1− xeǫig)
k∏
j=1
det(1− eδig−1) dg
=
kN∑
m=0
I
(ǫ,δ)
k (m;N)x
m,
with the coefficients I
(ǫ,δ)
k (m;N) defined by this relation. Note that for fixed m and N ,
lim
ǫ,δ→0
I
(ǫ,δ)
k (m;N) = Ik(m;N). (62)
By applying Theorem 3, for ǫi and δj all distinct (distinct so that we need not worry about
the analysis of any removable singularities in the right-hand side of (58)) we have
I(ǫ,δ) = A(ǫ,δ)1 (x) + A(ǫ,δ)2 (x) +Oǫ,δ(x2N ), (63)
for sufficiently small x, where
A
(ǫ,δ)
1 (x) :=
k∏
i,j=1
1
1− xeǫi+δj ,
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which corresponds to the term S = T = ∅ in the summation on the right hand side of (58),
and
A
(ǫ,δ)
2 (x) :=
k∑
µ,ν=1
xNeN(ǫµ+δν)
(∏
i 6=µ
j 6=ν
1
1− xeǫi+δj
)(∏
i 6=µ
1
1− e−ǫµ+ǫi
)
×
(∏
j 6=ν
1
1− e−δν+δj
)( 1
1− x−1e−ǫµ−δν
)
=−
k∑
µ,ν=1
xN+1e(N+1)(ǫµ+δν)
(∏
i,j
1
1− xeǫi+δj
)(∏
i 6=µ
1− xeǫi+δν
1− e−ǫµ+ǫi
)
×
(∏
j 6=ν
1− xxδj+ǫµ
1− e−δν+δj
)( 1
1− xeǫµ+δν
)2
which corresponds to the terms for which |S| = |T | = 1 in the summation of (58); these
terms arise from S = {ǫµ} and T = {δν} for 1 ≤ µ, ν ≤ k. The error term Oǫ,δ(x2N ) in (63)
is x2Ngǫ,δ(x), where gǫ,δ(x) is an analytic function in x around the origin, arising because
all remaining terms in the summation in (58) have |S| ≥ 2 and this produces for j ≥ 2N a
summand with xj multiplied by a rational function analytic around x = 0.
We note that A2 has a further simplification. For ǫi and δj always distinct and |ǫi|, |δj| ≤
1/10 for all i, j, the reader should check that we have by a computation of residues
A
(ǫ,δ)
2 (x) = −
1
(2πi)2
∫
|s1|=1/10
∫
|s2|=1/10
xN+1e(N+1)(s1+s2)∏
i,j(1− xeǫi+δj )
(∏
i
1− xeǫi+s2
1− eǫi−s1
)
×
(∏
j
1− xeδj+s1
1− eδj−s2
) 1
(1− xes1+s2)2 ds1ds2, (64)
so long as |x| is sufficiently small that the final term (1 − xes1+s2)−2 contributes no residue
(|x| < e−2/10 suffices). (Thus the poles inside this contour are exactly those at s1 = ǫ1, ..., ǫk
and s2 = δ1, ..., δk. Taking contours of radius, say, 1/10 ensures that e.g. ǫ1 +2πi is not also
a pole.)
From (63) then for m ≤ 2N ,
I
(ǫ,δ)
k (m;N) =
1
2πi
∫
|ζ|=R
ζ−(m+1)
(
A
(ǫ,δ)
1 (ζ) + A
(ǫ,δ)
2 (ζ)
)
dζ,
with R a parameter chosen sufficiently small (i.e. R < e−2/10). Taking a limit as ǫ, δ → 0
along paths such that all ǫi, δj remain distinct, we see from (62) and uniform convergence
(both on the contour |ζ | = R and in the integral representation (64) for A(ǫ,δ)2 ) that
Ik(m;N) =
1
2πi
∫
|ζ|=R
ζ−(m+1)fN(ζ) dζ, (65)
for m < 2N , where fN (ζ) is defined by (60).
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By inspection, one sees that fN(ζ) is meromorphic with a singularity only at ζ = 1, and
for ζ of large moduli |fN(ζ)| = O(|ζ |N). Hence for N < m < 2N and R > 1,
Ik(m;N) =
1
2πi
∫
|ζ|=R
ζ−(m+1)fN(ζ) dζ − Res
ζ=1
ζ−(m+1)fN(ζ)
= −Res
ζ=1
ζ−(m+1)fN(ζ),
with the second line following by letting R→∞. This proves the claim of Step 1.
We turn to Step 2. We let the residue just obtained in Step 1 be the result of a contour
integral; making the change of variable z = 1− ζ , we have for N < m < 2M ,
Ik(m;N) =
1
2πi
∫
|z|=r
(1− z)−(m+1)fN(1− z) dz, (66)
for any r < 1.
Note that the integrand in the definition (60) of fN(ζ) is analytic in s1 for s1 6= 0 in
the disc |s1| < 1/10, and likewise for s2. We can therefore replace the contours |s1| = 1/10,
s2| = 1/10 by |s1| = ρ, |s2| = ρ for any ρ < 1/10. We set r = 1/N in (66) and take the
contours |s1| = 1/N , |s2| = 1/N in the representation (60) of fN . By making the re-scaling
change of variables z′ = Nz, s′1 = Ns1, s
′
2 = Ns2, we see that
Ik(m;N) =
Nk
2−1
2πi
∫
|z′|=1
1(
1− z′
N
)(m+1)
[
1
(z′)k2
− 1
2πi
∫
|s′
1
|=1
∫
|s′
2
|=1
(
1− z′
N
)(N+1)
e(1+1/N)(s1+s2)
(z′)k2
×
(s′1 − z′
s′2
+O(1/N)
)k(s′2 − z′
s′1
+O(1/N)
)k ds′1ds′2
(s′1 + s
′
2 − z′ +O(1/N))2
]
dz′.
If m,N →∞ in such a way that m/N → c, then by uniform convergence,
lim
Ik(m;N)
Nk2−1
=
1
2πi
∫
|z′|=1
ecz
′
[
1
(z′)k2
− 1
(2πi)2
∫
|s′
1
|=1
∫
|s′
2
|=1
es
′
1
+s′
2
−z′
(z′)k2
× (s
′
1 − z′)k(s′2 − z′)k
(s′1)
k(s′2)
k(s′1 + s
′
2 − z)2
ds′1ds
′
2
]
dz′. (67)
Yet from (61) the left hand side of (67) is γk(c), while on the right hand side we note
1
2πi
∫
|z′|=1
ecz
′
(z′)k2
dz′ =
ck
2−1
(k2 − 1)! .
Using (56) to extract Pk(c) from what remains, we have verified the lemma. 
8.2. An expansions of Pk. Though it is was not necessary for our purposes, we record
an expansion of the polynomial Pk(c) in a more traditional form that may be of interest.
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Proposition 10. With
(
m
i1,i2,i3
)
denoting the multinomial coefficient, we have
Pk(c) =
(−1)k
(k2 − 1)!
∑
a,b≥0
α,β≥0
(−1)a+b+α+βca+b(1− c)k2−1−a−b
(
k2 − 1
a, b, k2 − 1− a− b
)
×
(
k2 − 1 + α+ β
α, β, k2 − 1
)(
k
a+ α + 1
)(
k
b+ β + 1
)
.
The computation follows (with some book-keeping) by writing
Pk(c) = Res
z=0
(−1)k2
zk2
e(1−c)z Res
s1=0
s2=0
ecs1ecs2
(
1− z
s1
)k(
1− z
s2
)k(
1− s1 + s2
z
)−k2
,
and, in order to compute residues, expanding each of (1− z/s1)k, (1− z/s2)k, and (1− (s1+
s2)/z)
−k2 into powers of z/s1, z/s2 and (s1 + s2)/z respectively.
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