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COMPLEMENTARY FEATURE LEVEL DATA FUSION FOR 
BIOMETRIC AUTHENTICATION USING NEURAL NETWORKS 
 
Mark Abernethy and Shri Rai 
Murdoch University, Perth, Australia 
mark.abernethy@murdoch.edu.au; s.rai@murdoch.edu.au 
 
Abstract 
Data fusion as a formal research area is referred to as multi‐sensor data fusion. The premise is that 
combined  data  from  multiple  sources  can  provide  more  meaningful,  accurate  and  reliable 
information than that provided by data from a single source. There are many application areas  in 
military and security as well as civilian domains. Multi‐sensor data  fusion as applied  to biometric 
authentication  is  termed multi‐modal  biometrics.  Though  based  on  similar  premises,  and  having 
many similarities to formal data fusion, multi‐modal biometrics has some differences  in relation to 
data fusion levels. The objective of the current study was to apply feature level fusion of fingerprint 
feature  and  keystroke  dynamics  data  for  authentication  purposes,  utilizing  Artificial  Neural 
Networks (ANNs) as a classifier. Data fusion was performed adopting the complementary paradigm, 
which  utilized  all  processed  data  from  both  sources.  Experimental  results  returned  a  false 
acceptance  rate  (FAR) of 0.0 and a worst  case  false  rejection  rate  (FRR) of 0.0004. This  shows a 
worst  case  performance  that  is  at  least  as  good  as  most  other  research  in  the  field.  The 
experimental  results  also  demonstrated  that  data  fusion  gave  a  better  outcome  than  either 
fingerprint or keystroke dynamics alone. 
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INTRODUCTION 
Data  fusion  involves  the  integration  of  data  from  multiple  sensors  or  sources,  and  is  typically 
referred  to  as multi‐sensor  data  fusion  (Hall  and  Llinas,  1997). Historically,  as  a  formal  research 
discipline, it had been primarily the province of military research (and subsequent applications), but 
more  recently  has  also  been  applied  to  industrial  processes,  medical  diagnosis,  logistics,  and 
biometric authentication. 
 
Using data  from multiple  independent  sensors/sources makes  a  system  less  vulnerable  to  failure 
than a single source, because information from multiple sources (both correlated and uncorrelated) 
is exploited to provide a better outcome (Brooks and Iyengar, 1998). Provided the fusion method is 
appropriate  to  the  types  of  data,  and  is  performed  correctly,  the  system  should  become  less 
sensitive to noisy data and thus more robust. A fusion system should combine data in such a way as 
to  remove  the  influence  of  inconsistent  or  irrelevant  data,  so  that  the  best  interpretation  of 
information is achieved. 
 
The  next  section  discusses  data  fusion  paradigms.  Section  3  discusses  the  data  fusion  levels  as 
applied  in multi‐modal biometrics, and also provides a  review of multi‐modal biometrics  research 
using  a  complementary  approach.  Section  4  describes  the  experimental  methodology.  Lastly, 
sections 5 and 6 present the results and conclusions. 
 
DATA FUSION PARADIGMS 
There are three accepted configurations that precipitate in the following data fusion paradigms 
(Brooks and Iyengar, 1998): 
 
1. Complementary Data Fusion is utilized where all available data from independent sources are 
combined to provide a more complete mapping of a region, physical attribute, or aspect of an 
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object. Sources provide data covering different regions, physical attributes, or aspects of an 
object. The combined data provides an overall view of the whole region, attribute or object. 
Multiple sources of the same type, or of different types, may be deployed. 
2. Competitive Data Fusion  is utilized where data sources provide  independent measurements 
of the same  information about a region, physical attribute, or aspect of an object. They are 
competitive  in  that  a  fusion  system  must  decide  which  sensor’s  data  most  correctly 
represents  the  region,  attribute  or  object.  Merging  data  is  challenging  since  it  involves 
interpreting conflicting data. Sensor  inaccuracy, perspective, and the time between readings 
can  make  fusion  problematic  and  complex.  Competitive  configurations  generally  cause 
accuracy and reliability to increase. 
3. Cooperative Data  Fusion  is  related  to  the  competitive  paradigm. However  instead  of  data 
sources competing, data are  combined  in  such a way  that  information can be derived  that 
would be otherwise unattainable  from  individual data  sources. This  is  a difficult  system  to 
design because  information sought  is sensitive to the  inaccuracies associated with  individual 
sensors. Cooperative  configurations  typically  require determination of  the  specific  features 
(from each data  source)  that best  represent  the  region, physical attribute, or aspect of  an 
object; they may cause accuracy and reliability to decrease,  if steps are not taken to ensure 
rigorous feature selection. 
 
DATA FUSION LEVELS IN MULTI‐MODAL BIOMETRICS 
In  a  generic uni‐modal biometric  system,  there  are  four modules  (Ross  and  Jain,  2004;  Faundez‐
Zanuy,  2009):  biometric  capture module;  feature  extraction module; matching module;  decision 
module. For a generic multi‐modal biometric  system, a  fusion module  (responsible  for  combining 
the data from multiple sources) must be added. 
 
The following data fusion  levels  in a multi‐modal biometric system, are described  in relation to the 
five required modules (Ross and Govindarajan, 2005): 
 
• Sensor Level: Raw data, though possibly contaminated by noise, represents the richest source 
of information. Biometric capture modules are responsible for acquisition of raw data, which 
can then be processed  in the fusion module such that a new single vector (consisting of the 
integrated  raw data)  is obtained. An  important  restriction  is  that only samples of  the same 
biometric  trait  can  be  used  in  the  fusion  process  (Nandakumar,  2008).  The  newly  created 
vector may have features extracted from it in the feature extraction module, or be processed 
directly in the matching module. The output from the matching module is then passed to the 
decision module, where the final classification decision is made. 
• Feature  Level:  This  fusion  level  uses  data  collected  from  the  feature  extraction  process 
(Osadciw  et  al.,  2003). Data  at  this  level  is  closer  to  raw data  than  the  subsequent  fusion 
levels  and maintains more  discriminatory  information  (Ross  and  Jain,  2004).  Thus,  feature 
level  fusion  should  prove more  accurate  than  fusion  at  the  confidence  score  or  decision 
levels.  Feature  extraction  typically  requires  the  selection  of  salient  features,  from 
independent data  sources,  that best  represent  the entity and provide  recognition accuracy 
(Poh  and  Kittler,  2010).  Following  acquisition,  raw  data  from  each mode  is  passed  to  the 
feature  extraction  modules.  At  this  stage,  the  features  relating  to  each  individual  mode 
remain separate. Data alignment may be required prior to fusion, to make the features from 
multiple sources compatible. Feature selection may also be required prior to fusion to reduce 
the  size  of  the  feature  set  to  avoid  the well  known  ‘curse  of  dimensionality’.  The  fusion 
module  then  combines  the  feature  vectors  from  each mode.  If  data  alignment  had  been 
necessary, and  successfully performed,  the  fusion process becomes  relatively  simple. Some 
researchers  simply concatenate  the  feature vectors  (Ross et al., 2001; Ross and  Jain, 2004; 
Faundez‐Zanuy, 2009; Nandakumar, 2008). The single fused feature vector  is then passed to 
the matching module for comparison to a registered template. The registered feature vector 
template must have been processed  in the same manner, and result  in the same format, as 
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the  query  feature  vector.  The  output  from  the  matching  module  is  then  passed  to  the 
decision module, where the final classification decision is made. 
• Confidence (or Matching) Score Level: Fusion at this level is the most commonly researched of 
all  fusion  levels  in multi‐modal biometrics  (Poh  and Kittler, 2010; Nandakumar, 2008). The 
biometric  capture  and  feature  extraction modules  perform  their  tasks  as  for  feature  level 
fusion. However,  instead of being  fused  into one vector,  the  individual  feature vectors are 
passed  to  corresponding matching modules  for  comparison  with  registered  templates.  A 
confidence  score  determined  by  the  comparison  between  a  query  feature  vector  and  its 
corresponding registered template is a measure of their similarity (Nandakumar, 2008), and is 
returned  as  a  probability  score  in  the  continuous  domain  (interval  [0,1]). One  confidence 
score  is  calculated  in each matching module,  and passed  to  a  single  fusion module. These 
scores are combined into a single scalar value (intervals [0,1] or [0,100]). This is passed to the 
decision module, where the final classification decision  is made. Fusion at this  level requires 
less processing  (than the previous  levels)  in order to achieve an appropriate  level of system 
performance. 
• Decision Level: Fusion at  this  level  is  the most abstract, where accept/reject decisions  from 
multiple data  sources are  consolidated  into one  final classification decision  (Osadciw et al., 
2003). The biometric capture, feature extraction, and matching modules perform their tasks 
as they would for confidence score  level fusion. The  individual confidence scores are passed 
to corresponding decision modules, where accept/reject decisions are made for each mode. 
The multiple decisions are integrated (in the fusion module) to generate the final classification 
decision. Fusion at  this  level  is more  scalable  than other  levels because  it  requires  the  less 
processing in order to achieve an appropriate level of system performance. 
 
Review of Complementary Feature Level Data Fusion Research 
This  review  focuses  on  research where  data  fusion  has  adopted  a  complementary  approach.  As 
alluded  to  in  section  2,  complementary  data  fusion  is  typically  achieved  by  concatenating  the 
multiple sources of data. The results of the reviewed research are summarized in Table 1. 
 
 
Reviewed Paper  FAR  FRR 
Jain et al., 1999  0.0001  0.14 
Chatzis et al., 1999 0.0039 0.0
Ross et al., 2001  0.0003  0.0178 
Wang et al., 2005 0.0 0.0
Nandakumar, 2008  0.0001  0.009 
Table 1: Summary results for reviewed papers in complementary data fusion research 
 
One of the earliest research efforts  in multi‐modal biometrics was by  Jain et al.,  (1999). The work 
involved the extraction and matching operations for three modalities: fingerprint recognition, facial 
recognition,  and  speaker  recognition.  Fusion  was  performed  at  the  decision  level,  which  was 
achieved  using  the  joint  class‐conditional  probability  density  function  to  establish  the  final 
classification decision. 
 
Chatzis  et  al.,  (1999)  used  two  biometric  characteristics  for  their  experiment,  but  employed  five 
modalities (using four facial feature extraction methods and one speech authentication algorithm). 
Data  fusion was performed at the decision  level, and six different decision  functions were used to 
integrate the  individual decision outputs from each of the modalities (k‐Means Algorithm, Fuzzy k‐
Means Algorithm, Fuzzy Vector Quantization Algorithm (FVQ), Fuzzy Data k‐Means Algorithm, Fuzzy 
Data Vector Quantization Algorithm, Median Radial Based Function Network). 
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Ross et al., (2001) experimented using face recognition, fingerprint recognition, and hand geometry. 
Data fusion was performed at the confidence score level, using three different fusion methods: sum 
rule, decision tree, and linear discriminant function. The best results were returned when the simple 
Sum Rule was employed to fuse the confidence scores. 
 
Wang et al.,  (2003) used two biometric characteristics  for their experiment;  facial recognition and 
iris recognition. Three different methods were used to fuse and then classify the confidence scores 
from  the  individual modalities: weighted  sum  rule,  Fisher discriminant  analysis,  and Radial Based 
Function Network. Best  results were  achieved  by  the  Radial Based  Function Network  (at  various 
threshold values between 0.2 and 0.8), which demonstrated the suitability of certain artificial neural 
networks for authentication purposes. 
 
Nandakumar  (2008)  investigated  a  number  of  different  data  fusion  strategies  for  verification 
purposes  using  facial  and  fingerprint  recognition.  The work  presented  a  statistical  framework  to 
achieve the fusion of confidence scores, which required explicit estimation of genuine and impostor 
score  densities.  Gaussian  Mixture  Models  (GMM)  were  employed  to  estimate  score  densities, 
because the estimates obtained from such models have been shown to converge to the true density. 
Other density estimate models were  investigated, however the GMM returned best results. Fusion 
of  confidence  scores  was  achieved  using  the  complete  likelihood  ratio  test.  Best  results  were 
achieved using the GMM and the complete likelihood ratio fusion with a FAR of 0.0001 and a FRR of 
0.009. These  results are at  the very  least comparable  to  the other  reviewed  research efforts  that 
have  fused  data  at  the  confidence  score  level.  Also,  as  the  results  were  tested  on  benchmark 
databases of  substantial sample sizes,  the methodology can be considered  to have demonstrated 
excellent accuracy on a much larger population than the other experiments. 
 
RESEARCH METHOD 
The aim of the current experiment was to investigate the possible accuracy improvement of feature 
level data  fusion  (compared to confidence score or decision  level data  fusion or  indeed uni‐modal 
authentication) using  two biometric characteristics. Keystroke dynamics and  fingerprint data were 
fused at the feature level, adopting the complementary approach. Although keystroke dynamics is a 
weak  behavioural  biometric  characteristic,  and  fingerprint  recognition  is  a  strong  physiological 
biometric  characteristic,  the  objective was  to  demonstrate  the  power  of  the  fusion  process  and 
validate the claims made by other researchers in respect to the advantages of feature level fusion. 
Ninety participants were recruited from the author’s institution. The recruitment criterion was that 
participants  typed on a  standard computer keyboard on a  regular basis, and could use  their  right 
index finger. Upon recruitment, the ninety participants were assigned a participant number between 
1 and 90. Thereafter, no  record of  their  real name was maintained. Participants were henceforth 
only identified by this number. 
 
Keystroke  dynamics  data  collection  involved  participants  providing  140  typed  samples  of  a  20‐
character  string. Metrics  extraction was  performed,  and  normality  statistics  (normality,  kurtosis, 
skewness coefficients and standard deviation) were utilized for feature selection. The result of these 
processes  was  a  24  element  array  of  keystroke  dynamics metrics  for  all  140  samples  for  each 
participant (Abernethy and Rai, 2012). 
 
Fingerprint  feature  data  collection  involved  participants  providing  140  scans  of  their  right  index 
finger.   Metrics  extraction  utilized  the  Verifinger  SDK  4.2  Visual  C++  Library.  Feature  selection 
involved  selecting  8 minutiae  common  to  a  participants  140  samples,  and  utilizing  6  attributes 
inherent  in a minutia. The result of these processes was a 52 element array of fingerprint features 
for all 140 samples for each participant (Abernethy and Rai, 2013). 
 
The selected features (from both sources) were extracted and normalized according to the mini‐max 
method, and written to uniquely named metrics files for each participant. 
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As  mentioned  in  the  previous  section,  complementary  data  fusion  in  multi‐modal  data  fusion 
commonly  involves concatenating  the multiple  sources of data after alignment. Therefore  for  the 
current experiment,  the normalized  feature  level  fingerprint and  feature  level keystroke dynamics 
data were concatenated for each participant. 
 
Final Analysis Procedure 
Artificial  Neural  Networks  (ANNs) were  used  to  classify  participants  feature  data.  Carefully  and 
intelligently  guiding  the  ANN  training  process  can  improve  its  capability  to  accurately  discern 
patterns  in noisy data  (Wong  et  al.,  2005). By  identifying metrics  responsible  for data noise  and 
selecting  those  less  affected,  the ANN  is better able  to discern patterns  in  the data. The  feature 
selection processes mentioned above achieved  this purpose,  and  the  resultant metrics  files were 
therefore used in the final analysis procedure. 
 
Fifty participants’ metrics files were randomly assigned to the training group, and the remaining 40 
to the non‐training group. 
 
One ANN was trained for each training group member and an input file for training was generated as 
follows: 
 
 30 samples were  randomly chosen  (and  removed)  from  that member’s metrics  file,  for  the 
positive  training case. Positive  training case  samples are  those  that  the ANN  is  intended  to 
recognize. 
 1  sample was  randomly  chosen  (but  not  removed)  from  each  of  the  other  training  group 
members’ metrics files (1 x 49), for the negative training case. Negative training case samples 
are those that the ANN is intended to not recognize, but help with the training process. 
 
A cross validation  file  (to also assist  training) was generated  for each training group member. Ten 
samples  were  randomly  chosen  (and  removed)  from  the  same  file  from  which  the  30  training 
samples were chosen. Therefore, the 50 training group members training input files consisted of 79 
samples  each,  and  their  validation  files  consisted of 10  samples each. With 40  samples  removed 
from members’ metrics  files  and  used  for  training  purposes,  100  samples  remained  per  training 
group member to test Type II errors. 
 
The objective of  the  training phase was  to obtain  a  registered  template  (for each  training  group 
member) associated with  their  training  input  file. A  two  layer Multi‐Layer Perceptron architecture 
(with back propagation) was used as a pattern classifier; thus a dedicated ANN was trained for each 
training group member, applying their training input file. Once the ANNs were trained, the weights 
from each member’s trained ANN were saved and used as their registered template; this meant a 
dedicated ANN configuration for that member. 
 
A testing input file was generated for each training group member as follows: 
 
 100 samples (those not removed for training/validation) were used to test for Type  II errors 
(incorrect rejection). 
 100 unused  samples  from  each  of  the other  training  group members  (100  x  49),  and  140 
samples from each of the non‐training group members (140 x 40), were used to test for Type I 
errors (incorrect acceptance). 
 
Therefore, the 50 training group members testing input files consisted of 10,600 samples each. For 
the testing phase, weights representing a member’s registered template were  loaded into an ANN, 
thus utilizing the specific ANN configuration for that member. The testing input file for that member 
was applied to their ANN, and the predicted outcomes were used to calculate results. 
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RESULTS AND DISCUSSION 
The classification outcome  for an authentication system  involving biometrics  is  the  likelihood  that 
two  samples  belong  to  the  same  individual  (Maltoni  et  al.,  2003).  This  necessitates  a  subjective 
decision  based  on whether  or  not  the  predicted  outcome  (in  this  case,  ANN  output)  should  be 
accepted  or  rejected.  This  determination may  be  termed  ‘the  final  classification  decision’,  and 
typically involves the use of a ‘decision threshold’ applied to the predicted outcome. 
 
The  two performance variables used  to measure experimental  results were  the False Acceptance 
Rate (FAR), the number of Type I errors divided by the number of samples available to test for Type I 
errors, and the False Rejection Rate  (FRR), the number of Type  II errors divided by the number of 
samples available to test for Type II errors. 
 
The individual test results demonstrated a FAR of 0.0 for all members. This meant that no impostor 
samples  (out  of  10,500  each) were  accepted.  It was  also  demonstrated  that  only  one member 
registered  a  non‐zero  FRR.  That  FRR was  0.02, which meant  that  (for  that member)  2  genuine 
samples (out of 100) were  incorrectly rejected. The average FAR was 0.0 and the average FRR was 
0.0004.  So  no  impostor  samples were  incorrectly  accepted,  and  there were  2  in  5,000  genuine 
samples incorrectly rejected. 
 
For comparison purposes, FAR and FRR results without data fusion, but using the same features as in 
this data fusion experiment, were: keystroke dynamics (0.0277, 0.0862) and fingerprint (0.0, 0.0022) 
(Abernethy  and  Rai,  2012,  2013).  In  relation  to  the  findings  presented  in  Table  1,  the  current 
experiment  returned  FAR  results  comparable  to Wang  et  al.  (2005),  and  slightly  better  than  the 
other reviewed works. Wang et al. (2005) used 450 facial images and 450 iris scan samples, but did 
not specify how many samples were used to test Type I errors, whereas the current experiment used 
10,500  samples  per  participant  to  test  Type  I  errors.  The  FRR  results  were  comparable  to  the 
reviewed works, with Wang  et  al.  (2005)  and  Chatzis  et  al.  (1999)  achieving  only  slightly  better 
results. Again, these authors did not specify the number of samples used to test Type II errors; the 
current experiment used 100 samples per participant to test Type II errors. 
 
Of  the 10,500  samples  tested per  training group member  for Type  I errors, 5,600  comprised 140 
samples  from each of the 40 non‐training group members. These samples were not seen at all by 
the ANNs during the training process, so the results should be considered generalizable. 
 
An  inherent property of performance measurement  in biometric systems  is  the trade‐off between 
the FAR and FRR; they are functions of the decision threshold (Maltoni et al., 2003). If the threshold 
is  decreased  to  provide  tolerance,  the  FAR  increases.  Conversely,  if  it  is  increased  to  increase 
security, the FRR increases. Thus if ANN over training was evident, FAR scores of 0.0 would result in 
higher FRR scores and vice versa. As this did not occur in the current experiment, it is believed that 
the excellent results were attributable to correct classification rather than ANN over training. 
 
CONCLUSION 
The  discussion  presented  in  the  previous  section  demonstrated  that  the  complementary  feature 
level  fusion  of  the  two  data  sources  (keystroke  dynamics  and  fingerprint  recognition)  achieved 
results  better  than,  or  comparable  to,  the  studies  discussed  in  the  literature  review  (as 
demonstrated  in Table 1). The experiment utilized data (from both sources) that had been treated 
by feature selection processes prior to fusion. Without fusion, the results of the keystroke dynamics 
experiment  were  an  average  FAR  of  0.0277  and  an  average  FRR  of  0.0862;  the  results  of  the 
fingerprint recognition experiment were an average FAR of 0.0 and an average FRR of 0.0022. The 
data fusion approach (FAR: 0.0 and FRR: 0.0004) gave an improved outcome. 
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The  current  study’s  experimental  methodology  involved  more  participants  than  many  studies 
reviewed in the literature, and there were generally many more samples provided by participants in 
the current study. The complementary  feature  level  fusion experiment performed extremely well. 
Though the treatment of data for this experiment was heavily influenced by the utilization of ANNs 
as a pattern classifier, it could be expected that there may be other appropriate methods for feature 
representation that could return equally good results. 
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