I. INTRODUCTION
The performance degradation of a speech recognizer in the presence of additive noise is one of the major problems that still remain unsolved in the real-field applications of speech recognition technology. Towards solving the noise robustness problem, in the past few years a variety of noise compensation techniques have been developed. One of the prevailing approaches is speech feature enhancement [1] - [7] , where a noisy speech signal is processed in the feature enhancement. Instead of producing an enhanced waveform, an enhanced version of the recognition parameters is produced. It is believed that enhancement in the speech feature domain is most desirable if the purpose of speech enhancement is for robust speech recognition, since this is the domain as close as possible to the back end of the recognizer [5] . Since the most popular speech features for speech recognition are Mel-Frequency Cepstral Coefficients (MFCC), vectors of log-spectrum coefficients or cepstrum coefficients are enhanced, as they are an intermediate step in the computation of the MFCC coefficients.
One of the difficulties with speech feature enhancement is that the trajectory of speech features exhibits a complex and rich dynamic behavior that is both nonlinear and time varying. There is no explicit dynamical model for a sequence of speech features. Therefore, most approaches use the idea of modeling the speech with a Gaussian mixture model (GMM) and consider noise as the variable to be estimated, whose observation is corrupted by speech [1] - [5] . After the environmental noise is estimated, the speech feature compensation procedure is completed by computing the clean feature estimate according to the minimum mean square error (MMSE) criterion. With this idea, the noise tracking and speech enhancement are separated.
One of the problems with these approaches is that, since the clean speech model is a Gaussian mixture model, each frame of data is enhanced independently. Without post-processing, this can result in artifacts, such as sharp single frame transitions, that are not part of the original clean speech signal. It is believed that joint noise and speech tracking should yield a better enhancement result, and that is the method followed by Droppo et al [6] . The use of a switching dynamical model to represent speech in the context of speech feature enhancement has probably first been proposed in that paper [6] . In their work, the time evolution of speech features is represented by a switching linear dynamic model (SLDM), which maintains the concept that as time progresses, the signal passes through several distinct states. This approach permits the feature enhancement not only at the level of individual frames but simultaneously at the level of local sequences of frames, and thus the performance will be improved. Recently, Kim et al [7] used a SLDM with a similar structure to the one in Droppo's work, to model the speech and then estimate the clean speech component simultaneously with the noise component. The graphical representation of the switching LDM used is shown in Fig. 1(a) , where shaded nodes are observed, and clear nodes are hidden. Their SLDM assumes time dependence among the continuous speech features in one state, but not among the discrete states. Therefore, it could be treated as a combination of a Gaussian mixture model (GMM) with a linear dynamic model.
Our approach described in this paper uses a different SLDM structure which can be represented by Fig. 1(b) . It is seen from Fig. 1(b) that unlike the SLDM presented in Fig. 1(a) , the time-dependence among the discrete state variables and adjacent frames of speech are included. Our SLDM model could be treated as a combination of a hidden Markov model (HMM) with a linear dynamic model. Compared with the GMM, the state transition probabilities of an HMM tend to eliminate single frame errors in the output. This advantage also provides HMMbased switching models a potentially greater descriptive power over the GMM-based switching models. Kim's SLDM is closely related to the stochastic segment model [10] , in which the segments are assumed to be independent of one another. While in our SLDM, the speech vector is propagated over the segment boundaries, which should provide a better model for co-articulation. At the same time, we use a different inference process to estimate the switching LDM parameters. In Kim's SLDM, the whole space of log spectra of clean speech is divided into a number of disjoint clusters. The statistics to estimate the SLDM parameters were computed based on a cluster index that was obtained by "hard" competition. We use a "soft" competition instead, hence it is possible to estimate at each time t the responsibility of each model and therefore detect a mode transition. In the paper we present experimental results demonstrating that, even with relatively small model sizes, substantial speech recognition rate improvements can be obtained compared with a baseline recognizer and previous methods. The rest of this paper is organized as follows: Section 2 describes how to model the sequence of clean speech features by a switching LDM. The method to compensate the noisy feature is presented in Section 3. Section 4 describes the experiments and presents the results. Conclusions are given in Section 5.
II. SLDM FOR CLEAN SPEECH FEATURES
To describe the clean speech features distribution, a switching linear dynamic model (LDM) obeys the system equation
Equation (1) Assume that the discrete hidden states follow a Markov chain process with M states and that the state transition matrix is defined as
Given the state sequence, the observation likelihood for t y given that the LDM is in state i at time t is
, , } associated with the specified SLDM can be estimated from a set of clean speech training data using the standard EM algorithm [8] . The algorithm then iterates, using the current parameter estimate to compute the expected state occupancy
where ) (i t is the probability that the HMM is in state i at time t, and it is calculated by the forward-backward algorithm [9] . The EM algorithm requires us to maximize the following expected log-likelihood, ) , ( 0 Q , by choosing the parameters of the new model M. with respect to i B and setting the derivative to zero, the following equation is obtained:
Likewise, setting the derivatives of the objective function with respect to i to zero, another vector equation is obtained: 
The re-estimation formula for the state transition matrix is the same as an HMM [9] :
.
Throughout the above analysis, we have assumed that the model is trained using a single token. However, a left-toright model cannot, in general, be reliably trained with a single token. The multiple token training case analysis is similarly derived. Suppose we have N tokens . The subsequent analysis is exactly the same as previously described.
The switching linear dynamic model trained using the above EM algorithm is guaranteed to reach only a local maximum likelihood solution. Because there are many local maxima, such models are sensitive to how they are initialized. For this reason, we need to initialize the model rather carefully. Both the HMM and the linear dynamical model must be initialized. The key point is to start with a good partition of the data, each being modeled by a linear dynamic model. The initialization algorithm is summarized as follows:
A fuzzy C-means clustering technique [11] is applied to cluster all the feature vectors into M segments. The process calculates the cluster membership degree ) ( t j , and updates the cluster centers j V iteratively. The fuzzy membership degree ) ( t j to cluster j at a time point t can be interpreted as to what degree the data point belongs to a specific state j. The aforementioned EM algorithm is performed to obtain the initial estimate for the LDM parameters in cluster j using (7)- (9), with
The initial probability and transition probability are set to be 1/ M.
III CLEAN FEATURES ESTIMATION
Assume that speech and noise are mixed linearly in the time domain. This corresponds to a nonlinear mixing in the log spectrum feature space as follows [1] :
in which o t, y t and n t respectively represent the log spectrum of noisy speech, of the hypothetical clean speech and of noise at the t th frame. To take into account the time-varying characteristics of the background noise, we model the sequence of noise features as the output of a first-order auto-regressive (AR) system excited by a zero mean Gaussian process v with a covariance matrix Q n as follows [2] : t n v n A n -1 t t (12) Combining equation (2) with (11) and (12) 
where The major obstacle to use the switching LDM for enhancement is the computational burden that it brings. Optimal minimum mean squared error estimators involve a bank of filters tuned to all the possible parameter histories, which makes the cost in computations grow exponentially with data length [12] . To solve this problem, we show in this paper how the Interacting Multiple Model (IMM) algorithm [12] can be adapted to the nonlinear state-space model of feature dynamics presented above, to provide a sub-optimal approximation solution. A block diagram of the IMM algorithm is shown in Fig. 2 
The mixing probability 
The extended Kalman filter (EKF) algorithm in (26) can also be replaced by the Unscented Kalman filter (UKF) algorithm, which normally provides an improvement in performance [13] , [14] . The Unscented Kalman filter (UKF) is a straightforward extension of the unscented transformation (UT). The UT is a method for calculating the statistics of a random variable by propagating a small set of deterministically chosen (Sigma) points through a nonlinear system [13] . No explicit calculations of Jacobians or Hessians are necessary to implement this algorithm. Compared with the EKF, the UKF can handle nonlinearities without using numerical derivatives and provides higher order approximation for both Gaussian and non-Gaussian distributions. We will show next how to replace the extended Kalman filter (EKF) algorithm in (26) to the Unscented Kalman filter (UKF).
The UKF algorithm is given as follows. Firstly, form
, a as in [14] :
Sigma matrices:
, L is the dimension of
Time update equations:
Measurement update equations:
Filtered estimate of the state vector:
Filtered state-error covariance matrix:
For each frame of incoming noisy speech, the algorithm described above gives the estimate of the speech in the frame.
IV EXPERIMENTS
The proposed speech enhancement scheme has been evaluated on the Aurora2 database, using the standard recognition tasks designed for this database [15] . The recognition system used in our evaluation experiments is obtained using the HTK scripts provided by the Aurora2 database. To conform to the observation model presented in (11), the feature generation was modified slightly from the reference implementation. In particular, we changed from using the spectral magnitude to using the power spectral density as the input to the Mel-frequency filterbank. For each noise type, a specific noise model was built. The parameters for the noise model were trained on the first ten frames of the noisy utterances. All the experimental conditions were maintained the same as those in [6] [7] .
A global SLDM model with 16 hidden linear dynamic models (LDMs) has been trained to describe the time movement of the speech features. It should be noted that the training is off-line and the speech model obtained will be kept fixed during the whole database testing. Detailed recognition rates (%) using our proposed SLDM approach for each of the four noise conditions and for each of the SNRs in the Aurora2 set-A are provided in Table 1 . If the EKF in this approach is replaced by the UKF, the results obtained are shown in Table 2 . The simulation results are summarized in Table 3 , averaged across 0dB to 20dB. For the purpose of comparison, the results reported in [6] , [7] are also listed in Table 3 . The baseline results without noise processing are also given. The number of LDMs used in the SLDM to obtain the results presented in Table 2 is given in Table 4 . Our SLDM approach based on the linear predictive HMM outperforms the SLDM approach from [6] , [7] . More specifically, with the same number of LDMs in the SLDM, the proposed SLDM approach outperforms the SLDM approach in [6] , especially when the environmental noise is babble noise. As we compare our results with those obtained in [7] , even with only 1/8 of the computational load used for the experiments in [7] , a better performance is obtained, especially when the environmental noise is babble noise and subway noise. If we replace the Extended Kalman filter with the Unscented Kalman filter, a clear performance improvement can also be observed. It has been shown in [6] that with the increase of the number of hidden LDMs, better results could be achieved. With the increase of the number of LDMs, the SLDM can describe the acoustic space more accurately. Therefore, it is promising that if the number of linear dynamic models in the SLDM is increased, even better results than our present results should be obtained.
V CONCLUSIONS
This paper explores the use of a switching linear dynamic model (SLDM) for speech features enhancement in the log-spectral domain under the presence of additive noise. The SLDM can capture the temporal correlations among adjacent frames of speech in a more accurate way compared with previous work. The simulation results have confirmed the improved performance of the proposed approach over baseline recognition and over previously published SLDM methods.
