Abstract. We present in this paper a new premium computation principle based on the use of prior information from multiple sources for computing the premium charged to a policyholder. Under this framework, based on the use of Ordered Weighted Averaging (OWA) operators, we propose alternative collective and Bayes premiums and describe some approaches to compute them. Several examples illustrates the new framework for premium computation.
Introduction
A Bonus-Malus System (BMS) is a merit rating method that is widely used by actuaries in non-life insurance, specially for automobile insurances (see [11] , [12] , [18] , [19] , [20] , [26] for a brief overview of this topic). This rating method is based on the principle that the premium charged to a client or a portfolio of clients depends on the claims filed on the policy in the past. The BMS methodology is characterized by important penalties in case of claims and moderate premium discounts awarded to claim-free policyholders. Due to the nature of the problem it is common to apply Bayesian techniques to compute those premiums. In the Bayesian paradigm, a prior distribution is used to quantify the knowledge about the unknown (risk) parameter, while in case data are available, the prior knowledge is updated using the likelihood function to give the posterior distribution. One of the most usual techniques to compute BM premiums consists of minimizing certain expected losses that measure the deviation of the estimated risk parameter with respect to its actual value. This is performed by plugging the risk into the distribution function of the number of claims or severity (see [18, 21, 26] among others). The parameters of the prior distributions are usually provided by the expert's knowledge, while the posterior distribution also considers a sample of claims from the policyholders during a previous time horizon.
Bayesian methodology assumes that prior information is provided by an expert, who should manifest some (sometimes partial) information about the behavior of the portfolio of policyholders in terms of claims. If this "experience" is not fully available, the prior knowledge can be estimated from a given sample. This information is not always unified and different experts may manifest different behaviors of the same risk. Furthermore, the information provided by the experts is not always precisely reported since they are usually asked to provide some approximate descriptive measures of the risk as the mean or the mode. This imprecision might imply a considerable monetary gain or loss to the insurance company. In this paper, we deal with the problem of computing unified Bonus-Malus premiums when different experts give their opinion about the risk of a portfolio of policyholders.
The problem of aggregating different experts' information is not new and some authors have previously proposed techniques to perform such an aggregation by assuming that each expert provides a probabilistic information over the risks under study. Mixtures of distributions allows to provide a single distribution aggregating the whole information (the reader is referred to [8] , [9] and [24] for further information). These techniques are usually called "opinion pools". The most common distributions under this framework are the linear, in which the probability distributions of the experts are averaged, and logarithmic (see [2] , [25] and [27] ). Also, in [1] a Bayesian method is presented that combines different sources of information to estimate copula parameters in a scarce observations context.
In this paper, we propose a new approach based on aggregating the prior knowledge of all the experts on an unique loss function which is minimized to compute the premium by considering only the distribution of the number of claims. Such an aggregation criterion generalizes the linear opinion pools methodology and is based on the family of Ordered Weighted Averaging (OWA) operators. These operators were introduced in [28] , as a flexible approach to aggregate functions in multicriteria decision making. They allow to model as particular cases the maximum, the mean, the minimum, the mean or the range of a finite set of values. In OWA aggregation, a vector of weights is given. The result is the linear combination of those weights with the ordered values, the first weight to the largest value, the second weight to the second largest value, etc. OWA operators have been applied in many different fields in order to generalize classical operators. They have been used to allow flexibility in many models and that combined with mathematical programming tools have been applied to generalize Linear Regression models [4] , the Gini index [6] , Location problems [23] , among others.
The main highlights of our approach are: (1) The premium assigned to a client depends not only of a single prior distribution but of several ones (one for each of the experts that give their opinion on the behavior of the portfolio) and does not need previous probabilistic information to aggregate the expert's information; (2) a flexible family of choices for aggregating the prior information is provided to the actuary; and (3) an unified mathematical optimization framework is presented to compute the premiums to be loaded to the policyholders. Although not widely extended as it should, mathematical programming tools have been already applied in Risk Theory (see e.g., [7] or [13] ).
The paper is organized as follows. In Section 2 we recall some of the definitions and results in net premium computation principles and OWA operators. Section 3 is devoted to introduce and state the main results of the new framework for computing risk premiums based on the use of several sources of prior information aggregated with OWA operators. Finally, Section 4 reports the results of some computational experiments performed in order to compare our approach with the classical methodology.
Preliminaries
In this section, for the sake of completeness, we introduce the main definitions that will be used through this paper. We recall some of the main premium computation principles and state the notation for the rest of the sections.
Consider a policyholder, drawn randomly from the insurance portfolio, who is observed to have a sequence of independent and equidistributed claims, X 1 , X 2 , . . . ,X t , representing the performances of a single risk in the last t periods. A premium computation principle is a function H, that maps to any risk a nonnegative real number, the premium that should be charged for the next period. Some properties are desired to be fulfilled by any premium calculation principle (see [10] , [15] , [16] and [29] for a detailed description).
A first attempt to compute the premium of a policyholder when no previous experience is known is the risk premium. For a given random variable X (number of claims) with density f θ (x) for a given risk parameter θ ∈ R and a fixed loss function L : R 2 → R, where L(P, x) is the loss incurred by a decision maker taking the action P (the premium paid by the policyholder) and facing the outcome x (the actual number of claims). The unknown risk premium is obtained by minimizing the expected loss under the risk distribution:
where P ⊆ R. For the sake of simplicity, we assume that P = R, although the results in this paper extend to the case when P is a given interval. Also, we consider quadratic losses in the form:
The premiums computed under this loss function are called net premiums and the risk loss function becomes:
being its minimum attained at P *
In the Bayesian paradigm, the parameters of the risk distribution are assumed to be unknown, but distributed according to a prior distribution. In this setting, the collective premium is obtained by minimizing the expected loss (under the prior distribution) with respect to the actual risk premium:
where P (θ) is the risk premium when the parameter of the risk distribution is θ and π is the density function of the prior distribution. With the net premium principle (quadratic loss), we get that the collective loss function (to be minimized to obtain the premium) is:
where E θ [X] denotes the expected value of X with the (random) parameter θ. Note that for a given prior distribution π, its minimum is attained at P Finally, combining the prior information and the sample information x (posterior knowledge), a third premium, the so-called Bayes premium is computed as:
where π(θ|x) is the density function of the posterior distribution obtained by applying Bayes' Theorem. Again, for the quadratic loss, the Bayes loss function is:
whose minimum is P *
We show in what follows, for the sake of a self-contained paper, the shapes of some well-known (collective and Bayes) loss functions in automobile insurance and that will be used in our experiments. Proposition 1. Let X be a risk and x 1 , . . . , x t a sample data for a given policyholder:
(1) If X ∼ Poisson(θ) and θ ∼ Gamma(α, β), then P * R = θ and the collective and Bayes loss functions are, respectively:
(2) If X ∼ Geometric(θ) and θ ∼ Beta(α, β), then P * R = 1 − θ θ , while the collective and Bayes loss functions are, respectively:
,
With the above definitions, Lemaire [18] defined Bonus-Malus premium as:
which represents the percentage overcharged of the individual premium with respect to the collective premium. The collective and Bayes premiums are based on prior information provided by experts or previous experience. However, in practice, such an information is not completely objective and different opinions may be needed to conform a more precise premium. Here, we propose a methodology to manage the prior information provided by different experts to compute premiums. These premiums will be calculated by minimizing an aggregation of the expected losses for each prior information. The aggregation will be performed using Ordered Weighted Averaging (OWA) operators. Let f 1 , . . . , f n : R d → R, n real-valued mappings to be aggregated. For each x ∈ R d , the vector f (x) = (f 1 (x), . . . , f n (x)) is sorted in non-increasing order, obtaining (f σ(1) (x), . . . , f σ(n) (x)), for a permutation σ on the indices {1, . . . , n}, such that f σ(1) (x) ≥ · · · ≥ f σ(n) (x). Abusing of notation, f σ(i) will be denoted by f (i) through this paper). Then, for the given vector of weights ω = (ω 1 , . . . , ω n ) ∈ R n , the OWA aggregation function is defined as:
where the i-th weight, ω i is assigned to the value f (i) (x) which is in the i-th position when the vector f (x) is sorted in non-increasing order. Note that, in case ω i = 1 for all i, the OWA operator coincides with the mean operator, while if ω 1 = 1 and ω i = 0 for i = 1, it coincides with the maximum operator. Table 1 shows some of the statistical measures that can be derived by specifying different weights to the OWA functions to aggregate the measures Table 1 . Some of the choices for the OWA operators.
OWA Bonus-Malus Systems
In this section we provide a general framework to deal with the problem of computing premiums when different sources of prior information are provided. Let X be a random variable, representing the number of claims for a given portfolio, with density f θ (x), depending on an unknown risk parameter θ. We assume that n experts have provided prior knowledge about the risk. Hence, n prior densities π 1 , . . . , π n are given to explain the behavior of θ.
If each single prior distribution is taken into account, one may has different collective (CP) and Bayes (BP) risk premiums, one for each of the experts. However, different premiums cannot be loaded to a single policyholder. In what follows, we describe how to handle with such an information, by taking into account all the experts' experience.
Let us denote by c = (c 1 , . . . , c n ) ∈ R n + each of the confidence level weights for each of the experts. Let us also denote by ω = (ω 1 , . . . , ω n ) ∈ R n the OWA weights. We assume, without loss of generality, that
c i = 1 and that ω i ≤ 1 for
) the collective (resp. Bayes) loss function for the ith expert, i.e.,
Observe that the loss functions model the behaviour of the losses according to the ith prior (collective) or posterior (Bayes) experts' information.
In these setting we introduce our flexible alternatives to collective and Bayes risk premiums as follows:
Definition 2 (Collective and Bayes OWA Premiums).
• The OWA collective Premium is defined as:
• The OWA Bayes Premium is defined as:
where x = (x 1 , . . . , x t ) is a given sample of claims for the policyholder.
For the sake of simplicity, we use the following notation for the OWA functions involved in the optimization problems of (CP ω ) and (BP ω ):
Note that in the above collective and Bayes OWA premiums the ω-weights are assigned to sorted losses while the c-weights are assigned to experts. Then, each component of c indicates the information about the specific expert (as the confidence level) and might be fixed either by the decision maker or computed by using any of the techniques for linear opinion pools [2, 25, 27] . On the other hand, ω determines the OWA operator used to sort the losses. Observe also that the objective functions of the problems that need to be minimized are, in general, not convex or differentiable functions, so the standard optimality conditions cannot be applied.
Through this paper, we analyze both collective and Bayes premiums from a similar perspective because both loss functions have a similar structure. Then, unless necessary, for each i = 1, . . . , n, we denote by
) the prior or posterior expectation (resp. second order moment) of X, which are part of the coefficients of the corresponding loss functions. Note that in the collective
Remark 3. The sum case (ω i = 1 for all i = 1, . . . , n) is a very special case in this framework (the reader may observe that since all the ω weights are equal, no matter the sorted sequence of the losses). The overall loss function is
This function is convex and continuously differentiable. Hence, applying optimality conditions, we get that its minimum is attained at:
that is, the c-weighted mean of the standard collective or Bayes premiums for each of the experts.
In order to compute the OWA collective and Bayes premiums, for general ω weights, we first provide a mathematical programming formulation that allows to solve, using commercial solvers, the desired premiums.
Proposition 4. The collective and Bayes OWA premiums can be computed by solving the following mathematical programming problem:
with ℓ = C for the collective OWA premium and ℓ = B for the Bayes OWA premium and where M > 0 is a large enough constant.
Proof. Let P be a premium. Denote by y i the marginal contribution of the ithexpert to the overall (aggregated loss), i.e., y i = c i L ℓ i (P ) (constraint (3)). Let z j denote the y-value which is sorted in jth position when sorted in non increasing order and w ij the binary variable that takes value 1 if y i = z j , and 0 otherwise. Constraints (4)-(6) (and the minimization criterion) assure the correct definition of these variables.
Observe that constraints (3) are second order cone constraints, while (4) and (5) are linear constraints. Because some of the variables are required to be binary, the problem become a mixed integer second order cone optimization problem, that can be solved by many of the available optimization commercial solvers (as Gurobi [14] , IBM ILOG CPLEX [17] , etc).
In some cases, the above formulation may be improved avoiding the binary variables, as in the case when ω 1 ≥ . . . ≥ ω n ≥ 0, which is refereed in the literature as the "convex case" (see [23] ).
Proposition 5. If ω 1 ≥ · · · ≥ ω n ≥ 0, then, (OWAP) is equivalent to the following continuous mathematical programming problem:
for ℓ ∈ {C, B}.
Proof. The proof follows by the representation of the ordering between the residuals by permutation variables, which for λ 1 ≥ · · · ≥ λ n ≥ 0, allows to write the objective function in (OWAP) as an assignment problem which is totally unimodular, so it can be equivalently rewritten using its dual problem. The interested reader is refereed to [3] for further details on this transformation.
In the case when the ω-weights are nonnegative, the OWA (collective and Bayes) premiums can be, constructively, computed using a finite search strategy.
Let us now denote by 
With the above definitions, Algorithm 1 shows a procedure to compute the premiums.
Theorem 6. If ω 1 , . . . , ω n ≥ 0, Algorithm 1 computes the optimal OWA premiums in O(n 2 ).
Proof. The details of the proof are given in Appendix A.
The following example illustrates the usage of the proposed algorithm.
Example 7. Let us assume that three experts (with the same confidence level, i.e., c = ( for i, j ∈ {1, . . . , n} i < j do
Compute the breaking points of each pair of expert's losses by solving
Sort L ℓ i (x j ) in non increasing order through a permutation of the indices σ.
such an information, we get that the collective loss functions for each of them are: The three functions are drawn in Figure 1 . Following the procedure described in Algorithm 1, first we get that A 0 = {0, 2, 2.5, 3, 4} (the intersection of each pair of the above three curves and the extreme points 0 and 4).
The second part of the algorithms needs to fix the ω-weights. In Table 2 we show the results obtained for different choices of ω. In particular, we show the results obtained for the classical (weighted) SUM, MAXimum and MINimum criterions, the Anti K-center (aKC) criterion that minimizes the sum of the two smallest expected losses (obviating as outlier the largest one), and two cases of the Hurwicz criterion which minimizes the weighted sum of the maximum and the minimum losses (a weighted combination of the optimistic and the pessimistic principle). For each of the choices, the procedure consists of finding the minimum premium between each consecutive pair of elements in A 0 . For instance, for the MAX case (ω = (1, 0, 0) ), in the first interval I 1 = (0, 2), the loss functions verify L
(being the permutation of the indices σ = [3, 2, 1]). Hence:
whose minimum over [0, 2] is P * = 2 (observe from Figure 1 that the quadratic function is monotone in the interval so reaching its minimum in one of the extremes of the interval). The loss associated to P * is L OW A (P * ) = 1.3. The rest of the analyses for the intervals (2, 2.5), (2.5, 3) and (3, 4), are similar, reaching the mininum premiums: 2.5, 2.5 and 3, with losses: 1.1, 1.1 and 1.7, respectively. Hence, the minimum loss among the obtained values is 1.1 associated with the premium P * = 2.5, so the OWA premium for the MAX case is 2.5. Table 2 shows the OWA-weights choice (first two columns), the interval I j = (p j , p j+1 ) where the order of the functions changes, the permutation σ that sorts in non increasing order the losses at I j , the aggregated expression of the loss function at each of the intervals I j (L OW A (P )), the best premium at each of the intervals (P * ) and the approximate minimal value of the loss function at that premium (L OW A (P * )). Numbers marked in bold face are the minimum values of the loss function, which allow us to select, accordingly, the premium. Observe that from Remark 3, the algorithm is not needed to be applied to the SUM case, but it is shown for illustrative purposes. Figure 2 shows the OWA loss functions.
Hürlimann [16] proposed the following desirable properties which should be satisfied by a premium calculation principle:
where H is a premium principle, X and Y are risks and ess sup ; X is the essential supremum of X. Note that the notation E[X] in the first property (Risk loading) should be adapted adequately to the corresponding premium. For instance, in the collective (resp. Bayes) premiums,
Proposition 8. The OWA premiums satisfy properties (P1), (P2) , (P3) and (P4) above. Proof. We prove the result for the collective risk OWA premiums. The Bayes case follows in a similar way: one must minimize functions in the form
, for some adequate permutation of the indices. Hence, the possible critical points are in the form:
Performing the same operations for the forms aX + b, we get critical points P ′ = aP * + b. Since for a, b ≥ 0 the order does not change, we get that
c (i) ω i , whose unique minimum is P * = C.
In some of the standard premium computation principles, some of the desirable properties are not verified. For instance, the variance principle does not verify (P2), and exponential, Esscher and variance principles do not verify (P3). In the following example we illustrate, that in our case, the additivity property (P5) is not satisfied, in general, by the OWA premiums.
Example 9. Let us consider two independent risks X and Y distributed as Poisson distributions Poisson(λ) and Poisson(µ), respectively. Let also assume that two experts (with the same confidence level) have manifested their opinion about the risks by giving these Gamma prior distributions: λ ∼ Gamma(2, 10), Gamma (2, 20) , µ ∼ Gamma(3, 10), Gamma (7, 20) .
Note that, since the prior distribution becomes Gamma in this case, the collective loss functions for each of the experts and risks are:
Hence, the OWA collective premiums under the MAX criterion (ω = (1, 0)) are reached at P * X = 0.2 and P * Y = 0.35. On the other hand, by additivity of the Poisson and Gamma distributions (when the second parameters of the Gamma distributions coincide), we get that the collective risk functions for the risk X + Y are, for each of the experts:
and the OWA risk premium for the same weight is obtained at P * X+Y = 0.5 = P * X + P * Y = 0.55. In Figure 3 we draw the loss functions for each of the risks X, Y and X + Y for the maximum criterion, where the reader can check the obtained results.
Observe that, in general, non additivity of the computation principle is reasonable from our construction of the premiums. An expert may express pessimistic opinion over a risk while the same expert may manifest optimism for another risk. Hence, there is no reason to think that if the addition of the two risk is performed, the best premium is obtained under the same sorting for both risks. 
Application to real data set
In this section we report the results of applying our proposed methodology to a real data set in order to both show the behavior of the new premiums and also to illustrate the differences between the results obtained with our approach and those obtained with the standard approach.
We consider six different choices for the ω-weights (see Table 3a ) and the following combinations of risk-prior distributions: Poisson-Gamma and Geometric-Beta (see Proposition 1). We compute the OWA Bonus-Malus premiums for the time horizon t = 0, . . . , 4 with number of claims ranging in k = 0, . . . , 4. The parameters of the experts' prior distributions, computed by the maximum likelihood method, are based on the data in [22] (Portfolio 1) and [5] (Portfolio 2), the two insurance portfolios shown in Table 3b . Those parameters are estimated as follows: experts #1 and #2 base their knowledge in Portfolios 1 and 2, respectively; expert #3 is more conservative, being pessimistic about the driving of the policyholders; and expert #4 is slightly optimistic and less conservative. The prior parameters for each of the experts and for each of the Gamma and Beta distributions are shown in Table 4 . 122618  371481  1  21686  26784  2  4014  2118  3  832  174  4  224  18  5  68  2  6  17  2  7 7 0 ≥ 8 7 0 (b) Insurance portfolios. Table 3 . Input data for the experiments.
In Tables 5 and 6 we show the Bonus-Malus premiums for the Poisson-Gamma combination. In Table 5 we report the results by applying the classical Lemaire's approach for each of the four experts. The reader may observe that expert #3 charges higher premiums to the "good" drivers (those with less number of claims) Table 4 . Estimated experts' prior distribution parameters. and lower premiums to the "bad" ones (those with higher number of claims) than other experts. This expert is, as expected, very conservative (recall that most of the policyholders are good drivers). On the other hand, expert #4 loads lowest premiums to good drivers and highest premiums to the clients with high number of claims. In Table 6 we show the OWA Bonus-Malus premiums. In this case, the highest "discounts" to the good drivers are obtained with the MAX criterion (those clients not reporting any claim in its first contract year are loaded 22.70% less than their initial premium). On the other hand, the MIN criterion overloads bad drivers (those clients with 4 claims in the 4th period are charged 363.85% over their initial premium). The criterion for which the good drivers are more penalized is the akC criterion (the deduction from the first free-claim period is 7.23%). Observe that our approach smooths the pessimistic and optimistic information from the experts #3 and #4.
In Tables 7 and 8 we show the results for the Geometric-Beta combination of distributions. In the classical (single-expert) approach (Table 7) , the discounts for good drivers are smaller than those obtained with the Poisson-Gamma distributions, except for expert #4 (optimistic) who charges lower premiums for all the policyholders. Table 8 shows the results of our approach. Similar to the PoissonGamma case, good drivers get better deductions with the MAX criterion. The same occurs with bad drivers obtaining the lowest penalties in the MAX criterium. In this case, the MIN criterion charges lower discounts to good drivers (observe the tiny deduction of 0.31% for a driver not reporting any claim in its first year). The akC criterion loads the largest premiums to bad drivers (66.46% for a driver with 4 claims in its 4th period). In general, premiums under the Geometric-Beta combination are lower, for bad drivers, than those obtained under the Poisson-Gamma combination.
A final observation from our computations is that one may expect that for any of the OWA operators constructed with the experience of a single expert (MIN or MAX), the Bonus-Malus premiums coincide with those computed for any of the single experts using the Lemaire's approach. However, this is not always true. Note that a Bonus-Malus premium is the ratio between the Bayes and the collective premium. Both (absolute) premiums comes from the experience of a single expert. In case both come from the same expert, the Bonus-Malus is the standard BonusMalus premium of such an expert. Otherwise, if the collective is constructed from an expert and the Bayes from a different one, the Bonus-Malus premium does not coincide with any of the standard Lemaire's premiums.
Finally, the reader may observe from Tables 6 and 8 that the Bonus-Malus premiums give us information about percentage discounts or bonification, but not about the final income by the insurance company. Hence, the final return depends on the initial (k = 0, t = 0) premium charged to the client. To get a financial Table 5 . Standard single-experts' premiums by using Lemaire's approach (Poisson-Gamma).
equilibrium for all the OWA choices one should compute such an amount that may differ for each of the criteria.
Conclusions
We present a new family of flexible premium computation principles that allows to incorporate the beliefs of several experts in computing the collective and Bayes premiums. This framework allows to model different scenarios in calculating premiums: equitable, pessimistic, optimistic, trimmed and some mixtures of pessimistic-optimistic cases. We present mathematical programming formulations to compute those premiums as well as a finite search algorithm that allows to compute efficiently the premiums for any choice of the elements in the new family of premiums computation principles.
We prove some properties of the premiums computed under this new framework and we run some applications with real data sets in order to illustrate the methodology and to compare the results with those obtained with the classical approach. Table 7 . Standard single-experts' premiums by using Lemaire's approach (Geometric-Beta).
There are many possible extensions of this work. The use of severities of the claims, and then, dealing with the compound model is the natural first step. Also, the use of measures that allow to choose among the many possible choices of ω-weights would be a nice topic for further research. For the sake of that, one may first make the premiums comparable when computed with different approaches. Hence, budget-like constraints should be added to the mathematical programming problem that models the computation principle. Our finite search algorithm is not capable to handle such a variation, being necessary the development of a different solution approach. Furthermore, note that it is not trivial to implement a similar approach to other types of premium computation principles (variance, exponential, Esscher, etc) since the loss functions involved are not convex or quadratic anymore. However, the use of (linear or convex quadratic) approximations of those functions may help to adapt the OWA methodology to other cases. Table 8 . Geometric-Beta Bonus Malus premiums by using OWA operators.
In this appendix we give the details about the correctness and complexity of Theorem 6. It is based on the following key points:
• The set of points where the loss functions of each of the experts change their sorting is finite. Hence, if we restrict optimizing L ℓ OW A between two of those "breaking points" the function is a nonnegative linear combination of convex functions, then so is the function for ℓ ∈ {C, B}. Thus, both L • In each of the intervals I j , the losses for each of the experts are completely ordered. Hence, a single evaluation of a point inside the interval allows us to sort the losses of the experts and compute the ordered weighted sum L ℓ OW A .
• Since L ℓ OW A (P ) is strictly convex in I j , those optimal solutions can be obtained by applying the standard optimality conditions over the closure of I j , for j = 1, . . . , n. The above comments allows to assure that A always contains the OWA premium. Since the number of elements in A is at most n 2 , the overall worst case complexity is O(n 2 ).
