
























We study the link between a compact hypersurface in IPn+1 and the
set of all its tangent planes. In this context, we identify IPn+1 to the set of
linear subspaces of codimension one by orthogonal complementarity. This
gives rise to a kind of duality which has already been studied in [2], [11] and
relates a hypersurface to the set of its tangent planes. But in these papers
the dual, in this sense, of the set of tangent planes of a hypersurface was
not defined and iteration of the procedure was not possible. Therefore we
extend this type of duality to more general sets and achieve a procedure
which can be iterated and gives in fact an involution.
1 Introduction
The purpose of this work is to generalize a notion of duality, which is well known
in the case of algebraic geometry [5], to the analytic case.
Let us recall what is duality in the algebraic case. We denote by IPn the n-
dimensional real projective space and by pi : IRn+1 \ {0} → IPn the canonical
projection. A (n − 1)-dimensional linear subspace L ⊂ IPn (or hyperplane of
IPn) is by definition the image through pi of a vector subspace V ⊂ IRn+1 of
codimension 1. We denote by (IPn)∗ the space of codimension 1 linear subspaces
of IPn. There is an isomorphism ϕ from (IPn)∗ to IPn defined by ϕ(L) = pi(V ⊥ \
{0}), where V is such that pi(V \ {0}) = L and V ⊥ is the normal vector space
to V with respect to the usual scalar product in IRn+1. Now we can consider
M ⊂ IPn an algebraic hypersurface (the zero set of an homogeneous polynomial)
and M∗ ⊂ (IPn)∗ the set of its tangent hyperplanes. Then M∗, which is called
the dual of M , is an algebraic hypersurface of (IPn)∗ and (M∗)∗ = M via the
canonical isomorphism from (IPn)∗∗ to IPn. We can see [5] to have some results
we can obtain in the algebraic case.
The motivation in generalizing this study to non-algebraic hypersurfaces appears
when we try to reconstruct hypersurfaces in IRn+1 using outlines [6], [4] and [10].
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First we give our approach to study the dual of a hypersurface in IRn+1 and we
give the results we obtain by generalizing the notion of duality.
We denote by Aff(n, 1) the set of affine hyperplanes in IRn+1. The affine dual of
a smooth hypersurfaceM in IRn+1 is the set of its affine tangent planes [2], [11].
As we want to obtain an iterable process, it is important to see the dual of M
as a subset of IPn+1. Let us denote by i : IRn+1 → IPn+1 the injection given by
i(x) = [x, 1]. If pi ∈ Aff(n, 1), then we have that i(pi) is a hyperplane in IPn+1.
So we can see Aff(n, 1) as a part of (IPn+1)∗, in fact Aff(n, 1) is isomorphic to
(IPn+1)∗ \{σ} where σ is the hyperplane given by {[x, 0] | x ∈ IRn+1 \{0}}. Now
using the map ϕ given above, we can identify Aff(n, 1) with IPn+1 \ {[0n+1, 1]},
and we have an expression of this identification with the map :
ϕ : Aff(n, 1) −→ IPn+1 \ {[0n+1, 1]}
pi 7−→ [v1(pi), . . . , vn+2(pi)]
where pi is given by v1(pi)x1 + . . .+ vn+1(pi)xn+1 = vn+2(pi). Using this identi-
fication, we can define the dual of a hypersurface in IRn+1.
Definition 1.1 Let M be a hypersurface of IRn+1, we define the affine Gauss
map of M to be :
GAffM : M −→ IP
n+1
m 7−→ [N(m), < N(m),m >]
where N(m) is a normal to M at m and <,> denotes the usual scalar product
in IRn+1. The set GAffM (M) is called the dual of M .
We denote by H the set of smooth hypersurfaces in IRn+1 and we define the
map :
GAff : H −→ P (IPn+1)
M 7−→ GAffM (M)
where P (IPn+1) denotes the power set of IPn+1.
The map GAff associates to every hypersurface its dual, we can see [2] to have
a study of the singularities we can find in GAffM for a generic hypersurface M .
The problem in this point of view comes from the fact that the process of taking
the dual is not iterable. So in this work, we are going to generalize the notion of
duality to a good family of subsets in IPn+1 to have an iterable process. We will
obtain the following theorem (where Ad denotes the set of admissible subsets
of IPn+1, a notion that will be defined later) :
Theorem 3.7. The map GAff restricted to Ad is an involution.
After this generalization, we can come back to the motivating problem. Let us
recall what is an outline and what we mean by reconstruction of hypersurfaces
using outlines.
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Definition 1.2 Let M be a hypersurface of IRn+1 and σ ∈ IPn+1, we denote
by piσ : IR
n+1 → IRn+1 the orthogonal projection of IRn+1 on σ⊥. The outline
of M in the direction σ is the set CMσ = piσ(Σ(piσ |M )) where Σ(piσ |M ) denotes
the critical set of the restriction of piσ to M .
The question of reconstruction is the following : Let M ⊂ IRn+1 be a hypersur-
face and suppose you have a certain number of its outlines, can we reconstruct
exactly M ?
In [10] we give an answer for compact hypersurfaces supposing we have the
outlines for a set of directions with a certain property. During this study we use
the notion of duality of hypersurfaces, without studying this notion in details.
Using the generalization obtained, it is easy to prove that the dual of an outline
(in the hyperplane containing the outline) of a hypersurface M is contained in
the intersection of the dual of M with a hyperplane of IPn+1 [3]. So for M a








←−−− GAff(i(M)) ∩ IP([v, 0]⊥)
This gives a new method to reconstruct hypersurfaces using outlines.
Let us give a description of each chapter. In chapter 2 we make the first step
of the generalization by defining the dual of a subanalytic set of IPn+1. Then
we restrict the study to admissible sets to obtain an iterable process, this point
is made in the chapter 3. To have a link between duality and outlines, we
study, in chapter 4, intersections of admissible sets with hyperplanes of IPn+1.
Chapter 5 contains the elaboration of this link, and finally in chapter 6 we find
an application of this duality.
This work is a part of the PhD thesis of the author [9].
2 Generalization of the affine dual
In this chapter, we will generalize the map GAff to subanalytic subsets of IPn+1
and we will prove that the image of a subanalytic set throughGAff is subanalytic.
To do that, we will use classical results on subanalytic sets [1], [8].
Let us denote by pi : IRn+2 \ {0} → IPn+1 the canonical projection.
Definition 2.1 We say that L ⊂ IPn+1 is a k-linear subspace of IPn+1 if there
exists V ⊂ IRn+2 a (k + 1)-dimensional vector subspace with L = pi(V \ {0}).
Let L ⊂ IPn+1 be a k-linear subspace of IPn+1 with pi(V \ {0}) = L. The
orthogonal space of L is the (n + 1 − k)-linear subspace L⊥ given by L⊥ =
pi(V ⊥ \ {0}), where V ⊥ is the orthogonal vector space of V with respect to the
usual scalar product in IRn+2.
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First we have to generalize GAff to smooth hypersurfaces of IPn+1.
Definition 2.2 Let M ⊂ IPn+1, the set pi−1(M), denoted by CM , is called the
cone of M .
Let M ⊂ IPn+1 be a hypersurface and m ∈ M . The set LmM := pi(Tm′CM ),
where m′ is such that pi(m′) = m, is called the linear tangent space of M at m.
We remark that LmM is independent of the choice of m
′.
Definition 2.3 Let M ⊂ IPn+1 be a hypersurface, we define the affine Gauss
map of M to be :
GAffM : M −→ IP
n+1
m 7−→ (LmM)⊥
Now we can generalize the map GAff to subanalytic sets, but first we recall some
interesting properties of such sets.
Proposition 2.4 ([1])
- A subanalytic set admits a Whitney stratification.
- The closure of a subanalytic set is subanalytic.
- The projection of a relatively compact subanalytic set is subanalytic.
- A finite union of subanalytic sets is subanalytic.
- A finite intersection of subanalytic sets is subanalytic.
Proposition 2.5 ([1] Proposition 3.13) Let X be a real analytic manifold,
and M be a subset of X. Then the following conditions are equivalent :
1) M is subanalytic.
2) Every point of X has a neighbourhood U such that




where, for i = 1, . . . , p and j = 1, 2, Aij is a closed analytic subset of a real
analytic manifold Nij, fij : Nij → U is real analytic, and fij |Aij : Aij → U is
proper.
3) Every point of X has a neighbourhood U such that M ∩U belongs to the class
of subsets of U obtained using finite intersection, finite union and complement,
from the family of closed subsets of U of the form f(A) where A is a closed
analytic subset of a real analytic manifold N , f : N → U is real analytic, and
f |A is proper.
As a direct corollary of this proposition, we have :
Corollary 2.6 Let X and Y be two analytic manifolds and ϕ : X → Y be an
analytic diffeomorphism. Then, if M ⊂ X is subanalytic, the set ϕ(M) ⊂ Y is
subanalytic.
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Definition 2.7 Let X and Y be two analytic manifolds, we say that a map
ϕ : X → Y is subanalytic if its graph is a subanalytic subset of X × Y .
As a projection of a relatively compact subanalytic set is subanalytic, we have
directly :
Proposition 2.8 The image of a relatively compact subanalytic set through a
subanalytic map is subanalytic.
Let M ⊂ IPn+1 be a subanalytic set, we denote by Mn the maximal subset of
M having the property to be a hypersurface in IPn+1.
Definition 2.9 We denote by Sa the set of subanalytic subsets of IPn+1. We
define the map GAff to be :
GAff : Sa −→ P (IPn+1)
M 7−→ GAffMn(Mn)
The image of M ∈ Sa through GAff is called the dual of M .
We can directly generalize the map GAffM to subanalytic sets of IP
n+1. This
generalization gives more flexibility in some proofs.
Definition 2.10 LetM ⊂ IPn+1 be a subanalytic set, we call affine Gauss map
of M the map GAffM defined by :





⊥ | {yk}k∈IN ⊂Mn,
lim
k
yk = m and lim
k
LykMn exists}
As a subanalytic set admits a Whitney stratification, we have that the map GAffM
is well defined and that the following lemma is true. We remark that a point of
M could be sent to a family of affine planes.




Let us make the link between the definition of GAffM for M a hypersurface of
IRn+1 and for M a hypersurface of IPn+1. For all 1 ≤ i ≤ n+2 we denote by Ui
the open subset {[u1, . . . , un+2] | ui 6= 0} ⊂ IP
n+1 and we define a local chart
on Ui :
ξi : Ui −→ IR
n+1
[u1, . . . , un+2] 7−→ [
u1
ui










Let M ⊂ IPn+1 be a hypersurface, then for all i we have :
GAffM |M∩Ui : M ∩ Ui → IP
n+1
m 7→ (LmM)⊥ = [N(m), < N(m), ξi(m) >]
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where N(m) is a normal to ξi(M ∩ Ui) at ξi(m). So the definition of GAffM for
a hypersurface in IPn+1 is the natural generalization of the map GAffM for M a
hypersurface in IRn+1.
Now we begin with the first step to see that GAff is an involution on good
subanalytic sets.
Theorem 2.12 Let M be a subanalytic subset of IPn+1, then GAff(M) is sub-
analytic.
To give the proof of theorem 2.12 we have to make some preparation work and
we will use the following auxiliary map :
α : IRn+1 × IPn+1 → IPn+1
(m, [v]) 7→ [v,< m, v >]
Lemma 2.13 The map α is subanalytic.
Proof : As the graph of α is closed, it is sufficient to check the criterion at every
point of the graph. We consider the following map :
β : IRn+1 × IPn → IRn+1 × IPn × IPn+1
(q, [w]) 7−→ (q, [w], [w,< q,w >])
This is a proper analytic map from an analytic set, and as this map is surjective
on the graph of α the criterion is checked. QED
Now we have to use the tangent mapping theorem we can find in [8] :
Theorem 2.14 ([8] p. 1590) Let M ⊂ IRn+1 be a subanalytic hypersurface,
then the Gauss map of M is subanalytic.
Proposition 2.15 Let M ⊂ IPn+1 be a subanalytic hypersurface, then the map
GAffM is subanalytic.
Proof : We have to prove the subanalycity in IPn+1 × IPn+1 of
{(m, (LmM)
⊥) ∈ IPn+1 × IPn+1 | m ∈M} .
Let m ∈ M and i ∈ {1, . . . , n+ 2} such that m ∈ Ui. We know that M ∩ Ui is
subanalytic, so using the corollary 2.6 we have that ξi(M ∩Ui) is a subanalytic
hypersurface of IRn+1. Now, using the tangent mapping theorem, we have that
the set {(ξi(m), [N(m)]) | m ∈ M ∩ Ui}, where N(m) is a normal vector to
ξi(M ∩Ui) at ξi(m), is subanalytic in IR
n+1× IPn. As the map α is subanalytic,
we have the subanalycity of the set :
{(ξi(m), [N(m)], [N(m), < N(m), ξ(m) >]) | m ∈M ∩ Ui} =
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{(ξi(m), [N(m)], (LmM)
⊥) | m ∈M ∩ Ui}
Now projecting this set and using the analytic diffeomorphism given by ξ−1i ×Id,
we have that {(m, (LmM)
⊥) ∈ (M ∩ Ui)× IP
n+1} is subanalytic in Ui × IP
n+1.
We have checked the subanalycity criterion in a neighbourhood of each point,
so we have the conclusion. QED
Corollary 2.16 Let M ⊂ IPn+1 be a subanalytic hypersurface, then GAffM (M)
is subanalytic.
Proof : The set GAffM (M) is the image of a relatively compact subanalytic set by
a subanalytic map, so GAffM (M) is subanalytic in IP
n+1. QED
Proof : (Theorem 2.12) Let M ⊂ IPn+1 be a subanalytic set, we have that
Mn is a subanalytic hypersurface of IP
n+1. Then GAffMn(Mn) is subanalytic and
as the closure of a subanalytic set is subanalytic, we have the subanalycity of
GAff(M) = GAffMn(Mn). QED
3 Restriction of GAff to admissible sets
We want a duality theorem on GAff , and it is clear there exists subanalytic sets
(for instance a subanalytic setM withMn = ∅) such that G
Aff(GAff(M)) 6=M .
So we have to restrict GAff to a smaller class of subsets of IPn+1 than the
subanalytic class.
Definition 3.1 Let M ⊂ IPn+1 be a hypersurface and m ∈ M . We denote by
r(m) the rank of the map GAffM at m and we define the subset M
[k] of M by :
M [k] = {m ∈M | r(m) = k}
Definition 3.2 We say that M ⊂ IPn+1 is admissible if we have :
1) M is subanalytic.
2) (Mn)
[n] is dense in M .
3) M is closed.
We denote by Ad the set of admissible subsets of IPn+1.
In this section we denote by U the open U1 ⊂ IP
n+1 and ξ the map ξ1. We
remark that if M ∈Ad, then (Mn ∩ U)[n] is dense in M , so it is sufficient to
work in U for the following proofs.
Now we are going to prove that the image through GAff of an admissible set is
admissible.
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Lemma 3.3 Let M ∈Ad, then (Mn ∩ U)[n] is subanalytic.
Proof : We know that Mn and U are subanalytic, so Mn ∩ U is subanalytic
too. We can apply proposition 2.5 and for all m ∈ Mn ∩ U there exists V a
neighbourhood of m and all the things we need to write :




We now consider the maps δi : Ai1 → IR which send a point a ∈ Ai1 to the
determinant of the derivative of the Gauss map of ξ(Mn ∩ U) at ξ(fi1(a)). We
remark that δ−1i (0) is an analytic closed subset of Ni1, denoted by Bi1, and
thatfi1 |Bi1 is proper. So we have :
(Mn ∩ U)
[n] ∩ V =
p⋃
i=1
(fi1(Ai1 \ (fi1(Bi1) ∪ fi2(Ai2)))
and the conclusion follows by proposition 2.5. QED
Lemma 3.4 Let M ⊂ U ⊂ IPn+1 be a subanalytic hypersurface which verifies
M = Mn = M
[n] and GAffM (M) = (G
Aff
M (M))n ⊂ U . Then G
Aff
M is an analytic





is dense in GAffM (M).
Proof : As the image of M ⊂ U through GAffM is contained in U , we can use the
formula we have in the case of hypersurfaces in IRn+1 dividing by the non zero
factor < N(v), f(v) >. We obtain :








where f : V → IRn+1 is a local parametrization of ξ(M) at ξ(m) and N(v) is
a normal to ξ(M) at ξ(f(v)). As GAffM (M) = (G
Aff
M (M))n ⊂ U , we have that
N(v)
<N(v),f(v)> is a local parametrization of ξ(G
Aff
M (M)) at ξ(G
Aff
M (f(v))). Let us









We suppose there exist λ, λ1, . . . , λn such that :
λ
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AsM =M [n], the family {N(v), ∂
∂v1
N(v), . . . , ∂
∂vn
N(v)} is linearly independent
for all v. So the λi are all equal to 0, it follows that λ = 0. We have proved
that the line vectors of the matrix are linearly independent, so this matrix is
invertible.
































is invertible, this equation has, for each v, a unique solution. It is easy to see






M (m)) = [f(v), 1] = m




(GAffM (M)) =M . As G
Aff














is not bijective, it is due to the fact
that an open set of GAffM (M) is sent to a part of strictly lower dimension than
the dimension of M . QED
Lemma 3.5 Let M ⊂ IPn+1 be a subanalytic set and V ⊂M be an open dense
set in M , then GAff(V ) = GAff(M).
Proof : First of all, we prove this lemma for M a hypersurface. It is clear
that GAffV = G
Aff
M | V , as V is dense in M and G
Aff
M is continuous, we have
GAff(M) = GAffM (M) = G
Aff
V (V ) = G
Aff(V ).
For the case of M subanalytic, as V is open dense in M , we have that Vn is
open dense in Mn. We obtain :






Proposition 3.6 Let M ∈Ad, then GAff(M) ∈Ad.
Proof : By definition of GAff we have that GAff(M) is closed and theorem 2.12
gives us that GAff(M) is subanalytic. So the only fact it remains to prove is the
density of (GAff(M)n)
[n] in GAff(M).
By definition, we haveM = (Mn ∩ U)[n], so by lemma 3.5 we obtain GAff(M) =
GAffM ((Mn ∩ U)
[n]). We know that (Mn ∩ U)[n] is subanalytic, that implies the
subanalycity of GAffM ((Mn ∩ U)




an immersion of (Mn∩U)[n] in IP
n+1 whose image is subanalytic. Let us consider
a locally finite stratification of GAffM ((Mn ∩ U)
[n]) with analytic manifolds. Let
p ∈ GAffM ((Mn ∩ U)
[n]), as GAff
(Mn∩U)[n]
is an immersion, each neighbourhood
of p intersects a submanifold of dimension n, as the stratification is locally
finite, p is adherent to a n-dimensional strata. So we have that (GAff((Mn ∩
U)[n]))n is dense in G
Aff
M ((Mn ∩ U)
[n]). As (GAff((Mn ∩ U)[n]))n ⊂ GAff(M)n
and GAff(M) = GAffM ((Mn ∩ U)
[n]), we have that GAff(M)n is dense in G
Aff .
To see that (GAff(M)n)
[n] is dense in GAff(M), let us consider the following





(GAffM ((Mn ∩ U)
[n]))n
)
The set M ′ is the subset of (Mn ∩ U)[n] containing the points whose tangent
hyperplane is not bitangent.
The regular part of maximal dimension of a subanalytic set M is open in M , so
we have that GAffM ((Mn ∩ U)
[n])n is open in G
Aff
M (M). Moreover we know that
GAff((Mn ∩ U)[n])n is dense in GAffM (M). As G
Aff
M restricted to (Mn ∩ U)
[n] is
locally a diffeomorphism, the setM ′ is open dense in (Mn∩U)[n]. We have that
M ′ is a dense submanifold of (Mn ∩ U)[n] and (Mn ∩ U)[n] = M , so we have
M ′ =M .
The set M ′ is the inverse image of a relatively compact subanalytic set through
a subanalytic map, so M ′ is subanalytic. We can now consider the map GAffM ′ =
GAffM |M ′ , we can apply the lemma 3.4 toM
′, so we have that GAffM ′ is an analytic
diffeomorphism on its image and that GAffM ′ (M
′)[n] is dense in GAffM ′ (M
′).
AsGAffM ′ (M
′) is dense inGAff(M), we have the density ofGAffM ′ (M
′)[n] inGAffM (M),
finally GAffM ′ (M
′)[n] ⊂ (GAffM (M)n ∩ U)
[n] and we have GAff(M) ∈Ad. QED
Theorem 3.7 The map GAff restricted to Ad is an involution.
10
Proof : We have seen that GAff(M) = GAffM (M






′)) = GAff ◦ GAff(M) and by lemma 3.4 we have GAff ◦
GAff(M) =M ′ =M . QED
4 Intersection of admissible sets with linear sub-
spaces
In this part, we are interested in the study of intersections between admissible
sets of IPn+1 and linear subspaces of codimension 1 (in other words hyperplanes).
We will prove that if M ⊂ IPn+1 is admissible, then there exists a dense set W
of hyperplanes with M ∩ σ admissible for all σ ∈ W .
Let M ⊂ IPn+1 be admissible and σ ⊂ IPn+1 be a hyperplane, then M ∩ σ is
closed and subanalytic. So the point to study is for which σ we have the density
of ((M ∩ σ)n−1)[n−1] in M ∩ σ.
First we need the following lemma whose proof is straight forward :
Lemma 4.1 Let f : IRn → IRk be a differentiable map with f(x) 6= 0 for all




)(x)) = KerDf(x) ⊕ vect{Df(x)−1(f(x))}
where Df denotes the derivative, vect{ } denotes the vector space generated by
{ } and Tf(x)IR
k is identified with IRk.
Let us do some work on hypersurfaces of IRn+1, so let M ⊂ IRn+1 be such a
hypersurface, we denote by M [n] the set of points inM where the Gauss map is
of rank n. Given a hypersurface M ⊂ IRn+1, we will prove there exists a dense
set D ⊂ Aff(n, 1) such that (M ∩ τ)[n−1] = M ∩ τ for all τ ∈ D, which is in
fact more than we need. Then we will obtain the result on admissible sets as a
corollary.
First we will determine in which case we loose the property that the Gauss map
is of maximal rank by intersecting with a hyperplane.
Proposition 4.2 LetM ⊂ IRn+1 be a hypersurface with M [n] =M and p ∈M .
We consider σ ∈ G(n, 1) which intersects TpM transversally and we denote by
τ ∈ Aff(n, 1) the hyperplane parallel to σ through p.
Then the Gauss map of τ ∩M ⊂ τ at p is not of maximal rank if and only if
the second fundamental form of M at p restricted to Tp(M ∩ τ) is degenerated.
Proof : As we work locally, we can suppose that the Gauss map has values in
Sn, the n-dimensional sphere. Using an isometry of IRn+1, we can suppose
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that τ = IRn × {0} and p = 0. As σ is transverse to TpM , there exists a
neighbourhood U of p in τ and a neighbourhood V of p in IRn+1 with
ϕ : U ⊂ τ = IRn × {0} −→ V ⊂ IRn+1
(x1, . . . , xn) 7−→ (x1, . . . , xn, h(x1, . . . , xn))
a local parametrization of M at p and h a smooth function with grad h 6= 0 on
U . The parametrization of M we use allows us to see M as the graph of the
function h. The Gauss map in local coordinates is given by :




We consider, as a chart for Sn, the central projection of the open hemisphere
which contains (0n,−1) on the tangent plane of Sn at (0n,−1). In this chart,
denoted by ψ, we have ψ ◦GM ◦ϕ(x) = grad h(x). As M ∩ τ = h
−1(0), we have
that grad h(s) is orthogonal to Ts(M ∩ τ) for all s ∈M ∩ τ ∩ V . So we have :





As M =M [n], the map grad h is smooth of maximal rank. From the preceding
lemma we have :
KerDGM∩τ (p) = vect{(Dgrad h(p))
−1(grad h(p))} ∩ Tp(M ∩ τ)
Finally we have the following :
KerDGM∩τ (p) 6= {0} ⇐⇒
∃v ∈ Tp(M ∩ τ) s. t. DGM (p)(v) = λgradh(p)⇐⇒
∃v ∈ Tp(M ∩ τ) s. t. DGM (p)(v) ⊥ Tp(M ∩ τ)⇐⇒
∃v ∈ Tp(M ∩ τ) s. t. < DGM (p)v, w >= 0 ∀w ∈ Tp(M ∩ τ)⇐⇒
IIp |Tp(M∩τ) is degenerate
where IIp denotes the second fundamental form of M at p. QED
We will use the following transversality lemma :
Lemma 4.3 ([7] p. 49) Let N , S and P be manifolds and consider F : N ×
S → P a smooth family of smooth mappings transverse to smooth submanifolds
Q1, . . . , Qt of P . Then there is a dense set of parameters s ∈ S for which
F |N×{s} is transverse to all of Q1, . . . , Qt.
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Definition 4.4 Let M ⊂ IRn+1 be a hypersurface with M = M [n]. The
isotropic cone of M is the set :
CM = {(m,x) | m ∈M,x ∈ TmM with IIm(x, x) = 0 and x 6= 0}
⊂ TM ⊂ IRn+1 × IRn+1
where IIm is the second fundamental form of M at m.
We remark that CM is a submanifold of IR
n+1×IRn+1. If the second fundamental
form of M is everywhere definite (positive or negative), we have CM = ∅. In
the other case, CM has codimension 3. The notion of isotropic cone of M will
be important.
Lemma 4.5 Let M ⊂ IRn+1 be a hypersurface and τ ∈ Aff(n, 1), we denote by
Tτ ⊂ T IRn+1 the tangent bundle of τ . If Tτ is transverse to CM in T IR
n+1
and if τ is tranverse to M in IRn+1, then τ ∩ M is a submanifold of τ and
(τ ∩M)[n−1] = τ ∩M .
Proof : Because of the transversality of M and τ , we have that τ ∩ M is a
submanifold. For the second affirmation we remark that if ϕ is a non-degenerate
quadratic form of IRn and if W ⊂ IRn is a subspace of codimension 1, then ϕ |W
is degenerate if and only if W is tangent to the isotropic cone of ϕ. As τ is
transverse to M , the transversality of Tτ and CM implies that at each point
p ∈ τ ∩M the plane Tpτ ∩TpM is not tangent to the isotropic cone of the second
fundamental form of M at p. Proposition 4.2 allows us to conclude. QED
Now we will construct an auxiliary map to apply lemma 4.3. It is easier to
work in IRn+1 ×G(n, 1) than in Aff(n, 1). So, we will consider, after using this
auxiliary map, the canonical submersion of IRn+1 ×G(n, 1) on Aff(n, 1).
Let us denote by γ the total space of the canonical bundle on G(n, 1), we define :
g : IRn+1 × (γ ⊕ γ) −→ T IRn+1
(z, (τ, x, y)) 7−→ (x+ z, y)
Proposition 4.6 Let M ⊂ IRn+1 be a hypersurface, then there exists a dense
set D ⊂ Aff(n, 1) such that τ and M are transverse for all τ ∈ D.
Proof : Let σ = IRn×{0} ∈ G(n, 1), we will use the following charts for G(n, 1).
We define Uσ = {τ ∈ G(n, 1) | τ ∩ σ⊥ = {0}} a neighbourhood of σ, and we
consider the basis of σ (seen as a vector subspace of IRn+1) given by B = (In|0) ∈
Mn×(n+1)(IR) and the basis of σ
⊥ given by B⊥ = (0 . . . 0 1) ∈ M1×(n+1)(IR).
The map defined by :
ϕB,B⊥ : Mn×1(IR) −→ Uσ
A 7−→ q(B +AB⊥)
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where q is the canonical projection of the set of rank n matrices inMn×(n+1)(IR)
on G(n, 1), gives a local chart of G(n, 1).
Let us consider the map, denoted by f , which is the local description of g :
IRn × IRn × IRn+1 × Uσ −→ IR
n+1 × IRn+1
(x, y, z, ϕB,B⊥(A)) 7−→ ((B +AB
⊥)tx+ z, (B +AB⊥)ty)
The derivative of f at the point (x, y, z, A) is equal to :

(B +AB⊥)t 0(n+1)×n In+1
(
0n×n










We will proceed in two steps to study the rank of Df . The n+ 1 first lines are
linearly independent and as B + AB⊥ has rank n we have that Df has rank









a1 . . . an
) (
0n×n
y1 . . . yn
))
has rank n+ 1 if y 6= 0 and rank n if y = 0. In brief we have :
rangDf(x, y, z, A) =
{
2n+ 2 si y 6= 0
2n+ 1 si y = 0
So f | IRn×(IRn\{0})×IRn+1×Uσ is a submersion, in other words, we have the
transversality of f | IRn×(IRn\{0})×IRn+1×Uσ and CM in IR
n+1 × IRn+1. But as
f(IRn × {0} × IRn+1 × Uσ) ∩ CM = ∅ we have the transversality of f and CM .
Moreover, it is easy to see that f is transverse to (M × IRn+1), so there exists a
dense set W ⊂ IRn+1 ×Uσ such that fz,τ : (x, y) 7→ f(x, y, z, τ) is transverse to
CM and M × IR
n+1 for all (z, τ) ∈ W . Or the image of fz,τ is the affine plane
parallel to τ containing z, so we have a dense part V ⊂ Aff(n, 1) such that for
all pi ∈ V we have Tpi transverse to CM and Tpi transverse to M × IR
n+1. QED
Corollary 4.7 Let M ⊂ IPn+1 be an admissible set. There exists a dense set
W of linear subspaces of codimension 1 in IPn+1 with M ∩ σ admissible for all
σ ∈W .
Proof : We denote by U the open Un+2 ⊂ IP
n+1 and by ξ the map ξn+2 : Un+2 →
IRn+1. We can apply the preceding proposition to ξ(M
[n]
n ∩U). So there exists a
14





n ∩ U). We remark that ξ(pi) is a linear subspace of codimension 1
in IPn+1 and that ξ−1(pi ∩ ξ(M ∩ U)) = ξ−1(pi) ∩ M ∩ U . Then we obtain
(ξ(pi)∩M ∩U)
[n]
n = ξ(pi)∩ (Mn)[n] ∩U and M ∩ ξ(pi) is admissible. The density
of V in Aff(n, 1) implies the density of {ξ(pi) | pi ∈ V } in the set of linear
subspaces of codimension 1 in IPn+1; so we have the conclusion. QED
5 Duality and outlines of hypersurfaces
In this section we will study the relations between outlines of a compact analytic
hypersurface M in IRn+1 and the dual of M .
Let σ ∈ IPn+1, we denote by IP(σ⊥) the linear subspace of IPn+1 containing all
the normal directions to σ. As IP(σ⊥) is isomorphic to IPn, we can apply GAff to
subanalytic subspaces of IP(σ⊥) and we can consider their image through GAff
in IP(σ⊥).
We denote by i : IRn+1 → IPn+1 the injection given by i(x) = [x, 1]. Let
M ⊂ IRn+1 be a compact analytic hypersurface, then i(M) is admissible and
GAff(i(M)) is admissible too. We will construct the following diagram for M a








←−−− GAff(i(M)) ∩ IP([v, 0]⊥)
The outline CM[v] is seen in the plane orthogonal to the direction [v], so its image
through i is contained in IP([v, 0]⊥). Then GAff(i(CM[v])) is the dual of i(C
M
[v])
seen as a part of IP([v, 0]⊥). There are two difficulties with the map ξ ◦ GAff .
The first one is that GAff(i(CM[v])) is not necessarily equal (but it is included in)
to GAff(i(M))∩ IP([v, 0]⊥). The second one is due to the fact that an outline is
not necessarily admissible. In other words the involution property is not true for
GAff in the outline level, but this property is true for a dense set of directions.
We begin with some facts that are true for admissible sets in IPn+1. Let M
be an admissible set in IPn+1 and σ ∈ IPn+1 be a direction. To obtain a link
between GAff(M)∩ IP(σ⊥) and GAff(M ∩ IP(σ⊥)), we need some auxiliary map.
Let us consider the retraction of IPn+1 \ {σ} on IP(σ⊥) defined by :
ρσ : IP
n+1 \ {σ} −→ IP(σ⊥)
[x] 7−→ [piσ(x)]
This allows us to define a map, denoted by ρσ too, from P (IP
n+1), the power
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set of IPn+1, in P (IP(σ⊥)) :
ρσ : P (IP
n+1) −→ P (IP(σ⊥))
A 7−→
{
∪a∈Aρσ(a) si σ 6∈ A
IP(σ⊥) si σ ∈ A
Now let us compare the maps GAffM and G
Aff
M∩IP(σ⊥).
Definition 5.1 Let M be a subanalytic subset of IPn+1 and σ ∈ IPn+1, we
denote by M(σ) the set M ∩ IP(σ⊥).
Lemma 5.2 Let M be an admissible subset of IPn+1 and σ ∈ IPn+1, then for




Moreover we have the equality if m is adherent to M(σ)n−1 = (M(σ))n−1 and
if σ 6∈ GAffM (m).
Proof : The set M is considered to be Whitney stratified.
First we prove the result for m ∈M(σ)n−1 with σ 6∈ G
Aff
M (m).
Let {yk}k∈IN ⊂Mn be a sequence contained in a n-dimensional connected strata
with limk yk = m and limk LykMn exists. By definition of a Whitney stratifica-















M(σ)(m) is by definition equal to the orthogonal of LmM(σ)n−1 in IP(σ
⊥),
so it is equal to the element of IPn+1 orthogonal to LmM(σ)n−1 and to σ. In
other words, GAff
M(σ)(m) is the intersection of (LmM(σ)n−1)
⊥ with IP(σ⊥), so it is
the image through ρσ of limk(LykMn)
⊥. Finally ρσ(limk G
Aff





M (m)) = G
Aff
M(σ)(m).
Let us suppose now that m is adherent to (M(σ))n−1 and that
σ 6∈ GAffM (m). Let {yk}k∈IN ⊂ (M(σ))n−1 be a sequence contained in a (n− 1)-
dimensional connected strata with limk yk = m. We can suppose that σ 6∈
GAffM (yk) for all k. We know, due to the first part of the proof, that ρσ(G
Aff
M (yk)) =
GAffM(σ)(yk) for all k, so the equality is true when we take the limit at both sides.
Using the definition of GAffM for M a subanalytic set we obtain :
ρσ(G
Aff
M (m)) = G
Aff
M(σ)(m)
If m ∈ M ∩ P (σ⊥) is not adherent to (M(σ))n−1, then GAffM(σ)(m) = ∅ and the
result is clear.
If m ∈ M ∩ P (σ⊥) is such that σ ∈ GAffM (m), we have ρσ(G
Aff
M (m)) = IP(σ
⊥)
and the result is clear. QED
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We remark that the hypothesis “M admissible” is necessary, as a counter-
example for M only subanalytic, we can take a closed plane curve in IP3.
Now let us make the link between the dual of a compact analytic hypersurface
of IRn+1 and its outline. Let M be a compact analytic hypersurface of IRn+1
and [v] ∈ IPn, we recall that GAff(i(CM[v])) is the dual of i(C
M
[v]) seen as a part of
IP([v, 0]⊥). The set GAff(i(CM[v])) is contained in the set of tangent affine planes
of M which contain the direction [v], for a dense set of directions we have the
equality. In other words we have : GAff(i(CM[v])) ⊂ G
Aff(i(M)) ∩ IP([v, 0]⊥).





GAff(i(M)) ∩ IP([v, 0]⊥)
)
moreover if i(CM[v]) is admissible, then we have equality.
Proof : We recall that for [v] ∈ IPn we denote by pi[v] the orthogonal projection
of IRn+1 on v⊥. In our situation we have for all [x] ∈ U :
pi[v](ξ([x])) = ξ ◦ ρ[v,0](x)







that implies ξ ◦ ρ[v,0]([x]) = (
x1−λv1
xn+2




Let us prove the inclusion. Let t ∈ GAff(GAff(i(M)) ∩ IP([v, 0]⊥)) and consider
Y = {y ∈ GAff(i(M)) ∩ IP([v, 0]⊥) | t ∈ GAff
GAff (i(M))∩IP([v,0]⊥)(y)} which is a non




GAff (i(M))(y), we have X ⊂ i(M) and Lxi(M) ⊂


















Let us suppose that i(CM[v]) is admissible, we have :
GAff(i(CM[v])) ⊂ G
Aff(i(M)) ∩ IP([v, 0]⊥)
then, applying GAff to both sides, we have :
i(CM[v]) = G
Aff(GAff(i(CM[v]))) ⊂ G
Aff(GAff(i(M)) ∩ IP([v, 0]⊥))
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which is the other inclusion. QED
We remark that i(CM[v]) admissible and C
M
[v] generic outline are not equivalent
notions. But for a fixedM there exists a dense (open dense for M compact) set
of directions [v] such that i(CM[v]) is admissible and C
M
[v] is a generic outline. In
other words, for a dense set of directions [v], we have :
GAff(i(CM[v])) = G




GAff(i(M)) ∩ IP([v, 0]⊥)
)
6 Duality and projective transformation
Now we can study the behaviour of the dual when we apply certain transfor-
mations on an admissible set. This problem is quite difficult, but we can give a
fully answer in the case of projective maps.
Definition 6.1 We say that the map α : IPn+1 → IPn+1 is projective if there
exists a linear bijective map A : IRn+2 → IRn+2 with α([v]) = [Av]. We say
that A represents α or α is represented by A.
Proposition 6.2 Let M ⊂ IPn+1 be a subanalytic subset and
α : IPn+1 → IPn+1 be a projective map. Then we have :
α∗(GAff(M)) = GAff(α(M))
where α∗ is represented by (At)−1 if α is represented by A.
Proof : First we prove the following for M a hypersurface in IPn+1 :
α∗(GAffM (m)) = G
Aff
α(m)(α(m))
We then have the equalities :
α∗(GAffM (m)) = α
∗({[v] ∈ IPn+1 |< v,w >= 0 for all [w] ∈ LmM}) =
{[v] ∈ IPn+1 |< Atv, w >= 0 for all [w] ∈ LmM}) =
{[v] ∈ IPn+1 |< v,Aw >= 0 ∀[w] ∈ LmM}) =
{[v] ∈ IPn+1 |< v,w >= 0 ∀[w] ∈ α(LmM)}) =
{[v] ∈ IPn+1 |< v,w >= 0 ∀[w] ∈ Lα(m)α(M)}) = G
Aff
α(M)(α(m))
Now in the case of a subanalytic subset M of IPn+1, we have :
GAff(α(M)) = GAff
α(Mn)




Corollary 6.3 Let M,N ⊂ IRn+1 be two compact analytic hypersurfaces. If for
all [w] ∈ IPn we have that CM[w] and C
N
[w] are homothetic of center 0 in w
⊥, then
M and N are homothetic of center 0 in IRn+1.
Proof : Denote by W a dense set of directions such that the sets
IP([w, 0]⊥) ∩ GAff(i(M)) and IP([w, 0]⊥) ∩ GAff(i(N)) are admissible for all
[w] ∈ W . As the sets IP([w, 0]⊥) ∩ GAff(i(M)) are admissible, we have that
GAff(i(CM[w])) = IP([w, 0]
⊥) ∩ GAff(i(M)) for all [w] ∈ W . By hypothesis, for
all [w] ∈ W there exists α[w] : IP












GAff(i(CN[w])) and as α[w] and α[v] agree on IP([w, 0]
⊥)∩IP([v, 0]⊥) for all [v], [w] ∈
W , we have that λ[w] = λ[v] = λ. Let us denote by α : IP
n+1 → IPn+1 the









= i(CN[w]) for all
[w] ∈W . By proposition 6.2 we have that α∗(GAff(i(CM[w]))) = α
∗(IP([w, 0]⊥) ∩
GAff(i(M))) = IP([w, 0]⊥)∩GAff(i(N)). But the density ofW givesGAff(i(P )) =
∪[w]∈W IP([w, 0]⊥) ∩GAff(i(P )) for P = M or N , so by continuity of α
∗ we
have α∗(GAff(i(M))) = GAff(i(N)). Once again by proposition 6.2 we have
α(i(M)) = i(N), in other words, M and N are homothetic of center 0. QED
This result is still true for compact hypersurfaces which are not necessarily
analytic. We just need to suppose that the hypersurface M is subanalytic,
which mean in particular that M can contained peaces of l-planes for l ≤ n.
First we can see, using the duality process, that M [n] and N [n] are homothetic
of center 0, where M [n] denotes the set of points in M where the Gauss map is
of maximal rank. Then we use the reconstruction process given in [10] to obtain
that M and N are homothetic of center 0.
The author would like to thank Oscar Burlet who was his advisor and Franc¸ois
Haab for useful discussions.
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