Abstract. In this paper, we study the global dynamics of a population model with age structure. The model is given by a nonlocal reaction-diffusion equation carrying a maturation time delay, together with the homogeneous Dirichlet boundary condition. The non-locality arises from spatial movements of the immature individuals. We are mainly concerned with the case when the birth rate decays as the mature population size becomes large. The analysis is rather subtle and it is inadequate to apply the powerful theory of monotone dynamical systems. By using the method of super-sub solutions, combined with the careful analysis of the kernel function in the nonlocal term, we prove nonexistence, existence and uniqueness of the positive steady states of the model. By establishing an appropriate comparison principle and applying the theory of dissipative systems, we obtain some sufficient conditions for the global asymptotic stability of the trivial solution and the unique positive steady state.
1.
Introduction. There has been a growing interest in integrating spatial diffusion and time delay into the mathematical studies of population dynamics since the 1970s [4] . This endeavor is essential for advancing our understanding on how space and time are interwoven to determine the dynamic behavior of biological systems. It is indeed a necessity when the spatial distribution of the population is highly inhomogeneous in their habitat, and each newborn individual takes a considerable amount of time to become reproductive or mature.
Most investigators in the 1970s and 1980s adopted a straightforward approach by simply inserting a time delay into the classical reaction-diffusion equations. Let u(t, x) denote the population density of a single species at time t and location x in the living environment, say, a domain Ω ∈ R N , N ≥ 1. Let τ > 0 denote the time delay, often the average time for a new born individual to become reproductive. Then the equation could be written in the typical form ∂u(t, x)/∂t = d ∆u (t, x) + f (t, u(t, x), u(t − τ, x)) , t ≥ 0, x ∈ Ω,
where ∆ = N i=1 ∂ 2 /∂x 2 i is the Laplace operator, d is the diffusion rate constant, and f is a nonlinear function attributing the birth and death of the species. The extensive studies of (1) and its extension to systems have greatly enriched the theory of partial differential equations with time delay, and provided plausible elucidation of ecological complexity [4, 19] . Given the apparent independence of diffusion and the time delay, Eq. (1) was an intuitively natural choice for modeling the combined effect of the spatial movement and the time delay. However, due to the separation of the nonlinearity f with the spatial movement, the equation suggests that the rate of change of the population size at time t and location x is controlled by the size at the same location at time t and t − τ . This seems implausible because the individuals staying at x a time τ earlier are probably shifted to other locations. This delicate issue was first addressed by Britton [2] in 1990 by using a probabilistic argument, and independently, by Smith and Thieme [14] in 1991 by inducing an age structure. Both approaches led to nonlocal diffusion population models.
In their seminal study of 2001, So, Wu and Zou [16] derived a prototype delayed nonlocal reaction diffusion equation by continuing the effort of Smith and Thieme [14] . In their model, each individual is tagged with a finite age a ≥ 0, along with time t ≥ 0 and location x ∈ Ω ⊂ R N . The population is classified into two groups: the mature and the immature, and the maturation time period is fixed at a = τ > 0. The population size is uniformly bounded for all t and a when x is on the boundary of Ω, or when x is at infinity if the domain is unbounded . Furthermore, So et al. [16] assumed that the spatial movement of the population is governed by diffusion with a diffusion rate d = d(a) ≥ 0, and that the mortality follows a first order decay with the rate D = D(a) > 0. In addition, they assumed that the diffusion and the death rates d and D are age independent for the mature population.
Let u(t, a, x) be the population density with age a ≥ 0. The approach of So et al. [16] started with the conservation law of Metz and Diekmann [10] :
By the assumption of the age-independence, the density of the mature population
To derive the equation for w, they continued by expressing u in terms of w. For that purpose, they introduced V s (t, x) = u(t, t − s, x) for fixed s ≥ 0 and t ∈ [s, s + τ ]. Then differentiation of (3) gives the linear reaction-diffusion equation
Although this equation can be solved by the standard method in the theory of partial differential equations, the exact form of its solution is intricately involved with the domain geometry and the boundary conditions [3] . In the original study of So et al. [16] , only the simplest case, namely, the real line Ω = R, was considered. Let b(·) denote the birth function of newborns such that
By using the method of separation of variables and the Fourier transform, they solved Eq. (4), and consequently derived the non-local equation for w:
The model of So, Wu, and Zou has inspired a great deal of interests in the study of nonlocal reaction-diffusion equations with time delay. Several new models have been developed by restraining the habitat in a finite domain, extending the domain to higher dimension, or modifying their basic assumptions on the birth and death functions or the mobility of individuals [5, 8, 20, 24] . In [8] , the habitat is taken as a finite interval with no flux of individuals (the Neumann boundary condition) or no life (the Dirichlet boundary condition) at the two ends, for which f α in (6) is replaced by a Fourier series. In [20] , Xu and Zhao extended (6) to a very general setting by incorporating more general mortality function and boundary conditions in a finite domain in R N . For a comprehensive discussion on the related studies, see Gourley and Wu's survey article [4] and the references therein.
To understand the global dynamics of (6) and its various elaborate extensions, a central question is to study existence and uniqueness of positive steady states and their global stability. When the birth rate b(w) increases with w > 0, the powerful theory of monotone dynamical systems can be applied and some partial results on this question have been obtained [20] . However, due to the overcrowding effect, the birth rate often decays as w becomes sufficiently large. It has been more common to assume that b(w) decreases for large w, such as b(w) = pw(q − w) in the most prevailing Logistic model, or b(w) = pwe −qw in the Nicholson's blowflies model, where p, q > 0. For non-monotone b(w), the monotone dynamical system approach may not be adequate, and the study becomes more subtle. In [24] , Zhao proved the global attractivity of the positive constant equilibrium for a model with the Neumann boundary condition by using a fluctuation method of Thieme and Zhao [17] . Very recently, Guo, Yang and Zou [5] analyzed the model in a finite interval with Dirichlet boundary condition, first proposed and numerically studied in [8] . By using the method of super-sub solution and estimating the integral kernels, they found some sufficient conditions for existence and uniqueness of positive steady states [5] . At the same time, Yi and Zou [23] studied the model in a general bounded domain with Dirichlet boundary condition. By employing comparison technique and a dynamical system approach, they obtain some sufficient conditions for existence, uniqueness and global attractiveness of positive steady states [23] . The stability of the unique positive steady state remained unsettled. Despite the great efforts in last decade, the central question for the non-monotone case has remained largely open.
Motivated by these observations, we extend the model of So, Wu, and Zou to a bounded and open domain Ω with a piecewise smooth boundary in R N , N ≤ 3. We will maintain all basic assumptions on the mobility, mortality, and birth in their original study [16] , and assume further that the boundary ∂Ω is hostile to the species, and the birth function satisfies (H1) b(w) = wg(w), g(w) > 0 and g (w) < 0 for all w ≥ 0; (H2) both b(w) and b (w) are bounded for w ≥ 0. It is easily seen that both (H1) and (H2) are satisfied by the non-monotone birth function b(w) = pwe −qw in the Nicholson's blowflies model. Let 0 < λ 1 ≤ λ 2 ≤ · · · ≤ λ n ≤ · · · with lim n→∞ λ n = +∞ be the eigenvalues of the linear operator −∆ subject to the homogeneous Dirichlet boundary condition on ∂Ω [3] . Let ϕ n be the eigenvector corresponding to λ n . Then ϕ 1 (x) > 0 for all x ∈ Ω, and {ϕ n } +∞ n=1 forms a complete orthonormal system in the space L 2 (Ω). By using the method of separation of variables, we solve the linear reaction-diffusion equation (4) subject to the homogeneous Dirichlet boundary condition and obtain
By substituting s = t − τ into (7) and using the notations of (5), we derive
with the kernel
Substituting the exact form (8) into (3) gives our model
with the initial function φ(t, x) to be specified later.
In this paper, we attempt to clarify the global dynamics of our model problem (10) by finding several sufficient conditions for existence, uniqueness, and global asymptotic stability of its positive steady states. Our main results are presented and proved in Sections 2 and 3. We discuss the existence and uniqueness in Section 2, and the global stability in Section 3. We present three examples in Section 4 to demonstrate the applicability of our main results. Finally in Section 5, we discuss the effects of spatial diffusion of the immature population on the behavior of biological systems.
2. Existence and uniqueness of positive steady states. In this section, we study existence and uniqueness of positive steady states of our model (10) . Let
By dropping tilde without losing generality, we may rewrite (10) in the following more convenient form
Note that f α (x, y) is given in (9) . The steady states are positive solutions to the following Dirichlet boundary value problem of the elliptic equation
First, we show that the eigenvalues λ n and the kernel f α (x, y) in (9) enjoy the following properties.
Lemma 2.1 ([7]
). For any positive integer n, we have
where C is a positive constant depending only on N and Ω.
Lemma 2.2. The series
e −λnα is absolutely convergent for all α > 0.
Proof. By Lemma 2.1 and 0 < λ 1 ≤ λ 2 ≤ · · · ≤ λ n ≤ · · · , there must be a positive integer n 0 such that
The absolute convergence of the series follows at once.
where C * is a positive constant depending only on N and Ω, and
The verification of (i) is straightforward and is thus omitted. Part (ii) follows from [21] (Lemma 3.2.1 and Theorem 4.4.6) since f α (x, y) is a heat kernel of the heat equation
where C 1 and C 2 are two positive constants, then
Proof. By Lemma 2.3, we have
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Therefore,
By Lemma 2.2 and 2.3, we obtain
Thus, (14) follows immediately from
The proof is completed.
where i = 1, 2, and h 1 and h 2 are two functions, then
Proof. By (15), (16) follows immediately from
Then both X and Y are ordered Banach spaces with the natural ordering, that is, for any
The following theorem provides a sufficient condition for non-existence of positive solutions to (12) .
then there is no positive solution to (12) .
Proof. Consider the linear eigenvalue problem
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The linear equation (18) can be rewritten as T w = 1 λ w, where
By Lemma 2.3 and the properties of the differential operator £, it is known (see [1] ) that T is a strongly positive compact endomorphism in C e (Ω), where e is the unique solution of
and C e (Ω) is the Banach space generated by the order unit e ∈ Y with order unit norm · e (see [1] ). By the famous Krein-Rutman theorem and its sharper version for strongly positive linear operators (see [1] , Theorem 3.2), the spectral radius r(T ) is a simple positive eigenvalue of T having a positive eigenvector. Indeed, one can easily determine r(T ) as
Now, assume for the sake of contradiction that w = w * (x) is a positive solution to (12) . Then
Define
Clearly, T is also a strongly positive compact endomorphism of C e (Ω). By (H1), for any w > 0, g(w) < g(0). Thus, for any w ∈ C e (Ω), T w < T w. Again by [1] (Theorem 3.2), r(T ) < r(T ), where r(T ) is the spectral radius of T . It follows that
On the other hand, (20) implies that 1 is an eigenvalue of T corresponding to a positive eigenvector w * , contradicting r(T ) < 1. The proof is completed.
Next, we use a technique developed in [5] to show existence and uniqueness of positive solutions to (12) . By (H1) and (H2), b (w) is bounded from below. Let η = inf w≥0 b (w) and b 0 (w) = b(w) + ηw, where
Then (12) can be rewritten as
and b 0 (w) ≥ 0 for any w ≥ 0. Now, let us consider the following equation
where
Note that K is a self-adjoint operator, we have the following lemma.
Lemma 2.7. w ∈ X is a solution of (22) if and only if it is a solution of (23).
Proof. w ∈ X is a solution of (22) if and only if
For any w ∈ X ⊂ L 2 (Ω), there exists a sequence of numbers {a n } +∞ n=1 such that
Thus, by (26) and (27), w ∈ X is a solution of (22) if and only if a n = 1
Next, we show that the kernel Γ α (x, y) in (24) enjoy the following property.
we have
Thus, by (28), Lemma 2.2, 2.3, 2.4 and 2.5, we obtain
for all x, y ∈ Ω. The proof is completed.
Theorem 2.9. Suppose that g(0)e −λ1α > λ 1 + k 2 and that there is a positive constant M , such that k 2 ≥ g(M )γ, where
If (28) holds, then (12) has a unique positive solution.
Proof. Since λ 1 + k 2 < g(0)e −λ1α , for sufficiently small ε, we have
<0 for x ∈ Ω, which implies that w (l) is a sub-solution to (12) . Next, we show that w (u) (x) ≡ M is a super-solution to (12) . Indeed,
Now we consider the nonlinear operator S :
Since (b 0 ) (w) ≥ 0 for any w ≥ 0, by Lemma 2.8, the operator S is positive and strongly monotone. For a constant K, we denote byK the constant function on Ω taking the value K. Employing a standard super and sub-solution argument, by Lemma 2.7, we know that (12) has a maximal positive solution and a minimal positive solution in the order interval [w (l) ,M ], denoted by w(x) and w(x) respectively.
Next, we prove the uniqueness of positive solution to (12) in the order interval [0,M ]. In fact, let w 0 be any positive solution to (12) satisfying w (l) ≤ w 0 ≤M . Then w 0 (x) ≤ w(x) for x ∈ Ω. If w 0 = w, then w 0 < w in the sense of ordering in Banach space X.
Consider the eigenvalue problem
Let S 1 : X → Y be a linear operator defined by
and
Clearly, T 1 is a strongly positive compact endomorphism of C e (Ω) (see the proof of Theorem 2.1). Again by [1] (Theorem 3.2), the spectral radius r(T 1 ) is the only eigenvalue having positive eigenvector. It follows that r(T 1 ) = 1 since w is a positive eigenvector corresponding to the eigenvalue 1 of the eigenvalue problem (31).
Similarly, consider the eigenvalue problem
Define the operator
and let T 2 = £ −1 S 2 . Then T 2 is also a strongly positive compact endomorphism of C e (Ω). Since w 0 is a positive eigenvector corresponding to the eigenvalue 1 of the eigenvalue problem (33), we get r(T 2 ) = 1. However, since w 0 < w, by (H1), we get g(w 0 (x)) > g(w(x)) on Ω. Therefore, S 2 w > S 1 w for any w ∈ X, implying that T 2 w > T 1 w for any w ∈ X. From the monotonicity of the spectral radius, it follows that 1 = r(T 2 ) > r(T 1 ) = 1, which is a contradiction. Thus, we have w 0 (x) ≡ w(x) for all x ∈ Ω, i.e., w 0 = w. Similarly, w 0 = w. It follows the uniqueness of positive solution of (12) By the fact that g is decreasing, we can exclude positive solutions of (12) Proof. We only need to show that there is no positive solution to (12) beyond the order interval [0,M 1 ]. Assume, for the sake of contradiction, that w is a positive solution to (12) satisfying max x∈Ω w(x) > M 1 . Let x 0 ∈ Ω be such that w(x 0 ) = max x∈Ω w(x). Then
which is a contradiction. The proof is completed.
where γ is given by (29), then (12) has a unique positive solution.
Since g(w) is decreasing (by (H1)), there may occur the case that k 2 ≤ g(M 1 )γ but k 2 ≥ g(M 2 )γ for some M 2 > M 1 . This is true especially when lim w→∞ g(w) = 0. For such a truly non-monotone case, we have the following corollary. where we denote w(t, x) = w(t)(x), t ∈ [−τ, σ), x ∈ Ω. Define F : C → X by
Then we can rewrite (11) as a nonlinear abstract functional differential equation
where A is the infinitesimal generator of a compact analytic semigroup {T (t)} t≥0 on X and its domain Dom(A) = {u ∈ X | ∆u ∈ X, u(x)| x∈∂Ω = 0}, Au = d∆u, ∀u ∈ Dom(A).
Therefore, we can write the equation (35) as an integral equation
whose solution is called a mild solution for (11) . By assumption (H2), F : C → X is locally Lipschitzian continuous, i.e., for any R > 0 there exists a constant L(R) > 0 such that
if φ C ≤ R, ψ C ≤ R and φ, ψ ∈ C. Therefore, for each φ ∈ C + , there exists a maximal interval [−τ, σ φ ) and a unique mild solution w(t, φ) of (11) Moreover, since {T (t)} t≥0 is an analytic semigroup, w(t, φ) is a classical solution of (11) for t > τ (see Corollary 2.2.5 of [19] ).
Next, we show that solutions of (11) starting from non-negative initial functions remain non-negative and stay bounded for t ≥ 0.
Lemma 3.1. Let w(t, x) be a solution of (11) such that w(s, x) ≥ 0 for s ∈ [−τ, 0]. Then w(t, x) ≥ 0 and it is bounded above for t ≥ 0.
Proof. Extend the definition of b such that b(w) = 0 for w < 0. By Lemma 2.3, we have
The change w(t, x) = u(t, x)e −dk 2 t transfers (37) to
Suppose w(t, x) becomes negative. Then there exists t 1 > 0 and x 1 ∈ Ω such that
According to the maximum principle (see Theorem 2 on p.168 of [11] ), w(0, x) = u(0, x) = u(t 1 , x 1 ) < 0 for all x ∈ Ω, which is a contradiction. To show that w(t, x) is bounded above, first we note that b(w) ≤ B (by (H2)), so that
where N 0 = dBγ, γ = max x∈Ω Ω f α (x, y)dy and B is positive constants. The change
Therefore, the boundedness of v(t, x) (from above) and w(t, x) follows from the maximum principle. The proof is completed.
Theorem 3.2. For each φ ∈ C + , the unique solution w(t, φ) of (11) exists globally on [−τ, ∞), and hence (11) define a solution semiflow Φ(t) = w t (·) : C + → C + , t ≥ 0, which admits a connected global attractor.
Proof. By Lemma 3.1 and [19] (Theorem 2.2.6 ), for each φ ∈ C + , the unique solution w(t, φ) of (11) exists globally on [−τ, ∞), and hence (11) defines a solution semiflow Φ(t) = w t (·) : C + → C + , t ≥ 0 by (Φ(t)φ)(s, x) = w(t + s, x, φ), for any s ∈ [−τ, 0], x ∈ Ω. Moreover, Φ(t) : C + → C + is compact and continuous in φ ∈ C + for all t > τ (see Theorem 2.2.6 of [19] ). By employing Lemma 3.1 again, we find that Φ(t) : C + → C + is point dissipative. Thus, by [6] (Theorem 3.4.8), Φ(t) admits a connected global attractor on C + , which attracts each bounded set in C + . The proof is completed.
Obviously, w = 0 is always a solution of (11) with φ = 0. we next explore the stability of this trivial solution and the unique positive steady state of (11) . To this end, we first give following formal definitions of stability (see e.g., Remark 2.1.3 of [19] ). Definition 3.3. Let w = w * be a steady state of the abstract equation (35). It is called stable if for any ε > 0 there exists δ > 0 such that the solution w(t, φ) of (35) with φ − w * C < δ satisfies w(t, φ) − w * X < ε, for all t ≥ 0. It is called unstable if it is not stable. It is asymptotically stable if it is stable and there exists δ 0 > 0 such that the solution w(t, φ) of (35) with φ − w * C < δ 0 satisfies lim t→+∞ w(t, φ)−w * X = 0. It is globally asymptotically stable if it is stable and any solution w(t, φ) of (35) with arbitrary φ ∈ C satisfies lim t→+∞ w(t, φ) − w * X = 0.
Next, let us consider the following linearized equation of (35) at w = 0
where G : C → X by
In view of assumption (H1), we have the following comparison principle.
Lemma 3.4. Let w(t, φ) and v(t, φ) are a solution of (35) and (42) starting from an initial function φ ∈ C + , respectively. Then
Proof. By assumption (H1), Lemmas 2.3 and 3.1, we have
Thus, by [13] (Theorem 3.6), we have u(t, φ) ≥ 0, for any t ≥ 0. Therefore, for any t ≥ 0, w(t, φ) ≤ v(t, φ). The proof is completed.
For each complex number λ we define the X-valued linear operator Θ(λ) by
where e λ· u ∈ C is defined by (note that we use C to denote its complexification here) (e λ· u)(θ) = e λθ u, θ ∈ [−τ, 0].
We will call λ a characteristic value of the equation (42) if there exists u ∈ Dom(A)\{0} solving the characteristic equation Θ(λ)u = 0 (see, e.g., [19] ).
, for any u ∈ Dom(A)\{0}, there exist complex numbers a n , n = 1, 2, · · · , such that
Therefore, by (9), (46) and (47), we have
Thus, the characteristic value λ of (42) satisfies at least one of the following equations:
Lemma 3.5. Let β be the smallest real number such that if λ is a characteristic value of (42), then Reλ ≤ β. We have
Proof. (i). If g(0)e −λ1α > λ 1 + k 2 , then by (49) and [13] (Theorem 4.7), there exists at least one characteristic value λ of (42) such that Reλ > 0. Therefore, β > 0.
(ii). If g(0)e −λ1α < λ 1 + k 2 , then since 0 < λ 1 ≤ λ 2 ≤ · · · ≤ λ n ≤ · · · , we have
Thus, by (49) and [13] (Theorem 4.7), all the characteristic values of (42) 
Since g(0)e −λ1α < λ 1 + k 2 and (51), there exists a sufficiently large positive number m such that r + dg(0)e −λ1α e
where r > 0 is a fixed constant. Therefore, by (52) and 0
For the above m, there exists some n such that λ (m) satisfies
that is
If sin(τ y (m) ) = 0, then cos(τ y (m) ) = ±1. By (53) and (55), we have sin(τ y (m) ) ,
By (53) and (56), we have
Therefore, cos(τ y (m) ) > 1, contradicting cos(τ y (m) ) ≤ 1. This contradiction proves β = 0. Consequently, β < 0.
(iii). If g(0)e −λ1α = λ 1 +k 2 , then λ = 0 is a characteristic value of (42). Therefore, β ≥ 0. If β > 0, then there exists at least one characteristic value of (42) λ (0) and a positive number n such that Reλ (0) > 0 and
.
Let
, where x (0) and y (0) both are real numbers. Then x (0) > 0. By (57), we have
But, since x (0) > 0, we have e −τ x (0) cos(τ y (0) ) < 1. Therefore,
contradicting x (0) > 0. This contradiction proves β = 0. The proof is completed.
Now we are ready to summarize our main results on the global stability. By Lemmas 3.4, 3.5, [19] (Corollary 3.1.11) , and the principle of linearized stability (see e.g., [13] ), we obtain Theorem 3.6. (i) If g(0)e −λ1α > λ 1 + k 2 , then the zero solutions of (11) and (42) are unstable.
(ii) If g(0)e −λ1α < λ 1 + k 2 , then the zero solutions of (11) and (42) are globally asymptotically stable.
We note that if g(0)e −λ1α = λ 1 + k 2 , then the zero solution of (42) is in the critical case, for which more delicate analysis is required.
For the stability of the unique positive steady state of (11), by Theorems 2.9 and 3.2, Corollaries 2, 3, and 4, and [12] (Theorem 4.1), we obtain Theorem 3.7. If g(0)e −λ1α > λ 1 + k 2 , and one of the following conditions is satisfied:
(a) there is a positive constant M such that g(M )γ ≤ k 2 , where γ is given by (29), and (28) holds,
w→+∞ g(w) = 0, and (28) holds, then (11) has a unique positive steady state w * which is globally asymptotically stable.
Proof. By Theorems 2.9, Corollaries 2, 3, and 4, and [12] (Theorem 4.1), (11) has a unique positive steady state w * which is asymptotically stable. Next, we show that the unique positive steady state w * is globally asymptotically stable. Indeed, by Lemma 3.1 and Theorem 3.2, (11) define a solution semiflow Φ(t) = w t (·) : C + → C + , t ≥ 0, which admits a connected global attractor A, and there exists M 3 ≥ max{M, M 1 } such that A ⊂ [0, M 3 ) C , where [0, M 3 ) C = {φ ∈ C | 0 ≤ φ(θ, x) < M 3 , ∀(θ, x) ∈ [−τ, 0] × Ω}. Replacing M by M 3 in the proof of Theorem 2.9, we can actually conclude that (12) has a unique positive solution w * in the order interval [0,M 3 ]. Let φ ∈ A be given such that φ(0) >0. Then φ ∈ [0, M 3 ) C . Therefore, by [12] (Theorem 4.1), w(t, φ) − w * X → 0 as t → ∞, where w(t, φ) is a solution of (11) starting from the initial function φ. Thus, the unique positive steady state w * is globally asymptotically stable. The proof is completed.
4. Examples. In this section, we present three examples to illustrate the feasibility of our main results. 
where the kernel f α (x, y) is given by
[sin (n i x i ) sin (n i y i )] .
where x = (x 1 , x 2 , · · · x N ) and y = (y 1 , y 2 , · · · y N ). By Theorems 2.6, 3.6 and 3.7, we have + Ω b 1 (w(t − τ, y)) f α (x, y)dy, t > 0, x ∈ Ω, w(t, x) = 0, t > 0, x ∈ ∂Ω, w(t, x) = φ(t, x), t ∈ [−τ, 0], x ∈ Ω, (64)
