For 30 years, there have been suggestions that extremely low frequency magnetic fields such as those are produced by electric power systems may be associated with elevated risks of childhood leukemia. These suggestions are driven by epidemiological evidence, and it has been common to characterize that evidence as showing a threshold effect, with no increase in risk below a threshold, often 0.3 or 0.4 mT, and a constant risk above it. Such a threshold would, however, be biologically unlikely. We tested alternative dose-response relationships quantitatively. We obtained five exposure data sets, applied several candidate dose-response relationships to each one, and performed a regression analysis to see how well they fit each of the three epidemiological data sets. Threshold dose-response relationships performed only moderately. Linear relationships were generally even poorer. The fit was improved by adding quadratic terms or performing non-linear regression. There are limitations in our analysis, stemming from the available data, but addressing this issue in a data-based, quantitative manner should improve understanding, allow better calculations to be made of attributable numbers, and hence ultimately inform public policy making.
Introduction
There are now more than 20 epidemiologic studies of powerfrequency (''ELF'') residential magnetic fields and childhood leukemia. These studies are remarkably consistent in showing relative-risk estimates of around 1.5 or higher for average fields above 0.3 or 0.4 mT relative to lower levels (Ahlbom et al., 2000; Greenland et al., 2000; Schu¨z et al., 2007) . This evidence has led the International Agency for Research on Cancer to classify such fields as ''possibly carcinogen to humans,'' an intermediate classification reflecting lack of support from animal and cellular studies (IARC, 2002) . Because these epidemiologic studies suffer from various methodological limitations, however, it remains uncertain as to how much, if any, of these associations are causal. Furthermore, because the observed associations are small and involve only the highest and most infrequent levels of exposure, the public-health impact of an effect is likely to be small (Greenland and Kheifets, 2006; Kheifets et al., 2006) . Assessment of the potential impact of fields on overall childhood-leukemia incidence is clouded by the low prevalence of exposures associated with elevated risk and, particularly, by the assumptions about possible dose-response relationship (''dose'' is arguably not the appropriate term as it implies absorption, but we use this terminology as it is in more common use than ''exposure-response''). In most data, no association is visible among average field levels below 0.2 mT, where the vast majority of measurements lie, and an association is not consistently apparent until above 0.3 mT (Greenland et al., 2000) . Thus, although there is a discussion of different possible shapes of the dose-response, the conventional interpretation of the epidemiology of childhood leukemia (e.g., IARC, 2002; WHO, 2007) is of a threshold at 0.3 or 0.4 mT, with little or no increase in risk below this level and an increase (roughly twofold) above this level.
This view is increasingly challenged, on the grounds that sharp thresholds are biologically unlikely, and that various pooled analyses suggest risks, although smaller, at lower fields. An alternative that has been put forwarded is linearno-threshold. Other candidates can be postulated as well.
Furthermore, these dose-response relationships apply to the instantaneous exposure of the body to the magnetic field, whereas the epidemiological studies (in general) concern the average measured field in the home. These differ, first, because the epidemiological studies average over time, and second, because they omit exposure to appliances and exposures outside the home.
The question of what is the dose-response relationship if there is a causal risk for childhood leukemia is a pressing one for public policy. A threshold effect at levels proposed leads to a conclusion of low attributable numbers. But a completely linear response, because it produces finite risks at small fields, although small but experienced by much larger numbers of people, would lead to larger attributable numbers that could justify greater intervention. Furthermore, risks predominantly at high fields focus consideration of preventive measures on sources producing these high fields; for example, high-voltage power lines, whereas risks at lower fields would require greater consideration of sources, such as low-voltage distribution, which expose the whole population but generally at lower levels.
Thus, there is a need to understand how a dose-response relationship, applied to instantaneous exposure, affects the dose-response relationship measured in an epidemiological study. To our knowledge, this has not been carried out previously and the debate about attributable fractions and consequent input to policy formation has been undesirably subjective. In this paper, we link longitudinal measures of individual exposure to risk estimates obtained in pooled analyses. We evaluate the goodness of fit of various doseresponse curves and discuss possible implications for the calculations of attributable fractions and eventually to the development of public-health policy.
Methods

Overview
We have a number of exposure data sets available. These contain, for each of several hundred subjects, a record of instantaneous exposure over time. We also have available a number of epidemiological studies which provide a risk estimate for each given level of exposure.
In overview, our method is to begin with an exposure data set. For each subject in it, we calculate two quantities from the exposure data. The first is the risk that would be predicted for that subject in one of the epidemiological studies, obtained by applying the risk from the epidemiological study to the average exposure in the exposure data set. The other is the risk that would be predicted by applying a candidate dose-response relationship to the instant-by-instant exposures. The dose-response relationship necessarily involves one or more unknown coefficients. We choose the values of these coefficients that produce the best overall fit between the two risks for all the subjects in the exposure data set, by regression analysis. That regression analysis also tells us how good a fit that dose-response relationship, applied to the instant-by-instant exposure record, is able to produce to the risks found in the epidemiological study. We repeat this exercise for a number of candidate dose-response relationships so as to discover which fits the data the best. We also repeat the exercise for the different exposure data sets and epidemiological data sets available to us.
Exposure Data sets
We obtained longitudinal measures of individual exposures from five different studies: four surveys of magnetic fields, and one prospective survival study. Table 1 summarizes these exposure data sets. Unfortunately, not all of them include children and the number of children included is mostly small ( Table 1) .
As part of EMF Rapid Program in the United States, personal magnetic field exposures were collected on a sample of the general population. The project was conducted in two phases. Phase I was designed to develop survey methodologies in a small-scale survey. Detailed data were collected on 191 individuals (we call this data set EMF RAPID I (Zaffanella and Kalton, 1998a, b) ). Phase II data were collected on slightly more than 1000 people (known as a 1000 person survey (Zaffanella and Kalton, 1998a, b) ), but contained only summary data such as average magnetic field, data on the percent of time above defined field values, on the number of sudden field changes, and on the magnetic field values during different types of activities.
Another very large survey was conducted in Europe (Brix et al., 2001 ). It measured individual magnetic field exposures at 16 2 3 and 50 Hz of 1952 people, selected from the Bavarian population. Personal flux density meters (''Field Watcher FW2A'') were worn by the participants for 24 h. Measurements were recorded every second and summarized as arithmetic mean, percentiles (25%, 50%, 75%, 90%, 95%, and 99%), minimum, and maximum.
The ''appliance study'' (Mills et al., 2000) was a study of couples residing in three northern California communities aged 20-79 years. Subjects were recruited through randomdigit dialing and through advertisements in local newspapers. (For a more detailed description of methods, see Mills et al., 2000.) Personal magnetic field exposure data for 24 h was collected for 162 subjects and randomly included a weekday or a weekend.
The largest database of personal 24-h magnetic field measurements in children was available from a survival study of children diagnosed with acute lymphoblastic leukemia, the ''promotion'' study (Foliart et al., 2006) . Magnetic field exposure assessment was initiated after the child completed the initial induction therapy (usually 4 weeks from the start of therapy) and while the child was undergoing consolidation (intensification) therapy as an outpatient. Personal, 24-h magnetic field exposures were monitored prospectively, with the first measurement taken shortly after enrollment and later measurements taken at the beginning of the second and third year after enrollment. Completion of the exposure assessment protocol with return of viable data decreased during annual serial monitoring: 412 children completed the first monitoring, 304 completed a second measurement, and 134 completed a third measurement. Following the original publication, we include data on 386 children (Foliart et al., 2006) .
In addition to other statistics, each data set included the percent of time that an individual's measurements exceeded certain thresholds. These thresholds varied from study to study (see Table 1 ).
Epidemiological Data Sets
Three pooled analyses present a cohesive assessment of the epidemiologic data (Ahlbom et al., 2000; Greenland et al., 2000; Schu¨z et al., 2007) . In the pooled analysis by Greenland et al. (2000) , 12 studies using measured or calculated fields were identified. For this analysis, the metric of choice was the time-weighted average; and it included a total of 2656 cases and 7084 controls.
The estimated OR for childhood leukemia was 1.68 (95% CI ¼ 1.23, 2.31) for exposures greater than 0.3 mT as compared with exposures less than 0.1 mT. Using more stringent inclusion criteria, Ahlbom et al. (2000) included nine studies using long-term (24 h þ ) measured and calculated fields. There were a total of 3203 cases and 10,338 controls in the pooled sample. In this analysis, using the geometric mean as the metric of choice for measured fields, the estimated OR for childhood leukemia was 2.00 (1.27, 3.13) for exposures greater than or equal to 0.4 mT as compared with exposures less than 0.1 mT. A third pooled analysis examined night time residential exposures to magnetic fields and the risk of childhood leukemia. Data from four studies with long-term measurements contribute to the analysis, comprising 1842 children with leukemia and 3099 controls. The odds ratio (OR) for night time exposure of Z0.4 mT compared with o0.1 mT was 1.93 (1.11, 3.35) .
Risk estimates from the three published pooled analyses are presented in Table 2 . The reference category for the OR in each study is exposure of o0.1 mT. We note that OR values represent acceptable approximations of relative risk as leukemia is a rare event.
The actual outcome of interest is the estimated cumulative risk of getting leukemia before the age of 15 years. For average background exposure of o0.1 mT, we use the Table 1 . Description of studies with detailed personal measurements. Promotion results are from the first measurements taken for each individual.
Note:
Children for Germany and 1000-person are defined as ageo18 years old. Greenland et al. (2000) outcome, the result is 0.0005 Â 1.02 for those with exposure between 0.1 and 0.2 mT.
Statistical Analysis
As presented above, we have access to two types of data sets: exposure data sets, and epidemiological data sets. In the exposure data sets, we have a sample of individuals with exposure, denoted by e(t), as a function of time over a specified period of time. In the epidemiological data sets, we know whether each individual has leukemia or not, and have a summary measure of their exposure. For a given person in the exposure data set, we denote the instantaneous risk of leukemia at any time t by R(t). We postulate that the risk function R(t) is a function of the exposure e(t). That is, we write:
, where f is the dose-response function. We examine various functions f:
where a, b, g, and so on are unknown parameters.We also perform a non-linear regression of R on eðtÞ using the logistic function:
In additional nonlinear analyses, the independent variable are the same as those described in (a), (b), and (c) above.
As, for each subject, we have numerical values of [e(t)] as a function of time, we can compute f[e(t)] at each time point and take the average of f[e(t)] over time to obtain the average risk, say R. Thus, for each person in the exposure data set, we compute: R ¼ f ½eðtÞ from the person's measurements over time. Depending on the form of the dose-response function f, each value of f[e(t)] will involve the unknown parameters a, b, g, and so on. Hence, the average risk R itself will involve the unknown parameters a, b, g, and so on. The result is an equation of the form:
R ¼ gða; b; g; and so onÞ ð 1Þ
In addition, we can compute the average exposure e¯for each person in the exposure data set. This is an approximation to their average exposure, as it would be computed in the epidemiological data set. We discuss the uncertainties introduced by this approximation below. (Note that for some exposure data sets, we did not have the individual exposure values [e(t)], but only summary statistics already calculated and therefore used these instead, approximating as necessary.) Now, from the epidemiological data set, we can compute for each person an estimate of the average risk R from their average exposure e¯. That is, we use e¯to compute the estimated risk, for any individual in the exposure data set, using the risk data found in the epidemiological data set. Using this estimated value of R obtained from the epidemiological data set and Equation (1) above as a regression model, we can perform a regression analysis of R in the form R ¼ g (a, b, g, and so on) and thus obtain estimates of the parameters a, b, g, and so on. For example, for the linear dose-response model, we perform a regression of R on e¯. We can also obtain a measure of the goodness of fit of this regression, namely, the squared multiple correlation coefficient of the computed R and its value as estimated by the regression equation.
Finally, we repeat this approach for each form of the doseresponse curve, obtaining a goodness of fit measure for each. Thus, we can decide which is the best dose-response curve as the one having the maximum goodness of fit measure.
The details of the computation are as follows.
For each of the dose-response models discussed below, the outcome Y is the average risk R as computed above. We then compute an estimated outcome Ŷ from the regression of Y on the appropriate predictors for the model. The methods are as follows:
(a) Threshold: the only independent variable is X ¼ p ¼ proportion of the time that e(t) exceeds a. We do two analyses for each data set. In addition, we perform an analysis where both thresholds are independent variables. (b) Linear: the only independent variable is X ¼ eðtÞ ¼ arithmetic average of all measurements for the subject. (c) Quadratic: the two independent variables are X 1 ¼ eðtÞ and X 2 ¼ eðtÞ 2 , the arithmetic averages of all measurements, and of their squared values, respectively, for the subject. (d) Non-linear: we also perform a non-linear regression of R on eðtÞ using the function:
In additional non-linear analyses, the independent variables are the same as those described in (a), (b), and (c) above.
We also perform linear and non-linear regressions on the 75th and 95th percentiles of the exposure distribution of e(t).
Results
As we are considering childhood leukemia, ideally we want to use exposure data on children. Our only data set with a large number of children with detailed personal measurements was the promotion study of children already diagnosed with leukemia. Behavioral changes in children diagnosed with a debilitating disease may affect personal measurements, but should not lead to bias in this application. In fact, our results for measurements obtained in the same year of diagnosis (the largest number available) and those for 2 to several years later were similar.
We also have four large exposure surveys that included detailed personal 24-h and night time measurements, but only one, the 1000 person survey, included a substantial number of children. To make use of all available data, we have to assume that the personal exposures obtained are statistically sufficiently similar between children (under 18 years) and adults (18 years and older). We conducted extensive statistical tests on the exposure distributions, not reported here in detail, to satisfy ourselves that this is valid. We also repeated our main analyses on alternative subsets of the data and found that the results were similar. We therefore perform our main analyses on the whole data sets, including adults.
We present our results in two different ways: graphically, and by tabulation of squared correlation coefficients. Figure 1 illustrates some of the regression functions fitted to one of the exposure data sets, the 1000-person data, and one of the epidemiological data sets, Ahlbom. The vertical axis for each graph is the risk as predicted by a given regression model. The horizontal axis represents the independent variable used in the equation. For example, the top left graph shows the results of the linear and logistic regression functions, with the geometric mean as the independent variable. Table 3 presents the goodness of fit R 2 summary measures for each of the five exposure data sets and three epidemiological data sets).
Goodness of fit R 2 values range from 3% to 86%, indicating that some models fit the data much better than the others. (Note that, for ease of interpretation, we report R 2 on a percentage scale.) To better understand the results, we identified the best fitting models as shown in Table 4 . In some cases there were ties or near-ties.
The common assumption of a dose-response relationship to date has been a threshold, often at 0.4 mT. Threshold models generally perform only moderately, with R 2 for linear regression and a 0.4 mT threshold ranging from 26% to 72%. But in each case we tested two different thresholds, and the lower threshold generally performs better. Our choice of thresholds was limited by the available data and it is possible that if the threshold could be chosen freely, the fit could be improved.
The arithmetic mean on its own, which is equivalent to the ''linear no-threshold'' model sometimes advanced by analogy with ionizing radiation, generally performs worse with linear regression, with R 2 from 10% to 65%. For the Ahlbom and Schuz outcomes, arithmetic mean nearly always performed worse than the thresholds for the same exposure data set; the results based on Greenland are less clear-cut.
The arithmetic mean produces better fits for the Greenland outcome, whereas the geometric mean is better for the other two outcomes. This is not surprising as the Greenland outcome uses the arithmetic mean and the others use the geometric mean in their definitions.
Models that add a term for the squared mean are expected to do better than those without it. In all the models, the squared mean improved the fit, modestly so for some exposure data sets (e.g., Rapid 1 and 1000 person) but markedly so for others (e.g., German, and Appliance and Promotion particularly for arithmetic means). The non-linear fit is clearly superior to the linear fit for each data set and for most models.
In short, of all the dose-response curves we considered, the best statistical fit is obtained by representing risk as a nonlinear (logistic) function of the geometric mean and its square. However, including these squared terms in the regressions can be problematic because it leads to models in which the risk increases and then decreases as exposure increases.
Discussion
We obtained longitudinal measures of individual exposure from surveys of magnetic fields, and from a prospective survival study. The available data were not designed to answer the question at hand and are thus subject to a number of assumptions and limitations. Either source could be subject to response bias as subject consent was required for participation. Surveys have the advantage of targeting a general population. Unfortunately, these surveys targeted adults, and only two included small number of children. Adult surveys are potentially biased if the exposure distributions of children and adults differ because of the different locales and activities at which children and adults spend their day. Forsse´n et al. (2002) , for example, found that in subjects living distant from power lines, children accumulated more of their arithmetic-mean exposure at home than adults (55% vs 38%). In addition, surveys did not target the rooms or dwellings in which children reside and thus are only tangentially related to the exposure in the child's bedroom. Fortunately, child's age and sex appear to be almost independent of exposure in the studies (Greenland, 2001 ). The only large data set that collected personal exposure to children unfortunately was focused on children diagnosed with leukemia. On the other hand our results are fairly robust across the data sets.
We calculated the risk for each subject by applying the risk from the epidemiological study to their average exposure calculated from the exposure data set. This is an approximation, as the exposure measured in most epidemiological studies is not the average personal exposure of the subject, but an area measurement made at a fixed point in the child's bedroom. The personal exposure is larger because it includes a contribution from sources outside the home and from passing close to localized sources such as domestic appliances within the home. In a review of seven studies reporting personal-exposure and area measurements for the same subjects, the ratio ranged from 1.0 to 2.3 with an average of 1.4 (Swanson and Kaune, 1999) . Ideally we would compute the risk using the same measure of exposure as the epidemiological study, but this was not possible using the available data. It is hard to predict what effect this approximation has on our results.
We have tested a number of mathematical forms of dose-response relationship without regard to their physical plausibility. It is possible to examine suggested biophysical mechanisms for the interaction of a magnetic fields with living systems to predict what dose-response relationship would be produced by each mechanism (Swanson and Kheifets, 2006) . Broadly, mechanisms that depend only on the amplitude of an effect of the field predict a linear dose-response. Mechanisms that depend on the direction as well produce an effect that changes sign each half cycle; the first-order effect averages to zero, leaving at most a second-order effect, predicting a quadratic dose-response. As an example, induced-current mechanisms predict linear dose-response if they depend on the magnitude of the current, but quadratic if they depend on the direction too, for example, current in one direction opens a channel in a cell membrane and current in the opposite direction shuts it. Many mechanisms predict either a linear or a quadratic dose-response. Other Response for magnetic fields and childhood leukemia Kheifets et al. mechanisms depend on more specific combinations of parameters, for example, various resonance-based mechanisms. For any mechanism, subsequent processes at the cellular and organism level will modify the response predicted from the biophysical mechanism alone. This could create a threshold dose-response, where the body's defenses contain the physical impact, but only up to a certain level. However, such a defense mechanism against a physical effect of magnetic fields has not been identified, and any threshold would not be expected to be as sharp as the mathematical model we have used. There is no suggested mechanism that would predict a dose-response specifically dependent on the geometric mean, which generally performed better than the arithmetic mean in our analysis. The geometric mean could be seen as a measure that has the effect of reducing the influence of exposures at the high end of the distribution. However, adding the quadratic terms also improves the fit, and that has the opposite effect, increasing the influence of high exposures. Non-linear regression also generally improved the fit, and for many of the models we tested F geometric means, non-linear terms F physical mechanisms that have the relevant characteristics have not yet been suggested. An analysis that was presented in Ahlbom using a cut point of 0.5 mT suggests, although based on only very small numbers, that the risk may not rise at higher exposures; that is, the dose-response as exhibited by the epidemiological data is flat rather than rising above this field. This inevitably means that models for dose-response relationships that also show this feature, such as the logistic functions, will fit better than models where the risk continues rising. We cannot tell with present data whether our conclusions would be altered, Response for magnetic fields and childhood leukemia Kheifets et al. if it were possible to further split the top exposure category in epidemiological studies.
Conclusions
This work provides what is, to our knowledge, the first attempt to address the question of dose-response relationships for magnetic fields in a data-based quantitative way. Given the approximations and assumptions that we have had to make, firm conclusions on the dose-response relationship that best fits the epidemiological data are not possible. But some conclusions do emerge. In general, models that are super-linear fit the data better; hence, quadratic models are better than linear models. Thresholds (an extreme super-linear variation), although performing only moderately well, are generally better than linear-nothreshold (i.e., arithmetic mean). These data suggest that the best alternative would be a non-linear (logistic) function of the geometric mean.
Previous attributable fraction calculations have been based on an assumption of a threshold at either 0.3 or 0.4 mT (Greenland and Kheifets, 2006; Kheifets et al., 2006) . Alternative proposals were for a linear non-threshold function. Our analysis shows that neither of these is a particularly good fit to the data, with the linear no-threshold poorer than the threshold. The best fitting models would probably lead to an attributable fraction calculation in between the extremes of thresholds and linearity.
This work points the way to improved calculations of attributable fractions and hence to better-informed public policy decisions. But full consideration of attributable fractions and associated policy requires better data than available to us, and consideration of physical plausibility as well as mathematical modeling. Finally, of course, any use made of calculations of attributable fractions must allow for the considerable uncertainty about the existence of a low-exposure effect at all.
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