Designing 3D virtual scenes is essential for computer animation, computer game design, and virtual reality (VR) applications such as virtual museums. In this paper, we present a novel paradigm for participatory design of 3D virtual scenes on mobile devices. Designers and users are actively engaged in the design process so as to ensure that the results meet their needs with high standards of usability. Our new system allows the designers to construct an initial virtual scene via two tablet devices, one of which supports the scene assembly in a 2D window, while the other displays the corresponding 3D scene synchronously. Subsequently, the designers adapt the 3D scene based on real-time feedback of users exploring the virtual scene via a VR device, consisting of a smartphone with cardboard 3D glasses. The participants can then discuss how to further fine-tune the virtual scene by replaying the recorded footage of the user's experience process, interacting on their own respective tablets or smartphones. The system has been applied to the design of VR environments for virtual museums, residential decoration, firefighter training, and 3D games. Our user study suggests that this system not only increases the efficiency of the design process, but also gives rise to better designs.
INTRODUCTION
3D virtual scenes are widely applied in virtual reality (VR) applications, computer animation, gaming, and so on. With the rapid advances of 3D modeling technology (such as 3D scanning) and the emergence of large model libraries, it has become possible to assemble virtual scenes based on existing object models. For example, [37] introduced a personalized virtual museum modeling software based on Web3D. It is based on 2D mouse and keyboard interaction.
Recently, multi-touch interfaces have been an important area of investigation within the field of Human-Computer Interaction because of the high degree of freedom and the direct unmediated touch experience that they provide [5] . Kin et al. [20] described a multi-touch set construction system enabling artists to construct virtual organic environments by selecting and positioning geometric models of objects and of vegetation. There has been some work on multi-touch for 3D scene construction, but for the most part such work has been unable to overcome the drawbacks of direct 3D manipulation on touch screens. In particular, when interacting with a vertically positioned multi-touch screen, users need to hold their arm in the air for extended periods of time [10] .
Some studies have proposed combining a horizontal table-top device with separate vertical displays to implement interactions [13, 3, 14] . A 3D scene is displayed on the vertical display, whereas its 2D view is presented on the table-top device.
In most existing VR applications, 3D scenes are modeled in advance via some modeling system, and are later separately used in the applications. However, with the development of VR technology, new requirements on applications of virtual scene modeling are emerging. Often, the end users are also expected to participate in the scene modeling process. The layout of virtual scenes should be adapted according to their VR experience and feedback. For example, a home design system should not only support the designers in easily, flexibly, and rapidly prototyping the layout of a 3D indoor scene, but should also enable an end user to experience this virtual scene and give the designer the opportunity to alter the layout of furniture in real-time in accordance with the user's feedback from the VR interaction. This approach may lead to improved design results for end users. This is evidenced by some of our previous work on this challenge [16, 17] , which presented a new maze game genre combining user-controlled game design in physical space with game play in the virtual space on a mobile device. The system has two interaction modes: "Design" and "Play". In the "Design" mode, the maze is arranged with chalk, ribbons, and other drawing tools according to the user's imagination in the physical world, and then a corresponding 3D virtual maze is auto-generated after the maze on the floor has been captured by a smartphone. In the "Play" mode, a portable VR device and position tracker are used to track users' orientations and positions with respect to the world coordinate frame in order to control viewing parameters and allow for natural interaction.
The ultimate goal of the present study is to construct a design system for 3D virtual scenes on mobile devices, such that it actively involves both designers and laypeople or end users in the design process to help ensure the results meet their needs and that usability aspects have been considered. To address this challenge, this paper proposes a novel genre of participatory design for 3D virtual scenes on mobile devices. As a first exploration in this direction, we developed a 3D virtual scene design system, a user experience-driven participatory design system that has ventured to embed real-time VR experience in the process of designing virtual scenes by capital-izing on mobile computing, the web as well as wireless local area networking, motion-tracking, and stereoscopic display technologies.
An overview of the system is provided in Figure 1 . It can be run in three ways: (a) Constructing 3D virtual scenes: It supports the designers in constructing an initial 3D virtual scene with two tablets, one of which is used to support the scene assembly in a 2D window, whereas the other synchronously displays the corresponding 3D scene; Certain 3D manipulations are retained for the 3D scenes, while the rest are replaced by 2D interactions in the 2D view in order to increase the design efficiency and user comfort. (b) Optimizing 3D scenes: A user wearing a mobile VR device moves in the physical space to experience the virtual scene and a designer adjusts the layout of objects according to the user's real-time VR experience feedback. The system's dual touch screens provide functions for conveniently monitoring the user's VR experience in the virtual scene. (c) Fine-tuning and optimizing 3D scenes: the designer and user can discuss how to fine-tune and optimize the virtual scene by collaboratively reviewing the surveillance footage recorded by the system from the user's experience process, each interacting on their own respective tablets or smartphones.
The system is portable and easy to learn and operate. It is networkbased, and thus can not only be used locally, but also remotely via the network. Our user evaluation shows that our system not only provides a good user experience and improves the design efficiency but also the outcome.
RELATED WORK

Display and Manipulation on Multi-Screens
A number of systems have relied on setups involving multiple screens. Since mobile devices such as watches and smartphones tend to have small screens, exacerbating the "fat finger" problem, multiple connected screens are used jointly as a larger interface [23, 7] . Similarly, in order to better display pictures, videos, or other contents, some studies have used multi-display composition to form a larger logical display. Examples include Paddle [27] , JuxtaPinch [25] , Lyons' system [24] , MobileVideoTiles [21] , and so on [32, 31, 35] . However, these approaches all suffer from the disruptive visual appearance at the edges of the devices, which can be hard to ignore. Some systems need to display different kinds of contents on different screens. BUILD-IT [13] and other systems [14, 2] display one view of the tasks on the horizontal screen and another view on the vertical screen or wall. To explore the importance of a vertical screen orientation correlating with a table-top device, Wigdor et al. built a multi-display collaborative environment with large vertical displays surrounded by numerous desktop computers [38, 39] . Their research results imply that users consider factors other than the performance when establishing their preferences and that physical comfort may be more significant than their preference. Their results emphasize the importance of the vertical screen orientation with respect to the horizontal screen. Forlines et al. [14] combine a planar view on a table-top device with 3D views on several vertical screens for a geo-spatial application. Unlike our system, the planar view suffers from perspective issues and it does not provide holographic displays. All of these systems that combine horizontal and vertical screens mainly place the manipulations on the horizontal screens.
Participatory Design with VR Experience
Good et al. [18] remarked that VR can facilitate the use of participatory design in architecture. A simple step that they indicated is to have multi-participant walkthroughs, where a user and architect explore a VR space together, and the comments of the user are recorded for future use. Thus, the VR system becomes a design tool, not just a visualization tool, because users are able to propose changes to the designs within the system. Chu et al. [9] developed a VR-based system for users who lack expertise in using industrial CAD systems to design conceptual shapes. The authors focused on determining the requirements for multi-sensory user interfaces and assessing the applications of different input and output mechanisms in virtual environments, but they did not rely on users' VR experiences to improve the design. Co-Star [28] is an immersive stereoscopic system for cable harness design and enables cable harnesses to be designed by using direct 3D user interactions with a product model. The system obtains a user's VR experience via a questionnaire and interview. Unlike our system, this sort of VR feedback is not real-time.
Thalen et al. [36] pointed out that VR techniques can provide an intuitive, integral, and interactive representation of future application situations. They also presented several case studies with user involvement, such as a driver assistance system and an operating theatre design. They suggest that a system's design should involve users throughout the design process, i.e., design for, with, and by end users.
Fukuda et al. [15] presented a participatory design approach using VR and a blog as design media in a design process.
Player-Centered Design
Player-centered design is an approach taken in game development to improve the game from the perspective of individual players [34] . Taking a such a design approach may enhance the game-play experience regardless of gender, age, or experience [6] .
There are several traditional approaches to implement a playercentered design. Ermi [11] provides players with a number of different game-play scenarios in a comic strip format. The users' opinions are analysed and used to establish the design requirements. However, Charles et al. [6] argue that this approach fails to guarantee the quality of the collected information and may lead to an overly narrow focus on the desires of specific players, neglecting other kinds of players. Schaefer et al. [30] take the approach of conducting play testing in pre-release versions of the game for a player-centered design. With this approach, secrecy can be an issue, as game concepts leak to the public too early [34] .
In addition, there are some newer approaches to implementing a player-centered design that are taking root in the game development industry [34] . These include modeling player types and using adaptive game systems. Charles et al. [6] enumerate approaches to account for different player types as follows. The first is to collect significant amounts of information on players during game development and develop specifically for game-play styles based on this information. Thus, designers obtain feedback from users in the early design stages, which assists in modeling player types. The second approach is referred to as "adaptability by emergence": A designer constructs a game, in which players can choose their own style of achieving the objective of game. The RPG game Heretic Kingdoms: Reluctant Hero [4] , for instance, has adopted this sort of adaptability by emergence as a design philosophy. Finally, with the approach of using adaptive game systems, a game adjusts itself over time based on input and measurements from individual players, as is the case for Max Payne [1] .
Manipulation based on Multi-Touch Inter-
action on Portable Devices The screens can be rotated by 270 degrees so that the designer and the user can collaboratively optimize and fine-tune the 3D scene in 2D/3D interfaces face-to-face by replaying the surveillance footage of the user's experience; others who have a tablet can also join in via the web.
Qiu et al. [26] propose a simple 3D modeling method that relies on portable pressure-sensing multi-touch devices. Such prior works, however, have limitations with regard to their ability for 3D content to be manipulated efficiently on a mobile device. Sankar and Seitz [29] proposed a smartphone application designed to capture, visualize, and reconstruct homes, offices, and other indoor scenes. It relies on data from smartphone sensors such as camera, accelerometer, gyroscope, and magnetometer to help model indoor scenes, thereby enabling users to create immersive tours on a smartphone. Another study [33] facilitated 3D interior design based on mobile true-3D displays. Still, the above systems remain too complicated and inconvenient to build non-trivial 3D virtual scenes. Figure 2 provides an overview of the system architecture. The architecture of our system is network-based with a web-based server for data exchange. It can be used locally via a wireless router, or remotely to enable communication with users that are not in the same place as the designer.
SYSTEM ARCHITECTURE
For the user's setup, the requirements include a Head-Mounted Display (HMD), a Kinect device, and a computer that can connect with the Kinect via USB. Previous work [19, 8] shows the wide applicability of Kinect for location tracking. The Kinect device monitors the data of a user's real-time position, and the computer sends this data to the server via the web. The HMD receives its data via the web to display relative changes in the virtual environment. Furthermore, the data includes the user's position and the information of objects changed by the designer. At the same time, the HMD sends a user's rotation Euler angles to the web server, while a voice chat software integrated with the HMD supports communication between the user and designer for optimizing the scene.
The designer's setup involves two smart tablets or a phone that can run our design software. Considering the limited screen size of smartphones, it is typically preferable to rely on dual tablet-sized touch screens. While designing the scene, one screen displays a 2D view of the 3D scene, receives the user's position, and sends the manipulation data for the current object to the web server. Correspondingly, the other screen, which displays a 3D view of the scene, receives the user's position and information pertaining to the object manipulation. 
SYSTEM DESIGN AND IMPLEMENTA-TION
We aim to develop a simple, portable, and participatory design system for 3D virtual scenes to support the designer in flexibly and rapidly constructing 3D virtual scenes. Therefore, a sort of laptop setup, consisting of dual touch screens, is used as a platform for operating the system. A vertically oriented screen is used to display the scene in 3D and the other horizontal one provides a 2D view of the scene (Figure 1a) . The system provides a novel means of constructing 3D virtual scenes.
It can be run in three ways. In Section 4.1, we discuss the process of constructing 3D virtual scenes, which involves the designer interacting with a 2D window on the horizontal screen, while a 3D window synchronously displays the corresponding 3D scene (Figure 1a) . In Section 4.2, we discuss the user-based optimization of a 3D scene, in which a user wearing a mobile VR device moves in the physical space to experience the virtual environment, while the designer adjusts the layout of objects according to the user's real-time VR experience feedback (on the left side of Figure 1b) . The system also supports the case of a user communicating with the designer via voice chat when they are not in the same place (on the right side of Figure 1b ). During this phase, the system records the user's experience with virtual cameras to allow for replaying the footage in the next stage. In Section 4.3, we describe the finetuning process. The designer and user, assuming they are in the same place, can sit face to face to replay the footage and discuss how it can be fine-tuned, each interacting on their own screen. For this, the angle between two screens can be adjusted to 270 degrees to facilitate more natural face-to-face communication and cooperative work, while also providing for a comfortable professional distance between the two participants. In addition, another designer or user can also join the discussion remotely via web (Figure 1c ).
Constructing 3D Virtual Scenes
The basic process of 3D scene construction consists of: (1) Setting the terrain according to the script of the game or animation; (2) Determining the boundaries of the set, e.g. by establishing the walls for an indoor scene; (3) Placing virtual objects at available locations within the virtual scene and manipulating objects via rotations, scaling, and translations; (4) Roaming in accordance with a specified route or observing the scene from arbitrary angles through the scene camera; (5) Repeating the above steps until the scene complies with all relevant requirements.
Set Terrain
Virtual scenes can be divided into indoor scenes and outdoor scenes. For most indoor scenes and many outdoor scenes, the terrain is usually flat and without fluctuations. In our prototype, we therefore set the terrain by providing the texture of the ground. There are some common built-in textures in our system, such as wooden floors, stone floors, and grass. If uneven terrain is needed, it can be imported to the system as an object and one can set this terrain by manipulating it as an object.
Drawing Walls
For general scenes, the height of the wall is usually fixed, and the walls are vertically adjoined to the ground. As a result, drawing walls only requires data on the X and Z axis, which can be accomplished via the canvas in the 2D window and is inspired by the method in [22] . Based on this, the corresponding full 3D wall is automatically rendered in the 3D window. All available operations, such as adding, deleting, modifying, and so on, are shown in a box at the top of the 2D interface. 
Object Manipulation
This system is mainly used for the layout of scenes in which objects are placed on the ground in a vertical position. In this case, objects do not need to be rotated around any axis except the Z-axis. Thus, the object manipulation operations and gestures consist of: translation along the X, Y, Z axis and rotation around the Z axis. As the plane of the 2D canvas is equivalent to the level ground of the 3D space, and object manipulation is very frequent, the object manipulations are assigned to the 2D screen. But in this case, users cannot move objects along the Z axis of the 3D space directly on the 2D canvas. In order to solve this problem, we use a vertical panel with a scroll bar to achieve a translation of the Z axis, and a transparent circular horizontal panel providing a reading of the angle to control the rotation of the object around the Z axis. As shown in Figure 6 , this object manipulation menu appears for long-presses of an object on the 2D canvas with one finger. If users select "adjust height", the Z coordinate can be modified by moving the slider on the vertical panel. Similarly, the object rotates around the Y axis when users move the slider on the horizontal panel. With regard to the object translation operation in the X-Z plane of the 3D space, users only need to select objects on the 2D design canvas and drag them to a given location (Figure 7 ). For the translation and rotation along the Y axis, we use the panel to assist the operation. The rationale for this is multi-fold. Firstly, it avoids the need for the user to memorize complex multi-touch gestures. Secondly, manipulating objects in the 2D window and previewing the effect on the 3D screen avoids the blocking and misoperation caused by big fingers. Thirdly, it enables the system to not only be used for organic scenes [20] , but also to improve the accuracy of object manipulation in artificial scenes, such as hanging a picture on the wall. 
Camera Control
In our system, we bind the gestures for camera control to the 3D scene. Thus, simple gestures can be reused, avoiding the complexity and potential misoperation caused by switching modes and preventing the gesture inventory from becoming too overwhelming to learn. Taking into account the fact that the walls have a certain height, the camera's complete parallelism to the ground direction would lead to obstructed views, so the initial direction of the camera is instead from an inclination at the top of the scene. The system offers camera control operations, including movement along the X axis and Y axis, moving the camera forward and back, as well as rotations around the Z axis. As shown in Figure 8a , the camera is controlled on the X axis and Y axis by means of dragging any area of the 3D window with a single finger. We use the pinch gesture to steer the camera (dolly) forwards and backwards. This involves placing a finger on any area of the 3D window and rotate another finger around the first touching point (Figure 8b ). As shown in Figure 8c , the angle of rotation is the angle of the camera rotation. As both the camera dolly and the rotation around the Z axis are two-finger operations, there is an issue about how to distinguish these two operations. To solve this issue, we set a rotation angle threshold as the cut-off point. If the rotation angle of the multi-touch gesture is less than the threshold, the operation will be considered as a dolly movement, otherwise as a camera rotation. 
Adding Objects and Changing Textures
The system provides three methods to add an object. First, users can select a model from the model library in the 2D interface, and place it on the 2D canvas via a drag and drop operation ( Figure 9 ). This method is suitable for scenes that depend on fewer models. However, one often needs to place a large number of identical objects in a scene, such as when designing a grove of trees with the same plant model. Inspired by the throw-and-catch technique [20] , we have incorporated a second method to add objects: One finger selects an object in the model library and holds it, and another finger taps on the screen to specify destinations ( Figure 10 ). Such touch operations thereby enable rapid placement of the same model and save time and avoid the distance of having to move the same object repeatedly. There is another common circumstance. When constructing a large scene consisting of several small scenes, designers often need to focus on a small area adding many different models to it. For this, we provide a third method to add objects: One finger selects a closed area, and another finger taps on different objects in the model library ( Figure 11 ). This way, users can quickly add many different models to the same scene area. Similarly, the texture of the wall, ceiling, and floor can also be customized by selecting the corresponding object in the library and dragging it to the 2D canvas. The 3D window reflects any changes of the textures instantaneously. 
3D Roaming
The system provides 3D Roaming capabilities for designers to observe and have a look around the scene from different angles to preview the scene being designed. With regard to the scene plan in the 2D window, we rely on a footprint icon to represent the camera's current position on the 2D canvas, and the position of the observer in the 3D scene is controlled by 2D touch interactions. Specifically, Figure 10 : (a) One finger selects an object in the model library and holds it, and another finger taps on the screen to specify destinations, such as the areas represented as "1", "2", and "3". (b) The same model will appear in several different areas. users use one of their fingers to drag the footprint icon within the 2D window to move the camera, while another finger can be used to drag on the 3D window interface to control the orientation of the camera. When the orientation of the camera is adjusted in the 3D window, the camera position in the 2D window is kept unchanged (Figure 12) . Figure 13 provides examples of a virtual museum, a home interior decoration scene, and a shooting game scene, all designed using our system. The designed scenes can not only be saved in different file formats, but, importantly, can be used for immersive VR experiences based on Unity.
Participatory Design to Optimize 3D Scenes
The system also supports designing scenes based on user VR experience feedback. While a user wearing a mobile VR device (as shown in Figure 1b) is moving in the physical space to experience a preliminary version of the scene, a designer sitting in front of the laptop with double screens can adjust the layout of objects by observing the user's movement. In the process, the designer can see a 2D overview of the scene on the horizontal screen as well as the 3D view of the scene from the user's viewpoint on the vertical screen. At the same time, the system records the user's trajectory and scene adaptation information for playback and to facilitate discussions about how to fine-tune the virtual scene later. Additionally, the system places several fixed virtual cameras at key locations, as shown in Figure 14 . The designer can select a camera view with a button placed in the bottom of the 2D window and then the 3D window will show the user's movements and manipulations from this perspective. In this case, the designer can also adjust the layout of objects near the user by observing the user's movements. All of these cameras also record the user's movements and manipulation information. 
Fine-Tuning 3D Scenes by Replaying Recordings of the User Experience
For more convenience during the subsequent discussions between the designer and the user, we designed the rotation axis of the laptop hardware to support the screens rotating at 0 − 360 degrees. Hence, the angle between the two screens can be rotated to 270 degrees, as shown in Figure 1c . The system adjusts the screens' orientation according to the angles, as reported by sensors in the laptop. This setup is well-suited for enabling two users to sit face-to-face and discuss how to further optimize and fine-tune the scene by reviewing the surveillance video footage. What each participant sees can be either the 2D window or the 3D window, as shown in Figure 1c . With this setup, the system can support two people's cooperative work. Since they do not need to sit side-by-side, face-to-face communication is enabled and the participants do not need to crowd around and operate a single small screen. This setup supports not only discussions during the design phase but also reviews of user VR experiences. In addition, other users can join this review process via the web. In virtue of this, the system thus has the potential to improve the efficiency of the design process as well as the designs resulting from it.
USER STUDIES
To empirically verify the effectiveness of our system, we conduct two formal user studies. Study A focuses on the usability of our design system in constructing 3D virtual scenes. It includes a usability test, evaluating the usability and ease of use of our design system. Study B focuses on the advantages of the VR experience feedback for participatory design. It includes a comparative experiment, examining whether the real-time feedback based on the VR experience can improve the system's efficiency and user experience. 
Study A
Participants
A total of 25 undergraduate volunteers (15 male, 10 female) were recruited to participate in the study. The age of the sample ranges from 20 to 28 years (M = 22.58 years, SD = 2.17 years).
Experimental Task and Procedure
The task proceeds as follows: 1. The participants are given instructions for using our design system. 2. They then experience the system and practice to use various functions of the system (including adding and removing objects, moving and rotating objects, changing object properties, etc.). 3. Next, an empty virtual room is provided, and participants are requested to add furniture to the room and design the interior to their liking. 4. Finally, after completing the design, the participants are asked to complete an online questionnaire.
Measures
To examine the usability of our design system, we measure perceived usefulness (PU) and perceived ease of use (PEU) based on the Technology Acceptance Model.
Results
We rely on two descriptive statistics to describe the scores of the two indicators. The results in Figure 15 show that the scores are all higher than 6 (representing a good reference score), which suggests both a high perceived usability and high ease of use. 
Study B
Experimental Design
This study includes an experiment that adopts a single-factor within-subject experimental design. The within-subject factor is the design mode, which considers two different options: real-time 
Participants
A total of 25 undergraduate volunteers (13 male, 12 females) are recruited to participate in the experiment. The age of the sample ranges from 21 to 29 years (M = 23.84 years, SD = 2.23 years).
Experimental Task
The participants are asked to design a room in two different modes (Mode A and Mode B). The objective in both cases is the same: Each participant needs to place 8 pieces of furniture in a virtual room provided by the system. To avoid that participants repeat the same design in the second mode, the 8 pieces of furniture are not entirely the same.
In Mode A, the participants design the room entirely in the VR environment. They just need to speak out how to move and place the 8 pieces of furniture, while a researcher manipulates the furniture following their instructions via the combined 2D and 3D interface of our system. The participants can observe all operations in realtime, and then express new requests. In Mode B, the participants design the room and move the furniture in the 2D and 3D interface by themselves. After that, they put on VR glasses to experience a simulation of their own designed room.
Procedure
The procedure is as follows. 1. First, the researcher shows the experimental instructions to the participants. 2. Then, each participant is asked to design a room with design mode A or B. 3. When participants have completed the room design, they need to experience the room also in either the 2D, 3D, or the VR interface, and evaluate their satisfaction with the room design. 4. A given participant then may elect to modify the room design again. If unsatisfied with the design, they can go back to the application, modify the design and repeat the process until they are satisfied with it. The researcher records the self-rated satisfaction with the design before every modification. 5. Then, the participant is asked to design another room design with the other design mode. 6. Finally, the participant is asked to complete an online questionnaire.
Moreover, the researcher records the modification times, valid design time of each participant in the two modes.
Measures
Design efficiency is measured with 2 subjective indicators and 2 objective indicators. The user experience is measured with 4 indicators, namely enjoyment, satisfaction, behavior intention, and immersion. These indicators and the corresponding measures are presented in Table 1 .
Results
We analyze the results in two steps, beginning with the design efficiency and then considering the user experience.
Difference Tests for Design Efficiency in Different Modes. The values of the two objective indicators (modification times and valid design time) and the two subjective indicators (satisfaction for first design and final design) in different interaction modes are given in Figure 16 . To further investigate the differences of these indicators in different interaction modes, four paired-samples T -tests are con- design time. This means that participants can design a satisfying room faster and smoother in Mode A compared to Mode B. Moreover, compared with Mode B, Mode A leads to higher satisfaction in both the first design and the final design. This means that Mode A not only helps to achieve a better first design than Mode B, but also contributes to achieving a better final design, although more repeated modifications are made in Mode B. Hence, overall, the results in Figure 16 show that the real-time feedback mode for VR experience has a higher efficiency. Difference Tests for User Experience in Different Modes. The values of four user experience indicators in different interaction modes are shown in Table 2 . To further investigate the differences of these indicators in different interaction modes, four paired-samples T -tests are conducted. The results reveal that the difference in enjoyment (t = 2.179, p = 0.039 < 0.05), satisfaction (t = 3.260, p = 0.003 < 0.01), and behavior intention (t = 2.623, p = 0.015 < 0.05) between Mode A and Mode B are all significant. The difference for immersion (t = 2.039, p = 0.053 > 0.05) is marginally significant. This means that participants appear to derive more pleasure and fun when using mode A compared to mode B. When designing a room with Mode A, they are more immersed in the design process and more satisfied with it. Finally, they prefer Mode A for designing their own rooms in the future. Overall, the above results show that the VR experience real-time feedback mode leads to a better user experience.
CONCLUSION
This paper presents a user experience-driven design genre for 3D virtual scenes based on a laptop-style device with dual touch screens. Based on this genre, we developed a simple, portable, and participatory 3D virtual scene design system that aids the designer in flexibly and rapidly creating virtual scenes according to an end user's VR experience feedback. The system is portable and easy to learn and use, and can also be used remotely via a network. Our user evaluation shows that such a setup is rated as having a high usability and that it improves the efficiency of the design process as well as the satisfaction with the resulting designs. This study opens up compelling new avenues to further explore this new space of user interfaces based on multiple screens for participatory design. We will continue to explore which kinds of operations are better-suited for 2D vs. 3D viewing to yield simpler and more comfortable user interactions. Additionally, we are working to apply our system to a diverse range of applications, including firefighter training, antiterrorism drills, among others.
