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Abstract
Knowledge Societies strive to better their citizens
by maximizing services while minimizing costs. One of
the more expensive activities is conducting a census.
This paper explores the feasibility of conducting a
smart census by using a knowledge management
strategy of focusing on actionable intelligence and the
use of open source data sources to conduct a national
census. Both technical and data privacy feasibility is
discussed.

1. Introduction
The federal government collects data on the
population of the United States to fulfill its
constitutional requirement to count and analyze the
population every ten years. As the amount of data
collected grows it fuels advances in technology with
respect to counting and processing the census data.
Unfortunately, new technology for identifying,
collecting, and then sharing the census data has yet to
be adopted [29], forcing some data to be collected
numerous times at varying levels of accuracy. As a
solution this study proposes using existing web based
sources instead of paper surveys. To show that this is a
feasible approach, we analyze current government data
collection and analysis efforts, suggest alternate data
sources and propose a strategy for an open source
system of population statistics. Our study indicates that
a strategy that is based on open source data could
generate better focused actionable intelligence as well
as improve the cost, accuracy, efficiency, timeliness,
and collaborative efforts of the census. Specifically, we
show how an actionable intelligence strategy is created
using current and proposed data sources that can help
answer complex questions such what is poverty and a
new way to analyze income by using take home pay
instead of gross dollar amounts. Lastly, this study
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proposes a set of data standards for supporting
development of an open source census system that also
addresses privacy.

2. Research Motivation
Why do we need a new approach to census data
collection? The census is expensive. The reported cost
of the 2010 census was approximately $13 Billion [37].
The 2020 Census if administered the same way will
cost approximately $17.5 Billion [11]. Along with the
census costs, the American Community Survey (a
newer development discussed later) costs as much as
$204 million per year to administer [10]. The proposed
strategy would drastically cut costs by using existing
open source data sets as well as existing government
raw data to reduce or eliminate collecting similar or
identical information through Census surveys or the
American Community Survey. The US Census Bureau
would also begin to utilize state information databases
to cut down on its data collection efforts. California
and Hawaii have robust websites with information on
their specific states already in use, making some of the
data the census and American Community Survey
currently collects redundant for those states.
Accuracy is crucial for decision making.
Unfortunately, the census may be inaccurate as most of
the questions on the American Community Survey
have the potential to produce inaccurate information
because of the design of the questions and the way
answers are provided. Most questions about annual
income and monthly and annual expenses are answered
by providing write in totals. This has the potential of
producing data that is not accurate. People that fill out
the American Community Survey have no incentive to
be exact when answering the questions. Not only is the
survey voluntary but it is not checked against any other
systems to determine the data’s accuracy. The survey is
long, consisting of a minimum of 11 pages and 48
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questions per member of a household. Each question
generally has multiple parts to answer. Logically if
options exist for data collection, self-reporting and
long surveys should not be the first choice. Open
source or other data sources may be more accurate.
Utility companies have a vested interest in keeping
accurate information for billing purposes and banks
have a vested interest in keeping track of how much
money their clients have on account.
The census is inefficient as the same data is
collected more than once. The American Community
Survey attempts to collect information that has already
been obtained by other means and other departments of
the federal government. The best example of this is the
IRS not sharing data with the Census Bureau, thus
forcing the Census Bureau to collect less than accurate
information that the IRS already has in its possession
[5]. The strategy for data collection calls for collecting
data once by allowing government agencies and other
entities to share data in a centralized location.
The Census in not timely as it took roughly 9
months for the census bureau to release its first data
files for the 2010 census and the census only occurs
every ten years. The American Community Survey is
timelier than the decennial reports, since it is for one
year of data, and is released in total in roughly 9
months. Despite how quickly the results can be
tabulated the issue is that the time periods between the
surveys are too long. There are important
developments that are missed during a 1 or 10-year
survey period that could help in creating actionable
intelligence. A better strategy is to collect as often as
feasible. A perpetually updated, dashboard style
reporting system would create timely data for
development of actionable intelligence.
There is little collaboration between data owners
and census takers. Collaboration with groups that
specialize in specific types of data collections or with
different government agencies that maintain data sets
on specific types of data, like the IRS with detailed
data on gross income, income sources, tax credits and
tax liability, has the potential to create powerful
analysis about population statistics that can be turned
into actionable intelligence. Currently raw IRS income
data is restricted and not easily obtained [22]. This
strategy calls for multiple government agencies, local
governments, private and public companies to share
information in an open source format to share with
each other and the public to perform analysis and
create actionable data. The Digital Accountability and
Transparency Act of 2014 [8] requires the issuance of
guidance to federal agencies on such data standards
[8]. The federal government should engage with public
and private institutions on not just establishment of
standards, but also in collecting data and developing

more collaborative strategies for collecting data that
could help improve the quality and timeliness of data.
Should census be fully automated? There are cases
where data was easily obtained from existing datasets
for a secondary purpose. Edwin Black in “IBM and the
Holocaust” explored the tremendous impact on the
ability of the Nazi regime to identify and exterminate
persons of Jewish origin or heritage through the
application of IBM’s Hollerith Card technology
originally developed and applied to the United States
Census [4]. Additionally, it has been shown how the
Obama campaign used Facebook data to influence
voters in the 2012 presidential election. Finally, recent
revelations in testimony to the United States Congress
by Mark Zuckerberg, Chief Executive Officer of
Facebook, showed how Facebook data was obtained by
the Trump campaign for potential use in targeted
marketing of voters [18]. These examples raise privacy
issues as it may be possible to use privately owned data
without approval to influence elections, and in the case
of Nazi Germany, to actually try to exterminate a
targeted group.
This paper proposes a knowledge management,
KM, strategy approach to create actionable intelligence
for guiding a census using open source data.
Additionally, the paper will begin the discussion on the
impact on privacy that such an approach may create.
Readers are reminded that the technical demands of
doing a census have historically driven the
development of data analysis technology and that the
proposed process is likely to be developed for real
world applications. This makes the discussion of
privacy issues important as it is better to develop
technology with eyes wide open as to the technological
impact rather than to develop the technology and then
be surprised by the privacy consequences.

3. The United States Census
The US census has one constitutional purpose,
which is to count the population of the United States
every ten years, according to Article 1, Section 2 of the
Constitution [35]. This number is used for
congressional apportionment to each state based on
population. The census Bureau has also taken on the
task, though not required by the Constitution, of
collecting data other than a straight population count
which is apparent by the questions that are asked in
historical census and the new American Community
Survey. Before the invention of the internet, personal
computers, and other more recent advances in
computing power and technology, the census survey
was one of the only ways of collecting any sort of data
on the population of the United States. In today’s high-
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tech world there have been numerous technological
advances that would allow more robust data collection
at a faster rate with more accuracy, than the methods
that have been and are currently being used by the
Census bureau. The population of the United States has
grown from 3,929,326 in 1790 [30] when the first
census was completed to 308,745,538 as of 2010
census, the most recent completed census [31]. The
United States of America is simply too large of a
population to not be using more advanced data
analytics, systems design and KM techniques. Not only
does the census bureau have a difficult mission in
collecting accurate data on the entire population in its
current form, the data it is able to collect is less useful
in making decisions, creating policy and helping to
manage the huge amounts of resources under the
control of the federal government which are estimated
at an annual budget of 4.4 trillion and assets of 3.5
Trillion [19].
Additionally, federal data requirements have
changed with the addition of an annual survey in 2005.
This survey, the American Community Survey, uses
statistical modeling to estimate the data that was
normally collected on the long form census and goes to
an estimated 1 in 6 families each year without
repetition for those families in a 5-year period [32].
This was a step in the right direction with respect to
timeliness, the problem remains that the American
Community Survey still asks questions with little or no
analytical value in helping to produce valuable
actionable intelligence. The questions analytical value
has changed very little over the past 100 years.
Moreover, the method of collection, a paper survey,
has remained mostly unchanged throughout the history
of the census. This survey is mailed to all households
in the United States. Follow up is done on people that
do not answer the survey and census workers go door
to door if necessary to get the survey completed [34].
This is a very inefficient and expensive way to collect
data with costs as stated in section 2.
The 2000 census saw a technological advance with
the census bureau adding ocular character recognition
to help cut down on data entry errors and personnel
[33]. The Census Bureau has used many new
technologies to help tabulate the results in past census
counts. Most of the technological advances are used to
count more efficiently, not to get data from a different
source which is what this study is proposing [33].
Reducing the time, it takes to count the results as well
as the staff necessary to count is a worthwhile
endeavor, though it would not be necessary if the
census bureau took steps to collect the data in a whole
different manner rather than finding solutions to be
able to use the current survey method for a longer
period of time.

Private companies have embraced advanced data
analytics and big data solutions while the government
has not yet done so. The Federal government has more
opportunity to effect change in this area of
technological advances than any other company or
group in the United States. Many industries like health
care, marketing and finance have taken data analytics
to a whole new level in just the last 5 years. Big data is
trending, schools are creating programs based on
analytics and thousands of books have been written on
the subject, big data in its current form started in 2007
[20]. The federal government can collect more “good
quality” data than any other organization, and now
with technological advances can do it at a lower cost
than what is being spent on data with questionable
value by following the lead of organizations in for
profit and nonprofit industries.

4. Actionable Intelligence
This paper uses a KM strategy approach to determine
data sources useful for generating the census. Jennex
[15] defined the knowledge content process of KM
strategy as the identification of actionable intelligence
needed to make a specific decision and then
determining what knowledge, information, and data is
needed to create that actionable intelligence. For this
paper, actionable intelligence is the exact knowledge,
information, and data needed to support a specific
census question/decision and includes the specific
knowledge, information, and data needed to create the
actionable intelligence [15] [16]. In general, actionable
intelligence is similar to wisdom in the traditional
hierarchy of information first presented by Ackoff [1]
as shown in the final revised knowledge pyramid, see
Figure 1 [16]. This model establishes a top down
strategy approach based on the decisions to be made
and identifying the technologies and decision support
components needed. Creating actionable intelligence
starts at the top and emphasizes the question that is
being asked before deciding which data to collect and
from where [16]. This not only focuses the data
collection on the problem to be solved but it also
eliminates unnecessary data collection, saving time,
money and bolstering data privacy strategies. To apply
this to the census we first determined what each census
question was trying to answer and then the actionable
intelligence needed to generate the answer. Analysis
then continued to determine what knowledge,
information, and data was needed to create this
actionable intelligence.
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Figure 1, The Revised Knowledge Pyramid [16]
KM strategy is being used because what is provided
by the American Community Survey, the short form
census and the Statistics of Income, SOI, annual
reports is best labeled as information or data. This is
useful for trend analysis and asking question like what
is the average income tax expense on a tax return for
reporting income between $40,000.00 and $50,000.00
per year? Or what percentage of the US population has
a sink with a faucet in their home in 2010? The
answers to both questions are simple and easy to find
with the current set of data. What someone can do with
those answers is what sets wisdom or actionable
intelligence and information/data apart. A question that
could only be answered with more advanced data
collections and the creation of actionable intelligence
would be; what is the solution for poverty in a specific
geographical area or demographic? This question
cannot be answered with a set of trend data. The
answer would require the collection of advanced data
and further study and application of knowledge about
social programs, government resource limitations, past
success in raising families out of poverty as well as
privacy policies for data and legal restriction. Another
issue is that questions were not specifically linked to
the problems needing to be solved when developing
the American Community Survey, the short form
census or the SOI annual reports. The old approach is
inconsistent because the government agencies in
charge were collecting data to report to the public as
opposed to solving problems.

5. Data Privacy Implications
The increased use of connected devices utilizing IoT
(Internet of Things), and associated data collection and

data usage have generated data privacy concerns with
74% of Americans saying it is very important for them
to be in control of who can get information about them
[24] and thus have access to Personally Identifiable
Information (PII). What is PII? According to the
department of labor “Any representation of
information that permits the identity of an individual to
whom the information applies to be reasonably inferred
by either direct or indirect means. Further, PII is
defined as information: (i) that directly identifies an
individual (e.g., name, address, social security number
or other identifying number or code, telephone number,
email address, etc.) or (ii) by which an agency intends
to identify specific individuals in conjunction with
other data elements, so-called indirect identification
(these data elements may include a combination of
gender, race, birth date, geographic indicator, and other
descriptors). Additionally, information permitting the
physical or online contacting of a specific individual is
the same as PII. This information can be maintained in
either paper, electronic or other media” [6].
Major data privacy breaches since 2013 including
Target, Uber, and Equifax have further increased
public awareness of privacy issues [2] with data
collected by many organizations in the United States,
including but not limited to websites like Facebook and
Amazon, government agencies, credit bureaus and
telecommunications companies. An open source data
system could create major problems with data
collections of personal information or information that
is able to be traced back to the original subject even
after personal data is stripped from the published data.
Hackers and criminals have grown sophisticated
enough to bypass even some of the best secure systems
including government agencies like the IRS in 2015
[21]. Privacy is a big issue that needs to be considered
when attempting to create any large data system that
includes potentially private data. This open source data
model will address the issue of data protection and
privacy in the three following ways.
First, all data submitted and published for public
consumption will have to have all PII stripped from the
original data before it is accepted and published. Only
meta data will be allowed to be included in the system.
For example, IRS submits raw tax return information
for the tax year 2015. The data including names,
address, social security numbers, business names and
any other information included on the return will need
to be taken off the data set (it is okay to insert a neutral
unique identifier for record tracking). The remaining
data should be line by line items or aggregated items to
make tracing the data back almost impossible.
Second, privacy can be protected by not giving any
original data with PII to the agency or organization that
controls the meta data. In the example above the
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agency maintaining the open source system would not
have any risk of a breach effecting the personal
information of the data since they didn’t have it in the
first place. The open source data system is simply a roll
up of all the summary data from various sources. This
is not as important for data that is already public but
would be crucial for data that includes PII in the
original data sets like banking records, tax returns etc.
It would be crucial when combining several data sets
that have a public and private mix. Surprisingly, very
few pieces of information are needed to identify
individuals in the United States. For example, 5-digit
zip, data of birth and gender could be used to identify
87% of the population. Place, gender and date of birth
could be used to identify 53% of the population and
county, gender and date of birth could be used to
identify roughly 18% of the population [28].
Third, only knowledge, data, and information
necessary to create actionable intelligence should be
included in any meta data to avoid possible reverse
engineering of original data from meta data sets. The
General Data Protection Regulation (GDPR) can be
used as a guide for keeping personal data private and
untraceable. GDPR is a European Union regulation
that helps to protect private data held by companies
that operate in the European Union. GDPR became law
on May 25, 2018. It is designed so that data cannot be
traced back to the original person that provided the
data or the subject of the data.
Debate on data privacy escalated on April 10 and 11,
2018, when Mark Zuckerberg, Chief Executive Officer
of Facebook, testified before the United States
Congress on data privacy and other issues raised
following the disclosure that Cambridge Analytica
obtained Facebook member data and used it to aid in
election advertising for conservative candidates in the
2016 US presidential elections. [18]. While congress
and the public gave the appearance that this was an
unethical use of personal data there is evidence to
support that the public did not care. There was much
celebration in the data analytics community following
the 2012 presidential election when data analysts
working with the Obama campaign made that
campaign the first to use data analytics to drive
campaign strategy and marketing [23]. While the
resulting Obama victory was wildly hailed as a victory
for data analytics which the data scientists celebrated,
the announcement that the Trump campaign had done
essentially the same thing in 2016 was roundly
criticized [9]. Was this a real change in public opinion
on data privacy? Evidence may suggest not, as people
increased their Facebook usage following Zuckerberg’s
congressional testimony [17]. Our conclusion is that
while the privacy debate is raging, citizens of the
United States are not so enamored with data privacy to

prevent an open source, actionable intelligence based
approach to a census as a viable alternative.

6. Possible Direction for the Creation of
Actionable Intelligence
The United States government does not have a
central statistics agency, each department collects and
analyzes its own data and does not necessarily share
that data with other departments or agencies. This sort
of lose knit or decentralized data collections and
analysis process lacks an overriding strategy and a set
of goals for what they hope to achieve with data
collection and analysis. Most of the data collected is
centered around trend analysis which does not create
the kind of actionable intelligence that can be used to
create solutions based on fact. Trend data can be taken
out of context easily, or misinterpreted. The proposed
strategy advocates collecting data with the intention of
providing clear pictures of reality, using multiple
sources of differing information and painting a broad
picture with context and facts of the overall population
of the United States. Below is an example of why trend
analysis and the current government data collection
process can easily be misleading and misinterpreted.
Census data about income is incomplete, the American
Community Survey asks about gross income
information in the income section of the survey. This
does not produce take home pay which can have a
wide variance depending on the make-up of a
household. Note the following examples of the same
size household with different marital status’.
• Example 1: Two adults unmarried each with one
child making $50,000 per year each. In this
situation let us assume that the adults do not
comingle funds, share a bedroom and are not in a
relationship and both are able to file head of
household.
• Example 2: Two adults married with 2 children
making $50,000 per year each.
• Example 3: Two adults unmarried each with one
child making $50,000 per year each. In this
situation let us assume that the adults are in a
relationship comingle funds and only one can file
Head of Household filing status.
Table 1 summarizes the federal tax calculations.
Note that had the American Community survey
gathered the data in Table 1, the incomes would have
an average of $100,000.00 per year per household
without considering the bottom line number of what
the “household” takes home in net pay.
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Table 1. Federal Income Tax Calculation
Example 1

Example 2

Example 3

$100,000.00

$100,000.00

$100,000.00

$(18,700.00)

$(12,700.00)

$(15,700.00)

Exemptions
Table
income*

$(16,200.00)

$(16,200.00)

$(16,200.00)

$65,100.00

$71,100.00

$68,100.00

Tax

$(8,342.00)

$(9,734.00)

$(9,036.00)

Income
Standard
deduction

Net Pay **
$56,758.00
$61,366.00
$59,064.00
* taxable income for example 1 and 3 is calculated in 2
separate returns using combined totals.
**for purposes of this example net pay is before state and
local tax, SSI and Medicare and ignores tax credits.

7. Recommendations
7.1. Proposed Actionable Intelligence Strategy
Goals
To create a system that fulfills the needs of multiple
independent parties, government and the public the
following broad strategic goals are proposed.
Goal 1: The system is available to anyone to create
reports, aid in research and help to develop actionable
intelligence for the development of solutions to the
problems associated with population statistics.
Goal 2: The system allows for working with raw
data from multiple sources which can be updated on a
continuous basis as well as other increments of time
depending on the data. Discrete historical data could
also be included for context creation and comparisons.
Goal 3: The system allows for maximum flexibility
and transparency while maintaining the privacy of PII.
Goal 4: The system will maintain privacy by
providing raw data that cannot be traced back to
individuals within the data sets using either sources in
this system or combining other data sets.
Goal 5: System transparency is on a scale with
privacy, the more transparency provided the more
likely privacy can be compromised. This scale should
be weighted heavier towards privacy than transparency
to ensure that privacy is protected.
Goal 6: Data warehouse design should be used to
store all data in one place and following industry best
practices for data governance, access control, data
security and privacy protection.

7.2. Proposed General Data Standards

The proposal of collecting census type data, be it
socio economic, housing or financial data from
multiple sources brings up the question of the
consequences of collecting data that is in different
formats and asks questions differently. Each data set
uploaded, or data source provided should be graded
from 1 being the lowest quality in each category and 5
being the best quality in each category. Proposed
standards for this strategy are as follows.
Standard 1: All data sets must include age (not date
of birth), gender, race and location for segmentation
purposes as a minimum. Possible other information to
include would be education level or political ideology.
Standard 2: No ranged data. Financial information
in census products includes data sets in ranges. Raw
data should be provided with no ranges for the end user
to be able to segment properly into whatever data
ranges they see fit.
Standard 3: Use the most accurate source of
information. Any time a collector of data has a vested
interest in keeping accurate records the data is more
likely to be accurate. For example, utility companies
need to keep accurate records of energy use because
they must bill for their services. Data sources that are
the most likely to provide the most accurate sources of
information should always be used. A rating system for
data accuracy will be used to score each data set.
Standard 4. Ask questions in a formatted way.
Having a no write in option for any answer will not
only standardize the answers and data but it will make
aggregating the data quicker and more accurate.
Keeping the options down to a minimum amount to
answer the question in a useful way helps to bring
more value to the data collected.
Standard 5: All data must be raw data without PII.
Utility records for example would need to be stripped
of the specific address of the subject and only include
information pertinent to that data set. Data is
segmented at the raw level and then stripped of its
personal data to avoid PII at the source of the data set
as opposed to at the location of the data. Query level
data, as well as summary data could also be used. A
rating system for quality of data or flexibility of data
could be established.
Standard 6: Reports and analysis must create
context rich reports. As an example, the current trend
analysis style of government data collections and
analysis creates opportunities to present data that is out
of context. The annual average wage index, produced
by the social security administration has increased in
all but one year since 1951 [27]. Out of context this
could be used as a way to portray that annual wages are
on the rise throughout the United States for all but one
year in the last 65. To provide context for this dollar
amount other data points would need to be collected
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and used alongside this point. These other data points
might include: (a) Inflation index to show how much of
the increase is simply due to inflation or a normalized
table that takes inflation out of the annual comparison;
(b) Spending power which would show how much
those dollars are worth in comparison to prior periods;
and (c) Average increase in different professions,
levels of education, geographic zones, age groups etc.
To show how much of the annual increase can be
allocated to outlier increases in different segments.
Perhaps in this scenario Chief Executive Officer, CEO,
pay has increased enough to skew the overall data, or
annual salary in a specific profession or location.

7.3. Proposed Open Source Process
The process for obtaining data for the below
examples would be dependent on the agency that the
data would be coming from. Using the precedent set by
Chetty and Saez [22] would be how any IRS raw data
would be obtained. The Same precedent could be used
for obtaining social security information. SSN’s would
not be kept in the final data tables to avoid additional
security risk. Data that is already public would be
scraped from the public source and entered into a
database, for example, property tax information county
by county is public information. Some of the proposed
data sources do not currently exist in an open and
available environment. Categorized banking and credit
card information does exist but is likely unshared,
proprietary information. The agency that created the
actual system for this strategy would be responsible for
developing relationships and possibly influencing
legislation that would make a full open source system
possible

8. Examples
Example 1: What is the Average Take Home Pay
for The Population of the United States? Most
measures of income including average salaries and
average household income concentrate on gross pay,
for example the American Community Survey asks
about income in its income section and refers to gross
income not net. The calculation for this number is
much easier to obtain that any other income trend
figure. In section 6, we provided an example of three
different tax scenarios that started with the same
number of household members and the same income
and with a simplified tax calculation produced three
different take home pay numbers. After adding in
credits, other deductions and state and local tax items
these take-home pay numbers could be drastically
different. That example shows, even with a simplified

calculation method, that take-home pay will have a
much different outcome than looking at trends in gross
pay which is simply the amount of money that a person
earns before any taxes, including income tax, social
security and local and state tax, are deducted. Take
home pay is really the only number that matters.
Wages could go up every year by 10% for everyone on
average and if it is being outpaced by an increase in
deductions from pay or a decrease in credits that a
person received the previous year the inference from
the data would be very different when looking at take
home versus gross pay. This could paint an unrealistic
picture of the economy and the populations spending
power in any given year or other period. Using a
simplified method can hide things that are happening
between gross pay and take home pay.
It is important to create content rich actionable
intelligence with data projects. Example 1 is an input
to Example 2 about poverty. Data segmentation is very
important in this data set. The population of the data
set is large enough that multiple data segments would
be possible without creating groups of data that do not
have a large enough sample size to make good data
inferences [7]. According to the IRS, approximately
145,329,000 tax returns where filed during the 2017
filing season for tax year ending 12/31/16 [14]. The
following data would need to be collected to provide
enough information to create actionable intelligence in
accordance with this proposed strategy in section 7.1
for population statistical analysis. We propose that, to
provide trend data as well as context that at least 50
years of data is taken. Adjustments would need to be
made for inflation on an annual basis. Data needed
would be as follows; SSN, zip, age, gender race, filing
status, gross income, deductions tax due and credits
Changes in take home pay can be assigned to actual
changes in gross pay versus take home pay. For
example, from one year to the next changes in the tax
code could increase or decrease take home pay and
produce results that were hidden when only looking at
trend data for gross pay. The effectiveness of certain
tax credits could be measured as well by looking at the
before and after trends of take home pay. The EITC
(Earned Income Tax Credit) and child tax credit –
created in 1975 and 1997 respectively– would create
good breaking points for detailed take home pay
analysis [12]. A measure of effectiveness for a tax
credit would be valuable in creating future tax credits
or other tax policy.
Example 2: What is Poverty? Poverty is defined by
two widely used formulas, the official poverty measure
and the supplemental poverty measure [26]. The
formula does not go into what poverty means beyond
the amount a household must make in annual gross
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income to be “under the poverty line” nor does it adjust
fully for pricing differences across the United States in
either formula, though the supplemental formula does
adjust for some pricing differences in housing. Using
this system, the following data would be needed to
develop a comprehensive definition of what amount
the poverty thresholds should be set at as well as what
poverty is, beyond the simple dollar amount. The main
features of the actionable intelligence that this data
would create is an ability to subset data and rapidly
determine poverty levels using multiple different
criteria. As well as to make decisions about which antipoverty programs should have high priority and which
ones should not or to design new programs and
solutions based on the results. The following chart
provides the data that would be needed and a prime
source for it along with an alternative.
All data would need to include common population
descriptions including, age, gender, race, marital status,
education level and geographic tags like county, city of
zip code. The preference for geographic tags should be
what most closely matches the reality of price
differences from one geographic code to the next. For
example, there are 43,000 zip codes in the united states
[38], it is unlikely that zip codes that are right next to
each other produce a statistically significant price or
wage difference. Conversely, there are 3,141 county or
county equivalents in the United States [36] counties
are more likely to have a statistically significant
difference in prices and wages than zip codes. We
suggest that future research determine significant
geographic boundaries to base population statistical
analysis on, for now the tables include zip code as the
geographic tag.
Non-data set related information to create an
overall context would need to include proposed budget
levels for each item. Definitions for a needed item
versus a non-need item for each geographic region
must be included. For example, transportation could be
considered a need though public versus private would
have to be taken into consideration depending on the
geographic attributes, New York City where owning a
car is not a need versus San Diego, where public
transportation is not as robust and a car is a need.
The results could be used to aid in the creation of
anti-poverty programs targeted by geographic regions,
household sizes, and other population segments. It
could also be used to develop personal benchmarks to
help the public develop their own personal healthy
spending habits as well as answer questions about
systematic poverty versus families that are simply
living beyond their means. The information could also
help determine clearly stated goals for anti-poverty
programs and tracking their effectiveness. (a) What
are needs per person segmented by geographic

location? (b) What is a needs budget for a household of
4 (2 children,2 adults)? (c) What is the delta between
the needs budget and the current average budget? and
(d) Do spending patterns show that part of the problem
with poverty is overspending?
Table 2. Needed Data Set’s and Sources for Poverty
Data Example
Data set

Current
source
of data

Proposed source of data

Take home pay
output example 1

N/A

IRS Raw data

Household size

ACS

IRS Raw data

Rent/Mortgage

ACS

Mortgage holder raw data

Monthly debt

Census
Data

Debt holder raw data

Vehicle expenses

ACS

Categorized bank/Credit card raw
data

Gas

ACS

Categorized bank/Credit card raw
data

Groceries

BLS (1)

Categorized bank/Credit card raw
data

BLS (1)

Categorized bank/Credit card raw
data

Health Insurance

ACS

Categorized bank/Credit card raw
data

Medical Expenses

BLS (1)

Insurance company raw data

Property Taxes

BLS (1)

Hospital and bank Credit card raw
data

Other expenses

BLS (1)

Local public property tax raw data

Telecommunications

9. Conclusions
This study has explored the feasibility and need for
radically changing the way the United States census is
performed to that of using an actionable intelligence
approach to generating a data strategy and then using
that strategy to identify open sources of data. We have
explored the issue of data privacy and while much was
made of data privacy in 2018 due to Facebook and the
GDPR, we conclude that the public is willing to utilize
this approach as long as data privacy is addressed and
there is a large cost reduction in the census process.
Our recommendations to ensure data privacy
include stripping out personally identified information
from the data and metadata and replace with non-
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traceable identifiers. Control access to the source data
to only those with a need to know while allowing
general access to the stripped data. Store data in secure
data storage at the source. Not storing multiple copies
of the data. Transmit data using secure connections.
Use the most accurate data available. Do not use paper
surveys.
This study is limited to the role of the federal
government in data collection activities and designing
a strategy that can be used for other groups as well. An
open source system for government data collections
means that it will be more accessible and not fall under
the direct management of the federal government
though it will be able to be accessed by agencies within
the government. This study does not go into the
absolute effectiveness of possible data that will be
collected, it is simply a proposal for a strategy that can
offer more agility, transparency and actionable
intelligence for decision making to be used on by many
different groups. The study is also limited to two
specific government agencies the IRS and the US
Census bureau in analyzing what information is
currently collected, their methods and purpose of the
data that is collected. Many other departments of the
federal government collect data on the US population
and publishes multiple reports ranging from weekly
reports to reports published every ten years, like the
census short form results. Other major agencies that
participate in data collections include the Department
of labor, agriculture, education and energy.
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