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Abstract—This paper introduces a new grid-forming control
for power converters, termed hybrid angle control (HAC) that
ensures the almost global closed-loop stability. HAC combines
the recently proposed matching control with a novel nonlinear
angle feedback reminiscent of (though not identical to) classic
droop and dispatchable virtual oscillator controls. The synthesis
of HAC is inspired by the complementary benefits of the dc-based
matching and ac-based grid-forming controls as well as ideas
from direct angle control and nonlinear damping assignment. The
proposed HAC is applied to a high-fidelity nonlinear converter
model that is connected to an infinite bus or a center-of-inertia
dynamic grid models via a dynamic inductive line. We provide
insightful parametric conditions for the existence, uniqueness,
and global stability of the closed-loop equilibria. Unlike related
stability certificates, our parametric conditions do not demand
strong physical damping, on the contrary they can be met by
appropriate choice of control parameters. Moreover, we consider
the safety constraints of power converters and synthesize a new
current-limiting control that is compatible with HAC. Last, we
present a practical implementation of HAC and uncover its
intrinsic droop behavior, derive a feedforward ac voltage and
power control, and illustrate the behavior of the closed-loop
system with publicly available numerical examples.
Index Terms—grid-forming converter control, current-limiting
control, power system stability, hybrid angle control.
I. INTRODUCTION
The Generation technology in power system has been dras-
tically changing in recent years. The increasing replacement
of bulk synchronous generators (SG) with converter-interfaced
generation is transforming the power system to a so-called
low-inertia system. The stability aftermath of this transition
is highlighted by significant inertia reduction, fluctuating ac-
tuation (i.e., volatile generation), and the potential adverse
interactions due to the presence of adjacent timescales [1]–[7],
among others. The grid-forming control concept is envisioned
to address the aforementioned stability challenges, whereby
the converter features frequency and voltage regulation, black-
start, and load-sharing capabilities [8].
Several grid-forming control techniques have been recently
proposed. Droop control mimics the speed droop of SG, con-
trols the modulation angle proportional to the active power im-
balance, and is widely recognized as the baseline solution [9],
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[10]. As a natural extension of droop control, the emulation of
SG dynamics and control led to virtual synchronous machine
(VSM) strategies [11], [12]. The recently proposed matching
control exploits structural similarities of the converter and SG;
and matches their dynamics by controlling the modulation
angle according to the dc voltage [13]–[17]. Furthermore,
virtual oscillator control (VOC) mimics the dynamical be-
havior of Lie´nard-type oscillators and globally synchronizes
a converter-based network [18], [19]. Recently, dispatchable
virtual oscillator control (dVOC) is proposed that ensures
almost global synchronization of a homogeneous network
of oscillator-controlled inverters (with simplified dynamics)
to pre-specified set-points consistent with the power flow
equations [20], [21] (also see [22] for a comparative transient
stability assessment of dVOC and droop control).
A comparison of the aforementioned control strategies
reveals complementary benefits; see [2, Rem. 2]: dc-based
matching techniques are robust with respect to (w.r.t.) the load-
induced over-currents and ac-based techniques (droop, VSM,
and especially dVOC) have superior transient performance.
Here we leverage these complementary benefits and design a
hybrid angle control (HAC) which combines matching control
and a nonlinear angle feedback (reminiscent of, though not
identical to, droop control and dVOC) and is inspired by ideas
from direct angle control [17] and sign-indefinite nonlinear
damping assignment [23], [24]. Our proposed controller al-
most globally stabilizes the closed-loop converter dynamics
when connected via an inductive line to either an infinite
bus (IB) or a dynamic center-of-inertia (COI) grid model.
We provide insightful parametric conditions for the existence,
uniqueness, and almost global stability of closed-loop equi-
libria. Last but not least, we take into account the converter
safety constraints, design a new current-limiting control, and
investigate its stability in combination with HAC.
In contrast to most other related works, we consider a high-
fidelity converter model including an explicit representation of
energy source dynamics, the dc bus, LC filter, line dynamics,
COI grid dynamics, and the converter set-points. In compari-
son to related stability certificates [17], [25], [26], our stability
conditions do not demand strong physical damping, but they
can be met by appropriate choice of control gains.
Moreover, our complementary choice of the angle-
dependent terms in the Lyapunov / LaSalle function and
in the HAC formulation overcomes the analysis obstacles
arising from lack of damping in angle state. Finally, we
conclude this paper with some extensions, namely: a practical
implementation and droop behavior of the HAC is described, a
feedforward ac voltage and power control is discussed, and the
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2behavior of the closed-loop system is explored with publicly
available numerical examples [27].
In addition, as an interesting technical contribution in its
own right, this paper introduces an offbeat manifold space —
the boundary of a Mo¨bius strip— for studying the evolution of
angle trajectories. A theoretical limitation of all (continuous
control) systems with angles evolving on the circle is that they
can at best achieve almost global asymptotic stability (AGAS)
due to the topological obstruction of the circle [28], which
is a recurring theme in many of the aforementioned papers.
Here we establish AGAS of the angles on the boundary of a
Mo¨bius strip, which results in global asymptotic stability of
the desired equilibrium when projected on the circle.
The remainder of this paper is structured as follows. Section
II describes the model of a converter connected to an IB
and introduces the HAC. Section III presents the closed-
loop analysis and the main result of this work. Section IV
discusses two theoretical extensions: dynamic COI grid model
consideration and the design of a current-limiting control for
grid-forming converters. Section V presents a practical HAC
implementation, a complementary feedforward control, and
HAC’s droop behavior. Next, we verify the performance of
our controller via numerical examples in Section VI. Last, a
summary and outlook on future work are given in Section VII.
II. MODEL DESCRIPTION
A. Preliminaries and Notation
In this paper, R denotes the set of real numbers, R>0
denotes the set of strictly positive real numbers and R[a,b] :=
{x ∈ R : a ≤ x ≤ b}. The unit circle i.e., one-dimensional
torus is denoted by S1. For the column vectors x ∈ Rn and x ∈
Rm, (x, y) :=
[
x>, y>
]> ∈ Rn+m denotes the stacked vector,
and I is the two-dimensional identity matrix. The vector and
matrix of zeros are respectively denoted by 0n and 0n×m. The
block diagonal matrix is denoted by blkdiag(A1, . . . ,An).
Furthermore, ‖·‖ denotes the Euclidean norm operator. Last,
given ϕ ∈ S1 we define ψ(ϕ) := ( cos(ϕ), sin(ϕ)).
In this work, similar to [2], [3], [11], [16] among others,
we consider symmetric three-phase electric circuitry assuming
identical electrical parameters for all three phases and that all
three-phase quantities z abc := (za, zb, zc) ∈ R3 are balanced
i.e., za+zb+zc = 0. Under the latter assumption, a three-phase
quantity zabc is transformed to the stationary αβ-frame via
magnitude preserving Clarke transformation i.e., zαβ = Czabc
(see Appendix B1 for details). Moreover, the image of zαβ
in direct-quadrature (dq) coordinates that rotate with constant
frequency ωf ∈ R>0 and the angle θf = ωft + θf(0) ∈ S1 is
given by z = R(θf)zαβ with
R(θf) :=
(
cos(θf) − sin(θf)
sin(θf) cos(θf)
)
.
B. Modeling the Connection of Converter and Stiff Grid
The IB three-phase voltage is defined by
vb,abc := vr
(
sin (θb) , sin (θb − 2pi/3) , sin (θb + 2pi/3)
)
,
where vr ∈ R>0 is the nominal ac voltage magnitude, and
θb := ω0t+ θb(0) ∈ S1 (1)
is the IB absolute angle with the nominal frequency ω0 ∈ R>0.
We consider an average model of a three-phase two-level
dc-ac converter [29, Chap. 5] and model the dc energy source
by a first-order system that provides the input for a controlled
dc current source. This is a reasonable coarse-grained model of
the dc energy source e.g., see [2, Sec. II.A] [30, Sec. 6.4]. The
ac filter is modeled by an LC element. Moreover, the converter
is interfaced to the IB with an inductive line (that can also be
seen as a low-voltage to medium voltage transformer model);
Figure 1 presents a schematic of the overall model.
The dynamical model of the converter-IB system in αβ-
frame is described by (see [16, Sec. II] [29, Chap. 5] for a
detailed derivation)
τdci˙dc = idc,r − idc, (2a)
cdcv˙dc = idc − gdcvdc −mαβ(µr, θc)>iαβ , (2b)
`i˙αβ = vdcmαβ(µr, θc)− riαβ − vαβ , (2c)
cv˙αβ = iαβ − gvαβ − ig,αβ , (2d)
`gi˙g,αβ = vαβ − rgig,αβ − vb,αβ , (2e)
where τdc is the source time constant, idc ∈ R is the dc source
current, cdc, vdc ∈ R, and gdc respectively denote the dc-link
capacitance, voltage, and the dc conductance (that models the
dc-side losses).
Further, iαβ , vαβ , and ig,αβ all take values in R2 and denote
the current flowing through the filter inductance `, the voltage
across the filter capacitance c, and the current through the
line inductance `g. Lastly, r, g, and rg model switching and
conduction losses associated with the elements `, c, and `g,
respectively. All parameters take positive and scalar values
(due to the three-phase symmetry).
The modulation vector mαβ(µr, θc) ∈ R[−1/2,1/2] is
mαβ(µr, θc) := µrψ(θc) with reference magnitude µr ∈
R[0,1/2] and angle θc ∈ S1. In what follows, we will use the
shorthand m for mαβ(θc, µr). The reference dc current in (2a)
is defined as
idc,r := ir − κ(vdc − vdc,r), (3)
where ir ∈ R denotes the open-loop dc current reference, κ ∈
R>0 is the proportional gain of the dc voltage control, and vdc,r
is the reference dc voltage. We remark that the forthcoming
analysis also applies to the case with energy source being
modeled as a stiff voltage source i.e., τdc → 0 and κ→∞.
C. Hybrid Angle Control and Closed-Loop Dynamics
We synthesize a new grid-forming strategy —hybrid angle
control (HAC)— by combining the dc-based matching con-
trol (see e.g., [15, Eq. 25]) and a nonlinear angle feedback
reminiscent of —though not identical to— droop control and
dVOC (see e.g., [10], [22] and Remark 3 for details). Defining
the converter relative angle w.r.t. the IB as
θ := θc − θb, (4)
3the HAC takes the form
θ˙c = ωc := ω0 + η(vdc − vdc,r)− γ sin
(
θ − θr
2
)
, (5)
where η ∈ R≥0, γ ∈ R>0 are the control parameters and θr
denotes the reference relative angle (see Proposition 6 on the
implicit choice of θr via deriving ψ(θr) from given set-points).
Since the angle term in the right-hand side (RHS) of (5) is
4pi-periodic, the state θc evolves on the set M := [−2pi, 2pi]
with ±2pi identified with each other. The terminology is due
to M being the boundary of the Mo¨bius strip; see Remark 1
and Figure 2. This geometric curiosity will lead to profound
insights later on.
Transforming the ac quantities in (2c)-(2e) to the dq-frame
aligned with the IB angle θb, we define the state vector
x := (θ, idc, vdc, i, v, ig) ∈ X := M× R8 (6)
and obtain the overall closed-loop dynamics (2)-(5) as
θ˙ = ωc − ω0 = η(vdc − vdc,r)− γ sin
(
(θ − θr)/2
)
, (7a)
τdci˙dc = ir − κ(vdc − vdc,r)− idc, (7b)
cdcv˙dc = idc − gdcvdc −m>i, (7c)
`i˙ = vdcm− Zi− v, (7d)
cv˙ = i−Yv − ig, (7e)
`gi˙g = v − Zgig − vb, (7f)
here m = µrψ(θ), Z := rI−`ω0J denotes the filter impedance
matrix with J :=
(
0 1−1 0
)
, Y := gI − cω0J is the shunt
admittance matrix, Zg := rgI − `gω0J is the grid impedance
matrix, and vb := (vr, 0).
For notational convenience we respectively define the net
dc current and power transferred to the converter ac-side as
inet := m
>i and pnet := vdcinet. The ac active and reactive
power injections at the switching node, the filter capacitance,
and IB nodes in Figure 1 are respectively defined by ps :=
i>vs with vs := vdcm, qs := i>Jvs, pf := i>v, qf := i>Jv
and pg := i>g vb, qg := i
>
g Jvb [29, Sec. 4.6]. Last, note that
the RHS of (7) is continuously differentiable in X and the
main nonlinearity aside (7a) is represented by the modulated
terms in (7c) and (7d) with their power-preserving structure
(assuming lossless dc-ac conversion) i.e., pnet = ps [17]. We
close this section with three remarks on M and the HAC.
Remark 1 (Mo¨bius strip)
The angle term in (5) is 4pi-periodic and thus multi-valued on
S1. Hence, we study the evolution of angle trajectories in M.
One representation of M is the compact boundary of Mo¨bius
strip parametrized in R3 by σ(w,ϕ) with coordinates
σ1(w,ϕ) :=
(
ρ− w cos (ϕ/2) ) cosϕ,
σ2(w,ϕ) :=
(
ρ− w cos (ϕ/2) ) sinϕ,
σ3(w,ϕ) := w sin
(
ϕ/2
)
,
where ρ ∈ R>0 is the middle circle radius, w denotes the
half-width with |w| ≤ 1/2, and ϕ ∈ S1. Figure 2 illustrates a
parametrization of σ(w,ϕ) such that |∂σ(w,ϕ)| = 4pi where
∂σ(w,ϕ) denotes the boundary of mo¨bius strip.
Remark 2 (HAC synthesis and properties)
The HAC (5) is inspired by direct angle control [17], and
blending the dc and ac dynamics in a grid-forming control
design [2, Rem. 2]. The angle feedback in (5) is an odd
function and injects angle damping, i.e., it provides dissipation
for the angle in (7) in contrast to other control approaches,
where the angle variable acts as a mere integrator. HAC offers
two degrees of freedom (η and γ) for optimal frequency tuning.
Section V presents a practical implementation of HAC. The
ratio of control gains η and γ not only trades off the HAC
dependency on dc or ac dynamics, but also influences its
power-frequency droop slope (see Proposition 7) and transient
performance; see Subsection VI-C for a numerical example.
σ(w,ϕ)
Fig. 2: The boundary of the Mo¨bius strip represents the angle space
of (7). The arcs contained in the boundary segments colored in blue
and red respectively represent the angles in [−2pi, 0] and [0, 2pi].
idc
gdc cdc
−
+
vdc
inet, pnet i, ps, qs r l pf, qf
g COI vgvbc
+
−
v
ig rg `g
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+
−
vs
µrψ(θ)
idc,r
(2a)
idc
ac voltage measurementdc voltage measurement
Fig. 1: Schematic of the closed-loop system (7); see Figure 5 for the control diagram defining idc,r and µrψ(θ), and the Section IV-A for
the description of the closed-loop system with the COI grid model.
4Remark 3 (HAC variants)
It is noteworthy that with particular parameter choices in
(5), HAC recover several grid-forming controls. For instance,
choosing η = 0 in (5) leads to a pure angle feedback control
i.e., ωc = ω0−γ sin
(
(θ−θr)/2
)
reminiscent of the droop con-
trol [2, Sec. III-C] [10]. Indeed, the droop control is described
by ωc := ω0+dp−ω
(
pr−p
)
, with the droop gain dp−ω ∈ R>0
(see Proposition 7 for a definition), power reference pr, and
p := i>g v being the measured power that (with the assumptions
in [10]) is proportional to sin(θ). Likewise, HAC relates to
dVOC, since around the equilibrium dVOC dynamics (in polar
coordinates) reduces to a form that resembles droop control
[22], [31]. Further, the dc term with η = ω0/vdc,r recovers
the standard matching control [16] combined with the angle
term i.e., ωc = ηvdc − γ sin
(
(θ− θr)/2
)
. Last, if η 6= ω0/vdc,r
the dc term in (5) is identical to the matching variant in [15].
III. CLOSED-LOOP ANALYSIS
In what follows, we analyze the closed-loop system (7)
and provide suitable parametric conditions for the existence,
uniqueness, and global stability of the closed-loop equilibria.
A. Existence of Equilibria
Provided that the dc voltage meets its reference in steady
state, we will establish that the closed-loop system (7) admits
a unique equilibrium set containing two disjoint equilibria
Ω? :=
{
x?s := (θ
?
1 , y
?) , x?u := (θ
?
2 , y
?)
}
, (9)
where θ?1 := θr, θ
?
2 := θr + 2pi, and y
? :=
(
i?dc, v
?
dc, i
?, v?, i?g
)
is the unique equilibrium of the states evolving in R8.
Theorem 1 (Existence of equilibria)
The closed-loop system (7) admits two equilibria if there exist
a consistent reference ir = i?dc in (7b) such that v
?
dc = vdc,r.
These disjoint equilibria only differ by their equilibrium angles
being equal to θr or θr + 2pi, i.e., they are of the form (9).
Proof. We begin by setting the RHS of (7) to zero
η(v?dc − vdc,r)− γ sin
(
(θ? − θr)/2
)
= 0, (10a)
ir − κ(v?dc − vdc,r)− i?dc = 0, (10b)
i?dc − gdcv?dc −m(θ?)>i? = 0, (10c)
v?dcm(θ
?)− Zi? − v? = 02, (10d)
i? −Yv? − i?g = 02, (10e)
v? − Zgi?g − vb = 02. (10f)
If the condition of the theorem is met and thus v?dc =
vdc,r, (10b) implies that i?dc = ir and (10a) reduces to
γ sin
(
(θ? − θr)/2
)
= 0. Hence the angle equilibria are
θ?1 = θr and θ
?
2 = θr + 2pi. (11)
It remains to show (10d)-(10f) admits a unique solution.
Rearrange (10d)-(10f) to A(i?, v?, i?g) = b with
A :=
 −Z −I 02×2I −Y −I
02×2 I −Zg

and b :=
(− v?dcm(θ?), 02, vb). It can be easily computed that
symmetric part of A, that is, (1/2)
(
A + A>
) ≺ 0. Hence,
A−1 exists and (i?, v?, i?g) := A
−1b is unique. 
Remark 4 (Equilibria and the existence condition)
The following comments are in order:
First, Theorem 1 identifies two equilibria in (9) conditioned
on a consistent reference ir inducing v? = vdc,r. This condition
can be enforced through appropriate feedforward control
or feedback proportional-integral regulation, and it can be
entirely omitted if η = 0 in (5).
Second, the condition is actually not restrictive. In fact, in
the next section we will prove that the closed-loop system (7) is
AGAS w.r.t. x?s under a mild parametric condition. Thus, if x
?
s
exists then no other relevant (i.e., stable) equilibria co-exist.
Third, in case the set-points are inconsistent or if the system
is subject to exogenous disturbances, then the closed-loop (7)
will undergo a so-called droop behavior similar to other grid-
forming controls (e.g., [16, Prop. 5] [20, Prop. 4]), i.e., a
power imbalance will result in a frequency deviation; see
Section V-B for details.
Last, next to x?s being AGAS on M×R8, we will establish
instability of x?u . In fact, when viewing the angle state not as
element of M but more conventionally evolving on S1 (i.e.,
picture projecting Figure 2 downwards to a circle), then the
two equilibria {x?s , x?u} represent an identical point on S1.
Thus, by working on M rather than S1 we by-passed the
topological obstruction to continuous stabilization on S1 [28].
B. Stability Analysis
In the sequel, we establish the AGAS of the closed-loop
system (7) w.r.t. the equilibrium x?s characterized in Theorem
1. This finding relies on the basis of intermediate results,
namely, 1) global convergence of the trajectories to Ω? in (9),
2) local asymptotic stability of x?s , and 3) instability of x
?
u .
We begin by restating the definition of AGAS [20, Def. 5].
Definition 1 (AGAS)
An equilibrium of a dynamical system is almost globally
asymptotically stable if it is asymptotically stable and for all
initial conditions, except those contained in a Lebesgue zero-
measure set, the trajectories converge to that equilibrium.
Theorem 2 below demonstrates the global attractivity of the
equilibria (9) under a mild parametric condition. We want to
highlight the innovative bounding scheme of the trigonometric
error term ψ(θ) − ψ(θ?) in the proof of Theorem 2, which
is novel to our knowledge, and results in less restrictive
parametric condition relative to the literature; see Remark 5.
Theorem 2 (Global attractivity)
Consider the closed-loop system (7) and the equilibria Ω?
characterized in Theorem 1. If the system parameters satisfy
η
gdc
+
η (µr‖i?‖)2
gdc
+
η(µrv
?
dc)
2
r
< γ, (12)
then all trajectories of (7) globally converge to Ω?.
5Proof. Define the error coordinates x˜ =
(
θ˜, i˜dc, v˜dc, i˜, v˜, i˜g
)
w.r.t. x?s – with the equilibrium angle θ
?
1 – in (9) as
x˜ := (θ− θ?1 , idc − i?dc, vdc − v?dc, i− i?, v− v?, ig − i?g). (13)
The error dynamics associated with (7) are described by
˙˜
θ = ηv˜dc − γ sin
(
θ˜/2
)
, (14a)
τdc
˙˜idc = −κv˜dc − i˜dc, (14b)
cdc ˙˜vdc = i˜dc − gdcv˜dc − µre>ψ i? −m(θ)>i˜, (14c)
`˙˜i = m(θ)v˜dc + µreψv
?
dc − Zi˜− v˜, (14d)
c ˙˜v = i˜−Yv˜ − i˜g, (14e)
`g
˙˜i = v˜ − Zgi˜g, (14f)
where eψ := ψ(θ) − ψ(θ?1 ). Let y˜ := (˜idc, v˜dc, i˜, v˜, i˜g) and
consider the composite parametric LaSalle/Lyapunov function
V(x˜) := H(y˜)+λS(θ˜) = 1
2
(
y˜>Py˜
)
+2λ
(
1− cos θ˜
2
)
(15)
where P := blkdiag (τdc/κ, cdc, `I, cI, `gI), λ ∈ R>0, and
V(x˜) > 0 for all x˜ 6= 09. See Figure 3 for an illustration of
V(x˜). Evaluating V˙(x˜) along trajectories of (14) yields
V˙(x˜) =− gdcv˜2dc −
1
κ
i˜2dc − r‖˜i‖2 − g‖v˜‖2 − rg‖˜ig‖2
+ ληv˜dc sin
(
θ˜/2
)− λγ sin2 (θ˜/2)
− µrv˜dce>ψ i? + µrv?dci˜>eψ, (16)
where we exploited the skew symmetry of J in Z, Y, and Zg
i.e., i˜>(`ω0J)˜i = v˜>(cω0J)v˜ = i˜>g (`gω0J)˜ig = 0. We apply
the identity (66) to the terms in (16) that depend on eψ:
−µrv˜dce>ψ i? ≤ (1µr‖i?‖)2 v˜2dc +
1
421
‖eψ‖2, (17a)
µrv
?
dci˜
>eψ ≤ 22‖˜i‖2 +
(µrv
?
dc)
2
422
‖eψ‖2. (17b)
with 1, 2 ∈ R>0. Next, by applying identities (67) and (70),
‖eψ‖2 is expressed in terms of sin
(
θ˜/2
)
:
‖eψ‖2 =
(
cos(θ)− cos (θ?1 )
)2
+
(
sin(θ)− sin (θ?1 )
)2
= 2
(
1− cos(θ) cos(θ?1 )− sin(θ) sin(θ?1 )
)
= 2
(
1− cos(θ − θ?1 )
)
= 2
(
1− cos (θ˜)) = 4 sin2 (θ˜/2).
Replace ‖eψ‖2 by 4 sin2
(
θ˜/2
)
in (17), then V˙(x˜) in (16) is
upper-bounded by
V˙(x˜) ≤ ληv˜dc sin
(
θ˜/2
)− (λγ − 1
21
− (µrv
?
dc)
2
22
)
sin2
(
θ˜/2
)
−
(
gdc − (1µr‖i?‖)2
)
v˜2dc −
(
r − 22
) ‖˜i‖2
− 1
κ
i˜2dc − g‖v˜‖2 − rg‖˜ig‖2 = −ζ˜>Qζ˜, (18)
where ζ˜ :=
(
sin
(
θ˜/2
)
, y˜
)
and Q :=
(
Q11 03×6
06×3 Q22
)
with Q11 :=
γλ− 1
21
− (µrv
?
dc)
2
22
0 −ηλ
2
0
1
κ
0
−ηλ
2
0 gdc − (1µr‖i?‖)2
 (19)
and Q22 := blkdiag
((
r − 22
)
I, gI, rgI
)
. By standard Schur
complement analysis, Q  0 iff
21 <
gdc
(µr‖i?‖)2
:= α and 22 < r, (20a)(
λη
2
√
gdc
)2
<
(
γλ− 1
21
− (µrv
?
dc)
2
22
)(
1− 
2
1
α
)
. (20b)
These bounds can be optimized over the parameters 1, 2, and
λ to obtain the least conservative or most compact condition.
To continue assume for now that η > 0. The simple and
favorable choice 1 =
√
α/2, 2 =
√
r/2, and λ = 2/η
yields that conditions (20) are satisfied and Q  0 iff the
bound (12) is met. Accordingly, V˙(x˜) < 0 for all ζ˜ 6= 09. For
η = 0, the off-diagonal elements of Q11 in (19) vanish. With
the same choice of 1 =
√
α/2 and 2 =
√
r/2, condition
(20b) reduces to
2 (µr‖i?‖)2
λgdc
+
2(µrv
?
dc)
2
λr
< γ . (21)
For any γ > 0, (21) is met by a sufficiently large λ > 0,
which is consistent with condition (12) for η = 0.
Recall the boundedness of θ˜ in M and radial unboundedness
of H(y˜). Since V˙(x˜) ≤ 0, for any x˜(0) ∈ X, the set
LV(x˜(0)) = {x˜ ∈ X : V(x˜) ≤ V
(
x˜(0)
)} is compact and
forward invariant. Thus, by LaSalle’s invariance principle [32,
Th. 4.4], all trajectories of (14) converge to the largest invariant
set in Ω = {x˜ ∈ X : V˙(x˜) = 0}. Since Q  0, V˙(x˜) = 0 iff
ζ˜ = 09 which holds iff sin
(
θ˜/2
)
= 0 and y˜ = 08 that means
either θ˜ = 0 or θ˜ = 2pi in Ω proving that Ω = Ω?. 
Remark 5 (Feasibility, interpretation, and significance)
Following comments are in order:
First, condition (12) is met for sufficiently large γ > 0 and
it is possible to arbitrarily scale the left-hand side (LHS) terms
via η ≥ 0. Condition (12) implies that for small gdc and r,
a large ratio γ/η is required. Also, for high ‖i?‖, v?dc, and
µr, the ratio γ/η must be increased. Finally, for pure angle
feedback, i.e., η = 0 and γ > 0 in (5), condition (12) is always
met regardless of the system equilibria and parameters.
Second, condition (12) is significant because it does not
demand a minimum physical damping unlike the conditions in
[16], [17], [25], [26], e.g., see the 1/r proportionality in (12)
or [16, Th. 3]. In practice, this is met by considering a virtual
impedance [33] and / or a high-gain current control [34]. In
contrast, HAC only needs large enough ratio of gains γ/η to
ensure stability. An interpretation is that with large enough
angle damping, the inherent converter passivity is sufficient to
stabilize the Euclidean states [16].
Third, condition (12) does not depend on the dc source time
constant τdc and control gain κ. Thus, (12) also unveils the
robustness of HAC w.r.t. delays in source actuation that sug-
gests the compatibility of HAC with different energy sources on
distinct timescales. Furthermore, κ can still be freely chosen
to optimize the dc voltage performance.
Last, although HAC dominantly relies on ac dynamics (by
recommendation for large γ/η), stabilization does not require
the conventional timescale separation of angle, dc, and ac
dynamics [35].
6Proposition 1 below reveals the local asymptotic stability of
the equilibrium x?s in (9) under the condition (12).
Proposition 1 (Local asymptotic stability)
Consider the closed-loop system (7) and assume that condition
(12) holds. Then the equilibrium x?s in (9) is locally asymp-
totically stable.
Proof. Consider the error dynamics (14) and the Lyapunov
function (15) that satisfies V(09) = 0 and V(x˜) > 0 for all
x˜ 6= 09. Furthermore, if (12) holds, V˙(x˜) < 0 for all x˜ 6= 09 in
a sufficiently small neighborhood of the origin. Consider a c-
sublevel set of V(x˜) i.e., Lc := {x˜ ∈ X : V(x˜) ≤ c, c ∈ R>0},
which is forward invariant under the flow (7) since V˙(x˜) ≤ 0.
Take c to be sufficiently small such that the origin is the only
equilibrium inLc (recall that the equilibria in (9) are disjoint).
Thus, by Lyapunov’s direct method [32, Th. 3.1] the origin is
a locally asymptotically stable equilibrium of (14). 
Proposition 2 reveals instability of x?u in (9) and character-
izes its region of attraction as a Lebesgue zero-measure set.
Proposition 2 (Unstable equilibrium point)
Consider the closed-loop system (7) and assume that condition
(12) holds. The equilibrium x?u in (9) is unstable and its region
of attraction has zero Lebesgue measure.
The proof is provided in Appendix A. Remark 6 reveals the
topological peculiarity of the Lyapunov function (15) at x?u .
Remark 6 (Saddle point of the Lyapunov function)
The unstable equilibrium x?u = (θ
?
2 , y
?) is a min-max
saddle point of the Lyapunov function V (x− x?s ) =
V (θ − θ?1 , y − y?) in (15) i.e., it can be shown that
V (θ − θ?1 , 08) ≤ V (θ?2 − θ?1 , 08) ≤ V (θ?2 − θ?1 , y − y?) ,
for all (θ, y) in an open neighborhood of x?u . This is due to
the fact that the global minimum of H (y − y?) in R8 and the
maximum of S (θ − θr) in M coincide at x?u ; see Figure 3 for
an abstract illustration assuming that y, θ ∈ R.
−4
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4 −6pi
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3pi
6pi
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Fig. 3: Illustration of the Lyapunov function (15) under the simpli-
fying assumption that y˜, θ˜ ∈ R, P = 1, and λ = 1.
Having established the intermediate results, Theorem 3
presents our main result i.e., AGAS of system (7) w.r.t. x?s .
Theorem 3 (Main result: AGAS)
Consider the closed-loop system (7) and assume condition (12)
holds. Then x?s in (9) is almost globally asymptotically stable.
IV. DYNAMIC GRID AND CURRENT-LIMITING CONTROL
In this section, we construct two extensions on the basis
of the robust results in Section III. First, we consider the
connection of the converter to a dynamic grid represented by
an COI model and investigate closed-loop stability. Second,
we account for the converter current constraint and design a
novel current-limiting control that is compatible with HAC.
A. Modeling the Connection of Converter and Dynamic Grid
Under the slow coherency assumptions [36, Chap. 2] [37],
an interconnected network of SGs can be represented with
an equivalent COI model that relies on the aggregation of
swing dynamics [38, Sec. 6.10] [39, Sec. 3.2]. The angle and
frequency dynamics of the COI grid model are described by
θ˙g = ω, (22a)
Jω˙ = Tm −Dω − Te, (22b)
where J ∈ R>0 is the moment of inertia and it is defined (in
terms of the base power Sr,g and the inertia constant H) by
J := 2HSr,g/ω
2
0 [40, Eq. 5.10]. Moreover, Tm ∈ R denotes the
mechanical torque, D ∈ R>0 denotes the aggregated damping
and droop coefficient that models the aggregated governor
action, and Te ∈ R is the electrical torque. Considering the
structural similarity of (22) and the full SG dynamics [25],
we define the dynamic grid voltage as
vg,abc := bω
(
sin θg, sin (θg − 2pi/3) , sin (θg + 2pi/3)
)
, (23)
where b ∈ R>0 is constant [25, Eq. 9]. Thus, Te in (22b) can
be written in terms of grid voltage and current as [25, Eq. 10]
Te = ω
−1i>g,abcvg,abc. (24)
Note that if J → ∞ and b is chosen such that ‖vg‖ → vr as
ω → ω0, (22)-(24) recovers the IB grid model with constant
frequency and voltage magnitude (see Section II-B).
Consider a converter controlled by HAC and connected
to the COI grid model via an inductive line; see Figure 1.
Combining (2), (3), (5), and (22)-(24) the overall closed-loop
dynamics in a dq-frame aligned with θg is
θ˙ = ω0 + η(vdc − vdc,r)− γ sin
(
(θ − θr)/2
)− ω, (25a)
τdci˙dc = ir − κ(vdc − vdc,r)− idc, (25b)
cdcv˙dc = idc − gdcvdc −m>i, (25c)
`i˙ = vdcm− Z(ω)i− v, (25d)
cv˙ = i−Y(ω)v − ig, (25e)
`gi˙g = v − Zg(ω)ig − bωe1, (25f)
Jω˙ = Tm −Dω + be>1 ig, (25g)
where θ := θc − θg denotes the converter relative angle
w.r.t. the COI and e1 := (1, 0). Note the impedance and
admittance matrices in (25d)-(25f) are frequency-dependent
(cf. to constant matrices in (7d)-(7f)).
7B. Equilibria Characterization and Closed-Loop Stability
To begin with, define the augmented closed-loop state vector
x := (θ, idc, vdc, ω, i, v, ig) ∈ X := M× R9. (26)
Assume that the reference dc current and mechanical torque
in (25b) and (25g) are set such that the equilibrium dc voltage
and frequency coincide with vdc,r and ω0. Following the same
procedure as in the proof Theorem 1, dynamical system (25)
admits two equilibria with the same structure as Ω? in (9) i.e.,
Ω? :=
{
x?s := (θ
?
1 , y
?), x?u := (θ
?
2 , y
?)
}
, (27)
with θ?1 := θr, θ
?
2 := θr + 2pi, and y
? := (i?dc, v
?
dc, ω
?, i?, v?, i?g)
denoting the unique equilibrium associated with states evolv-
ing in R9. Theorem 4 delivers the same result as Theorem 2
i.e., global stability of Ω? under the flow defined by (25).
Theorem 4 (Global stability with dynamic grid model)
Consider the closed-loop system (25) and the equilibria Ω?
defined in (27). If the system and control parameters satisfy
D > Dmin :=
(`‖i?‖)2
r
+
(c‖v?‖)2
g
+
(
`g‖i?g‖
)2
rg
, (28a)
γ >
η
gdc
+
η (µr‖i?‖)2
gdc
+
η(µrv
?
dc)
2
r
+
1
2(D −Dmin) , (28b)
then all trajectories of (25) globally converge to Ω?.
Proof. Define the error coordinates as x˜ := x− x?s . The error
dynamics associated with (25) are described by
˙˜
θ = ηv˜dc − γ sin
(
θ˜/2
)− ω˜,
τdc
˙˜idc = −κv˜dc − i˜dc,
cdc ˙˜vdc = i˜dc − gdcv˜dc − µre>ψ i? −m(θ)>i˜
`˙˜i = v˜dcm
(
θ˜
)
+ µrv
?
dceψ − ri˜− `ωJ˜i− `ω˜Ji? − v˜,
c ˙˜v = i˜− gv˜ − cωJv˜ − cω˜Jv? − i˜g,
`g
˙˜ig = v˜ − rgi˜g − `gωJ˜ig − `gω˜Ji?g − be1ω˜,
J ˙˜ω = −Dω˜ + be>1 i˜g.
where eψ := ψ(θ)− ψ(θ?1 ). Define y˜ := (˜idc, v˜dc, ω˜, i˜, v˜, i˜g) ∈
R9, and consider the following Lyapunov function
V(x˜) := 1
2
(
y˜>Py˜
)
+ 2λ
(
1− cos θ˜
2
)
where P := blkdiag(τdc/κ, cdc, J, `I, cI, `gI) and λ ∈ R>0.
Evaluating V˙(x˜) along the error trajectories yields
V˙(x˜) =− 1
κ
i˜2dc − gdcv˜2dc −Dω˜2 − r‖˜i‖2 − g‖v˜‖2 − rg‖˜ig‖2
− λγ sin2 (θ˜/2)+ ληv˜dc sin (θ˜/2)+ λω˜ sin (θ˜/2)
− i˜>(`Ji?)ω˜ − v˜>(cJv?)ω˜ − i˜>g (`gJi?g)ω˜
− µre>ψ i?v˜dc + µrv?dci˜>eψ. (30)
From the proof of Theorem 2 recall that ‖eψ‖2 = 4 sin2
(
θ˜/2
)
and apply (66) to the cross-terms in (30) that depend on v?dc,
i?, v?, and i?g . Then V˙(x˜) is upper-bounded by
V˙(x˜) ≤− 1
κ
i˜2dc −
(
gdc − (1µr‖i?‖)2
)
v˜2dc − (D − α)ω˜2
− (r − 22 − 23)‖˜i‖2 − (g − 24)‖v˜‖2 − (rg − 25)‖˜ig‖2
−
(
γλ− 1
21
− (µrv
?
dc)
2
22
)
sin2
(
θ˜/2
)
− λω˜ sin (θ˜/2)+ ληv˜dc sin (θ˜/2) (31)
where j ∈ R>0 for j = 1, ..., 5 and
α :=
(
`‖i?‖
23
)2
+
(
c‖v?‖
24
)2
+
(
`g‖i?g‖
25
)2
.
Defining ζ :=
(
sin
(
θ˜/2
)
, y˜
)
the bound in (31) takes
the quadratic form i.e., V˙(x˜) ≤ −ζ>Q ζ, where Q =
blkdiag
(
Q
11
,Q
22
)
with Q
11
:=
γλ− 1
21
− (µrv
?
dc)
2
22
0 −ηλ
2
λ
2
0
1
κ
0 0
−ηλ
2
0 gdc − (1µr‖i?‖)2 0
λ
2
0 0 D − α

,
and Q
22
:= blkdiag
(
(r−22−23)I, (g−24)I, (rg−25)I
)
. Choos-
ing the free parameters as λ = 2/η, 1 =
√
gdc/
(√
2µr‖i?‖
)
,
2 =
√
r/2, 3 =
√
r/2, 4 =
√
g/2 and 5 =
√
rg/2 renders
Q
22
 0. Under this favorable choice of parameters, Q
11
 0
if and only if (28) is satisfied. Thus, Q  0 and V˙(x˜) < 0 for
all ζ 6= 010. Following the LaSalle’s invariance argument in
the proof of Theorem 2, it is straightforward to show that the
trajectories of (29) globally converge to the largest invariant
set contained in Ω :=
{
x˜ ∈ X : V˙(x˜) = 0} and Ω = Ω?. 
Remark 7 (Extended stability conditions)
Condition (28a) is met if the COI model is sufficiently damped
(see [23], [25], [26] for discussions on the critical damping
requirement) and with large enough γ condition (28b) is sat-
isfied (see Remark 5). The conditions in (28) almost decouple
into the previous stability condition (cf. (28b) and (12)) and
the damping requirement (28a) (that can be perceived as
characterization of the grid types to which the converter can
be interfaced). For D  Dmin conditions (28) reduce to (12).
An interpretation of the trade-off between γ and D is that with
large D the timescale of COI model approaches that of the
converter. Thus, synchronization demands less angle damping
due to more coherent frequency dynamics.
The proof of Theorem 4 extends the proof of Theorem 2.
By following analogous arguments, it is possible to extend
Propositions 1 and 2 and Theorem 3 to (25) under condition
(28). For brevity of presentation, we omit the straightforward
albeit lengthy calculations.
8C. Compatible Current-Limiting Control Synthesis
In practice, power converters have tight state constraints
for safety: in particular, their filter current magnitude needs
to be constrained to a prescribed limit for protecting the
semiconductor switches. There are ad hoc current-limiting
techniques (without theoretical certificates e.g., see [41]) for
grid-following converters (see [1] for a definition). The design
of current limitation strategies for grid-forming (i.e., voltage
source) converters is an active research topic [2], [33], [42],
[43]. To this date, a universally satisfactory solution that
safeguards the converter against various contingencies (e.g.,
load-induced over-current and balanced / unbalanced faults) is
not known. In what follows, we propose a new current-limiting
control and highlight its compatibility with the HAC.
To begin with, by viewing the current dynamics in isolation,
we derive the magnitude dynamics associated with (7d) by
means of polar coordinates transformation (see Appendix B2
for details). First, expand the current dynamics in (7d):
`i˙d = µrvdc cos(θ)− rid + `ω0iq − vd, (32a)
`i˙q = µrvdc sin(θ)− riq − `ω0id − vq. (32b)
Consider that ‖i‖ =
√
i2d + i
2
q and thus
d
dt
‖i‖2 = 2‖i‖ d
dt
‖i‖ = 2(idi˙d + iqi˙q). (33)
Replace id and iq with ‖i‖ cos(θi) and ‖i‖ sin(θi) where θi :=
tan−1(iq/id) and multiply (33) with `/2‖i‖:
`
d
dt
‖i‖ = ` cos(θi)i˙d + ` sin(θi)i˙q. (34)
Next, substitute vd and vq in (32) with ‖v‖ cos(θv) and
‖v‖ sin(θv) where θv := tan−1(vq/vd). Replacing `i˙d and `i˙q
in (34) with the RHS of (32) and exploiting (70) results in
`
d
dt
‖i‖ = µrvdc cos(θ − θi)− r‖i‖ − ‖v‖ cos(θv − θi) . (35)
So far µr in (35) was assumed to be a positive constant; see
the definition of mαβ(µr, θc) in (2). We now re-parametrize
the to-be-controlled modulation magnitude as
µ :=
(
1−∆µ
)
µr, (36)
where ∆µ : X → R(0,1) is a locally Lipschitz function
specified later. Replacing µr in (35) with (36) results in
`
d
dt
‖i‖ = µrvdc cos(θ − θi)
(
1−D −∆µ
)− r‖i‖, (37)
where
D := ‖v‖ cos(θv − θi)
µrvdc cos(θ − θi) (38)
takes value in R(0,1) under normal operation and can be con-
structed from current and voltage measurements (the cosines
of the angle differences in (38) can be computed with similar
techniques as in the Section V).
In the sequel, we treat D as a fictitious disturbance –
capturing the influence of other states – in magnitude dynamics
(37). Consider a threshold current ith ∈ R>0 that ‖i‖ should
not exceed. We aim to design a ∆µ such that 1) the RHS of
(37) is strictly negative for all ‖i‖ > ith and 2) ideally (i.e., not
necessarily) ∆µ = 0 for ‖i‖ ≤ ith. The design of ∆µ in Propo-
sition 3 is inspired by ideas from feedback linearization [32,
Chap. 13] and disturbance decoupling techniques. Moreover,
our design follows the intuition that for limiting the ac current,
the dc power (i.e., pnet in Figure 1) must be constrained by
controlling the modulation magnitude.
Proposition 3 (Bivariate current-limiting control)
Consider the current magnitude dynamics (37) and assume
that |θ − θi| < pi/2 and D ∈ R(0,1). Define
∆µ :=
(1−D) eβ(‖i‖−ith)
1 + (1−D) (eβ(‖i‖−ith) − 1) , (39)
with β ∈ R>0, then ‖i‖ is strictly decreasing for ‖i‖ > ith.
Proof. Define C := 1−D and observe that
lim
(‖i‖,C)→(i+th ,0+)
∆µ = 0 and lim
(‖i‖,C)→(+∞,1−)
∆µ = 1 .
Moreover, ∆µ is strictly increasing in both ‖i‖ and C i.e.,
∂∆µ
∂‖i‖ =
βC(1− C)eβ(‖i‖−ith)(
1 + C (eβ(‖i‖−ith) − 1))2 > 0 , (40a)
∂∆µ
∂C =
eβ(‖i‖−ith)(
1 + C (eβ(‖i‖−ith) − 1))2 > 0 . (40b)
Since ∆µ is strictly monotone and continuous with finite
limits, then it is bounded by its left and right limits i.e.,
∆µ ∈ (0, 1) for all C ∈ (0, 1) and ‖i‖ > ith. Further, since
∆µ|‖i‖=ith = C and (40) hold then C < ∆µ < 1 for any C and
‖i‖ > ith. Thus, by the assumptions on θ − θi, and with ∆µ
as in (39), the RHS of (37) is strictly negative for ‖i‖ > ith.
Nagumo’s theorem [44, Th. 3.1] yields that ‖i(t)‖ is strictly
decreasing whenever ‖i(t)‖ > ith. 
Observe that ∆µ ∈ R(0,1) is required since µ in (36) has
to be positive in practice. Subsequently, the assumption that
D ∈ R(0,1) is vital; otherwise, the current magnitude in (37)
cannot be bounded by controlling µ via bounded ∆µ.
Remark 8 (Comments on the current-limiting control)
The following comments are in order:
First, the bivariate function ∆µ in (39) should be under-
stood as a barrier-type function that reduces µ in (36) and
thus the switching voltage magnitude ‖vs‖ (see Figure 1) when
‖i‖ > ith; observe the influence of ∆µ on µ in Figure 4. The
maximum reduction of µ occurs as D → 0 corresponding to a
severe contingency e.g., a fault at the filter capacitance node
driving ‖v‖ → 0 (see Subsection VI-B for an example).
Second, the parameter β controls the curvature and the
exponential decay rate of µ in ‖i‖. Note that ∆µ → 0 as
β → +∞ for ‖i‖ < ith and for any D, however large β
results in an aggressive controller resembling a sign function.
Third, practical implementation of D in (38) can be prone
to measurement imperfections. Therefore, if D admits a non-
zero lower bound i.e., 0 < Dmin < D, it allows to implement
a variant of (39) that is independent of D. Such disturbance-
free implementation of ∆µ is obtained by replacing D with
Dmin in (39). In practice, Dmin is chosen by estimating D for
the worst-case scenario.
9Last, the result of the Proposition 3 can be improved when
augmenting D with the dissipation term r‖i‖ in (37). However,
in practice r‖i‖ is negligible compared to the denominator of
(38) (because of insignificant resistance e.g., see Table I).
The assumptions in Proposition 3 (i.e., bounded angle
and disturbance) are standard in small-signal / input-to-state
stability and protection design. Moreover, the bound on the
disturbance feasible set i.e., D ∈ R(0,1) can actually be
extended to D ∈ R(0,2). To make this idea clear for now
assume that µ = µr, then multiplying the nominator and
denominator (38) with ‖i‖ gives D = pf/ps (see Figure 1).
Thus, D > 1 equals pf > ps corresponding to the – less likely
– scenario in which converter absorbs power from grid, e.g.,
after loss of load. In this case, replacing 1−D with |1−D| in
(39) (while preserving the local Lipschitz continuity of ∆µ)
guarantees that the RHS of (37) is negative for D ∈ R(0,2).
It remains to be shown that tampering with the current
magnitude in (37) does not jeopardize the overall system
stability. Proposition 4 gives an affirmative answer: under (12)
and with current-limiting control (36) the desired closed-loop
equilibrium of (7) remains locally asymptotically stable.
Proposition 4 (HAC and current-limiting control)
Consider the closed-loop system (7) where µr is replaced by
the bounded µ in (36). Assume that the modified dynamics
admits equilibria of the form (9) and condition (12) holds.
Then the equilibrium x?s is locally asymptotically stable.
Proof. By replicating the proof of Theorem 1 it follows that
V˙(x˜) ≤−
(
λγ − 1
21
− (µv
?
dc)
2
22
)
sin2
(
θ˜/2
)− 1
κ
i˜2dc
−
(
gdc − (1µ‖i?‖)2
)
v˜2dc −
(
r − 22
) ‖˜i‖2
− g‖v˜‖2 − rg‖˜ig‖2 + ληv˜dc sin
(
θ˜/2
)
. (41)
Since µ < µr, the RHS of (41) is smaller than the bound in
(18), therefore V˙(x˜) ≤ −ζ˜>Qζ˜ as in (18). Note that V(09) =
−5
0
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Fig. 4: Illustration of µ in (36) with ∆µ in (39). For clarity of
presentation, here β = 2 and D ∈ R(0.1,0.9). For small D (i.e., a
severe contingency) ∆µ initiates the modulation magnitude decay at
a lower current compared to a scenario with large D.
0, V(x˜) > 0 for all x˜ 6= 09. By the proof of Theorem 2 if
(12) holds, V˙(x˜) < 0 for all x˜ 6= 09 in a sufficiently small
neighborhood of the origin. The local asymptotic stability of
x?s immediately follows from Lyapunov’s direct method [32,
Th. 3.1] as in the proof of Proposition 1. 
It is worth mentioning that the current-limiting control (36)
is agnostic to the HAC. Hence, it is expected that (36) is
practically compatible with different grid-forming controls in
[2] (although possibly without any stability guarantees). The
performance of control (36) for a three-phase-to-ground fault
scenario is verified in the Subsection VI-B.
V. HAC IMPLEMENTATION AND DROOP BEHAVIOR
In what follows, we describe a practical HAC implemen-
tation, introduce a feedforward ac voltage and power control,
and unmask the power-frequency droop behavior of HAC.
A. Implementation of HAC and Feedforward Control
The formulation of HAC in (5) relies on the explicit relative
angle reference and measurement that are not available in
practice. Hence, we seek an alternative implementation based
on the dc and ac voltage measurements, and given set-points.
The dc term in (5) is constructed by measuring the dc
voltage; see Figure 1. The IB voltage is also measured and
transformed to αβ-frame (see Appendix B2 for details). Sub-
sequently, an implicit IB angle measurement is obtained i.e.,
ψ(θb) = vb,αβ/‖vb,αβ‖. Note that ψ(θc) is internally available
from the modulation vector m. Thus, by the means of (69) and
(70), an implicit relative angle measurement ψ(θ) is derived
ψ(θ) =
(
ψ(θc)
>ψ(θb), ψ(θc)>Jψ(θb)
)
. (42)
Given a relative angle reference ψ(θr) and measurement (42),
Proposition 5 explains the derivation of angle feedback in (5).
Proposition 5 (Angle feedback implementation)
Given ψ(θr) and ψ(θ) derived by (42), if |θ − θr| < pi then
sin
(
θ − θr
2
)
=
ψ(θr)
>Jψ(θ)√
2
(
1 + ψ(θr)>ψ(θ)
) . (43)
Proof. Consider ψ(θr)>Jψ(θ) and apply (69):
ψ(θr)
>Jψ(θ) = sin(θ) cos(θr)− sin(θr) cos(θ)
= sin
(
θ˜
)
= 2 sin
(
θ˜/2
)
cos(θ˜/2),
where θ˜ := θ−θr. Next, consider ψ(θr)>ψ(θ) and apply (70):
ψ(θr)
>ψ(θ) = cos(θ) cos(θr) + sin(θ) sin(θr) = cos
(
θ˜
)
.
Subsequently, applying identity (68) results in√
2
(
1 + ψ(θr)>ψ(θ)
)
=
√
2
(
1 + cos
(
θ˜
))
= 2
∣∣ cos (θ˜/2)∣∣.
Hence, the RHS of (43) is equal to
cos
(
θ˜/2
)
sin
(
θ˜/2
)∣∣ cos (θ˜/2)∣∣ = sgn( cos (θ˜/2)) sin (θ˜/2). (44)
Thus, if |θ˜| < pi then sgn( cos (θ˜/2)) = 1 and (43) holds. 
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+
vdc
vdc,r
−
C
vb,abc (·)
‖·‖
vb,αβ
(42) (43) −γ
η
−κ
vdc − vdc,r
ψ(θb) ψ(θ) sin
(
θ˜/2
)
+
ω0
∫ωc
ψ(·)
ψ(θc)
θc ×ψ(θc) m
+
ir
idc,r
(45)
s?g , s
?
f , ϑg, ϑf
ψ(θr)
(46)
s?f , v
?
dc, ||v?||, r, `
µr
Fig. 5: Block diagram of the feedback controls (3) and (5) with implementation (43), in combination with the feedforward controls (45) and
(46) for the closed-system (7).
As well as ψ(θr) in Proposition 5, the reference modulation
magnitude µr (see Figure 1) is not explicitly available in
practice. Rather power references pg,r and qg,r (associated with
pg and qg in Figure 1) are specified. In what follows, we
describe consistent definitions for ψ(θr) and µr that rely on
the steady-state dc voltage, ac voltage magnitude, and power
flows (see (59) and [20, Def. 2] for a definition).
Proposition 6 (Consistent definition of ψ(θr) and µr)
Given the voltages v?dc, ‖v?‖, and the references pg,r and qg,r
consistent with the equilibrium values i.e., pg,r = p?g and qg,r =
q?g , the consistent references are defined by
ψ(θr) := R(δ)
>
(
sˆ?>g
(
+1 0
0 −1
)
sˆ?f , sˆ
?>
g
(
0 +1
+1 0
)
sˆ?f
)
, (45)
µr :=
√(
p?2f + q
?2
f
)(
r2 + (`ω0)2
)/
v?dc‖v?‖, (46)
with δ := tan−1(`gω0/rg)+tan−1(`ω0/r), s?g := (p
?
g , q
?
g ) and
sˆ?g := s
?
g/‖s?g‖, s?f := (p?f , q?f ) and sˆ?f := s?f /‖s?f ‖.
The proof is given in Appendix A. Observe that the con-
sistent reference specifications (45)-(46) can conceptually also
be used as feedforward ac voltage and power control. Figure 5
represents the overall block diagram of the feedback controls
(3), (5), and the feedforward controls (45) and (46).
If the assumption |θ − θr| < pi in Proposition 5 is not met,
then according to (44) the RHS of (43) equals a 2pi-periodic
switching signal
usw := sgn
(
cos
(
θ˜/2
))
sin
(
θ˜/2
)
, (47)
where θ˜ := θ− θr. Remark 9 explains the implications of (47)
for the closed-loop dynamics (7).
Remark 9 (Switching feedback and angle invariance)
The following comments are in order:
First, the feedback usw in (47) is 2pi-periodic since the
implicit angle information in (43) (that is embedded in ψ(θr)
and ψ(θ)) is confined to S1 due to 2pi-periodicity of ψ(·).
Second, an exact implementation of sin
(
θ˜/2
)
based on (67)
with cos
(
θ˜
)
= ψ(θr)
>ψ(θ) (as in proof of Proposition 5) can
be obtained
sin
(
θ˜/2
)
:= (−1)bθ˜/(2pi)c∣∣ sin (θ˜/2)∣∣,
that requires 4pi-periodic angle error information to construct
the appropriate sign pattern. However, in practice the explicit
measurement of θ˜ is not possible.
Third, the sign function in (47) introduce new equilibria for
the closed-loop system (7) at θ˜ = ±pi (see Figure 6). A sep-
arate analysis reveals the unstable nature of these equilibria
that divide M into two regions with switched subsystems i.e.,
x˙ =
{
f(x, u) x ∈ ]− pi, pi[ × R8,
f(x,−u) x ∈ ]− 2pi,−pi[ ∪ ]pi, 2pi[ × R8, (48)
where f(x, u) denotes the vector field (7) with u := sin
(
θ˜/2
)
.
An analysis similar to Section III, verifies the AGAS of the
second subsystem i.e., x˙ = f(x,−u), x ∈ X w.r.t. x?u in (9).
Thus, if x(t) hits the switching surface Ωsw := {x ∈ X :
|θ˜| = pi} it triggers the switch between the subsystems in (48)
that are individually AGAS w.r.t. either x?s or x
?
u . The analysis
of switched system (48) requires a separate study outside the
scope of this paper.
Finally, we note that if η = 0 in (5), then θ˙ = −γusw and
Lθ˜ := {θ˜ ∈ S1 : |θ˜| < pi} is invariant under the flow defined
by x˙ = f(x, usw). Thus, if θ˜(0) ∈ Lθ˜, x(t) never reach Ωsw.
−2pi −pi 0 +pi +2pi−2
−1
0
1
2
x˙ = f(x,−u)x˙ = f(x,−u) x˙ = f(x, u)
M
S1
θ − θr
A
ng
le
fe
ed
ba
ck
an
d
eq
ui
lib
ri
a
sin
(
(θ − θr)/2
)
sgn
(
cos
(
(θ − θr)/2
))
sin
(
(θ − θr)/2
)
Fig. 6: Illustration of the angle feedback in (5) and the implementation
(47). The implementation introduces two new equilibria (in blue)
aside the existing ones (in green) in M.
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Remark 10 presents an alternative angle feedback that, in
theory, can be incorporated in HAC (5).
Remark 10 (A globally stabilizing feedback control)
In the spirit of hybrid angle control, an alternative to (5) is
ωc := ω0 + η(vdc − vdc,r)− γ tan−1(θ − θr). (49)
Under (49) the closed-loop system (7) is not periodic in
angle and its solutions evolve in R9. If v?dc = vdc,r (see
Theorem 1) the unique angle equilibrium is identified by
γ tan−1 (θ? − θr) = 0. Moreover, if S
(
θ˜
)
in Lyapunov func-
tion (15) is replaced by
S(θ˜) = ∫ θ˜
0
tan−1(s)ds = θ˜ tan−1
(
θ˜
)− 1
2
ln
(
1 + θ˜2
)
, (50)
a similar analysis as in the Theorem 2 uncovers the
global asymptotic stability (rather than AGAS) of the unique
equilibrium on the basis of Lyapunov’s direct method.
Nonetheless, it is not clear how to construct tan−1
(
θ˜
)
from
ψ(θ) and ψ(θr) in Propositions 5 and 6.
B. HAC Power-Frequency Droop Behavior
In what follows, we consider the converter-COI closed-loop
dynamics (25) that allows frequency droop which is hindered
when considering the IB grid model. Recall that the existence
of equilibria Ω? in (27) is guaranteed if v?dc = vdc,r and
ω? = ω0. These assumptions can be met by appropriate choice
of ir and Tm in (25b) and (25g). For the sake of argument,
assume that ir and Tm are not consistent with the assumptions
or the system is subject to disturbances, then the dc voltage and
frequency converge to different equilibria vdc,x and ωx. Hence,
by (25a) the relative angle settles at a different equilibrium
θx 6= θr. The drift from desired references is also reflected in
the ac quantities.
Inspired by [16, Prop. 5], in Proposition 7 below we derive
the droop slope that relates the active power and frequency
at an arbitrary equilibrium. More precisely, for an operating
frequency ωx ∈ R>0, the power-frequency linear sensitivity
factor (also termed droop) is defined by dp−ω := ∂pnet,x/∂ωx;
see Figure 1 and the Subsection II-C for the definition of pnet,x.
Proposition 7 (Power–frequency droop slope)
Consider system (25), the power-frequency droop slope at an
equilibrium with frequency ωx and dc voltage vdc,x equals
dp−ω = −
(
2Gdc
η2
)
ωx +
(
ηi0 + 2Gdcβθx
η2
)
, (51)
where Gdc := κ + gdc, i0 := ir + κvdc,r, βθx := ω0 − ηvdc,r −
γ sin
(
(θx − θr)/2
)
, and θx is equilibrium relative angle.
The proof is given in Appendix A.
Remark 11 (Comments on droop slope)
With the particular choice of η = ω0/vdc,r (see Remark 3) the
angle term in (51) simplifies to βθx = −γ sin
(
(θx − θr)/2
)
.
Furthermore, assuming θx − θr is sufficiently small such that
2Gdcβθx/η
2 is negligible compared to the other terms in (51)
yields an approximation of dp−ω that is
dp−ω ≈ −
(
2Gdc
η2
)
ωx +
(
i0
η
)
(52)
and coincides with the droop slope of the standard matching
control [16, Prop. 5]. We close by remarking that in a multi-
converter network, the ratio of droop slopes determines the
proportional power-sharing among the converters.
VI. NUMERICAL EXAMPLES
In this section, we consider the closed-loop dynamics of
the converter-COI system described in the Section IV-A with
parameters in Table I. The converter parameters are taken
from [2, Table 1] (that correspond to a commercial device).
In the following, we verify the convergence of closed-loop
dynamics (25) and the performance of current-limiting control
(36). Moreover, we investigate the influence of HAC on
the frequency performance. We remind the reader that the
numerical examples in MATLAB/Simulink environment are
publicly available [27].
A. Convergence of Random Initial Conditions
Consider the closed-loop dynamics of the converter-COI
system (25) with angle feedback implementation (47) and
parameters in Table I. Figure 7 illustrates the time-evolution
of θ and all per-unit-normalized Euclidean states yj/yj? for
j = 1, . . . , 9 starting from three different initial conditions.
Note that since θr = 0, Figure 7 also depicts the converter
angle synchronization with that of the COI grid model. Al-
though depending on the initial value x(0), θ converges to
either θr or θr ± 2pi (see Remark 9), y? is unique (due to its
2pi-periodicity in angle). The fast convergence of angle and
dc voltage are underpinned by relatively large γ/η ratio and
κ. In contrast, the oscillatory behavior of the ac states are due
to the negligible physical damping r, g, rg and the fact that
their dynamics are influenced by the sluggish COI frequency
(via the impedance and admittance matrices in (25d)-(25f)).
Moreover, the slow convergence of frequency is because of
the fact that – from practical perspective – ω(0) is far from
ω? (cf. the convergence timescale of the initial condition with
ω(0) close to ω? (red trajectories) and the evolution of other
initial states). Nonetheless, with a sufficiently large D and γ
(see stability condition (28)) the asymptotic convergence of
trajectories is guaranteed under HAC.
B. Current-Limiting Control Performance
Consider the system in previous example in combination
with the current-limiting control (36) with ∆µ as in Propo-
TABLE I: The parameters of converter-COI system (25).
converter model parameters and nominal values
Sr,c = 0.5 [MVA] vr = 816.4 [V] ω0 = 2pi50 [rad/s]
cdc = 0.008 [F] ` = `g = 200 [µH] c = 300 [µF]
r = rg = 0.001 [Ω] gdc = g = 0.001 [Ω
−1] τdc = 50 [ms]
center of inertia model parameters
Sr,g = 5 [MVA] H = 5 [s] D = 100
control parameters and reference values
θr = 0 idc,r = 0 vdc,r = 3vr
η = 0.01 γ = 10000 κ = 2
µr = 2vr/vdc,r b = vr/ω0 Tm = Dω0
12
sition 3 where β = 0.25, ith = 1.25 pu, and Dmin = 0.01.
In what follows, we consider a balanced three-phase-to-
ground fault (see [45, Sec. 3.7] for the fault modeling) at
the filter capacitance node in Figure 1 driving ‖v‖ → 0
and D → 0. Figure 8 shows that the current-limiting control
(36) (by an immediate reduction of the constant reference
µr) effectively limits the post-fault current magnitude that
aggressively exceeds ith under constant modulation magnitude
(that in practice trips the converter protection mechanisms). It
is noteworthy that ∆µ also significantly reduces the magnitude
of oscillations in dc voltage (cf. to the case with constant
modulation magnitude).
C. HAC Influence on Frequency Performance
In this example, we consider the converter-COI closed-loop
system (25) with η = ω0/vdc,r = 0.128 which renders the dc
term in HAC identical to the standard matching control (see
Remark 3 and [16]). Initially, it is assumed that γ = 0. Then,
κ = 5 in (25b) and D = 300 (25g) are selected such that the
converter and COI grid model exhibit equal post-contingency
load-sharing (i.e., equal increase or decrease in their active
power injections). In this example, the contingency is an
active power load disturbance that is sized to 0.5Sr,c and is
modeled by connecting a constant impedance Zload in parallel
connection with the ac-side capacitance in Figure 1. Figure 9
illustrates the post-contingency evolution of COI frequency (in
Hertz) for different γ values. Figure 9 suggests that HAC by
the means of its angle feedback in (5) significantly improves
the frequency response of the standard matching control. This
improvement is more tangible in the RoCoF performance
metric [7, Sec. III-A] i.e.,
|ω˙| := |ω(t0 + T )− ω(t0)|
T
, (53)
where t0 denotes the time when the disturbance is applied and
T denotes the RoCoF approximation time horizon. Figure 10
shows that the RoCoF exponentially and drastically decreases
as γ increases. In other word, the angle feedback of the HAC
(5) serves as a remedy for the suboptimal matching control
RoCoF performance (see [2, Fig. 11] for a comparison).
The pure matching control senses the load disturbance (and
accordingly modifies the angle dynamics) once its aftermath
is propagated to the dc voltage dynamics through filter current
dynamics. However, HAC with its multi-variable nature that
includes both dc and ac feedback reacts to the disturbance
on a slightly faster timescale that, in our opinion, explains its
enhanced frequency response.
VII. SUMMARY AND OUTLOOK
In this paper, we introduced a new grid-forming control
termed hybrid angle control (HAC) (5). We formally estab-
Fig. 7: Per-unit-normalized trajectories of the closed-loop system (25) with the HAC implementation in Proposition 5, parameters in Table
I and three different initial conditions.
Fig. 8: Filter current, dc voltage, and modulation magnitude time-series of (25) following a three-phase-to-ground fault with and without
current-limiting control (36) in per-unit system according to [29, App. B].
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Fig. 9: Post-contingency frequency evolution of (25) for different
HAC tuning.
Fig. 10: Post-contingency normalized RoCoF for different HAC
tuning corresponding to the frequency time-series in Figure 9.
lished the existence, uniqueness, and almost global stability
of the closed-loop equilibria under mild parametric conditions.
We extended the stability guarantees of HAC by considering
grid dynamics and synthesized a new current-limiting con-
trol to account for the converter’s safety constraints. Fur-
thermore, a practical implementation of HAC, its intrinsic
power-frequency droop behavior, and a feedforward ac voltage
and power control were discussed. Last, the performance of
control proposals (5) and (39) was investigated with numerical
examples. Our future works will include, 1) stability analysis
of interconnected converters under HAC, 2) exploring the
dynamic response of the HAC and comparing its performance
and robustness w.r.t. the other control techniques, and 3)
investigating the compatibility of proposed current-limiting
control with different grid-forming control strategies.
APPENDIX
A. Proof of Technical Results
Proof of Proposition 2. Consider the shorthand x˙ = f(x) for
(7) and let Jf(x) be the Jacobian of f(x), then det
(
Jf(x)
)
=
det
(
H(x)
)
/τdccdc(`c`g)
2 where H(x) =
(
H11 H12
H21 H22
)
:=
−γ
2
cos
(
θ − θr
2
)
0 η 0>2 0
>
2 0
>
2
0 −1 −κ 0>2 0>2 0>2
−∂m(θ)
∂θ
>
i 1 −gdc −m(θ)> 0>2 0>2
vdc
∂m(θ)
∂θ
>
02 m(θ) −Z −I 02×2
02 02 02 I −Y −I
02 02 02 02×2 I −Zg

.
Evaluating H11 at x?u in (9) results in H11 =
(
γ/2 0
0 −1
)
which
is invertible for γ > 0. Thus, the overall determinant is
det(H(x?u)) = det(H11) det(H22 −H21H−111 H12). (54)
Define K := H22 −H21H−111 H12 =
−Gdc +
(
2η
γ
)
∂m(θ)
∂θ
∣∣∣>
θ=θr
i? −m(θr)> 0>2 0>2
m(θr)−
(
2ηv?dc
γ
)
∂m(θ)
∂θ
∣∣∣
θ=θr
−Z −I 02×2
02 I −Y −I
02 02×2 I −Zg

where Gdc := gdc + κ and consider the symmetric part of K
i.e., KS := (1/2)(K+K>). Next, we show that KS ≺ 0 under
(12). Schur complements analysis yields that KS ≺ 0 iff
2ηµrγ
∂ψ(θ)
∂θ
∣∣∣>
θ=θr
i?
Gdc
+
(ηµrv
?
dc)
2
rGdc
< γ2 . (55)
We apply the identity (66) to the first term on the RHS of (55)
2µr
∂ψ(θ)
∂θ
∣∣∣>
θ=θr
i? ≤
∣∣∣∣∣∣∣∣∂ψ(θ)∂θ ∣∣∣θ=θr
∣∣∣∣∣∣∣∣2 + (µr‖i?‖)2
= 1 + (µr‖i?‖)2. (56)
Subsequently, taking into account the bound in (56), if
ηγ
Gdc
+
ηγ(µr‖i?‖)2
Gdc
+
(ηµrv
?
dc)
2
rGdc
< γ2 , (57)
then (55) is satisfied. Further, dividing (57) by γ results in
η
β¯gdc
+
η(µr‖i?‖)2
β¯gdc
+
η(µrv
?
dc)
2
α¯r
< γ (58)
where α¯ := γGdc/η and β¯ := Gdc/gdc. Since β¯ > 1 by
definition (recall that Gdc = κ + gdc), if α¯ > 1 then the
LHS of (58) is strictly smaller that the LHS of (12). That
means if α¯ > 1 then (12) implies (58). To show that α¯ > 1
that equals γ > η/β¯gdc consider that if (12) holds then
γ > η/gdc > η/β¯gdc hence α¯ > 1.
To sum up, under (12), KS ≺ 0. Thus, K has all eigenvalues
in the open left half-plane. Since dim(K) = 7, then det(K) <
0 and by (54) det(H(x?u)) = −γ det(K)/2 > 0 which means
det(Jf(x
?
u)) > 0. Since dim(Jf(x)) = 9, then Jf(x
?
u) has at
least one positive real eigenvalue. Instability of x?u follows
from Lyapunov’s indirect method [32, Th. 4.7] and its global
inset has zero Lebesgue measure invoking [46, Prop. 11]. 
Proof of Proposition 6. The power injection to the IB at equi-
librium [20, Def. 2] can be expressed as
p?g = −
‖v?‖vr
(
rg cos (δ
?
bv) + `gω0 sin (δ
?
bv)
)
r2g + (`gω0)
2 , (59a)
q?g = −
‖v?‖vr
(
`gω0 cos (δ
?
bv)− rg sin (δ?bv)
)
r2g + (`gω0)
2 , (59b)
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where δ?bv := θ
?
b − θ?v and θ?v = tan−1(v?q/v?d ). Taking into
account the line loss and the power associated with the shunt
element, we can compute p?f and q
?
f (see Figure 1) by
p?f = p
?
g +
(
rg
r2g + (`gω0)
2 + g
)
‖v?‖2,
q?f = q
?
g +
(
`gω0
r2g + (`gω0)
2 − cω0
)
‖v?‖2.
Note that p?f and q
?
f are also expressed by
p?f = −
‖v?s ‖‖v?‖
(
r cos (δvc) + `ω0 sin (δvc)
)
r2 + (`ω0)
2 , (60a)
q?f = −
‖v?s ‖‖v?‖
(
`ω0 cos (δvc)− r sin (δvc)
)
r2 + (`ω0)
2 , (60b)
where δvc := θ?v − θ?c and ‖v?s ‖ := µ?v?dc denotes the
equilibrium voltage magnitude before the filter inductor.
Consider the shorthand det(Zg) = r2g + (`gω0)
2, and let
us define ϑg := tan−1(`gω0/rg), sin(ϑg) := `gω0/
√
det(Zg),
and cos(ϑg) := rg/
√
det(Zg). Then, (59) is equivalent to
s?g = −‖s?g‖R(ϑg)ψ(θ?v − θ?b ) = −‖s?g‖ψ(θ?v + ϑg − θ?b ),
where ‖s?g‖ = vr‖v?‖/
√
det(Zg) and subsequently, sˆ?g =
−ψ(θ?v +ϑg−θ?b ). Similarly, define ϑf := tan−1(`ω0/r), then
(60) is equivalent to
s?f = −‖s?f ‖R(ϑ)ψ(θ?c − θ?v) = −‖s?f ‖ψ(θ?c + ϑ− θ?v),
where ‖s?f ‖ = ‖v?s ‖‖v?‖/
√
det(Z). Thus, sˆ?f = −ψ(θ?c + ϑ−
θ?v). By the means of (69) and (70)(
sˆ?>g
(
+1 0
0 −1
)
sˆ?f , sˆ
?>
g
(
0 +1
+1 0
)
sˆ?f
)
= ψ(θ?c − θ?b + δ)
and subsequently, R(δ)>ψ(θ?c − θ?b + δ) = ψ(θ?).
Thus, ψ(θr) that is uniquely defined by (45) coincides with
the solution of power flow equations, i.e., ψ(θr) = ψ(θ?).
To prove the second statement (46), µ? is derived from the
expression of ‖s?f ‖ i.e., µ? = ‖s?f ‖
√
det(Z)/v?dc‖v?‖, which
shows µr defined by (46) is consistent with µ?. 
Proof of Proposition 7. Note that by the relative angle dy-
namics (25a) at equilibrium ωc,x = ωx. Multiply (25c) at
equilibrium by vdc,x
idc,xvdc,x − gdcv2dc,x − pnet,x = 0,
and replace vdc,x with the expression from (5), that is, vdc,x =
(ωx − βθx)/η which results in
pnet,x =
idc,x(ωx − βθx)
η
− gdc(ωx − βθx)
2
η2
. (61)
Replacing idc,x from (7b) at equilibrium results in
pnet,x =
i0(ωx − βθx)
η
− (κ+ gdc)(ωx − βθx)
2
η2
. (62)
Hence, (51) directly follows by linearizing (62) w.r.t. ωx. 
B. Coordinate Transformations and Identities
1) αβ-coordinates: for a three-phase quantity zabc :=
(za, zb, zc) ∈ R3 that is balanced i.e., za + zb + zc = 0 the
magnitude preserving Clarke transformation is defined by
zαβ = (zα, zβ) := Czabc =
2
3
1 −
1
2
−1
2
0
√
3
2
−
√
3
2
 zabc . (63)
2) Polar coordinates: the transformation from Cartesian to
polar coordinates i.e., P : R2\{0} → R>0 × S1 is(‖z‖, θz) = P(z) := (√z21 + z22 , tan−1 z2z1
)
. (64)
Moreover, the inverse transformation is given by
(z1, z2) = P−1
(‖z‖, θz) := ‖z‖ψ(θz). (65)
Note that the polar coordinates are well-defined for the entire
Cartesian space except the origin since P(0) is not unique.
Lemma 1 (Algebraic and trigonometric identities)
For a, b ∈ R2,  ∈ R>0 and ϕ, φ ∈ S1 the followings hold
±a>b ≤ 2‖a‖2 + 1
42
‖b‖2, (66)
sin2
ϕ
2
=
(
1− cosϕ)/2, (67)
cos2
ϕ
2
=
(
1 + cosϕ
)
/2, (68)
sin(ϕ± φ) = sin(ϕ) cos(φ)± cos(ϕ) sin(φ), (69)
cos(ϕ± φ) = cos(ϕ) cos(φ)∓ sin(ϕ) sin(φ). (70)
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