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We generalize the non-Gaussian parameter, which is utilized to characterize the distinction of
dynamics between realistic and Gaussian Brownian diffusions, in k-dimensional Euclidean space.
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I. INTRODUCTION
It is commonly presumed that Fickian diffusion satis-
fies the Gaussian statistics. Namely, the stochastic dis-
placements of the particles induced by the thermal jig-
gling follow a Gaussain (normal) distribution [1]. How-
ever, in recent years, numerous experimental and simula-
tion results indicate that non-Gaussian diffusion is more
prevalent than expected, in which mean-square displace-
ment (MSD) is still proportional to time (Fickian), such
as the diffusion of colloids on phospholipid fluid tubules
[2], and the heterogeneous dynamics of two-dimensional
colloids in hexatic and solid phases [3]. The non-Gaussian
features of these Fickian diffusions call for a general per-
spective and corresponding physical descriptions.
A straightforward but effective way to quantify the het-
erogeneity of the non-Gaussian diffusion, is to examine
the ratio defined as 〈r2n(t)〉/〈r2(t)〉n, where r(t) repre-
sents the displacement at time t and 〈·〉 is the ensemble
average. Through comparing the ratio of the realistic dif-
fusion with that of the Gaussian one, the deviation from
the Gaussian form that diffusion shows can be quanti-
tatively identified. A non-Gaussian parameter αn,k(t)
is thereby defined for this purpose, where k is the space
dimensionality. In 3-dimensional (3D) space, this param-
eter is written as
αn,3(t) = cn,3
〈r2n(t)〉
〈r2(t)〉n − 1 (1)
where cn,3 = 3
n/(2n+1)!! is the non-Gaussian coefficient
in 3D space [4]. A larger |αn(t)| indicates a more hetero-
geneous dynamics of diffusion, and αn(t) = 0 when diffu-
sion follows the Gaussian statistics. However, the general
form of this parameter (i.e., in k-dimensional Euclidean
space) has not yet been obtained, which is the critical
and urgent challenge we address in the present letter.
II. ONE DIMENSION
Firstly, it is essential to summarize the diffusion of
Brownian particles in one dimension as the basis of the
further generalization. We assume that the space is
homogeneous, thereby the diffusivity D remains con-
stant. Afterwards, the self-part of the van Hove func-
tion [Gs(x, t)] [5] can be obtained by solving the one-
dimensional diffusion equation as follow [6],
∂Gs(x, t | x0)
∂t
= D
∂2Gs(x, t | x0)
∂x2
, (2)
with the initial condition given by
Gs(x, t = 0 | x0) = δ(x− x0), (3)
where x(t) and x0 are the positions of the particle at time
t and 0 respectively. Gs(x, t) thereby follows the form
Gs(x, t) =
1√
4piDt
exp
(
− (x− x0)
2
4Dt
)
. (4)
Considering the Galilean invariance, it is feasible to
fix the initial position of the particle at the origin of the
Cartesian coordinates. Therefore, Gs(x, t) can be equiv-
alently rewritten as
Gs(r, t) =
1√
4piDt
exp
(
− r
2
4Dt
)
, (5)
where r(t) is the displacement of the particle as men-
tioned in section I. Hence, Gs(x, t) represents the prob-
ability distribution function of the displacement. Then
we have
〈r2(t)〉 =
+∞∫
−∞
r2Gs(r, t)dr = 2Dt, (6)
〈r2n(t)〉 =
+∞∫
−∞
r2nGs(r, t)dr = (2n− 1)!!(2Dt)n. (7)
Therefore, cn,1 can be set as 1/(2n− 1)!! in one dimen-
sional space.
III. GENERALIZATION IN k-DIMENSION
Under the assumption that the k-dimensional Eu-
clidean space is homogeneous, the diffusions in all di-
rections are independent and share the same diffusivity
2D. Let r = (r1, r2, · · · , rk) be the displacement vector.
Then r follows a multivariate Gaussian distribution, and
the joint van Hove function of r can be given by
Gs(r, t) =
1
(
√
2pi)k
√
|Σ|exp
(
−1
2
r
TΣ−1r
)
, (8)
where Σ is the covariance matrix and expressed as
Σ =


2Dt 0 0 · · · 0
0 2Dt 0 · · · 0
0 0 2Dt · · · 0
...
...
...
. . .
...
0 0 0 · · · 2Dt


k×k
. (9)
Then Gs(r, t) can be explicitly written as
Gs(r, t) =
1
(
√
4piDt)k
exp
(
−
∑k
i=1 r
2
i
4Dt
)
=
k∏
i=1
Gs(ri, t).
(10)
As a consequence, the MSD 〈r2(t)〉 can be obtained by
〈r2(t)〉 =
+∞∫
−∞
(r21 + r
2
2 + · · ·+ r2k)Gs(r, t)dr1dr2 · · · drk
=
k∑
i=1
+∞∫
−∞
r2i
k∏
j=1
Gs(rj , t)drj
=
k∑
i=1


+∞∫
−∞
r2iGs(ri, t)dri ·
k∏
j=1
j 6=i
+∞∫
−∞
Gs(rj , t)drj


=
k∑
i=1
+∞∫
−∞
r2iGs(ri, t)dri = 2kDt. (11)
However, the derivation of 〈r2n(t)〉 is more complex. Us-
ing the multinomial theorem, we have
〈r2n(t)〉
=
+∞∫
−∞
(r21 + r
2
2 + · · ·+ r2k)nGs(r, t)dr1dr2 · · · drk
=
+∞∫
−∞
∑ n!
l1!l2! · · · lk!r
2l1
1 r
2l2
2 · · · r2lkk Gs(r, t)dr1dr2 · · · drk
=
∑ n!
l1!l2! · · · lk!
+∞∫
−∞
k∏
i=1
r2lii Gs(ri, t)dri
=
∑ n!
l1!l2! · · · lk!
k∏
i=1
li 6=0
(2li − 1)!!(2Dt)li , (12)
where l1+ l2+ · · ·+ lk = n, and the sum is taken over all
combinations of nonnegative integer indices l1 through lk
such that the sum of all li is n.
Eq. (12) can thereby be simplified as follow (See sec-
tion i in Appendix for the proof),
〈r2n(t)〉 = (2Dt)n
∑
n!
k∏
i=1
li 6=0
(2li − 1)!!
li!
= (2Dt)n
(2n+ k − 2)!!
(k − 2)!! . (13)
Thus, cn,k is defined as cn,k = (k − 2)!!kn/(2n + k −
2)!!, and the non-Gaussian parameter in k-dimensional
Euclidean space is given by
αn,k(t) =
(k − 2)!!kn〈r2n(t)〉
(2n+ k − 2)!!〈r2(t)〉n − 1. (14)
IV. APPENDIX
i. Proof for Eq. (13)
We use the mathematical induction to prove that Eq.
(13) is exact. The equation that should be examined can
be written as
∑ k∏
i=1
(2li − 1)!!
li!
=
(2n+ k − 2)!!
n!(k − 2)!! (15)
for k, n = 1, 2, · · · , where the meaning of the sum is same
with that in Eq. (12).
Basis: Eq. (7) has demonstrated that Eq. (15) holds for
k = 1 and arbitrary n.
Inductive step: We assume that Eq.(15) holds for k ≤
m and arbitrary n. When k = m+ 1, we have l1 + l2 +
· · · + lm+1 = n. The following relation can thereby be
obtained by using the induction hypothesis when lm+1 is
fixed,
∑
lm+1
is fixed
m∏
i=1
(2li − 1)!!
li!
=
(2n+m− 2− 2lm+1)!!
(n− lm+1)!(m− 2)!! , (16)
where lm+1 = 0, 1, · · · , n. Meanwhile, we have
m∏
i=1
(2li − 1)!!
li!
=
lm+1!
(2lm+1 − 1)!!
m+1∏
i=1
(2li − 1)!!
li!
. (17)
This leads to
∑
lm+1
is fixed
m∏
i=1
(2li − 1)!!
li!
=
lm+1!
(2lm+1 − 1)!!
∑
lm+1
is fixed
m+1∏
i=1
(2li − 1)!!
li!
.
(18)
3Rearranging terms and using Eq. (16), we have
∑
lm+1
is fixed
m+1∏
i=1
(2li − 1)!!
li!
=
(2lm+1 − 1)!!
lm+1!
· (2n+m− 2− 2lm+1)!!
(n− lm+1)!(m− 2)!! . (19)
Hence,
∑m+1∏
i=1
(2li − 1)!!
li!
=
n∑
lm+1=0
∑
lm+1
is fixed
m+1∏
i=1
(2li − 1)!!
li!
=
n∑
lm+1=0
(2lm+1 − 1)!!
lm+1!
· (2n+m− 2− 2lm+1)!!
(n− lm+1)!(m− 2)!!
=
1
n!(m− 1)!! ×
(m− 1)!!
(m− 2)!!×
n∑
lm+1=0
(
n
lm+1
)
(2lm+1 − 1)!!(2n+m− 2− 2lm+1)!!,
(20)
where
(
n
lm+1
)
= n!/[lm+1! · (n− lm+1)!].
Now the goal is to prove
n∑
i=0
(
n
k
)
(2i− 1)!!(2n+m− 2− 2i)!!
= (2n+m− 1)!!× (m− 2)!!
(m− 1)!! . (21)
Based on Eq. (21), it is easy to find that Eq. (15) also
holds for k = m + 1. See section ii in Appendix for the
proof of Eq. (21).
ii. Proof for Eq. (21)
First we have
(1 + x)−
1
2 (1 + x)−
m
2 = (1 + x)−
1+m
2 . (22)
Note that
(1 + x)α =
∞∑
k=0
(
α
k
)
xk, (23)
where |x| < 1. Thereby Eq. (22) can be transformed into
[
∞∑
i=0
(− 1
2
i
)
xi
]
 ∞∑
j=0
(−m
2
j
)
xj

 =
[
∞∑
n=0
(− 1+m
2
n
)
xn
]
.
(24)
Since [
∞∑
i=0
(− 1
2
i
)
xi
] ∞∑
j=0
(−m
2
j
)
xj


=
∞∑
n=0
[
n∑
i=0
(− 1
2
i
)(−m
2
n− i
)]
xn, (25)
we obtain
n∑
i=0
(− 1
2
i
)(−m
2
n− i
)
=
(− 1+m
2
n
)
(26)
by comparing the right sides of Eqs. (24) and (25). Par-
ticularly,(− 1
2
i
)(−m
2
n− i
)
= (−1)n (2i− 1)!!
2ii!
· (2n+m− 2− 2i)!!
2n−i(n− i)!(m− 2)!! ,
(27)(− 1+m
2
n
)
= (−1)n (2n+m− 1)!!
2nn!(m− 1)!! . (28)
Then we have
n∑
i=0
(2i− 1)!!(2n+m− 2− 2i)!!
i!(n− i)!(m− 2)!! =
(2n+m− 1)!!
n!(m− 1)!! .
(29)
Thus,
n∑
i=0
n!
i!(n− i)! (2i− 1)!!(2n+m− 2− 2i)!!
= (2n+m− 1)!!× (m− 2)!!
(m− 1)!! , (30)
which proves Eq. (21).
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