Unobtrusive In-Home Detection of Time Spent Out-of-Home With Applications to Loneliness and Physical Activity I. INTRODUCTION L ONELINESS, or perceived social isolation, is a common condition that is particularly prevalent in elderly where retirement, the death of friends, and the subtle decline in health pose challenges to forming and maintaining friendships. Indeed, nearly 20% of seniors self-report as occasionally lonely [1] , while 5-15% of elders report frequent loneliness [2] . In this population, loneliness is particularly problematic since it predicts morbidity and mortality [3] [4] [5] , causes decreased cognitive functioning [6] , impairs sleep quality leading to daytime dysfunction [7] , [8] , decreases mobility which increases risk of falls [9] , [10] , and reduces quality of life. For these reasons, detection and mitigation of loneliness is critical, as the deleterious effects of loneliness can be reversed with an appropriate intervention [11] . However, physicians currently do not assess loneliness in the clinical setting and many of the aforementioned correlates of loneliness can cause lonely people to go unnoticed by people and programs attempting to reach out to them, making detection of lonely individuals difficult.
Smart homes, which have the ability to continuously and unobtrusively monitor inhabitants [12] [13] [14] , present an ideal means to monitor and detect loneliness at the earliest phases. While multiple approaches to smart home technology exist [15] [16] [17] [18] , memory problems and privacy concerns in the elderly hamper the efficacy of devices worn on the body and cameras in the home. For this reason, our research focuses on unobtrusive and passive sensing of loneliness based on data from motion sensors, contact sensors, computer sensors, and phone sensors. Using this array of sensors, we are developing methods to monitor the covariates of loneliness-for example, sleep quality [19] , frequency of visitor contact [20] , total activity [21] , and time out-of-home-with the goal of developing a robust model of loneliness that can be employed to continuously and unobtrusively detect loneliness in the home. Such a platform would allow lonely individuals to receive much needed help prior to experiencing a host of negative health effects.
The focus of this paper is on using passive sensors for objectively and unobtrusively detecting time spent out-of-home, a critical component of loneliness. This is in large part because loneliness often presents with a decline in physical activity [22] , decreased motor function [9] , and increased risk of depression [23] , all of which are associated with more time spent in the home. Loneliness is also associated with sleep disruptions and daytime dysfunction [7] . Daytime dysfunction may not only increase time spent inside the home, but also reduce activity while in the home. For this reason, accurately detecting when an individual leaves the home will allow us to control for time out-of-home when estimating daytime dysfunction.
While our primary focus is on characterization of loneliness, measuring time out-of-home is also important for other applications. For example, fewer outings has been linked to decreased cognitive functioning, suggesting its importance for detecting cognitive decline [24] . More generally, measuring time spent out-of-home across a large number of individuals allows investigation into general behavioral patterns such as how elderly spend their time during the day, what the regularity of these patterns is over the course of the day, and what sort of changes exist between weekday and weekend out-of-home profiles. In fact, as we suggest next, larger variability in out-of-home profiles may allow detection of individuals at higher risk of loneliness.
Taken together, these applications support the need for an accurate, objective, and unobtrusive method for detecting time out-of-home, especially in elderly populations. In the following, we describe and validate a method for detecting time spent outof-home using a logistic regression-based classifier with inputs derived from passive senor data. After describing the sensor data collection and video ground truth, we discuss the rationale for incorporating different inputs into the classifier followed by a performance assessment. We follow by showing several applications of our methodology to loneliness and physical activity, and conclude with a summary of the contributions of this study.
II. METHODS
In this section, we describe the data collection, the model development, and experimental validation.
A. Data Collection
The data used in this study were collected from the homes of the Intelligent Systems for Assessing Aging Changes (ISAAC) cohort [25] and the ORCATECH Living Lab. These two cohorts currently comprise around 150 seniors living independently in the Portland community who have been monitored for the past three to five years. A core set of technologies is continually maintained in all homes, including pyroelectric motion sensors (MS16A, x10.com) in each room and contact sensors (DA10A, x10.com) on the refrigerator and doors to the home.
To collect ground truth data, motion-activated video cameras (Logitech C600) were installed over the door in the homes of four different subjects. This allowed us to capture when residents entered and exited the home, while minimizing privacy issues by only recording video for 5 s when motion was detected. At installation, we verified that the field of view of the camera was appropriately positioned to detect when people passed through the door. Each individual video file was first labeled with a home identifier and time stamp and then automatically uploaded to our data server. Using these data, outings from the home were hand-annotated. An outing was defined as any period where the resident left the home and closed the door behind them, leaving nobody else in the house. Thirty days of valid video data were collected from each home.
While the cameras collected data, data from motion sensors in each room of the home as well as contact sensors on the doors of the home were simultaneously collected. The infrared motion sensors function by firing a signal each time movement is detected, with a refractory period after firing of about 6 s. The contact sensors are magnetic and fire a different signal when the two magnets are together (the door is closed) than when they are apart (the door is open). These contact data also have heartbeats: if no event occurs within about an hour, the contact sensor emits a signal corresponding to whatever state it is in at present. To remove heartbeats, consecutive data points with the same signal were removed from the data stream.
B. Feature Selection
To derive the features used in the model development, the sensor data from each home were first divided into 5-min epochs. Because most out-of-home events last at least 30 min, this window size was small enough to capture the outing events with high sensitivity, while remaining large enough to facilitate data processing and analysis. For each epoch, 13 features were calculated-five initial features and the forward and backward lags from four of them-and used in the model development.
The first feature included in the model corresponds to the number of sensor firings during each 5-min interval. Because the motion sensors in the home are event driven, the number of sensor firings should be very low or zero when nobody is present in the home. On the other hand, the number of sensor firings should increase when someone is present in the home provided they are moving about. To account for periods where the subject is both home and not moving (e.g., during naps or overnight), our second feature corresponds to whether the subject was in or out of bed, as calculated using the heuristic approach developed by Hayes et al. [19] .
Our next two features correspond to the firing of door sensor events and are designed to capture entry and exit events from the home. Two key observations can be made regarding the door sensor and outings from the home. First, when the subject leaves the home, the last sensor firing in the home during the departure epoch should be a door sensor. Second, when the subject arrives back home, the first sensor firing in the home during the arrival epoch should be a door sensor. In between these two events, few, if any, sensor firings should occur. However, simply looking for these events to happen consecutively is not enough as door sensor firings are noisy and can be missed. For example, if a door-opening event is not recorded, the corresponding doorclosing event will be treated as a heartbeat and removed from the sensor stream. To create the most robust model, we therefore incorporated two separate door sensor features into the model. The first, corresponding to a leaving event, operates on the intuition that periods of inactivity following a door sensor likely correspond to out-of-home events. For this feature, we looked for periods where the door sensor was the last sensor that fired during the epoch. All epochs between this event and the next movement event, where movement is defined as at least three consecutive sensor firings, were labeled as "1," corresponding to epochs where the person was likely out of the home. Our second door sensor feature corresponds to an arrival event and operates on the intuition that periods of inactivity preceding a door sensor firing likely also correspond to out-of-home events. For this feature, we looked for all epochs where the door sensor was the first sensor in the epoch and labeled all epochs between this event and the previous movement event as "1."
The final feature included in the model simply indicates whether the last recorded sensor firing occurred in a room from which the subject could leave the house. This feature was calculated independent of the true home layout. Rather, rooms that were deemed unlikely to leave the home from without first tripping a different sensor (e.g., a bedroom) were labeled "0" while those a resident may be able to directly leave the home from (e.g., the living room) were labeled "1." Each epoch was then labeled according to the value of the last sensor firing. This feature was important to distinguish events where the resident arrived home and opened the door from those where the resident was in the home but not moving when someone else arrived and opened the door. Although using the home-specific layouts could provide better labeling for training purposes, this approach would not readily generalize to new homes.
In order to capture some of the time-series nature of outings from the home, forward and backward lags of one epoch for each feature except the bed feature were also used in the classifier.
C. Model Development
We treated the problem of detecting outings as a binary classification on each epoch. Multiple methods to classify binary data exist (support vector machines, neural networks, logistic regression, etc.), each with its own advantages and disadvantages. However, the focus of this paper is not to compare the different classification techniques, but rather to demonstrate that the features described can be used to separate out-of-home epochs from in-home epochs with high sensitivity and specificity. Because of the ease of interpretability of the results, we chose to use logistic regression, a well-known technique often used for binary classification [26] , to classify the data. Logistic regression is based on the assumption that the "log-odds" of the outcome is linear in the parameters. From this assumption, the conditional probability follows a logistic distribution given by
where y i is a binary indicator variable corresponding to "1" if nobody is in the home during epoch i (the participant is out-ofhome) and "0" otherwise, x i is the feature vector for epoch i, and β represents the vector of model parameters which can be estimated using maximum likelihood. To optimize the model performance and applicability, we trained on the same number of out-of-home events as in-home events. This resulted in training on one-fourth of the in-home epochs (7745 of 30 980 epochs), and three-fourth of the outof-home epochs (7678 of 10 198 epochs). We tested on all the remaining data. For all model fits, we used 1000-fold repeated random subsampling to determine mean out-of-sample performance, parameter estimates, and 95% confidence intervals for sensitivity and specificity with a decision threshold of 0.5 (that is, samples with a probability greater than 0.5 were classified as "out-of-home," and those with a probability less than 0.5 were classified as "in-home").
Initially, the logistic regression model was trained using all the data and all the features discussed previously. Parameter estimates and 95% confidence intervals for each feature were calculated using these data. All features with parameter estimates whose 95% confidence intervals included zero were removed from the model, and the model was refit using the reduced feature set. This process was continued until all included features proved significant. Through this process, four features were removed: the forward and backward lags of the number of sensor firings, the backward lag of the first door sensor, and the forward lag of the last door sensor. All other features were significant. The results of the model with the final feature set are presented next.
III. RESULTS
The logistic regression-based classifier performed well with a sensitivity of 0.939 (95% CI: 0.931, 0.947) and specificity of 0.975 (95% CI: 0.973, 0.977). This high performance can also be visualized in the receiver operating characteristic (ROC) curve shown in Fig. 1 . The ideal threshold for classifying this data is likely 0.51. After this point, a small increase in sensitivity causes large drops in specificity, quickly resulting in dramatic overestimation of time out-of-home.
While reporting sensitivity and specificity is important, the true goal of this model is to estimate how much time an individual spends out of the home. For that reason, calculating the difference between the estimated time out-of-home and the true time out-of-home is important. This difference will vary as a function of the proportion of time spent out-of-home. That is, for individuals who go out frequently, the low sensitivity may cause underestimation of time out-of-home, while we may overestimate the time out-of-home for those who seldom leave. To compute the expected bias in minutes, we estimate the probability of false positive (1 − s p )(1 − p) and of false negative (1 − s e )(p) and evaluate their difference multiplied by the number of minutes in a day:
Here, s p is the specificity of the model, s e is the sensitivity of the model, and p is the proportion of time spent out-of-home. Using this estimate of the bias, Fig. 2 shows the relationship between true daily time out-of-home and the estimate of time out-of-home for a sensitivity of 0.939 and specificity of 0.975. In our population of four subjects, the lowest average daily time out-of-home was 3 h per day. For this subject, the classifier will overestimate their time out-of-home by 19.8 min per day on average. On the other hand, the highest average time out-of-home was 8 h per day, and the classifier will underestimate this subject's time out-of-home by 5.1 min per day on average. Across subjects, the classifier will overestimate time out-of-home by 5.5 min per day on average. Within the range of probable average daily time out-of-home, this classifier performs very well at estimating the true time out-of-home. This performance gives some indication of the noisiness of the sensor data. For example, many of the false negatives (periods classified as "in" when nobody was actually in the home) occurred when sensors would fire in the home while the resident was out, likely due to sources of heat inside the apartment (e.g., space heaters, pets, or sun through the window). Indeed, in two separate homes, we discovered sensors that often fired while the resident was out of the home-one likely due to a computer turning ON and causing a change in heat patterns in the room, and the other likely due to the sun through the window. Because it is nearly impossible to detect and eliminate all misfirings, we did not remove any of these events from the sensor stream. Instead, our performance gives an indication of how the model will perform under true conditions, which are typically noisy.
In general, we were able to handle these noise issues as well as noise associated with the door sensors themselves by accounting for both arrival and departure events. If the arrival door event was excluded from the model, the sensitivity dropped only slightly to 93.1% while the specificity dropped considerably to 82.6%. Exclusion of the departure door event dropped the sensitivity to 90.67% while the specificity remained largely unaffected at 96.6%. This difference between the arrival and departure door sensor events indicates that more errors occur with door sensors when subjects are leaving the home than when they arrive back home. 
IV. MODEL APPLICATIONS
We have shown that our classifier can detect outings from the home with high accuracy. We now examine applications of this model.
A. Loneliness and Outings
In June 2012, subjects from both the ISAAC cohort and the ORCATECH living lab were administered an online version of the UCLA loneliness scale [27] , a well-validated survey for assessing loneliness. This survey asks questions such as "I do not feel alone" and "There are people I feel close to," where response options are: 1) Never, 2) Rarely, 3) Sometimes, and 4) Often. Because this survey was administered online rather than in-person, we also added a response for "do not wish to answer." After reversing the value of negative questions, the value of each answer was summed across the 20 questions to give a loneliness score ranging from 20 to 80, with 80 being the loneliest. The least lonely individual scored 21 on this survey, while the loneliest individual from our cohort scored 60. The mean value was 35 with a standard deviation of 7.87, which is consistent with values obtained by Russell in validating the UCLA Loneliness Scale for the elderly [28] .
We chose to correlate loneliness score with the average time spent outside the home over the five days up to and including survey administration. This interval was chosen to provide the most robust summary of average outings while eliminating as much recall bias as possible. The current analysis included only those subjects with valid sensor data who answered all questions on the questionnaire (34 people) and who live alone. Of those 34 individuals, two were traveling away from home for at least three of the five days prior to filling out the survey and were therefore excluded from this aspect of the study. This left a total of 32 subjects who completed the loneliness survey and had valid sensor data. We used these subjects' data to explore the correlation between outings and loneliness. Fig. 3 shows the correlation between the average time spent outside the home over the course of the four days up to and including survey administration and the corresponding loneliness score. As can be seen, average time outside the home is negatively correlated with the loneliness score, indicating those who spend more time at home tend to be lonelier. This is consistent with research showing a negative correlation between loneliness and physical exercise, social activity, and mobility. Still, the correlation is significant (p = 0.011) but modest (r = −0.44). Obviously, it is possible for some individuals to stay at home but not experience loneliness. Including other factors that influence loneliness such as social contact with others, sleep disturbances, and daytime dysfunction would assist in creating a more complete model of loneliness in the home.
B. Outings by the Time of Day
While the total time spent outside the home is important, various factors can influence the time spent outside the home. For example, in retirement communities, people typically take meals in the central dining hall. Leaving simply to eat a meal may not influence loneliness the same way that leaving to play games with close friends would. For this reason, it is also important to view outings as a function of the time of day.
For this aspect of the study, we used our outing model to compute outings, y for every 5-min interval over the thirty days prior to completing the loneliness survey where y = 1, if the individual was out of the home, and y = 0, if the individual was in the home. By averaging the corresponding y values for each subject and day, we were able to generate a picture of the probability of leaving the home as a function of the time of day. Fig. 4 shows the probability of leaving over the entire population of 51 individuals living alone in the community who completed the survey and had any full days of sensor data during the 30-day period prior to survey completion. Clear peaks can be discerned at around noon and 6 P.M., corresponding to the lunch and dinner hours, respectively. The probability of being out of the home at these times was 0.5, indicating that at noon and 6 P.M., an average of 50% of our elderly population is outside the home on any given day. Furthermore, these subjects are more likely to be out of the home in the early afternoon, perhaps when most errands are completed. Not surprisingly, Fig. 4 also shows that our cohort is almost certainly at home during the night, consistent with sleep patterns.
While trends across the population are important for summarizing how elderly spend their time, individual trends are also important. To illustrate the variability of outing patterns of lonely and nonlonely individuals, we chose to plot the probability of being out for a representative sample of five subjects with varying loneliness scores. Their loneliness scores and corresponding probability of being out of the home are shown in Fig. 5(a) -(e). Clear meal times and an obvious regularity can be discerned in Fig 5(a)-(d) , but this regularity is largely absent in Fig 5(e) -the loneliest individual plotted.
It is worth noting that the individuals in Fig 5(a) , (c), and (d) live in retirement communities where they could take meals in the local dining hall. While the individual plotted Fig 5(a) leaves the home regularly in the late afternoon, the main peaks in Fig 5(c) surround the lunch and dinner mealtimes. This mealtime regularity is also seen in Fig 5(d) , although this individual rarely leaves the home at all. This may suggest that outings other than simple mealtime outings are important in assessing loneliness for individuals living in a retirement community. On the other hand, mealtime outings for individuals living alone in the community may represent an important aspect of socialization, and contribute greatly to decreasing loneliness. This is seen in Fig 5(b) . This individual lives alone in the community and, even though his most common outing times surround the mealtimes, he is not lonely. Likely, he is getting a great deal of socialization when he leaves his home to get a meal with a friend, which helps ward off loneliness. Taking into account these different lifestyles may be important in unobtrusively modeling loneliness in the home.
C. Outings and Physical Activity
Many physical activities are done outside the home, so we tested how outings from the home correlate with self-report of the physical exercise. Concurrent with the administration of the UCLA loneliness scale, subjects also completed a physical activity survey from Berkman's Social Disengagement Index [29] . This 15th item survey queries subjects regarding activities they do both in and outside the home. To get a composite score of outside activities, scores on three questions were reversed: 1) How often do you prepare your own meals, 2) How often do you read books, magazines, or newspapers, and 3) How often do you watch television, as these are activities likely done inside the home. After reversing these scores, the scores on all questions were summed to give a total outdoor activity index.
A plot of the correlation between the physical activity score and the average time spent outside the home over the four days up to and preceding survey administration is shown in Fig. 6(a) . As can be seen, physical activity score is positively correlated with average time spent outside the home (r = 0.415, p = 0.031), indicating outings are also an important measure of physical activity. This correlation is also prone to recall bias. Fig. 6(b) shows a plot of the correlation as a function of the window of observation. While looking at only the same day as the survey generates the worst correlation, the best correlation is seen when averaging around three to seven days of outing activity. The correlation then drops considerably until it plateaus at around 18 days of outing data. This result is consistent with the salience effects seen by Eagle et al. in their correlation of self-report of proximity patterns of other individuals with Bluetooth phone logs [30] , suggesting human recall favors the recent events. 
V. CONCLUSION
We have presented and validated a logistic regression-based classifier to detect outings from the home on longitudinal data from subjects currently monitored in their own homes. Our classifier performs very well with a sensitivity of 0.939 and specificity of 0.975, but it depends heavily on door sensors firing when they ought. Simple tests for door sensor functionality should be employed prior to using this model.
We also discussed several practical applications of our approach. Specifically, we have shown that time outside the house is negatively correlated with loneliness, indicating the utility of time out-of-home in any unobtrusive model of loneliness. We have also demonstrated a general pattern of out-of-home behavior in an elderly population consistent with prior research, and shown that outing patterns vary substantially on an individual level which may be useful in detecting individuals at increased risk of loneliness. We correlated time out-of-home with physical activity and were able to demonstrate that an individual's self-report of physical activity may be subject to recall bias. In conclusion, we expect that being able to accurately detect outof-home events will improve point-of-care in the home setting, particularly for loneliness and other adverse health outcomes whose symptoms present with an increased, decreased, or more variable pattern of out-of-home behaviors. ACKNOWLEDGMENT T. L. Hayes has a significant financial interest in Intel Corporation, a company that may have a commercial interest in the results of this research and technology. This potential conflict has been reviewed and managed by Oregon Health and Science University.
