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SUMMARY
The goal of the this work is to leverage the underlying structure in observations from
dynamical systems to improve tracking performance and efficiently perform dimensionality
reduction. First, we propose the use of the earth mover’s distance (EMD) as a dynamics
regularizer for sparse signal tracking. Traditional tracking algorithms such as the Kalman
filter use the `p-norm to evaluate similarity between the signal estimate and prediction
from the dynamics model. However, the `p-norm does not effectively exploit the geometric
structure or ordering present in the coefficients in many applications such as imaging and
frequency estimation. The EMD is a natural alternative dynamics regularizer which is
inherently aware of the structure between elements by way of a user-defined cost matrix. In
this work, we formulate an EMD-based tracking algorithm and evaluate its performance in
imaging, wavefront, and frequency tracking scenarios with applications to electrophysiology.
Next, we utilize optimal transport formulations to build on other types of structure by
regularizing the sparse plus low rank problem in robust principle components analysis. This
approach is validated through simulations on natural and infrared video sequences. Finally,
we study an efficient dimensionality reduction scheme based on random projections for
observations from a dynamical system which has converged to a low-dimensional attractor





The task of extracting salient information from time-varying data is a central problem in
statistical signal processing and its applications permeate science and engineering. Neu-
roscientists are interested in determining the precise frequencies at which neurons in the
brain oscillate using recordings from electrode arrays; aircraft pilots rely sensor data to
pinpoint the locations of incoming threats; physicists classify fluid flow using images from
high-speed cameras. Each of these examples poses unique challenges such as low signal-to-
noise ratio (SNR), indirect measurements, and real-time or low-power running requirements.
In order to address these challenges, it is crucial that signal processing algorithms can
leverage a-priori information to compensate for noise and missing data. For example, a
target tracking algorithm should leverage the fact that a target is unlikely to teleport across
the scene instantaneously. In this thesis, we explore methods for leveraging two types of
general structure to improve performance in signal processing tasks: the geometric structure
among signal elements and generic low-dimensional (manifold) structure for dynamical
systems evolving on an attractor.
The first type of structure that we will study is the geometric relationship between
elements in streaming measurements of a time varying signal. We assume that the signal
of interest is sparse (i.e., that it may be represented using only a small number of atoms
in a larger dictionary), and that it evolves according to a dynamics model. The goal in
this problem is to estimate the unknown signal from measurements by leveraging the
measurement and dynamics models. Many current methods use the `p-norm as a metric
with which to compare candidate signal estimates to the prediction. The `p-norm however is
unaware of the geometric relationship between signal elements. Consider, for example, an
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imaging scenario where we wish to track a single pixel moving through a scene. An `p-norm
based regularizer assigns equal penalties to any prediction in which the target is not precisely
in the correct location regardless of how far away the erroneous pixel is. Similarly, when
tracking sparse frequency targets, an `p-norm based regularizer on frequencies is agnostic to
how similar the estimated frequency is to the frequency of interest.
The second type of structure studied in this thesis is that of a dynamical system which has
converged to a low dimensional attractor manifold. Manifolds may be intuitively understood
as generalizations of surfaces (in two-dimensions) to higher dimensions, and have proven
to be effective in describing systems whose state depends on a relatively small set of
parameters. For example, [1] studies the manifold structure of images of objects at different
angles. Technological developments over the last few decades have resulted the ubiquity of
sensors which operate at high temporal and spatial resolution, leading to massive amounts
of data from which scientists wish to draw meaningful conclusions. In fact, the amount
of data which we are now able to collect is quickly outpacing our ability to store, process,
and transmit. Dimensionality reduction is the crucial task of finding a lower dimensional
representation of data recorded in a high-dimensional ambient space while leaving the
information of interest intact. Manifold learning one type of dimensionality reduction
which aims to discover the structure of a manifold from data and a host of algorithms exist
toward this end. However, the majority of manifold learning algorithms are computationally
expensive and require batches of data.
1.1 Contributions
In Chapter 2, we propose the earth mover’s distance (EMD) as an alternative regularizer for
tracking time-varying sparse signals and introduce a new causal sparse tracking algorithm:
earth mover’s distance dynamic filtering (EMD-DF). In essence, the EMD measures the
amount of energy required to transform one signal into another, allowing the algorithm to
account for relevant geometric relationships of the sparse coefficient space. The proposed
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EMD-DF is therefore most appropriate in situations where online estimation is necessary
(e.g., closed-loop systems) and where there is a natural geometry to the coefficient space
that should be respected (e.g., meaningful ordering).
In Chapter 3, we explore the infrared search and track problem in which the goal is to
locate a small target from infrared imagery captured from a moving platform. This is a
particularly difficult problem due to low SNR, small target size, and the presence of non-
stationary background clutter. In this aim, we extend the methods described in Chapter 2 to
incorporate additional types of structure, such as low-rank, in order to jointly remove noise
and clutter from the images and track targets of interest. We also develop algorithm variants
which allow for affine transformations of the observed data which results in improved
robustness to instability of the imaging sensor.
Finally, in Chapter 4, we adapt theoretical results for stable manifold embeddings
via random projections to address the problem of efficient dimensionality reduction for
dynamical systems. We study an algorithm which we call randomized filtering which is
is an analog for manifold-modeled data of the fast Johnson-Lindenstrauss (JL) transform
for point cloud data. We demonstrate through a series of simulations on synthetic neural
imaging and fluid flow data that randomized filtering retains enough information to perform
important domain specific tasks like spike recovery and classification directly in the reduced
space.
1.2 Background: optimal transport
Optimal transport (OT) is a body of literature that grew out of the seminal work by Monge
[2]. OT techniques may be used to compare signals whose elements share a geometric
structure, for example Euclidean distance between pixels in an image. Consider for example
the problem of tracking a target in pixel space. If two images X1 and X2 containing
non-overlapping targets are compared with the commonly used `p norm via d(X1,X2) =
‖X1 −X2‖pp, then the distance will be the same regardless of how far away the targets are
3
from each other. In contrast, an OT-based distance function would correctly reflect the
relative distance of the targets.
One well-known OT formulation is the EMD. Intuitively, if we visualize the first signal
as being composed of piles of dirt and the second as holes, the EMD computes the minimum
amount of work needed to fill the holes with dirt. The EMD has recently been increasingly
used in a variety of applications such as image and histogram comparison [3, 4, 5], as well
as for sparse inverse problems [6, 7, 8]. We consider here the EMD for discrete signals
which is defined for two nonnegative input signals x and y by the optimization program














Fij = min (‖x‖1 , ‖y‖1) , (1.1)
where mass flow from the i-th element of x to the j-th element of y, represented by the
elements of the matrix F = (Fij), incurs a cost given by Rij . Often, this cost is defined
as Rij = d(ci, cj) where d is a distance metric and ci represents the discretized support
coordinates of location i. The EMD is the cost associated with the minimum cost flow
under four constraints. The first constraint specifies that flows must be positive. The second
and third constraints enforce conservation of mass (e.g., the total mass flowing out of the
i-th position of x is bounded by x[i]). The final constraint states that the total amount of
flow must be equal to the total mass of the smaller operand signal. This prevents the trivial
solution where no mass flows, resulting in a cost of zero. Although traditional formulations
of the EMD require distribution-like signals (i.e., ones with equal mass), the formulation in
(1.1) allows for signals of unequal mass via the min function in the last constraint. A key
property to note is that the EMD is inherently aware, by way of the distance matrix (Rij), of
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the geometric relationship between elements in its operands. With non-trivial choices for
this distance matrix, the cost to move mass to nearby elements is different than the cost to
move mass over a longer distance. This is in stark contrast to `p metrics, and is the primary
motivation for its use as a tracking regularizer.
The traditional EMD formulation presented here involves solving for O (N2) flow
variables, which has the potential to be computationally prohibitive for large problems.
While recent computational advances exploiting entropic regularization [9] enable fast
numerical approaches to EMD problems (even in variational settings) [10, 11], these
algorithms only approximate the EMD calculation and we defer consideration of these
advances in tracking problems for future work. However, for applications whose distance
cost d is restricted to be the standard Euclidean distance (e.g., video), geometric structure
can be exploited to also reduce the optimization variable complexity in exact EMD solutions
from O (N2) to O (N). In particular, the EMD problem can be reinterpreted as a fluid
dynamics flux problem known as the Beckmann problem [12]. This problem searches for
the optimal flux configuration of a fluid flowing between a source and a sink (i.e., the input
arguments of the EMD problem). The enormous reduction in variables is therefore a result
of physical fluid constraints that, by virtue of its representation, restricts point masses from
“teleporting” across space. We note that this formulation has recently been applied [13] for
computing the EMD between large-scale images.
We will consider the discretization of a D-dimensional flux fieldM ∈ RN×D, whose
support is evenly gridded. For example, for images when D = 2, the columns of a
2-dimensional flux field (with equally gridded horizontal and vertical spacings) may be
reorganized into two flux matricesMx,My ∈ Rnx×ny , each one representing the flux field
in each direction and where N = nxny. The notion of how much each point in the flux field
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is a source or a sink is mathematically described by a linear divergence operator, defined as
div(M )[i, j] = (Mx[i, j]−Mx[i− 1, j])
+ (My[i, j]−My[i, j − 1]), (1.2)
where zero-flux boundary conditions are enforced (i.e., M [i, j] = 0 whenever i or j falls
outside the support). Now, we can re-express the EMD definition in (1.1) as the Beckmann
problem:
demd (x,y) = min
M
‖M‖2,1 subject to div(M ) + y − x = 0, (1.3)
where the rows of M contain points in a D-dimensional vector field and ‖M‖2,1 :=
∑N
i=1 ‖mi‖2 denotes the sum of their Euclidean norms. This optimization searches for the
minimal vector field configuration M whose inward and outward flux contributions are
defined by x and y respectively.
While dramatically reducing the number of optimization variables for exact EMD
calculation under Euclidean distance cost, a key limitation of the Beckmann formulation
is that applications are limited to inputs that to lie in the probability simplex (i.e., vectors
that sum to one). For example, in radar tracking, targets can spontaneously pop in and out,
therefore the total energy is not constant over time. The trivial solution of normalizing their
total energy (to fit these formulations) is a poor choice because individual signal energies
will scale arbitrarily. To exploit the efficiency of (1.3), we will require a reformulation to
adopt the type of constraints in (1.1) that more gracefully allows it to handle applications
where the total energy changes with time.
Other recent works [14] incorporate optimal transport regularizers in inverse problems
using the Sinkhorn algorithm [15, 9]. However, the work presented here is distinct in
several subtle but important ways. First, we propose a partial transport regularizer instead of
the balanced transport regularizer found in the literature [11, 14, 16]. This is important in
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real-world tracking applications where the total signal magnitude varies in time, compared to
signals whose mass remains static. Second, compared to Sinkhorn approaches, our proposed
Beckmann formulation provides an alternative numerical approach that is more efficient (by
virtue of the significantly smaller optimization space, i.e., O (N2) versus O (N)). Sinkhorn
approaches are well known to trade off accuracy with speed via entropy-regularization. In
contrast, the Beckmann formulation reflects the true optimal transport distance (subject only
to negligible discretization errors).
7
CHAPTER 2
EMD REGULARIZED DYNAMIC FILTERING
In this chapter, we propose the use of the earth mover’s distance (EMD) as an alternative
tracking regularizer for causal tracking when there is a natural geometry to the coefficient
space that should be respected (e.g., meaningful ordering) 1. In this chapter, we assume a
sparse signal model due to its state-of-the-art performance in a variety of application domains.
Our proposed earth mover’s distance dynamic filtering (EMD-DF) algorithm is a causal
approach to tracking time-varying sparse signals that includes two variants: one which uses
the traditional EMD as a tracking regularizer for sparse nonnegative signals, and a relaxation
which allows for complex-valued signals. In addition, we present a computationally efficient
formulation of EMD-DF (based on optimal transport (OT) theory), improving computational
scalability for large state vectors. Through a series of simulations, we demonstrate the
advantages of EMD-DF compared to existing methods on tracking sparse targets in state
vectors with multiple dimensions and tracking sparse frequencies in time-series estimation.
In the context of frequency tracking, we illustrate the advantages of EMD-DF in tracking
neural oscillations in electrophysiology recordings from rodent brains. We demonstrate
that EMD-DF causally produces representations that achieve much higher time-frequency
resolution than traditional causal linear methods such as the short time Fourier transform
(STFT).
1The work here was presented in [17, 18, 19] and is in collaboration with Dr. Adam Charles, Dr. John Lee,
and Pavel Dunn. NPB, ASC, and JL contributed equally. Specifically, ASC posed the idea of using the EMD
as a dynamics regularizer and coded the early toy imaging simulations; NPB adapted the formulation to allow
for practical considerations such as signals with complex-valued elements and developed solver code for these
variations. NPB also ran extensive simulations in imaging, wavefront, and frequency tracking applications.
JL developed a partial transport formulation based on the Beckmann problem for improved computational




Tracking algorithms (also called dynamic filtering) aim to improve the performance of
statistical inference procedures for time series by incorporating information from a dynamics
model which describes how the signal evolves. For example, the widely used Kalman
filter [20] efficiently produces optimal estimates from linear measurements under additive
Gaussian noise in the measurement and dynamics models. However, in contrast to these
classic models, sparsity models are extremely non-Gaussian and have become increasingly
popular due to their state-of-the-art performance in a variety of problems (for example
in image processing [21] and compressive sensing [22]). Sparse inference problems with
static data vectors have been studied in depth, resulting in many algorithmic advances and
performance guarantees [23, 22, 24, 25, 26].
In the spirit of the Kalman filter, sparse tracking algorithms have also been introduced
for dynamic filtering when the sparse signals are time-varying and have shown utility in
practice [27, 28, 29, 30, 31, 32, 33, 34, 35, 36, 37, 38, 39]. basis pursuit denoising with
dynamic filtering (BPDN-DF) [38] is one example of a recent algorithm which penalizes
differences between the data and the prediction with an `p-norm to incorporate a dynamics
model into the regularization. However, in many applications with discretized domains,
such `p-norm regularizers disproportionately penalize predictions with slight mismatch in
the signal support because they do not incorporate any knowledge of meaningful geometry
(when it exists) into the penalty. Consider, for example, an imaging scenario where we
wish to track a single pixel moving through a scene. An `p-norm based regularizer assigns
equal penalties to any prediction in which the target is not precisely in the correct location
regardless of how far away the erroneous pixel is. Similarly, when tracking sparse frequency
targets, an `p-norm based regularizer on frequencies is agnostic to how similar the estimated
frequency is to the frequency of interest.
In this work, we propose the earth mover’s distance (EMD) as an alternative regularizer
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for tracking time-varying sparse signals and introduce a new causal sparse tracking algo-
rithm: earth mover’s distance dynamic filtering (EMD-DF). In essence, the EMD measures
the amount of energy required to transform one signal into another, allowing the algorithm
to account for relevant geometric relationships of the sparse coefficient space. The proposed
EMD-DF is therefore most appropriate in situations where online estimation is necessary
(e.g., closed-loop systems) and where there is a natural geometry to the coefficient space
that should be respected (e.g., meaningful ordering). The main contribution of this chapter
is the introduction of EMD-DF at the algorithmic level, the casting of various versions
(e.g., nonnegative coefficients, complex-coefficients) of the problem into tractable numerical
optimizations, and the formulation of highly-efficient approaches that reduce computational
complexity for large-scale problems. Compared to a recent method [14] employing balanced
EMD-regularization based on the celebrated Sinkhorn distances [9], we propose to use the
richer partial transport model [40] based on Beckmann’s formulation [12, 41], to allow
greater numerical efficiency without compromising solution accuracy. Through a series of
simulations, we demonstrate the advantages of EMD-DF compared to existing methods on
tracking sparse targets in large state vectors with multiple dimensions and tracking sparse
frequencies in time-series estimation. In the context of frequency tracking, we illustrate the
advantages of EMD-DF in tracking neural oscillations in electrophysiology recordings from
rodent brains. We demonstrate that EMD-DF causally produces representations that achieve
much higher time-frequency resolution than traditional causal linear methods such as the
short time Fourier transform (STFT). Specifically, this work advances preliminary introduc-
tion and limited demonstration of this approach [17, 18] to include novel formulations to
dramatically reduce computational complexity, more thorough characterization on synthetic




Dynamic filtering is the problem of recovering a time varying signal from noisy measure-
ments with the aid of a dynamics model. Here, we consider the linear observation model
yn = Anxn + σεn, (2.1)
where for each time step n, xn is the underlying signal,An is a linear observation operator,
σεn is Gaussian measurement noise with variance σ2, and yn is the resulting measurement
vector. We model the signal as evolving according to a dynamics function g as
xn+1 = g(xn) + ηn, (2.2)
where ηn is a noise vector called the innovations that accounts for inaccurate modeling
of the dynamics. When g is linear and the signal, observation noise and innovations are
Gaussian distributed, the classical Kalman filter provides an efficient way to compute the
optimal (i.e., minimum expected `2 error) estimate taking into account all measurements up
to the current time step. The estimate produced by the Kalman filter may be expressed as
x̂n = argmin
x




whereGn is the linear dynamics operator,Rn andQn are covariance matrices of the noise
and innovations, and x̂n−1 and Pn−1 are the previous signal estimate and its covariance.
Here, we use ‖·‖B to denote the norm induced by the positive-definite matrix B (i.e.,
‖a‖2B = aTBa). Thus, the Kalman filter may be interpreted as the solution to a least-
squares problem which is regularized by the dynamics model. The Kalman filter and its
extensions [42, 43] have been used exhaustively in many applications throughout science
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and engineering.
Sparsity models have also received much attention from the research community in recent
years. A vector x ∈ CN is said to be sparse if only a few of its elements are non-zero (i.e.,
‖x‖0  N , where ‖·‖0 indicates the number of non-zero elements in the operand). Suppose
y contains noisy observations of x through a linear measurement operatorA ∈ CM×N . For
example, results in the field of compressed sensing show that under certain conditions onA,
x may be recovered from y even when M  N . Of the many sparse inverse algorithms
that exist (e.g., [44, 24, 25, 45, 46, 47, 48]), one popular optimization-based approach is





‖y −Ax‖22 + λ ‖x‖1 . (2.4)
We may interpret this as the solution to a least-squares problem with the `1-norm as a
sparsifying regularizer with parameter λ > 0 controlling the trade-off between measurement
fidelity and signal sparsity. Reweighted-`1 (RWL1) is one notable variation of BPDN that
uses a hierarchical model called a Laplacian Scale Mixture to impose separate distributions
on individual coefficients [49, 50]. Expectation maximization is then employed to estimate
the signal, resulting in an iterative refinement of the signal via
x̂k = argmin
x
‖y −Ax‖22 + λ0
N∑
i=1
λ(k)[i] |x[i]| , (2.5)
where k represents the algorithmic iteration, and λk+1[i] = β|x̂k[i]|+η . RWL1 can yield
sparser solutions than BPDN, however this improved performance comes at the cost of
solving multiple optimization programs.
While the sparse recovery techniques discussed above infer static sparse vectors, recent
work has also extended these ideas to dynamic filtering for sparse time-varying signals.
Early work in this area included batch (i.e., non-causal) approaches [51, 52, 53, 54, 55, 56,
57] and modifications to the causal Kalman filter [29, 30]. More recent causal approaches
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include BPDN-DF which provides theoretical convergence guarantees, and reweighted-`1
dynamic filtering (RWL1-DF) which was found to be more robust to model mismatch
[38]. We describe each of these algorithms in more detail as they provide intuition for the
contributions in this chapter. Furthermore, they offer state-of-the-art performance for causal
algorithms, thus serving as points of comparison in the experiments to be described later.





‖yn −Ax‖22 + λ ‖x‖1 + γ ‖x− x̃n‖
2
2 , (2.6)
where x̃n = g(x̂n−1) is the prediction produced using the dynamics function g. This
additional term encourages solutions which adhere to the dynamics model. Similarly,
RWL1-DF modifies RWL1 by injecting dynamics into the recovery process via an additional
term in the denominator of the weight update equation:
λk+1n [i] =
ξ
β |x̂kn[i]|+ |x̃n[i]|+ η
, (2.7)
where x̂kn is the estimate from the previous iteration of reweighting. Both BPDN-DF and
RWL1-DF show improved performance in the recovery of time varying signals, and RWL1-
DF tends to be more robust to model mismatch in the dynamics [38]. However, because
the reweighting is done pointwise, RWL1-DF fails to capture the geometric relationship
between neighboring signal elements. One might attempt to resolve this problem by blurring
the prediction as a crude approximation to favor nearby vector indices (e.g., as is done
in [58]), however this introduces an undesirable trade-off between tolerance to support
mismatch and retention of dynamics information. At one extreme, using a narrow blurring
kernel only predicts static signals. Conversely, for wide blurring kernels, detail in the
prediction is washed out and dynamics information is lost. Furthermore, this approach
introduces additional algorithm parameters to tune and lowers the sparsity penalty in patches




Figure 2.1: Stylized tracking scenario. The regions labeled x0 and x1 denote the ground
truth signal for time steps n = 0, 1, and x̂1 and x̂′1 denote two candidate estimates. A tracking
regularizer should favor x̂1 which is spatially closer to the ground truth than x̂′1. However,




2.3 Earth mover’s distance dynamic filtering
One drawback of existing tracking algorithms is a lack of robustness to small mismatches in
the locations of the active signal coefficients, which is problematic when there is a geometric
relationship or ordering among the coefficients. For instance, consider the image tracking
scenario depicted in Figure 2.1. We should encourage signal estimates with active pixels
geometrically close to the ground truth (even if the locations do not match exactly) and
we should penalize estimates with active pixels that are far away. Unfortunately, each
candidate estimate looks equally plausible when the error is measured with an `p-norm on
the difference vector (e.g., mean-squared error). Similarly, in the problem of tracking a set
of time varying frequencies, the ordering of the frequencies in the discrete Fourier transform
(DFT) matrix results in a geometric relationship among the DFT coefficients which is not
effectively utilized with `p-norm regularizers. The EMD is a natural alternative regularizer
in both of these scenarios.
We propose a new tracking algorithm, EMD-DF, where the causal estimate of the signal
14





‖yn −Ax‖22 + λ ‖x‖1 + γdemd (x, x̃n) , (2.8)
where x̃n = g(x̂n−1) is the prediction from the previous time step. EMD-DF has a
similar structural form as BPDN-DF at first glance, but the use of an EMD penalty instead
of an `2 dynamics regularizer is non-trivial because the evaluation of the EMD itself
requires the solution of an optimization program. Incorporating the EMD into a dynamic
filtering algorithm algorithm for common signals of interest presents three challenges that
require technical innovation: the traditional formulation of the EMD 1) operates exclusively
on nonnegative vectors, 2) operates on real-valued vectors, and 3) requires a prohibitive
computational complexity for inclusion inside an optimization program. We address each of
these issues in the following subsections.
2.3.1 EMD-DF for nonnegative signals
For the case where the signal of interest is nonnegative, we can substitute the definition of
the EMD into (2.8) and arrive at the following joint optimization over the signal estimate


















Fij = min (‖x‖1 , ‖x̃n‖1) . (2.9)
Here, we adopt the notation argminx,F h(x,F ) = argminx [minF h(x,F )]. The last
constraint is non-linear and thus complicates the evaluation of the optimization program. To
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Fij = u, ‖x‖1 ≥ u, ‖x̃n‖1 ≥ u. (2.10)
The additional term in the objective function encourages the slack variable u to be as
large as possible, while the additional constraints force u to be bounded above by ‖x‖1
and ‖x̃n‖1. Hence, for an appropriate value of µ, u will be equal to min {‖x‖1 , ‖x̃n‖1},
as desired. If the chosen value of µ is too small, the reduction in the objective function
by increasing u is outweighed by the additional mass transport cost so the solution of u
may be smaller than the mass in each of the EMD operands. Thus, µ should be chosen to
be sufficiently large such that u is equal to min(‖x‖1 , ‖x̃n‖1). Further increasing µ has
little effect on the solution aside from numerical errors that arise when the magnitude of
µu is severely unbalanced with the other terms in the objective function. We observed
experimentally that choosing µ to be larger than 10 max(Rij) works well in practice since
the mass transport term is bounded by min(‖x‖1 , ‖x̃n‖1) max(Rij).
2.3.2 EMD-DF for complex-valued signals
In some applications such as tracking in the frequency domain (e.g., DFT coefficients),
the signal of interest is complex-valued. We now expand the formulation of EMD-DF for
nonnegative signals from the previous section to deal with complex-valued signals. Several
modifications to the traditional EMD formulation for nonnegative inputs have been proposed
to allow for signed inputs [59, 60, 61]. A natural model for the purposes of EMD-DF would
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be to simply ignore the signal phase and constrain flows based on the complex magnitude of









subject to Fij ≥ 0,
∑
j






Fij = u, ‖z‖1 ≥ u, ‖z̃n‖1 ≥ u. (2.11)
Unfortunately, the second constraint causes the program to become nonconvex and thus
more difficult to solve using standard tools. Here, we formulate a relaxation which is convex
and easily solved via an off-the-shelf optimization package (e.g., CVX [62, 63] or templates
for first-order conic solvers (TFOCS) [64]). First, we decompose both the real and imaginary
















im ∈ RN+ . Ideally, we would like a decomposition in which the positive
and negative components do not overlap, such as
z+re [i]z
−




im[i] = 0, i = 1, . . . , N. (2.12)
In this case, the magnitude of the real and imaginary parts may be evaluated simply by adding
the corresponding positive and negative component vectors. We can then approximate the






im[i]. When the positive and negative
components do not overlap, this is equivalent to replacing the magnitude (i.e., the `2 distance
in the complex plane) with the `1 distance. Since a2 + b2 ≤ (a + b)2 ≤ 2(a2 + b2) for all
a, b ∈ R+, this approximation is accurate within a factor of
√
2. This ideal decomposition
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always exists; for example, it may be computed using the map a+ = max(a, 0) and










subject to Fij ≥ 0,
∑
j
Fij ≤ z+re [i] + z−re [i] + z+im[i] + z−im[i],
∑
i
Fij ≤ |z̃n[j]| ,
∑
ij




A −A iA −iA
]
,
and z′ is the concatenation of the decomposed real and imaginary parts of z. Note that the
decomposition produced by this optimization is not guaranteed to satisfy (2.12). However,
the `1 regularizer serves to discourage solutions containing energy in overlapping elements
of the positive and negative components.
2.3.3 EMD computational complexity
For general cost distances, the optimization program (2.10) involves solving N signal
variables and an additional N2 flow variables. Thus, the addition of the EMD regularizer
potentially incurs a prohibitive increase in computational complexity compared to algorithms
such as BPDN or RWL1. For general distance costs, note that when only K elements of x̃n
are non-zero the conditions Fij ≥ 0 and
∑
i Fij ≤ x̃n[i] imply that all but K columns of F
contain only zeros. Hence, regardless of the distance cost, we need only solve for NK flow
variables for sparse signal tracking, resulting in significant savings in computational cost
when K  N .
Furthermore, in the common case when the distance cost d is Euclidean, we can exploit
Beckmann’s formulation of the EMD (1.3) to reduce the number of EMD variables from
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O (N2) to O (N). This formulation, however, requires that the signals have unit mass (i.e.,
‖x‖1 = ‖y‖1 = 1), meaning that we cannot simply apply the pre-existing method. In
the following, we outline how a reformulation of the Beckmann problem for unequal total
masses [41] may be incorporated into the EMD-DF program. To allow input arguments with
unequal total mass, we introduce slack variablesw,v to artificially bound the flux from the
original source x and sink y. The modified EMD program is then:
demd (x,y) = min
M ,w,v
‖M‖2,1
subject to div(M) + v −w = 0,
0 ≤ w ≤ x,0 ≤ v ≤ y,
‖w‖1 = ‖v‖1 = min(‖x‖1 , ‖y‖1), (2.14)
where w,v are nonnegative vectors with similar dimensions as x,y. This optimization
searches for the minimal vector field configuration that describes, via the first constraint,
its flux to be travelling between a source w and a sink v. The second constraint describes
the source and sink as nonnegative slack variables that are bounded above by their proxies
x and y respectively; this constraint is analogous to the mass preservation constraints in
(1.1). The last constraint states that the induced flux must be bounded by the total mass of
the smaller operand signal, which is similar spirit in to the fourth constraint of (1.1). This
formulation has N(D + 2) variables, where D is the dimensions of the vector field (e.g.,





‖yn −Ax‖22 + λ ‖x‖1 + γ‖M‖2,1 − µu
subject to div(M) + ṽ − v = 0,
0 ≤ v ≤ x, 0 ≤ ṽ ≤ x̃,
‖v‖1 = ‖ṽ‖1 = u, u ≤ ‖x‖1 , u ≤ ‖x̃‖1 , (2.15)
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where we have introduced another slack variable u to linearize the minimum operator in
(2.14) to make the program convex. The complex variant of EMD-DF given by (2.13) can
also be trivially converted to adopt this formulation, though it is not shown here for the
sake of brevity. As we eluded in section 1.2, (2.15) enjoys the reduction in computational
complexity from O (N2) to O (N) while preserving the benefits of partial optimal transport
(OT) (in contrast to the traditional balanced OT Beckmann formulation) and avoiding the
approximation error associated with methods such as Sinkhorn iterations.
2.4 Results
In this section, we demonstrate the utility and performance of EMD-DF through a series
of simulations on synthetic and real data. First, we consider a stylized example where
the goal is to track sparse targets moving throughout the state space. We then consider a
more physically inspired example consisting of a 2-D network of Kuaramoto oscillators.
Next, we study the problem of tracking time varying frequencies in a 1-D time series then
use the same approach to track neural oscillations in electrophysiology data. Finally, we
demonstrate the significant numerical speed up of EMD-DF due to Beckmann’s formulation.
Throughout these experiments, we use the TFOCS [64] software package to solve the
optimization problems for BPDN, BPDN-DF, RWL1, and RWL1-DF and the variant of
EMD-DF for nonnegative signals. For the complex-valued variant of EMD-DF we use the
CVX software package [62, 63].
2.4.1 Target tracking
This set of simulations is motivated by applications such as magnetic resonance imaging
angiography [65] and microscopy artifact removal [66] which leverage a sparsity model on
a state vector with two spatial dimensions. Each 32 × 32 state vector contains a handful
of positive target coefficients and the remaining elements are equal to zero. Rather than
directly observing the state, we observe noisy linear measurements through a Gaussian
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Figure 2.2: Example state sequence used in target tracking simulations. Each frame is a
32× 32 scene containing K = 0.05N targets which move randomly to adjacent locations
with equal probability. The goal of these simulations is to recover the state from Gaussian
compressive measurements.
Figure 2.3: Example state recovery. The prediction is formed using an identity dynamics
model: x̃n = x̂n−1. EMD-DF is employed to recover the true signal xn using the prediction
and a set of noisy compressive measurements yn = Ax+ σεn. Despite the slight inaccura-
cies in the locations of the predicted coefficients, the EMD regularizer enables nearly perfect
recovery, whereas BPDN misses the majority of the targets.
observation operator (i.e., compressive sensing measurements). At each time step, targets
move randomly to adjacent locations via discrete Brownian motion. An example trajectory
is shown in Figure 2.2.
An example recovery for a single time point is shown in Figure 2.3. Because no
information about the direction of object movement is available, the predictions for each
algorithm are formed using an identity dynamics model (i.e., x̃n = x̂n−1). The EMD
dynamics regularizer shows a clear qualitative benefit, even though the precise locations of
the prediction do not align with those in the ground truth.
Next, we evaluate algorithm performance by quantitatively computing the relative mean-






As before, an identity dynamics model is used for prediction in each of the tracking algo-
rithms. Figure 2.4 shows the rMSE for the same simulated state sequences recovered using
EMD-DF and a host of other sparse recovery algorithms. Note that EMD-DF maintains
the lowest rMSE for the entire segment and the two competing tracking algorithms actually
perform worse than BPDN (which does not account for the dynamics model at all). When
γ = 0, BPDN-DF reduces to BPDN, however we use a modest positive value for γ to
demonstrate how the dynamics mislead recovery when using the `p norm as a regularizer.
The superior performance of EMD-DF reflects its ability to effectively utilize predictions
even if they drift slightly from the true value. Next, the plots in Figure 2.5 demonstrate the
mean performance of the various algorithms as functions of the sparsity level, K, and as a
function of the number of measurements taken, M . Compared to the competing algorithms,
EMD-DF is able to successfully track more targets for a given number of measurements, or
successfully track a given number of targets using fewer measurements.
The error metric (rMSE) used in the simulations so far is based on the `2-norm which
also appears in the EMD-DF objective function. To demonstrate that EMD-DF improves
performance under other metrics as well, we evaluate support recovery performance by
considering a detection task in which an element of the recovered state vector is marked as




2TP + FN + FP
,
where TP , FN , and FP denote the number of true positives, false negatives, and false
positives respectively. The F1 score takes values in [0, 1], where a score of one corresponds
to perfect detection (i.e., all targets are detected without producing false alarms). Figure 2.6
shows F1 score as a function of M , the number of measurements taken. EMD-DF allows for
more accurate recovery of the support using fewer measurements than the other algorithms
shown.
Finally, Figure 2.7 shows rMSE as a function of target movement speed. For low-
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Figure 2.4: Recovery performance over time. Left: the rMSE for estimates produced
by various recovery algorithms (averaged over 20 trials) is plotted as a function of time.
The state size is 32 × 32, measurement vectors have length M = 0.2N , and each frame
contains K = 0.05N targets. EMD-DF is the top performer throughout. An identity
dynamics function is used in all of the tracking algorithms, however only EMD-DF is
able to effectively use the information from the predictions. In fact, the inappropriate
tracking regularizer in BPDN-DF and RWL1-DF (omitted here due to disproportionately
large recovery error) actually degrades performance. Right median recovery rMSE. For each
algorithm, the red line indicates the median rMSE with respect to time. Box boundaries
indicate the 25% and 75% percentiles and whiskers indicate minimum and maximum values
(excluding outliers indicated by red crosses). The rMSE of EMD-DF at each time point is
tightly clustered around its median which is lower than competing algorithms.
speed targets, a static model with a small blurring kernel in the prediction may work well
in conjunction with a traditional regularization approach using an `p norm regularizer.
However, this approach requires another parameter to be continually adapted to the current
target speed and wider blurring kernels result in more information loss in the prediction. To
illustrate these effects, we simulate target tracking over different speeds while incorporating
a 3× 3 averaging filter into the dynamics prediction for RWL1-DF while keeping an identity
dynamics model for the other algorithms. We see in this plot that target speed does affect
the overall performance of all methods tested, but EMD-DF in general demonstrates more
robustness to variations in target speed.
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Figure 2.5: State recovery performance scaling behavior. In each of the simulations,
states are 32× 32 in size and the variance of the noise is σ2 = 0.001. The left plot shows
rMSE as a function of K, the number of targets in each state vector, using M = 0.2N
compressive measurements. On the right is a plot of rMSE as a function ofM , the number of
compressive measurements for K = 0.05N targets. Note that EMD-DF produces the lowest
rMSE throughout the range of M and significantly outperforms competing algorithms in
the measurement constrained regime where the inference problem is particularly difficult.
EMD-DF produces estimates with lower rMSE for a greater number of targets, or using a
fewer number of measurements. Consistent with previous plots, BPDN-DF and RWL1-DF
ineffectively utilize the predictions, resulting in worse performance than BPDN.
2.4.2 Tracking traveling waves
Traveling waves are another form of neural oscillation pattern of interest in the neuroscience
community. For example, wave propagation has been shown to correlate to events and
performance in tasks involving neurosurgical patients [67]. We generate synthetic traveling
wave data using the phase-coupled Kuramoto oscillator model which has been used to
study the properties of traveling waves in neuronal activity [68, 69]. The Kuramoto model
describes the instantaneous phase of each node in an array of linked oscillators via a system
of differential equations. Motivated by the work in [68], we simulate a 40× 40 oscillator
array where the instantaneous phase of oscillator (i, j) with intrinsic frequency ωij depends
on its four nearest neighbors via the equation θ′ij = ωij + 300
∑4
k=1 sin(θk). We choose
ωij = 2 + 0.103i+ 0.359j to produce a linear frequency gradient which has been observed
to yield traveling wave solutions. After solving for the θij , we threshold the oscillator
voltage sin(θij(t)) to extract the wavefront xij(t). The goal of these simulations is to recover
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Figure 2.6: Performance in a detection task as a function of the number of compressive
measurements, M . The F1 score takes values in the interval [0, 1] (higher is better) and is an
aggregate score which balances the precision and recall. In this experiment, we compute
the F1 score for support recovery of the state vector across 20 trials, each consisting of
25 samples in time. State vectors are of size N = 32 × 32 and contain K = 0.05N
targets. EMD-DF enables accurate support recovery using fewer measurements compared
to competing algorithms.
the wavefront from noisy linear measurements y(t) = Φx(t) + ε. We measure upper
bound tracking performance by providing the ground truth previous frame as the prediction.
Figure 2.8 shows how EMD-DF enables nearly perfect recovery compared to BPDN and
BPDN-DF which are unable to effectively use the prediction.
2.4.3 Frequency tracking
In the next series of simulations, we study the performance of EMD-DF for complex-valued
signals via a frequency tracking task. In particular, we observe noisy measurements of a





ak cos(2πfk(t) + φk(t)) + σε(t). (2.17)
where the ak are chosen by dividing the unit interval according to a uniform distribution,
the phases φk(t) are chosen deterministically based on the fk(t) to ensure that y(t) is
continuous, and the last term represents additive Gaussian noise with variance σ2. The
frequencies fk(t) change every ct samples by an amount cf , where ct is an adjustable
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Figure 2.7: Algorithm performance as a function of target speed in target tracking simula-
tions for different levels of noise variance, σ2. State vectors are of size 20× 20 and contain
K = 5 active elements. Performance of BPDN-DF plummets when there is any support
mismatch in the prediction due to its `p-norm dynamics regularization term. By blurring the
prediction, RWL1-DF is able to cope with small support mismatch between the prediction
and the true signal. However, the addition of a blurring kernel introduces another parameter
which may not be feasible to tune. Furthermore, blurring the prediction causes RWL1-DF
to perform worse than BPDN-DF at high noise levels when there is no support mismatch.
By contrast, EMD-DF handles more severe support mismatch with no additional parameters
and its performance scales better as a function of noise level.
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Figure 2.8: Single step recovery of wavefronts from a 40× 40 Kuramoto oscillator array
via linear Gaussian measurements. (Top) A linear gradient in the oscillators’ intrinsic
frequencies results in traveling waves across the array. (Middle) Examples of wavefronts
recovered using several methods. BPDN produces poor recovery performance due to
undersampled (M/N = 0.15) and noisy (σ = 0.08) measurements. Dynamics regularization
in BPDN-DF is of little help due to its inability to effectively utilize the prediction which
has little support overlap with the ground truth signal. EMD regularization is robust to
the mismatch in pixel location between the ground truth and prediction and thus enables
successful recovery of the wavefront. (Bottom row) Recovery performance averaged over 10
trials. Error bars indicate α = 0.01 confidence intervals. (Bottom-left) EMD-DF produces
superior performance for various values of the noise standard deviation σ. (Bottom-right)
The `2-norm dynamics regularization in BPDN-DF actually degrades performance compared
to BPDN for moving targets. In contrast, EMD-DF is substantially more robust to support
location mismatch caused by target movement.
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parameter and cf ∼ N (0, σf ). New values of ct and cf are drawn after each frequency
change. Frequencies are constrained to reside in a specified band; if cf is generated such
that fk(t) + cf is outside of the specified band, cf is regenerated until a permissible value is
produced. In the simulations that follow, data are generated with a sampling frequency of
fs = 256 Hz using K = 3, µt = 40, σt = 0, σf = 4 and each frequency is banded between
0 and 128 Hz.
Our goal is to recover denoised time-frequency plots with greater time and/or frequency
resolution than is possible with standard short-time Fourier transform based methods. This
can be accomplished within the sparse signal tracking framework by estimating sparse
coefficients in an overcomplete DFT dictionary Φ, where
Φmn = exp (i2πmn/N) , (2.18)
for m = 0, . . . ,M − 1 and n = 0, . . . , N − 1. Each element of the complex-valued state
vector x represents a frequency component in the dictionary Φ. In this context, the values
of M and N have a different interpretation than our previous experiments. The parameter
M controls the length of the analysis window. Larger values of M provide lower noise
and higher frequency resolution estimates at the expense of lower temporal resolution. The
parameter N controls the number of overcomplete DFT coefficients. Larger values of N
result in better frequency resolution in the dictionary, but a more challenging inference
problem. We call the ratio S = N/M the oversampling factor. The dynamics model used in
these experiments is a simple denoising function g(x) = τq(x) which sets all but the largest
q elements of x equal to zero. The value of q is a parameter that controls the number of
frequencies to track.
In the following experiments, we compare the performance of EMD-DF to other sparse
recovery algorithms. We note that spectrogram reassignment is an alternative method for
sharpening time-frequency (TF) representations beyond what is possible with the standard
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Figure 2.9: Examples of error computation used in frequency tracking simulations. Spectral
estimates ŝt are shown for a single time slice, and the ground truth at time t is indicated by
st. When the ground truth frequency (marked in green) is contained in the active bin in the
spectral estimate (marked in blue), higher resolution estimates (upper-left) are favored over
lower resolution estimates (upper-right). When the active bin does not contain the ground
truth, estimates with center-of-mass closer to the ground truth are favored, regardless of the
resolution of the estimate (bottom-left vs bottom-right).
STFT [70, 71, 72, 73, 74]. However, reassignment methods involve a batch procedure
which reassigns energy in the spectrogram using a signal dependent transformation of the
time-frequency plane. In contrast, EMD-DF is causal, a feature that is critical in online
applications such as closed-loop control. Therefore, we do not provide a comparison to
reassignment methods in these simulations.
The goal in these simulations is to produce a super-resolution TF representation which
best describes the frequency content defined by the fk(t). However, recovery error, the error
metric used in earlier simulations, is not an appropriate measure of progress toward this
goal. For instance, imagine the problem of recovering the frequency content from noiseless
measurements. Perfect reconstruction could be achieved by estimating frequencies using
the STFT, however the resulting time and frequency resolution may be quite poor. Given
this shortcoming, we will use an alternative error metric, illustrated in Figure 2.9, which
promotes solutions with higher resolution and allows for comparison of representations of
differing resolutions. Each time slice of the spectrum estimate is upsampled to a common
frequency grid with resolution exceeding any of the spectra under consideration. For each
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sample in time, the EMD is computed between the upsampled estimate and the ground
truth. These distances are then summed for each time sample to form an aggregate error.
We remark that although the EMD is used as a regularizer in EMD-DF as well as in the
proposed error metric, it is used in a very different manner in each case. In the error metric,
the EMD is computed between the estimate and the ground truth, while in EMD-DF the
EMD is used to compare candidate estimates to the prediction. Because of this distinction,
EMD-DF does not receive an unfair advantage under this error metric.
Figure 2.10 shows recovery error as a function of measurement noise. Algorithm
parameters (e.g. λ, γ, etc.) are tuned for each noise value via direct search [75]. We find
that using parameters found via this method yield performance that matches or exceeds
those found by manual tuning, a common practice in the evaluation of sparse recovery
algorithms. The dynamics function used in EMD-DF and BPDN-DF is g(x) = τq(x) (i.e.,
set all but the largest q elements equal to zero). The dynamics function used in RWL1-DF
additionally blurs the estimate to approximate a local frequency preference in the inference
as this resulted in improved performance. At low noise levels, the measurements are reliable
enough that high accuracy recovery is possible without dynamics information, so all of the
algorithms perform well. At exceedingly high noise levels, the predictions given by the
dynamics model yield no additional information. In the middle region however, dynamics
significantly aid recovery.
2.4.4 Tracking neural oscillations
In this section, we apply EMD-DF to the problem of spectrum estimation from neurophys-
iology recordings. Oscillatory behavior is prominent in neural recordings in a variety of
settings and is thought to be a fundamental phenomenon in brain function. There is great
interest in the neuroscience community to understand the functional role of these oscillations
[76, 77].
In many studies, the tools used for spectral analysis of neural recordings are based on
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Figure 2.10: Mean spectral estimate error. Left: example of component frequencies and
the resulting (noisy) time series data. Right: Mean spectral estimate error as a function of
noise standard deviation σ for frequency tracking simulations. Observed signals consist of
three frequencies which change randomly every 150 ms according to Brownian motion with
standard deviation equal to 4Hz. The mean error across 1000 trials is shown. Error bars
represent α = 0.01 confidence intervals. For moderate noise levels, EMD-DF outperforms
BPDN and RWL1-DF.
the classical STFT. The time and frequency resolution of such techniques is thus limited by
the uncertainty principle which prevents simultaneously achieving high frequency and time
resolution. Here, we study how higher TF resolution may be obtained by imposing a sparsity
model on the data and using EMD-DF for recovery in an overcomplete DFT dictionary.
In particular, we study the phenomenon of oscillation phase coupling in the theta (4-7
Hz) and gamma (30-80 Hz) bands which is observed in tasks such as memory consolidation
and learning of item-context associations [78, 79, 80, 81, 82]. We begin by generating
synthetic data so that we have a ground truth against which to compare various sparse
recovery algorithms. We generate data which consists of two components: a theta band
frequency and a gamma band frequency which is modulated by that same theta frequency.
More precisely, our simulated data are defined by
y(t) = aθ cos(2πfθ(t)t+ φθ(t))[1 + aγ cos(2πfγ(t)t+ φγ(t))] + ε(t), (2.19)
where fθ(t) and fγ(t) are theta and gamma band frequencies respectively that drift according
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Figure 2.11: Mean frequency recovery error as a function of window length for simulated
neural oscillation signals. Data is generated with a sampling frequency of 256 Hz and
consists of a theta band (4-7 Hz) component and a gamma band (30 - 80 Hz) component
which is modulated by the amplitude of the theta band activity. Frequencies of the theta and
gamma band components change randomly according to Brownian motion every 150 ms
with standard deviations of 0.5 Hz and 6 Hz respectively. Shown above is the mean error
averaged over 300 trials. Error bars represent α = 0.01 confidence intervals. All of the
sparse recovery algorithms offer vastly improved performance compared to the STFT based
spectrogram. EMD-DF is the top performer, especially for shorter window lengths where
the inference problem is particularly difficult.
to Brownian motion, aθ and aγ are their respective amplitudes, and ε(t) is Gaussian noise.
The phases φθ(t) and φγ(t) change at frequency change points to prevent discontinuities. In
the simulations below, we choose aθ = 1 and aγ = 0.2.
We use EMD-DF in the same way described in 2.4.3. In this setting, the power in the
theta band is much greater than that in the gamma band, so recovery of the theta band
component is trivial. Thus, we modify the error metric by masking out the theta band
frequency to concentrate on the recovery of frequencies in the more challenging band.
First, we consider how performance scales as a function of window length, which
directly determines time resolution. Recovery error is plotted as a function of window
length in Figure 2.11. Compared to competing methods, EMD-DF produces estimates
with lower error, especially when shorter window lengths are used. In this experiment, we
keep the oversampling factor constant (S = 5), so using a longer window length results
in higher frequency resolution. Furthermore, including more observations in our analysis
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Figure 2.12: Time-frequency plots for a single channel of tetrode data recorded from the
rat hippocampus. Data is sampled at 250 Hz and an analysis window length of 72 samples
is used for both plots. The spectrogram (left), which is produced using the traditional STFT
with a hamming window, yields lower frequency resolution and severe leakage in the lower
frequencies. The TF plot on the right is produced by EMD-DF with an 5x overcomplete
DFT matrix, resulting in high enough frequency resolution to smoothly track subtle changes
in frequency.
window results in lower noise estimates. Both of these factors outweigh the loss in temporal
resolution, and error thus decreases as a function of window length.
Finally, we employ EMD-DF to estimate the spectrum in a segment of real electro-
physiology data recorded from a tetrode in rat hippocampus [83]. We set the dynamics
function to track the top two frequencies (g(x) = τ2(x)), and use an oversampling factor of
S = 5. Figure 2.12 shows TF plots produced by the spectrogram and EMD-DF Because
EMD-DF utilizes the overcomplete DFT matrix for recovery, it produces a TF plot with
vastly improved frequency resolution. Additionally, the spectrogram suffers from severe
leakage in the theta band frequencies, an artifact which is not present in the sparse TF
representation. Finally, we note that the improved resolution of the sparse TF plot reveals
more subtle oscillatory dynamics that cannot be observed in the spectrogram.
2.4.5 Computational scalability
Given the increases in performance and robustness demonstrated by EMD-DF we are
especially interested in improving computational complexity so that the algorithm can still
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scale well in practical applications with large state spaces. Here we examine the impact of
adapting an approach based on Beckmann’s EMD formulation into our tracking problem. We
note that frequency tracking (from the previous sections) also benefits from this formulation
because it can be treated as a image tracking problem.
We conducted a similar simulation detailed in section 2.4.1 and scaled the problem
between state sizes of 12 × 12 (N = 144) and 48 × 48 (N = 2304), where N is the
total number of state elements. For each state size, the sparsity level was fixed at 5%.
Each experiment was repeated 10 times for statistics aggregation and error bars denote ±1
standard deviation from the mean. Because our major concern is whether the proposed
computational modification degrades EMD-DF performance over the general (but expensive)





i=1(xi − yi)2, where xi and yi are the values of state elements in the respective
solutions. We use the CVX software package (employing interior point methods) for both
formulations for a fair comparison and measure relative runtime on a personal computer
(Intel Core i7 with 3.5 GHz processor speed).
Figure 2.13 shows that by using the Beckmann’s formulation of EMD-DF (2.15), we
obtain a significant speed up over the general formulation of EMD-DF (2.10). Figure 2.13
also shows that the difference between the Beckmann’s formulation of EMD-DF and the
general formulation have very small differences. Taken together, these results demonstrate
that the proposed re-formulation is much more computationally tractable and scalable to
larger problem sizes while producing solutions that are essentially the same as the general
approach.
2.5 Summary and future work
The estimation of signals that traverse a gridded domain can be enhanced by regularizing for
underlying sparsity and dynamical structure. While current tracking methods in the literature
have investigated sparsity in a number of ways, the issue of dynamical support mismatch
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Figure 2.13: Demonstration of computational speed up with comparable solutions. We
compare the runtime and the difference in solutions for two formulations of EMD-DF
EMD-DF (General) (2.10) which adopts generic distance costs, and EMD-DF (Beckmann)
(2.15) which assumes Euclidean distance costs. The left plot demonstrates that EMD-DF
(Beckmann) significantly outperforms EMD-DF (General) in runtime, and in the right plot,
the difference in solutions were shown to be negligible.
remains a challenging open problem. To address this, we apply the EMD as a tracking
regularizer for time varying sparse inverse problems in our proposed EMD-DF algorithm.
The EMD provides a natural geometric framework that specifically computes the amount
of support mismatch between two signals measured over a fixed-grid. However, since the
EMD is itself an optimization problem, this requires a reformulation such that it fits into a
natural setup for sparse inverse problems. In this work, we introduce two convex algorithms
for tracking nonnegative signals and complex-valued signals (as a convex relaxation) and
show empirically that both variants outperform competing sparse recovery algorithms. In
the context of frequency tracking, we show how EMD-DF can be used to produce time-
frequency representations with resolution in both time and frequency that exceed what
is possible with traditional methods like the STFT. In contrast to other approaches for
increasing the readability of time-frequency plots such as spectrogram reassignment, EMD-
DF is a causal algorithm making it applicable for online systems (e.g., for perturbation
experiments or closed-loop control).
Computations using the traditional formulation of the EMD involve O (N2) flow vari-
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ables. In the context of real time tracking using the EMD as a regularizer, this computational
burden can be prohibitive. When transport distances are Euclidean, we show that a reformu-
lation of EMD yields an extremely efficient method that reduces the problem to require only
O (N) optimization variables. This recasting of the problem of interest into a more efficient
optimization program dramatically reduces computational complexity to allow EMD-DF to
be run efficiently for non-trivial problem sizes.
The EMD calculation may remain prohibitive for extremely large problems or for more
general cases that do not use Euclidean distances. Fortunately, recent work in the OT
literature studies methods for more efficient computation of the EMD using a variety of
relaxation techniques. Future work will focus on algorithmic advances [9, 10] to incorporate
these techniques into the problem of sparse signal tracking.
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CHAPTER 3
APPLICATIONS IN OT-REGULARIZED RPCA
The primary objective of this chapter is to explore the utility of optimal transport regular-
ization in infrared target tracking applications1. Accurate detection of small dim targets
in infrared imagery is a crucial component in infrared search and track which has broad
utility in military and remote sensing applications. In this chapter, we extend the signal
model used in the previous chapter to signals which can be decomposed into sparse and low-
rank components. Low-rank models have enjoyed state-of-the-art performance in infrared
tracking applications, but many approaches underutilize dynamics information which has
the potential to improve performance in challenging tracking scenarios. We present two
algorithms, robust principal components analysis with patched unbalanced optimal transport
(RPCA+PUOT) and robust alignment by sparse and low-rank with patched unbalanced opti-
mal transport (RASL+PUOT), which incorporate optimal transport dynamics regularization
and demonstrate improved performance on realistic data. Additional related work including
simulations involving natural video sequences and a proof of convergence for the UOT
proximal algorithm is discussed in section 3.2.
1Key aspects of this work were presented in [84, 85]. This work was completed in collaboration with
Dr. John Lee, Dr. Keith Prussing, and Dr. Samuel Shapero. JL developed the unbalanced optimal transport
formulation, the corresponding proximal algorithm, and the initial UOT regularized RPCA solver. These
results were the focus of [84] for which JL was the primary author. NPB was the second author of [84],
contributing a proof of convergence for the proposed proximal algorithm, a variant of the robust PCA with
UOT-regularized dynamic filtering (RPCA+UOT-DF) algorithm which allows for general real-valued signals
instead of strictly nonnegative ones, and simulation results for real natural video sequences. NPB independently
proposed the use of the EMD as a regularizer in RPCA for infrared tracking applications. NPB was the primary
author on [85] which centered around the infrared tracking problem and presented solvers for two variants of
UOT-regularized RPCA (one tailored for the infrared tracking model, and one which additionally incorporates
an affine transformation of the data). KP and SS provided simulated infrared video data as well as valuable
feedback related to the specifics of the infrared tracking problem.
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3.1 Infrared search and track with optimal transport regularization
3.1.1 Introduction
Infrared search and track (IRST) involves the identification of targets of interest from a
sequence of infrared images and is crucial in military, surveillance, and remote sensing
applications. A crucial component of IRST is the separation and denoising of pixels
containing targets from those containing extraneous objects in the scene called clutter
which may include clouds, reflections, foliage, breaking waves, and variations due to
neighboring materials. Often the distance between the targets and imaging sensor is quite far,
resulting in images where the target occupies only a few pixels which are dim due to optical
scattering. These effects combine to yield in images with low signal-to-noise and clutter
ratios. The resulting small and dim targets lack well-defined edges or easily identifiable
textures which makes the application of traditional visual tracking methods which depend
on these characteristics challenging.
A large body of work on the infrared target detection problem focuses on first removing
background clutter and noise via spatial filtering, and then performing tracking on the
resulting image. Two popular approaches for background removal are the max-mean and
max-median filters [86], and morphological filters like the top-hat filter and its modifications
[87, 88, 89]. A host of other methods have also been explored including wavelet-based
methods [90], modifications to the least mean squares filter [91], partial differential equation
based methods [92], principal components analysis [93], and the kernelized correlation filter
[94]. Another class of work focuses on exploiting particular characteristics of the scene
for background removal. For example, the authors of [95] use a decision tree based on
characteristics of the scene such as the level of clutter and the presence of a horizon line.
Similarly, [96] proposed a method which segments the image into sky, horizon, and water
components and uses specialized processing methods for each area of the image. Tracking
methods are typically based on modifications to standard techniques like Kalman or particle
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filtering [97, 98].
Recent approaches leverage advances in recovery techniques for low-rank plus sparse
models. Early work in this direction introduced the infrared patch image (IPI) model
which decomposes each frame into overlapping patches and assumes a low-rank plus sparse
model which is inspired by the observation that background clutter tends to have a self-
similarity structure, while targets are small [99]. One potential drawback of the original IPI
work is that the recovery algorithm processes each frame in isolation and does not consider
temporal correlation between frames which may be crucial in especially challenging tracking
problems. Other related approaches include the use of an overcomplete dictionary for the
background and target [97], weighted nuclear norm minimization to aid low-rank recovery
[100], total variation norm regularization [101] and the use of a weighted correlation filter for
detection on a low-rank decomposition [102]. The authors of [103] enhanced the IPI model
to include multiple time slices in an attempt to capture temporal dynamics in the model. A
sparse Bayesian learning approach was employed to enforce the low-rank structure, and a
Markov random field (MRF) was used to encourage local similarity in the noise and target
statistics. However, in situations where the target is small, the MRF model which encourages
neighboring pixels to have similar statistics may be in appropriate.
In this chapter, we propose the use of unbalanced optimal transport (UOT) as a regu-
larizer in low-rank plus sparse recovery algorithms for infrared target tracking. We intro-
duce the robust principal components analysis with patched unbalanced optimal transport
(RPCA+PUOT) algorithm for separation of targets from the background in the IPI model,
and robust alignment by sparse and low-rank with patched unbalanced optimal transport
(RASL+PUOT) which further incorporates an affine transformation into the model to allow
for movement of the scene (e.g., due to an unstabilized imaging sensor). Through simu-




Robust principal components analysis for IRST
robust principal components analysis (RPCA) aims to remedy one of the fundamental
weaknesses of traditional principal components analysis — extreme sensitivity to outliers.
Rather than attempting to represent data as the linear combination of a small number of
principal components, RPCA further allows for sparse and potentially large errors. In
particular, RPCA models an input data matrix Y ∈ Rm×n as
Y = B + T , (3.1)
whereB is low-rank and T is sparse. It is shown in [104] that under certain conditions on
the matrices B and T , they may be recovered exactly from Y via Principal Component
Pursuit which solves the following:
min
B,T
λ ‖T ‖1 + ‖B‖∗
subject to B + T = Y . (3.2)
A stable version of RPCA was introduced in [105] which adds an additional noise term to
allow for perturbations to the low-rank matrix:
Y = B + T +N . (3.3)





‖Y −B − T ‖22 + λ ‖T ‖1 + γ ‖B‖∗ . (3.4)
This approach to recovery serves as the basis of the algorithms presented in this chapter.
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Low-rank plus sparse models have enjoyed success in IRST applications. In [99],
infrared images are shown to fit into the low-rank plus sparse framework via the IPI model
which decomposes each video frame into a matrix whose columns are vectorized overlapping
patches from the original image. The authors demonstrate that background scene images
yield a low-rank matrix under this patching procedure and then use RPCA to separate targets
from their background. Subsequent work which enhances the IPI model by incorporating
patches from a sequence of images into the data matrix [103]. This algorithm was shown to
achieve state-of-the-art performance and serves as a point of comparison when we evaluate
our method.
3.1.3 Optimal transport regularization for IRST
In this section, we describe how optimal transport can be used in the context of target
tracking in infrared images. We introduce the RPCA+PUOT algorithm which incorporates
UOT regularization into the traditional RPCA approach for recovering the components of the
IPI model. Next, we enhance the IPI model by further allowing for an affine transformation
of the background patches and introduce the RASL+PUOT algorithm for recovery.
UOT formulation, proximal algorithm, and proof of convergence
As a preliminary, we first introduce the UOT formulation and proximal algorithm (shown
in Algorithm 1) which will be used in the subsequent algorithms as well as proof of its
convergence2. We use the UOT formulation of [84], denoted by Ṽµ for its scalability and
ability to cope with operands of unequal mass. This UOT formulation is based on the
computationally efficient Beckmann problem and is defined as
Ṽµ(x,y) = min ‖M‖2,1 + µ ‖r‖
p
p
subject to div(M )− y + x = r. (3.5)
2Proximal algorithm developed by JL and is presented here for completeness with respect to the convergence
proof.
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When considering functions that appear as part of a larger optimization program as we
will do in the following section, it is often useful to evaluate the corresponding proximal






‖[x0;x1]− [p0;p1]‖22 . (3.6)





L(M , r,x,a), (3.7)
which is solved iteratively in Algorithm 1.
Algorithm 1 Unbalanced Beckmann OT Proximal Algorithm.
Input: M (0), x(0), r(0), a(0), µ, ρ, τ1, τ2
Output: xk
1: k = 1
2: while not converged do
3: mk+1i = S
`2
τ1
(mki − τ1 div∗(ak)i), ∀i








5: rk+1 = S`1µτ1(r
k + τ1a
k)
6: ak+1 = ak + τ2b
k+1
7: end while
The following theorem provides an analytic guarantee that specifies step size conditions
for the convergence of Algorithm 1 to the saddle point of (3.7).
Theorem 3.1.1 (Convergence guarantee). Suppose τ1τ2 < 1λmax(∇2)+3 where λmax(∇
2) is
the largest eigenvalue of the discrete Laplacian operator,∇2. Then the steps in Algorithm 1
produce a series which converges to the saddle point of the Lagrangian, i.e.,
(M k, rk,xk,ak)→ (M ?, r?,x?,a?),
where (M ?, r?,x?,a?) is a solution of (3.7).
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Proof. We proceed by showing that the conditions of Theorem 1 in [106] are satisfied. First,
note that we may rewrite (3.6) as
L(M , r,x,a) = G(M , r,x) + 〈a,Kb〉 − F (a),





‖x− p‖22 + ι+(x),K = [D,−I, I,−I],D
is the matrix corresponding to the divergence operator, b = [vec(M );x; r] and F (a) = 0.
The functions G and F are proper, convex, and lower semi-continuous, and K is a linear
operator. Note that if λ is an eigenvalue of a matrix B∗B, then λ + 1 is an eigenvalue
of the matrix B̃∗B̃ where B̃ = [B,±I] (this is easily verified by noting that if v is the
corresponding eigenvector of B∗B, then [λv;±Bv] is the corresponding eigenvector of
B̃∗B̃). By repeated application of this identity, it follows that λmax(K) = λmax(D∗D) + 3.
SinceDD∗ is the discrete Laplacian operator, λmax(∇2) + 3 is the maximum eigenvalue of
K. Thus, the conditions of [106, Theorem 1] are satisfied when τ1τ2 < 1λmax(∇2)+3 .
RPCA+PUOT












where p indexes over the patches and t indexes over time. The UOT term encodes the
assumption that pixels nearby a target are more likely to contain a target in the next frame
than pixels which are far away. We recover T and B by solving (3.8) via the alternating
direction method of multipliers (ADMM) [107] which splits the problem into a sequence of
smaller problems that are each efficient to solve.
First, we rewrite (3.8) using auxiliary variables to form an equivalent objective function
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‖Y −B − T ‖2F + λ ‖T ‖1 + γ ‖L‖∗







subject to L = T ,
tpt = zpt, tp,t+1 = wp,t+1,
t = 1, . . . , T − 1, p = 1, . . . , P, (3.9)
where ι+(·) is the indicator function which is equal to zero in the nonnegative orthant and
infinity otherwise.
The augmented Lagrangian for (3.9) is then given by
L(B,T ,L,Z,W ,A,C,D) = 1
2
‖Y −B − T ‖2F
+ ι+(T ) + ι+(B) + λ ‖T ‖1

















‖tp,t+1 −wp,t+1 + dp,t+1‖22
)
(3.10)
We proceed by minimizing L with respect toB,T ,L,Z andW in turn. The initialization
and update steps are summarized in Algorithm 2. The minimization with respect to T
involves the `1, `2 and indicator function terms and has a closed form solution via the
shrinkage operator which is defined as S+ρ (x) = max(x − ρ, 0). The update for B is
the solution to a constrained `2 minimization problem which is solved by projection onto
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the nonnegative orthant. The auxiliary variable L involves minimizing the sum of the
nuclear norm and `2-norm terms which has a closed form solution via shrinkage on the
singular values defined by the function S∗ρ(X) = US
+
ρ (Σ)V
∗ where X = UΣV ∗ is a
singular value decomposition (SVD) of the input matrixX . Minimization with respect to







‖[z1, z2]− [x1,x2]‖22 . (3.11)
Finally, we update the dual variables A,C,D as prescribed by ADMM and repeat until
convergence. The algorithm terminates when the primal and dual residuals defined in [107]
both attain values below a provided threshold.
We note that calculation of the SVD represents the most computationally intensive
step in RPCA+PUOT. When the background is well represented using elements from a
known dictionary, solving for B as a sparse combination of these elements may yield a
more efficient method for incorporating a-priori knowledge of structure in the background.
If the background is known to have fixed rank r, it may be tempting to express B as a
product of factors U ,V ∈ RN×r. However, the resulting optimization program over U and
V is non-convex and thus numerical computation of its solution is prone to local minima.
Although this approach may work in practice, we focus on the convex formulation which
allows the use of numerical methods which are guaranteed to converge to a globally optimal
solution.
RASL+PUOT
The sparse plus low-rank model is especially useful when the imaging sensor is stationary
which tends to result in a background matrix with lower rank. Next, we propose a method
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Algorithm 2 RPCA+PUOT
Input: Y , λ, γ, κ, µ, ρ
Output: B,T
1: αpt ← 0 for t = T and ρ otherwise
2: βpt ← 0 for t = 1 and ρ otherwise
3: ζpt ← 1 + αpt + βpt
4: while not converged do
5: fpt ← (ypt − bpt) + αpt(zpt + cpt) + βpt(wpt + dpt)




7: B ← max(0, (ρ(L+A) + (Y − T ))/(1 + ρ))
8: L← S∗γ/ρ(B −A)
9: (zpt,wp,t+1)← prox ρ
κ
Ṽµ(tpt − cpt, tp,t+1 − dp,t+1)
10: A← A+L−B
11: cpt ← cpt + zpt − tpt, t = 1, . . . , T − 1
12: dpt ← dpt +wpt − tpt, t = 2, . . . , T
13: end while
based on the robust alignment by sparse and low-rank [109] algorithm which aims to
improve performance when the imaging platform is nonstationary, such as in maritime or
airborne applications. We augment the sparse plus low-rank model by allowing for warping
of the data matrix by an affine transformation denoted by gτ . Here, τ = (τpt) is the set of
parameters which defines the affine transformation for each image patch in Y . Our model
then becomes
gτ (Y ) = B + T +N , (3.12)












Unfortunately, (3.13) is non-convex with respect to τ , so we adopt a similar strategy as
[109] which iteratively solves a linearized version of the problem. In particular, we denote
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‖gτ (ypt) + Jpt∆τpt − bpt − tpt‖22






We then update the solution of transform parameters via τpt ← τpt + ∆τpt and repeat. To
solve (3.14), we use a similar variable splitting strategy as we did for (3.8) which results in
the augmented Lagrangian given by





























‖tp,t+1 −wp,t+1 + dp,t+1‖22
)
. (3.15)
Successive minimization of each of the variables in (3.15) results in the update steps
described in Algorithm 4. Many of the updates are of a similar form as those in Algo-
rithm 2 with the addition of an `2 minimization to update ∆τ . The full description of the
RASL+PUOT procedure is summarized in Algorithms 3 and 4.
3.1.4 Results
In this section, we first evaluate the efficacy of RPCA+PUOT for tracking scenarios where the
imaging sensor is stationary, and evaluate RASL+PUOT on images with sensor movement.
We compare our results against the algorithm described in [103] (denoted RPCA+MRF)
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Algorithm 3 RASL Outer Loop [109]
Input: Y , λ, γ, κ, µ, ρ
Output: τ ,B,T
1: while not converged do
2: Jpt ← ∂∂τ gτ (ypt)
3: solve for ∆τ in (3.14) via Algorithm 4
4: τ ← τ + ∆τ
5: end while
Algorithm 4 UOT Regularized Inner Loop
Input: Y ,J , λ, γ, κ, µ, ρ
Output: ∆τ ,B,T
1: αpt ← 0 for t = T and ρ otherwise
2: βpt ← 0 for t = 1 and ρ otherwise
3: ζpt ← 1 + αpt + βpt
4: while not converged do
5: ỹpt ← ypt + Jpt∆τ
6: fpt ← (ỹpt − bpt) + αpt(zpt + cpt) + βpt(wpt + dpt)




8: B ← max(0, (ρ(L+A) + (Ỹ − T ))/(1 + ρ))
9: L← S∗γ/ρ(B −A)
10: τpt ← (J (i)pt )−1(tpt + bpt − ypt)
11: (zpt,wp,t+1)← prox ρ
κ
Ṽµ(tpt − cpt, tp,t+1 − dp,t+1)
12: A← A+L−B
13: cpt ← cpt + zpt − tpt, t = 1, . . . , T − 1
14: dpt ← dpt +wpt − tpt, t = 2, . . . , T
15: end while
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which uses a similar signal model and was recently shown to yield state-of-the-art perfor-
mance.
The data used for the simulation was generated using the Georgia Tech simulations
integrated modeling system (GTSIMS) simulator [110, 111]. GTSIMS uses first principals
based physics models driven by the material properties of the scene and environmental
inputs to predict the response of a sensor in an open environment across the visible and
infrared spectrum. GTSIMS also incorporates effects such as optical distortion and sensor
noise to model how light is converted to a signal through a sensor. The simulated images
are of a littoral scene off the coast of Georgia and South Carolina with a scanning IRST in
the long-wave infrared 8 µm to 12 µm band. The full field of regard is 110◦ by 30◦ with an
original image size of 1848× 504 that was down sampled to 232× 64.
Algorithm parameters should be chosen according to several considerations. The joint
scale of the parameters λ, γ, and κ is reflective of the amount of measurement noise which is
penalized via the `2 term in (3.8). Target size and power influence the choice of λ as support
size should be penalized heavily for small targets and weakly for large ones. Changes in
target size or power are accounted for by the parameter µ which penalizes change in mass
from frame to frame. Finally, κ should be tuned according to the target speed since the UOT
penalty grows as the distance between a target in subsequent frames increases.
In practice, we tune these parameters automatically via a simple training procedure.
In particular, we tune the parameters λ, γ, κ and µ for each problem configuration using
direct search [75] over a logarithmic grid. We found this method to yield results which were
at least comparable to manual tuning which is commonly practiced with sparse tracking
algorithms.
In our first set of simulations, we generate data via
Y = B + βT + σN , (3.16)
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Figure 3.1: Example frame of simulated infrared video and representative recovery of sparse
targets. Data are generated via the GTSIMS simulator which utilizes physical modelling and
real terrain data to generate realistic images [111]. The ground truth consists of single pixel
targets which move through the scene. Optimal transport regularization between successive
frames allows RPCA+PUOT to effectively recover each of the targets with minimal noise.
In contrast, standard RPCA contains noise with enough power to be confused for targets,
and misses some targets entirely.
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Figure 3.2: Aggregate tracking performance. The top two plots show how performance
varies as a function of the noise and target power (denoted by β and σ respectively in (3.16)).
The F1-score is takes values in [0, 1] where a score of one represents successful detection of
all targets with no false alarms. The top left plot demonstrates that RPCA+PUOT achieves
superior tracking performance in the presence of heavy sensor noise. The top right plot
shows improved tracking performance in challenging scenarios where the target power is
much less than that of the background. Interestingly, RPCA+MRF performs worse than the
other two algorithms due to its inappropriate modelling of the small targets. Finally, the
bottom plot shows ROC curves which confirm that the superior results shown in the top two
plots are not due to a poor choice of threshold.
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where the columns ofB contain a static background scene, T contains sparse targets which
move at random, and N is a matrix with unit variance Gaussian entries. We use a single
patch (i.e., P = 1) in order to decouple our evaluation of tracking performance from
the image patching and reconstruction procedures which have already been proven to be
effective in [99]. An example image and recovery is shown in Figure 3.1. Standard RPCA
produces many false alarms due to the low signal-to-noise ratio (SNR) in the input image
sequence. RPCA+PUOT in contrast readily recovers each of the targets while suppressing
most of the noise. Figure 3.2 shows the trial averaged receiver operating curve which
demonstrates that RPCA+PUOT allows higher detection accuracy for a given number of
false alarms. Finally, we show how detection performance varies as a function of target
power and noise levels. Default noise and target power were set to 0.01 and 0.07 respectively.
Targets maintain constant power and move at a rate corresponding to a maximum of two
pixels between frames. As an aggregate detection performance metric, we use the F1-score
which is computed as the harmonic mean of the precision and recall. In particular, the
F1-score is given by
F1 =
2TP
2TP + FP + FN
,
where TP, FP, and FN denote the number of true positives, false positives, and false negatives
respectively. The F1-score takes on values in the range [0, 1] where a score of one represents
perfect detection performance. Figure 3.2 demonstrates that RPCA+PUOT allows for
improved detection performance in scenarios with higher sensor noise or lower target power
(i.e., lower signal-to-clutter ratio). We note that the RPCA+MRF method actually yields
degraded performance compared to standard RPCA due to the modeling assumption that
pixels neighboring those which contain target or noise tend to display statistics of that same
class. For the single pixel targets we consider here, this assumption does not hold.
Finally, we evaluate the performance of RASL+PUOT for scenarios where the imaging
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Figure 3.3: Performance of algorithms for simultaneous alignment and low-rank plus sparse
recovery. UOT regularization enables successful target recovery in the presence of more
severe sensor movement. Choosing a shift distance δmax = 5.8, the ROC curve confirms that
RASL+PUOT outperforms standard RPCA regardless of the choice of threshold.
sensor records unstabilized video. We generate data as
Y = gτ (B + βT + σN ),
where τ represents random translation of the input frames. Each frame shifts in the xy-plane
uniformly at random up to a maximum of δmax away from the starting position. Figure 3.3
shows how optimal transport dynamics regularization in RASL+PUOT enables improved
detection performance in the presence of more severe sensor movement.
3.1.5 Summary
While low-rank plus sparse models have proved to be effective in infrared target detection,
many approaches do not effectively leverage dynamics information between successive
frames. We propose the use of optimal transport regularization as a way to enforce temporal
consistency and introduce two new algorithms: RPCA+PUOT which is tailored for the
state-of-the-art IPI model, and an extension, RASL+PUOT, which further models sensor
movement via affine transformations. We demonstrate using realistic simulated data that
these new approaches can improve tracking performance.
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3.2 Compressive RPCA for natural images
Here we present a collection of additional results on UOT regularized RPCA. Whereas
the focus of section 3.1 is specifically on the infrared tracking problem, here we present
a variation of the UOT regularized RPCA problem in which instead of performing strict
denoising, we recover the sparse and low rank components from compressive measurements.
We provide the relevant background and experimental results on real natural images.
3.2.1 Background: compressive RPCA
A rich literature has developed around the idea of sparse and low-rank decompositions [112].
One branch of work focuses on enforcing additional structure on the sparse component to
encourage solutions that vary continuously over time, for example by employing optical
flow based methods [113] or Markov random fields [114]. However, these methods assume
full access to the original video frames and would require non-trivial adaptations to allow
recovery in the context of an inverse problem.








‖yt −Φt(st + lt)‖22
)
+ λ‖S‖1 + γ‖L‖∗, (3.17)
and show how our unbalanced optimal transport (OT) model can easily be incorporated to
use optimal transport as a continuity regularizer on the sparse component.
3.2.2 Results: RPCA+UOT-DF with natural images
We evaluate performance on a video sequence of a person walking through an indoor
scene. The snippet consists of 2 seconds of footage recorded at 30 frames per second
and is downsampled to a resolution of 95 × 160 pixels (T = 60 and N = 15, 200). We
highlight the fact that OT-regularized problems of this size were simply intractable before
our proposed proximal method. In such practical applications, the foreground component
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may be darker or lighter than the background, so we must modify the robust PCA with
UOT-regularized dynamic filtering (RPCA+UOT-DF) formulation to remove the S ≥ 0
constraint. Since the OT formulation takes nonnegative signals as its inputs, we decompose
the sparse component into positive and negative components (in similar fashion as [19,
60, 61, 59]) S = S+ − S− with S+,S− ≥ 0 and add an OT regularization term for each
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We can solve (3.18) via Algorithm 5 which has a similar derivation to the one for the
RPCA+UOT-DF algorithm of [84].
Algorithm 5 RPCA+UOT-DF for real-valued S
Input: Y , λ, γ, κ, µ, ρ
Output: L,S
1: αt ← 0 for t = T and ρ otherwise
2: βt ← 0 for t = 1 and ρ otherwise
3: ζt ← 1 + αt + βt
4: while not converged do
5: f±t ← (±xt ∓ lt ± s∓t ± at) + αt(z±t + b±t ) + βt(w±t + c±t )




7: L← max(0, 1
2
(X − S+ + S− +A+ T −D))
8: xt ← (ΦTt Φt + ρI)−1(ΦTt yt + s+t − s−t + lt − at)







t − b±t , s±t+1 − c±t+1)
11: A← A+X − S+ + S− −L
12: b±t ← b±t + z±t − s±t , t = 1, . . . , T − 1
13: c±t ← c±t +w±t − s±t , t = 2, . . . , T
14: D ←D +L− T
15: end while
16: S ← S+ − S−
In the following simulations, we observe linear random projections measurements (in
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Figure 3.4: Separation of a moving subject from its environment using compressive
measurements of a real video clip. Even under heavy compression (M/N = 0.15), the UOT
regularizer enables nearly perfect recovery and separation of the person walking through the
scene from the background. The foreground recovered by RPCA is noisy and the subject is
all but lost. Although the dynamics regularizer in RPCA+L1-DF reduces noise somewhat,
the `1 regularizer is not able to effectively leverage the continuity between frames and the
subject remains barely distinguishable.
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this case, severely compressed with M/N = 0.15) and use RPCA (3.17), robust PCA with
`1 dynamic filtering (RPCA+L1-DF) and RPCA+UOT-DF (3.18) to extract the moving
person from the background scene. As before, pattern search was employed in the selection
of algorithm parameters. However, to avoid the prohibitive computation time required to
optimize directly with the full resolution data, parameters were chosen by first using pattern
search on heavily downsampled data to obtain an approximation to the optimal parameter
set, and then fine-tuned manually using the original data. Unlike previous simulations,
we found that the relationship γ = λ
√
N did not yield optimal results, so λ and γ were
selected independently. Figure 3.4 shows several example frames which demonstrate how
the UOT regularizer enables successful recovery even after compression. RPCA misses
the foreground almost entirely, while RPCA+L1-DF yields only a crude estimate due to




EFFICIENT RANDOMIZED DIMENSIONALITY REDUCTION
The aim of this chapter is to evaluate the practical use of efficient filtering based on random
projections in realistic data processing scenarios1. Many areas in science and engineering
now have access to technologies enabling rapid collection of overwhelming data volumes, but
lack tools for efficient and effective transmission, storage, and processing. Here we present
randomized filtering (RF) which leverages the fact that in many applications, streaming
high-dimensional data evolves on a low-dimensional attractor manifold. In contrast to
previous chapters, we assume here a non-linear manifold model which is well-suited to
applications where the data vary smoothly as a function of a small collection of parameters.
Compared to other dimensionality reduction approaches, RF embeds non-linear manifold
structure while remaining data-independent and efficient to compute. Although rigorous
mathematical analysis exists for the building blocks of RF, these theoretical results have
until now remained divorced from practical utility. In this chapter, we introduce novel
methods, analysis, and experimental verification to illuminate the practicality of RF in
diverse scientific applications.
1The material in this chapter was presented in [116] and was in collaboration with Dr. Adam Charles and
Dr. Han Lun Yap. HLY developed the core theorem on which this work is based in [117]. NPB extended
this abstract result on distance preserving matrices by posing a concrete filtering algorithm for dimensionality
reduction, proposing example domain specific tasks, and conducting a thorough evaluation on data from a
diverse range of application areas. ASC contributed crucial feedback during the brainstorming stages as well
as on the presentation of the work, especially aspects related to neuroscience.
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4.1 Introduction
Recent developments in sensor technology have presented scientists with a data deluge
wherein the bottleneck in transforming observations into knowledge has shifted from the
acquisition of data to its telemetry, storage, and processing. For example, in the pursuit
of understanding the human brain, neuroscientists are investing massive resources in new
neural recording technology with ever higher spatial and temporal resolution. Should such
technologies reach their end goal of simultaneously recording the activity of every neuron in
the human brain, the resulting data rate to capture a mere bit per neuron per second would be
on the order of 100 Gbps. Indeed, such an endeavor may not be far beyond the horizon using
existing materials and fabrication technologies [118]. Furthermore, recording hardware
must be heavily power-constrained to achieve non-destructive tissue imaging. The ability to
reduce the dimensionality of such data in a flexible and efficient manner is paramount to
progress in such important data-rich applications.
High throughput streaming data compression requires techniques that are efficient (fast
to compute in power constrained environments), data-independent (do not require training
data), and universal (robust to changing data statistics and diverse tasks). Most compres-
sion methods, from classic principal components analysis [119] to modern variational
autoencoders [120, 121], are data-dependent and thus suffer several shortcomings. First,
training data are required to compute the dimensionality reduction map before new data
can be compressed. This limits applicability to streaming and online applications which
lack such training data. Second, such approaches are unsuitable for nonstationary data
wherein the underlying statistics drift from the training dataset. Finally, data acquisition
is often intertwined with the discovery process in which the practitioner does not know
a-priori which features of the data will be important, making it difficult to determine the
appropriate features to preserve. Although online principal components analysis [122]
remedies some of these shortcomings, it incurs a time delay during the online training
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process, has time complexity which is cubic in its accuracy parameter, and is restricted to a
linear subspace model. Here, we present randomized filtering (RF), an alternative approach
based on random projections [123], that possesses the necessary efficiency, universality, and
data-independence for effective dimensionality reduction of streaming high-dimensional
data. In previous work we laid the foundation for RF with a collection of abstract results
for geometry preserving linear transformations [117]. Here we present the theoretical and
technical extensions that make RF a practical tool across diverse scientific applications.
4.2 Methods
In this section, we describe the algorithmic steps involved in RF and present theoretical
results on distance and angle preservation. We then describe methods for evaluating how
well RF preserves the geometry of the input space as well as using the reduced measurements
in practical signal processing tasks.
4.2.1 Stable manifold embeddings
Suppose we observe streaming measurements xt from a dynamical system which is evolving
on a low-dimensional attractor manifoldM ⊂ RN . The application of RF to xt consists
of three steps2 (Fig. 4.1): randomly flipping the sign of each measurement, computing the
discrete Fourier transform (DFT), and randomly subsampling the Fourier coefficients. As
the algorithmic core is the DFT, the fast Fourier transform (FFT) enables a fast, efficient
implementation in only O (N logN) computations. Furthermore, the only filter parameters
are the binary sign flips and a list of Fourier coefficients, meaning that the filter can be
generated independently of the data and stored in O (N) memory.
The benefits of RF are a consequence of the fact that many observations are collected
2The reader may recognize these computational steps as the same ones in the fast Johnson-Lindenstrauss
(JL) transform [124]. The important distinction to note is that the theoretical guarantees for RF assume a much
more powerful manifold data model which is appropriate for streaming measurements as opposed to the finite


























measurement space reduced space
Figure 4.1: Illustration of RF which consists of three steps: 1. randomize the signs of
the input vector; 2. compute the FFT of the result; 3. randomly subsample the Fourier
coefficients. RF maps points from a D dimensional manifold residing in RN to the reduced
space RM where M < N . Theorem 1 guarantees that for sufficiently large M , the mapping
is a stable embedding, i.e., pairwise distances are approximately preserved. Since the main
computational step involves the FFT, the algorithm is of complexity O (N logN).
from a D-dimensional manifold in an N -dimensional ambient space, where N  D.
Manifolds may be intuitively understood as a generalization of two-dimensional surfaces in
three-dimensional space to hypersurfaces embedded in a higher dimension. Manifold-based
modeling has proven effective in describing systems whose state depends nonlinearly on
relatively few parameters, e.g., images of objects at different angles [1] or neural population
activity [125].
The theoretical underpinnings of RF are based on the notion of stable embeddings; i.e.,
functions that preserve distances between pairs of points in the input space. Formally, we
say that a map Φ is a stable embedding ofM if for every pair of points x,y ∈M we have




≤ 1 + δ. (4.1)
Such stable embeddings provide critical robustness to measurement noise that may severely
corrupt the measurements during compression. The following theorem [117] guarantees that
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the map produced by RF is a stable embedding of the input manifold with high probability
as long as the number of measurements M is sufficiently large3.
Theorem 4.2.1. Let M be a compact D-dimensional Riemannian submanifold of RN
with geodesic regularity R, volume V , and condition number τ−1. Let F ∈ CM×N be a
subsampled Fourier matrix whose rows are chosen uniformly from the N ×N DFT matrix,
and let Dξ be a diagonal Rademacher matrix, i.e., the entries along the diagonal of Dξ are



















then with probability greater than 1 − C2ρ, Φ = FDξ stably embeds M with isometry
constant δM. Universal constants that do not vary with any other quantities in the theorem
are denoted by C1 and C2.
Note that the number of required measurements in Equation 4.2 grows linearly in D
(which may be understood intuitively as the amount of “information” encoded by the
manifold), and only logarithmically in the ambient dimension N .
The use of random projections for dimensionality reduction stems from the seminal
work of Johnson and Lindenstrauss [128], who showed the existence of a random projection
operator that stably embeds arbitrary point clouds. Ensuing work expanded this theory to
random embeddings that can be applied efficiently [129] as well as to proving embedding
results for more general manifolds [130]. Theorem 1 unifies these results, providing an
efficient embedding based on random projections that also generalizes to manifold data
models. For streaming scientific measurements where the high-dimensional data is gov-
erned by an underlying low-dimensional dynamical system, combining the manifold model
generalizations with efficient computation is critical for model-free online compression.
3We note that the number of measurements required may be further reduced beyond the bound given
in Theorem 1 by applying appropriate post-processing steps at the filter output [126, 127]. However, for
simplicity of exposition, we adopt the original procedure described in [117].
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4.2.2 Preservation of inner products
In this section, we introduce a result on the preservation of inner products which serves
as theoretical justification for the approximation of the uncompressed estimator in the
neuroimaging simulations. Specifically, under the mild assumption that Φ is a stable
embedding ofM∪−M (i.e. that Φ also stably embeds the manifold’s reflection about the
origin), we develop a bound for the deviation of inner products computed in the reduced
space versus the original space. We note that the bound of [131, Theorem 4] cannot be
applied directly due to its implicit assumption that Φ is also a stable embedding of the unit
vectors in the direction of each point onM. Instead, we have the following theorem.
Theorem 4.2.2. Suppose that `, s ∈M and that Φ is a δ-stable embedding of (M∪−M),
then





Proof. Since Φ is a stable embedding of (M∪−M), we have
1− δ ≤ ‖Φ`± Φs‖
2
‖`± s‖2
≤ 1 + δ,
or equivalently (by expanding the norm in the denominator)
1− δ ≤ ‖Φ`± Φs‖
2
‖`‖2 + ‖s‖2 ± 2 〈`, s〉
≤ 1 + δ.
By the parallelogram law,
〈Φ`,Φs〉 = ‖Φ`+ Φs‖
2 − ‖Φ`− Φs‖2
4
≤ (1 + δ)(‖`‖
2 + ‖s‖2 + 2 〈`, s〉)− (1− δ)(‖`‖2 + ‖s‖2 − 2 〈`, s〉)
4




Similarly, we can show that
〈Φ`,Φs〉 ≥ 〈`, s〉 − δ
2
(‖`‖2 + ‖s‖2).
Taken together, these two inequalities yield the desired result
−δ
2
(‖`‖2 + ‖s‖2) ≤ 〈Φ`,Φs〉 − 〈`, s〉 ≤ δ
2
(‖`‖2 + ‖s‖2).
Remark. If we further assume that x/ ‖x‖2 ∈M ∀x ∈M, then we recover the result in
[131, Theorem 4] which deals mostly with sparse signal models rather than the manifold
models considered here.
4.2.3 Isometry constant estimation
Here we outline a procedure for estimating the isometry constant δ given datasetD ∈ RN×K
with K samples of dimension N . We first compute all pairwise distances in the original
space:
do(i, j) = ‖xi − xj‖2 , i < j ≤ K,
and then in the reduced space
dr(i, j) = ‖yi − yj‖2 , i < j ≤ K,
where Y = ΦD. Next let Q(i, j) denote the ratio of pairwise distances in the reduced space









Q(i, j), Qmax = max
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where we normalize by the mean ratio to account for any constant scaling caused by Φ.
Finally, we take δ to be the worse of the two values above:
δ = max(δlower, δupper).
4.2.4 Estimation with complex-valued measurements: real-valued noise
LetX ∼ N (s, σ2IN) and Z = ΦX where Φ ∈ CM×N . Suppose we wish to describe the
density function associated with Z in order to compute a maximum likelihood estimate
(MLE) of one of the model parameters. Since the mean and covariance matrix of Z are
given by
E [Z] = E [ΦX] = ΦE [X] = Φs,
and
Cov [Z,Z] = E [(Z − E [Z])(Z − E [Z])∗]
= E [(ΦX − E [ΦX])(ΦX − E [ΦX])∗]
= ΦE [(X − E [X])(X − E [X])∗] Φ∗
= ΦCov [X,X] Φ∗
= ΦΦ∗, (4.3)
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respectively, it may be tempting to express the distribution using the well-known formula
for the multivariate Gaussian, i.e.,







where Φ∗ denotes the conjugate transpose of the matrix Φ. Unfortunately, the mean and
covariance matrix alone are insufficient to fully specify the distribution of Z. To see this,
it is useful to instead consider the real-valued random vector produced by the canonical
















where ΦR = <{Φ} and ΦI = ={Φ} denote the real and imaginary components of Φ.
Denoting the resulting measurements by Y = AX , we know from the analysis of real
Gaussian vectors that the distribution of Y is determined by the meanAs and covariance
matrixAAT . The likelihood function is then given by4.




(y −As)T (AAT )−1(yt −As)
}
.
To understand why we cannot use the likelihood function (4.4), we will argue that the
mean and covariance matrix are insufficient to describe the distribution of Y . To begin, we
4We assume here that AAT is non-singular. In the singular case, one may consider a subset of the
entires in Y such that the corresponding covariance matrix is non-singular. Alternatively, we may replace the
determinant and inverse with the pseudo-determinant and pseudo-inverse respectively.
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I ) + i(ΦIΦ
T
R −ΦRΦTI ).
Since ΦΦ∗ contains only sums of the blocks ofAAT , it is impossible to infer the covariance
matrix of Y —and hence the distribution of Z—from the covariance matrix of Z alone.
To specify the distribution of Z, we require one additional quantity called the pseudo-





= ΦΦT = (ΦRΦ
T
R −ΦIΦTI ) + i(ΦIΦTR + ΦRΦTI ). (4.5)
The covariance and pseudo-covariance matrices of Z be used to compute the full covariance
matrix of Y . Thus the mean, covariance, and pseudo-covariance of Z fully specify its
distribution.
If the pseudo-covariance matrix of the noise is equal to zero, then it follows a special
type of complex Gaussian distribution called the circularly symmetric Gaussian [133]. In







R = −ΦRΦTI .













and each block may be computed using the covariance matrix of Z which is given by
ΦΦ∗ = 2ΦRΦ
T
R − 2iΦRΦTI .
In other words, the mean and covariance matrix are sufficient to determine the distribution of
circularly symmetric Gaussian vectors. Furthermore, it may be shown that the corresponding
density function is of the form in (4.4). In the setting of this work, the noise is not assumed to
be circularly symmetric, so we carry out analysis using Y . However, assuming a circularly
symmetric complex noise model as an approximation to the real noise model simplifies
analysis and yields connections to estimators in the uncompressed space, so we also consider
this noise model in subsequent sections.
4.2.5 Estimation with complex-valued measurements: complex-valued noise
We now consider a variation on the problem in the previous section where we instead
assume complex-valued noise. We denote by NC (0,K) the distribution of of a circularly
symmetric Gaussian random vector with covariance matrixK. Our signal model may then
be expressed asX ∼ s+ ε where ε ∼ NC (0, σ2IN). As before, we observe data through a
complex measurement operator Φ ∈ CM×N via Z = ΦX and wish to estimate a parameter
of the model. As in the previous section, the covariance matrix of Z is given by ΦΦ∗, but in
this case, since the noise is circularly symmetric, s and the covariance matrix are sufficient
to fully specify the density function:










We will see in subsequent sections that estimators simplify especially well under this noise
model and the randomized filtering matrix Φ.
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4.2.6 Application: time series estimation from reduced measurements
Suppose s is a spatial profile represented by a vectorized binary mask (i.e., s[i] = 1 if pixel
i contains the cell of interest and 0 otherwise). Let xt = µts+ σε represent the noisy image
at time t whose mean is the spatial template modulated by a time varying parameter µt
which we wish to estimate. In the original space, the distribution function of yt is then given
by







(xt − µts)T (xt − µts)
}
,





Now suppose we are given measurements in the reduced space given by zt = Φxt.
Defining the equivalent measurement matrixA = [AR;AI ] and letting yt = Axt, we have
the distribution function given by




(yt − µtAs)T (AAT )−1(yt − µtAs)
}
,
where C = (2π)−n/2 det(AAT )−1/2. Setting the derivative log likelihood equal to zero






Thus, the estimator is an inner product between the measurements and the spatial profile in
the reduced space after whitening by the matrix (AAT )−1.
While (4.7) is the technically correct MLE for µt, it is also instructive to consider the
estimator under a circularly symmetric complex noise model. In this case, the compressed
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and by (4.6) we have the distribution function







(zt − µtΦs)∗(ΦΦ∗)−1(zt − µtΦs)
}
.
Maximizing the likelihood is equivalent to minimizing the quadratic form in the exponential











































As before, we set the derivative with respect to µt of the log likelihood equal to zero which





In the RF setting, the estimator simplifies significantly. Note that the construction of
Φ for randomized filtering may be expressed as Φ = SFD where S is the matrix which
selects a subset of the rows in the matrix it multiplies, F is the DFT matrix, andD contains
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a Rademacher sequence on its diagonal. Then we have
ΦΦ∗ = SFDDF ∗ST = IM ,





which is the estimator (4.11). Alternatively, in light of Theorem 4.2.2, we may view the
estimator in the compressed space as an approximation of the one in the original space.
4.2.7 Application: classification from reduced measurements
Suppose we measure noisy observations of an image with mean equal to an unknown
element s? from a set of known candidates S:
x ∼ N (s?, σ2IN), s? ∈ S.
The density function is given by




(x− si)T (x− si)
}
,




Now suppose we observe reduced measurements via the RF operator Φ. As before, we
consider the equivalent measurements through the corresponding operatorA which yields
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the likelihood function




(y −Asi)T (AAT )−1(y −Asi)
}
,
so the corresponding classifier is
ŝ = argmin
si∈S
(y −Asi)T (AAT )−1(y −Asi).
Finally, if we approximate the noise as circularly symmetric and note that ΦΦ∗ = IM ,
the likelihood function may be expressed as











Again, we may view this as an approximation to the classifier in the original space which has
error bounded by the isometry constant δ by virtue of the fact that Φ is a stable embedding.
4.3 Results
In this section, we explore the practical utility of RF in various application areas. We first




The sine manifold, also called the complex exponential curve [134], is a one dimensional












where fC is an integer that defines the dimension of the ambient space via N = 2fC + 1.
Because the sine manifold can be easily embedded in arbitrary ambient dimension, and
because bounds exist for its manifold properties (e.g., its reach), the sine manifold is an
informative toy example in the analysis of manifold embeddings [134]. The results in
Figure 4.2 are for a sine manifold with fC = 5, 000 resulting in an ambient dimension of
N = 10, 001.
Cardiac simulation
Mathematical modeling of the heart plays a key role in the development of treatments
for patients with cardiovascular disease. Figure 4.2 shows the isometry constant for RF
applied to data from a modified O’Hara-Virág-Varró-Rudy model [135]. The model we use
incorporates real clinical data and faithfully reproduces key features of action potentials (e.g.
duration, amplitude and resting membrane potential) for patients with heart failure. The
data used here represent the voltage on a three dimensional grid consisting of N = 4, 129
points over K = 12, 500 time samples.
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Calcium imaging
Calcium imaging is a staple neural recording technology in modern neuroscience. We
generate data which simulates some of the key features of wide field calcium imaging
recordings while simultaneously allowing full control over parameters of interest. Our data
generation procedure consists of three components: creation of cell spatial profiles, creation
of temporal events, and synthesis of the final dataset. Cell spatial profiles are generated
sequentially by first centering a two dimensional Gaussian with radius r at a location chosen
uniformly at random. The radius r follows a Gaussian distribution with a mean of one
pixel and a standard deviation of 0.1. The next cell is generated in the same way, but with
probability po the location is chosen such that the cell overlaps with the previous one. With
probability 1 − po, the cell location is again chosen uniformly at random. This process
repeats until Nc cells have been placed and the resulting profiles are vectorized and stored as
the columns of the N ×Nc matrix S. The results in Figure 4.3 use Nc = 512 cells spread
over a 256× 256 pixel field of view.
To generate the temporal event profiles, we perform the following procedure for each
cell: first, generate a spike train in which the time between spikes follows the exponential
distribution (i.e., a Poisson process), but with an additional constraint on the minimum time
between spikes. This modification to the standard Poisson process simulates the refractory
period during which a cell which has just fired is unable to fire again for a specified duration
of time. The rate parameter for each cell is equal to one and the refractory period is 0.3.
Next, we convolve the resulting spike train with a Gaussian bump to simulate the diffuse
temporal profile commonly seen in calcium imaging recordings. The resulting temporal
profile for each cell is stored in the Nt ×Nc matrix T .
Finally, data matrix is constructed by modulating each spatial profile by its corresponding
temporal profile and adding noise viaD = ST T + σε.
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Vorticity equations
The vorticity quantifies a fluid’s localized tendency to rotate. The equations describing vor-
ticity can be derived from the laws of conservation of mass and conservation of momentum,
or from the Navier-Stokes equations. Here we consider shallow fluid flow which is well
approximated by setting up the problem in two dimensions instead of three. For the results
in Figure 4.4, we specify periodic boundary conditions and an initial condition with two
vortex patches next to one another defined by
ω0(x, y) = e
−17.5(x−0.45)2−0.7y2 + e−17.5(x+0.45)
2−0.7y2 .
We solve the vorticity equations (4.12) via spectral methods which are particularly well-
suited for problems defined over rectangular domains with periodic boundary conditions,
yielding fast solutions with accuracy beyond all algebraic orders.
First, we rewrite the top equation in (4.12) as
∂tω = γ∆ω + f − (∇⊥ψ) · ∇ω.
Computing the Fourier transform of the both sides with respect to x and then y, we have
F {∂tω} = F
{
γ∆ω + f − (∇⊥ψ) · ∇ω
}





where kx and ky are the wave numbers over x and y respectively. Similarly, for the bottom
equation of (4.12) we have





We then use MATLAB’s ode45 ordinary differential equation solver to compute F {ω}
and recover ω via the inverse transform.
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Functional magnetic resonance imaging
Functional magnetic resonance imaging measures the brain by using blood flow as proxy for
neural activity. Figure 4.2 shows the isometry constant for the publicly available Enhanced
Nathan Kline Institute-Rockland Sample dataset [136]. We use slices 30–33 which contain
a total of 24,964 voxels over 900 samples in time.
Voltage sensitive dye
Voltage sensitive dye (VSD) is an imaging technique which enables recordings of activations
across multiple cortical columns for use in scientific applications. Figure 4.2 shows the
isometry constant for the dataset reported in [137] which uses VSD to record from the
primary sensory cortex in anesthetized rats for the purpose of studying adaptation to stimuli
in the vibrissa pathway. The dataset contains recordings from multiple experimental trials
for a total of 3,000 image samples containing 22,632 pixels per image.
4.3.2 Distance preservation in practice
Although Theorem 1 guarantees that RF is a stable embedding when condition in Equa-
tion 4.2 is satisfied, we seldom have access to the manifold parameters involved in this
expression. It may thus be unclear how many measurements are required to practically apply
Theorem 1. Given representative data, we can empirically explore the isometry constant
δ as a function of the compression ratio N/M 5. Remarkably, RF produces low estimates
of δ across a wide range of synthetic and real datasets despite using no prior knowledge
of the particular details for each data type (Fig. 4.2). As a point of comparison, low-pass
filtering (LPF)—a dimensionality reduction method with our desired properties of efficiency,
universality and data-independence—has higher isometry constants and therefore cannot
5For a given dataset, pairwise distances are exhaustively computed in the input and output space and the
most severely distorted distance is used to compute the isometry constant δ. The value of δ is averaged over
instantiations of the randomized filtering parameters. More details on this procedure may be found in section
4.2.3.
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Figure 4.2: The isometry constant δ quantifies how well an embedding preserves the
geometry of the input space. A value of δ = 0 corresponds to a perfect embedding where
distances between all pairs of input points are equal to corresponding distances in the
reduced space. Shown are estimates of the isometry constant for several synthetic datasets
(cardiac model [135], the neural imaging data used in Fig. 4.3, the sine manifold [134], and
solutions to the vorticity equations as in Fig. 4.4) as well as real datasets (voltage sensitive
dye imaging from rodent experiments [137] and functional magnetic resonance imaging
[136]). Lower isometry constants may be achieved with far fewer measurements with RF
(left) compared to LPF (right) which lacks similar stability guarantees.
preserve the data geometry critical for ensuing analysis. Note that when using RF in a given
application for the first time, choosing the single compression ratio parameter will require
far less data compared to data-dependent methods which require full training to characterize
the underlying structure. Furthermore, this initial tuning need only be carried out once,
after which the resulting value may be used in a variety of experimental conditions if the
same underlying manifold model applies. As RF becomes more widely used, the choice of
compression ratio may become largely experience driven. To further assess the applicability
of RF in practice, we explore how its geometry preservation translates to real-world data
processing tasks: neural activity inference from calcium imaging and flow classification
from vorticity measurements.
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4.3.3 Application: neural imaging
One rapidly growing area where fast, online compression will be critical to stemming the
data deluge in the near future is in high-density neural recordings such as optical functional
microscopy [138, 139] and high-density electrode designs [140]. While necessary to capture
the many nuances of neural activity, the extremely high resolution of these datasets limits the
ability to efficiently process them or to potentially transmit the data wirelessly from freely
moving animal subjects with chronic implantations. Here we consider one such recording
technology—calcium imaging—which is both a staple neuroimaging technique and actively
being developed to capture larger neural volumes with higher fidelity [141, 142, 143].
To test the applicability of RF to such datasets, we generate synthetic calcium imaging
data with the goal of recovering neural activity directly from reduced measurements6.
Simulated data affords full control over the data characteristics which permits the assessment
of RF in specific parameter regimes. Denote by S ∈ RN×Nc the matrix whose columns
correspond to vectorized cell profiles, T ∈ RNt×Nc the matrix whose columns contain the
temporal profiles of each cell, and D = ST T + σε the data matrix with additive white
Gaussian noise with standard deviation σ. In the absence of noise and cell overlap, the time
series for cell i (denoted by ti) may be recovered via the inner product of the data matrix
with its spatial cell profile7:
t̂i = D
Tsi/ ‖si‖22 , (4.10)
where si is the spatial profile of cell i. Although Theorem 1 does not guarantee complete
recovery of the original data, we can still approximate quantities of interest in the reduced
6Data are generated by first placing Nc circular neuron cell profiles in the W ×H pixel scene. Each neuron
may overlap with the previously generated one with a fixed probability. Temporal dynamics are generated by
convolving a Poisson spiking process over Nt time samples which we subsequently convolve with a Gaussian
kernel intended to approximate the temporal profile seen in calcium imaging.
7In the presence of Gaussian noise, this can be shown to be the maximum likelihood estimator. Cell overlap
may be considered as an additional source of noise.
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/ ‖Φsi‖22 , (4.11)
where Φ is the RF operator. This estimator in the reduced space is an inner product similar
to the one in the original space, but with the dimensionality reduction operator applied to
both the data and cell profiles. Using RF with Equation (4.11), event times are recoverable
using a fraction of the original measurements (Fig. 4.3).
4.3.4 Application: fluid flow classification
A second example of high-dimensional, complex dynamical data arises in the study of
nonlinear fluid flow behavior such as turbulence—a fundamental phenomenon in fluid
mechanics which can be notoriously difficult to model—via optical measurements of the
vorticity fields. Vorticity quantifies the local tendency for rotational movement in a fluid
and, for the case of two dimensional incompressible flow, may be described as a scalar ω





· ∇ω = γ∆ω + f
∆ψ = ω. (4.12)
Inspired by the simulations presented in [145], we consider two vortex patches interacting
8Under mild assumptions on Φ, stable embeddings can also preserve inner products. See Theorem 4.2.2
for a formal statement of this fact.
9Since the measurements are complex-valued, we need to take the real component of the inner product
shown. The full derivation for this estimator is provided in the supplemental materials. Alternatively, one may
consider an efficient real-valued restricted isometry property (RIP) matrix and apply the approach in [117] to
produce a similar guarantee as Theorem 1. For example, operators based on the subsampled discrete cosine
transform are real-valued, efficient, and RIP optimal, although their construction is slightly more complicated
than the one presented here [127].
10The function ω(x, y, t) is the scalar vorticity field, ψ(x, y, t) is the stream function, γ is the kinematic
viscosity, f(x, y) is a forcing function, ∇⊥ = (−∂y, ∂x)T is the perpendicular gradient operator, and







Figure 4.3: (a) Calcium imaging is a neural recording modality commonly used in animal
experiments which uses florescent calcium indicators to measure activity in the brain. (b)
Example frame of simulated wide-field calcium imaging data. (c) The same frame is
blurred and downsampled by a factor of 15 in each spatial dimension as a crude form of
dimensionality reduction. The fine details of the image are lost, especially in regions which
contain overlapping cells. (d-f) Comparison of performance in an event detection task in
synthetic wide-field calcium imaging data. Events are estimated by thresholding the output
of (4.11) and the F1-score is used as the performance metric throughout (higher is better). (d)
RF produces favorable results even after heavy compression. (e) RF outperforms low-pass
filtering up to moderate levels of noise. (f) In the sequential generation of the cell body
templates, a cell is forced to overlap with the previous cell with a prescribed probability. As
the number of overlapping cells increases, low-pass filtering is unable to distinguish activity
between nearby or overlapping cells. In contrast, RF is able to separate activity between
individual cells with significant levels of overlap.
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under the influence of a high-frequency forcing function f defined as
f(x, y) = 0.075
sin(64x+ φ) + sin(32y + φ)
1 + 0.25(cos(128x+ φ) + cos(64y + φ))
. (4.13)
We generate solutions to (4.12) using a forcing function described by (4.13) with an unknown
phase φ chosen uniformly at random from a set of phase candidates {φ1, . . . , φP}, and then
perform classification to determine which phase generated the observed vorticity field. This
classification simply selects the phase that minimizes the distance between the vorticity field






where fφi(x, y) is the forcing function produced by phase φi. The ability to capture the high
frequency content of the forcing term allows RF to produce higher-accuracy phase estimates
than equivalent dimensionality reduction using LPF (Fig. 4.4).
4.4 Discussion
These two applications, taken together, demonstrate of the power of universal dimensional-
ity reduction with RF. Despite the vastly different datasets, the dimensionality reduction
procedure used was identical. It required no knowledge of either the data features or the
post-compression task, making it extremely useful in discovery oriented experiments where
the characteristics of interest are yet unknown.
We have explored the potential of RF by evaluating its performance on practical filtering
tasks, but its applicability is in no way limited to this use case. As RF preserves the manifold
geometry underlying the observations, it is compatible with other techniques that depend on
this structure, such as hypothesis testing, clustering, regression, classification and manifold








Figure 4.4: (a) Vorticity is a quantity which describes the local tendency of a fluid to rotate.
By first measuring the velocity field, for example using particle image velocimetry as shown,
vorticity may be measured experimentally. (b) Example of one frame in time of the solution
to the vorticity equations described in Equation (4.12). (c) Crude dimensionality reduction
is performed by resizing the image by a factor of 15 in each dimension using LPF and
downsampling. As expected, the high-frequency content has vanished. (d-f) Performance
in a phase classification task on solutions to the vorticity equations. Solutions are generated
with forcing functions that have a certain unknown phase from a known set of candidates.
The task is to classify which phase was used to generate the solution based on compressed
measurements of the solution. (d) RF achieves a low classification error rate even after
2− 3 orders of magnitude of compression. (e) RF produces superior phase classification
performance in noisy conditions, whereas information necessary for classification is com-
pletely lost under low-pass filtering. (f) RF allows for correct classification more often than
low-pass filtering even when the problem is made more difficult by drawing phases from a
larger set of candidates.
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applications, RF could even be implemented optically by using a lens to calculate the DFT
and remove the computational cost associated with dimensionality reduction completely.
The development of new dimensionality reduction tools is essential in ensuring that data
abundance is a blessing and not a curse. Here we have demonstrated a simple yet powerful
dimensionality reduction tool with wide applicability. The shift from deterministic to ran-
domized schemes represents a fundamental change in the way we think about dimensionality





Understanding the underlying structure of our observations in scientific and engineering
tasks is crucial especially in scenarios where measurements contain uncertainty. One source
of such uncertainty is noise in the measurement process (e.g. an imaging sensor operating
in low light conditions). Alternatively, uncertainty may arise due to design constraints of
the measuring system which necessitate subsampling to ease the burden of the telemetry
and processing pipelines. In each case, leveraging a-priori knowledge of the structure in the
underlying system can enable vastly improved performance.
In this thesis, we primarily explore two types of structure: geometric structure among
signal elements and smooth manifold structure.
• In Chapter 2, we consider problems where the signals of interest have a natural ge-
ometry or ordering over their elements. Optimal transport proves to be a powerful
framework for exploiting this geometric structure which can lead to significant per-
formance improvements in time series target tracking applications. We introduce
several variants of the earth mover’s distance dynamic filtering (EMD-DF) algorithm
which are shown to improve performance in tracking targets in imaging applica-
tions, tracking wavefronts in oscillator network models, and tracking frequencies in
electrophysiology simulations.
• Next, Chapter 3 explores how optimal transport can be combined with other structured
models by incorporating optimal transport (OT) regularization in the well-known
robust principal components analysis (RPCA) problem. Simulations on natural and
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infrared video sequences demonstrate how OT can encode target continuity between
neighboring images and enable successful tracking.
• Finally, Chapter 4 considers efficient dimensionality reduction for data from a dynam-
ical system which evolves on a low-dimensional attractor manifold. We build on the
theoretical foundation laid out in [117] by proposing a practical filtering scheme. We
demonstrate that randomized filtering may be suitable in a host of application areas
despite the fact that it uses no training data in its construction. Even in the absence of
signal recovery guarantees, we show that practical tasks such as parameter estimation
and classification can be performed in neuroscience and fluid mechanics applications.
5.2 Limitations
As we demonstrated in chapters 2 and 3, optimal transport regularization can significantly
improve tracking performance in many problems. However, we found that the benefits of
OT regularization truly shine in particularly challenging tracking scenarios (i.e., ones with
high compression ratio or low signal-to-noise ratio (SNR)) where conventional methods fail.
In problems with limited uncertainty, simpler methods such as the Kalman filter or basis
pursuit denoising with dynamic filtering (BPDN-DF) may be offer acceptable performance
without incurring the computational penalties associated even with efficiency-oriented OT
approaches. Thus, we recommend its use primarily after less complex methods have already
been applied without success.
On the other end of the spectrum, the dimensionality reduction tools presented in
Chapter 4 are extremely efficient and make very mild assumptions about the manifold
structure of the underlying system. However, specialized methods which leverage domain
specific knowledge typically yield superior performance. Thus, the randomized filtering
approach presented here is best used when domain specific methods are unavailable or are
too computationally intensive to be used at the required scale.
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5.3 Conclusions and future work
Taken together, the results of this thesis highlight the trade-off that model sophistication
presents between performance and practicality. We demonstrate in several application
areas that tracking regularizers which more faithfully represent similarity between operands
can yield superior performance compared to the simpler methods which are traditionally
used. However, these benefits come at the cost in terms of computational complexity as
well as ease-of-use (e.g., more involved implementation and parameter tuning). In many
cases, traditional regularizers may provide sufficient descriptive power of the discrepancies
between signals and the use of more complicated regularizers is not justified (e.g., when
target signal elements between temporal samples contain significant overlap).
This thesis represents a starting point for future development in OT regularized tracking
algorithms. In the context of dynamic filtering, we focussed on tracking targets that are
sparse in the canonical basis. One avenue of future research might involve expanding these
ideas to sparsity models in other bases which will require careful consideration of meaningful
ways to compute distances between the sparse coefficients. For example, how one might
consider incorporating wavelet tree structure into the optimal transport ground distance to
enable tracking of natural images (which are known to be sparse in wavelet bases) without
the need for the low-rank plus sparse structure studied in Chapter 3. Another direction
for subsequent work may consider alternative mass transport models. We generalized the
simple case of nonnegative signals by approximating the modulus of elements in complex-
valued signals for the purpose of frequency tracking, but alternative models may be more
appropriate in other application areas. Finally, future work might consider incorporating
models for more complicated signal types such as color images.
The results presented here demonstrate that simple randomized approaches can provide
a powerful dimensionality reduction tool in scenarios involving extreme data volumes.
Although randomized algorithms have grown in popularity in many engineering disciplines,
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we believe there are still hurdles to overcome before we see widespread use of these
techniques for scientific discovery. In particular, the idea of using randomized measurements
with no recovery guarantees of the original signal may feel uncomfortable to practitioners in
fields where deterministic sampling methods (e.g. based on the Shannon-Nyquist theorem)
have dominated as the de-facto measurement scheme. However, as data volumes continue to
soar, we believe randomized measurement systems will become commonplace by necessity.
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