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Embedding of Cq and Rq into noncommutative Lp-spaces,
1 ≤ p < q ≤ 2
Quanhua Xu
Abstract
We prove that a quotient of subspace of Cp ⊕p Rp (1 ≤ p < 2) embeds completely iso-
morphically into a noncommutative Lp-space, where Cp and Rp are respectively the p-column
and p-row Hilbertian operator spaces. We also represent Cq and Rq (p < q ≤ 2) as quotients
of subspaces of Cp ⊕p Rp. Consequently, Cq and Rq embed completely isomorphically into
a noncommutative Lp(M). We further show that the underlying von Neumann algebra M
cannot be semifinite.
0 Introduction
In the recent remarkable work [J1], Junge proved that Pisier’s space OH (the operator Hilbert
space) embeds completely isomorphically into the predual of a QWEP von Neumann algebra. He
further showed in [J2] that the von Neumann algebra in question can be chosen to be hyperfinite.
Junge’s proof consists of two steps. The first one is to represent OH (in a precise way) as a
quotient of subspace of C ⊕R, where C and R are the usual column and row Hilbertian operator
spaces. (By a quotient of subspace of X we mean a quotient of a subspace Y of X .) His tool for
this representation theorem is a formula due to Pusz and Woronowicz on the square root of the
product of two commuting positive operators on a Hilbert space (cf. [PW]). The second step is a
kind of Khintchine type inequality involving a three term K-functional. Junge obtained such an
inequality via reduced free product by using Speicher’s central limit theorem (cf. [Sp]).
Junge’s arguments were simplified by Pisier [P4]. The fact that OH is a quotient of subspace of
C ⊕R has been already known before [J1] (see [P1, Exercise 7.9]). Pisier’s approach to this is via
the complex interpolation. Junge’s second step above was then replaced in [P4] by a Khintchine
type inequality for the generalized circular systems obtained in [PS].
The fact that the complex interpolation can be used instead of Pusz-Woronowicz’s formula is
not surprising since this formula is intimately related to interpolation. Indeed, it can be shown
that Pusz-Woronowicz’s formula is equivalent to the real interpolation of weighted L2-spaces. This
will be discussed in details in the forthcoming work [JX3] (see also section 3 below for a brief
discussion).
The purpose of the present paper is to consider the same embedding problem for the p-column
and p-row spaces Cp and Rp. Recall that Cp (resp. Rp) is the subspace of the Schatten class Sp
consisting of matrices whose all entries but those in the first column (resp. row) vanish. Both Cp
and Rp are isometric to ℓ2 as Banach spaces. Note that C2 and R2 coincide with OH (completely
isometrically), and C∞ and R∞ are just C and R respectively.
We will prove that if 1 ≤ p < q ≤ 2, then both Cq and Rq embed completely isomorphically into
a noncommutative Lp-space. An intermediate result is that Cq and Rq are quotients of subspace
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of Cp ⊕pRp. We will present in section 3 two proofs for this representation result. The first one is
via the complex interpolation as in [P4], whereas the second is based on the real interpolation.
Besides the representation of Cq as a quotient of subspace of Cp ⊕p Rp, another ingredient of
the embedding theorem above is the Khintchine type inequality for generalized circular systems in
noncommutative Lp-spaces from [X1]. We will recall in section 4 this inequality, and also give its
Fermionic analogue (at least for p > 1).
More generally, we will show that any quotient of subspace of Cp ⊕p Rp (1 ≤ p < 2) embeds
completely isomorphically into a noncommutative Lp. This will be done by the Khintchine inequal-
ity quoted previously and a decomposition result for subspaces of Cp ⊕p Rp (see Proposition 2.1).
It was proved in [X1] that if an operator space X and its dual embed completely isomorphically
into a noncommutative Lp (1 < p < 2), then X is completely isomorphic to a quotient of subspace
of Hcp ⊕p K
r
p for two Hilbert spaces H and K, where H
c
p (resp. K
r
p) means that H (resp. K) is
equipped with the p-column (resp. p-row) operator space structure. Therefore, we obtain that for
1 < p < 2 an operator space X is completely isomorphic to a quotient of subspace of Hcp ⊕pK
r
p iff
both X and X∗ embed completely isomorphically into a noncommutative Lp.
To end this introduction let us mention that all algebras constructed in [J1, J2, P4] are of type
III. This is not a hazard for Pisier [P5] proved that OH cannot embed completely isomorphically
into the predual of a semifinite von Neumann algebra. We will also extend this result by Pisier to our
general setting: Cq cannot embed completely isomorphically into a semifinite Lp (1 ≤ p < q ≤ 2).
1 Preliminaries
In this section we recall briefly the natural operator space structure on noncommutative Lp-spaces
and some elementary properties of column and row spaces. We use standard notions and notation
from operator space theory (cf. [ER, P1]).
It is well known that there are several equivalent constructions of noncommutative Lp-spaces
associated with a von Neumann algebra. All these constructions give the same spaces (up to
isometry). In this paper we will use Haagerup noncommutative Lp-spaces constructed in [H]. [Te1]
gives an excellent exposition of the subject. Let M be a von Neumann algebra and 1 ≤ p ≤ ∞.
As usual, Lp(M) denotes the Haagerup Lp-space associated with M . Recall that L∞(M) is just
M itself, and L1(M) can be identified with the predual M∗ of M . More generally, if 1 ≤ p < ∞
and 1/p+ 1/p′ = 1, the dual of Lp(M) is Lp′(M). When M is semifinite, we will always consider
Lp(M) as the usual Lp-space constructed from a normal semifinite faithful trace.
Now we describe the natural operator space structure on Lp(M) as introduced in [P2, P1]. For
p =∞, Lp(M) =M has its natural operator space structure as a von Neumann algebra. For p = 1,
the natural operator space structure on L1(M) =M∗ is induced by the natural embedding of M∗
into its bidual M∗, the latter being the standard dual ofM . In fact, as explained in [P1, section 7],
it is more convenient to consider L1(M) as the predual of the opposite von Neumann algebraM
op,
which is isometric (but in general not completely isomorphic) to M , and to equip L1(M) with
the operator space structure inherited from (Mop)∗. The main reason for this choice is that the
duality between Sn∞ and S
n
1 in operator space theory is the parallel duality (instead of the usual
tracial duality). Note that this choice further insures that the equality L1(Mn⊗M) = S
n
1 ⊗̂L1(M)
(operator space projective tensor product) holds true. Finally, the operator space structure on
Lp(M) is obtained by complex interpolation, using the well known interpretation of Lp(M) as the
interpolation space (M, L1(M))1/p (see [Te2]). If M admits a normal faithful state ϕ, we can also
use Kosaki’s interpolation [Ko].
In particular, the Schatten classes Sp are equipped with their natural operator space structure.
We will need vector-valued Schatten classes as introduced in [P2]. Let E be an operator space.
S1[E] is defined as the operator space projective tensor product S1⊗̂E. Then for any 1 < p <∞,
Sp[E] is defined by interpolation:
Sp[E] =
(
S∞[E], S1[E]
)
1/p
.
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When E is a subspace of a noncommutative Lp(M), the norm of Sp[E] admits a very simple
description. Indeed, Sp[Lp(M)] coincides (completely isometrically) with Lp(B(ℓ2)⊗M) (p <∞).
If E ⊂ Lp(M), then Sp[E] is the closure in Lp(B(ℓ2)⊗M) of the algebraic tensor product Sp ⊗E.
By reiteration, for any 1 ≤ p0, p1 ≤ ∞ and 0 < θ < 1(
Sp0 [E], Sp1 [E]
)
θ
= Sp[E],
where 1p =
1−θ
p0
+ θp1 . More generally, given a compatible couple (E0, E1) of operator spaces we
have
(1.1)
(
Sp0 [E0], Sp1 [E1]
)
θ
= Sp[(E0, E1)θ].
The main concern of this paper is on the Lp-space counterparts of the usual row and column
spaces R and C. Let Cp (resp. Rp) denote the subspace of Sp consisting of matrices whose all
entries but those in the first column (resp. row) vanish. It is clear that Cp and Rp are completely
1-complemented subspaces of Sp. We have the following completely isometric identifications:
(1.2) (Cp)
∗ ∼= Cp′ ∼= Rp and (Rp)
∗ ∼= Rp′ ∼= Cp , ∀ 1 ≤ p ≤ ∞.
Cp and Rp can be also defined via interpolation from C and R. We view (C,R) as a compatible
couple by identifying both of them with ℓ2 (at the Banach space level), i.e. by identifying the
canonical bases (ek,1) of Cp and (e1,k) of Rp with (ek) of ℓ2. Then
Cp = (C, R)1/p = (C∞, C1)1/p and Rp = (R, C)1/p = (R∞, R1)1/p.
By reiteration, for any 1 ≤ p0, p1 ≤ ∞ and 0 < θ < 1
(1.3) Cp = (Cp0 , Cp1)θ and Rp = (Rp0 , Rp1)θ,
where 1p =
1−θ
p0
+ θp1 . Like C and R, Cp and Rp are 1-homogenous 1-Hilbertian operator spaces.
We refer to [P2, P3] for the proofs of all these elementary facts.
More generally, given a Hilbert space H and 1 ≤ p ≤ ∞ we denote by Hcp (resp. H
r
p ) the
Schatten p-class Sp(C, H) (resp. Sp(H¯,C)) equipped with its natural operator space structure.
Hcp (resp. H
r
p) can be naturally viewed as the column (resp. row) subspace of the Schatten class
Sp(H) (resp. Sp(H¯)). When H is separable and infinite dimensional, H
c
p and H
r
p are respectively
Cp and Rp above. All previous properties for Cp and Rp hold for H
c
p and H
r
p too. H
c
p and H
r
p are
respectively the p-column and p-row spaces associated with H .
Now let E be an operator space. We denote by Cp[E] (resp. Rp[E]) the closure of Cp⊗E (resp.
Rp ⊗ E) in Sp[E]. Again, Cp[E] and Rp[E] are completely 1-complemented subspaces of Sp[E].
If E is a subspace of a noncommutative Lp(M), the norm of Cp[E] is easy to be determined as
follows. For any finite sequence (xk) ⊂ E
‖
∑
k
xk ⊗ ek‖Cp[E] = ‖(
∑
k
x∗kxk)
1/2‖Lp(M) ,
where (ek) denotes the canonical basis of Cp. More generally, if ak ∈ Cp, then
(1.4) ‖
∑
k
xk ⊗ ak‖Cp[E] = ‖(
∑
k,j
〈ak, aj〉x
∗
kxj)
1/2‖Lp(M) ,
where 〈 , 〉 denotes the scalar product in Cp. (In terms of matrix product, 〈ak, aj〉 = a
∗
kaj .) We
have also a similar description for the norm of Rp[E]. The same formulas hold for more general
Hcp[E] and H
r
p [E].
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2 A decomposition
Let T : X → Y be a linear map between two Banach spaces. Recall that the graph (or domain) of
T is the subspace of X ⊕ Y given by
G(T ) = {(x, Tx) : x ∈ Dom(T )},
where Dom(T ) stands for the definition domain of T .
Proposition 2.1 Let X0, X1 be 1-homogeneous 1-Hilbertian operator spaces. Let X = X0 ⊕2 X1
and Y ⊂ X be a closed subspace. Then there are closed subspaces Y0, Z0 ⊂ X0, Y1, Z1 ⊂ X1 and
an injective closed densely defined operator T from Z0 to Z1 with dense range such that
Y = Y0 ⊕2 Y1 ⊕2 G(T ) with completely equivalent norms,
where G(T ) is the graph of T regarded as a subspace of Z0 ⊕2 Z1 ⊂ X0 ⊕2 X1. Moreover, the
relevant constants in the above equivalence are universal.
Proof. Let 〈 , 〉i denote the scalar product of Xi, and let Pi be the natural projection from X
onto Xi (i = 0, 1). Since the map (x, y) 7→ 〈P0(x), P0(y)〉0 is a contractive sesquilinear form on Y ,
there is a contraction A : Y → Y such that
(2.1) 〈x, A(y)〉 = 〈P0(x), P0(y)〉0, x, y ∈ Y.
It is clear that A ≥ 0 and
(2.2) 〈x, (1−A)(y)〉 = 〈P1(x), P1(y)〉1, x, y ∈ Y.
Therefore,
x ∈ kerA⇔ P0(x) = 0 and x ∈ ker (1− A)⇔ P1(x) = 0.
Set
Y0 = ker (1 −A) and Y1 = kerA.
Then it follows that
Pi
∣∣
Yi
= A
∣∣
Yi
, i = 0, 1.
Consequently,
Yi ⊂ Xi, i = 0, 1.
Let Z be the orthogonal complement of Y0 ⊕2 Y1 in Y . Then we have the following orthogonal
decomposition of Y at the Banach space level:
(2.3) Y = Y0 ⊕2 Y1 ⊕2 Z.
We will show that this decomposition also holds in the category of operator spaces with completely
equivalent norms.
Let y0 ∈ Y0 and z ∈ Z. Then by (2.1) and the definition of Y0
〈y0, P0(z)〉0 = 〈P0(y0), P0(z)〉0 = 〈y0, A(z)〉 = 〈A(y0), z〉 = 〈y0, z〉 = 0.
Therefore, Y0 and P0(Z) are orthogonal subspaces of X0. Let Q0 be the orthogonal projection
from X0 onto Y0. Since X0 is homogeneous, Q0 is completely contractive. Put R0 = Q0P0
∣∣
Y
.
Then R0 is a completely contractive projection from Y onto Y0. In fact, it is easy to see that R0
is exactly the orthogonal projection onto Y0. Indeed, we have R0 = 0 on Y1, and as well as on Z
for Q0
∣∣
P0(Z)
= 0. Thus R0 = 0 on the orthogonal complement of Y0. Similarly, the orthogonal
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projection R1 from Y on Y1 is also completely contractive. It follows that the decomposition in
(2.3) holds at the operator space level with completely equivalent norms.
It remains to express the third space Z as a graph. To that end let us observe that both A and
1 − A are injective operators on Z with dense range. Consequently, the inverses of A and 1 − A
are densely defined operators on Z too.
On the other hand, since A and P0
∣∣
Y
(resp. 1−A and P1
∣∣
Y
) have the same kernel, we deduce
that any z ∈ Z is uniquely determined by P0(z) as well as by P1(z). Therefore, Z must be the
graph of a closed densely defined operator, i.e. the graph of the map P0(z) 7→ P1(z). Let us explain
this elementary fact precisely in the present situation. Let Zi be the closure of Pi(Z) in Xi. By
(2.1) and (2.2), there are unitaries ui from Zi to Z such that
A1/2
∣∣
Z
= u0P0
∣∣
Z
and (1−A)1/2
∣∣
Z
= u1P1
∣∣
Z
.
Therefore, for any z ∈ Z we have
P1(z) = u
∗
1(1−A)
1/2(z) = u∗1(1−A)
1/2A−1/2u0
(
P0(z)
)
.
Thus
T = u∗1(1 −A)
1/2A−1/2u0
is a closed densely defined operator from Z0 to Z1 whose domain coincides with Z. Note that T is
invertible and its inverse is also densely defined. This completes the proof. 
Remark 2.2 Let T = w∆ be the polar decomposition of T . Then w is a unitary and ∆ is a
positive self-adjoint non-singular closed densely defined operator on Z0. By the homogeneity of
X1 and replacing Z1 by Z0 (but still equipped with the operator space structure of X1), we can
assume T = ∆ is positive. Let us note, however, that with the previous precise form of T we can
simply take (1−A)1/2A−1/2 as ∆.
Applying the previous proposition to row and column spaces, we get the following
Corollary 2.3 Let H,K be Hilbert spaces and 1 ≤ p ≤ ∞. Let E be a closed subspace of Hcp⊕pK
r
p .
Then there are closed subspaces H0, H1 ⊂ H, K0,K1 ⊂ K and an injective closed densely defined
operator D from H1 to K1 with dense range such that
E = (H0)
c
p ⊕p (K0)
r
p ⊕p G(D) with completely equivalent norms,
where G(D) is the graph of D regarded as a subspace of (H1)
c
p ⊕p (K1)
r
p. Moreover, the relevant
constants in the above equivalence are universal.
Remark. In the situation of the above corollary, it suffices to consider the case of p ≤ 2 or p ≥ 2
for we have
Hcp
∼= Hrp′ completely isometrically .
3 Cq as a quotient of subspace of Cp ⊕p Rp
It is known thatOH can be represented as a quotient of subspace of C⊕R (see [P1, Exercise 7.9] and
[P4]). Pisier’s proof is via complex interpolation by using his interpolation formula OH = (C, R)1/2
obtained in [P3]. The aim of this section is to show a similar result for Cq relative to the couple
(Cp, Rp) for any q between p and p
′ (recalling that p′ denotes the index conjugate to p).
Theorem 3.1 Let 1 ≤ p ≤ ∞ and min(p, p′) < q < max(p, p′). Then Cq and Rq are completely
isometric to quotients of subspace of Cp ⊕p Rp .
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We will present two proofs for the theorem above. The first is based on the complex interpolation
like in [P4]. The second one is similar to Junge’s approach to the representation of OH as a quotient
of subspace of C⊕∞R (cf. [J1]); but instead of Pusz-Woronowicz’s formula, we will use directly the
real interpolation. Both approaches have their advantages. The first one is more transparent and
slightly simpler. Moreover, it shows that Cq is completely isometric to a quotient of subspace of
Cp⊕pRp. The major advantage of the second proof is that it gives the precise form of the quotient of
subspace (or the two densities involved in this quotient) of Cp⊕pRp which is completely isomorphic
to Cq. This precise form is crucial for many applications.
We will need the following lemma from [X1], which is a generalization of [P3, Theorem 8.4].
See also [X2] for a more general result.
Lemma 3.2 Let 2 ≤ p ≤ ∞, 0 < θ < 1, 1q =
1−θ
p +
θ
p′ and r be the conjugate index of p/2. Let
(ek) denote the canonical basis of Cq. Then for any finite sequence (xk) ⊂ Sp
‖
∑
k
xk ⊗ ek‖Sp[Cq ] = sup
{(∑
k
‖αxkβ‖
2
2
)1/2}
,
where the supremum runs over all α and β in the unit ball of S2rθ−1 and S2r(1−θ)−1, respectively.
Moreover, the supremum can be restricted to all α and β in the positive parts of these unit balls.
Proof of Theorem 3.1. This proof is similar to the corresponding proof on the representation of
OH as a quotient of subspace of C ⊕ R in [P4]. Since Rq ∼= Cq′ , it suffices to prove the assertion
for Cq. By symmetry, we may assume p ≥ 2. We will use the following interpolation formula (see
(1.2) and (1.3))
(3.1) Cq = (Cp, Rp)θ,
where θ is determined by 1q =
1−θ
p +
θ
p′ . To proceed further to the proof, we need to recall some
elementary facts on complex interpolation. Let (X0, X1) be a compatible couple of Banach spaces.
Set S = {z ∈ C : 0 ≤ Re(z) ≤ 1}. Let µ be the harmonic measure in S at the point θ. Note that
µ can be written as µ = (1− θ)µ0+ θµ1, where µ0 and µ1 are probability measures respectively on
the left boundary ∂0 and the right boundary ∂1 of S. Let F(X0, X1) be the family of all functions
f from S to X0 +X1 satisfying the following conditions:
i) f is analytic in the interior of S;
ii) f
∣∣
∂j
∈ L2(Xj ;µj), j = 0, 1.
F(X0, X1) is equipped with the norm
(3.2) ‖f‖ =
[
(1− θ)‖f
∣∣
∂0
‖pL2(X0;µ0) + θ‖f
∣∣
∂1
‖pL2(X1;µ1)
] 1
p
(with the obvious change for p = ∞). Then the complex interpolation space (X0, X1)θ can be
defined as the space of all x ∈ X0 + X1 such that there is f ∈ F(X0, X1) such that f(θ) = x,
equipped with the quotient norm
‖x‖θ = inf
{
‖f‖F(X0,X1) : f(θ) = x, f ∈ F(X0, X1)
}
.
We refer to [BL] for more details. We should call the reader’s attention to the fact that the ℓp-norm
in (3.2) is usually replaced by the ℓ2-norm (to be consistent with the L2-norm). However, at the
end we get the same interpolation norm ‖ ‖θ. (In fact, the indices 2, p in (3.2) can be replaced by
any two indices in [1,∞] without changing the norm ‖ ‖θ.) Note that F(X0, X1) is a subspace of
E(X0, X1) = (1− θ)
1
pL2(X0;µ0)⊕p θ
1
pL2(X1;µ1).
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Using the Poisson integration, we easily see that E(X0, X1) is exactly the space of all functions
from S into X0 +X1 harmonic inside S and verifying the condition ii) above. Then F(X0, X1) is
the subspace of E(X0, X1) consisting of analytic functions.
Now return back to the formula (3.1). In view of the above discussion set
H = (1− θ)
1
pL2(ℓ2;µ0) and K = θ
1
pL2(ℓ2;µ1).
H and K are infinite dimensional separable Hilbert spaces. Let
E = Hcp ⊕p K
r
p .
As mentioned above, E can be considered as the space of ℓ2-valued harmonic functions in S with
square integrable boundary values. Let F ⊂ E be the subspace of analytic functions. Thus F is
a subspace of Cp ⊕p Rp. Consider the map Q : F → Cq defined by Q(f) = f(θ). We are going to
show that Q is a completely isometric surjection. By virtue of [P2, Lemma 1.7], this is equivalent
to show that ISp ⊗Q extends to a quotient map from Sp[F ] to Sp[Cq].
First we prove that ISp ⊗ Q extends to a contraction from Sp[F ] to Sp[Cq] (which amounts
to saying ‖Q‖cb ≤ 1 ). Let f ∈ Sp[F ] be of norm ≤ 1 (assuming that f is a finite matrix). Let
x = f(θ). We have to show ‖x‖Sp[Cq] ≤ 1. To this end we use Lemma 3.2. Let fn be the n
th
coordinate of f . Set xn = fn(θ). Let α (resp. β) be a positive unit element in S2rθ−1 (resp.
S2r(1−θ)−1). Define for z ∈ S
g(z) =
∑
n
gn(z)⊗ en with gn(z) = α
z
θ fn(z)β
1−z
1−θ .
Then gn is an analytic function in S with values in S2 and
xn = gn(θ) = (1− θ)
∫
∂0
gn(z) dµ0(z) + θ
∫
∂1
gn(z) dµ1(z).
By the Ho¨lder inequality, we have∫
∂0
∑
n
‖gn(z)‖
2
2 dµ0(z) ≤
∫
∂0
∑
n
∥∥fn(z)β 11−θ ∥∥22 dµ0(z)
=
∫
∂0
∑
n
Tr
(
β
1
1−θ fn(z)
∗fn(z)β
1
1−θ
)
dµ0(z)
≤
∥∥∥∑
n
∫
∂0
fn(z)
∗fn(z)dµ0(z)
∥∥∥
p/2
.
Similarly, ∫
∂1
∑
n
‖gn(z)‖
2
2 dµ1(z) ≤
∥∥∥∑
n
∫
∂1
fn(z)fn(z)
∗dµ1(z)
∥∥∥
p/2
.
On the other hand, noting
Sp[E] = Sp[H
c
p]⊕p Sp[K
r
p ] = H
c
p[Sp]⊕p H
r
p [Sp]
and using (1.4), we have
‖f‖pSp[F ] = (1 − θ)
∥∥∥∑
n
∫
∂0
fn(z)
∗fn(z)dµ0(z)
∥∥∥p/2
p/2
+θ
∥∥∥∑
n
∫
∂1
fn(z)fn(z)
∗dµ1(z)
∥∥∥p/2
p/2
.
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Combining the preceding inequalities with the classical Jensen inequality, we get (recalling that
p ≥ 2)
(∑
n
‖αxnβ‖
2
2
)1/2
=
(∑
n
‖gn(θ)‖
2
2
)1/2
≤
[
(1− θ)
∫
∂0
∑
n
‖gn(z)‖
2
2 dµ0(z) + θ
∫
∂1
∑
n
‖gn(z)‖
2
2 dµ1(z)
]1/2
≤ ‖f‖Sp[F ] ≤ 1.
Therefore, by Lemma 3.2, we deduce ‖x‖Sp[Cq] ≤ 1, and so Q is completely contractive.
Now let x ∈ Sp[Cq ] with ‖x‖Sp[Cq ] < 1. We have to find f ∈ Sp[F ] such that f(θ) = x and
‖f‖Sp[F ] < 1. This is easy by interpolation. Indeed, by (3.1) and (1.1)
Sp[Cq] =
(
Sp[Cp], Sp[Rp]
)
θ
.
Thus there is f ∈ F(Sp[Cp], Sp[Rp]) such that f(θ) = x and ‖f‖F(Sp[Cp],Sp[Rp]) < 1. Using the
notation in the first part of the proof, we have∥∥∥∑
n
∫
∂0
fn(z)
∗fn(z)dµ0(z)
∥∥∥
p/2
≤
∥∥f ∣∣
∂0
∥∥2
L2(µ0;Sp[Cp])
and a similar inequality for the right endpoint. It then follows that f ∈ Sp[F ] and
‖f‖Sp[F ] ≤ ‖f‖F(Sp[Cp],Sp[Rp]) < 1.
Therefore, Q is a complete quotient map, and so Cq is completely isometric to the quotient space
F/ ker(Q). 
We turn to the second approach to Theorem 3.1 via the real interpolation. Below we will be
rather brief and refer to [JX3] for more details and for more “concrete” representations of Cq as a
quotient of subspace of Cp ⊕p Rp.
We start by recalling the real interpolation method (see [BL] for more details). Let (X0, X1)
be a compatible couple of Banach spaces. Let X0 +p X1 denote the quotient of X0 ⊕p X1 by the
subspace {(x0, x1) : x0 + x1 = 0}. Similarly, we denote by X0 ∩p X1 the diagonal subspace of
X0 ⊕p X1. Then (X0, X1)θ,p;K is defined as the subspace of
Lp(X0; t
−θ) +p Lp(X1; t
1−θ)
consisting of all constant functions. Here for a given space X and α ∈ R we have denoted
by Lp(X ; t
α) the X-valued Lp-space over R+ with respect to the weighted measure t
pαdt/t.
(X0, X1)θ,p;K can be also described by the J-method. Let (X0, X1)θ,p;J be the quotient space
of
Lp(X0; t
−θ) ∩p Lp(X1; t
1−θ)
by the subspace of all f such that
∫∞
0
f(t)dt/t = 0. Then (X0, X1)θ,p;K = (X0, X1)θ,p;J isomor-
phically with relevant constants depending only on θ and p.
Now let
Kθ,p = (L2(ℓ2; t
−θ))cp +p (L2(ℓ2; t
1−θ))rp
(recall that (L2(ℓ2; t
α))cp means the Hilbert space L2(ℓ2; t
α) equipped with the p-column space struc-
ture). We equip Kθ,p with the quotient operator space structure given by that of (L2(ℓ2; t
−θ))cp ⊕p
(L2(ℓ2; t
1−θ))rp. Let Cθ,p;K be the subspace of Kθ,p consisting of all constant functions. Similarly,
set
Jθ,p = (L2(ℓ2; t
−θ))cp ∩p (L2(ℓ2; t
1−θ))rp ,
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and let Cθ,p;J be the quotient space of Jθ,p by the subspace of mean zero functions. We refer to
[X3] for more discussions on such spaces.
Note that Kθ,p (resp. Jθ,p) is a quotient (resp. a subspace) of Cp⊕pRp. Thus both Cθ,p;K and
Cθ,p;J are quotients of subspace of Cp ⊕p Rp.
Theorem 3.3 Let 1 ≤ p ≤ ∞, min(p, p′) < q < max(p, p′) and θ be determined by 1q =
1−θ
p +
θ
p′ .
Then Cq = Cθ,p;K and Cq = Cθ,p;J completely isomorphically with relevant constants majorized by
2|1−
2
p |.
Proof. We first show the complete inclusion Cθ,p;K ⊂ Cq in the case of p ≥ 2. Fix an n ∈ N and
let x =
∑
k xk⊗ek ∈ S
n
p [Cθ,p;K ] of norm < 1. (As before, we use (ek) to denote the canonical basis
of ℓ2.) Then there are f ∈ S
n
p [(L2(ℓ2; t
−θ))cp] and g ∈ S
n
p [(L2(ℓ2; t
1−θ))rp] such that x = f(t) + g(t)
for almost all t ∈ R and(∥∥f∥∥p
Snp [(L2(ℓ2;t
−θ))cp]
+
∥∥g∥∥p
Snp [(L2(ℓ2;t
1−θ))rp]
) 1
p
< 1.
Using (1.4), we have
∥∥f∥∥
Snp [(L2(ℓ2;t
−θ))cp]
=
∥∥∥ ∫ ∞
0
∑
k
fk(t)
∗fk(t)t
−2θ dt
t
∥∥∥ 12
Sn
p/2
,
∥∥g∥∥
Snp [(L2(ℓ2;t
1−θ))rp]
=
∥∥∥ ∫ ∞
0
∑
k
gk(t)gk(t)
∗t2(1−θ)
dt
t
∥∥∥ 12
Sn
p/2
.
To estimate the norm ‖x‖Snp [Cq], we use again Lemma 3.2. Let α (resp. β) be a positive unit
element in Sn2rθ−1 (resp. S
n
2r(1−θ)−1). By perturbation, we can assume α and β invertible. Let A0
be the right multiplication operator on H = ℓ2(S
n
2 ) by β
1
1−θ : (xk)k 7→ (xkβ
1
1−θ )k. Similarly, let
A1 be the left multiplication operator by α
1
θ . Then A0 and A1 are commuting invertible positive
bounded operators on H . Ai induces an equivalent norm on H : ‖x‖i = ‖Ai(x)‖ (i = 0, 1). Let Hi
be H equipped with ‖ ‖i. Then (H0, H1) becomes a compatible couple of Hilbert spaces, which
can be identified as a compatible couple of weighted L2-spaces. Using the real interpolation for
weighted L2-spaces (see [BL]), we easily get the following:
‖A1−θ0 A
θ
1(x)‖ = ‖x‖(H0, H1)θ,2;K , x ∈ H.
Namely, (∑
k
‖αxkβ‖
2
2
) 1
2 = ‖x‖(H0, H1)θ,2;K .
The last interpolation norm is estimated as follows. First,
‖f‖2L2(H0;t−θ) =
∫ ∞
0
∑
k
‖fk(t)‖
2
H0 t
−2θ dt
t
=
∫ ∞
0
∑
k
Tr
(
β
1
1−θ fk(t)
∗fk(t)β
1
1−θ
)
t−2θ
dt
t
= Tr
(
β
2
1−θ
∫ ∞
0
∑
k
fk(t)
∗fk(t) t
−2θ dt
t
)
≤
∥∥∥ ∫ ∞
0
∑
k
fk(t)
∗fk(t)t
−2θ dt
t
∥∥∥
Sn
p/2
.
Similarly,
‖g‖2L2(H1;t1−θ) ≤
∥∥∥ ∫ ∞
0
∑
k
gk(t)gk(t)
∗t2(1−θ)
dt
t
∥∥∥
Sn
p/2
.
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Thus(
‖f‖2L2(H0;t−θ) + ‖g‖
2
L2(H1;t1−θ)
) 1
2 ≤ 2
1
2
− 1p
(
‖f‖p
Snp [(L2(ℓ2;t
−θ))cp]
+ ‖g‖p
Snp [(L2(ℓ2;t
1−θ))rp]
) 1
p
< 2
1
2
− 1p
Since x = f(t) + g(t) for almost all t ∈ R+, we deduce that
‖x‖(H0, H1)θ,2;K < 2
1
2
− 1p ;
whence (∑
k
‖αxkβ‖
2
2
) 1
2 < 2
1
2
− 1p ,
which, together with Lemma 3.2, implies that x ∈ Snp [Cq] and ‖x‖Sp[Cq] ≤ 2
1
2
− 1p . Therefore, we
deduce the complete inclusion Cθ,p;K ⊂ Cq and that its c.b. norm is majorized by 2
1
2
− 1p in the
case of p ≥ 2.
To treat the case of p ≤ 2 we recall the fact that for a Hilbert space H we have
(H
c
p′)
∗ ∼= Hcp
∼= Hrp′ completely isometrically ,
where H denotes the conjugate of H . Then using the usual duality between sum and intersection
spaces we obtain the following complete isometric identifications:
[
(L2(ℓ2; tθ) )
c
p′ ∩p′ (L2(ℓ2; t
−(1−θ)) )rp′
]∗ ∼= Kθ,p
and [
(L2(ℓ2; tθ) )
c
p′ ∩p′ (L2(ℓ2; t
−(1−θ)) )rp′
]∗ ∼= (L2(ℓ2; t−θ))rp′ +p (L2(ℓ2; t(1−θ)))cp′
∼= (L2(ℓ2; t
−(1−θ)))cp′ +p (L2(ℓ2; t
θ))rp′ .
However, since p ≤ 2,
(L2(ℓ2; t
−(1−θ)))cp′ +p (L2(ℓ2; t
θ))rp′ ⊂ K1−θ,p′ completely contractively.
Therefore, we deduce that
Cθ,p;K ⊂ C1−θ,p′;K completely contractively.
Applying the first part to C1−θ,p′;K (with p
′ ≥ 2), we get that C1−θ,p′;K ⊂ Cq and the c.b. norm
of this inclusion is ≤ 2
1
2
− 1
p′ , and so Cθ,p;K ⊂ Cq and is of c.b. norm ≤ 2
1
p−
1
2 .
We have thus proved the complete inclusion Cθ,p;K ⊂ Cq for any 1 ≤ p ≤ ∞ and its c.b. norm
is majorized by 2|
1
2
− 1p |.
To show the inverse inclusion we use the J-method. In a similar way, we prove that Cθ,p;J ⊂ Cq
and is of c.b. norm ≤ 2|
1
2
− 1p |. However, by the usual duality between the K- and J-methods, we
easily check that[
Cθ,p;J
]∗
= C1−θ,p′K and
[
Cθ,p;K
]∗
= C1−θ,p′J completely isometrically.
It then follows that Cq = Cθ,p;K and Cq = Cθ,p;J completely isomorphically with relevant constants
bounded by 2|1−
2
p |. 
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4 Noncommutative Khintchine inequalities
This section contains the main ingredient for the embedding of the quotients of subspace of Cp ⊕p
Rp into noncommutative Lp-spaces. It is the noncommutative Khintchine type inequalities for
Shlyakhtenko’s generalized circular systems.
Given a complex Hilbert space H we denote as usual by F(H) the associated free Fock space:
F(H) =
∞⊕
n=0
H⊗n,
where H⊗0 = CΩ with Ω a unit vector, called the vacuum. Let ℓ(e) (resp. ℓ∗(e)) denote the left
creation (resp. annihilation) operator associated with a vector e ∈ H . Recall that ℓ∗(e) = (ℓ(e))∗.
Assume H is infinite dimensional and separable. Fix an orthonormal basis {e±k}k≥1 in H . We
will also fix a sequence {λk}k≥1 of positive numbers. Let
gk = ℓ(ek) +
√
λk ℓ
∗(e−k).
(gk)k≥1 is a generalized circular system in Shlyakhtenko’s sense [S]. Let Γ be the von Neumann
algebra on F(H) generated by the gk. Let ρ be the vector state on Γ determined by Ω. By [S], ρ
is faithful on Γ. By the identification of L1(Γ) with Γ∗, ρ is a positive unit element in L1(Γ), so
for any 1 ≤ p ≤ ∞, ρ1/p is a positive unit element in Lp(Γ), and thus gk ρ
1/p ∈ Lp(Γ) for any k.
The following is the noncommutative Khintchine type inequalities for generalized circular sys-
tems from [X1]. See also [JX4] for this kind of inequalities in a more general setting. Note that
the case p =∞ is already contained in [PS].
Theorem 4.1 Keep the notations above. Let M be a von Neumann algebra and (xn) a finite
sequence in Lp(M).
i) If p ≥ 2,
max
{∥∥(∑
k
x∗kxk
) 1
2
∥∥
Lp(M)
,
∥∥(∑
k
λ
1− 2p
k xkx
∗
k
) 1
2
∥∥
Lp(M)
}
≤
∥∥∑
k
xk ⊗ gkρ
1
p
∥∥
Lp(M⊗¯Γ)
≤
Bpmax
{∥∥(∑
k
x∗kxk
) 1
2
∥∥
Lp(M)
,
∥∥(∑
k
λ
1− 2p
k xkx
∗
k
) 1
2
∥∥
Lp(M)
}
.
ii) If p < 2,
A−1p inf
{∥∥(∑
k
a∗kak
) 1
2
∥∥
Lp(M)
+
∥∥(∑
k
λ
1− 2p
k bkb
∗
k
) 1
2
∥∥
Lp(M)
}
≤
∥∥∑
k
xk ⊗ gkρ
1
p
∥∥
Lp(M⊗¯Γ)
≤
inf
{∥∥(∑
k
a∗kak
) 1
2
∥∥
Lp(M)
+
∥∥(∑
k
λ
1− 2p
k bkb
∗
k
) 1
2
∥∥
Lp(M)
}
,
where the infimum runs over all decompositions xk = ak + bk in Lp(M). The two positive
constants Ap and Bp depend only on p and can be controlled by a universal constant.
iii) Let Gp be the closed subspace of Lp(Γ) generated by {gkρ
1/p}k≥1. Then Gp is completely
complemented in Lp(Γ) with constant ≤ 2
|1− 2p |.
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By [S] the algebra Γ generated by the gk is a type IIIλ factor (0 < λ ≤ 1) (except the case
where all λk are equal to 1, which is the usual case of Voiculsecu’s circular systems). Γ is never
hyperfinite. Recall that Γ is the free analogue of the classical Araki-Woods quasi-free CAR factors.
The latter factors are hyperfinite type IIIλ. Thus it is natural to ask whether similar Khintchine
inequalities also hold in the classical quasi-free case. This is indeed true for 1 < p < ∞. To state
this result, we need to introduce the Fermionic analogue of the system (gk).
Again consider a complex Hilbert space H as before. We denote by F−1(H) the associated
antisymmetric Fock space:
F−1(H) =
∞⊕
n=0
Λn(H),
where Λn(H) stands for the n-fold antisymmetric tensor product of H (with Λ0(H) = CΩ). Let
c(e) (resp. c∗(e)) denote the creation (resp. annihilation) operator associated with a vector e ∈ H .
Recall that c∗(e) = (c(e))∗.
Let {e±k}k≥1 and {λk}k≥1 be as before. Put
fk = c(ek) +
√
λk c
∗(e−k).
Then (fk)k≥1 is a CAR sequence. Let Γ−1 be the von Neumann algebra on F−1(H) generated by
the fk and ρ−1 the vector state on Γ−1 determined by Ω. ρ−1 is a quasi-free state, which is faithful
on Γ−1.
The following is the Fermionic analogue of Theorem 4.1.
Theorem 4.2 Let M be a von Neumann algebra, 1 < p <∞ and (xk) ⊂ Lp(M) a finite sequence.
i) If 2 ≤ p <∞,
max
{∥∥(∑
k
x∗kxk
) 1
2
∥∥
Lp(M)
,
∥∥(∑
k
λ
1− 2p
k xkx
∗
k
) 1
2
∥∥
Lp(M)
}
≤
∥∥∑
k
xk ⊗ fkρ
1
p
−1
∥∥
Lp(M⊗¯Γ−1)
≤
B′pmax
{∥∥(∑
k
x∗kxk
) 1
2
∥∥
Lp(M)
,
∥∥(∑
k
λ
1− 2p
k xkx
∗
k
) 1
2
∥∥
Lp(M)
}
.
ii) If 1 < p < 2,
A′p inf
{∥∥(∑
k
a∗kak
) 1
2
∥∥
Lp(M)
+
∥∥(∑
k
λ
1− 2p
k bkb
∗
k
) 1
2
∥∥
Lp(M)
}
≤
∥∥∑
k
xk ⊗ fkρ
1
p
−1
∥∥
Lp(M⊗¯Γ−1)
≤
inf
{∥∥(∑
k
a∗kak
) 1
2
∥∥
Lp(M)
+
∥∥(∑
k
λ
1− 2p
k bkb
∗
k
) 1
2
∥∥
Lp(M)
}
,
where the infimum runs over all decompositions xk = ak + bk with ak, bk ∈ Lp(M). Here the
positive constants A′p and B
′
p depend only on p.
iii) Let Fp be the closed subspace of Lp(Γ−1) generated by {fkρ
1
p
−1}k. Then Fp is completely
complemented in Lp(Γ−1).
Proof. Part i) follows from the noncommutative Burkholder inequality from [JX1] (see also [JX2]).
Parts ii) and iii) are proved in a similar way as their free counterparts in Theorem 4.1 (see [X1]).
We omit the details. 
Remark. Very recently, Junge [J4] proved that Theorem 4.2, iii) holds for p = 1 too. However, it
seems still unknown whether the constant A′p there can be controlled by an absolute constant.
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5 Embeddings
This section is devoted to the problem of embedding Cq (and more generally the quotients of
subspace of Cp ⊕p Rp) into noncommutative Lp-spaces for 1 ≤ p < q ≤ 2.
Theorem 5.1 Let H and K be two Hilbert spaces. Let 1 ≤ p < 2 and X be a quotient of
subspace of Hcp ⊕p K
r
p . Then there is a QWEP von Neumann algebra M such that X embeds
completely isomorphically into Lp(M). Moreover, the relevant constant can be majorized by a
universal constant.
If p > 1, M can be chosen hyperfinite.
Proof. For simplicity, we assume H = K = ℓ2. Let X be a quotient of subspace of Cp ⊕p Rp.
Then Y = X∗ is a quotient of subspace of Cp′ ⊕p′ Rp′ , so there is a subspace E ⊂ Cp′ ⊕p′ Rp′
such that Y is a quotient of E. By Corollary 2.3, E is decomposed into a direct sum of three
spaces: a p′-column space, a p′-row space and the graph of an injective closed densely defined
operator with dense range from a p′-column space into a p′-row space. Clearly, we need only to
consider the third term. Thus without loss of generality, assume E = G(∆) ⊂ Cp′ ⊕p′ Rp′ , where
∆ : ℓ2 → ℓ2 is a positive injective closed densely defined operator with dense range (see Remark
2.2). By discretization, we may as well assume ∆ diagonal: ∆(ek) = δk ek for all k, where (ek)
is the canonical basis of ℓ2 and (δk) a sequence of positive numbers. Note that E is simply the
diagonal subspace of Cp′⊕p′Rp′ but with the second space weighted by the δk. Passing to duals, we
deduce that E∗ is the quotient of Cp⊕pRp by the subspace {(x,−x) : x ∈ ℓ2}, i.e. E
∗ = Cp+pRp.
Now we are in a position to apply Theorem 4.1. Let λk be such that δk = λ
1/2−1/p
k . Then
by the above discussion and Theorem 4.1, ii), we see that E∗ is completely isomorphic to Gp in
Theorem 4.1. Therefore, X = X∗∗ = Y ∗ is completely isomorphic to a subspace of Gp ⊂ Lp(Γ).
By [PS], Γ is QWEP.
If p > 1, instead of Theorem 4.1, we can use Theorem 4.2. Then E∗ is completely isomorphic
to Fp in Theorem 4.2. 
Remark 5.2 i) By Theorem 4.1, the space Gp is completely complemented in Lp(Γ). Thus the
proof above shows that the graph of an operator from Cp into Rp is completely isomorphic to a
completely complemented subspace of Lp(Γ). This fact is useful for applications.
ii) By [J4], the von Neumann algebra M in Theorem 5.1 can be chosen to be hyperfinite in the
case of p = 1 too.
Let QS(Cp, Rp) denote the family of all operator spaces which are completely isomorphic to
quotients of subspace of Hcp ⊕pK
r
p for some Hilbert spaces H and K. It is clear that if X belongs
to QS(Cp, Rp), then so does X
∗. It was proved in [X1] that if both X and X∗ embed completely
isomorphically into some Lp(M) (1 < p < 2), then X ∈ QS(Cp, Rp). This together with the
previous theorem implies the following
Corollary 5.3 Let 1 < p < 2 and X be an operator space. Then X ∈ QS(Cp, Rp) iff both X and
X∗ embed completely isomorphically into a noncommutative Lp-space.
Remark. It was shown in [PS] that if X is exact and both X and X∗ completely embed into an
L1, then X ∈ QS(C1, R1).
Theorem 5.4 Let 1 ≤ p < q ≤ 2. Then there is a QWEP type III factor M such that Cq embeds
completely isomorphically into Lp(M).
The same assertion holds for Rq too.
Proof. By Theorem 3.1, Cq is a quotient of subspace of Cp ⊕pRp. Thus Theorem 5.1 implies that
Cq embeds into an Lp(M). Let us show that M can be taken to be a type III factor. Let E be
the space introduced during the proof of Theorem 3.1. Since an analytic function on the strip S
is uniquely determined by its values on ∂0 (or ∂1), we see that E is a graph. Thus by Remark 5.2,
E embeds into Lp(Γ). By [S], Γ is a type III factor. 
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Remark 5.5 The factor Γ above is of type IIIλ for some λ ∈ (0, 1]. Using Theorem 3.3 and the
precise form of the space Kθ,p introduced there, one easily shows that for any λ ∈ (0, 1], Γ can
be chosen to be of type IIIλ. This follows from an appropriate discretization of Kθ,p and the
classification theorem in [S].
Pisier [P5] proved that Cq (1 < q ≤ 2) cannot embed completely isomorphically into the predual
of a semifinite von Neumann algebra. We now extend this result to our general setting.
Theorem 5.6 Let 1 ≤ p < q ≤ 2. Then neither Cq nor Rq embeds completely isomorphically into
a noncommutative Lp(M) with a semifinite von Neumann algebra M .
Junge [J3] proved that with the same p, q as above, the Schatten class Sq embeds isomorphically
into Lp(R) at the Banach space level, where R is the hyperfinite factor of type II1. It was left
open there whether one can do this at the operator space level. Theorem 5.6 clearly implies that
this is impossible. Thus we have the
Corollary 5.7 Let 1 ≤ p < q ≤ 2. Then Sq cannot embed completely isomorphically into a
semifinite noncommutative Lp-space.
Remark. It is still unknown whether Sq embeds completely isomorphically into a type III non-
commutative Lp.
For the proof of Theorem 5.6 we will need the following factorization of c.b. maps from Lp(M)
to Cq.
Lemma 5.8 Let M be a von Neumann algebra and H a Hilbert space. Let 2 ≤ p ≤ ∞, 0 ≤ θ ≤ 1
and 1q =
1−θ
p +
θ
p′ . Then for any map u : Lp(M)→ H
c
q the following assertions are equivalent:
i) u is c.b..
ii) There are two positive unit functionals f, g ∈
(
Lp/2(M)
)∗
such that
(5.1) ‖u(x)‖ ≤ c
(
f(x∗x)
)(1−θ)/2(
g(xx∗)
)θ/2
, x ∈ Lp(M).
Moreover, if c denotes the best constant in (5.1), then
c−1p, θ c ≤ ‖u‖cb ≤ c,
where cp, θ is a positive constant depending only on p and θ, which can be controlled by an absolute
constant.
This is proved in [P4] for p =∞ and [X1] for p <∞. Moreover, the same result holds for any
u defined on a subspace E of Lp(M) (E must be then assumed exact in the case p =∞).
We will also need the following simple description of c.b. maps between Cp and Cq. This is
probably known to experts.
Lemma 5.9 Let 1 ≤ p, q ≤ ∞ with p 6= q. Then
CB(Cp, Cq) = S 2pq
|p−q|
isometrically.
Proof. We first consider the case where p =∞. We have
CB(C, Cq) = R⊗min Cq =
(
R⊗min C, R⊗min R
)
1/q
=
(
S∞, S2
)
1/q
= S2q.
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Now assume p > q. Let u ∈ CB(Cp, Cq). For any v ∈ CB(C,Cp), uv ∈ CB(C,Cq) and
‖uv‖CB(C, Cq) ≤ ‖u‖CB(Cp, Cq)‖v‖CB(C, Cp).
Thus
‖uv‖S2q ≤ ‖u‖CB(Cp, Cq)‖v‖S2p .
Taking the surepmum over all v in the unit ball of S2p, we get
‖u‖S 2pq
p−q
≤ ‖u‖CB(Cp, Cq).
To prove the converse inequality we use interpolation. Let θ = q/p. Then
Cp = (C, Cq)θ.
Thus by the case above and interpolation
S 2pq
p−q
= (S2q, B(ℓ2))θ =
(
CB(C, Cq), CB(Cq, Cq)
)
θ
⊂ CB
(
(C, Cq)θ, Cq
)
= CB(Cp, Cq),
where the inclusion is completely contractive. Therefore, we have obtained
CB(Cp, Cq) = S 2pq
p−q
for p > q.
Passing to adjoints, we deduce the identity in the case of p < q. 
Remark. The lemma above immediately yields the following isometric identities:
CB(Rp, Rq) = S 2pq
|p−q|
and CB(Rp, Cq) = S 2pq
|p+q−pq|
= CB(Cp, Rq).
Proof of Theorem 5.6. Assume Cq is completely isomorphic to a subspace of Lp(M), where M is a
semifinite von Neumann algebra equipped with a normal semifinite faithful trace τ . For simplicity,
assume Cq itself is a subspace of Lp(M). Let J : Cq → Lp(M) be the inclusion map. Then
u
def
= J∗ : Lp′(M) → Cq′ is completely contractive. Recall that 1 ≤ p < q ≤ 2. Thus p
′ and q′
satisfy the assumption of Lemma 5.8. Therefore, by that lemma, there are positive functionals f
and g in the unit ball of
(
Lp′/2(M)
)∗
such that (5.1) holds. Replacing f and g by f + g, we can
assume f = g. Thus we have
‖u(x)‖ ≤ c
(
f(x∗x)
)(1−θ)/2(
f(xx∗)
)θ/2
, x ∈ Lp′(M).
If p > 1, f can be viewed as a positive unit operator in Lr(M), where r is the conjugate index of
p′/2. On the other hand, if p = 1, f can be taken as a normal state on M for u is normal (see [P5]
for more details). Thus in this case, f is again a positive unit operator in L1(M). Therefore, the
above inequality can be rewritten as
(5.2) ‖u(x)‖ ≤ c
(
τ(fx∗x)
)(1−θ)/2(
τ(fxx∗)
)θ/2
, x ∈ Lp′(M).
As in [P5], we are going to reduce M to a finite von Neumann algebra. To this end, given λ > 1
let eλ be the spectral projection of f corresponding to the interval (λ
−1, λ). Since f ∈ Lr(M) with
r <∞, τ(eλ) <∞ and eλ → 1 strongly as λ→∞. Decompose J as follows:
J = Reλ LeλJ +Reλ Le⊥λ J +Re⊥λ J
def
= J1 + J2 + J3,
where La (resp. Ra) denotes the left (resp. right) multiplication by a. Consequently,
u = uReλ Leλ + uLeλ Re⊥λ + uLe⊥λ
def
= u1 + u2 + u3.
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We show that ‖u2‖cb and ‖u3‖cb become very small for λ sufficiently large. By (5.2), for any
x ∈ Lp′(M)
‖u2(x)‖
2 = ‖u(eλxe
⊥
λ )‖
2 ≤ c2
(
τ(fe⊥λ x
∗eλxe
⊥
λ )
)1−θ(
τ(feλxe
⊥
λ x
∗eλ)
)θ
≤ c2
(
τ(fe⊥λ x
∗x)
)1−θ(
τ(fxx∗)
)θ
= c2 ‖fe⊥λ ‖
1−θ
r
(
τ(gx∗x)
)1−θ(
τ(fxx∗)
)θ
,
where g = ‖fe⊥λ ‖
−1
r fe
⊥
λ is a positive unit operator in Lr(M). Thus applying Lemma 5.8 to u2, we
get
‖u2‖cb ≤ c
′‖fe⊥λ ‖
(1−θ)/2
r .
Since e⊥λ → 0 strongly as λ → ∞, ‖fe
⊥
λ ‖r → 0. Therefore, ‖u2‖cb is small for large λ. Similarly,
we get the the same assertion for u3. Passing to adjoints, we deduce that ‖J2‖cb and ‖J3‖cb are
small for large λ. Consequently, J1 is a perturbation of J , and so J1 is a complete isomorphism (if
λ is large enough). However, J1 takes values in Lp′(eλMeλ) and the restriction of τ to eλMeλ is
finite. On the other hand, feλ is bounded by λ. Therefore, replacing J by J1 if necessary, we are
reduced to the case where τ is finite, say, normalized, and where f is a positive bounded operator
in M , say, the identity of M . Then (5.2) becomes,
(5.3) ‖u(x)‖ ≤ c
(
τ(x∗x)
)1/2
, x ∈ Lp′(M).
The rest of the proof is to show that J factors through a p-column space. For this we consider
the scalar product 〈y, x〉 = τ(y∗x) on Lp′(M). Let H be the completion of Lp′(M) with respect
to this scalar product. It is clear that the identity on Lp′(M) induces a contractive inclusion of
Lp′(M) into H , denoted by ι. On the other hand, (5.3) implies that there is a bounded operator
T : H → Cq′ such that ‖T ‖ ≤ c and u = T ι. We now equip H with the operator space structure
of Hcp′ . Then ι is completely contractive. This was already proved in [X1]. We include a proof for
completeness. By [P2, Lemma 1.7], it suffices to prove that ISp′ ⊗ ι extends to a contraction from
Sp′ [Lp′(M)] to Sp′ [H
c
p′ ]. Let x = (xij) ∈ Sp′ [Lp′(M)] be a finite matrix. Then
‖ISp′ ⊗ ι(x)‖
2
Sp′ [H
c
p′
] =
∥∥(τ(∑
k
x∗kixkj)
)
ij
∥∥
Sp′/2
.
Let α be a positive finite matrix in the unit ball of St (t being the conjugate index of p
′/2). Then
(with Tr the usual trace on B(ℓ2))∑
i,j
αijτ(
∑
k
x∗kixkj) = Tr⊗ τ
(
(α⊗ 1)x∗x)
≤ ‖α⊗ 1‖St[Lt(M)] ‖x
∗x‖Sp′/2[Lp′/2(M)] ≤ ‖x‖
2
Sp′ [Lp′(M)]
.
Then taking the supremum over α, we obtain
‖ISp′ ⊗ ι(x)‖
2
Sp′ [H
c
p′
] ≤ ‖x‖
2
Sp′ [Lp′(M)]
.
Therefore, ι is completely contractive.
Returning back to the factorization u = T ι and passing to adjoints, we deduce that J =
ι∗T ∗
def
= vw. Hence the identity of Cq factors through H¯
c
p with ‖v‖cb ≤ 1. Restricted to a subspace
of H¯cp if necessary, v can be assumed to have values in J(Cq) = Cq. Then H must be separable and
infinite dimensional. By Lemma 5.9, v ∈ S 2pq
q−p
. Consequently, J ∈ S 2pq
q−p
, a contradiction, which
achieves the proof of Theorem 5.6. 
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