SUMMARY A method was developed for analyzing a system comprised of identical and indistinguishable elements with nonlinear dynamics. First, a moment vector equation (MVE) for the system was derived so as to avoid the curse of dimensionality by using the property that the elements are identical and indistinguishable. Next, an algorithm was developed to solve the MVE for deriving the moment vector in a steady state. It effectively uses eigen analysis on the basis of the property of the MVE. It can thus be used to clarify the structure of the solutions in the moment vector space and to derive multiple solutions by setting the initial value to the moment vector orthogonal to the solutions already obtained. Finally, the probability density function (pdf) for the state of the system was derived using the moment vectors in a steady state. Comparison of the pdfs thereby derived with those derived using numerical simulation showed that the method provided good approximations of the pdfs. Moreover, multiple solutions that are difficult to do using numerical simulation were derived.
Introduction
Various systems comprised of many small elements and their interactions abound in the natural world surrounding us. There are many examples of such manybody systems: globally coupled maps [1] , ad hoc wireless networks [2] , the Sherrington-Kirkpatrick model in spin-glass theory, coupled Josephson junction circuits, neural networks, and the galaxy in which we live. It is thus important to understand the properties of manybody systems. However, there is much difficulty in gaining such understanding.
Several reasons account for this difficulty. For example, simulating a system with a large number of elements is difficult because the number of calculations required for computing the interactions increases exponentially with the number of elements. The accumulated numerical error is also a serious problem. The error degrades accuracy, making the solution meaningless. It is particularly difficult to trace the change in the states of elements over a long period of time because of the accumulated numerical error.
One approach to overcoming these problems is to use a one-dimensional self-gravitating system comprised of identical mass sheets [3] . It is easier to numerically compute interactions by approximating an origi-nal three-dimensional system as a one-dimensional system. Another approach is to use Boltzmann equations to analytically obtain solutions on the basis of statistical mechanics [4] , [5] . Although these two approaches can be used to obtain the macroscopic dynamics, they cannot always be applied to arbitrary many-body systems. Moreover, the accuracy of the solution is often limited. Nonlinear Fokker-Planck equations have been used to analyze more complex systems [6] , [7] , [8] , but solving such equations has the same difficulty as solving other nonlinear equations -most nonlinear equations cannot be solved analytically.
Although various methods have been developed for deriving approximate analytical solutions, the properties for arbitrary nonlinear systems cannot be obtained. Although using a linearization approach at the equilibrium point makes it easy to obtain various properties around the equilibrium point, accurate solutions cannot be obtained far from the equilibrium point [9] . Perturbation analysis and asymptotic analysis may provide more accurate solutions to deterministic differential equations [10] , [11] , stochastic differential equations [12] , and partial differential equations of a probability density function [13] , but the accuracy does not always increase with the degree of the expansion. These analyses may sometimes require complex procedures, and they cannot be applied to every system. Moreover, their approximate solutions are rather complex, and multiple solutions cannot always be obtained. Thus, they are not always effective for analyzing nonlinear equations.
The moment vector equation (MVE) was developed to solve these problems [14] . It approximates a multi-dimensional nonlinear system as a linear vector equation by expanding the state space to a moment vector space. Various statistical properties, such as the mean, variance, covariance, and power spectrum, can be obtained with an algorithm based on the MVE, and the accuracy of the algorithm is increased by enlarging the dimension of the MVE. However, the dimension needed to obtain a given accuracy increases exponentially with the dimension of the state variable. This is referred to as the "curse of dimensionality" and is one of the most serious problems in function approximation and approximate analysis for high-dimensional systems.
A method was developed to avoid this curse as-suming that the system is comprised of identical and indistinguishable elements. The method is presented in this paper, and its validity is demonstrated by showing not only that it provides good approximations but also that it finds solutions that are difficult to do using numerical simulation.
Analysis of Nonlinear System Using Moment Vector Equation

Moment Vector Equation for Nonlinear System
MVEs can be used to approximate an arbitrary multidimensional nonlinear system in the whole domain of definition [14] . Consider the following multidimensional discrete-time nonlinear system,
where
† , and superscript T denotes a transposition.
Let {ψ i (·)} be an orthonormal basis and ψ 0 (·) be constant ψ 0 as defined in Appendix A. To derive the MVE for the nonlinear system in Eq. (1), the following assumption is introduced with respect to Eq. (1).
where E[·] is the mathematical expectation, ε i (x t ) is the residual, and N is the degree of expansion. 2
The above Fourier series converges in the usual sense; that is, ε i (x t ) tends to zero as 
where superscript * denotes a complex conjugate. We can assume that ε i (x t ) is sufficiently small by setting N to a sufficiently large value and using an appropriate basis as mentioned above. Equation (3) thus can be reduced to
] is referred to as the moment vector, and A is the (N + 1) × (N + 1) matrix defined by
Construction of the MVE in Eq. (4) means mapping x t in a d x -dimensional space to ρ t in an (N + 1)-dimensional space in which the nonlinear equation in Eq. (1) is approximately expressed by the linear equation in Eq. (4). Using Eq. (4), we can derive not only the expected value of ψ i (x t ) but also the statistical properties such as the mean, variance, covariance, and power spectrum of x t . Because we can make ε i (x t ) sufficiently small by setting N to a sufficiently large value, the accuracies of the statistical properties can be improved [14] . An example of the effect of N on the accuracy will be shown in Fig. 3 in Sect. 4. Let N d be the degree of expansion for x d ; it defines the accuracy of the statistical properties with respect to x d . Let N 1 ,· · · ,N dx be certain values; that is, an accuracy is set for x 1 ,· · · , x dx . We can then see from Eq. (A· 6) that the degree of expansion for x, N , increases geometrically with d x . Therefore, we cannot set sufficient accuracy for [14] . This is the "curse of dimensionality," the most serious problem when the MVE is used for analyzing high-dimensional systems. A method was developed to avoid this curse assuming that the system can be approximated as a many-body system with identical and indistinguishable nonlinear elements. It is presented in Sect. 3.
Average of State and Moment Vector
Let us expand x d n in a Fourier series as
Taking the expectation of Eq. (5) and using the definition of ρ, we obtain
Let y(t) be the infinite-time average of discretetime variable y(t) defined by
The following assumption is introduced for convenience of analysis to derive the infinite-time average of state x t and that of moment vector ρ t .
Assumption 2: ρ t does not diverge for t → ∞. 2
From Eq. (6), the infinite-time average of (E[
T in a steady state † is obtained:
Let λ i be the ith eigenvalue of matrix A, e i be the ith eigenvector of matrix A (0 ≤ i ≤ N ), and λ i and e i be arranged by |λ i | so that λ 0 = 1 and e 00 = 0. Here, ∀|λ i | ≤ 1 holds from Assumption 2, and ψ 0 (·) is a constant from the definition of {ψ i (·)}. Thus, there is at least one eigenvalue and eigenvector of matrix A such that λ i = 1 and e i0 = 0. Because Eq. (4) is linear, ρ ∞ is equal to equilibrium point ρ e such that ρ e = Aρ e even if ρ t oscillates at t = ∞ [14] . Therefore, ρ ∞ is obtained by modifying the norm of e 0 so that † The system is said in this paper to be in a steady state if the time average of the characteristics does not change with time.
the first element in ρ ∞ equals ψ 0 .
The above equation, based on the equilibrium point of Eq. (4), contains information about the statistical properties not only when x t converges but also when x t oscillates. A method for deriving the pdf of x t will be presented in the next section.
Probability Density Function of State Variable
The pdf of x t of the nonlinear system in Eq. (1) in a steady state is derived using ρ ∞ in the same manner as the other statistical properties such as mean, variance, and power spectrum [14] . Consider N Res appropriate pdfsp 1 (x),· · · ,p N Res (x) and weights
, can be expressed as
E[ψ i (x)] can be expressed using the above equation as
The ith element of the moment vector at time t is derived as
We thus obtain
where W ψ is an (N + 1) × N Res matrix defined by
It is obvious from Eq. (8) 
From this equation, W ψ is expressed as
We can then obtain w ∞ by modifying Eq. (9):
Here, W ψ − is the generalized inverse matrix of W ψ .
MVEs for Many-body System
MVEs for analyzing the interactions between a large number of elements are presented and used to analyze the statistical properties of a many-body system.
MVE for Linear Interaction
Consider a discrete-time system with L elements in which the following assumption holds.
Assumption 3:
The elements are identical and indistinguishable, and the interactions between the elements are determined by only the states of the elements. 2
Assumption 3 basically holds in many systems with a large number of elements such as self-gravitating manybody systems. Let x ( )t be the state of the th element at time t and L −1ĥ (x ( )t , x (k)t ) be the interaction from the kth element to the th one. Then, we can describe the system as
When the interactions are linear, as defined bŷ
the above system is expressed as
Note that L −1 is introduced to simplify equation expansion. The above equation is a globally coupled map, and such a map with chaotic elements has many attractive features from the viewpoint of biological information processing and engineering applications [1] .
Equation (12) is reduced to
Here, if c > 0,
Because we assume that the elements are identical and indistinguishable in Assumption 3, suffix ( ) is omitted, and
The following equation is thus used instead of Eq. (13).
The above equation is modified, resulting in
where c 1 = (1 + c) and c 2 = −c. In the same manner as in Sect. 2.1, E[ψ i (x t+1 )] for the above equation is expanded:
and Eq. (6) into the above two equations yields the MVE of Eq. (15):
MVE for Linear Interaction of Elements with Nonlinear Dynamics
Consider a discrete-time system with L identical and indistinguishable elements described by
T , f denotes the nonlinear dynamics of each element described in Eq. (1),
T , and g ( ) (x (A) ) denotes the linear interaction defined by the right-hand side of Eq. (12), i.e.,
The system is shown in Fig. 1 .
Equation (17) is divided into two parts:
In the same manner as reducing Eq. (12) to Eq. (14), suffix ( ) can be omitted, and the above equations can be reduced to Let ρ be E[ψ(x )]. The MVEs of the above equations can be expressed as
in the same manner as for Eqs. (4) and (16) . Thus, the MVE of Eq. (17) is expressed as
We can also derive the MVE of Eq. (17) using only the procedure in Sect. 2. However, its matrix size is (N + 1)
L − 1 because the basis for the system has to be the direct product of the basis for the elements [14] . This is the curse of dimensionality, one of the most serious problems in function approximation and analysis of large-scale or high-dimensional nonlinear systems. So the MVE of Eq. (17) that can be used in practice cannot be derived using only the procedure in Sect. 2. The procedure described above was developed to derive an MVE that avoids the curse of dimensionality assuming that the elements are identical and indistinguishable, as in Assumption 3. This MVE is nonlinear, as shown in Eq. (19). Thus, we cannot use the various methods based on a linear MVE for deriving the statistical properties [14] although we can avoid the curse of dimensionality. Two algorithms have been developed to analyze the system on the basis of the nonlinear MVE in Eq. (19), and they will be presented in the next section. 
Probability Density Function of
is defined by the recursive function of Eq. (19) as
When ρ t converges to a constant, the equilibrium point of Eq. (20) with T ρ = 1 is equal to ρ ∞ in Eq. (19) in the same manner as in Sect. 2.2. When ρ t oscillates, we can estimate the properties of x t in Eq. (17) by investigating equilibrium point ρ e of Eq. (20) for various values of T ρ in the same manner as in the Poincare map used for analyzing nonlinear equations [17] .
The equilibrium point, ρ e , of Eq. (20) can be derived as a solution to
The above equation is nonlinear, and the dimension of ρ is high. It thus takes a long time to find ρ e if we use a conventional method such as the steepest descent method or the Newton method. However, if ρ in matrix A comb (ρ, T ρ ) in Eq. (21) 19) is an approximation. Systems with an MVE for which Assumption 2 holds are considered in this paper.
Algorithm 1:
(1-1) Set ρ 0 and T ρ .
(1-2) t = 0.
(1-3) Compute A comb (ρ t , T ρ ).
(1-4) Derive eigenvector of A comb (ρ t , T ρ ) with λ 0 = 1 and [e 0 ] 0 = 0, and set the right-hand side of Eq. (7) to ρ t+1 .
(1-5) If ρ t+1 − ρ t < ε, set ρ t+1 to ρ e and go to
Step (1-7) . Otherwise, go to
Step (1-6).
(1-6) Set t = t + 1 and go back to Step (1-3).
(1-7) Set ρ e to ρ ∞ and derive the pdf using Eq. (11).
Here, ε is an allowable error to finish the algorithm.
With Algorithm 1, a pdf of sequence 
The pdf when ρ t oscillates is obtained using ρ ∞ derived using the above equation and Eq. (11). Multiple equilibrium points, ρ e1 , ρ e2 , · · · , are obtained by executing Algorithm 1 for different initial values. However, a way for selecting the initial values for the nonlinear programming has not been established yet, so we cannot always derive all the solutions of a nonlinear equation. Algorithm 2 was developed for deriving as many equilibrium points of Eq. (20) as possible.
Algorithm 2: Here, N eigen is the maximum number of eigenvectors used as the initial values. In Algorithm 2, an equilibrium point, ρ sol , is first derived in Step (2-1), and the eigenvectors of A comb (ρ sol , T ρ ) are used as the initial values in Step (2-3). Although it has not been proved that Algorithm 2 can always derive all the equilibrium points for Eq. (20), using the initial values based on the eigenvectors is effective. This is because the eigenvectors are orthogonal to not only ρ sol but also each other and thus are the moment vectors most different from ρ sol . Performing Algorithm 2 for various values of T ρ should result in various pdfs being obtained more easily than by performing numerical simulation. The performance of Algorithm 2 will be described in Sect. 4.
Performance Evaluation
Consider the system defined by Eqs. (17) and (18). Here, d x = 1; f , which expresses the nonlinear dynamics of each element, is the logistic map [17] described by
and 0 < a < 4 is the parameter of the logistic map. The system is the same as a globally coupled map [1] . Figure 2 shows the well-known bifurcation diagram of a logistic map. As we can see from the diagram, the logistic map shows complicated behavior in response to changes in parameter a. Analysis of the system described in Eqs. (17) and (18) is thus a good way to evaluate the performance of Algorithm 1 if the intrinsic motion of each element obeys the logistic map. Therefore, the logistic map was used to express the nonlinear dynamics of each element. The pdfs of the system in a steady state were derived using Algorithm 1 and numerical simulation. The parameters of Algorithm 1 were set as ρ 0 = (1, 0, · · · , 0)
T , which means that the initial values of the state, x 0 , are distributed uniformly, T ρ = 1, and ε = 10 −3 . The number of elements, L, was set to 128. Note that suffix ( ) for identifying each element is omitted and x ( )t is abbreviated as x t , as mentioned in Sect. 3.1. Thus, x t represents x (1) 
First, let us consider the relationship between the accuracy of Algorithm 1 and N , the degree of expansion. The pdfs were evaluated for a = 3.7 and c = 0 using Algorithm 1 and numerical simulation. Here, c = 0 means that there is no interaction between the elements, and the value was used because the precise pdf was obtained by numerical simulation, enabling us to compare the results obtained using Algorithm 1 with those obtained using numerical simulation. Figure 3 shows the pdfs obtained using Algorithm 1 for various values of N and numerical simulation. The "Num." on the abscissa indicates the result obtained by numerical simulation. As shown in Fig. 3 , the shapes of the pdfs obtained using Algorithm 1 approached that obtained using numerical simulation as N increased. That is, the accuracy of Algorithm 1 increased with N .
The pdfs were also evaluated for various values of a and c = 0 using Algorithm 1 and numerical simulation, as shown in Figs. 4 and 5. Here, N was set to 256, and the pdfs were normalized on the basis of their peak values for convenience of comparison. The pdfs obtained using Algorithm 1 are very similar to those obtained using numerical simulation, and they are consistent with the bifurcation diagram in Fig. 2 . Thus, Algorithm 1 can be used to derive accurate pdfs for various values of a.
Next, pdfs were examined for a = 3.7 and various values of c to investigate whether Algorithm 1 works when the elements interact with each other. Figure 6 shows the pdfs obtained using Algorithm 1 (N = 256). When the value of c was near zero (c = −0.025), that is, the interactions were small, the elements experienced chaotic oscillations, and x t was distributed widely in the domain of definition. The pdf was almost equal to that when there were no interactions (See Figs. 4 and 5 for a = 3.7). As c diverged from zero, that is, the interactions increased, the chaotic oscillation decreased, and x took restricted values. These properties obtained using Algorithm 1 are almost the same as those obtained using numerical simulation, which are shown in Fig. 7 numerical simulation. When a = 3.2 and c = −0.2, x t converged to a certain value or oscillated periodically with a period of 2 in a steady state. These two solutions were obtained by numerical simulation with different initial values of x t , as shown in Fig. 10 . The initial values were distributed between x 0(low) and 1.0, and the lower boundary of the initial value, x 0(low) , was varied. However, the range of x 0(low) such that x t converged to a certain value was very narrow. It is thus almost impossible to set the initial value for the solution if we do not know that the solution exists. In contrast, the two pdfs were easily obtained using Algorithm 2 with T ρ = 1 and T ρ = 2. The pdf when x t converged was obtained by setting T ρ = 1. The pdf when x t oscillated with a period of 2 was obtained by setting T ρ = 2. Here, ρ sol (1) was not equal to ρ sol , so ρ e1 and ρ e2 were set to ρ sol and ρ sol (1) , respectively, in Step (2-4). That is, a different solution from that first derived was obtained by performing Step (2-3) only once, and the two pdfs could be more easily obtained using Algorithm 2 than using numerical simulation. This means that the initial value set in Step (2-3) was appropriate for obtaining the second solution and that using the eigenvectors of A comb (ρ sol , T ρ ) as the initial values succeeded. The pdf obtained using Algorithm 2 and that using numerical simulation are shown in Fig. 11 , where the former is indicated by "MVE" and the latter by "Num." on the abscissa. We can see that the pdf when x t converged and that when x t oscillated were obtained.
The number of elements, L, often affects numerical simulation. That is, the pdf obtained by numerical simulation often depends on L. To reduce the effect of L on the comparisons of Algorithms 1 and 2 with numerical simulation, L was set to a sufficiently large number, 128, as mentioned at the beginning of this section. Expanding Algorithms 1 and 2 to analyze the change in the pdf with L is left for future work. Table 1 shows the number of iterations (Steps (1-3) through (1-6)) in Algorithm 1 required to derive the pdfs in Figs. 6, 8 , and 11. The calculation costs nec- essary to execute one iteration are not small because eigen analysis is executed at each iteration. In particular, Algorithm 2 must be executed for various values of T ρ when multiple pdfs are derived. However, the number of iterations is very small, as shown in Table  1 . It is thus possible without too much calculation cost to find solutions that are difficult to do using numerical simulation. Therefore, the method presented in this paper is quite promising for analyzing many-body systems although the effect of setting the initial values on the basis of the eigenvectors has not yet been elucidated and that Algorithm 2 can always derive all the pdfs for Eq. (20) has not been proven.
Conclusion
A method based on a moment vector equation (MVE) was developed for analyzing many-body systems expressed by the linear interactions of identical and indistinguishable elements with nonlinear dynamics. This method has three attractive features. The first is approximation of the system by using a nonlinear MVE that avoids the curse of dimensionality. The second is algorithms that use eigen analysis of the coefficient matrix of the MVE. This analysis clarifies the structure of the solutions in the moment vector space. The third is the definite procedure of the method based on eigen analysis to effectively find multiple solutions that are difficult to do using numerical simulation. The system can be analyzed without using an intuitive or empirical procedure. Additional work remains. The method should be enhanced so that it can be used to analyze more complex systems such as those with nonlinear interactions, and so that it can derive all the solutions. Although these are challenging tasks, this method is quite promising for analyzing many-body systems because of the attractive features, so these challenges will be addressed in a future study.
