Abstract. We investigate two questions about bicrossed products of finite groups which we believe have the potential of being approachable for other classes of algebraic objects. The first one is the problem of classifying groups which can be written as bicrossed products of two groups of fixed isomorphism types and the second is the problem of classifying the groups which cannot be obtained as bicrossed products of smaller groups. The groups obtained as bicrossed products of two finite cyclic groups, one being of prime order, are completely described and it is shown that A6 is never a bicrossed product.
Introduction
The bicrossed product construction is a generalization of the (semi)direct product construction for the case when none of the factors is required to be normal. For example, a finite group E is the internal bicrossed product of its subgroups H and G if HG = E and their intersection is trivial. Groups with this property (but allowing for nontrivial intersection) have been in the literature for a quite long time [11, 14] under the terminology permutable groups. The bicrossed product construction itself is due to Zappa [19] and it was rediscovered by Szep [17] and again by Takeuchi [18] . The terminology bicrossed product is taken from Takeuchi, other terms referring to this construction used in the literature are knit product and Zappa-Szép product. Results around the bicrossed product construction are sparse in the literature in part because it did not attract considerable attention from people working in group theory but, in the light of more recent developments, what makes it interesting is the fact that it generalizes to other algebraic objects like semigroups, algebras, coalgebras, Hopf algebras (see e.g. [6] ). For Hopf algeras, in particular, structural results are still missing and objects obtained from such constructions form a considerable proportion of the known examples (see e.g. [13] , [5] , [6] , [12] ). There are also related questions like [12, pag. 219 ] the algebraic quantization problem which is in fact a factorization problem for algebras that factorize as k [G] , the group algebra of a finite group G, and k M , the algebra of functions on a set M on which G acts. Since it is not yet clear to what extent this construction covers interesting classes of Hopf algebras (e.g. semisimple co-semisimple) we decided to investigate some aspects of the bicrossed product construction in its original finite group setting.
There are two main questions. The first one, going back to Ore [14] asks for the description of all groups which arise as bicrossed products of two fixed groups. Little progress was made on this question. In this respect we would like to mention the result of Wielandt [20] establishing that from two finite nilpotent groups of coprime orders one always obtains a solvable group and the work of Douglas [9] on finite groups expressible as bicrossed products of two finite cyclic groups. Although Douglas obtained many results (for example, such groups are solvable) even for cyclic groups the complete solution is still not available. We would like to mention two interesting recent investigations [8] , [15] into the corresponding question at the level of algebras.
The second question is that of finding all finite groups which cannot be obtained as bicrossed products of smaller groups. Relevant for this question are the theorems of Schur-Zassenhaus and Frobenius which give sufficient conditions for a finite group to be a semi-direct product. Within the class of solvable groups the answer to this question can be narrowed down to p-groups using an old result of Hall. On the other hand, for simple groups the question seems to be a lot harder. It is clearly related to the question of determining the subgroup structure of finite simple groups which goes back as far as the turn of the 20th century with the work of E. H. Moore and A. Wiman on the subgroups of P SL(2, q), the most comprehensive results being due to Aschbacher [3, 4] . Section 3 contains a few relevant facts in this respect.
1. Prelimaries 1.1. Definitions and notation. Let us fix the notation that will be used throughout the paper. Let H and G be two groups and α : G × H → H and β : G × H → G two maps. We use the notation α(g, h) = g ⊲ h and β(g, h) = g ⊳ h for all g ∈ G and h ∈ H. The map α (resp. β) is called trivial if g ⊲ h = h (resp. g ⊳ h = g) for all g ∈ G and h ∈ H. If α : G × H → H is an action of G on H as group automorphisms we denote by H ⋊ α G the semidirect product of H and G: H ⋊ α G = H × G as a set with the multiplication given by
The opposite group structure on H wil be denoted by H op : H op = H as a set with the multiplication
is an isomorphism of groups. As usual, if H is a finite group we denote by |H| the order H and by ord(x) the order of the element x of H. Definition 1.1. A knit system of groups (also called a matched pair in [18] ) is a quadruple Λ = (H, G, α, β) where H and G are groups, α : G × H → H is a left action of the group G on the set H, β : G × H → G is a right action of the group H on the set G such that the following compatibility conditions hold:
between two knit systems consists of a pair of group morphisms ϕ H :
Remark 1.2. Let Λ = (H, G, α, β) be a knit system of groups. Then
for all g ∈ G and h ∈ H.
Let H and G be groups and α : G × H → H and β : G × H → G two maps. Let H α ⊲⊳ β G = H ⊲⊳ G := H × G as a set with an binary operation defined by the formula:
for all
The main motivation behind the definition of knit systems is the following result (we refer to [18] If (H, G, α, β) is a knit system the group H ⊲⊳ G is called the knit product (or the bicrossed product or the Zappa-Szép product) of H and G. The inverse of an element of the group H ⊲⊳ G is given by the formula
for all h ∈ H and g ∈ G. Also, remark that H × {1} ∼ = H and {1}× G ∼ = G are subgroups of H ⊲⊳ G and every element (h, g) of H ⊲⊳ G can be written uniquely as a product of an element of H × {1} and of an element of {1} × G as follows:
Conversely, one can see that this observation characterizes the knit product. Again, we refer to [18] , [10] for the details. 
is group isomorphism.
The maps α and β play in fact a symmetric role. 
for all h ∈ H and g ∈ G is a knit system of groups.
is an isomorphism of groups. In particular,
is an isomorphism of groups.
Proof. The proof is a straightforward verification.
Remark 1.6. Let H and G be two groups as above and let β : G × H → G be the trivial action. Then (H, G, α, β) is a knit system if and only if the map α : G × H → H is an action of G on H as group automorphisms. In this case the knit product is the semidirect product H ⋊ α G.
Assume now that the map α is the trivial action. Then (H, G, α, β) is a knit system if and only if β is a right action of H on G as group automorphisms or, equivalently, the map
is a group morphism. In fact, in this case also, the knit product H ⊲⊳ G is a semidirect product. It follows from Proposition 1.5 that (G, H,α,β) is a knit system. As α is trivial we obtain from (8) thatβ is trivial. Keeping in mind that the knit product Gα ⊲⊳β H with the trivialβ is a semidirect product we can invoke Proposition 1.5 (ii) to conclude that H ⊲⊳ G ∼ = G ⋊ ϕ H with ϕ = ϕ β the action of H on G as group automorphisms given by
for all h ∈ H and g ∈ G.
1.2. Universality properties. Let Λ = (H, G, α, β) be a knit system of groups. We associate to Λ two categories such that the knit product of H and G becomes an initial object in one of them and a final object in the other.
Define the category Λ C as follows: the objects of Λ C are pairs (X, (u, v)) where X is a group, u : H → X, v : G → X are morphism of groups such that:
is a morphism of groups f :
is an object in Λ C, where i H and i G are the canonical inclusions of H and G inside their knit product.
Define the category C Λ as follows: the objects of C Λ are pairs (X, (u, v)) where X is a group, u : X → H, v : X → G are two maps such that the following two compatibility condition holds:
where p H and p G are the canonical projections from the knit product to H and G.
be a knit system of groups. Then:
We have to prove that there exists a unique morphism of groups w :
Assume that w satisfies this condition. Then using (6) we have:
for all h ∈ H and g ∈ G and this proves that w is unique.
If we define
showing that w is a morphism of groups.
Part (ii) follows by a similar argument.
Straightforward from Proposition 1.7 we obtain the description of morphisms between a group and a knit product.
Corollary 1.8. Let E be a group and (H, G, α, β) a knit system. Then:
group morphism if and only if there exists
(ii) w : E → H ⊲⊳ G is a morphism of groups if and only if there exist u : E → H and v : E → G two maps such that
Remark 1.9. Corollary 1.8 can be used to describe all morphisms or isomorphisms between two knit products H α ⊲⊳ β G and H α ′ ⊲⊳ β ′ G. However, the descriptions are rather technical and we will not include them here.
We can use the above Corollary to give an equivalent description of the category of representations of a knit product. Let (H, G, α, β) be a knit system and k a field. A knit module is a triple (M,
-module and the following compatibility condition holds
for all g ∈ G, h ∈ H and x ∈ M . We denote by (H,G,α,β) M be the category of knit modules. The categories k[H⊲⊳G] M and (H,G,α,β) M are clearly isomorphic.
Assume that G is a finite group. Then the category 
* is an entwining structure associated to the knit system (H, G, α, β) (we refer to [7] for the full details). In particular, for a finite group
Chapter IX]).
Knit systems involving finite cyclic groups
As mentioned in the Introduction the question of describing all groups which arise as knit products of two given groups was asked by Ore. The first and by our knowledge the only systematic study of this kind, for groups which arise as knit products of two finite cyclic groups, was employed by J. Douglas in 1951. In his first paper on the subject [9, pag. 604] Douglas formulates the problem he wants to solve: describe all groups all whose elements are expressible in the form a i b j where a and b are independent elements of order n , m respectively. What Douglas refers to as independent elements is in fact the condition that the cyclic groups generated by each of these elements have trivial intersection. Therefore the problem can be formulated as follows: describe all groups which arise as knit products of two finite cyclic groups.
In what follows C n will be a cyclic group of order n and a will denote a fixed generator of C n and C m will be a cyclic group of order m with generator b. For any positive integer k we denote by Z k the ring of residue classes modulo k and by S(Z k ) the set of bijective functions from Z k to itself.
Let α : C m × C n → C n , and β : C m × C n → C m be two actions. They are completely determined by two maps
for any x ∈ Z n , y ∈ Z m . As α and β are actions we obtain that θ and φ are bijections (and hence they can be regarded as elements of S(Z n ) and respectively S(Z m )) and
for all positive integers i, and j. In particular,
for all x ∈ Z n and y ∈ Z m . Hence, as an element of S(Z n ) the order of θ is a divisor of m and as an element of S(Z m ) the order of φ is a divisor of n. Using (11) we obtain immediately that the compatibility conditions (1), (2) defining a knit system are equivalent to
for all x, y, z and all operations are in the relevant rings. Finally, (3) is equivalent to θ(0) = 0 and φ(0) = 0. To conclude, we have the following Proposition 2.1. Let m and n be two positive integers. There is a one to one correspondence between the set of knit system (C n , C m , α, β) and the set of pairs
for all x, y, z (all the operations are taking place in the relevant rings).
This is [9, Theorem I]. The pairs (θ, φ) ∈ S(Z n ) × S(Z m ) satisfying the above conditions are called in [9] conjugate special substitutions. Finding all pairs of conjugate special substitutions seems to be still an open question.
Remark 2.2. Note that for fixed maps α and β, the definition of (θ, φ) depends on the choice of the generators in the cyclic groups in question. For example if a i is also a generator of C n then the pair of conjugate special substitutions obtained by choosing generators a i and b is (θ, φ i ), where (θ, φ) was obtained by choosing generators a and b.
In [9] there are stated over two dozen theorems concerning pairs of conjugate special substitutions. One of them [9, Theorem XXV] refers to the case n = p a prime number.
is a pair of conjugate special substitutions then θ is linear, that is there exists t ∈ Z p such that θ(x) = tx for all x.
We remark that α : C m × C n → C n is an action as group automorphisms if and only if θ is linear, in the sense that there exists t ∈ U (Z n ) such that θ(x) = tx for all x. Douglas [9, III] managed to describe rather explicitly the pairs of conjugate linear substitutions (θ, φ) for which φ is linear. All linear conjugate special substitutions are described by [9, Theorem XXVI]. 
As it can be seen from the above Theorem even finding a pair linear conjugate special substitutions reduces to solving two nonlinear congruence equations (17) . Our main result is a complete explicit description of the knit systems (i.e. conjugate special substitutions) for the case n prime.
For the rest of this section let us assume the n = p a prime. Since knit systems with trivial α, respectively β trivial, are nothing else but semidirect products between C p and C n with C n normal, respectively C p normal, we are especially interested in describing the conjugate linear substitutions (θ, φ) ∈ S(Z p ) × S(Z m ) for which θ and φ are not identity maps. For p = 2, the only possible θ is the identity map as guaranteed by Theorem 2.3. Therefore we can assume the p is an odd prime.
Any possible map θ is conveniently described by Theorem 2.3
for some t ∈ Z p , t = 0, 1. Let us denote the order of t in U (Z p ) by γ. Let us start by investigating under which conditions there is a pair of conjugate special substitutions (θ, φ) with θ as above and φ nontrivial. Assume (θ, φ) is such a pair.
First, the condition (14) translates into
The condition (15) for x = z = 1 gives
From (16) we obtain two equations the first one by specializing y = 1, z = γ
and the second by specializing y = z = 1
In fact, (20) implies that
If we set x = γz in (21) and use (22) for y = 1 we obtain
or, equivalently, φ t−1 (γz) = γz for all z ∈ Z m since φ is a bijective function. As agreed, t = 1 and therefore t − 1 is invertible in Z p . Let t ′ be its inverse. Then φ (t−1)t ′ = φ and
Now, (22) becomes
which shows that φ is in fact completely determined by φ(y) for 1 ≤ y ≤ γ − 1.
Let us introduce the following notation
As assured by (19) all ℓ(y) are multiples of γ and hence by (24) it is clear that φ s (y) = y + sℓ(y) for all 1 ≤ y ≤ γ − 1 and s ∈ Z
Specializing in this equality s = t and keeping in mind (21) we obtain
for all 1 ≤ y ≤ γ − 2, from which we can deduce that
for all 1 ≤ y ≤ γ − 1. Therefore φ is completely determined by ℓ(1). Furthermore, the order of φ is p and the formula (25) for s = p implies that
In particular φ is forced to be trivial unless p divides m. Keeping in mind (18) and the fact that γ is also a divisor of p − 1 we obtain that a necessary condition for the existence of a nontrivial φ is pγ|m
Let us assume that this condition is satisfied. Then, m = pM and γ|M . From (27) there are exactly p − 1 possible nonzero values for ℓ(1):
For each of these values we have a map described as follows
where we used the following notation
all the maps being the canonical ones.
It is a rather routine task to check that any of pairs (θ, φ i ) verify the conditions specified in Proposition 2.1. Indeed, (14) follows from the fact that t γ = 1 in Z p so t M = 1 in Z p also. Any φ i satisfies (24) thus (14) is checked keeping in mind that M is a multiple of γ. Any φ i also satisfies (19) so (15) is satisfied. The verification of (16) is again straightforward.
In conclusion (θ, φ i ) are the only possible conjugate special substitutions involving θ.
Observe that φ i = φ i 1 , hence by Remark 2.2 all of them represent the same knit system. We collect all these facts in the folowing 
is a pair of conjugate special substitutions for any 1 ≤ i ≤ p − 1 which gives rise to isomorphic knit systems (C p , C m , α, β) with both α and β nontrivial. Moreover, all (C p , C m , α, β) with both α and β nontrivial arise in this way.
Let us briefly describe the groups which arise as knit products of C p and C m . The semidirect products between C p and C m are very well documented and will not be described here. We only describe the knit products obtained from (C p , C m , α, β) with both α and β nontrivial. For this situation and with the notation and under the conditions specified in the above Theorem the groups obtained from (θ t , φ t ) are described by generators and relations as follows:
The description of all knit systems for general n and of groups arising as knit products in that situation remains an open question.
In principle, the ideas and techniques in [9, III] settle the case when one of the cyclic groups has prime order although it is a rather nontrivial task to explicitly extract the result (compare the above Theorem with [9, (16.23 
)]).
Remark 2.6. Some of the key steps in the proof of Theorem 2.5 have more conceptual explanations which do not depend on the two groups in question but rather on the properties of the maps α and β. For example, formula (19) can be also obtained as follows. Let (H, G, α, β) be a knit system such that α is an action of G on H as group automorphisms. Then the compatibility condition (1) from the definition of a knit system is equivalent to (g ⊳ h 1 ) ⊲ h 2 = g ⊲ h 2 that can be written as
for any g ∈ G, h 1 , h 2 ∈ N . Thus if α is an action of automorphism then (H, G, α, β) is a knit system if and only if (2) and (30) holds. In turn, this gives important information regarding β: the elements g −1 β(g, h) act trivially on H for any g ∈ G and h ∈ H. If we keep the notation used in the proof of Theorem 2.5 and apply (30) for G = C m , H = C p , g = b y and n 1 = n 2 = a we obtain that
This means that ord(θ) divides φ(y) − y for any y ∈ Z m , which is exactly (19).
Factorizable finite groups
It is a natural question to ask which groups can be obtained through a knit product construction. In this section we collect some results in this respect. The group E is called factorizable if it has a complementary pair of subgroups.
Note that in general a subgroup of a certain group might have no complement or several non-isomorphic complements. We refer to Remark 3.10 for relevant examples.
Lemma 3.2. Let E be a finite group and H, G two proper subgroups of E. The following are equivalent:
It follows from Theorem 1.3 and Theorem 1.4 that E is a knit product of H and G if and only if u is bijective (in this case we get that H ∩ G = {1}). On the other hand the image of u equals HG = {hg|h ∈ H, g ∈ G}. Since |HG| = |H||G| |H ∩ G| the conclusion immediately follows.
With this simple result in mind it is clear that a finite group can be written as a knit product of two proper subgroups if and only if it is factorizable.
One can ask if there are groups which admit a large number of complementary pairs of subgroups. It turns out that an answer is provided by two results of Philip Hall. We refer to [16, Chapter 5] for the proofs.
Theorem 3.3 (Hall)
. If E is a finite group which has complement for any of his Sylow subgroups, then E is solvable.
Theorem 3.4 (Hall)
. If E is a solvable group of order ab, where (a, b) = 1, then E contains a subgroup of order a.
Proposition 3.5. Let E be a finite solvable group that is not a p-group. Then E is factorizable. In particular, any finite group of odd order that is not a p-group is factorizable.
Proof. As E is not a p-group we can write |E| = ab where (a, b) = 1. It follows from Hall's Theorem that there exist H and G two proper subgroups of order a respectively b whose intersection of course trivial. As it follows from the well known Feith-Thomson theorem all finite groups of odd order are solvable and therefore are factorizable as long as they are not p-groups.
Remark 3.6. There are p-groups E which are non-factorizable. A sufficient condition for E to be non-factorizable is that its lattice of proper subgroups has a unique minimal element. For example, this condition is satisfied by cyclic p-groups and the group of quaternions which, in consequence, are not factorizable.
At the other end of the spectrum, it is not yet clear which of the finite simple groups are factorizable. Investigations on this matter started with the work of Szép in the 1950's but we would like to mention here two especially important results. The first one [2] is what was once known as Szép's conjecture.
Theorem 3.7. A finite group which factorizes into two subgroups with trivial center is not simple.
The second one is [1, Theorem 1.1].
Theorem 3.8. The simple groups which can be factorized into two subgroups of coprime orders, one of which is odd are: A p , p ≥ 5 a prime, M 11 , M 23 , P SL(2, q) with 3 < q ≡ 1(mod 4) or q = 29, P SL(r, q) with r odd prime and (r, q − 1) = 1.
We referer to [1] for full information on the possible pairs of complementary subgroups satisfying the hypothesis.
However, there are finite simple groups which are factorizable as into subgroups which do not satisfy the hypothesis of the above Theorem. Also, there are simple groups which are not factorizable: our only example is the alternating group A 6 ∼ = P SL (2, 9) . The rest of the section is devoted to the proof of this result.
Let us denote by [n] the set {1, 2, . . . , n} and by S n be the symmetric group of degree n. The symmetric group acts naturally on the set [n]. Let G be the stabilizer in S n of a point of [n]. Also, let H be the cyclic subgroup of order n of S n generated by an arbitrary but fixed n-cycle. As any element of [n] has trivial stabilizer in H it is clear that the groups G and H intersect trivially. The product of their orders equals n! and by Lemma 3.2 we can conclude that S n ∼ = S n−1 ⊲⊳ C n .
The same argument shows that A n , the alternating group of degree n, can be similarly written as A n−1 ⊲⊳ C n if n is odd. If n = 4k there is a copy of the dihedral group D 4k which intersects trivially any stabilizer G inside A n of a point in [n] . Indeed, let σ, τ ∈ A 4k be the even permutations σ = (1, 3, 5, · · · , 4k − 1)(2, 4, 6, · · · , 4k) τ = (1, 2k + 2)(2, 2k + 1)(3, 2k + 4)(4, 2k + 3) · · · (2k − 1, 4k)(2k, 4k − 1) It is a straightforward to check that σ and τ generate a subgroup of A 4k isomorphic to the dihedral group D 4k of order 4k which intersects G trivially. Lemma 3.2 assures that A 4k can be written as A 4k−1 ⊲⊳ D 4k . These observations go back at least to Maillet [11] . Proof. First of all let us argue that, without the loss of generality, we can replace the group G from the statement with the stabilizer of an element of n. The group A n acts transitively on the set of right cosets A n /G which has n elements. This action induces φ : A n → S(A n /G) ∼ = S n a group morphism from A n to the group S(A n /G) of bijective functions on A n /G which can be identified with the symmetric group S n . In fact since for n ≥ 5 the alternating group A n is simple φ is an isomorphism onto its image
It is clear that G fixes the class of identity in A n /G so it is mapped under φ into a subgroup of A 6 which fixes a point. In particular G must be isomorphic to A n−1 . Of course, G and H are complementary if and only if φ(G) and φ(H) are complementary. Therefore, we can safely assume that G is the stabilizer in A n of the element n of [n].
If n is odd or divisible by 4, the above discussion preceding this Proposition shows that G has complements. Conversely, assume that H is a complement of G and that n is even.
The element n has trivial stabilizer inside H otherwise G and H would intersect nontrivially. Therefore, the orbit of n under the action of H has exactly n elements. In other words, H acts on [n] transitively. This assures that the stabilizer inside H of any element of [n] is trivial. On the other hand, there exists an element σ of order 2 in H as its order is even. Since σ does not have any fixed points it must be a product of n/2 disjoint transpositions. But σ is also an even permutation so n/2 is even. We have shown that n must be divisible by 4.
Remark 3.10. In general one subgroup might have a large number of non-isomorphic complements. For example, let n = 4k be a positive integer and denote by G be the stabilizer of n in A n . One can construct many complements of G as follows. Let K be an arbitrary group of order 2k and let σ : K → K a group automorphism of K of order at most 2. The semidirect product
has order 4k and its left regular action gives an embedding
It is clear from the definition that the generator of C 2 is mapped into a product of 2k disjoint transpositions and that for each element x of K the cycles in the cycle decomposition of φ(x) come in pairs. Therefore, the image of H lies in fact in A n and, since the left regular action is fixed-point free, its intersection with G is trivial. Thus φ(H) is a complement of G in A n .
In other situations, as is shown bellow, the isomorphism types for the elements of a pair of complements are unique. Proof. Clearly, if a group has order 5 it must be cyclic. Similarly, as explained in the proof of the previous Proposition, if a subgroup of A 5 has index 5 then it is isomorphic to A 4 . Assume now that G and H are nontrivial complementary subgroups of A 5 and that the order of G is divisible by 5 but not equal to 5. Keeping in mind that A 5 is simple and so it cannot have subgroups of index strictly less than 5 we arrive at the conclusion that the order of G is 10 and the order of H is 6. Furthermore, A 5 has six 5-Sylow subgroups and ten 3-Sylow subgroups which implies that the order of a normalizer of any 5-Sylow subgroup is 10 and the order of a normalizer of any 3-Sylow subgroup is 6. As G and H clearly have normal subgroups of orders 5 and 3 respectively, we infer that G is the normalizer of a 5-Sylow subgroup and H is the normalizer of a 3-Sylow subgroup of A 5 . But in this case both G and H have trivial center and by Theorem 3.7 their knit product cannot be simple. Proof. Let us assume for contradiction that A 6 has two proper subgroups G and H which have trivial intersection and |G||H| = 360. There are restrictions on the possible orders of these subgroups imposed by the fact that A 6 is simple and by Proposition 3.9: the index in A 6 of neither of them is 6 or less.
Being subgroups of A 6 , G and H act naturally on the set [6] and, unless otherwise specified, for the rest of the argument the word action will refer to this action. Without the loss of generality, we may assume that the order of G is divisible by 5. Hence, G has an element of order 5, which clearly must be a 5-cycle, and the action of G has an orbit with at least five elements. Therefore, the action of G either has a fixed point, or it is transitive.
Let us consider the first possibility. Having a fixed point, G is included in the stabilizer S of that point under the action of A 6 . The group S is clearly isomorphic to the alternating group A 5 which is simple. This implies that the index of G inside S is at least 5. The possible orders for G are then: 5, 10 and 60. The first option is ruled out because it implies that H has index 5 inside A 6 , which is impossible. The third option is ruled out by Proposition 3.9. Hence, G is forced to have order 10. It is clear that G has a unique subgroup A of order 5 which must be of course normal in G. In ther words, G lies inside the normalizer of A in S. In fact, G must equal this normalizer. Indeed, A is a 5-Sylow subgroup of S and, as it is well-known, A 5 has six 5-Sylow subgroups, forcing the normalizer of A to have order 10.
Turning our attention to H, note that it has order 36 and therefore it cannot be a subgroup of a group of order 60. In particular, the action of H cannot have a fixed point. Similarly, the action of H cannot have an orbit of size two since the stabilizer of a point in this orbit would be a group of order 18 and thus cannot be a subgroup of a group of order 60 (in this case the stabilizer of the same point inside A 6 ). However, having an element of order 3, H has an orbit with at least 3 elements. This, and the fact that the action of H does not have orbits of size one or two, implies that H acts with at most two orbits. In fact, if the action of H has exactly two orbits they both have to have size 3.
Assuming that the action of H has exactly two orbits, let us consider B, the stabilizer in H of the point fixed by the group S above. It is a subgroup of S or order 12. Keeping in mind that G is a subgroup of S of order 10 we obtain that G and B intersect nontrivially, otherwise |GB| = 120 > 60 = |S|. In consequence, G and H intersect nontrivially, which contradicts our assumption.
The only other possibility is that the action of H is transitive. In this situation the group B has order 6. We have then two subgroups of S: G of order 10 and B of order 6 which must intersect trivially, otherwise G and H intersect nontrivially. Equivalently, we obtain that A 5 has two complementary subgroups of orders 6 and 10, fact which contradicts Proposition 3.11. Hence, we may conclude that the action of G cannot have a fixed point.
If the action of G is transitive, since the size of an orbit must divide the order of the group, the order of G must be a multiple of 30. Keeping in mind that the index of G inside A 6 must be strictly greater than 6 we deduce that the order of G equals 30.
If the order of G equals 30, the stabilizer of any element of [6] has order 5. Furthermore, G has an element of order 2 which therefore cannot be any of the stabilizers, forcing it to be a product of 3 transpositions. However, such an element does not belong to A 6 . In consequence, the order of G cannot be 30 either.
