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We address the problem of efficient phase diagram sampling by adopting active learning tech-
niques from machine learning, and achieve an 80% reduction in the sample size (number of sampled
statepoints) needed to establish the phase boundary up to a given precision in example application.
Traditionally, data is collected on a uniform grid of predetermined statepoints. This approach, also
known as grid search in the machine learning community, suffers from low efficiency by sampling
statepoints that provide no information about the phase boundaries. We propose an active learning
approach to overcome this deficiency by adaptively choosing the next most informative statepoint(s)
every round. This is done by interpolating the sampled statepoints’ phases by Gaussian Process
regression. An acquisition function quantifies the informativeness of possible next statepoints, max-
imizing the information content in each subsequently sampled statepoint. We also generalize our
approach with state-of-the-art batch sampling techniques to better utilize parallel computing re-
sources. We demonstrate the usefulness of our approach in a few example simulations relevant to
soft matter physics, although our algorithms are general. Our active learning enhanced phase dia-
gram sampling method greatly accelerates research and opens up opportunities for extra-large scale
exploration of a wide range of phase diagrams by simulations or experiments.
I. INTRODUCTION
Mapping phase diagrams is a central task in many
branches of both physical and chemical sciences.
Phase diagrams map macroscopic, thermodynamic
phases onto statepoint variables such as pressure,
density, temperature, and concentration. Alchem-
ical parameters can be varied to produce “phase”
diagrams mapped onto stoichiometry, interaction
range, patchiness, and even particle shape. The
phase boundaries separating macroscopic phases are
of particular importance to studies of phase transi-
tions and phase coexistence. Despite its ubiquitous
utility, constructing phase diagrams - whether by ex-
periments or simulations – remains a laborious and
costly task, even for simple systems with only a few
thermodynamic phases. Traditionally, researchers
conduct experiments or simulations at statepoints
uniformly laid on a grid a priori, as the one shown in
Fig. 2(a). While this grid search method is simple to
understand and implement, it is inefficient because
the scheduling of later experiments/simulations ig-
nores the valuable feedback from previous experi-
ments/simulations. In realistic scenarios relevant to
the chemical and physical sciences, the overhead to
∗ sglotzer@umich.edu
implement and run a more advanced sampling al-
gorithm is usually negligible compared to sampling
an extra statepoint. Thus, an advanced sampling
strategy is highly desirable.
With recent developments in machine learning
techniques [1–6], we now have a powerful arsenal
to develop an advanced sampling strategy. Prob-
lems similar to the construction of phase diagrams
arise naturally in the field of active learning [1, 7–
9], where an algorithm actively queries a particular
subset of labeled data rather than passively using a
predetermined training dataset. Related techniques
were also developed for Bayesian optimization in op-
erations research [2, 4, 5, 10]. Combining some of the
latest advancements in both fields, we present an ac-
tive learning framework for efficient phase boundary
sampling. By sequentially sampling only the most
informative statepoints, our approach to finding a
phase boundary reduces the number of statepoints
needing to be sampled to only 20% of the number
of statepoints needed in the conventional grid search
method, while maintaining roughly the same preci-
sion on the location of the phase boundaries. The
high efficiency thus opens up opportunities for extra-
large scale phase diagram explorations that would
otherwise be prohibitive. Moreover, our approach
can take advantage of modern parallel experiment or
simulation resources by supporting batch sampling,
where the algorithm returns multiple statepoints for
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FIG. 1. A schematic that summarizes the active learning
framework.
phase evaluation at each round.
II. ACTIVE LEARNING FRAMEWORK
We begin by posing our problem in an active learn-
ing setting by connecting related concepts in chemi-
cal physics and machine learning, see Table I. With-
out loss of generality, in this paper we limit our dis-
cussion to the case where only two distinct phases
are present in the phase diagram, and denote the
phase label to be y. The phases might be, for ex-
ample, liquid and gas, polymer-rich and polymer-
poor, face-centered cubic and body-centered cubic,
etc. We consider statepoints with d parameters as a
vector x in d-dimensional vector space Rd. Our goal
is to perform the phase evaluation (i.e. run costly ex-
periments or simulations) only at the most informa-
tive trial statepoints to improve sampling efficiency.
First, we use an interpolation method that can be
fitted with the phases from the observed statepoints
to the entire parameter space of interest. Next, we
define an acquisition function α(x) to quantify
the “informativeness” of a trial point based on the
uncertainty in the outcome of its phase evaluation
and whether it promises to add more precision to
the evaluations of the phase boundary. We perform
phase evaluations at the trial statepoint with the
current highest acquisition function value. Finally,
we repeat the above operations, each round interpo-
lating again with the additional data, until reaching
the target number of iterations or the desired pre-
cision. The simple schematic in Fig. 1 summarizes
the active learning framework applied to phase dia-
gram evaluation, and a formal sequential algorithm
is given in Algorithm 1, with the detailed derivation
of each step explained in the following sections.
III. MODEL FOR INTERPOLATION
At each iteration in the active learning process, we
need to update a model for interpolating the phase
function from the observed statepoints to the en-
tire space of interest. The model is an essential
part of the active learning framework, because to
quantify the information gain in choosing an as-yet-
unsampled trial statepoint, we must first estimate
the possible outcomes of the experiment. Our as-
sumption about the phase diagram is that the phase
of a statepoint is highly correlated with the phase
of its neighboring statepoints, because experiments
with similar parameters are likely to find similar re-
sults. Such correlation is exactly why active learning
performs better than a grid search, because active
learning uses an interpolation model to utilize this
information and chooses fewer redundant statepoints
to sample.
A natural model for pure interpolation should
be able to capture the spatial correlation of the
phase function and provide estimates of not-sampled
statepoints’ phases. According to these criteria,
we choose Gaussian Process (GP) regression [10],
a well studied and widely adopted method in re-
search and industry. In our setting where only two
phases are present, a regression method is equivalent
to solving a classification problem relaxed to real val-
ues. GP regression has been widely used to model
data with spatial correlation due to a unique ad-
vantage of providing probabilistic interpolation esti-
mates where the uncertainty of output estimates can
also be quantified [11]. The uncertainty for interpo-
lation also provides important information for the
active learning framework to choose the next trial
point.
To formalize the GP interpolation, we are given a
set of statepoints X = {x1, ...,xn} from past trials
whose phases have already been evaluated as y =
{y1, ..., yn}. Without loss of generality, the phase
labels can be denoted as yi ∈ {−1, 1}. Following
the derivation developed in [10], GP interpolation
assumes that the joint distribution of sampled labels
y and prediction labels y? follows the Gaussian prior
distribution,
[
y
y?
]
∼ N
(
0,
[
K(X,X) K(X,X?)
K(X?, X) K(X?, X?)
])
. (1)
The kernel matrix K(X,X?) represents the covari-
ances between all pairs of sampled and unknown
statepoint labels. We define K(X,X),K(X?, X),
and K(X?, X?) similarly. The kernel matrices are
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Algorithm 1 Active Learning Based Phase Diagram Sampling - Sequential
Input: Randomly sampled initial dataset D1 := {xi, yi}ni=1 that contains statepoints in both phases, maximum
iteration m
for t = 1 to m do
Fit a Gaussian Process to Dt and compute the acquisition function α(x)
Compute x? ← arg max(α(x) by gradient ascent method {Select trial point by maximizing acquisition function}
Run experiment or simulation to evaluate the phase y? at trial point x?
Dt+1 ← Dt ∪ {(x?, y?)} {Add observed statepoint in this round into the observed set}
end for
constructed such that the covariances decrease as the
distance between statepoints grows. Representing
the nonnegative pairwise covariance, the kernel ma-
trix elements are assumed to be given by a positive-
definite kernel function Kij = k(xi,xj). We adopt
the most common choice of kernel function that sat-
isfies all above requirements, the squared exponen-
tial (SE) function [10, 12], also known as a Gaussian
kernel,
cov(y(xi), y(xj)) = k(xi,xj) = exp (−1
2
∥∥∥∥xi − xj2l2
∥∥∥∥2).
where l represents the characteristic length scale. l
can be learned from the data by automatic relevance
determination (ARD) according to the standard
practice of Bayesian Optimization research [13].
With these assumptions, the interpolated (pre-
dicted) phase function for the unknown statepoints
follows the conditional distribution, calculated by
updating the prior probability distribution (Eq. 1)
after observing sampled statepoints’ phases. Thus
y? ∼ N (µ?y, var(y?)), i.e. the unknown state-
points’ phase function follows a Gaussian distribu-
tion, where the mean (µy?) and variance (var(y
?))
is given by
µy? := E [y?|y, X,X?] = K(X?, X) [K(X,X)]−1 y, (2)
var(y?) = K(X?, X?)−K(X?, X) [K(X,X)]−1K(X,X?). (3)
First, the interpolation estimate is probabilistic
rather than deterministic because what we calcu-
late is the distribution, fully characterized by the
mean (µy?) and variance (var(y
?)) of the distribu-
tion, both of which can be analytically expressed.
Although the actual phase evaluation returns only
discrete phase labels yi ∈ {−1, 1}, the interpolation
predictions are relaxed to real values that may occa-
sionally be outside of the range [−1, 1]. In particular,
a 0 value of predictive mean y¯? shows that the GP
interpolation algorithm considers this statepoint as
lying exactly on the estimated phase boundary based
on all observed information. Meanwhile, the vari-
ance of the prediction var(y?) quantifies the uncer-
tainty of the interpolation estimate. While it is pos-
sible to use more complicated interpolation methods,
we choose GP in favor of its interpretability and sim-
plicity.
To demonstrate the interpolation model, a syn-
thetic example is used. Note that our algorithm does
not depend on the assumption that each phase re-
gion is connected, as shown in our example ground
truth (that is, actual) phase diagram in Fig. 2(a).
Fig. 2(b) shows the mean value of the GP interpola-
tion is very close to the ground truth even with only
50 sampled statepoints. Moreover, the uncertainty
of the interpolation is quantified in the model by the
standard deviation, shown in Fig. 2(c). Since GP
utilizes the spatial correlation between statepoints,
the regions with fewer sampled statepoints would see
larger uncertainty in the estimate of their proximity.
3
FIG. 2. An example of the Gaussian Process (GP) interpolation model and acquisition function at a given iteration for
a synthetic phase diagram in two dimensions. (a) The ground truth (i.e. actual) phase boundary, with a 7-by-7 grid
plotted on top to illustrate the grid search method. (b) The expected phase value calculated by the GP interpolation.
Red dots represent observed statepoints. (c) The standard deviation (uncertainty) of the GP interpolation estimates
to the phase function. (d) The acquisition function value calculated according to Eq. 5. The value is rescaled to be
in the range between 0 and 1. The star represents the statepoint with the maximum acquisition function value, i.e.
the selected trial statepoint for the next experiment.
IV. ACQUISITION FUNCTION
To quantify the reward when the next sample to
be evaluated is placed at x, we propose the acqui-
sition function α(x) as a function of a statepoint’s
interpolated phase estimates y¯? and var(y?) (so also
a function of x indirectly). The terminology “acqui-
sition function” is a standard term quantifying the
“informativeness” of a potential trial statepoint bor-
rowed from the related field of Bayesian Optimiza-
tion [13]. Thus, given the functional form of α(x),
the algorithm for identifying the next state point is
simply choosing the statepoint that yields the largest
acquisition function value, x˜ = arg max (α(x)).
The design of the acquisition function needs to
balance the trade-off between minimizing uncer-
tainty by gathering diverse samples (known as “ex-
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TABLE I. Terminology matching between phase bound-
ary mapping and classifier training
interpolating phase diagram training classifier
statepoint feature vector
phase class
phase boundary decision boundary
distance to phase boundary margin
ploration”) and increasing precision on phase bound-
ary regions (known as “exploitation”). With GP
as our interpolation method, one candidate acqui-
sition function based on exploration is to choose√
var(y?) + σ2, where σ denotes the magnitude of
the error in the phase evaluation from experiment or
simulation. This functional form intuitively states
that the statepoint with the largest value of esti-
mated variance should be sampled first. Another
candidate functional form based on exploitation is
− |y¯?|. The largest possible value of this candidate
function is 0, so this choice will guide the algorithm
to sample statepoints at the estimated phase bound-
ary, “exploiting” the current knowledge of the phase
diagram and refining the phase boundary regions.
An acquisition function that can balance both ex-
ploration and exploitation is:
α(x?) = − |y
?|√
var(y?) + σ2
, (4)
where the negative sign ensures that a smaller ab-
solute value of the mean leads to a larger acquisi-
tion function [1]. The rationale behind this choice is
closely related to the t-test in hypothesis testing [14],
which statisticians use to determine if numbers are
sampled from a distribution with zero mean. Simi-
larly, this acquisition function combines two criteria
into one simple closed form. However, this choice
has an obvious disadvantage. For any practical uses
where a statepoint has dimensions d ≥ 2, after sam-
pling statepoints in both phases there will always
be an estimated phase boundary in the GP interpo-
lation where all statepoints will, by definition, have
the same acquisition function value of 0. This choice
of acquisition function fails because of the degener-
acy problem of treating all points on the estimated
phase boundary as equally important, regardless of
their different uncertainties. This can be seen vi-
sually in Fig. 2(d), where the acquisition function
appears maximal along a single line. Therefore, to
overcome this deficiency and choose the best trial
statepoint, we remove this degeneracy with a small
modification, and select as our acquisition function
α(x?) =
√
var(y?) + σ2
|y?|+  , (5)
where we compute the inverse of the original acqui-
sition function, and add a small positive constant
 to the denominator to enforce numerical stabil-
ity. The extra free parameter  also has a phys-
ical meaning. Using the word “margin” to refer
to the distance between a trial point and the esti-
mated phase boundary,  essentially sets the cut-
off of the margin’s effect on the acquisition func-
tion as the margin approaches zero. This effectively
sets an upper bound to the effect of the exploita-
tion criterion. Empirically we find that a moderately
small value between 0.05 or 0.005 suffices, depend-
ing on the desired exploration-exploitation trade-off.
Thanks to the GP regression’s analytical solution,
we can efficiently find the trial statepoint with the
largest acquisition function value by coding standard
gradient-ascent optimization methods, or simply use
packaged L-BFGS solvers [15].
As a concrete example, we study a synthetic phase
diagram with a ground truth phase boundary shown
in Fig. 2(a). We warm up the algorithm with five
randomly sampled statepoints and visualize all the
intermediate values from the snapshot at iteration
20. Our algorithm uses GP interpolation to model
the phase function, with the expected phase function
shown in Fig. 2(b) and uncertainty shown in Fig.
2(c). The interpolation results are used to calculate
the acquisition function value (Fig. 2(d)) according
to Eq. 5. Roughly, the algorithm can be under-
stood as first taking the expected phase boundary
and then selecting the next point to be the one on
the expected boundary with maximum uncertainty.
V. BATCH SAMPLING
The previous sections describe the essential com-
ponents for a fully functioning active learning frame-
work proposing one maximally informative trial
statepoint at each round, which we simply refer to
as the “sequential algorithm.” In this section, we
improve upon this method using batch sampling to
exploit modern parallel architectures for both simu-
lations and experiments.
While it is easy to achieve greedy Bayes optimality
for our original sequential algorithm, it is highly non-
trivial to achieve Bayes optimality for a batch sam-
pling algorithm. Canonically, we would write down
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Algorithm 2 Active Learning Based Phase Diagram Sampling - Batch Sampling Algorithm
Input: Randomly sampled initial dataset D1 := {xi, yi}ni=1 that contains both phases, maximum iteration m, batch
size nb.
for t = 1 to m do
Fit a Gaussian Process to Dt and compute the acquisition function α(x)
Initialize penalized acquisition function α˜t,0(x) = α(x)
for j = 1 to nb do
Compute next trial point in the batch x?t,j ← arg max α˜t,j−1(x)) by gradient ascent method {Select trial
point by maximizing acquisition function}
if µ(xt,j) = 0 then
rj ← 1/Lµ
else
rj ← (σ − σ0)/Lσ {Compute penalizing radius rj for the last selected trial point}
end if
Compute penalized acquisition function α˜t,j(x)← αt,0(x)∏jk=1 ϕrj (x,xk)
end for{
y?t,j
}← Parallel phase evaluations by experiment or simulation at {x?t,j} for j = 1 to nb
Dt+1 ← Dt∪
{
(x?t,1, y
?
t,1) . . . (x
?
t,nb , y
?
t,nb)
} {Add the batch of observed statepoints in this round into the observed
set}
end for
FIG. 3. A schematic that summarizes the batch active learning framework. Note that the problem of batch sampling
is solved here by reducing it into a series of sequential statepoint selection problems in the penalization-maximization
procedure.
a multi-point acquisition function as a function of all
the trial statepoints in the same batch, and solve the
Markov decision process. Unfortunately, such a pro-
cedure is often impractical because of being analyti-
cally intractable or poor scaling with the dimension
of the problem and the size of the batches [2]. Vari-
ous techniques and approximations have been devel-
oped in the Bayesian optimization community for
optimizing the multi-point acquisition function [3–
6]. However, many of the techniques are highly de-
pendent on the specific functional form of the chosen
acquisition function. Rather than directly optimiz-
ing the multi-point acquisition function, we adopt
the recent idea of local penalization [2] to develop
a heuristic for batch sampling. The key insight is
that the effect of evaluating a trial point in the op-
timal batch is just a local exclusion effect, prevent-
ing the algorithm from choosing other trial points in
its proximity. By using good heuristics to penalize
each trial point in the batch, we effectively reduce
the problem of finding the optimal batch to a series
of related sequential optimization problems. This
framework of batch active learning is summarized in
the schematic shown in Fig. 3.
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(a) (b)
(c) (d)
(e) (f)
FIG. 4. Example application of active learning for a Lennard-Jones phase diagram as ground truth. The ground truth
phase boundary is reconstructed with the liquid-vapor coexistence properties open data from NIST. Each column
shows a different sampling algorithm, (a, b): grid search; (c, d): active learning sequential; (e, f): active learning
batch with a batch size of 5. Each row shows snapshots with different numbers of sampled statepoints. Upper row:
(a) 49 (7 by 7) samples; (c, e) 50 samples. Lower row: (b) 196 (14 by 14) samples; (d, f) 195 samples. In all subplots,
the gray dashed curve shows the ground truth phase boundary as reference.
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The aforementioned idea of local penalization
is used to formally derive the “maximization-
penalization” [2] sampling procedure. In each sam-
pling step, we approximate the optimal batch in a se-
quential fashion: first we choose the best trial point
based on the current acquisition function and then
penalize the acquisition function value around it. We
iterate this process until the batch size is reached.
Now we need only a proper formula that determines
how large the exclusion regions should be.
Here we assume that µ and σ, our interpolation
estimate’s mean and standard deviation as functions
of statepoint x, are both following the Lipschitz as-
sumption [2, 16, 17]:
‖µ(x1)− µ(x2)‖ ≤ Lµ‖x1 − x2‖, (6)
‖σ(x1)− σ(x2)‖ ≤ Lσ‖x1 − x2‖. (7)
Lµ, Lσ are known as Lipschitz constants. They
quantify the smoothness of our estimates, and can
be easily estimated by sampling the largest global
gradient magnitude for these functions as shown in
[2].
To find the proper penalizing radius, first we no-
tice that our original sequential algorithm tends to
sample from two types of trial points – those with
high uncertainty and those lying on the estimated
phase boundary. In both cases, the acquisition func-
tion of the evaluated trial point and its neighborhood
decreases after evaluation. For the former type, the
effect of sampling that particular trial point is to
reduce the uncertainty of that region, making its
neighborhood less likely to yield a high acquisition
function later. Thus, the evaluation penalizes all
points within an area around this trial statepoint
at xj . We define Bj = {x : ‖x− xj‖ ≤ rj} as the
d-dimensional area around a selected trial point xj
with a radius of rj , where the penalizing radius is
given by rj = (σ−σ0)/Lσ. The rationale behind this
formula is based on the Lipschitz assumption that
the interpolation uncertainty σ(x) cannot change
faster than the rate of Lσ. Similarly, we can ar-
gue that for the latter type, the phase evaluation of
a trial point would change its expected phase label
from 0 to ±1, shifting the estimated phase bound-
ary accordingly and reducing the likelihood that its
neighborhood will still contain a new phase bound-
ary. Thus, for any point to be a potential candidate
again (i.e. to be in the new estimated phase bound-
ary where µ = 0), it must be as far from the last
trial point xj as rj = (1− |µ(xj)|)/Lµ = 1/Lµ.
Next, for every already-selected batch element,
the penalizing multiplier to the acquisition function
is given by
ϕrj (x,xj) = 1− Prob(x ∈ Brj (xj)) (8)
= Prob(rj ≤ ‖x− xj‖), (9)
which can be expressed in a standard Gauss er-
ror function following the treatment in [2]. The
above analysis leads to our batch sampling algo-
rithm, shown in Algorithm 2.
Empirically, we also find that combining the two
penalizing criteria into one by taking the geometric
mean of the penalizing radius as the global penal-
izing radius yields a batch algorithm variant that is
slightly more robust (because more weight is put on
exploration than exploitation). We choose this vari-
ant of batch algorithm in example applications in
the next section.
VI. EXAMPLE APPLICATIONS AND
DISCUSSION
We wrote and implemented custom modified soft-
ware for our active learning algorithm forked from
the open source package GPyOpt[18] and its depen-
dency GPy[19]. The acquisition function and the
corresponding batch sampling method were added to
GPyOpt as plugin modules. We tested our proposed
sequential and batch algorithm on a 2D Lennard-
Jones (LJ) system phase diagram. The phase dia-
gram, shown in Fig. 4 (gray dashed curve) as the
ground truth phase boundary, was compiled from
liquid-vapor coexistence equation of state data [20].
We considered the phase boundary between the pure
liquid / gas phase and the coexistence phase, where
the phase boundary is exactly the phase coexistence
equation of state.
In this example, the parameter for the acquisition
function  is set to 0.01. For consistency, we started
both of our sequential and batch active learning al-
gorithms with the same five random samples and ac-
tively sampled 190 LJ system simulations for both.
In the sequential setting, this corresponds to 190 it-
erations; while in batch setting we chose a batch size
of five, corresponding to 38 iterations. We examined
the behavior of our sequential algorithm by taking
two snapshots, one early in the run with 50 sam-
ples, including five random warm-up samples, the
other at the end with 195 samples. We compared
7-by-7 grid search results (Fig. 4(a)) with our se-
quential algorithm (Fig. 4(c)) and batch algorithm
(Fig. 4(e)). Similarly, we compared 14-by-14 grid
search results (Fig. 4(b)) with our sequential algo-
rithm (Fig. 4(d)) and batch algorithm (Fig. 4(f)).
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We find that our algorithms sample mostly around
the phase boundary and less densely in other areas.
The interpolated phase boundary is very close to the
ground truth for both our algorithms, in the sense
that our GP interpolation model can reconstruct a
smooth phase boundary.
To quantitatively compare the performance of our
active learning algorithms, we construct the error
rate metric for phase diagram interpolation. We
compute the error rate by first constructing a fine
grid of statepoints and calculating the percentage
of statepoints incorrectly interpolated. For the grid
search method, we use the nearest neighbor interpo-
lation model, i.e. an unobserved statepoint is inter-
polated with its nearest sampled statepoint’s phase.
In Fig. 5, we show the error rates vs. number of
sampled statepoints for our sequential and batch al-
gorithms with the grid search method as a baseline.
In both sequential and batch settings, our algorithms
outperform grid search by a large margin, as shown
in Fig. 5. We note for that our algorithm, the error
rate may rise occasionally as more experiments are
sampled. This is because the algorithms always sam-
ple the next most informative statepoints, and the
experiments’ result might occasionally change the
interpolation (i.e. being informative), causing large
shifts in phase boundary interpolation. Our algo-
rithms are robust enough to quickly correct such in-
stabilities as a few more statepoints are sampled and
continue improve the estimate of the phase bound-
ary.
VII. CONCLUSION
We proposed and demonstrated an active learning
approach towards efficient phase diagram sampling.
By proper choice of an acquisition function, our se-
quential sampling strategy outperforms conventional
grid search sampling methods. Also, we generalized
the local penalization techniques from Bayesian opti-
mization research to our active learning framework,
enabling the design of batch sampling to better take
advantage of parallel testing available in most real
world settings. We demonstrated our approach us-
ing a synthetic example and an example application
in soft matter research. To extend our algorithms to
the cases where more than two phases are present,
we can reduce the problem to multiple one-vs-the-
rest binary problems as discussed in [1, 10]. In this
reduction strategy, we can solve an N -phase active
learning problem by solving N binary problems in
which we query each one of the possible phase’s
boundary with all other phases. Although our choice
FIG. 5. Error rate vs. number of sampled statepoints.
Both our batch and sequential algorithm outperform the
grid search baseline by a large margin. The error rate of
the reconstructed phase boundary is computed by con-
structing a fine grid of statepoints and calculating the
percentage of statepoints incorrectly interpolated at ev-
ery iteration of each algorithm. For grid search, the
number of sampled statepoints are all perfect squares
(e.g. 4-by-4, 5-by-5, etc). As anticipated, the error rate
of active learning algorithms may occasionally increase
and then correct itself very soon as more statepoints are
sampled, because active learning algorithms always sam-
ple the statepoints that are most informative in the sense
that they may incur large change in the estimated phase
boundary.
of example applications include only simulated data,
our proposed active learning framework is equally
compatible with experimental explorations of phase
diagrams. We believe our method can greatly re-
duce the monetary cost and time for material discov-
ery and accelerate key applications such as complex
material design, where conventional phase diagram
sampling techniques impose tight bottlenecks.
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der Award # de-sc0000989, and also by a Simons
Investigator award from the Simons Foundation to
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supported by Advanced Research Computing at the
University of Michigan, Ann Arbor.
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