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The Fermi golden rule is applied as the primary theory for laser cooling of solids, by
recognizing that the absorption is a photon-induced, phonon-assisted, electronic tran-
sition. The limiting factors are identified as the coupling and population of the energy
carriers (photon, electron, and phonon), which include the photon-electron coupling,
electron-phonon coupling, ion-dopant concentration, phonon density of states, and
the photon population.
The photon-electron and electron-vibration coupling rates for ion-doped materials
are calculated using ab initio methods for the first time. Using the calculated first-
principle wavefunctions, the electric transition dipole moment between the ground
and excited states is determined by its definition. The electron-phonon coupling is
calculated by taking into account the modification of the electronic wavefunction
in response to the nuclei motion, and the modifications of the vibrational modes
before and after the transition. This ab initio approach does not require any fitting
to experiment, providing a theoretical foundation for the optimal selection of laser
xxiii
cooling materials (both dopant and host).
Nanostructure is proposed for the first time to enhance laser cooling performance,
through the optimization of carrier populations using nanopowders. The concept
of optimum dopant concentration is established and determined using the energy
transfer theory, and is found to be larger than that currently used. The phonon
density of states of nanopowders, calculated using molecular dynamics simulations,
exhibits broadened modes, and extended tails at low and high frequencies. This
is advantageous over the bulk material since more phonon modes are available in
the desired range. The pumping field energy is calculated by solving the Maxwell
equations in random nanopowder media. Photons are multiply scattered and do
not propagate through the medium, and large field enhancement is observed. This
leads to the trapping of more photons in nanopowder media, compared to the bulk
material, implying more efficient absorption and cooling performance. Due to these
enhancement effects, thermal predictions show that nanopowders can be cooled to




1.1 History and background
Cooling is a process in which thermal energy is absorbed from a lower temper-
ature reservoir and is deposited to a higher temperature reservoir, by consuming a
small amount of higher grade energy. Mechanical, electrical, and optical energies
are among the high grade energies, and are expected to be used for cooling purpose.
Gas compression refrigerators, which consume mechanical energy, and thermoelectric
coolers, which consume electrical energy, are matured techniques which have found
very broad applications. High grade optical energies like lasers are, however, well-
known for their heating effects rather than cooling capabilities. In fact, gases have
been cooled to the order of nano-Kelvin by lasers, and this technique resulted in the
1997 and 2001 Nobel Prizes in Physics [9, 10, 11, 12]. Its counterpart, laser cooling
of solids, has also attracted great interests recently, for the potential to develop an
optical cryocooler for important applications such as the cooling of electronic devices.
1
The concept of laser cooling (optical refrigeration) of solids dates back to 1929,
when Pringsheim recognized that thermal vibrational energy (phonon) can be re-
moved by the anti-Stokes fluorescence, i.e., the average energy of the emitted photons
is higher than that of the absorbed photons [13]. Initially, it was believed that optical
cooling by the anti-Stokes fluorescence contradicted the second law of thermodynam-
ics. Predictions suggested that the cycle of excitation and fluorescence was reversible,
and hence the optical refrigeration indicated an 100% transformation of heat into work
[14, 15]. This issue was cleared by Landau by assigning entropy to radiation [16]. It
was shown that the entropy of a radiation field increases with its frequency band-
width and also the solid angle through which it propagates. Since the incident laser
light has a very small bandwidth and propagates in a well-defined direction, it has
almost zero entropy. On the other hand, the fluorescence is relatively broadband and
is emitted in all directions, and therefore, it has a comparatively larger entropy. In
this way, the second law of thermodynamics is satisfied. A detailed analysis is given
in Chapter 2.
Many attempts have been made to realize radiative refrigeration experimentally,
and the associated theoretical interpretations have been discussed. The earliest ex-
periment was performed by Kushida and Geusic on Nd: YAG [17]. Reduced heating
other than net cooling was observed, which was suggested to be a result of the impu-
rities in the crystal and multiphonon decay in the optical transition. Later Djeu and
Whitney laser cooled low-pressure CO2 by 1 K from 600 K by using a CO2 laser for
pumping [18]. In 1995, Epstein et al. [1] reported the first successful experiment of
laser cooling in solids. Since then, various Yb or Tm doped glasses and crystals have
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been cooled [19, 20, 21, 2, 22, 23, 24, 25, 26, 27]. Particularly, bulk solids have been
cooled from room temperature to 208 K (creating a temperature difference ∆T = 92
K) [27]. Continuous progress has been made [28, 29, 25] towards achieving cryogenic
temperatures. For semiconductors, theoretical predictions have shown their potential
to be cooled to as low as 50 K starting from room temperature [30], but experimental
success is yet to be achieved due to some serious challenges to be overcome.
These progresses, as well as the recent success in laser cooling of gases and the
subsequent achievement of Bose-Einstein condensation [9, 10, 11, 12], again stimulated
interest in optical cooling of solids.
1.2 Principles of laser cooling of solids
Laser cooling can be viewed as the inverse cycle of lasers, and laser materials are
in principle also good candidates for laser cooling. Common laser materials in the
solid state include ion-doped solids and semiconductors, which are currently being
studied for laser cooling.
In Fig. 1.1(a), the fundamental energy carriers involved in the laser cooling of rare-
earth-ion doped solids are shown. The host crystal lattice is idealized as transparent
to the pumping laser, while some of the atoms are replaced by optically active, doped
ions (eg., Yb3+). The ion is represented by an effective transition dipole moment,
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Figure 1.1: (a) Three fundamental energy carriers in rare-earth ion doped solids irradiated
by laser light: photons from the pumping fields, phonons from the host crystal, and electrons
of the doped ions. (b) Principles of laser cooling in rare-earth ion doped crystal. The
electron is excited by absorbing a photon and one or more lattice phonons, and then decays
by emitting a higher energy photon.
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initial and final state wave functions of the two level system. One can regard this
matrix element to couple the states ψi and ψf , which have different parity, creating
or absorbing a photon. The electromagnetic field, which has a polarization vector eα,
may interact with the ion if the coupling factor eα · µe is nonzero (i.e., they are not
orthogonal).
Shown in Fig. 1.1(b) are the principles of the photon-electron-phonon interactions
which result in the cooling effect in the solid. As the pumping wavelength is tuned to
the red side of the resonance, the probability of a purely electronic transition between
electronic sublevels, a first order process, becomes smaller. On the other hand, the
phonon-assisted transition, a second-order process, starts to contribute significantly
to absorption. As a result, the absorption turns out to be a combination of the first-
and second-order transitions. Since a much longer pumping wavelength than the
resonance is used in laser cooling, the total transition is believed to be dominated by
the second-order process. In such a process, the medium is irradiated by laser light
with a frequency ωph,i that is below the resonance frequency ωe,g for the energy gap
(10,250 cm−1 for Yb3+ ion in Y2O3), the electron may still be excited by absorbing a
photon from the pumping field and a phonon with a frequency ωp from the host, such
that ωph,i + ωp = ωe,g. The electron then undergoes a radiative decay by emitting a
photon with a frequency ωph,e, or undergoes a nonradiative decay by emitting a few
phonons (multiphonon relaxation), leading to internal heating of the system. The
energy magnitudes of these carriers involved in laser cooling process in Yb3+:Y2O3
are shown in Fig. 1.2 [32].




































Figure 1.2: Energy spectra of all three carriers in irradiated Yb3+:Y2O3. Yb3+ has only
two main electronic levels: 4F7/2 and
4F5/2. Carriers may interact with each other as energy
and momentum conservations are met.
the total decay rate, or, in this case, the ratio of the number of emitted photons to
the number of absorbed photons [32]. The net cooling power per absorbed photon Pc
is given by




where ω̄ph,e is the mean frequency of emitted photons. The cooling efficiency is defined








Cooling is achieved as ηc is positive. Evidently, high quantum efficiency ηe-ph is
desirable.
The cooling process in semiconductors, as shown in Fig. 1.3, is similar to that of
ion-doped solids. An electron originally in the valence band absorbs a laser photon



















































Figure 1.3: Process for laser cooling of a semiconductor in which a laser photon with
frequency ωph,i is absorbed followed by emission of an up-converted fluorescence photon
with frequency ωph,e.
some energy by absorbing a phonon (intraband absorption) and climbs to a higher
position in the conduction band. The electron then decays back to the valence band
via either radiative recombination, or nonradiative recombination, which includes
multiphonon process and Auger process. The net cooling power is in the same form
as Eq. (1.2).
1.3 Macroscale role of laser cooling of solids
In Fig. 1.4, a macroscopic energy diagram is shown for a solid that is cooled by
laser, where various energy flows are shown. To minimize the external thermal load to
achieve the best cooling effect, in most of the existing experiments the solid was sup-
ported by very thin wires and was placed in vacuum, to eliminate the conduction and
convection. The only external load is then the thermal radiation from surroundings,
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Figure 1.4: The energy diagram for laser cooling of a solid, where radiation is the only
external thermal load.




= ηcQph,a = ηcαQph,i, (1.4)
where Qph,a is the absorbed power, Qph,i is the irradiation power, and α is the ab-
sorptivity. This equation links the macroscopic cooling behavior and the atomic level
parameters. The results also indicate that the net cooling power Ṡph-e-p is propor-
tional to the absorbed power Qph,a.
The steady-state, integral-volume energy equation is
Ṡph-e-p −Qr,b = 0. (1.5)
Assuming that the surface area of the surrounding is much larger than that of the
sample, the thermal radiation load Qr,b is given by [33]
Qr,b = ArǫrσSB(T
4
∞ − T 4), (1.6)
where Ar is the surface area of the solid, σSB is the Stefan-Boltzmann constant, and
T∞ is the temperature of the ambient radiation field (or the effective temperature in
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case the ambient field does not have a thermal spectra). It is evident that the amount
of cooling power Ṡph-e-p governs how much the sample temperature can be lowered
from the surrounding temperature.
1.4 Applications of laser cooling
Since the process of anti-Stokes fluorescence does not require any mechanical
movement, such a solid-state cooler is likely to have a longer lifetime than other
coolers. This is particularly useful in space, where reliability and lifetime are crucial
considerations.
Despite the low cooling efficiency (2-3% at room temperature so far, and lower
efficiency at lower temperatures), laser cooling is a promising candidate for cryocool-
ers, with the potential to cool ion-doped dielectrics and semiconductors to 50 K or
even 10 K starting from room temperature [34]. Predictions have shown that at
these cryogenic temperatures, thermoelectric coolers become ineffective or incapable,
compared to laser coolers [35].
Another application is in the heat-balanced laser system. This process would
employ fluorescence cooling to offset the heat produced in the generation of laser
radiation [36, 37, 38, 39, 40, 41].
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1.5 Advance in laser cooling of rare-earth ion-doped
solids
Ion-doped solids were the first class of materials on which laser actions were
demonstrated [42], and were attempted early for laser cooling.
1.5.1 Existing experimental investigations
The earliest experiment was performed on Nd3+:YAG by Geusic et al. at Bell
Laboratories in 1968 [17], just a few years after he demonstrated the first laser action
in this transition-metal doped crystal [43]. This focused on flash-lamp-pumped crys-
tals of Nd3+:YAG, with the fluorescence from one crystal being used for cooling of
another. When compared with an undoped reference sample, the neodymium-doped
sample showed reduced heating, but net cooling was not observed. This was con-
jectured to be due to impurities in the crystals, which offset the cooling effects. A
simple model yielded the rate of temperature change, and the results agreed with the
experiment. Later laser emissions were realized in rare-earth-ion doped solids, and
these materials immediately became attractive for laser cooling purpose, since the
optical 4F levels are shielded from the surroundings by the filled 5S and 5P levels,
leading to the suppression of the multiphonon relaxation. In 1995, Epstein et al.
reported the first experimental success of laser cooling in solids [1]. The absorption
and fluorescence spectra were measured, as shown in Fig. 1.5(a), where the mean
fluorescence wavelength is marked. As the pumping wavelength was tuned longer
than the mean fluorescence wavelength, a local temperature decrease of 0.3 K was
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detected, as shown in Fig. 1.5(b). However, the cooling effect diminished when the
pumping wavelength is tuned too far away, since the off-resonance absorptivity be-
comes too small. The cooling efficiency achieved was up to 2%. Mungan et al. used
optical fibre which is a favorable geometry for cooling and obtained a temperature
decrease of 16 K [44]. Gosnell again cooled this fiber by 65 K from room temperature
[2]. His experimental apparatus was very carefully designed, as shown in Fig. 1.6.
Fernandez et al cooled ytterbium-doped glasses by nearly 70 K below room tempera-
ture [22]. This record was again pushed to 92 K below room temperature by Epstein
in 2005 [27]. Besides room temperature, cooling from lower starting temperature has
also been achieved in a number of Yb3+-doped glasses [3]. Using photothermal de-
flection and spectroscopic techniques, Mungan et al. [19] observed local cooling in a
Yb-doped glass at starting temperatures 100-300 K, achieving a cooling efficiency of
about 0.01. Fernandez et al [22] also measured local cooling between 77 K and room
temperature in Yb3+:CNBZn and Yb3+:BIG samples. Continuous progress has been
made [28, 29, 25] towards achieving cryogenic temperatures.
In these experiments, accurate temperature measurements of the cooling sample is
very important. As well known, temperature can be measured by contact or noncon-
tact methods, both of which have been used in experiments. A noncontact method,
fluorescence thermometry, has been used in many of the existing experiments [1, 2]. It
is based on the fact that the fluorescence spectrum of the glass is independent of the
pump laser wavelength but only dependent on temperature. A spectrum-temperature
relation can be calibrated over a wide range of temperatures using a thermostat. Then
the observed spectrum is compared to the reference spectra and the temperature is
11


























































































Figure 1.5: (a) The absorption and fluorescence spectra of Yb3+:ZBLANP, with the mean
fluorescence wavelength marked [1]. (b) The normalized temperature difference with respect
to the pumping wavelength. Cooling is detected as the pumping wavelength is tuned longer
than the mean fluorescence wavelength [1].
12
Figure 1.6: Experimental apparatus used for observing laser cooling of Yb:ZBLANP [2].
Pump radiation from a cw Ti:sapphire laser undergoes mode scrambling within an external
multimode silica fiber before injection into the sample fiber, which is positioned upon a
sample mount (inset), imposing an extremely low conductive thermal load. Unabsorbed
pump radiation is collected from the output end of the sample fiber and reinjected into the
sample with the help of an external high reflector. Finally, emitted fluorescence is collected
with a third internal optic and is spectrally resolved to determine the temperature.
determined. This method is capable of measuring temperature without disturbing
the original system, and is very suitable for systems as fine as laser cooling. Thermo-
couple is another obvious choice for its simplicity. However, it introduces an external
thermal load to the cooling element and may reduce or even eliminate the cooling
effect. This method is thus usually used for a rough examination of whether or not
the system can be cooled, but not for an accurate temperature measurement [21].
To enhance laser cooling performance, one perspective is finding new materi-
als, including dopants and hosts. Thulium-doped glasses are good candidates, since
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thulium has a transition resonance at 1.8 µm, whereas the ytterbium transition is
near 1 µm. Then the Thulium system is capable of obtaining the same amount of
cooling power with a much smaller pumping photon energy. Hoyt et al. showed cool-
ing of a sample of Tm3+-doped ZBLANP by 1.2 K from room temperature, under
vacuum, when approximately 3 W of laser power at 1.9 µm was incident on the sample
from a periodically-poles lithium-niobate-based optical parametric oscillator in turn
pumped by a 20-W cw Nd:YAG laser. Their results indicated a cooling efficiency of
3.4%, which compared favorably with the efficiencies achieved for ytterbium doped
glasses. To date, Yb3+ and Tm3+ are the only two rare-earth elements on which laser
cooling has been demonstrated, although some other elements are considered to be
good candidates.
A number of ytterbium-doped crystal hosts were also investigated by Bowman
and Mungan [28], to determine which of them can be cooled. Besides a number that
did not exhibit net cooling, they found that crystals of ytterbium -doped KGd(WO4)2
can indeed be cooled. This was the first demonstration of anti-Stokes laser cooling of
a crystal. Fernandez et al. achieved internal cooling of other ytterbium doped glasses
(CNBZn and BIG)[22, 45]. Recently, another set of results showing cooling of crystals
was reported by Epstein et al. [23]. These results show cooling of 2.3% ytterbium-
doped YAG crystals and 3% ytterbium-doped Y2SiO5. A comparison is made with
ytterbium-doped ABLAN, which shows that the cooling efficiency is slightly larger in
ZBLAN, but the thermal and mechanical properties of YAG may be advantageous for
some applications. Several other groups have tried to find other materials suitable for
cooling, but even materials that have shown promise from an analysis of their absorp-
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tion and emission spectra have had either too low a quantum efficiency or excessive
absorption due to impurities for cooling to be achieved. Using the experimental data
for lifetimes, Hoyt studied the possibility of laser cooling of a few Tm-doped solids,
and identified those which have a potential for cooling due to their high quantum
efficiencies [3].
Another perspective to enhance the cooling performance is modifying the struc-
ture. Gosnell used a long, thin optical fibre as the host, in order to increase the
optical pathlength for a larger absorptivity, and to reduce the external thermal load
[2]. To further enhance the absorptivity, some researchers [3, 27] placed the sample
between two dielectric mirrors of high reflectance at the pumping wavelength only, as
shown in Fig. 1.7(a). The laser pumping is then reflected back and forth, while the
fluorescence can escape. Recognizing that the mirrors may bring in extra loss, Heeg
et al. proposed an alternative approach [46, 26]. By locating the cooling medium
inside a laser cavity, it was efficiently pumped by the inherent multipassing and high
circulating power of the laser resonator. Recently, we attempted this problem from
a new perspective: nanostructure [47]. The medium in our model is a Yb3+ doped
Y2O3 nanopowder, as shown in Fig. 1.7(b). It is predicted that the absorption can
be significantly enhanced due to the optimized dopant concentration, the size effect







Figure 1.7: Modified structures for enhanced laser cooling performance: (a) Cavity arrange-
ment for multiple passes [3], (b) A micrograph of Yb3+:Y2O3 nanopowder [4].
1.5.2 Existing theoretical analyses
The basic principles of laser cooling and its thermodynamic validity provided
motivation for the above mentioned experiments. Except for these, more detailed
theoretical analysis achieved very limited progress, compared to the rapid improve-
ments of laser cooling experiments. This is mainly due to very complicated physical
mechanisms under the laser cooling process. Lamouche considered the temperature
dependence of cooling efficiency [5]. By analyzing the temperature dependence of flu-
orescence and absorption spectra of Yb3+:ZBLAN, they concluded that cooling would
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decrease with decreasing temperature, as shown in Fig. 1.8. Fernandez et al. used
the Fermi’s Golden Rule to interpret their experimental results, by assuming that the










|Mfi|2δ(~Pωph,i + ~Pωp − ~Pωe,g), (1.7)
where ~Pωe,g is the energy difference of the two electronic levels, and Mfi is the in-
teraction matrix element. The δ function guarantees the energy conservation, that
the sum of the pumping photon energy and the phonon energy should be equal to
the electronic gap energy. In this theory, the decreasing cooling efficiency with de-
creasing temperature is that the phonon distribution function decreases. Heeg et al.
investigated the effect of another important factor, the fluorescence reabsorption, on
the cooling performance [48, 49]. They used the random-walk model, in which the
absorption and fluorescence spectra of Yb3+:ZBLAN are the input data, to determine
the fluorescence escape efficiency as well as cooling efficiency. They concluded that
moderate concentration and sample size should be used to avoid the dominance of
fluorescence reabsorption.
Despite these interesting theoretical studies, a more important issue, if not the
most important, is to develop a theory that can provide the guidance for the material
selection. Although there are many factors limiting the laser cooling performance, the
materials properties, including dopants and hosts, are essential. An ideal dopant-host
pair should allow for an effective ion-phonon coupling, which otherwise should not
be large enough to result in multiphonon relaxation. To develop such a theoretical
17
Figure 1.8: Predicted cooling efficiency as a function of temperature, for the 2 and 8 wt %
Yb3+:Y2O3 in the linear regime for two optical pathlengths [5].
foundation for laser cooling of solids is the primary goal of this study.
1.6 Advance in laser cooling of semiconductors
Given the recent advance in fabrication of semiconductor devices and their use as
lasers, it is not surprising that a number of researchers have considered these candi-
dates for optical cooling. Gauck et al considered a GaAs/GaInP heterostructure for
possible cooling effects [6]. By using the index-matching technique, they measured an
ultrahigh external quantum efficiency of 96% and observed blue-shifted luminescence.
Although net cooling was not observed due to heating from nonradiative process, the
cooling mechanism was shown to be feasible. Rivlin et al. modelled the absorption of
narrow band laser light and the spontaneous emission, and discussed the feasibility of
cooling of semiconductors [50]. Finkeiben et al. reported a local temperature drop of
7 K from the liquid nitrogen temperature in a GaAs quantum well [51]. This cooling
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effect was due to the luminescence up-conversion mechanism. Sheik-Bahae [30] et al.
performed a theoretical analysis considering non-radiative decay and luminescence
reabsoption, and proposed the feasibility of laser cooling in semiconductors. Never-
theless, the bulk cooling of semiconductors has not yet been realized experimentally,
where the luminescence trapping due to total internal reflection remains the major
challenge.
One possible solution is to use an index-matched dome lens attached to the cooling
element [6], as shown in Fig. 1.9(a). Since the dome lens is much larger than the
heterostructure, the fluorescence emitted at any angle would become nearly normal
to the dome surface, making the extraction much more efficiently. The drawback is
that the dome lens introduces more external thermal load and increases the system
size. Another possible solution is to use a nanogap structure [7], as shown in Fig.
1.9(b). For the onset of the total internal reflection, there exists an evanescent wave
on the other side of the surface which has an exponentially decaying amplitude and
does not transfer any energy. If another surface is brought closely to the the first one
at a distance shorter than the wavelength, the evanescent waves will be coupled to
the second surface and become propagating waves. In this way, the originally trapped
fluorescence can be efficiently coupled out of the cooling element.
1.7 Summary and discussions
Over the past decade, substantial progress has been made in laser cooling of solids.













Figure 1.9: Possible structures for extracting the fluorescence from the high refractive-
index semiconductors: (a) An index-matching dome lens attached on the cooling element
[6], (b) A nanogap structure to couple the evanescent waves out of the cooling element [7].
cooling in semiconductors are anticipated in the near future. Current work is focused
on finding new materials and structures that can enhance the cooling performance,
or that can be cooled (for semiconductors). Ways are also being explored in which a
practical optical cooler might be engineered.
Further research into laser cooling of solids should firstly explore new materials
and structures for enhanced cooling performance. Material properties determine the
maximum cooling efficiency that can be achieved, so further advances could result
from investigation of other dopants, such as thulium and others, to replace ytter-
bium. Consideration should also be given to other host materials, including crystals
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and glasses. New structures such as nanostructure are promising due to the quantum
size effect, and should be considered as a major direction. Given the rate of advance-
ment of semiconductor manufacturing techniques, they may be ideal candidates for
laser cooling in the near future, since the electronic structures could be engineered to
optimize cooling efficiency for specific applications. Equally important to the experi-
mental investigations is the development of a theory that can provide a criterion for
the material selection. Although this is very challenging considering the complexity
of the electron-phonon coupling, useful results are expected to be obtained in the near
future, which can then provide guidance for searching new materials and structures.
1.8 Statement of objective and scope of thesis
The major objective of this work is to develop an understanding of the atomic level
mechanisms of laser cooling of solids, and based on this understanding, to enhance
the cooling performance through quantum size effects of nanostructures. The thesis
is organized in the following way.
In Chapter 2, the thermodynamics is analyzed for laser cooling of solids, an energy
conversion process. Using the general theory of radiation entropy, the important
roles of the optical frequency and the photon distribution function in determining the
radiation entropy are identified. The usefulness of a narrowband approximation is
established for a wide range of radiant sources. This approximation is then applied
to compare the entropies of different light sources, including blackbody radiation,
lasers, fluorescence, and the emerging class of random lasers. Using these results,
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the Carnot efficiency for laser cooling of solids is determined, for emission fields with
various entropy characteristics. This ideal efficiency indicates that there is room for
enhancement, and this enhancement is likely to come from the enhanced off-resonance
absorption.
Then in Chapter 3, this off-resonance absorption and the laser cooling power are
analyzed using the Fermi golden rule. This treatment is inspired by recognizing that
the absorption is a photon-induced, phonon-assisted, electron transition, and Fermi
golden rule is the universal approach to determine the carrier interaction rates. This
Fermi golden rule analysis shows that the laser cooling performance is indeed limited
by absorption, and in turn by carrier couplings and populations. The carrier couplings
include the photon-electron coupling and the electron-vibration coupling. The carrier
populations include the ion concentration, the photon population, and the phonon
density of states. These limiting factors will be treated in great detail in following
chapters.
In Chapter 4, the photon-electron and electron-vibration coupling rates are calcu-
lated using ab initio methods. Using the calculated first-principle wavefunctions, the
electric transition dipole moment between the ground and excited states is determined
by its definition. The electron-phonon coupling is calculated by taking into account
the modification of the electronic wavefunction in response to the nuclei motion, and
the modifications of the vibrational modes before and after the transition. This ab
initio approach provides a theoretical foundation for the optimal selection of laser
cooling materials (both dopant and host).
Chapter 5 begins to optimize the photon population, using the unique transport
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property of light in random nanopowders. The electromagnetic field distribution in a
random multilayer is calculated by solving the Maxwell equations. Field enhancement
and photon localization are predicted, which lead to more trapped photons in the
medium and enhanced absorption.
Chapter 6 continues with the phonon population optimization. The phonon den-
sity of states of nanoparticles is calculated as a function of size, and compared to
that of the bulk material. The difference is interpreted by decomposing the density
to surface modes and internal modes of a particle. The phonon density is found to
be enhanced in the desired range for nanopowders, compared to the bulk material.
Chapter 7 optimizes the population of the last carrier: electron (or dopant ion).
Using the energy transfer theory, the relation between the dopant concentration and
the quantum efficiency is established, giving the optimum dopant concentration. This
mechanism is predicted to enhance the laser cooling power.
In Chapter 8, a thermal modelling predicts that the nanopowder system can
be cooled to the cryogenic temperature range for the first time, due to the above
enhancement mechanisms. Then the important results of the work presented are
summarized, and future directions to extend the current work are suggested.
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Chapter 2
Entropy and efficiency in laser
cooling of solids
2.1 Introduction
As formulated by Boltzmann [52], thermodynamic entropy is determined by sim-
ply counting the number of available states associated with specified degrees of free-
dom of a system. However it is closely related to numerous other properties of systems
such as information content [53, 54], temperature, and perhaps even the structure of
matter and spacetime itself [55], because the states in question can be any of a mul-
titude of internal or external degrees of freedom of the objects of which the system is
composed. Entropy analyses can therefore place stringent limits on physical processes
that alter the state of matter, provided the system is not displaced too far from ther-
modynamic equilibrium. For example, it can describe the evolution of the kinetic
temperature during slow heating or cooling. In this paper, entropy calculations are
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used to calculate the effects of various light sources and re-emission processes on the
cooling of condensed matter by radiation in order to assess their comparative efficacy,
by explicitly accounting for entropy content of the radiation fields. Just as for laser
cooling of gases [56], spontaneous emission is shown to be important in mediating the
irreversibility needed for laser cooling of solids using very general arguments.
The concept of optical refrigeration dates back to 1929, when Pringsheim recog-
nized that thermal energy associated with the translational degrees of freedom of
isolated atoms could be reduced by the process of anti-Stokes fluorescence [13]. In
this process, an absorbed photon with a wavelength that is red-detuned with respect
to an atomic resonance leads to re-emission at a higher mean energy (at the reso-
nance wavelength), as shown in Fig. 2.1. As a result, the system loses an amount of
energy equal to the frequency detuning multiplied by Planck’s constant, every time
a quantum is absorbed and the atom emits a photon. In gases it is important that
this mechanism is consistent with a net loss of momentum because on average atoms
moving toward the source present a higher probability for light absorption and are
slowed by momentum transfer during the interaction. The average energy in a sin-
gle translational degree of freedom is thereby reduced. One may refer to this as a
reduced, one-dimensional kinetic temperature defined by 1
2
kBT = 〈Ek〉, although the
velocity distribution is not likely to be Maxwellian in the presence of light, and the
one-dimensional distribution might readily be different from the three-dimensional
distribution that defines the equilibrium temperature [56]. In solids, although free
translational motion of atoms does not take place, anti-Stokes fluorescence is also
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Figure 2.1: The principle of laser cooling in rare-earth ion doped crystal. The electron is
excited by absorbing a laser pumping photon and one or more lattice phonons, and then
decays by emitting a higher energy fluorescence photon.
Historically, it was believed at first that optical cooling by anti-Stokes fluorescence
contradicted the second law of thermodynamics. Predictions suggested that the cycle
of excitation and fluorescence was reversible, but that optical cooling would require
the transformation of heat into work [14, 15]. This issue was cleared up by Landau,
who pointed out that entropy had to be assigned to the radiation field [16] for a
consistent description. Entropy of the radiation field was shown to be proportional
to the frequency bandwidth and also to the solid angle of the propagating light.
Typically, lasers have very small bandwidths and are highly directional, so their
entropy is low. On the other hand, spontaneous fluorescence tends to be broadband
and is emitted in all directions. Consequently its entropy is comparatively high. A




The total power P of a steady, unpolarized beam of light (not necessarily colli-
mated) crossing a surface A, that lies in the x−y plane perpendicular to the direction
z of propagation is given by the integral of the spectral radiance Kω over frequency








Kωdω cos θdΩdA, (2.1)
where ω is the optical frequency, Ω is the solid angle and θ is the polar angle between
the surface normal and the z axis. The spectral radiance Kω, which is the energy









Here c is the speed of light in vacuum, D(ω) is the photon density of states given
by D(ω) = ω2/(π2c3) [58], and f is the photon distribution function. The spectral
radiance Kω can be determined in practice with a spectrally dispersed measurement
of the absolute intensity of the source, and then the photon distribution function
f can be determined by inverting Eq. (2.2). The function f , which specifies how
the radiant energy is distributed among available modes and frequencies, is the key
quantity characterizing the nature of a light source in this paper.










fω3dω cos θdΩdA. (2.3)
Finding the entropy flow rate of a light beam is not as straightforward as deter-
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mining power P , since the gas of photons is not necessarily in equilibrium. Landau
[16] was the first to assign entropy to radiation fields by applying the Bose statistics to
a ”photon gas”. A detailed derivation of entropy for light has been given in references
[59, 60, 57].
We introduce the probability P (N1, N2, ..., Nm) of finding N1 photons in optical
mode 1, N2 photons in mode 2, ..., and Nm photons in mode m (m ≥ 1). Then the









P (N1, N2, ..., Nm) lnP (N1, N2, ..., Nm), (2.4)
where kB is the Boltzmann constant. Denoting the probability of finding Nj photons
in mode j (j = 1, 2, ...,m) by pj(Nj), and noting that pj(Nj) is independent of the
occupation of other modes, the probability becomes





pj(Nj) = 1, (2.6)


















pj(Nj) ln pj(Nj). (2.8)
These equations indicate that the total entropy of a multi-mode field can be decom-
posed into entropies for each mode.
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Next assume that the probability of finding one additional photon in any state is
independent of the number already occupying that state. Thus pj(Nj) ∝ qNjj , where qj
is a number between 0 and 1 for all light sources. For example, qj = exp(−~ωj/kBT )







qlj = (1 − qj)q
Nj
j , (0 ≤ qj ≤ 1). (2.9)
The distribution function fj of state j, which gives the weighted occupation of the













Substituting Eqs. (2.9) and (2.10) into (2.7), the entropy of the photons can be





[(1 + fj) ln(1 + fj) − fj ln fj], (2.11)
and the entropy for the mode j becomes
Sj = k[(1 + fj) ln(1 + fj) − fj ln fj]. (2.12)
In much the same way that we have defined the spectral energy radiance Kω, a
spectral entropy radiance Lω (the entropy per unit time, area, angular frequency, and





kB[(1 + f) ln((1 + f)) − f ln f ]ω2
4π3c2
. (2.13)




















[(1 + f) ln(1 + f) − f ln f ]ω2dω cos θdΩdA. (2.14)
The quantity Ṡ is suitable for characterizing the degree of disorder of a light beam.
However, it is an extensive variable rather than an intensive variable. For example,
if we just double the surface area of a blackbody, the entropy of its radiation is also
doubled, although the radiation is essentially still of the same class. On the other
hand, a high-power diode laser beam might contain the same amount of entropy as
a very low-power blackbody radiation, although the nature of the radiation is very
different. Hence, the amount of entropy is always dependent on the beam power,
and can not be used meaningfully on its own to distinguish or characterize various






















Here Ṡ/P has units of inverse temperature (K−1), and the reciprocal of this quantity
is often referred to as the ”flux temperature” of the beam in the literature [59, 57].













where S is entropy, E is the internal energy, and V is the volume.
The entropy flow rate per unit power Ṡ/P covers many orders of magnitude for
different radiation fields, and in the present paper represents the beam ”quality”.
Hence, as will be seen in Section 2.5, Ṡ/P rather than Ṡ is an essential parameter in
calculating the Carnot efficiency for laser cooling.
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2.3 Roles of angular frequency and distribution
function in radiation entropy
Equation (2.15) completely describes the roles of distribution function, area, fre-
quency, and solid angle in the entropy flow rate per unit power. However, for non-
thermal (non-equilibrium) radiation with arbitrary distribution functions the calcu-
lation of Ṡ/P is laborious. Consequently we proceed below to examine a useful
approximation for the radiance based on an assumption that the radiation can be
treated as ”narrowband”.
Introducing a central frequency ω0, frequency bandwidth ∆ω, and divergence
angle δ of the beam, we rewrite the power in a form that is more convenient for
analysis. If the radiation is narrowband, and isotropic within the circular cone of








Kω cos θdωdΩdA = K̄ωA∆ωπ sin
2 δ, (2.17)
where K̄ω is the mean radiance over the frequency bandwidth and beam solid an-
gle. Note that in the original spectrum the frequency runs over the interval 0 to ∞,
while here, we only consider the range ∆ω given by the full width at half-maximum
(FWHM). This assumes that the energy and entropy outside this range can be ne-
glected.
According to Eq. (2.2), an estimated or average distribution function f̄ can be






Note that in this expression the variable ω has been replaced with the central fre-
quency ω0 in the optical spectrum. In the same way that f can be calculated from Kω
using Eq. (2.2), the average distribution function f̄ can readily be calculated from
the mean radiance K̄ω using 2.18.




[(1 + f̄) ln((1 + f̄)) − f̄ ln f̄ ]ω20A∆ωπ sin2 δ, (2.19)






(1 + f̄) ln((1 + f̄)) − f̄ ln f̄
f̄
. (2.20)
This expression, while being limited to narrowband radiation, is much simpler than
the general relation in Eq. (2.15). It has the merit of showing that for narrowband
sources the entropy flow rate per unit power is inversely proportional to the central
frequency ω0, and is decreasing with an increasing average distribution function f̄ .
To investigate the applicability of the narrowband approximation, we now compare
results based on Eq. (2.20) with exact results based on Eq. (2.15). Narrowband
radiation is considered for which the spectral radiance is described by a Gaussian
distribution









Here K0 is the spectral radiance at the central frequency ω0 of the source, and ∆ω
is the spectral width. Representative values for optical sources are K0 = 60 W/m
2-
(rad/s)-sr, ω0 = 1.8850 × 1015 rad/s (or the central wavelength λ0 = 1 µm), and
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Figure 2.2: (a) The spectral radianceKω (solid curve) and the average radiance K̄ω (dashed
curve), (b) The spectral distribution function f (solid curve) and the average distribution
function f̄ (dashed curve). The central frequency is ω0 = 1.8850 × 1015 rad/s, and the
bandwidth ∆ω = 2.5133 × 1011 rad/s.
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Kω and distribution function f are shown in Figs. 2.2(a) and (b) respectively. The
exact entropy flow rate per unit power, calculated using Eq. (2.15), is 5.59 × 10−12













The results of the narrowband approximation are given by the dashed curves in Figs.
2.2(a) and (b). The approximate entropy flow rate per unit power calculated using
Eq. (2.20) is found to be 1.79× 10−12 K−1. Although this value is about one third of
the exact value, it is nevertheless a sufficiently good approximation for this highly-
ordered light source in a thermodynamic sense, considering that both the exact and
approximate values are negligibly small.
To further check the validity of the narrowband approximation for a variety of
Gaussian sources, we calculated the exact and approximate entropy flow rate per
unit power Ṡ/P over a wide range of values of K0, ω0, and ∆ω. Interestingly, Ṡ/P is
not a function of the bandwidth ∆ω, since ∆ω does not affect the mean distribution
function f̄ , for a given K0 and ω0. Hence, Ṡ/P is plotted only as a function of K0 and
ω0 in Fig. 2.3. In the figure, it is evident that the approximate results agree very well
with the exact results in the low radiance region. This is because, for low radiance
Ṡ/P is a weak function of K0, while for high radiance, it decreases strongly as a
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Figure 2.3: Entropy flow rate per unit power as a function of the peak radiance K0, for
a few central frequency ω0. The narrowband approximation and exact results are shown,
indicating convergence at low K0.
at low radiance.
The narrowband approximation also works surprisingly well for some sources of
broadband radiation. We show this by considering an additional case of the blackbody





with f o being given by the equilibrium distribution function
f o =
1
e~ω/kBTb − 1 , (2.25)
This is the usual Bose-Einstein distribution, and Tb is the temperature of the cavity
which emits the blackbody radiation.
Blackbody emission is a special case for which an exact analytical expression for




































































Angular Frequency ω (rad/s)
Tb = 300 K
Figure 2.4: Variations of the radiance and distribution function, with respect to the angular
frequency for blackbody emission at Tb = 300 K. The mean quantities are also shown.
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f oω3dω = σSBAT
4
b , (2.26)


















As a numerical example, consider blackbody emission from a cavity at room temper-
ature Tb = 300 K. The spectral radiance and distribution function are shown in Fig.
2.4(a) and (b) respectively. The exact value of Ṡ/P , calculated using Eq. (2.28), is
Ṡ/P = 4.44 × 10−3 K−1, while the approximate value calculated using Eq. (2.20) is
4.51 × 10−3 K−1. The difference is less than 2% and the approximation is therefore
well justified in this case.
To further check the validity of this approximation for blackbody sources at a
variety of temperatures of interest in this paper, we calculated the exact and approxi-
mate values of Ṡ/P as a function of temperature. The results are plotted in Fig. 2.5.
Interestingly, over the entire range the approximation is in excellent agreement with
the exact approach. This seems to be surprising since blackbody radiation is broad-
band, but in this temperature range the blackbody source has very low radiance, so
there is little sensitivity to any small error in f̄ introduced by the averaging process.
The reason the narrowband approximation works better than expected can be
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Figure 2.5: Entropy flow rate per unit power, for blackbody radiation, as a function
temperature. The narrowband approximation and the exact results are shown.
spectrum and consider a restricted range of frequency ∆ω. This makes the approxi-
mated spectra narrower than the original ones, and decreases the degree of disorder.
Second, this ∆ω range of the original spectra is averaged to get the mean spectra,
with the result that the average radiance becomes uniformly distributed at a lower
value than the peak in the original spectra. Because Ṡ/P depends essentially inversely
on f , the degree of disorder is artificially increased by this procedure. As a result,
whether the approximate value of Ṡ/P is found to be higher or lower than the exact
value is determined by how well these two steps compensate each other. Overall,
our finding is that this narrowband approximation works particularly well for light
sources of low radiance, for which Ṡ/P is a weak function of the mean distribution
function.
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2.4 Entropy of different light sources
A comparison of light sources with a wide variety of entropic characteristics is
relevant for the evaluation of laser cooling of solids. Some sources are spectrally
broadband and isotropic in space, such as blackbody sources. Some are spectrally
narrowband and directional in space, such as lasers. These cases are sketched in Fig.
2.6. To calculate the corresponding Ṡ/P we only need to know the central frequency
ω0 and the average distribution function f̄ for each type of source. The latter can be
calculated if the average spectral radiance is known, and this is facilitated by relating
K̄ω to more convenient, measurable parameters. Based on Eqs. (2.17) and (2.18),
the average distribution function f̄ can be rewritten in terms of power P , bandwidth










Numerical examples for four classes of radiation fields are presented below, and the
associated parameters are listed in Table 2.1.
Blackbody emission has a high degree of disorder, since it is equilibrium emis-
sion from all possible electronic levels, and includes both spontaneous and stimulated
emission fields. The average spectral radiance and the distribution function is de-
termined by temperature alone. For a blackbody at Tb = 4, 395 K, the average
distribution function is f̄ = 0.0324, and the entropy flow rate per unit power is
(Ṡ/P )b = 3.078 × 10−4 K−1. This is comparable to the entropy of thermal energy at
this temperature, and in this sense blackbody radiation is considered as ”pure heat”


























Figure 2.6: Schematics of the emission bandwidth and solid angle associated with four
different emission sources.
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Beam Power P , W 80.05 0.06 0.06 0.06
Central Wavelength λ0, nm 999.3 999.3 999.3 999.3
Wavelength Bandwidth ∆λ,
nm
2,223 35 1 0.1331
Central Frequency ω0, rad/s 1.887×1015 1.887×1015 1.887×1015 1.887×1015
Frequency Bandwidth ∆ω,
rad/s
2.448×1015 5.666×1013 1.888×1012 2.513×1011























Entropy Flow Rate per Unit










In laser cooling of solids, the radiant output of the system is typically chosen to be
fluorescence. Fluorescence is spatially isotropic spontaneous emission that is usually
spectrally narrowband. Using values relevant to laser cooling of Yb3+:ZBLANP from
earlier experiments [2], where the central frequency and the bandwidth are ω0 =
2πc/λ0 = 1.886× 1015 rad/s (as λ0 = 999.3 nm) and ∆ω = 2πc∆λ/λ20 = 5.662× 1013
rad/s (as ∆λ = 35 nm) respectively, the cooling power of the system was estimated
to be approximately 0.9 mW, and the corresponding fluorescence power P was 60
mW [2]. Assuming the fluorescence is emitted homogeneously and hemi-spherically
out of the surface of the sample, the beam divergence is then δ = π/2. The sample
in Ref. [2] was a cylinder with diameter 170 µm and length 7 mm, giving the surface






= 1.404 × 10−3. (2.30)
This determines the entropy flow rate per unit power to be (Ṡ/P )f = 5.36 × 10−4
K−1.
In powder laser samples pumped with high intensity, random laser output with
the same energy can be achieved. Emission may be considered to be homogeneous
into the half space above the emitting surface. Assuming a bandwidth of ∆λ = 1 nm
[61, 62], which is much narrower than that of the fluorescence, one finds f̄ = 0.0421,
and (Ṡ/P )rl = 2.906 × 10−4 K−1.
If the output radiation field were to be in the form of a diode laser, again operating
at 60 mW with a central wavelength of 999.3 nm, but with a typical beam size of 100
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Figure 2.7: Variation of the entropy flow rate per unit volume as a function of the average
distribution function f̄ and central frequency ω0, which characterizes different light sources.
find f̄ = 1.525 × 108 and (Ṡ/P )dl = 9.03 × 10−12 K−1.
These results for the entropy flow rate per unit power for various light sources
are compared in Fig. 2.7. It is evident from the figure that Ṡ/P decreases rapidly
with decreasing beam bandwidth and divergence. If either the bandwidth ∆ω or the






[(1 + f̄) ln f̄ − f̄ ln f̄ ]ω20∆ω sin2 δ = 0. (2.31)
Hence the limiting case of monochromatic or unidirectional radiation (which is highly
ordered) constitutes a source that carries essentially no entropy.
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Figure 2.8: A control volume showing various input and output processes that control the
energy balance during laser cooling of a solid.
2.5 Carnot cooling efficiency versus emission en-
tropy
Now consider a control volume that is to be cooled radiatively. This volume is
labelled ”optical refrigerator” in Figure 2.8. The power flow in and out of this region
reflects the balance of the pump laser, the external thermal load, and the fluorescence
emission.
According to the first law of thermodynamics, we have
Pout = Pin +Qc. (2.32)





The maximum value of η is the Carnot limit ηC determined by the second law of
thermodynamics. The entropy carried by the fluorescence cannot be less than the
sum of the entropy withdrawn from the cooling sample and the entropy transported
in by the pump laser. That is,
Ṡout ≥ Ṡin + Ṡc, (2.34)
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where Ṡin, Ṡout and Ṡc are the entropy flow rates for the absorbed irradiation, the

















where T is the temperature of the thermal load. The reversible Carnot limit is
obtained by choosing the equality sign in Eq. (2.35). By substituting Eqs. (2.32) and




(Ṡ/P )out − (Ṡ/P )in
]
T
1 − (Ṡ/P )outT
. (2.36)
Thus the cooling power and the total output power are
Qc = ηCPin, (2.37)
and
Pout = (1 + ηC)Pin. (2.38)
Equation (2.36) indicates that small (Ṡ/P )in and large (Ṡ/P )out are desirable
to enhance ηC, and that it is important to control the characteristics of both the
input and output fields. A pumping source with the smallest possible (Ṡ/P )in, cor-
responding to a monochromatic, unidirectional, single-mode laser, is desired since
(Ṡ/P )in = 0. The emitted field could be in the form of fluorescence, random laser
emission, or monomode laser quality emission, via appropriate selections of pumping
level, sample, and feedback structures. It is therefore useful to know how the cool-
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T = 300 K
Figure 2.9: Variation of the Carnot efficiency with respect to the average distribution
function for the output emission fields. Three typical emission fields are marked.
fields. Under the condition of single-mode laser pumping, Eq. (2.36) becomes
ηC =
(Ṡ/P )outT
1 − (Ṡ/P )outT
. (2.39)
Using Eq. (2.39), the Carnot efficiency can be calculated as a function of the
entropy flow rate per unit power, or as a function of the average distribution function.
The result is shown in Fig. 2.9. This figure indicates that fluorescent systems have the
highest cooling efficiency. In the example of laser cooling of Yb3+:ZBLANP discussed
earlier [57], the entropy flow rate per unit power of the fluorescence emission was
found to be (Ṡ/P )out = 5.36 × 10−4 K−1. Correspondingly, the Carnot efficiency
of this optical cooler is found to be about 20% at room temperature. If stimulated
emission is employed in the system, the Carnot cooling efficiency is lower. One finds
η = 0.11 for random laser emission and η = 2.7×10−9 for diode emission respectively.
Fields of this nature are far less efficient than fluorescence emission.
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Figure 2.10: Optimum Carnot efficiency as a function of temperature.
Also using Eq. (2.39), the cooling efficiency as a function of temperature is shown
in Fig. 2.10, for (Ṡ/P )out = 5.36× 10−4 K−1. It diminishes approximately linearly to
zero as T → 0.
2.6 Cooling efficiency for real systems including
quantum efficiency
In real systems, the quantum efficiency is less than unity, and the energy loss
during any internal relaxation process is irreversible, from a thermodynamic point
of view. When considering such losses caused by nonradiative decay, it is helpful to
account for the associated heat load explicitly by dividing the cooling load channel
shown earlier in Fig. 2.8 into two parts. In Fig. 2.11 the cooling load channel is now
considered to be the reversible part of the refrigerator cycle. No entropy is generated,
and the cooling load is still given by Eq. (7.9). In the figure, the new heat generation
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Figure 2.11: Designation of in and out powers and entropy flow rates. Laser pumping (in),
fluorescence output (out), cooling (c), and heat generation (h).
channel corresponds to the irreversible losses from internal relaxation, and the entropy
production for this channel, also for the entire cooling cycle, is


















Here, the irreversibility is considered to be introduced when part of the fluorescence
output is turned into heat. The relations between the powers are
Pout +Qh = Pin +Qc (2.41)




where ηq is the quantum efficiency. The net cooling power is then the difference
between the cooling load and the heat generation, or
Q = Qc −Qh = Pin[ηC − (1 + ηC)(1 − ηq)], (2.44)




= ηC − (1 + ηC)(1 − ηq). (2.45)
Using Eq. (2.45) along with Eq. (2.36), the cooling coefficient may be plotted as
a function of the quantum efficiency ηq, as shown in Fig. 2.12. The cooling coefficient
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Figure 2.12: Cooling efficiency as a function of the quantum efficiency, for different tem-
peratures.
has a linear relationship with the quantum efficiency. If the quantum efficiency is 1,
the reversible cycle discussed in last section is recovered, and the cooling coefficient
is the Carnot efficiency. In the other extreme, if the quantum efficiency is zero, the
cooling coefficient becomes -1, indicating that all the laser pumping energy is turned
into thermal energy and deposited into the cooling element. There exists a critical
quantum efficiency ηq,c below which the cooling effect is eliminated. For example,
ηq,c is 0.83 at room temperature, if the pumping is an ideal laser source and the
fluorescence has an entropy flow rate per unit power of Ṡ/P = 5.36 × 10−4 K−1.
2.7 Discussions and summary
The above analysis indicates that the limiting efficiency of laser cooling of solids
can be as high as 20%. However, the cooling efficiency achieved to date is only
around 3% [34]. Hence a significant amount of irreversibility must be present in
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the experiments. An existing strategy is to use a longer pumping wavelength to
obtain higher cooling efficiency, but in practice the absorption coefficient drops more
rapidly than the rise in efficiency beyond an optimum detuning. Also, trace impurity
absorption eventually dominates over the desired Yb3+ absorption, causing heating.
While the sample could be purified to suppress trace absorption, it seems that new
methods would be more useful.
The results show that since current experiments already focus on the use of in-
cident pump sources with zero entropy and spontaneous emission output, no im-
provements can be expected by resorting to other forms of output. For example
monomode pumping together with random laser output is inherently less efficient than
monomode pumping with spontaneous emission output, other things being equal. In
the framework of fluorescence, one should explore ion-host combinations which can
emit fluorescence with larger entropy flow rate per unit power. Higher quantum
efficiency is essential, along with higher radiative decay rates (though the latter is
only important close to saturation). In summary, improvements are most likely to
come from enhanced quantum efficiency, enhanced absorption through manipulation
of the electron-phonon interaction, improved emission rates, or from altogether new
methods.
Next we will apply the Fermi golden rule to treat this off-resonance absorption,
and to identify the limiting factors in the laser cooling process.
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Chapter 3
Fermi golden rule theory for laser
cooling of solids
3.1 Introduction
As pointed out in last chapter, laser cooling relies on tuning the pump wavelength
longer than the mean emission wavelength while still retaining a significant amount
of absorption. This off-resonance absorption is a photon-induced, phonon-assisted,
electron transition. The absorption rate can be naturally treated with the Fermi
golden rule, the universal approach to determine the interaction rates for various
elastic and inelastic scattering processes among the same or different kinds of carriers.
In this chapter the Fermi golden rule will be used as a primary theory to express the













Figure 3.1: The energy diagram for the laser cooling of a nanopowder. The external
thermal load is not shown.
3.2 Rate equation and cooling power
In Fig. 3.1, a steady state energy diagram is shown for the laser cooling of
nanopowders. The energy entering the control volume is the laser irradiation power
Qph,i, and those leaving the control volume are the elastically scattered power Qph,s
and the fluorescence emission power Qph,f . The net cooling power Ṡph-e-p is given
by Qph,i −Qph,s −Qph,f , and is balanced by some kind of external thermal load (for
example, thermal radiation [2]), which is not shown in Fig. 3.1 since it is not the
focus of this work. To minimize the fluorescence reabsorption, the sample is made
into a very thin fiber-type geometry, as used by Gosnell in [2], where the length L is
similar to 7 mm, and the diameter D is around 170 µm. The volume of the medium
is V and the porosity is ε. The carrier interactions and energy conversions only take
place in the volume of the solid phase, which is Vs = (1− ε)V . However, the presence
of nano-pores are important in that they affect the photon transport and the phonon
DOS, as will be seen in later sections.
In order to relate the absorbed and emitted power, the population dynamics of
the ground and excited electronic states needs to be established. Although the rate
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equation is not suitable for describing atoms with any correlations between them (such
as in cooperative interactions or other interatomic couplings), it is correct to describe
the population dynamics of statistically independent atoms. In the nanoparticles
studied, cooperative effects are negligible [63]. Hence, the rate equation for the two-
level system shown in Fig. 1.1(b) is
dnb
dt
= −γ̇e,dnb + γ̇e,ana + (1 − ηe)γ̇e,rnb, (3.1)
where nb and na are the populations of the excited and ground states, respectively.
Here, the intrinsic decay rate γ̇e,d is the sum of the intrinsic radiative decay (includes
the spontaneous and stimulated emissions) rate γ̇e,r and the intrinsic nonradiative
decay rate γ̇e,nr. The rate γ̇e,a is the absorption (or excitation) rate. The last term in
Eq. (3.1) accounts for the reabsorption effect, and ηe is the probability of a fluores-
cence photon to escape out of the medium without any reabsorption, or the so called












= −[γ̇e,r + γ̇e,nr − (1 − ηe)γ̇e,r]nb + γ̇e,ananb
= −(ηeγ̇e,r + γ̇e,nr)nb + γ̇e,ananb. (3.3)
This implies that the original system with reabsorption can be equivalent to an ef-
fective system in which the reabsorption is absent, and the corresponding external
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quantities for this effective system are
˜̇γe,r = ηeγ̇e,r (3.4)
˜̇γe,nr = γ̇e,nr (3.5)





These quantities are essentially affected by ηe, which can be calculated knowing the
reabsorption coefficient and the medium geometry. The average reabsorption coef-
ficient σph,r is determined by the overlap between the absorption and fluorescence
spectra [49]. For a 2%-doped Yb3+:ZBLAN, σph,r = 0.266 cm
−1 [49], and this value
is used here for our estimation. For the thin cylinder medium, the average distance
that a photon travels to escape the medium, Lave, is estimated to be the diameter D.
Then, the escape efficiency is approximated as
ηe = exp(−σph,rLave) = 0.995. (3.8)
This is only 0.5% less than unity, due essentially to the small size of our sample. If
the intrinsic quantum efficiency ηe−ph is 0.99, then the external quantum efficiency is
found using Eq. (3.7) to be
η̃e−ph = 0.98995, (3.9)
which differs from the intrinsic quantum efficiency ηe−ph by only 0.005%. As a result,
the red-shift of the mean fluorescence wavelength is also negligible. Therefore, for
the small size medium considered here, the effect of reabsorption on the laser cooling
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performance is safely neglected in the analysis that follows, and ηe is assumed to be
unity.
The absorption rate γ̇e,a is proportional to the energy density of the pumping field,
as [64],
γ̇e,a = Be,aeph,i. (3.10)
Here, the excitation coefficient Be,a has a similar role with the Einstein B coefficient
[64]. Note that, Einstein B coefficient describes the photon-electron coupling strength
on resonance, while here Be,a describes the phonon-assisted photon-electron coupling
strength. In Eq. (3.10), eph,i is the energy density of the pumping field inside the






where ǫe,r is the real part of the permittivity of the medium, and |E| is the amplitude
of the local electric field. Alternatively, from the particle (photon) point of view, eph,i
can be written as
eph,i = ~Pωph,inph,i, (3.12)
where nph,i is the number density of the pumping photons. Equations (3.11) and
(3.12) are compatible in that they are the classical and quantum pictures of light.
At steady state, Eq. (3.1) becomes
dnb
dt
= −γ̇e,dnb + γ̇e,ana = 0. (3.13)
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Since one excitation transition leads to the absorption of one incident photon with
the energy ~Pωph,i from the pumping field, the local absorbed power per unit volume
is given by
ṡph,a = ~Pωph,iγ̇e,ana = ~Pωph,iBe,anaeph,i. (3.14)








where Iph,i and uph,i are the intensity and speed of the pumping light. Substituting
Eq. (3.14) into Eq. (3.15), we can write the absorption coefficient, a macroscopic





This indicates that the absorption coefficient σph,i is proportional to the excitation
coefficient Be,a, and the number density of absorbers na, as expected. The total













Similarly, one radiative decay transition leads to the emission of a photon with a






Substituting Eqs. (3.2) and (3.13) into Eq. (3.19), we are able to write the emitted









The net cooling power Ṡph-e-p is then calculated as the difference between the
absorbed and emitted radiation, i.e.,


















where we have assumed that in the solid phase the dopant concentration is spatially
homogeneous (na is a constant). This definition indicates that a negative value of
Ṡph-e-p represents cooling. As a result, only those λph,i larger than λ̄ph,e may result in
cooling, and this range is defined as the cooling regime. Also, the quantum efficiency
ηe−ph must be larger than λ̄ph,e/λph,i, which is satisfied in cooling experiments on bulk
crystals. Note that we have assumed that the quantum efficiency of nanopowders is
the same as that of bulk materials. There are reports of decreased quantum efficiency
in nanocrystals, due to surface defects, adsorbed gas molecules, or other quenching
centers [66].
The off-resonance absorption in laser cooling experiments is generally very small,
and the system can thus be safely assumed to be far from saturation, i.e., the electronic
population of the ground state is much larger than that of the excited state. As such,
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the ground state population can be approximated as the dopant concentration, i.e.,
na = nd. (3.22)













3.3 A Fermi golden rule calculation of the excita-
tion rate
As the pumping wavelength is tuned to the red side of the resonance, the probabil-
ity of a purely electronic transition between electronic sublevels, a first order process,
becomes smaller. On the other hand, the phonon-assisted transition, a second-order
process, starts to contribute significantly to absorption. As a result, the absorption
turns out to be a combination of the first- and second-order transitions. Since a much
longer pumping wavelength than the resonance is used in laser cooling, the total tran-
sition is believed to be dominated by the second-order process. Therefore, only the
second-order process will be analyzed here for the purpose of understanding the role
of phonons in laser cooling.
In the second order process, the ion in its ground state absorbs a photon from the
irradiation and simultaneously a phonon from the lattice, and goes up to the excited
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state. The probability per unit time of such a process can be evaluated using the
perturbation theory. The Hamiltonian for the physical system considered is given by
[22]
H = Hion + Hp + Hph + ϕion−ph + ϕion−p. (3.25)
The first term is
Hion = ~Pωe,ga
+a, (3.26)
i.e., the Hamiltonian of the ion electronic levels, where ~Pωe,g is the energy difference
between the optically active energy levels of the dopant ion (considered as a two-level








i.e., the phonon field Hamiltonian, where ωp is the phonon frequency and b
+
p (bp) is
the creation (annihilation) operator of a phonon in mode p. The third term is
Hph = ~Pωph,ic
+c, (3.28)
i.e., the electromagnetic laser field Hamiltonian, where ωph,i is the pumping frequency
and c+p (cp) is the creation (annihilation) operator of a photon. The fourth term is





(a+ + a)(c+ + c)
= Cph(a
+ + a)(c+ + c),







i.e., the ion-photon interaction Hamiltonian, where as mentioned before, eα is the
polarization factor of the photon, µe is the dipole moment of the electronic transition,
ǫo is the vacuum permittivity, and Vs is the interacting volume. Note that the term
[~Pωph,i/(2ǫoVs)]






a+a(bp − b+p )
= Cpa







i.e., the ion-phonon interaction Hamiltonian, where ai−p is the ion-phonon coupling
constant and is purely imaginary, up is the speed of sound, and ρ is the mass density.









|Mfi|2δD(Ef − Ei), (3.31)
where Ei and Ef are the initial and final energies of the system. The Mfi matrix can
be expanded as the following series [22]









(ETe,i − ETe,m)(ETe,i − ETe,n)
+ ..., (3.32)
with ϕint = ϕion−ph+ϕion−p. The summations on m and n include all the intermediate
phonon and photon states.
We will calculate the transition probability γ̇e between the initial |i〉 = |ψi, fph +
1, fp +1〉 and final |f〉 = |ψf , fph, fp〉 states of the system, where the first ket element,
ψi, refers to the ion state, the second one, fph, to the photon number in the interacting
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volume Vs, and the third one, fp, to the phonon distribution function. This type of
processes only appears in the second order perturbation expansion of the Mfi matrix,









[〈ψf , fph, fp|ϕion-ph|ψm, fph + 1, fp〉×
Ei − (Em − ~Pωp)
〈ψm, fph + 1, fp|ϕion-p|ψi, fph + 1, fp + 1〉
+
〈ψf , fph, fp|ϕion-p|ψm, fph, fp + 1〉×
Ei − (Em − ~Pωph)
〈ψm, fph, fp + 1|ϕion-ph|ψi, fph + 1, fp + 1〉] . (3.33)
The sum runs over all possible intermediate states of the system. Substituting the




〈ψf , fph, fp|Cph(a+ + a)(c+ + c)|ψm, fph + 1, fp〉×
Ei − (Em − ~Pωp)




〈ψf , fph, fp|Cph(a+ + a)(c+ + c)|ψm, fph + 1, fp〉×
Ei − (Em − ~Pωp)




〈ψf , fph, fp|Cph(a+ + a)f 1/2ph |ψm, fph, fp〉×
Ei − (Em − ~Pωp)









〈ψf |(a+ + a)|ψm〉〈ψm|a+a|ψi〉
Ei − (Em − ~Pωp)
, (3.34)
where, the second term in Eq.(3.33) has been neglected since the photon energy is
much greater than the phonon energy [68].
Since the phonon energy ~Pωp is much smaller than the energy gap, it cannot by
itself induce an electronic transition. In the perturbation theory, the intermediate
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wave function ψm is then approximated as unperturbed, i.e., ψm = ψi, and Em = Ei.









〈ψf |(a+ + a)|ψi〉〈ψi|a+a|ψi〉









〈ψf |(a+ + a)|ψi〉〈ψi|a+a|ψi〉
























)2fphfpδ(~Pωph,i + ~Pωp − ~Pωe,g). (3.36)
In order to perform the summation on the phonon modes in Eq. (3.36), we must
introduce the phonon DOS Dp(Ep), where Ep is the phonon energy given by Ep =

























This result implies that the excitation spectra can be associated with the phonon
spectra, as observed in [69]. We here have used the equilibrium distribution functions



























This expression is found to be consistent with Eq. (3.10), as expected. Therefore, we
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Using the relations ω = 2πco/λ and Ep = ~Pωe,g − ~Pωph,i, the above expression for







































3.4 Discussions and summary
In Eq. (3.41) the factors affecting laser cooling power are shown. Thus, to enhance
the cooling power using the same incident energy, increases in the carrier couplings
and populations are needed. The couplings include the photon-electron coupling and
the electron-phonon coupling, and the populations include the the dopant concentra-
tion nd, and the total pumping field energy inside the nanopowder medium Epump.
Despite the complicated presentation of the Fermi golden rule, this understanding
turns out straightforward if one recognize that laser cooling relies on the off-resonance
absorption, which is a photon-induced, phonon-assisted, electronic transition. In the








In the last chapter we have used the Fermi golden rule to decouple various limiting
factors for laser cooling of solids. The absorption rate is ultimately expressed as Eq.
(3.38). Based on this expression, one finds that the cooling performance is limited by
the populations of the three carriers and their couplings. An understanding to link
the photon-electron and ion-phonon coupling mechanisms to the atomic structure,
especially in the quantitative level, is lacking in spite of their fundamental importance.
In the sections followed, using an Ti[(H2O)6]
3+ complex as the modal system, the
roles played by the electron-photon and electron-phonon couplings in laser cooling of
64
solids will be discussed, and an ab initio approach to calculate these coupling rates
using their atomic structure will be developed. The electron-photon and electron-
phonon coupling rates are attempted using ab initio calculations. The electron-photon
coupling is routed in the transition dipole moment which connects the ground and
excited states. The wavefunctions are calculated and the transition dipole moment is
determined using its definition solely. The vibrational frequencies and energy minima
are calculated for normal modes, using the small-displacement approach. These are
used along with the electronic wavefunctions, in the Fermi golden rule, to derive the
nonradiative decay rates. Finally the roles of electron-photon and electron-vibration
couplings in laser cooling materials selection will be discussed.
4.2 Ab initio calculations of the ground and ex-
cited states
4.2.1 Ground state geometry optimization
The calculation is performed using Gaussian 03 Package [70], with the B3LYP
method and the 6-311+G* basis set. The Ti3+ ion has a single unpaired electron,
which gives a spin multiplicity of 2 for the complex. To avoid convergence problems
of the self consistent function (SCF), a quadratic convergent (QC) procedure has
been applied. No symmetry restriction was prescribed at the start of the calculation,
and the optimized geometry converges to the D3d all vertical symmetry, as shown
in Fig. 4.1. This symmetry is lower than the Oh point group and higher than Ci.
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Figure 4.1: The optimized geometry of the ground state Ti[(H2O)6]3+ (hydrated titanium)
complex.
The calculated Ti-O bond length is 2.07 Å, which agrees well with the experimental
value 2.03 Å [71] and previously reported ground-state calculations on this complex
[72, 73].
4.2.2 Excited state calculations
Excited state calculations have previously been performed on the Ti[(H2O)6]
3+
complex using a multi-reference single- and double-excitation CI (MR-SD-CI) method
[72]. Here we use the time-dependent density functional theory (TDDFT), which is
regarded as the most accurate method for excited states, to calculate the energy
levels for the complex at the ground state equilibrium geometry. For a free-standing
Ti3+ ion, it has 5 degenerate d levels, with the orbitals shown in Fig. 4.2. As the
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ion is put into an octahedral crystal field of the six surrounding oxygen atoms, the
levels are split into two groups, three levels for the ground state and two levels for
the excited state. The Jahn-Teller effect further splits the ground state into two
multiplets, with an energy gap of 6,046 cm−1. The Jahn-Teller theorem states that
any complex occupying an energy level with electronic degeneracy is unstable against
a distortion that removes that degeneracy in first order. The vibronic coupling of
ions in solids can cause a local distortion of the lattice in which the atoms move in
the direction of normal-mode displacement to lift the electronic degeneracy. A new
equilibrium position is achieved in which the local symmetry is lower than the point-
group symmetry of the crystal. Here for the Ti[(H2O)6]
3+ complex the symmetry is
lowered from the Oh to D3d. The evolution of the energy levels is shown in Fig. 4.3.
4.3 Electron-photon coupling and the radiative de-
cay rate
A photon can be absorbed by an ion if the coupling factor eα ·µe is nonzero (i.e.,
they are not orthogonal), where eα is the polarization vector of the electromagnetic
field, and µe is the effective transition dipole moment of the ion. The transition dipole





































Figure 4.3: Calculated energy levels of the Ti[(H2O)6]3+ complex at the ground state
equilibrium geometry. The Ti-O bond length is ro = 2.07 Å. The energy multiplets due to
the crystal field and the Jahn-Teller effect are shown.
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(a)                                                                         (b)
Figure 4.4: Calculated wavefunctions of the ground and excited states.
where, ee is the electron charge, r is the position vector, and ψi and ψf are the ground
and excited state wave functions. These wavefunctions are calculated with Gaussian
and are shown in Fig. 4.4. The ab initio calculations showed that the energies of the
orbitals below the HOMO (highest occupied molecular orbital) are approximately the
same for the ground and the excited electronic states, so that the differences of the
state energies can be discussed with these singly occupied molecular orbital (SOMO)
energies. Based on the theory of local combination of atomic orbitals (LCAO) [74],
the ground state is mainly composed of the 3dz2 orbital, and the excited state is
dominated by the 3dx2−y2 orbital. The transition dipole moment is then calculated
using Eq. (4.7), which gives 0.002 Debye (1.859 × 10−32 C·m).
A variety of parameters are used to describe the light-electron interaction, such as
the Einstein A and B coefficients, the radiative lifetime τr, the oscillator strength, the
absorption cross section, etc. These parameters are all governed by a fundamental
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atomistic scale quantity: the transition dipole moment. For example, the Einstein A
coefficient (equivalent to the radiative decay rate γ̇r) and the radiative lifetime τr are
related to the transition moment by [75]














where ǫo is the electric permitivity in vacuum, and ~ is the Planck constant divided
by 2π. The calculated radiative lifetime for the complex at equilibrium configuration
is 12 ms, much longer than the experimental value for Ti:sapphire laser system, which
is only 3 µs [76, 77]. This discrepancy might be due to the the defects and impurities
in a real material, which significantly modify the symmetry properties around the
ion.
4.4 Electron-vibration coupling
The atoms in a solid are never completely at rest. The thermal vibrations of
the atoms modulate the local crystal field at the site of an optically active ion. This
modulation can have several types of effects on the optical properties of the doped ion.
For example, it can modulate the position of the electronic energy levels, leading to a
broadening and shifting in peak position of the spectral transition. Also it can cause
transitions to occur between electronic energy levels accompanied by the absorption
or emission of vibrational energy but with or without the emission or absorption of
photons.
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4.4.1 Normal mode analysis for vibrations
The coupling of an electron to a specific vibrational mode is essentially the change
of the electronic property in response to the lattice displacement along that vibra-
tional mode. The normal vibrational modes of the Ti[(H2O)6]
3+ complex can be
conveniently calculated with Gaussian, after the geometry is optimized. Among all
calculated modes, we only consider those which are also observed for the octahedral
TiO6 core. The modes due to the hydrogen atoms only do not contribute significantly
to the electron-phonon coupling, since these modes are screened by the more inner
oxygen atoms. The vibrational normal modes and frequencies are shown in Fig. 4.5.
4.4.2 Configuration coordinate diagram
Configuration coordinate diagram is often used to describe transitions between
electronic transitions coupled to vibrations. It depicts the variation in the electronic
energy levels with respect to the displacement of the normal vibrational coordinate
away from its equilibrium position. Here since the vibration modes due to hydrogen
atoms have very little effect on the energy level of the Ti3+ ion, we only concern the
vibration of the octahedral TiO6 core. For these modes the hydrogen atoms move
rigidly with the oxygen atoms.
The configuration coordinate diagram is obtained by calculating the energy levels
with respect to the normal coordinate of a specific vibrational mode. Shown in Fig.
4.6 is the configuration coordinate diagram corresponding to the A1g normal mode.
Five levels resulted from the 3d orbitals are shown. As discussed in Fig. 4.3, we
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A1g Eg
ω = 429 cm-1 ω = 379 cm-1
T2g
ω = 174 cm-1
T2u
ω = 108 cm-1
T1u
ω = 130 cm-1
Figure 4.5: The vibrational normal modes along with the frequencies of the Ti[(H2O)6]3+
complex.
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Figure 4.6: Configuration coordinate diagram corresponding to the A1g normal mode.
have the ground state 2A1g, the first excited state
2Eg which is composed of two
nearly degenerate levels, and the second excited state 2E′g which is also composed of
two nearly degenerate levels. The transition between the 2A1g and
2E′g levels is very
important in lasers and luminescent applications, and therefore we will only concern
these two states in the following sections. As shown in the figure, the potential energy
minimum for the excited state is shifted to the right to that of the ground state, as
expected. This shift leads to the well-known Stokes shift in the emission wavelength.
For the excited state, the electron is normally farther away from its nuclei than the
ground state, repelling the surrounding oxygen atoms. As the result, the equilibrium
Ti-O bond length for the excited state becomes longer than the ground state, which
in turn leads to a smaller force constant and vibrational frequency - the curvature
for the excited state is flatter than that for ground state. To take into account
the modifications of both normal coordinates and frequencies between the electronic
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states, we can express them in general as follows:
Q′ = Q+ d (4.4)
ω′s = ωs(1 − ρ), (4.5)
where d is the shift of the energy minimum, and ρ is the percentage of the frequency
shift. As will be seen later, only these normal modes which have modifications in
either normal coordinates or frequencies between the electronic states concerned, can
contribute to the radiationless transition probability. The Huang-Rhys coupling factor






where M is the mass of the vibrating atom, the O atom here.
4.4.3 Nonradiative transition rates
For electron-vibration coupling, only those normal modes which have modifica-
tions in either normal coordinates or frequencies between the electronic states con-
cerned, can contribute to the nonradiative transition probability.
In the Born-Oppenheimer approximation, the system wavefunction ψ is presented
as [68]
ψi,ν(r,Q) = φi(r,Q)θi,ν(Q). (4.7)
where θi,ν(Q) is the vibrational wavefunction at a nuclei normal coordinate Q, and
φi(r,Q) is the electronic wavefunction for a fixed position of the nuclei. This implies
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that the motion of the electron is very rapid compared to the nuclei motion. The
Hamiltonian H for the entire system can be chosen as:
H = T (Q) +Hi(r) +H
ep
l (Q), (4.8)
where T is the kinetic-energy operator of all nuclear motions, Hi(r) is the electronic-
energy operator for electronic states, and Hepl (Q) is the electron-lattice interaction




l (Q)]φi(r,Q) = Ui(Q)φi(r,Q) (4.9)
[T (Q) + Ui(Q)]θi,ν(Q) = Ei,ν(Q)θi,ν(Q), (4.10)
where Ui(Q) is the adiabatic potential of the electronic state at the instataneous
positions Q, and ν signifies the over-all vibrational state of the nuclei. Although
ψi,ν is a good approximation for stationary states, it is not stationary in the exact
sense, and the whole system oscillates to and fro among various good quantum states
of almost the same energy. This should be interpreted as the transition from one
electronic state to another, accompanied by a transition in the quantum states of
nuclear motion. The perturbation Hamiltonian H ′ for the nonradiative transition
process is given by [68, 78]
























piν |〈fν ′|H ′|iν〉|2δD(Ef,ν′ − Eiν), (4.12)
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ro = 2.07 Å ro = 2.15 Å
Figure 4.7: The modulation of the excited state wavefunction with respect to the A1g
vibrational mode.
where piν is the distribution function for the Boltzmann population of initial vibra-
tional levels and a δ function is used for the density of final states to ensure conser-




















〉|2δD(Efν′ − Eiν). (4.13)









The derivative represents how sensitive the electronic wavefunction is with respect to
the displacement along a particular vibrational mode. This is shown in Fig. 4.7.
Equation (4.13) has been evaluated by Lin [78] by replacing the δ function with
























where IP+i is the P
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where ωab is the energy gap of the ground and excited states.
Using Eq. (4.15), the nonradiative decay rate is calculated as a function of tem-
perature, and is shown in Fig. 4.8(a). The total decay rate is the summation of the
radiative and nonradiative rates, as
γ̇d = γ̇r + γ̇nr, (4.18)





The calculated lifetime in this way is shown in Fig. 4.8(b). As seen, at low tempera-
tures, the nonradiative decay rate is negligibly small compared to the radiative decay
rate, so that the lifetime remains almost a constant. As the temperature increases,
more phonons are activated and involved in the decay process, and the nonradiative
decay rate is increasing rapidly. At around 250 K, the nonradiative decay rate be-
comes comparable or even larger than the radiative decay rate, and the lifetime drops
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significantly with temperature. At high temperatures, the decay process is domi-
nated by the nonradiative decay. The predicted lifetime is compared to that of the
Ti:sapphire laser material, which also has an octahedra crystal field around the Ti3+
ion. The measured Ti:sapphire lifetime at low temperatures is much shorter than that
predicted for Ti[(H2O)6]
3+, because it was not measured at the zero-phonon line, and
in real materials defects and impurities may modify the symmetry properties around
the Ti ion significantly. At high temperatures, the nonradiative decay rates follow
a similar trend. Exact agreement is not expected since the phonon modes for our
cluster is different from those in the Ti:sapphire solids.
4.5 Discussions and summary
Laser cooling cycle is realized in five steps: electron-phonon coupling, phonon-
assisted absorption, thermalization in the excited state, electronic decay, and ther-
malization in the ground state. These steps are shown in Fig. 4.9.
In the above sections the kinetics of laser cooling cycle has been presented, by
calculating the time scales for each step, as shown in Fig. 4.10. Four characteristic
times are marked in the figure, which are the absorption time, thermalization time
at the excited state, lifetime, and the thermalization time at the ground state. The
absorption time is the longest in the entire cycle, indicating that the absorption is
the bottleneck process that limits the laser cooling performance.
The above theoretical framework can be used to guide the selection of laser cooling














































Figure 4.8: (a) The total transition rate with respect to temperature. (b) The lifetime
with respect to temperature.
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Photon ωph,i(b) Phonon Assisted Absorption
(under Born-Oppenheimer Approximation)
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(c) Lattice Relaxation and Displacement 
(under Energy Minimization)
di
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µe =   ψf*erψid
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Figure 4.9: (a) The energy diagram, (b)-(e) five steps in the photon-electron-phonon cou-
plings in the laser cooling cycle.
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γnr (T = 250 K)
Figure 4.10: Time scales of each step for laser cooling of solids. The phonon-assisted
absorption process is the slowest, and is regarded as the bottleneck of laser cooling of
solids.
coupling strengths need to be enhanced, to enhance the absorption rate. A negative
side effect of the electron-phonon coupling is the nonradiative decay, which leads
to heating in the system. However, the operation temperature of laser cooling is
no more than the room temperature (300K), and for this temperature range the
nonradiative decay rate is negligibly small. Therefore the electron-phonon coupling
can be enhanced without deteriorating the radiative decay process. To enhance the
photon-electron coupling, the dopant ion and the host should be selected so that
the transition dipole moment is large. To enhance the electron-phonon coupling, the
electronic wavefunction should be sensitive to vibrations modes, and the modification
of vibrational modes before and after transition should be significant. For example,
transition metal ions has its valence electrons directly exposed to the crystal field,
unlike rare-earth ions for which the valence electrons are shielded by outer electrons,
and as a result, transition-metal doped system has a much larger electron-phonon
coupling. The ab initio approach developed in this work can be used to guide the





in laser irradiated nanopowders
5.1 Introduction
In the expression of the cooling power given by Eq. (3.41), one of the limiting
factors is the total pumping energy Epump. To enhance this parameter using nanopow-
ders, the unique radiative transport properties in random porous media need to be
understand.
Radiative transport in random porous media has long been an important problem
in science and engineering [79, 80, 81]. As a laser beam is irradiated on a non-
absorbing random porous medium in which the particle size is much larger than the
laser wavelength, the transmissivity reveals a diffusive behavior, i.e., decays inversely
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with the medium thickness [82]. Recently, however, it has been found that as the
particle size decreases to the order of the laser wavelength, the diffusion breaks down
and the transmission coefficient decays exponentially with the medium thickness,
due to the constructive interference among the multiply scattered waves [83, 84].
This phenomenon, termed ”photon localization”, is the counterpart of electron lo-
calization suggested by Anderson [85], and has been investigated theoretically and
experimentally in one- [86, 87, 88, 89, 90, 91], two- [92, 93, 94, 95, 96, 97, 98] and
three- [99, 100, 101, 102] dimensional structures. With the onset of localization, the
electromagnetic (EM) waves may not propagate through, but are confined in a finite
spatial region, forming a ”random resonator”. This property has initiated intense
research interest in random lasers [103, 61, 104, 105, 106, 107, 108, 109, 110], in
which the ”random resonator” may replace the resonator in conventional lasers, and
remarkably simplify the device.
The interference effects on the radiative transport must be properly addressed
in order to understand photon localization. This can be done using the direct sim-
ulation, in which Maxwell’s equations are solved for the porous medium, and the
boundary conditions are matched at the interfaces between particles and pores. Be-
cause the geometries of the interfaces are generally complicated, the direct simulation
is computationally expensive, except for simple geometries. For example, it has been
performed using the transfer matrix method for one-dimensional multilayer [86], and
using the FDTD (finite-difference time-domain) or the transfer matrix method [92, 93]
for simple two-dimensional random systems. Photon localization is predicted in both
dimensions by showing that the calculated transmissivities decay exponentially with
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the medium thickness. However, this ”transmission” approach does not show explic-
itly the role played by interference in the onset of localization. Recently, local field
amplitudes, rather than transmissivities, have been calculated for one-dimensional
random media, and the internal field is found to be orders higher than the incident
field [111]. This large field enhancement is exactly a signature of interference, and
has a lot of implications.
Traditionally, the effective medium approximations have been used to treat the
radiative transport in random porous media, because the direct simulation mentioned
above is usually computationally too heavy to be practical. The equation of radiative
transfer (ERT) is the most widely used effective medium treatment [112]. The scat-
tering and absorption properties are derived from the spectral radiative behavior of a
single isolated particle (Mie scattering) using large and small particle size approxima-
tions. The effective properties are then obtained based on the porosity and particle
size distribution. Inclusions of the inter-particle interactions (dependent scattering)
have also been made [80]. The ERT is then solved using some approximations (e.g.
two-flux approximation) to obtain the local radiative intensity. The Maxwell-Garnett
approximation is another effective medium approximation for the determination of
the effective, bulk dielectric properties of inhomogeneous materials [113]. In this ap-
proach the field induced in a uniform host by a single spherical or ellipsoidal inclusion
is calculated exactly, and the field’s distortion by the electrostatic interaction between
the inclusions is treated approximately [114]. The effective permittivity is then ob-
tained, and Maxwell’s equations are solved for the local radiative intensity. Because
the effective medium approximations require the use of effective properties obtained
84
by volumetric averaging, they do not allow for coherent interference effects, and are
not expected to predict photon localization and field enhancement.
In this chapter, we will discuss how to use the unique photon transport proper-
ties of nanopowders to enhance Epump, the total pumping energy inside the medium.
Shown in Fig. 5.1 are different regimes of photon scattering in nanopowders [8]. When
the photon mean free path lm is much larger than the laser wavelength, photons may
experience a single scattering event and the transport is diffusive [84]. As lm de-
creases, photons begin to undergo multiple scattering events. When lm is comparable
to or smaller than the laser wavelength, recurrent scattering takes place, i.e., photons
return to the original place after being scattered many times. In this case, photons
don’t propagate through the medium, but are confined in a small spatial region, form-
ing a cavity. This phenomenon, termed photon localization, is the counterpart of the
electron localization suggested by Anderson [85]. The electromagnetic field of the
localized light, as shown in Figure 5.1(d), can be orders of magnitude higher than the
incident field [115]. Note that the onset of photon localization is generally question-
able when the medium becomes dissipative, since one cannot distinguish whether the
attenuation of intensity is caused by strong scattering or by strong absorption. How-
ever, for doped nanopowders considered in this analysis, the medium is only slightly
dissipative (a very low absorption coefficient). As such, the medium is mainly a
strongly scattering medium rather than an absorbing medium, and the attenuation
of intensity is dominated by photon localization [115]. This has been confirmed in
many random laser experiments on ion-doped powder media [116, 117]. As a result of













Figure 5.1: (a) Single, (b) multiple, and (c) recurrent photon scattering trajectories in a
system of random scatterers, and (d) a rendering of the electromagnetic field distribution
for case (c), i.e., as photon localization takes place [8].
this high photon density (or alternatively, electromagnetic field energy density eph,i).
5.2 Photon localization
Absorption occurs when the incident field couples to the dipole moment of the
atom. This atom-field interaction is strongest as the incident light is tuned on the
resonance of the electronic transition, which is the case in this analysis. Generally
the index of extinction is used to describe the absorbing ability of a material. To
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Figure 5.2: Model random nanoparticles, consisting of parallel solid and fluid layers with
random thicknesses. The porosity is prescribed.
The simplest model of random nanoparticles consists of parallel solid layers with
random thickness, as shown in Fig. 5.2. Regions l = 1 and N + 1 are semi-infinite
media of air. This multilayer medium has N/2 (N is an even number here) solid
layers and N/2 − 1 air layers. The coordinates x1, x2, ..., xN are chosen such that
the thickness of each layer is random, but obeys a trapezoidal distribution. This
multilayer medium has a finite dimension in the direction of the electromagnetic wave
propagation x, and an infinite length in the plane normal to x. The dielectric solid
material has a complex refractive index ms,ω(= ns,ω + iκs,ω) which depends on the
electromagnetic wave frequency. In this section, all the quantities and parameters
are at the incident angular frequency ω0, and thus the subscript ω0 is omitted for
convenience. The air has a refractive index mf (= nf = 1).





lE(x) = 0, (5.1)
where ko is the vacuum wave vector, and m is the local complex index of refraction
at the incident frequency. This is the electromagnetic wave equation in a source-free
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medium, and is equivalent to Maxwell’s equations in the multilayer system. For the
medium shown in Fig. 5.2, the solution of Eq. (5.1) at a particular location x in the
l -th layer is given by
E(x) = E+l e
ikl(x−xl) + E−l e
−ikl(x−xl), l = 1, 2, ..., N + 1, (5.2)
where xN+1 takes the value of xN , since there are only N interfaces and kl = mlω0/co
is the wave vector, where co is the speed of light in vacuum. The field in the medium is
divided into two components, the forward (transmitted) component E+l and the back-
ward (reflected) component E−l . The boundary conditions require that the tangential
electric and magnetic fields be continuous across each interface. The relationship be-




































, l = 1, 2, ..., N + 1, (5.4)














































































D−1l Dl+1Pl+1, j = 1, 2, ..., N. (5.7)






















The use of Eqs. (5.8) and (5.9) in Eq. (5.2) yields the field everywhere. The magnetic





where µ is the magnetic permeability.





We calculated the transmissivity for a model multilayer with 50 layers in which
the layer thicknesses ds follows a uniform distribution between 〈ds〉±ds = 1000±800
nm, and with the porosity ǫ = 0.35, ns = 1.8 and κs = 0 (ns and κs are for doped
yttria compacts off resonance [111]). To generate such a multilayer, we have infinite
number of possibilities, each of which is called a ”realization”. The non-absorbing
material is used to remove the possibility of causing exponential decay by absorption.
To investigate the transmissivity as a function of the sample thickness, we add one
layer to the sample at one time and thus obtain a series of transmissivities. The dots
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 Exponential decay fit
ns = 1.8
κs = 0
<ds> = 1,000 nm
∆ds = 800 nm
Figure 5.3: Variation of the transmissivity as a function of the medium thickness. The
dots are the transmissivities obtained by adding layers to the medium, one at a time, and
the dashed line is an exponential decay fit.
shown in Fig. 5.3 represent these transmissivities for one typical realization when
there are 1, 2, ..., 50 layers. These dots are fitted well using an exponential decay
line, indicating that localization is onset. The localization length of this realization





There are infinite possible realizations for this model multilayer, and localization be-
havior is observed in all realizations that we have tried. This supports the statement
that random systems in one-dimensional always exhibit localization [86]. The lo-
calization length of this model multilayer is obtained by averaging the localization
lengths of numerous realizations.
The effects of the refractive index contrast and the degree of randomness on lo-
calization length are investigated, and the results are shown in Fig. 5.4. As expected,
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Figure 5.4: Effects of the refractive index contrast and the degree of randomness, on the
localization length.
higher refractive index contrast and higher degree of randomness lead to smaller lo-
calization lengths, or, stronger localization.
5.3 Field enhancement
The results in the previous section have confirmed the occurrence of photon lo-
calization. But what causes localization remained unclear for some time. Now it is
commonly believed to be due to the constructive interference among the multiply
scattered waves. However, the transmissivity profile in Fig. 5.3 does not show any
explicit signature of interference. Recently, the local field amplitude, rather than the
transmissivity, was investigated for random multilayer, and strong field enhancement




The local electric field is determined in a model multilayer with 50 layers, and
subject to a same irradiation as in the previous section. There are infinite possible
realizations for this model multilayer, and the field results for one of them are shown
in Fig. 5.5(a), where the dimensionless electric field is defined as, |E|∗ = |E|/|Ei|.
From Fig. 5.5(a), it is evident that there is field enhancement, i.e., there are
peaks in the field inside the medium that can be a few orders of magnitude larger
than the incident field, for this realization. Thus, the energy density of the electric
field can be two or even more orders of magnitude larger than the incident value. In
periodic multilayer, the electric field is also periodic, resulting in no isolated peaks
inside the media (even if the field in this case can also be higher than the incident
field). The physical basis of field enhancement is electromagnetic wave interference.
In the random multilayer system, the waves will multiply transmit and reflect at
all interfaces, and interfere with each other. At some sites for some realizations,
the interference is so ideally constructive that it results in an extremely large field.
Thus the large field enhancement is directly attributed to randomness, and cannot be
observed in homogeneous or periodic media. Note that the coherence condition that
the medium size is smaller than the coherence length must be satisfied to observe
the field enhancement. The coherence length is λ2/∆λ for a central wavelength λ
and a spectrum width ∆λ [120]. In this study we assume a monochromatic wave,
thus satisfying the coherence condition (∆λ is 0 and the coherence length is infinite).
The coherence length of many lasers is several kilometers, satisfying the coherence
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Figure 5.5: (a) Local field distribution in a random multilayer, with field enhancement
shown. (b) Variation of the transmissivity as a function of the medium thickness, in the
same multilayer.
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condition. It’s interesting to see how the transmissivity evolves layer by layer in such a
realization that allows for field enhancement. This is shown in Fig. 5.5(b). Different
from the case in Fig. 5.3, in which the transmissivity reveals a good exponential
decay behavior, the variation of transmissivity with sample thickness in Fig. 5.5(b)
has a large fluctuation, but localization is still considered to happen, since diffusion
obviously breaks down. It is anti-intuitional that just after field enhancement is
onset, there is a region in which the transmissivity increases, rather than decreases,
with the sample thickness. Also, the final transmissivity is much larger than that
in Fig. 5.3. However, this is straightforward if one recognizes that more photons
have to travel through and interfere with each other to establish a large local field.
Although realizations allowing field enhancement generally have larger transmissivity,
the field is more trapped in a wavelength sized region, forming a ”random resonator”.
This property is very attractive to laser science since it may replace the resonator in
conventional lasers. Experimentally, laser actions in random gain media have been
observed [61].
5.3.2 Two-dimensional geometry
The two-dimensional random porous medium used in this study is shown sketchily
in Fig. 5.6(a). The solids are arranged as an array of infinitely long (in the y direction)
dielectric cylinders with random radii and locations. We again examine the wave
propagation subject to incidence of a planar electromagnetic wave upon this structure,
traveling in the x-direction. Maxwell’s equations in two-dimensional random media
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have been solved using FDTD or the transfer matrix method [92, 93], but the degree
of randomness has been limited by the mesh size, and thus the media could not be
systematically randomized. In this study, the cylinder radii and locations are entirely
random (the only limitation is that the cylinders should not overlap). A code which is
based on the finite element method, High Frequency Structure Simulator (HFSS), is
used []. A finite computation domain is chosen, resulting in six surfaces or boundaries.
The two x-z boundaries are taken as being periodic to simulate the infinite length in
the y direction. The two x-y boundaries are also taken as being periodic. The y-z
planes are set to be the incident boundary at x = 0 and the radiation boundary at
x = L.
We choose a computation domain of 5× 1× 5 µm3. Again, the local electric field
in this region is determined for a normal incident electromagnetic wave of wavelength
λ = 1000 nm, for a two-dimensional random medium composed of 20 long cylinders
with a random diameter 〈ds〉 ± ∆ds = 1000 ± 400 nm, and with ns = 1.8 and κs = 0
in air. The results are shown in Fig. 5.6(b), using contours of constant dimensionless
electric field. Similar to the one-dimensional case, there are sites of field enhancement
within the random porous medium that can be a few orders higher of magnitude than
the incident field.
5.3.3 Factors that influence occurrence of field enhancement
The electric field distributions described above are examples of individual real-




















Figure 5.6: (a) The two-dimensional geometry composed of infinitely long cylinders. (b)
The two-dimensional distribution of the dimensionless field magnitude |E|∗ for a realization,
the circles are the sections of the cylinders. The porosity is 0.85.
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related to the maximum field enhancement is not attempted. However, statistical
averaging over numerous realizations can help in understanding the conditions under
which large field enhancements are more probable. For the one-dimensional multi-
layer, we compute Nt = 19, 200, 000 local-field values |E|∗, from Nr = 6, 000 different
realizations, each of which gives Nn = 3, 200 field values. From these, we compute
the probability density function f(|E|∗) . This is found by first dividing all of the
field values (from 0 to |E|∗max) into a number of (say Nb) bins (intervals), and then
determining the number of field values in each bin. Finally the probability density fi








where Mi is the number of occurrences in the i-th bin and Wb = |E|∗max/Nb is the bin
width. In our 6,000 realizations, |E|∗max is 20.1.
The results are shown in Figs. 5.7(a) to (d), for several values of the refractive
index (ns, κs), average layer size (〈ds〉/λ), and the degree of randomness (∆ds/〈ds〉).
As shown in Figs. 5.7(a), (b) and (d), the higher the values of ns, κs and ∆ds/〈ds〉,
the higher the probability of an occurrence of small |E|∗, i.e., there is less probability
for field enhancement (|E|∗ > 1). At the same time, as indicated in Figs. 5.7(a) and
(d), the higher the values of ns and ∆ds/〈ds〉, the higher the probability of occurrence
of large field enhancement. As shown in Fig. 5.7(c), the average size parameter does
not affect the field significantly. It should be noted that |E|∗max is not shown here
because of its extremely small probability.
The locations of the field enhancement are determined using the same samplings
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Figure 5.7: Probability density function for |E|∗ within a random porous medium, showing
the effects of solid (a) refractive index, (b) extinction index, (c) size parameter, and (d) size
distribution. The porosity is 0.35.
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mentioned above, i.e., the Nr = 6, 000 realizations, each of which gives Nn = 3, 200
field values at the same set of 3,200 sampling locations. Then for each location x, there
are Nr different field values |E|∗, some of which (say Ne) are enhanced (|E|∗ > 1).
The probability p(x) of having field enhancement (|E|∗ > 1) at a site x is found
by dividing the number of the occurrences of field enhancement Ne by Nr. This
probability is plotted for each of the 3,200 sites, as shown in Fig. 5.8. The field at
sites closer to the incident surface is always more probable to be enhanced. Also, the
higher the values of ns, κs, 〈ds〉/λ and ∆ds/〈ds〉, the less is the probability of field
enhancement.
5.4 Absorption enhancement in dissipative media
Non-absorbing medium is used to investigate localization in Section 5.2 to show
that the exponential decay of transmissivity is caused indeed by recurrent scattering,
rather than absorption. However, real media always have some absorption. It has
been shown that photon localization still happens in weakly dissipative media [86].
In this section, our interest is put on the local absorption and heat generation in the
medium. Again consider the multilayer in Fig. 5.2, the local intensity is given by the
time average of the Poynting vector S as
I(x) = |S(x)| = 1
2
|Re[E(x) × H∗(x)]|. (5.14)
where H(x) is the magnetic field. According to the energy conservation law, the
power loss per unit volume (or the volumetric heat generation rate) is defined by the
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Figure 5.8: Probability of field enhancement as a function of locations. Effects of solid (a)
refraction index, (b) extinction index, (c) size parameter, and (d) size distribution. The
porosity is 0.35.
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and the extinction coefficient σex is defined as the ratio of heat generation rate ṡ to









From electromagnetic wave theory, the power loss per unit volume for this lossy







where σ is the electric conductivity, ω is the angular frequency, and ǫ′′ is the imaginary
part of the dielectric constant ǫ, which is related to the complex refractive index m
through
ǫ = ǫ′ − iǫ′′ = ǫom2, (5.18)










where µo are the free space permeability. Eq. (5.15) and (5.19) give the same result,
while Eq. (5.19) shows that ṡ is explicitly proportional to the square of the electric
field.
The local electric field is again determined subject to a normal incident electro-
magnetic wave of wavelength λ = 1, 000 nm, in a one-dimensional random multi-
layer with 50 solid layers whose thicknesses ds follows a uniform distribution between
101
〈ds〉 ±∆ds = 1000± 800 nm, and with the porosity ε = 0.35, ns = 1.8 and κs = 10−5
(ns and κs are for doped yttria compacts on resonance [111]). There are infinite
possible realizations for this model composite, and the field results for one of them
are shown in Figs. 5.9(a) to (d), where the dimensionless parameters are defined as,
|E|∗ = |E|/|Ei|, I∗ = I/Ii and ṡ∗ = s〈ds〉/Ii.
From Fig. 5.9(a), it is evident that field enhancement is still possible in weakly
absorbing multilayer system, suggesting that scattering is dominant over absorption.
The distribution of the intensity, which decays with a random rate, is shown in Fig.
5.9(b). As shown in Fig. 5.9(c), the volumetric heat generation rate due to absorption
has a similar distribution as that of the electric field, because ṡ is proportional to the
square of the field, according to Eq. (5.19). The peak of ṡ inside the medium indicates
that a local melting may happen at that site. The distribution of the local extinction
coefficient σex is presented in Fig. 5.9(d). The maximum of σex does not necessarily
coincide with the maximum of ṡ, because σex is the ratio of ṡ and the local intensity.
The pumping energy Epump inside the nanopowder medium is then calculated
using Eq. (3.23), and compared to that for the bulk crystal with the same apparent
volume (note however that the volume of the solid phase for nanopowder is smaller
than that for the bulk crystal), as shown in Fig. 5.10. Note also that for a model
composite given the porosity ε and the particle size distribution, there are an infinite
number of realizations, and hence, the ensemble average of a sufficient number of
realizations is taken in calculations, and used for that model composite. The ratio
of the total pumping energy, with respect to porosity ε for different particle mean
diameter 〈ds〉, is shown in Fig. 5.10. For high porosities, the ratio may be as large
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Figure 5.9: Distributions of the dimensionless (a) electric field, (b) intensity, (c) volumetric

























































Figure 5.10: Variation of the scaled pumping energy inside the medium (nanopowder to
the bulk crystal), with respect to porosity. The total pumping energy of nanopowder can
be enhanced by 50%-70%, at high porosities.
as 1.5 to 1.7, indicating an enhancement of the total pumping energy Epump by 50%
to 70%. Fig. 5.10 also provide the guidelines for the optimum porosity and mean
particle size.
It should be noted that the multiple scattering can also enhance the fluorescence
reabsorption, which is a negative side effect. The 50% enhancement in the total
pumping energy implies that the incident photons travel a 50% longer pathlength
due to the multiple scattering, and it is reasonable to assume that Lave, the average
distance that a photon travels to escape from the medium, is also enhanced by 50%
compared to that of the bulk. Then the escape efficiency ηe becomes
ηe = exp(−σph,rLave) = 0.993. (5.20)
This is very close to 0.995 for the bulk medium. Also, if the intrinsic quantum
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efficiency ηe−ph is 0.99, then the external quantum efficiency becomes
η̃e−ph = 0.98993. (5.21)
This is almost the same as that (0.98995) for the bulk medium. Therefore, the
reabsorption effect of photon localization in nanopowder medium can be neglected.
5.5 Electromagnetic statistical (EMS) approach
For a nanopowder medium, if the particle average size and porosity, and the spread
in the particle size are given, an infinite realizations of one-dimensional random multi-
layer (and associated filed distributions) are possible. The probability for occurrence
of a given realization is rather low, but the statistical average of the intensity dis-
tributions of a sufficient number of realizations represents the intensity expectation
distribution in the medium reasonably. This approach, here called the electromag-
netic statistical (EMS) approach, is explained in Fig. 5.11. A model multilayer with
250 layers is considered, and 6,000 realizations are used. Note that we use a longer
sample than before, in order to show more effectively the variation of local intensity
with location. For each realization, we calculate the local intensity using the same
method developed in the previous section, and record the intensity values at 3,200
sampling sites. Then for each of the 3,200 sites, we determine its expectation inten-
sity by averaging the field values of that site of 6,000 realizations. To be clearer, the
results of only two (compared to 3,200) typical realizations, each of which is calcu-
lated similarly with the intensity distribution in Fig. 8(b), are shown in Fig. 5.11.











Figure 5.11: Distributions of the dimensionless (a) electric field, (b) intensity, (c) volumetric
heat generation rate, and (d) extinction coefficient, for a weakly absorbing multilayer. The
porosity is 0.35.
respectively. The expectation intensities decay exponentially in the direction of wave
propagation.
5.6 Predictions of equation of radiative transfer
(ERT)
5.6.1 Formulation and solution procedure
The radiation transport within the same composite described in previous sections
can also be treated using the ERT. In this treatment, the scattering properties of a
single particle are derived first, using small and large particle size approximations.
The effective scattering properties are then determined for a cluster of particles, based
on the porosity and particle size distribution. Finally the ERT is solved using proper
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<ds> = 1,000 nm
∆ds/<ds>  = 0.4
L = 350 µm
κs = 10
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Figure 5.12: Comparison of the intensity distributions obtained by the EMS and ERT, for
a one-dimensional multilayer porous medium, as κs = 10
−4 and κs = 5×10−2, respectively.
approximations, such as the two-flux model.
For a one-dimensional multilayer system, a layer serves as a single scatterer. For
the normal incidence of a planar radiation upon a planar particle, as shown in Fig.
5.13, the scattering is by reflection. Using the transfer matrix method, the incident,

























Thus, Er and Et are derived in terms of Ei, and the transmission coefficient is a
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Figure 5.13: Transmission and reflection in a single solid layer.
For a random multilayer medium with porosity ε, where the layer thickness ds follows









(1 − ε). (5.25)




(1 − ε). (5.26)
The effective scattering coefficient is found from
〈σs〉 = 〈σex〉 − 〈σa〉. (5.27)
Since scattering occurs only in the backward direction, the scattering phase function
is a delta function, i.e.,
Φ(θ) = δ(θ − π),
∫ 1
−1
Φ(θ)d cos θ = 2. (5.28)









I(x, θi)Φ(θi − θ)d cos θi +
∫ 1
0
I(x, θi)Φ(θi − θ)d cos
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For a normal irradiation on a one-dimensional geometry, the radiative intensity has
only two components, namely, forward and backward. Thus the two-flux approxima-
tion can be used to solve Eq. 5.29. By taking θ = 0, and defining I(x, 0) = I+, and
I(x, π) = I−, Eq. 5.29 gives for the forward intensity
dI+
dx







Φ(θi)d cos θi = 1. (5.31)
Equation 5.30 can then be simplified to
dI+
dx
= −(〈σs〉 + 〈σa〉)I+ + 〈σs〉I−. (5.32)




= −(〈σs〉 + 〈σa〉)I− + 〈σs〉I+. (5.33)
The boundary conditions for Eqs. 5.32 and 5.33 are
I+(0) = 1, I−(L) = 0. (5.34)
5.6.2 Photon diffusion in non-absorbing random media
Being an effective medium, particle-based transport equation, we expect ERT not
to be capable of predicting photon localization, this is shown here. Again, a non-
absorbing medium is used to remove the possibility of causing exponential decay by










= −〈σs〉I+ + 〈σs〉I−
−dI+
dx
= −〈σs〉I− + 〈σs〉I+
(5.35)
109













Then the transmissivity is found from




In random porous media, 〈σs〉L is generally much larger than 1, and T (L) has an
inverse dependence on it, i.e., T (L) = 1/[〈σs〉L], which is characteristic of classical
diffusion [99] with a mean free path lm = 1/〈σs〉. Thus, photon localization cannot
be predicted by ERT, since the medium is averaged to obtain the effective scattering
and absorption properties, where wave interference effects are not allowed.
5.6.3 Absorption in dissipative random media
For a dissipative medium, the solution of Eqs. (5.32) and (5.33) is
I+(x) =
(1 + β2) sinh[γ(L− x)] + 2β cosh[γ(L− x)]
(1 + β2) sinh(γL) + 2β cosh(γL)
(5.38)
I−(x) =
(1 − β2) sinh[γ(L− x)]
(1 + β2) sinh(γL) + 2β cosh(γL)
(5.39)
where
β = [〈σa〉/(〈σa〉 + 2〈σs〉)]1/2 (5.40)
and
γ = [〈σa〉(〈σa〉 + 2〈σs〉)]1/2 (5.41)
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The local intensity is the difference between the forward and backward intensities
I(x) = I+(x) − I−(x). (5.42)
The predicted distributions of the normalized local intensity using ERT are shown in
Fig. 5.12, for κs = 10





5.7 Comparison of ERT, EMS and EM Treatments:
Competition between Localization and Absorp-
tion
The intensity obtained using ERT are compared with the expectation values from
the EMS (discussed in Section 5.5). Both results decay exponentially, but with same
or different rates. This is determined by the nature of the two treatments. In the EMS
treatment, the first step is to calculate the electric field exactly for each realization,
where the detailed geometric features are kept, and wave interference (dependent
scattering) is allowed. The second step is to average the intensities among many
realizations, where the dependent effect is still retained. In the ERT treatment, the
first step is to average the medium to obtain the effective scattering and absorption
properties, where the wave interference is not allowed. The second step is to calcu-
late the intensity in this effective medium. Consequently, the results of ERT are for
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independent scattering and do not allow for photon localization. To quantitatively
analyze this difference between the two treatments, we calculate the localization and
absorption length for the two model composites, shown in Fig. 5.12. The localiza-
tion lengths is calculated in the absence of absorption using the method in Section
5.2, and the absorption length (penetration depth in EM theory) is calculated by
la = λ0/[4πκs(1 − ε)]. For the weakly absorbing solid (κs = 10−4), the localization
and absorption lengths are 23.4 µm and 1224.3 µm, respectively, indicating that lo-
calization is dominant over absorption. The two treatments differ significantly, since
ERT does not allow for predicting localization. As the solid becomes more absorbing,
the absorption becomes more important and localization becomes less important, and
the two results are closer. For a highly absorbing material (κs = 5× 10−2), the local-
ization and absorption lengths are 23.4 µm and 2.4 µm, respectively, indicating that
absorption is dominant over localization. The two treatments agree. This result indi-
cates that although in both the ERT and EMS the intensity decays exponentially, the
magnitudes do not generally agree, except for highly absorbing media. By introducing
corrections to the scattering and absorption coefficients, based on the geometric and
optical parameters, ERT may predict results similar to EMS. However, this scaling
function must be complicatedly related to many parameters, such as the particle size
distribution and the complex refractive index, and is not attempted here.
From the intensity profile (as shown in Fig. 5.12), the extinction coefficients are
determined for the EMS and ERT treatments using Eq. (5.16), and are compared to
the extinction coefficient for one typical realization obtained using the EM theory. The
results are shown in Fig. 5.14. As can be seen, the effective medium approximations
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Figure 5.14: Comparison of the extinction coefficients predicted by EM, EMS, and ERT.
(EMS and ERT) give constant extinction coefficients through the medium, while
the direct simulation (EM theory) gives spatially dependent extinction coefficients.
At some sites, the local extinction coefficients can be up to a few orders higher of
magnitude than the average extinction coefficients predicted by the effective medium
approximations. Thus, only the direct simulation (EM theory) is capable of predicting
the space dependent, enhanced absorption.
5.8 Discussions and summary
Electromagnetic wave interference plays a fundamental role in wave propagation
and localization in random porous media. To allow for interference effects, a direct
simulation (EM) has been used to solve the Maxwell’s equations. Photon localization,
rather than the classical diffusion, is observed in a random multilayer. The local
field calculations predict field enhancement up to a few orders of magnitude higher
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than the incident field. The field enhancement is caused by the ideally constructive
interference at some sites for some realizations. The probability of enhanced |E|∗ and
the locations of this enhancement are influenced by the solid complex refractive index
and the particle size distribution. As a result of the spatially dependent, locally
enhanced field, the spatially dependent absorption enhancement is also observed.
Based on the EM theory, a new effective medium treatment, EMS, offers a reasonable
distribution of the expectation intensity because it allows for the interference effects.
In comparison, the traditional effective medium approximations (ERT here) require
the use of effective properties obtained by volumetric averaging, and do not directly
allow for the interference effects. Consequently, they are unable to predict the strong,
local field enhancement and photon localization. For high porosities, the pumping
energy may be as large as 1.5 to 1.7 times of that for bulk materials, indicating an
enhancement of the total pumping energy Epump by 50% to 70%.
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Chapter 6
Optimizing the size effect of
phonon spectra
6.1 Introduction
To analyze photon-electron-phonon interactions, the phonon DOS needs to be
known. In the expression of the cooling power given by Fermi golden rule (Eq.
3.41), the phonon density of states (DOS) is a parameter that can be engineered to
achieve optimum cooling performance. In laser cooling experiments, as the frequency
is tuned to the red side of the resonance, only phonons with the energy ωe,g − ωph,i
can be absorbed, and the absorption probability is dependent on the phonon density
of states and the distribution function. The Debye DOS is often assumed for bulk
materials [122]. It shows a parabolic distribution which results from an assumption
of an isotropic medium with no dispersion, or effects of optical phonons. The phonon
DOS of nanostructures may, however, deviates from that for bulk crystals, due to
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quantum size effects [123]. Since the phonon density of states is not available for
Y2O3, it will be calculated and then optimized using size effects.
6.2 Calculation of the phonon density of states
The phonon DOS may be calculated using lattice dynamics calculations or mole-
cular dynamics simulations [124]. In lattice dynamics calculations, the dynamical
matrix is diagonalized, and the vibrational eigenvalues and eigenvectors determined.
This approach actually calculates the harmonic modes, e.g., at 0 K. In molecular
dynamics, the velocity autocorrelation function is calculated for each species and the
partial phonon DOS is then obtained by taking the Fourier transforms of this autocor-
relation function. The results of these two approaches have been found to agree with
one another at low temperatures [124], as expected. However, at high temperature
the first method is not suitable since it is harmonic. Also, the direct diagonalization
of the dynamical matrix becomes impractical when the system size is more than a
few thousand atoms [125, 126]. Therefore, the phonon DOS D(ω) is calculated using
molecular dynamics simulations in this work.
6.3 Structures for bulk crystals and nanopowders
The X-ray diffraction [127] and neutron diffraction [128] experiments have shown
that Y2O3 has a face-centered cubic structure, which is retained in nanocrystals [129].


















Figure 6.1: Crystal structure of Y2O3. (a) The oxygen ions are arranged in distorted
octahedra around the Yttrium ions. The listed measured equilibrium bond lengths are in
Å. (b) The structure of a cubic unit cell.
the sites (u, 0, 1/4). The forty-eight oxygen ions are in general positions (x, y, z),
arranged in distorted octahedra around the metal ions, the metal-oxygen bonding
distances being unequal. The values of u, x, y, z are listed in [127, 128]. The crystal
structure is shown in Fig. 6.1
The nanopowder is generated by cutting a sphere out of a much larger bulk crystal,
as shown in Figure 6.2. Note that the center of the sphere can be randomly selected,




Figure 6.2: The structure of the spherical Y2O3 nanoparticle (cluster) used in the molecular
dynamics simulations. The boundary is free and the particle structure is relaxed. (a) ds = 3
nm, (b) ds = 4 nm, and (c) ds = 5 nm.
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6.4 Molecular dynamics simulation procedure
In a molecular dynamics simulation, the phase-space trajectory of a system of
particles is predicted by solving the Newton equations. The required inputs are an
atomic structure and a suitable interatomic potential, which can be obtained from
experiments and/or ab initio calculations [130].













where ϕ(rij) is the interaction energy of atoms i and j, which consists of a Coulomb
term and a covalent (short range) contribution, cast into the usual Buckingham form
[131]. Here qi is an effective charge of the ith atom, rij is the interatomic distance
between atoms i and j, Aij, (ro,ij and Cij are parameters for covalent interactions.
For ionic materials, this Buckingham interatomic potential model has been shown
to perform well. The parameters in Eq. (6.1), obtained from [132, 133], are listed
in Table 6.1. This potential set has been verified to reproduce the bulk properties
(lattice constant, lattice position, bulk modulus, elastic constant, etc) well [134].
To determine the DOS of the bulk crystal, molecular dynamics simulations are
carried out in a cubic computation domain which contains 2 × 2 × 2 = 8 unit cells
containing N = 640 atoms (256 Y and 384 O). The MD code, which was developed
by McGaughey and Kaviany [135] to model the thermal conductivity, has been used.
Periodic boundary conditions are applied in all directions. For the nanopowder, the
computation domain is a sphere of diameter ds, which is cut from a much larger bulk
crystal, as shown in Figure 6.2. It should be noted that a nanopowder generated in
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Table 6.1: Parameters used in the Buckingham potential
Atomic charges: qY = 3, qO = −2
Atom-Atom Aij, eV ro,ij, Å Cij, eV-Å References
Y-Y 0 1 0 [133]
Y-O 1345.6 0.3491 0 [132, 133]
O-O 22799 0.149 27.93 [132, 133]
this way may not be neutral in charge, thus some atoms at the surface may need
to be removed accordingly, to eliminate any net charge of the nanopowder. Also,
since the center of the sphere can be randomly selected, we have many possible
configurations given the diameter. As such, a number of spherical particles with
different configurations are considered in this study, and their behaviors are compared.
The free boundary condition is used.
For both bulk and nano crystals, an initialization period of 5 × 104 time steps is
used, with the time step being 1.6 fs. The system is run in the NV T (constant mass,
volume and temperature) ensemble. To set the temperature for the NV T ensemble,
the potential energy of the system is monitored every time step. When it reaches a
value within 10−4% of the desired value, the ensemble is switched to NV E (constant
mass, volume and energy), and the system is run until the total number of time steps
is 1.5 × 105.
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6.5 Simulation results and analysis
6.5.1 Decomposition of the velocity-velocity autocorrelation
function to surface and internal modes
Typically, the normalized velocity-velocity autocorrelation function is determined
for each species in the system. Here we have yttrium and oxygen atoms, and the















, α = Y,O, (6.2)
where Nα is the number of atoms of species α, uiα is the velocity of atom iα and 〈〉
is an ensemble average.
For nanocrystals, the internal and surface atoms vibrate differently. The crystal
structure of the internal region is similar to that of bulk crystals, which implies that
the internal atoms behave as if they were in a bulk crystal. On the other hand, the
surface structure deviates much from the bulk structure since surface atoms lose their
outer neighboring atoms, leading to different bond lengths, bond angles, etc. It is
straightforward to consider the internal and surface regions separately, although the
exact boundary between these regions cannot be well defined. In our practice, the
spherical shell with a thickness 3 Å is taken as the surface region, and the more inside
region is considered as internal region. All atoms are hence decomposed into four
categories: surface yttrium atoms, internal yttrium atoms, surface oxygen atoms, and
internal oxygen atoms. The number and population fraction for these four categories
are shown in Table 8.1, for nanoparticles with increasing size. As expected, the surface
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Table 6.2: Number and fraction of atoms for nanocrystals with various sizes
Surface Y Internal Y Surface O Internal O
Nαβ % Nαβ % Nαβ % Nαβ %
D = 3 nm 182 19.4 198 21.1 265 28.3 293 31.2
D = 4 nm 349 15.7 512 23.0 543 24.4 825 37.0
D = 5 nm 564 12.9 1203 27.4 839 19.1 1782 40.6
D = 6 nm 825 10.9 2212 30.0 1225 16.1 3340 43.9
region takes a smaller portion as the particle becomes larger, and the limit is that
the surface effects can be neglected as the system is sufficiently large to recover the
bulk phase.
The autocorrelation function for specie α (α = yttrium, oxygen), region β (β =
















α = yttrium, oxygen. β = surface, internal (6.3)
where the double subscript αβ denotes atoms of species α and in region β, then Nαβ
is the number of atoms of species α and in region β, uiαβ is the velocity of atom iαβ
and 〈〉 is an ensemble average.
The velocity-velocity autocorrelation functions are calculated for these four cat-
egories of atoms, and are shown in Fig. 6.3. The vibrational frequencies of yttrium
atoms are considerably lower than those for oxygen atoms, because the atomic mass
for yttrium atom is much larger. However, no evident difference is observed between
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the surface and internal regions for the same species, and it will be resolved in the
phonon density of states in the next section.
6.5.2 Results of the phonon density of states for nanoparti-
cles
The frequency spectrum of the normalized velocity autocorrelation function gives





Generally, the partial phonon density of states calculated in this way can only give
the shape of the spectrum, while the absolute values are meaningless. Recognizing
that a system with Nαβ atoms has 3Nαβ modes, where 3 is the number of degrees of
freedom, we can scale Dp,αβ(ω),
Dp,αβ,Nαβ = c1Dp,αβ, (6.5)
where c1 is a constant such that
∫ ∞
0
Dp,αβ,Nαβ(ω)dω = 3Nαβ. (6.6)
Then these partial phonon DOSs are addable, and the total phonon density of states







It is evident that Dp,αβ,Nαβ is dependent on Nαβ, the size of the system. To




































Figure 6.3: Velocity-velocity autocorrelation functions for (a) surface yttrium atoms, (b)
internal yttrium atoms, (c) surface oxygen atoms, and (d) internal oxygen atoms.
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 Surface Y atoms
 Internal Y atoms
 Surface O atoms
 Internal O atoms
Figure 6.4: Normalized partial phonon density of states of the surface Y atoms, internal
Y atoms, surface O atoms, and internal O atoms.





Therefore D∗p,αβ(ω) satisfies the condition
∫ ∞
0
D∗p,αβ(ω)dω = 1, (6.9)
and therefore it is called a normalized partial phonon DOS. The normalized partial
phonon DOS D∗p,αβ(ω) are calculated for a Y2O3 nanoparticle with D = 5 nm, and the
results are shown in Fig. 6.4. As indicated by the velocity-velocity autocorrelation
function, oxygen atoms have more high-frequency modes than yttrium atoms, due to
their lighter mass. For yttrium species, the surface region has more modes in high
and low frequency tails, while the internal region has more modes in the intermediate
frequency range. Similar behavior is observed for oxygen species.
These normalized partial phonon DOS can be used as building blocks for higher


























The total phonon DOS is obtained by summing over the partial DOS weighted









The normalized partial phonon DOS D∗p,β(ω) for the surface and internal regions
are calculated for the same nanocrystal, and the results are shown in Fig. 6.5. Also
shown are the total phonon DOS for the nanocrystal and for the bulk material. It
can be seen that the phonon DOS of nanocrystals is distinct from that of the bulk
crystal, in its broadened peaks, and extended tails at low and high frequencies. The
bulk crystal has sharp, well-defined peaks (or modes) related to the rigorous periodic
structure, while these peaks are broadened in the nanocrystal, due to the loss to some
extent of this periodicity. The high frequency tail in the nanocrystal phonon DOS
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 Nanocrystal, surface modes
 Nanocrystal, internal modes
 Nanocrystal, total modes
 Bulk crystal, total modes
Figure 6.5: Comparison of the phonon DOS of the bulk crystal and nanocrystal for Y2O3.
The nanocrystal DOS possesses extended low- and high-frequency tails.
is believed to result from the surface atoms. Due to the loss of the attraction from
their outer neighbors, these atoms have contracted bonds with their inner neighbors,
compared to the bulk crystal. This leads to a ”harder” surface and the increased
vibrational frequencies.
6.6 Enhancement of excitation coefficient using nanopow-
ders
Using the resonance wavelength (λe,g = 980 nm) for Yb
3+: Y2O3 along with the
phonon DOS determined in section ??, the variations of the normalized (against the
resonance) transition coefficient B∗e,a = Be,a(λph,i)/Be,a(λph,i = 980 nm), as a function
of the pumping wavelength λph,i, are shown in Fig. 6.6(a), for bulk and nano crystals.
Note that a singularity exists for Be,a(λph,i) right on resonance λph,i = 980 nm, so we
use the limit Be,a(λph,i = 980 nm) = Be,a(λph,i → 980 nm). The transition coefficients
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T = 300 K





































T = 300 K
Heating Regime Cooling Regime
λph,i (nm)
Enhancement
Figure 6.6: (a) Variations of the normalized (against the resonance) electronic transition
coefficient B∗e,a = Be,a(λph,i)/Be,a(λph,i = 980 nm) with respect to the laser pumping wave-
length, for the bulk and the nanoparticle crystals, for Yb3+: Y2O3. (b) The ratio of the
transition coefficients for the nanocrystal and the bulk crystal.
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show an exponential decay with the increasing wavelength. Shown in Fig. 6.6(b) is
the ratio of the transition rates for nano- and bulk crystals. The transition rates may
be enhanced (the area above the dotted line) or reduced (the area below the dotted
line), depending on the pumping wavelength used. However, in the practical cooling
range (λph,i = 1,020 to 1,030 nm) used in most experiments, more enhancement is
observed than reduction.
6.7 Discussions and summary
Here we have suggested modification of the phonon DOS due to the finite-small
size of the nanocrystals. For the bulk materials, the phonon DOS can also be en-
gineered using different host materials. We note that this would also alter the ion-
phonon coupling.
Next we will discuss the last carrier considered in this study: ion (or electron).
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Chapter 7
Optimum ion dopant concentration
7.1 Introduction
A higher value of nd, the dopant concentration, is desirable in laser cooling exper-
iments, since more absorbers are available, which will compensate for the low absorp-
tion cross section. However, the negative side effect is that the excitation energy may
hop around neighboring ions until it finds a quenching center to decay nonradiatively,
as ions are closer to each other. This energy transfer mechanism leads to a drop
in the quantum efficiency ηe−ph, and is an effect called the concentration quenching.
Hence, an optimum dopant concentration, corresponding to a balance between the
increase in nd and the decrease in ηe−ph, should exist. However, due to the prior
lack of a theory to describe this optimum concentration, arbitrary concentrations of
1 wt.% (corresponding to 2.42 × 1020 cm−3) and 2 wt.% have been used in most of






Ee Ion 1 Ion 2
γr γnr γ12
Figure 7.1: Energy transfer scheme for the self-generated multiphonon assisted process γ̇12
between neighboring ions. The wavy lines indicate nonradiative transitions, γ̇r and γ̇nr are
isolated ion radiative and nonradiative decay rates.
7.2 Optimum dopant concentration in laser cool-
ing of solids
In highly pure Yb3+-doped crystals, which are preferred in laser cooling experi-
ments, nonradiative processes should be rather weak, and they essentially come from
the self-generated quenching processes [136, 137]. In such an event, one excited ion
transfers its excitation energy to its identical neighbor, then to the lattice phonon
modes, through a multiphonon relaxation process, as shown in Fig. 7.1. The neigh-
bor ion ends up at its ground state. As the dopant concentration increases, the
radiative decay rate remains unchanged, while the nonradiative decay rate increases
due to the increase of the self quenching rate γ̇12, and as a result, the total decay rate
is increased. This mechanism results in a decrease in both the lifetime of the excited
state and the quantum efficiency.
Based on the energy transfer theory, the excited state lifetime as a function of
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dopant concentration is [136]
τ(nd) =
τ(nd = 0)
1 + 1.45(nd/nd,c) exp[−β(Ep, T )∆Ee/4]
, (7.1)
where τ(nd = 0) is the lifetime at extremely low concentration, nd,c is defined as
a critical concentration intrinsically dependent on the ion-host coupling, Ep is the
phonon energy, ∆Ee is the energy gap between the two levels, and β(Ep, T ) is an
energy transfer coefficient as a function of phonon energy and temperature. Here for
Yb3+: Y2O3, β(Ep, T ) is given by the following expression [136]
β(Ep, T ) =
ln[4.077/(1 + f op,e)]
~Pωp,e
, (7.2)
where ωp,e is the effective phonon frequency involved in the self quenching process,




exp(~Pωp,e/kBT ) − 1
. (7.3)
Note that here we made an assumption of involving only one effective phonon mode
ωp,e in the self quenching process. This approximation has proven very useful in
understanding the multiphonon radiationless energy transfer processes of many rare-
earth-doped solids, especially for systems involving weak coupling like Yb3+: Y2O3
considered here. However, it must be noted that the frequency spectrum of phonons
for any solid has a significant amount of structure in its DOS, and they may all
contribute to the electron-phonon coupling. For physical systems involving strong
coupling, the specific structure of the phonon spectra must be taken into account
[68].
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Equation (7.1) predicts that the lifetime decreases as the dopant concentration
increases. Since the lifetime is the reciprocal of the transition rate, One can rewrite
Eq. (7.1) as
γ̇e,d(nd) = γ̇e,d(nd = 0){1 + 1.45(nd/nd,c) exp[β(Ep, T )∆Ee/4]},
(7.4)
where, based on the process shown in Fig. 7.1, we have
γ̇e,d(nd = 0) = γ̇r + γ̇nr, (7.5)
and
γ̇e,d(nd) = γ̇r + γ̇nr + γ̇12. (7.6)
It is predicted in Eq. (7.4) that an increase in nd results in the increase in the total
decay rate γ̇e,d, compared to that for an isolated ion, due to the presence of the
self-generated, non-radiative decay rate γ̇12.
For an isolated Yb3+ ion in Y2O3 host, the nonradiative decay rate γ̇nr is negligible
compared to the radiative decay rate γ̇r, below the room temperature (< 300 K). Thus




This indicates that the total decay rate at low concentration is taken as the radiaitve
decay rate, and all nonradiative decay events come from the energy transfer processes.
Using Eqs. (7.4)-(7.7), the quantum efficiency ηe−ph can be written as a function










= {1 + 1.45(nd/nd,c) exp[−β(Ep, T )∆Ee/4]}−1. (7.8)
It is predicted in this relation that the quantum efficiency decreases as the dopant
concentration and temperature increase, as expected. The temperature effect is due
to that more phonons are excited and participate in the nonradiative processes. The

























1 − (1 −B)1/2 , (7.11)








It is evident in Eq. (7.11) that the critical concentration nd,c is the only parameter
that needs to be specified before the optimum concentration can be determined.
Note that nd,c is an intrinsic property depending on the ion-dopant pair and the
temperature, and may be calculated using quantum mechanics. Here, we use a more
practical approach, namely, fitting Eq. (7.1) or Eq. (7.8) to experiments, as reported
in [136].
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Figure 7.2: (a) Variation of the quantum efficiency as a function of dopant concentration.
(b) Variation of the normalized cooling power as a function of dopant concentration. The















































Figure 7.3: (a) Variation of the quantum efficiency as a function of dopant concentration,
under the power law assumption. (b) Variation of the normalized cooling power as a function
of dopant concentration, under the power law assumption.
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In an experiment [2], a Yb3+ doped ZBLANP fibre was cooled by 65 K from the
room temperature, with a concentration nd = 2.42×1020 cm−3, and a measured quan-
tum efficiency ηe−ph = 0.998. Using Eq. (7.8), the critical concentration is readily
calculated to be nd,c = 2.51 × 1020 cm−3. Then, by using Eq. (7.8), the variations of
the quantum efficiency is plotted as a function of the concentration, for three temper-
atures, as shown in Fig. 7.2(a). The results show that the quantum efficiency ηe−ph
decreases monotonically with the dopant concentration and temperature. By using
Eq. (7.9), the variation of the normalized cooling power is plotted as a function of the
concentration in Fig. 7.2(b). The results show that the cooling power first increases
and then decreases, as nd increases. At an optimum concentration nd,o = 1.13× 1021
cm−3, which is three times higher than that used by Gosnell [2], the maximum cooling
power is achieved and is 2.6 times that obtained in that investigation [2]. Note that
if the concentration becomes higher than a transition value nd,t, which is 2.05 × 1021
cm−3, the cooling effect is eliminated (See Fig. 7.2(b)). This is expected, due to the
resulting low quantum efficiency.
To examine the dependence of the optimum concentration on temperature, we
use Eq. (7.11) and the results are shown in Fig. 7.4. Since the quantum efficiency
increases as the temperature decreases, we expect the optimum concentration to also
increase. This is true, as shown in Fig. 7.4, if we assume that the mean emission
wavelength λph,e is not dependent on temperature. However, in reality the mean
emission wavelength λ̄ph,e increases as the temperature decreases, since the electrons in
the excited state are more likely to reside in the lowest sublevels, resulting in emission
photons with lower energy and longer wavelength. Lei et al performed an experimental
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Figure 7.4: Variation of the optimum concentration as a function of temperature, for
temperature independent and dependent λ̄ph,e.
study on the relation between λ̄ph,e and T [138], and their data are fitted by us using an
empirical relation, which reads λ̄ph,e = 1003+(996−1003)/(300−100)∗(T−100) nm.
Taking into account this dependence, the variation of the optimum concentration with
temperature is shown in Fig. 7.11. Interestingly, it first increases, but then decreases,
as the temperature decreases. The reason is that, at very low temperatures, the
mean emission wavelength increases, leading to a reduction of the cooling ability per
ion. As a result, the cooling effect is more likely to be destroyed by the nonradiative
decays which can be caused by large concentrations. This variation of the optimum
concentration with the temperature reflects the competition and balance between the
quantum efficiency and the mean emission wavelength.
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7.3 Discussions and summary
We note that even though this optimum concentration analysis is performed ex-
plicitly for nanocrystals, it is also applicable to bulk materials. A recent spectroscopic
experiment [139] on a bulk material indicates that the optimum concentration may
be around 4-5%, validating our prediction.
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Chapter 8
Conclusions, future work, and
outlook
8.1 Laser cooling enhancement: achieving cryo-
genic temperature
We have investigated the enhanced laser cooling of nanopowders, using the opti-
mization of the dopant concentration, the photon localization, and the phonon DOS
size effect. Taking a closer look at these three mechanisms, we notice that they all
facilitate to increase the carrier number in the interacting volume: optimization of
the dopant concentration for higher electron number, photon localization for higher
photon number, and phonon DOS size effect for higher phonon number in the desired
range. This seems to be straightforward since the excitation is a photon induced,
phonon assisted, electronic absorption. Thinking of an interaction of only one pho-
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Figure 8.1: Enhancement of laser cooling power by (i) optimization of the dopant con-
centration, (ii) photon localization, and (iii) phonon DOS size effect. The base line is the
experiment of Gosnell [2]. The cooling and heating regimes are shown.
ton, one phonon, and one electron (ion) as the base system, to increase the number of
each type of carrier would independently enhance the excitation events proportion-
ally. This is an important yet intuitive finding that more carriers are needed to be
put in the same interacting volume, to enhance their interactions. The enhancement
effects due to each carrier are summarized in Fig. 8.1.
The optimum dopant concentration is pursued using the energy transfer theory.
Although it is well known that an optimum concentration for maximum cooling per-
formance should exist (since high concentration would result in a low quantum effi-
ciency), a quantitative analysis had been lacking. Here, we apply the energy trans-
fer theory and obtain an analytical expression for the optimum concentration. For
high purity doped solids, the concentration quenching is identified as a self-generated
multiphonon decay process, allowing to establish a relation between the quantum
efficiency and the concentration. The results show that the optimum concentration
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gives a 150% enhancement in cooling power, as shown in Fig. 8.1. This enhancement
mechanism applies to both the bulk and the nanoparticle crystals doped with Yb3+.
The cooling performance in nanocrystals may also be enhanced compared to that
of bulk crystals, due to photon localization. Calculations based on the Maxwell equa-
tions show that as the particle size decreases to the order of the pumping wavelength,
photons are localized in the interior of the powder media due to recurrent scattering.
As a result, the total pumping energy (or the photon density) is enhanced, leading to
an enhanced absorptivity. This mechanism is expected to have a 50% enhancement
on the cooling power for nanopowders, compared to the bulk crystals, as shown in
Fig. 8.1. It is shown that the reabsorption is negligible.
The phonon DOS size effect is also considered. The phonon DOS of nanoparticle
crystal is determined using molecular dynamics simulations and the Fourier trans-
form of the velocity autocorrelation function. The DOS of nanocrystals possesses
the extended, small tails at low and high frequencies. Treating the cooling process
as a phonon-assisted transition, a second order quantum mechanical calculation is
performed to predict the transition rates. As shown in Fig. 8.1, this mechanism may
enhance or reduce the cooling performance, depending on the pumping wavelength
used. In the practical cooling range (λi = 1,020 to 1,030 nm), more enhancement
is shown than reduction. If the broadening of the absorption spectra is taken into
account, we can conclude that the phonon size effect would generally enhance the
cooling performance.
Considering all these three mechanisms, the cooling power is predicted to be
enhanced by about 275% in nanocrystalline powders.
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Based on the above results, we now estimate the enhanced cooling performance
in the sample that we plan to use in our experiment. The sample is a 1 mm long,
170 µm diameter cylinder composed of nanopowders, subject to laser irradiation from
one end, as shown in Fig. 3.1. The only external load is the thermal radiation from
surroundings. Since the external radiative resistance is much larger than the internal
conductive resistance, the sample can be assumed to be at a uniform temperature T ,
and the steady-state, integral-volume energy equation is
Ṡph-e-p +Qr,b = 0, (8.1)









∞ − T 4). (8.2)
Gosnell cooled a Yb3+-doped solid 65 K below the room temperature [2]. Here
we keep all the conditions the same as in [2], but only change the bulk sample into a
nanopowder composite. The key parameters used in [2] and in the current estimation
are listed in Table 8.1, quantities with a star means they are scaled to Gosnell’s
values. Note that λ̄e is assumed the same since the blue shift of luminescence in
nanocrystals is small [140]. The resulting nd, Dp(Ep), Nph,i and ∆T in nanopowders
are enhanced by about 300%, 50%, 50%, and 200%, respectively. Note that the
temperature dependence of the quantities in Eq. (3.21) has been included. The
results imply the possibility to cool the element down to 127 K starting from the
room temperature, creating as large as a 173 K temperature difference! This will
be sufficient for many cryogenic applications, and will be an important step towards
achieving even lower temperatures.
143
Table 8.1: Parameters used in this study of laser cooling enhancement
Parameters Existing Literature [2] This Study
Qr,i (W) 2.2 2.2
nd (cm
−3) 2.42 × 1020 1.13 × 1021
D∗p(Ep) 1 1.5
N∗ph,i 1 1.5
∆T (K) 65 173
8.2 Original contributions of this work
A number of significant contributions have been made in this work:
• The application of the Fermi golden rule to laser cooling of solids. The Fermi
golden rule is used as the primary theoretical tool to treat laser cooling of solids.
This is inspired by a careful examination of the cooling physics, recognizing that
laser cooling is a photon-induced, phonon-assisted, electronic transition. The Fermi
golden rule approach allows one for identifying the limiting factors for such a complex
process as laser cooling of solids. Here the carrier couplings and populations are
determined as the two kinds of limiting factors, and these quantities further include
the photon-electron coupling, electron-phonon coupling, ion-dopant concentration,
phonon density of states, and the photon population. The Fermi golden rule theory
of laser cooling of solids opens the door for the optimum selection of material and
structure for this application.













Bulk, ∆T = 65 K
(Gosnell et al.. 1999)





Figure 8.2: Comparison of nd, Dp(Ep), Nph,i, and the resulting ∆T , for bulk material [2],
and nanopowders. The proposed nanopowder aims at increasing each parameter further.
An ab initio approach is developed to determine the photon-electron and electron-
phonon couplings rates, and it is a first of this kind on ion-doped materials. Using
the first-principle wavefunctions, the electric transition dipole moment between the
ground and excited states is calculated, and is found to be highly dependent on the
symmetry properties of the molecular structure. The electron-phonon coupling is
caused by the modification of the electronic wavefunction in response to the nuclei
motions, and by the modifications of the vibrational modes before and after the
transition. This theory is used to calculate the nonradiative decay rate, which is
strongly dependent on the temperature. This approach provides a theoretical tool for
optimal selections of laser cooling materials, including both dopants and hosts.
• Optimization of carrier populations using nanopowder size effects. The car-
rier populations are optimized from the perspective of nanostructures, in particular,
nanopowders. The concept of the optimum dopant concentration is established and
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determined using the energy transfer theory for concentration quenching, and is found
to be larger than the currently used value. Using molecular dynamics simulations, the
phonon density of states (DOS) of the nanopowder is found to have broadened modes,
and extended tails at low and high frequencies. It is advantageous over bulk materials
because more phonon modes are available in the desired range. The pumping field
energy is calculated by solving the Maxwell equations in random nanopowders. Pho-
tons are multiply scattered and do not propagate through the medium, and large field
enhancement is observed. This leads to the trapping of more photons in nanopowder
media, compared to bulk materials, implying more efficient absorption and cooling
performance. Owning to these enhancement effects, a thermal modelling shows that
nanopowders are expected to be cooled to cryogenic temperature range. Our work is
the first analysis of laser cooling in nanostructures, and the first attempt to advance
laser cooling of solids to the cryogenic temperature range.
8.3 Future work
There are a few directions that this work can be extended.
• Extension of the ab initio calculations to ion-doped periodic solids. Due to
the limitations of the state-of-the-art ab initio computation techniques, the ab initio
calculations of the photon-electron and electron-phonon couplings are restricted to
ion-doped clusters. With the advance in the ab initio techniques, they are expected
to be capable of calculating the excited states of ion-doped lattice.
• Optimization and design of phonon density of states. Core-shell potential model
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can be used, and compared to those of the rigid ion model presented in this work. This
is based on the suggestion that the ionic polarisability should be taken into account to
get an accurate description of the vibrational properties of ionic crystals [141, 142], like
Y2O3 considered in this study. The polarisability effect may be even more important
for nanocrystals, since the surface atoms lose their outer neighbors and the charge
distribution is dramatically changed. Also, the size of the nanoparticles considered in
this study can be extended to 30 nm, when more powerful computational resources
become available.
• Cavity design in one-dimensional systems. The study on field enhancement
and photon localization presented in this study can be expanded in a few directions.
For one-dimensional systems, the relationship between the field enhancement and
the structural characteristics can be explored. With the advance in microelectronics
technology, multilayer structures are expected to be fabricated with well-controlled
layer thickness in the order of nanometer. This inspired the idea to design and
fabricate multilayer structures with desired cavity properties.
• Optimization of the dopant concentration. In the current analysis, we consid-
ered the concentration quenching effect on the quantum efficiency. In a real sample,
especially when the size is large, the reabsorption effect can also be included, given
the geometry of the sample.
• Experiments. The cooling enhancement has partly relied on the size effect of
phonon density of states, and the phonon-assisted interaction. To examine and en-
hance these, the excitation spectra of nanopowders can be measured. The lifetime
measurement is needed to understand the concentration quenching and to find the op-
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timum concentration. Finally, cooling experiments can be performed on Yb3+ doped
crystalline Y2O3 nanopowders, to verify the predicted cryogenic temperatures. For
low temperatures perhaps staging is needed where a single stage becomes inefficient.
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Appendix A
Derivation of Fermi Golden Rule
The Fermi (or Fermi-Dirac) golden rule 3.31 allows for calculation of the tran-
sition rate between two eigenstates of a quantum system using the time-dependent
perturbation theory. It can be derived from the time-dependent perturbation theory
(the perturbation Hamiltonian, i.e., the scattering potential, is time dependent), un-
der the assumption that the time of the measurement is much larger than the time
needed for the transition.
It is the rate of gain of probability per unit time in the manifold of final eigenstate
|ψκ′〉 which is equal to the rate of loss of probability per unit time from the initial
eigenstate |ψκ〉.
Here we present a brief derivation of the Fermi golden rule. More details can be
found in References [143, 144, 31]
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A.1 Time-Dependent Perturbation
The general Hamiltonian of interest is of the form
H = Ho + ϕs, (A.1)
where Ho is a time-independent Hamiltonian with known solutions







and Ee(κ) and ψκ are time-independent. The effect of ϕs is to cause time-dependent





The approximation will involve expressing Ψ as an expansion of the time-independent














The time-dependent problem is solved when the coefficients aκ(t) are known.









































The matrix element is defined as
Mκ′,κ = 〈ψκ′ |ϕ|ψκ〉 (A.8)













To study the time evolution of the problem, we assume that the perturbation ϕ
is absent at time t < 0 and turned on at t = 0. With this assumption, the system is
in a time-independent state up to t = 0. We assume that the system is in a single,
well-defined state ψκ
aκ(t = 0) = 1 (A.10)
aκ′(t = 0) = 0 if κ
′ 6= κ. (A.11)











which satisfies the initial condition Eq. (A.11).
A.2 Transition Rate
A number of important problems in quantum mechanics involve a perturbation
which has time dependence with a harmonic form. Examples include interactions of
electrons with electromagnetic radiation (photons), electrons in crystals interacting
with phonons, etc. In these cases, the time dependence of the perturbation potential
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is
ϕs = ϕo exp(∓iωt), (A.13)
which gives the matrix element as
Mκ′,κ = M
o
κ′,κ exp(∓iωt) Moκ′,κ = 〈ψκ′ |ϕo|ψκ〉. (A.14)











For simplicity of derivation, define
ω′ =
[Ee(κ
′) − Ee(κ) ∓ ~ω]
~
, (A.16)






























dx = π. (A.19)



















δD(x) a is a constant. (A.21)
















|Moκ′,κ|2δD[Ee(κ′) − Ee(κ) ∓ ~ω]. (A.22)
This is the Fermi golden rule.
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