ABSTRACT This paper investigates the NP-hard problem of scheduling n jobs on a single machine, where the machine must be stopped periodically for maintenance after a certain continuous working time.
I. INTRODUCTION
In scheduling, one well-known problem that has been a recent research focus is integrating job production with maintenance activity scheduling. In this problem, a machine needs to be stopped for maintenance during the production process, and during this period, jobs cannot be processed. Thus, the machines are practically unavailable for processing during maintenance periods, and production system performance will be affected if these unavailable intervals are not considered in advance [1] . Therefore, scheduling jobs and maintenance activities simultaneously to enhance overall performance is an important issue for industry.
Maintenance is defined as adjusting or examining a machine, changing equipment or tools, or performing cleaning operations to keep the machine in a good production condition. Generally, maintenance activities arise in two situations: (i) when machines fail suddenly and (ii) through predetermined maintenance plans, also called preventive maintenance (PM) plans. In most cases, repairing unexpected
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failures is much more expensive than taking planned preventative maintenance actions. Moreover, PM can keep machines in good condition and reduce the probability of machine failures [2] . Thus, in this paper, we focus on integrated scheduling for both job production and PM activities.
Since the 1990s, much research has been conducted on various scheduling models that integrate PM activities [3] . Two types of preventive maintenance appear in the literature: (i) fixed PM and (ii) flexible PM. For scheduling problems with fixed PM, the start time and duration (t) of the maintenance are known and fixed in advance, as shown in Fig.1 . For this scheduling problem, with fixed PM, the decision focuses on which jobs are assigned in each available period (T ) and the sequence of those jobs in each T . Some studies on the single-machine problem have considered fixed PM with different optimization objectives, such as minimizing the makespan [4] , [5] , minimizing the total completion time [6] - [9] , minimizing the total weighted completion time [4] , [10] - [13] and minimizing the number of tardy jobs [14] . Extensive surveys of scheduling problems with fixed PM were provided by Sanlaville et al. [15] and Ma et al. [16] . In contrast, flexible PM relaxes the assumption that the maintenance start time is fixed and known and instead considers that the maintenance activity start times are determined by schedulers during the production process. In the literature, most studies have discussed two types of flexible PM: (1) the situation in which the maintenance must be executed within a predefined period (ET, LT), where ET and LT respectively denote the earliest and latest time, and the maintenance time must be less than a given interval (see Fig. 2 ) and (3) the situation in which the maintenance is required after a certain continuous machine working time; this type of maintenance is also called usage-based maintenance (see Fig. 3 ). Yang et al. [17] were the first to study the first form of problem, in which there is a single maintenance activity, and the objective is to minimize the makespan. Chen [18] extended the work of Yang [17] to consider multiple and periodic maintenance activities and proposed two mixed binary integer models and a heuristic algorithm to solve small and large problems, respectively. Later, Xu et al. [19] proved that Chen's heuristic algorithm [18] is the best possible polynomial-time approximation algorithm, for which the worst-case performance bound is equal to 2. Low et al. [20] proposed six heuristic algorithms that combined three sequencing priority lists with two assignment rules and found that the algorithm using the longest-processing-time (LPT), the first priority list, and the first-fit assignment rules performed better than the others tested.
For the second type of PM, Qi et al. [21] considered the single-machine problem to minimize the total completion time. They developed several heuristics and a branch and bound (BAB) algorithm in their study. Sbihi and Varnier [22] considered both types of flexible maintenance, and their objective was to minimize the maximum tardiness. They proposed a heuristic and a BAB algorithm for the two single-machine problems. Cui et al. [23] considered the same assumption as Sbihi and Varnier [22] but extended the study from a single machine problem to a nonpermutation flow shop problem in which the objective was to minimize the makespan. They developed two mixed binary integer programming and hybrid incremental genetic algorithms. Cui and Lu [24] were the first researchers to simultaneously consider flexible maintenance and job release dates in a single machine problem. They proposed a mixed integer programming (MIP) model, a heuristic and a branch and bound algorithm to minimize the makespan. Additionally, Chen et al. [25] and Su and Wang [26] considered a variation of PM in which the PM is dependent on the dirt left in the machine rather than on the machine's working time. For this problem, they considered different objective functions and proposed efficient heuristic algorithms.
All the studies cited above address cases with constant maintenance times; however, in some situations, the maintenance time may depend on the machine condition and is not constant. Along these lines, Bock et al. [27] considered a single-machine scheduling problem with job-dependent machine deterioration and maintenance level. The maintenance duration is variable depending on the maintenance and machine deterioration levels. Their study addressed the computational complexity for several problems involving the minimization of maximum tardiness, the sum of completion times, or the number of tardy jobs. They also provided polynomial time algorithms for those cases not proven to be NP-hard. Yu and Seif [28] adopted the concepts of Bock et al. [27] and proposed a lower-bound-based genetic algorithm (LBGA) for flow shop scheduling problems in which different types of maintenance activities occur that involve different maintenance times for each machine. Seif et al. [29] extended the modeling of Yu and Seif [28] to consider a fuzzy bi-objective function and provided a genetic algorithm for solving large problems. Gu et al. [30] assumed that the machine maintenance time is a function of its start time t and that the actual processing time for jobs depends on the individual machine processing speed. Under these assumptions, they developed two dynamic programming algorithms for single-machine scheduling problems with a machine aging effect and an optimal maintenance activity to minimize the makespan or the completion time. Yang and Yang [31] considered a single-machine scheduling problem with an aging effect and two variable maintenance models to minimize the makespan. They showed that the problem can be optimally solved in polynomial time. In the first model, the actual duration (time) of maintenance is shorter when the maintenance appears later in the sequence due to the learning effect, which is called maintenance activity with a position-dependent learning effect. In contrast, in the second model, the maintenance duration is longer when the maintenance activity is performed later. This type of maintenance is referred to as a deteriorating maintenance activity; several recent scheduling papers in the literature consider deterioration effects and deteriorating maintenance activity [32] - [34] .
In this paper, we consider the second type of PM. This study was motivated by observations of ion implanter equipment in semiconductor manufacturing. An ion implanter is an important piece of equipment and costs approximately one hundred million NT dollars. The purpose of the ion implanter is to change the electrical properties of a target device by implanting ions. Generally, replaceable parts of the ion source (e.g., graphite) deteriorate over time; thus, the ion implanter needs to be maintained after a predetermined working time to ensure the ion source module's availability. Additionally, preemption is not allowed to ensure product quality. Through usage-based conditional monitoring management, flexible maintenance plans can yield a higher-quality product and are more economical than are fixed maintenance plans. Our objective is to minimize the total weighted completion time (TWC). The TWC is the most common measure of the cycle time. It considers that different orders often have different degrees of importance. Moreover, because the cycle time and work-in-process (WIP) inventory are directly proportional according to Little's Law (Gross and Harris [35] ), reducing the TWC implies decreasing the WIP. Hence, the TWC is an important performance metric for a manufacturer, especially for a semiconductor manufacturing factory with long and complex processes. To the best of our knowledge, Mosheiov and Sarig [36] were the first to apply a pseudopolynomial dynamic programming algorithm and an efficient heuristic to the same problem. However, in their study, only one maintenance activity was involved. Nevertheless, in the real world, recurring maintenance activities are needed for a machine to maintain its production efficiency. Thus, we consider a more general case of recurring flexible maintenance activities that extends the work of Mosheiov and Sarig [36] . For this more practical problem, we provide a MIP model, and a BAB method, to obtain optimal solutions for reference solutions because there are no benchmark solutions for the same problems in the literature. Additionally, we develop four efficient heuristic algorithms. By comparing the heuristic algorithm solutions with the benchmark provided in the paper, we find that the proposed heuristic algorithms are suitable for solving large problems in the real world due to their coding simplicity, high-quality performances and efficiency.
The remainder of this paper is organized as follows: In Section 2, we describe the problem in detail and propose some properties; we also develop the four heuristic algorithms based on these properties. In Section 3, we introduce a MIP model, and in Section 4, we propose the architecture of a BAB algorithm. In Section 5, we show the computational results of test problems. Finally, in Section 6, we summarize our conclusions and discuss possible further work.
II. SINGLE-MACHINE SCHEDULING PROBLEM WITH FLEXIBLE MAINTENANCE A. PROBLEM DEFINITION
This paper introduces the single-machine total weighted completion time problem with flexible maintenance, which is denoted as 1|nr, age ≤ T , t| w j C j in standard classification [37] . In this problem, there are n jobs with processing times p j and weights w j to be processed on a single machine. No preemption is allowed, i.e., each machine is nonresumable. All jobs are available for processing at time zero. To keep the machine in good condition, the machine must receive periodic maintenance to ensure that its accumulated working time does not exceed the maximum allowable time T . The continuous working time is called the age in this paper; that is, age ≤ T . The maintenance time is t.
Based on the study of Qi et al. [21] , who considered the 1|nr, age ≤ T , t| C j problem, a schedule π can be formed as {(J [1] , . . . ,
, . . . , J [n] )}, where J [i] is the ith job in the schedule and the consecutive jobs of (J [i+1] , . . . , J [k] ) are called a batch. This paper focuses on the total weighted completion time, and for each schedule π , the objective function can be formulated as
where n a is the number of jobs in batch a, and L is the number of batches.
Next, we extend some properties addressed by Qi et al. [21] for the 1|nr, age ≤ T , t| w j C j problem:
Property 1: The considered problem is NP-hard because the special case of 1|nr, age ≤ T , t| C j without weighting was proven to be an NP-hard problem by Qi et al. [21] .
Property 2: In each batch of the optimal schedule, jobs are sequenced according to the WSPT (weighted shortest processing time) rule (i.e., jobs are sequenced in nondecreasing order of p j w j ).
Proof: Suppose we are given a schedule π of {(J 3 , J 4 , J 5 ), t, (J 1 , J 2 )} for the following instance, where T = 10 and t = 5, as shown in Table 1 Based on the example, it is clear that Property 2 can be proven by a pairwise interchange procedure within the batch.
Property 3: A schedule π in which jobs are sequenced according to the WSPT is not guaranteed to be optimal.
Proof: We apply an example to prove property 3. The example information is provided in Table 2 . The schedule π with WSPT order is {(J 1 , J 3 ), t, (J 4 ), t, (J 2 )}, and the objective value ( w j C j ) of π is 148. However, the optimal schedule π * = {(J 3 , J 4 ), t, (J 1 , J 2 )} with w j C j = 139.
Property 4:
The job with the minimum p j w j value is not guaranteed to be in the first batch for optimal schedules.
Proof: Please refer to the example in Table 2 , which shows property 4.
Qi et al. [21] proved that an optimal schedule satisfies the
where q i is the total processing time for jobs in batch B k . This property does not necessarily hold for the considered problem.
We use a 5-job problem in the following, as shown in Table 3 , as a contradiction example. Through the exhaustive enumeration method, the optimal schedule is {(J 2 , J 3 , J 1 ), t, (J 5 , J 4 )} with w j C j = 227. However, this example does not satisfy the aforementioned property of Qi et al. [21] because job 4 satisfies T − n k i=1 p i ≥ p j , i.e., 20 − 12 ≥ 7, and if job 4 is inserted at the end of batch 1, the new schedule π is {(J 2 , J 3 , J 1 , J 4 ), t, (J 5 )}, with w j C j = 243, which is greater than 227.
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Property 5:
. . ,L-1, is not necessarily the optimal condition for the 1|nr, age ≤ T , t| w j C j problem.
Qi et al. [21] mentioned that an optimal schedule with more maintenance interruptions may also be a better solution to the w j C j problem. We use a simple example to demonstrate this proposition. Let n = 4 and let the processing times of the jobs be 1, 7, 1, and 7 and weights of the jobs be 1, 1, 1, and 1, respectively, where T = 8, and t = 2. The schedule π 1 with the minimum number of maintenance is {(J 1 , J 2 ), t, (J 3 , J 4 )} (the number of batches is 2, and there is one maintenance interruption). The objective value of w j C j is 38. However, another schedule π 2 which consists of {(J 1 , J 3 ), t, (J 2 ), t, (J 4 )} and two maintenance occurrences (the number of batches is 3), has a smaller w j C j of 34.
Considering the above properties, we propose two heuristic algorithms and one improvement procedure for the two heuristic algorithms to obtain better solutions to the problem of minimizing w j C j . We describe the algorithms in subsection 2.2.
B. HEURISTIC ALGORITHMS
In this section, we introduce two heuristic algorithms, a WSPT algorithm and a look-ahead (LA) algorithm. Additionally, we develop an improvement procedure (IP) that includes insertion and replacement mechanisms to improve the solution quality of the two algorithms.
1) WSPT ALGORITHM
In the WSPT algorithm, jobs are sequenced in nondecreasing order of p j w j , and maintenance activities are inserted as late as possible without violating the maximum age condition. The steps of the WSPT algorithm are shown below. Based on these steps, the computational complexity of the WSPT algorithm is O(n · log n) (see Appendix)
Step 1: Obtain a job list {J [1] , J [2] , . . . , J [n] } using the WSPT rule, i.e., p [1] w [1] ≤ p [2] w [2] ≤ · · · ≤ p [n] w [n] ; ties are broken by putting the shortest processing time first. Let i = 1, B i = B 1 = {∅} , Timer = 0, and Age = 0.
Step 2: Select the J [j] at the top of the list.
Execute a maintenance activity, and Age = 0. i = i + 1, Timer = Timer + t, and B i = {∅}. Case 3: p [j] +Age > T ; execute a maintenance activity, and Age = p [j] . i = i+1, B i = J [j] , Timer = Timer + t + p [j] , and TWC = TWC + w [j] × Timer.
Step 3: Delete J [j] from the list. If the list is null, then stop. Otherwise, go to Step 2.
2) LA ALGORITHM
The LA algorithm selects the job with the smallest lower bound value. To calculate the lower bound, each decision point can be divided into two parts: the scheduled jobs, including the candidate job, and the unscheduled jobs. Some parameters for calculating the lower bound are defined as follows:
SS: the set of scheduled jobs Timer: the current time for SS Age: the continuous working time of the machine for SS
n u : the number of unscheduled jobs J c : the candidate jobs US: the set of unscheduled jobs, excluding the candidate job For the scheduled jobs, the total weighted completion time of SS ∪ {J c } can be calculated according to three conditions:
Let the unscheduled jobs be in the US = US {J c } set; then, we can estimate the total weighted completion time by sorting the unscheduled jobs in WSPT order plus the minimum possible number of maintenance activities. n u = n u − 1. That is,
where G = Age + j∈US p j T Here, G and G represent the minimum number of batches and the minimum times of maintenance for the unscheduled jobs, respectively, and w [i] indicates that the weights are sorted in nondecreasing order for the unscheduled jobs, i.e., w [1] 
Finally, we can obtain the lower bound for each candidate job (node) as follows:
The steps in the LA algorithm are outlined below. Based on these steps, the computational complexity of the LA algorithm is O(n 2 · log n) (see Appendix)
Step 1: Let US = {J 1 , J 2 , . . . , J n }, SS = {∅}, n u = n, Timer = 0, Age = 0, and f (SS) = 0.
Step 2: Calculate the lower bound of the candidate job c(J c ∈ US).
Step 3: Select the job a with the smallest lower bound from the candidate jobs; ties are broken by putting shortest processing time first and then by the largest weight.
Case 3. Step 4: n u = n u −1. If n u = 1, then go to Step 1. Otherwise, go to Step 2.
Step 5:
There are insertion and replacement mechanisms in the improvement procedure to improve the solutions obtained by the two heuristic algorithms. The insertion mechanism is mainly inspired by property 5 and attempts to insert jobs from later batches into earlier batches. The replacement mechanism is motivated by properties 2, 3, and 4, and it attempts to exchange jobs to improve the solutions.
The insertion mechanism is triggered when the following cases are met, and the insertion mechanism procedures are described as follows:
In this case job l is moved from batch B k to batch B i , and the insertion must meet property 2, as shown in Fig. 4 .
Case 2: Job y is the last job in batch B i , and there exists a job l, J l ∈ B i+1 , that satisfies three conditions: (1)
j∈B i \{J y } p j + p l ≤ T , and (3) w l p l ≥ w y p y . In this case, job l is inserted in front of job y,where job y is the top job in batch B i+1 , and the subsequent jobs are rescheduled after job y in the same job sequence to ensure that the batch age remains less than or equal to T , as shown in Fig. 5 .
Procedure for insertion case 1
Step 1: Let Age = 0, π = {J [1] , J [2] , . . . , J [n] } as obtained from the WSPT or LA algorithm. Batch = {∅}, CJS = π , k = 1, AJS = {∅}, and TWC = f (π).
Step 2: If CJS = {∅} or k > n, then stop. Otherwise, select the kth job from CJS. Procedure for insertion case 2
Step 1: Let Age = 0, π {J [1] , J [2] , . . . , J [n] } as obtained from the WSPT or LA algorithm. Batch = {∅}, CJS = π , k = 1, AJS = {∅}, and TWC = f (π).
Step 2: If CJS = {∅} or k > n, then stop. Otherwise, select the kth job from CJS. VOLUME 7, 2019 FIGURE 5. Movement for insertion case 2.
FIGURE 6.
Conditions for one-to-one exchange.
Step 
Step 5. Otherwise, go to Step 6.
, then π = π , and go to Step 1. Otherwise, go to Step 6.
Step 6: i = i + 1. If i > n, then AJS = AJS ∪ Batch, Age = 0, Batch = {∅}, k = k + 1, and go to Step 2. Otherwise, go to Step 4.
The replacement mechanism tries to exchange jobs to obtain better solutions. This concept is inspired by the modified shortest processing time (MSPT) heuristic algorithm proposed by Sadfi et al. [8] . This mechanism uses the following two exchange patterns, and the details of the replacement mechanism are shown in Figs. 6 and 7.
• One-to-one exchange: If jobs y and l, J y ∈ B i , J l ∈ B k , i < k satisfy the three conditions (1) j∈B i \{J y } p j + p l ≤ T , (3) w y p y ≤ w l p l , and (3) exchanging J y and J l does not violate property 2, then implement the replacement.
• One-to-two exchange: If the last job y, J y ∈ B i , and two successive jobs l and l + 1, J l , J l+1 ∈ B k , i < k, satisfy the two conditions (1) j∈B i \{J y } p j + p l + p l+1 ≤ T , (3) w y p y ≤ (w l p l + w l+1 p l+1 ), then implement the replacement to obtain a new schedule.
The steps for replacement
Step 1: Let Age = 0, π = {J [1] , J [2] , . . . , J [n] } as obtained by the WSPT or LA algorithm, Batch = {∅}, CJS = π , k =1, AJS = {∅}, and TWC = f (π ).
FIGURE 7.
Conditions for one-to-two exchange.
Step 2: If CJS = {∅} or k > n, then stop. Otherwise, select the kth job from CJS.
, k = k + 1, and go to Step 2. Otherwise, CJS = CJS\Batch, i = k.
Step 4: Pick two adjacent jobs, i.e., the ith and (i + 1)th jobs, from CJS.
into the jth position of J [j] , and move J [j] to the ith position. If the exchange does not violate property 2, then Batch
and go to Step 5. Otherwise, go to Step 6.
Step 5: π = AJS ∪ Batch ∪ CJS . If f π < f (π ), then π = π , and go to Step 1. Otherwise, continue with
Step 6. Step 6: If i < n − 1, then continue with Step 7. Otherwise, go to Step 9.
Step 7: Pick the ith job from CJS.
, and exchanging J [j] and J [i] does not violate property 2, then go to Step 8. Otherwise, go to Step 9.
}, and π = AJS ∪ Batch ∪ CJS after exchanging J [j] and J [i] . If f π < f (π ), then π = π , and go to Step 1. Otherwise, go to Step 9.
Step 9: i = i + 1. If i > n, then AJS = AJS ∪ Batch, Age = 0, Batch = {∅}, k = k+1, and go to Step 1. Otherwise, go to Step 4. Because the insertion or replacement mechanism must first compare a pair of jobs and then make an insertion or exchange decision, the computational complexity of these two mechanisms is O(n 2 ).
• The improved algorithms, including theWSPT-IP and LA-IP algorithms are as follows.
The improved algorithms contain two phases. First, we obtain a schedule π from the WSPT or LA heuristic algorithm. Then, the schedule is updated if the objective value is improved by the improvement procedures. Therefore, the complexities of the WSPT-IP and
, respectively, when the complexities of the two phases are integrated together. A flowchart of the improvement procedure is shown in Fig. 8 .
III. MIXED INTEGER PROGRAMMING (MIP) MODEL

A. NOTATION 1) INDICES AND KNOWN VARIABLES
n : the number of jobs j :
the index for jobs, j = 1, 2, 3, . . . , n p j : the processing time of job j, j = 1, 2, 3, . . . , n w j : the weight of job j, j = 1, 2, 3, . . . , n T : the maximum allowance for the machine's continuous working time, that is, the threshold value t :
the maintenance time 
s.t.
X jk and Y k are binary (18)
, and C j are positive integers (19) In the above model, the objective function in (4) minimizes the total weighted completion time. Equations (5) and (6) ensure that each job can be placed at only one position and that each position can be occupied by only one job. Equations (7) and (8) define the processing time and completion time for the job at the kth position. Equation (9) specifies that the job at the kth position can start no earlier than the completion time for the job at the k-1th position plus the possible maintenance time. Equation (10) ensures that the machine's age is equal to zero immediately before the first position. Equation (11) ensures that no maintenance activity occurs immediately before the first position. Equation (12) specifies that the machine's age is equal to the machine's age immediately before the kth position plus the processing time of the job at the kth position. Equation (13) ensures that the machine's age is no greater than the threshold value T. Equation (14) defines that the machine's age immediately before the k + 1th position can be only less than or equal to the machine's age at the kth position. Equations (15) and (16) together define the relationship between the machine's age and maintenance activity for the kth position. Equation (17) defines the completion time of each job. Finally, Equations (18) and (19) establish binary restrictions for X jk and Y k and specify the nonnegativity of ST k , PT k , CT k , A k , B k , and C j .
IV. A BRANCH AND BOUND (BAB) ALGORITHM
The BAB algorithm is a well-known technique for finding optimal solutions for NP-hard problems (Morrison et al. [38] ). Thus, we develop a BAB algorithm for the 1|nr, age ≤ T , t| w j C j problem considered in this study. This algorithm solves the problem by dividing the solution space into a number of nodes; each node corresponds to a subset of solutions and results in a branching tree. Each node accompanies the lower bound described in (3), and nodes are pruned when their lower bound is greater than or equal to the upper bound to avoid unnecessary branching. The initial upper bound for the BAB algorithm is generated by the proposed WSPT algorithm. Furthermore, to improve the search efficiency, we derive three dominance rules used in tree pruning. Then, we give the complete procedure for the proposed BAB algorithm.
A. DOMINANCE RULES
To facilitate the search process, we derive the following dominance rules; when these conditions are satisfied, a number of partial schedules (nodes) are not allowed to branch in the tree search for the BAB algorithm. Additionally, before implementing the BAB algorithm, we first construct a precedence matrix for a pair of jobs (i, j), where v ij = 1 in the matrix indicates that job i occurs before job j in the sequence, which satisfies one of the conditions (1) p i w i < p j w j or (3) p i w i = p j w j and p i = p j . In the matrix, v ij + v ji = 1.
Rule 1: For a given partial schedule SS, job i is the last job in SS, and job j is the candidate job for generating a new node. If v ji = 1, (Age + p j ) ≤ T , and Age = 0, then the new node should be eliminated.
Rule 2: For the set of unscheduled jobs US, the jobs are sequenced in nondecreasing order of p j w j , j ∈ US. If all the jobs in the set US satisfy the condition of Age + j∈US p j ≤ T , then the node does not branch, and the objective value can be obtained by f (SS) + f (US).
Rule 3: For a candidate job J c to generate a new node, the US set excludes job J c . If (Age + p j ) > T and j∈US p j ≤ T , then the subsequent nodes do not branch. The objective value can be obtained by f (SS + J c ) + f (US).
B. BRANCHING RULE
For the BAB algorithm, a search strategy is also considered that determines which of the nodes in the branching tree to spread next. In our BAB algorithm, we employ the best-first search (BFS) strategy for searching the tree-that is, the node with the smallest lower bound is selected for branching. In the case of ties, the node with the most jobs is selected. A node can be eliminated if its lower bound is larger than or equal to the current upper bound. These dominance rules can also be used to determine whether a node should be fathomed or not.
C. COMPLETE PROCEDURE OF THE PROPOSED BRANCH AND BOUND ALGORITHM
The complete procedure of the proposed BAB algorithm is as follows:
Step 1: Initialize the root node such that SS = {∅} and US = {J [1] , J [2] , . . . , J [n] }, where the jobs are sequenced in the WSPT order. Age = 0, Timer = 0, f (SS) = 0, l =0, and stacker = {∅}.
Step 2: π = US, and UB = f (π ). LB is computed at the root node. If LB = UB, then π is the VOLUME 7, 2019 FIGURE 9. Precedence matrix for a pair of jobs. optimal schedule; otherwise, put the information from the root node into the stacker.
Step 3: If stacker = {∅} and UB = f (π ), then the optimal solution is equal to UB, and the BAB is terminated. Otherwise, go to Step 3.1
Step 3.1. Select the top node from the stacker, and obtain the information for SS, US, Age, Timer, f (SS), and l. Let l = l + 1, and i = 1.
Step 3.2. Generate a new node by selecting job
Step 4: Dominance rules check:
Step 4.1. If dominance rule 1 is satisfied, then discarded the node without branching and go to
Step 5. Step 4.2. If either of the dominance rules 2 and 3 are satisfied, then go to Step 4.3; otherwise, go to
Step 4.4. Step 4.3. π = SS ∪ US , and the objective value = f(π ). If f π < UB, then UB = f (π ), and π = π . Remove the nodes for which LB ≥ UB from the stacker, and go to
Step 5.
Step 4.4. Calculate LB for the node. If LB < UB, then put the information for l, Age , Timer , SS , US , f (SS ), and LB into the stacker.
Step
Otherwise, go to Step 3.
D. AN ILLUSTRATIVE EXAMPLE
We use the 5-job example shown in Table 4 to describe the proposed BAB algorithm. First, we obtain an upper bound using the WSPT algorithm addressed in subsection B; that is, π = {J 5 , J 2 , J 1 , J 3 , J 4 }, and f (π ) = 216. Additionally, we construct the precedence matrix shown in Fig. 9 . Then, we use this information to generate the root node, SS = {∅} and US = {J 5 , J 2 , J 1 , J 3 , J 4 }. Age = 0, Timer = 0, f (SS) = 0, l = 0, and stacker = ∅}. Go to Step 2 and calculate the lower bound for the root node. We obtain LB = 184 by the following:
= (0 + 2 * 15 + 3 * 11 + 5 * 9 + 8 * 6 + 6 * 2)
where Timer = 0, Age = 0, TWC = 0, l = l + 1, and i = 1. Because LB is less than UB (184 < 216) and the stacker = {node0}, go to Step 3.
Step 3: Because the stacker = {∅}, go to Step 3.1.
Step 3.1 Pop the top node from the stacker, i.e., node 0.
Step 3.2 Generate a new node by selecting the top job (J 5 ) from US. For node 1, Timer = 0 + 2 = 2, Age = 2, and f (SS ∪ J 5 ) = 2 × 4 = 8. The lower bound is 184, as obtained by the formula of f (SS ∪ J c ) + f e (US).
Step 4: Apply the dominance rules to determine whether the node should be discarded. In this case, according to the dominance rules, node 1 should not be discarded. Go to Step 4.4.
Step 4.4. Calculate LB for node 1. LB = 184. Because LB < UB (184 < 216), put node 1 into the stacker.
Step 5: i = i + 1 = 2; if i ≤ n − l + 1, go to Step 3.2 to generate other new nodes.
Proceeding with the steps above, we can obtain other nodes (nodes 2, 3, 4, and 5); their corresponding lower bounds are 192, 199, 216, and 226, as shown in Fig. 8 . Nodes 4 and 5 are fathomed because their LB values are greater than or equal to UB. The nodes are placed in the stacker in decreasing order of their LB values. Because the stacker is not null, select the top node of the stacker (i.e., node 1) and obtain the information about the selected node-that is, Timer = 2, Age = 2, SS = {J 5 }, and US = {J 2 , J 1 , J 3 , J 4 }. Branch the node to generate offspring nodes (nodes 6, 7, 8, and 9) according to Steps 3 and 4. Node 9 is discarded because LB ≥ UB. The BAB algorithm terminates when the stacker is null. The complete search tree of the BAB method for the problem is shown in Fig. 10 , where a node with a gray background denotes an eliminated node. Finally, the optimal schedule is {J 5 , J 1 , J 3 , t, J 2 , J 4 }, and the optimal solution is 205.
V. COMPUTATIONAL EXPERIMENTS
To examine the performance of the proposed algorithms, we randomly generated test problems. The processing times were generated from a discrete uniform distribution ranging from 1 to 9 and the weights from a discrete uniform distribution ranging from 1 to 5. The maximum allowable time T was set to 10, 15, or 20. The maintenance time t was set to 2, 5, or 8. For each problem size, we generated 10 instances for each combination of T and t. In the experiment, we used IBM ILOG CPLEX Optimization Studio Version 12.7.1 to test the effectiveness of the proposed MIP model, the other algorithms, including the BAB and heuristic algorithms, were coded in C++. All the algorithms were executed on a personal computer with an Intel Core i7-7500U 2.90 GHz CPU and 16GB of RAM.
We tested seven different problem sizes, namely, n = 5, 10, 15, 20, 30, 40, and 50. Ten replications were performed for each combination, for a total number of 7 × 3 × 3 × 10 = 630 instances in the experiment. The time limit for the MIP model and the BAB algorithm was set to 7,200 seconds. To evaluate the solution quality, the percentage error ( ) and number of optimal solutions obtained were employed in this paper.
The percentage error is defined as = optimal or best solution obtained from the MIP model or the BAB algorithm within 7,200 seconds.
In Table 5 , the WSPT, LA, WSPT-IP and LA-IP algorithms are compared with respect to their average percentage error ( avg ). To identify the differences among these heuristic algorithms, we applied analysis of variance (ANOVA) tests to the avg values of the heuristic algorithms [39] . The results in Table 6 show that a statistically significant difference exists among the algorithms, because the p-value is less than 0.05. Additionally, Table 7 shows the average computational time spent by the MIP, BAB, and WSPT-IP algorithms over the 10 instances of each category of data. In Table 7 , the average computational times taken by WSPT, LA, and LA-IP are omitted because the times required by these heuristic algorithms are small (less than 0.001 second), even when the number of jobs increases. From Table 7 , the MIP and BAB algorithms are time-consuming, as we expected; however, due to the dominance rules for pruning unnecessary branching, the BAB is more efficient than the MIP model when the number of jobs is less than 30.
Based on the results in Table 5 , the LA algorithm outperforms the WSPTalgorithm because the mean percentage error obtained by the LA is 1.01, which is much less than that obtained by WSPT. Furthermore, the mean percentage errors of the solutions for the WSPT-IP and LA-IP algorithms are 0.45 and 0.28. This indicates that the improvement procedure is effective at refining the solution quality for both the WSPT and LA algorithms without greatly increasing the amount of effort. Due to the improvement procedure, the avg values obtained by the WSPT-IP and LA-IP algorithms become better, as shown in Table 5 .
From Figs. 11 to 13, the value of avg decreases as the maximum allowance time (T ) increases when the maintenance time is the same for each heuristic algorithm. This is an expected result, because as the maximum allowance time (T ) increases, the impact caused by PM or machine unavailability on scheduling decisions decreases. Furthermore, the values of avg are higher as the maintenance time (t) increase, especially for the WSPT algorithm.
The number of optimal solutions found by each method over the 10 instances of each category of data are shown in Table 8 ; however, that table omits the results when the number of jobs exceeds 40 because the MIP and BAB methods were unable to obtain optimal solutions within 7,200 seconds. As Table 8 shows, when the number of jobs is less VOLUME 7, 2019 than or equal to 20, the MIP and BAB algorithms are able to obtain optimal solutions for most of the instances; however, the performances of both methods (MIP and BAB) become worse as the number of jobs increases. Table 9 shows the numbers of better solutions found by the WSPT, LA, WSPT-IP, and LA-IP algorithms for the 40-and 50-job problems, i.e., Sol(heuristic) ≤ min(Sol MIP , Sol BAB ). As listed in the table, WSPT finds slightly better solutions than do the MIP and BAB methods, and the proposed LA-IP algorithm is encouraging because it usually obtains the best solutions among these algorithms while requiring extremely short runtimes.
VI. CONCLUSION
This study investigated the problem of scheduling a single machine with machine unavailability periods to minimize the total weighted completion time. This problem was motivated by the scheduling of an ion implanter operation in a semiconductor manufacturing operation, and it is of considerable practical interest because machine unavailability caused by maintenance can be found in many production manufacturing systems. The main contributions of this study are the extension of the single-machine problem considered by Mosheiov and Sarig [34] to cases that involve multiple reoccurring flexible maintenance activities and the development of algorithms to obtain better jobs and PM schedules simultaneously. This approach not only minimizes the total weighted completion time, which implies that it reduces the work-in-process inventory cost but is also likely to reduce machine breakdowns by instituting appropriate PM plans.
For the considered problem, we show that the jobs in the batch being sequenced in WSPT order form one feature of an optimal schedule, and we develop dominance rules that inspired us to construct four heuristic algorithms: the WSPT, LA, WSPT-IP, and LA-IP algorithms. We also developed both an MIP model and a BAB method to obtain optimal solutions. All the proposed algorithms are evaluated using different randomly generated test problem scenarios. The computational results show that due to LB and dominance rules that prune unnecessary branching, the BAB algorithm is considerably more efficient than the MIP model at obtaining the optimal solutions for most small-problem instances (i.e., those where n ≤ 20). However, both the BAB and MIP methods tend to obtain extremely few or even no optimal solutions within 7,200 seconds when the number of jobs is greater than or equal to 30. Thus, the proposed heuristics provide a reasonably good average solution quality quickly. The mean percentage error obtained by the WSPT algorithm is 2.47%-the worst among the algorithms tested. However, implementing the improvement procedure improved the average solution qualities for the WSPT and LA methods-significantly in the case of the WSPT algorithm.
Our future research may pursue any of three directions: (1) polish the proposed algorithms by developing other properties and integrating them into the proposed algorithms; (3) develop various well-known metaheuristic algorithms for the considered problem; and (3) consider other objective of concern such as energy waste [39] and integrate them into the considered problem. Currently, our problem considers only one objective: that of minimizing the total weighted completion, while an integrated objective to minimize both the total weighted completion and energy waste is much more applicable in the future. Additionally, the single-machine problem could be extended by considering a more complicated shop environment, such as flow-shop, parallel-machines, and job shop.
APPENDIX
WSPT algorithm.
The computational complexity of the WSPT algorithm is as follows:
Step 1 sorts n jobs in increasing order of the index p j w j ; thus, the computational complexity in this step is O(n×logn).
Step 2 assigns one job each time; there are n jobs, and the computational complexity for assigning n jobs is O(n).
Step 3 deletes one job each time; there are n jobs, and the computational complexity for deleting n jobs is O(n).
Integrating these three steps, the computational complexity of the WSPT algorithm is O(n × logn).
LA algorithm The computational complexity of the LA algorithm is as follows:
Step 1 initializes the parameter values, which are irrelevant to n; this operation is conducted only once. Thus, its computational complexity is O(1).
Steps 2-4 assign one job each time. There are n jobs; thus the computational complexity for assigning n jobs is O(n). In addition, the lower bound of each candidate job must be calculated. According to the lower bound values, the candidate jobs can be are sorted with a computational complexity of O(n · logn). Thus, the computational complexity for Steps 2-4 is O(n 2 · logn).
Step 5 calculates the TWC value for the last job; thus, its computational complexity is O (1) .
Integrating the five steps, the computational complexity of the LA algorithm is O(n 2 · logn). 
