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COHOMOLOGICAL EQUATION AND COCYCLE
RIGIDITY OF PARABOLIC ACTIONS IN SL(n,R)
ZHENQI JENNY WANG
Abstract. For any unitary representation (pi,H) of G = SL(n,R), n ≥
3 without non-trivial G-invariant vectors, we study smooth solutions of
the cohomological equation uf = g where u is a vector in the root space
of sl(n,R) and g is a given vector in H. We characterize the obstructions
to solving the cohomological equation, construct smooth solutions of the
cohomological equation and obtain tame Sobolev estimates for f .
We also study common solutions to (the infinitesimal version of) the
cocycle equation uh = vg, where u and v are commutative vectors in
different root spaces of sl(n,R) and g and h are given vectors in H.
We give precisely the condition under which the cocycle equation has
common solutions: (∗) if u and v embed in sl(2,R)×R, then the common
solution exists. Otherwise, we show counter examples in each SL(n,R),
n ≥ 3. As an application, we obtain smooth cocycle rigidity for higher
rank parabolic actions over SL(n,R)/Γ, n ≥ 4 if the Lie algebra of the
acting parabolic subgroup contains a pair u and v satisfying property
(∗) and prove that the cocycle rigidity fails otherwise. Especially, the
cocycle rigidity always fails for SL(3,R).
The main new ingredient in the proof is making use of unitary duals of
various subgroup in SL(n,R) isomorphic to SL(2,R)⋉R2 or (SL(2,R)⋉
R
2)⋉ R3 obtained by Mackey theory.
1. Introduction
1.1. Various algebraic actions. We define Zk × Rℓ, k + ℓ ≥ 1 algebraic
actions as follows. Let G be a connected Lie group, A ⊆ G a closed abelian
subgroup which is isomorphic to Zk × Rℓ, M a compact subgroup of the
centralizer Z(A) of A, and Γ a cocompact torsion free lattice in G. Then
A acts by left translation on the compact space M = M\G/Γ. The three
specific types of examples discussed below correspond to:
• for the symmetric space examples take G a semisimple Lie group
of the non-compact type and A a subgroup of a maximal R-split
Cartan subgroup in G
• for the twisted symmetric space examples take G = H ⋉ρ Rm or
G = H ⋉ρ N , a semidirect product of a reductive Lie group H with
semisimple factor of the non-compact type with Rm or a simply
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connected nilpotent group N . In this case, A is a subgroup of a
maximal R-split Cartan subgroup in H
• for the parabolic action examples, take G a semisimple Lie group
of the non-compact type and A a subgroup of a maximal abelian
unipotent subgroup in G
In the past two decades various rigidity phenomena for (partially) hyperbolic
actions have been well understood. Significant progresses have been made
in the case of cocycle rigidity of (partially) hyperbolic algebraic actions
(see [3], [12], [13], [14] and [15]) for symmetric and twisted symmetric space
examples. This is in contrast to the rank-one situation, where Livsic showed
that there is an infinite-dimensional space of obstructions to solving the
cohomology equation for a hyperbolic action by R or Z. In the higher rank
cases, it was showed in above mentioned papers that smooth cocycles over
algebraic Anosov (partially hyperbolic) abelian actions are cohomologically
constant via smooth transfer functions. The key ingredient in proofs of [13],
[14] and [15] is the exponential decay of matrix coefficients for the split
Cartan action and the main observation in [3], [12] is the exponential decay
rate along stable and unstable foliations of periodic cycle functionals. For
all these results, the stable and unstable foliations of the space play a central
role.
The classical horocycle flow is the flow on PSL(2,R)/Γ given by left trans-
lation of the one parameter subgroup generated by U =
Ç
0 t
0 0
å
∈ sl(2,R).
Horocycle flow, or more generally algebraic parabolic action, possesses very
different dynamical behavior with complete absence of hyperbolicity. In con-
trast to the hyperbolic cases mentioned above, for parabolic actions most
orbits grow “polynomially” and matrix coefficients decay “polynomially”.
To handle this problem, G. Flaminio and L. Forni used representation the-
ory as an essential tool in [5] to study the cohomological equation. They
characterized the obstructions to solving the cohomological equation for clas-
sical horocycle flows on quotients of PSL(2,R) and showed that the space
of obstructions to the equation Ug = f (where f, g are in a unitary rep-
resentation space of PSL(2,R) with a spectral gap) is of infinite countable
dimension; and if f is a smooth vector, then g is a smooth vector. (In fact,
G. Flaminio and L. Forni showed that there is finite loss of regularity (of
Sobolev norms) between f and g.)
The approach of [5] was further employed in [16], [17] and [29] to obtain
smooth cocycle rigidity for some models of higher rank parabolic actions.
In [16] and [17] Mieczkowski considered actions by subgroup
U1 =
¶Ç1 c
0 1
å ∣∣∣c ∈ C© on SL(2,C)/Γ
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and by subgroup
U2 =
¶Ç1 r
0 1
å
×
Ç
1 s
0 1
å ∣∣∣r, s ∈ R© on SL(2,R)× SL(2,R)/Γ.
Again, the solutions to the cocycle equation come with some loss of Sobolev
order. In [29] Ramirez replaced SL(2,R) × SL(2,R) with any noncompact
simple Lie group with finite center. But this comes with a price: smooth-
ness of transfer functions follows from the general elliptic PDE result [14],
which means that the solution of the cohomological equation loses at least
half of regularity. Along lines similar to the proof given in [5], the results
of Mieczkowski and Ramirez are achieved in every non-trivial irreducible
component of unitary representation of SL(2,R)× SL(2,R) and SL(2,C).
The natural difficulty in studying cohomological equations and obtaining
cocycle rigidity in higher rank simple (semisimple) Lie groups is related to
the complexity of the representation theory tool. In particular, in above
mentioned cases, the solution to the cohomological equation was established
when representations of the group satisfy some special properties (there ex-
ists an orthogonal basis in each non-trivial irreducible component of SL(2,R)
or SL(2,R) × SL(2,R)), or when the unitary dual of the group is not hard
to deal with (for the case of SL(2,C)). In general, the unitary dual of
many higher rank almost-simple algebraic groups is not completely classi-
fied. Even when the classification is known, it is too complicated to apply.
For example, the method of [5] fails when the group is SL(3,R) even though
the unitary dual of SL(3,R) is available from the literature [30].
In this paper we characterize the obstructions to solving the cohomologi-
cal equation, construct smooth solutions of the cohomological equation and
obtain tame Sobolev estimates for the solution, i.e, there is finite loss of
regularity (with respect to Sobolev norms) between the coboundary and the
solution. We also give a precise description of the condition under which
the cocycle equation has common solutions. As an application, we prove
the smooth cocycle rigidity for higher rank parabolic actions over SL(n,R),
n ≥ 4. To prove these results we introduce new ingredients in application
of representation theory to higher rank simple Lie groups: studying unitary
dual of subgroups SL(2,R)⋉R2 and (SL(2,R)⋉R2)⋉R3 in SL(n,R) instead
of that of SL(n,R) itself. We use Mackey theory to study these representa-
tions and carry out explicit calculations in each irreducible component that
may appear in restricted non-trivial representation of SL(n,R). The global
property of the solution comes from the fact that there are enough many
semidirect product groups containing the one-parameter root subgroup that
determines the cohomological equation. These results are of independent
interest and have wide applicability.
Though it is the first time that the semidirect product group plays central
role in studying cohomological equations and rigidity phenomena in dynam-
ical systems, it has many important applications in other area of mathe-
matics. The pair SL(2,R) ⋉ R2 has relative Kazhdan’s property (T ). One
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of the first application of this property was the resolution of the Ruziewicz
problem for Rn when n ≥ 3 which is due to G. A. Margulis (see [22]). R.
Howe on the other hand used the property (T ) of the pair SL(2,R) ⋉ R2
to show the Kazhdan’s property (T ) of SL(n,R), n ≥ 3 (see [10]). The
semidirect products play also an important role in the paper of Hee oh [7]
where she gave an explicit calculation of Kazhdan’s constants and obtained
sharper upperbound for matrix coefficients.
2. Background, definition, and statement of results
2.1. Preliminaries on cocycles. Let α : A ×M →M be an action of a
topological group A on a (compact) manifold M by diffeomorphisms. For
a topological group Y a Y -valued cocycle (or an one-cocycle) over α is a
continuous function β : A×M→ Y satisfying:
β(ab, x) = β(a, α(b, x))β(b, x)(2.1)
for any a, b ∈ A. A homomorphism s : A → Y satisfies the cocycle identity
by setting s(a, x) = s(a), and is called a constant cocycle. A cocycle is
cohomologous to a constant cocycle if there exists a homomorphism s : A→
Y and a continuous transfer map H :M→ Y such that for all a ∈ A
β(a, x) = H(α(a, x))s(a)H(x)−1(2.2)
(2.2) is called the cohomology equation.
In particular, a cocycle is a coboundary if it is cohomologous to the trivial
cocycle π(a) = idY , a ∈ A, i.e. if for all a ∈ A the following equation holds:
β(a, x) = H(α(a, x))H(x)−1.(2.3)
For more detailed information on cocycles adapted to the present setting see
[3] and [11].
This paper will be only concerned with smooth Ck-valued cocycles over
algebraic parabolic actions on smooth manifolds. By taking component
functions we may always assume that β is valued on C. Further, by taking
real and imaginary parts, we can extend the results for real valued cocycles as
well. Specifically, A is a subgroup of a maximal abelian unipotent subgroup
in G = SL(n,R), n ≥ 3 and the space X = G/Γ, where Γ ⊂ G is a torsion
free lattice. A cocycle is called smooth if the map β : A → C∞(L2(G/Γ))
is smooth. We can also define β to be of class Cr. We also note that if the
cocycle β is cohomologous to a constant cocycle, then the constant cocycle
is given by s(a) =
∫
G/Γ β(a, x)dx.
For a C1 cocycle β, we can define the infinitesimal generator of the cocycle
β by
ω(ν) =
d
dt
β(exp tν)
∣∣∣
t=0
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The cocycle identity and abelianess of A imply that ω is a closed 1-form on
the A-orbits in X. We can also recover β from ω by
β(expX) =
∫ 1
0
ω(X) · exp tXdt
Thus, we can restrict our attention to infinitesimal version of the cohomol-
ogy equation ω = η − dH, where η is another infinitesimal generator of a
smooth cocycle and H is the transfer function. Therefore a cocycle β is
cohomologically trivial if the associated 1-form ω is exact and the problem
of finding which cocycle is cohomologically trivial boils down to the problem
of determing which closed 1-form on the orbit foliation is exact. In fact, this
point of view is the most useful for our purposes.
In what follows, C will denote any constant that depends only on the
given group G. Cx,y,z,··· will denote any constant that in addition to the
above depends also on parameters x, y, z, · · · .
2.2. Statement of the results. In sl(n,R), let ui,j, i 6= j be the elementary
n× n matrix with only one nonzero entry equal to one, namely, that in the
row i and the column j and let Ui,j be the one-parameter subgroup generated
by ui,j. For 1 ≤ i 6= j ≤ n, set
Ei,j = {uk,ℓ : uk,ℓ 6= ui,j, [uk,ℓ, ui,j] = 0 and [uk,ℓ, uj,i] 6= 0} and
E¯i,j = {uk,ℓ : [uk,ℓ, ui,j] = 0 and [uk,ℓ, uj,i] = 0}.
In fact, E¯i,j consists of all uk,ℓ such that the subgroups Uk,ℓ ×Ui,j imbed in
subgroups of SL(n,R) isomorphic to SL(2,R)× R.
Suppose (π, H) is a unitary representation of G = SL(n,R), n ≥ 4 with-
out non-trivial G-fixed vectors. Since Ui,j is a closed subgroup of G, we have
a direct integral decomposition
π |exp(tui,j )=
∫
R̂
χ(t)du(χ), ∀i 6= j.
where u is a regular Borel measure and
v =
∫
R̂
vi,j,χdu(χ), ∀ v ∈ H.
Define Di,j(v, u)(χ) := ‖vi,j,χ‖. If u is the Lebesgue measure, we just write
Di,j(v)(χ).
Our first two results characterize the obstructions to solving the coho-
mological equation and obtain Sobolev estimates for the solution. The next
theorem shows that the Ui,j-invariant distributions are the only obstructions
to solving the cohomology equation for a given vector g ∈ H∞. This result
is similar to the rank one cases (see [5] and [16]).
Theorem 2.1. For any unitary representation (π, H) of G = SL(n,R),
n ≥ 3 without non-trivial G-fixed vectors and all g ∈ H∞,
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(1) if the cohomological equation ui,jf = g, has a solution f ∈ H, then
f ∈ H and satisfies the Sobolev estimate
‖f‖s ≤ Cs‖g‖s+7 ∀s ≥ 0,
(2) if D(g) = 0 for all Ui,j-invariant distributions, then the cohomologi-
cal equation ui,jf = g, has a solution f ∈ H∞.
It turns out that in higher rank cases, we have a more concrete way to
describe the obstructions: they are exactly the spectral space of the one-
parameter subgroup Ui,j at 0. Using above nations, we prove:
Theorem 2.2. (1) u is absolutely continuous with respect to the Lebesgue
measure dχ. Then we can assume
π |exp(tui,j )=
∫
R̂
χ(t)dχ.
Further, for any g ∈ H2
(2) if uk,ℓ ∈ Ei,j, then Di,j(u2k,ℓg)(χ) is almost a continuous function
on “R, that is, there exists a continuous function v on “R such that
Di,j(u
2
k,ℓg)(χ) = v(χ) for almost all χ ∈ “R,
(3) if g ∈ H∞ and the cohomological equation ui,jf = g, has a solution
f ∈ H, then
lim
χ→0Di,j(u
2
k,ℓg)(χ) = 0
for any uk,ℓ ∈ Ei,j,
(4) if g ∈ H∞ and there exists a pair um,n and um1,n1 in Ei,j with
um,n ∈ E¯m1,n1 such that
lim
χ→0Di,j(u
2
m,ng)(χ) = 0 and lim
χ→0Di,j(u
2
m1,n1g)(χ) = 0,
then the cohomological equation ui,jf = g, has a solution f ∈ H.
The next three theorems state precisely the conditions under which the
(infinitesimal version of) cocycle equation has a common solution.
Theorem 2.3. Suppose (π, H) is a unitary representation of G = SL(n,R),
n ≥ 3 without G-fixed vectors and f, g ∈ H∞ and satisfy the cocycle equation
ui,jf = uk,ℓg, where [ui,j , uk,ℓ] = 0. Then we have:
(1) (strong cocycle rigidity) if ui,j ∈ E¯k,ℓ, then the cocycle equation has
a common solution h ∈ H∞, that is, uk,ℓh = f and ui,jh = g; and h
satisfies the Sobolev estimate
‖h‖s ≤ Csmax{‖g‖s+7, ‖f‖s+7}, ∀ s > 0.
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(2) (weak cocycle rigidity) if ui,j ∈ Ek,ℓ and there exists p ∈ H and um,l ∈
(Ek,ℓ
⋂
Ei,j)
⋃
uk,ℓ such that g = um,lp, then the cocycle equation has
a common solution h ∈ H∞, that is, uk,ℓh = f and ui,jh = g; and h
satisfies the Sobolev estimate
‖h‖s ≤ Csmax{‖g‖s+7, ‖f‖s+7}, ∀ s > 0.
Moreover, it turns out that for G = SL(n,R), n ≥ 3, the condition in
(1) of above theorem is in fact the sufficient and necessary condition to
guarantee the cocycle rigidity, more precisely, there exist uncountably many
irreducible unitary representations of G such that the cocycle rigidity fails
if ui,j ∈ Ek,ℓ.
Let P be the maximal parabolic subgroup of G which stabilizes the line
e1 = (R, 0, · · · , 0)τ ∈ Rn, where τ is the transpose map. Then P has the
form
Ç
a v
0 A
å
, where vτ ∈ Rn−1, a ∈ R\0 and A ∈ GL(n − 1,R). For any
t ∈ R, λ±t is the unitary character of P defined by
λt
Ç
a v
0 A
å
= ε±(a)|a|t
√−1(2.4)
with ε+(a) = 1 and ε−(a) = sgn(a).
Theorem 2.4. For any t ∈ R, in the unitary representation IndGP (λδt ) δ =
±, for each Ek,ℓ and each ui,j ∈ Ek,ℓ there exist smooth vectors f, g of
IndGP (λ
δ
t ) such that they satisfy the cocycle equation ui,jf = uk,ℓg, while
neither uk,ℓω = f nor ui,jω = g have a solution in the attached Hilbert space
of IndGP (λ
δ
t ).
By the theory of theta series, there exists a arithmetic lattice Γ such
that for some t ∈ R IndGP (λδt ) occurs as a subrepresentation of L2(G/Γ).
Moreover, every arithmetic lattice in G is commensurable with one of the
lattices stated above1. Since all lattices in G are arithmetic [23], the earlier
statement can be made much stronger: for any lattice Γ of G, there is a finite
index subgroup Γ1 ⊂ Γ such that IndGP (λδt ) occurs as a subrepresentation of
L2(G/Γ1). Then we have:
Theorem 2.5. Let U ⊂ SL(n,R), n ≥ 3 be a rank-2 abelian subgroup
generated by Ui,j and Uk,ℓ where ui,j ∈ Ek,ℓ. Then the cocycle rigidity fails
for the U -action on SL(n,R)/Γ, where Γ is a lattice in SL(n,R). Especially,
since in SL(3,R) non of the higher rank unipotent subgroups can be embedded
in SL(2,R)× R, the cocycle rigidity fails for any abelian parabolic actions.
As an application of Theorem 2.3 we have
Theorem 2.6. Let U ⊂ SL(n,R), n ≥ 3 be a closed abelian subgroup
generated by root subgroups. If U contains a subgroup
1The comment was made by R. Howe and the proof will come in a separated paper.
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a rank-2 abelian subgroup generated by Ui,j and Uk,ℓ where ui,j ∈ E¯k,ℓ and
let V ⊂ SL(n,R) be an abelian unipotent subgroup containing U . Then a
smooth Ck-valued cocycle over the V -action on SL(n,R)/Γ, where Γ is a
lattice in SL(n,R), is smoothly cohomologous to a constant cocycle.
The paper is organized as follows: after recalling Meckey theory and basic
notations in Section 3, we give explicit calculations of some representations
of SL(2,R)⋉R2 and (SL(2,R)⋉R2)⋉R3; and give a detailed description of
group action for IndGP (λ
±
t ) in Section 4; we give the proof of Theorem 2.4 in
Section 5; we study the cohomological equation on SL(2,R)⋉R2, construct
smooth solutions and give Sobolev estimates of the solutions; based on the
conclusions for SL(2,R) ⋉ R2, we prove Theorem 2.1 and weak version of
cocycle rigidity for SL(2,R) ⋉ R2 in Section 6; we study strong and weak
version of cocycle rigidity on (SL(2,R) ⋉ R2) ⋉ R3 in Section 7; we use
conclusions in Section 7 to prove Theorem 2.3 in Section 8; we study dual
representation of SL(2,R) ⋉ R2 and then prove Theorem 2.2 in Section 9.
At the end of this paper we prove Theorem 2.6.
Acknowledgements. I would like to thank Roger Howe for many valuable
comments which improved the paper significantly. I would also like to thank
Anatole Katok and Giovanni Forni for their helpful comments. Thanks
also are due to Livio Flaminio for suggesting a method of obtaining tame
estimates in the centralizer direction.
3. Preliminaries on unitary representation theory
3.1. Direct integrals of unitary representations. Let (Z, µ) be a mea-
sure space, where µ is a σ-finite positive measure on Z. A field of Hilbert
spaces over Z is a family (H(z))z∈Z , where H(z) is a Hilbert space for each
z ∈ Z. Elements of the vector space ∏z∈Z H(z) are called vector fields over
Z.
A sequence (xn)n∈N of vector fields over Z is called a fundamental family
of measurable vector fields if the following properties are satisfied:
(1) for any m, n ∈ N, the function z → 〈xn(z), xm(z)〉 is measurable;
(2) for every z ∈ Z, the linear span of {xn(z) : n ∈ N} is dense in H(z).
Fix a fundamental family of measurable vector fields. A vector field x ∈∏
z∈Z H(z) is said to be a measurable vector field if all the functions
z → 〈x(z), xn(z)〉, n ∈ N
are measurable. In the sequel, we identify two measurable vector fields
which are equal µ-almost everywhere. A measurable vector field x is a
square-integrable vector field if∫
Z
‖x(z)‖dµ(z) <∞.
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The set H of all square-integrable vector fields is a Hilbert space for the
inner product
〈x(z), y(z)〉dµ(z), x, y ∈ H.
We write
H =
∫
Z
H(z)dµ(z)
and call H the direct integral of the field (H(z))z∈Z of Hilbert spaces over
Z. If H(z) = K for all z ∈ Z where K is a fixed Hilbert space, we can choose
a fundamental family of measurable vector fields such that the measurable
vector fields are the measurable mappings Z → K, with respect to the Borel
structure on K given by the weak topology. However, this is actually the
same as the Borel structure defined by the norm topology [34, Chapter 2.3].
Then ∫
Z
H(z)dµ(z) = L2(Z,K)
the Hilbert space of all square-integrable measurable mappings Z → K.
For every z ∈ Z, let T (z) be a unitary operator on H(z). We say that
(T (z))z∈Z is a measurable field of unitary operators on Z if all the functions
z → 〈T (z)x(z), y(z)〉, x, y ∈ H,
are measurable. In this case, we write
T =
∫
Z
T (z)dµ(z).
3.2. Unitary dual of S = SL(2,R). We list the conclusions in [10]. We
choose as generators for sl(2,R) the elements
X =
Ç
1 0
0 −1
å
, U =
Ç
0 1
0 0
å
, V =
Ç
0 0
1 0
å
.(3.1)
The Casimir operator is then given by
 := −X2 − 2(UV + V U),
which generates the center of the enveloping algebra of sl(2,R). The Casimir
operator  acts as a constant u ∈ R on each irreducible unitary represen-
tation space and its value classifies them into four classes. For Casimir pa-
rameter u of SL(2,R), let ν =
√
1− u be a representation parameter. Then
all the irreducible unitary representations of SL(2,R) must be equivalent to
one the following:
• principal series representations π±ν , u ≥ 1 so that ν = iR,
• complementary series representations πν , 0 < u < 1, so that 0 <
ν < 1,
• discrete series representations πν and π−ν , u = −n2 + n, n ≥ 1, so
that ν = 2n− 1,
• the trivial representation, u = 0.
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Any unitary representation (π,H) of SL(2,R) is decomposed into a direct
integral (see [5] and [24])
H =
∫
⊕
Hudµ(u)(3.2)
with respect to a positive Stieltjes measure dµ(u) over the spectrum σ().
The Casimir operator acts as the constant u ∈ σ() on every Hilbert space
Hu. The representations induced on Hu do not need to be irreducible. In
fact, Hu is in general the direct sum of an (at most countable) number of
unitary representations equal to the spectral multiplicity of u ∈ σ(). We
say that π has a spectral gap (of u0) if u0 > 0 and µ((0, u0]) = 0.
3.3. Introduction to Mackey representation theory. The problem of
determining the complete set of equivalence classes of unitary irreducible
representations of a general class of semi-direct product groups has been
solved by Mackey [21]. These results are summarized in this section with
explicit application to groups SL(2,R) ⋉ R2 and (SL(2,R) ⋉ R2) ⋉ R3 to
facilitate the study of cohomological equation and cocycle rigidity that fol-
lows. Let S be a locally compact group with a closed subgroup H. Let π be
a unitary representations of H on a Hilbert space H. Suppose S/H carries a
S-invariant σ finite measure µ. Choose a Borel map Λ : S/H → S such that
p◦Λ = Id, where p : S → S/H is the natural projection. The representation
π on H induces a representation π1 on S as:
(π1(g)f)(γ) = π
Ä
Λ(γ)−1sΛ(s−1γ)
ä
f(g−1γ)(3.3)
where s ∈ S, γ ∈ S/H and f ∈ L2(S/H,H, µ). More precisely, if g−1Λ(γ)
decomposes as
g−1Λ(γ) =
Ä
g−1Λ(γ)
ä
Λ
Ä
g−1Λ(γ)
ä
H
where
Ä
g−1Λ(γ)
ä
Λ
∈ Λ(S/H) and
Ä
g−1Λ(γ)
ä
H
∈ H, then (3.3) has the ex-
pression
(π1(g)f)(γ) = π(
Ä
g−1Λ(γ)
ä−1
H
)f(
Ä
g−1Λ(γ)
ä
Λ
).
The representation π1 is unitary and is called the representation of the group
S induced from π in the sense of Mackey and is denoted by IndSH(π). For
the cases of interest to us, the groups are very well behaved and satisfy the
requisite properties.
We list some of the identifications which are commonly used in the theory
of unitarily induced representations (see Proposition 5.1.3.2, 5.1.3.5 of [32],
[20, p. 123] and Proposition E.2.1 of [1]).
Proposition 3.1. (1) (Induction by stages) Let H and K be closed sub-
groups of S with K ⊂ H, and let τ be a unitary representation of
K. Then IndSH(Ind
H
K(τ)) is unitarily equivalent to Ind
S
K(τ),
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(2) Suppose
∫
Z τzdµ(z) is a unitary representation of H, then Ind
S
H(
∫
Z τzdµ(z))
is unitarily equivalent to
∫
Z Ind
S
H(τz)dµ(z),
(3) Let σ1 and σ2 be equivalent representations of H. Then Ind
S
H(σ1)
and IndSH(σ2) are unitarily equivalent.
Theorem 3.2. (Mackey theorem, see [34, Ex 7.3.4], [23, III.4.7]) Let S be
a locally compact group and N be an abelian closed normal subgroup of S.
We define the natural action of S on the group of characters N̂ of the group
N by setting
(sχ)(n) := χ(s−1ns), s ∈ S, χ ∈ N̂ , n ∈ N .
Assume that every orbit S · χ, χ ∈ N̂ is locally closed in N̂ . Then for any
irreducible unitary representation π of S, there is a point χ0 ∈ N̂ with Sχ0 its
stabilizer in S, a measure µ on N̂ and an irreducible unitary representation
σ of Sχ0 such that
(1) π = IndSSχ0 (σ),
(2) σ |N= (dim)χ0,
(3) π(x) =
∫“N χ(x)dµ(χ), for any x ∈ N ; and µ is ergodicly supported
on the orbit S · χ0.
3.4. Weak containment and tempered representations. In terms of
representations of the ∗-algebra of S (see [1] and [4]), for two unitary repre-
sentations ρ1 and ρ2 of S, we say that ρ1 is weakly contained in ρ2 if
‖ρ1(f)‖ ≤ ‖ρ2(f)‖, ∀f ∈ L1(S).
We write for this ρ1 ≺ ρ2.
A unitary representation ρ is said to be tempered if ρ is weakly contained
in the regular representation of S. If S is semisimple, then it is well-known
that every tempered representation of S has a spectral gap. For example,
if S = SL(2,R), then the discrete series and principal series representations
are tempered, while the complementary series representations are not (see
[10]). The following follows from (the proof) of [2, Lemma 14] and [8, Lemma
6.2]:
Theorem 3.3. Let Z be a standard Borel space and µ a positive measure
on Z. Let S be a separable locally compact group and π a representation of
S, and
π =
∫
Z
πxdµ(x)
a direct integral decomposition of π with respect to a measurable field z → πz
of representations of π. Then
(1) πz is weakly contained in π for almost all z ∈ Z;
(2) π is tempered if and only if πz for almost all z ∈ Z.
12 COHOMOLOGICAL EQUATION AND COCYCLE RIGIDITY
Even though it is assumed that µ is bounded in [2, Lemma 14], the proof
works for unbounded case as well without any change. On the other hand,
since Z is standard, we can always assume that the measure is bounded,
upon passing to one which is finite and has the same support. This changes
π but not the set of irreducible representations weakly contained in π.
3.5. Sobolev spaces and elliptic regularity theorem. Let π be a uni-
tary representation of a Lie group G with Lie algebra g on a Hilbert space
H = H(π).
Definition 3.4. For k ∈ N, Hk(π) consists of all v ∈ H(π) such that the
H-valued function g → π(g)v is of class Ck (H0 = H). For X ∈ g, dπ(X)
denotes the infinitesimal generator of the one-parameter group of operators
t→ π(exp tX), which acts on H as an essentially skew-adjoint operator. For
any v ∈ H, we also write Xv := dπ(X)v.
We shall call Hk = Hk(π) the space of k-times differentiable vectors for
π or the Sobolev space of order k. The following basic properties of these
spaces can be found, e.g., in [25] and [26]:
(1) Hk = ⋂m≤kD(dπ(Yj1) · · · dπ(Yjm)), where {Yj} is a basis for g, and
D(T ) denotes the domain of an operator on H.
(2) Hk is a Hilbert space, relative to the inner product
〈v1, v2〉G,k : =
∑
1≤m≤k
〈Yj1 · · · Yjmv1, Yj1 · · ·Yjmv2〉+ 〈v1, v2〉
(3) The spacesHk coincide with the completion of the subspaceH∞ ⊂ H
of infinitely differentiable vectors with respect to the norm
‖v‖G,k =
¶
‖v‖2 +
∑
1≤m≤k
‖Yj1 · · · Yjmv‖2
© 1
2 .
induced by the inner product in (2). The subspace H∞ coincides
with the intersection of the spaces Hk for all k ≥ 0.
(4) H−k, defined as the Hilbert space duals of the spaces Hk, are sub-
spaces of the space E(H) of distributions, defined as the dual space
of H∞.
We write ‖v‖k := ‖v‖G,k and 〈v1, v2〉k := 〈v1, v2〉G,k if there is no confusion.
Otherwise, we use subscripts to emphasize that the regularity is measured
with respect to G.
If G = Rn and H = L2(Rn), the square integrable functions on Rn,
then Hk is the space consisting of all functions on Rn whose first s weak
derivatives are functions in L2(Rn). In this case, we use the notationW k(Rn)
instead of Hk to avoid confusion. For any open set O ⊂ Rn, ‖·‖(Cr ,O) stands
for Cr norm for functions having continuous derivatives up to order r on O.
We also write ‖·‖Cr if there is no confusion.
We list the well-known elliptic regularity theorem which will be frequently
used in this paper (see [27, Chapter I, Corollary 6.5 and 6.6]):
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Theorem 3.5. Fix a basis {Yj} for g and set L2m =∑Y 2mj , m ∈ N. Then
‖v‖2m ≤ Cm(‖L2mv‖+ ‖v‖),
where Cm is a constant only dependent on m and {Yj}.
Suppose Γ is an irreducible torsion-free cocompact lattice in G. Denote
by Υ the regular representation of G on H(Υ) = L2(G/Γ). Then we have
the following subelliptic regularity theorem (see [14]):
Theorem 3.6. Fix {Yj} in g such that commutators of Yj of length at
most r span g. Also set L2m =
∑
Y 2mj , m ∈ N. Suppose f ∈ H(Υ) or a
distribution on G/Γ. If L2mf ∈ H(Υ) for any m ∈ N, then f ∈ H(Υ) and
satisfies
‖f‖ 2m
r
−1 ≤ Cm(‖L2mf‖+ ‖f‖),
where Cm is a constant only dependent on m and {Yj}.
Remark 3.7. The elliptic regularity theorem is a general property, while
the subelliptic regularity theorem can’t be applied without adopting extra
assumption. For example, if G/Γ is non-compact then the above theorem
fails.
3.6. Direct decompositions of Sobolev space. For any Lie group G of
type I and its unitary representation ρ, there is a decomposition of ρ into a
direct integral
ρ =
∫
Z
ρzdµ(z)(3.4)
of irreducible unitary representations for some measure space (Z, µ) (we refer
to [34, Chapter 2.3] or [23] for more detailed account for the direct integral
theory). All the operators in the enveloping algebra are decomposable with
respect to the direct integral decomposition (3.4). Hence there exists for all
s ∈ R an induced direct decomposition of the Sobolev spaces:
Hs =
∫
Z
Hszdµ(z)(3.5)
with respect to the measure dµ(z).
The existence of the direct integral decompositions (3.4), (3.5) allows us
to reduce our analysis of the cohomological equation to irreducible unitary
representations. This point of view is essential for our purposes.
3.7. The Fourier transform. Let N be a locally compact abelian group
with a Haar measure dn and denote by N̂ its dual group. The Fourier
transform of L1(N ) is obtained by restriction:
f̂(χ) =
∫
N
f(n)χ(n)dn, f ∈ L1(N ),
the bar denoting complex conjugation. In particular, f̂ belongs to C0(N̂ )
for all f ∈ L1(N ), where C0(N ) is the space of complex-valued continuous
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functions vanishing at infinity [6, pg. 93]. The space of functions S(N ),
known as the Schwartz-Bruhat space of N (rapidly decreasing functions on
N ), is defined such that it has the property: the Fourier transform induces
a topological isomorphism S(N ) ∼= S(N̂ ).
Theorem 3.8. For a suitable normalization of the dual Haar measure dn̂
on N̂ , we have:
(1) The Fourier transform f → f̂ from L1(N )⋂L2(N ) to L2(N̂ ) ex-
tends to an isometry from L2(N ) onto L2(N̂ ).
(2) If f ∈ L1(N ) and f̂ ∈ L1(N̂ ), then for almost every n ∈ N , f(n) =∫“N χ(n)f̂(χ)dχ.
(3) Every n ∈ N defines a unitary character η(n) on N̂ by the formula
η(n)(χ) = χ(n) for any χ ∈ N̂ . The canonical group homomorphism
η : N →”N is an isomorphism of topological groups.
(1), (2) and (3) in above theorem are called Plancherel’s Theorem, Fourier
Inversion Theorem and Pontrjagin’s Duality Theorem respectively. From
Plancherel’s Theorem, we see that Fourier Inversion Theorem extends to
L2(N ). We can and will always identify ”N with N and will take the nor-
malized dual Haar measure dn̂ on N̂ (relative to dn on N ).
3.8. Group algebra of locally compact groups. Let S be a locally com-
pact group, with a left invariant Haar measure ds. The convolution f1 ∗ f2
of two functions f1, f2 ∈ L1(S) is defined by
f1 ∗ f2(h) =
∫
S
f1(s)f2(s
−1h)ds.
The group convolution algebra L1(S), equipped with the involution f → f∗,
where
f∗(s) = δS(s−1)f
∨
(s), ∀s ∈ S,
δS denoting the modular function of group S and
∨ denoting reflection
(f∨(s) = f(s−1) for all s ∈ S), is a Banach ∗-algebra.
Let π be a unitary representations of S on a Hilbert space H with inner
product 〈 , 〉. The representation of π extends to a ∗-representation of L1(S):
for any f1, f2 ∈ L1(S)
π(f1 ∗ f2) = π(f1)π(f2) and π(f∗) = π(f)∗(3.6)
where π(f)∗ denotes the adjoint operator of π(f∗) and π(f) is the operator
on H for which
〈π(f)v,w〉 =
∫
S
f(s)〈π(s)v,w〉ds, ∀v, w ∈ H
for any f ∈ L1(S).
COHOMOLOGICAL EQUATION AND COCYCLE RIGIDITY 15
In particular, for the left regular representation Υ, Υ(f) is the operator
of left convolution by f on L2(S): Υ(f)g = f ∗ g for any g ∈ L2(S).
Let N be an abelian closed subgroup of S. For ξ, η ∈ H, consider the
corresponding matrix coefficient of π |N :
φξ,η(n) = 〈π(n)ξ, η〉, for any n ∈ N .
There exists a regular Borel measure µ on N̂ , called the associated measure
of π (with respect to N̂ ), such that ξ = ∫“N ξχdµ(χ), and
φξ,η(n) =
∫“N χ(n)〈ξχ, ηχ〉dµ(χ).(3.7)
The representation π |N extends to a ∗-representation on S(N̂ ): for any
f ∈ S(N̂ ), π̂(f) is the operator on H for which¨
π̂(f)ξ, η
∂
=
∫
N
¨
f̂(n)π(n)ξ, η
∂
dn, ∀ξ, η ∈ H.
Then we have¨
π̂(f)ξ, η
∂
=
∫
N
¨
f̂(n)π(n)ξ, η
∂
dn
(1)
=
∫
N
∫“N f̂(n)χ(n)〈ξχ, ηχ〉dµ(χ)dn
=
∫“N 〈ξχ, ηχ〉 ∫N f̂(n)χ(n)dndµ(χ) (2)= ∫“N f(χ)〈ξχ, ηχ〉dµ(χ).(3.8)
(1) follows from (3.7) and (2) holds by using Fourier Inversion Theorem.
Then we have
‖π̂(f)‖ ≤ ‖f‖∞, ∀f ∈ S(N̂ ),
which allows us to extend π̂ from S(N̂ ) to L∞(N̂ ) by taking strong limits
of operators and pointwise monotone increasing limits of non-negative func-
tions (see [19] for a detailed treatment). Hence π̂ is a homomorphism of
L∞(N̂ ) to bounded operators on H.
Lemma 3.9. Suppose (π,H) is isomorphic to another unitary representa-
tion (π1,H1) and the isomorphism is I, then
(1) I
Ä
π̂(f)(v)
ä
= π̂(f)(Iv) for any f ∈ L∞(N̂ ) and v ∈ H;
(2) if the associated measures of π and π1 are Lebesgue measures and
ξ =
∫
ξχdχ ∈ H and I(ξ) =
∫
ξ′χdχ ∈ H1, then ‖ξχ‖ = ‖ξ′χ‖ for
almost all χ.
Proof. (1) is clear from the definition. We just need to show (2). For any
Borel set B ⊂ N̂ , let XB denote the characteristic function of B. Use Lξ
(resp. LI(ξ)) to denote the set of Lebesgue points of the function: χ→ ‖ξχ‖
(resp. χ→ ‖ξ′χ‖).
Let B(λ, r) denote the ball centered at λ with radius r. Then by using
(3.8) and Lebesgue differentiation theorem (see Theorem 7.7 of [28]) for any
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λ ∈ Lξ ⋂LI(ξ) we have
‖ξλ‖2 = lim
r→0
1
µ(Br)
∫
B(λ,r)
‖ξy‖2dµ(y) = lim
r→0
1
µ(Br)
‖π̂(XB(λ,r))(ξ)‖2
(*)
= lim
r→0
1
µ(Br)
‖π̂(XB(λ,r))(Iξ)‖2 = lim
r→0
1
µ(Br)
∫
B(λ,r)
‖ξ′y‖2dµ(y)
= ‖ξ′χ‖2.
(∗) holds since it is a special case of (1). Then we finish the proof. 
Remark 3.10. For any unitarily equivalent representations (π,H) and
(π1,H1) over N , the associated measures are absolutely continuous with
respect to each other (see [34, Proposition 2.3.3]). Hence if one of the asso-
ciated measures is the Lebesgue measure, so is the other up to an isomor-
phism.
4. Explicit calculations based on Mackey theory
4.1. Dual action of SL(n,R) on Rn for regular representation. Recall
notations in Section 3.3. LetH = SL(n,R), n ≥ 2, N = Rn and S = H⋉Rn.
The action of H on Rn is given by usual matrix multiplication. The group
composition law is
(g1, v1)(g2, v2) = (g1g2, g
−1
2 v1 + v2).
The dual group ”Rn of Rn can be identified with Rn as follows. Fix a unitary
character ζ of the additive group of R distinct from the unit character. The
mapping
R
n →”Rn, v → ζv
is a topological group isomorphism, where ζv(x) is defined by e
xv
√−1 (see.
[33, Ch II-5, Theorem 3]). Under this identification, the dual action of H on”Rn corresponds to the standard adjoint H action (ρ(g)−1)τ on Rn. Therefore
the actions ofH in”Rn are algebraic and hence theH-orbits on”Rn are locally
closed [34]. There are only two orbits of S acting on Rn, namely the origin
and its complement. If π is an irreducible unitary representation of S such
that π |Rn (x) =
∫
R̂n
χ(x)dµ(χ) with µ supported on the origin then π |Rn is
trivial, and hence π factors to a representation of H. If µ is supported on
the complement, then there is no non-trivial Rn-vectors, and hence π is an
induced representation.
4.2. Unitary dual of S = SL(2,R) ⋉ R2 of no non-trivial R2-fixed
vectors. Write S in the form
Ç
a b v1
c d v2
å
, where
Ç
a b
c d
å
∈ SL(2,R) andÇ
v1
v2
å
∈ R2. The discussion in previous part shows that for the vector
Ç
0
1
å
,
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its stabilizer is isomorphic to the Heisenberg group
N =
{Ç1 x v1
0 1 v2
å
: x, v1, v2 ∈ R
}
.
Since SL(2,R)⋉R2/N is isomorphic to R2\(0, 0), we choose a Borel section
Λ : SL(2,R) ⋉ R2/N → SL(2,R) ⋉ R2 given by Λ(x, y) =
Ç
x 0
y x−1
å
. The
action of the group on the cosets is
g−1Λ(x, y) = Λ(dx− by, ay − cx)
Ç
1 −bx
−1
dx−by
0 1
å
where g =
Ç
a b
c d
å
. The action of the group on the section Λ is:
Λ(x, y)−1(g, v)Λ
Ä
(g, v)−1(x, y)
ä
=
ÇÇ
1 bx
−1
dx−by
0 1
å
,
Ç
v1(dx− by)−1
v2(dx− by)− v1(ay − cx)
åå
where v =
Ç
v1
v2
å
. Since the irreducible representations of S with µ supported
on the orbit of
Ç
0
1
å
are induced from irreducible representations on N which
is isomorphic to R, by using Theorem 3.8 we have
Lemma 4.1. The irreducible representations of SL(2,R)⋉R2 without non-
trivial R2-fixed vectors are parameterized by t ∈ R and the group action is
defined by
ρt : SL(2,R)⋉R
2 → B(Ht)
ρt(v)f(x, y) = e
(v2x−v1y)
√−1f(x, y),
ρt(g)f(x, y) = e
bt
√
−1
x(dx−by)f(dx− by,−cx+ ay);
and
‖f‖Ht = ‖f‖L2(R2),
where (g, v) =
(Ça b
c d
å
,
Ç
v1
v2
å )
∈ SL(2,R)⋉R2.
We choose a basis for the Lie algebra of sl(2,R) as in (3.1) and a basis
for R2 to be Y1 =
Ç
1
0
å
and Y2 =
Ç
0
1
å
. Then we get
X = −x∂x + y∂y, U = t0x−2
√−1− y∂x, V = −x∂y
Y1 = −y
√−1, Y2 = x
√−1.(4.1)
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4.3. Unitary dual of S = (SL(2,R)⋉R2)⋉R3 of no non-trivial R2-fixed
vectors. We consider the group (SL(2,R)⋉R2)⋉R3 which can be expressed
in the form
Ñ
a b u1 v1
c d u2 v2
0 0 1 v3
é
, where
Ç
a b
c d
å
∈ SL(2,R),
Ç
u1
u2
å
∈ R2 andÑ
v1
v2
v3
é
∈ R3. Let L =
Ñ
v1
v2
0
é
∈ R3 be the rank two subgroup of R3. Note
thatH = SL(2,R)⋉R2 and its action on R3 is the restriction of the standard
representation of SL(3,R) on R3. We choose a basis for the Lie algebra of
sl(2,R) ⋉R2 to be
X =
Ñ
1 0 0
0 −1 0
0 0 0
é
U1 =
Ñ
0 1 0
0 0 0
0 0 0
é
U2 =
Ñ
0 0 1
0 0 0
0 0 0
é
U3 =
Ñ
0 0 0
0 0 1
0 0 0
é
V1 =
Ñ
0 0 0
1 0 0
0 0 0
é
;
and a basis for R3 to be Y1 =
Ñ
1
0
0
é
, Y2 =
Ñ
0
1
0
é
and Y3 =
Ñ
0
0
1
é
.
Next, we will give a detailed description of irreducible representations of
S without no non-trivial L-fixed vectors.
For any h =
Ñ
a b u1
c d u2
0 0 1
é
∈ H and v =
Ñ
v1
v2
v3
é
∈ R3, the action of hτ on
v is:
hτv = (av1 + cv2, bv1 + dv2, u1v1 + u2v2 + v3)
τ .
This allows us to completely determine the orbits and the corresponding
representations. The orbits fall into two classes:
• if (v1, v2, v3) 6= (0, 0, v3), then the orbit is just the whole space except
the origin,
• if (v1, v2, v3) = (0, 0, v3), then the orbit is a single point (0, 0, v3)τ ∈
R
3 and its stabilizer is S.
For the second class, the corresponding representations are trivial on L.
Then we just need to focus on the first class. Using (??) we see that the
stabilizer N of
Ñ
1
0
0
é
in H is
Ñ
1 0 0
c 1 u2
0 0 1
é
, where (c, u2)
τ ∈ R2. Since
H/N is isomorphic to R3\(0, 0, 0)τ , a Borel section is given by Λ(x, y, z) =Ñ
x−1 y zx−1
0 x 0
0 0 1
é
. For g =
Ñ
a b u1
c d u2
0 0 1
é
, the action of the group on the
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cosets is
g−1Λ(x, y, z) = Λ(D,E,FD)
Ö
1 0 0
− cxD 1 cu1−au2−zx
−1c
D
0 0 1
è
where
D = −cy + xa, E = yd− bx
F = (azd− adu1x− cybu2 + au2yd+ cu1bx− czb)D−1.(4.2)
Then the action of the group on the section Λ is:
Λ(x, y, z)−1(g, v)Λ
Ä
(g, v)−1(x, y, z)
ä
= (P, V )
where v = (v1, v2, v3)
τ ∈ R3,
P =
Ö
1 0 0
c
xD 1
zx−1c−cu1+au2
D
0 0 1
è
and V =
Ñ
Dv1 − Ev2 −DFv3
D−1v2
v3
é
.
Let
p1 = c(xD)
−1 and p2 = z(xD)−1c− cu1D−1 + au2D−1.(4.3)
Note that the irreducible representations of S with µ supported on the orbit
of
Ñ
1
0
0
é
are induced from irreducible representations on N which is isomor-
phic to R2, then by using Theorem 3.8 we have
Lemma 4.2. All the irreducible representations of (SL(2,R) ⋉ R2) ⋉ R3
without non-trivial L-fixed vectors are induced representations and parame-
terized by t, r ∈ R2 and the group action is defined by
Π(t,r) : (SL(2,R) ⋉R
2)⋉R3 → B(H(t,r))
Π(t,r)(v)f(x, y, z) = e
(xv1−yv2−zv3)
√−1f(x, y, z),
Π(t,r)(g)f(x, y, z) = e
(p1r+p2t)
√−1f(D,E,FD);
and
‖f‖H(t,r) = ‖f‖L2(R3),
where g =
Ñ
a b u1
c d u2
0 0 1
é
and v = (v1, v2, v3)
τ ∈ R3. Here D, E, F are
defined in (4.2) and p1, p2 are defined in (4.3).
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Computing derived representations, we get
X = x∂x − y∂y, U1 = −x∂y, U2 = −x∂z,
U3 = y∂z +
√−1tx−1,
V1 = −y∂x +
√−1(r + tz)x−2,
Y1 = x
√−1, Y2 = −y
√−1, Y3 = −z
√−1.(4.4)
Remark 4.3. From the relation
Πt,r
ÄÑ1 0 c
0 1 0
0 0 1
éä
f(x, y, z) = f(x, y, z − cx), ∀ c ∈ R,
we see that the only vector in H(t,r) fixed by the one-parameter subgroupÑ
1 0 c
0 1 0
0 0 1
é
is zero, which implies that Πt,r |SL(2,R)⋉R2 has no non-trivial
R
2-invariant vectors.
Next, we will give a detailed description of IndGN (1), where G = SL(n,R),
n ≥ 2 and N is the stabilizer of the vector (1, 0, · · · , 0)τ ∈ Rn in G, which
has the form
Ç
1 v
0 A
å
, where vτ ∈ Rn−1 and A ∈ SL(n − 1,R). Let P the
maximal parabolic subgroup of G which stabilizes the line (R, 0, · · · , 0)τ .
4.4. Decomposition of IndGN into a direct integral. At first, we calcu-
late IndPN (1). Note that P/N is isomorphic to R\0. Choose a section given
by Λ(δ, x) = diag
Ä
sgn(δ)ex, sgn(δ)e−x, 1, · · · , 1
ä
, where δ = ±1. By Mackey
theory we see that the group action is defined by
γ : P → B(Hγ)
γ(
Ç
a v
0 A
å
)f(δ, x) = f(sgn(a)δ, x− log|a|),
and
‖f‖Hγ = ‖f(1, ·)‖L2(R) + ‖f(−1, ·)‖L2(R),
where a ∈ R\0, A ∈ GL(n− 1,R) and vτ ∈ Rn−1. Let H′γ = L2(R)×L2(R)
with norm
‖(f, g)‖H′γ = ‖f − g‖L2(R) + ‖f + g‖L2(R).
The group action is defined by
γ′ : P → B(H′γ)
γ′(
Ç
a v
0 A
å
)(f(x), g(x)) =
Ä
f(x− log|a|), sgn(a)g(x − log|a|)
ä
.
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Then the map Hγ F−→ H′γ :
f(δ, x)→
Ä
f(1, x) + f(−1, x), f(1, x)− f(−1, x)
ä
is a unitary equivalence over P . Reformulating terms by using Fourier In-
version Theorem, we have
(f(x), g(x)) =
Ä 1√
2π
∫
R
fˆ(t)etx
√−1dt,
1√
2π
∫
R
gˆ(t)etx
√−1dt
ä
and
γ′(
Ç
a v
0 A
å
)(f(x), g(x))
=
Ä 1√
2π
∫
R
fˆ(t)|a|−t
√−1etx
√−1dt,
1√
2π
∫
R
sgn(a)gˆ(t)|a|−t
√−1etx
√−1dt
ä
where hˆ(t) = 1√
2π
∫
R
h(x)e−tx
√−1dx for any h ∈ L2(R).
Hence we see that (γ′, H′γ) is unitarily equivalent to
∫
R
λ+−t⊕λ−−tdt where
λ±t is defined in (2.4) of Section 2.2.
(1) of Proposition 3.1 shows that Ind
SL(n,R)
N (1) is unitarily equivalent to
Ind
SL(n,R)
P (Ind
P
N (1)). By (3) of Proposition 3.1 and earlier arguments we
find that Ind
SL(n,R)
P (Ind
P
N (1)) is unitarily equivalent to Ind
SL(n,R)
P (
∫
R
λ+−t ⊕
λ−−tdt). Finally, (2) of Proposition 3.1 shows that Ind
SL(n,R)
P (
∫
R
λ+−t⊕λ−−tdt)
is unitarily equivalent to
∫
R
Ind
SL(n,R)
P (λ
+
−t ⊕ λ−−t)dt.
Remark 4.4. When n = 2 recall the well known fact that for any t ∈
R the principal series representation π±
t
√−1 of SL(2,R) is equivalent to
Ind
SL(2,R)
P (λ
±
t ). Then the earlier discussion shows that only principal se-
ries representations appear in ρ0 |SL(2,R)= IndSL(2,R)N (1).
Before proceeding further with the proof of Theorem 2.4, we list some
important properties of representation of semidirect product SL(n,R)⋉Rn
without non-trivial Rn-invariant vectors (see [7], [31] and [34]) which will be
frequently used in this paper:
Proposition 4.5. For any unitary representation π of SL(n,R)⋉Rn with-
out non-trivial Rn-fixed vectors, where SL(n,R) acts on Rn as the standard
representation, π contains no non-trivial SL(n,R)-fixed vectors either.
The proposition is a special case of Lemma 7.4 in [31], which follows from
Mackeys theory and Borel density theorem (see [34, Theorem 3.2.5]).
Recall the following direct consequence of the well known Howe-Moore
theorem on vanishing of the matrix coefficients at infinity [9]: if G is a simple
Lie group with finite center and ρ is a unitary representation of G without
a non-zero G-invariant vector and M is a closed non-compact subgroup of
G, then ρ has no M -invariant vector.
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Since SL(n,R), n ≥ 3 has Kazhdan’s property (T ) (see [10] and [23]), by
above proposition and Howe-Moore, we see that if n ≥ 3 π |SL(n,R) has a
spectral gap, that is, π |SL(n,R) is outside a fixed neighborhood of the trivial
representation of SL(n,R) in the Fell topology. When n = 2, SL(2,R) fails
to have property (T ), but the following result (see [7] and [34]) shows that
π |SL(2,R) also behaviors in a similar way:
Proposition 4.6. We assume notations in Proposition 4.5. If n = 2, then
π |SL(2,R) is tempered.
Remark 4.7. From arguments in Section 3.4, we see that π |SL(2,R) only
contains the principal series and discrete series of SL(2,R). If the attached
space of π is H and H is decomposed into a direct integral as described in
(3.2) of Section 3.2
H =
∫
⊕
Hudµ(u).
then above discussion shows that µ(0, 1) = 0.
We end this section by a standard result about cocycle equation:
Lemma 4.8. Suppose (π,H) is a unitary representation for a Lie group
G with Lie algebra g and u1, u2 ∈ g. Suppose there is no non-trivial u2-
invariant vectors (we call v ∈ H a u2-invariant vector if u2v = 0). If
f, g ∈ H satisfies the cocycle equation u1f = u2g and the equations u1h = g
has a solution h ∈ H2, then h also solves the equation u1h = g.
Proof. From u1h = g we have
u1u2h = u2(u1h) = u2g = u1f,
which implies that u2h = f since there is no non-trivial u2-invariant vectors.

5. Proof of Theorem 2.4
At the beginning, we give a detailed description of the group action of
IndGP (λ
±
t ). We recall the formula for the induced representation Ind
G
P (λ
±
t )
(see [18] and [32]). Consider the Langlands decomposition of P : P =
MAPN . Denote by N¯ the unipotent radical of the opposite parabolic sub-
group to P with the common Levi subgroup MAP . Note that N¯P is a
dense open submanifold of G whose complement has zero Haar measure. If
g ∈ N¯P decomposes under the decomposition N¯P , we denote by P (g) the
P -component of g. If g decomposes under N¯MAPN as
g = n¯(g)m(g) exp a(g)n(g),
then the action is given by
IndGP (λ
±
t )(g)f(x) = e
−δ0(a(g−1x))λ±t (P (g
−1x)−1)f(n¯(g−1x))
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for any f ∈ L2(N¯ , dx) and x ∈ N¯ , where δ0 is the half sum of positive N -
roots. We write an element of N¯ as x = (1, x1, · · · , xn−1)τ . We choose a basis
for the Lie algebra of sl(n,R) to be ui,j, 1 ≤ i 6= j ≤ n and Xi, 1 ≤ i ≤ n−1,
where ui,j are defined in Section 2.2 and Xi = diag(0, · · · , 1
i
,−1
i+1
, · · · , 0).
Let gti,j = exp(tui,j) and h
t
i = exp(tXi), t ∈ R. The realization of the
representation IndGP (λ
±
t ) on L
2(N¯ , dx) can be formulated as follows:
IndGP (λ
±
t )(h
s
i )f(x1, · · · , xn−1)
=

 e
sn/2ets
√−1f(e2sx1, esx2 · · · , esxn−1), i = 1
f(x1, · · · , e−sxi−1, esxi · · · , xn−1), i ≥ 2;
and has the following expressions
IndGP (λ
±
t )(g
s
i,j)f(x1, · · · , xn)
=


|1− xj−1s|−n/2−t
√−1ε±(1− xj−1s)
· f( x1
1− xj−1s , · · · ,
xn−1
1− xj−1s), i = 1, j ≥ 2,
f(x1, · · · , xi−1 − sxj−1, · · · , xn−1), i ≥ 2, j 6= 1,
f(x1, · · · , xi−1 − s, · · · , xn−1), i ≥ 2, j = 1.
Since the one-parameter subgroups gti,j and h
t
ℓ generate SL(n,R), the actions
of these subgroups determine the group action of SL(n,R). Computing
derived representations, we get
Xi =


(
n
2
+ t
√−1) + 2x1∂x1 +
n−1∑
k=2
xk∂xk , i = 1,
− xi−1∂xi−1 + xi∂xi , i ≥ 2,
(5.1)
and
ui,j =


(
n
2
+ t
√−1)xj−1 +
n−1∑
k=1
xj−1xk∂xk , i = 1, j ≥ 2,
− xj−1∂xi−1 , i ≥ 2, j 6= 1,
− ∂xi−1 , i ≥ 2, j = 1.
(5.2)
We are now in a position to proceed with the proof of Theorem 5. Noting
that the Weyl group is the symmetric group Sn which operates simply tran-
sitive on the set of Weyl chambers, we may assume that one element in the
pair ui,j and uk,ℓ is u2,1. By assumption, the other one is u2,j or uj,1, j ≥ 3.
Let h(x1, · · · , xn−1) = p(x1)p(x2) · · · p(xn−1) where p is a smooth function
with compact support over R satisfying the following two conditions: p ≥ 0
and p = 1 on [−1, 1].
Case 1. The pair is u2,1 and u2,j, j ≥ 3.
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Let g = h and f = g · xj−1. From relations in (5.1) and (5.2), it is easy
to check that f and g are smooth vectors for IndGP (λ
±
t ). Using relations in
(5.2) we have
u2,1f = −∂x1f = −xj−1∂x1g = u2,jg.(5.3)
If u2,1ω = g where ω ∈ L2(Rn−1), then −∂x1ω = g. Taking fourier transfor-
mation on factor x1, we have
−√−1ωˆξ(ξ, x2, · · · , xn−1) · ξ = pˆ(ξ)p(x2) · · · p(xn−1)(5.4)
where
pˆ(ξ) =
1√
2π
∫
p(y)e−yξ
√−1dy, and
ˆ̟ ξ(ξ, x2 · · · , xn−1) = 1√
2π
∫
ω(x1, · · · , xn−1)e−x1ξ
√−1dx1.
Then ωˆξ ∈ L2(Rn) and pˆ is a continuous function. Then we have
ωˆξ =
Ä√−1pˆ(ξ) · ξ−1äp(x2) · · · p(xn−1).
Since pˆ(0) = 1√
2π
∫
p(y)dy > 0 by assumption, ωˆξ /∈ L2(Rn). Then we get
a contradiction. Note that the equation u2,jω = f is also equivalent to the
earlier equation −∂x1ω = g. Thus we proved the claim for the pair u2,1 and
u2,j, j ≥ 3.
Case 2. The pair is u2,1 and uj,1, j ≥ 3.
Under the permutation (1, j) the pair changes to u2,j and u1,j . Then we
can consider the pair u2,j and u1,j instead. Let
g = (
n
2
+ t
√−1)h− h+
n−1∑
k=1
xk∂xkh and f = −∂x1h.
Obviously, f and g are smooth vectors for IndGP (λ
±
t ). Using relations in (5.2)
we have
u1,jf = −(n
2
+ t
√−1)xj−1∂x1h−
n−1∑
k=1
xj−1xk∂xk∂x1h
= −xj−1∂x1
(
(
n
2
+ t
√−1)h− h+
n−1∑
k=1
xk∂xkh
)
= −xj−1∂x1g = u2,jg.
If u2,jω = f where ω ∈ L2(Rn−1), then
xj−1∂x1ω − ∂x1h = 0.
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Let Aǫ = {x ∈ R : |x| ≥ ǫ} and 1Aǫ(xj−1) be the indicator function for the
set Aǫ. Multiplying 1Aǫ(xj−1) to each side the above equation we get
0 = (xj−1∂x1ω − ∂x1h)1Aǫ(xj−1)
= xj−1∂x1
Ä
ω · 1Aǫ(xj−1)− h · x−1j−11Aǫ(xj−1)
ä
= −u2,j
Ä
ω · 1Aǫ(xj−1)− h · x−1j−11Aǫ(xj−1)
ä
for any ǫ > 0. Since ω ·1Aǫ(xj−1) and h·x−1j−11Aǫ(xj−1) are both in L2(Rn−1),
by Howe-Moore,
ω · 1Aǫ(xj−1)− h · x−1j−11Aǫ(xj−1) = 0.
Thus ω+h ·x−1j−1 = 0 follows immediately from the arbitrariness of ǫ, which
means that h · x−1j−1 ∈ L2(Rn−1). Then we get a contradiction. If u1,jω = g
where ω ∈ L2(Rn−1), then Theorem 2.1 (the proof is in the next section)
shows that ω is a smooth vector for IndGP (λ
±
t ). It follows from Howe-moore
and Lemma 4.8 that ω also solves the equation u2,jω = f , which contradicts
the assumption of f by the earlier argument. Hence we proved the claim for
the pair u2,1 and uj,1.
6. Coboundary for the unipotent flow of SL(n,R), n ≥ 3
In this section, G always denotes a Lie group G with finite center, g de-
notes its Lie algebra and (π, H) denotes a non-trivial unitary representation
of G. We recall that for a flow ψt on G we say that F ∈ H is a coboundary
for the flow if there is a solution f ∈ H to the cohomological equation
d
dt
f ◦ ψt
∣∣∣
t=0
= F.
In this section we will study the solution of the cohomological equation for
various types of Lie group G.
6.1. Coboundary for the horocycle flow of G = SL(2,R). Recall no-
tations in Section 3.2 and 3.5. For the classical horocycle flow defined by
the sl(2,R)-matrix U =
Ç
0 1
0 0
å
, there is a classification of the obstructions
to the solution of the cohomological equation established by Flaminio and
Forni [5]. That is, for any F ∈ H∞, we know precisely the condition under
which the equation Uf = F has a solution f . Let
EU(H) = {D ∈ E(H) : LUD = 0} and H−kU = {D ∈ H−k : LUD = 0}.
Theorem 6.1. Suppose π has a spectral gap of u0. For all F ∈ Hs, if
D(g) = 0 for all D ∈ H−kU and t < s − 1, then the equation Uf = F has a
solution f ∈ Ht, which satisfies the Sobolev estimates ‖f‖t ≤ Ct,s,u0‖F‖s.
Remark 6.2. In fact, the above theorem applies to any irreducible unita-
rizable representations of sl(2,R); that is, those representations that arise
as the derivatives of irreducible unitary representations of some Lie group
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whose Lie algebra is sl(2,R). In fact, all such representations can be realized
from irreducible unitary representations of some finite cover of SL(2,R). In
turn, all of these are unitarily equivalent to irreducible representations of
SL(2,R) itself [10].
6.2. Coboundary for unipotent flows in any Lie group G. We present
two technical results in this part, which are suggested by L. Flaminio.
Lemma 6.3 and the “centralizer trick” in Proposition 6.4 will pay a key
role in next section.
Lemma 6.3. Suppose G is a simple Lie group and π contains no non-trivial
G-invariant vectors. Also suppose {exp(tY )}t∈R is a non-compact subgroup
for some Y ∈ g. For any v1, v2 ∈ H, if 〈v1, uh〉 = 〈v2, Y uh〉 for any
h ∈ H∞, then v1 = −Y v2.
Proof. Thanks to Howe-Moore, we see that π has no non-trivial Y -invariant
vectors. Since the orthogonal complement of Y -coboundary are the Y -
invariant vectors, which by earlier discussion are zero, we see that v1 =
−Y v2. 
Suppose u ∈ g is a nilpotent element. The Jacobson-Morosov theorem
asserts the existence of an element u′ ∈ g such that {u, u′, [u, u′]} span a
three-dimensional Lie algebra gu isomorphic to sl(2,R). Set Gu to be the
connected subgroup in G with Lie algebra spanned by {u, u′, [u, u′]}. Since
G has finite center, Gu is isomorphic to a finite cover of PSL(2,R). We have
the following result which can be viewed as an extension of Theorem 6.1.
Proposition 6.4. Suppose there is a spectral gap of u0 for (π |Gu , H).
Suppose g ∈ H∞ and D(g) = 0 for all D ∈ EU (H), where U = {exp(tu)}t∈R.
Fix a norm | · | on g. Set
Nu = {Y ∈ g : |Y | ≤ 1 and [Y, u] = au, for some constant a ∈ R}.
Then the cohomological equation uf = g has a solution f ∈ H which satisfies
the Sobolev estimate
‖Y mf‖Gu,t ≤ Cu0,m,s,t‖g‖s, ∀Y ∈ Nu(6.1)
if t+m < s− 1.
Proof. As a direct consequence of Theorem 6.1 and Remark 6.2 we see that
the cohomological equation uf = g has a solution f ∈ H with estimates
‖f‖Gu,t ≤ Cs,t,u0‖g‖s(6.2)
if t < s− 1. As a first step to get the Sobolev estimates along Nu, we prove
the following fact:
Fact (∗): if D ∈ EU (H) then YD ∈ EU (H) for any Y ∈ Nu.
By definition YD(h) = −D(Y h) for any h ∈ H∞. Then
(uYD)(h) = D(Y uh) = D(uY h) + aD(uh)
= −(uD)(Y h)− a(uD)(h) = 0,
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which proves Fact (∗).
For any Y ∈ Nu, from Fact (∗) we see that D(Y g) = 0 for any D ∈ EU (H).
Then Theorem 6.1 and Remark 6.2 imply that the equation uf1 = Y g has
a solution f1 ∈ H with sobolev estimates
‖f1‖Gu,t ≤ Cs,t,u0‖Y g‖s ≤ Cs,t,u0‖g‖s+1(6.3)
if t < s− 1. On the other hand, for any h ∈ H∞ we have
−〈f1, uh〉 = 〈uf1, h〉 = 〈Y g, h〉 = −〈g, Y h〉 = −〈uf, Y h〉
= 〈f, uY h〉 = 〈f, (Y u− au)h〉.
This shows that Y f = f1−af by Lemma 6.3. From (6.2) and (6.3) we have
‖Y f‖Gu,t = ‖f1 − af‖Gu,t ≤ Cs,t,u0‖g‖s+1
if t < s− 1. Then we just proved (6.1) when m = 1. By induction suppose
(6.1) holds when m ≤ k. Next we will prove the case when m = k + 1. By
induction for any j ≥ 1 we have
Y ju = uY j + pj−1(Y )u(6.4)
where pj−1 is a polynomial of degree j − 1 with coefficients determined by
commutator relations in g.
Fact (∗) shows that D
Ä
Y k+1g − pk(Y )g
ä
= 0 for all D ∈ EU (H). Then it
follows from Theorem 6.1 and Remark 6.2 that the equation
ufk+1 = Y
k+1g − pk(Y )g
has a solution fk+1 ∈ H with Sobolev estimates
‖fk+1‖Gu,t ≤ Cs,t,u0‖Y k+1g − pk(Y )g‖s ≤ Cs,t,u0‖g‖s+k+1(6.5)
if t < s− 1. On the other hand, for any h ∈ H∞ we have
−〈fk+1, uh〉 = 〈ufk+1, h〉 = 〈Y k+1g − pk(Y )g, h〉
= 〈g, (−1)k+1Y k+1h− p′k(Y )h〉
= 〈uf, (−1)k+1Y k+1h− p′k(Y )h〉
= 〈f, (−1)k+1uY k+1h− up′k(Y )h〉,(6.6)
where p′k is the adjoint polynomial of pk. Keeping using relation (6.4) we
see that there exists a polynomial p′′k of degree k such that
(−1)k+1uY k+1 − up′k(Y ) = (−1)k+1Y k+1u− p′′k(Y )u.
Substituting the above relation into (6.6) we have
−〈fk+1, uh〉 = 〈f, (−1)k+1Y k+1uh− p′′k(Y )uh〉
= −〈Y kf, Y uh〉 − 〈p′′′k (Y )f, uh〉,
where p′′′k is the adjoint polynomial of p
′′
k. This shows that
Y k+1f = −fk+1 + p′′′k (Y )f
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by Lemma 6.3. From (6.2) and (6.5) we have
‖Y k+1f‖Gu,t = ‖fk+1 + p′′′k (Y )f‖Gu,t ≤ Cs,t‖g‖s+k+1
if t < s − 1. Then we proved the case when m = k + 1 and thus finish the
proof. 
6.3. Coboundary for the unipotent flow in irreducible component
of G = SL(2,R)⋉R2. In this section we take notations in Section 4.2. Let
G′ denote the subgroup
Ç
a 0 v1
c a−1 v2
å
, where a ∈ R+ and c, v1, v2 ∈ R.
The Lie algebra of G′ is generated by X, V , Y1 and Y2. Our contention is:
Theorem 6.5. For any irreducible component (ρt, Ht) of SL(2,R)⋉R2,
(1) if the cohomological equation V f = g has a solution f ∈ H∞t , then
f satisfies
‖f‖s ≤ Cs‖g‖s+6, ∀ s ≥ 0.
(2) suppose t 6= 0. If g, UY2g ∈ (Ht)∞G′ and
∫∞
−∞ g(x, y)dy = 0 for almost
all x ∈ R, then the cohomological equation V f = g has a solution
f ∈ (Ht)∞G′.
(3) suppose t 6= 0. If g ∈ H∞t and
∫∞
−∞ g(x, y)dy = 0 for almost all
x ∈ R, then the cohomological equation V f = g has a solution f ∈ Ht
such that UY2f ∈ (Ht)∞G′ .
(4) suppose t 6= 0. If g ∈ H∞t and
∫∞
−∞ g(x, y)dy = 0 for almost all
x ∈ R, then the cohomological equation V f = g has a solution f ∈ Ht
such that Uf ∈ (Ht)∞G′ .
(5) suppose t 6= 0. If g ∈ H∞t and
∫∞
−∞ g(x, y)dy = 0 for almost all
x ∈ R, then for any n ∈ N, the cohomological equation V f = g has a
solution f ∈ Ht such that U jf, UY2U jf ∈ (Ht)∞G′ for any 0 ≤ j ≤ n.
(6) suppose t 6= 0. If g ∈ H∞t and
∫∞
−∞ g(x, y)dy = 0 for almost all x ∈
R, then the cohomological equation V f = g has a solution f ∈ H∞t
satisfying
‖f‖s ≤ Cs‖g‖s+6, ∀ s ≥ 0.
(7) if g ∈ H∞t and
∫∞
−∞ g(x, y)dy = 0, then the cohomological equation
V f = Y2g has a solution f ∈ H∞t satisfying
‖f‖s ≤ Ct‖g‖s+7, ∀ s ≥ 0.
(8) if g ∈ H∞t and the cohomological equation V f = g has a solution
f ∈ Ht, then f ∈ H∞t and satisfies
‖f‖s ≤ Cs‖g‖s+6, ∀ s ≥ 0.
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The subsequent discussion will be devoted to the proof of this theorem.
Definition 6.6. For any function f(x, y) on R2 and any x ∈ R, we associate
a function fx defined on R by fx(y) = f(x, y). Then for any function
f(x1, · · · , xn) on Rn and (xk1 , · · · , xkm) ∈ Rm, fxk1 ,··· ,xkm is an obviously
defined function on Rn−m.
The following lemma gives the necessary condition under which there
exists a solution to the cohomological equation V f = g in each irreducible
component (ρt, Ht):
Lemma 6.7. Suppose g ∈ Ht and Y1g ∈ Ht. Then
(1)
∫∞
−∞ |g(x, y)|dy <∞ for almost all x ∈ R.
(2) if the cohomological equation V f = g has a solution f ∈ Ht, then∫∞
−∞ g(x, y)dy = 0 for almost all x ∈ R.
(3) if Y 21 g ∈ Ht and
∫∞
−∞ g(x, y)dy = 0, then f(x, y) =
∫∞
0 g(x, t + y)dt
is an element in Ht with the estimate
‖f‖ ≤ 2(‖g‖ + ‖Y1g‖+ ‖Y 21 g‖).
Proof. Proof of (1) For any h(x, y) ∈ L2(R2) denote by Ωh ⊂ R a full
measure set such that hx ∈ L2(R) for any x ∈ Ωh. For any x ∈ Ωg ⋂ΩY1g
we have ∫
R
|g(x, y)|dy
=
∫
|y|≤1
|g(x, y)|dy +
∫
|y|>1
|g(x, y)|dy
(1)
≤
Ä∫
|y|≤1
|g(x, y)|2dy
ä 1
2+
∫
|y|>1
|g(x, y)y · y−1|dy
(2)
≤
Ä∫
R
|g(x, y)|2dy
ä 1
2+
Ä∫
|y|>1
∣∣∣Y1g(x, y)∣∣∣2dyä 12 ·Ä∫
|y|>1
y−2dy
ä 1
2
≤
Ä∫
R
|g(x, y)|2dy
ä 1
2+
Ä∫
|y|>1
∣∣∣Y1g(x, y)∣∣∣2dyä 12
≤ ‖gx‖L2(R) + ‖(Y1g)x‖L2(R),(6.7)
where ‖·‖L2(R) is the standard L2 norm for functions over R. Note that
(1) and (2) follow from Cauchy-Schwarz inequality. The above calculations
show that gx ∈ L1(R) for any x ∈ Ωg ⋂ΩY1g, which proves the claim.
Proof of (2) By relations in (4.1) of Lemma 4.1, the equation V f = g
has the expression
−x∂yf = g.
Taking fourier transformation on factor y, we have
−fˆξ(x, ξ) · xξ
√−1 = gˆξ(x, ξ)(6.8)
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where
kˆξ(x, ξ) =
1√
2π
∫
k(x, y)e−yξ
√−1dy, where k = f or g.
The earlier result shows that for any x ∈ Ωg ⋂ΩY1g, (gˆξ)x are continuous
functions and gˆξ(x, 0) =
∫
g(x, y)dy. From (6.8) we see that (gˆξ)x · ξ−1 ∈
L2(R) for any x ∈ Ωfˆ\0, which implies that∫
g(x, y)dy = gˆξ(x, 0) = 0
for any x ∈ (Ωgˆ ⋂Ωfˆ )\0.
Proof of (3) The earlier discussion shows that f is measurable. Note
that
|f(x, y)|2 ≤ 2
Ä∫ 1
0
|g(x, t + y)|dt
ä2
+2
Ä∫ ∞
1
|g(x, t + y)|dt
ä2
.
When y ≥ 0, we will get estimates for the above two terms respectively. We
have ∫
y≥0
Ä∫ 1
0
|g(x, t+ y)|dt
ä2
dxdy
(1)
≤
∫
0≤y<1
Ä∫ y+1
y
|g(x, t)|2dt
ä
dxdy +
∫
y≥1
Ä∫ y+1
y
|g(x, t)|2dt
ä
dxdy
≤
∫
R
∫ 2
0
|g(x, t)|2dtdx+
∫
y>1
Ä∫ y+1
y
|g(x, t)t|2 · t−2dt
ä
dxdy
≤ ‖g‖2 +
∫
y≥1
Ä∫ y+1
y
|(Y1g)(x, t)|2dtdx
ä
·y−2dy
≤ ‖g‖2 + ‖Y1g‖2 ·
∫
y≥1
y−2dy
= ‖g‖2 + ‖Y1g‖2,(6.9)
and ∫
y≥0
Ä∫ ∞
1
|g(x, t+ y)|dt
ä2
dxdy
=
∫
y≥0
Ä∫ ∞
1+y
|g(x, t)|dt
ä2
dxdy
≤
∫
y≥0
Ä∫ ∞
1+y
|g(x, t)t2 · t−2|dt
ä2
dxdy
(2)
≤
∫
y≥0
Ä∫ ∞
1+y
∣∣∣Y 21 g(x, t)∣∣∣2dt ·
∫ ∞
1+y
∣∣∣t2∣∣∣−2dtädxdy
≤
∫
R2
∣∣∣Y 21 g(x, t)∣∣∣2dtdx ·
∫
y≥0
∫ ∞
1+y
∣∣∣t|−4dtdy
≤ 1
6
‖Y 21 g‖2.(6.10)
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Note that (1) and (2) follow from Cauchy-Schwarz inequality. This shows
that ∫
y≥0
|f(x, y)|2dxdy ≤ 2(‖g‖2 + ‖Y1g‖2 + 1
6
‖Y 21 g‖2).
Since f(x, y) =
∫ 0
−∞ g(x, t + y)dt by assumption, we also have
|f(x, y)|2 ≤ 2
Ä∫ 0
−1
|g(x, t + y)|dt
ä2
+2
Ä∫ −1
−∞
|g(x, t + y)|dt
ä2
.
In exactly the same manner as before we find that∫
y<0
|f(x, y)|2dxdy ≤ 2(‖g‖2 + ‖Y1g‖2 + 1
6
‖Y 21 g‖2).
Hence we haveÄ∫
|f(x, y)|2dxdy
ä 1
2≤ 2(‖g‖ + ‖Y1g‖+ 1
6
‖Y 21 g‖),
which proves the claim. 
The crucial step in proving Theorem 6.5 is:
Lemma 6.8. For any irreducible component (ρt, Ht) of SL(2,R) ⋉ R2, if
g ∈ (Ht)∞G′ and
∫∞
−∞ g(x, y)dy = 0 for almost all x ∈ R, then
(1) the cohomological equation V f = Y2g has a solution f ∈ Ht with the
estimate ‖f‖ ≤ 2‖g‖2.
(2) further, f is in (Ht)∞G′ and satisfies the Sobolev estimates
‖f‖G′,r ≤ Cr‖g‖G′,r+3, ∀ r > 0.(6.11)
Proof. The proof is divided in two parts: in the first part, we construct
explicitly a solution in H and then give Sobolev estimates of the solution in
the second part.
Part I: Construction of the solution Recall notations in Section 3.5.
Let Ω = {(x, y) ∈ R2 : x 6= 0}, Ωa,b = {(x, y) ∈ R2 : |x| ≥ a, y ≥ b} and
Ωya = {y ∈ R : y ≥ a}. Using relations in (4.1) of Lemma 4.1 we have
x2∂x = Y2X
√−1− Y1V
√−1 and then
∂x∂x ◦ Y 42 + ∂y∂y ◦ Y 42
= −(Y2X − Y1V )2 − 12Y 22 + 6Y2(Y2X − Y1V )− V 2Y 22 .(6.12)
For the vector fields ∂x and ∂y ∂x∂x + ∂y∂y is the Laplace operator. By
elliptic regularity theorem we find that Y 42 g ∈ W 2(R2) with the Sobolev
estimate
‖Y 42 g‖W 2(R2) ≤ C‖∂x∂x(Y 42 g) + ∂y∂y(Y 42 g)‖ + C‖Y 42 g‖ ≤ C‖g‖4.
Further, Sobolev imbedding theorem implies that
‖g · x4‖C0 = ‖Y 42 g‖C0 ≤ C‖Y 42 g‖W 2(R2) ≤ C‖g‖G′,4.(6.13)
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Note that Y1 = −y
√−1 and V = −x∂y. In (6.13), by substituting g with
Y 21 g and V g respectively, we get
‖g · y2x4‖C0 = ‖Y 21 g · x4‖C0 ≤ C‖Y 21 g‖4 ≤ C‖g‖G′,6, and
‖∂yg · x5‖C0 = ‖V g · x4‖C0 ≤ C‖V g‖4 ≤ C‖g‖G′,5.(6.14)
Let f(x, y) = − ∫∞0 g(x, t + y)dt. Lemma 6.7 shows that f ∈ Ht with the
estimate ‖f‖ ≤ 2‖g‖2. For any x 6= 0 we have
∂yf(x, y) = − ∂
∂y
∫ ∞
0
g(x, t+ y)dt = −
∫ ∞
0
∂
∂y
g(x, t + y)dt
= −
∫ ∞
0
∂
∂t
g(x, t+ y)dt = g(x, y).
Of course, to justify differentiation under the integral sign, we must prove
that
∫∞
0
∂
∂tg(x, t + y)dt is a uniformly convergent integral. From above,
however, we note that∣∣∣∫ ∞
r
∂
∂t
g(x, t+ y)dt
∣∣∣= |g(x, r + y)|.
So by (6.14) for any a > 0 and b ∈ R, we can always make |gx(r + y)|
uniformly small on the set Ωa,b by choosing r large enough. Therefore
∂yf(x, y) = g(x, y) on Ω × R. Recall relations in (4.1). Hence we showed
that
V (f
√−1) = Y2g.(6.15)
Hence we proved the first claim.
Part II: Sobolev estimates of the solution on G′.
Sobolev estimates along Y2. Note that for any n ∈ N,∫ ∞
−∞
(Y n2 g)(x, y)dy = 0
for almost all x ∈ R and
(Y n2 f)(x, y) = −
∫ ∞
0
(Y n2 g)(x, t + y)dt.
Then it follows from (3) of Lemma 6.7 that
‖Y n2 f‖ ≤ C‖Y n2 g‖2 ≤ C‖g‖G′,n+2, ∀n ∈ N.(6.16)
Sobolev estimates along V . Using (6.15) we see that
‖V nf‖ = ‖V n−1Y2g‖ ≤ ‖g‖G′,n ∀n ∈ N.(6.17)
Sobolev estimates along Y1. By relations in (4.1), we see that
(Y n1 f)(x, y) = −
∫ ∞
0
g(x, t+ y)yndt.
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From the relation
|(Y n1 f)(x, y)|2 ≤ 2
Ä∫ 1
0
|g(x, t+ y)yn|dt
ä2
+2
Ä∫ ∞
1
|g(x, t+ y)yn|dt
ä2
,
it suffices to get estimates for the above two terms respectively. For any
n ∈ N we have ∫
y≥0
Ä∫ 1
0
∣∣∣g(x, t + y)yn∣∣∣dtä2dxdy
≤
∫
y≥0
Ä∫ 1
0
∣∣∣g(x, t + y)(t+ y)n∣∣∣dtä2dxdy
=
∫
y≥0
Ä∫ 1
0
∣∣∣(Y n1 g)(x, t+ y)∣∣∣dtä2dxdy
and ∫
y≥0
Ä∫ ∞
1
∣∣∣g(x, t+ y)yn∣∣∣dtä2dxdy
≤
∫
y≥0
Ä∫ ∞
1
∣∣∣g(x, t+ y)(t+ y)n∣∣∣dtä2dxdy
=
∫
y≥0
Ä∫ ∞
1
∣∣∣(Y n1 g)(x, t + y)∣∣∣dtä2dxdy.
In (6.9) and (6.10) substituting g with Y n1 g we get∫
y≥0
Ä∫ 1
0
∣∣∣g(x, t + y)yn∣∣∣dtä2dxdy ≤ ‖Y n1 g‖2 + ‖Y n+11 g‖2 and∫
y≥0
Ä∫ ∞
1
∣∣∣g(x, t + y)yn∣∣∣dtä2dxdy ≤ 1
6
‖Y n+21 g‖2,(6.18)
which gives∫
y≥0
|Y n1 f(x, y)|2dxdy ≤ ‖Y n1 g‖2 + ‖Y n+11 g‖2 +
1
6
‖Y n+21 g‖.
By assumption, we also have (Y n1 f)(x, y) =
∫ 0
−∞ g(x, t + y)y
ndt and the
relation
|(Y n1 f)(x, y)|2 ≤ 2
Ä∫ 0
−1
|g(x, t + y)yn|dt
ä2
+2
Ä∫ −1
−∞
|g(x, t+ y)yn|dt
ä2
.
In exactly the same manner as before we find that∫
y<0
|Y n1 f(x, y)|2dxdy ≤ ‖Y n1 g‖2 + ‖Y n+11 g‖2 +
1
6
‖Y n+21 g‖.(6.19)
For any n ∈ N the above discussion gives
‖Y n1 f‖ ≤ 2(‖Y n1 g‖+ ‖Y n+11 g‖+ ‖Y n+21 g‖) ≤ 2‖g‖G′ ,n+2.(6.20)
Sobolev estimates along X. Using relations in (4.1) we get
x2y3∂x = Y
3
1 Y2X − Y 41 V.
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In (6.13), by substituting g with Y 31 Y2Xg − Y 41 V g, we get
‖∂xg · x6y3‖C0 = ‖(Y 31 Y2Xg − Y 41 V g)x4‖C0
≤ C‖Y 31 Y2Xg − Y 41 V g‖G′,4
≤ C‖g‖G′,9.(6.21)
Since g ∈ H∞, (1) of Lemma 6.7 (6.21) shows that for any x 6= 0 shows that∫
(Xg)(x, y)dy < ∞ for almost all x ∈ R. Further, for almost all x ∈ R,
formally we have∫
(Xg)(x, y)dy =
∫ Ä
−∂xg · x+ ∂yg · y
ä
dy
(1)
= −
∫
∂xg · xdy +
∫
∂yg · ydy
(2)
= −
∫
∂xg · xdy −
∫
gdy
= −
∫
∂xg · xdy (3)= −
Ä
∂x
∫
gdy
ä
x = 0.(6.22)
From (6.21), we find that for any x ∈ R\0 (∂xg)x and (∂xg · y)x are both in
L2(R). In (6.7), substituting g with ∂xg, we see that
∫
(∂xg·x)dy <∞ for any
x ∈ R\0, which gives (1). (6.14) shows that for any x 6= 0, g ·y → 0 as y → 0,
which justifies (2). Finally, to justify differentiation under the integral sign,
we must prove that for any x 6= 0, ∫∞−∞ ∂∂xg(x, y)dy is a uniformly convergent
integral in a small neighborhood of x. From (6.21) we see that ∂xg · y3 is
uniformly bounded on the set Ωa = {(x, y) ∈ R2, |x| > a}, a > 0. For any
r1, r2 ≥ r we have∣∣∣∣
∫ ∞
r1
∂
∂x
g(x, y)dy
∣∣∣∣+
∣∣∣∣
∫ −r2
−∞
∂
∂x
g(x, y)dy
∣∣∣∣
≤
∣∣∣∣
∫ ∞
r1
∂
∂x
g(x, y)y3 · y−3dy
∣∣∣∣+
∣∣∣∣
∫ −r2
−∞
∂
∂x
g(x, y)y3 · y−3dy
∣∣∣∣
≤ 2
∥∥∥ ∂
∂x
g(x, y)y3
∥∥∥
(C0,Ωa)
Ä∫ ∞
r
y−3dy
ä
=
2
3r3a6
∥∥∥ ∂
∂x
g(x, y)y2
∥∥∥
C0
,
which gives (3). Then we just showed that:
(∗) if ∫ gdy = 0 for almost all x ∈ R then ∫ (Xg)dy = 0 for almost all x ∈ R.
Then inductively, we see that for any n ∈ N, ∫ (Xng)dy = 0 for almost all
x ∈ R. Next, we will prove by induction that for any n ∈ N, Xnf ∈ Ht and
is a solution of the equation
V (Xnf) = Y2qn(X)g,(6.23)
where qn is a polynomial of degree n.
(∗) and the conclusion in earlier part show that the equation
V h = Y2(Xg + g)
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has a solution h ∈ Ht with estimates
‖h‖ ≤ 2‖Xg + g‖2 ≤ C‖g‖3.
Using the commutator relations
XY2 − Y2X = −Y2, XV − V X = −2V, and V Y2 = Y2V,
for any ω ∈ H∞t we have
〈h, V ω〉 = −〈V h, ω〉 = −〈Y2(Xg + g), ω〉 = −〈(XY2 + 2Y2)g, ω〉
= −〈Y2g, (2−X)ω〉 = −〈V f, (2−X)ω〉 = 〈f, V (2−X)ω〉
= −〈f, XV ω〉
Proposition 4.5 shows that there is no non-trivial SL(2,R)-invariant vectors
in Ht. Applying Lemma 6.3 to the above relation we get Xf = h. Thus the
estimate of h gives ‖Xf‖ ≤ C‖g‖G′,3. Then we proved the case when n = 1.
Suppose (6.23) holds when n ≤ k. Earlier arguments show that∫ Ä
qk(X)(Xg) + g
ä
dy = 0 for almost all x ∈ R.
Along the proof line of the case of n = 1, we can show that Xk+1f is in Ht
and satisfies the equation
V (Xk+1f) = Y2
Ä
qk(X)(Xg) + g
ä
= Y2qk+1(X)g
with the estimate
‖Xk+1f‖ ≤ C‖qk(X)(Xg) + g‖2 ≤ Ck‖g‖G′,k+3.
Hence we proved the case when n ≤ k + 1 and thus obtained
‖Xnf‖ ≤ Cn‖g‖G′,n+2, ∀n ∈ N.(6.24)
Then (6.11) follows directly from estimates in (6.16), (6.17), (6.20) and
(6.24) and Theorem 3.5. 
Remark 6.9. Without the condition “
∫
gdy = 0 for almost all x ∈ R” we
can just as well define f(x, y) = − ∫∞0 g(x, t + y)dt and show that
V (f
√−1) = Y2g, on Ω×R.
Being able to write f(x, y) =
∫ 0
−∞ g(x, t+ y)dt, is what allows us to explore
the L2(R2) and (Ht)kG′ properties of f .
We obtained Sobolev estimates long V , Y1 and Y2 by explicit calculation.
To get smoothness of along X, we make use of the “centralizer trick” that
first appeared in Proposition 6.4, which will play the key role in next part
to get smoothness along U .
We are now in a position to proceed with the proof of Proposition 6.5.
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6.4. Proof of Theorem 6.5. Proof of (1). If f is smooth, then immedi-
ately we see that D(g) = 0 for all D ∈ ES(H), where S = {exp(tV )}t∈R. By
using Proposition 6.4 we get the estimates
‖Y m2 f‖SL(2,R),r < Ct,s‖g‖s, ∀ r < s−m− 1.(6.25)
Note that the constants Ct,s are independent of the parameter t since all
ρt |SL(2,R) are outside a fixed neighborhood the trivial representation in the
sense of Fell topology by Remark 4.7.
(2) of Lemma 6.7 shows that
∫
gdy = 0 for almost all x ∈ R. Moreover,
by arguments in the first part of the proof of Lemma 6.8, we find that
f(x, y) · xyn =


∫ ∞
0
g(x, t+ y) · yndt, y ≥ 0
−
∫ 0
∞
g(x, t + y) · yndt, y < 0.
for any n ∈ N. From (6.18) and (6.19) we see that
‖Y n1 Y2f‖ = ‖f(x, y) · xyn‖ ≤ C‖g‖n+2, ∀n ∈ N.
From above relation and (6.25), by using Theorem 3.5 we see that Y2f
satisfies the estimates
‖Y2f‖s ≤ Cs‖g‖s+3, ∀ s > 0.(6.26)
Using the commutator relation
V Y m1 = Y
m
1 V + nY
m−1
1 Y2
we have
V Y m1 f = (Y
m
1 V +mY
m−1
1 Y2)f = Y
m
1 g +mY
m−1
1 Y2f, ∀m ∈ N,
which implies that
‖Y m1 f‖
(1)
≤ C‖Y m1 g +mY m−11 Y2f‖2
≤ C‖g‖m+2 + Cm‖f‖m+2
(2)
= Cm‖g‖m+5.(6.27)
(1) follows from Lemma 6.7 and 6.8 and (2) holds because of (6.26).
As an immediate consequence of (6.25), (6.27) and Theorem 3.5 we get
‖f‖s ≤ Cs‖g‖s+6 ∀ s ≥ 0,
which proves (1).
Proof of (2). By Lemma 6.8, there exists f ∈ (Ht)∞G′ such that V f =
Y2g. For any ω ∈ H∞t , by using the commutator relations UV = X + V U
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and V Y2 = Y2V we have
〈Y 22 (UY2g −Xf), ω〉
= −〈Y2g, UY 22 ω〉+ 〈f, XY 22 ω〉
= −〈V f, UY 22 ω〉+ 〈f, XY 22 ω〉
= 〈f, (V U +X)Y 22 ω〉
= 〈f, UV Y 22 ω〉 = 〈f, UY 22 V ω〉.(6.28)
By relations in (4.1) we get
UY 22 = −t
√−1 + V Y 21 −XY2Y1 and
UY 22 V = −tV
√−1 + V Y 21 V −XY2Y1V.(6.29)
Since f ∈ (Ht)∞G′ , using above expressions we have
〈f, UY 22 V ω〉 = 〈V (t
√−1 + Y 21 V − Y1Y2X)f, ω〉.(6.30)
(6.28) and (6.30) imply that
V (t
√−1 + Y 21 V − Y1Y2X)f = Y 22 (UY2g −Xf),(6.31)
which gives the relation∫ Ä
UY2g(x, y)−Xf(x, y)
ä
dy = 0 for almost all x ∈ R
by using (2) Lemma 6.7. Then it follows from Lemma 6.8 that the equation
V h = Y2(UY2g −Xf).(6.32)
has a solution h ∈ (Ht)∞G′ . Comparing (6.31) and (6.32) we find that
f · x−1 = −t−1(h+ Y1Xf − Y 21 g).
Then we see that f · (x√−1)−1 ∈ (Ht)∞G′ and satisfies the equation
V
Ä
f · (x√−1)−1
ä
= g,
which proves (2).
Proof of (3). From (2) we see that the cohomological equation V f = g
has a solution f ∈ (Ht)∞G′ . For any ω ∈ H∞t , by using the commutator
relations V U = UV −X and V Y2 = Y2V we have¨
Y 22
Ä
Ug −Xf
ä
, ω
∂
= −
¨
g, UY 22 ω
∂
+
¨
f, XY 22 ω
∂
= 〈f, (V U +X)Y 22 ω〉 = 〈f, UY 22 V ω〉
(1)
= 〈V (t√−1 + Y 21 V − Y1Y2X)f, ω〉,
where (1) follows from (6.29), which gives the equation
V (t
√−1 + Y 21 V − Y1Y2X)f = Y 22
Ä
Ug −Xf
ä
.
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Then it follows from (2) Lemma 6.7 that∫ Ä
Ug(x, y) −Xf(x, y)
ä
dy = 0, for almost all x ∈ R,(6.33)
which implies that the following equation
V h = Y2
Ä
Ug −Xf
ä
has a solution h ∈ (Ht)∞G′ by using Lemma 6.8.
For any ω ∈ H∞t , by using commutator relations
V U = UV −X, UY2 − Y2U = Y1, and V Y2 = Y2V
we have
−〈h, V ω〉 = 〈Y2
Ä
Ug −Xf
ä
, ω〉 = 〈g, UY2ω〉 − 〈f, XY2ω〉
= −〈f, (V U +X)Y2ω〉 = −〈f, UY2V ω〉
= −〈f, (Y2U + Y1)V ω〉 = 〈Y2f, UV ω〉+ 〈Y1f, V ω〉.
Hence we have
−〈h+ Y1f, V ω〉 = 〈Y2f, UV ω〉.
This shows that
UY2f = h+ Y1f
by Remark 4.7 and Lemma 6.3, which means that UY2f ∈ (Ht)∞G′ .
Proof of (4). We take notations in (3). Since Xf satisfies the equation
V (Xf) = Xg + 2g,(6.34)
(2) of Lemma 6.7 and (3) show that UY2Xf ∈ (Ht)∞G′ , which allows us to
see that the equation
V h1 = Ug −Xf
has solution h1 ∈ (Ht)∞G′ by using (6.33) and (2).
Then for any ω ∈ H∞t , by using the commutator relation V U = UV −X
we have
−〈h1, V ω〉 = 〈Ug −Xf, ω〉 = −〈g, Uω〉 + 〈f,Xω〉
= 〈f, (V U +X)ω〉 = 〈f, UV ω〉.
This shows that Uf = h1 by Lemma 6.3 and Remark 4.7. Hence Uf ∈
(Ht)∞G′ .
Proof of (5). We will prove (5) inductively. Note that Xf is the solution
of (6.34), (2) of Lemma 6.7 and (4) show that UXf ∈ (Ht)∞G′ .
For any ω ∈ H∞, by using the commutator relation
V U2 = U2V − 2UX − 2U and V Y2 = Y2V
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and (6.29) we have¨
Y 22
Ä
U2g − 2UXf − 2Uf
ä
, ω
∂
=
¨
Y 22
Ä
U2V f − 2UXf − 2Uf
ä
, ω
∂
= −〈f, U2V Y 22 ω〉 = 〈Uf, UY 22 V ω〉
= 〈V (t√−1 + Y 21 V − Y1Y2X)Uf, ω〉.
Then we get
V (t
√−1 + Y 21 V − Y1Y2X)Uf = Y 22
Ä
U2g − 2UXf − 2Uf
ä
.
Then by (2) of Lemma 6.7 we have∫ Ä
U2g(x, y) − 2UXf(x, y)− 2Uf(x, y)
ä
dy = 0, for almost all x ∈ R,
which implies that the equation
V h2 = Y2
Ä
U2g − 2UXf − 2Uf
ä
.
has a solution h2 ∈ (Ht)∞G′ by using Lemma 6.8 again. For any ω ∈ H∞t , by
using the commutator relations
V U2 = U2V − 2UX − 2U and UY2 − Y2U = Y1
we have
−〈h2, V ω〉 = 〈Y2
Ä
U2g − 2UXf − 2Uf
ä
, ω〉
=
¨
Y2
Ä
U2V f − 2UXf − 2Uf
ä
, ω
∂
= 〈f, U2V Y2ω〉 = −〈Uf,UY2V ω〉
= −〈Uf, (Y2U + Y1)V ω〉
= 〈Y2Uf,UV ω〉+ 〈Y1Uf, V ω〉.
Hence we have
−〈h2 + Y1Uf, V ω〉 = 〈Y2Uf,UV ω〉
This shows that
UY2Uf = h2 + Y1Uf
by Remark 4.7 and Lemma 6.3. Hence UY2Uf ∈ (Ht)∞G′ . Then we proved
the case when n = 1. Assume the result for n = k. Since Xf is the solution
of the equation (6.34), by assumption UkXf , Ukf , UY2U
kXf and UY2U
kf
are all in (Ht)∞G′ . Note that
XUk = UkX + ekU
k, and
Uk+1V = V Uk+1 + dkU
kX + ckU
k,(6.35)
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where dk, ck are constants dependent on k. For any ω ∈ H∞t , by using (6.29)
and (6.35) we have¨
Y 22
Ä
Uk+1g − dkUkXf − ckUkf
ä
, ω
∂
=
¨
Y 22
Ä
Uk+1V f − dkUkXf − ckUkf
ä
, ω
∂
= (−1)k+2〈f, Uk+1V Y 22 ω〉
= 〈V (t√−1 + Y 21 V − Y1Y2X)Ukf, ω〉.
Hence we have
V (t
√−1 + Y 21 V − Y1Y2X)Ukf = Y 22
Ä
Uk+1Y2g − dkUkXf − ckUkf
ä
.
(2) of Lemma 6.7 shows that∫ Ä
Uk+1g(x, y) − dkUkXf(x, y)− ckUkf(x, y)
ä
dy = 0
for almost all x ∈ R, which implies that the equation
V h3 = U
k+1g − dkUkXf − ckUkf(6.36)
has a solution h3 ∈ (Ht)∞G′ by using (2). For any ω ∈ H∞t , by using (6.35)
we have
−〈h3, V ω〉 = 〈Uk+1g − dkUkXf − ckUkf, ω〉
= 〈Uk+1V f − dkUkXf − ckUkf, ω〉
= (−1)k+2〈f, Uk+1V ω〉
= 〈Ukf, UV ω〉.
This shows that Uk+1f = h3 by Remark 4.7 and Lemma 6.3. Hence
Uk+1f ∈ (Ht)∞G′ . Since Xf is the solution of the equation (6.34), in the
earlier argument, substituting g and f by Xg +2g and Xf respectively, we
get Uk+1Xf ∈ (Ht)∞G′ .
By (6.35) and commutator relations V U = UV −X we have
Uk+2V = UV Uk+1 + dkU
k+1X + ckU
k+1
= (V U +X)Uk+1 + dkU
k+1X + ckU
k+1
= V Uk+2 + dkU
k+1X + ckU
k+1 +XUk+1.(6.37)
For any ω ∈ H∞, by (6.29) and (6.37) we have¨
Y 22
Ä
Uk+2g − dkUk+1Xf − ckUk+1f −XUk+1f
ä
, ω
∂
=
¨
Y 22
Ä
Uk+2V f − dkUk+1Xf − ckUk+1f −XUk+1f
ä
, ω
∂
= (−1)k+3〈f, Uk+2V Y 22 ω〉 = 〈Uk+1f, UY 22 V ω〉
= 〈V (t√−1 + Y 21 V − Y1Y2X)Uk+1f, ω〉.
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Then we get
V (t
√−1 + Y 21 V − Y1Y2X)Uk+1f
= Y 22
Ä
Uk+2g − dkUk+1Xf − ckUk+1f −XUk+1f
ä
.
Then by Lemma 6.7 we have∫ Ä
Uk+2g − dkUk+1Xf − ckUk+1f −XUk+1f
ä
dy = 0.
for almost all x ∈ R, which implies that the equation
V h4 = Y2
Ä
Uk+2g − dkUk+1Xf − ckUk+1f −XUk+1f
ä
has a solution h4 ∈ (Ht)∞G′ by using Lemma 6.8. For any ω ∈ H∞t , using the
commutator relations UY2 − Y2U = Y1 and V Y2 = Y2V and (6.37) we have
−〈h4, V ω〉 =
¨
Y2
Ä
Uk+2g − dkUk+1Xf − ckUk+1f −XUk+1f
ä
, ω
∂
=
¨
Y2
Ä
Uk+2V f − dkUk+1Xf − ckUk+1f −XUk+1f
ä
, ω
∂
= (−1)k+4〈f, Uk+2V Y2ω〉 = (−1)〈Uk+1f, UY2V ω〉
= (−1)〈Uk+1f, (Y2U + Y1)V ω〉
= 〈Y2Uk+1f, UV ω〉+ 〈Y1Uk+1f, V ω〉.
Hence we have
−〈h4 + Y1Uk+1f, V ω〉 = 〈Y2Uk+1f, UV ω〉
This shows that
UY2U
k+1f = h4 + Y1U
k+1f
by Remark 4.7 and Lemma 6.3, which means UY2U
k+1f ∈ (Ht)∞G′ . Then we
proved case when n = k + 1. Hence we proved the claim completely.
Proof of (6). From (2) and (5), by using Theorem 3.6 we get f ∈ H∞t ;
and the Sobolev estimates follow from (1) immediately.
Proof of (7). When t 6= 0 it follows from (6) the equation V f ′ = g
has a solution f ′ ∈ (Ht)∞. Since V Y2 = Y2V , we see that V (Y2f ′) = Y2g,
which shows that f = V2f
′ is a smooth solution to the equation V f = Y2g.
The Sobolev estimates follow from (1) immediately. When t = 0, Lemma
6.8 implies the equation V f = Y2g has a solution f ∈ (Ht)∞G′ . Note that
ρ0 |SL(2,R) only contains principal series (see Remark 4.4). Lemma 4.7 in
[5] states that for any unitary representation (̺,L) of SL(2,R) that only
contains principal series, if the cohomological equation has a solution in
L, then the solution is a smooth vector in L. Hence wee see that f ∈
(H0)∞SL(2,R). Since the Lie algebras of G′ and SL(2,R) cover the Lie algebra
of SL(2,R) ⋉ R2, by using Theorem 3.6, we see that f ∈ H∞0 . Also, the
Sobolev estimates follow from (1) immediately.
Proof of (8). For t 6= 0, (2) of Lemma 6.7 and (6) implies the conclusion.
For t = 0, arguments in (7) show that f ∈ (H0)∞SL(2,R). (2) of Lemma 6.7
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and (7) show that the equation V h = Y2g has a solution h ∈ H∞0 . For any
ω ∈ H∞0 , we have
−〈h, V ω〉 = 〈Y2g, ω〉 = −〈V f, Y2ω〉 = 〈f, Y2V ω〉.
This shows that Y2f = h by Remark 4.7 and Lemma 6.3. Then Y2f ∈ H∞0 .
Note that Xf is the solution of equation (6.34). Substituting g and f with
Xg + 2g and Xf respectively, we see that Y2Xf ∈ H∞0 . Since Uf is the
solution of equation V Uf = Ug −Xf , by (2) of Lemma 6.7 we get∫
(Ug −Xf)dy = 0 for almost all x ∈ R,
which shows that the equation
V h1 = Y2(Ug −Xf)
has a solution h1 ∈ H∞0 by using (7). For any ω ∈ H∞0 , from the commutator
relation V U = UV −X we have
−〈h1, V ω〉 = 〈Y2(Ug −Xf), ω〉 = −〈(UV f −Xf), Y2ω〉
= −〈f, UY2V ω〉 = 〈Uf, Y2V ω〉.
This shows that Y2Uf = h1 by Remark 4.7 and Lemma 6.3. Hence Y2Uf ∈
H∞0 . Using the relation UY2 − Y2U = Y1, for any ω ∈ H∞0 we have
−〈f, Y1ω〉 = −〈f, (UY2 − Y2U)ω〉 = 〈(UY2 − Y2U)f, ω〉.
This shows that
Y1f = (UY2 − Y2U)f.
Hence Y1f ∈ H∞0 . We already have showed that Y2f ∈ H∞0 and f ∈
(H0)∞SL(2,R), which implies that f ∈ H∞0 by Theorem 3.6. Also, the Sobolev
estimates follow from (1) immediately.
6.5. Global coboundary for the unipotent flow in G = SL(2,R)⋉R2.
Let (π,H) be a unitary representation of SL(2,R)⋉R2 without non-trivial
R
2-invariant vectors. We now discuss how to obtain a global solution from
the solution which exists in each irreducible component of H. By general
arguments in Section 3.6 there is a direct decomposition of H = ∫Z Hzdµ(z)
of irreducible unitary representations of G for some measure space (Z, µ). If
π has no non-trivial R2-invariant vectors, then for almost all z ∈ Z, πz has
non-trivial R2-invariant vectors. Hence we can apply Theorem 6.5 to prove
the following:
Corollary 6.10. Let (π,H) be a unitary representation of SL(2,R) ⋉ R2
without non-trivial R2-invariant vectors. If g ∈ H∞ and the cohomological
equation V f = g has a solution f ∈ H, then f ∈ H∞ and satisfies
‖f‖t ≤ Ct‖g‖t+6, ∀ t ≥ 0.
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Proof. The cohomological equation V f = g has a decomposition V fz = gz
with gz ∈ H∞z for almost all z ∈ Z. (8) of Theorem 6.5 shows that
‖fz‖t ≤ Ct‖gz‖t+6, ∀ t ≥ 0 and ∀ z ∈ Z
Noting that Ct are constants only dependent on t, we get
‖f‖2t =
∫
Z
‖fz‖2t dµ(z) ≤ C2t
∫
Z
‖gz‖2t+6dµ(z) = C2t ‖g‖2t+6,
which proves the claim. 
Remark 6.11. We remark at this point that the condition
∫
gdy = 0 is not
sufficient to guarantee the existence of a solution f ∈ Ht of the cohomological
equation V f = g for any irreducible component (ρt, Ht). The problem
only arises at t = 0. If g = h(x)h(y) where h is a smooth function on R
with compact support and satisfies: h = 1 on [−1, 1] and ∫ h(x)dx = 0.
Obviously, g ∈ H∞0 . If f ∈ H0 is a solution to the cohomological equation
V f = g, then we have −∂yf · x = g which has the form
−fˆξ · xξ
√−1 = h(x)hˆ(ξ)
by taking Fourier transformation on fact y as in (6.8). Then
∫
gdy = 0
implies that hˆ(ξ) · ξ−1 ∈ L2(R), but h(x) · x−1 /∈ L2(R) by assumption.
Then we have a contradiction. Noting that (7) of Theorem 6.5 shows that
the equation V p = Y2g has a solution p ∈ H∞0 , the example also means that
the cocycle equation V p = Y2g fails to have a common solution in H0.
6.6. Coboundary for the unipotent flow of G = SL(n,R), n ≥ 3.
Before proceeding further with the proof of Theorem 2.1, we prove certain
technical results which are very useful for the discussion.
Definition 6.12. For m ≥ 3, let Gm be the closed subgroup generated by
U1,2, U2,1, U1,m, and U2,m and let Hm be the subgroup generated by U1,2,
U2,1, Um,1, and Um,2.
Then Gm and Hm are isomorphic to SL(2,R) ⋉R
2. Let A = {u1,i, uj,1 :
j ≥ 3, i ≥ 2}. Next, we will prove:
Lemma 6.13. Let Π be a unitary representation of G = SL(n,R), n ≥ 3
without non-trivial G-fixed vectors. If u1,2f = g where g ∈ H∞ has a solution
f ∈ H, then for any n ∈ N and Yi ∈ A, 1 ≤ i ≤ n, Y1 · · · Ynf ∈ H∞Gm and
Y1 · · ·Ynf ∈ H∞Hm , m ≥ 3.
Proof. We will prove the lemma inductively. Since π |Gm and π |Hm , m ≥ 3
have no R2-invariant vectors by Howe-Moore, Applying Corollary 6.10 to
the equation u1,2f = g in each π |Gm and π |Hm , m ≥ 3 we find that f is in
all H∞Gm and H∞Hm , m ≥ 3.
Using the relations u1,2u1,i = u1,iu1,2, i ≥ 2, and u1,2uj,2 = uj,2u1,2, j ≥ 3
we see that u1,if and uj,2f satisfy the following equations
u1,2u1,if = u1,ig and(6.38)
u1,2uj,2f = uj,2g.(6.39)
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Applying Corollary 6.10 to the above two equations in each π |Gm and π |Hm ,
m ≥ 3, we also get that u1,if and uj,2f are in all H∞Gm and H∞Hm, m ≥ 3.
In π |Hj , by using the relation u1,2uj,1 = uj,1u1,2−uj,2, we see uj,1f satisfies
the equation
u1,2uj,1f = uj,1g − uj,2f.(6.40)
Note the right side of the above equation is in H∞Gm and H∞Hm, m ≥ 3 by
earlier arguments. Then the same arguments as above show that uj,1f , j ≥ 3
are in all H∞Gm and H∞Hm , m ≥ 3. Then we proved the claim when n = 1.
Assume the result for n = k. Since uj,2f is the solution of (6.39) for each
j ≥ 3, by assumption we see that
Y1 · · · Ykuj,2f and Y1 · · ·Ykf(6.41)
where Yi ∈ A, 1 ≤ i ≤ k are in all H∞Hm and H∞Gm , m ≥ 3. For any Yi ∈ A,
1 ≤ i ≤ k + 1, we have relations
u1,2Y2 · · ·Yk+1 = Y2 · · ·Yk+1u1,2 +
∑
i
diY2 · · ·Yi−1Yi+1 · · ·Yk+1uj(i),2
+
∑
i,j
ci,jY2 · · ·Yi−1Yi+1 · · ·Yj−1u1,2Yj+1 · · ·Yk+1,(6.42)
where di and ci,j are constants and j(i) ≥ 3 satisfies 0 6= [Yi, u1,2] = uj(i),2.
Let
f ′ = Y2 · · · Yk+1g +
∑
i
diY2 · · ·Yi−1Yi+1 · · · Yk+1uj(i),2f
+
∑
i
cjY2 · · ·Yi−1Yi+1 · · ·Yj−1u1,2Yj+1 · · · Yk+1f.
From (6.41), we see that f ′ and Y f ′ are in all H∞Gm and H∞Hm, m ≥ 3 for
any Y ∈ A. For any ω ∈ H∞, using u1,2f = g and (6.42) we have
〈f ′, ω〉 = (−1)k+1〈f, Yk+1 · · · Y2u1,2ω〉 = −〈Y2 · · ·Yk+1f, u1,2ω〉
This shows that
u1,2Y2 · · ·Yk+1f = f ′.
Since Y2 · · ·Yk+1f and f ′ are in H∞Gm and H∞Hm, m ≥ 3, an argument similar
to that in obtaining (6.38) and (6.39) shows that
u1,2u1,iY2 · · ·Yk+1f = u1,if ′ ∀ i ≥ 2, and
u1,2uj,2Y2 · · ·Yk+1f = uj,2f ′ ∀ j ≥ 3.
Since u1,if
′ and uj,2f ′ are in all H∞Gm and H∞Hm, m ≥ 3, in exactly the same
manner as before we see that for i ≥ 2 and j ≥ 3
u1,iY2 · · ·Yk+1f and uj,2Y2 · · ·Yk+1f
are in all H∞Gm and H∞Hm , m ≥ 3. Also, an analogous argument to that in
obtaining (6.40) shows that
u1,2uj,1Y2 · · ·Yk+1f = uj,1f ′ − uj,2Y2 · · ·Yk+1f.
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Since the right side the above equation is in all H∞Gm and H∞Hm , m ≥ 3, by
exactly the same argument we see that uj,1Y2 · · ·Yk+1f are in all H∞Gm andH∞Hm , m ≥ 3. Then we proved the case when n = k + 1 and thus finish the
proof. 
Remark 6.14. The purpose of the above lemma is a preparation to prove
that f ∈ H∞. If Γ is cocompact and H = L20(G/Γ), the space of square
integrable functions on G/Γ with zero average, then the fact that f is in all
H∞Gm and H∞Hm, m ≥ 3 implies that f is a smooth function. Since the Lie
algebras of Gm and Hm, m ≥ 3 generate the whole Lie algebra of G, the
result is a direct consequence of subelliptic regularity theorem on compact
manifolds (see Theorem 3.6).
6.7. Proof of Theorem 2.1. Note that the Weyl group operates simply
transitive on the set of Weyl chambers, we may assume that ui,j = u1,2. We
take notations in Lemma 6.13 if there is no confusion.
Proof of (1) Since for i ≥ 3 and j ≥ 2,
uni,j = (ui,1u1,j − u1,jui,1)n,
Xni,i+1 =
Ä
ui,i+1ui+1,i − ui+1,iui,i+1
än
,
whereXk,l = diag(0, · · · , 1
k
, · · · ,−1
l
, · · · , 0) ∈ sl(n,R), it follows from Lemma
6.13 that uni,jf ∈ H and Xni,i+1f ∈ H for each n.
Let B = {uj,2, u2,j, j ≥ 3}. Along the same lines as that of the proof
of Lemma 6.13, we can show that for any n ∈ N and Yi ∈ B 1 ≤ i ≤ n,
Y1 · · ·Ynf ∈ H. Since
Xn2,3 =
Ä
u2,3u3,2 − u3,2u2,3
än
,
it follows that Xn2,3f ∈ H for each n. Since the Lie algebras of Gm and Hm,
m ≥ 3, directions ui,j, i ≥ 3, j ≥ 2 and Xi,i+1, i ≥ 2 cover sl(n,R), by
using Theorem 3.6 we see that f ∈ H∞, which implies that D(g) = 0 for
all D ∈ EU1,2(H). Then it follows from Proposition 6.4 that for any m ∈ N,
i, j ≥ 3 and 1 ≤ k 6= l ≤ n
‖Umi,jf‖ ≤ Cm‖g‖m+2 and ‖Xmk,lf‖ ≤ Cm‖g‖m+2.
Moreover, Corollary 6.10 shows that
‖f‖Gm,t ≤ Ct‖g‖Gm,t+6 and ‖f‖Hm,t ≤ Ct‖g‖Hm ,t+6, ∀ t > 0.
Then the Sobolev estimates of f follow from the above estimates and The-
orem 3.6.
Proof of (2) To apply Proposition 6.4, it suffices to prove that π |Gu1,2 has a
spectral gap. By Howe-moore, π |G3 has no non-trivial R2-invariant vectors.
Then Remark 4.7 shows that π |Gu1,2 is outside a fixed neighborhood of
trivial representation in the Fell topology, which proves the claim. Then the
result follows immediately from Proposition 6.4.
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6.8. Weak cocycle rigidity in G = SL(2,R) ⋉ R2. Remark 6.11 shows
that generally, the cocycle equation V f = Y2g fails to have common solu-
tions. However, we have a weak version of cocycle rigidity:
Lemma 6.15. Let (π,H) be a unitary representation of SL(2,R)⋉R2 with-
out non-trivial R2-invariant vectors. If f, g ∈ H∞ and g = Y2p for some
p ∈ H∞, then the cocycle equation V f = Y2g has a common solution h ∈ H∞
with estimates
‖h‖s ≤ Csmax{‖g‖s+6, ‖f‖s+6}.
Proof. The discussion in Section 6.5 allows us to reduce our analysis of
cocycle equations to each irreducible component (ρt, Ht) that appears in
H. If t 6= 0 for the cocycle equation V ft = Y2gt in Ht, (2) of Lemma 6.7
shows that
∫
(gt(x, y) · x)dy for almost all x ∈ R. Then immediately, we get∫
gtdy = 0 for almost all x ∈ R, which shows that the equation V ht = gt has
a solution ht ∈ H∞ by using (6) of Theorem 6.5. Lemma 4.8 shows that ht
is a common solution.
If t = 0, the assumption means that
−∂yf0 · x = V f0 = Y2g0 = Y2Y2p0 = −p0 · x2,
which implies that
∫
ptdy = 0 for almost all x ∈ R by (2) of Lemma 6.7.
Then the equation V h0 = Y2p0 = g has a solution h0 ∈ H∞ by using (7) of
Theorem 6.5. Again, Lemma 4.8 show that h0 is a common solution.
Hence we showed the existence of the common solution ht in all Ht that
appear in H. Further, (8) of Theorem 6.5 gives the Sobolev estimates
‖ht‖s ≤ Csmax{‖gt‖s+6, ‖ft‖s+6}
for any such ht. Since these constants Cs are independent of t, we get a
global common solution h ∈ H∞ with Sobolev estimates
‖h‖s ≤ Csmax{‖g‖s+6, ‖f‖s+6},
which proves the claim. 
7. Cocycle rigidity for (SL(2,R) ⋉R2)⋉R3
In this part we assume notation in Section 4.3. Recall that L denotes
the rank 2 subgroup
Ñ
v1
v2
0
é
in R3. Suppose the group (SL(2,R)⋉R2)⋉R3
is as described in Section 4.3. The purpose of this section is to prove the
following:
Proposition 7.1. For any unitary representation (Π,H) of (SL(2,R) ⋉
R
2)⋉R3 without non-trivial L-invariant vectors, if f, g ∈ H∞,
(1) the cocycle equation U1f = Y2g has a common solution p ∈ H∞
satisfying
‖p‖s ≤ Csmax{‖g‖s+7, ‖f‖s+7},
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(2) if g = Y1h for some h ∈ H∞, the cocycle equation U1f = U2g has a
common solution p ∈ H satisfying
‖p‖s ≤ Csmax{‖g‖s+7, ‖f‖s+7}.
Next, we will prove some technical results whose roles will be clear from
the subsequent development.
7.1. Unitary representations of S = SL(2,R) × R. Let S denote the
following subgroup of (SL(2,R)⋉R2)⋉R3:
Ñ
a b 0 0
c d 0 0
0 0 1 v
é
, where
Ç
a b
c d
å
∈
SL(2,R) and v ∈ R. For any z, t, r ∈ R we define a unitary representation
of S as follows: for each z ∈ R the group action S is defined by:
τ(t,r,z) : SL(2,R)× R→ B(V(t,r,z))
τ(t,r,z)(s)f(x, y) = e
(p1r+p2t−zv)
√−1f(−cy + xa, yd− bx);
and
‖f‖V(t,r,z) = ‖f‖L2(R2),
where s =
Ñ
a b 0 0
c d 0 0
0 0 1 v
é
, p1 = cx
−1(xa− cy)−1 and p2 = zp1.
The vector fields for τ(t,r,z) on V(t,r,z) are
X = x∂x − y∂y, U1 = −x∂y, Y3 = −z
√−1,
V1 = −y∂x + (r + tz)x−2
√−1.
Compared with Lemma 4.2, we see that for any z, t, r ∈ R, τ(t,r,z) are
unitary representations of S.
7.2. Decomposition of Π(t,r) into direct integrals of representations
on S. For any t, r ∈ R, set
V(t,r) =
∫
V(t,r,z)dz.
From the discussion in Section 3.1, we see that H(t,r) = L
3(R3,C) and
V(t,r) = L
2(R, L2(R2,C)). Define a map
L3(R3,C)
F−→ L2(R, L2(R2,C)) : F(h)(z)(x, y) = h(x, y, z)
for any h ∈ L3(R3,C). It is clear that F is injective and unitary. Then
H(t,r) can be unitarily imbedded in to V(t,r). Conversely, for any k ∈
L2(R, L2(R2,C)), the map
h→
∫
R
¨
k(z),F(h)(z)
∂
L2(R2)
dz
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defines a bounded linear function on L3(R3,C). Then by Riesz representa-
tion theorem, there exists a unique element F¯(k) in L3(R3,C) such that¨
F¯(k), h
∂
L3(R3,C)
=
∫
R
¨
k(z), F(h)(z)
∂
L2(R2)
dz,
for any h ∈ L3(R3,C). It is easy to check that F¯ is unitary and surjective.
Since F¯ ◦ F(h) = h for any h ∈ L3(R3,C), F is a unitary isomorphism.
Moreover, by definition, it is clear that
F(Π(t,r)(s)h) =
∫
R
τ(t,r,z)(s)
Ä
(Fh)(z)
ä
dz
for any (t, r) ∈ R2, where s ∈ S and h ∈ H(t,r). Then we have:
Lemma 7.2. The map L3(R3,C)
F−→ L2(R, L2(R2,C)):
h(x, y, z)→
∫
R
F(h)(z)dz where F(h)(z)(x, y) = h(x, y, z)
establishes unitary equivalences between unitary representations (Π(t,r),H(t,r))
and (
∫
R
τ(t,r,z)dz,V(t,r)) over S.
Hence we can write
H(t,r) =
∫
R
V(t,r,z)dz and Π(t,r) =
∫
R
τ(t,r,z)dz(7.1)
over S.
7.3. Cocycle rigidity in (τ(t,r,z),V(t,r,z)).
Lemma 7.3. For any t, r ∈ R, there exists a full measure set Ω ⊂ R such
that: for any z ∈ Ω and any f, g ∈ V∞(t,r,z), the cocycle equation U1f = Y3g
has a solution p ∈ V(t,r,z) satisfying ‖p‖ ≤ C‖g‖2.
Proof. Let S1 denote the following subgroup of (SL(2,R)⋉R
2)⋉R3 which
is isomorphic to SL(2,R)⋉R2:
Ñ
a b 0 v1
c d 0 v2
0 0 1 0
é
, where
Ç
a b
c d
å
∈ SL(2,R)
and (v1, v2)
τ ∈ R2. Since Π(t,r) |S1 has no non-trivial R2-invariant vectors
for any t, r ∈ R (see Section 4.2), Corollary 4.6 shows that Π(t,r) |SL(2,R) is
tempered. Hence it follows from Theorem 3.3 that there exists a full measure
set Ω ⊂ R such that τ(t,s,z) |SL(2,R) is tempered for almost all z ∈ Ω.
For any z ∈ Ω\0, in (τ(t,r,z),V(t,r,z)) the cocycle equation has the expres-
sion
−∂yf · x = g · (−z
√−1).
Let p = f · z−1√−1. It is clear that p ∈ V∞(t,r,z) and is a common solution
to the cocycle equation, that is U1p = g and Y3p = f . Then it follows from
Theorem 6.1 that ‖p‖ ≤ C‖g‖2. Note that by Remark 4.7 C is independent
of t, r, z. 
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The discussion in Section 6.5 shows that the following result is a direct
consequence of Lemma 7.3 and the decomposition in (7.1):
Lemma 7.4. In (H(t,r),Π(t,r)), if f, g ∈ H∞(t,r) and satisfy the cocycle equa-
tion U1f = Y3g, then the equation has a common solution p ∈ H(t,r) with
the estimate ‖p‖ ≤ C‖g‖2.
7.4. Proof of Proposition 7.1. Proof of (1) Again, from the discussion
in Section 6.5, we get that the cocycle equation U1f = Y3g has solution
p ∈ H by using Lemma 7.4. Since Π |S1 has no-nontrivial R2-invariant
vectors (S1 is defined in proof of Lemma 7.3), by Corollary 6.10 we have
‖p‖S1,s ≤ Cs‖g‖s+6, ∀s ≥ 0.
Since Y3p = f , for any n ∈ N we have
‖Y n3 p‖ = ‖Y n−13 f‖ ≤ ‖f‖n−1.
Let S2 denote the subgroup
Ñ
a b u1 0
c d u2 0
0 0 1 0
é
, where
Ç
a b
c d
å
∈ SL(2,R) andÇ
u1
u2
å
∈ R2. By Remark 4.3 and Corollary 6.10 we have
‖p‖S1,s ≤ Cs‖g‖s+6, ∀s ≥ 0.
Since the Lie algebras of S1, S2 and one-parameter subgroup {tY2}t∈R cover
the Lie algebra of (SL(2,R) ⋉ R2) ⋉ R3, by using Theorem 3.6 we get the
claim.
Proof of (2) The discussion in Section 6.5 allows us to reduce our analysis
of cocycle equations to each irreducible component (Πt,r, Ht,r) that appears
in H. Using relations in (4.2) we get
−∂yft,r · x = U1ft,r = U2gt,r = U2Y1ht,r = −x2
√−1∂zht,r.
Taking Fourier transformation on factor z as in (2) of Lemma 6.7 to each
side of the above equation, we get
−∂y fˆt,r(x, y, ξ) · x = −x2hˆt,r(x, y, ξ) · ξ.(7.2)
Noting that
ˆ(Y2h)t,r = −hˆt,r · y
√−1 and ˆ(Y 22 h)t,r = −hˆt,r · y2
are both in L2(R3), along the same lines as that of (2) and (3) of Lemma
6.7, from (7.2) we have
• ∫ hˆt,rdy = 0 for almost all (x, ξ) ∈ R2,
• k(x, y, ξ) = ∫∞0 hˆt,r(x, c+ y, ξ)dc ∈ L2(R3).
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Comparing relations (4.1) and (4.2), analogous to (6.12) we have
∂x∂x ◦ Y 41 + ∂y∂y ◦ Y 41
= −(Y1X + Y2V )2 − 12Y 21 + 6Y1(Y1X + Y2V )− V 2Y 21 .
Recall Definition 6.6. Now in exactly the same manner as the proof in the
first part of Lemma 6.8, we have
(1) (∂yhˆt,r · x5)z ∈ C0(R2) for almost all z ∈ R,
(2) hˆt,r · y → 0 as y →∞ for almost all (x, z) ∈ R2,
which implies that
U1(k
√−1) = Y1hˆt,r = gˆt,r.
Taking inverse Fourier transformation, we get
U1pt,r = gt,r,
where pt,r = kˇ
√−1 ∈ Ht,r. Using the cocycle equation we see that
U1ft,r = U2gt,r = U2U1pt,r = U1U2pt,r,
which implies that U2pt,r = ft,r by Remark 4.3, Proposition 4.5 and Howe-
moore. Then we get a common solution pt,r. Since Π |S2 has no-nontrivial
R
2-invariant vectors, by Corollary 6.10 we have
‖pt,r‖ ≤ C‖g‖6.
In exactly the same manner as that of (1), we get a global solution p ∈ H
to the cocycle equation which satisfies the estimates as claimed.
8. Proof of Theorem 2.3
Proof of (1) Since the Weyl group operates simply transitive on the
set of Weyl chambers, we may assume that the pair ui,j and are u1,2 and
u3,4. Let S be the closed subgroup generated by U1,2, U2,1, U1,3, U2,3, U1,4
U2,4 and U3,4. Then S is isomorphic to the group (SL(2,R) ⋉ R
2) ⋉ R3,
where the action of SL(2,R)⋉R2 on R3 is as defined in Section 4.3. Thanks
to Howe-moore again, we can apply (1) of Proposition 7.1 to π |S , which
states that there exists a commom solution h ∈ H to the cocycle equation
u1,2f = u3,4g. Finally, the Sobolev estimates of p follow immediately from
Theorem 2.1.
Proof of (2) If um,l = uk,ℓ, then we can assume the pair are u1,2 and u1,3,
the cocycle equation is u1,2f = u1,3g and g = u1,3p. Smoothness of p follows
from Theorem 2.1. Recall Definition 6.12. Then Howe-moore shows that
we can apply Lemma 6.15 to π |G3 which shows that there is a commom
solution h ∈ H to the cocycle equation u1,2f = u1,3g.
If um,l 6= uk,ℓ, we can assume the triple are ui,j = u1,2, uk,ℓ = u1,3 and
um,l = u1,4; or are ui,j = u1,2 and uk,ℓ = u3,2 and um,l = u4,2. For the former
case, let S1 be the closed subgroup generated by U1,2, U2,1, U1,3, U2,3, U1,4
U2,4 and U3,4; for the latter one, let S1 be the closed subgroup generated
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by U1,2, U2,1, U3,2, U3,1, U4,1 U4,2 and U4,3. Then the remaining steps are
exactly the same as that in (1) by changing S to S1 and changing (1) of
Proposition 7.1 to (2) of Proposition 7.1.
9. Proof of Theorem 2.2
9.1. Dual representations of SL(2,R)⋉R2. In Lemma 4.1, by the change
of variable (x, λ) = (x, x−1y) we have the models Ht = L2(R2, |x|dxdλ). The
group action is defined by
ρ¯t : SL(2,R)⋉R
2 → B(Ht)
ρ¯t(v)f(x, y) = e
i(v2x−v1λx)f(x, λ),
ρ¯t(g)f(x, y) = e
ibt
x(dx−bλx)f
Ä
dx− bλx, −cx+ aλx
dx− bλx
ä
;
where (g, v) =
(Ça b
c d
å
,
Ç
v1
v2
å )
∈ SL(2,R) ⋉ R2. Computing derived
representations, we get
X = −x∂x + 2λ∂λ, V = −∂λ, Y1 = −xλ
√−1
Y2 = x
√−1, U = tx−2√−1− λx∂x + λ2∂λ.(9.1)
Taking the Fourier transformation on factor λ, we get the dual the dual
models ”Ht = L2(R2, |x|dxdy), and the group action is defined by“¯ρt : SL(2,R)⋉R2 → B(”Ht)“¯ρt(v)f(x, y) = 1√
2π
∫
R
Ä
ρ¯t(v)fˇ(x, λ)
ä
e−iyλdλ,
“¯ρt(g)f(x, y) = 1√
2π
∫
R
Ä
ρ¯t(g)fˇ(x, λ)
ä
e−iyλdλ,
where fˇ(x, λ) = 1√
2π
∫
R
f(x, y)eiyλdy.
Computing derived representations, we get
X = −2I − x∂x − 2y∂y, Y1 = x∂y,
Y2 = x
√−1, V = −y√−1
U = tx−2
√−1− x∂x∂y
√−1− 2∂y
√−1− y∂y∂y
√−1.(9.2)
9.2. Solvability in the dual models. Denote by dµ(x) = |x|dx. Recall
Definition 6.6.
Corollary 9.1. For any irreducible component (ρ¯t, Ht) of SL(2,R)⋉R2 we
have
(1) if g ∈ H∞t and
∫
R
g(x, λ)dλ = 0 for almost all x ∈ R (with respect
to µ), then the cohomological equation V f = Y2g has a solution
f ∈ H∞t satisfying
‖f‖s ≤ Cs‖g‖s+7, ∀ s ≥ 0.
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(2) Suppose g ∈ Ht and Y1g ∈ Ht. If the cohomological equation V f = g
has a solution f ∈ H, then ∫
R
g(x, λ)dλ = 0 for almost all x ∈ R
(with respect to µ).
(3) if g ∈ (“H)∞t and limy→0 g(x, y) = 0 for almost all x ∈ R (with respect
to µ), then the cohomological equation V f = Y 22 g has a solution
f ∈ (“H)∞t satisfying
‖f‖s ≤ Cs‖g‖s+7, ∀ s ≥ 0.
(4) Suppose g ∈ (“H)t and Y1g ∈ (“H)t. If the cohomological equation
V f = g has a solution f ∈ “Ht, then limy→0 g(x, y) = 0 for almost
all x ∈ R (with respect to µ).
Proof. (1) and (2) is a direct consequence of (7) of Theorem 7.1 and (2) of
Lemma 6.7. Let
gˇ(x, λ) =
1√
2π
∫
R
g(x, y)eiyλdy
for any g ∈ “Ht. (1) of Lemma (6.7) implies that if Y1g ∈ “Ht, then there exists
a full measure set ωg (with respect to µ) such that gˇx ∈ L1(R) for all x ∈ ωg.
Hence for all x ∈ ωg, gx is a continuous function over R and gx(y) =
∫
gˇxdλ;
moreover, for any x ∈ ωg,
∫
gˇxdλ = 0 if and only if gx(0) = 0. Then the
claim is a direct consequence of (1) and (2). 
We now make a slight digression to prove an important lemma which is
important for the sequel.
Lemma 9.2. For any dual irreducible component (“¯ρt, “Ht) of SL(2,R)⋉R2,
if g ∈ (“Ht)2, then
(1) for almost all x ∈ R (with respect to the measure µ)
‖(Y 22 g)x‖C0 ≤ C‖(Y 22 g)x‖L2(R) + C‖(Y1Y2g)x‖L2(R),
(2) (Y 22 g)y1 → (Y 22 g)y as y1 → y in L2(R, dµ) for any y ∈ R with respect
to the norm topology.
Proof. Proof of (1) Using relations in (9.1) we get
∂y(Y
2
2 g) = Y2(Y1g)
√−1.(9.3)
Then there exists a full measure set Ωg ⊂ R (with respect to dµ) such that
(Y 22 g)x ∈ L2(R) and
Ä
∂y(Y
2
2 g)
ä
x
∈ L2(R) for any x ∈ Ωg. Further, by using
Sobolev embedding theorem and (9.3), for all x ∈ Ωg we have
‖(Y 22 g)x‖C0 ≤ C‖(Y 22 g)x‖L2(R) + C‖
Ä
∂y(Y
2
2 g)
ä
x
‖L2(R)
= C‖(Y 22 g)x‖L2(R) + C‖(Y1Y2g)x‖L2(R),(9.4)
which proves the claim.
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Proof of (2) It follows from (9.4) that
‖(Y 22 g)y(x)‖2L2(R,dµ(x))
=
∫
R
|(Y 22 g)(x, y)|2dµ(x) ≤
∫
R
‖(Y 22 g)x‖2C0dµ(x)
(*)
≤ 2C
∫
R
|(Y 22 g)(x, y)|2dydµ(x) + 2C
∫
R
|(Y2Y1g)(x, y)|2dydµ(x)
(**)
= 2C‖Y 22 f‖2 + 2C‖Y2Y1f‖2.(9.5)
(9.4) shows that
(Y 22 f)y1(x)→ (Y 22 f)y(x), as y1 → y
for any x ∈ Ωg. Let
h(x) = C‖(Y 22 g)x‖L2(R) + C‖(Y1Y2g)x‖L2(R).
Then (∗) and (∗∗) in (9.5) show that h ∈ L2(R, µ). Hence the conclusion
follows directly from dominant convergence theorem. 
9.3. Direct integrals with respect to {exp(tV )}t∈R. For any unitary
representation (π,H) of SL(2,R)⋉R2 without non-trivial R2-invariant vec-
tors, we have a direct direct integral decomposition: v =
∫
R
vtdν(t) for
any v ∈ H, where vt ∈ ”Ht and ν is a Borel measure on R. Note that”Ht = L2(R2, dµ(x)dy) for each t ∈ R and dµ(x) = |x|dx. From the discus-
sion in Section 3.1, we see that
H = L2
Ä
R, L2(R2, dµ(x)dy), dν
ä
.
Let ‹H = L2ÄR3,C, dµdydνä and H¯ = L2ÄR, L2(R2,C, dµdν), dyä.
We define a unitary representations (π¯, H¯) and (π˜, ‹H) of {exp(tV )}t∈R as
follows:
π¯(exp(tV ))
Ä∫
fydy
ä
=
∫
fy · e−y
√−1dy and
π˜(exp(tV ))g(x, y, t) = g(x, y, t) · e−y
√−1
An argument similar to the one in Section 7.2 shows that the maps
L3(R3,C, dµdydν)
F−→ L2
Ä
R, L2(R2,C, dµdy), dν
ä
h(x, y, t)→
∫
R
F(t)dt
where F(h)(t)(x, y) = h(x, y, t), and
L3(R3,C, dµdydν)
F1−→ L2
Ä
R, L2(R2,C, dµdν), dy
ä
h(x, y, t)→
∫
R
F1(y)dy
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where F1(h)(y)(x, t) = h(x, y, t) for any h ∈ L3(R3,C, dµdydν) are unitary
isomorphisms over {exp(tV )}t∈R. Hence (π,H) and (π¯, H¯) are unitarily
equivalent over {exp(tV )}t∈R.
We are now in a position to proceed with the proof of Theorem 2.2.
9.4. Proof of Theorem 2.2. In the proof we assume that ui,j = u1,2 since
the Weyl group acts simply transitive on all the one parameter subgroups
Ui,j.
Proof of (1) Note that G3 is isomorphic to SL(2,R)⋉R
2 and π |G3 has no
R
2-invariant vectors by Howe-moore. Then the claim is a direct consequence
of the discussion in Section 9.3 and Remark 3.10.
Proof of (2) Note that uk,ℓ ∈ E1,2 if and only if there exists 3 ≤ m ≤ n such
that uk,ℓ = u1,m or uk,ℓ = um,2. Without loss of generality, we assume that
uk,ℓ = u1,3. We restrict ourselves to the subrepresentation (π |G3 , H). Recall
Definition 6.12. Using arguments in Section 9.3 for any h ∈ H we can write
h =
∫
hydy where hy(x, t) = h¯(x, y, t) for some h¯ ∈ L2(R3,C, dµ(x)dydν(t)).
For almost all (x, t) ∈ R2 (with respect to the measure dµ(x)dν(t)), it
follows from (1) of Lemma 9.2 that
|(u21,3g)y1(x, t)| ≤ ‖(u21,3g)t(x, ·)‖C0
≤ C‖(u21,3g)t(x, ·)‖L2(R) + C‖(u2,3u1,3g)t(x, ·)‖L2(R).(9.6)
Set q(x, t) = ‖(u21,3g)t(x, ·)‖L2(R) + ‖(u2,3u1,3g)t(x, ·)‖L2(R). Then∫
R2
q(x, t)2dµ(x)dν(t) ≤ 2
∫
R2
Ä∫
R
|(u21,3g)(x, y, t)|2dy
ä
dµ(x)dν(t)
+ 2
∫
R2
Ä∫
R
|(u2,3u1,3g)(x, y, t)|2dy
ä
dµ(x)dν(t)
≤ 2‖u21,3g‖L2(R3,C,dκ) + 2‖u2,3u1,3g‖L2(R3,C,dκ)
= 2(‖u21,3g‖2 + ‖u2,3u1,3g‖2)
≤ 2‖g‖22
where dκ = dµ(x)dydν(t). Hence q(x, t) ∈ L2(R2, C, dµ(x)dν(t)). Now
noting that (2) of Lemma 9.2 implies that for almost all (x, t) ∈ R2 (with
respect to the measure dµ(x)dν(t)),
(u21,3g)y1(x, t) = (u
2
1,3g)t(x, y1)→ (u21,3g)t(x, y) = (u21,3g)y(x, t)
as y1 → y. By using dominant convergence theorem, we see that
(u21,3g)y1(x, t)→ (u21,3g)y(x, t),
as y1 → y in L2(R2,C, dµ(x)dν). Immediately, we find that the function
y → ‖gy‖2L2(R2,dµ(x)dν) is continuous on R. Then the claim follows directly
from Lemma 6.3 and Remark 3.10.
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Proof of (3) Arguments in the previous part shows that without loss of
generality, we just need to prove that limχ→0D1,2(u21,3g)(χ) = 0. Again, we
will focus on the subrepresentation (π |G3 , H). Since f is the solution of
the cohomological equation u1,2f = g, f is smooth from (1) of Theorem 2.1.
Then u21,3f satisfies the equation u1,2u
2
1,3f = u
2
1,3g. Similar to the previous
case, we write u21,3g =
∫
(u21,3g)ydy where (u
2
1,3g)y(x, t) = (u
2
1,3g)(x, y, t) and
(u21,3g) ∈ L2(R3,C, dµ(x)dydν(t)). Then (4) of Corollary 9.1 shows that for
almost all (x, t) ∈ R2 (with respect to the measure dµ(x)dν(t))
lim
y→0(u
2
1,3g)y(x, t) = lim
y→0(u
2
1,3g)t(x, y) = 0(9.7)
By earlier arguments in (2), we see that (u21,3g)y(x, t) → 0 as y → 0 in
L2(R2,C, dµ(x)dν), which proves the claim.
Proof of (4) Without loss of generality, we just need to prove the claim
for the pair u1,3 and u2,4. We also assume notations in (3). Using subrep-
resentation (π |G3 , H), the assumption means that for almost all (x, t) ∈ R2
(with respect to the measure dµ(x)dν(t)) limy→0(u21,3g)y(x, t) = 0. By using
(9.7) and (3) of Corollary 9.1 we see that the equation u1,2f = u1,3g has a
solution f ∈ H. Similarly, by using subrepresentation (π |H4 , H), we get a
solution k ∈ H for the equation u1,2k = u2,4g. The smoothness of k and f
follow from Theorem 2.1. Then
u1,3u1,2k = u1,3u2,4g = u2,4u1,3g = u2,4u1,2f,
which implies k and f satisfy the cocycle equation
u1,3k = u2,4f(9.8)
thanks to Howe-moore. By Theorem 2.3, there exists h ∈ H∞ satisfying
u2,4h = k and u1,3h = f.
Substituting the relations into (9.8), we get the equation
u1,2u2,4h = u2,4g.
By Howe-moore again, we find that u1,2h = g. Thus we finish the proof.
10. Proof of Theorem 2.6
The proof is standard and similar arguments appeared in [13], [16] and
[29]. Let β be a cocycle over the V -action on G/Γ. Restricted to the U -
action on G/Γ, β is also a cocycle. Then it follows from the result in (1)
that there is a smooth transfer function p that satisfies
β(u, x) = p(u · x) + c(u)− p(x)
for any u ∈ U and x ∈ G/Γ, where c : U → C is a constant cocycle. For any
v ∈ V , let
β∗(v, x) = β(v, x) − p(v · x) + p(x).
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Using the definition of cocycle, we see that β∗ is also a cocycle over V -action.
Then
β∗(v, x) = β∗(uv, x)− β∗(u, v · x) = β∗(vu, x) − β∗(u, v · x)
= β∗(v, u · x) + β∗(u, x)− β∗(u, v · x)
= β∗(v, u · x)
is a U -invariant smooth function on G/Γ for every v ∈ V . By Howe-moore,
it is constant. Therefore, setting c′(v) = β(v, x) − p(v · x) + p(x), we have
shown that p satisfies
β(v, x) − p(v · x) + p(x) = c′(v)
for all v ∈ V and x ∈ G/Γ. It is clear that c′ = c on U .
References
[1] B. Bekka, P. De La Harpe, and A. Valette, Kazhdan’s Property (T ), New Math.
Monogr. 11, Cambridge Univ. Press, Cambridge, 2008.
[2] Bachir Bekka and Pierre de la Harpe, Irreducibly represented groups, Comment.
Math. Helv. 83 (2008), no. 4, 847-868.
[3] D. Damjanovic and A. Katok, Periodic cycle functionals and cocycle rigidity for
certain partially hyperbolic Rk actions, Discr. Cont. Dyn. Syst. 13 (2005), 985–1005.
[4] P. Eymard, L’alge`bre de Fourier d’un groupe localment compact, Bull. Soc. Math. de
France 92 (1964), 181-236.
[5] L. Flaminio, G. Forni. Invariant distributions and time averages for horocycle flows.
DukeMath J. 119 No. 3 (2003) 465-526.
[6] G. Folland, A Course in Abstract Harmonic Analysis, CRC Press, Boca Raton, 1995.
[7] Oh, Hee, Uniform pointwise bounds for matrix coefficients of unitary representations
and applications to Kazhdan constants. Duke Math. J. 113 (2002), no. 1, 133-192.
[8] R. Howe, A notion of rank for unitary representations of the classical groups, Har-
monic Analysis and Group Representations, Liguori, Naples, 1982, pp. 223–331.
[9] R. Howe and C. C. Moore, Asymptotic properties of unitary representations, J. Func.
Anal. 32 (1979), Kluwer Acad., 72-96.
[10] R. E. Howe and E. C. Tan, Non-Abelian Harmonic Analysis, Springer-Verlag, 1992.
[11] Anatole Katok, Cocycles, cohomology and combinatorial constructions in ergodic the-
ory, Smooth ergodic theory and its applications (Seattle, WA, 1999), Proc. Sympos.
Pure Math., Amer. Math. Soc., Providence, RI, In collaboration with E. A. Robinson,
Jr., 69 (2001), 107-173.
[12] A. Katok and A. Kononenko, Cocycle stability for partially hyperbolic systems, Math.
Res. Letters 3 (1996), 191–210.
[13] A. Katok and R. Spatzier, First cohomology of Anosov actions of higher rank abelian
groups and applications to rigidity, Publ. Math. IHES 79 (1994), 131–156.
[14] A. Katok and R. Spatzier, Subelliptic estimates of polynomial differential operators
and applications to rigidity of abelian actions, Math. Res. Letters, 1 (1994), 193-202
[15] A. Katok and Z. J. Wang, Cocycle rigidity of partially hyperbolic actions, summited.
[16] D. Mieczkowski, “The Cohomological Equation and Representation Theory,” Ph.D
thesis, The Pennsylvania State University, 2006.
[17] D. Mieczkowski, The first cohomology of parabolic actions for some higher-rank
abelian groups and representation theory, J. Mod. Dyn., 1 (2007), 61-92.
[18] A. W. Knapp, Representation theory of Semisimple groups-An overview based on
examples, Princeton University press, 1986.
[19] S. Lang, SL(2,R), Addison-Wesley, Reading, MA, 1975.
COHOMOLOGICAL EQUATION AND COCYCLE RIGIDITY 57
[20] G. W. Mackey, Induced representations of locally compact groups I , Ann. of Math.,
vol. 55 (1952), pp. 101-139
[21] G. W. Mackey, The Theory of Unitary Group Representations, University of Chicago
Press, 1976
[22] G.A. Margulis, Finitely-additive invariant measures on Euclidean spaces, Ergod. Th.
Dynam. Sys. 2, p. 383-396 (1982)
[23] G. A. Margulis, Discrete subgroups of semisimple Lie groups, Berlin Heidelberg New
York, Springer-Verlag, 1991.
[24] F. I. Mautner, Unitary representations of locally compact groups, II, Ann. of Math.
(2) 52 (1950), 528-556.
[25] E. Nelson, Analytic vectors, Ann. of Math. (2) 70 (1959), 572-615.
[26] R. Goodman, One-parameter groups generated by operators in an enveloping algebra,
J. Functional Analysis 6 (1970), 218-236.
[27] D. W. Robinson, Elliptic Operators and Lie Groups, Oxford Mathematical Mono-
graphs, 1991.
[28] Walter Rudin, Real and complex analysis.
[29] Felipe A. Ramirez, Cocycles over higher-rank abelian actions on quotients of semisim-
ple Lie groups. Journal of Modern Dynamics 3 (2009), no. 3, 335-357.
[30] D. A. Vogan, The unitary dual of GL(n) over an archimedean field, Inventiones math
83, 449-505 (1986)
[31] Z. J. Wang, Uniform pointwise bounds for Matrix coefficients of unitary representa-
tions on semidirect products, submmited.
[32] G. Warner, Harmonic Analysis on semisimple Lie groups I, II, Springer Verlag, Berlin
1972.
[33] A. Weil, Basic Number Theory, Springer Verlag, 1973.
[34] R. J. Zimmer, Ergodic theory and semisimple groups, Birkha¨user, Boston, 1984
Department of Mathematics, Yale University, New Haven, CT 06520, USA
E-mail address: Zhenqi.Wang@yale.edu
