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Abstract. We tackle the problem of graph transformation with a partic-
ular focus on node cloning. We propose a new approach to graph rewrit-
ing where nodes can be cloned zero, one or more times. A node can be
cloned together with all its incident edges, with only its outgoing edges,
with only its incoming edges or with none of its incident edges. We thus
subsume previous works such as the sesqui-pushout, the heterogeneous
pushout and the adaptive star grammars approaches. A rewrite rule is
defined as a span where the right-hand and left-hand sides are graphs
while the interface is a polarized graph. A polarized graph is a graph
endowed with some annotations on nodes. The way a node is cloned is
indicated by its polarization annotation. We use these annotations for
designing graph transformation with polarized cloning. We show how a
clone of a node can be built according to the different possible polariza-
tions and define a rewrite step as a final pullback complement followed
by a pushout. This is called the polarized sesqui-pushout approach. We
also provide an algorithmic presentation of the proposed graph transfor-
mation with polarized cloning.
1 Introduction
Graph transformation [22,12,14] extends string rewriting [3] and term rewriting
[1] in several respects. In the literature, there are many ways to define graphs and
graph rewriting. The proposed approaches can be gathered in two main streams:
(i) the algorithmic approaches, which define a graph rewrite step by means of
the algorithms involved in the implementation of graph transformation (see e.g.
[2,10]); (ii) the second stream consists of the algebraic approaches, first proposed
in the seminal paper [15], and which use categorical constructs to define graph
transformation in an abstract way. The most popular algebraic approaches are
the double pushout (DPO) and the single pushout (SPO) approaches, which can
be illustrated as follows:
L
m

K
loo
d

r // R
h

G D
l1oo
r1 // H
L
m

r // R
h

G
r1 // H
(A) Double pushout: G
dpo
%9 H (B) Single pushout: G
spo
%9 H
As usual, a span is a pair of morphisms with the same source. In the DPO
approach [15,5], a rule ρ is defined as a span ρ = L ← K → R and a matching
is a morphism m : L→ G. A graph G rewrites into a graph H using rule ρ and
matching m if and only if there exist graph morphisms d, h, l1, r1 such that the
left and the right squares in the diagram (A) above are pushouts. In general, D
is not unique, and conditions may be given in order to ensure its existence, such
as dangling and identification conditions (see e.g., [5]). Since graph morphisms
are completely defined, the DPO approach is easy to grasp, but in some cases
this approach fails to specify rules with deletion of nodes, as witnessed by the
following example. Let us consider the reduction of the term f(a) by means of
the (term rewrite) rule f(x) → f(b). This rule can be translated into a span
f(x) ← K → f(b) for some graph K. When applied to f(a), because of the
pushout properties, the constant a must appear in D, hence in H , although f(b)
is the only desired result for H .
In the SPO approach [21,16,16,13], a rule ρ is a partial graph morphism
ρ = L → R and a matching is a total morphism m : L → G. A graph G
rewrites into a graph H using rule ρ and matching m if and only if there exist
graph morphisms h, r1 such that the square in the diagram (B) above is a
pushout. This approach is appropriate to specify deletion of nodes thanks to
partial morphisms. Deletion of a node causes automatically the deletion of all
its incident edges.
In this paper we are interested in graph transformation with a particular
focus on node cloning. Informally, by cloning a node n, we mean making zero,
one or more copies of n with “some” of its incident edges. Roughly speaking,
each copy of n can be made either with all the incident edges of n, with only
its outgoing edges, with only its incoming edges, or without any of its incident
edges.
Cloning a term is very common in the setting of term rewriting systems.
Consider the rule f(x)→ g(x, x). This rule copies twice the instance of x when
applied over first-order terms. In the area of graph transformation, the considered
rule can be intuitively written (following the algorithmic approach) as f(x) →
g(p : x, p) where x is not cloned twice but shared [20,11]. If this kind of sharing,
which is one of the main features of graph transformation, can be of great interest
in several areas such as efficient implementations of declarative programming
languages [19], cloning of nodes is another important feature which may ease
graph transformation in many real-life applications.
The classical DPO and SPO approaches of graph transformation are clearly
not well suited to perform cloning of nodes. As far as we are aware of, there
are two algebraic attempts to deal with cloning: the sesqui-pushout approach
(SqPO) [4] and the heterogeneous pushout approach (HPO) [7]. They can be
illustrated as follows:
L
m

K
loo r //
d

R
h

G D
l1oo
r1 // H
L
τ
//❴❴❴❴❴❴❴❴
m

R
d

σ
r ❩❭❪❴❛❜❞
G
τ1
//❴❴❴❴❴❴❴❴ H
σ1
r ❩❭❪❴❛❜❞
Sesqui-pushout: G
sqpo
%9 H Heterogeneous pushout: G
hpo
%9 H
In [4], Corradini et al. propose the sesqui-pushout approach where a rewrite
rule is a span L ← K → R as in the DPO approach, and a rewrite step is
obtained nearly as in the DPO approach, but the left square is a final pullback
complement instead of a pushout complement. The sesqui-pushout approach has
the ability to clone nodes with all their incident edges.
In the heterogeneous pushout approach we have presented in [7], a rewrite
rule is defined as a tuple ρ = (L,R, τ, σ) such that the left-hand side L and the
right-hand side R are graphs, τ is a mapping from the nodes of L to the nodes of
R (τ does not need to be a graph morphism) and σ is a partial function from the
nodes of R to the nodes of L. A matching is a morphism of graphsm : L→ G. A
graph G rewrites into a graph H using rule ρ and matching m if and only if the
above diagram is a heterogeneous pushout as defined in [7]. Roughly speaking,
this means that when τ(p) = n the incoming edges of p are redirected towards
n and when σ(n) = p the node n is instantiated as p (parameter passing or
cloning). In this approach, a node may be cloned with all its outgoing edges
(and not with all its incident edges as in the sesqui-pushout approach).
In this paper, we introduce the notion of polarized graphs in order to perform
node cloning. Informally, we define a polarized graph F as a graph F where each
node n is annotated as n+, n−, n± or just n. The rules in our approach are made
of a polarized graph K, consisting of a graph K with annotated nodes, and a
span of graphs L
l
← K
r
→ R. Such a rule is written L
l
← K
r
→ R. Intuitively, the
annotations in K indicate the polarized cloning actions as follows : n+ means that
the node n is cloned together with all its outgoing edges, while n− means that n
is cloned together with all its incoming edges. Then, n± means that n is cloned
together with all its incident edges. A node n without any annotation means
that n is cloned without its incident edges. Thus, polarization of nodes provides
more flexible ways to perform node cloning when compared to the SqPO [4] and
the HPO [7] approaches. This new approach is called polarized sesqui-pushout
(PSqPO for short). A rewrite step in the PSqPO approach has nearly the same
shape as in the SqPO approach:
L
m

K
loo r //
d

R
h

G D
l1oo
r1 // H
Polarized sesqui-pushout: G
psqpo
%9 H
where the left square is obtained from a final pullback complement in the cat-
egory of polarized graphs and the right square is a pushout in the category of
graphs (when the polarizations of K and D are forgotten).
The paper is organized as follows. Section 2 introduces the notion of polarized
graphs. Then Section 3 provides both an algorithmic and a categorical definition
of graph rewriting with polarized sesqui-pushout (PSqPO). Our approach is
adapted to labeled graphs in Section 4. Finally, a comparison with related work
is made in Section 5. Detailed proofs can be found in the Appendix. We use
categorical notions which may be found for instance in [18].
2 Graphs and polarized graphs
In this section, we define the two kinds of graphs used in this paper: “ordinary”
graphs in Section 2.1 and polarized graphs in Section 2.2.
2.1 Graphs
Definition 1 A graph X is made of a set of nodes |X |, a set of edges X→ and
two functions source and target from X→ to |X |. An edge e with source n and
target p is denoted n
e
→ p. The set of edges from n to p in X is denoted Xn→p.
A morphism of graphs f : X → Y is made of two functions (both denoted f)
f : |X | → |Y | and f : X→ → Y→, such that f(n)
f(e)
→ f(p) for each edge n
e
→ p.
This provides the category Gr of graphs.
In order to build large graphs from smaller ones, we will use the sum of
graphs and the edge-sum for adding edges to a graph, as defined below using
the symbol + for the coproduct in the category of sets, i.e., the disjoint union
of sets.
Definition 2 Given two graphs X1 and X2, the sum X1+X2 is the coproduct of
X1 and X2 in the categry of graphs, which means that |X1+X2| = |X1|+|X2| and
(X1 +X2)→ = X1→+X2→ and the source and target functions for X1+X2 are
induced by the source and target functions for X1 and for X2. Given two graphs
X and E such that |E| ⊆ |X |, the edge-sum X +e E is the pushout, in the
category of graphs, of X and E over their common subgraph made of the nodes
of E and no edge. This means that |X+eE| = |X | and (X +e E)→ = X→+E→
and the source and target functions for X +e E are induced by the source and
target functions for X and for E.
Clearly, the precise set of nodes of E does not matter in the construction of
X +e E, as long as it contains the source and target of every edge of E and is
contained in |X |. This notation is extended to morphisms: let f1 : X1 → Y1 and
f2 : X2 → Y2, then f1+ f2 : X1+X2 → Y1+Y2 is defined piecewise from f1 and
f2. Similarly, let f : X → Y and g : E → F with |E| ⊆ |X | and |F | ⊆ |Y |, then
f +e g : X +e E → Y +e F is defined as f on the nodes and piecewise from f
and g on the edges.
Remark 1 Let X be a subgraph of a graph Y . Let X denote the subgraph of
Y induced by the nodes outside |X | and X˜ the subgraph of Y induced by the
edges which are neither in X nor in X, that is, the edges that are incident
to a node (at least) in X but do no belong to X. For all nodes n, p in Y let
X˜n→p denote the subgraph of Y induced by the edges from n to p in X˜ (so that
X˜n→p is empty whenever both n and p are in X). Then Y can be expressed as
Y = (X+X)+eX˜ with X˜→ =
∑
n∈|Y |,p∈|Y | X˜n→p which can also be written
as |Y | = |X |+ |X | and Y→ = X→ +X→ +
∑
n∈|Y |,p∈|Y | X˜n→p
In this paper, we use the following notion of graph matching.
Definition 3 A matching of graphs is a monomorphism of graphs.
It is easy to check that a morphism of graphs is a matching if and only if it
is injective, in the sense that both underlying functions (on nodes and on edges)
are injections. So, up to isomorphism, every matching of graphs is an inclusion.
For simplicity of notations, we now assume that all matchings of graphs are
inclusions.
2.2 Polarized graphs
A polarized graph is a graph where every node may be polarized in the sense
that it may be marked either with a “+”, with a “−”, with both “±” or with
no mark. The polarizations will be used as cloning instructions (in Section 3.2):
roughly speaking, a node n+ is cloned with its outgoing edges, n− is cloned
with its incoming edges, n± is cloned with all its incident edges and n is cloned
without any of its incident edges. Moreover, every edge in a polarized graph has
its source node (resp. target node) marked with “+” or “±” (resp. “−” or “±”).
Definition 4 A polarization X± of a graph X is a pair X± = (|X |+, |X |−) of
subsets of |X |. A node n may be denoted n+ if it is in |X |+, n− if it is in |X |−
and n± if it is in |X |+ ∩ |X |−. A node n of |X | is called neutral if and only if
it does not belong to |X |+ ∪ |X |−. A polarized graph X = (X,X±) is a graph
X together with a polarization X± of X such that the source of each edge e of
X→ is in |X |+ and the target of e is in |X |−. A morphism of polarized graphs
f : X → Y, where X = (X,X±) and Y = (Y, Y ±), is a morphism of graphs
f : X → Y such that f(|X |+) ⊆ |Y |+ and f(|X |−) ⊆ |Y |−. This provides the
category Gr± of polarized graphs.
Definition 5 Given two polarized graphs X1 and X2, their sum is the polarized
graph X1 + X2 made of the graph X1 +X2 with the polarization |X1 +X2|+ =
|X1|+ + |X2|+ and |X1 + X2|− = |X1|− + |X2|−. Given two polarized graphs
X and E such that |E| ⊆ |X |, |E|+ ⊆ |X |+ and |E|− ⊆ |X |−, their edge-sum
is the polarized graph X +e E made of the graph X +e E with the polarization
|X +e E|
+ = |X |+ and |X +e E|
− = |X |−.
Definition 6 A matching of polarized graphs is a monomorphism f : X → Y
such that f(|X |+) = f(|X |)∩ |Y |+ and f(|X |−) = f(|X |)∩ |Y |− (we say that f
strictly preserves the polarization).
It is clear from this definition that a matching of polarized graphs is a match-
ing of graphs which strictly preserves the polarization. We now assume that all
matchings of polarized graphs are inclusions, which is the case up to isomor-
phism.
Remark 2 Let f : X → Y be a matching of polarized graphs. Analogously to
Remark 1, using the fact that f strictly preserves the polarization, we can express
Y as Y = (X+X) +e X˜ with X˜→ =
∑
n∈|Y|,p∈|Y| X˜n→p, where X˜n→p denotes the
polarized graph made of the graph X˜n→p as in Remark 1 with its nodes polarized
as in Y.
Example 1 Here is a morphism of polarized graphs which is an inclusion al-
though it is not a matching (the condition f(|X |+) = f(|X |) ∩ |Y |+ is not ful-
filled):
n−
p+
==⑤⑤⑤⑤⑤
//
n±
!!❇
❇❇
❇❇
rr
p+
==⑤⑤⑤⑤⑤
//
// q−
Definition 7 The underlying graph of a polarized graph X = (X,X±) is X.
This defines a functor Depol : Gr± → Gr. The polarized graph X induced by
a graph X is X = (X,X±) where |X |+ = |X |− = |X |. This defines a functor
Pol : Gr→ Gr±, which is a right adjoint to Depol.
3 Polarized sesqui-pushout graph rewriting
In this section we define the polarized sesqui-pushout approach (PSqPO). The
idea is that the polarization of a node indicates how the cloning acts on the edges
incident to the considered node. In order to provide an operational intuition of
our PSqPO approach, we start by giving an algorithmic counterpart of PSqPO
in Section 3.1, before defining the algebraic approach in Section 3.2. The equiv-
alence of the two approaches is discussed in Section 3.3. We end this section by
stating the functoriality property (also known as vertical composition) of the
PSqPO approach in Section 3.4.
3.1 An algorithmic definition
The algorithmic version of polarized sesqui-pushout graph rewriting is denoted
AlgoPC.
Definition 8 An AlgoPC rewrite rule consists of a tuple µ = (L,R,C+, C−),
where L and R are graphs and C+, C− : |L| × |R| → N are mappings. Then
L and R are called respectively the left-hand side and the right-hand side and
C+, C− are called the cloning multiplicities of µ. Let µ = (L,R,C+, C−) be an
AlgoPC rewrite rule, G a graph and m : L→ G a matching. Thus |G| = |L|+ |L|
and G→ = L→+L→+ L˜→. The AlgoPC rewrite step applying the rule µ to the
matching m builds the graph H and the matching h : R → H such that h is the
inclusion and |H | = |R|+ |L| and H→ = R→ + L→ +
∑
n∈|H|,p∈|H|En,p where:
1. if n ∈ |R| and p ∈ |R| then there is an edge n
(e,i)
→ p in En,p for each edge
nL
e
→ pL in L˜→ and each i ∈ {1, . . . , C+(nL, n)× C−(pL, p)};
2. if n ∈ |R| and p ∈ |L| then there is an edge n
(e,i)
→ p in En,p for each edge
nL
e
→ p in L˜→ and each i ∈ {1, . . . , C+(nL, n)};
3. if n ∈ |L| and p ∈ |R| then there is an edge n
(e,i)
→ p in En,p for each edge
n
e
→ pL in L˜→ and each i ∈ {1, . . . , C−(pL, p)};
4. if n ∈ |L| and p ∈ |L| then En,p is empty.
An AlgoPC rewrite step is written G
algopc
%9 H or more precisely m
algopc
µ
%9 h .
So, when an AlgoPC rule µ = (L,R,C+, C−) is applied to a matching of
L in G, the image of L in G is erased and replaced by R, the subgraph L
remains unchanged, and the edges in L˜ are handled according to the cloning
multiplicities. The subtleties in building clones lie in the treatment of the edges
in L˜.
Example 2 Let us consider the following rule µ = (L,R,C+, C−) where
L R
f
  ✂✂
✂✂

❁❁
❁❁
a b
g
  ✁✁
✁✁

❂❂
❂❂

c d e
C+(a, c) = 2, C+(a, e) = 1, C−(f, g) = 2, and every other cloning multiplicity
is 0. Now let us consider the graphs G and H:
G H
Γ
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c
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``]]
ff
Then G rewrites into H using the rule µ and the matching L → G defined by
the inclusion. Indeed, as specified by the cloning multiplicities, the edge going
out of node a towards Γ is cloned three times, two times by the edges going out
from c towards Γ (C+(a, c) = 2) and a third time by the edge going out from
e (C+(a, e) = 1), the node b is erased as well as all its incident edges, and the
incoming edges of f are duplicated (C−(f, g) = 2) and redirected towards g. The
edge from a towards f is copied four times (C+(a, c)× C−(f, g) = 4) from c to
g and two times (C+(a, e)× C−(f, g) = 2) from e to g.
3.2 An algebraic definition
In this section we define the polarized sesqui-pushout rewriting system (PSqPO).
In Section 3.3 we will prove that PSqPO and AlgoPC (from Section 3.1) are
equivalent. The PSqPO rewriting can be seen as a generalization of the sesqui-
pushout approach [4], applied to a heterogeneous categorical framework includ-
ing both “ordinary” graphs and polarized graphs, which allows more flexibility
in cloning. The definition of the PSqPO rewriting relies on the well-known cat-
egorical notions of pushout (PO) and pullback (PB). Pushouts of graphs are
described in Proposition 1 and final pullback complements of polarized graphs
in Proposition 2. These results are proved in the Appendix (Propositions 12
and 16, respectively).
Proposition 1 Let r : K → R be a morphism of graphs and d : K → D a
matching of graphs. The following square, where h is the inclusion, is a pushout
of d and r in Gr.
K
d

r // R
h

D = (K +K) +e K˜
r1=(r+idK)+er˜
// H = (R+K) +e R˜
where: R˜n→p =
∑
nD∈r
−1
1 (n),pD∈r
−1
1 (p)
K˜nD→pD for all n, p ∈ |H | and r˜ : K˜ →
R˜ maps nD
e
→ pD to r1(nD)
e
→ r1(pD) .
This means that |H | = |R|+|K| andH→ = (R→+K→)+e
∑
n,p∈|R|+|K| R˜n→p
where:
R˜n→p =


∅ when n, p ∈ |K|∑
pK∈r−1(p)
K˜n→pK when n ∈ |K|, p ∈ |R|∑
nK∈r−1(n)
K˜nK→p when n ∈ |R|, p ∈ |K|∑
nK∈r−1(n),pK∈r−1(p)
K˜nK→pK when n, p ∈ |R|
Let us now define final pullback complements in the naive way, this definition
coincides with the one in [9,4] when both exist.
Definition 9 In a category M, let a : X → Y and g : Y → Y1 be consecutive
morphisms. A pullback complement (PBC) of a and g is an object X1 with a
pair of morphisms f : X → X1, a1 : X1 → Y1 such that there is a pullback:
Y
g

X
aoo
f

Y1 X1
a1oo
A morphism k : (X1, f, a1) → (X ′1, f
′, a′1) of pullback complements of a and g
is a morphism k : X1 → X
′
1 in M such that k ◦ f = f
′ and a′1 ◦ k = a1. This
yields the category of pullback complements of a and g, and the final pullback
complement (FPBC) of a and g is defined as the final object in this category, if
it does exist. The FPBC is illustrated as follows:
Y
g

X
aoo
f

Y1 X1
a1oo
Proposition 2 Let l : K → L be a morphism and m : L → G a matching of
polarized graphs. The following square, where d is the inclusion, is a FPBC of l
and m in Gr±:
L
m

K
loo
d

G = (L+ L) +e L˜ D = (K+ L) +e K˜
l1=(l+idL)+e l˜
oo
where: K˜nD→pD = L˜l1(nD)→l1(pD) for all nD ∈ |D|
+, pD ∈ |D|− and otherwise
K˜nD→pD = ∅) and l˜ : K˜ → L˜ maps nD
e
→ pD to l1(nD)
e
→ l1(pD) .
Definition 10 A PSqPO rewrite rule ρ is a polarized graph K = (K,K±) to-
gether with a span of graphs L
l
← K
r
→ R. This is denoted: L K
loo r // R
Let ρ = L
l
← K
r
→ R be a PSqPO rewrite rule, G a graph and m : L → G a
matching of graphs. The PSqPO rewrite step applying the rule ρ to the matching
m builds the graph H and the matching h : R→ H such that h is the inclusion,
in four steps:
1. The first step builds the polarized graphs L = Pol(L) induced by L and G =
Pol(G) induced by G (see Definition 7).
2. Then a FPBC of m and l as in Proposition 2 Gr± is built, which gives rise
to a polarized graph D, a morphism l1 : D → G and a matching d : K → D
in Gr±.
3. The polarizations are forgotten, by considering the underlying graphs K =
Depol(K) and D = Depol(D).
4. A pushout of d and r in Gr is constructed as in Proposition 1, which gives
rise to a graph H, a morphism r1 : D → H and a matching h : R → H
in Gr.
A PSqPO rewrite step is written G
psqpo
%9 H or m
psqpo
ρ
%9 h and it is illustrated
by the following diagram:
L
m

K
loo r //
d

R
h

G D
l1oo
r1 // H
It follows that a PSqPO rewrite step builds a rule ρ1 = (G
l1← D
r1→ H).
Merging Propositions 1 and 2 yields the following result, which provides an
explicit description of PSqPO rewrite steps.
Theorem 1 Let ρ = (L
l
← K
r
→ R) be a PSqPO rewrite rule and m : L→ G a
matching, so that G = (L + L) +e L˜. The PSqPO rewrite step applying ρ to m
builds the matching h : R→ H where h is the inclusion and H = (R + L) +e R˜
where, for all nodes n, p in |H |:
R˜n→p =


∑
n
+
K
∈r−1(n),p−
K
∈r−1(p) L˜l(nK)→l(pK) when n, p ∈ |R|∑
n
+
K
∈r−1(n) L˜l(nK)→p when n ∈ |R|, p ∈ |L|∑
p
−
K
∈r−1(p) L˜n→l(pK) when n ∈ |L|, p ∈ |R|
∅ when n, p ∈ |L|
This means that H is made of a copy of R together with the non-matching
nodes of G (i.e., nodes of G which are not in the image of the matching) and
with an edge n
(nD,pD ,e)
−→ p for each nD in |K|+ + |L| such that r1(nD) = n,
each pD in |K|− + |L| such that r1(pD) = p and each nG
e
→ pG in G→ where
nG = l1(nD) and pG = l1(pD). Since l1 and r1 are the identity on |L|, whenever
both n and p are in |L| then Hn→p = Gn→p.
Example 3 Example 2 is now seen from the categorical point of view. The
rewrite rule µ can be translated to the following rule
L K R
f
  ✂✂
✂✂

❁❁
❁❁
a b
loo
f−1 f
−
2
a+1 a
+
2 a
+
3
r //
g
  ✁✁
✁✁

❂❂
❂❂

c d e
where l(f1) = l(f2) = f , l(a1) = l(a2) = l(a3) = a, r(f1) = r(f2) = g, r(a1) =
r(a2) = c and r(a3) = e. As in Example 2, the matching is the inclusion of L in
G (below) and the PSqPO rewrite step builds:
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The resulting graph H and matching h : R→ H are the same as in Example 2.
3.3 Equivalence of the algorithmic and the algebraic definitions
Now we can prove that the categorical and the algorithmic definitions given in
the previous Sections 3.2 and 3.1 are equivalent. We start by noticing that edges
and neutral nodes in the interface K of a rule ρ = (L
l
← K
r
→ R) can be removed
without changing the operational semantics of the rule.
Definition 11 For each PSqPO rewrite rule ρ = (L
l
← K
r
→ R), the normaliza-
tion of ρ is the PSqPO rewrite rule N (ρ) = (L
l′
← K′
r′
→ R) where K′ is obtained
by removing all the edges and all the neutral nodes from K and by replacing every
node n± by two nodes n+
+ and n−
−, and where l′ and r′ are similar to l and r
with l′(n+) = l
′(n−) = l(n) and r
′(n+) = r
′(n−) = r(n).
Remark 3 The rules ρ and N (ρ) are equivalent, in the sense that for all match-
ings of graphs m : L→ G and h : R→ H: m
psqpo
ρ
%9 h if and only if m
psqpo
N (ρ)
%9 h .
Indeed, one can note that in Theorem 1 the definition of H does not use the
neutral nodes nor the edges of K, moreover for every node n± in K (see Defini-
tion 11) the nodes n+
+ and n−
− of K′ get identified in R hence in H.
Hereafter, we provide translations of the rules defined according to the algo-
rithmic approach into the the algebraic approach and vice-versa.
Definition 12 Let µ = (L,R,C+, C−) be an AlgoPC rewrite rule. Let K be the
polarized graph without edges and with, for each ⋆ ∈ {+,−}, a node (nL, nR)i,⋆
⋆
for each pair of nodes (nL, nR) ∈ |L| × |R| and each i ∈ {1, . . . , C⋆(nL, nR)}.
Let L
l
← K
r
→ R be the span of graphs such that l((nL, nR)i,⋆) = nL and
r((nL, nR)i,⋆) = nR. Let C(µ) denote the PSqPO rewrite rule L
l
← K
r
→ R.
Let ρ = (L
l
← K
r
→ R) be a PSqPO rewrite rule. For each ⋆ ∈ {+,−} and
each (nL, nR) ∈ |L| × |R|, let C⋆(nL, nR) be the number of nodes nK in |K|⋆
such that l(nK) = nL and r(nK) = nR. Let A(ρ) denote the AlgoPC rewrite rule
(L,R,C+, C−).
Proposition 3 Let µ be an AlgoPC rewrite rule and ρ a PSqPO rewrite rule.
Then A(C(µ)) = µ and C(A(ρ)) = N (ρ). In addition, the rules µ and C(µ) are
equivalent, and the rules ρ and A(ρ) are equivalent, in the sense that for all
matchings of graphs m : L → G and h : R → H: m
algopc
µ
%9 h if and only if
m
psqpo
C(µ)
%9 h , and m
psqpo
ρ
%9 h if and only if m
algopc
A(ρ)
%9 h .
The proof consists in a simple comparison of the definition of an AlgoPC
rewrite step (Definition 8) with Theorem 1.
3.4 Functoriality of polarized sesqui-pushout rewriting
In [8] we have defined categorical rewriting systems and their (horizontal) com-
position, as well as the functoriality property of a rewriting system (which corre-
sponds to the vertical composition in [17]) and we have proved that the composi-
tion of categorical rewriting systems preserves the functoriality property. We now
show that PSqPO rewriting can be seen as a categorical rewriting system which
can be presented as the composition of four functorial categorical rewriting sys-
tems, from which it follows that PSqPO rewriting is functorial (Proposition 4).
Definition 13 A categorical rewriting system is a span of functors: ML
L
←
P
R
→ MR together with a family of partial functions S = (Sρ)ρ∈|P| indexed by
the objects ρ of P, such that the partial function Sρ maps morphisms inML with
source L(ρ) to morphisms in P with source ρ, is such a way that L(Sρ(f)) = f
for every f in the domain of Sρ. The objects of P are the rewrite rules or
productions, the morphisms of ML and MR are the left-hand side and right-
hand side matches, and the partial function Sρ is the rewriting process function
with respect to ρ, with domain denoted as Dom(Sρ). Given a rule ρ, the rewrite
step applying ρ is the partial function from the set of morphisms in ML with
source L(ρ) to the set of morphisms in MR with source R(ρ) which maps every
match f in Dom(Sρ) to the match g = R(Sρ(f)).
The fact that Sρ is partial allows to deal with conditions on a matching (with
respect to the rule ρ) ensuring that ρ can be fired: this is the case with gluing
conditions in the double pushout approach and with conflict-freeness conditions
in the sesqui-pushout approach.
The definitions below are given up to isomorphism, more details can be found
in [8].
Definition 14 Let RS = (ML
L
← P
R
→ MR,S) and RS
′ = (M′L
L′
← P ′
R′
→
M′R,S
′) be two categorical rewriting systems which are consecutive, in the sense
that MR = M′L. The composition of RS and RS
′ is the categorical rewriting
system RS′ ◦ RS = (ML
L′′
← P ′′
R′′
→ M′R,S
′′
(ρ,ρ′)) where ML
L′′
← P ′′
R′′
→ M′R
is the composition of the spans in RS and RS′ and where the family of partial
functions S ′′ = (S ′′ρ′′ )ρ′′∈|P′′| is defined as follows, for each ρ
′′ = (ρ, ρ′) in P ′′:
the domain of S ′′ρ′′ is made of the morphisms f in Dom(Sρ) such that R(Sρ(f))
is in Dom(S ′ρ′ ), and for each f ∈ Dom(S
′′
ρ′′ ): S
′′
(ρ,ρ′)(f) = (Sρ(f),S
′
ρ′ (f
′)) where
f ′ = R(Sρ(f)) .
L
f

ρ
///o/o/o/o/o/o/o/o
Sρ(f)
R = L′
f ′

ρ′
///o/o/o/o/o/o/o
Sρ′ (f
′)
R′
f ′′

L1 ρ1
///o/o/o/o/o/o/o R1 = L
′
1
ρ′1
///o/o/o/o/o/o/o R′1
=
L
f

ρ′′
///o/o/o/o/o/o/o
S(ρ,ρ′)(f)
R′
f ′′

L1
ρ′′1
///o/o/o/o/o/o/o R′1
Definition 15 A categorical rewriting system (ML
L
← P
R
→ MR,S) is func-
torial if for each rule ρ : L  R the partial function Sρ satisfies: the identity
idL is in the domain of Sρ and Sρ(idL) = idρ, and for each pair of consecu-
tive morphisms f1 : L → L1 and f2 : L1 → L2 in ML, if f1 ∈ Dom(Sρ) and
f2 ∈ Dom(Sρ1), where ρ1 denotes the target of Sρ(f1) , then f2 ◦ f1 ∈ Dom(Sρ)
and Sρ(f2 ◦ f1) = Sρ1(f2) ◦ Sρ(f1).
Example 4 Every functor Θ : ML → MR gives rise to a categorical rewrit-
ing system RSΘ = (ML
id
← ML
Θ
→ MR,S) where S is made of the identity
functions. The categorical rewriting system RSΘ is functorial. It is called the
rewriting system associated to Θ.
The PSqPO rewriting system may be recovered by composing four categorical
rewriting systems. Two of them are instances of Example 4, the other two are
defined in [8].
1. The rewriting system RSPol associated to the functor Pol : Gr → Gr±,
which maps each graph to its induced polarized graph.
2. The FPBC rewriting system RSfpbc,Gr± on the category Gr
±, which is de-
fined as follows. A rule is a morphism of polarized graphs l : L ← K and
a morphism from l : L ← K to l1 : G ← D is made of two matchings of
polarized graphs m : L → G and d : K → D such that l1 ◦ d = m ◦ l. For
every rule l : L← K and matching m : L→ G, the morphism Sl(m) is built
from the final pullback complement of m and l in the category Gr±.
3. The rewriting system RSDepol associated to the functor Depol : Gr
± → Gr,
which maps each polarized graph to its underlying graph.
4. The PO rewriting system RSpo,Gr on the category Gr, which is defined as
follows. A rule is a morphism of graphs r : K → R and a morphism from
r : K → R to r1 : D → H is made of two matchings of graphs d : K → D
and h : R → H such that r1 ◦ d = h ◦ r. For every rule r : K → R and
matching d : K → D, the morphism Sr(d) is built from the pushout of d
and r in the category Gr.
Definition 16 The PSqPO rewriting system RSPSqPO is the categorical rewrit-
ing system RSPSqPO = RSpo,Gr ◦ RSDepol ◦ RSfpbc,Gr± ◦ RSPol
Proposition 4 The PSqPO rewriting system is functorial.
4 An extension to labeled polarized graphs
For several modeling purposes, it is useful to add labels to nodes and edges.
In this section we discuss an extension of our proposal in order to perform
polarized sesqui-pushout graph transformation on labeled graphs. We provide
syntactic conditions which ensure the existence of the constructions involved
in the rewriting process. Hereafter, two sets LN and LE are given, they are
called the set of labels for nodes and for edges, respectively. Moreover, all the
constructions are considered up to isomorphism.
Definition 17 A labeled graph (X, lab) is a graph X together with two partial
functions lab : |X | ⇀ LN for the labeling of nodes and lab : X→ ⇀ LE for the
labeling of edges. A morphism of labeled graphs f : (X, labX) → (Y, labY ) is a
morphism of graphs f : X → Y which preserves the labels, in the sense that if
a node or an edge x in X is labeled with a then f(x) in Y is labeled with a (if
x is unlabeled there is no restriction on the labeling of f(x)). This provides the
category LGr of labeled graphs (with labels in LN and LE).
A labeled graph (X, lab) is often simply denoted X . A node x is denoted
x : a if it is labeled with a and x : ◦ if it is unlabeled. An edge x→ y is denoted
x
a
→ y if it is labeled with a and simply x→ y if it is unlabeled. A matching of
labeled graphs is a matching of graphs which preserves the labels. Proposition 1
is generalized to labeled graphs as follows.
Proposition 5 Let r : K → R be a morphism of labeled graphs and d : K → D
a matching of labeled graphs. Let us assume that:
– For each node or edge x in K, if r(x) : a and d(x) : b, then a = b.
– For each distinct nodes or edges x, y in K, if r(x) = r(y), d(x) : a and
d(y) : b, then a = b.
Then the pushout of d and r in LGr exists, its underlying diagram of graphs is
the pushout of d and r in Gr and each node or edge x in H is labeled if and only
if it is the image of a labeled node or edge in R or in D.
Thanks to the assumptions, no conflict may arise when labeling the graph
H : if a node or edge x in H is the image of several nodes or edges in R or in
D (at most one in R and maybe several in D), then all of them have the same
label, which becomes the label of x.
Since polarizations and labelings do not interfere, these definitions and results
are easily combined with the definitions and results in Section 2.2. This provides
the category LGr± of labeled polarized graphs, and Proposition 2 is generalized
to labeled polarized graphs as follows.
Proposition 6 Let l : K → L be a morphism of labeled polarized graphs and
m : L → G a matching of labeled polarized graphs. Then the FPBC of l and m
exists, its underlying diagram of graphs is the FPBC in Gr and each node or
edge xD in the graph D is labeled as follows: if xD is not in the image of K then
xD is labeled in D like l1(xD) in G, otherwise xD = d(xK) for a unique xK in
K and the label of xD in D is determined by the labels of xK in K, xL = l(xK)
in L and xG = m(xL) in G according to the following labeling patterns:
xL : a❴

xK : a❴

✤oo
xG : a xD : a
✤oo
xL : ◦❴

xK : ◦❴

✤oo
xG : a xD : a
✤oo
xL : ◦❴

xK : ◦❴

✤oo
xG : ◦ xD : ◦
✤oo
xL : a❴

xK : ◦❴

✤oo
xG : a xD : ◦
✤oo
The labeled PSqPO rewrite rules cannot be defined simply as PSqPO rewrite
rules where the graphs are labeled and the morphisms preserve the labels: in-
deed, in order to avoid conflicts in labeling the pushout, the assumptions in
Proposition 5 must be satisfied after the construction of the polarized FPBC
(Proposition 6). This leads to the following definition.
Definition 18 A labeled PSqPO rewrite rule is a PSqPO rewrite rule L
l
←
K
r
→ R (Definition 10) where the graphs are labeled and the morphisms preserve
the labels, such that the following conditions are fulfilled :
– For each unlabeled node or edge x in K, if l(x) is unlabeled in L then r(x)
is unlabeled in R.
– For each distinct unlabeled nodes or edges x, y in K, if l(x) and l(y) are
distinct and at least one of l(x) or l(y) is unlabeled in L then r(x) 6= r(y) in
R.
Remark 4 The labeled PSqPO rewriting system can be defined similarly to the
PSqPO rewriting system in Definition 16. It is a categorical rewriting system
which is functorial.
Remark 5 When dealing with labeled graphs, Remark 3 on the equivalence of
ρ and N (ρ) does not hold anymore: now the edges and the neutral nodes of
K cannot be dropped, in general, without modifying the rewrite step. Typically
neutral nodes in K can be used for transfering a label from G to H, when this
label is not provided by the matching.
Example 5 The behavior of the “if b then...else...” operator in imperative
languages can be modelled thanks to two polarized PSqPO rewrite rules, one
when b is true and another one when b is false. Here is a possible choice
when b is true (morphisms are represented via node name sharing, for instance
r(m) = r(p) = p,m and l(m) = m):
L K R
m : if
yyss
ss
sss
s
##●
●●
●●
●●
n : true p : ◦ q : ◦
loo
m− : ◦
p± : ◦
r //
p,m : ◦
These rules for modeling “if...then...else...” are destructive, in the sense
that nodes n and q disappear during the rewrite step. Non-destructive rules can
also be chosen, here is such a rule for true.
L K R
m :if
}}⑤⑤
⑤⑤
⑤⑤

✿✿
✿✿
✿✿
n :true p :◦ q :◦
loo
m− :◦
n± :true p± :◦ q± :◦
r //
p,m :◦
n :true q :◦
5 Related work
Polarized sesqui-pushout graph rewriting (PSqPO) is a new way to perfom graph
transformations which offers different possibilities to clone nodes and their inci-
dent edges, in addition to classical graph transformations (addition and deletion
of nodes and edges). In this section the PSqPO approach is compared with other
approaches for graph transformations.
In [7] an algebraic approach of termgraph transformation, based on hetero-
geneous pushouts (HPO), has been proposed. There, a rule is defined as a tuple
(L,R, τ, σ) such that L and R are termgraphs representing the left-hand and
the right-hand sides of the rule, τ is a mapping from the nodes of L to those of
R and σ is a partial function from nodes of R to nodes of L. The mapping τ
describes how incoming edges of the nodes in L are connected in R (i.e., global
redirection of incoming pointers), τ is not required to be a graph morphism as
in classical algebraic approaches of graph transformation. The role of σ is to
indicate the parts of L to be cloned. These two functions τ and σ have been
generalized in our present approach to a span L
l
← K
r
→ R where the polar-
ized graph K is annotated with cloning indications. Handling termgraphs as in
[7] requires some care to ensure the preservation of the arity (the number of
outgoing edges) of a node during a transformation process. This requirement
prevents from deletion of nodes and their incident edges in general. To ensure
preservation of node arities, the function τ is required to be total. The problem
of arity preserving does not appear in graphs. Thus, in our context, a node, n in
L, can actually be deleted (zero clone) with all its incident edges if, for instance,
n has no antecedent in K. With respect to cloning abilities, the HPO approach
offers the possibility to make one or more copies of a node together with its
outgoing edges. Therefore, this way of cloning nodes is limited to the outgoing
edges only and contrasts with the flexible possibilities of cloning edges proposed
in the present paper. In fact, whenever a graph G rewrites into H according to
the HPO approach using a rule (L,R, τ, σ), the graph G can also be rewritten
into H according to a rule L
l
← K
r
→ R where morphisms l and r encode the
functions τ and σ as described below.
Proposition 7 Let ρ be an HPO rule (L,R, τ, σ). Then L and R are graphs,
τ : |L| → |R| is a total function and σ : |R| → |L| is partial function. Let C
denote the domain of σ, seen as a graph without edges. Let us assume that every
node in C has no outgoing edges in R (such nodes are kinds of variables). Let ρ
be the rule L
l
← K
r
→ R defined as follows
– K is a graph without edges and |K| = |L|+ |C|,
– let n be in |L|, then l(n) = n and r(n) = τ(n),
– let n be in |C|, then l(n) = σ(n) and r(n) = n,
– |K|+ = |C|: nodes in C are dedicated to make clones with outgoing edges
only,
– |K|− = |L|: nodes of L undergo global redirection of incoming pointers.
Then, for an injective matching m : L→ G, G
hpo
%9 H implies G
psqpo
%9 H .
Cloning is also one of the features of the sesqui-pushout approach to graph
transformation [4]. In this approach, a rule is a span of graphs L ← K → R
and the application of a rule to a matching of L in a graph G (as illustrated in
the introduction) is made of a final pullback complement followed by a pushout,
both of them in the category of graphs. The sesqui-pushout approach and ours
mainly differ in the way of handling cloning. In [4], the cloning of a node is
performed by copying all incident edges (incoming and outgoing edges) of the
cloned node. This is a particular case of our way of cloning nodes. The use of
polarized graphs helped us to specify for every clone, the way incident edges
can be copied. Therefore, a sesqui-pushout rewrite step can be simulated by a
rewrite step with polarized rules, but the converse does not hold in general.
Proposition 8 Let ρ be the SqPO rewrite rule L ← K → R. Let ρ′ be the
PSqPO rule L
l
← Pol(K)
r
→ R. Then, for every injective matching m : L→ G,
G
sqpo
%9 H implies G
psqpo
%9 H .
In [4], the sesqui-pushout approach is compared to the classical double pushout
and single pushout approaches. The authors show that the sesqui-pushout and
the DPO approaches coincide under some conditions [4, Proposition 12]. They
also show how the sesqui-pushout approach can be simulated by the SPO ap-
proach and they give conditions under which a SPO derivation can be simulated
by a sesqui-pushout [4, Proposition 13]. So, according to Proposition 8, which
shows how to simulate a sesqui-pushout step in our setting, we can infer the same
comparisons with respect to DPO and SPO for our graph rewriting definition.
Cloning is also subject of interest in [6]. The authors consider rewrite rules
of the form S :=R where S is a star, i.e., S is a (nonterminal) node surrounded
by its adjacent nodes together with the edges that connect them. Rewrite rules
which perform the cloning of a node are given in [6, Def. 6]. These rules show
how a star can be removed, kept identical to itself or copied (cloned) more than
once. Here again, unlike our approach, the cloning of a node, as in the case of
the sesqui-pushout approach, copies a node together with all its incoming and
outgoing edges. Recently, Lo¨we proposed in [17] a new general framework of
graph rewriting in span-categories. He has shown how classical algebraic graph
transformation approaches can be seen as instances of his framework. Our ap-
proach, which is close to the sesqui-pushout rewriting, could be presented too
as an instance of Lo¨we’s framework up to some particular considerations due to
the use of two kinds of graphs in our spans, namely polarized and not polarized
graphs. Details of the instance, including the complete definitions of abstract
spans and matching of abstract spans are matter of further investigation.
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A Pushouts and final pullback complements
The major result of this paper is Theorem 1, which is proved as a consequence
of Propositions 1 on pushouts of graphs and 2 on final pullback complements of
polarized graphs. This Appendix provides detailed proofs for these propositions
and for some apparented results.
A.1 Definitions
Pushouts (PO) and pullbacks (PB) are basic notions of category theory [18],
mutually dual. They are usually depicted as follows.
PO : K
d

r // R
h

D
r1 // H
PB : L
m

K
loo
d

G D
l1oo
In a category, the pushout of D
d
← K
r
→ R is D
r1→ H
h
← R such that h◦r = r1◦d
and for every D
r′1→ H ′
h′
← R such that h′ ◦r = r′1 ◦d there is a unique η : H → H
′
such that η ◦ r1 = r′1 and η ◦ h = h
′. Dually, the pullback of L
m
→ G
l1← D is
L
l
← K
d
→ D such that m ◦ l = l1 ◦ d and for every L
l′
← K ′
d′
→ D such that
m ◦ l′ = l1 ◦ d′ there is a unique κ : K ′ → K such that l ◦ κ = l′ and d ◦ κ = d′.
Due to their universality property, the pushout of D
d
← K
r
→ R and the pullback
of L
m
→ G
l1← D, when they exist, are unique up to isomorphism.
When L
l
← K
d
→ D is the pullback of L
m
→ G
l1← D, as above, then G
l1← D
d
←
K is called a pullback complement (PBC) of G
m
← L
l
← K. When they exist,
there may be several non-isomorphic pullback complements of G
l1← D
d
← K. The
final pullback complement (FPBC) of G
m
← L
l
← K is a pullback complement
G
l1← D
d
← K of G
m
← L
l
← K such that for every pullback complement G
l′1←
D′
d′
← K of G
m
← L
l
← K there is a unique δ : D′ → D such that δ ◦ d′ = d
and l1 ◦ δ = l′1. Because of its terminality property, when it exists the FPBC of
G
m
← L
l
← K is unique up to isomorphism. In order to insist on this terminality
property, in this paper the FPBC is depicted as follows.
FPBC : L
m

K
loo
d

G D
l1oo
The propositions in this Appendix are made of explicit constructions, which
can be proved by simple verifications. For the constructions on graphs and po-
larized graphs we use well-known results about pointwise construction of limits
and colimits. All the constructions are done up to isomorphism.
A.2 PO, PBC and FPBC of sets
In the category of sets, there are similarities between PO and FPBC. Let Set
denote the category of sets, let “+” denote the sum (or disjoint union) of sets,
and for each set Y with a subset X let X denote the complement of X in Y ,
so that Y = X +X. The symbol “+” also denotes the sum of functions: when
f1 : X1 → Y1 and f2 : X2 → Y2, then f1 + f2 : X1 +X2 → Y1 + Y2 is defined
piecewise from f1 and f2.
Proposition 9 (PO of sets) Let r : K → R be a function and d : K → D an
inclusion, so that D = K +K. The pushout of d and r in Set is the following
square, where h : R→ R+K is the inclusion:
K
d

r // R
h

D = K +K
r1=r+idK
// H = R +K
Proof. Given a commutative square
K
d

r // R
h′

D = K +K
r′1
// H ′
let us check that there is a unique function η : H → H ′ such that η ◦ h = h′ and
η ◦ r1 = r
′
1. If such a η exists, then its restriction to R is h
′ and its restriction
to K is the restriction of r′1 to K. These two properties determine a function
η : H → H ′ which satisfies η ◦ h = h′ and η ◦ r1(x) = r′1(x) for each x ∈ K.
We have to check that η ◦ r1(x) = r′1(x) for each x ∈ K. This follows from the
equalities η ◦ r1 ◦ d = η ◦ h ◦ r = h′ ◦ r = r′1 ◦ d.
Proposition 10 (PBC of sets) Let l : K → L be a function and m : L → G
an inclusion, so that G = L + L. The pullback complements of l and m in Set
are the following squares, where D is any set containing K (so that D = K+K),
d is the inclusion and l : K → L is any function:
L
m

K
loo
d

G = L+ L D = K +K
l1=l+l
oo
Proof. First, let us prove that the square in the proposition is a pullback square.
Clearly it is commutative. Given a commutative square
L
m

K ′
l′oo
d′

G = L+ L D = K +K
l1=l+l
oo
let us check that there is a unique function κ : K ′ → K such that l ◦ κ = l′ and
d ◦ κ = d′. If such a κ exists, since d is the inclusion, the image of d′ is in K
and κ(x′) = d′(x′) for each x′ ∈ K ′. This determines a function κ : K ′ → K
which satisfies d ◦ κ = d′. We have to check that l ◦ κ = l′, or equivalently,
since m is an inclusion, that m ◦ l ◦ κ = m ◦ l′. This follows from the equalities
m ◦ l ◦ κ = l1 ◦ d ◦ κ = l1 ◦ d′ = m ◦ l′.
Now, let us check that every pullback complement of l and m has this form.
Given a pullback square
L
m

K
loo
d′

G = L+ L D′
l′1
oo
let us check that it has the same form as in the proposition. Since monomor-
phisms are stable under pullbacks, the function d′ is a monomorphism, so that
up to isomorphism we may assume that d′ is the inclusion of K in D′ = K+K ′,
where K ′ is the complement of K in D′. Since the square is commutative, the
restriction of l′1 to K is l. Finally, let us check that l
′
1 maps K
′ to L: otherwise,
there is some x′ ∈ K ′ such that l′1(x
′) = x for some x ∈ L, then we get a
commutative square
L
m

{∗}
∗7→xoo
∗7→x′

G = L+ L D′
l′1
oo
but there is no κ : {∗} → K such that κ(∗) = x′, which contradicts the pullback
complement property of D′.
Proposition 11 (FPBC of sets) Let l : K → L be a function and m : L→ G
an inclusion, so that G = L+L. The FPBC of l and m is the following square:
L
m

K
loo
d

G = L+ L D = K + L
l1=l+idL
oo
Proof. Clearly from Proposition 10, this square is a pullback. In order to prove
that it is final, using Proposition 10, we have to prove that for everyD′ = K+K ′
and l′1 = l + l
′ : D′ → G there is unique δ : D′ → D such that δ is the identity
on K and l1 ◦ δ = l′1 on K + K
′. It is easy to check that δ = idK + l′ is the
unique function which satisfies these properties.
L
m

K
loo
d

d′

G = L+ L D = K + L
l1=l+idLoo
D′ = K +K ′
l′1=l+l
′
ii
δ=idK+l′
jj❚❚❚❚❚❚❚❚❚❚❚❚❚❚❚❚
Example 6 Here is a PBC and the FPBC of given m and l. Only the sets are
represented, the names of their elements describe the functions: m and d are
inclusions, while l and l1 drop the index, if any (every xi is mapped to x). In
this example, for any given k ∈ N there is a pullback complement for each ℓ ∈ N
(in the middle) and the FPBC corresponds to ℓ = 1 (on the right).
L K
G D
n n1 . . . nk
n n1 . . . nk
p p1 . . . pℓ
n n1 . . . nk
n n1 . . . nk
p p
A.3 PO, PBC and FPBC of graphs
As in the main text, for each graph X the sets of nodes and edges of X are
denoted respectively |X | and X→, and for all nodes n and p the set of edges
from n to p in X is denoted Xn→p. In addition for every morphism of graphs
f : X → Y , for every nX , pX ∈ |X | and nY , pY ∈ |Y | the restrictions of f are
denoted:
fnX→pX : XnX→pX → Yf(nX )→f(pX) and fnY→pY :
∑
n∈f−1(nY ),p∈f−1(pY )
Xn→p → YnY→pY .
A graph X may be represented informally as follows, where srcX and tgtX
represent the source and target functions:
X→
srcX
++
tgtX
33 |X |
Let SGr denote the following category (the identity arrows are omitted):
E
src
**
tgt
44 N
Then, a graph may be identified to a functor from SGr to Set. More precisely,
the category of graphsGr may be identified to the category of functors from SGr
to Set. It follows that limits and colimits of graphs may be computed pointwise
[18].
As in the main text (cf. Remark 1), an inclusion of graphs m : X → Y gives
rise (up to isomorphism) to a decomposition Y = (X +X) +e X˜ . The edges in
X˜ are called the linking edges.
Proposition 12 (PO of graphs. This is Proposition 1 in the main text)
Let r : K → R be a morphism and d : K → D an inclusion of graphs, so that
D = (K+K)+e K˜. The pushout of d and r in Gr is the following square, where
h is the inclusion:
K
d

r // R
h

D = (K +K) +e K˜
r1=(r+idK)+er˜
// H = (R+K) +e R˜
where:
– R˜n→p =
∑
nD∈r
−1
1 (n),pD∈r
−1
1 (p)
K˜nD→pD for all n, p ∈ |H |,
– and r˜ : K˜ → R˜ maps nD
e
→ pD to r1(nD)
e
→ r1(pD).
Proof. Since D = (K + K) +e K˜, we have |D| = |K| + |K| and D→ = K→ +
K→ + K˜→. Since a pushout of graphs can be computed pointwise, let us use
Proposition 9. On nodes, we get |H | = |R| + |K| with h the inclusion and
r1 = r+idK . On edges, we get H→ = R→+K→+ R˜→ where R˜→ = H˜→, with h
the inclusion and r1 = r+ idK→ + idK˜→ . The source and target functions for H
coincide with the source and target functions for R and for K on the subgraphs
R and K, respectively. For every edge e : nD → pD in K˜, its image in H is
e : r1(nD)→ r1(pD) in R˜.
Proposition 13 (PBC of graphs) Let l : K → L be a morphism and m :
L→ G an inclusion of graphs. The pullback complements of l and m in Gr are
the following squares, where d is the inclusion:
L
m

K
loo
d

G = (L+ L) +e L˜ D = (K +K) +e K˜
l1=(l+l)+e l˜
oo
where:
– K is any graph and K˜ is any graph such that |K˜| ⊆ |K|+ |K|,
– and l : K → L is any morphism of graphs and l˜ : K˜ → L˜ is any morphism
of graphs which coincides with l + l on the nodes.
Proof. Since G = (L+L)+e L˜, we have |G| = |L|+|L| and G→ = L→+L→+L˜→.
Since monomorphisms are stable under pullback, the pullback complements of l
and m are such that d : K → D is a monomorphism. Hence, up to isomorphism,
D = (K + K) +e K˜, so that |D| = |K| + |K| and D→ = K→ + K→ + K˜→,
and d is the inclusion. We still have to prove that l1 = (l + l) +e l˜. Since a
pullback of graphs can be computed pointwise, Proposition 10 tells us that on
nodes l1 = l + l for any function l : |K| → |L| and that on edges l1 = l + l′ for
any function l′ : K→ + K˜→ → L→ + L˜→. In addition, an edge e : nD → pD in
K→ + K˜→ is in K→ if and only if both nD and pD are in |K|, and similarly an
edge e : nG → pG in L→ + L˜→ is in L→ if and only if both nG and pG are in
|L|. Since l1 = l + l on nodes, it follows that l′ = l + l˜ with l : K→ → L→ and
l˜ : K˜→ → L˜→.
Proposition 14 (FPBC of graphs) Let l : K → L be a morphism and m :
L → G an inclusion of graphs. The FPBC of l and m is the following square,
where d is the inclusion:
L
m

K
loo
d

G = (L+ L) +e L˜ D = (K + L) +e K˜
l1=(l+idL)+e l˜
oo
where:
– K˜nD→pD = L˜l1(nD)→l1(pD) for all nD, pD ∈ |D|,
– and l˜ maps nD
e
→ pD to l1(nD)
e
→ l1(pD).
Proof. This proof generalizes the proof of Proposition 11. Clearly from Propo-
sition 13, this square is a pullback. In order to prove that it is final, using
Proposition 13, we have to prove that for every D′ = (K + K ′) +e K˜ ′ and
l′1 = (l + l
′) +e l˜′ : D
′ → G there is a unique δ : D′ → D such that δ is the
identity on K and l1 ◦ δ = l′1. Since l1 = (l + idL) +e l˜ and l
′
1 = (l + l
′) +e l˜′,
this means that δ = (idK + l′) +e δ˜ with l˜ ◦ δ˜ = l˜′ : K˜ ′ → L˜. So, δ is uniquely
determined on K+K ′, hence on the nodes of D′, and we still have to check that
the equality l˜ ◦ δ˜ = l˜′ determines a unique δ˜ : K˜ ′ → K˜. The equality l˜ ◦ δ˜ = l˜′
is equivalent to the family of equalities l˜nD→pD ◦ δ˜nD′→pD′ = l˜
′
nD′→pD′ for all
nodes nD′ and pD′ in D
′, with nD = δ(nD′) and pD = δ(pD′) in D. Since l˜nD→pD
is a bijection, this is equivalent to δ˜nD′→pD′ = l˜
−1
nD→pD ◦ l˜
′
nD′→pD′ :
L˜
l˜−1nD→pD
&&
K˜
l˜nD→pD
oo
K˜ ′
l˜′n
D′
→p
D′
ee δ˜n
D′
→p
D′
gg◆◆◆◆◆◆◆◆◆◆◆◆◆◆
This determines the morphism δ˜, hence δ. This proof is summarized by the
diagram below:
L
m

K
loo
d
 d
′
!!
G = (L+ L) +e L˜ D = (K + L) +e K˜
l1=(l+idL)+e l˜oo
D′ = (K +K ′) +e K˜ ′l′1=(l+l′)+e l˜′
jj δ=(idK+l′)+eδ˜
kk❱❱❱❱❱❱❱❱❱❱❱❱❱❱❱❱❱❱❱
Example 7 With the same conventions as in Example 6, here is a PBC (on
the left) and the FPBC (on the right) of given m and l in Gr.
n poo n1 p1oo p2
n
''
poo

q
UU
n1 p1oo
 
p2
q1 q2
OO
n poo n1 p1oo p2
n
''
poo

q
UU
n1
)) ##
p1oo

p2
}}④④
④④
q
UU GG
A.4 PBC and FPBC of polarized graphs
A polarized graph X = (X,X±) may be represented informally as the commuta-
tive diagram that follows, where srcX and tgtX represent the source and target
functions and the upward and downward arrows represent the inclusions, and
where src+X and tgt
+
X are used to enforce the fact that edges have their source
(resp. target) at a node polarized by + (resp. by −).
|X |+

X→
srcX
++
tgtX
33
tgt
−
X
--
src
+
X
11
|X |
|X |−
OO
Let S±Gr denote the following category, with i
+◦src+ = src and i−◦tgt− = tgt
(the identity arrows are omitted):
N+
i+
E
src
++
tgt
33
tgt
− --
src
+ 11
N
N−
i−
OO
A polarized graph may be identified to a functor from S±Gr to Set. More pre-
cisely, the category of polarized graphs Gr± may be identified to the category
of functors from S±Gr to Set which map i
+ and i− to inclusions. It follows that
limits of polarized graphs may be computed pointwise.
As in the main text, we define a matching of polarized graphs m : X → Y
as a morphism of polarized graphs which strictly preserves the polarization,
in the sense that m(X+) = m(X) ∩ Y + and m(X−) = m(X) ∩ Y −. Then
Y = (X+ X) +e X˜ (cf. Remark 2).
Proposition 15 (PBC of polarized graphs) Let l : K → L be a morphism
and m : L → G a matching of polarized graphs. The pullback complements of l
and m in Gr± are the following squares, where d is the inclusion:
L
m

K
loo
d

G = (L + L) +e L˜ D = (K+K) +e K˜
l1=(l+l)+e l˜
oo
where:
– K is any polarized graph and K˜ is any polarized graph such that |K˜| ⊆ |K+K|
as polarized graphs,
– and l : K → L is any morphism of polarized graphs and l˜ : K˜ → L˜ is any
morphism of polarized graphs which coincides with l + l on nodes.
Proof. This proof generalizes the proof of Proposition 13. Since monomorphisms
are stable under pullback, the pullback complements of l and m are such that
d : K → D is a monomorphism, up to isomorphism let us assume that d is the
inclusion. Let us prove that d strictly preserves the polarization: let nK be a node
in K, with nL = l(nK) in L, such that d(nK) is polarized as d(nK)
+ in D, then
m(nL) = l1(nK) is polarized as m(nL)
+ in G, and since m strictly preserves the
polarization nL is also polarized as n
+
L in L, which implies that nK is polarized
as n+K in K because the square is a pullback. A similar result holds for nodes
with negative polarization. So, d strictly preserves the polarization, from which
it follows that D = (K + K) +e K˜. We still have to prove that l1 = (l + l) +e l˜.
Since a pullback of polarized graphs can be computed pointwise, this part of the
proof runs as in the proof of Proposition 13.
Proposition 16 (FPBC of polarized graphs. This is Proposition 2 in the main text)
Let l : K → L be a morphism and m : L → G a matching of polarized graphs.
The FPBC of l and m is the following square, where d is the inclusion:
L
m

K
loo
d

G = (L+ L) +e L˜ D = (K+ L) +e K˜
l1=(l+idL)+e l˜
oo
where:
– K˜nD→pD = L˜l1(nD)→l1(pD) for all nD ∈ |D|
+ and pD ∈ |D|−
(and otherwise K˜nD→pD = ∅),
– and l˜ maps nD
e
→ pD to l1(nD)
e
→ l1(pD).
Thus, on the linking edges, the morphism l˜ induces a bijection, for all nD ∈
|D|+ and pD ∈ |D|−:
l˜nD→pD : K˜nD→pD
≃
→ L˜l1(nD)→l1(pD) .
If nD 6∈ |D|+ or pD 6∈ |D|− then K˜nD→pD is empty, but it may happen that
l1(nD) ∈ |G|+ and l1(pD) ∈ |G|− and that L˜l1(nD)→l1(pD) is not empty. For
example:
n± n+1 n
−
2
n±

p±
n+1

n−2
p±
Proof. This proof is similar to the proof of Proposition 14. Using Proposition 15,
we have to prove that for every D′ = (K+K′)+eK˜′ and l
′
1 = (l+l
′)+e l˜′ : D
′ → G,
there is a unique δ : D′ → D such that δ is the identity on K and l1 ◦ δ = l′1.
This means that δ = (idK + l′) +e δ˜ with l˜ ◦ δ˜ = l˜′ : K˜ ′ → L˜. So, δ is uniquely
determined on K+K′, hence on the nodes of D′, and we still have to check that
the equality l˜ ◦ δ˜ = l˜′ determines a unique δ˜ : K˜ ′ → K˜. The equality l˜ ◦ δ˜ = l˜′
is equivalent to the family of equalities l˜nD→pD ◦ δ˜nD′→pD′ = l˜
′
nD′→pD′ for all
nodes nD′ and pD′ in D
′, with nD = δ(nD′) and pD = δ(pD′) in D.
– If nD′ ∈ |D′|+ and pD′ ∈ |D′|− then nD ∈ |D|+ and pD ∈ |D|− so that
l˜nD→pD is a bijection. Then δ˜nD′→pD′ is uniquely determined by δ˜nD′→pD′ =
l˜−1nD→pD ◦ l˜
′
nD′→pD′ .
– Otherwise K˜ ′nD′→pD′ is empty, so that clearly δ˜nD′→pD′ is uniquely deter-
mined.
This yields the morphism δ˜, hence δ. This proof is summarized by the diagram
below:
L
m

K
loo
d
 d
′
  
G = (L+ L) +e L˜ D = (K+ L) +e K˜
l1=(l+idL)+e l˜oo
D′ = (K+K′) +e K˜′l′1=(l+l′)+e l˜′
jj δ=(idK+l′)+eδ˜
jj❱❱❱❱❱❱❱❱❱❱❱❱❱❱❱❱❱❱
Example 8 Here is a PBC (on the left) and the FPBC (on the right) of given
m and l in Gr±.
n± p±oo n1
± p1
+oo p2
−
n±
**
p±oo

q±
UU
n1
±
''
p1
+oo
 ""❊
❊❊
❊
p2
−
q1
±
<<②②②②
q2
±
OO
n± p±oo n1
± p1
+oo p2
−
n±
**
p±oo

q±
UU
n1
±
''
p1
+oo

p2
−
q±
<<②②②②②
