Abstract-In this contribution, multiple-input multiple-output (MIMO) mixing systems are considered, which are instantaneous and nonlinear but polynomial. We first address the problem of invertibility, searching the inverse in the class of polynomial systems. It is shown that Gröbner bases techniques offer an attractive solution for testing the existence of an exact inverse and computing it. By noticing that any nonlinear mapping can be interpolated by a polynomial on a finite set, we tackle the general nonlinear case. Relying on a finite alphabet assumption of the input source signals, theoretical results on polynomials allow us to represent nonlinear systems as linear combinations of a finite set of monomials. We then generalize the first results to give a condition for the existence of an exact nonlinear inverse. The proposed method allows to compute this inverse in polynomial form. In the light of the previous results, we go further to the blind source separation problem. It is shown that for sources in a finite alphabet, the nonlinear problem is tightly connected with both problems of underdetermination and of dependent sources. We concentrate on the case of two binary sources, for which an easy solution can be found. By simulation, this solution is compared to techniques borrowed from classification methods.
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I. INTRODUCTION

F
OR the last decades, deconvolution and signal restoration issues have been active research fields. In a multidimensional context for instance, the problem of source separation has received considerable attention [7] , [9] , [11] , [30] , [33] . It consists of the restoration of several original signals from the observation of several mixtures of them. Depending on context, different approaches may be considered: if a strong information on the mixing system is available, then non-blind-separation methods can be developed based on this information. On the contrary, blind methods do not assume any a priori knowledge of the mixing system but they generally rely on the strong assumption of statistical independence of the source signals: this is the case in independent component analysis (ICA), which is now a well-recognized concept which corresponds to blind separation of an instantaneous linear mixture. Recently, other Manuscript received July 31, 2007 ; revised January 19, 2008 . The associate editor coordinating the review of this manuscript and approving it for publication was Prof. Vitor Heloiz Nascimento.
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Digital Object Identifier 10.1109/TSP.2008.921788 models have been considered, such as convolutive [12] , [39] , [42] or nonlinear ones [24] , [31] , [45] . In this paper, the case of a nonlinear mixture is tackled. More precisely, the aim is to answer the following two issues: i) Does an inverse exist for a given nonlinear mixture? and ii) If yes, propose a method for blind recovery of the nonlinearly mixed sources. Both questions are obviously challenging and are tackled in a restricted context that allows to give an answer: polynomial nonlinearities are assumed to answer i) and a finite-alphabet assumption is added to deal with ii).
In the linear context, perfect invertibility conditions of multiple-input/multiple-output (MIMO) linear time-invariant systems are well known, and they reduce to left-invertibility of matrices. The elements of the mixing and separating matrix are either scalars in the instantaneous case, or polynomials in the case of MIMO finite-impulse-response (FIR) filters. Polynomials in the matrices may have several variables in the case where multidimensional (e.g., images) and multichannel signals are considered (see, e.g., [43] and [49] ). On the other hand, we are not aware of any such general result in the nonlinear case, although previous results include [3] , which presents an invertibility criterion but no method for computing the inverse and [10] for a particular class of nonlinear systems. The general class of nonlinear systems is often too wide to enable us to deal with the associated problem and we should preferably try to restrict to a smaller class of systems. Obtaining perfect invertibility conditions on a class of nonlinear mixtures will help considering such models in a blind context [20] , [29] . This motivates our interest for polynomial systems, which to a certain extent can be considered as one of the simplest form of nonlinearity. In the first part of this paper, we show that methods exist which allow to compute a polynomial inverse (if it exists) of a polynomial MIMO mixing system. We illustrate their validity and effectiveness through examples.
The blind source separation problem serves as an example of the utility of the previous considerations. This issue still faces unanswered questions, in particular in the nonlinear case, although this case has already been addressed [2] , [45] . Generally, specific structures have been assumed on the nonlinear mixture: indeed, a general nonlinear mixture of independent sources cannot be identified without additional constraint on the mixture. For example, a conformal mapping is assumed in [31] . First published in [35] , more general results concerning identifiability of a large class of nonlinearities satisfying an addition theorem have been pointed out recently in [21] and [34] . Other structures have been introduced; the postnonlinear one is probably one of the most popular [4] - [6] , [22] , [32] , [36] , [45] . On the other hand, the case of sources in a discrete or finite alphabet has been considered for long [23] , [25] , [37] , [47] and the strength of the discrete sources assumption has been recognized. It indeed allows us to relax some usual assumptions, such as the statistical independence of the sources [38] , or to deal with underdetermined mixtures-that is mixtures with more sources than sensors- [13] , [17] , [19] , [40] . However the nonlinear source separation problem seems still open for discrete sources, although a geometrical approach may appear as well suited [1] . In this paper, we show how results from commutative algebra give more insight in the case of nonlinear mixtures. We then propose a solution to blind separation in the simple case of binary sources.
The new and original points in the paper are the following.
• We use tools borrowed from commutative algebra. These powerful tools seem still ignored in the signal processing community although they have been successfully applied in many contexts (e.g., statistics [44] and channel identification [25] ). We translate and apply the corresponding results in a MIMO source separation context. • We propose an equivalent linear model for any nonlinear MIMO mixture of finite-alphabet sources.
• We apply the previous methods to the case of blind separation of binary sources: In our particular case, a separation is surprisingly obtained although the sources of the equivalent linear model are not independent. Section II describes the issue which is addressed in the paper. Necessary mathematical tools and definitions are introduced in Section III. Section IV explains how to compute a polynomial inverse. If it does not exist, an alternative solution is shortly discussed. Section V is concerned with the case of finite alphabet sources. It is shown how an equivalent linear model can be used by introducing virtual sources. The invertibility issue is also addressed. Section VI is concerned with the nonlinear blind source separation problem of two binary sources. It is shown that in specific situations, ICA techniques can be successful although the virtual sources introduced by the equivalent linear model are dependent. Finally, Section VII concludes the paper. All examples which have been computed can be reproduced using Appendix III.
Throughout the paper, denotes a field (the complex numbers or the real numbers or possibly any subfield of ).
is the set of polynomials with coefficients in and variables . is the mathematical expectation of any random variable and stands for the cumulant of a set of random variables.
II. PROBLEM STATEMENT
A. Source Separation
We consider a set of sensors acquiring observation signals which compose the vector valued signal . In a source separation context, one assumes that these observations come from another set of signals, called the sources and denoted by the vector . Both the observations and the sources may be real or complex-valued signals. We assume a deterministic relation between the sources and the observations. More precisely, the paper focuses on instantaneous nonlinear transforms of the sources. Dropping the time index , we thus write where is a nonlinear function, . Componentwise, the corresponding mixing equations read as follows:
where constitute the components of . The source separation problem consists in recovering the sources from the observations . This is equivalent to finding the inverse MIMO system . In other words, we look for the components of such that for all (2) The first contribution of this paper addresses the problem of computing an inverse for a known and given mixing system such as (1) .
In the case where no information is available on the mixing system (1), the separation problem is referred to as the blind source separation problem. This issue, which consists of estimating the sources from the observations only, is addressed in the case of binary sources.
B. Nonlinear Functions and Polynomials
This paper focuses on the particular case where the functions in (1) are polynomials, that is for all , . This restriction is partly justified by the difficulty to tackle the nonlinear case because of its generality. In addition, polynomials constitute an important class of nonlinear models which may represent acceptable approximations of certain nonlinearities. Finally, an important reason to deal with this model is the following one.
Consider the case where the multidimensional source vector belongs to a finite set:
. Although seemingly restrictive, this situation is highly interesting since it occurs in digital communications, where the emitted source sequences belong to a finite alphabet depending on the modulation used.
An important observation is that if and is finite, all instantaneous mixtures of the sources can be expressed as polynomial mixtures. This follows immediately from the fact that any function on a finite set can be interpolated by a polynomial in a way similar to Lagrange polynomial interpolation [16] . It follows that polynomial mixtures constitute the general model of nonlinear mixtures in the case of sources belonging to a finite alphabet. On the other hand, one should notice that the well-known post-nonlinear model is not easier to deal with in the case of finite alphabet sources [36] : generically, a scalar variable which is a linear combination of discrete sources has a number of distinct values equal to the number of possible states of the source vector. Each of these distinct values can be freely mapped to any value: hence one can see that in the generic case, and for finite alphabet sources, any nonlinear mapping can be represented by a post-nonlinear mapping, which makes both problems equivalent.
III. MATHEMATICAL PRELIMINARIES
A. Definitions
Assuming that the model (1) is polynomial, and in order be able to resort to algebraic techniques, we will restrict the separator to the class of polynomial functions in , that is:
. Then, algebra and Gröbner basis techniques are powerful methods for the study of multivariate polynomials. They have been applied only recently in signal processing [41] , [46] , [49] . It is out of the scope of this paper to explain the associated notions (see [15] for a detailed introduction to the subject) but we recall some basic definitions required here for comprehension. We will introduce the definitions in . In the following, boldface letters denote -tuples and for any we write . Definition 1: Let be polynomials. The ideal generated by these polynomials in is the subset of which consists of all linear combinations where are polynomials in . It is denoted by . Definition 2: A monomial ordering on is a total ordering relation on the set of monomials such that:
• if then ; • is a well ordering, that is, every nonempty collection of different monomials has a smallest element under . A simple example of monomial ordering is the lexicographic order, where by definition if and only if in the vector difference , the left-most nonzero entry is positive. Here is a set of monomials illustrating this order in :
Given a monomial ordering, for a polynomial which reads , its leading term is defined by where is referred to as the leading coefficient and , called the leading monomial, is the largest monomial appearing in in the ordering . Then, we can also define a division algorithm, which generalizes the division algorithm in the case of one variable.
Theorem 1 (Division Algorithm): Let be an ordered -tuple of polynomials. Every polynomial can be written as (3) where and are polynomials and is a linear combination with coefficients in of monomials, none of which is divisible by any leading term of . (possibly, ). If we consider the ideal , the division algorithm provides a way to write any polynomial as the sum where lies in and no term of is divisible by any of the leading terms of . Unfortunately, the remainder in this decomposition is not unique in general. A remarkable exception is when the set of generators satisfy the following definition.
Definition 3: The set is a Gröbner basis of the ideal if and only if the remainder in (3) is uniquely determined for all . Importantly, there exist an algorithm, initially developed by Buchberger for converting a given generating set to a Gröbner basis [8] . For a given ideal , there may exist several Gröbner bases, which justifies that the notion of reduced Gröbner basis is introduced.
Definition 4: A reduced Gröbner basis for a polynomial ideal is a Gröbner basis for such that for all in :
• the leading coefficient of is 1;
• no monomial of lies in the ideal generated by the leading terms of the set . For a given monomial ordering, any ideal different from {0} has a unique reduced Gröbner basis.
B. Example
We illustrate the previous definitions: consider , and in with lexicographic order. We define the ideal . A possible remainder after division of by is since indeed and neither nor 1 can be divided by or . However, nonuniqueness of the remainder can be observed writing . This is no surprise because the set is not a Gröbner basis for , which is related to the fact that is a polynomial with leading term lower than the leading terms of and (note indeed that a canceling of the leading terms occured). Going further, one can write . Hence, and belong to and one can prove that is a Gröbner basis of . So is any set of polynomials in set containing these two polynomials. The reduced Gröbner basis of is the set .
IV. INVERTIBILITY
Based on the previous notions, we show that existing results can be used to find a polynomial inverse to a given polynomial MIMO system. Another question of great importance would be to find a generic condition or a minimum number of equations to ensure invertibility or separability as defined in Section IV-B. This question will not be treated here and still remains open. Finally, the reader should notice that the results presented in this section require the exact knowledge or a prior identification of the mixing system.
A. Perfect Invertibility
The problem of finding a polynomial such that (2) is satisfied is a particular case of the subalgebra or subring membership problem [15] , [26] : to see this, we shall now put our problem differently and precise some notations.
In the present context of non blind inversion, the polynomials are given, and the inversion condition (2) should be written correctly (4) For ease of notation, we will no longer write explicitly the dependence of in . Restricting ourself to polynomial inverses, is a polynomial expression in with coefficients in . Let be the subset of consisting of all such expressions. Introduce the variables (of course, they will represent the observations) and consider the set of polynomials in these variables. Any element of can be obtained by substituting for in a polynomial of . Then, the initial problem amounts to saying whether or equivalently whether a polynomial exists or not such that (4) . One should note that this condition is satisfied by the lexicographic order in but other monomial orderings also satisfy this condition [15] . The invertibility result will not depend on the chosen ordering, but different inverses may be found. The method for perfect inversion with a polynomial separator then follows from the above proposition which can be applied successively to the polynomials in . It reads as follows.
1) Choose in
an elimination ordering for and define . 2) Compute a Gröbner basis of .
3) For
, compute the division of by . If the remainder of the division is in , we have [that is, satisfies (2)], otherwise, cannot be recovered exactly by a polynomial in .
1) Example:
Throughout the paper, we will consider the example provided by the following equations:
Gröbner basis computation and polynomial division are implemented in many computer algebra systems. Using the lexicographic order in , the following inverse of (5) has been computed (see Appendix III):
The method which has been described of course also applies when the polynomials each have total degree one. In this case, the mixture is actually a linear instantaneous one and consists in a simple matrix product. The above computation is then similar to a Gaussian elimination procedure [15, p. 91].
B. Separability
The previous section gives a condition to be able to recover exactly one source with a polynomial expression of the observations. If not possible, it may sometimes be enough to recover a function (here, a polynomial function) of each source instead of recovering the source itself (e.g., in blind separation). A simple example of this particular case is given by the mixing system , where one can easily recover and and may not be interested in and . It would hence be interesting to be able to describe which is the set of polynomials in which can be obtained as polynomial expressions in the observations . One would in this case be more particularly interested in knowing something about which are the polynomials in only which can be computed using the observations only. Unfortunately, does not have the structure of an ideal in and hence cannot be described by a set of generators. In the case where the system is not invertible by the previous method, we hence propose the following solution to this difficulty: Choosing (respectively, ), one thus obtains the separation of the sources, that is a polynomial in (respectively, ) only, which is expressed depending on , and only.
V. FINITE-ALPHABET SOURCES
Section IV-A describes a method for computing a perfect inverse of a polynomial MIMO mixture. If the latter does not exist, Section IV-B shows how, giving up the exact restitution of the sources, one can possibly separate them only. Even this is however not always possible and consequently, it should be interesting to use general nonlinearities. According to Section II-B, the general case of nonlinear functions can be treated with polynomials if the sources belong to a finite alphabet: this point is detailed in the present section. We first study the vector space of nonlinear mixtures on a finite set to derive an equivalent linear model. Then, we generalize the previous results on invertibility.
A. Nonlinear Mixtures of Finite-Alphabet Sources
1) Vector Space of Polynomial Functions on a Zero-Dimensional Variety:
We assume now that the sources belong to a finite alphabet. Hence, the multidimensional source vector belongs to a finite set where is the number of elements in . For all , let be the coordinates of and let us introduce the ideals in :
It is a well-known fact that the set of all polynomials vanishing on any given subset of is an ideal. Actually, one can see that is the ideal of polynomials vanishing at point and that the intersection ideal is also the ideal of all polynomials vanishing on . Going further, two polynomials and define the same function on if and only if . In this situation, it is common to identify all polynomials such that and consider only one representative of this set (see [15] for details): by definition, the set of all representatives corresponds to the quotient space . Nonlinear functions of the discrete sources in are thus in one-to-one correspondence with the elements of . In addition, we have the following property, which is the key to find an equivalent linear model to a nonlinear mixture.
Property 1: Let be the ideal generated by all leading terms in and let . The quotient space is a finite dimensional vector space of dimension which is isomorphic to span . Each element of has a unique representative as a -linear combination of monomials in . Proof: Based on the specificity of , this property is classically known when [16, p. 43] . The proof in [16] can be adapted when : indeed consists of all polynomials vanishing on and itself is the variety defined such that any polynomials in vanishes on . Importantly, a fundamental property of a Gröbner basis of is that 1 . Hence, the set can be deduced from the computation of a Gröbner basis of : consists indeed of all monomials which cannot be divided by any of . According to Property 1, this gives a basis of and thus also a finite basis composed of monomials for the vector space of nonlinear functions on . This is the basic idea which allows us in the next section to transform a nonlinear mixture into a linear model. Before that, 1 This property is often considered as the definition of a Gröbner basis.
we explain how a Gröbner basis for can be easily obtained in the particular case where is a Cartesian product. This case is important, since necessarily has this form for statistically independent sources, which will be considered later.
Property 2: Assume where for , is the set of all possible values of the th component. Let:
Then, and is the reduced Gröbner basis of for any monomial ordering . Proof: This property can be found in [44] . We prove it in Appendix I for completeness.
2) From a Polynomial Mixture to a Linear Equivalent Model:
As explained in Section II-B, any nonlinear mixture of finite alphabet sources reduces to a polynomial mixture and a consequence of Property 1 is that we know explicitly the finite dimensional vector space of nonlinear transforms. We can then introduce new variables and define the column vector which contains the monomials in . Using Property 1, we obtain that there exists a matrix such that (8) In so doing, we have transformed any nonlinear instantaneous mixture into a linear mixture of the extended source vector . The number of entries in is : it is precisely the dimension of the vector space representing all nonlinear functions from to and this corresponds to the number of points in as one intuitively expects. The minimum number of monomials required to represent all nonlinear mappings from to are hence listed in (or in ). Finally, note that except in specific cases, includes the monomials , which is the reason why appears as a vector containing "virtual" sources in addition to the true ones.
Let us see some consequences in the context of blind source separation: one may wish to reduce nonlinear blind separation of discrete sources to a problem of blind separation of an instantaneous linear mixture. However, this differs from the well-known case of blind separation of independent sources (also known as ICA), because of the following two major difficulties that appear:
• contrary to an ICA context, the sources are no longer mutually independent, but are linked by algebraic equations. Indeed, the virtual sources are monomials depending on ; • the model will in most situations become largely underdetermined since very often, the number of sensors is limited, which generally implies . It follows that nonlinear mixtures, dependent sources and underdetermination are related challenging issues in blind separation of finite-alphabet sources.
3) Example: Case of Binary Sources:
We illustrate the previous discussion in the case of binary sources. Using Property 2, one immediately obtains that is a Gröbner basis for when . It follows that and the monomials not in are : if indeed a monomial contains in factor with , then divides the monomial, which proves that it belongs to . According to Property 1, we deduce that there is an isomorphism between the following spaces: span and consequently, any polynomial (or nonlinear) function of the sources can be written as a -linear combination of the above monomials. The original nonlinear model hence transforms into the model given by (8) where and contains all monomials (this includes in a constant term 1 and the monomials ). Actually, in the case of binary sources, this result can be seen more pragmatically by the fact that , and hence any monomial can be obviously simplified and reduces to one among the given ones.
In particular, for two binary sources, any scalar observation of a polynomial (and also nonlinear) mixture of the sources can be written as: (9) where and are scalar constants.
4) Example: Case of PAM4 Sources:
In the case of PAM4 telecommunication sources, which are sources which take four different possible values, we have that the polynomials defined in Property 2 have degree four. Using Property 2, it follows that the set of monomials to be considered in is given by .
B. Computing an Inverse on a Zero-Dimensional Variety
Section IV-A describes a method for computing a perfect inverse of a polynomial MIMO mixture with no restriction on the sources. If we assume that the sources are in a finite alphabet, it is sufficient that the polynomials of the inverse system satisfy: (10) and they need not verify the above equation for all in . In other terms, the inverse should be such that vanishes identically on , that is We can prove a generalization of Theorem 2 that is conceptually equivalent to considering the quotient space . We need the following definition:
Definition 5: The sum of two ideals and is the ideal . It is generated by the union of generating sets of and , that is:
. The following proposition then holds. Similarly to Section IV-A, the method for computing an inverse follows from the above proposition.
1) Choose in
an elimination ordering for and find for a generating set (e.g., use Property 2 if possible or use (7) Let us stress that a nonlinear inverse exists if and only if a polynomial inverse exists since polynomial transforms cover the general case of nonlinear transforms for finite alphabet sources. In the case of finite alphabet sources, Proposition 1 thus provides an answer for the general question of the existence of a nonlinear inverse.
Example: Assume that for all the sources belong to . This is typically the case of PAM4 telecommunication sources. Defining and as in (5), the following equalities hold for all in (see Appendix III):
This illustrates that with PAM4 sources, the mixture (5) can be exactly inverted using and only. Actually, using this method, it appears that for the considered discrete sources, no more than two of the observations (in the above example, , and ) in (5) are required for exact inversion.
VI. BLIND SEPARATION OF TWO BINARY SOURCES
We now consider the particular case of two binary sources (that is ) and show how the above results allow to solve the nonlinear blind separation of two such sources. The case of binary sources has already been considered from different point of views (see among others [17] , [19] , [40] ) and it has long been noticed that discrete sources can be blindly separated even in an underdetermined scenario. The approach described here concerns specifically the nonlinear case but it is complementary to existing ones in the underdetermined case.
A. MIMO Blind Separation of a Nonlinear Mixture of Two Binary Sources 1) Model and Assumptions:
So far, only non-blind inversion of a known mixing system has been considered and thus, contrary to the context of ICA, no statistical assumption has been made, such as mutual independence of the sources. We introduce it now and show that it allows one to separate blindly nonlinear mixtures of two sources. More precisely, we will consider two sources which are referred to as binary phase shift keying (BPSK) in a digital communication context, that is we assume:
A1. are binary ( ), centered and mutually independent.
According to Section V-A-2) and the example in (9) of Section V-A-3), any nonlinear mixture of the above two BPSK sources can be written as a linear combination of the monomials 1,
. For a mixture on the sensors of , this can be written (11) where is a matrix and where the column vector corresponds to the contribution of the constant monomial 1: this is actually equivalent to writing (8) where the constant monomial 1 is treated separately and not included in . Noting now that , one can introduce the centered observations (12) and the above model simplifies to (13) In addition, we have the following key property.
Lemma 1: The sources and , where satisfy A1 are mutually dependent. Nevertheless they are centered, uncorrelated, pairwise independent and their fourth-order cross-cumulants vanish, that is except if (14) except if (15) Proof: The lemma can be checked easily after expressing the cumulants as functions of the moments and using assumption A1. (14) and (15) then follow, whereas
shows that the sources are mutually dependent. Finally, one easily proves pairwise independence by writing all pairwise probability density functions.
Many source separation methods have been developed relying on properties in (14) and (15) only. Among these, we find the algorithms in [11] (referred to as CoM2) or in [9] (referred to as JADE). It follows that these classical ICA algorithms allow to separate the three sources and , where satisfy A1. Consequently, the same algorithms will succeed in separating a nonlinear mixture of two binary sources on three or more sensors . We sum up and stress this fact in the following proposition.
Proposition 2: Any ICA method that relies only on secondand fourth-order cumulants, will successfully separate instantaneous and linear mixtures of the sources , where are given by A1 and . The same ICA method, when applied on a nonlinear mixture of the two sources on three or more sensors, will lead to the recovery of up to permutation and scaling ambiguity (the scaling ambiguity reduces to a sign ambiguity since the sources are binary).
Simulations: For illustration purpose, we considered the following nonlinear mixing system:
We have simulated realizations of two BPSK sources and we have mixed them according to (16) . The data have been centered and the algorithm in [11] has been applied to these centered observations as defined in (12) . The sources as well as the fictive source have been successfully separated. Typical results are given in Fig. 1 in the noiseless case and in Fig. 2 with 20 dB additive noise on the sensors. Fig. 3 represents the average value of the mean square error (MSE) on the three sources for different number of samples and for different values of SNR. The results have been obtained by averaging on 1000 Monte Carlo runs. They clearly confirm the ability of classical algorithms to separate a nonlinear mixture of two BPSK sources on three or more sensors.
B. Blind Separation of a Nonlinear Mixture of Two Binary Sources on One Sensor
It is well known that in the case of discrete sources, underdetermined mixtures can be successfully separated [13] , [19] , [40] . The similarity between the underdetermined case and the nonlinear case invites us to see the possibilities to separate binary sources mixed nonlinearly on one sensor only.
1) Noiseless Case:
We first consider the ideal case when no noise is present. a) Separation method: According to the example in Section V-A-3), the general form of a nonlinear mixture of two binary sources is given by (9) . Using the method in Section V-B (and working with four parameters and ), we easily obtain that for all (see Appendix III): This equation shows that can be recovered when (which amounts to say that and ). has a similar expression where and should only be exchanged. It follows that the nonlinear mixture of two binary sources given by (9) can be inverted under the condition:
and . This condition holds generically for mixtures which have coefficients drawn from a continuous joint probability density function. Relying on previous equation, it is immediate to recover the sources after identification of and . This is easy as soon as one has noticed that actually takes only 4 distinct values, say and . Then, we obtain the following:
• ; Fig. 3 . Average MSE on the reconstruction of the sources versus SNR for different number of samples for the mixing system given by (16).
• , , are given by the values of , where , , ; • observing only, some inherent indeterminacies necessarily remain. First, the permutation ambiguity between and the fictive source cannot be removed: since the three sources play an identical role, this yields a permutation ambiguity on and . In addition, there will remain a sign ambiguity on two of the sources, but not on the third one because of the relation . It implies that a mixture equivalent to (9) can be obtained by choosing arbitrarily the sign of two of the coefficients, for instance and . The sign of the third coefficient can then be uniquely determined by estimating the sign of . Remark 2: It is interesting to make a connection between Section V-A and the above result which actually constitutes a particular case. Indeed, the condition that , and ensures that takes four distinct values, which each correspond to one value of . Consequently, it should be no surprise that the mixture can be inverted in this case. Now, we can characterize all nonlinear transforms from the finite set of values of to : they indeed constitute a vector space of dimension 4 and they can be expressed as linear combinations of the monomials 1, , , . This easy result is a particular case, the generalization of which is given by Property 2 (and Property 1). The original sources and are indeed recovered depending on these monomials only in (17) . b) Simulations: We illustrate the previous paragraph with the mixture: (18) One can then easily identify that this nonlinear equation is equivalent to (9) with , , and . Simulations show that in noise-free conditions, almost perfect separation can be obtained blindly with the method in paragraph VI-B-1-a): this is illustrated by Fig. 4 . The only difficulty in this noiseless case consists in estimating the sign of in the case where it is close to zero. Since this situation may occur depending on the particular mixing system, some mixtures are more difficult to separate using this method. The case of noisy observations is treated in the next section.
2) Noisy Case: The above method is not applicable when there is additive noise on the sensor: different methods which can cope with this situation are now presented and discussed. More precisely, we assume that we observe where is a Gaussian centered random variable with variance and is the noiseless nonlinear mixture of the sources (that is, is given by (18) in the case of previous example or by (9) in the general case). The noise term is assumed independent of the sources . a) Separation methods: Following the ideas of exact inversion in the noiseless case, a solution one may think of consists in blindly identifying the coefficients of the mixing system (9) and then computing the exact inverse to recover the sources. From the discussion in Section VI-B-1-a), the problem amounts to estimating the values from the noisy observations. Fortunately, as noticed in [18] , follows a law given by a mixture of Gaussians whose centers are given by . In this situation, there exist well-known techniques to estimate from the data: the expectation-maximization (EM) algorithm seems appropriate for this purpose, although other methods exist (see [28] ).
As a byproduct of the EM algorithm [48] , it is well known that we easily obtain the maximum a posteriori (MAP) estimates of the values of . Hence, we are able to classify the samples of according to the noiseless value of . Then, from the value of , it is possible to trace back the value of the source vector up to a sign and permutation ambiguity. We hence considered this separation method for comparison purposes.
Finally, another method for separating the sources from a unique observation sensor consists in introducing additional virtual measurements as proposed in [13] and [14] for the case of underdetermined mixtures. With the model (9), one can define the column vector . Then, the linear model (11) (or equivalently (13) with centered observations) holds with the matrix given by (19) , shown at the bottom of the page. It is then possible to simply apply an ICA algorithm such as CoM2 [11] or JADE [9] : this allows to separate the sources and . b) Simulations: We implemented the EM algorithm in the simplified case where the variance of the noise is known. In practice, the variance should be estimated. However this simplified case gives an indication of the performance which can be expected from this method, which is given here only for comparison purpose. The initial value of the EM algorithm has been initialized as the result of a K-means step. Then, the three methods described above for recovering the sources have been considered and compared. 1) EM+inversion: The sources have been recovered using the exact inverse expression of the estimated system. A hard decision (sign function) has then been applied on the estimated sources to eliminate residual noise. 2) EM+MAP: We considered the result of the MAP classification and mapped it to the corresponding sources. 3) virtual meas.+ICA: The signals and have been computed and considered as additional observations before performing ICA (in our simulations, we used the JADE algorithm [9] ). A hard decision (sign function) has then been applied on the estimated sources to eliminate residual noise. Note that when the variance of the noise is known, this information can be used to obtain an unbiased estimate of the covariance of the vector of virtual measurements, leading probably to an improved performance of the third method.
(19) Table I shortly illustrate the validity of the third separation method (virtual meas.+ICA) in the case when the mixture is given by (18) . Fig. 5 shows the MSE obtained on the reconstructed sources (before elimination of residual noise with a hard decision) and Table I gives the bit error rate (BER) (after applying a sign function). All values have been obtained by averaging on 1000 Monte Carlo runs. One can notice that in low noise conditions, the nonlinear mixture is perfectly inverted.
Tables II and III compare the three separation methods described above. One can see in Table II that resorting to MAP estimation gives better results than using the exact inversion formula: this is no surprise since the exact inverse is only valid in the noiseless case. However, the method considering virtual measurements outperforms the classification by MAP: this is actually due to the difficulty of initializing the EM algorithm which may get trapped in a local maximum [17] . If a good initialization point was given to the EM algorithm, the EM+MAP separation method would outperform all the other ones. Note also that these results are not specific to the mixture (18) . According to the simulations in Table II , they remain when the mixture is given by (9) with randomly generated parameters . Finally, another advantage of the proposed method of virtual measurements is illustrated in Table III where one can see that the execution time is constant. Again, this advantage is due to the difficulty of initializing the EM algorithm: if badly initialized, it may converge slowly or even require a new initialization step.
It follows from these observations that the proposed method is complementary to the (EM+MAP) classification and one can hence think about combining both in order to improve the quality of the result: one apparently attractive solution consists in using the result given by (virtual meas.+ICA) as an initialization point to the (EM+MAP) method. This has been tried and results are given on the line indicated by ICA+EM+MAP in Table II. VII. CONCLUSION
In this paper, we have illustrated that algebraic methods constitute powerful methods to deal with the particular class of polynomial MIMO systems. They offer an attractive answer to the problem of their inversion. Many interesting signals, such as telecommunication ones, admit a finite number of values: in this case, the former tools show that there is more flexibility concerning inversion. In addition, we have shown that there exist a linear model which is equivalent to the original nonlinear one. In a blind context, this equivalent linear model suffers from the problem of underdetermination and of dependency between virtual sources. Finally, we have applied our result to the problem of blind separation of two binary sources mixed nonlinearly: based on the specificity of these sources, and although the virtual sources of the equivalent model are not independent, classical ICA algorithms succeed to separate the virtual sources.
APPENDIX I PROOF OF PROPERTY 2
Proof: For any ideal and for the polynomial with distinct roots , we have [16, p. 45 ] (see Definition 5 for the sum of two ideals):
It follows that we can write and decomposing similarly :
If we repeat further this operation, we finally obtain Finally, to prove that is a Gröbner basis, observe that the are univariate polynomials. Their terms are Now let and be the remainder of the division of by . We have then , where . Relying on the elimination property of the ordering, we can use the same arguments as in [15, p. 335 ] to prove that is the remainder of division of by . Hence, we have , which proves that . The second part of the proposition follows from the above arguments.
APPENDIX III IMPLEMENTATION OF THE PROVIDED EXAMPLES
In this Appendix, we show how the results in the paper are obtained using a computer algebra system. We used SINGULAR [27] which is a software freely available on the Web.
A. Example From Section IV-A
The ring should first be defined, and then the polynomials corresponding to (5) ring r = 0,(s1,s2,x1,x2,x3,x4),lp; poly f1 = 3 3 s1^2 + 2 3 s1 3 s2 + 4 3 s2^2 + 7 3 s1 + 4 3 s2; poly f2 = 03 3 s1^2 + 5 3 s1 3 s2 + 2 3 s1 + s2; poly f3 = 03 3 s1 + 6 3 s2; poly f4 = 6 3 s1^2 0 s1 3 s2 + 4 3 s2^2 + 3 3 s1 0 9 3 s2;
The following lines define the ideal , compute its Gröbner basis (denoted ) and perform the division of by :
ideal I1 = f1 0 x1, f2 0 x2, f3 0 x3, f4 0 x4;
ideal G1 = groebner(I1);
reduce(s1,G1); reduce(s2,G1);
B. Example From Section IV-B
The following lines show that cannot be recovered from only:
ideal I2 = f1 0 x1, f2 0 x2, f3 0 x3; ideal G2 = groebner(I2); reduce(s1,G2); reduce(s2,G2);
We then test the algebraic dependence between :
LIB "algebra.lib"; algDependent(ideal(f1,f2,f3)) [1] ;
The example in Section IV-B is then obtained by computing in the ring denoted :
ring r2 = (0; b1; b2),(s1,s2,x1,x2,x3,x4),lp; ideal G2 = imap(r; G2); reduce ((s1^2 + b1 3 s1),G2); reduce((s2^2 + b2 3 s2),G2);
C. Example From Section V-B
The only difference in the case of finite alphabet sources is that we should enter and define the ring (the first line switches back to the working ring denoted since we defined above). reduce(s1,G4); reduce(s2,G4);
