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Abstract 18 
Radial frequency (RF) patterns can be combined to construct complex shapes. 19 
Previous studies have suggested that such complex shapes may be encoded by multiple, 20 
narrowly-tuned RF shape channels. To test this hypothesis, thresholds were measured for 21 
detection and discrimination of various combinations of two RF components. Results show 22 
evidence of summation: sensitivity for the compounds was better than that for the 23 
components, with little effect of the components’ relative phase. If both RF components 24 
are processed separately at the point of detection, they would combine by probability 25 
summation (PS), resulting in only a small increase in sensitivity for the compound 26 
compared to the components.  Summation exceeding the prediction of PS suggests a form 27 
of additive summation (AS) by a common mechanism. Data were compared to predictions 28 
of winner-take-all, where only the strongest component contributes to detection, a single 29 
channel AS model, and multi-channel PS and AS models.  The multi-channel PS and AS 30 
models were modelled under both Fixed and Matched Attention Window scenarios, the 31 
former assuming a single internal noise source for both components and compounds, the 32 
latter different internal noise sources for components and compounds.  We were able to 33 
reject the winner-take-all and single channel models. The best performing model was an 34 
AS model with a Fixed Attention Window, consistent with detection being mediated by 35 
channels that are efficiently combined and limited by a single source of noise for both 36 
components and compounds. 37 
  38 
 3 
Introduction 39 
Historically, subthreshold summation experiments have been successfully employed 40 
to demonstrate the existence of multiple spatial frequency (SF) tuned channels (Campbell 41 
& Robson, 1968; Graham & Nachmias, 1971; King-Smith & Kulikowski, 1975; 42 
Kulikowski & King-Smith, 1973; Sachs, Nachmias, & Robson, 1971) and to measure their 43 
orientation bandwidths (see Graham, 1989, for review).  For example, Campbell and 44 
Robson (1968) and Graham and Nachmias (1971) measured contrast sensitivity for 45 
sinusoidal gratings with different SF (e.g. one grating with SF of 3 c/deg and the other 9 46 
c/deg).  The two gratings were then superimposed to form a compound pattern, and 47 
thresholds measured again.  The rationale was that if both gratings were processed by a 48 
common broadband channel one would expect a substantial threshold reduction for the 49 
compound as their signals would combine additively.  On the other hand, if the grating 50 
components were processed by separate channels, their signals would combine 51 
probabilistically resulting in only a marginal increase in sensitivity.  The results from these 52 
experiments supported the existence of several narrowly tuned SF channels (Campbell & 53 
Robson, 1968; Graham & Nachmias, 1971).  54 
Radial Frequency (RF) patterns, which are closed quasi-circular contours defined by 55 
sinusoidal modulations of their radius in polar coordinates, have frequently been used to 56 
investigate intermediate stages of shape processing (reviewed by Loffler, 2008 & Loffler, 57 
2015; see also Schmidtmann & Fruend, 2019).  Examples of RFs are shown along the 58 
horizontal and vertical axes of Figure 1.  In a typical RF experiment, subjects are presented 59 
with two patterns, one a circle, the other an RF with varying amplitude, and are required to 60 
detect the non-circular, RF shape.  The minimum shape difference, measured as the 61 
amplitude of the sinusoidal modulation (see methods), at which observers can reliably 62 
discriminate between the circle and the RF pattern is the measured threshold.  Several 63 
studies have suggested that different mechanisms are responsible for processing different 64 
RF shapes (Bell & Badcock, 2009; Bell, Badcock, Wilson, & Wilkinson, 2007; Bell, 65 
Wilkinson, Wilson, Loffler, & Badcock, 2009; Loffler, Wilson, & Wilkinson, 2003; Poirier 66 
& Wilson, 2006). For example, Bell et al. (2007) measured thresholds for combinations of 67 
RF patterns comprising low and high radial frequencies (e.g. RF3/RF24).  They argued that 68 
if there are two independent channels, one for the low and one for the high RF, detection 69 
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of one component should not be affected by the presence of the other, analogous to the 70 
rationale employed by the early studies on SF channels.  Results supported this prediction. 71 
In a related experiment, Bell and Badcock (2009) applied a subthreshold summation 72 
paradigm to investigate the existence and nature of individual RF channels.  They measured 73 
thresholds for isolated RF patterns and compared them to thresholds for compound RF 74 
patterns in which a second component, at half its threshold amplitude, was added.  They 75 
argued that if both components were processed by a common channel, the signal from one 76 
RF component should be increased by the presence of the other component and overall 77 
thresholds should decrease even if the second component itself is presented at subthreshold 78 
levels.  On the other hand, if the two components were processed by independent RF 79 
channels no such threshold reduction should occur.  The results for low RFs (≤10) 80 
supported the latter prediction of independent RF channels. All these and other results (Bell 81 
et al., 2009) were taken as evidence for multiple RF channels. Dickinson, Bell and Badcock 82 
(2013) explored RF pattern detection and identification at threshold. Their rational was that 83 
if subjects were able to identify different RF shapes at their respective detection threshold 84 
it would imply that the shapes were processed by discreet detectors/channels. Their results 85 
supported this notion but also showed a dependence on the amount of visible shape, e.g. if 86 
just a single cycle was presented identification at threshold was not possible. Based on 87 
these results, and as an alternative to shape decomposition into an RF base set, Dickinson 88 
et al. (2013) suggested that the periodicity of curvature maxima (convexities) is the crucial 89 
feature that underpins RF detection.  Dickinson et al. (2013) proposed that the cue that 90 
distinguishes the patterns with differing radial frequencies is the angle subtended between 91 
adjacent points of maximum curvature at the pattern centre. More recently, and in line with 92 
Dickinson, et al. (2013), Dickinson, Haley, Bowden, and Badcock (2018) demonstrated 93 
that RF3 patterns and similar patterns but with the same overall triangular-like shape, were 94 
very hard to discriminate. Given these findings, Dickinson et al. (2013, 2018) argue against 95 




Figure 1.  Fraction of a theoretical shape space spanning between individual (‘pure’) RF3 and RF5 pattern 99 
(referred to as ‘components’ in this paper) and various combinations of them (‘compounds’).  In this shape 100 
space the circle in the green box represents the origin.  The vertical and horizontal axes show respectively 101 
pure RF3 and RF5 patterns with increasing modulation amplitude (e.g. circle: A=0; smoothed pentagon: RF5 102 
with A=0.05; five-pointed star: RF5 with A=0.15).  Combining two RF components with different weights 103 
(w1/2) results in various compound ‘morphs’ as seen along the red arrows.  The weights define the relative 104 
contribution of the two RF components to the compound pattern.  In the experiments presented here, 105 
thresholds were determined for the pure RF components as well as for various weighted compounds.  Weights 106 
of 100%/0% (pure RF3), 75%/25%, 50%/50%, 25%/75% and 0%/100% (pure RF5) were employed.  107 
 108 
 109 
The main aim of this study was to probe how signals from two RF components are 110 
integrated when presented on a compound shape (see Fig. 1).  We aim to determine if 111 
signals from the two components remain independent or if they are combined, and if they 112 
are combined, which process best describes the combination (see Figure 2A vs. B, C).  To 113 

























(discrimination against pedestal amplitude) 1 sensitivity for a range of compounds. The 115 
compound shapes comprised various weighted combinations of two RF components 116 
(RF3/RF5; RF3/RF8; RF4/RF7).  117 
 118 
                                               
1 Most of the previous studies were concerned with observer ability to discriminate 
an RF shape from a circle.  This will subsequently be referred to as an RF detection task, 
to contrast it from RF discrimination, where observers have to discriminate two RFs: one 
with a pedestal amplitude and the other with an incremented amplitude. 
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 119 
Figure 2 Classes of summation scenarios considered within a signal detection theory framework (left 120 
column) and their corresponding predictions (summation plot in right column). In all 3 scenarios, the two 121 
components (shown by the grey-scale RF shapes) elicit a signal in a hypothetical shape channel.  The signal 122 
within that channel depends on the amplitude of the component and is subject to a non-linear transducer (t 123 
is the exponent of the transducer function) and an internal noise source (N).  In the experiments, observers 124 
were shown two shapes in separate intervals and had to decide which was less circular (two-125 
alternatives/intervals forced-choice paradigm).  Each interval (e.g. circle vs RF compound with specific 126 
amplitude) will result in different signals and the two intervals are symbolized by the red and light blue 127 
rectangular boxes.  MAX refers to a decision rule where the stronger signal is selected.  Note that there are 128 
two MAX rules in some of the scenarios: in the case of probability summation, the stronger of the signals 129 


















































































the decision.  The predictions on the right show the amplitudes of each component (x and y axis) for 131 
compounds at threshold (summation plots).  (A) In the winner-take-all scenario only the strongest component 132 
contributes, the other is ignored or suppressed (÷). This results in predictions (right) for compound shapes 133 
that are determined by only one of the components.  (B) In probability summation, each of the component 134 
channels contributes and the channel is selected that yields the stronger signal. Performance for the compound 135 
stimulus is better than that for the components because it allows two chances on which to base a decision. 136 
The predicted summation plots are consequently convexly curved and the amplitudes of each component 137 
when the compound is at threshold are lower than the thresholds for each component alone.  (C) In additive 138 
summation (AS) the signals from the two component channels are summed and the summed signals compared 139 
between intervals, with the stronger signal selected.  With AS the predicted thresholds are lower than PS.  In 140 
the special case of linear transducers (t=1), AS predictions fall on straight lines.  In all scenarios, equal 141 
thresholds are assumed for the two components presented in isolation (A=0.0075). 142 
 143 
Summation models 144 
It may be helpful at the outset to outline the general predictions of the summation 145 
models we will entertain, each of which describes how component sensitivities are 146 
combined to derive predictions for compound performance.  It is widely agreed that Signal 147 
Detection Theory provides a solid framework for describing decision-making processes in 148 
psychophysical experiments (Green & Swets, 1988; Laming, 2013; Meese & Summers, 149 
2012; Nachmias, 1981; Tyler & Chen, 2000), and especially for experiments on signal 150 
summation (Meese & Baker, 2011; Schmidtmann, Jennings, Bell, & Kingdom, 2015b; 151 
Baldwin, Schmidtmann, Kingdom, & Hess, 2016).  Hence, the data in this study are 152 
analyzed with models of summation based on Signal Detection Theory (Kingdom, 153 
Baldwin, & Schmidtmann, 2015). 154 
Figure 2 illustrates three possible model scenarios and their predictions. We 155 
distinguish between the rule for how the two signals from the two components of each 156 
compound shape in each trial are combined – the signal combination rule - and the rule for 157 
deciding which of the two sequentially presented compound shapes (forced-choice 158 
alternatives) – the decision rule.  In all three models the latter, decision rule is a MAX rule, 159 
meaning that the observer chooses the alternative with the largest signal.  This is 160 
represented by the rightmost MAX (black box) in the left panels of the figure.  The three 161 
models differ in the signal combination rule, as symbolized in the red (first interval) and 162 
blue (second interval) rectangular boxes. 163 
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The model predictions are given in summation plots.  These plots show the amplitude 164 
thresholds of the two components when they are presented in isolation (intersection of 165 
summation curve with the x and y-axis).  Sensitivity for any compound (various weighted 166 
sums of the two components) is given by a point within the first quadrant as the amplitude 167 
of each component when the compound is at its threshold.  When only one component is 168 
contributing, thresholds for various compound conditions would fall along straight 169 
horizontal and vertical lines: the compound is detectable if one of the component 170 
amplitudes is at its individual threshold.   171 
This is the first model in Figure 2A where only the strongest component contributes 172 
to detection, the other(s) being ignored or suppressed (÷). We refer to this as the “winner-173 
take-all” model, termed “decision separability” by Macmillan & Creelman (2005).  The 174 
other two models show cases where performance for compounds is better than that for the 175 
components. With probability summation, or PS, shown in Figure 2B, a maximum (MAX) 176 
signal combination rule is applied: for each alternative the component with the biggest 177 
signal is selected. Thus, PS performance predicts higher sensitivity (lower thresholds) for 178 
the compound condition than for the components alone because there are two chances for 179 
a component signal to contribute to detection.  The additive summation, or AS model in 180 
Figure 2C, describes a scenario where the signals from the two components are summed 181 
within each interval/alternative.  For all but the extreme parts of the summation square, 182 
where the compound comprises only one component, AS predicts lower thresholds than 183 
PS 2.  The precise shape of the summation curves for AS and PS depends on the transducers 184 
of the component channels (t, Eq. 2).  While the summation curve for PS will always be 185 
convex, the shape for AS, and the degree of curvature for PS, depends on the exponents on 186 
the transducers of the component channels (t, Eq. 2): for AS the shape is straight if the 187 
transducers are 1 and convex for values >1, as shown by the dashed lines in Figure 2B and 188 
C. A special case of AS is a Single Channel model, which assumes a single noise source.  189 
The other aspect of summation to consider, which is not presented in Figure 2, 190 
concerns how an observer attends to information from different channels.  For this, we 191 
contrast a Matched Attention Window (Kingdom et al., 2015) with a Fixed Attention 192 
                                               
2 note that this is not shown in Figure 2 
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Window (FAW, Tyler & Chen, 2000) scenario.  The difference between the two lies in the 193 
number of channels that an observer monitors, which determines the amount of internal 194 
noise limiting performance. The Matched Attention Window (MAW) scenario assumes 195 
that the components are at least initially processed in separate channels and that the 196 
observer attends to only the channels that are known in advance to contain a signal; the 197 
other channels, together with their sources of noise, are ignored. Under the Fixed Attention 198 
Window scenario on the other hand both component channels are always monitored 199 
irrespective of whether or not they contain a signal, involving the obligatory pooling of the 200 
noise from both channels.  As a consequence, when only one component is present the 201 
Matched Attention Window is the more efficient of the two scenarios, because there is only 202 
one source of noise limiting performance.  It is important to bear in mind that both Matched 203 
and Fixed Attention Window scenarios are possible under PS and AS.  Under AS, the 204 
Matched Attention Window scenario implies that the two components are initially 205 
processed by separate channels each with their own source of noise, prior to being 206 
additively combined by a single detection mechanism. With the Fixed Attention Window 207 
scenario under AS on the other hand, the signals from all monitored channel, together with 208 
their associated noises, are additively summed.  We have also tested model scenarios where 209 
the exponent of the transducers of the component channels are fixed (tA=tB). In summary, 210 
we have tested nine different models: (1) AS FAW, (2) PS FAW, (3) AS MAW, (4) PS 211 
MAW, (5) AS FAW (tA=tB), (6) PS FAW (tA=tB), (7) AS MAW (tA=tB), (8) PS MAW 212 
(tA=tB), and (9) Single Channel. Each of the nine models was applied to individual data 213 
and not to averaged data. The model code and model simulations, including summation 214 






Three observers participated in this study. Two of the participants were naïve as to 221 
the purpose of the experiment.  All subjects had normal or corrected-to-normal visual 222 
acuity.  Informed, written consent was obtained from each observer, and the study was 223 
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approved by the Glasgow Caledonian University Ethics Committee. All experiments were 224 
conducted in accordance with the Declaration of Helsinki. Observations were made under 225 
binocular viewing conditions.  No feedback was provided during practice or data 226 
collection.  227 
 228 
Apparatus 229 
Stimuli were generated using Matlab 7.7 (Mathworks). The shapes were presented 230 
on a gamma-corrected LaCie ‘‘electron22blueII’’ monitor (1024 x 768) with a frame rate 231 
of 85 Hz under the control of a Macintosh G4 computer. Monitor linearization was 232 
achieved by adjusting its color look-up table, resulting in 150 approximately equally spaced 233 
gray levels. The pattern luminance was on average 65 cd/m2. Observers viewed the stimuli 234 
using a chin and forehead rest to guarantee a constant viewing distance of 120 cm. At this 235 
distance the size of 1 pixel was 0.018 deg. To minimize reference cues, a white cardboard 236 
mask with a circular aperture of 12 deg was placed in front of the monitor. Experiments 237 
were carried out under dim room illumination. Routines from the Psychophysics Toolbox 238 
were used to present the stimuli (Brainard, 1997).  239 
 240 
Stimuli 241 
The stimuli used in this study were weighted combinations of radial frequency (RF) 242 
patterns (Wilkinson et al., 1998), a class of closed contour with varying shapes.  An RF 243 
compound contour was defined as: 244 
 245 
𝑟(𝜃) = 𝑟&'()[1 + 𝑤. ∙ 𝐴 ∙ 𝑠𝑖𝑛(𝜔. ∙ 𝜃 + 𝜑6) + 𝑤6 ∙ 𝐴 ∙ 𝑠𝑖𝑛(𝜔6 ∙ 𝜃 + 𝜑6)]																					(1) 246 
 247 
where r (radius) and θ refer to the polar coordinates of the contour and rmean is the radius 248 
of the modulated circle and determines the overall size of the pattern.  It was set to 0.5 deg.  249 
A defines the modulation amplitude, ω1, ω2 the radial frequencies and 𝜑1, 𝜑2 the phases 250 
(orientations) for each RF component, respectively.  The variables w1 and w2 refer to the 251 
relative weights of the two RF components in percent.  They were set so that w2 = 1-w1.  252 
Weights (w1/w2) (expressed in percent) of 100%/0%, 75%/25%, 50%/50%, 25%/75% and 253 
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0%/100% were used.  The shapes with a weight relationship of 100%/0% and 0%/100% 254 
will be referred to as ‘pure’ RF patterns, as they contain only information from one RF 255 
component.  Compound shapes were weighted combinations of the following component 256 
configurations: RF3/RF5, RF3/RF8 and RF4/RF7.  The appearance of the resulting 257 
compound shape depends on the component frequencies, their amplitudes as well as their 258 
phase relationship.  The phase relationship was either in-phase (a peak of each component 259 
aligned) or out-of-phase for combinations between an RF3 and an RF5 (a peak aligned 260 
with a trough).  Additionally, an intermediate phase was used, defined as the point where 261 
the concave contour minimum, or trough of the higher RF component (RF5, 7 & 8) 262 
coincides with the point of inflection, or zero-crossing of the lower (RF3 & RF4) 263 
component (Figure 3).  264 
Pure RF patterns are symmetrical shapes, where the frequency, i.e. number of cycles 265 
determines the number of symmetry axes.  For instance, an RF3 has three axes of symmetry 266 
and an RF5 has five.  Combining different RF components in-phase and out-of-phase 267 
results in compound shapes with only one axis of bilateral symmetry, whereas combining 268 
the RF components with intermediate phases leads to asymmetrical shapes (see Figure 3 269 
for example stimuli with different phase relationships).   270 
Consistent with previous studies the cross-sectional luminance profile of the stimuli 271 
was defined by a fourth derivative of a Gaussian (D4) (Wilkinson et al., 1998) with a peak 272 








Figure 3.  Example stimuli and phase-dependence.  The rows show compound shapes formed by adding an 280 
RF3 and an RF5 pattern, where the two RF components are in-phase (top row), out-of-phase (mid row) and 281 
intermediate phase (bottom row).  Columns are for five different combination weights. The left hand column 282 
shows pure RF3, the right hand column pure RF5 and the other columns show compounds.  For the shape 283 
combinations used in this study, the in-phase and out-of-phase conditions result in symmetrical compound 284 




The method of constant stimuli was employed using a temporal two-interval forced 289 
choice task.  The monitor was initially set to a mid grey luminance level.  The subject 290 
started the experiment by pressing a key on a standard computer keyboard.  Each trial 291 
contained a reference and a target stimulus.  After 300 ms the first stimulus was presented 292 
for 160 ms, followed by a mid grey screen for 300 ms (inter-stimulus interval), after which 293 
pure RF3 pure RF5
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the second stimulus was presented for 160 ms.  The observer’s task was to indicate which 294 
of the two successively presented stimuli was the target, which was always the contour 295 
with the higher modulation amplitude (less circular).  In the first experiment (RF detection) 296 
the target was the non-circular shape (green vs. blue in Figure 1) which was always paired 297 
with a perfect circle as reference.  In the second experiment (RF discrimination) the target 298 
was the more modulated shape (orange vs. red in Figure 1). In the latter case the modulation 299 
amplitude A of the reference shape was set to 0.05, which corresponds to approximately 300 
10x detection threshold of an RF shape against a circle.  The two patterns were always 301 
presented in random order and with random overall orientations. Different relative weights 302 
(w1, w2) and phase relationships (φ1, φ2) between the two components were run in separate 303 
blocks.  Thresholds were defined as the minimum amplitude (A; Eq. 1) required for reliable 304 
detection/discrimination.  These compound amplitudes (A) were then converted into the 305 
respective component amplitudes at threshold by multiplication: A·w1 or A·w2. 306 
The stimuli were presented at a random position within 0.124 deg from the centre of 307 
the screen.  Each experimental condition was tested within separate blocks (e.g. RF3/RF5 308 
in-phase).  In each block, six different stimulus amplitudes were presented 30 times each, 309 
resulting in a total number of 180 trials per threshold estimate.  Subjects completed three 310 
repetitions of each experimental condition.  The data of each run were fitted with a Quick 311 
psychometric function using a using a customized maximum- likelihood procedure based 312 
on binomial proportions, using MatLab’s fminsearch function. Thresholds were defined as 313 
the point on the function where subjects made 75% correct responses.   314 
 315 
 316 
Summation modeling 317 
Apart from winner-take-all summation, the two possible scenarios for the processing 318 
of compound RF shapes are PS and AS. According to PS if the two RF components (A and 319 
B) are processed independently by separate narrowly-tuned shape channels, one would 320 
expect only a slight reduction in thresholds (improvement in sensitivity) for the RF 321 
compound compared to the components.  On the other hand, according to AS, if the 322 
components are initially processed in separate shape channels but their signals are then 323 
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added before a decision is made, one would expect a greater reduction in thresholds as the 324 
information from both RF components is used more efficiently. 325 
Below we summarize the equations for PS and AS for the general case where 326 
stimulus strength of the two components can be unequal/different.  Unequal sensitivities 327 
for the two components making up a compound is the typical scenario in the experiments 328 
presented below but the predictions differ from those illustrated in Figure 2 where equal 329 
sensitivities were chosen for clarity.  In order to derive the summation predictions, one has 330 
to make an assumption about first the number of channels that are activated by the stimulus 331 
and second the number of channels monitored by the observer.  As discussed earlier, the 332 
analysis here considers two scenarios: Matched Attention Window (Kingdom et al., 2015) 333 
and Fixed Attention Window (Tyler & Chen, 2000).  The difference between the two lies 334 
in the number of channels that an observer monitors (Q, see below).  Assuming that the 335 
two components are being processed in separate channels, there are two channels that can 336 
carry a signal.  The observer can attend to one, the other or both.  The Matched Attention 337 
Window scenario assumes that the observer can match their attention to the experimental 338 
condition and only attends to those channels that contain a signal.  Under this scenario Q, 339 
the number of channels monitored, is the same as n, the number of channels carrying 340 
signals.  Thus, when components are tested, Q and n both equal 1, while for the compound 341 
Q and n both equal 2. Given that the component and compound conditions were tested in 342 
separate blocks, we consider this a plausible scenario. Observers were, however, not 343 
informed whether in an individual block they were tested on a component or a compound.  344 
It is therefore also conceivable that they always monitored two channels - this is the Fixed 345 
Attention Window scenario.  In this case, Q would be 2 for both components and compound 346 
conditions and n=1 for the component and n=2 for the compound. Hence, we modeled PS 347 
and AS under both scenarios.  348 
 349 
Additive Summation 350 
Signal detection theory considers the internal strength of a signal as the distance 351 
between two distributions: internal noise only and signal plus noise (see Figure 4).  This is 352 
expressed in units of standard deviations and referred to as d’.  According to Kingdom et 353 
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al. (2015), d’ for AS for stimulus components of unequal strength (i.e. different amplitudes 354 










where Si, gi and ti refer to the stimulus strength, gain and transducer exponent of the ith 359 
stimulus component respectively.  Q and n are the number of monitored channels and the 360 
number of stimulus components respectively.  In essence, this is calculating d’ as the sum 361 
of the signals from each channel divided by the square root of the number of monitored 362 
channels.  In the model simulations below, the stimulus strengths Si correspond to the 363 
component amplitudes; gains and transducers for each channel, gi and ti, are free 364 
parameters set to best fit the data. The following equation is then used to calculate percent 365 
correct responses for a given stimulus strength and corresponding d’ as (Kingdom & Prins, 366 
2016; Figure 4):  367 
 368 





In these equations 𝜙(t) and 𝜙(t-d’) refer to the heights of the signal (S) and noise (N) 371 
distributions at a sample point t and Φ(t) and Φ(t-d’) refer to the areas under the S and N 372 
distributions to the left of t, as illustrated in Figure 4. M indicates the number of alternatives 373 
in the forced-choice task (in all experiments here M=2). The equations are implemented by 374 
the function PAL_SDT_PS_uneqSLtoPC in the Palamedes Toolbox (Prins & Kingdom, 375 
2009). The detailed mathematical derivations of the equations can be found in Kingdom et 376 
al. (2015) and Kingdom & Prins (2016). For the Matched Attention Window scenario, one 377 
simply sets Q equal to n; i.e. for the component Q=n=1 and for the compound Q=n=2.  378 
For the Fixed Attention Window scenario, Q=2 and n=1 for the components and Q=2 and 379 
n=2 for the compound. Note that if only the compound conditions were considered the two 380 
scenarios would make the same predictions, because Q=n=2 in both cases. Eqn. 2b is 381 
implemented by the routine PAL_SDT_AS_uneqSLtoPC in the Palamedes Toolbox.   382 
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Additive Summation Single Channel  383 
The Single Channel AS model assumes a single source of noise. The number of monitored 384 







Probability Summation 389 
Kingdom et al. (2015) showed that PS under SDT for stimuli of unequal strength 390 
under the Fixed Attention Window scenario with a 2AFC task is given by: 391 
 392 
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The first part of equation 3a, computes the probability that the i-th signal component 396 
will be greater than all noise components (total QM-n) and all other signal components 397 
(total n-1). These other signal components are designated as j, hence j refers to all signal 398 
components except the i-th signal component. 399 
 400 
Analogous to AS, signal strength d’ is calculated as: 401 
 402 
𝑑: = (𝑔?𝑆?)AB																																																																																																																																		(3𝑏) 403 
 404 
Setting Q is equal to n for Matched Attention Window scenario, gives: 405 
 406 
𝑃𝑐 ==QH 𝜙(𝑡 − 𝑑:?)
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Figure 4.  Parameters for calculating AS and PS. N = noise distribution, S = signal distribution, d’ = 411 
separation between S and N distributions. t is a sample sensory magnitude. F(t) and F(t-d’) are the areas under 412 
the N and S distributions to the left of t.  ϕ(t) and ϕ(t-d’), are the heights of the N and S distributions at t.  Based 413 
on Figure 6.5 in Kingdom & Prins (2016).   414 
 415 
Pedestal Condition (Discrimination Experiment) 416 
For the conditions containing a pedestal of amplitude 0.05 (discrimination 417 
experiment), we have modelled the data using the same model as for the zero pedestal 418 
conditions, i.e. fitting the multiple psychometric functions with the same free parameters 419 
of g and t.  We tried to fit the pedestal=0.05 conditions with a model in which           420 
d’ = [g(S+∆S)]t–(gS)t, where S is the pedestal amplitude and ∆S the amplitude increment, 421 
but the minimization procedure we employed failed to converge on estimates of g and t.   422 
We assume that the reason for this is because the above equation is not a good model for 423 
amplitude discrimination in RF patterns.  In order to model the pedestal data 424 
(discrimination experiment), we have also tested various versions of alternative models, 425 
such as the Legge & Foley (1980) model that has been widely employed to model contrast 426 
discrimination data. However, in all cases we were unable to find a model which converged 427 
on consistent estimates of its free parameters, a problem often encountered in modeling 428 
psychophysical data when there are many free parameters to estimate.  We are therefore 429 



















making the assumption that treating the pedestal=0.05 conditions as equivalent to the 430 
pedestal=0 conditions does not have an adverse effect on our conclusions concerning the 431 
summation properties of RF patterns with two component frequencies. 432 
Results 433 
For each component and compound condition, thresholds were measured as the 434 
minimum amplitude required for reliable detection (RF vs circle) or discrimination (RF 435 
with pedestal amplitude vs RF with pedestal+increment amplitude).  As the main aim was 436 
to determine how the weighting of each component influenced the thresholds for the 437 
compounds, the results are shown as summation plots (Figure 5).  Within each summation 438 
plot, the threshold amplitude (A) for compound detection/discrimination is expressed by 439 
the respective amplitude of each component at the point where the compound was at 440 
threshold. That is, the x and y axes give A·w1 and A·w2.  This allows one to appreciate how 441 
threshold amplitude of each component varied as a function of their contributions (weight) 442 
to the compound.  The ordinate in all plots shows the higher RF and the abscissa the lower 443 
RF component. Each compound condition was tested with five different component 444 
weights (100%/0%, 75%/25%, 50%/50%, 25%/75% and 0%/100%).  The first percentage 445 
corresponds to the lower RF, the second to the higher one.  The data point on the x-axis 446 
gives baseline thresholds for the lower RF component presented on its own (weight 447 
100%/0%); the data point on the y-axis that for the higher RF (weight 0%/100%).   448 
The left column in Figure 5 shows the data for detecting shapes against a circle 449 
(reference shape with A=0), whereas the right column shows thresholds for discriminating 450 
two non-circular shapes (pedestal A=0.05).  Different lines in each plot shows data for 451 
different phase combinations of the RF components, indicated by different colors (in-452 
phase: red; out-of-phase: blue; intermediate: magenta).  453 
Considering baseline sensitivities to the components first (data points on axes), 454 
average thresholds for pure RF patterns are in the same range as previously reported (Bell 455 
et al., 2009; Bell & Badcock, 2008; Loffler et al., 2003; Schmidtmann et al., 2012; 456 
Schmidtmann & Kingdom, 2017; Wilkinson et al., 1998): slightly lower sensitivities 457 
(higher thresholds) for lower RFs than higher RFs (mean threshold across subjects (±SEM), 458 
RF3: 0.01086 (0.00135) and RF4: 0.00838 (0.00075) compared to RF5: 0.00467 (0.00043), 459 




Figure 5.  Summation plots showing the threshold amplitudes for detection (left column) and discrimination 463 
(right) of compound shapes made up of two RF components. Thresholds for the compound are expressed as 464 
the respective amplitudes of the two components (x-axis: lower RF frequency; y-axis: higher frequency) 465 
when the compound is at threshold (i.e. A·w1 or A·w2).  Thresholds were measured for combinations of 466 
RF5/RF3 (top), RF8/RF3 (middle) and RF7/RF4 (bottom).  Data for different phase conditions are presented 467 
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in each plot: in-phase (red), out-of-phase (blue; only for RF3/RF5 combination) and intermediate phase 468 
(magenta).  The icons show examples of the two components at supra-threshold amplitudes. The error bars 469 
represent 95% confidence interval. Individual results can be downloaded here: http://www.gunnar-470 
schmidtmann.com/stimuli-software/.   471 
 472 
Thresholds for discriminating non-circular shapes (right column) are slightly higher 473 
(data further away from the origin) than thresholds for detection against a circle (left 474 
column).  Such an increase in thresholds with increasing reference amplitude has been 475 
reported before and found to be small for the amplitudes used here (Bell et al., 2009; 476 
Schmidtmann et al., 2012).  Thresholds are similar for different phase relationships with 477 
the intermediate-phase conditions typically yielding slightly lower thresholds than the in-478 
phase conditions.  479 
Differences between conditions were analysed statistically with a repeated measures 480 
ANOVA with phase relationship (in-phase and intermediate), modulation amplitude (A=0; 481 
A=0.05), RF combination (RF5/RF3, RF8/RF3, RF7/RF4) and relative weight (0-100%) 482 
as factors.  The analysis revealed no significant differences between the in-phase and 483 
intermediate-phase conditions (F1,16=11.74, p=.076), between different reference 484 
amplitudes (F1,16=3.687, p=.195) or between different RF combinations (F2,16=6.381, 485 
p=.057).  However, a significant main effect was found for the different component weights 486 
(F4,16=58.06, p<.001).  Post-hoc Bonferroni-corrected tests showed that thresholds for the 487 
higher frequency component (RF5, RF7, RF8) were significantly lower than for the lower 488 
frequency component (RF3, RF4; p<.05).  Due to the additional out-of-phase condition for 489 
combinations between RF3 and RF5, a separate ANOVA was applied with three phase 490 
arrangements, five weights and two reference amplitudes as factors.  Again, neither phase 491 
nor amplitude show significant differences, but weight did: phase (F2,16=1.161, p=.400); 492 
amplitude (F1,16=8.031, p=.105); weight (F4,16=65.326, p<.001).   493 
 494 
Model Simulations 495 
It is clear from the data in Figure 5 that thresholds are better for the compound 496 
conditions than for individual components alone. This rules out a winner-take-all 497 
summation, so we are left with PS and AS.  To model the data under PS and AS, we used 498 
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a modified version of the Palamedes Toolbox multi-fit summation function 499 
PAL_SDT_Summ_MultiplePFML_Fit (Prins & Kingdom, 2009). The modification 500 
enabled us to set the number of monitored channels Q to be different for the components 501 
(Q can be 1 or 2) and the compounds (Q equals 2). 502 
The routine was used to simultaneously fit the four free parameters, gain (gA, gB) and 503 
transducer (tA, tB) as per Eqs. 2a and 3b to the five relevant conditions: two components 504 
(e.g. RF5: 100%/0%, RF3: 0%/100%) and 3 compounds (e.g. RF5/RF3 with 75%/25%, 505 
50%/50%, 25%/75% weights).  Parameters were derived separately for each observer, each 506 
phase relationship and each model (PS and AS).  Once the parameters are set, percent 507 
correct responses for any stimulus level can be simulated, psychometric functions 508 
(Logistic) modeled and predicted thresholds extracted. Fitting all five conditions 509 
simultaneously provides a better fit than the alternative of first fitting the component data, 510 
then using these fits to test how well the AS and PS models fit the compound conditions.  511 
The simultaneous fitting method uses all the data, both from component and compound, to 512 
test and compare the AS and PS models (Kingdom and Prins, 2016). Typically, the AS 513 
model predicts a more linear dependency of thresholds on the amplitudes of the two 514 
components when presented within summation plots, whereas the PS model favours a 515 
convex curved relationship.  As model fits were applied simultaneously to all five 516 
conditions in each graph, neither model would be expected to perfectly match the 517 
component conditions.  If the free parameters (gA, gB, tA, tB) were derived exclusively from 518 
the two component conditions, predictions from both models would be anchored at the 519 
component data points, but the overall fit to all conditions would be poorer. All model fits 520 
can be found here: http://www.gunnar-schmidtmann.com/stimuli-521 
software/#CompoundRF. 522 
Both models, AS and PS, generally provide a good approximation to the data.  The 523 
PS and AS model fits were compared by calculating the difference in the Akaike 524 
Information Criterion (AIC) between the models (Akaike, 1974; Kingdom and Prins, 525 
2016), such that negative values favor AS and positive values favor PS.  The complete 526 
model comparisons for each observer and all conditions, including the estimated gains gA, 527 
gB and transducer exponents tA, tB for each model, AIC and DAIC are summarized in tables 528 
provided in the supplementary material.  The conditions where PS showed a better model 529 
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fit are indicated by positive DAIC values, whereas the conditions where AS is the preferred 530 
model are indicated by negative DAIC values. The average transducer exponents for the 531 
AS model are: Fixed Attention Window tA=1.17 (±SD=0.25) and tB=1.04 (±SD=0.27); 532 
Matched Attention Window: tA=1.00 (±SD=0.26) and tB=1.01 (±SD=0.28). The average 533 
transducer exponents for the PS model are: Fixed Attention Window tA=1.01 (±SD=0.26) 534 
and tB=0.91 (±SD=0.23); Matched Attention Window: tA=1.03 (±SD=0.29) and tB=0.95 535 
(±SD=0.25). This indicates an approximately linear transducer and explains the 536 
approximately straight lines in summation plots. The average transducer exponents for the 537 
Single Channel AS model are tA=0.89 (±SD=0.12) and tB=0.09 (±SD=0.06). Comparing 538 
the AS and PS summation models, AS provides better model fits in 33 out of 42 conditions 539 
(78%) for the Fixed Attention Window scenario and in 32 out of 42 conditions (76%) for 540 
the Matched Attention Window scenario. Comparing the two Attention scenarios, we 541 
found that the Fixed Attention Window scenario gave better overall fits (smaller AIC 542 
values) than the Matched Attention Window scenario in 88% of the cases for PS and 83% 543 
for AS.  This suggests that observers were monitoring more than one channel in the 544 
component conditions and, by extension, some irrelevant channels, which contribute noise 545 
but no signal to the decision. 546 
However, the differences in AIC values between the PS and AS models are relatively 547 
small. According to Burnham and Anderson (2004), the preferred model can be determined 548 
by calculating the difference between the AIC scores of the i-th model (AICi) and the model 549 
with the lowest AIC score (AICmin) obtained from the set of models examined, so that 550 
 551 
Δ? = 𝐴𝐼𝐶? − 𝐴𝐼𝐶&?).        (5) 552 
 553 
The model with the smallest AIC values is the additive summation fixed-attention 554 
window model (AS FAW).   555 
Figure 6 (left) shows the results for this analysis across observers and shows ∆i 556 
calculated for each condition for PS FAW (blue), PS MAW (red), AS MAW (green) and 557 
the Single Channel AS model (pink). ∆i for the models with the fixed transducer exponents 558 
are shown in the right plot. The graph also contains a marginal histogram of ∆i with the 559 
corresponding color. Models with ∆i > 7 can be rejected (Burnham & Anderson, 2004). 560 
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This threshold is indicated by the dashed black line in each graph.  According to this 561 
criterion, 14% of the PS FAW fits, 57% of the PS MAW fits, 43% of the AS MAW fits 562 
and 74% of the Single Channel AS models can be rejected.  563 
In the above analysis, we allowed the transducer exponents for the two components 564 
tA, tB, to be different. However, one could argue that they should be constrained to be 565 
equal.  To evaluate the effect of such a constraint, we also modeled the data with fixed 566 
transducer exponents for both, the Fixed and Matched Attention Window Scenario for all 567 
subjects.  The results are shown in Figure 6 (tA=tB) and the model parameters are 568 
summarized in Table A2-C2. As before, the Fixed Attention Window scenario gives better 569 
overall fits (smaller AIC values) than the Matched Attention Window scenario. Note, that 570 
for one condition (GS: RF3-8, in phase, A=0) the model simulations did not converge.  571 
Assuming equal transducers, AS provides a better prediction than PS in 30 out of 41 572 
(73%) conditions for the Fixed Attention Window and 38 out of 41 (93%) for the Matched 573 
Attention Window scenario. The average transducer exponents for the AS model are: Fixed 574 
Attention Window t=1.05 (±SD=0.15) (tA=tB); Matched Attention Window: t=0.98 575 
(±SD=0.15). The average transducer exponents for the PS model are: Fixed Attention 576 
Window t=0.91 (±SD=0.13) (tA=tB); Matched Attention Window: t=0.94 (±SD=0.15). 577 
This also indicates an approximately linear transducer in all conditions. The comparison of 578 
the two Attention scenarios revealed that, assuming equal transducers, the Fixed Attention 579 
Window scenario gave better overall fits (smaller AIC values) than the Matched Attention 580 
Window scenario in 90% of the cases for PS and 73% for AS.  The comparison between 581 
the AIC values of the preferred model (model with the smallest AIC values is the additive 582 
summation fixed-attention window model) for the fixed transducer condition (tA=tB) is 583 
presented in Figure 6 (right). Results show that 12% of the PS Fixed Attention Window 584 
models, 45% of the PS Matched Attention Window models and 29% of the AS Matched 585 








Figure 6.  The figure shows the model results across observers. ∆I (see Model Simulations section) was 593 
calculated for each condition for PS FAW (blue), PS MAW (red), AS MAW (green) and the Single Channel 594 
AS model (pink). ∆i for the models with the fixed transducer exponents (tA=tB) are shown in the right plot. 595 
Each graph also contains a marginal histogram of ∆I with the color corresponding to the model. Models with 596 
∆i > 7 can be rejected (Burnham & Anderson, 2004). This threshold is indicated by the dashed black line in 597 
each graph.  According to this criterion, 14% of the PS FAW fits, 57% of the PS MAW fits, 43% of the AS 598 
MAW fits and 74% of the Single Channel fits can be rejected.  599 
 600 
Figure 7 shows ∆i values for the PS FAW, PS MAW, AS MAW and the corresponding 601 
models for the fixed transducer exponents (tA=tB) condition for each observer (left). A 602 
normal distribution was fit to the data which is presented in the marginal histogram (right). 603 
This analysis illustrates that the model predictions were similar for each observer, despite 604 



































Figure 7. The graph shows ∆i values for the PS FAW, PS MAW, AS MAW and the corresponding models 610 
for the fixed transducer exponents (tA=tB) condition for each observer (left). Normal distributions were fit to 611 
the data and are presented in the marginal histogram (right). 612 
 613 
In summary, the model simulations favour additive summation of information in 614 
excess of the predictions by PS, with observers adopting a strategy of always monitoring 615 
the channels of both RF components even if this is strategy is suboptimal as in the case of 616 
components presented alone.   617 
















The aim of this study was to investigate how the signals from two RF components 620 
are combined when observers are asked to discriminate between compound shapes made 621 
up of two components with various relative weights. 622 
All in all, we tested nine possible summation scenarios: winner-take-all, PS and AS 623 
(Figure 2) Matched and Fixed Attention Window scenarios with and without fixed 624 
transducer exponents and a Single Channel model.  The data clearly rejected the winner-625 
take-all scenario. Given that the vast majority of fits (74%) with the Single Channel model 626 
were rejected, we conclude that this model does not provide a reasonable account of the 627 
data. Although both, PS and AS provide a satisfactory fit to the data, goodness-of-fit 628 
comparisons of the two models showed that AS gave the better fit in the large majority of 629 
conditions (see Figure 6). The superiority of AS over PS was found irrespective of whether 630 
one assumed that the observer always monitored both RF component-sensitive channels 631 
(Fixed Attention Window), or only those channels for which an RF component was present 632 
(Matched Attention Window).  These results support the idea that compound RF detection 633 
is mediated by putative separate channels whose information is subsequently combined 634 
into a single channel before a decision rule is applied, as illustrated in Figure 2C.  This 635 
combination could be local, i.e. within spatially limited parts of the shape, or global.  This 636 
conclusion is in line with previous investigations (Dickinson et al., 2013; 2018). 637 
 638 
With regards to observer ability to attend to one, or both of the two putative 639 
component (RF) channels, our results favour the latter, Fixed Attention Window scenario, 640 
which fitted the data better than the Matched Attention Window scenario.  This suggests 641 
that observers always monitored both channels, irrespective of whether the stimulus was a 642 
component or compound.  Remember that sensitivity to the components alone would be 643 
predicted to be better than we observed if observers ignored the channel not containing a 644 
signal.  The obligatory additive summation of task-irrelevant information with AS under 645 
the Fixed Attention Window scenario means that performance is limited by the noise 646 
summed from two channels into one mechanism, as indicated in Fig. 2C.  Note that our 647 
results do not provide evidence that observers have access to the outputs from individual 648 
RF/component channels.  This may have been a consequence of the particular experimental 649 
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set-up.  It would be a matter for future research to determine if obligatory pooling of 650 
information from multiple channels into one mechanism is the general rule with compound 651 
RF detection or if observers can select other strategies under other conditions. 652 
 653 
Relation to models of RF detection 654 
How do our results bear upon existing ideas about how RF patterns are detected?  655 
When quantifying the sensitivity for single RF components, various previous studies have 656 
suggested a highly efficient signal integration across the circumference of the contour 657 
shape (global processing) (e.g. Bell & Badcock, 2008; Bell, Badcock, Wilson, & 658 
Wilkinson, 2007; Bell, Wilkinson, Wilson, Loffler, & Badcock, 2009; Dickinson, 659 
McGinty, Webster, & Badcock, 2012; Dickinson et al., 2013; Hess, Achtman, & Wang, 660 
2001; Hess, Wang, & Dakin, 1999; Jeffrey, Wang, & Birch, 2002; Loffler, Wilson, & 661 
Wilkinson, 2003; Tan, Dickinson, & Badcock, 2013). Thresholds for discriminating circles 662 
from RF component shapes are in the hyperacuity range, which has been linked to efficient, 663 
non-linear, global pooling of contour information (Hess et al., 1999a; Jeffrey et al., 2002, 664 
Loffler et al., 2003; Schmidtmann et al., 2012; Schmidtmann et al., 2013). More recent 665 
psychophysical evidence and modelling suggests that such global pooling might not be 666 
necessary and that models based on the detection of local curvature might be sufficient 667 
(Mullen et al., 2011; Baldwin, Schmidtmann, Kingdom & Hess, 2016; Schmidtmann & 668 
Kingdom, 2017).  It is important to bear in mind that our evidence for AS between RF 669 
components is not synonymous with global summation, where the information from all 670 
parts of the RF pattern are summed within a single mechanism at detection threshold. Our 671 
study does not address the issue of whether RF patterns are detected locally or globally, 672 
although our results do say something about the issue.  AS between the components of a 673 
compound RF stimulus within a local region of the stimulus is compatible with both PS 674 
and AS of local RF regions across the whole stimulus (Baldwin et al., 2016, but see Green, 675 
Dickinson, & Badcock, 2017, 2018a, 2018b). 676 
 677 
Curvature 678 
Schmidtmann and Kingdom (2017) demonstrated that a model based on curvature 679 
maxima and minima can account for RF and non-RF pattern detection.  Figure 8 shows the 680 
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dependence of curvature (calculated according to method described in Schmidtmann & 681 
Kingdom, 2017) on the phase relationship of a compound consisting of a weighted 682 
combination of an RF3 and an RF5 pattern (for a reference of A=0.05) in an out-of-phase 683 
(Figure 8A) and intermediate phase arrangement (Figure 8B).   684 
 685 
The formal definition of curvature is the rate of change of tangent orientation and 686 
was calculated according to method also employed in previous studies (e.g. Schmidtmann 687 







      (7) 690 
 691 
where r¢(q) and r¢¢(q) refer to the first and second derivative of equation 1. 692 
As can be seen, the positions of local curvature values, including maxima and 693 
minima, dependent on relative phase. However, the values of the maximum (Max) and 694 
minimum (Min) curvatures across the entire circumference (shown by the red and green 695 
markers) and hence also Max-Min curvatures, vary rather little across relative phase.  696 
Given that the data show little or no variation in thresholds across relative phase, we cannot 697 
rule out the possibility that one or other of Max, Min or Max-Min curvature mediates 698 
thresholds in compound RF patterns as suggested by Schmidtmann & Kingdom (2017).  699 
Indeed, our finding that AS rather than PS between the two RF components is the better 700 
model of compound detection does not necessarily imply an initial stage in which the RF 701 
components are separately encoded prior to their combination, even though that is how the 702 
AS model is framed.  The AS model may be the computational equivalent of a low-level 703 
feature model of RF detection and discrimination, such as one based on points of Max or 704 
Max-Min curvature. Future data and modeling is required to determine whether the results 705 






Figure 8.  Dependence of curvature on the phase relationship between the two RF components that make up 711 
the shape compound. The figure shows compound shapes created by weighted combinations of an RF3 and 712 
an RF5 pattern (A=0.05) with different phase arrangements; (A) out-of-phase and (B) intermediate phase. 713 
The polar graphs illustrate the shape of the resulting pattern and the adjacent graphs the corresponding 714 
curvature profile. Max refers to the maximum and Min to the minimum curvature. 715 
 716 
Symmetry  717 
Finally, our results have implications for the role of symmetry in shape 718 
discrimination.  Pure RF components, and compound RFs with in-phase and out-of-phase 719 
relationships, are bilateral, mirror-symmetrical shapes.  For instance, a pure RF3 has three, 720 
and a pure RF5 five axes of symmetry.  Compound RF shapes that are either in-phase or 721 
out-of-phase have only one axis of symmetry.  In contrast, compound RF shapes at 722 
intermediate phase arrangements are asymmetric as can be seen in Figure 8B.   Symmetry 723 
in general, and bilateral symmetry in particular, have been shown to play a special role in 724 
human perception and have been the subject of a vast number of investigations (see Treder, 725 



















































































































































































































































































































































lower discrimination thresholds for symmetric compound patterns compared to those that 727 
lack symmetry.  This was not what we found.  One possible explanation is that the 728 
orientation of the RF patterns was randomly varied between trials.  This was used in order 729 
to avoid subjects from predicting the exact position of specific parts of the contour (e.g. 730 
curvature maximum) or to focus on a particular part (cycle) of the shape.  Previous studies 731 
on symmetry processing have shown that performance is best for vertical axes of 732 
symmetry, followed by horizontal and oblique ones (Barlow & Reeves, 1979; Wenderoth, 733 
1994).  The change in orientation of the symmetry axes in our experiments might have, to 734 
some extent, counterbalanced the contribution of a symmetry effect.  In any case, we did 735 
not find any evidence in favour of symmetry being a beneficial feature in these experiments 736 
of shape discrimination. 737 
  738 
 32 
Acknowledgments  739 
This research was supported by a Natural Sciences and Engineering Research Council of 740 
Canada grant #RGPIN 121713-11 given to F. A. A. K.  741 
 742 
 743 
  744 
 33 
References 745 
Akaike, H. (1974). A new look at the statistical model identification. IEEE, Trans. 746 
Automat. Contr., 19(6), 716–723.  747 
Baldwin, A. S., Schmidtmann, G., Kingdom, F. A. A., & Hess, R. F., Rejecting 748 
probability summation for RF patterns, not so Quick! (2016) Vision Research, 122, 749 
124-134 750 
Barlow, H., & Reeves, B. (1979). The versatility and absolute efficiency of detecting 751 
mirror symmetry in random dot displays. Vision Research, 19(7), 783–793.] 752 
Bell, J., & Badcock, D. (2009). Narrow-band radial frequency shape channels revealed by 753 
sub-threshold summation. Vision Research, 49(8), 843–850.  754 
Bell, J., & Badcock, D. R. (2008). Luminance and contrast cues are integrated in global 755 
shape detection with contours. Vision Research, 48(21), 2336–2344.  756 
Bell, J., Badcock, D., Wilson, H., & Wilkinson, F. (2007). Detection of shape in radial 757 
frequency contours: independence of local and global form information. Vision 758 
Research, 47(11), 1518–1522.  759 
Bell, J., Wilkinson, F., Wilson, H. R., Loffler, G., & Badcock, D. R. (2009). Radial 760 
frequency adaptation reveals interacting contour shape channels. Vision Research, 761 
49(18), 2306–2317.  762 
Burnham, K. P., & Anderson, D. R. (2004). Multimodel inference: Understanding AIC 763 
and BIC in model selection. Sociological Methods and Research, 33(2), 261–304. 764 
Brainard, D. H. (1997). The psychophysics toolbox. Spatial Vision, 10(4), 433–436.  765 
Campbell, F., & Robson, J. (1968). Application of Fourier analysis to the visibility of 766 
gratings. Journal of Physiology, 197(3), 551–566. 767 
Dickinson, J. E., Bell, J., & Badcock, D. R. (2013). Near their thresholds for detection, 768 
shapes are discriminated by the angular separation of their corners. PloS One, 8(5), 769 
e66015.  770 
Dickinson, J. E., Haley, K., Bowden, V. K., & Badcock, D. R. (2018). Visual search 771 
reveals a critical component to shape. Journal of Vision, 18(2), 1–25. 772 
Dickinson, J. E., McGinty, J., Webster, K. E., & Badcock, D. R. (2012). Further evidence 773 
that local cues to shape in RF patterns are integrated globally. Journal of Vision, 774 
12(12), 16.  775 
Graham, N. (1989). Visual Pattern Analyzers (Oxford University Press). New York: 776 
Oxford University Press. 777 
Graham, N., & Nachmias, J. (1971). Detection of grating patterns containing two spatial 778 
frequencies: a comparison of single-channel and multiple-channels models. Vision 779 
Research, 11(3), 251–259. 780 
Green, R. J., Dickinson, J. E., & Badcock, D. R. (2017). Global processing of random-781 
phase radial frequency patterns but not modulated lines. Journal of Vision, 17(9), 1-782 
18. 783 
Green, R. J., Dickinson, J. E., & Badcock, D. R. (2018). Integration of shape information 784 
occurs around closed contours but not across them. Journal of Vision, 18(5), 1-6. 785 
Green, R.J., Dickinson, J. E. & Badcock, D. R. (2018) Convergent evidence for global 786 
processing of shape. Journal of Vision (2018) 18(7):7, 1-15. 787 
Green, D. M., & Swets, J. A. (1988). Signal Detection Theory and Psychophysics. Los 788 
Altos, California: Peninsula Publishing. 789 
 34 
Hess, R. F., Achtman, R. L., & Wang, Y. (2001). Detection of constrast-defined shape. 790 
Journal of the Optical Society of America A: Optics, Image Science, and Vision, 18(9),  791 
2220–2227. 792 
Hess, R. F., Wang, Y., & Dakin, S. C. (1999). Are judgements of circularity local or global? 793 
Vision Research, 39(26), 4354–4360. 794 
Jeffrey, B., Wang, Y., & Birch, E. (2002). Circular contour frequency in shape 795 
discrimination. Vision Research, 42(25), 2773–2779. 796 
King-Smith, P. E., & Kulikowski, J. J. (1975). The detection of gratings by independent 797 
activation of line detectors. The Journal of Physiology, 247(2), 237–271.  798 
Kingdom, F. A. A., & Prins, N. (2016). Psychophysics: A Practical Introduction, 2nd 799 
Edition. Academic Press, an imprint of Elsevier. 800 
Kingdom, F. A. A., Baldwin, A. S., & Schmidtmann, G. (2015). Modeling probability 801 
and additive summation for detection across multiple mechanisms under the 802 
assumptions of signal detection theory. Journal of Vision, 15(5), 1. 1-16. 803 
Kulikowski, J. J., & King-Smith, P. E. (1973). Spatial arrangement of line, edge and 804 
grating detectors revealed by subthreshold summation. Vision Research, 13(8), 1455–805 
1478. 806 
Laming, D. (2013). Probability summation-a critique. Journal of the Optical Society of 807 
America A, 30(3), 300–315.  808 
Legge, G. E. & Foley, J.M. (1980). Contrast masking in human vision. Journal of the 809 
Optical Society of America, 70, pp. 1458-1471. 810 
Loffler, G. (2008). Perception of contours and shapes: low and intermediate stage 811 
mechanisms. Vision Research, 48(20), 2106–2127. 812 
Loffler, G. (2015). Probing intermediate stages of shape processing. Journal of Vision, 813 
15(7), 1–19.  814 
Loffler, G., Wilson, H. R., & Wilkinson, F. (2003). Local and global contributions to 815 
shape discrimination. Vision Research, 43(5), 519–530.  816 
Macmillan, N. A., & Creelman, C. D. (2005). Detection theory: A user’s guide. New York:  817 
Meese, T. S., & Baker, D. H. (2011). Contrast summation across eyes and space is 818 
revealed along the entire dipper function by a “Swiss cheese” stimulus. Journal of 819 
Vision, 11(1), 1–23. 820 
Meese, T. S., & Summers, R. J. (2012). Theory and data for area summation of contrast 821 
with and without uncertainty: Evidence for a noisy energy model. Journal of Vision, 822 
12(11), 1–28.  823 
Mullen, K., Beaudot, W., & Ivanov, I. V. (2011). Evidence that global processing does 824 
not limit thresholds for RF shape discrimination. Journal of Vision, 11(3), 1–21. 825 
Nachmias, J. (1981). On the psychometric function for contrast detection. Vision 826 
Research, 21, 215–223. 827 
Poirier, F. J. A. M., & Wilson, H. R. (2006). A biologically plausible model of human 828 
radial frequency perception. Vision Research, 46(15), 2443–2455.  829 
Prins, N & Kingdom, F. A. A. (2009) Palamedes:  Matlab routines for analyzing 830 
psychophysical data.  http://www.palamedestoolbox.org  831 
Sachs, M., Nachmias, J., & Robson, J. (1971). Spatial-frequency channels in human 832 
vision. Journal of the Optical Society of America, 61(9), 1176–1186. 833 
 35 
Schmidtmann, G., & Fruend, I. (2019). Radial frequency patterns describe a small and 834 
perceptually distinct subset of all possible planar shapes. Vision research, 154, 122-835 
130. 836 
Schmidtmann, G., Jennings, B. J., Bell, J., & Kingdom, F. A. A. (2015b). Probability, not 837 
linear summation, mediates the detection of concentric orientation-defined textures. 838 
Journal of Vision, 15(16), 6. 1-19. 839 
Schmidtmann, G., Kennedy, G. J., Orbach, H. S., & Loffler, G. (2012). Non-linear global 840 
pooling in the discrimination of circular and non-circular shapes. Vision Research, 841 
62, 44–56.  842 
Schmidtmann, G. & Kingdom, F. A. A. (2017). Nothing more than a pair of curvatures: A 843 
common mechanism for the detection of both radial and non-radial frequency patterns. 844 
Vision Research, 134 (2017) 18–25  845 
Tan, K. W. S., Dickinson, J. E., & Badcock, D. R. (2013). Detecting shape change: 846 
Characterizing the interaction between texture-defined and contour-defined borders. 847 
Journal of Vision, 13(14), 1–16.  848 
Treder, M. S. (2010). Behind the Looking-Glass: A Review on Human Symmetry 849 
Perception. Symmetry, 2(3), 1510–1543.  850 
Tyler, C. W., & Chen, C.-C. (2000). Signal detection theory in the 2AFC paradigm: 851 
Attention, channel uncertainty and probability summation. Vision Research, 40, 852 
3121–3144. 853 
Wenderoth, P. (1994). The salience of vertical symmetry. Perception, 23, 221–236. 854 
Wilkinson, F., Wilson, H. R., & Habak, C. (1998). Detection and recognition of radial 855 
frequency patterns. Vision Research, 38(22), 3555–3568. 856 
Wilson, H.R. (1985). Discrimination of contour curvature: data and theory. Journal of the 857 
Optical Society of America, 2 (7), 1191-1199.  858 
Wilson, H. R., Loffler, G., & Wilkinson, F. (2002). Synthetic faces, face cubes, and the 859 
geometry of face space. Vision Research, 42(27), 2909–2923.  860 
Wilson, H., & Wilkinson, F. (2002). Symmetry perception: a novel approach for 861 
biological shapes. Vision Research, 42(5), 589–597. 862 
Wilson, H., Wilkinson, F., Lin, L., & Castillo, M. (2000). Perception of head orientation. 863 
Vision Research, 40(5), 459–472.  864 
