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Introduction
In this work the asymptotic structure of space-time and the main properties of the
Bondi-Metzner-Sachs (BMS) group, which is the asymptotic symmetry group of
asymptotically flat space-times, are analysed. Every chapter, except the fourth,
begins with a brief summary of the topics that will be dealt through it and an
introduction to the main concepts. The work can be divided into three principal
parts.
The first part includes the first two chapters and is devoted to the development
of the mathematical tools that will be used throughout all of the work. In partic-
ular we will introduce the notion of space-time and will review the main features
of what is referred to as its causal structure and the spinor formalism, which is
fundamental in the understanding of the asymptotic properties.
In the second part, which includes the third, fourth and fifth chapters, the topo-
logical and geometrical properties of null infinity, I , and the behaviour of the
fields in its neighbourhood will be studied. Particular attention will be paid to the
peeling property.
The last part is completely dedicated to the BMS group. We will solve the asymp-
totic Killing equations and find the generators of the group, discuss its group
structure and Lie algebra and eventually try to obtain the Poincare´ group as its
normal subgroup.
The work ends with a brief conclusion in which are reviewed the main modern
applications of the BMS group.
Chapter 1
Causal Structure
Abstract
In this first chapter we analyse what is referred to as the causal structure of the
space-time. In particular we will start by giving, in the first section, the definition
of a space-time, that will be used throughout all of the work. In the other sections
the notions of orientability and causality, i.e. chronological and causal past and
future sets and their topological properties, will be considered. Having defined
these concepts, from section 1.6 we will start to explore the meaning of ‘causality-
violating’ space-time and to take into account the restrictions to impose on a space-
time for it to be ‘physical’. The last section is devoted to the global hyperbolicity
and the existence of Cauchy surfaces and will be very important to discuss the
asymptotic properties, which are subjects of the last chapters.
The main bibliography for this chapter is furnished by the beautiful works of
Penrose, Hawking and Geroch.
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1.1 Introduction
The mathematical model we shall use for the description of space-time, i.e. the
collection of all events, is a four-dimensional manifold M (see Appendix A for
definitions). In fact a manifold corresponds naturally to our intuitive ideas of the
continuity of space and time. So far this continuity is thought to be valid for
distances greater than a certain cut-off of about 10−33 cm (the Planck length) and
actually has been established for distances down to 10−15 cm by experiments on
pion scattering. For the description of phenomena that occur at distances lesser
than this cutoff our model for space-time could become inappropriate and other
different structures may emerge, due to quantum effects. It is worth remarking that
the first physicist who introduced the Planck scale value was the Soviet theoretical
physicist Matvei Petrovich Bronstein in his work ‘Quantization of Gravitational
Waves’ of 1936 in which he analysed the problem of the measurability of the gravi-
tational field. He calculated the “absolute minimum for the indeterminacy” in the
weak-field framework and formulated the following conclusion:
“The elimination of the logical inconsistencies connected with this requires a radi-
cal reconstruction of the theory, and in particular, the rejection of a Riemannian
geometry dealing, as we have seen here, with values unobservable in principle, and
perhaps also the rejection of our ordinary concepts of space and time, replacing
them by some much deeper and non-evident concepts.”
(Bronstein, 1936)
In such a way, the quantum limits of General Relativity were revealed for the first
time.
Before investigating the causal structure of space-time, which explores the causal
relationships between the events, we will start by asking the question “What is the
underlying manifold of our universe?”. To answer we need to make some physical
and reasonable assumptions.
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The first consideration is that no ‘edges’ of the universe have ever been observed.
The edges can be mathematically represented by boundaries and hence we assume
M to have no such boundaries. Furthermore we take M to be a connected Haus-
dorff manifold. In fact we don’t have knowledge of any disconnected components
and moreover there could not be any communication between separated connected
components of our universe. The Hausdorff condition says that any pair of points
can be separated by disjoint neighbourhoods. Thus violating Hausdorff condition
would imply a violation of concept of ‘distinct events’.
We know that General Relativity requires more than merely a manifold: there
must be a metric tensor field g defined over it that possesses a Lorentz signature.
The following theorem is remarkable.
Theorem 1.1.1. (Geroch, 1968)
Let M be a connected, Hausdorff 4-manifold with a C∞ Lorentzian metric tensor
g. Then the topology of M has a countable basis.
Thus we may infer that M is paracompact, according to A.0.6. This property,
physically, prevents a manifold from ‘being too large’. Paracompatness has a num-
ber of important consequences. It can be shown that paracompactness implies that
all connected components of M can be covered by a countable family of charts
and that there exists a partition of unity which allows us to define a Riemannian
metric over M as discussed in Appendix A (see (A.0.1), A.0.5 and (A.0.2)).
The order of differentiability, r, of the metric must be sufficient for the field equa-
tion to be defined. Those equations, involving the metric tensor components gab,
can be defined in a distributional sense if gab and its inverse g
ab are continuous
and have locally square integrable generalized first derivatives with respect to the
coordinate system. But this condition is not sufficient, since it guarantees neither
the existence nor the uniqueness of geodesics, for which a C2 metric is required.
In the remainder we will simply assume the metric to be C∞ because probably
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the order of differentiability of the metric is not physically relevant. In fact, since
one can never measure the metric exactly, but only with some margin of error,
one could never determine that there is an actual discontinuity in its derivatives
of any order. Thus we are led to this definition of space-time:
Definition 1.1.1.
A space-time (M , g) is a real, four-dimensional connected C∞ Hausdorff manifold
without boundary with a globally defined C∞ tensor field g of type (0, 2), which is
non-degenerate and Lorentzian. By Lorentzian is meant that for any p ∈ M there
is a basis in Tp (the tangent space to M at p) relative to which gp is represented
by the matrix diag(1,−1,−1,−1).
Remark 1.1.1.
Two space-times (M , g) and (M ′, g′) will be taken to be equivalent if there is a
diffeomorphism θ : M → M ′ which carries the metric g into the metric g′, i.e.
θ∗g = g
′. So it would be more correct to define the space-time to be the equivalence
class of (M , g), two space-times being equivalent if their metrics are linked by a
diffeomorphism. However we will work with just one representative member of the
above mentioned equivalence class.
1.2 Orientability
The presence of the metric tensor enables us to give the following
Definition 1.2.1.
Let (M , g) be a space-time, with p ∈ M . Then any tangent vector Xp ∈ Tp is said
to be: timelike, spacelike or null according as g(Xp, Xp) = gabX
a
pX
b
p (summation
over the repeated indices, according to Einstein’s convention) is positive, negative
or zero.
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The null cone at p is the set of null vectors in Tp. The null cone in Tp disconnects
the timelike vectors into two separate components, the future-directed one and the
past-directed one. Similarly, the set of all triads of unit, mutually orthogonal,
spacelike vectors at p can be divided into two classes, which could be designated
the left-handed and right-handed triads.
Physically the designation of future- and past-directed timelike vectors corresponds
to a choice of a direction for the arrow of time, while the designation of left- and
right-handed triads to a choice of spatial parity. Those choices can be made at
each point of M . We may ask whether or not such designations can be made
globally over the entire M . Then we are led to the following
Definition 1.2.2.
A space-time (M , g) is said to be time-orientable if a designation of which timelike
vectors are to be future-directed and which past-directed can be made at each of
its point, where this designation is continuous from point to point over the entire
manifold M .
Each of these two designations is called a time-orientation. A similar definition
holds for space-orientability and space-orientation, involving the triads mentioned
above.
A space-time is clearly time-orientable if there exists a nowhere vanishing timelike
vector field, i.e. one can choose at each point one of the two oppositely directed unit
timelike vectors along a given direction, this choice being continuous from point
to point. Conversely, since a space-time is paracompact, there exists a smooth
Riemannian metric hab defined on M . Thus at p ∈ M there will be a unique
future-directed timelike vector ta that can be chosen to be the unit eigenvector with
positive eigenvalue λ, of g with respect to k, i.e. (gab − λhab)tb = 0, habtatb = 1.
Thus we have obtained the following
Proposition 1.2.1.
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A space-time (M , g) is time-orientable if and only if there exists a smooth non-
vanishing timelike vector field ta on M .
The above definitions of orientability are not in general the most useful. For-
tunately there is a much simpler characterization, that is given below.
Consider a space-time (M , g), and fix a point p ∈ M . Consider then a closed curve
γ ∈ M beginning and ending at p. We can fix a time-orientation at p and carry
this choice continuously about γ from point to point, until we revert to p, and thus
have a final orientation which will be either the same or the opposite as with which
we began, according to the fact that γ is time-preserving or time-reversing. Then
by definition of time-orientability we have that (M , g) is time-orientable if any
closed curve γ through each of its point p is time-preserving. We can easily show
the converse. Consider again a point p ∈ M and choose there a time-orientation.
Then choose a time-orientation at any other point q ∈ M by carrying the choice
made at p continuously along some curve joining p and q. The resulting time-
orientation at q will be unambiguous: in fact, given another curve joining p and q,
it can be combined with the original to obtain a closed curve through p, that has
to be, by hypothesis, time-preserving. Thus, repeating this procedure for every
point of M we can obtain in each of them a definite time-orientation. We can
conclude that
Proposition 1.2.2.
A space-time (M , g) is time-orientable if and only if every closed curve through
each of its points p is time-preserving.
Again, the same argument can be carried out for space-orientability.
Thus, in order to decide whether or not a space-time is time orientable one has
only to ‘test’ time-orientation about all the closed curves through a given point p.
However the number of curves to test can be reduced considerably, as will be shown.
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We call two closed curves, γ and γ′ through p homotopic if γ can be continuously
deformed into γ′, i.e. if there exists a 1-parameter family of curves, γλ, with the
parameter λ varying in [0, 1], such that γ0 = γ and γ1 = γ
′. For example any two
closed curves through the origin in the plane are homotopic, while a closed curve on
the annulus that wraps around the hole is not homotopic to one which does not.
Since a continuous deformation cannot result in the discontinuous change from
time-preserving to time-reversing, two closed homotopic curves are both time-
preserving or time-reversing. Then we just need to evaluate the time-orientation
of curves belonging to different homotopy equivalence classes.
Definition 1.2.3.
A manifold M is simply connected if any two closed curves through any p ∈ M
are homotopic.
Then we have
Proposition 1.2.3.
Every space-time (M , g) based on a simply connected manifold is both time- and
space-orientable.
We illustrate now what are the appropriate orientation properties of a ‘physi-
cally’ realistic model of our universe. Consider a space-time (M , g) and fix a point
p ∈ M . Each point of M defines several points of a new space-time, (M˜ , g˜), as
follows. Consider pairs (γ, q), where q is a point of M and γ a generic curve in M
from p to q. Two of such pairs (γ, q) and (γ′, q′) are called equivalent if q = q′ and γ
and γ′ are homotopic, and we say (γ′, q′) ∼ (γ, q). We define M˜ to be the set of the
just defined equivalence classes, i.e. M˜ ≡ {(γ′, q′) : (γ′, q′) ∼ (γ, q) ∀γ, q ∈ M }.
Thus, a point of M˜ is just a point of M and a curve from p to that point, up
to a continuous deformation of the curve. We build the metric g˜ab defining the
distance between two points q˜ = (γ, q) and q˜′ = (γ′, q′) of M˜ just as the distance
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between q and q′ in M . The resulting space-time (M˜ , g˜) is called universal cover-
ing space-time of (M , g). The two space-times are locally indistinguishable, but
globally they are not. In fact if we suppose (M , g) to be simply connected then
(γ′, q′) ∼ (γ, q) only provided that q = q′. In this case the universal covering will
be identical to the original space-time. To each point of M there corresponds just
one point of M˜ . But if we take (M , g) to be, for example, the two dimensional
annulus (which is not simply connected), as shown in figure (1.1), then for the
point q in M the curve γ can be continuously deformed into γ′, (γ, q) ∼ (γ′, q),
and hence the two pairs define the same point on M˜ , but it cannot be deformed
continuously into γ′′ which winds one time around the hole, (γ, q) is not equivalent
to (γ′′, q) and the two pairs define different points in M˜ . More generally a curve
which reaches q from p after winding around the hole n times will be deformable
to a curve which winds around the hole the same number of times. Each point q
of M , therefore, will give rise to an infinite number of points of M˜ , one for each
value of the integer n.
Figure 1.1: The universal covering space M˜ of the two-dimensional annulus. Each point
of M defines an infinite number of points of M˜ .
As shown in figure 1.1 we have just unwrapped the annulus. Universal covering
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space-times of any space-time are always simply connected and therefore always
time- and space-orientable. Their importance is related to the fact that they are
physically indistinguishable form the original space-time because the only effect
of taking the universal covering space-times is to produce possibly several copies
of each local region in the original one, leaving the ‘local physics’ unaffected. The
conclusion is that no physical possibilities would be lost by demanding that one
space-time should be time- or space-orientable. We can eventually state the fol-
lowing
Proposition 1.2.4. If a space-time (M , g) is not simply connected (and hence
not time-orientable), there always exists a simply connected (and hence time-
orientable) space-time (M˜ , g˜), which is its universal covering.
1.3 The Exponential Map
To proceed further we shall need some simple properties of the exponential map.
Here and in the remainder we will assume the presence of a C∞, torsion-free
connection ∇ on the space-time (M , g). For any p ∈ M , the exponential map is
a smooth (C∞) map from some open subset of the tangent space Tp, into M
expp : V ∈ Tp −→ expp(V ) = q ∈ M
such that the affinely parametrized geodesic with tangent vector V at p and pa-
rameter value 0 at p acquires the parameter value 1 at q. This map is not defined
for all V ∈ Tp, since a geodesic γ(t) may not be defined for all t. If t takes all
values the geodesic is said to be a complete geodesic. The manifold M is said to
be geodesically complete if all geodesics on M are complete, i.e. expp maps the
whole Tp into M for every p ∈ M . That means that every affinely parametrized
geodesic in M extends to arbitrarily large parameter values. But whether M is
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complete or not, it may well be that several different elements of Tp are mapped
to the same point of M , as shown in Figure 1.2, or that the map is badly behaved
for certain elements of Tp (because its jacobian vanishes).
Figure 1.2: On the left M is a 2-dimensional cylinder. Here expa maps a strip in Ta
onto M , wrapping it around M infinitely many times so that the point p ∈ M is the
image of infinitely many points in Ta, in particular of v and v
′. On the right M is a
2-sphere and all the circles of kpi radius and center at the origin of Ta are mapped to a
single point of M .
We require for the present that, for each p ∈ M there is some open neighbour-
hood U0 of the origin in Tp and an open neighbourhood Up of p in M such that
expp is a C
∞ diffeomorphism from U0 to Up. Such a neighbourhood Up is called
normal neighbourhood of p. Furthermore, one can choose Up to be convex, i.e. to
be such that any point q in Up can be joined to any other point r in Up by a
unique geodesic starting at q and totally contained in Up. Within a normal neigh-
bourhood one can define coordinates (x1, ..., x4) by choosing any point q ∈ Up,
choosing a basis {Ea} of Tq, and defining the coordinate of the point r ∈ Up by
the relation r = expq(Eax
a). In this way one assigns to r the coordinates, with
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respect to the basis {Ea}, of the point exp−1q (r) in Tq. Then (∂/∂xi)|q = Ei and
Γijk
∣∣
q
= 0. Such coordinates will be called normal coordinates based on q.
1.4 Chronology and Causality
Let (M , g) be a space-time with fixed time-orientation and p and q any two points
of M .
Definition 1.4.1.
The point p chronologically precedes q, p ≪ q, if there exists a future-directed
timelike curve (i.e. whose tangent vector is timelike future-directed) with past
endpoint p and future endpoint q.
The ‘precedes’ relation is the central one of what is called the causal structure
of space-time. Physically it means that the events represented by p and q are
causally related, in the sense that a signal can be sent from p to be received later
from q.
We have immediately the following
Theorem 1.4.1.
If p≪ q and q ≪ r then p≪ r.
Proof. It is sufficient to draw the timelike curves γpq and γqr, that must exist by
hypothesis and joining them at q. Their union, γpr is a union of timelike curves,
and hence timelike, which connects p and r. Thus p≪ r.
Definition 1.4.2.
• The set I−(p) = {q ∈ M : q ≪ p} is called the chronological past of p;
• The set I+(p) = {q ∈ M : p≪ q} is called the chronological future of p;
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• Given a subset S ⊂ M the set I−[S] = ⋃p∈S I−(p) is called the chronological
past of S;
• Given a subset S ⊂ M the set I+[S] = ⋃p∈S I+(p) is called the chronological
future of S.
Since one can always perform a sufficiently small deformation of a timelike curve
while preserving the timelike nature of the curve, it follows that for all q ∈ I±(p)
there exists an open neighbourhood O of q such that O ⊂ I±(p). Thus
Proposition 1.4.1.
I±(p) is an open subset of M , for every p ∈ M .
The same property holds for I±[S], being the union of open sets.
As an example, in Minkowski space-time with the usual coordinates (t, x, y, z), if
p = (0, 0, 0, 0) then I−(p) = {(t, x, y, z) : t < −(x2 + y2 + z2)1/2} and I+(p) =
{(t, x, y, z) : t > (x2 + y2 + z2)1/2} are just the interiors of the past and future
light-cones of p.
Definition 1.4.3.
The point p causally precedes q, p ≺ q, if there exists a future-directed causal curve
(i.e. whose tangent vector is timelike or null future-directed) with past endpoint
p and future endpoint q.
Remark 1.4.1.
Note that Penrose (1972b) defines the chronologically and causally precedes rela-
tions using not arbitrary timelike and null curves, but geodesics which are easier
to handle mathematically.
We have similar definitions for the causal past of p, J−(p) and for the causal
future of p, J+(p). In the remainder, to show the topological properties of the
above defined sets, we will only use the future ones, being clear that they are valid
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for the past ones too.
In the above example of Minkowski space-time we have J−(p) = {(t, x, y, z) : t ≤
−(x2+y2+z2)1/2} and J+(p) = {(t, x, y, z) : t ≥ (x2+y2+z2)1/2}, these sets being
closed, and furthermore we have that the boundaries I˙±(p) of I±(p) are generated
by the null geodesics starting from p. However neither of this last properties is
valid in general. We can immediately give an example of space-time in which
J±(p) is not closed and where I˙±(p) are not generated by null geodesics starting
from p. Let (M , g) be a space-time and consider a closed subset C of M . Then
M − C with the metric induced by g is, if connected, itself a space-time (that C
be closed was necessary to ensure that M − C even be a manifold). This simple
argument allows us to buil a new space-time from a given one, by, for example,
removing a point of it. If now we consider Minkowski space-time with one point
removed, as shown in Figure 1.3, then J+(p) is not closed since the null geodesic
beyond the removed point, which extends from p, is not part of J+(p) whereas it
is part of J˙+(p).
Figure 1.3: Minkowski space-time with a point r removed. In this space-time no causal
curve connects p and q, hence q is not in J+(p). However q ∈ J+(p). Thus J+(p) is not
closed.
Chapter 1. Causal Structure – 1.4. Chronology and Causality 15
Anyway the two properties mentioned above remain valid locally, as stated by the
following
Theorem 1.4.2.
Let (M , g) be an arbitrary space-time and let p ∈ M . Then there exists a convex
normal neighbourhood U of p
Furthermore, for any such U , I+(p)|
U
, i.e. the chronological future of p in
the space-time (U , g), consists of all points reached by future-directed timelike
geodesics starting from p and contained within U , and has its boundary I˙+(p)
∣∣∣
U
generated by future-directed null geodesics in U starting from p.
The proof of the first proposition can be found in (Hicks, 1965, pg. 32) while
the second in (Hawking and Ellis, 1973, pg. 103).
Let q ∈ J+(p) and γ be a causal curve beginning at p and ending at q. Since γ
is a compact subset of M (being the continuous image of a closed interval) it can
be covered by a finite number of convex normal neighbourhoods Ui, i = 1, ..n as
shown in Figure 1.4.
Figure 1.4: A causal curve γ from p to q and its deformation γ′ into a timelike geodesic.
If γ failed to be a null geodesic in any such neighbourhood, then, using Theorem
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1.4.2 we can always deform γ into a timelike geodesic in that neighbourhood and
then extend this deformation to the other neighbourhoods to obtain a timelike
curve from p to q, call it γ′. Thus we have the following
Corollary 1.4.1.
If q ∈ J+(p) − I+(p), then any causal curve connecting p to q must be a null
geodesic.
Sometimes the set E+(p) = J+(p)− I+(p) is called the future horismos of p.
Since for any set S ⊂ M it can be shown that J+[S] ⊂ I+[S] and clearly I+[S] ⊂
J+[S], it follows immediately that
J+[S] = I+[S].
Similarly we have I+[S] = int [J+[S]] and hence
J˙+[S] = I˙+[S].
1.5 Pasts, Futures and Achronal Boundaries
From 1.4.2 we saw that the boundary of I+(p) or J+(p) is formed, at least locally,
by the future-directed null geodesics starting from p. To derive the properties of
more general boundaries we introduce the concepts of achronal and future sets.
Definition 1.5.1.
A set S ⊂ M is said to be an achronal set if I+[S] ∩ S = ∅, i.e. if no two points
of S are chronologically related.
Note that a set can be locally spacelike without being achronal, as shown in
Figure 1.5. Examples of achronal sets are the future light cone in Minkowski space-
time, t = (x2+y2+z2)1/2, the null hyperplane t = z and the spacelike plane t = 0.
Chapter 1. Causal Structure – 1.5. Pasts, Futures and Achronal Boundaries 17
Figure 1.5: A spacelike hypersurface in Minkowski space that is not achronal, since there
are two points joined by a timelike curve, i.e. chronologically related.
Definition 1.5.2.
A set F ⊂ M is said to be future set if F = I+[S] for some set S ⊂ M .
By proposition 1.4.1 a future set F is always open.
Definition 1.5.3.
If F is a future set, its boundary F˙ is called achronal boundary, i.e. F˙ = I˙+[S].
The next theorem asserts that the boundary of the future of a set, the above
defined achronal boundary, even if does not need to be smooth, always forms a
‘well behaved’, 3-dimensional, achronal surface.
Theorem 1.5.1.
Let (M , g) be a space-time and let F be a future set for S ⊂ M , F = I+[S].
Then the achronal boundary F˙ = I˙+[S] is an achronal, 3-dimensional, embedded
C0 topological submanifold of M .
Proof. Let q ∈ F˙ . If p ∈ I+(q), then q ∈ I−(p) and since I−(p) is open, an open
neighbourhood O of q is contained in I−(p) (see Figure 1.6). We have O ∩ F 6= ∅,
q being on F˙ . Thus we have p ∈ I+(q) ⊂ I+[O∩F ] ⊂ F . In particular I+(q) ⊂ F .
By following the same argument we have I−(q) ⊂ M − F . If F˙ failed to be
achronal we could find two points in it, say q and r, such that r ∈ I+(q), and
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hence r ∈ F , by the previous result. However, this is impossible since F is open
and there is no point lying both in F and F˙ . Thus F˙ is achronal.
Figure 1.6: A space-time diagram showing a set S and the boundary of its future, F .
To obtain the manifold structure of F˙ we introduce normal coordinates (x0, x1, x2, x3)
in a neighbourhood Uα of q such that ∂/∂x
0 is timelike in Uα and that the integral
curves of ∂/∂x0, {xi = const, i = 1, 2, 3} enter I+(q) ⊂ F and I−(q) ⊂ M − F .
But this implies that each such curve intersects F˙ , and since F˙ is achronal, it must
intersect it at precisely one point (otherwise we would obtain two or more points
joined by a timelike curve).
Thus in each such neighbourhood, we get a one-to-one association of points of
F˙ with the coordinates (x1, x2, x3) characterizing the integral curve of ∂/∂x0, i.e.
φα : F˙ ∩ Uα → R3 defined by φα(p) = xi(p) (i = 1, 2, 3) for p ∈ F˙ ∩ Uα. Fur-
thermore the value of x0 at the intersection point must be a C0 function of the
coordinates (x1, x2, x3) and thus the map φα is a homomorphism. Since this con-
struction can be repeated for all q ∈ F˙ we obtain a collection {F˙ ∩ Uα, φα} that
is a C0 atlas for F˙ , which makes it an embedded topological manifold.
For the purpose of what follows we need to introduce several definitions that
will play an important role. First, it will be convenient to extend the definition
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Figure 1.7: This picture shows the timelike vector and its integral curve that intersect
F˙ in just one point p, defining a coordinate system.
of timelike and causal curve from piecewise differentiable to continuous, it being
essential in taking limits.
Definition 1.5.4.
A continuous curve γ : I → M , where I is an interval of R, is future-directed
causal if for every t ∈ I, there is a neighbourhood G of t in I and a convex normal
neighbourhood U of γ(t) in M such that for any t1 ∈ G, γ(t1) ∈ J−[γ(t)] if t1 < t
and γ(t1) ∈ J+[γ(t)] if t1 > t.
The same definition holds for timelike curve, with I±[γ(t)] replacing J±[γ(t)].
The sense of the definition is that, for a continuous curve, locally, pairs of points on
the curve can be joined by a differentiable timelike or causal curve. Note that the
timelike or causal nature of the curve is left unchanged by a continuous, one-to-one,
reparametrization, and hence two curves which differ by such a reparametrization
will be considered equivalent.
Next we need the notion of extendibility of a curve, and hence we give before the
definition of endpoint of a non-spacelike curve.
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Figure 1.8: A continuous timelike curve in the case in which t1 < t.
Definition 1.5.5.
A point p ∈ M will be said to be future endpoint of a future-directed causal curve
γ : I → M if for every neighbourhood O of p there is a t ∈ I such that γ(t1) ∈ O
for every t1 ≥ t.
Note that the endpoint need not lie on the curve, i.e. there need not exist a
value of t such that p = γ(t). This allows us to give the following
Definition 1.5.6.
A causal curve is future-inextendible if it has no future endpoint.
A similar definition holds for past-inextendibility.
We give now the definition of convergence of causal curves.
Definition 1.5.7.
Let {λn} be an infinite sequence of causal curves.
• A point p will be said to be a convergence point of {λn} if, given any open
neighbourhood O of p, there exists an N such that λn∩O 6= ∅ for all n > N .
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• A curve λ will be said to be a convergence curve of {λn} if each p ∈ λ is a
convergence point.
• A point p will be said to be a limit point of {λn} if every open neighbourhood
of p intersects infinitely many λn.
• A curve λ will be said to be the limit curve of {λn} if there exists a subse-
quence {λ′n} for which λ is a convergence curve.
The previous definitions allow us to state and prove the following
Theorem 1.5.2.
Let S be an open set and {λn} be an infinite sequence of causal curves which are
future-inextendible with limit point p. Then through p there is a causal curve λ
which is future-inextendible and which is a limit curve of {λn}.
Proof. Let U1 be a convex normal coordinate neighbourhood about p and let
B(p, b) be the open ball of coordinate radius b > 0 with center p. Let {λ(1, 0)n}
be a subsequence of {λn} ∩ U1 which converges to p. Since the sphere B˙(p, b)
is compact it will contain the limit point of the {λ(1, 0)n}, the latter being a
subsequence. Any such limit point must lie either in J−(p) or J+(p) because of
the causal nature of the curves. Choose
x11 ∈ J+(p) ∩ B˙(p, b) (1.5.1)
to be one of these limit points, and choose {λ(1, 1)n} to be a subsequence of
{λ(1, 0)n} which converges to x11. We can continue inductively, defining
xij ∈ J+ ∩ B˙
(
p,
i
j
b
)
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as a limit point of the subsequence {λ(i, j−1)n} for i ≥ j ≥ 1, {λ(i−1, i−1)n} for
i ≥ 0 and j = 0, and defining {λ(i, j)n} as a subsequence of the above subsequence
which converges to xij . For example the point x21, situated on B
(
p, 1
2
b
)
is a limit
Figure 1.9: The causal curve λ through p of a family of causal curves {λn} for which p
is a limit point
point of {λ(2, 0)n} and a convergence point of {λ(2, 1)n}. We are just constructing,
in turn, all the coordinate spheres whose radii are rational multiples, between
0 and 1 of b and continuing to extract limit points lying on these spheres and
subsequences converging to these points. Since any two of the xij will have a
causal separation, the closure of the union of all the xij will give a causal curve
λ from p = xi0 to x11 = xii. To show that λ is a limit curve of {λn} we have to
construct a subsequence {λ′n} of the {λn} such that for each q ∈ λ, {λ′n} converges
to q. We choose {λ′m} to be a member {λ(m,m)n} which intersects each of the
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balls B(xmj , m
−1b) for 0 ≤ j ≤ m. Since each curve of the family {λ′m} above
defined intersects the balls constructed with centers the various points of λ, we
can say that {λ′m} converges to λ and thus that λ is a limit curve for {λn}. We
can repeat this construction by letting U2 be a convex neighbourhood about x11
and using as starting sequence λ′n. In this way one can extend λ indefinitely and
thus λ is future-inextendible.
As application of the previous statement, we prove now a fundamental theorem
characterizing the nature of achronal boundaries.
Theorem 1.5.3.
Let C be a closed subset of the space-time manifold M and let F be its chronological
future, i.e. I+[C] = F . Then every point p ∈ F˙ , the achronal boundary, with p /∈ C
(i.e. p ∈ F˙ − C) lies on a null geodesic λ which lies entirely in F˙ and either is
past-inextendible or has a past endpoint on C.
Proof. Choose a sequence {qn} of points in F which converges to p ∈ F˙ . For each
qn we can consider λn, a past-directed timelike curve connecting qn to a point in
C. Consider the space-time manifold M −C (here we use the assumption that C
is closed, for otherwise M −C would not define a manifold). On M −C, each λn
is obviously a past-inextendible causal limit curve and hence p is a limit point of
the sequence {λn}.
Then, using theorem 1.5.2, there exists a past inextendible causal limit curve λ
passing through p, whose points are limit points of {λn} in F . Hence λ ⊂ F [C].
But if λ were in F , then by corollary (1.4.1) we would have p ∈ F = I+[C], since
p could be connected to C by a causal curve which is not null geodesic. This
contradicts the fact that p ∈ F˙ . Thus λ ∈ F˙ . Furthermore, since F˙ is achronal
(it is an achronal boundary), using corollary (1.4.1), we obtain that λ is a null
geodesic. Since λ is past-inextendible in M − C, in M it must either remain
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Figure 1.10: A space-time diagaram showing a sequence of points in F convering to
p ∈ F˙ .
past-inextendible or have past endpoint on C.
An example where λ is past-inextendible is provided by point q in Figure 1.3.
1.6 Global Causality Conditions
In this section we will investigate the concept of a ‘globally causally well behaved’
space-time. In fact, according to theorem 1.4.2, space-times in General Relativ-
ity locally have the same qualitative causal structure as in Special Relativity, but
globally very significant differences may occur.
The postulate of local causality (see Hawking and Ellis, 1973, pg. 60) asserts that
the equations governing the matter fields must be such that if U is a convex nor-
mal neighbourhood and p and q are points in U , then a signal can be sent in
U between p and q if and only if p and q can be joined by a causal curve lying
entirely in U . Obviously whether the signal can be sent from p to q or from q to
p will depend on the direction of time in U and hence it is a problem regarding
the orientability, already discussed in section 1.2.
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It is this postulate which sets the metric g apart from the other fields and gives it
its distinctive geometrical character. In fact, observation of local causality allows
one to measure the metric up to a conformal factor, using the experimental fact
that nothing travels faster than light, which is a consequence of the particular
equations of electromagnetism.
However globally, as remarked, nothing ensures us that the space-time may be not
causality-violating. But we may now wonder what we actually mean by causality
violations. The most obvious manifestation of such violation would be the exis-
tence, on a large scale, of closed timelike or causal curves, i.e., with the notation
of (1.4.1) and (1.4.3), that an event p would satisfy p ≪ p or two events p and q
would satisfy p ≺ q, q ≺ p with p 6= q. In fact the existence in a space-time of such
curves, would seem to lead to the possibility of logical paradoxes. An example
can be that one could travel with a rocketship round a closed timelike curve and,
arriving back before one’s departure, one could prevent oneself from setting out.
Hence, if we are assuming that there is a simple notion of ‘free will’, i.e. the abil-
ity to choose how to act, one could have no difficulty in altering and influencing
his own past. We might argue that individuals with this abilities violate our most
basic conceptions of how the world operates, and so it is entirely proper to impose,
as an additional condition for physically acceptable space-times that they possess
no such causality violations. We note here, that the mere Einstein field equations
do not put any restriction on the causality behaviour of the space-time and hence
those restrictions have to be imposed ‘artificially’. A concrete example of this is
the anti-de Sitter (AdS) space-time , the space of constant curvature R < 0. It
has the topology of S1 × R3 and can be represented as the hyperboloid
−u2 − v2 + x2 + y2 + z2 = −1
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in the flat five-dimensional space R5 with metric
g = −du⊗ du− dv ⊗ dv + dx⊗ dx+ dy ⊗ dy + dz ⊗ dz.
It can be shown that there exist closed timelike curves in this space (Bengtsson,
1998, see). However AdS space-time is not simply connected, and if one unwraps
the circle S1 one obtains the universal covering space of anti-de Sitter space which
does not contain any closed timelike curves, which has the topology of R4. By
‘anti-de Sitter space’ one usually means its universal covering.
But even if it is generally believed and is customary to dismiss space-time with
closed causal curves, retaining them ‘physically unrealistic’, it is often convenient
to study space-times possessing causality violations because an unrealistic model,
in physics, may as well have an important, but indirect and not immediately
tangible, physical value.
Another simple example of (flat) space-time with topology S1×R3 which possesses
closed timelike curves is obtained by identifying the t = 0 and t = 10 hyperplanes
of Minkowski space-time, as shown in Figure 1.11.
Figure 1.11: Tube of Minkowski space-time with top and bottom identified.
In this space-time the integral curves of the vector ∂/∂t will be closed space-time
curves and it is not difficult to see that for all p ∈ M we have I+(p) = I−(p) =
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M . However there are other examples of space-times with closed causal curves,
which are not obtained making topological identifications in an ‘artificial’ way, but
opportunely twisting the light cones, as in Figure 1.12.
Figure 1.12: A space-time where the light cones ‘tip over’ sufficiently to permit the
existence of closed timelike curves.
From the previous arguments, following Hawking and Ellis (1973), we give the
following
Definition 1.6.1.
• A spacetime (M , g) is said to satisfy the chronology condition if it does not
contain closed timelike curves;
• The set of points at which the chronology condition does not hold, i.e. those
points through which pass closed timelike curves, is called chronology violat-
ing set.
The following theorems hold
Theorem 1.6.1.
The chronology violating set of M is the disjoint union of sets of the form I+(q)∩
I−(q), q ∈ M .
Theorem 1.6.2.
If M is compact, the chronology violating set of M is non-empty.
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The proofs can be found in (Hawking and Ellis, 1973, pg. 189-190). From this
last result it would seem reasonable to assume that a space-time should not be
compact, in agreement with the arguments carried out in section 1.1. Similarly
we can define the causality condition and hence the causality violating set and it
turns out that it is formed by the disjoint union of sets of the form J+(q)∩ J−(q),
q ∈ M . As we will see the chronology and causality conditions are the ‘largest’
restrictions one can impose a space-time.
Also there are other possible types of causality violations, weaker than the existence
of closed causal curves. In fact it would seem reasonable to exclude situations
in which there are causal curves who return arbitrarily close to their point of
origin or which pass arbitrarily close to other causal curve, because an arbitrary
small perturbation of the metric in space-times like these would produce causality
violation. As an example we can consider the space-time in Figure 1.13 in which
there exist causal curves which come arbitrarily close to intersecting themselves,
although none of them actually do. In fact here the light cones on the cylinder tip
over until one null direction is horizontal, and then tip back up.
Definition 1.6.2.
A space-time is (M , g) is future-distinguishing at p ∈ M if I+(p) 6= I+(q) for each
q ∈ M , with q 6= p. If a space-time is future distinguishing at every p ∈ M it is
said to satisfy the future-distinguishing condition.
A similar definition holds for the concept of past-distinction. Clearly if a
space-time contains closed causal curves, it cannot be either past- or future-
distinguishing. In fact, if a space-time would contain a closed causal curve,
each pair (p, q), with p 6= q, of points on that closed curve would be such that
I+(p) = I+(q). Hence we have the simple
Proposition 1.6.1.
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If a space-time time (M , g) is past- and future-distinguishing at p, then (M , g) is
causal at p.
Definition 1.6.3.
A space-time (M , g) is said to be strongly causal at p ∈ M if every neighbourhood
O of p contains a neighbourhood O′ of p which is not intersected more than once
by any causal curve. If a space-time is strongly causal at every p ∈ M it is said
to satisfy the strong causality condition.
Remark 1.6.1.
By defining an open set O to be causally convex if and only if for every p, q ∈ O,
p ≪ r ≪ q implies r ∈ O, an equivalent definition of the strong causality may be
the following: (M , g) is strongly causal at p ∈ M if and only if p has arbitrarily
small causally convex neighbourhoods. Here ‘arbitrarily small’ means that such a
neighbourhood O of p can be found inside any open set containing p. Thus this
definition is equivalent to the previous one.
Hence, roughly speaking, if a space-time is not strongly causal at p, near p
there exist causal curves which come arbitrarily close to intersecting themselves.
Suppose that the future-distinguishing condition does not hold, i.e. there exist q
and p such that I+(p) = I+(q) with q 6= p. Choose Op and Oq to be two disjoint
open sets around p and q and choose x ∈ I+(p)∩Op, then q ≪ x. Choose y in Oq
with q ≪ y ≪ x. Then p ≪ y and hence, by 1.4.1, p ≪ x, i.e. there is a timelike
curve from p to x via y /∈ Op. Hence there is a causal curve intersecting more then
once a neighbourhood of p and, since this holds for arbitrary small Op, the strong
causality condition does not hold in p. We obtained the following
Proposition 1.6.2.
If a space-time (M , g) is strongly causal at p, then (M , g) is future-distinguishing
at p.
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Figure 1.13: Consider the metric form ds2 = dtdx+ t2dx2, with ∂/∂t future pointing, on
the strip x ≤ 1 of the (t, x) plane. If we identify (t,−1) with (t, 1) for each t we obtain
a space-time with a closed causal curve, the null geodesic t = 0. Removing the point
(0, 0) leaves a space-time with no closed causal curves, but which is neither future- nor
past-distinguishing, since for any two different points p and q on the strip t = 0 we have
I+(p) = I+(q). Hence the space-time is not strongly causal. If we remove the future-
endless null geodesic x = 0, t ≥ 0 the new space-time obtained is not past distinguishing
but future distinguishing.
The following definition is very important, since, as we will see, it allows us
to regard the causal structure of a space-time as a fundamental structure from
which the topology of the space-time manifold can be derived, under appropriate
hypothesis.
Definition 1.6.4.
A local causality neighbourhood is a causally convex open set U with compact
closure.
It can be shown that, in virtue of the previous definition, the following theorem
holds:
Theorem 1.6.3.
A space-time (M , g) is strongly causal at p if and only if p is contained in some
local causality neighbourhood.
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The proof to this theorem can be found in (Penrose, 1972b, pg. 30). Hence we
have
Proposition 1.6.3.
Let (M , g) be a space-time. Let S ⊂ M and suppose that strong causality holds at
every point of M . Then M can be covered by a locally finite (countable) system
of local causality neighbourhoods. If S is compact, then a finite number of such
neighbourhoods will suffice.
This proposition follows from 1.6.3 and from the definition of paracompactness.
We can now construct a collection of subsets of a space-time manifold M in the
following way. Let O be an open subset of M and let p,q ∈ O. The we write that
p ≪O q if a timelike curve lying in O exists from p to q and p ≺O q if a causal
curve in O exists from p to q. We define
〈p, q〉O = {r| p≪O r ≪O q}
and
〈p, q〉 = 〈p, q〉
M
so that 〈p, q〉 = I+(p) ∩ I−(q). Obviously the sets 〈p, q〉 and 〈p, q〉O are open. It
can be shown that (see Penrose, 1972b, sec. 4):
• Any point r ∈ M is contained in some set 〈p, q〉;
• If x,p,q,r,s ∈ M are such that x ∈ 〈p, q〉 ∩ 〈r, s〉, then there exist u,v ∈ M
such that x ∈ 〈u, v〉 ⊂ 〈p, q〉 ∩ 〈r, s〉.
Hence we can put a topology on M , called the Alexandrov topology. The base for
such a topology is constituted by the sets of the form 〈p, q〉, i.e. a set is defined
to be an open set in the Alexandrov topology if it is a union of sets of the form
〈p, q〉. An important question may be whether or not the Alexandrov topology
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agrees with the manifold topology. In fact, generally, it turns out the Alexandrov
topology is ‘coarser’ (Hawking et al., 1976) than the manifold topology. The next
theorem gives the complete condition that the two topologies should agree.
Theorem 1.6.4.
The following three restrictions on a space-time (M , g) are equivalent:
1. (M , g) is strongly causal;
2. The Alexandrov topology agrees with the manifold topology;
3. The Alexandrov topology is Hausdorff.
Proofs and further details can be found in Penrose and Kronheimer (1967).
This means essentially that, under the assumption of strong causality condition,
one can determine the topological structure of the space-time just by observation
of causal relationships. Then, in a certain way, we can say that causal structure
is more fundamental than other structures.
As we have seen, various degrees of causality restriction on a space-time are pos-
sible, e.g. in order of decreasing restrictiveness: strong causality, future- and
past-distinction, causality condition, chronology condition (is worth noting that,
as shown by Carter (1971) or by Beem et al. (1996) there are a number of in-
equivalent conditions, each more restrictive than strong causality on which we are
not focusing). Each of these is ‘reasonable’ from the physical point of view since
if any of one is violated it is possible to slightly modify the metric in order to
obtain closed causal trips, and thus causality violation. However, it is possible to
construct examples (see Figure 1.14) where strong causality is still satisfied, but a
modification of the metric tensor in an arbitrarily small neighbourhood of two or
more points produces closed causal curves.
Again, it would seem inappropriate to regard such space-times as having satisfac-
tory causal behaviour. A motivation for this statement is that General Relativity
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Figure 1.14: A space-time satisfying the strong causality condition, but in which a slight
variation of the metric would permit there to be closed timelike curves through p. The
strips have been removed from the cylinder and the light cone is at 45◦.
is presumably the classical limit of a quantum theory of space-time, as remarked
in the introduction to this chapter, and hence the metric tensor, according to the
Uncertainty Principle, does not have an exact value at every point. Thus in or-
der to be physically significant, a space-time must have some kind of stability,
that has to be a property of ‘nearby’ space-times. To give a precise mathematical
meaning to ‘nearby’ we have to define a topology on the set of all space-times, all
non-compact four-dimensional manifolds and all Lorentz metrics on them. Here
we do not consider the problem of uniting under the same topological space man-
ifolds with different topologies, and focus only on putting a topology on the set
of all C∞ Lorentzian metrics. There are various way in which this can be done,
whether one defines ‘nearby’ metrics to be nearby just in its values (C0 topol-
ogy) or also in its derivatives up to the kth order (Ck topology) and whether
one requires it to be nearby everywhere (open topology) or only on compact sets
(compact open topology). Let M be a space-time manifold. Let D(M ) be the
collection of all C∞, symmetric, (0, 2) rank tensors on M . The set of Lorentzian
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metrics is a subset of D(M ) and so will inherit the topology from D(M ). Let
hab be any positive-definite metric on M (that exists in virtue of paracompatness
of space-times) with associate covariant derivative ∇a, C any closed subset of M
and k any non-negative integer. We define a distance function on pairs of elements
tab, t
′
ab ∈ D(M ) as follows:
ρ(tab, t
′
ab) = sup
C
k∑
n=0
2−n
|t− t′|n
1 + |t− t′|n
(1.6.1)
where
|t− t′|n = {[∇a1 ...∇an (trs − t′rs)] [∇b1 ...∇bn (tuv − t′uv)] ha1b1 ...hsv}1/2,
This definition can be found in Geroch (1970b). The sense of the above defined
distance between elements of D(M ) is that two elements are ‘close’ if their values
and first k derivatives are close, respect to the metric hab on the set C. The
complicated form of (1.6.1) is necessary to ensure that the least upper bound exists
even if |g − g′|n may be unbounded. Thus, fixing the integer k, for any arbitrary
choice of hab and C, it remains defined a topology on D(M ): a neighbourhood
of the metric gab ∈ D(M ) consists of all g′ab ∈ D(M ) such that ρ(gab, g′ab) < ǫ,
for ǫ > 0. Since we are not interested in such arbitrary choices, we fix the pair
(hab, C) and this choice defines a distance function (1.6.1) and a family of open
sets on D(M ). The aggregate of all finite intersection and arbitrary unions of all
open sets of the above defined family defines a topology on D(M ).
For our purpose we are only interested in the C0 open topology obtained with the
choice k = 0 and requiring C = M . It is worth noting that the construction
we used for the C0 open topology has been made following the work of Geroch
(1970b) (in which can be found more features and examples), but an equivalent
formulation can be made in terms of the bundle of metrics over a manifold (see
Hawking and Ellis, 1973). We are now ready to give the ‘maximally restrictive’
and ‘right’ causality condition for a space-time, that is due to Hawking (1969).
Chapter 1. Causal Structure – 1.6. Global Causality Conditions 35
Definition 1.6.5.
A space-time (M , g) is said to be stably causal if g has an open neighbourhood
in the C0 open topology such that there are no closed causal curves in any metric
belonging to the neighbourhood.
In other words a space-time is stably causal if it cannot be made to contain
closed causal curves by arbitrarily small perturbations of the metric and hence by
arbitrarily small expansions of the light cones.
Other authors give the definition of stable causality in a different, but equivalent,
way (see Wald, 1984; Geroch and Horowitz, 1979). This definition lies on the idea
that if we define a new metric g˜ab at p ∈ M as
g˜ab = gab − tatb, (1.6.2)
with ta timelike vector at p, then g˜ab is also Lorentzian and its light cone is strictly
larger than that of gab (see Figure 1.15).
Figure 1.15: The null cones of the metric g˜ab are more ‘opened out’ than those of gab.
If we ‘open out’ the light cone at each point, if the space-time is stably causal,
then we expect it to still not contain closed causal curves. Hence they define a
space-time (M , g) to be stably causal if there exists a continuous non-vanishing
timelike vector field ta such that the space-time (M , g˜), with g˜ given by (1.6.2),
possesses no closed causal curves. The main consequence of stable causality is
given by the following characterization.
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Theorem 1.6.5.
A space-time (M , g) is stably causal if and only if there exists a differentiable
function f on M such that ∇af is a future-directed timelike vector field.
Proof. Suppose that there exists f such that ta = ∇af is future-directed timelike.
If we consider an arbitrary future-directed causal curve γ with tangent vector va,
we have gabv
a∇bf > 0 and thus v(f) > 0. As consequence there can be no closed
causal curves in (M , g) since f cannot return to its initial value because it is
monotonically decreasing along the curve γ.
Now let ta = ∇af and set g˜ab as in (1.6.2). It is easy to see that the inverse of g˜ab
is given by
g˜ab = gab + tatb/(1− tctc).
Then we obtain
g˜ab∇af∇bf = tata + (tata)2 /(1− tctc) = tata/(1− tctc) > 0.
Hence g˜ab∇bf is a timelike vector in the metric g˜ab. By repeating the previous
argument it follows that the space-time (M , g˜) contains no closed causal curves.
Thus (M , g) is stably causal. The converse is more complicated to show and its
rigorous proof can be found in Hawking and Ellis (1973).
Remark 1.6.2.
The existence of function f can be thought as an assignment of a sort of ‘cosmic
time’ on the space-time, in the sense that it increases along every future-directed
causal curve. In virtue of this property f is called time-function.
Hence, as we have just shown, it is always possible to introduce a meaningful
concept of time in space-times that satisfy the stable causality condition. Although
this result does perhaps gives confidence that the stable causality is the ‘right’
condition, it has to be pointed out that the time-function has a little direct physical
Chapter 1. Causal Structure – 1.7. Domains of Dependence and Global
Hyperbolicity 37
significance. In particular, the spacelike surfaces given by f = const may be
thought of as surfaces of simultaneity in space-time, though they are not unique.
Anyway, there is an important corollary of theorem 1.6.5.
Corollary 1.6.1.
If a space-time (M , g) is stably causal, then (M , g) is strongly causal.
Proof. Let f be a time-function on (M , g). Given any p ∈ M and any open
neighbourhood O of p, we can choose an open neighbourhood O′ ⊂ O of p such
that the limiting value of f along every future-directed causal curve leaving O′ is
greater than the limiting value of f on every future-directed causal curve entering
O. Thus, since f increases along every future-directed causal curve, no causal
curve can enter O′ twice.
This corollary puts the stable causality as the maximally restrictive causality
condition which is acceptable on physical ground.
1.7 Domains of Dependence and Global Hyper-
bolicity
All prerelativistic theories of space-time were governed by the concept of instan-
taneous action-at-distance. This means that to predict events at future points in
space-time one has to know the state of the entire universe at a certain time and
assume some reasonable boundary condition at infinity. However, for relativity
theory, we introduced in section 1.7 the postulate of local relativity that asserts,
essentially, that locally two points p and q can be causally related if and only if
there exists some causal curve joining them. Hence, so far, we have only discussed
about whether or not an event p can influence an event q by means of a signal, i.e.
what is called the domain of influence (Geroch and Horowitz, 1979; Geroch, 1971)
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of a point p. We ask now a slightly different, but related, question, i.e. whether
information given on a certain set S of space-time will determine the physical
situation in some other region. It is immediately clear that the mathematics ap-
propriate to answer this question will not be a relation between single points of
space-time, but between regions.
Definition 1.7.1.
Let (M , g) be a space-time and let S ⊂ M be an achronal set. Then
D+[S] = {p ∈ M | every past-inextendible causal curve through p intersects S}
is called the future domain of dependence of S or the future Cauchy development
of S .
The past domain of dependence of S or the past Cauchy development of S is
defined similarly by interchanging the roles of past an future and is denoted by
D−[S]. Finally the total domain of dependence of S or the total Cauchy develop-
ment of S is D[S] = D+[S] ∪D−[S].
Remark 1.7.1.
This definition agrees with ones given in Penrose (1967), Penrose (1972b), Geroch
(1970a) and Geroch and Horowitz (1979), but note that Wald (1984) and Hawking and Ellis
(1973) replace ‘timelike’ with ‘casual’. If we denote the latter set by D˜+[S] it is
easy to show that D˜+[S] = D+[S] (see Hawking and Ellis, 1973, pg. 202). Hence,
the only effect of such a change would be to eliminate certain boundary points
from D+[S].
Remark 1.7.2.
For simplicity one may also normally restrict attention to the case when S is closed.
This is due to the fact that if we knew data on an open set, that on its closure would
follow by assuming, reasonably, continuity of the data. The ‘achronal’ property
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requested for S is due to the fact that it does not appear to be generally useful to
define D+[S] when S is not achronal. Clearly we have S ⊂ D+[S].
The set D+[S] is of interest because, if nothing can travel faster than light,
then any signal sent to p ∈ D+[S] must have ‘registered’ on S. Thus, if we
are given appropriate information about initial conditions on S, we should be
able to predict what happens at any p ∈ D+[S]. If a point p ∈ I+[S] but p /∈
D+[S], then it should be possible to send a signal to p without influencing S
and a knowledge of conditions on S should not suffice to determine conditions
at p. The physical meaning of D[S] is that, roughly speaking, it represents the
complete region of space-time throughout which the physical situation would be
expected to be determined, given suitable data, i.e. information, on an achronal
S. All the above arguments are valid assuming that the local physic laws are of a
suitable ‘deterministic’ and ‘causal’ nature. Some examples illustrating domains
of dependence are given in Figure 1.16.
Figure 1.16: On the left, the future domain of dependence of an achronal set S. On the
right, the effect on D+[S] of removing a point from the manifold M . Below, the effect
on D+[S] of removing a point from the achronal set S.
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Theorem 1.7.1. Let S ⊂ M be an achronal set. Then D+[S] = D+[S] ∪ S. In
particular, if S is closed, so is D+[S].
Proof. Since S ⊂ D+[S], we have D+[S]∪S ⊂ D+[S]. If we let {pi} be a sequence
of point in D+[S] with accumulation point p, to prove the theorem we have to show
that p ∈ D+[S] or in S. Suppose that p /∈ S, so that there is some neighbourhood
O of p which does not intersect S. Let γ be any past-inextendible timelike curve
from p. Since the sequence {pi} accumulate at p, there is some pj and some timelike
curve γ′ from pj into the past such that γ
′ joins γ in O and thereafter coincides
with γ. But pj ∈ D+[S] and so γ′ intersects S. The intersection cannot occur in
O, and so must take place after γ and γ′ coincide. Consequently, γ intersects S
and so p ∈ D+[S].
Theorem 1.7.2.
Let p be a point of D+[S]. Then I−(p) ∩ I+[S] is contained in D+[S].
Proof. Let q ∈ I−(p)∩ I+[S], and let γ be a past-inextendible timelike curve from
q. To prove the theorem we must show that γ intersects S. Since q ∈ I−(p), γ can
surely be extended to the future to p. This new curve, call it γ′, since it passes
through p ∈ D+[S] by hypothesis, must intersect S. But q ∈ I+[S], and so, since
S is achronal, γ′ must intersect S at a point to the past of q. Thus γ intersects
S.
From the previous theorem, by taking the union over all p ∈ D+[S] we obtain
the following
Corollary 1.7.1.
int[D+[S]] = I−[D+[S]] ∩ I+[S]
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Definition 1.7.2.
The future Cauchy horizon of an achronal set S is defined as
H+[S] = D+[S]− I−[D+[S]].
Similarly we have an analogous definition for the past Cauchy horizon, H−[S],
and for the total Cauchy horizon, H [S] = H+[S] ∪H−[S].
Figure 1.17: If S is the spacelike hypersurface t = −(x2 + y2 + z2 + 1)1/2 in Minkowski
space, then D+[S] = {t| (x2 + y2 + z2)1/2 ≤ −t ≤ (x2 + y2 + z2 + 1)1/2} and H+[S] =
{t| t = −(x2 + y2 + z2)1/2}. We also have D−[S] = {t| t ≤ −(x2 + y2 + z2 + 1)1/2} and
H−[S] = ∅.
Theorem 1.7.3.
Let S ⊂ M be a closed and achronal set. Then H+[S] is closed and achronal.
The proof can be found in Wald, pg. 203. The future Cauchy Horizon may
be described as the future boundary of D+[S] and it marks the limit of the region
that can be predicted from knowledge of data on S.
Theorem 1.7.4.
Let p ∈ D+[S]−H+[S]. Then every past-inextendible causal curve from p intersects
S.
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Proof. Let γ(t) be a past-inextendible causal curve from p = γ(0), with t ∈
[0,+∞). Since M is a space-time, we can always introduce a Riemannian metric
over M and we denote the associated distance by d. Since p ∈ D+[S] − H+[S]
we can consider a point q ∈ D+[S] ∩ I+(p) such that d(p, q) < 1. We have
that γ(1) ∈ I−(q) and hence we may find a past-directed timelike curve γ′(t) for
t ∈ [0, 1] from q that satisfies the following requirements:
γ(t) ∈ I−[γ′(t)], d(γ(t), γ′(t)) < (1 + t)−1, t ∈ [0, 1]. (1.7.1)
Since γ(2) ∈ I−(γ′(1)), in virtue of the above hypothesis, we may extend γ′ so
that this extension is timelike and keeps on satisfying the first two requirements
of (1.7.1), but for t ∈ [0, 2]. Continuing in this way we can construct a timelike
curve γ′ always subjected to the first two conditions of (1.7.1), whose parameter
t ∈ [0,+∞) and without past endpoint, otherwise for the second of (1.7.1) γ would
have such an endpoint too. Since γ′ is a timelike curve from q ∈ D+[S] it follows
that it must intersect S. For the first of (1.7.1) there must be some points of γ in
the past of S. Let r be the first of those points, at which γ leaves D+[S]. Since
Figure 1.18: A space-time diagram showing the construction used in theorem 1.7.4.
D+[S] = D+[S]∪S (theorem 1.7.4), r is either in S or inD+[S]. The point r cannot
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lie in I+[S], otherwise in virtue of theorem 1.7.2 r ∈ I−(q) ∩ I+[S] ⊂ int[D+[S]]
and it would not be leaving D+[S]. Then r must be in S. Finally r must be in S
itself, for otherwise a timelike curve from q and passing through r would violate
the fact that q ∈ D+[S].
The future Cauchy horizon will intersect S if S is null or if S has an ‘edge’,
has shown in Figure 1.19
Figure 1.19: The intersection between S and H+[S].
To make this precise we give the following.
Definition 1.7.3.
Let S be an achronal set. The edge of S, edge[S], is defined as the set of points
p ∈ S such that for every open neighbourhood O of p contains q ∈ I+(p) and
r ∈ I−(p) and a timelike curve λ from r to q which does not intersect S.
The intuitive meaning of edge[S] is illustrated in Figure 1.21. Clearly we have
S − S ⊂ edge[S]. We can think edge[S], roughly speaking, as the set of limit
points of S not in S, together with the set of points in whose vicinity S fails
to be a topological 3-manifold, i.e. those points of S at which S is not locally
homeomorphic to R3.
The next theorem, whose proof is similar to that of theorem 1.5.1 makes this
statement more precise.
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Figure 1.20: The edge of a closed and schronal set S.
Figure 1.21: An example of an achronal set S and its edge. Note that here S is not
closed.
Theorem 1.7.5.
If S is an achronal set with edge[S] = ∅, then S is a three-dimensional, embedded
C0 topological submanifold.
Also it is easy to show (Hawking and Ellis, 1973) that if S achronal
edge[S] = edge[H+[S]].
In the example of Figure 1.17 we have seen that the Cauchy Horizon is a null
hypersurface. Even if this property does not hold in general, it turns out that
H+[S], always contains null geodesics through its points not included in edge[S].
This important property of the Cauchy horizon has been used in theorems about
singularities.
Theorem 1.7.6.
Let S ⊂ M be achronal and p ∈ H+[S]− edge[S]. Then there exists a segment Γ
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of a past-directed null geodesic from p which remains entirely in H+[S], and which
either has no past endpoint or else has a past endpoint on edge[S].
Proof. Choose, in the chronological future of p, I+(p), a sequence of points {pi}
which converges to p. Since p ∈ H+[S], none of the pi lies in D+[S]. Therefore,
through each pi we may draw a past-directed timelike curve γi, without endpoint,
such that γi does not intersect S and, in particular, does not enter D
+[S]. Since p
is a limit point of the sequence of curves {γi}, in virtue of theorem 1.5.2 there exists
a limit curve of that sequence through p. In particular we denote by Γ′ ⊂ I+[S]
a partial limit segment of a past-directed null geodesic from p, such that, given
any point q ∈ Γ′ and any neighbourhoods Oq and OΓ′ of q and Γ′, respectively,
an infinite number of γi remain in OΓ′, at least until they reach Oq. Let q ∈ Γ′.
Then each past-directed timelike curve from q enters I−(p) ∩ I+[S] ⊂ D+[S] (see
theorem 1.7.2), and so intersects S. Furthermore, no point of I+(q) is in D+[S],
for otherwise at least one γi would enter in D
+[S]. Thus q ∈ H+[S] and each
partial limit segment is in H+[S].
Figure 1.22: The scheme used in the proof of theorem 1.7.6.
Let Γ′ be a partial limit and suppose that Γ′ has a past endpoint q ∈ I+[S] (see
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Figure 1.19). Choose a small compact neighbourhood Oq of q. The sequence of
points at which the γi first leave Oq must have, by compactness, an accumulation
point r. Since the γi cannot enter D
+[S], it follows that r /∈ I−(q). Moreover
the γi pass arbitrarily close to q and are timelike curves, thus I
+(q) ⊂ I+(r).
Therefore there is a segment Γ′′ ⊂ Oq of a null geodesic joining q to r. The
tangent vectors to Γ′ and Γ′′ must agree at q, for otherwise Γ′′, and hence the γi,
would enter I−(p) ∩ I+[S] ⊂ D+[S]. Therefore Γ′ ∪ Γ′′ is a partial limit of the
γi. We have shown that each partial limit which has a past endpoint in I
+[S]
may be extended, as a partial limit, beyond that endpoint. It follows immediately
that there exists a partial limit Γ which either has no past endpoint or else has
a past endpoint s /∈ I+[S]. In the latter case, since Γ ⊂ D+[S], we must have
s ∈ D+[S] = D+[S] ∪ S (see theorem 1.7.1) and, since s /∈ D+[S], it follows that
s ∈ S. Furthermore s cannot be in int[S], for otherwise the partial limit Γ from p
to s would be timelike. Hence s ∈ S − int[S] ⊂ edge[S].
We have as consequence, using theorem 1.7.5 the following
Corollary 1.7.2.
If edge[S] = ∅, then H+[S] is an achronal, three-dimensional, embedded C0 topo-
logical manifold which is generated by null geodesic segments which have no past
endpoint.
We turn now attention to Cauchy surfaces in a certain space-time (M , g).
Definition 1.7.4.
An achronal set S for which D[S] = M is said to be a Cauchy surface.
It follows immediately that for any Cauchy surface S, we must have edge[S] =
∅. Hence by theorem 1.7.5 every Cauchy surface is a three-dimensional, embedded
C0 topological submanifold of M .
Chapter 1. Causal Structure – 1.7. Domains of Dependence and Global
Hyperbolicity 47
The set S in the example in Figure 1.17 clearly S is not a Cauchy surface. How-
ever it is easy to see that in Minkowski space-time there are Cauchy surfaces. If
we consider, for example, the plane S given by t = 0 it is clear that D[S] = M ,
and thus S is a Cauchy surface. The same surface is also a Cauchy surface in
the (extended) Schwarzschild solution, but this is not true in Reissner-No¨rdstrom
solution (with which we are not dealing). Hence it is clear that to say that S is
a Cauhy surface for M is a statement about both S and the whole space-time
(M , g) in which it is embedded.
Intuitively, that S be a Cauchy surface for M means that initial data on S deter-
mines the entire evolution of M , past and future. Thus, in a certain sense, one
could think of a space-time with a Cauchy surface as being ‘predictive’. Conversely,
in space-times with no Cauchy surfaces we have a breakdown of predictability in
the sense that a complete knowledge of conditions at a single ‘instant of time’ can
never suffice to determine the entire history of the universe. Hence there are some
good reasons for believing that all physically realistic space-times must admit a
Cauchy surface. However one could not know the initial data on a certain surface
S unless one was to the future of every point in the surface, which would be im-
possible in most cases. In fact, in general, it is not possible to tell, by examining
only a neighbourhood of S, whether or not S will be a Cauchy surface because
a space-time M in which it appears, during the early stages of evolution, that S
will be a Cauchy surface may, at some much later time, develop so as to have no
Cauchy surface (see the Reissner-Nordstro¨m example in Geroch (1971), pg. 94).
Furthermore there are a number of known exact solutions of the Einstein equa-
tions which do not admit such surfaces (AdS, Taub-NUT, Reissner-Nordstro¨m,
etc.) and one must take into account that, often, there could be extra information
coming in from infinity or from the singularity which would upset any predictions
made simply on the basis of data on S. Thus in General Relativity one’s ability to
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predict the future is limited both by the difficulty of knowing data on the whole
of a spacelike surface and by the possibility that even if one did it would still be
insufficient. It follows that the assumption of the existence of a Cauchy surface
seems to be a rather strong condition to impose and there does not seem to be
any physically compelling reason for believing that the universe should admit a
Cauchy surface (this will be even more justified later). However, it is worth noting
that requiring the existence of a Cauchy surface is a very useful tool if we want to
study the Cauchy problem in General Relativity.
Before briefly discussing the global hyperbolicity we give some important results
about Cauchy surfaces.
Theorem 1.7.7.
Let S be an achronal set and M be connected. Then S is a Cauchy surface for M
if and only if H [S] = ∅.
Proof. If S is a Cauchy surface, then D[S] = M by definition, and hence H [S] = ∅.
Conversely if H+[S] = ∅ it is in particular closed and hence D+[S] is closed too.
Let p ∈ D+[S]. Since p /∈ H+[S], there is a point r to the future of p in D+[S].
Since p /∈ H−[S], there is a point s to the past of p in D−[S]. By theorem 1.7.2
the open neighbourhood I−(r) ∩ I+(s) of p is in D[S]. Since D[S] is both open
and closed and M is connected D[S] = M .
Hence the mere presence of a non-empty Cauchy horizon means that an achronal
surface cannot be a Cauchy surface.
Theorem 1.7.8.
Let S be a Cauchy surface and let γ be an inextendible causal curve. Then γ
intersects S, I+[S] and I−[S].
Theorem 1.7.9.
Let S be a closed, achronal set. Then S is a Cauchy surface if and only if ev-
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ery inextendible null geodesic in M intersects S and enters I+[S] and I−[S], i.e.
intersects and then re-emerge from S.
The proof can be found in Geroch (1970c). Often theorems 1.7.6 and 1.7.7 can
be used together to establish the existence of a Cauchy surface. In fact, if there
is some condition that ensure us that the geodesics required in 1.7.6 do not exist
for a certain S, then it follows that H [S] is empty and hence that S is a Cauchy
surface. Theorems 1.7.8 and 1.7.9 just provide, following these arguments, some
characterization of a Cauchy surface in terms of the behaviour of causal curves
and null geodesics. Note that the ‘only if’ part of theorem 1.7.9 is just a special
case of theorem 1.7.8.
To discuss about global hyperbolicity there are various definitions and it can be
shown they are completely equivalent one to each other. In particular one can
choose to follow the definitions of Wald (1984), Hawking and Ellis (1973), whose
approach is adopted here, or Geroch (1970c) and Leray (1952). However it must
be pointed out the original idea was introduced by Leray (1952).
Definition 1.7.5. Hawking and Ellis (1973)
A set N is globally hyperbolic if:
• Strong causality holds in N ;
• ∀p, q ∈ N the set J+(p) ∩ J−(q) is compact and contained in N .
Clearly to obtain the definition of a hyperbolic space-time (M , g) it suffices to
replace N by M in the previous definition.
This can be thought of as saying that J+(p) ∩ J−(q) does not contain any points
on the ‘edge’ of space-time, i.e. at infinity or at a singularity. The reason for the
name ‘global hyperbolicity’ is that the wave equation for a δ-function source at
a point p located inside a globally hyperbolic set N has a unique solution which
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vanishes outside N − J+(p). We will see how the concept of global hyperbolicity
is strictly related to that of existence of a Cauchy surface.
Definition 1.7.6.
A set N is said to be causally simple if for every compact set H contained in N ,
J+[H ] ∩N and J−[H ] ∩N are closed in N .
We have seen in section 1.4 that the sets J+(p) and J−(p) are not always
closed. However if we suppose the space-time to be hyperbolic they are closed,
how is stated by the next theorem.
Theorem 1.7.10.
Let (M , g) be a globally hyperbolic space-time. Then it is causally simple, i.e. for
a compact set H ⊂ M the sets J±[H ] are closed.
We prove this theorem in the simple case in which H consists of a single point
p. The complete proof can be found in Hawking and Ellis (1973), pg. 207.
Proof. Choose p ∈ M and suppose J+(p) is not closed. It follows that we can
find a point r ∈ J+(p) with r /∈ J+(p). Choose q ∈ I+(r). Then we would
have r ∈ J+(p) ∩ J−(q) but r /∈ J+(p) ∩ J−(q), which is a contradiction since
J+(p) ∩ J+(q) is compact, and hence closed by hypothesis of global hyperbolicity
(see theorem A.0.1). Hence J+(p) is closed.
It can be shown to be valid the following
Corollary 1.7.3.
Let (M , g) be a globally hyperbolic space-time. If H1 and H2 are compact sets in
M then J+[H1] ∩ J−[H2] is compact.
Hence in definition 1.7.5 of global hyperbolicity the points p and q can be
replaced by compact sets H1 and H2.
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In order to define global hyperbolicity according to Leray (1952) it is necessary
to introduce a topology on certain collection of curves in the space-time (M , g).
For points p,q ∈ M such that strong causality holds in J+(p) ∩ J−(q) we define
C(p, q) to be the space of all causal curves from p to q. A point in C(p, q) is a
causal curve from p to q, up to a reparametrization. In this way two curves γ(t)
and λ(u) will be considered equivalent and to represent the same point in C(p, q)
if there exists a continuous monotonic function f(u) such that γ(f(u)) = λ(u).
We are interested in defining a topology T on C(p, q) to make (C(p, q),T ) into a
topological space. We say that a neighbourhood W of a point γ in C(p, q) consists
of all the curves in C(p, q) whose points in M lie in a neighbourhood O of the
points of γ in M . Let O ⊂ M be open, and define W (O) ⊂ C(p, q) by
W (O) = {γ ∈ C(p, q)| γ ⊂ O}. (1.7.2)
We define the topology by calling a subset, W , open if it can be expressed as
W =
⋃
W (O),
where each W (O) has the form (1.7.2). We are saying that the set of all curves in
C(p, q) which lie in O, whilst O ranges over all open sets in M , defines a basis for
the topology T on C(p, q). Since we are requiring strong causality to hold, there
exist no closed causal curves on M . It is easy to see that this property implies
that the topology T is Hausdorff. Furthermore, in absence of closed causal curves
it can be shown that the topological space (C(p, q),T ) has a countable basis and
hence is second countable (Geroch, 1970c). It is worth noting that in the original
work by Leray, the topology T is introduced in an arbitrary space-time in which
there are no causality restrictions. Furthermore the notion of convergence defined
by T is the following: γn → γ if for every set O ⊂ M with γ ∈ O, there exists a
N such that λn ⊂ O for all n > N . This definition of convergence, in absence of
closed causal curves, coincides with definition 1.5.7.
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Figure 1.23: A neighbourhood O of the points of γ in M . A neighbourhood of γ in
C(p, q) consists of all causal curves from p to q whose points lie in M .
Theorem 1.7.11.
Let strong causality hold on an open set N such that
N = J−[N ] ∩ J+[N ].
Then N is globally hyperbolic if and only if C(p, q) is compact for all p,q ∈ N .
Proof. Suppose first that C(p, q) is compact. Let {rn} be a sequence of points in
J−(q) ∩ J+(p) and let {γn} be a sequence of curves in C(p, q) through the cor-
responding rn. Since C(p, q) is compact there exists a subsequence {γ′n} ⊂ {γn}
which converges to a curve γ in C(p, q) in the topology T . Since γ, regarded ad a
subset of M , is compact we can find an open neighbourhood O of γ with compact
closure O (Cover γ with open sets with compact closure , use compactness of γ to
extract a finite subcover, and take the union). Call {r′n} ⊂ {rn} the subsequence
of points through which the curves {γ′n} pass. Then, by the notion of convergence,
there exists a N such that γ′n ⊂ O for all n > N and, since r′n ∈ γ′n and O ⊂ O,
the sequence {r′n} converges to a point r ∈ O, by compactness of O. The point
r must lie on γ, for otherwise we would contradict the fact that γ is the limit
curve of {γ′n}. Thus every infinite sequence in J−(q) ∩ J+(p) has a subsequence
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converging to a point in J−(q)∩J+(p) and hence, by theorem A.0.3, J−(q)∩J+(p)
is compact, i.e. N is globally hyperbolic.
Conversely, suppose J−(q)∩ J+(p) is compact, i.e. N is globally hyperbolic. Sup-
pose {γn} be an infinite sequence of causal curves from p to q, so that γn ∈ C(p, q).
In the space-time whose manifold is M − q the sequence {γn} is a sequence of
future-inextendible causal curves. Hence, using theorem 1.5.2, in M − q there will
be a future-directed causal curve γ from p which is inextendible and such that
there is a subsequence {γ′n} ⊂ {γn} which converges to r, for every r ∈ γ, i.e.
γ is a limit curve of {γn}. The compact set J−(q) ∩ J+(p) can be covered by a
finite number of local causality neighbourhood Ui. By strong causality any future-
inextendible causal curve which intersects one of these neighbourhoods must leave
it and not re-enter it. Hence no future-inextendible causal curve can be impris-
oned (Hawking and Ellis, 1973) in J−(q) ∩ J+(p). Thus the curve γ in M must
have a future endpoint at q, because it cannot be imprisoned in the compact set
J−(q)∩J+(p) and it cannot leave the set except at q. Let U be any neighbourhood
of γ in M and let ri (1 ≤ i ≤ k) be a finite set of points on γ such that r1 = p
and rk = q and each ri has a neighbourhood Oi with J
−[Oi+1] ∩ J+[Oi] ⊂ U . For
sufficiently large n, λ′n will be contained in U and thus the sequence {λ′n} converges
to λ in the topology of C(p, q) and so C(p, q) is compact.
The above theorem proves the equivalence between definition 1.7.5 and the
following, which is due to Leray.
Definition 1.7.7. Leray (1952)
An open set N is globally hyperbolic if:
• Strong causality holds in N ;
• C(p, q) is compact for every p,q ∈ N .
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The next theorem relates the existence of Cauchy surfaces to the absence of
causal curves and will play a fundamental role in the establishment of the above
claimed equivalence between the different definitions of global hyperbolicity.
Theorem 1.7.12.
Let (M , g) be a space-time which admits a Cauchy surface S. Then (M , g) is
strongly causal.
Proof. Clearly we have M = D+[S] ∪D−[S] ∪ S. Suppose strong causality were
violated at p ∈ I+[S]. From definition 1.6.3 it follows that we could find a convex
normal neighbourhood U of p contained in I+[S] and a nested family of open sets
On ⊂ U which converges to p such that for each n there exists a future-directed
causal curve γn which begins in On, leaves U , and ends in On. Using theorem
1.5.2, there exists a limit causal curve γ through p. This curve must be either
inextendible or closed through p, in which case it could be made inextendible by
going ‘around and around’. Since none of the γn can enter in I
−[S], for otherwise
S would not be achronal, γ also cannot enter I−[S]. However, this contradicts
theorem 1.7.8 and hence strong causality cannot be violated in I+[S]. Similarly
one can repeat the above arguments for I−[S]. In the case p ∈ S we can choose
the family {On} so that any future-directed causal curve starting in On leaves On
in I+[S]. Thus the limit curve γ could not enter I−[S], which is again in contrast
with theorem 1.7.8.
The following theorem, whose proof is due to Geroch (1970c), gives a funda-
mental characterization of globally hyperbolic space-times in terms of existence of
Cauchy surfaces.
Theorem 1.7.13. Geroch (1970c)
A space-time (M , g) is globally hyperbolic, according to definition 1.7.7, if and
only if it has a Cauchy surface.
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Remark 1.7.3.
Note that theorem 1.7.12 plays a fundamental role in the ‘if’ part.
The above result allows us to give the last definition of global hyperbolicity,
which is due to Wald.
Definition 1.7.8. Wald (1984)
A space-time (M , g) is globally hyperbolic if it possesses a Cauchy surface.
Together with theorem 1.7.11, theorem 1.7.13 shows the complete above men-
tioned equivalence between all three definition (1.7.5, 1.7.7 and 1.7.8) of global
hyperbolicity.
The last result we are going to discuss, which is due to Geroch (1970c), greatly
strenghtens theorem 1.7.12 and provides an important topological property of glob-
ally hyperbolic space-times.
Theorem 1.7.14. Geroch (1970c)
Let (M , g) be a globally hyperbolic space-time. Then (M , g) is stably causal. Fur-
thermore, a global time function, f , can be chosen such that each Cauchy surface
of constant f is a Cauchy surface. Thus M can be foliated by Cauchy surface and
its topology is R× S, where S denotes any Cauchy surface.
All the results we have obtained confirm the fact that the existence of a Cauchy
surface in a space-time, i.e. the property of global hyperbolicity, is a very strong
condition. In particular there cannot be any kind of causal anomalies due to
the presence of the stable causality condition. We can say that sufficiently small
variations in the metric do not destroy global hyperbolicity.
Furthermore there is a severe restriction on the topology. If we fix a timelike vector
field on the space-time and consider two Cauchy surfaces of constant f , S and S ′,
we can define a mapping from S to S ′ which sends each point p of S to that point
of S ′ reached by the integral curve of our vector field passing through p (there
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Figure 1.24: A diagram illustrating the strengths of the causality conditions. Global
hyperbolicity is the most restrictive causality assumption.
must existc such a point, since S ′ is a Cauchy surface and it must be unique, by
achronality of S ′). This mapping is smooth and its inverse exists (reversing the
role of S and S ′) and so we have produced a diffeomorphism from S to S ′. Hence
all the Cauchy surfaces of constant f are topologically identical, i.e. diffeomorphic.
Thus the global structure is very ‘dull’ and ‘tame’. All the theorems proven above
for globally asymptotic space-time can always be applied to any region of the form
int[D[S]], for any closed achronal set S.
It is also worth remarking that global hyperbolicity plays a key role in proving
singularity theorems. In fact, if p and q are points lying in a hyperbolic set N with
q ∈ J+(p), then it can be shown that there exists a causal geodesic from p to q
whose length is greater than or equal to that of any other causal curve form p to
q. The proof of this result can be found in Avez (1963) and in Seifert (1967).
Chapter 2
Spinor Approach to General
Relativity
Abstract
In this chapter we will deal with the spinor formalism, which was firstly developed
by Penrose (1960). Even if the reader may find these sections more mathematical
than physical, a very large use of this method will be done in the remainder of the
work. In particular, the asymptotic properties of the space-time will be discussed
by making use of the spinor approach, which makes them easier to develop. Fur-
thermore it will be shown that this method is more than just a mere mathematical
instrument equivalent to the tensors. In fact the spinor structure of a space-time
emerges as deeper and more basic even than its pesudo-Riemannian structure.
Moreover the range of applications of the spinor formalism is quite large and there
is no possibility of even trying to give a reasonable discussion of them. A brief list
of some more familiar or important examples of topics where it has been applied
is:
• Exact solutions;
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• Gravitational radiation;
• Numerical computations;
• Black Hole Physics.
2.1 Introduction
A way to deal with the theory of space-time, different from the usual one based
on tensor calculus, is given by the spinor formalism. In fact the spinor structure
of space-time gives, in a certain way, a deeper description of it as we will see that
pseudo-Riemannian structure naturally emerges as its consequence.
The formalism is essentially based on the (2 → 1) homomorphism between the
group SL(2,C) of unimodular (2 × 2) complex matrices and the connected com-
ponent of Lorentz group L (that is usually denoted by L↑+). The easier way
to express this isomorphism is to associate to a 4-vector ua = (u0, u1, u2, u3) a
hermitian matrix A such that
A =

u00 u01
u10 u11

 =

 u0 + u3 u1 − iu2
u1 + iu2 u0 − u3

 = uaσa, (2.1.1)
where we introduced σa as
σa = (I, ~σ),
the matrices
σ1 =

0 1
1 0

 , σ2 =

0 −i
i 0

 , σ3 =

1 0
0 −1

 , (2.1.2)
being the Pauli matrices. The components of the vector ua can be obtained as
ua =
1
2
tr(σaA) (2.1.3)
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since
1
2
tr(σaA) =
1
2
tr(σaσbu
b) =
1
2
tr (([σa, σb]/2 + {σa, σb}/2)ub) =
=
1
2
tr
(
iǫabcσcu
b + ηabIu
b
)
= ua,
where the last equality is due to the traceless property of Pauli matrices. If now
we consider, given any matrix Q ∈ SL(2,C), i.e. a (2 × 2) complex matrix with
det[Q] = 1 the product
A′ = QAQ†, (2.1.4)
preserves both the determinant, det[A] = det[A′], i.e. the form
ηabu
aub =
(
u0
)2 − (u1)2 − (u2)2 − (u3)2 ,
ηab = diag(1,−1,−1,−1),
that expresses the pseudo-norm of ua, and the hermicity.
The argument can be carried out more generally.
Definition 2.1.1.
Let G be a Lie group and M be a manifold. Define the action of G on M as a
differentiable map σ : G×M →M which satisfies the conditions
1. σ(e, p) = p for any p ∈ M
2. σ(g1, σ(g2, p)) = σ(g1g2, p)
where e is the identity of G, g1 and g2 are elements of G and g1g2 is the product
operation in G.
The operation (2.1.4) can be now regarded to be an action σ(A, u) of SL(2,C)
on the space-time point of coordinates ua which possesses two important proper-
ties. We thus obtain a linear transformation of ua which preserves both reality
and pseudo-norm, i.e. a Lorentz transformation
ua → Λabub,
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with Λab ∈ L . Indeed if we obtain u′a from (2.1.4) using (2.1.3), those components
will be related to the old ones by a Lorentz transformation determined by Q. In
this way we have built a homomorphism ψ:
ψ : ±Q ∈ SL(2,C) −→ ψ(±Q) = Λ ∈ L . (2.1.5)
It is easy to show (Oblak, 2016b) that L ∼= SL(2,C)/Z2. In other words SL(2,C)
is the double cover of the connected component of the Lorentz group in four
dimensions, and it is also its universal cover.
Usually we consider the components of a vector in a pseudo-orthonormal frame
as an ordered array. However we have just shown that a completely equivalent
way to order them and to perform transformations is to regard them as elements
of a matrix (2.1.1). Looking at a vector represented with a matrix allows us to
interpret it as not the most elementary ‘vectorial’ object in space-time, but as a
sort of ‘divalent’ quantity, composition of two monovalent quantities, called spin
vectors.
2.2 Spinor Algebra
Definition 2.2.1.
A spin space S is a complex 2-dimensional vector space equipped with a symplectic
form, ǫ, i.e. a bilinear skew-symmetric form. The elements of S are called spin
vectors or spinors.
The presence of the symplectic form ǫ allows us to introduce in S a skew-
symmetric scalar product.
Definition 2.2.2.
The bilinear map defined as
(ξ, η) ∈ S × S −→ [ξ, η] = −[η, ξ] ∈ C.
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is called skew-symmetric scalar product.
With such a scalar product every spin vector is self-orthogonal. If η is orthog-
onal to ξ and not proportional to it the two spin vectors constitute a basis for S.
Hence we give the following:
Definition 2.2.3.
Two spin vectors (o, ι) are said to form a normalized spin basis if they satisfy
[o, ι] = 1.
Remark 2.2.1.
It is also possible to work with a non-normalized spin basis, as done in Penrose and Rindler
(1984). In the remainder the indices A,B, ... will take values 0 and 1 and are re-
ferred to the components of spin vectors in a certain basis.
Thus any spin vector ξ ∈ S admits the representation
ξ = ξ0o+ ξ1ι,
and its components in the basis (o, ι) are denoted by ξA.
Obviously we have
oA = (1, 0), ιA = (0, 1).
Since S is a vector space, it admits a dual, denoted by S∗. Through the skew-
symmetric scalar product it is possible to define a natural isomorphism between
S and S∗:
ξ ∈ S −→ [ξ, ] ∈ S∗, (2.2.1)
that is a linear map
η ∈ S −→ [ξ, η] ∈ C.
The symplectic form can be identified with an element of S∗ ⊗ S∗, ǫAB = −ǫBA,
such that
[ξ, η] = ǫABξ
AηB.
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The condition for (o, ι) to be a spin basis becomes
ǫABo
AoB = ǫABι
AιB = 0, ǫABo
AιB = 1.
In the frame (o, ι) we have
ǫAB =

 0 1
−1 0

 .
Since ǫAB is non-singular, there exists the inverse (ǫ
−1)AB which can be identified
with an element of S ⊗ S. By convention we denote
ǫAB = −(ǫ−1)AB =

 0 1
−1 0

 .
It is easy to show that
ǫAB = oAιB − ιAoB. (2.2.2)
In this way the natural isomorphism (2.2.1) can be read in the following way: given
a spin vector ξ of components ξB its dual can be identified with ξB = ǫABξ
A =
ξAǫAB. From this last property it follows that ξ
B = ǫBCξC . Simple relations to
show are the following:
ǫ AC = δ
A
C = −ǫAC ,
ξ AA = −ξAA,
ǫABǫAB = ǫ
A
A = −ǫAA = 2.
We can always apply the usual symmetrization ( ) and antisymmetrization [ ]
operations to a multivalent spinor τ...AB.... Since S is a 2-dimensional space, for
any multivalent spinor τ...AB..., we have τ...[ABC]... = 0 because at least two of the
bracketed indices must be equal. As consequence we have the Jacobi identity
ǫA[BǫCD] = 0 = ǫABǫCD + ǫACǫDB + ǫADǫBC .
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Theorem 2.2.1.
Let τ...AB... be a multivalent spinor. Then
τ...[AB]... =
1
2
ǫABτ
C
...C ... (2.2.3)
The proof of this theorem is quite easy and can be found in Penrose and Rindler
(1984) or in Stewart (1991).
For any multivalent spinor τ...AB... the following decomposition holds
τ...AB... = τ...(AB)... + τ...[AB]... (2.2.4)
By theorem 2.2.1 we get
τ...AB... = τ...(AB)... +
1
2
ǫABτ
C
...C ... (2.2.5)
2.3 Spinors and Vectors
Definition 2.3.1. We define the conjugation operation as the following map of
spin vectors from S to a new spin space S ′
αA + cβA ∈ S −→ αA + cβA = α¯A′ + c¯β¯A′ ∈ S ′.
Remark 2.3.1.
Some authors denote this operation as anti-isomorphism because its action on a
complex number c is to map it into its complex conjugate c¯. For example, if we
consider
ξA =

a
b

 ,
then
ξA = ξ¯A
′
=

a¯
b¯

 .
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Having introduced S and S ′ we are now ready to build tensorial quantities.
Define a hermitian spinor τ as one for which τ¯ = τ . Of course for this to make
sense τ must have as many primed indices as unprimed ones, and their relative
positions must be the same. For example, take an element of the tensor product
S⊗S ′, τAA′. Let (o, ι) and (o¯, ι¯) be the spin bases respectively for S and S ′. Then
there exist scalars ξ, η, ζ and σ such that
τAA
′
= ξoAo¯A
′
+ ηιA ι¯A
′
+ ζoAι¯A
′
+ σιAo¯A
′
.
The hermiticity condition is equivalent to the statement that ξ and η are real and
that ζ and σ are complex conjugates. Thus the set of hermitian spin vectors τAA
′
forms a real vector space of dimension 4. This is the reason for which there exists
an isomorphism between TpM , the tangent space at a point in a 4-manifold and
S ⊗ S ′:
TpM ∼= S ⊗ S ′.
Similarly the set of hermitian spinors τAA′ forms the dual of the vector space
described above, isomorphic to T ∗pM . We can express those isomorphisms using
the Infeld-van der Waerden symbols, σaAA′ and σ
AA′
a . Note that the index a is
vectorial, and runs from 0 to 3. The correspondence (A,A′) → a between spin
vectors and vectors thus reads as
vAA
′ −→ va ≡ σaAA′vAA
′
, (2.3.1a)
va −→ vAA′ ≡ vaσ AA′a . (2.3.1b)
We note now that, since S and S ′ are different vector spaces, we do not need to
distinguish between S⊗S ′ and S ′⊗S. It follows that primed and unprimed indices
can be interchanged, i.e. we have
τAA′ = τA′A.
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Often in the remainder the Infeld-van der Waerden symbols will not appear again,
their use being implicit.
Every spin basis defines a tetrad of vectors (l, n,m, m¯) as
la = oAo¯A
′
, na = ιA ι¯A
′
, ma = oAι¯A
′
, m¯a = ιAo¯A
′
,
la = oAo¯A′, na = ιAι¯A′ , ma = oAι¯A′ , m¯a = ιAo¯A′. (2.3.2)
It is easy to show that lala = n
ana = m
ama = m¯
am¯a = 0 while lan
a = −mam¯a = 1
and the other mixed products vanish.
Definition 2.3.2.
The tetrad of vectors (2.3.2) is called a Newman-Penrose (N-P) null tetrad.
We introduce the hermitian spinors
gABA′B′ = ǫABǫA′B′ , g
ABA′B′ = ǫABǫA
′B′ , (2.3.3)
with tensor equivalent gab and g
ab, which are obviously symmetric. It is easy to
show, using (2.3.2), that
gab = 2l(anb) − 2m(am¯b), gab = 2l(anb) − 2m(am¯b), (2.3.4)
and that gab possesses all the properties of a metric tensor,
la = gablb, la = gabl
b, etc.
i.e. can be used to raise or lower vectorial indices, and it satisfies
gabg
bc = δca, gabg
ab = 4.
Furthermore, defining a tetrad of vectors
e0ˆ =
(l + n)√
2
=
oAo¯A
′
+ ιA ι¯A
′
√
2
, e1ˆ =
(m+ m¯)√
2
=
oAιA
′
+ ιAoA
′
√
2
,
e2ˆ =
i(m− m¯)√
2
=
i(oAι¯A
′ − ιAo¯A′)√
2
, e3ˆ =
(l − n)√
2
=
oAo¯A
′ − ιAι¯A′√
2
, (2.3.5)
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we have in such a base
gaˆbˆ = ηaˆbˆ = diag(1,−1,−1,−1). (2.3.6)
The existence of a spinor structure fixes the signature of space-time to be Minkowskian.
In this case a suitable choice for the Infeld-van der Waerden symbols could be
σ AA
′
aˆ =
1√
2
σaˆ, a = 0, 1, 2, 3
where σaˆ are the usual Pauli matrices (2.1.2).
Figure 2.1: The standard relation between a spin-frame (oA, ιA) and the tetrad of equa-
tion (2.3.5), with t = e0ˆ, x = e1ˆ, y = e2ˆ and z = e3ˆ.
Definition 2.3.3.
The tetrad of vectors introduced in (2.3.5) is called a Minkowski tetrad.
We may ask now how to describe a curved space-time, that is of main interest
in General Relativity. To do that the most efficient way is to use the tetrad
formalism.
Chapter 2. Spinor Approach to General Relativity – 2.4. Null Flags and Spinor
Structure on M 67
We introduce a tetrad vector e cˆa and a dual basis of covector e
a
cˆ, i.e. e
cˆ
a e
b
cˆ =
δa
b. Note that the hatted indices label the vectors, while unhatted ones label the
components with respect to some arbitrarily chosen basis. For any generic metric
tensor g, we have
g = gabdx
a ⊗ dxb = e cˆa e dˆb ηcˆdˆdxa ⊗ dxb = ecˆ ⊗ edˆηcˆdˆ,
where eaˆ = eaˆbdx
b is the tetrad 1-form. We denote the inverse of a tetrad as ea cˆ
so that
ea cˆe
dˆ
a = δ
dˆ
cˆ .
We may now try to include tetrads in the definitions of the isomorphism (2.3.1a),
(2.3.1b) in the following way
vAA
′ −→ va = ea cˆvcˆ = ea cˆσcˆ AA′vAA
′ ≡ eaAA′vAA
′
,
va −→ vAA′ = vcˆσ AA′cˆ = vae cˆa σ AA
′
cˆ ≡ vae AA
′
a ,
where e cˆa σ
AA′
cˆ = e
AA′
a is called the soldering form, and is, by construction, a
spinor-valued one form which encodes the relevant informations about the metric.
2.4 Null Flags and Spinor Structure on M
We now proceed to the space-time interpretation of spin vectors. As we have
already seen in (2.3.2) every univalent spinor κA defines a real null vector ka =
κAκ¯A
′
. This is a special case of a more general theorem.
Theorem 2.4.1.
Every non-vanishing real null vector ka can be written in one or other of the forms
ka = ±κAκ¯A′ . (2.4.1)
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Proof: To prove that ka defined in (2.4.1) is null is sufficient to note that
κAκA = (κ
0oA+κ1ιA)(κ0oA+κ
1ιA) = (κ
0)2oAoA+(κ
1)2ιAιA+(κ
0κ1)(oAιA+ι
AoA) = 0.
Suppose conversely that ka = ωAA
′
is real and null. The nullity condition is
ǫABǫA′B′ω
AA′ωBB
′
= 0
which says that the 2×2 matrix ωAA′ has vanishing determinant, so that the rows
or the columns are linearly dependent. This means that there exist univalent spin
vectors κ, λ, such that
ωAA
′
= κAλ¯A
′
.
The reality condition is
κAλ¯A
′
= λAκ¯A
′
.
Multiplying by κA implies that κAλ
A = 0 so that λ must be proportional to κ.
Rescaling κ we get (2.4.1).
As just shown every univalent spin vector κA defines a null vector ka, but given
a real θ, eiθκA defines the same null vector, so that in κ there is some additional
phase information. Complete now κ to a spin basis (κ, µ) and take into account
the vectors
sa =
1√
2
(κAµ¯A
′
+ µAκ¯A
′
),
ta =
i√
2
(κAµ¯A
′ − µAκ¯A′),
that are both spacelike and orthogonal to ka. Together those vectors span a
spacelike 2-surface orthogonal to k. If now we perform the phase change κ→ eiθκ
we get κ¯ → e−iθκ. Since (κ, µ) form a spin basis, i.e. κAµA = 1, it follows that
µ→ e−iθµ. We thus have
sa → s′a = sa cos 2θ + ta sin 2θ.
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The interpretation that Penrose suggests is to imagine a univalent spin vector κA
as a flag whose flagpole is defined to be parallel to the direction of ka, while the
flag itself lies in the two plane spanned by ka and sa. Thus the flagpole lies in
the plane of the flag (see Figure 2.2). Changing a phase by θ leaves the flagpole
Figure 2.2: The null flag representing κA, and its relation to ka and sa
invariant but rotates the flag plane around the pole by an angle 2θ. If θ = π the
flag plane is left invariant, but κA takes a minus sign. This is deeply linked to the
fact that the homomorphism between SL(2,C) and L is (2, 1).
We investigate now what are the restrictions to put on M for it to allow objects
like spin vectors to be defined globally. By theorem (2.4.1) we see that at a certain
point p of M we have an absolute distinction between the two null half-cones: we
define the future-pointing and past-pointing null vectors to be those for which,
respectively, the decomposition (2.4.1) holds with a plus or with a minus sign.
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Thus the request of existence of spin vectors allows us to divide continuously over
M the null half-cones of M into two classes, ‘future’ and ‘past’ . Thus according
to definition 1.2.2 we see that M must be time-orientable. Furthermore the effect
of a phase change on a flag can be used to define a space orientation: the flag plane
rotation corresponding to θ > 0 is defined to be right-handed. Hence we have a
second restriction on M , that has to be space-orientable. It follows that the tetrad
of vectors in (2.3.5) has the standard orientation, i.e. e0ˆ is future-pointing, and
(e1ˆ, e2ˆ, e3ˆ) form a right-handed triad of vectors.
So far we have shown that a necessary condition for the existence of spinor fields
in some region of the space-time is that the manifold M must be both time- and
space-orientable (i.e. orientable). But those requirements are not sufficient. In
fact M must also permit a spin structure to be defined on it, which means, roughly
speaking, a prescription for keeping track of the sign of a spin vector not only if
we move it around at a fixed point of M , but also if we move it around from point
to point within M (for a more accurate description of the problem see Penrose
(1967) or Penrose and Rindler (1984)). It should be emphasized that the question
of existence of spin structure on a manifold M is not the same question as that
of the existence of certain spinor fields on M . In fact without the spin structure,
the concept of global spinor field does not exist. If M is orientable and admits a
spin structure then we say that M has a spinor structure.
The problem was deeply studied by Geroch (1968) and Geroch (1970c). It turns
out that, assuming orientability, the condition on M for existence and uniqueness
of spinor structure depend only on the topology of M and not on the nature of
its (Lorentzian) metric. In fact a topologically trivial M admits a unique spinor
structure, while a topologically non-trivial one may or may not permit a consistent
spinor structure, and if it does, the possible spin structure may or may not be
unique. The result obtained by Geroch is the following
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Theorem 2.4.2. (Geroch, 1968)
If M is a non-compact 4-dimensional manifold, then a necessary and sufficient
condition that it should have spinor structure is the existence of four continuous
vector fields on M which constitute a Minkowski tetrad in the tangent space at
each point of M , i.e. if there exists on M a global system of orthonormal tetrads.
Hence a manifold M can be equipped with a spinor structure if and only if it
is parallelizable, i.e. it admits a set of n (dimension of the manifold) vector fields
defined through all M which at every p ∈ M constitute a basis for Tp. A classical
example of a 2-dimensional manifold which is not parallelizable is the sphere S2.
We remind here that, from our definition 1.1.1, a space-time is paracompact and
hence non-compact. Thus theorem 2.4.2 can be applied to space-times. Fur-
thermore we remark that the property of non-compactness, (i.e. losely speaking,
‘open’) is a very reasonable one for M , preventing it to contain closed time-like
curves, as explained in section 1.6.
While theorem 2.4.2 represents a strong condition to be satisfied, it is not always
the most convenient way to decide whether or not a given space-time has spinor
structure. In Geroch (1970c), it is developed some criteria for the existence of
spinor structure, based on the neighbourhoods of certain 2-spheres in M . With
each such 2-sphere, S, it can be associated an index, defined as the number of
times that S intersects a surface obtained by slightly deforming S ′. That this
index be even for each S in M is a necessary and sufficient condition for M to
have a spinor structure.
2.5 The Petrov Classification
In tensor algebra we usually define the totally skew-symmetric tensor ǫabcd as
ǫabcd = ǫ[abcd], ǫabcd
abcd = −24, ǫ0ˆ1ˆ2ˆ3ˆ = 1.
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It can be shown that spinorially those properties are satisfied by
ǫabcd = i(ǫABǫCDǫA′C′ǫB′D′ − ǫACǫBDǫA′B′ǫC′D′).
Theorem 2.5.1.
Suppose the spinor τAB...C to be totally symmetric. Then there exist univalent
spinors αA, βB,...,γC, such that
τAB...C = α(AβB...γC). (2.5.1)
α, β,...,γ are called the principal spinors of τ . The corresponding real null vectors,
obtained using (2.3.5), are called principal null directions (PND) of τ .
Proof: Let τ have valence n and let ξA = (x, y). Define then
τ(ξ) = τAB...Cξ
AξB...ξC .
This is a homogeneous polynomial of degree n in the (x, y) and so we may factorize
it as
τ(ξ) = (α0x− α1y)(β0x− β1y)...(γ0x− γ1y),
which proves the result since x and y are arbitrary.
We observe that from (2.5.1) that if ξA 6= 0, then
τAB...Cξ
AξB...ξC = 0
if and only if ξA is a principal spinor. We can say more in the case of a multiple
PND. Suppose αA is a k-fold principal spinor,
τAB...CD...L = α(AαB...αCηD...λL), (2.5.2)
so that αA occurs k times on the right, none of the spinors ηA,...,λA being propor-
tional to αA. Then we have, multiplying (2.5.2) with the product α
D...αL of n− k
α’s,
τAB...CD...Lα
D...αL = καAαB...αC ,
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where
κ =
k!(n− k)!
n!
(ηDα
D)...(λLα
L) 6= 0.
If, on the other hand, we multiply (2.5.2) with n − k + 1 αs it is clear that the
expression vanishes. Thus:
Proposition 2.5.1.
A necessary and sufficient condition that ξA 6= 0 be a k-fold principal spinor of the
non-vanishing symmetric spinor τAB...L is that
τAB...CD...Lξ
D...ξL
should vanish if n− k + 1 ξ’s are transvected with τAB...L but not if only n− k ξ’s
are transvected with τAB...L.
As corollary we have
Proposition 2.5.2.
If ξA 6= 0, τA...G = τ(A...G) and
ξA...ξCξDτA...CDE...G = 0,
then there exists a ψA...C such that
τA...CDE...G = ψ(A...CξDξE...ξG).
We can see two important applications of theorem 2.5.1.
As first consider the totally skew-symmetric Maxwell tensor, Fab = −Fba for the
electromagnetic field. Introduce a spinor equivalent FABA′B′ = −FBAB′A′ and
define
ϕAB =
1
2
FABC′
C′.
Note that ϕAB = ϕBA since, using (2.2.3),
ϕ[AB] =
1
2
ǫABϕ
C
C =
1
2
ǫABF
C
C C′
C′ =
1
2
ǫABηabF
ab = 0. (2.5.3)
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Using (2.2.5) we have
FABA′B′ = FAB(A′B′) + ϕABǫA′B′ .
A second application gives
FABA′B′ = F(AB)(A′B′) + ϕABǫA′B′ + ǫABϕ¯A′B′ = ϕABǫA′B′ + ǫABϕ¯A′B′ ,
the second equality resulting from the skew-symmetric nature of F . Using now
the result (2.5.1) we get
ϕAB = α(AβB).
It is simple to show that, if we define F ∗ab =
1
2
ǫab
cdFcd we have
Fab + i F
∗
ab = 2ϕABǫA′B′ = 2α(AβB). (2.5.4)
There are now two possibilities. If α and β are proportional then α is called a
repeated spinor of ϕ and ϕ is said to be null, or of type N . The vector αa = αAα¯A′
is called a repeated null direction. If α and β are not proportional ϕ is said to be
algebraically general or of type I.
As a second example we consider the Weyl tensor Cabcd, the conformally invari-
ant part of the Riemann tensor. As we will derive later Cabcd has the following
properties
Cabcd = C[ab][cd] = Ccdab.
It can be written as
Cabcd = CABCDA′B′C′D′ = ΨABCDǫA′B′ǫC′D′ + Ψ¯A′B′C′D′ǫABǫCD,
where ΨABCD is totally symmetric. Defining C
∗
abcd =
1
2
ǫcd
efCabef we have similarly
Cabcd + iC
∗
abcd = 2ΨABCDǫA′B′ǫC′D′ = 2α(AβBγCδD).
The corresponding space-times can be classified as follows:
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• Type I or {1,1,1,1}. None of the four principal null directions coincide.
This is the algebraically general case;
• Type II or {2,1,1}. Two directions coincide. This and the subsequent cases
are algebraically special;
• Type D or {2,2}. Two different pairs of repeated principal null directions
exist;
• Type III or {3,1}. Three principal null directions coincide;
• Type N or {4}. All four principal null directions coincide.
Figure 2.3: A Penrose diagram showing the Petrov classification where the arrows indi-
cate increasing specialization of the solution.
The previous is called Petrov classification. We note here that Ψ has two scalar
invariants
I = ΨABCDΨ
ABCD J = ΨAB
CDΨCD
EFΨEF
AB.
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For type II and type III space-times it can be show that (Penrose and Rindler,
1986) I3 = 6J2 and I = J = 0, respectively. For type D we have
ΨPQR(AΨBC
PQΨRDEF ) = 0,
and for type N
Ψ(AB
EFΨCD)EF = 0.
2.6 Spinor Analysis and Curvature
To introduce the space-time curvature we need to define a spinor covariant deriva-
tive, whose definition is made axiomatically.
Definition 2.6.1.
Let θ, φ and ψ be spinor fields of the same valence. Then the spinor covariant
derivative is a map
∇AA′ : θ... −→ θ...;AA′
which satisfies
1. ∇AA′(θ + φ) = ∇AA′θ +∇AA′φ;
2. ∇AA′(θφ) = (∇AA′θ)φ+ θ(∇AA′ψ);
3. ψ = ∇AA′θ implies ψ¯ = ∇AA′ θ¯;
4. ∇AA′ǫBC = ∇AA′ǫBC = 0;
5. ∇AA′ commutes with any index substitution not involving AA′;
6. (∇a∇b −∇b∇a)f = 0 for any scalar f ;
7. for any derivation D acting on spinor fields there exists a spinor ξAA
′
such
that Dψ = ξAA
′∇AA′ψ, for all ψ.
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Theorem 2.6.1.
The spinor covariant derivative defined above exists and is unique.
The proof of this important theorem is given in Penrose and Rindler (1984).
The first two properties are respectively linearity and Leibniz rule, which char-
acterize ∇AA′ to be a derivative. The third is the reality condition. The fourth
property can be interpreted to be a sort of compatibility condition, that allows
the symplectic form to raise or lower indices within spinor expressions acted upon
by ∇AA′ . Note that this is stronger than ∇g = 0. The sixth is the torsion-free
condition. Sometimes this condition can be weakened and the right member of the
equation can be replaced by a non-zero 2Sab
c∇cf where Sabc is the torsion tensor.
The last property is needed to ensure tha ξAA
′
is a tangent vector in space-time.
As next we are going to derive the spinorial form of the Riemann curvature tensor,
using its (skew-) symmetries:
Rabcd = −Rbacd = −Rabdc, Rabcd = Rcdab, Ra[bcd] = 0. (2.6.1)
We have, applying (2.2.5) repeatedly and the first two of (2.6.1)
Rabcd = RABA′B′CC′DD′ =
1
2
ǫABRFA′
F
B′CC′DD′ +R(AB)A′B′CC′DD′
=
1
2
ǫABRFA′
F
B′CC′DD′ +
1
2
ǫA′B′RABF ′
F ′
CC′DD′
=
1
4
ǫA′B′ǫC′D′RAF ′B
F ′
CL′D
L′ +
1
4
ǫA′B′ǫCDRAF ′B
F ′
LC′
L
D′
+
1
4
ǫABǫCDRA′FB′
F
C′LD′
L +
1
4
ǫABǫC′D′RA′FB′
F
L′C
L′
D
≡ ǫA′B′ǫC′D′XABCD + ǫA′B′ǫCDΦABC′D′
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+ǫABǫCDX¯A′B′C′D′ + ǫABǫC′D′Φ¯A′B′CD. (2.6.2)
XABCD and ΦABC′D′ are uniquely defined curvature spinors. Using again the first
of (2.6.1) it is easy to prove that the following properties hold for the curvature
spinors:
XABCD = XBACD = XABDC ; (2.6.3a)
XABCD = XCDAB; (2.6.3b)
ΦABC′D′ = ΦBAC′D′ = ΦABD′C′ ; (2.6.3c)
ΦABC′D′ = Φ¯ABC′D′ . (2.6.3d)
The first two properties imply that
XA(BC)
A = 0, (2.6.4)
while the last two properties force the tensor Φab corresponding to the spinor
ΦAA′BB′ to be traceless and real:
Φab = Φ¯ab, Φ
a
a = 0.
It is very useful to introduce a dual of Rabcd, defined as
R∗abcd ≡ 1
2
ǫcd
pqRabpq
=
i
2
(ǫCDǫ
PQǫC′
P ′ǫD′
Q′ − ǫCP ǫDQǫC′D′ǫP ′Q′)(ǫA′B′ǫP ′Q′XABPQ + ǫA′B′ǫPQΦABP ′Q′
+ǫABǫPQX¯A′B′P ′Q′ + ǫABǫP ′Q′Φ¯A′B′PQ)
= −iXABCDǫA′B′ǫC′D′ + iΦABC′D′ǫA′B′ǫCD
Chapter 2. Spinor Approach to General Relativity – 2.6. Spinor Analysis and
Curvature 79
−iΦ¯A′B′CDǫABǫC′D′ + iX¯A′B′C′D′ǫABǫCD
= iRAA′BB′CD′DC′ . (2.6.5)
The second of (2.6.1) is then equivalent to
R∗abc
b = 0, (2.6.6)
thus multiplying (2.6.5) by ǫBDǫB
′D′ we should get zero. Hence we have
−XABCBǫA′C′ − ΦACC′A′ + Φ¯A′C′CA + ǫACX¯A′B′C′B′ = 0,
that, using the first of (2.6.3), becomes
XAB
B
CǫA′C′ = ǫACX¯A′B′
B′
C′.
Thus, on defining
Λ ≡ 1
6
XAB
AB, (2.6.7)
we get the reality condition
Λ = Λ¯. (2.6.8)
Relations (2.6.3) and (2.6.8) are the only algebraic relations necessarily satisfied
by XABCD and ΦABC′D′. However, XABCD and ΦABCD also satisfy a differential
relation obtained from the Bianchi identities
∇[aRbc]de = 0. (2.6.9)
Introducing another dual of Rabcd as
∗Rabcd =
1
2
ǫab
pqRpqcd = R
∗
cdab = iRCC′DD′AB′BA′
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= −iXCDABǫC′D′ǫA′B′ + iΦCDA′B′ǫC′D′ǫAB
−iΦ¯C′D′ABǫCDǫA′B′ + iX¯C′D′A′B′ǫCDǫAB,
equation (2.6.9) reads as
∇a∗Rabcd = 0,
from which we get (using properties 2.6.3)
−∇AB′XABCDǫC′D′+∇A′BΦA′B′CDǫC′D′−∇AB′ΦABC′D′ǫCD+∇A′BX¯A′B′C′D′ǫCD = 0.
Separating this last equation into parts which are skew-symmetric and symmetric
in C ′D′, respectively, we find it to be equivalent to
∇AB′XABCD = ∇A′BΦCDA′B′ , (2.6.10)
and its complex conjugate. Equation (2.6.10) is the spinor form of Bianchi identity.
Using (2.6.2) with (2.6.3) and (2.6.8) we get for the Ricci tensor the spinor form
Rab = R
c
acb = 6ΛǫABǫA′B′ − 2ΦABA′B′ = 6Λgab − 2Φab, (2.6.11)
and a further contraction gives the scalar curvature as
R = 24Λ. (2.6.12)
Eventually we get the Einstein tensor
Gab = Rab − 1
2
Rgab = −6ΛǫABǫA′B′ − 2ΦABA′B′ = −6Λgab − 2Φab. (2.6.13)
We obtain now a more suitable form of the Riemann curvature.
First we note that XABCD can be decomposed as
XABCD =
1
3
(XABCD +XACDB +XADBC) +
1
3
(XABCD −XACBD)
+
1
3
(XABCD −XADCB)
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= X(ABCD) +
1
3
ǫBCXAF
F
D +
1
3
ǫBDXAFC
F .
Since, from (2.6.7) it follows that XAFC
F = 3ΛǫAF , we get
XABCD = ΨABCD + Λ(ǫACǫBD + ǫADǫBC). (2.6.14)
Inserting this in (2.6.1) and taking into account (2.6.8) we get
Rabcd = ΨABCDǫA′B′ǫC′D′ + Λ(ǫBCǫAD + ǫBDǫAC)ǫA′B′ǫC′D′
+Ψ¯A′B′C′D′ǫABǫCD + Λ(ǫB′C′ǫA′D′ + ǫB′D′ǫA′C′)ǫABǫCD
+ΦABC′D′ǫA′B′ǫCD + Φ¯A′B′CDǫABǫC′D′ .
Using the Jacobi identity in the form
ǫABǫCD = ǫACǫBD − ǫADǫBC ,
we get the desired decomposition of the Riemann curvature
Rabcd = ΨABCDǫA′B′ǫC′D′ + Ψ¯A′B′C′D′ǫABǫCD
+ΦABC′D′ǫA′B′ǫCD + Φ¯A′B′CDǫABǫC′D′
+2Λ(ǫACǫBDǫA′C′ǫB′D′ − ǫADǫBCǫA′D′ǫB′C′). (2.6.15)
The first two terms in (2.6.15) are respectively the self-dual and the anti-self-dual
Weyl tensors,
(−)Cabcd = ΨABCDǫA′B′ǫC′D′,
(+)Cabcd = Ψ¯A′B′C′D′ǫABǫCD,
which form the Weyl tensor
Cabcd =
(−)Cabcd +
(+)Cabcd. (2.6.16)
Chapter 2. Spinor Approach to General Relativity – 2.6. Spinor Analysis and
Curvature 82
Purely tensorially, this is given by
Cabcd = Rabcd + 4Φ[a[cgd]b] − 4Λg[a[cgd]b] = Rabcd − 2R[a[cgd]b] + 1
3
Rg[a[cgd]b].
This tensor has the same symmetries as Rabcd, i.e.
Cabcd = −Cbacd = −Cabdc, Cabcd = Ccdab, Ca[bcd] = 0, (2.6.17)
and is in addition trace-free
Ccacb = 0. (2.6.18)
As we will see in the remainder, the Weyl tensor is the conformally invariant part
of the curvature. Furthermore, introducing the following tensors,
Eabcd = ΦABC′D′ǫA′B′ǫCD + Φ¯A′B′CDǫABǫC′D′,
gabcd = ǫACǫBDǫA′C′ǫB′D′ − ǫADǫBCǫA′D′ǫB′C′ = 2ga[cgd]b,
equation (2.6.15) reads
Rabcd =
(−)Cabcd +
(+)Cabcd + Eabcd + 2Λgabcd. (2.6.19)
In the language of representation theory (−)C, (+)C, E and g of equation (2.6.19)
belong to representation spaces for the D(2,0), D(0,2), D(1,1), D(0,0) irreducible rep-
resentations of the Lorentz group.
So far, as we said before, we derived the spinorial form of curvature tensors only
by using their (skew-)symmetry properties. However the curvature tensor Rabcd
appears when a commutator of derivatives ∇a is applied to vectors and tensors.
Thus, we may expect that the spinors which represent Rabcd appear when such
commutators are applied to spinors. This is indeed the case. We start by building
the connection coefficients.
Consider a tetrad of vectors ea
cˆ and its dual basis of co-vectors as done in section
2.3. Define
Γaˆbˆcˆ = ec
aˆedcˆ∇decbˆ ≡ ecaˆ∇cˆecbˆ. (2.6.20)
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These quantities are called Ricci rotation coefficients in the case when the frame
is chosen so that the metric has a specific form, for example (2.3.6), or Christoffel
symbols when the basis is naturally derived from a coordinate system. To obtain
the spinor equivalent of (2.6.20) we need to introduce a spinor dyad ǫAAˆ and its
symplectic dual ǫA
Aˆ by
ǫAAˆǫB
Aˆ = ǫAB = −δAB. (2.6.21)
A suitable choice is ǫA0ˆ = o
A, ǫA1ˆ = ι
A, ǫA
0ˆ = −ιA, ǫA1ˆ = oA. We could now
introduce the spinor Ricci rotation coefficients as
ΓAˆBˆCˆCˆ′ = ǫAAˆǫ
C
Cˆǫ
C′
Cˆ′∇CC′ǫABˆ ≡ ǫAAˆ∇CˆCˆ′ǫABˆ. (2.6.22)
It is immediate to see that the spinor Ricci rotation coefficients constitute the
spinor analogous of the the Ricci rotation coefficients.
Define
CD = ǫ
C′D′∇[CC′∇DD′] = 1
2
ǫC
′D′(∇CC′∇DD′ −∇DD′∇CC′)
=
1
2
(∇CC′∇DC′ +∇DD′∇CD′) = ∇C′(C∇D)C′. (2.6.23)
Consider now the commutator
∆cd = 2∇[c∇d] = ∇CC′∇DD′ −∇DD′∇CC′ .
By applying (2.2.5) to the previous equation we get, using (2.6.23)
∆cd = ∇(C′(C∇D)D′) + 1
2
ǫC′D′∇E′(C∇D)E′ + 1
2
ǫCD∇E(C′∇D′)E
+
1
4
ǫCDǫC′D′∇EE′∇EE′ −∇(D(D′∇C′)C) − 1
2
ǫD′C′∇E′(D∇C)E′
−1
2
∇E(D′∇C′E − 1
4
ǫDCǫD′C′∇EE′∇EE′ =
= ǫC′D′CD + ǫCDC′D′. (2.6.24)
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To obtain the action on a spinor, κA, we begin by forming the self-dual null bi-
vector
kab = κAκBǫA
′B′ .
We know that
∆abk
cd = Rabe
cked +Rabe
dkce.
Thus
κCǫC
′D′∆abκ
D + κDǫC
′D′∆abκ
C = RabEE′
CC′κEκDǫE
′D′ +RabEE′
DD′κCκEǫC
′E′,
i.e.
2ǫC
′D′κ(C∆abκ
D) = −RabED′CC′κEκD +RabEC′DD′κCκE .
Using decomposition (2.6.2) for the curvature we get
2ǫC
′D′κ(C∆abκ
D) = 2ǫC
′D′(ǫA′B′XABE
(CκD) + ǫABΦA′B′E
(CκD))κE
+2ǫE
[DκC]κE(ǫABX¯A′B′
D′C′ + ǫA′B′ΦAB
D′C′).
Multiplying by ǫC′D′ we get
κ(C∆abκ
D) = (ǫA′B′XABE
(C + ǫABΦA′B′E
(C)κD)κE
from which
∆abκ
C = (ǫA′B′XABE
C + ǫABΦA′B′E
C)κE . (2.6.25)
On taking into account the decomposition (2.6.24) we get easily
ABκ
C = XABE
CκE , A′B′κ
C = ΦA′B′E
CκE (2.6.26)
and by taking complex conjugates of (2.6.25) and (2.6.26) we get
∆abκ
C′ = (ǫABX¯A′B′E′
C′ + ǫA′B′ΦABE′
C′)κE
′
,
and
ABκ
C′ = ΦABE′
C′κE
′
, A′B′κ
C = X¯A′B′E′
C′κE
′
.
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These equations may be easily generalized to many-index spinors.
From the first of (2.6.26) we get, lowering the index C and substituting (2.6.14)
ABκC = −XABCDκD = −ΨABCDκD − Λ(ǫACκB + ǫBCκA),
and, by symmetrizing on (ABC) and multiplying by ǫBC , the terms in ΨABCD and
Λ can be respectively singled out
(ABκC) = −ΨABCDκD, ABκB = −3ΛκA. (2.6.27)
Introducing a spinor dyad ǫAAˆ and its symplectic dual ǫA
Aˆ as done in (2.6.21) we
get from (2.6.26)
XABCD = ǫDCˆABǫC
Cˆ , ΦA′B′CD = ǫDCˆA′B′ǫC
Cˆ (2.6.28)
and from (2.6.27)
ΨABCD = ǫDCˆ(ABǫC)
Cˆ , Λ =
1
6
ǫACˆ
ABǫB
Cˆ . (2.6.29)
Furthermore it can be shown (Penrose and Rindler, 1984) that the Bianchi identity
(2.6.10) can be deduced by the action of commutators on spinors.
We can re-express now (2.6.10) in terms of ΨABCD and Λ by use of (2.6.14):
∇AB′ΨABCD = ∇A
′
BΦCDA′B′ − 2ǫB(C∇D)B′Λ.
By splitting this equation in its symmetric and skew-symmetric part in BC we get
∇AB′ΨABCD = ∇A
′
(BΦCD)A′B′ , ∇CA′ΦCDA′B′ + 3∇DB′Λ = 0. (2.6.30)
As we see from (2.6.13) this equation is the spinor form of the important result
that the Einstein tensor is divergence free, ∇aGab = 0. An important point is that
the Bianchi identity could be regarded as a field equation for the Weyl tensor.
It might be useful here to point out that it is a misconception to consider the
Chapter 2. Spinor Approach to General Relativity – 2.7. The Newman-Penrose
Formalism 86
Bianchi identity as simply a tautology and to ignore it as contributing no further
information, as it is done even today. It is an important piece of the structure on a
Riemannian or Lorentzian manifold which relates the (derivatives of the) Ricci and
Weyl tensors. If the Ricci tensor is restricted by the Einstein equations to equal
the energy-momentum tensor, then the Bianchi identity provides a differential
equation for the Weyl tensor. Its structure is very similar to the familiar zero
rest-mass equation for a particle with spin 2. In fact, in a sense, one can consider
this equation as the essence of the gravitational theory, as we will see in section
2.9.
2.7 The Newman-Penrose Formalism
As shown in section 2.3, (o, ι) induce four null vectors, a Newman-Penrose null
tetrad (2.3.2). We denote the directional derivatives along these directions by the
conventional symbols
D = la∇a, ∆ = na∇a, δ = ma∇a, δ¯ = m¯a∇a. (2.7.1)
Clearly ∇a is a combination of these operators. In fact, using (2.3.4) we have
∇a = gab∇b = (nalb+ lanb−m¯amb−mam¯b)∇b = naD+ la∆−m¯aδ−maδ¯. (2.7.2)
The idea is now to replace ∇a by (2.7.2) and then convert all the remaining tensor
equations to sets of scalar ones by contraction with the N-P null tetrad. This can
lead to a big number of equations, but they usually possess discrete symmetries,
and involve only scalars so they are easier to handle in specific calculations.
We start by considering the connection. In spinor formalism this is described by
the spinor Ricci rotation coefficients (2.6.22). Each term is of the form
αA∇βA,
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where α and β are (o, ι) and ∇ is one of D, ∆, δ, δ¯. We could also derive them
vectorially using the N-P null tetrad of vectors (2.3.2), e.g.
κ = oADoA = o
ADoA = o
Ao¯A′ ι¯
A′oADoA+o
AoAι¯
A′Do¯A′ = o
ADι¯A
′
D(oAo¯A′) = m
aDla.
Note that α, β, γ, ǫ have particularly complicated vector descriptions. All of these
are given in the box below.
Figure 2.4: A table with the connection coefficient.
Note that for each scalar in the box there exists another one obtained from
(o¯A
′
, ι¯A
′
), e.g. κ¯ = o¯A
′
Do¯A′, etc.
As a first application of this technique we derive the N-P description of electro-
magnetism. As we have seen in section 2.5 the Maxwell field tensor is described
by a symmetric 2-spinor ϕAB. We can thus form 3 complex scalars
ϕ0 = ϕABo
AoB, ϕ1 = ϕABo
AιB, ϕ2 = ϕABι
AιB.
The generic term ϕn has n ι’s and 2− n o’s. We have
ϕAB = ǫA
CǫB
DϕCD = (oAι
C − ιAoC)(oBιD − ιBoD)ϕCD
= ϕ2oAoB − ϕ1ιAoB − ϕ1oAιB + ϕ0ιAιB
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= ϕ2oAoB − 2ϕ1o(AoB) + ϕ0ιAιB. (2.7.3)
The Maxwell equations are equivalent to
∇a(Fab + iF ∗ab) = 0,
that, taking into account equation (2.5.4), becomes
0 = ∇AA′ϕAB = ǫAC∇AA′ϕCB = (oAιC − ιAoC)∇AA′ϕCB. (2.7.4)
As A′, B take the values 0, 1, the previous equation splits into four complex equa-
tions corresponding to the eight real Maxwell equations. For example we may
multiply it by o¯A
′
oB to get, after some calculation,
Dϕ1 − δ¯ϕ0 = (π − 2α)ϕ0 + 2ρϕ1 − κϕ2. (2.7.5)
Similarly, one can obtain the other three complex Maxwell equations, given in
Appendix B.
The same procedure can be followed for the trace-free Ricci tensor, ΦABA′B′ , that
can be decomposed into 9 independent real quantities Φij = Φ¯ji and for the Weyl
tensor ΨABCD, that can be decomposed into 5 complex scalars Ψn. Note that
the first index i of Φij is the number of contraction with ι’s and the second, j,
is the number of contractions with ι¯’s while the index n of Ψn is the number of
contractions with ι’s. For example, we have
Φ12 = ΦABA′B′o
AιB ι¯A
′
ι¯B
′
,
Ψ2 = ΨABCDo
AoBιCιD.
We know that the curvature tensor can be be expressed in terms of the Ricci
rotation coefficients. It implies that there must be some relations in which both Φ
and Ψ can be linked to the N-P scalars. The equations defining the curvature tensor
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components in terms of derivatives and products of N-P scalars are called N-P field
equations and are 18 independent relations. They can be obtained with tedious
calculations and are reported in Appendix B. The Bianchi identities (2.6.30) too
can be expressed in terms of the N-P scalars, giving 11 independent relations, that
can be found, for example, in the Appendix B of Stewart (1991).
2.8 Null Congruences
A null congruence C is a congruence of null curves in space-time, i.e. a family
of null curves with the property that precisely one member of the family passes
through each point of a given domain under consideration. As we will see null
congruences of rays (geodetic null curves) are very important in the gravitational
radiation theory.
A congruence of curves is specified by giving a vector field la on M and is defined
to be the set of integral curves of la, i.e. the set of curves whose tangent vector
is la. Choosing a parameter u along each curve, the scaling of the vector la is
therefore defined by the relation
la∇au = 1.
We are taking into account only null congruences, for which the tangent vector la
is null,
lala = 0.
Using the map between spinors and vectors we may associate to la a spin vector
oA as
la = oAo¯A
′
. (2.8.1)
If we are considering a geodetic congruence the vector la has to be parallelly
propagated along the curve,
la∇alb ∝ lb. (2.8.2)
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The parameter u is called affine if
la∇alb = 0. (2.8.3)
Using equations (2.8.1) and the first of (2.7.1) we have that (2.8.2) is written in
terms of the spinor oA as
DoA ∝ oA, (2.8.4)
while (2.8.3) can be written as
DoA = 0. (2.8.5)
Geometrically this equation tells us that the flag planes has to be parallel along
C .
Note that (2.8.4) is equivalent to
oADoA = 0 (2.8.6)
and from the box of N-P scalars we see that this implies
κ = 0.
We can write down equation (2.8.6) entirely as
oAoBo¯A
′∇AA′oB = 0,
and hence we obtain the following relations
oAo¯A
′∇AA′oB = ǫoB, oBo¯A′∇AA′oB = ρoA, oAoB∇AA′oB = σo¯A′, (2.8.7)
ǫ, ρ and σ being the N-P scalars given in the box 2.4. This follows by transvecting
the three previous equations by ιB, ιA and ι¯A
′
respectively.
Notice that ǫ, ρ and σ are defined without any reference to ιA, being referred to
the geometry of the oA field alone.
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From equation (2.8.3) we see that the condition for a null congruence of geodesics
to be affinely parametrized is that
0 = oAo¯A
′∇AA′
(
oB o¯B
′
)
,
hence
0 = ιB ι¯B′o
Ao¯A
′∇AA′
(
oBo¯B
′
)
= ǫ+ ǫ¯.
The condition for the geodetic congruence C to have both parallelly propagated
flag planes alone and affine parametrization is, from equation (2.8.5),
ǫ = 0.
We now collect these results and one other in the following table:
• C geodetic ⇔ κ = 0;
• C geodetic, u affine ⇔ κ = 0, ǫ+ ǫ¯ = 0;
• DoA = 0⇔ κ = 0, ǫ = 0;
• DιA = 0⇔ π = 0, ǫ = 0.
Consider now a null curve µ of the congruence C whose tangent null vector is
la = oAo¯A
′
. Complete oA to a spin basis (oA, ιA) at a point p of µ. We can
propagate oA and ιA along µ via
DoA = 0, DιA = 0,
where D = la∇a. This means that oA and ιA are parallelly propagated along µ
and remain a spin basis at each of its points. Consider a connecting vector ζa of
any two elements of C , µ and µ′. By definition of connecting vector, ζa satisfies
[l, ζ ]a = 0⇒∇lζa = ∇ζ la. (2.8.8)
Chapter 2. Spinor Approach to General Relativity – 2.8. Null Congruences 92
Suppose that at p ∈ γ the vector ζ is orthogonal to γ. Then laζa = 0 at p and
hence, from (2.8.8)
D(laζa) = l
aDζa = l
a∇lζa = la∇ζ la = 1
2
∇ζ(lala) = 0.
Thus ζa remains always orthogonal to γ in each of its points. Neighbouring pair
of rays satisfying this property are called abreast. Their physical meaning is the
following. If we realize the congruence physically by a cloud of photons, then two
abreast rays correspond to the world-lines of two neighbouring photons which in
some observer’s local 3-space lie in a 2-plane element perpendicular to their paths.
Moreover, any two local observers will judge the photons to be at the same distance
from each other if and only if the rays are abreast.
Construct now the N-P tetrad (l, n,m, m¯) induced by the spin basis. Since ζa is
real and orthogonal to la there must exist a real u and a complex ζ such that
ζa = ula + ζ¯ma + ζm¯a
= uoAo¯A
′
+ ζ¯oAι¯A
′
+ ζo¯A
′
ιA.
It follows that
Dζa = ∇lζa = ∇ζ la = ζb∇bla = (ulb + ζ¯mb + ζm¯b)∇bla = ζ¯δla + ζδ¯la
= ζ¯oAδo¯A
′
+ ζ¯ o¯A
′
δoA + ζoAδ¯o¯A
′
+ ζo¯A
′
δ¯oA. (2.8.9)
But we also have
Dζa = oAo¯A
′
Du+ oAι¯A
′
Dζ¯ + ιAo¯A
′
Dζ. (2.8.10)
Thus, comparing LH sides of (2.8.9) and (2.8.10) we get
oAo¯A
′
Du+ oAι¯A
′
Dζ¯ + ιAo¯A
′
Dζ = ζ¯oAδo¯A
′
+ ζ¯ o¯A
′
δoA + ζoAδ¯o¯A
′
+ ζo¯A
′
δ¯oA.
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Multiplying by oAι¯A′ we have
−Dζ = −ζ¯oAδoA − ζoAδ¯oA,
i.e.,
Dζ = −ρζ − σζ¯. (2.8.11)
The interpretation of ζ is as follows. The projection of ζa onto the spacelike 2-plane
spanned by ma and m¯a, which we call Π, is
ζbmbm
a + ζbm¯bm¯
a = ζma + ζ¯m¯a.
Thus ζ describes the projection in an Argand 2-plane Π spanned by ma and m¯a,
see Figure 2.5.
Figure 2.5: Two abreast neighbouring rays. Their separation, as time progresses, is
measured by ζ.
Define
ρ = k + it, σ = se2iθ.
with k, t, s and θ real. We consider three cases:
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• For t = s = 0 we have that (2.8.11) reduces to
Dζ = −kζ,
showing that k = Re(ρ) measures the rate of contraction of the simultaneous
bundle of rays, i.e. the congruence of C .
• For k = s = 0 we have
Dζ = −itζ,
showing that t = Im(ρ) measures the twist (or rotation).
• For ρ = θ = 0, setting ζ = x+ iy we get
Dx = −sx, Dy = sy,
which represents a volume-preserving shear at a rate s with principal axes
along the x and y axes. Thus s = |σ| is a measure of degree of shearing,
i.e. the tendency of the initial sphere to become distorted into an ellipsoidal
shape. If s = 0, then a small spherical region will remain spherical, but
if s 6= 0, it will be stretched in some directions. It can be shown that
multiplying s by e2iθ rotates the principal shear axes by θ.
Figure 2.6: The geometrical interpretation of ρ and σ in terms of behaviour in ζ-plane.
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Theorem 2.8.1.
If σ˜ is the shear of l˜a with respect to g˜ab, then the shear σ of l
a = Ω−2 l˜a with respect
to gab = Ω
2g˜ab is given by σ = Ω
−2σ˜. In particular, shear-freeness is conformally
invariant.
Although the proof to this theorem is very simple (see Ludvigsen, 2004, pg. 110),
it will play an important role in the description of the properties of I .
Since (2.8.11) is a linear equation, the general case is a superposition of these
effects: the congruence, or more precisely the projection of the connecting vector
onto an orthogonal spacelike 2-surface, is expanded, rotated and sheared.
Definition 2.8.1.
A null congruence C is said to be hypersurface-orthogonal if its tangent vector
field, la, is proportional to a gradient field, i.e. there exist v and f such that
la = v∇af.
If C is hypersurface-orthogonal we have
l[a∇blc] = v∇[af∇b(v∇c]f) = v∇[af∇bv∇c]f + v2∇[af∇b∇c]f
=
1
3
v(∇bv∇[af∇b]f +∇cv∇[bf∇a]f +∇av∇[cf∇b]f)
+
1
3
v2(∇af∇[b∇c]f +∇bf∇[c∇a]f +∇cf∇[a∇b]f) = 0.
Note that the second term vanishes in virtue of the torsion free condition. The
converse is also true, i.e. C is hypersurface-orthogonal if its tangent vector la
satisfies l[a∇blc] = 0. This is a particular consequence of the Frobenius theorem
(see Wald, 1984, pg. 434-436). Hence we can state the following
Proposition 2.8.1.
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C is hypersurface-orthogonal ⇔ l[a∇blc] = 0.
Furthermore we have
• 0 = mam¯bncl[a∇blc] = mam¯bnc(la∇blc − la∇clb + lc∇alb − lc∇bla + lb∇cla −
lb∇alc)
i.e.,
0 = mam¯b(∇alb −∇bla) = m¯bδlb −mbδ¯lb ⇒ ρ = ρ¯;
• 0 = malbncl[a∇blc] = mam¯bnc(la∇blc−la∇clb+lc∇alb−lc∇bla+lb∇cla−lb∇alc)
i.e.,
0 = lbδlb −mbDlb ⇒ 0 = −mbDlb = −κ⇒ κ = 0.
Thus we have
Proposition 2.8.2.
C is hypersurface-orthogonal ⇔ l[a∇blc] = 0⇔

κ = 0ρ = ρ¯
i.e. a null congruence C is hypersurface-orthogonal if and only if it is geodetic and
twist-free.
If a null congruence C with tangent vector la is hypersurface-orthogonal, then,
by definition, the hypersurfaces N to which it is orthogonal must be null, and
la is also tangent to them. Moreover, since the normal direction to a particular
N is unique at each point, and since la is the only null direction orthogonal to
la, la is the unique future-pointing null tangent direction at each point of N .
These directions in N have a two-parameter family of integral curves called gen-
erators : they ‘form’ N . Conversely, the generators of a one-parameter family of
null hypersurfaces N constitute a three-parameter family of null lines which are
hypersurface-orthogonal. Note that the generators of the hypersurfaces N , being
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Figure 2.7: A one-parameter family of null hypersurfaces, whose normals la are null
vectors and which are therefore also tangent vectors.
null and hypersurface-orthogonal, must be geodetic by proposition 2.8.2. For the
equivalence stated above the quantities ρ and σ refer as well to the geometry of
N as to the entire congruence C . We can speak of convergence and shear of a
single null hypersurface. Therefore we have the following characterization.
Proposition 2.8.3.
A null congruence C with tangent vector la is hypersurface-orthogonal if and only
if it is null-hypersurface forming, i.e. there exists a one parameter family of null
hypersurfaces to which la is tangent at each point.
2.9 Einstein’s Equations
The decomposition (2.6.15) of the Riemann tensor into its irreducible spinorial
parts allows us to discuss the structure of space-time curvature, as is implied by
Einstein’s Field Equations,
Rab − 1
2
Rgab + λgab = −8πGTab. (2.9.1)
Here λ is the cosmological constant and Tab the local stress-energy-momentum
tensor.
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Using (2.9.1) and (2.6.11)-(2.6.12) we get
8πGTab = (6Λ− λ)gab + 2Φab,
from which, taking into account the trace-free property of Φab,
Λ =
πG
3
T aa +
λ
6
, (2.9.2)
and thus
Φab = 4πG
(
Tab − 1
4
gabT
c
c
)
. (2.9.3)
Thus, in terms of the spinors and ΦABC′D′ and ΨABCD, introducing the spinor
TAA′BB′ equivalent to the tensor Tab and taking into account the first of (2.6.30),
the field equations become
∇AB′ΨABCD = 4πG∇A′(BTCD)A′B′ , (2.9.4a)
ΦABC′D′ = 4πG
(
TABC′D′ − 1
4
ǫABǫC′D′T
EE′
EE′
)
, (2.9.4b)
Λ =
πG
3
TEE
′
EE′ +
λ
6
. (2.9.4c)
If we assume now that Tab = 0, i.e. in absence of matter, the previous equations
reduce to
∇AA′ΨABCD = 0, (2.9.5a)
ΦABC′D′ = 0, (2.9.5b)
Λ =
1
6
λ. (2.9.5c)
In particular equations (2.9.5a) is in a certain sense analogous to an actual field
equation. It has a significance as being formally identical with the wave equation
for a massless (zero rest-mass) spin 2-particle.
Chapter 3
Conformal Infinity
Abstract
In this part of the work the notion of conformal infinity, originally introduced by
Penrose, is developed. The idea, which can be found in (Penrose, 1962), is that
if the space-time is considered from the point of view of its conformal structure
only, ‘points at infinity’ can be treated on the same basis as finite points. This can
be done completing the space-time manifold to a highly symmetrical conformal
manifold by the addition of a null cone at infinity, called I . In this chapter
we will first build up this kind of construction for Minkowski and Schwarzschild
space-times and study their properties. Basing on these results we will give the
definition of ‘asymptotic simplicity’. Owing to their conformal invariance, zero
rest-mass fields can be studied on the whole of this conformal manifold, as will
be done in the next chapter. It is worth noting that this method, which is deeply
geometrical and coordinate-free, and hence more elegant, allows to obtain many
results about the gravitational radiation in a very simple and natural way.
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3.1 Introduction
The notion of ‘conformal infinity’ introduced by Penrose almost fifty years ago is
one of the most fruitful concepts within Einstein’s theory of gravitation. Most
of the modern developments in the theory are based on or at least influenced in
one way or another by the conformal properties of Einstein’s equations in general
or, in particular, by the structure of null infinity: the study of radiating solutions
of the field equations and the question of fall-off conditions for them; the global
structure of space times; the structure of singularities; conserved quantities; the
null hypersurface formulation of General Relativity; the conformal field equations
and their importance for the numerical evolution of space-times.
To introduce the notion of conformal infinity in a suitable way consider the situa-
tion of an isolated gravitating source. Then we might expect space-time to become
‘flat asymptotically’ as we move further away from it. How to formulate the con-
cept of asymptotic flatness is a priori rather vague. Somehow we want to express
the fact that the space-time ‘looks like’ Minkowski space-time at ‘large distances’
from the source. Obviously, the investigation of asymptotic properties depends
critically on how we approach infinity. In order to fix ideas, consider an isolated
gravitational system that emits gravitational waves carrying positive energy, as
consequence of its varying asymmetry (Stewart, 1991; Penrose, 1967). To find out
what energy we should assign to the waves, it is necessary to measure the masses
m1 and m2 respectively before and after the emission and then evaluate the dif-
ference m1 − m2. One way to measure the mass m1 would be to integrate some
expression of mass density over a spacelike hypersurface S1; however in this case
we should take into account the non-local mass density of the gravitational field
itself. To avoid those complicated effects a good idea would be to take the hyper-
surface S1, which can be chosen to be a 2-surface, to infinity, where the curvature
should become in some way‘small ’ for an asymptotically flat space-time. The mass
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measure obtained in this way is called ADM mass. But if we were taking in the
same way a spacelike 2-surface S2 that intercepts the source after the emission of
gravitational radiation, we wouldn’t get m2 as our mass measurement, but again
m1. This is because such a S2 would intercept, in addiction to the source world-
line, the radiation ones too, giving a total mass measure m2 + (m1 −m2) = m1.
To obtain a correct measurement of m2 we should bend S2 so that the already
emitted radiation remains in its past, never intersecting it. As a consequence we
pick S2 to be a null surface at far distances from the source and the corresponding
mass we obtain is called Bondi mass. The measurement of m1 can be done by
using a null 2-surface too. We denote the two null surfaces used by N1 e N2.
Figure 3.1: On the left, the choice of the hypersurfaces S1,S2, N1 ed N2. On the right,
the difference between ADM and Bondi mass.
The main question now is to understand how to take the above limits to infinity in
an appropriate way and to express properly the concept of asymptotic behaviour.
While it is certainly possible to discuss asymptotic properties by taking carefully
limits as ‘r →∞’, there is an equivalent way to approach the problem, introduced
by Penrose, which allows us to avoid such limit operations and that possesses a
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more geometrical nature, based on the concept of space-time conformal rescalings.
As we will see the main feature of those transformations will be to ‘make infinity
finite’ in a certain way.
3.2 Conformal Structure of Minkowski and
Schwarzschild Space-Times
The idea (Penrose, 1962, 1963, 1964, 1967) is to construct, starting from the ‘phys-
ical space-time’ (M˜ , g˜), another ‘unphysical space-time’ (M , g) with boundary
I = ∂M (see Appendix A), such that M˜ is conformally equivalent to the interior
of M with gab = Ω
2g˜ab, given an appropriate function Ω. The two metric g˜ab and
gab define on M˜ the same null-cone structure. The function Ω has to vanish on I ,
so that the physical metric would have to be infinite on it and cannot be extended.
The boundary I can be thought as being at infinity, in the sense that any affine
parameter in the metric g˜ on a null geodesic in M attains unboudedly large values
near I . This is because if we consider an affinely parametrized null geodesic γ in
the unphysical space-time (M , g) with affine parameter λ, whose equation is
d2xa
dλ2
+ Γabc
dxb
dλ
dxc
dλ
= 0,
it is easy to see that the corresponding geodesic γ˜ in the physical space-time (M˜ , g˜)
with affine parameter λ˜(λ) is solution of the equation
d2xa
dλ˜2
+ Γ˜abc
dxb
dλ˜
dxc
dλ˜
= − 1
λ˜′
(
λ˜′′
λ˜′
+ 2
Ω′
Ω
)
dxa
dλ˜
,
where a ′ denotes a λ derivative. If we want the parameter λ˜ to be affine the right
hand side of the above equation must vanish, and hence we must have
dλ˜
dλ
=
c
Ω2
,
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where c is an arbitrary constant. Since Ω = 0 on I , λ˜ diverges and hence γ˜ never
reaches I , which apparently really is at infinity. Thus, from the point of view of
the physical metric, the new points (i.e. those on I ) are infinitely distant from
their neighbours and hence, physically, they represent ‘points at infinity’.
The advantage in studying the space-time (M , g) instead of (M˜ , g˜) is that the
infinity of the latter gets represented by a finite hypersurface I and the asymptotic
properties of the fields defined on it can be investigated by studying I and the
behaviour of such fields on I .
However, there is a large freedom for the choice of the function Ω. Anyway, it will
turn out from general considerations that an appropriate behaviour for Ω is that it
should approach zero (both in the past and in the future) like the reciprocal of an
affine parameter λ on a null geodesic of the space-time considered (λΩ→ constant
as λ→ ±∞).
Figure 3.2: Conformal transformation from M˜ to M
Consider physical Minkowski space-time in spherical polar coordinates
g˜ = dt⊗ dt− dr ⊗ dr − r2Σ2, (3.2.1)
where
Σ2 = dθ ⊗ dθ + sin2 θdφ⊗ dφ. (3.2.2)
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Introduce now the standard retarded and advanced null coordinates (t, r)→ (u, v)
defined by
u = t− r, v = t+ r, v ≥ u.
The coordinates u and v serve as affine parameters into the past and into the
future of null geodesics of Minkowski space-time.
The metric tensor becomes
g˜ =
1
2
(du⊗ dv + dv ⊗ du)− 1
4
(v − u)2Σ2.
Consider now the unphysical metric
g = Ω2g˜,
with the choice
Ω2 =
4
(1 + u2)(1 + v2)
.
Note that for u, v → ±∞ we have Ωu, Ωv → constant, as pointed out before.
Now to interpret this metric it is convenient to introduce new coordinates
u = tan p, v = tan q, −π
2
< p ≤ q < π
2
,
such that we have
g = 2(dp⊗ dq + dq ⊗ dp)− sin2(p− q)Σ2. (3.2.3)
It is possible to bring the metric (3.2.3) in a more familiar form by setting
t′ = q + p, r′ = q − p, −π < t′ < π, −π < t′ − r′ < π, 0 < r′ < π,
from which follows
g = dt′ ⊗ dt′ − dr′ ⊗ dr′ − sin2(r′)Σ2. (3.2.4)
It’s worth noting that the metric (3.2.4) is that of Einstein static universe, E ,
the cylinder obtained as product between the real line and the 3-sphere, S3 × R.
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Figure 3.3: The cylinder E = S3 × R, of which M is just a finite portion, delimited by
I +, I −, i+, i− and i0. We note that the (θ, φ) coordinates are suppressed, so that each
point represents a 2-sphere of radius sin r′.
However the manifold M represents just a finite portion of such cylinder.
The metric (3.2.3) is defined at q = π/2 and p = −π/2: those values correspond
to the infinity of M˜ and therefore they represent the hypersurface I . Hence we
have defined a conformal structure on M , whose coordinates are free to move in
the range −π/2 ≤ p ≤ q ≤ π/2. The boundary is given by p = −π/2 or q = π/2
and the interior of M is conformally equivalent to Minkowski space-time.
We introduce the following points in M :
• i+, called future timelike infinity given by the limits t ± r → ∞, u, v → ∞,
p, q → π
2
, t′ → π, r′ → 0. All the images in M of timelike geodesics terminate
at this point;
• i−, called past timelike infinity given by the limits t± r → −∞, u, v→ −∞,
p, q → −π
2
, t′ → −π, r′ → 0. All the images in M of timelike geodesics
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originate at this point;
• i0, called spacelike infinity given by the limits t ± r → ±∞, u → −∞,
v → ∞, p → −π
2
, q → π
2
, t′ → 0, r′ → π. All spacelike geodesics originate
and terminate at this point.
We also introduce the following hypersurfaces in M :
• I +, called future null infinity, is the null hypersurface where all the outgoing
null geodesics terminate and is obtained in the following way. Null outgoing
geodesics are described by t = r + c, with c finite constant, from which
u = t− r = c and v = t + r = 2t− c. Taking the limit t→∞ we get u = c
and v = ∞, hence q = π/2 and p = tan−1 c = p0 with −π/2 < p0 < π/2.
In (t′, r′) coordinates t′ = π/2 + p0 and r
′ = π/2 − p0. As p0 runs in its
range of values this is a point moving on the segment connecting i+ e i0. All
outgoing null geodesics terminate on this segment, described by the equation
t′ = π − r′.
• I −, called past null infinity, is the hypersurface form which all null ingoing
geodesics originate. It can be shown that this is given by the region p = −π/2
and −π/2 < q0 < π/2 and is described, in terms of (t′, r′) coordinates, by
the segment of equation t′ = π + r′ connecting i− and i0.
Putting
f±(t′, r′) = t′ ± r′ − π,
the two equations defining the hypersurfaces I + and I − are
f±(t′, r′) = 0,
respectively. The normal covectors to I + and I − are
n±a =
∂f±
∂xa
= (1,±1, 0, 0).
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Since gabn±a n
±
b = 0 it follows that I
+ and I − are null hypersurfaces.
At this stage, we can build some useful representation of the space-time M . One is
a portion of the plane in (t′, r′) coordinates, that is an example of Penrose diagram.
Each point of the Penrose diagram represents a sphere S2, and radial null geodesics
are represented by straight lines at ±45◦, see Figure 3.4
Figure 3.4: A Penrose diagram for M , using (t′, r′) coordinates.
Another one is depicting M as a portion of the cylinder E = S3 ×E1, see Figure
3.3.
One more representation for the Minkowski space-time is furnished by Figure 3.5.
We note here that for M the points i+, i− and i0 are regular and that I − and
I + both have S2 × R topology. Furthermore the boundary of M is given by
I = I + ∪I − ∪ i+ ∪ i− ∪ i0.
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Figure 3.5: This is another useful way of depicting M as the interior of two cones joined
base to base. This picture however is not conformally accurate: in fact i0 appears as an
equatorial region whereas it should be a point.
Consider now Schwarzschild space-time, defined by the metric
g˜ = dt⊗ dt
(
1− 2m
r
)
− dr ⊗ dr
(
1− 2m
r
)−1
− r2Σ2. (3.2.5)
Introducing (u, w) coordinates as
u = t−
[
r + 2m ln
( r
2m
− 1
)]
, w = 1/r, (3.2.6)
we have
g˜ = du⊗ du (1− 2mw)− (du⊗ dw + dw ⊗ du) 1
w2
− 1
w2
Σ2. (3.2.7)
The first of (3.2.6) is just the null retarded coordinate, corresponding to a null
outgoing geodesic. Note that the coordinate r∗ = r + 2m ln (r/2m− 1) in (3.2.6)
is the usual Wheeler-Regge ‘tortoise coordinate’ introduced in Wheeler and Regge
(1957). Consider now the unphysical metric
g = Ω2g˜, Ω = w,
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g = w2(1− 2mw)du⊗ du− (du⊗ dw + dw ⊗ du)− Σ2. (3.2.8)
Schwarzschild space-time, M˜ , is given by 0 < w < 1/2m because 2m < r < ∞.
We remark that the Schwarzschild solution can easily be extended beyond the
event horizon, i.e. 0 < r < ∞ and 0 < w < ∞ because the apparent singular
point r = 2m of the metric (3.2.5) is just a coordinate singularity and not a
physical one, how can be noticed from (3.2.7). The metric (3.2.8) is defined for
w = 0 (i.e. r =∞) and hence for M we may take the range 0 ≤ w < 1/2m, such
that the hypersurface I + is given by Ω = w = 0.
Re-expressing (3.2.8) in terms of a null advanced coordinate
v = u+ 2r + 4m ln
( r
2m
− 1
)
,
corresponding to a null ingoing geodesic we get
g = w2(1− 2mw)dv ⊗ dv + (dv ⊗ dw + dw ⊗ dv)− Σ2. (3.2.9)
By doing this it is now possible to introduce I − as the hypersurface of M de-
scribed by (3.2.9) for w = 0. It is easy to check that the hypersurfaces I + and
I −, given by the equations f±(w) = w = 0 are again null hypersurfaces.
The main difference between the Minkowski space-time case emerges from the fact
that the points i+, i− and i0 in the Schwarzschild case are not regular, as could be
deduced by the study of the eigenvalues of the Weyl tensor. However it should not
be surprising that i+ and i− turn out to be singular, since the source generating
the gravitational field becomes concentrated at these points, at the two ends of its
history. Thus we will omit i+, i− and i0 from the definition of I , that will just be
I = I − ∪I +. We have two disjoint boundary null hypersurfaces I − and I +
each of which is a cylinder with topology S2 × R. These null hypersurfaces are
generated by rays (given by θ,φ =constant, w = 0) whose tangents are normals
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Figure 3.6: Null infinity for the Schwarzschild space-time. Note that w = 0 corresponds
both to I + and I −. The points i± and i0 are singular and have been deleted.
to the hypersurfaces. These rays may be taken to be the R′s of the topological
product S2 × R.
Take now into account a space-time (M˜ , g˜) with metric tensor (Penrose and Rindler,
1986; Penrose, 1967)
g˜ = r−2Adr ⊗ dr +Bi(dxi ⊗ dr + dr ⊗ dxi) + r2Cijdxi ⊗ dxj , (3.2.10)
with A, Bi and Cij sufficiently differentiable functions (say C
3) of xµ, with x0 =
r−1, on the hypersurface I defined by x0 = 0 and in its neighbourhood. If the
determinant
det

A Bi
Bj Cij


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does not vanish, the space-time (M , g) with metric g = Ω2g˜, being Ω = r−1,
g = Adx0 ⊗ dx0 − Bi(dxi ⊗ dx0 + dx0 ⊗ dxi) + Cijdxi ⊗ dxj
is regular on I . It is clear that Schwarzschild space-time is just a particular case of
this more general situation described by (3.2.10). Furthermore this metric includes
all the Bondi-Sachs type (with which we will deal in chapter 6). These metrics
describe a situation where there is an isolated source (with asymptotic flatness)
and outgoing gravitational radiation. Hence a regularity assumption for I seems a
not unreasonable one to impose if we wish to study asymptotically flat space-times
and allow the possibility of gravitational radiation. In such situations, therefore,
we expect a future-null conformal infinity I to exist. The choice made for Ω
possesses the important property that its gradient at I , ∂Ω/∂xµ = (1, 0, 0, 0), is
not vanishing and hence defines a normal direction to I (I being described by
the equation Ω = 0).
Roughly speaking, to say that a space-time is asymptotically flat means that its
infinity is ‘similar’ in some way to the Minkowski’s one. As a consequence we may
expect the conformal structure at infinity of an asymptotically flat space-time to
be similar to the one found for the Minkowski case.
With those ideas in mind we may now proceed to a rigorous definition of asymptot-
ically simple space-time. However we must also bear in mind that asymptotically
flatness is, in itself, a mathematical idealization, and so mathematical convenience
and elegance constitute, in themselves, an important criteria for selecting the ap-
propriate idealization.
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3.3 Aymptotic Simplicity and Weak Asymptotic
Simplicity
Definition 3.3.1.
A space-time (M˜ , g˜) is k-asymptotically simple if some Ck+1 smooth manifold-
with-boundary M exists, with metric g and smooth boundary I = ∂M such
that:
1. M˜ is an open submanifold of M ;
2. there exists a real valued and positive function Ω > 0, that is Ck throughout
M , such that gab = Ω
2g˜ab on M˜ ;
3. Ω = 0 and ∇aΩ 6= 0 on I ;
4. every null geodesic on M has two endpoints on I .
The space-time (M˜ , g˜) is called physical space-time, while (M , g) unphysical space-
time.
Definition 3.3.2. Hawking and Ellis (1973)
A space-time (M˜ , g˜) is k-asymptotically empty and simple if it is k-asymptotically
simple and if satisfies the additional condition
5. R˜ab = 0 on an open neighbourhood of I in M (this condition can be
modified to allow the existence of electromagnetic radiation near I ).
Remark 3.3.1.
Note that there are many different definitions of asymptotic simplicity. We used
here the one which is due to Penrose and Rindler (1986), but others which slightly
differ from this are possible (Penrose, 1967; Hawking and Ellis, 1973; Stewart,
1991).
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Remark 3.3.2.
Note that although the extended manifold M and its metric are called ‘unphysical’
, there is nothing unphysical in this construction. The boundary of M˜ in M is
uniquely determined by the conformal structure of M˜ and, therefore, it is just as
physical as M˜ .
Now we try to justify the previous assumptions.
Clearly with 1., 2. and 3. we mean to build I as the null infinity of (M˜ , g˜),
using the results obtained in the Minkowski case, with which must share some
properties. Condition 4. ensures that the whole of null infinity is included in
I . Furthermore null geodesics in M˜ correspond to null geodesics in M because
conformal transformations map null vectors to null vectors: the concept of null
geodesic is conformally invariant. Thus we deduce that past and future infinity of
any null geodesic in M˜ are points of I . Condition 5. ensures that the physical
Ricci curvature R˜ab vanishes in the asymptotic region far away from the source
of the gravitational field. Finally note how the points i+, i− and i0 are excluded
from the definition of I , since I is not a smooth manifold at these points. The
condition 5., together with 3., implies that for an asymptotically empty and simple
space-time the conformal infinity I is always null. This is because it is easy to
see that the Ricci scalar R of the metric gab is related to the Ricci scalar R˜ of the
metric g˜ab by
R˜ = Ω−2R− 6Ω−1gcd∇c∇dΩ + 3Ω−2gcd∇cΩ∇dΩ,
and hence, by multiplying both members by Ω2, and by evaluating this equation on
I where Ω = 0, it follows that gcd∇cΩ∇dΩ = 0. By condition 3., since ∇cΩ 6= 0,
it follows that gcd∇cΩ∇dΩ = 0 and thus ∇cΩ, the normal vector to I is null and,
by definition, I is a null hypersurface. Furthermore Rab is related to R˜ab by
R˜ab = Rab − 2Ω−1∇a∇bΩ− gab(Ω−1∇c∇cΩ− 3Ω−2∇cΩ∇cΩ).
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Since ∇cΩ is null and Rab is defined on I +, if condition 5. holds, the previous
equation on I + leads to
2∇a∇bΩ+ gab∇c∇cΩ = 0.
Contracting with gab it gives
∇c∇cΩ = 0⇒∇a∇bΩ = 0.
Hence the normal vector to I is divergence- and shear-free. Furthermore it will be
pointed out in chapter 4 that for any asymptotically simple space-time I consists
of two disconnected components, I + on which null geodesics in M˜ have their
future endpoints and I − on which they have their past endpoints and both I +
and I − have the topology S2 ×R, so that the structure of the conformal infinity
found for Minkowski space-time is that of any asymptotically simple space-time.
The following theorem is very important because it states the relation that occurs
between an asymptotically simple space-time and its causal structure.
Theorem 3.3.1.
An asymptotically simple and empty space-time (M˜ , g˜) is globally hyperbolic.
The proof can be found in Hawking and Ellis (1973). The interpretation of
this result is the following. If a space-time has a certain structure at infinity that
resembles the one of Minkowski, then it is ‘predictive’ in the sense specified in
section 1.7 and is causally stable and thus there cannot occur any causality viola-
tions. The asymptotic simplicity is a very strong assumption for a space-time.
However condition 4. is difficult to verify in practice and is not even satisfied by
some space-times that we would like to classify as asymptotically flat. As an exam-
ple, for Schwarzschild space-time, it is known that there exist null circular orbits
with radius 3m, and hence don’t terminate on I +. For this reasons condition 4.
is often too strong and gets replaced by a weaker one that brings to the notion of
weakly asymptotically simple space-time.
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Definition 3.3.3.
A space-time (M˜ , g˜) is weakly asymptotically simple if there exists an asymptot-
ically simple space-time (M˜ ′, g˜′) with associate unphysical space-time (M ′, g′),
such that for a neighbourhood H ′ of I ′ in M ′ , the region M˜ ′ ∩H ′ is isometric
to a similar neighbourhood H˜ of M˜ .
In this way a weakly asymptotically simple space-time possesses the same
properties of the conformal infinity of an asymptotically simple one, but the null
geodesics do not necessary reach it because it may have other infinities as well.
Such space-times are essentially required to be isometric to an asymptotically sim-
ple space-time in a neighbourhood of I . A different condition has been proposed
by Geroch and Horowitz (1978) In the remainder for asymptotically flat space-time
we will mean a weakly asymptotically simple one.
Chapter 4
Conformal Rescalings and I
Abstract
In this chapter we will make a direct application of the spinor formalism to the
conformal technique, both concepts being introduced in the previous parts of the
work. We will study the behaviour of the spinor fields under conformal rescalings
and, in particular, that of zero rest-mass fields. This is motivated by the fact that
the equation of motion of the Weyl spinor, as shown in section 2.9, is that of a
spin 2 zero-rest mass field. Generally, if we find a way to solve an equation on
the unphysical space-time and the fields involved behave in a suitable way under
conformal rescalings, then we are able to reconstruct the solution on the physical
space-time too. In the last section we show the basic properties of I for an
asymptotically flat space-time. These are (under the assumption that the vacuum
Einstein’s equations hold and hence the cosmological constant equals zero):
• I is a null hypersurface;
• I has two connected components, I + and I −, each of which has topology
S2 × R;
• the conformal Weyl tensor Cabcd vanishes on I ;
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• I is shear-free.
4.1 Conformal Rescalings Formulae
Before exploring asymptotic properties we need to establish the relationship be-
tween the connection and curvature tensors in the physical and unphysical space-
times. As we have seen in chapters 2 and 3 a conformal rescaling is a transformation
that maps the physical metric g˜ab to the unphysical one gab via
gab = Ω
2g˜ab, g
ab = Ω−2g˜ab, (4.1.1)
Ω being a smooth and positive real valued function that vanishes on I . Note that
no transformation of points is involved. Thus we can set, consistently with the
transformation of the metric and with (2.3.3),
ǫAB = Ωǫ˜AB, ǫ
AB = Ω−1ǫ˜AB. (4.1.2)
The only alternative to this choice, ǫAB = −Ωǫ˜AB , is not continuous with the
identity scaling and is therefore rejected. We note here that we could have chosen
a complex Ω in (4.1.2) and hence replaced Ω2 with ΩΩ¯ in (4.1.1), but this would
naturally give rise to a torsion, as discussed in Penrose (1983). By choosing a real
Ω we get for the conjugates
ǫA′B′ = Ωǫ˜A′B′ , ǫ
A′B′ = Ω−1ǫ˜A
′B′ .
We establish now the following convention: if the kernel letter of a spinor carries
a tilde then ǫ˜AB, ǫ˜AB are to be used; however if there is no such tilde then the
standard ǫAB, ǫAB are used.
As we mentioned above, a spin vector κ˜A has a definite geometric interpretation
(flag and flagpole) which is quite independent of any rescaling. Hence we can
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suppose a conformal rescaling (4.1.2) to leave κ˜A unaffected
κA = κ˜A.
Then for the associate spin co-vector we have
κA = ǫBAκ
B = Ωǫ˜ABκ
B = Ωκ˜A.
Thus κ˜A is a conformal density of weight 1, i.e. a quantity that gets multiplied by
Ω1 under a rescaling.
More generally, it is convenient to work with conformal densities of arbitrary
weight.
Definition 4.1.1.
Define θ˜A to be a conformal density of weight k if it is to change under a rescaling
(4.1.2) to
θA = Ωkθ˜A.
Normally k is integer or half-integer. Observe that g˜ab, ǫ˜AB, ǫ˜
AB, g˜ab have
respective conformal weights 2,1,-1,-2. Consequently, whenever a spinor (tensor)
index is raised its conformal weight is reduced by unity (2), and whenever a spinor
(tensor) index is lowered its weight is increased by unity (2).
We also require now a spinor covariant derivative for the unphysical space-time,
∇AA′ . To find the right expression for such a covariant derivative we need to note
that under the conformal rescaling (4.1.1) the Christoffel symbols
Γabc =
1
2
gad(∂bgcd + ∂cgbd − ∂dgbc)
transform as
Γabc = Γ˜
a
bc + 2Ω
−1δa(b∇c)Ω− Ω−1(∇dΩ)g˜adg˜bc.
Some experimentation shows that the only plausible candidate is defined via the
rules
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1. ∇˜AA′φ = ∇AA′φ for all scalars φ;
2. ∇˜AA′ξB = ∇AA′ξB +ΥBA′ξA,
∇˜AA′ηB′ = ∇AA′ηB′ +ΥBA′ηB′ ;
3. ∇˜AA′ξB = ∇AA′ξB − ǫABΥCA′ξC ,
∇˜AA′ηB′ = ∇AA′ηB′ − ǫA′B′ΥAC′ηC′;
4. ∇˜AA′ξB1...BrC1...Cs = ∇AA′ξB1...BrC1...Cs+ΥC1A′ξB1...BrA...Cs +...+ΥCsA′ξB1...BrC1...A −ǫAB1ΥDA′ξD...BrC1...Cs+
...− ǫABrΥDA′ξB1...DC1...Cs;
∇˜AA′ξB
′
1...B
′
r
C′
1
...C′s
= ∇AA′ξB
′
1...B
′
r
C′
1
...C′s
+ΥC′
1
Aξ
B′1...B
′
r
A′...C′s
+...+ΥC′sAξ
B′1...B
′
r
C′
1
...A′ −ǫA′B
′
1ΥD′Aξ
D′...B′r
C′
1
...C′s
+
...− ǫA′B′rΥD′AξB
′
1
...D′
C′
1
...C′s
,
where ΥAA′ = ∇AA′ ln Ω. The formal existence and uniqueness proof is given in
Penrose and Rindler (1984). We know from the property 4. of ∇ that
0 = ∇˜AA′ ǫ˜BC = ∇AA′ ǫ˜BC +ΥA′B ǫ˜AC +ΥA′C ǫ˜BA
= ∇AA′
(
Ω−1ǫBC
)
+ Ω−1ΥA′BǫAC + Ω
−1ΥA′CǫBA
= −Ω−2ǫBC∇AA′Ω + Ω−1∇AA′ǫBC + Ω−1ΥA′BǫAC + Ω−1ΥA′CǫBA.
Hence, taking into account the definition of ΥAA′ and (2.2.3) we get
∇AA′ǫBC = ΥAA′ǫBC − 2ΥA′[BǫC]A = ǫBC
(
ΥAA′ −ΥA′DǫDA
)
= 0.
Thus, having defined the above transformation properties of the covariant deriva-
tive, it naturally follows that if the compatibility condition holds for ǫ˜AB then it
holds for ǫAB too.
The transformation formulae for the various parts of the Riemann tensor are quite
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complicated and deriving them from (2.6.26) and (2.6.27) is a tedious, but simple
exercise. They are
Ψ˜ABCD = ΨABCD, (4.1.3)
Λ˜ = Ω2Λ− 1
4
Ω∇CC′∇CC′Ω+ 1
2
(∇CC′Ω)(∇CC′Ω), (4.1.4)
Φ˜ABA′B′ = ΦABA′B′ + Ω
−1∇A(A′∇B′)BΩ. (4.1.5)
In vector form the last two equations are
Λ˜ = Ω2Λ− 1
4
ΩΩ +
1
2
(∇cΩ)(∇cΩ), (4.1.6)
Φ˜ab = Φab + Ω
−1∇a∇bΩ− 1
4
Ω−1(Ω)gab, (4.1.7)
where  ≡ ∇a∇a.
We see from (4.1.3) that ΨABCD is conformally invariant as claimed before. It
is a measure of the part of the curvature that remains invariant under conformal
rescalings. Since Ψ˜ABCD = 0 in flat space-time, it vanishes also in conformally flat
space-time.
Note that due to equation (2.6.16) we have under conformal rescalings the following
behaviours for the Weyl tensor
C˜abcd = Ω
−2Cabcd, C˜
a
bcd = C
a
bcd, etc. (4.1.8)
4.2 Zero Rest-Mass Fields
As mentioned above, the first of equations (2.9.5) describes the dynamic of a
massless free field of spin 2. It is useful to discuss zero rest-mass fields of arbitrary
(half or half-integer) spin and their radiation properties in general. In fact they
exhibit a certain characteristic asymptotic behaviour, that has been called by Sachs
the peeling-off property (Sachs, 1961, 1962b).
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A field of spin s = n/2, where n is a positive integer, is generally described by a
spinor φ˜AB...L with n indices. Let φ˜AB...L be totally symmetric in its n indices:
φ˜AB...L = φ˜(AB...L). (4.2.1)
The massless free-field equation for spin n/2 is then taken to be
∇˜AA′ φ˜AB...L = 0. (4.2.2)
The Bianchi identity has this form in empty space, with Ψ˜ABCD taking the place of
φ˜. It is thus a curved-space spin-2 field equation. Similarly, the source free Maxwell
equations have this form with ϕ˜AB (spin 1) taking the place of φ˜ (equation (2.7.4)).
The Dirac-Weyl equation for the neutrino also falls into this category, with φ˜ = ν˜A
(spin 1/2).
To establish the conformal invariance of (4.2.2), it is convenient first to re-express
that equation in a different form. We have
∇˜M ′M φ˜AB...L = ∇˜M ′(M φ˜A)B...L + ∇˜M ′[M φ˜A]B...L.
Using (2.2.3) and (4.2.2)
∇˜M ′[M φ˜A]B...L = −1
2
ǫ˜MA∇˜M ′C φ˜CB...L = 0,
thus (4.2.2) is, taking into account the symmetry property (4.2.1), equivalent to
∇˜M ′M φ˜AB...L = ∇˜M ′(M φ˜A)B...L = ∇˜M ′(M φ˜AB...L). (4.2.3)
Now choose φ˜AB...L to be a conformal density of weight -1.
φAB...L = Ω
−1φ˜AB...L. (4.2.4)
Then we have, using the property 2. of the covariant derivative of the unphysical
space-time,
Ω∇MM ′φAB...L = Ω∇MM ′
(
Ω−1φ˜AB...L
)
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= ∇˜M ′M φ˜AB...L −ΥMM ′φ˜AB...L −ΥAM ′ φ˜MB...L − ...−ΥLM ′ φ˜AB...M . (4.2.5)
Now the RHS of (4.2.5) beyond the first term is automatically symmetric in
MAB...L. Consequently the LHS is symmetric in MAB...L if and only if (4.2.3)
holds. But that means that (4.2.3) is conformally invariant, i.e.
∇M ′MφAB...L = ∇M ′(MφAB...L).
We can thus give the following:
Proposition 4.2.1.
If a totally symmetric spinor φ˜AB...L is a conformal density of weight -1 then equa-
tion (4.2.2) is conformally invariant.
Hence for a spin-2 massless field we should have
φABCD = Ω
−1φ˜ABCD. (4.2.6)
However from equation (4.1.3) we see that Ψ˜ABCD is a conformal density of weight
0, i.e. conformally invariant. Thus equation (2.9.5)
∇˜AA′Ψ˜ABCD = 0 (4.2.7)
is not invariant under rescalings. This is related to the fact that the equations
of General Relativity are not conformally invariant. Suppose we have a solution
Ψ˜ABCD of (4.2.7). Putting φ˜ABCD = Ψ˜ABCD and transforming according to (4.2.6)
we have
∇AA′φABCD = ∇AA′
(
Ω−1Ψ˜ABCD
)
= 0, (4.2.8)
from which
∇AA′Ψ˜ABCD = ΥAA′Ψ˜ABCD,
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i.e.
∇AA′ΨABCD = ΥAA′ΨABCD.
A conformal rescaling applied to a solution of Einstein’s equations will, therefore,
generally destroy the satisfaction of the vacuum equations.
Furthermore in curved space-times there is an algebraic consistency condition for
equation (4.2.2) that holds for n > 2, called the Buchdahl constraint (Buchdahl,
1958). To obtain this relations apply ∇˜BA′ to (4.2.2)
0 = ∇˜BA′∇˜AA′φ˜ABC...L = ∇˜(BA′∇˜A)A′ φ˜ABC...L = ˜ABφ˜ABC...L,
where the symmetry of φ˜ in AB and definition (2.6.23) have been used. Now using
the generalization to many index spinors of first of (2.6.26) we get
˜
ABφ˜ABC...L = −X˜ABEAφ˜EBC...L − X˜ABEBφ˜AEC...L
−X˜ABEC φ˜ABE...L − ...− X˜ABELφ˜ABC...E.
Each of the first two terms of the LHS involves, because of the symmetry of φ˜, the
term X˜A(BE)A that vanishes because of (2.6.4). The other terms of LHS involve
X˜(ABE)C = Ψ˜
ABE
C , this equation coming from the definition (2.6.14). Hence we
have, for n ≥ 2,
(n− 2)φ˜ABE(C...KΨ˜L)ABE = 0. (4.2.9)
Thus, if n > 2, equation (4.2.9) implies an interconnection between φ˜ and the
conformal curvature spinor Ψ˜ABCD.
4.3 Properties of I
Assume now that Einstein Field Equations
R˜ab − 1
2
R˜g˜ab + λ˜g˜ab = −8πGT˜ab, (4.3.1)
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hold in an weakly asymptotically simple space-time (M˜ , g˜) with conformal infinity
I , given by the equation
Ω = 0.
Hence, putting
Na ≡ −∇aΩ, (4.3.2)
by the property 3. of the definition of asymptotic simplicity it follows that Na 6= 0
on I and, being orthogonal to each locus Ω = constant, it constitutes a normal
to I at each of its points.
For the time being, we shall allow some massless matter fields in the neighbourhood
of I , so that T aa = 0. From equations (2.9.2) and (2.6.12) we get
R˜ = 4λ˜, λ˜ = 6Λ˜ (4.3.3)
near I (where ‘near I ’ means in H˜ ∩ M˜ , for some neighbourhood H˜ of I in
the unphysical space-time M ). Now define the quantity PAA′BB′
P˜AA′BB′ = Φ˜AA′BB′ − Λ˜ǫ˜AB ǫ˜A′B′ .
Using equation (2.6.11) and (2.6.12) we get
P˜ab =
1
12
R˜g˜ab − 1
2
R˜ab.
From (4.3.3) if we evaluate the trace we get
g˜abP˜ab = P˜
a
a = −2
3
λ˜. (4.3.4)
But from the transformation properties (4.1.6) and (4.1.7)
P˜ab = Pab + Ω
−1∇a∇bΩ− 1
2
Ω−2 (∇cΩ) (∇cΩ) gab,
then evaluating the trace again gives
P˜ aa = Ω
2P aa + Ω∇a∇aΩ− 2∇a∇aΩ. (4.3.5)
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Comparing (4.3.4) and (4.3.5) we obtain on I (set Ω = 0)
−2
3
λ˜ = −2∇aΩ∇aΩ,
and thus
NaN
a =
1
3
λ˜. (4.3.6)
Equation (4.3.6) yields the following:
Proposition 4.3.1.
If the trace of the energy tensor vanishes near I , then I is spacelike, timelike,
or null according as λ˜ is positive, negative, or zero.
When I is null, it consists naturally of two disconnected pieces, I + and I −,
since M˜ lies locally to the past or future of it. A point of I lies on I + (I −) if
the interior of its past (future) light cone lies in M˜ .
There is an important theorem which regards the structure of I when it is null.
Theorem 4.3.1.
In any asymptotically simple space-time for which I is everywhere null, the topol-
ogy of each of I ± is given by
I
+ ∼= I − ∼= S2 × R (4.3.7)
and the rays generating I ± can be taken to be the R factors.
We give here a sketch of the proof.
Proof. If the space-time is asymptotically simple, it is globally hyperbolic (3.3.1)
and thus it has a Cauchy surface S. Let N denote the collection of all null geodesic
in M˜ and p be a point of S. The set of null geodesics emanating from p is just
the set of null directions at p and hence is, topologically, a 2-sphere S2. Therefore
the topology of N is S × S2 since, by theorem 1.7.9, all null geodesics intersect S.
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Let q be a point of I +. The set of null geodesics emanating from q is a 2-sphere.
However, one of these null geodesics lies in I +, and so does not enter M˜ . Hence,
the null geodesics from q which do not enter M˜ are, topologically, a 2-sphere minus
a single point, i.e. a plane R2. Hence N is topologically I + × R2 since all null
geodesics intersect I +. But I + is the union of its null generators, and so we have
I + = R×K, where K is some 2-manifold. It follows that N = K ×R3 and thus
S × S2 = K × R3. It can be shown that the last equation can hold only if K is
topologically a 2-sphere and S is topologically R3 (see Geroch, 1971, pg. 99). We
have obtained I + = S2 × R.
Remark 4.3.1.
The first proof of this theorem, involving sophisticated arguments, is due to
Penrose (1965). However, as remarked in Newman (1989), the arguments car-
ried out by Penrose were incorrect, and a more rigorous proof can be found in
Geroch (1971) or in Hawking and Ellis (1973).
Remark 4.3.2.
Since S, as shown, is topologically R3, M is topologically R4. That is, every
asymptotically simple space-time is topologically the same as Minkowski space.
Thus I , when it is null, it fairly resembles the infinity of Minkowski space-
time, each of I ± containing S2 null generators. The occurrence of this situation
distinguishes an asymptotically simple space-time in which I is null from one in
which I is spacelike.
In order to proceed further and to obtain more results concerning the structure of
I we shall impose that Einstein vacuum equations hold near I . It can be shown
that in other certain cases when Tab does not vanish near I , i.e. the vacuum
equations are not appropriate to describe the space-time, the consequences are
almost the same, but the derivation is more involved (Penrose, 1965). An example
of this is the case in which Einstein-Maxwell equations hold near I . Hence we
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restrict ourselves to the Einstein vacuum equations, assuming that when matter
is present the results still hold for I .
From equation (4.1.7) and the second of (2.9.5) we have
Φab = −Ω−1∇a∇bΩ + 1
4
Ω−1 (Ω) gab, ΦABA′B′ = −Ω−1∇A(A′∇B′)BΩ.
Multiplying by Ω both sides of previous equation, assuming k ≥ 2 for M˜ and
hence that Φab must be continuous at I , we obtain on I the asymptotic Einstein
condition
∇a∇bΩ ≈ 1
4
gab∇c∇cΩ, ∇A′(A∇B)B′Ω ≈ 0, (4.3.8)
where we introduced the ‘weak equality’ symbol ≈. Considering two spinor fields
ψ...... and φ
...
..., saying that
ψ...... ≈ φ...... (4.3.9)
means that ψ......−φ...... = 0 on I . We have to be careful when taking the derivatives
of a weak equation, bearing in mind that only tangential derivatives can be relied
upon to obtain a new weak equation. Hence from (6.4.10) we could get correctly
N[a∇b]ψ...... ≈ N[a∇b]φ......
but not ∇aψ...... ≈ ∇bφ....... In the remainder we could drop the phrase ‘near I ’,
replacing the equality symbol with the weak equality one. Obviously we have
Ω ≈ 0.
Equation (4.3.6) can be written in the form
NaN
a ≈ 1
3
λ˜, (4.3.10)
and (4.3.8) as
∇aNb ≈ 1
4
gab∇cN c, ∇A′(ANB)B′ ≈ 0. (4.3.11)
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In the case of null I we can put
Na ≈ AoAo¯A′ = Ala, (4.3.12)
introducing a N-P tetrad of vectors as done in (2.3.2) and with A a non-zero scalar.
Multiplying the first of (4.3.11) by mamb we get
mamb∇aNb = Ambδlb = Aσ ≈ 0⇒ σ ≈ 0. (4.3.13)
i.e. the null congruence with tangent vector Na is shear-free. Also, from (4.3.2),
this congruence is rotation free, i.e. ρ = ρ¯ (this last condition is trivial and follows
from the fact that I is null).
We can finally say that when I is a null hypersurface it is generated by the two-
parameter family of integral curves of Na, whose null congruence is shear- and
rotation-free. The fact that I + and I − have this kind of structure is essential
for the definition of the BMS group, which will be done later, in chapter 6.
Theorem 4.3.2.
If the vacuum equations R˜ab = λ˜g˜ab hold near I , then the Weyl tensor Cabcd ≈ 0.
Proof: From the Bianchi identity in spinor form (i.e. equation (2.9.5)) we have for
the physical space-time ∇˜AA′Ψ˜ABCD = 0. By (4.2.8) and (4.1.3) we obtain
∇AA′ (Ω−1ΨABCD) = 0
in M , that implies
Ω∇AA′ΨABCD = ΨABCD∇AA′Ω, (4.3.14)
which, by continuity, holds on I . Hence
ΨABCDN
AA′ ≈ 0. (4.3.15)
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From (4.3.10) we have NAA
′
6λ˜−1NA′E = ǫE
A. Thus, if λ˜ 6= 0, the matrix NAA′ is
non-singular and can be inverted so that we have
ΨABCD ≈ 0
from which the result follows.
The case in which λ˜ = 0 is more difficult. The sketch of the proof we are giving
here depends upon a global result requiring the topology (4.3.7). From equations
(4.3.15) and (4.3.12) we have
ΨABCDι
A ≈ 0,
i.e., by 2.5.2
ΨABCD ≈ ΨιAιBιCιD (4.3.16)
for some Ψ. Applying ∇EE′ to (4.3.14) we get
NEE′∇AA′ΨABCD ≈ ∇EE′ΨABCDNAA′ +ΨABCD∇EE′NAA′.
Lowering A′ and symmetrizing over A′E ′ it becomes
NE(E′∇A′)AΨABCD ≈ NA(A′∇E′)EΨABCD +ΨABCD∇E(E′NA′)A.
Using the complex conjugate of equation (4.3.11) the last term vanishes and we
obtain
NE(E′∇A′)AΨABCD ≈ NA(A′∇E′)EΨABCD,
hence, raising E
N [E (E′∇A′)A]ΨABCD ≈ 0.
By theorem 2.2.1 we obtain
ǫEANF(E′∇A′)FΨABCD ≈ 0,
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thus
NA(A′∇E′)AΨEBCD ≈ 0.
From symmetry properties of spinors (Penrose and Rindler, 1984) it can be shown
that the previous equation implies
ιA∇AE′ΨιEιBιCιD ≈ 0.
Again it can be shown (Penrose and Rindler, 1984) that this equation on any
spherical cross-section of I admits the solution Ψ = 0 on the sphere, whence the
proof is complete.
We refer to the conditions
ΨABCD ≈ 0, ∇A′(ANB)B′ ≈ 0, (4.3.17)
as the strong asymptotic Einstein condition.
It is now important to mention the following general result.
Lemma 4.3.1.
Let (M˜ , g˜) be a weakly asymptotically simple space-time and let H be a neighbour-
hood of I in M . Suppose TA to be a Cr[H ] (with r ≤ k) spinor that satisfies
TA ≈ 0. Then there exists a Cr−1[H ] spinor UA such that ΩUA = TA .
An outline of the proof can be found in Penrose and Rindler (1986), pg. 357.
In section 4.2 we noted the difference in the conformal behaviour of the Weyl
spinor ΨABCD with that of a massless spin-2 field φABCD. We define now a specific
massless spin-2 field
ψ˜ABCD = Ψ˜ABCD
that, under a rescaling (4.1.2), transforms as
ψABCD = Ω
−1ψ˜ABCD = Ω
−1Ψ˜ABCD = Ω
−1ΨABCD. (4.3.18)
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In that way the zero rest-mass field equation for ψABCD is conformally invariant.
We thus have
∇AA′ψABCD = 0 and ˜∇AA′ψ˜ABCD = 0. (4.3.19)
As it stands ψABCD is not defined on I . But theorem 4.3.2, lemma 4.3.1 and
the assumption of smoothness allow the extension of ψABCD to the boundary as a
smooth field on M . Note that applying ∇AA′ to (4.3.18) we obtain
−∇AA′ΨBCDE ≈ NAA′ψBCDE , (4.3.20)
and thus, on I we obtain ψABCD from the derivative of the Weyl spinor.
ψABCD will be called the gravitational field. From the above discussion ψABCD is
a genuine spin-2 field with the natural conformal behaviour and can be thought
to describe the gravitational effects. In particular its values on the boundary are
closely related to the gravitational radiation which escapes from the system under
consideration and hence the behaviour of its components at I is fundamental in
the understanding of gravitational radiation theory, which can be analysed with
the Sachs peeling property that we are going to investigate for a general spin field
with a generic conformal weight. The basic idea, which will be developed in the
next chapter is the following: consider a space-time (M˜ , g˜) which allows us to
attach a conformal boundary, thus defining an unphysical space-time (M , g) con-
formally related to the given space-time. Suppose we are also given a solution of a
conformally invariant equation on this unphysical manifold, as the first of (4.3.19).
Then there exists a rescaling of that unphysical field with power of the conformal
factor, which produces a solution of the equation on the physical manifold. Now
suppose that the unphysical field is smooth on the boundary. Then the physical
solution will have a characteristic asymptotic behaviour which is entirely governed
by the conformal weight of the field, i.e. by the power of the conformal factor used
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for the rescaling. Thus, the regularity requirement of the unphysical field trans-
lates into a characteristic asymptotic fall-off or growth behaviour of the physical
field, depending on its conformal weight. Penrose used this idea to show that so-
lutions of the zero rest-mass equations for arbitrary spin on a space-time, which
can be compactified by a conformal rescaling, exhibit the peeling property in close
analogy to the gravitational case as discovered by Sachs. Take as an example the
spin-2 zero rest-mass conformally invariant equation (4.3.19) for the field ψ˜ABCD
which is a conformal density of weight 1. Then, assuming a regularity condition
of the unphysical field ψABCD, we would have that ψ˜ABCD falls asymptotically as
Ω does.
Chapter 5
Peeling Properties
Abstract
In this part of the work we carry out a detailed proof of the so-called peeling
property. This will be done using the spinor formalism only. Hence, many of
the notions introduced in chapter 2 will be useful here. The peeling property is a
characteristic fall-off behaviour of the fields at infinity, in asymptotically flat space-
times. Of particular importance for our purposes is the application of the peeling
property to zero rest-mass fields. In fact it allows us to find the behaviour of the
Weyl spinor that, as already remarked, can be used to build a spin 2 massless
gravitational field. We will show that this behaviour is described by a sum of
negative powers of r˜, where r˜ is the affine parameter along null geodesics.
5.1 Introduction
The peeling, or peeling-off of principal null directions is a generic asymptotic be-
haviour which was firstly developed for spin 1 and spin 2 fields in the flat case by
Sachs (1961) and in the asymptotically flat case by Sachs (1962b). In his works
Sachs proposed an invariant condition for outgoing gravitational waves. The intu-
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itive idea was that at large distances from the source, the gravitational field, i.e.
the Riemann tensor of outgoing radiation, should have approximately the same al-
gebraic structure as does the Riemann tensor for a plane wave. As one approaches
the source, deviations from the plane wave should appear. Sachs analysed these
deviations in detail, using the geometry of congruences of null curves, and ob-
tained rather pleasing qualitative insights into the behaviour of the curvature in
the asymptotic regime. The notion was explored further in Newman and Penrose
(1962), in which the authors formulated what has become known as the Newman-
Penrose formalism (that we developed in section 2.7) that combined the spinor
methods, which had been developed earlier in Penrose (1960), with the (null-
)tetrad calculus already used. In particular they applied their formalism to the
problem of gravitational radiation using a coordinate system which was very similar
to the one used by Sachs (1961) and showed that the single assumption Ψ˜0 = o(r˜
−4)
already implied the peeling property as stated by Sachs. In the next years Pen-
rose, guided by the idea of ‘following the field along null directions’, formulated
the concept of the conformal structure of the space-time, and in Penrose (1965)
the conformal method is used, together with the spinor formalism, to deduce the
peeling properties. In this work the basic qualitative picture we have today is de-
veloped. In the remainder of this chapter we will use Penrose approach (that was
further improved in Penrose and Rindler (1986)) to derive the peeling property.
The proof of the peeling properties depends strongly on the comparison between
two parallelly propagated spin frames along a null geodesic γ with respect to the
two metrics g˜ab and gab.
Chapter 5. Peeling Properties – 5.2. Parallelly Propagated Spin-Frames 135
5.2 Parallelly Propagated Spin-Frames
Let γ be a null geodesic in M˜ reaching I at the point p. We choose a spin frame
(o˜A, ι˜A) at one point of γ, where the tangent vector is l˜a = o˜A ˜¯oA
′
, and propagate
the basis parallelly along γ, as in section 2.8, via
D˜o˜A = 0, (5.2.1)
where D˜ = l˜a∇˜a. Ler r˜ be an affine parameter on γ:
D˜r˜ = l˜a∇˜ar˜ = 1.
We can choose whatever conformal transformation for behaviour for o˜A and ι˜A
provided that ǫ˜AB = o˜Aι˜B − ι˜Ao˜B transforms according to (4.1.2). If we take
oA = o˜A, o
A = Ω−1o˜A, i.e. la = l˜a, l
a = Ω−2 l˜a, (5.2.2)
then the propagation equation (5.2.1) is preserved. In fact we have, using rule 2.
of section 4.1 and equations (5.2.1) and (5.2.2)
DoA = l
b∇boA = Ω−2 l˜b(∇˜boA −ΥB′AoB) = Ω−2D˜o˜A = 0.
We can complete oA to a spin frame (oA, ιA) and arrange
DoA = 0, DιA = 0, (5.2.3)
where we set, to preserve (4.1.2),
ιA = ι˜A − νo˜A, (5.2.4)
with ν scalar function to be determined. Using the second of (5.2.3) we get
0 = D˜ι˜A = D˜(ιA + νo˜A) = l˜b(∇bιA − ǫBAΥB′CιC) + o˜AD˜ν + νD˜o˜A
= −o˜A ˜¯oB′ιCΩ−1∇B′C ln Ω + o˜ADν,
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hence
Dν = Ω−2η, (5.2.5)
where
η = ιC o¯B
′∇B′CΩ. (5.2.6)
We compare now affine parameters on γ. We take r to be an affine parameter on
γ, with origin at p and with tangent vector la = oAo¯A
′
. We have
r ≈ 0, Dr = 1.
The symbol ≈ now means equality at p. We have of course Ω ≈ 0 and by condition
3. of definition 3.3.1 DΩ = dΩ/dr 6= 0 on I . Thus we can set
dΩ
dr
≈ −A. (5.2.7)
Note that
−laNa = la∇aΩ = DΩ ≈ −A, (5.2.8)
so this A coincides with the one of (4.3.12). Using the Ck smoothness of Ω it
follows that
Ω = −Ar − A2r2 −A3r3 − ...− Akrk + o(rk), (5.2.9)
A, A1, A2...being constant.
From the asymptotic Einstein condition (4.3.8) we have, using equation (2.8.3) (r
is an affine parameter for γ):
0 ≈ lalb∇a∇bΩ = la∇a(lb∇bΩ) = D2Ω.
Thus in expansione (5.2.9) we have A2 = 0. Consider
dr
dr˜
= D˜r = Ω2Dr = Ω2,
hence
r˜ =
∫
Ω−2dr =
∫
r−2
[
A+ A3r
2 + A4r
3 + ...+ Akr
k−1 + o(rk−1)
]−2
dr
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=
∫
A−2r−2
[
1 +B2r
2 +B3r
3 + ...Bk−1r
k−1 + o(rk−1)
]
dr
= −A−2r−1 + C0 + C1r + ...+ Ck−2rk−2 + o(rk−2), (5.2.10)
all B and C coefficients being constant on γ and C0 being the constant of integra-
tion. For large values of r˜ we can invert (5.2.10) to obtain
r = −A−2r˜−1 +D2r˜−2 +D3r˜−3 + ...+Dkr˜−k + o(r˜−k), (5.2.11)
which, substituted back into (5.2.9), yelds the following expansion for Ω:
Ω = A−1r˜−1 + E2r˜
−2 + E3r˜
−3 + ... + Ekr˜
−k + o(r˜−k), (5.2.12)
the D and E coefficients being again constant on γ.
The form we just found for Ω justifies the assumption made in section 2.2, accord-
ing to which the conformal factor Ω should behave like the reciprocal of an affine
parameter along any null geodesic. In fact here we have, by (5.2.12), Ωr˜ → A−1
as r˜ →∞.
5.3 Comparison Between the Spin-Frames
We proceed now to the comparison between the spin frames. By (5.2.4) we see
that
ι˜A = ιA + νΩoA. (5.3.1)
We would like to choose the function ν such that νΩ → 0 at the point p, so that
the two spin frames coincide at that point, i.e. o˜A ≈ oA and ι˜A ≈ ιA. Integrating
equation (5.2.5) would give
ν =
∫
ηΩ−2dr,
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that, using expansion (5.2.9), yields the behaviour
ν ≈ −ηA−2r−1 ≈ ηA−1Ω−1.
Hence we are forced to require η ≈ 0 to ensure that the two spin frames coincide
at p. By equation (5.2.6) this condition means that NBB
′
must be, at p, a linear
combination of oB o¯B
′
= lb and of ιB ι¯B
′
= nb, so that its transvection with ιB o¯B
′
vanishes. We thus write
N b ≈ Anb + 1
6
λ˜A−1lb. (5.3.2)
We have lbN
b ≈ A so that A of (5.3.2) is the same of (5.2.8). The second term has
been chosen to have that form because it satisfies N bNb ≈ λ˜/3, just as in equation
(4.3.10).
With this choice for N b, equation η ≈ 0 is satisfied. Hence it is reasonable to
assume η ∝ Ω, using lemma 4.3.1. With this assumption integration of (5.2.5)
yields, using (5.2.7)
ν ∝
∫
Ω−1dr =
∫
A−1Ω−1dΩ = −A−1 ln Ω.
This would give, as required, νΩ→ 0, but actually it turns out that η vanishes to
second order at p, i.e. η ≈ Ω2, so the logarithm is eliminated. This elimination
is very important becauase the presence of a logarithm would destroy the power
series we are looking for.
Consider in fact the difference between the two members of (5.3.2). It has to
vanish at p. Hence, by 4.3.1, there exists a Ck−2 (N b is Ck−1 being the derivative
of Ω, that is Ck) covector Qb, defined along γ, such that
ΩQb = Nb − Anb − 1
6
λ˜A−1lb. (5.3.3)
Acting on this with ∇c, we get
−NcQb + Ω∇cQb = ∇cNb − A∇cnb − 1
6
A−1lb∇cλ˜− 1
6
A−1λ˜∇clb,
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and, after transvecting with lco¯B
′
ιB,
−lcNco¯B′ιBQb + o¯B′ιBΩDQb = o¯B′ιBDNb −Ao¯B′ιBDnb − o¯B′ιB 1
6
A−1λ˜Dlb.
The last two terms vanish by (5.2.3). Using equation (5.2.8) we get lcNc ≈ A and
using the Einstein asymptotic condition (4.3.11) ιB o¯B
′
DNb ≈ 0, hence on p
−AιB o¯B′Qb ≈ 0.
Then by lemma 4.3.1 there exists some Ck−3 function µ on γ such that
−QBB′ιBoB′ = Ωµ. (5.3.4)
Using equation (5.3.4) and (5.3.3) then we get that (5.2.6) becomes
η = Ω2µ.
Hence
ν =
∫
µdr.
that is regular (Ck−2) in p. Thus we can write the expansion
ν = c0 + c1r + c2r
2 + ... + ck−2r
k−2 + o(rk−2),
c0 being the constant of integration, that becomes, using (5.2.11)
ν = c0 + d1r˜
−1 + d2r˜
−2 + ... + d2−kr˜
2−k + o(r˜2−k).
Thus, using (5.2.12)
Ων = ν1r˜
−1 + ν2r˜
−2 + ...+ ν1−kr˜
1−k + o(r˜1−k).
Eventually equation (5.3.1) and the second of (5.2.2) become
ι˜A = ιA +
[
ν1r˜
−1 + ν2r˜
−2 + ...+ νk−1r˜
1−k + o(r˜1−k)
]
oA, o˜A = ΩoA, (5.3.5)
that are the relations between the spin frames we were looking for.
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5.4 Proof of the Peeling Property
Consider now a conformal density θ˜A...HK ′...Q′ of weight −w
θA...HK ′...Q′ = Ω
−wθ˜A...HK ′...Q′, (5.4.1)
and suppose θA...HK ′...Q′ to be C
h with 0 ≤ h ≤ k − 1 ≥ 2 at p ∈ I . Under this
hypothesis the following expansion holds
θ... = θ0... + rθ1... + r
2θ2... + ...+ r
hθh... + o(r
h). (5.4.2)
Consider a typical component
θ˜ = θ˜0˜...0˜1˜...1˜0˜′...0˜′1˜′...1˜′ = θ˜A...BC...HK ′...D′E′...Q′o˜
A...o˜B ι˜C ...ι˜H ˜¯oK
′
...˜¯oD
′
˜¯ιE
′
...˜¯ιQ
′
,
with a total number q of zero indices (0 and 0′) and the corresponding component
with respect to the frame (oA, ιA),
θ = θ0...01...10...01...1.
The expansion (5.4.2) applies to every component, hence:
θ = θ0 + rθ1 + r
2θ2 + ...+ r
hθh + o(r
h),
which, in terms of r˜ (using equation 5.2.11) becomes, renaming the constants of
the expansion
θ = θ0 + r˜
−1θ1 + θ2r˜
−2 + ...+ θhr˜
−h + o(r˜−h). (5.4.3)
We have, transvecting (5.4.1) with the basis vector o˜A and ι˜A,
θ˜ = Ωwθ0˜...0˜1˜...1˜0˜′...0˜′1˜′...1˜′.
As next we insert relations (5.3.5) in the previous equation:
θ˜ = Ωw+qθA...BC...HK ′...D′E′...Q′o
A...oB
(
ιC +
k−1∑
i=1
[νir˜
−i + o(r˜1−k)]oC
)
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...
(
ιH +
k−1∑
j=1
[νj r˜
−j + o(r˜1−k)]oH
)
×o¯K ′...o¯D′
(
ι¯E
′
+
k−1∑
n=1
[ν∗nr˜
−n + o(r˜1−k)]o¯E
′
)
...
(
ι¯Q
′
+
k−1∑
m=1
[ν∗mr˜
−m + o(r˜1−k)]o¯Q
′
)
,
which, for large r˜’s becomes
θ˜ ≃ Ωw+qθ0...01...10′...0′1′...1′ = Ωw+qθ.
Using the expansions (5.2.12) and (5.4.3) we get
θ˜ ≃
(
k∑
j=1
Aj r˜
−j + o(r˜−k)
)w+q( h∑
i=0
θir˜
−i + o(r˜−h)
)
.
Again, for large values of r˜ we can neglect the terms beyond the first in the first
sum and thus obtain, renaming the parameters of the expansion (which remain
constant along γ)
θ˜ ≃
h∑
i=0
θir˜
−i−w−q =
w+q+h∑
i=w+q
θ˜ir˜
−i.
We can eventually state the peeling property for the field θA...HK ′...Q′:
θ˜ =
w+q+h∑
i=w+q
θ˜ir˜
−i + o(r˜−w−q−h), (5.4.4)
where θ˜i is constant along γ. We note that the leading term in the expansion
(5.4.4) is a multiple of 1/r˜w+q.
5.5 Applications to Massless Fields
Consider a massless field of arbitrary spin n/2, described by a totally symmetric
spinor field φ˜AB...L with n indices, of weight w = −1, so that the massless field
equation is conformally invariant. Suppose that φAB...L is C
0 at p. Then if we
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consider the various components φ˜0 := φ˜00...0, φ˜1 := φ˜10...0,...,φ˜n := φ˜11...1 their
behaviour is the following:
φ˜0 = φ˜
(0)
0 r˜
−1−n + o(r˜−1−n),
φ˜1 = φ˜
(0)
1 r˜
−n + o(r˜−n),
.
.
.
φ˜n = φ˜
(0)
n r˜
−1 + o(r˜−1),
where φ˜
(0)
i are constant on γ.
Consider now electromagnetism. In section 2.7 we have seen that, starting from
ϕ˜AB, we could build three scalars, ϕ˜0 = ϕ˜ABo˜
Ao˜B, ϕ˜1 = ϕ˜ABo˜
Aι˜B and ϕ˜2 =
ϕ˜AB ι˜
Aι˜B. Using (5.4.4) we get that each of this scalars has the following expansion
in decreasing powers of r˜:
ϕ˜0 ≃ ϕ˜(0)0 r˜−3,
ϕ˜1 ≃ ϕ˜(0)1 r˜−2 + ϕ˜(1)1 r˜−3,
ϕ˜2 ≃ ϕ˜(0)2 r˜−1 + ϕ˜(1)2 r˜−2 + ϕ˜(2)2 r˜−3.
Furthermore, using (2.7.3) we can write
ϕ˜AB =
ϕ˜
(0)
2 o˜Ao˜B
r˜
+
ϕ˜
(1)
2 o˜Ao˜B − 2ϕ˜(0)1 o˜(A ι˜B)
r˜2
+ o(r˜−2), (5.5.1)
which schematically is
ϕ˜AB =
[N ]AB
r˜
+
[I]AB
r˜2
+ o(r˜−2).
The leading term proportional to r˜−1 is the radiation part of the electromagnetic
field. It is of type N or null, according to the Petrov classification, and is the
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component of ϕ˜AB totally contracted with ι˜.
In the case of gravity we have, following the same procedure of (2.7.3),
Ψ˜ABCD = Ψ˜0ι˜A ι˜B ι˜C ι˜D − 3!Ψ˜1o˜(Aι˜B ι˜C ι˜D) + 3!Ψ˜2o˜(Ao˜B ι˜C ι˜D)
−3!Ψ˜3o˜(Ao˜B o˜C ι˜D) + Ψ˜4o˜Ao˜B o˜C o˜D. (5.5.2)
Due to the peeling property (5.4.4) we have the following expansions:
Ψ˜0 ≃ Ψ˜
(0)
0
r˜5
,
Ψ˜1 ≃ Ψ˜
(0)
1
r˜4
+
Ψ˜
(1)
1
r˜5
,
Ψ˜2 ≃ Ψ˜
(0)
2
r˜3
+
Ψ˜
(1)
2
r˜4
+
Ψ˜
(2)
2
r˜5
,
Ψ˜3 ≃ Ψ˜
(0)
3
r˜2
+
Ψ˜
(1)
3
r˜3
+
Ψ˜
(2)
3
r˜4
+
Ψ˜
(3)
3
r˜5
,
Ψ˜4 ≃ Ψ˜
(0)
4
r˜
+
Ψ˜
(1)
4
r˜2
+
Ψ˜
(2)
4
r˜3
+
Ψ˜
(3)
4
r˜4
+
Ψ˜
(4)
4
r˜5
.
Hence we can express (5.5.2) as
Ψ˜ABCD ≃ Ψ˜
(0)
4 o˜Ao˜B o˜C o˜D
r˜
+
Ψ˜
(1)
4 o˜Ao˜Bo˜C o˜D − 3! ˜Ψ(0)3 o˜(Ao˜Bo˜C ι˜D)
r˜2
+
Ψ˜
(2)
4 o˜Ao˜Bo˜C o˜D − 3!Ψ˜(1)3 o˜(Ao˜B o˜C ι˜D) + 3!Ψ˜(0)2 o˜(Ao˜B ι˜C ι˜D)
r˜3
+
Ψ˜
(3)
4 o˜Ao˜B o˜C o˜D − 3!Ψ˜(2)3 o˜(Ao˜Bo˜C ι˜D) + 3!Ψ˜(1)2 o˜(Ao˜B ι˜C ι˜D) − 3!Ψ˜(0)1 o˜(Aι˜B ι˜C ι˜D)
r˜4
,
(5.5.3)
which can be written schematically as
Ψ˜ABCD =
[N ]ABCD
r˜
+
[III]ABCD
r˜2
+
[II]ABCD
r˜3
+
[I]ABCD
r˜4
+ o(r˜−4). (5.5.4)
Chapter 5. Peeling Properties – 5.5. Applications to Massless Fields 144
Figure 5.1: The Sachs peeling property, expressed by equation (5.5.4), illustrating the
multiplicity of the radial PND of the Weyl curvature for the various terms in the expan-
sion in negative powers of r˜.
In particular, Ψ˜
(0)
4 , which may be thought of as describing the gravitational radi-
ation field, can be identified with that component of ψ˜ABCD on I which is totally
contracted with ι˜. Note that the part of the curvature which has no relation to
the null direction of the outgoing geodesic goes as 1/r˜5, and hence to that order
the curvature is not related to the geodesic.
This argument can be carried out more generally. In fact, we can always decompose
a n/2 spin massless field φ˜AB...L as
φ˜AB...L =
n−1∑
i=0
i∑
k=0
cikφ˜
(i−k)
n−k o˜A...o˜B︸ ︷︷ ︸
n−k
ι˜C ...ι˜L︸ ︷︷ ︸
k
r˜−(i+1)+o(r˜−n) =
n−1∑
i=0
φ˜iAB...Lr˜
−(i+1)+o(r˜−n),
where
φ˜iAB...L ≡
i∑
k=0
cikφ˜
(i−k)
n−k o˜A...o˜B︸ ︷︷ ︸
n−k
ι˜C ...ι˜L︸ ︷︷ ︸
k
.
This is the generalization of equations (5.5.1) and (5.5.3) to an arbitrary spin field.
Consider now the transvection of φ˜iAB...L with i+ 1 o˜’s:
φ˜iAB...C D...L︸︷︷︸
i+1
o˜D...o˜L︸ ︷︷ ︸
i+1
= 0. (5.5.5)
This transvection always vanishes because in φ˜iAB...L there are at least n − i o˜’s
and hence in (5.5.5) there must be at least one term of the form o˜Ao˜
A = 0. From
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equation (5.5.5) and proposition 2.5.1 we see that φ˜iAB...L, and hence the term of
φ˜AB...L that behaves like r˜
−(i+1), has always at least n− i principal null directions
pointing along the direction of γ, i.e. along l˜a. In particular the r˜−1 part, what
we call the radiation field, is always null.
Chapter 6
Bondi-Metzner-Sachs Group
Abstract
Minkowski space-time has an interesting and useful group of isometries. But for
a general space-time, the isometry group is simply the identity and hence pro-
vides no significant informations. Yet symmetry groups have important role to
play in physics; in particular, the Poincare´ group, describing the isometries of
Minkowski space-time plays a role in the standard definitions of energy-momentum
and angular-momentum. For this reason alone it would seem to be important to
look for a generalization of the concept of isometry group that can apply in a useful
way to suitable curved space-times. The curved space-times that will be taken into
account are the ones that suitably approach, at infinity, Minkowski space-time. In
particular we will focus on asymptotically flat space-times. In this chapter the
concept of asymptotic symmetry group of those space-times will be studied. In the
first two sections we derive the asymptotic group, which is referref to as ‘BMS’,
by Bondi, Metzner and Sachs, following the classical approach which is basically
due to Bondi et al. (1962); Sachs (1962b,a). This is essentially the group of trans-
formations between coordinate systems of a certain type in asymptotically flat
space-times. In the third section the derivation is made following arguments de-
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veloped by Penrose, which involve the conformal structure (which we carried out in
chapter 3), and is thus more geometrical and fundamental (Newman and Penrose,
1966; Penrose, 1972a; Penrose and Rindler, 1986; Stewart, 1991). In the remain-
ing sections we will discuss the properties of the BMS group, such as its group
structure, its algebra and the possibility to obtain as its subgroup the Poincare´
group, as we may expect.
6.1 Introduction
The importance of the concept of energy within a physical theory, if introduced
correctly, arises from the fact that it is a conserved quantity in time and hence a
very useful tool. Thus, in general relativity one of the most interesting questions
is related to the meaning of gravitational energy.
Starting from any vector Ja that satisfies a local conservation equation, that can
be put in the form
∇aJa = 0, (6.1.1)
one can deduce an integral conservation law which states that the integral over
the boundary ∂D of some compact region D of the flux of the vector Ja across
this boundary necessarily vanishes. In fact, using Gauss’ theorem we have∫
∂D
Jadσa =
∫
D
∇aJadv = 0. (6.1.2)
Now we know that in General Relativity the energy-momentum tensor Tab satisfies
the local conservation law
∇aT ab = 0, (6.1.3)
which follows directly from the Einstein field equations. However from (6.1.3) we
cannot deduce any conservation law. This is because in this case the geometric
object to integrate over a 4-volume (as on the right-hand side of (6.1.2)) would
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be a vector and we can not take the sum of two vectors at different points of
a manifold. This picture is ameliorated if space-time possesses symmetries, i.e.
Killing vectors. If Ka is a Killing vector,
∇(aKb) = 0,
we may build the vector
P a = T abKb,
that satisfies (6.1.1), since
∇aP a = ∇aT abKb + T ab∇aKb = 0.
The second term vanishes because T ab is symmetric and so T ab∇aKb = T ab∇(aKb) =
0. Therefore the presence of Killing vectors for the metric leads to an integral con-
servation law. In flat Minkowski space-time we know that there are 10 Killing
vectors:
Lα =
∂
∂xα
, (α = 0, 1, 2, 3)
Mαβ = eαx
α ∂
∂xβ
− eβxβ ∂
∂xα
, (no summation;α, β = 0, 1, 2, 3)
where eα is +1 if α = 0 and -1 if α = 1, 2, 3. The first four generate space-time
translations and the second six ‘rotations’ in space-time (these are just the usual
ten generators of the inhomogeneous Lorentz group). One may use them to define
ten vectors P aα and P
a
αβ which will obey (6.1.1). We can think of P0 as representing
the flow of energy, and P1, P2 and P3 as the flow of the three components of linear
momentum. The Pαβ can be interpreted as the flow of angular momentum. If the
metric is not flat there will not, in general, be any Killing vectors. It is worth
noting that the diffeomorphism group has, for historical reasons, frequently been
invoked as a possible substitute for the Poincare´ group for a general space-time.
However, it is not really useful in this context, being much too large and preserving
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only the differentiable structure of the space-time manifold rather than any of its
physically more important property.
However, one could introduce in a suitable neighbourhood of a point q normal
coordinates {xa} so that the components gab of the metric are eaδab (no summation)
and that the components of Γabc are zero at q. One may take a neighbourhood
D of q in which gab and Γ
a
bc differ from their values at q by an arbitrary small
amount. Then ∇(aLα b) and ∇(aMαβ b) will not exactly vanish in D , but will in
this neighbourhood differ from zero by an arbitrary small amount. Thus∫
∂D
P bαdσb and
∫
∂D
P bαβdσb
will still be zero in the first approximation. Hence the best we can get from (6.1.3)
is an approximate integral conservation law, if we integrate over a region whose
typical dimensions are very small compared with the radii of curvature involved
in Rabcd. We can interpret this by thinking the space-time curvature as giving
a non-local contribution to the energy-momentum, that has to be considered in
order to obtain a correct integral conservation law.
From the above discussion we deduce that no exact symmetries can be found for a
generic space-time. However, if we turn to the concept of asymptotic symmetries
and we apply it to asymptotically flat space-times, we will see that the picture
is not so bad and that we can still talk about the Poincare´ group. The basic
idea, developed in the remainder of the chapter, is that, since we are taking into
account asymptotically flat space-times, we may expect that by going to ‘infinity’
one might acquire the Killing vectors necessary for stating integral conservation
laws.
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6.2 Bondi-Sachs Coordinates and Boundary Con-
ditions
Consider the Minkowski metric
g = ηabdx
a ⊗ dxb = dt⊗ dt− dx⊗ dx− dy ⊗ dy − dz ⊗ dz.
We introduce new coordinates
u = t− r, r cos θ = z, r sin θeiφ = x+ iy, (6.2.1)
in terms of which the Minkowski metric takes the form
g = du⊗ du+ du⊗ dr + dr ⊗ du− r2(dθ ⊗ dθ + sin2 θdφ⊗ dφ). (6.2.2)
which can also be written as
g = du⊗ du+ du⊗ dr + dr ⊗ du− r2qABdxA ⊗ dxB, (6.2.3)
where
qAB =

1 0
0 sin2 θ

 , A, B, ... = 2, 3.
Note that qAB represents the metric on the unit sphere. The coordinate u is called
retarded time.
We proceed to the interpretation of the coordinates (6.2.1). The hypersurfaces
given by the equation u = const are null hypersurfaces, since their normal co-
vector ka = ∇au is null. They are everywhere tangent to the light-cone. Note that
it is a peculiar property of null hypersurfaces that their normal direction is also
tangent to the hypersurface. The coordinate r is such that the area of the surface
element u = const, r = const is r2 sin θdθdφ. Define a ray as the line with tangent
ka = gab∇bu. Then the scalars θ and φ are constant along each ray.
Now we would like to introduce for a generic metric tensor a set of coordinates
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(u, r, xA) which has the same properties as the ones of (6.2.1). These coordinates
are known as Bondi-Sachs coordinates (Bondi et al., 1962; Sachs, 1962a,b). The
hypersurfaces u = const are null, i.e. the normal co-vector ka = ∇au satisfies
gab(∇au)(∇bu) = 0, so that guu = 0, and the corresponding future-pointing vec-
tor ka = gab∇bu is tangent to the null rays. Two angular coordinates xA, with
A,B, ... = 2, 3, are constant along the null rays, i.e. ka∇axA = gab(∇au)∇bxA = 0,
so that guA = 0. The coordinate r, which varies along the null rays, is chosen to be
an areal coordinate such that det[gAB] = r
4det[qAB], where qAB is the unit sphere
metric associated with the angular coordinates xA, e.g. qAB = diag(1, sin
2 θ) for
standard spherical coordinates xA = (θ, φ). The contravariant components gab and
covariant components gab are related by g
acgcb = δ
a
b , which in particular implies
grr = 0 (from δur = 0) and grA = 0 (from δuA = 0). See Figure 6.1.
Figure 6.1: The Bondi-Sachs coordinate system. The coordinates u, r, and φ and the
vector ka are shown in the hypersurface θ = const.
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It can be shown (Bondi et al., 1962) that the metric takes the form
g = gabdx
a ⊗ dxb = e2β V
r
du⊗ du+ e2β(du⊗ dr + dr ⊗ du) (6.2.4)
+gAB(dx
A − UAdu)⊗ (dxB − UBdu),
where
gAB = r
2hAB, det[hAB] = h(x
A). (6.2.5)
Using Jacobi’s formula for the derivative of a determinant for a generic matrix gµν ,
∂ρdet[gµν ] = ∂ρg = gg
µν∂ρgµν ,
we have from the second of (6.2.5)
∂uh = 0⇒ hAB∂uhAB = 0, ∂rh = 0⇒ hAB∂rhAB = 0. (6.2.6)
We also have
gur = e−2β, grr = −V
r
e−2β , grA = UAe−2β, gAB = − 1
r2
hAB.
A suitable representation for hAB is the following:
hAB =


cosh 2δe2γ sin θ sinh 2δ
sin θ sinh 2δ sin2 θ cosh 2δe−2γ

⇒ det[hAB] = sin
2 θ. (6.2.7)
Here V , β, UA, γ and δ are any six functions of the coordinates. The form (6.2.4)
holds if and only if (u, r, θ, φ) have the properties stated above. Note that this
form differs from the original form of Sachs Sachs (1962b) by the transformation
γ → (γ + δ)/2 and δ → (γ − δ)/2. The original axisymmetric Bondi metric
Bondi et al. (1962) with rotational symmetry in the φ-direction was characterized
by δ = Uφ = 0 and γ = γ(u, r, θ), resulting in a metric with reflection symmetry
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φ→ −φ so that it is not suitable for describing an axisymmetric rotating star.
The next step is to write down the Einstein vacuum field equations in the above
coordinate system in order to find the equations that rule the evolution of the six
arbitrary functions on which the metric depends. As shown in Sachs (1962b) or
Ma¨dler and Winicour (2016) the Einstein vacuum field equations
Gab = Rab − 1
2
Rgab = 0,
separate into the Hypersurface equations,
Gua = 0,
and the Evolution equations,
GAB − 1
2
gABg
CDGCD = 0.
The former determines β along the null rays (Gur = 0), U
A (GuA = 0) and V
(Guu = 0), while the latter gives informations about the retarded time derivatives
of the two degrees of freedom contained in hAB. Usually one requires the following
conditions:
1. For any choice of u one can take the limit r →∞ along each ray;
2. For some choice of θ and φ and the above choice of u the metric (6.2.4)
should approach the Minkowski metric (6.2.2), i.e.
lim
r→∞
β = lim
r→∞
UA = 0, lim
r→∞
V
r
= 1, lim
r→∞
hAB = qAB. (6.2.8)
Note that these conditions, as pointed out in Sachs (1962b), are rather unsat-
isfactory from a geometrical point of view. They will be completely justified
later, using the method of the conformal structure, introduced by Penrose;
3. Over the coordinate ranges u0 ≤ u ≤ u1, r0 ≤ r ≤ ∞, 0 ≤ θ ≤ π and
0 ≤ φ ≤ 2π all the metric functions can be expanded in series of r−1.
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Using the Einstein equations with these assumptions it can be shown Sachs (1962b);
Ma¨dler and Winicour (2016) that the following asymptotic behaviours hold:
V = r − 2M +O(r−1), (6.2.9a)
hAB = qAB +
cAB
r
+O(r−2), (6.2.9b)
β = −c
ABcAB
32r2
+O(r−3), (6.2.9c)
UA = −DBc
AB
2r2
+O(r−3), (6.2.9d)
i.e. the metric (6.2.4) admits the asymptotic expansion
g = du⊗ du+ du⊗ dr + dr ⊗ du− r2qABdxA ⊗ dxB
− 2M
r
du⊗ du− c
ABcAB
4r2
(du⊗ dr + dr ⊗ du)
− rcABdxA ⊗ dxB − DF c
F
A
2
(du⊗ dxA + dxA ⊗ du) + ... (6.2.10)
Here the function M = M(u, θ, φ) is called the mass aspect, cAB = cAB(u, θ, φ)
represents the O(r−1) correction to hAB and DA is the covariant derivative with
respect to the metric on the unit 2-sphere, qAB (Haco et al., 2017). Capital letters
A, B,... can be raised and lowered with respect to qAB. In carrying out the 1/r
expansion of the field equations the covariant derivative DA corresponding to the
metric hAB is related to the covariant derivative DA corresponding to the unit
sphere metric qAB by
DAV
B = DAV B + CBAEV E , (6.2.11a)
where
CBAE =
1
2r
qBF
(
DAcFE +DEcFA −DF cAE
)
+O(r−2). (6.2.11b)
This property will be useful later.
Definition 6.2.1.
A space-time (M , g) is asymptotically flat if the metric tensor g and its components
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satisfy the conditions (6.2.9) and (6.2.10). These conditions are often referred to
boundary conditions.
Remark 6.2.1.
Note that this definition seems to be completely different from 3.3.1 and 3.3.2, given
in section 3.3, that are based on the works of Penrose (Penrose, 1963, 1964, 1965,
1967), in which the conformal technique was first developed. Definition 6.2.1 is
based mainly on the works of Sachs (1961, 1962b,a); Bondi et al. (1962). However
the two approaches are completely equivalent, as shown in Newman and Penrose
(1962); Newman and Unti (1962), since they lead to the same asymptotic proper-
ties, using two different ways. It must be pointed out that the conformal method
introduced by Penrose represents a ‘natural evolution’ of the previous one, being
it more geometrical. It is worth remarking that the peeling property, which was
developed in chapter 5 using the Penrose formalism, can be deduced from this
approach (Sachs, 1962b; Newman and Unti, 1962).
6.3 Bondi-Metzner-Sachs Group
In this section our purpose is to find the coordinate transformations which preserve
the asymptotic flatness condition. In other words we want to find the asymptotic
isometry group of the metric (6.2.4) and we must demand some conditions to
hold in order for the coordinate conventions and boundary conditions to remain
invariant. It is clear that, from (6.2.10), the corresponding changes suffered from
the metric must therefore obey certain fall-off conditions, i.e.
δgrr = 0, δgrA = 0, g
ABδgAB = 0. (6.3.1)
and
δguu = O(r
−1), δguA = O(1), (6.3.2a)
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δgur = O(r
−2), δgAB = O(r). (6.3.2b)
The third of (6.3.1) expresses the fact that we don’t want the angular met-
ric gAB to undergo any conformal rescaling under the transformation. How-
ever a generalization which includes conformal rescalings of gAB can be found
in Barnich and Troessaert (2010b).
We know that the infinitesimal change δgab in the metric tensor is given by the
Lie derivative of the metric along the ξa direction, ξa being the generator of the
transformation of coordinates:
δgab = −∇aξb −∇bξa. (6.3.3)
Clearly the vector ξa obeys Killing’s equation,
∇aξb +∇bξa = 0,
if and only if the corresponding transformations are isometries. What we want
to solve now is an asymptotic Killing’s equation, obtained putting together (6.3.1)
and (6.3.2) with (6.3.3). We get from the first of (6.3.1)
∇rξr = ∂rξr − Γurrξu − Γrrrξr − ΓArrξA = 0,
and using the Christoffel symbols given in Appendix C, we get
∂ξr = 2∂rβ,
and hence
ξr = f(u, x
A)e2β , (6.3.4)
where f is a suitably differentiable function of its arguments.
From the second of (6.3.1) we obtain
∇rξA +∇Aξr = ∂rξA + ∂Aξr − 2ΓurAξu − 2ΓrrAξr − 2ΓBrAξB = 0,
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and thus, using (6.3.4) we get
∂rξA − r2hABf
(
∂rU
B
)− 2ξA
r
− (∂rhAC)hBCξB = − (∂Af) e2β ,
and after some manipulation
∂r
(
ξBg
BD + fUD
)
= −e2βgAD (∂Af) ,
which leads to
ξA = −hDAfDr2 + fUDhDAr2 + r2hDA (∂Bf)
∫ ∞
r
e2βhBD
r′2
dr′
= −fAr2 + fUAr2 + IAr2 +O(r), (6.3.5)
where
ID(u, r, xA) = (∂Bf)
∫ ∞
r
e2βhBD
r′2
dr′ =
∂Df
r
+O(r−2),
where fD are suitably differentiable functions of their arguments and the indices
A, B etc. are raised and lowered with respect to the metric qAB.
We can solve algebraically the third equation in (6.3.1) to obtain ξu:
ξu = −e
2β
2r
(−∂aξB + ΓrABξr + ΓCABξC) hAB.
Working with Christoffel symbols we get the following expression for ξu:
ξu = −e
2βr
4
∂D
(
hABf
D
)
hAB +
e2βr
2
(∂Af)U
A − e
2βr
4
∂D
(
hABI
D
)
hAB
+ e2β
V
r
+ r2hAB(U
AfB − r2UAUBf − r2UAIB). (6.3.6)
Now equations (6.3.2) can be used to give constraints on the arbitrary functions
f and fA. From the second of (6.3.2b) we get
∇AξB +∇BξA = ∂AξB + ∂BξA − 2ΓuABξu − 2ΓrABξr − 2ΓCABξC = O(r).
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Using asymptotic expansions (6.2.9), taking the order r2 of the previous equation
and putting it equal to zero we get
−∂AfB − ∂BfA + 1
2
qAB∂D
(
qCEf
D
)
qCE + qCD (∂AqDB + ∂BqDA − ∂DqAB) fC = 0,
thus
−∂AfB + γCABfC − ∂AfB + γCABfC = −
1
2
qAB∂D (qCE) q
CE ,
where γABC are the Christoffel symbols with respect to the metric on the unit
sphere qAB. We eventually get
DAfB +DBfA =
1
2
qAB∂D
(
qCEf
D
)
qCE. (6.3.7)
and hence
DAfB +DBfA = f
D 1
2
qAB (∂DqCE) q
CE +
(
∂Df
D
)
qAB = qABDCf
C .
Thus fB are the conformal Killing vectors of the unit 2-sphere metric qAB.
From the second of (6.3.2a) we get
∇uξA +∇Aξu = ∂uξA + ∂Aξu − 2ΓuAuξu − 2ΓrAuξr − 2ΓBAuξB = O(1).
Putting the order r2 of this equation equal to zero we obtain
∂ufA = 0. (6.3.8)
From the first of (6.3.2b) we get
∇uξr +∇rξu = ∂uξr + ∂rξu − 2Γuurξu − 2Γrurξr − 2ΓAurξA = O(r−2).
Putting the term of order r0 of the previous equation equal to zero we get
∂uf =
1
4
∂D
(
qABf
D
)
qAB. (6.3.9)
Putting all the results together we have
∂ufA = 0⇒ fA = fA(xB), (6.3.10a)
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DAfB +DBfA = 2qAB∂uf ⇒

 ∂
2
uf = 0,
∂uf =
1
2
DAf
A.
(6.3.10b)
We get for f the following expansion
f = α +
u
2
DAf
A, (6.3.11)
where α is a suitably differentiable function of xA.
Consider now
ξa = gabξb,
from which we get
ξu = f = α +
u
2
DAf
A, (6.3.12)
ξA = fA − IA = fA − D
Aα
r
− uD
ADCf
C
2r
+O(r−2), (6.3.13)
ξr = −r
2
[
DAξ
A − UA∂Af
]
= −r
2
DCξ
C +O(r−1)
= −r
2
DCf
C +
DCD
Cα
2
+ u
DCD
CDAf
A
4
+O(r−1). (6.3.14)
The second equality in (6.3.14) follows from (6.2.11) and from
qABcAB = 0,
which follows from satisfying at order r−2 the second of (6.2.6) in the form
0 = hAB∂rhAB = [q
AB − c
AB
r2
+O(r−3)][−cAB
r2
+O(r−3)].
As r →∞ (6.3.12) and (6.3.13) become, respectively
ξu = α +
u
2
DAf
A, (6.3.15)
ξA = fA. (6.3.16)
Finally we can state that the asymptotic Killing vector is of the form
ξ = ξa∂a =
[
α(xC) +
u
2
DAf
A(xC)
]
∂u + f
A(xC)∂A, (6.3.17)
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where α is arbitrary and fA are the conformal Killing vectors of the metric of the
unit sphere. In order to fix ideas, set xA = (θ, φ). It is clear then that θ and φ
undergo a finite conformal transformation, i.e.
θ → θ′ = F (θ, φ), (6.3.18a)
φ→ φ′ = G(θ, φ), (6.3.18b)
for which
dθ′2 + sin2 θ′dφ′2 = K2(θ, φ)(dθ2 + sin2 θdφ2),
and hence
K4 = J2(θ, φ; θ′, φ′) sin2 θ (sin θ′)
−2
, J = det

∂F∂θ ∂F∂φ
∂G
∂θ
∂G
∂φ

 . (6.3.18c)
By definition of conformal Killing vector we also have
K2 = eDAf
A
. (6.3.18d)
The finite form of the transformation of the coordinate u is given, as can be easily
checked, by
u→ u′ = K[u+ α(θ, φ)]. (6.3.18e)
Definition 6.3.1.
The transformations (6.3.18) are called BMS (Bondi-Metzner-Sachs) transforma-
tions, and are the set of diffeomorphisms which leave the asymptotic form of the
metric of an asymptotically flat space-time unchanged.
The BMS transformations form a group. In fact, as is known, the conformal
transformations form a group, so that F , G, and K have all the necessary proper-
ties. Thus, one must only check the fact that if one carries out two transformation
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(6.3.18e) the corresponding α for the product is again a suitably differentiable
function of θ and φ. If
u1 → u2 = K12[u1 + α12]
and
u2 → u3 = K23[u2 + α23]
then we have
u1 → u3 = K13[u1 + α13], K13 = K12K23, α13 = α12 + α23
K12
.
Since α13 is a suitably differentiable function it follows that
Proposition 6.3.1.
The BMS transformations form a group, denoted with B.
Definition 6.3.2.
The BMS transformations for which the determinant J , defined in (6.3.18c), is
positive form the proper subgroup of the BMS group.
In the remainder we will omit the word ‘proper’, even if all of our considerations
will regard this component of B.
Remark 6.3.1.
Note that the r coordinate too may be involved in the BMS group of transfor-
mations, but such a transformation is somewhat arbitrary since it depends on the
precise type of radial coordinate used and it is not relevant to the structure of the
group. Clearly the BMS group is infinite-dimensional since the transformations
depend upon a suitably differentiable function α(θ, φ).
6.4 Symmetries on I
The geometrical approach to asymptotic flatness, discussed in chapter 3, affords
us a much more vivid picture of the significance of the BMS group.
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The idea is that by adjoining to the physical space-time (M˜ , g˜) an appropriate
conformal boundary I , as done in chapter 3, we may obtain the asymptotic
symmetries as conformal transformations of the boundary, the boundary having a
much better chance of having a meaningful symmetry group than M˜ .
We start by making an example to better understand the nature of the problem,
which is due to Penrose (1972a). Consider Minkowski space-time with standard
coordinates (t, x, y, z), the metric being given by
g = ηabdx
a ⊗ dxb = dt⊗ dt− dx⊗ dx− dy ⊗ dy − dz ⊗ dz,
and consider the null cone N through the origin, given by the equation
t2 − x2 − y2 − z2 = 0. (6.4.1)
The generators of N are the null rays through the origin, given by
t : x : y : z = const,
with t, x, y, z satisfying (6.4.1). Let us consider S2 to be the section of N by
the spacelike 3-plane t = 1. Then there exists a (1-1)-correspondence between
the generators of N and the points of S2 (i.e. that given by the intersections
of the generators with t = 1). We may regard S2 as a realization of the space
of generators of N . However, we could have used any other cross-section Sˆ2 of
N to represent this space. The important point is to realize that the map which
carries any one such cross-section into another, with points on the same generator
of N corresponding to one another, is a conformal map. The situation is given in
Figure 6.2.:
The above mentioned map being conformal, the space of generators of N may
itself be assigned a conformal structure, i.e. that of any of these sections. To see
that the map is conformal we may re-express the metric induced on N in a form
g
N
= −r2γαβ(xγ)dxα ⊗ dxβ + 0 · dr ⊗ dr, (6.4.2)
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Figure 6.2: The generators of the null cone N establish a 1-1 map between any two
cross-sections of N .
where xα and r are coordinates on N , the generators being given by the coordinate
lines xα = const (the term ‘0’ takes into account that, the surface N being null,
its induced metric is degenerate, i.e. with vanishing determinant). There exist
obviously many ways of attaining the form (6.4.2). One is to use ordinary spherical
coordinates for Minkowski space-time, giving g
N
= −r2(dθ⊗dθ+sin2 θdφ⊗dφ)+
0 ·dr⊗dr. Since a cross-section of N is given by specifying r as function of xα it is
clear that any two cross-sections give conformally related metrics, being mapped to
one another by the generators of N . It is now obvious that many other cone-like
null surfaces will share this property of N , provided their metrics can be put in the
form (6.4.2). Now if we suppose here to deal with an empty asymptotically simple
space-time (M˜ , g˜) (according to definition 3.3.2, with associated unphysical space-
time (M , g)) we know that, if I is null, it has the important property to be shear-
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free, as shown in section 4.3. Physically, the shear-free nature of the generators
of I tells us that small shapes are preserved as we follow these generators along
I . Hence any diffeomorphism which maps each null generator of I + into itself is
a conformal transformation for any metric on I +. That is to say, if we take any
two cross-sections S1 and S2 of I
+ or I −, then the correspondence between S1
and S2 established by the generators is a conformal one. This is exactly the same
situation we encountered in the example with N . We have the following
Proposition 6.4.1.
If I is null, then any two cross-sections of I ± are mapped to one another con-
formally by the generators of I ±.
In section 4.3 we have shown that the topology of I ± is S2 × R, where the R
factor may be taken as the null-geodesic generator I ±. Hence these generators, by
proposition 6.4.1, establish a conformal mapping between any two S2 cross-sections
of I ±, these sections being of course conformal spheres. It is a theorem that any
conformal 2-surface with the topology of a sphere S2 is conformal to the unit 2-
sphere in Euclidean 3-space. Thus we can assume without loss of generality, that
the conformal factor Ω has been chosen so that some cross-section S has unphysical
square line element −ds2 of a unit 2-sphere. Given one choice of Ω, we can always
make a new choice Ω′ = ΘΩ which again has the property of vanishing at I with
non-zero gradient there. The factor Θ has to be an arbitrary smooth positive
function on I and can be chosen to rescale the metric on I as we please. It is
worth noting that the shear-free condition can be saved by the change Ω′ = ΘΩ, as
stated by theorem 2.8.1. (see also Stewart, 1991, pg. 132-133). This property can
be interpreted as a ‘gauge freedom’ in the choice of the conformal factor Ω. We
can use this freedom to set the metric of a continuous sequence of cross-sections
along the generators equal to that of S. Hence, in spherical polar coordinates the
Chapter 6. Bondi-Metzner-Sachs Group – 6.4. Symmetries on I 165
induced metric on I + is
g
I+
= dθ ⊗ dθ + sin2 θdφ⊗ dφ+ 0 · du⊗ du, (6.4.3)
where u is a retarded time coordinate, i.e. a parameter defined along each genera-
tor increasing monotonically with time from −∞ to +∞, the corresponding form
with an advanced time coordinate v in place of u holding for I −. The surfaces
u = const are cross-sections of I +, each of which has the metric of a unit 2-sphere,
as is clear from (6.4.3).
From the above discussion it follows that the metric on I + belongs to an equiva-
lence class of metrics, two elements being equivalent if they are conformally related
one to the other. Hence, the form of the metric (6.4.3) is just one element of this
equivalence class that we have chosen as representative. Let us consider the group
of conformal transformations of I +, i.e. the group of transformations which con-
formally preserve the metric (6.4.3). It is clear that any smooth transformation
which maps each generator into itself will be allowable:
u→ u′ = F (u, θ, φ), (6.4.4)
with F smooth on the whole I + and ∂F/∂u > 0, since it has to map the whole
range for u to itself, for any θ and φ. In addition, we can allow conformal trans-
formations of the (θ, φ)-sphere into itself. These transformations can be regarded
as those of the compactified complex plane C ∪ {ζ = ∞} into itself. Introducing
the complex stereographic coordinate
ζ = eiφ cot
θ
2
,
we have that (6.4.3) may be written as
g
I+
=
2(dζ ⊗ dζ¯ + dζ¯ ⊗ dζ)
(1 + ζζ¯)2
+ 0 · du⊗ du. (6.4.5)
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Then the most general conformal transformation of the compactified plane is given
by
ζ → ζ ′ = aζ + b
cζ + d
, (6.4.6)
where a,b,c,d ∈ C, that can be normalized to satisfy ad − bc = 1.
Remark 6.4.1.
Since conformal transformations can be equivalently expressed in terms of xA
or ζ coordinates, in the remainder we will use both of them, depending on the
convenience.
The particular functional form of the transformations in (6.4.6) results from the
request that they must be diffeomorphisms of the compactified plane C∪{ζ =∞}
into itself. Hence the transformations must have at least one pole, at ζ∗ say,
corresponding to the point that is mapped to the north pole F (ζ∗) = ∞ and
at least one zero, at ζ∗∗ say, corresponding to the point that is mapped to the
south pole F (ζ∗∗) = 0. Thus, the transformations must be some rational complex
function where the roots of the numerator and the denominator correspond to
the points that are mapped to the south and the north pole, respectively. Since
the transformation must be injective there must be one, and only one, point that
is mapped to the south pole, and also exactly one other point that is mapped
to the north pole. This requires that both numerator and denominator be linear
functions of ζ . Requiring this map to be surjective finally imposes that the complex
numbers a, b, c, d in (6.4.6) must satisfy ad−bc 6= 0 (all of these parameters can be
appropriately rescaled to get ad−bc = 1 leaving the transformation unchanged). It
is worth remarking that in pure mathematics these transformations were studied by
Poincare´ and other authors when they developed the theory of what are nowadays
called automorphic functions, i.e. meromorphic functions such that f(z) = f((az+
b)/(cz + d)). It is easy to see that these transformations contain:
• Translations ζ → ζ ′ = ζ + b, b ∈ C;
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• Rotations ζ → ζ ′ = eiθζ, θ ∈ R;
• Dilations ζ → ζ ′ = e−χζ, χ ∈ R;
• Special transformations ζ → ζ ′ = − b
2
ζ2
, b ∈ C;
Any transformation of the form (6.4.6) can be obtained as the composition of a
special transformation, a translation, a rotation and a dilation.
Usually, transformations (6.4.6) are referred to as the conformal group (in two
dimensions), the projective linear group, the Mo¨bius transformations or the frac-
tional linear transformations, and is denoted by PSL(2,C) ∼= SL(2,C)/Z2 (as will
be discussed in the next section). Under these transformations we have
2(dζ ′ ⊗ dζ¯ ′ + dζ¯ ′ ⊗ dζ ′)
(1 + ζ ′ζ¯ ′)2
= K2(ζ, ζ¯)
2(dζ ⊗ dζ¯ + dζ¯ ⊗ dζ)
(1 + ζζ¯)2
⇒ g′
I+
= K2g
I+
,
with
K(ζ, ζ¯) =
1 + ζζ¯
(aζ + b)(a¯ζ¯ + b¯) + (cζ + d)(c¯ζ¯ + d¯)
. (6.4.7)
It can be shown that transformations (6.4.6) are equivalent to (6.3.18a) and (6.3.18b),
and that the conformal factorK in (6.4.7) is the same as one in (6.3.18c), expressed
in terms of the (θ, φ) variables.
Definition 6.4.1.
The group of transformations
ζ → ζ ′ = aζ + b
cζ + d
, (6.4.8a)
u→ u′ = F (u, ζ, ζ¯), (6.4.8b)
with ad − bc = 1 and with F smooth and ∂F/∂u > 0 is the Newman-Unti (NU)
group.
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Remark 6.4.2.
Note that (6.4.8a) are the non-reflective conformal transformations of the S2-space
of generators of I + (the conformal structure being defined equivalently by one
of its cross-sections), while (6.4.8b), when (6.4.8a) is the identity (a = d = 1,
b = c = 0), give the general non-reflective smooth transformations of the generators
to themselves.
The conformal metric (6.4.5) is considered to be part of the universal intrinsic
structure of I + (universal, in the sense that any space-time which is asymptot-
ically simple and vacuum near I has a I + metric and similarly a I − metric
which is conformal to (6.4.5)). Hence the NU group can be regarded as the group
of non-reflective transformations of I + preserving its intrinsic (degenerate) con-
formal metric Penrose (1972a, 1982).
However, the NU group is different from the BMS group, the former being larger
than the latter. In fact the NU group allows a greater freedom in the function F ,
while in the BMS group F is constrained to be of the form (6.3.18e). Thus, we
want to be somehow able to reduce this freedom, assigning a further geometric
structure to I +, the preservation of which will furnish the BMS group, restrict-
ing exactly the form of F to be the one of (6.3.18e). This additional structure is
referred to as the strong conformal geometry Penrose and Rindler (1986); Penrose
(1972a). The most direct way to specify this structure is the following. Consider
a replacement of the conformal factor,
Ω→ Ω′ = ΘΩ. (6.4.9)
We choose the function Θ to be smooth and positive on M and nowhere vanishing
on I +. Under (6.4.9) the metric transforms as
gab → g′ab = Θ2gab, gab → g′ab = Θ−2gab,
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and the normal co-vector to I + as
Na = −∇aΩ→ N ′a = −∇′aΩ′ = −∇aΩ′ = −Ω∇aΘ−Θ∇aΩ ≈ ΘNa,
while the vector
Na = gab∂bΩ→ N ′a = g′abN ′b ≈ Θ−1Na,
where we introduced the ‘weak equality’ symbol ≈. Considering two fields ψ...... and
φ......, saying that
ψ...... ≈ φ...... (6.4.10)
means that ψ...... − φ...... = 0 on I . The line element dl of I + rescales according to
dl → dl′ = Θdl. (6.4.11)
Having done any allowable choice of the conformal factor Ω, through the function
Θ, and hence some specific choice of the metric dl for cross-sections of I +, then it
is defined, from Na = −∇aΩ, a precise scaling for parameters u on the generators
of I +, fixed by
∂
∂u
= Na∇a, i.e. Na∇au = 1.
Under (6.4.9) we see that to keep the scaling of the parameters u along the gener-
ators fixed we must choose
du→ du′ = Θdu, (6.4.12)
so that
Na∇au→ N ′a∇′au′ = N ′a∇au′ = N ′a
∂u′
∂xa
= Θ−1ΘNa∇au = 1.
All the parameters u, linked by (6.4.12), scale in the same way along the generators
of I +. From (6.4.11) and (6.4.12) we see that the ratio
dl : du (6.4.13)
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remains invariant and it is independent of the choice of the conformal factor Ω.
It is the invariant structure provided by (6.4.13) that can be taken to define the
strong conformal geometry. To better reformulate this invariance we introduce the
concept of null angle Penrose (1963); Penrose and Rindler (1986); Penrose (1972a);
Schmidt et al. (1975). Consider two non-null tangent directions at a point P of
I +. Let [X ] and [Y ] be such directions. If no linear combination of X ∈ [X ]
and Y ∈ [Y ] is the null tangent direction at P , then the angle between [X ] and
[Y ] is defined by the metric (6.4.3). However, if the null tangent direction at P is
contained in the plane spanned by [X ] and [Y ], then the angle between [X ] and
[Y ] always vanishes. To see this choose X ∈ [X ], Y ∈ [Y ] and N ∈ [N ] ([N ] being
the null direction tangent at P ), such that Y = X +N . Then since N is null we
have, using the metric g on I + given in (6.4.3) (and hence any other one of its
equivalence class)
0 = g(N,X) = g(Y −X,X) = g(Y,X)− g(X,X),
and
0 = g(N, Y ) = g(Y −X, Y ) = g(Y, Y )− g(X, Y ),
from which the angle θ between [X ] and [Y ], given by
cos θ =
g(X, Y )√
g(X,X)g(Y, Y )
= 1,
vanishes. However, if we require the strong conformal geometry structure to hold
and hence the invariance of the ratio (6.4.13) we can numerically define the null
angle ν between two tangent directions at a point P of I + by
ν =
δu
δl
, (6.4.14)
where the infinitesimal increments δu and δl are as indicated in Figure 6.3 Penrose and Rindler
(1986).
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Figure 6.3: A null angle ν on I +, given by ν = δu/δl, is defined between a pair of
directions on I + whose span contains the null normal direction to I +.
In virtue of the strong conformal geometry, under change of the conformal factor
for the metric of I +, null angles remain invariant. For further insights about the
strong conformal geometry and the interpretation of null angles we suggest to read
Penrose (1972a) or Schmidt et al. (1975).
A transformation of I + to itself which preserves angles and null angles, i.e. that
respects the strong conformal geometry structure, must have the effect that any
expansion (or contraction) of the spatial distances dl is accompanied by an equal
expansion (or contraction) of the scaling of the special u parameters. The al-
lowed transformations have the form (6.4.8a), where function F must now have
the precise form that allows the ratio du : dl to remain invariant. Under the
transformation (6.4.9) we have, as seen, that the sphere of the cross-section of I +
undergoes a conformal mapping, i.e.
dl → dl′ = Θdl.
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Since Θ is the conformal factor of the transformation, it depends only on θ and
φ or, equivalently, on ζ and ζ¯ and must have the form given in (6.4.7). We must
therefore also have
du→ du′ = Θdu,
Integrating we get
u→ u′ = Θ[u+ α(ζ, ζ¯)],
where Θ assumes the form
Θ(ζ, ζ¯) =
1 + ζζ¯
(aζ + b)(a¯ζ¯ + b¯) + (cζ + d)(c¯ζ¯ + d¯)
,
with a, b, c, d ∈ C and ad − bc = 1. In virtue of definition 6.3.1 we have obtained
the following
Proposition 6.4.2.
The group of conformal transformations of I + which preserve the strong conformal
geometry, i.e. both angles and null angles, is the BMS group.
Remark 6.4.3.
Conformal transformations, and hence the NU group, always preserve finite an-
gles, but null angles, i.e. angles between tangent vectors of which Na is a linear
combination, are preserved by the BMS group only.
The general form of a BMS transformation is thus
ζ → ζ ′ = aζ + b
cζ + d
, (6.4.15a)
u→ u′ = (1 + ζζ¯)[u+ α(ζ, ζ¯)]
(aζ + b)(a¯ζ¯ + b¯) + (cζ + d)(c¯ζ¯ + d¯)
, (6.4.15b)
with a, b, c, d ∈ C and ad − bc = 1. Clearly the BMS group is a subgroup of the
NU group, the function F having its form fixed. However it is still an infinite-
dimensional function-space group.
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6.5 Structure of the BMS Group
We discuss first the BMS transformations obtained by setting α = 0,
u→ u′ = Ku, ζ → ζ ′ = aζ + b
cζ + d
, (6.5.1)
with
K(ζ, ζ¯) =
1 + ζζ¯
(aζ + b)(a¯ζ¯ + b¯) + (cζ + d)(c¯ζ¯ + d¯)
,
i.e. a rescaling for u and a transformation of the group PSL(2,C) for ζ . Any
of these transformations is specified by the 4 constants a, b, c, d ∈ C, satisfying
ad − bc = 1. Hence there are only 3 independent complex parameters, i.e. 6
independent real parameters. Any element f ∈ PSL(2,C) reads as
f =
aζ + b
cζ + d
≡ {a, b, c, d}.
Note that under simultaneous change a → −a, b → −b, c → −c, d → −d any
element f ∈ PSL(2,C) remains unaffected, i.e.
f = {a, b, c, d} = {−a,−b,−c,−d}. (6.5.2)
Now take into account the group SL(2,C) of (2 × 2) complex matrices Q with
det[Q] = 1:
Q =

A B
C D

 , det[Q] = AD − BC = 1, A, B, C,D ∈ C.
Clearly the dimension of SL(2,C) is 6. Hence we can consider a map ϕ˜, between
PSL(2,C) and SL(2,C) defined by
ϕ˜ : f = {a, b, c, d} ∈ PSL(2,C) −→ ϕ˜(f) =

a b
c d

 ∈ SL(2,C). (6.5.3)
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It is easy to show that, since the group operation of PSL(2,C) is the function
composition ◦, given f = {a, b, c, d} and g = {a′, b′, c′, d′} ∈ PSL(2,C) we have
f ◦ g = {aa′ + bc′, ab′ + bd′, ca′ + dc′, cb′ + dd′} ∈ PSL(2,C).
Then taking the images of f and g through ϕ˜,
ϕ˜(f) =

a b
c d

 , ϕ˜(g) =

a′ b′
c′ d′

 ,
we have, since the operation in SL(2,C) is the ordinary matrix product,
ϕ˜(f) · ϕ˜(g) =

aa′ + bc′ ab′ + bd′
ca′ + dc′ cb′ + dd′

 = ϕ˜(g ◦ f). (6.5.4)
Note that, in virtue of (6.5.2), to the same element f there correspond, through
ϕ˜, two different elements, ϕ˜(f) and −ϕ˜(f). If we consider now the map ϕ:
ϕ : f = {a, b, c, d} ∈ PSL(2,C) −→ ϕ(f) =

a b
c d

 ∈ SL(2,C)/Z2.
it is clear that property (6.5.4) holds for ϕ as well. This map is a group iso-
morphism, ϕ(f) and −ϕ(f) being now identified in SL(2,C)/Z2. We can state
PSL(2,C) ∼= SL(2,C)/Z2. (6.5.5)
The group SL(2,C) is the double covering of PSL(2,C). As already pointed out
in the introduction of chapter 2, we also have
L ∼= SL(2,C)/Z2, (6.5.6)
where L is the connected component of the Lorentz group. Thus
PSL(2,C) ∼= L . (6.5.7)
We have the following
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Proposition 6.5.1.
The connected component of the Lorentz group is isomorphic with the subgroup
PSL(2,C) of the BMS group.
To make this isomorphism explicit take an element f = {a, b, c, d} ∈ PSL(2,C)
and through ϕ assign it an element of SL(2,C),
ϕ(f) =

a b
c d

 ∈ SL(2,C), ad − bc = 1.
Then, using the isomorphism of (6.5.6) it can be shown with tedious calculations
(Oblak, 2016b) that to ϕ(f) there corresponds an element of L through the iso-
morphism ψ of (2.1.5):
ψ(ϕ(f)) = (6.5.8)

1
2
(|a|2 + |b|2 + |c|2 + |d|2) −Re{ab¯+ cd¯} Im{ab¯+ cd¯} 1
2
(|a|2 − |b|2 + |c|2 − |d|2)
−Re{a¯c + b¯d} Re{a¯d+ b¯c} −Im {ad¯− bc¯} −Re {a¯c+ b¯d}
Im
{
a¯c + b¯d
} −Im{a¯d+ b¯c} Re{ad¯− bc¯} Im {a¯c+ b¯d}
1
2
(|a|2 + |b|2 − |c|2 − |d|2) −Re {ab¯− cd¯} Im{ab¯− cd¯} 1
2
(|a|2 − |b|2 − |c|2 + |d|2)

 .
At this stage, the relation between the Lorentz group and the sphere appears as a
mere coincidence. In particular, since the original Lorentz group is defined by its
linear action on a four-dimensional space, there is no reason for it to have anything
to do with certain non-linear transformations of a two-dimensional manifold such
as the sphere. However, it can be shown that it is not accidental. Following
Oblak (2016b), we can suppose to perform a Lorentz transformation in Minkowski
space-time equipped with standard coordinates (t, x, y, z), i.e.
x′µ = Λµνx
ν , Λ ∈ L .
We may introduce Bondi coordinates (u, r, xA) for Minkowski space-time as done
in (6.2.1). Then if we evaluate the limit for large values of the radial coordinate
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r =
√
x2 + y2 + z2 keeping the value of u = t − r fixed (i.e. on I ) and use the
isomorphism (6.5.6) and hence (6.5.8) we obtain the following behaviour:
ζ ′ =
aζ + b
cζ + d
+O(r−1).
where ζ = eiφ cot θ
2
. Furthermore it can be checked that both u and r, under the
effect of a Lorentz transformation on I , undergo an angle-dependent rescaling.
Hence we have obtained a fundamental result: Lorentz transformations acting on
I , expressed in terms of the parameters a, b, c, d coincide with conformal trans-
formations of PSL(2,C). Since asymptotically flat space-times have the same
structure of a Minkowski space-time at infinity, this argument can be extended to
all of them too. In the remainder we will use L to describe the group structure
of B, the isomorphism with PSL(2,C) being implicit.
Now we turn to analyse the transformations which involve a non-vanishing α(θ, φ).
Definition 6.5.1.
The Abelian subgroup of BMS transformations for which
θ′ = θ, φ′ = φ, u′ = u+ α(θ, φ), (6.5.9)
is called supertranslations subgroup and is denoted by S .
Under such a transformation the system of null hypersurfaces u = const is
transformed into another system of null hypersurfaces u′ = const.
To proceed further in the analysis of the structure of the BMS group we need to
recall the concepts of right and left cosets and, hence, that of normal subgroup
Curzio et al. (2014). Consider a group G and a subgroup H of G. Introduce in G
the equivalence relation ∼ defined, for g, a ∈ G, as
g ∼ a⇐⇒ ag−1 ∈ H ⇐⇒ a ∈ Hg.
It is easy to verify that the previous relation is reflexive, symmetric and transitive.
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Definition 6.5.2.
The equivalence class with respect to ∼ is called right coset of H in G with respect
to g and is denoted by Hg:
[g] = {hg : h ∈ H} = Hg.
Similarly, the left coset of H in G with respect to g can be introduced as
[g]∗ = {gh : h ∈ H} = gH.
Generally, the right and the left cosets are different sets.
Definition 6.5.3.
A subgroup N of G which defines a unique partition,
[g] = [g]∗ ⇐⇒ gN = Ng ∀g ∈ G
is called normal subgroup of G.
Clearly it follows that for every n ∈ N and g ∈ G the product gNg−1 ⊆ N .
Note that every group G possesses normal subgroups, since G and the identity are
normal subgroups.
Now consider for a general subgroup H of G the quotient group (or factor group)
G/H , defined as
G/H = {[g] : g ∈ G}.
If H is normal the elements of G/H are, indistinctly, the right and left cosets.
Furthermore, under this hypothesis, the set G/H can be equipped with a group
structure in a natural way by defining the product ∗:
∗ :G/H ×G/H −→ G/H
gH ∗ g′H ≡ gg′H,
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i.e.,
[g] ∗ [g′] ≡ [gg′].
It can be shown that G/H equipped with the product ∗ satisfies the group axioms.
We are now ready to discuss further the BMS properties.
Any element b of B can be written as
b = (Λ, α).
Note that with this nomenclature any element Λ ofL (or, equivalently, of PSL(2,C))
can be written as Λ = (Λ, 0) and any element s of S as s = (I, α), where I denotes
the identity in L .
The action of b on the variables (ζ, u) is
b(ζ, u) = (f(ζ), K[u+ α(ζ, ζ¯)]),
where f is the element of PSL(2,C) which corresponds to Λ through the above
discussed isomorphism and K its conformal factor.
It is easy to show that, with this notation, we have for the inverse of b:
b−1 = (Λ−1,−Kα). (6.5.10)
Considering an element s = (I, β) of S we have
bsb−1(ζ, u) = (ζ, u+Kβ(ζ, ζ¯)) = s′(ζ, u),
with
s′ = (I, Kβ) ∈ S .
From the above discussion we have the following
Proposition 6.5.2.
The supertranslations S form an Abelian normal, infinite-parameter, subgroup of
the BMS group:
bS b−1 = S for all b ∈ B.
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Under the assumption that the function α is twice differentiable, we can expand
it into spherical harmonics as
α(θ, φ) =
∞∑
l=0
l∑
m=−l
αl,mYlm(θ, φ), αl,−m = (−1)mα¯l,m. (6.5.11)
Definition 6.5.4.
If in decomposition (6.5.11) αl,m = 0 for l > 2, i.e.
α ≡ αt = ǫ0 + ǫ1 sin θ cosφ+ ǫ2 sin θ sin φ+ ǫ3 cos θ, (6.5.12)
then the supertranslations reduce to a special case, called translation subgroup,
denoted by T , with just four independent parameters ǫ0, ..., ǫ3.
It is easy to show that ζ = eiφ cot θ
2
implies
cos φ =
ζ + ζ¯
2
√
ζζ¯
, sinφ =
i(ζ¯ − ζ)
2
√
ζζ¯
,
cos θ =
ζζ¯ − 1
1 + ζζ¯
, sin θ =
2
√
ζζ¯
1 + ζζ¯
.
Then equation (6.5.12) becomes
αt = ǫ0 + ǫ1
ζ + ζ¯
1 + ζζ¯
+ ǫ2
(iζ − iζ¯)
1 + ζζ¯
+ ǫ3
ζζ¯ − 1
1 + ζζ¯
=
A+Bζ + B¯ζ¯ + Cζζ¯
1 + ζζ¯
,
with A and C real. Hence in terms of ζ and ζ¯ a translation is
u = t− r → u′ = u+ A+Bζ + B¯ζ¯ + Cζζ¯
1 + ζζ¯
,
ζ → ζ ′ = ζ.
If we let t, x, y, z be Cartesian coordinates in Minkowski space-time, it is easy to
see that
Z2ζ =
(x+ iy)(1− z/r)
4r
, x = r(ζ + ζ¯)Z,
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y = −ir(ζ − ζ¯)Z, z = r(ζζ¯ − 1)Z,
where Z = 1/(1 + ζζ¯). Now if we perform a translation
t→ t′ = t+ a, x→ x′ = x+ b, y → y′ = y + c, z → z′ = z + d,
it is easy to get
u = t− r → u′ = u+ Z(A+Bζ + B¯ζ¯ + Cζζ¯) +O(r−1),
ζ → ζ ′ = ζ +O(r−1).
with A = a + d, B = b− ic and C = a− d. Thus, the nomenclature ‘translation’
is consistent with that for the space-time translations in Minkowski space-time.
In fact we have just shown that any translation in the ordinary sense induces a
translation (i.e. an element of T ) on I +.
It is easy to verify that for any b = (Λ, α) ∈ B and for any t = (I, αt) ∈ T we
have
btb−1(ζ, u) = (ζ, u+Kαt) = t
′(ζ, u),
with
t′ = (I, Kαt(ζ, ζ¯)) ∈ T .
Note that it is not obvious that Kαt is still a function of θ and φ containing only
zeroth- and first-order harmonics. A proof of this result will be given in section
6.7. Taking for the moment this result for true it follows that:
Proposition 6.5.3.
The translations T form a normal four-dimensional subgroup of B:
bT b−1 = T for all b ∈ B,
and clearly
sT s−1 = T for all s ∈ S ,
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We have the following inclusion relations:
T ⊂ S ⊂ B.
The next step will be to investigate the group structure of B. It is easy to show
that for any b ∈ B there exists a unique Λ ∈ L and s ∈ S such that b = Λs. In
fact given
Λ = (Λ, 0) ∈ L , s = (I, α) ∈ S ,
we have that
Λs(ζ, u) = Λ(ζ, u+ α) = (f(ζ), K[u+ α(ζ, ζ¯)]) = b(ζ, u)
with b = (Λ, α). The uniqueness results from the observation that L ∩S = {e}
where e = (I, 0) is the identity in B, since if fs = f ′s′, then f ′−1f = s′s−1 ∈ L ∩S
implying f ′ = f and s′ = s. Hence we have
B = L S . (6.5.13)
Furthermore, the supertranslations S form an (Abelian) normal subgroup of B,
according to 6.5.2. Thus we can already state that, by definition of semi-direct
product,
Proposition 6.5.4.
The BMS group is a semi-direct product of the conformal group of the unit 2-sphere
with the supertranslations group, i.e.
B = L ⋊S .
We can say more by specifying an action of L on S and, hence, by specifying
a product rule for two elements of B. Let S be the vector space of real functions
on the Riemann sphere. Let σ be a smooth right action of L on S defined as
σ : (Λ, α) ∈ L ×S −→ σΛ(α) ≡ αΛ ∈ S (6.5.14a)
Chapter 6. Bondi-Metzner-Sachs Group – 6.5. Structure of the BMS Group182
such that
α(ζ, ζ¯)Λ = K−1α(f(ζ), f¯(ζ¯)), (6.5.14b)
where K is the conformal factor associated with f , the element of PSL(2,C) that
corresponds to Λ. Then it is easy to verify that the composition law for the
elements of B is
b1 · b2 = (Λ1, α1) · (Λ2, α2) = (Λ1 · Λ2, α2 + α1Λ2).
Note that the inverse of b in (6.5.10) may be written as
b−1 = (Λ−1,
[
αΛ−1
]−1
).
Thus the BMS group is the right semi-direct product Colombo and Jacobs (2014)
of L with S under the action σ, i.e.
B = L ⋊σ S . (6.5.15)
Historically, this semi-direct product structure was realized by Cantoni (1966).
Succesively this idea was developed by Geroch and Newman (1970) who gave an
incorrect formula for the action (6.5.14). Eventually the mistake was amended by
McCarthy (1973), who defined a good action to describe the semi-direct product
structure of the BMS group. However, the idea used here of giving a right action
and hence of describing the BMS group as a right semi-direct product was not
developed by any of these authors.
Furthermore, it can be shown that from the above discussion it follows that, by
virtue of the first isomorphism theorem,
L ∼= B/S , (6.5.16)
i.e. L is the factor group of B with respect to its normal subgroup S .
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Remark 6.5.1.
Note that the structure of the BMS group is similar to that of Poincare´ group,
denoted by P. In fact the Poincare´ group can be expressed as the semi-direct
product of the connected component of the Lorentz group L and the translations
group T , the former being the factor group of P with respect to the latter,
i.e. L ∼= P/T . The action of L on T is the ‘natural’ one, i.e. the usual
multiplication of an element Λ ∈ L with a vector b ∈ T .
Theorem 6.5.1.
If N ′ is a 4-dimensional normal subgroup of B, then N ′ is contained in S .
Proof. Consider the image N ′/S of N ′ under the homomorphism B → B/S .
Since N ′ by hypothesis is a normal subgroup of B, N ′/S is a normal subgroup
of B/S and hence, by proposition 6.5.2, a subgroup of the connected component
of the Lorentz group L . However, the only normal subgroups of L are L itself
and the identity e of L . Then N ′ must be 6-dimensional, contrary to hypothesis.
Therefore N ′/S = e; N ′ is thus contained in S .
6.6 BMS Lie Algebra
In this section we are going to investigate the Lie Algebra of the BMS group.
At first we consider the generators of PSL(2,C) of (6.5.1). For an infinitesimal
conformal transformation we know that the xA coordinates change as
xA → x′A = xA + fA,
where fA is a conformal Killing vector of (6.3.16) of the unit 2-sphere. Further-
more, from (6.5.1) and taking into account (6.3.18d) an infinitesimal transforma-
tion for u reads as
u→ u′ = Ku = e 12DAfAu ≃ u+ u
2
DAf
A.
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Thus, the generator of transformation (6.5.1) is
ξR = f
A∂A +
u
2
DAf
A∂u. (6.6.1)
To see how their Lie algebra closes consider the Lie brackets of two of them, ξR1
and ξR2 :
[ξR1, ξR2] =
[
fA1 ∂A +
u
2
DBf
B
1 ∂u, f
C
2 ∂C +
u
2
DCf
C
2 ∂u
]
= (fA1 ∂Af
C
2 − fA2 ∂AfC1 )∂C +
u
2
(fA1 ∂ADCf
C
2 − fC2 ∂CDBfB1 )∂u.
After some calculation the term proportional to ∂u becomes
u
2
DC(f
A
1 ∂Af
C
2 − fA2 ∂AfC1 ) +
u
2
(∂AΓ
C
CB)(f
A
1 f
B
2 − fB1 fA2 ).
The last term in the previous equation vanishes since it can be shown by direct
calculation that for the metric qAB
∂AΓ
C
CB = − 1
sin2 θ
δθAδ
θ
B,
and hence
(
∂AΓ
C
CB
)
(fA1 f
B
2 − fB1 fA2 ) = −
1
sin2 θ
(f θ1 f
θ
2 − f θ1 f θ2 ) = 0.
Finally we get
[ξR1, ξR2] = ξRˆ = fˆ
A∂A +
u
2
DAfˆ
A∂u (6.6.2a)
where
fˆA = fB1 ∂Bf
A
2 − fB2 ∂BfA1 . (6.6.2b)
We take now into account the generators of supertranslations. It is clear from
(6.5.9) that these are
ξT = α∂u.
where α is an arbitrary function of θ and φ. It follows that the Lie brackets of two
generators, ξT1 and ξT2 vanish, i.e.
[ξT1, ξT2] = 0, (6.6.3)
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that is just a restatement that the supertranslations group is Abelian. The only
thing left to do is to calculate the Lie brackets of ξR and ξT . It is easy to see that
[ξR, ξT ] = [f
A∂A +
u
2
DBf
B∂u, α∂u] = ξTˆ = αˆ∂u, (6.6.4a)
where
αˆ = fA∂Aα− α
2
DBf
B. (6.6.4b)
If we consider now ξ as defined in (6.3.17) it turns out ξ = ξR + ξT . From the
above discussions one obtains that
[ξ1, ξ2] = [ξR1 , ξR2] + [ξR1 , ξT2] + [ξT1 , ξR2]
= fˆA∂A +
u
2
DAfˆ
A∂u + (αˆ2 − αˆ1)∂u, (6.6.5)
with
αˆ2 = f
A
1 ∂Aα2 −
α2
2
DBf
B
1 , αˆ1 = f
A
2 ∂Aα1 −
α1
2
DBf
B
2 .
To sum up the Lie algebra of the BMS group, bms4, is
[ξR1 , ξR2] = ξRˆ, with fˆ
A = fB1 ∂Bf
A
2 − fB2 ∂BfA1 ;
[ξT1 , ξT2] = 0;
[ξR, ξT ] = ξTˆ , with αˆ = f
A∂Aα− α
2
DBf
B.
Since, as shown in the previous section, the BMS group is a semi-direct product,
it follows that the BMS Lie algebra, bms4, should be taken to be the semi-direct
sum of the Lie algebra of conformal Killing vectors X = fA∂A of the Riemann
sphere, denoted by so(1, 3) (since it can be taken to be the algebra of L ) with
that of the functions α(xA) on the Riemann sphere, which we denote by S , the
supertranslations group being Abelian. Given an element X = fA∂A ∈ so(1, 3)
(fA being a generator of conformal transformations in (6.3.16)) we know that the
exponential map associated to it, eX , is an element of L . Then consider the
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1-parameter group of transformations in S defined as
σetX (α) = αe
tX , (6.6.6)
where σ is that of (6.5.14). Consider the map
Σ : fA∂A ∈ so(1, 3) −→ ΣfA∂A ∈ EndS ,
such that
ΣfA∂A : α ∈ S −→ ΣfA∂A(α) =
d
dt
(σ
etf
A∂A
(α))
∣∣
t=0
∈ S .
Note that ΣfA∂A(α) is the infinitesimal generator of (6.6.6). Hence Oblak (2016a)
we have
bms4 = so(1, 3)⊕Σ S . (6.6.7)
The Lie algebra bms4 is determined by three arbitrary functions f
A and α on the
circle. Thus, defining X = fA∂A and labelling elements of (6.6.7) as pairs (X,α),
we know that the Lie brackets in so(1, 3)⊕Σ S are
[(X1, α1), (X2, α2)] = ([X1, X2],ΣfA
1
∂A(α2)− ΣfB2 ∂B(α1)). (6.6.8)
Equation (6.6.8) follows from the fact the S is Abelian, otherwise there would be
an extra term involving the commutator of the two elements α1 and α2. Since we
have, using (6.5.14) and (6.3.18d)
ΣfA∂A(α)(x
B) =
d
dt
(K−1
etf
A∂A
α(etf
C∂CxB))
∣∣∣
t=0
=
d
dt
(e−
1
2
tDAf
A
α(etf
C∂CxB))
∣∣∣
t=0
= −α
2
DAf
A + fB∂Bα,
then (6.6.8) may be written as
[(X1, α1), (X2, α2)] = (Xˆ, αˆ), (6.6.9a)
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with
fˆA = fB1 ∂Bf
A
2 − fB2 ∂BfA1 , αˆ = fB1 ∂Bα2 −
α2
2
DAf
A
1 − (1↔ 2), (6.6.9b)
as remarked in Barnich and Troessaert (2010b,a).
Remark 6.6.1.
Note that this result, obtained from the theory of semi-direct product of groups
and their Lie algebra, is in complete agreement with that obtained just by looking
at the generators, expressed in (6.6.5). Note also that fˆA of (6.6.9b) coincides
with of (6.6.2b) and that αˆ = αˆ2 − αˆ1.
Depending on the space of functions under consideration, there are many op-
tions which define what is actually meant by bms4. The approach that will be
followed in this work is originally due to Sachs (1962a) and successively amended
by Antoniou and Misra (1991). Another approach, based on the Virasoro algebra,
can be found in Barnich and Troessaert (2010b).
In general, we consider any S-dimensional Lie transformation group of a R-dimensional
space. Let the coordinates of the space be yα (α = 1, .., R) and the parameters of
the group be zµ (µ = 1, ..., S), where zµ = 0 is the identity of the group. Then the
transformations have the form
y′α = fα(yβ; zµ), where fα(yβ; 0) = yα.
The functions fα are assumed to be twice differentiable. The S generators of the
group are the vector fields given by
Pµ =
∂fα
∂zµ
∣∣∣∣
zµ=0
∂
∂yα
. (6.6.10)
Applying these ideas to the BMS group, with the Sachs’s notations Sachs (1962a),
it gives for the supertranslations, using the expansion (6.5.11):
Plm = Ylm(θ, φ)
∂
∂u
, Plm = (−1)mP¯l−m,
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and hence
[Plm, Pnr] = 0,
i.e. two supertranslations commute.
To find the generators of conformal transformations we have to be careful. We
know that any conformal transformation has the form
ζ ′ =
aζ + b
cζ + d
, ζ = eiφ cot
θ
2
.
By direct calculations one obtains that the following equations hold for θ′, φ′ and
u′:
θ′ = 2 arctan
[( |cζ + d|2
|aζ + b|2
)1/2]
, (6.6.11a)
φ′ = arctan
[
Im{(aζ + b)(c¯ζ¯ + d¯)}
Re{(aζ + b)(c¯ζ¯ + d¯)}
]
, (6.6.11b)
u′ =
1 + |ζ |2
|aζ + b|2 + |cζ + d|2u. (6.6.11c)
On denoting by x the parameter of the transformation it is clear that a, b, c, d are
functions of x such that a(0) = d(0) = 1 and c(0) = b(0) = 0. We have to apply
(6.6.10) to (6.6.11). It is easy to verify that
dθ′
dx
∣∣∣∣
x=0
=
cos3 θ
2
sin θ
2
d
dx
[ |c|2|ζ |2 + |d|2 + cd¯ζ + c¯dζ¯
|a|2|ζ |2 + |b|2 + ab¯ζ + a¯bζ¯
]∣∣∣∣
x=0
,
dφ′
dx
∣∣∣∣
x=0
= cos2 φ
d
dx
[
Im{ac¯|ζ |2 + ad¯ζ + bc¯ζ¯ + bd¯}
Re{ac¯|ζ |2 + ad¯ζ + bc¯ζ¯ + bd¯}
]∣∣∣∣
x=0
,
du′
dx
∣∣∣∣
x=0
= sin2
θ
2
d
dx
[
(|a|2 + |c|2)|ζ |2 + (ab¯+ cd¯)ζ + (ba¯ + dc¯)ζ¯ + |b|2 + |d|2]∣∣
x=0
u.
Chapter 6. Bondi-Metzner-Sachs Group – 6.6. BMS Lie Algebra 189
These equations hold in general for any conformal transformation. We choose
now to work with Lorentz transformations, and thus to use Lorentz generators
Li and Ri of rotations and boosts, respectively. To know the coefficients a, b, c, d
corresponding to a Lorentz transformation we need to use the isomorphism (6.5.6).
Any rotation of an angle ϕ about an axis nˆ and any boost of rapidity χ about an
axis eˆ can be done by using a SL(2,C) matrix given by
Unˆ(ϕ) = e
i
2
ϕnˆ·~σ = I cos
ϕ
2
+ inˆ · ~σ sin ϕ
2
, (6.6.12a)
Heˆ(χ) = e
1
2
χeˆ·~σ = I cosh
χ
2
+ eˆ · ~σ sinh χ
2
, (6.6.12b)
respectively, where ~σ = (σx, σy, σz) are the Pauli matrices of (2.1.2). The parame-
ter x of the two transformations is ϕ and χ, respectively. After some calculations
we find that the vector fields that generate the transformations are
L23 = Lx = − sin φ ∂
∂θ
− cot θ cosφ ∂
∂φ
, (6.6.13)
L13 = Ly = − cosφ ∂
∂θ
+ cot θ sinφ
∂
∂φ
, (6.6.14)
L12 = Lz =
∂
∂φ
, (6.6.15)
L10 = Rx = cos θ cosφ
∂
∂θ
− sinφ
sin θ
∂
∂φ
− u sin θ cos φ ∂
∂u
, (6.6.16)
L20 = Ry = − cos θ sin φ ∂
∂θ
− cosφ
sin θ
∂
∂φ
+ u sin θ sinφ
∂
∂u
, (6.6.17)
L30 = Rz = − sin θ ∂
∂θ
− u cos θ ∂
∂u
. (6.6.18)
Note that rotations are characterized by K = 1. The {Plm} and {Lab} form a
complete set of linearly independent vector fields for the Lie algebra bms4. We can
find now the commutators
[Lab, Lcd] = ηacLbd + ηbdLac − ηadLbc − ηbcLad,
[Li, Lj ] = ǫijkLk, [Ri, Rj ] = −ǫijkLk, [Li, Rj] = −ǫijkRk,
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where ηab = diag(1,−1,−1,−1) and ǫijk is the Levi-Civita symbol. Note that we
have just obtained the classical Lorentz algebra. Furthermore, it is easy to derive
the following commutator:[
Lab, α(θ, φ)
∂
∂u
]
=
[
Labα(θ, φ)− α(θ, φ)W (Lab)] ∂
∂u
, (6.6.19)
where W (Lab) is defined by the relation
∂
∂u
(Labf) = Lab
∂f
∂u
+W (Lab)
∂f
∂u
,
for arbitrary f(u).
For convenience we introduce the raising and lowering operators,
L± = Ly ± iLx = −e±iφ
(
∂
∂θ
± i cot θ ∂
∂φ
)
,
R± = Rx ∓ iRy = e±iφ
(
cos θ
∂
∂θ
± i
sin θ
∂
∂φ
− u sin θ ∂
∂u
)
,
in terms of which, using equation (6.6.19), we give the commutation relations with
the generators of the supertranslations:
[Lz, Plm] = imPlm,
[L+, Plm] = −
√
(l −m)(l +m+ 1)Pl,m+1,
[L−, Plm] =
√
(l +m)(l −m+ 1)Pl,m−1,
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[Rz, Plm] = −(l − 1)
√
(l +m+ 1)(l −m+ 2)
(2l + 1)(2l + 3)
Pl+1,m
+ (l + 2)
√
(l +m)(l −m)
4l2 − 1 Pl−1,m,
[R+, Plm] = (l − 1)
√
(l +m+ 1)(l +m+ 2)
(2l + 1)(2l + 3)
Pl+1,m+1
+ (l + 2)
√
(l −m− 1)(l −m)
4l2 − 1 Pl−1,m+1,
[R−, Plm] = −(l − 1)
√
(l −m+ 1)(l −m+ 2)
(2l + 1)(2l + 3)
Pl+1,m−1
− (l + 2)
√
(l +m− 1)(l +m)
4l2 − 1 Pl−1,m−1.
The form of the commutation relations shows that the BMS algebra is the semi-
direct sum of the Lorentz algebra so(1, 3) with the infinite Lie algebra T , as
remarked before.
6.7 Good and Bad Cuts
We begin this section by citing a remarkable result obtained by Sachs.
Theorem 6.7.1. Sachs (1962a)
The only 4-dimensional normal subgroup of the BMS group is the translation group.
Theorem 6.7.1 characterizes translations uniquely: the translations normal sub-
group of the BMS group is singled out by its group-theoretic properties. Since we
have shown that the translations T are the BMS transformations induced on I +
by translations in Minkowski space-time, theorem 6.7.1 makes it possible for us to
define the asymptotic translations of a general asymptotically flat space-time as
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the BMS elements belonging to this normal subgroup. However a similar proce-
dure for L , i.e. rotations and boosts, fails. Thus, as we will discuss in this section,
there are several problems in identifying the Poincare´ group as a subgroup of B.
The Poincare´ group is the symmetry group of flat space-time, hence it might have
been thought that a suitably asymptotically flat space-time should, in some appro-
priate sense, have the Poincare´ group as an asymptotic symmetry group. Instead,
it turns out that in general we seem only to obtain the BMS group (which has
the unpleasant feature of being an infinite-dimensional group) as the asymptotic
symmetry group of an asymptotically flat space-time.
To better understand the nature of this problem we revert to Minkowski space-
time and see how the Poincare´ group arises in that case as a subgroup of the BMS
group. The BMS group was defined as the group of transformations which con-
formally preserves the induced metric on I + and the strong conformal geometry.
However, the BMS group is much larger than the Poincare´ group and thus the
former must preserve less structure on I + than does the latter. The preservation
of this additional structure, in the case of Minkowski space-time, should allow us
to restrict the BMS transformations to Poincare´ transformations, since we know
that P in that case is a subgroup of B.
In Minkowski space-time a null hypersurface is said to be a good cone if it is the
future light cone of some point, and a bad cone if its generators do not meet at
a point. Consequently we define a good cross-section, often called a good cut, a
cross-section of I + which is the intersection of a future light cone of some point
and the null hypersurface I +. A bad cut is, on the other hand, the intersection of
I + with some null hypersurface which does not come together cleanly at a single
vertex. The situation is reported in Figure 6.4.
Using Bondi-Sachs coordinates the Minkowski metric tensor takes the form
g = du⊗ du+ du⊗ dr + dr ⊗ du− r2(dθ ⊗ dθ + sin2 θdφ⊗ dφ).
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Figure 6.4: A good cross-section of I + for Minkowski space-time is one arising as the
intersection of I + with the future light cone of a point.
We see that each cut of I + given by u = t−r = const is a good cut, since it arises
from the future light cone of a point on the origin-axis r = 0. In particular, all the
good cuts can be obtained from the one given by u = 0 by means of a space-time
translation. Hence, as discussed in section 6.5 we obtain that every good cut can
be expressed in the form
u =
A +Bζ + B¯ζ¯ + Cζζ¯
1 + ζζ¯
=
(
A+ C
2
)
+
(
C − A
2
)
cos θ +
(
B + B¯
2
)
sin θ cosφ+ i
(
B − B¯
2
)
sin θ sinφ,
(6.7.1)
A,C being real and B being complex. Hence the equations describing good cuts
are given, generally, by setting u equal to a function of θ and φ which consists only
of zeroth- and first-order spherical harmonics.
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The effect of a transformation of the connected component of the Lorentz group
is to leave invariant the particular good cut u = 0. Such a transformation is
ζ → ζ ′ = aζ + b
cζ + d
, (6.7.2a)
u→ u′ = 1 + ζζ¯|aζ + b|2 + |cζ + d|2u, (6.7.2b)
with a, b, c, d ∈ C such that ad−bc = 1. Note that transformations (6.7.2) preserve
the functional form of good cuts given in (6.7.1). In fact we have, applying (6.7.2),
that
u′ =
(
A +Bζ + B¯ζ¯ + Cζζ¯
1 + ζζ¯
)
1 + ζζ¯
|aζ + b|2 + |cζ + d|2 ,
where ζ and ζ¯ have now to be expressed as functions of ζ ′ and ζ¯ ′. It is straight-
forward to show that
u′ =
A′ +B′ζ ′ + B¯′ζ¯ ′ + C ′ζ ′ζ¯ ′
1 + ζ ′ζ¯ ′
,
where
A′ = A|a|2 − Bba¯− B¯b¯a + C|b|2,
B′ = Bda¯+ B¯b¯c− Aa¯c− Cdb¯,
C ′ = A|c|2 − Bc¯d− B¯cd¯+ C|d|2.
For example, if we perform a boost in the z direction we have from (6.6.12) a =
eχ/2, d = e−χ/2, c = b = 0. Hence we get A′ = eχA,B′ = B,C ′ = e−χC.
Now it is clear that the general BMS transformation which maps good cuts into
good cuts must obtain the particular good cut u = 0 from some other good cut. We
can therefore express the BMS transformation as the composition of a translation
which maps this other good cut into u = 0, with a Lorentz transformation which
leaves u = 0 invariant. Thus, the BMS transformation is
ζ → ζ ′ = aζ + b
cζ + d
, (6.7.3a)
u→ u′ =
(
1 + ζζ¯
|aζ + b|2 + |cζ + d|2
)(
u+
A +Bζ + B¯ζ¯ + C
1 + ζζ¯
)
. (6.7.3b)
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These BMS transformations form a 10-real-parameters group. This is exactly
the Poincare´ group of Minkowski space-time, being a composition of a Lorentz
transformation and a translation. We have obtained the following
Proposition 6.7.1.
The Poincare´ group P is the group of transformations which maps good cuts into
good cuts in Minkowski space-time.
However, there are many other subgroups of the BMS group which can be ex-
pressed in the form (6.7.3) and which are therefore isomorphic with the Poincare´
group. In fact L is not a normal subgroup of the BMS group since for any
b = (Λ, α) ∈ B and for any Λ′ = (Λ′, 0) ∈ L the product bΛ′b−1 is not necessarily
an element of L , as can be easily verified, and hence L does not get canoni-
cally singled out, occurring only as a factor group of B by the infinite-parameter
Abelian group of supertranslations S . In particular, Lorentz transformations do
not commute with supertranslations and if we take any supertranslation s and
consider the group L ′ = sL s−1 then it is a subgroup of the BMS group which is
distinct from L but still isomorphic, and thus equivalent, to it. Explicitly, having
fixed a supertranslation s = (I, α), a transformation of L ′ reads as
ζ → ζ ′ = aζ + b
cζ + d
, (6.7.4a)
u→ u′ =
(
1 + ζζ¯
|aζ + b|2 + |cζ + d|2
)
(u− α) + α. (6.7.4b)
If we start with the good cut described by the equation u = 0, which is left invari-
ant by L , and perform the supertranslation s, we obtain a new (bad) cut given by
u = α. This is the cut which is left invariant by (6.7.4) and hence by L ′. Hence
L ′ maps bad cuts into bad cuts. It follows that if we conjugate the whole Poincare´
group P of (6.7.3) with respect to any supertranslation s which is not a transla-
tion obtaining P ′ = sPs−1 we get a distinct subgroup of B, but isomorphic and
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completely equivalent to P, which maps bad cuts into bad cuts. Of course, for a
general s, P ′ and P have only the translations T in common. There exist many
subgroups of B which are isomorphic with P and hence the Poincare´ group is not
a subgroup of the BMS group in a canonical way. However we have just seen that
in Minkowski space-time, if we require the group of transformations to preserve
the conformal nature of I + and the strong conformal geometry, together with the
property of mapping good cuts into good cuts, just one of the several copies of the
Poincare´ group gets singled out.
Remark 6.7.1.
Note that, again, the situation is similar to what happens for L within P. In
fact L does not arise naturally as a subgroup of P, since if we form the group
L ′ = tL t−1, where t is a translation, it is a different subgroup of P but isomorphic
to L . We can say, since the commutator of a Lorentz transformation and a
translation is a translation, that L , as a subgroup of P, depends on the choice
of an arbitrary origin in Minkowski space-time.
We turn now to the case when the space-time is asymptotically flat. The
difficulty here is that there seems to be no suitable family of cuts that can properly
take over the role of Minkowskian good cuts. This means that, although the
translation elements of B are canonically singled out, there is no canonical concept
of a ‘supertranslation-free’ Lorentz transformation. Hence the notion of a ‘pure
translation’ still makes sense, but that of ‘pure rotation’ or ‘pure boost’ does not.
The most obvious generalization, for an asymptotically flat space-time, of the
Minkowskian definition of a good cut, i.e. the intersection of future light cone of
a point with I +, is totally inappropriate. One first reason is that there are many
perfectly reasonable asymptotically flat space-times in which no cuts of I + at all
would arise in this way, e.g. Penrose (1972a). Even if we restrict attention only to
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asymptotically flat space-times which do contain a reasonable number of good cuts
of this kind, we are not likely to obtain any of the BMS transformations (apart
from the identity) which maps this system of cuts into itself. The difficulty lies
in the fact that the detailed irregularities of the interior of the space-time would
be reflected in the definition of ‘goodness’ of a cut. In other words, the light-cone
cuts are far more complicated than those (6.7.1) of flat space.
However there is a more satisfactory way to characterize good cuts of I +, based
on the shear (see section 2.8) of null hypersurfaces intersecting I +. Consider now
that the (physical) space-time under consideration contains a null curve µ of a null
geodesics congruence C affinely parametrized by r˜ and whose tangent null vector
is l˜a = o˜A ¯˜oA
′
. Complete o˜A to a spin basis (o˜A, ι˜A) at a point p of µ. We can
propagate o˜A and ι˜A along µ via
D˜o˜A = 0, D˜ι˜A = 0,
where D˜ = l˜a∇˜a. From the results of section 2.8 we have that κ˜ = ǫ˜ = π˜ = 0.
From the first two equations Newman-Penrose field equations in Appendix B we
obtain for the shear σ˜ and for the divergence ρ˜ the so-called optical equations of
Sachs (Sachs, 1961, 1962b):
∂ρ˜
∂r˜
= ρ˜2 + σ˜ ¯˜σ + Φ˜00, (6.7.5a)
∂σ˜
∂r˜
= (ρ˜+ ¯˜ρ)σ˜ + Ψ˜0. (6.7.5b)
Introducing the matrices
Q =

Φ˜00 Ψ˜0
¯˜Ψ0 Φ˜00

 , P =

ρ˜ σ˜
¯˜σ ¯˜ρ

 ,
then, equations (6.7.5) may be written as
DP = P2 +Q. (6.7.6)
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Consider first the case of a flat space-time, i.e. Q = 0. Then equation (6.7.6)
reduces to
DP = P2 =⇒ P−1(DP)P−1 = I,
where I is the (2× 2) unit matrix. But
0 = D(P−1P) = (DP−1)P+P−1DP,
hence we obtain
DP−1 = −I =⇒ P−1 = A− rI,
where A = const and r is affine along the congruence, i.e. Dr = 1.
P = (A− rI)−1 .
Writing
A =

ρ˜0 σ˜0
¯˜σ0 ¯˜ρ0

−1 ,
where ρ˜0 and σ˜0 are the values of ρ˜ and σ˜ at r = 0, we get, explicitly
ρ˜ =
ρ˜0 − r˜(ρ˜0 ¯˜ρ0 − σ˜0 ¯˜σ0)
1− r˜ (ρ˜0 + ¯˜ρ0) + r˜2 (ρ˜0 ¯˜ρ0 − σ˜0 ¯˜σ0) , (6.7.7a)
σ˜ =
σ˜0
1− r˜ (ρ˜0 + ¯˜ρ0) + r˜2 (ρ˜0 ¯˜ρ0 − σ˜0 ¯˜σ0) . (6.7.7b)
Thus σ˜ has the following asymptotic behaviour:
σ˜ =
σ˜0
r˜2 (ρ˜0 ¯˜ρ0 − σ˜0 ¯˜σ0) +O(r˜
−4) =
σ˜0
r˜2
+O(r˜−4),
where σ˜0 = σ˜0/(ρ˜0 ¯˜ρ0 − σ˜0 ¯˜σ0) is called asymptotic shear. Note that in a flat space-
time the vanishing of the asymptotic shear implies the vanishing of the whole shear.
If we now turn to the case of asymptotically flat space-times with non-vanishing Φ˜00
and Ψ˜0, it can be shown, in virtue of their asymptotic behaviours, that the leading
term of the asymptotic behaviour of σ˜ does not change. However the vanishing of
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σ˜0 does not, in this non-flat case, imply that σ˜ vanishes (Adamo et al., 2012).
Note that, in virtue of thorem 2.8.1, if we consider the unphysical space-time
obtained with conformal factor Ω = r˜−1 the shear transforms as
σ = Ω−2σ˜ =⇒ σ|
I+
= σ˜0.
In Minkowski space-time the good cones are characterized locally by the fact that
the null rays generating them possess no shear and it can be shown that the cuts
of I + which we defined earlier are precisely the ones arising from the intersection
of I + with null hypersurfaces characterized by σ˜0 = 0. Thus a definition of
‘goodness’ is provided, for Minkowski space-time, which refers only to quantities
defined asymptotically.
We would like to extend this definition of good cut to asymptotically flat space-
times too. To do that all we need to do is to set up la and ma (see section 2.3) at
each point of the cut at I +, where ma is complex null, with real and imaginary
parts both tangent to the cut and where la is real null and orthogonal to ma, i.e.
mal
a = 0. The cut is a good cut if the complex shear σ = mamb∇alb so obtained
equals zero (since on I + we have σ = σ˜0).
We cannot, however, define good cones simply by requiring σ˜0 = 0. In many
cases it is not possible to arrange σ˜0 = 0 for all values of θ and φ. But even in
cases where it is possible we have another problem, which is due to the presence
of gravitational radiation. To make this point clear, we cite now some important
results regarding the relation between asymptotic shear and gravitational radiation
which are basically due to Bondi et al. (1962); Newman and Unti (1962); Sachs
(1962b). At first σ˜0 forms part of the initial data on u = 0 used to determine the
space-time asymptotically. We introduce the Bondi news function N :
N = −1
2
Rabm¯
am¯b.
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Clearly, Rab need not vanish near I
+ even though R˜ab does. It turns out that
∂σ˜0
∂u
= −N¯ , ∂
2σ˜0
∂u2
=
dN¯
du
= −Ψ¯(0)4
where Ψ¯
(0)
4 is the (complex conjugate) gravitational radiation field introduced in
section 5.5. The news function N enters in the Bondi-Sachs definition of mass-
momentum. In fact let us consider a hypersurface S which spans some two-
dimensional cross-section S of I +. That is to say, S = S˙ = S ∩I +. The total
energy-momentum intercepted by S is equal to the following integral over S.
P a =
1
4π
∫
W a
(
σ˜0N −Ψ(0)2
)
dS,
where
W 0 = 1, W 1 = sin θ cosφ, W 2 = sin θ sin φ, W 3 = cos θ.
Note that, S is topologically a sphere S2 and can always be transformed, by the
introduction of a suitable conformal factor into a metric sphere of unit radius.
Hence dS can be taken to be
dS = sin θdθdφ.
Thus, the Bondi mass (see section 3.1) at a cut S is
m =
1
4π
∫ (
σ˜0N −Ψ(0)2
)
dS.
The rate of energy-momentum loss due to gravitational radiation is
dP a
du
= − 1
4π
∫
W a|N |2dS. (6.7.8)
Thus, the squared modulus of N represents the flux of energy-momentum of the
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Figure 6.5: The outgoing gravitational radiation through two hypersurfaces S and S ′
with associated cross-sections S and S′ respectively.
outgoing gravitational radiation. The time component of (6.7.8) gives the famous
Bondi-Sachs mass-loss formula:
dm
du
= − 1
4π
∫
|N |2dS ≤ 0. (6.7.9)
The positivity of the integrand in (6.7.9) shows that if a system emits gravitational
waves, i.e. if there is news, then its Bondi mass must decrease. If there is no news,
i.e. N = 0, the Bondi mass is constant. The reason we get a mass loss rather than
a mass gain is simply that the above discussion has been applied to I + instead
of I −.
From the above discussion it follows that, if the cut S is given by u = 0 and
is shear-free, the cross-sections u = const, which are translations of I +, will
not be shear-free in the presence of gravitational radiation. In other words, if
σ˜0 = 0 for one value of u, we will generally have σ˜0 6= 0 for a later value of u,
i.e. ‘goodness’ would not be invariant under translation. However, there is a more
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serious difficulty even than this. Since to specify a cut we just need to specify
the value of u on each generator of I +, the freedom in choosing a cut is one real
number per point of the cut. On the other hand the quantity σ˜0 is complex, its
vanishing therefore, representing two real numbers per point of the section. To
solve this problem we need to define the magnetic and the electric part of σ˜0.
Under a rotation of the spacelike vectors Re(ma), Im(ma) in their plane, given by
ma′ = eiψma, (6.7.10)
we have, from the definition of shear,
σ˜0′ = e2iψσ˜0. (6.7.11)
We say that σ˜0 has spin weight 2. Furthermore it can be shown (Sachs, 1962b) that,
under a BMS transformation for which α = 0, i.e. a conformal transformation, we
have
σ˜0′ = K−1σ˜0. (6.7.12)
Thus we say that σ˜0 has conformal weight −1. Generally we give the following
Definition 6.7.1.
A scalar η will be said to have spin weight s if it transforms as
η′ = eisψη.
under (6.7.10) and a conformal weight w if it transforms under BMS conformal
transformations as
η′ = Kwη.
We define the differential operator ð (Goldberg et al., 1967; Penrose and Rindler,
1984) acting on a scalar of spin weight s, in the particular coordinate system (θ, φ):
ðη = −(sin θ)s
[
∂
∂θ
+
i
sin θ
∂
∂φ
]
(sin θ)−sη.
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It is easily seen that, under (6.7.10), we have
(ðη)′ = ei(s+1)ψ(ðη),
i.e. ð raises the spin weight by 1. Similarly ð¯ lowers the spin weight by 1. We also
have
(ð¯ð− ðð¯)η = 2sη.
We can define spin-s spherical harmonics sYlm(θ, φ) for integral s, l and m by
sYlm(θ, φ) =


[
(l − s)!
(l + s)!
]1/2
ð
sYlm(θ, φ) (0 ≤ s ≤ l),
(−1)s
[
(l + s)!
(l − s)!
]1/2
ð¯
−sYlm(θ, φ) (−l ≤ s ≤ 0),
where Ylm(θ, φ) are ordinary spherical harmonics. Note that sYlm(θ, φ) are not
defined for |s| > l. It can be shown that the sYlm form a complete orthonormal set
for each value of s, i.e. any function of spin weight s can be expanded in a series
in sYlm(θ, φ). If we pass now to complex stereographic coordinates (ζ, ζ¯), we have
that
ðη = 2P 1−s
∂(P sη)
∂ζ
,
ð¯η = 2P 1+s
∂(P−sη)
∂ζ¯
,
with P = 1
2
(1 + ζζ¯). The spin-s spherical harmonics take now the form
sYlm(θ, φ) = (−)l−m [(l +m)!(l −m)!(2l + 1)]
1/2
[(l − s)!(l + s)!4π]1/2 (1 + ζζ¯)
×
∑
p

l − s
p



 l + s
p+ s−m

 ζp(−ζ¯)p+s−m.
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We have
ð (sYlm(θ, φ)) = [(l − s)(l + s+ 1)]1/2s+1Ylm(θ, φ),
ð¯ (sYlm(θ, φ)) = −[(l + s)(l − s+ 1)]1/2s−1Ylm(θ, φ),
ð¯ð (sYlm(θ, φ)) = −(l − s)(l + s+ 1)sYlm(θ, φ).
In particular we see from the above relations that ð annihilates sYlm whenever l = s
and ð¯ annihilates sYlm when if l = −s. Furthermore the sYlm are eigenfunctions
of ð¯ð for each spin weight s. If s = 0, ð¯ð is essentially the total angular momentum.
We give now three important results, whose proof can be found in (Newman and Penrose,
1966).
Theorem 6.7.2.
The operator ð is invariant, with spin weight unity, under change of coordinate
system which preserves the sphere metric
g
S2
= dθ ⊗ dθ + sin2 θdφ⊗ dφ = P−2dζ ⊗ dζ¯,
i.e., under η′ = eisψη we have ð′η′ = ei(s+1)ψðη.
Theorem 6.7.3.
Let η have conformal weight w and spin weight s, where w ≥ s. Then ðw−s+1η is
a quantity of conformal weight s − 1 and of spin weight w + 1. Furthermore we
have for the commutator
(ð¯sðs − ðsð¯s)η = 2sη.
Theorem 6.7.4.
Given any suitably regular η on the sphere of spin weight s, there exists ξ of spin
weight zero for which
η = ðsξ.
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Using theorem 6.7.4, for a quantity η of spin weight s on the sphere, we can
define its electric and magnetic part, denoted by ηe and ηm respectively, given by
ηe = ð
sRe(ξ), ηm = ið
sIm(ξ).
such that
η = ηe + ηm,
with (see theorem 6.7.3)
ð¯
sηe = ð
sη¯e, ð¯
sηm = −ðsη¯m.
The invariance properties of ð imply that the concepts of magnetic and electric
parts of η are invariant under rotations of the sphere or of the ma vectors. Fur-
thermore, in virtue of theorem 6.7.3, only if η has conformal weight −1, does the
split of η onto its electric and magnetic parts turn out to be invariant also under
BMS conformal transformations.
We apply now these concepts to σ˜0 which has s = 2 and w = −1. Thus, for each
hypersurface u = const we have a splitting σ˜0 = σ˜0e + σ˜
0
m, which is invariant under
Lorentz transformations, which leave the surface u = 0 invariant.
Now, it can be shown (Newman and Penrose, 1966) that in the Minkowski case,
the asymptotic shear σ˜0 = σ˜0e + σ˜
0
m behaves, when u→ −∞ as
σ˜0e(u, θ, φ) −−−−→
u→−∞
Se(θ, φ), (6.7.13a)
σ˜0m(u, θ, φ) −−−−→
u→−∞
0, (6.7.13b)
with Se(θ, φ) purely electric and independent of u. The magnetic part σ˜
0
m(u, θ, φ),
as u→ −∞ vanishes, i.e. Sm(θ, φ) = 0.
On the basis of what happens in the Minkowski case we wish to impose a physical
restriction on the behaviour of σ˜0 as u→ −∞ for a general space-time. Although
no actual cuts of I + may be shear-free, it is reasonable to expect that in the
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limit u→ −∞ on I +, such cuts will exist. Requiring that this limiting shear-free
cuts be sent into one another, we can actually restrict the BMS transformations to
obtain a canonically defined subgroup of the BMS group, which is isomorphic to
the Poincare´ group. The Poincare´ group which emerges in this way, in virtue of the
considerations we have done on the gravitational radiation, may be thought of as
that which has relevance to the remote past, before all the gravitational radiation
has been emitted. In analogy with (6.7.13) we require that
σ˜0(u, θ, φ) −→ S(θ, φ). (6.7.14)
If the analogy with the Minkowski theory is to be trusted, we would expect S(θ, φ)
to be purely electric. However, it is not essential since it will be possible to extract
the Poincare´ group only on the basis of (6.7.14). Hence we will treat the case in
which S(θ, φ) could have a magnetic part too, i.e. S(θ, φ) = Se(θ, φ) + Sm(θ, φ)
with Sm(θ, φ) 6= 0.
It can be shown (Sachs, 1962b) that, under a full BMS transformation, the asymp-
totic shear transforms as
σ˜0′(u, θ, φ) = K−1e2iψ
[
σ˜0(u, θ, φ) +
1
2
ð
2α(θ, φ)
]
. (6.7.15)
It has to be remarked that σ˜0′(u, θ, φ) refers to the asymptotic shear of the hy-
persurface u′ = const of the transformed coordinate system evaluated at (u, θ, φ).
The complete transformation σ˜0′(u′, θ′, φ′) is more complicated. Applying (6.7.14)
to (6.7.15) gives
S ′e(θ, φ) = K
−1e2iψ
[
Se(θ, φ)− 1
2
ð
2α(θ, φ)
]
,
S ′m(θ, φ) = K
−1e2iψSm(θ, φ),
since α(θ, φ) is real. Using theorem 6.7.4 we can set
Se(θ, φ) = ð
2G(θ, φ),
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for some real G(θ, φ). Since α(θ, φ) can be chosen arbitrarily on the sphere, it fol-
lows that a BMS transformations for which α(θ, φ) = 2G(θ, φ) imposes S ′e(θ, φ) =
0. Thus we have introduced coordinate conditions for which Se(θ, φ) = 0 at
u = −∞. Now the BMS transformations which preserve the condition Se(θ, φ) = 0
are those for which
ð
2α(θ, φ) = 0.
It can be easily shown that this condition restricts α(θ, φ) to be of the form of
(6.5.12) and thus the allowed supertranslations are simply the translations. The
Lorentz transformations, given by α(θ, φ) = 0 do not spoil the coordinate conven-
tions. We have finally obtained the following
Theorem 6.7.5.
The group of asymptotic isometries of an asymptotically flat space-time which pre-
serves the condition Se(θ, φ) = 0 at u = −∞ is isomorphic with the Poincare´
group P.
Remark 6.7.2.
We could have carried out the same arguments by taking the limit u→ +∞, and
it would have been an independent choice. Thus, in a similar way, we could have
extracted another Poincare´ group which has relevance to the remote future, i.e.
after all the gravitational radiation has been emitted. There seems to be no reason
to believe that these two Poincare´ groups will be the same, in general.
6.8 Applications of the BMS Group
There are many very recent applications of the BMS formalism and of particular
interest are the ones that have to do with black-hole physics in quantum grav-
ity. Maybe the most significant of them is the one which is due to Strominger
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(2014). In this work, the author identifies the two different copies of the BMS
group of I + and of I − as BMS+ and BMS−, respectively. Starting from the
idea that BMS+ and BMS− act non-trivially on outgoing and ingoing gravita-
tional scattering data, it is argued that in Christodoulou-Klainerman space-times
(Christodoulou and Klainerman, 1993) it is possible to make a canonical identi-
fication between the generators B+ and B− of BMS+ and BMS− (using the link
between I + and I −), and hence to find what are called the ‘diagonal’ generators
B0 of BMS+ × BMS−. Then, since in asymptotically flat quantum gravity one
seeks an S-matrix relating the ‘in’ and ‘out’ Hilbert states, i.e.
|in〉 = S |out〉 ,
it is asked whether or not the BMS group could provide a symmetry of the S-
matrix and it is guessed a relation of the form
B+S − SB− = 0.
The classical limit of such a relation would give symmetries of classical gravita-
tional scattering. The generators B0 are made up of Lorentz generators, which
provide the usual Lorentz invariance of the S-matrix, and of the supertransla-
tions generators which provide that the local energy is conserved at each angle.
In fact the simple translations, that are supertranslations whose magnitude does
not depend on the angle or position (ζ, ζ¯) on S2, lead, as known, to global energy
conservation. Then it is plausible that the supertranslations which act at only
one angle lead to the conservation of energy at that one angle. Furthermore in
quantum theory, matrix elements of the conservation laws give an infinite number
of exact relations between scattering amplitudes in quantum gravity. These rela-
tions turned out (He et al., 2015) to have been previously discovered by Weinberg
(1965) using Feynman diagrammatics and are known as the soft graviton theorem.
The results obtained by Strominger paved the way for a deeper investigation of the
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so called ‘soft hair’ of black holes. In Hawking et al. (2016a) the authors showed
that the Minkowski vacuum in quantum gravity is not invariant under supertrans-
lations. In particular such transformations map the Minkowski vacuum into a
physically inequivalent zero-energy one. Hence, the supertranslation symmetry is
spontaneously broken and the ‘soft’ (i.e. zero-energy) gravitons are the associated
Goldstone bosons. Since the information paradox (Hawking, 1975, 1976) relies on
the fact that the vacuum is unique, this would be a motivation to doubt of its va-
lidity. Furthermore, the information loss argument assumes the fact that the black
holes are only characterized by their mass M , charge Q and angular momentum
J . But supertranslations map a stationary black hole to a physically inequivalent
one and in the process of Hawking evaporation, supertranslation charge will be
radiated through null infinity. Since this charge is conserved, the sum of the black
hole and radiated supertranslation charge is fixed at all times. This requires that
black holes carry soft hair (i.e. additional data, besides mass, charge and angular
momentum) arising from supertranslations. Moreover, when the black hole has
fully evaporated, the net supertranslation charge in the outgoing radiation must
be conserved. This leads in turn to correlations between the early- and late-time
Hawking radiation. In Hawking et al. (2016b) the same authors showed that black
holes in General Relativity are characterized by an infinite head of supertranslation
hair and that distinct black holes are characterized by different classical superro-
tation charges measured at infinity.
Appendix A
Topological spaces
Definition A.0.1.
A topological space (X,T ) consists of a set X together with a collection T of
subsets of X satisfying the following three properties:
• The union of an arbitrary collection of subsets, each of which is in T , is in
T , i.e. if Oα ∈ T for all α, then ∪αOα ∈ T ;
• The intersection of a finite number of subsets in T is in T , i.e. if O1, ..., On ∈
T then
n⋂
i=1
Oi ∈ T ;
• The entire set X and the empty set ∅ are in T .
Usually T is referred to as topology on X , and subsets of X which are listed
in the collection T are called open sets.
Let (X,T ) and (Y,S ) be topological spaces and a map f : X → Y between them.
Definition A.0.2.
f is said to be continuous if the inverse image, f−1[O] ≡ {x ∈ X| f(x) ∈ O}, of
every open set O in Y is an open set in X .
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Definition A.0.3.
If f is continuous, one-to-one, onto and its inverse is continuous, f is called a
homomorphism and (X,T ) and (Y,S ) are said to be homeomorphic.
Definition A.0.4.
If (X,T ) is a topological space, a subset C of X is said to be closed if its comple-
ment X − C = {x ∈ X|x /∈ C} is open.
Note that a subset may be neither open nor closed or may be both open and
closed. This last possibility gives rise to the definition of connectedness.
Definition A.0.5.
A topological space (X,T ) is said to be connected if the only subsets which are
both open and closed are X and ∅.
Consider a topological space (X,T ) and an arbitrary subset of X , say A.
Definition A.0.6.
The closure of A, A, is defined as the intersection of all closed sets containing A.
Obviously A is closed, contains A and equals A if and only if A is closed.
Definition A.0.7.
The interior of A, int[A], is defined as the intersection of all open sets contained
within A.
Clearly int[A] is open, is contained in A and equals A if and only if A is open.
Definition A.0.8.
The boundary of A, A˙, consists of all points which lie in A but not in int[A]:
A˙ = A− int[A].
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Definition A.0.9.
A topological space (X,T ) is said to be Hausdorff if for each pair of distinct
points p, q ∈ X , p 6= q, one can find open sets Op, Oq ∈ T such that p ∈ Op and
q ∈ Oq, and Op ∩ Oq = ∅.
Let (X,T ) be a topological space, {Oα} be a collection of open sets and A a
subset of X .
Definition A.0.10.
{Oα} is said to be a open cover of A if the union of these sets contains A.
Definition A.0.11.
A subcollection of the sets {Oα} which also covers A is referred to a subcover.
The two previous definitions allow us to give the following
Definition A.0.12.
The set A is said to be compact if every open cover of A has a finite subcover, i.e.
a subcover consisting of only a finite number of sets.
The general relation between compact and closed sets is described by the fol-
lowing two theorems.
Theorem A.0.1.
Let (X,T ) be Hausdorff and let A ⊂ X be compact. Then A is closed.
Theorem A.0.2.
Let (X,T ) be compact and let A ⊂ X be closed. Then A is compact.
We need now to give the notion of convergence of sequences.
Definition A.0.13.
A sequence {xn} of points in a topological space (X,T ) is said to converge to
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point x if given any open neighbourhood O of x (i.e. an open set containing x)
there is an N such that xn ∈ O for all n > N . The point x is said to be the limit
of this sequence.
Definition A.0.14.
A point y ∈ X is said to be an accumulation point of {xn} if every open neigh-
bourhood of y contains infinitely many points of the sequence.
It follows that if {xn} converges to x, then x is an accumulation point of the
sequence. However, in a general topological space, if y is an accumulation point of
{xn} it may not even be possible to find a subsequence {yn} of the sequence {xn}
which converges to y. Hence we give the following
Definition A.0.15.
A topological space (X,T ) is first countable if for each p ∈ X there is a countable
collection {On} of open sets such that every open neighbourhood, O, of p contains
at least one member of this collection.
A stronger requirement is the following
Definition A.0.16.
A topological space (X,T ) is second countable if for each p ∈ X there is a count-
able collection {On} of open sets such that every open neighbourhood, O, of p can
be expressed as a union of sets in the collection.
The Bolzano-Weierstrass theorem expresses the important relation between
compactness and convergence of sequences.
Theorem A.0.3. Bolzano-Weierstrass
Let (X,T ) be a topological space and let A ⊂ X. If A is compact then every
sequence {xn} of points in A has an accumulation point lying in A. Conversely if
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(X,T ) is second countable and every sequence of points in A has an accumulation
point in A, then A is compact. Thus in particular, if (X,T ) is second countable,
A is compact if and only if every subsequence in A has a convergent subsequence
whose limit lies in A.
We give now the definition of paracompactness. Let (X,T ) be a topological
space and let {Oα} be an open cover of X .
Definition A.0.17.
An open cover {Vβ} is said to be a refinement of {Oα} if for each Vβ there exists
an Oα such that Vβ ⊂ Oα.
Definition A.0.18.
The cover {Vβ} is said to be locally finite if each x ∈ X has an open neighbourhood
W such that only finitely many Vβ satisfy Vβ ∩W 6= ∅.
Definition A.0.19.
A topological space (X,T ) is said to be paracompact if every open cover {Oα} of
X has a locally finite refinement {Vβ}.
We can now give the definition of a manifold.
Definition A.0.20.
A n-dimensional topological manifold M is a topological space (X,T ) with a
collection of open subsets {Oα} of X , such that
• {Oα} is an open cover of M , i.e. M = ∪αOα;
• For each α, there is a one-to-one, onto, homomorphism ψα : Oα → Uα, where
Uα is an open subset of R
n;
Remark A.0.1.
Usually the pair (Oα, ψα) is called chart or coordinate system and the collection
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{Oα, ψα} is called atlas. If Oα ∩ Oβ 6= ∅ we can consider the map ψβ ◦ ψ−1α which
takes points in ψα[Oα∩Oβ] ⊂ Uα ⊂ Rn to points in ψβ [Oα∩Oβ] ⊂ Uβ ⊂ Rn. This
map is an homomorphism and is often called coordinate change.
Consider now two topological manifolds M and M ′, with respective dimensions
n and n′, and a map f : M −→ M ′ between them. Let {Oα, ψα} and {O′β, ψ′β}
be respectively charts of M and M ′.
Definition A.0.21.
f is said to be Ck if the map ψ′β ◦ f ◦ ψ−1α : Uα ⊂ Rn −→ U ′β ⊂ Rn′ is Ck in the
sense of usual differential calculus.
Let now f be an homomorphism, between M and M ′.
Definition A.0.22.
f is said to be a diffeomorphism if is C∞ with its inverse (i.e. the map ψα◦f◦ψ′β−1).
We can now give the definition of differentiable manifold.
Definition A.0.23. A n-dimensional Ck differentiable manifold M is a topo-
logical manifold M such that all the coordinate changes are Ck maps with their
inverses of M into itself.
Remark A.0.2.
It is clear that for a C∞ differentiable manifold M all the coordinate changes must
be diffeomorphisms of M into itself.
Before we state some important theorems about manifolds we want to briefly
comment manifolds-with-boundary without going into details. It is remarkable that
the boundary of a manifold M is not defined to be the boundary of the topological
space X . If M is covered by a family of open sets {Oα}, suppose that some of them
is homeomorphic not to Rn, but to an open set of Hn = {(x1, ..., xn) ∈ Rn|xn ≥ 0}
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Figure A.1: An illustration of the map ψβ ◦ ψ−1α .
(Hn is called Euclidean half-space). Then the set of points which are mapped to
points with xn = 0 is called the boundary of M and is denoted by ∂M . The
coordinates of ∂M may be given by n − 1 numbers (x1, ..., xn−1, 0). A Further
details about the smoothness of coordinate changes and examples can be found in
Lang (2002), in Nakahara (2003) or Spivak (1999).
Consider now a paracompact manifold M , i.e. a manifold whose topological space
is paracompact.
Theorem A.0.4.
A paracompact manifold M is second countable.
Corollary A.0.1.
A paracompact manifold M can be covered by a locally finite, countable family of
charts (Oi, ψi) with each Oi compact.
Consider a locally finite cover {Oα} of M .
Definition A.0.24.
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A partition of unity subordinate to {Oα} is a collection of smooth functions {fα}
such that
1. the support of fα is contained within Oα;
2. 0 ≤ fα ≤ 1;
3.
∑
α fα = 1.
Theorem A.0.5.
Every locally finite open cover {Oα} of a paracompact manifold M , such that Oα
is compact, admits a subordinate partition of unity.
Corollary A.0.2.
Using this theorem we can define a local Riemannian metric (gα)ab on each Oα and
build a Riemannian metric gab defined all through M by setting gab =
∑
α fα(gα)ab.
The proof of the last two theorems can be found in Kobayashi and Nomizu
(1963).
Theorem A.0.6.
Let M be a manifold which is locally compact Haussdorff and whose topology has
a countable basis. Then M is paracompact.
The proof and insights of this theorem can be found in Lang (2002) or in
Engelking (1989).
Appendix B
The Newman-Penrose formalism
The source-free Maxwell equations in the Newman-Penrose formalism are:
1. Dφ1 − δ¯φ0 = (π − 2α)φ0 + 2ρφ1 − κφ2;
2. Dφ2 − δ¯φ1 = −λφ0 + 2πφ1 + (ρ− 2ǫ)φ2;
3. ∆φ0 − δφ1 = (2γ − µ)φ0 − 2τφ1 + σφ2;
4. ∆φ1 − δφ2 = νφ0 − 2µφ1 + (2β − τ)φ2.
The Newman-Penrose field equations are:
1. Dρ− δ¯κ = (ρ2 + σσ¯) + (ǫ+ ǫ¯)ρ− κ¯τ − κ(3α+ β¯ − π) + Φ00;
2. Dσ − δκ = (ρ+ ρ¯+ 3ǫ− ǫ¯)σ − (τ − π¯ + α¯ + 3β)κ+Ψ0;
3. Dτ −∆κ = (τ + π¯)ρ+ (τ¯ + π)σ + (ǫ− ǫ¯)τ − (3γ + γ¯)κ+Ψ1 + Φ01;
4. Dα− δ¯ǫ = (ρ+ ǫ¯− 2ǫ)α + βσ¯ − β¯ǫ− κλ− κ¯γ + (ǫ+ ρ)π + Φ10;
5. Dβ − δǫ = (α + π)σ + (ρ¯− ǫ¯)β − (µ+ γ)κ− (α¯− π¯)ǫ+Ψ1;
6. Dγ−∆ǫ = (τ + π¯)α+(τ¯+π)β− (ǫ+ ǫ¯)γ− (γ+ γ¯)ǫ+ τπ−νκ+Ψ2−Λ+Φ11;
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7. Dλ− δ¯π = (ρ− 3ǫ+ ǫ¯)λ+ σ¯µ+ (π + α− β¯)π − νκ¯ + Φ20;
8. Dµ− δπ = (ρ¯− ǫ− ǫ¯)µ+ σλ+ (π¯ − ¯α + β)π − νκ +Ψ2 + 2Λ;
9. Dν −∆π = (π + τ¯)µ+ (π¯ + τ)λ+ (γ − γ¯)π − (3ǫ+ ǫ¯)ν +Ψ3 + Φ21;
10. ∆λ− δ¯ν = −(ν + ν¯ + 3γ − γ¯)λ+ (3α + β¯ + π − τ¯ )ν −Ψ4;
11. δρ− δ¯σ = (α¯ + β)ρ− (3α− β¯)σ + (ρ− ρ¯)τ + (ν − ν¯)κ−Ψ1 + Φ01;
12. δα− δ¯β = νρ− λσ − αα¯+ ββ¯ − 2αβ + (ρ− ρ¯)γ + (ν − ν¯)ǫ−Ψ2 +Λ+Φ11;
13. δλ− δ¯µ = (ρ− ρ¯)ν + (µ− µ¯)π + (α+ β¯)µ+ (α¯− 3β)λ−Ψ3 + Φ21;
14. ∆µ− δν = −(µ+ γ + γ¯)µ− λλ¯+ µ¯π + (α¯ + 3β − τ)ν − Φ22;
15. ∆β − δγ = (α¯ + β − τ)γ − µτ + σν + ǫν¯ + (γ − γ¯ − µ)β − αλ¯− Φ12;
16. ∆σ − δτ = −(µ− 3γ + γ¯)σ − λ¯ρ− (τ + β − α¯)τ + κν¯ − Φ02;
17. ∆ρ− δ¯τ = (γ + γ¯ − ν¯)ρ− σλ+ (β¯ − α− τ¯ )τ + νκ−Ψ2 − 2Λ;
18. ∆α− δ¯γ = (ρ+ ǫ)ν − (τ + β)λ+ (γ¯ − µ¯)α+ (β¯ − τ¯)γ −Ψ3.
Appendix C
Christoffel Symbols
The metric tensor in (6.2.4) is
gab =


V
r
e2β − r2hABUAUB e2β r2h2BUB r2h3BUB
e2β 0 0 0
r2h2AU
A 0 −r2h22 −r2h23
r2h3AU
A 0 −r2h32 −r2h33

 ,
and its inverse is
gab =


0 e−2β 0 0
e−2β −V
r
e−2β U2e−2β U3e−2β
0 U2e−2β −h22
r2
−h23
r2
0 U3e−2β −h32
r2
−h33
r2

 ,
while the inverse of the matrix hAB in (6.2.7) is
hAB =


e−2γ cosh 2δ −sinh 2δ
sin θ
−sinh 2δ
sin θ
e2γ cosh 2δ
sin2 θ

 .
It can be easily verified that
hAB∂rhAB = h
AB∂uhAB = 0.
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The Christoffel symbols are
Γurr = 0,
Γrrr = 2∂rβ,
ΓArr = 0,
ΓurA = 0,
ΓrrA =
e−2βr2
2
hAB
(
∂rU
B
)
+ ∂Aβ,
ΓBrA =
δBA
r
+
(∂rhAC) h
BC
2
,
ΓuAB = e
−2βrhAB +
e−2βr2
2
(∂rhAB) ,
ΓrAB =
e−2βr2
2
(∂AUB + ∂BUA) +
e−2βr2
2
(∂uhAB)− V e−2βhAB
− rV e
−2β
2
(∂rhAB)− UC e
−2βr2
2
(∂AhCB + ∂BhAC − ∂ChAB) ,
ΓCAB = rU
ChABe
−2β +
r2e−2β
2
UC (∂rhAB)
+
hCD
2
(∂AhDB + ∂BhDA − ∂DhAB) ,
ΓuAu = ∂Aβ − re−2βUA − r
2e−2β
2
(∂rUA) ,
ΓrAu =
∂AV
2r
− r
2e−2β
2
UB (∂AUB) + e
−2βV UA +
V re−2β
2
(∂rUA)
− r
2e−2β
2
UB (∂uhAB)− r
2e−2β
2
UB (∂BUA) ,
ΓBAu = U
B (∂Aβ)− re−2βUB (∂rUA)− r
2e−2β
2
UB (∂rUA)− h
BC
2
(∂AUC)
+
hBC
2
(∂CUA) +
hBC
2
(∂uhAC) ,
Γuru = re
−2βUAUA +
r2e−2β
2
UA (∂rUA)− UA (∂Aβ) ,
Γrru =
∂rV
2r
− V
2r2
+
V
r
(∂rβ)− r
2e−2β
2
UA (∂rUA)− UA (∂Aβ) ,
ΓAru = −U
A
r
− h
AB
2
(∂rUB) +
hAB
r2
(∂Bβ) .
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