We give a probabilistic interpretation of the solution of a di usion-convection equation.
Since the solution satis es 8t > 0; R R v q (t; x)dx = 1, it is sensible to construct a probability measure P on C( 0; +1); R) with time marginals (P t ) t 0 such that P 0 = 0 and for any t > 0, v q (t; :) is a density of P t with respect to Lebesgue measure. To do so, we associate a nonlinear martingale problem with the partial di erential equation. We say that P 2 P(C( 0; +1); R)) with time marginals (P t ) t 0 absolutely continuous with respect to Lebesgue measure for t > 0 solves the nonlinear martingale problem if P 0 = 0 and for any 2 C q (p(s; X s )) q 1 are replaced by m 2 P(R) and F(X s ; p(s; X s )) where F : R R ! R is bounded and satis es the following Lipschitz assumption 8x; x 0 2 R; 8y; y 0 2 R; jF(x; y) F(x 0 ; y 0 )j + jyF(x; y) y 0 F(x 0 ; y 0 )j K F (jx x 0 j + jy y 0 j) They obtain existence by a limit theorem. Indeed they prove propagation of chaos to a solution of the martingale problem for the following sequence of moderately interacting particle systems This enables us to construct a function F q on (0; +1) R such that t ! kF q (t; :)k L 1 is integrable, 8t > 0; 8x 2 R; F q (t; v q (t; x)) = 1 q (v q (t; x)) q 1 and for any > 0, the functions x ! F q (s; x) (resp x ! H q (s; x) = xF q (s; x)) are bounded and Lipschitz (resp Lipschitz) uniformly for s 2 ; +1). Let (M q ) denote the martingale problem in which 1 q (p(s; X s )) q 1 is replaced by F q (s; p(s; X s )). If P solves (M q ) it is easy to see that the ow t ! P t is a weak solution of the partial di erential equation @P t @t = 1 2 @ 2 P t @x 2 @ @x (F q (t; p(t; :))P t ) (0. 4) In the rst part of this paper we prove that t ! v q (t; x)dx is the unique solution of this equation in a well chosen space. In the second part, we show that (M q ) admits a unique solution P q . Moreover, for any t > 0, v q (t; :) is a density of P q t . Hence P q is a probabilistic representation of v q . Uniqueness is an easy consequence of the rst part. Unlike in M l ard and Roelly 4], existence is proved directly. In the last part, adapting arguments of Oelschl ger 6] and M l ard and Roelly 4], we prove the propagation of chaos to P q for the particle systems X i;n t = B i t + Z t 0 F q (s; V n n s (X i;n s ))ds; t 0; 1 i n This propagation of chaos result provides a constructive way of approximating v q . To our knowledge, it is the rst result for an unbounded drift coe cient in the case of moderate interaction.
Since we do not control F q (t; x) and H q (t; x) when t ! 0, many proofs are based on time-shifts meant for getting away from 0.
Notations and hypotheses Let = C( 0; +1); R) endowed with the topology of uniform convergence on compact sets and with the corresponding Borel -eld, T = C( 0; T]; R) endowed with the topology of uniform convergence and X be the canonical process. For a Borel space E, P(E) is the space of probability measures on E endowed with the topology of weak convergence.
If P 2 P( ), (P t ) t 0 is the set of time marginals of P. P( ) = fP 2 P( ); 8t > 0; P t is absolutely continuous with respect to Lebesgue measureg C 0 ( 0; +1); P(R)) = f 2 C( 0; +1); P(R)); (0) = 0 8t > 0; (t) is absolutely continuous with respect to Lebesgue measureg If P 2P( ) (resp 2C 0 ( 0; +1); P(R))), there is a measurable function p(s; x) (resp m(s; x)) on (0; +1) R such that for any s > 0, p(s; :) (resp m(s; :)) is a density of P s (resp (s)) with respect to Lebesgue measure. See for example Meyer 5] The main ideas come from the articles of Escobedo, Vasquez and Zuazua 2] and Escobedo and Zuazua 3]. These authors often refer to classical results in their arguments which are thus quite sketchy. It seems that the ideas are classical in the theory of quasilinear equations but it was not possible to nd any precise proof. That is why we detail the particular case that we are interested in.
We begin with a lemma which prepares the application of Picard's xed-point theorem. Proof : (ii) Let v 2 C( 0; T]; L 1 (R)) which satis es (1.8). Using (0.5) and (0.8) we get for p = 2; +1, For p = 2 or p = +1, using (1.9) and (ii), we obtain and (iv), for any n 2 N, v n satis es (1.8), (1.9) and (1.10) for any 0 < < T. As 8t 2 0; T]; v n (t) ! u(t) in the distribution sense, we obtain that u(t) satis es (1.8), (1.9) and (1.10) for any 0 < < 
(R)) and 8t 2 ( ; T); @u(t)
Since is arbitrary, we have obtained the desired result.
We are now ready to prove Proposition 1.3. The proof is divided in three steps. In the rst, we prove existence and uniqueness for (D q t 0 ;u 0 ) (see (1.3) ). The second is dedicated to the contraction property (1.4) and the third to the comparison property (1. (R) and u be the solution of (D q t 0 ;u 0 ). We de ne U(t; x) = R x 1 u(t; y)dy. Let Proof : In the proof for existence like in the proof for uniqueness, we are confronted to the lack of control of F q (s; x) when s ! 0. That is why we use time-shifts on the sample-paths.
Uniqueness
Let P and P 0 be two solutions. We rst prove that v q (t; x) is a measurable version of the densities for P and P 0 . The map t ! P t belongs toC 0 ( 0; +1); P(R)). By Paul L vy's characterization, X t R t 0 F q (s; p(s; X s ))ds is a Brownian motion under P. Taking expectations in It 's formula, we obtain that t ! P t is a weak solution of (E q ) (see equation (1.1)). Theorem 1.2 then implies that v q is a measurable version of the densities for P. The same is true for P 0 .
We introduce the shift y 2 ! D n (y) = y( 1 n + :) 2 . Let P n = P D 1 n ; P 0 n = P 0 D 1 n .
Both P n and P 0 n solve the martingale problem : .7)), by Girsanov's theorem, this martingale problem admits a unique solution and P n = P 0 n .
As for any y 2 , lim n!+1 D n (y) = y, P n and P 0 n converge weakly to P and P 0 . Therefore ! ds is a Q-martingale and proving that this solution belongs toP( ) and admits v q as a measurable version for its densities. But the drift coe cient F q (s; v q (s; :)) is not bounded and to our knowledge, there is no classical existence result for such a martingale problem. That is why we introduce P n the solution of the martingale problem (2.2). We rst prove that v q ( 1 n + t; x) is a measurable version of the densities for P n . By Girsanov's theorem, since the drift coe cient F q ( 1 n +s; v q ( 1 n +s; X s )) is bounded, P n 2P( ). Let p n (t; x) be a measurable version of the densities for P n , t > 0 and 2 C Let Q n denote the image of P n by the shift y 2 ! y((: 1 n ) _ 0) 2 . We now prove that the sequence (Q n ) n converges weakly to the solution of (M q ). Since Q n 0 = V q ( 1 n ) converges weakly to 0 and the map s ! kF q (s; :)k L 1 is integrable, for any T > 0, the images of the probability measures Q n by the canonical restriction from to T are tight. Therefore the sequence (Q n ) n is tight. Let Q 1 be the limit of a convergent subsequence that we still index by n for convenience. Since the functions x ! F q (s; v q (s; x)) are continuous and bounded uniformly in s s 1 , the function G is continuous and bounded. Hence
Clearly, for any n 1 s 1 , E Q n (G(X)) = 0. Hence E Q 1 (G(X)) = 0. By Lebesgue's theorem, as s ! kF q (s; :)k L 1 is integrable, this equality still holds when we take the limits s p ! 0 and s ! 0. Therefore (X t ) (X 0 ) existence for this problem. Moreover, by uniqueness, the whole sequence (Q n ) n converges weakly to the solution of (M q ).
3 The propagation of chaos result
The particle systems
We recall the de nition of the moderately interacting particle systems 
Propagation of chaos
Theorem 3.2 For any q 2, the sequence of the laws of the particle systems (X 1;n ; : : : ; X n;n ) is P q -chaotic where P q denotes the unique solution of the martingale problem (M q ).
The particles are exchangeable. Therefore the propagation of chaos result is equivalent to the convergence in distribution of the empirical measures n = 1 n P n i=1 X i;n considered as P( )-valued random variables to P q (see for example 10] and the references cited in it). To prove this convergence, we adapt the approach of M l ard and Roelly in 4]. We begin with a tightness result. Then we check that the limit of any convergent subsequence is P q . In both steps we need the following fundamental technical result adapted from Oelschl ger 6] (Proposition 3.2 p.290). ))ds; 1 i n and F q ( 2 + s; x) is bounded, it is quite easy to adapt the proof to our framework.
The tightness result
Let n denote the law of the P( )-valued variable n . Since we have to control V n n , it is not enough to prove the tightness of the sequence ( n ) n . That is why we introduce the space and~ n be the law of the H-valued random variable ( n ; V n n ). To prove the tightness of the sequence (~ n ) n , it is enough to prove the tightness of the sequences (~ n m 1 ) n and (~ n v 1 ) n . We have just showed the tightness of the rst sequence. Let us deal with the second.
From any subsequence of (~ n m 1 ) n we extract a converging subsequence that we still index by n for simplicity. As P( ) is a polish space, we obtain by Skorokhod's lemma an almost surely convergent sequence ( n ) n of P( )-valued random variables de ned on a probability space (~ ;P ) such that for any n, the law of n is~ n m 1 = n . We are going to prove that V n n converges in L (R) by positive functions belonging to C K (R), we obtain that v t 0. Thus v t (x)dx is a Radon measure. By (3.3), the Radon measures m t and v t (x)dx are equal and m t has a density equal to v t .
To conclude, we set N = S p2N N p . Let us show that both terms of the right hand side of (3.4) are equal to 0.
By the boundedness of G k (uniform in k), the Lipschitz properties of F q (see (0.9)), Lemma 3.5
and Cauchy-Schwarz inequality, we obtain E~ 1 ((G G k )
2 ) CE~ 1 (jG G k j) Let W n (x) = W n ( x) and A k;n denote the expectation of the second term of (3.7). By a computation similar to (3.5), we obtain ! where the constant C depends neither on n nor on k. Since the probability measures k (x)dx converge weakly to 0 , applying L vy's theorem we conclude lim k!+1 sup n A k;n = 0.
As, by It 's formula, the rst term of (3.7) is equal to ( 
