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Povzetek
V diplomskem delu smo predstavili zasnovo in izvedbo racˇunskega jedra
OpenCL z vezjem FPGA. Uvodoma smo podali problematiko in kljucˇne resˇitve
za povecˇevanje zmogljivosti in ucˇinkovitosti procesnih sistemov. Predstavili smo
heterogene sisteme, navedli njihov razvoj in izvedbe strojne opreme. Nacˇrtovanje
programske opreme za tovrstne sisteme je izredno kompleksno. Resˇitev je v
ogrodju OpenCL, ki ga je zasnovalo podjetje Apple Inc. in ga prepustilo krovni
organizaciji Khronos Group. V delu je predstavljen osnovni koncept ogrodja
OpenCL in komponente, ki sestavljajo program napisan za heterogene sisteme.
Namen ogrodja OpenCL je splosˇna uporabnost programa na razlicˇni strojni
opremi. Za ta namen je podjetje Altera razvilo razvojno okolje Altera SDK
za OpenCL, ki smo ga v delu detajlno predstavili. Osredotocˇili smo se na iz-
vedbo racˇunskega jedra z vezjem FPGA, saj ta predstavlja pomemben del razvoja
heterogenih sistemov. Vezja FPGA se vse vecˇ pojavljajo v visoko zmogljivih
racˇunalniˇskih sistemih HPC in v vgrajenih sistemih, kjer je pomemben dejavnik
ucˇinkovitost procesiranja. V primerjalni sˇtudiji smo primerjali cˇas izvajanja funk-
cije matricˇnega mnozˇenja na racˇunskem jedru OpenCL z vezjem FPGA in z izva-
janjem funkcije na splosˇnem procesorju CPU. Primerjali smo tudi razlicˇne izvedbe
racˇunskega jedra. Ugotovili smo: (i) da je cˇas izvajanja funkcije na racˇunskem je-
dru OpenCL hitrejˇse za faktor 131 in (ii) da je racˇunsko jedro FPGA-B za faktor
15 hitreje izvrsˇilo funkcijo v primerjavi z FPGA-A.




In this thesis we introduce a design and implementation of OpenCL kernel
in FPGA. Initially we presented limits of increasing performances of traditional
CPU technology. The end of frequency scaling has caused a shift to multicore
processing. However, multicore processing has diminishing returns in terms of
increasing true application performance due to limits in I/O and memory ban-
dwidth. Heterogeneous computing is a solution to increase performances and
efficiencies. However, writing software application for such computing system is
a quite challenging. OpenCL is a framework for heterogeneous systems, which
was developed by Apple Inc., but is now maintained by the Khronos Group. It
allows programs to run on multicore CPUs, GPUs, DSPs and FPGAs. Altera
introduced the SDK for OpenCL which convert the OpenCL code to kernels that
can be run on an FPGA device. In this thesis we present a user-centric overview
of Altera SDK for OpenCL. In the comparison study we take matrix multiplica-
tion function and compare the ordinary CPU execution time and the computed
kernel time on FPGA. Within the same comparison study we compare computed
kernel time of optimized FPGA-B kernel and non-optimized FPGA-A kernel as
well. We find out, (i) that same calculation using the OpenCL model provide
a speed of 131 times over the ordinary CPU execution and (ii) that only kernel
optimization provide a speed of 15 times.




Po napovedi IDC’s Digital Universe bo do leta 2020 kolicˇina vseh podatkov na
zemlji narasla do vrednosti 44 zetabajt-ov, zato se predvideva 10-kratna rast v na-
slednjih 5 letih. Naprave povezane v internetno omrezˇje (ang. internet of things)
bodo prispevale priblizˇno 10 % vseh podatkov [11]. Tezˇnja po zmogljivosti in
ucˇinkovitosti obdelave tako obsezˇne kolicˇine pretocˇnih podatkov pa je zˇe prerasla
uporabo splosˇnih procesorjev.
Povecˇanje gostote tranzistorjev na integriranem vezju in dvigovanje frekvence
delovnega takta procesorja ter posledicˇno povecˇanje elektricˇne napetosti dopri-
nese k povecˇanju porabe elektricˇne mocˇi. Povecˇana poraba elektricˇne mocˇi
pa doprinese k prekomernemu segrevanju integriranega vezja. Ucˇinkovitost
procesorja oz. celotnega sistema ima zato zelo velik vpliv na nadaljnji ra-
zvoj racˇunalniˇskih sistemov in na vgrajene sisteme (ang. embedded systems).
Ucˇinkovitost racˇunalniˇskega in vgrajenega sistema lahko izboljˇsamo z uporabo
[12]:
• vecˇjedrnih homogenih procesorjev, ki delujejo z nizˇjo frekvenco delovnega
takta, a kljub temu povecˇujejo zmogljivost in ucˇinkovitost (ang. perfor-
mance per watt),
• namenskih procesorjev DSP ali namenskega integriranega vezja ASSP za
izvajanje kompleksnejˇsih matematicˇnih operacij ali
• heterogenih sistemov z enim, splosˇno namenskim procesorjem CPU, in eno




V diplomskem delu se osredotocˇimo na zgradbo in razvoj heterogenih sis-
temov. Slednji predstavljajo kljucˇ do nadaljnjega razvoja procesnih sistemov,
povecˇevanja zmogljivosti in ucˇinkovitosti. Heterogene sisteme srecˇujemo v zelo
zmogljivih racˇunalniˇskih sistemih HPC (ang. High Performance Computing) in
ravno tako pri manj zmogljivih vgrajenih sistemih. Ucˇinkovitost procesnega sis-
tema je izrazita predvsem pri mobilnih napravah, ki so odvisne od baterijskega
napajanja.
Delo obsega poleg uvodnega poglavja sˇe sˇest poglavij. V drugem po-
glavju predstavimo heterogene sisteme, ki za izvajanje programa uporabljajo
vecˇ razlicˇnih tipov procesorjev, arhitektur ali strojne opreme. S heterogenimi
sistemi lahko bistveno izboljˇsamo ucˇinkovitost in zmogljivost procesiranja. V
tretjem poglavju detajlno predstavimo ogrodje OpenCL, ki predstavlja povod za
porast heterogenih sistemov. V cˇetrtem poglavju predstavimo prednosti izvedbe
racˇunskega jedra OpenCL na integriranem vezju FPGA. Zgradba vezja FPGA
omogocˇa ucˇinkovito izvajanje funkcij racˇunskega jedra OpenCL. Prvo podjetje,
ki je podprlo razvoj racˇunskih jeder OpenCL na vezju FPGA, je Altera. S teh-
nikami optimizacije racˇunskega jedra za vezja FPGA lahko bistveno povecˇamo
zmogljivost celotnega heterogenega sistema. Posledicˇno se vezja FPGA vse vecˇ
pojavljajo v do sedaj netipicˇnem podrocˇju, kot npr. Microsoft-ovem podatkov-
nem centru v oblaku [13]. V petem poglavju, ki predstavlja osrednjo temo di-
plomskega dela, predstavimo razvojno okolje Altera SDK za OpenCL. V sklopu
tega bolj detajlno opiˇsemo potek prevajanja racˇunskega jedra OpenCL z Alte-
rinim prevajalnikom AOC in predstavimo podrobnosti prevajalnika racˇunskega
jedra Altera SDK za OpenCL. Primernost in ustreznost predstavljenih racˇunskih
jeder OpenCL s funkcijo izvajanja matricˇnega mnozˇenja prikazˇemo v sˇestem po-
glavju. V tem poglavju s primerjalno sˇtudijo analiziramo vpliv razlicˇnih izvedb
racˇunskih jeder na cˇas izvajanja na racˇunskem jedru. Racˇunsko jedro prevedemo
s prevajalnikom AOC (ang. Altera Oﬄine Compiler). Predstavimo tri razlicˇne
7izvedbe racˇunskega jedra in pri enem uporabimo tehnike optimizacije. Meritve
izvajamo na prototipni plosˇcˇi Atlas-SoC Kit [28]. V sedmem poglavju podamo
zakljucˇke diplomskega dela. Delo poleg navedenih poglavij obsega tudi doda-




V tem poglavju na kratko predstavimo heterogene sisteme, s katerimi lahko iz-
boljˇsamo ucˇinkovitost in zmogljivost procesiranja. To so sistemi, ki za izvajanje
programa uporabljajo vecˇ razlicˇnih tipov procesorjev, razlicˇnih arhitektur ali pa
tudi katero drugo strojno opremo za pomocˇ pri izvajanju zahtevnih racˇunskih
operacij. To so lahko vezja FPGA, GPGPU, DSP ali namenska vezja ASSP [14].
V nadaljevanju predstavimo zgradbo in razvoj heterogenih sistemov.
2.1 Zgradba in razvoj heterogenih sistemov
Zgradba racˇunalniˇskih sistemov se v zadnjem desetletju zelo spreminja, predvsem
na podrocˇju visoko zmogljivih racˇunalniˇskih sistemov HPC, kot tudi na podrocˇju
manjˇsih vgrajenih sistemov. Gonilo sprememb je vsekakor povecˇanje procesnih
zmogljivosti in pri tem pa je pomemben dejavnik tudi poraba elektricˇne mocˇi. V
merilo procesnih zmogljivosti je tako zajet parameter elektricˇne mocˇi, ki predsta-
vlja koliko procesne zmogljivosti ima racˇunska naprava pri izvajanju programa
na enoto elektricˇne mocˇi (ang. performance per watt). Na sliki 2.1 prikazujemo
razvoj procesorskih sistemov skozi cˇas in zahteve po zmogljivosti ter porabo ele-
ktricˇne mocˇi.
Zacˇetki splosˇnega procesorja segajo v leto 1971, ko je podjetje Intel razvilo 4-
bitni procesor i4004. Z novimi procesi izdelave integriranih vezij se je povecˇevala
gostota tranzistorjev na enoto povrsˇine in s tem tudi zmogljivost procesorjev.
Nove tehnologije so tudi omogocˇile dvigovanje delovnega takta procesorja. Eden
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od ustanoviteljev podjetja Intel, Gordon E. Moore, je leta 1975 napovedal trende
rasti integracije integriranega vezja, in sicer podvojitev gostote tranzistorjev vsa-
kih 18 mesecev. Omenjena napoved trenda rasti se je kasneje preimenovala v
znani Moorov zakon. Proti koncu prejˇsnjega tisocˇletja je Moorov zakon prvicˇ
doletelo dejstvo, da se skladno s povecˇanjem gostote tranzistorjev ne povecˇuje
zmogljivost procesorja. Z ekstremnim dvigovanjem frekvence delovnega takta in
povecˇanjem elektricˇne napetosti sicer lahko povecˇamo zmogljivost procesorja, a
s tem naletimo na novo oviro, in sicer na odvajanje toplote procesorja. Obdobje
stagniranja zmogljivosti procesorja prikazujemo na sliki 2.1.
Slika 2.1: Heterogeni sistemi: razvoj procesorjev in racˇunskih naprav [1].
Prvo vecˇjo spremembo v arhitekturi procesorjev je doprinesla tehnologija iz-
delave vecˇjedernega procesorja. Prvi vecˇjederni procesor je v zacˇetku novega
tisocˇletja predstavilo podjetje IBM. Procesor Power4 je imelo dva jedra. Leta
2004 je podjetje Intel predstavilo vecˇjederni procesor Pentium D (kodno ime
Smithfield), podjetje AMD pa vecˇjederni procesor AMD Athlon 64x2. Na sliki
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2.1 prikazujemo tudi prehod na vecˇjederne procesorje. Da je vecˇjederna tehnolo-
gija kljucˇ za nadaljnji razvoj procesorskih sistemov, je omenjeno zˇe v prispevku
Chandrakasana in sodelavcev iz leta 1995 [15]. Njihove teze o zmanjˇsanju po-
rabe elektricˇne mocˇi na vecˇjedernih procesorjev pri enaki procesni zmogljivosti
prikazujemo na sliki 2.2.
Slika 2.2: Heterogeni sistemi: na levi strani procesor z enim jedrom, na desni
strani procesor z dvema jedroma [2].
Za osnovo je vzeta enacˇba (2.1), ki predstavlja porabo elektricˇne mocˇi P, ki
se trosˇi na integriranem vezju:
P = CU2f (2.1)
pri cˇemer C predstavlja kapacitivnost, U napetost integriranega vezja in f fre-
kvenco delovnega takta procesorja.
Pri primerjavi enojedernega in dvojedernega procesorja je bila pri enojeder-
nem uposˇtevana frekvenca f, pri dvojedernem pa za vsako jedro frekvenca f/2.
Zaradi povecˇanja integriranega vezja in sˇtevila tranzistorjev je bila uposˇtevana
povecˇana kapacitivnost C za faktor 2,2. Napetost U se za dvojederni procesor
znizˇa na vrednost 0,6U. Po vnosu vseh parametrov v enacˇbo (2.1) pridemo do
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rezultata, da pri enaki zmogljivosti izvajanja sˇtevila ukazov na enoto sekunde
v obeh arhitekturah procesorja znasˇa poraba mocˇi drasticˇno nizˇja pri dvojeder-
nem procesorju. Dvojederni procesor potrosˇi za faktor 0,396P mocˇi enojedernega
procesorja.
V racˇunalniˇskih sistemih se za potrebe obdelave in ustvarjanja 3D racˇunalniˇske
grafike (ang. rendering) uporabljajo namenski graficˇni procesorji GPU. Njihova
prednost je v vzporednem izvajanju razmeroma preprostih matematicˇnih operacij.
Pomembnejˇsi gradnik posameznega procesorja GPU je cevovod (ang. pipeline),
kjer se obdela ena slikovna tocˇka v enem delovnem taktu in s tem razbremeni
glavni splosˇni procesor CPU. Graficˇni procesorji GPU se ne uporabljajo samo za
obdelavo racˇunalniˇske grafike, temvecˇ tudi za splosˇno pomocˇ glavnemu procesorju
CPU pri izvajanju matematicˇnih operacij, kot npr. matricˇnih operacij. Zaradi
tega imenujemo graficˇne procesorje tudi GPGPU (ang. General-purpose compu-
ting on graphics processing units). Za pomocˇ glavnemu procesorju pri izvajanju
kompleksnejˇsih matematicˇnih operacij, npr. racˇunanje s plavajocˇo vejico se za te
namene uporablja signalne procesorje DSP (ang. Digital Signal Processor). Kot
primer lahko navedemo racˇunanje FFT (ang. fast Fourier transform). Vzpore-
dno izvajanje programa na heterogenem sistemu doprinese k celotnemu povecˇanju
zmogljivosti in izboljˇsuje razmerje zmogljivosti na enoto elektricˇne mocˇi (slika
2.1). V sodobnejˇsih heterogenih sistemih vedno vecˇ srecˇujemo vezja FPGA kot
pomocˇ izvajanju kompleksnih matematicˇnih operacij glavnemu splosˇnemu pro-
cesorju CPU. Z primer prikazujemo razliko implementacije preproste funkcije v
jeziku C (2.2).
Mem[100]+ = 42 ∗Mem[101] (2.2)
Funkcija se na procesorju izvaja v zaporednem nizu ukazov na aritmeticˇni logicˇni
enoti ALE, ki jih prikazujemo na sliki 2.3.
Funkcija (2.2) se dejansko na procesorju izvede v nekaj delovnih taktih.
Najvecˇja razlika v primerjavi z realizacijo funkcije (2.2) na vezju FPGA je, da
se na vezju FPGA ustvari logicˇno vezje, ki potem zelo ucˇinkovito izvaja funkcijo
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Slika 2.3: Heterogeni sistemi: matematicˇna operacija prevedena v niz ukazov na
procesorju [1].
(2.2). Logicˇno vezje prikazujemo na sliki 2.4.
Slika 2.4: Heterogeni sistemi: izvedba matematicˇne operacije na vezju FPGA [1].
Uporaba vezij FPGA v heterogenih sistemih doprinese sˇe k izboljˇsanju zmo-
gljivosti celotnega sistema in izboljˇsanju ucˇinkovitosti (slika 2.1).
Nacˇrtovanje programov za heterogene sisteme je postalo izredno kompleksno,
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saj kot prvo vsebujejo razlicˇno strojno opremo (GPGPU, DSP, FPGA, itd.) in
kot drugo strojno opremo razlicˇnih proizvajalcev, ki se posluzˇujejo razlicˇnih pre-
vajalnikov, razhrosˇcˇevalnikov in razvojnih okolij. Podjetje Apple je za te namene
pripravilo osnutek ogrodja OpenCL, ki je dejansko prvo standardizirano ogrodje
za tovrstne heterogene sisteme [16].
3 Ogrodje OpenCL
Na trgu obstaja kar nekaj resˇitev za programiranje heterogenih sistemov, kot
npr. CUDA (ang. Compute Unified Device Architecture), ki je v lasti podjetja
Nvidia Corporation. Glavna pomanjkljivost let-teh je v ne splosˇnosti uporabe,
nezdruzˇljivosti programske kode med razlicˇnimi proizvajalci enake oz. podobne
strojne opreme kot npr. GPGPU proizvajalca Intel, AMD in NVIDIA in ravno
tako o nezdruzˇljivosti programske kode med popolnoma razlicˇno strojno opremo
kot so npr. vezja FPGA, signalni procesorji DSP ali namenska vezja ASSP.
Podjetje Apple Inc., ki je svetovno znano podjetje po inovativnosti na
racˇunalniˇskem podrocˇju, je kot prvo pripravilo osnutek ogrodja OpenCL za pro-
gramiranje heterogenih sistemov s podporo izvajanja na razlicˇni strojni opremi.
V nadaljevanju je podjetje Apple Inc. v sodelovanju s podjetji IBM, AMD, Intel,
Samsung, Qualcomm, Altera, ARM Holdings in ostalimi [3] dopolnilo osnutek
ogrodja OpenCL ter ga za nadaljnje posodabljanje prepustilo krovni organizaciji
Khronos Group [17].
Konec leta 2008 je izsˇla prva razlicˇica specifikacij ogrodja OpenCL 1.0 [16].
Omenimo, da je standard OpenCL brezplacˇen in da ga je mogocˇe uporabljati na
raznolikih heterogenih sistemih, kot so manj zmogljive mobilne naprave, osebni
racˇunalniki ter tudi visoko zmogljivi racˇunalniki HPC. Posodabljanje standarda
omogocˇa dopolnjevanje podpore na vse vecˇ razlicˇne strojne opreme. Trenutna
posodobljena razlicˇica standarda OpenCL 2.2 [18] je iz leta 2015. OpenCL je




Ravno tako prihaja do sprememb na podrocˇju strojne opreme. Podjetje pro-
gramirljivih vezij Altera Inc. je prvo, ki je podprlo razvoj racˇunskih jeder OpenCL
na kompleksnem programirljivem vezju FPGA. Slednja so postala pomemben cˇlen
pri nacˇrtovanju sodobnih heterogenih sistemov.
V nadaljevanju detajlno predstavimo osnovni koncept ogrodja OpenCL.
3.1 Osnovni koncept OpenCL
OpenCL je zasnovan za podporo raznolikih heterogenih sistemov, in sicer od manj
racˇunsko zahtevnih vgradnih sistemov (ang. embedded systems) do zelo zmoglji-
vih super racˇunalnikov ter do sistemov, kjer je kljucˇnega pomena poraba elek-
tricˇne mocˇi. Da lahko OpenCL podpira taksˇno raznolikost sistemov je potrebno
izvesti sledecˇe korake:
1. prepoznati komponente strojne opreme, ki sestavljajo heterogeni sistem,
2. preveriti znacˇilnosti le-te strojne opreme za kasnejˇso prilagoditev program-
ske opreme,
3. pripraviti niz nabora ukazov (racˇunska jedra), ki se izvrsˇujejo na strojni
opremi,
4. prednastaviti pomnilnike, ki se uporabljajo pri izvajanju nizov ukazov,
5. izvrsˇiti niz ukazov v pravem zaporedju na strojni opremi heterogenega sis-
tema,
6. zajeti koncˇne rezultate.
Omenjeni koraki (1-6) se izvajajo preko programskih vmesnikov (ang. Appli-
cation Programming Interface API ), ki so zajeti v specifikacijah OpenCL [3]. Za
boljˇse razumevanje ogrodja OpenCL, ga v nadaljevanju razdelimo na sˇtiri osnovne
modele [2]:
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• model platforme: zajema splosˇen opis heterogenega sistema,
• model izvajanja: zajema abstraktno predstavitev izvajanja nizov ukazov
na heterogenem sistemu,
• model pomnilniˇske strukture: zajema zbirko pomnilnikov, ki se upora-
bljajo znotraj OpenCL izvajanja racˇunskih operacij,
• model programiranja: zajema abstrakcijo programiranja algoritma.
3.1.1 Model platforme v OpenCL
Model platforme v OpenCL dolocˇa, da je heterogeni sistem sestavljen iz enega
procesorja, ki mu pravimo gostitelj (ang. host). Procesor gostitelj nadzoruje
celotni potek izvajanja racˇunskega dela programske kode v OpenCL na racˇunski
napravi (ang. compute device), kot prikazujemo na sliki 3.1. Racˇunska naprava
je lahko CPU, GPGPU, DSP, FPGA ali katerakoli druga naprava, ki podpira
OpenCL. Teh racˇunskih naprav na heterogenem sistemu je lahko vecˇ, z gostiteljem
pa so povezane preko podatkovnih vodil. Podatkovno vodilo ni natancˇno dolocˇeno
v specifikacijah OpenCL [3], se pa v praksi najvecˇkrat pojavlja vodilo PCIe.
Racˇunska naprava je deljena na vecˇ racˇunskih enot (ang. compute unit), ki pa se
delijo na izvajalne elemente (ang. processing element). Slednje dejansko izvajajo
racˇunanje. Deljivost podrobneje opiˇsemo v nadaljevanju (glej podpoglavje 3.1.2).
3.1.2 Model izvajanja v OpenCL
Izvajanje programa na heterogenem sistemu v OpenCL poteka v dveh locˇenih de-
lih. Programska koda, ki se izvaja na procesorju gostitelja (ang. host program),
pripravi vso potrebno vsebino za racˇunsko jedro (ang. kernel) ter preko program-
skega vmesnika poskrbi za ustrezno izvajanje. OpenCL koda racˇunskega jedra se
izvaja na eni ali vecˇ racˇunskih napravah.
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Slika 3.1: Model platforme v OpenCL: sestavljen je iz enega procesorja gostitelja
(ang. host) ter vecˇ racˇunskih naprav (ang. compute device), ki se delijo na
racˇunske enote (ang. compute unit) in te sˇe na izvajalne elemente (ang. processing
element) [2].
Izvajalno okolje (ang. runtime) OpenCL ustvari indeksni prostor pred
izvrsˇitvijo racˇunskega jedra. V vsaki tocˇki indeksnega prostora se izvaja del
funkcije racˇunskega jedra OpenCL. Pomembno je poudariti, da se v enem inde-
ksnem prostoru hkrati izvaja samo ena funkcija. Vsaka tocˇka indeksnega prostora
se izvaja na delovnem elementu (ang. work item). Delovni elementi so zdruzˇeni
v vecˇje skupine imenovane delovne skupine (ang. work groups). Delovne skupine
so v racˇunskem jedru OpenCL [3] razporejene v prostoru dimenzije N, ki ima
vrednosti ena, dva ali tri. Ta prostor se imenuje NDRange. Vsakemu delovnemu
elementu pripadajo koordinate v prostoru NDRange, kot prikazujemo na sliki 3.2.
Na sliki 3.2 prikazujemo primer dvodimenzionalnega prostor NDRange, ki obsega
velikosti (Gx, Gy) in delovno skupine velikosti (Sx, Sy). Vsak delovni element
ima tako svoj unikaten indeks v celotnem prostoru NDRange. Vrednost indeksa
delovnega elementa prikazujemo v enacˇbi 3.1.
(gx, gy) = (wxSx + sx, wySy + sy) (3.1)
Podrobnejˇsi opis indeksnega prostora racˇunskega jedra najdemo v literaturi [2,
4, 3].
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Slika 3.2: Model izvajanja v OpenCL: primer dvodimenzionalnega indeksnega
prostora NDRange v racˇunskem jedru [3].
Prva zadolzˇitev procesorja gostitelja je priprava okolja za racˇunsko napravo
(ang. context), ki se ustrezno izvaja preko funkcij programskega vmesnika. Vse-
bina omenjenega okolja zajema sledecˇe:
• zbirko racˇunskih naprav, ki so podprte z OpenCL,
• funkcije racˇunskih jeder, ki se izvajajo na racˇunski napravi,
• izvorno kodo racˇunskega jedra OpenCL in izvrsˇljiv objekt OpenCL,
• zbirko objektov v pomnilniku, ki so dostopni racˇunskemu jedru.
Interakcija med procesorjem gostiteljem ter racˇunsko enoto OpenCL poteka
preko ukazne vrste (ang. command queue), ki se lahko izvajajo v sekvencˇnem
zaporedju ali pa tudi ne. V slednjem primeru mora gostitelj ustrezno poskrbeti
za sinhronizacijo med izvajanjem razlicˇnih racˇunskih jeder OpenCL. Specifikacija
OpenCL 1.2 [3] zajema tri razlicˇne sklope ukazov:
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• ukazi racˇunskega jedra: so ukazi, ki se izvajajo na izvajalnem elementu
racˇunske naprave OpenCL,
• pomnilniˇski ukazi: dolocˇajo ustrezen prenos podatkov med pomnilni-
kom dostopnim procesorju gostitelja in pomnilnikom dostopni racˇunskim
napravam OpenCL ter ustrezno na strani gostitelja razvrsˇcˇajo pomnilniˇski
prostor,
• sinhronizacijski ukazi: so ukazi, ki poskrbijo za ustrezen vrstni red iz-
vajanja programa, npr. ukazna vrsta pregrade (ang. command-queue
barrier).
Znotraj indeksnega prostora NDRange je za socˇasno izvajanje funkcij na de-
lovnih elementih potrebno zagotoviti tako imenovane pregrade (ang. barriers). S
pregradami zagotovimo, da se pred izvajanjem naslednje funkcije najprej zakljucˇi
funkcija v izvajanju. Specifikacija OpenCL 1.2 [3] zajema pregrade samo znotraj
delovne skupine in ne tudi pregrade med delovnimi skupinami.
3.1.3 Pomnilniˇski model v OpenCL
V osnovi se pomnilniki v heterogenih sistemih delijo na dve glavni skupini po-
mnilnikov. Prvi je dostopen samo procesorju gostitelju (ang. host memory), vsi
ostali, ki jih zajema specifikacija OpenCL, pa so dostopni racˇunskim napravam.
Slednje prikazujemo na sliki 3.3.
Delovni elementi, ki izvajajo funkcije racˇunskega jedra imajo dostop do sˇtirih
razlicˇnih tipov pomnilnikov na racˇunski enoti [2]:
• Globalni pomnilnik: Pomnilnik je dostopen vsem delovnim elementom
znotraj delovne skupine in ravno tako delovnim elementov preostalih delov-
nih skupin racˇunskega jedra OpenCL. Mozˇno je izvajati tako bralne kot tudi
pisalne dostope. V praksi je obicˇajno to DDR4 SDRAM tip pomnilnika ali
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GDDR5 SDRAM, v zadnjem obdobju pa se pojavlja tudi zelo hitri pomnil-
nik HMC. Ta vrsta pomnilnika ima obicˇajno razmeroma dolge dostopne
cˇase (ang. latency).
• Pomnilnik konstant: Procesor gostitelj v globalnem pomnilniku dolocˇi
podrocˇje za konstante, ki se ne spreminja ob klicu funkcij racˇunskega jedra.
• Lokalni pomnilnik: Ta pomnilniˇska regija je dostopna samo delovnim
elementom znotraj delovne skupine. Obicˇajno je to locˇen del pomnilnika
na racˇunski napravi. Velikost pomnilnika ni velika, znacˇilni pa so kratki
dostopni cˇasi.
• Privatni pomnilnik: Za razliko od lokalnega pomnilnika ima dostop do
privatnega pomnilnika izkljucˇno samo eden delovni element znotraj delovne
skupine.
Slika 3.3: Pomnilniˇski model v OpenCL: Koncept strukture racˇunske naprave
OpenCL s pripadajocˇimi racˇunskimi enotami in izvajalnimi elementi ter po-
mnilniˇsko strukturo. Na sliki ne prikazujemo procesorja gostitelja [3].
Procesor gostitelj preko programskega vmesnika in ukaznih vrst ustvari
objekte v globalnem pomnilniku ter z njimi ustrezno operira. Omenimo pa,
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da nima dostopa do lokalnega in privatnega pomnilnika, ki so dolocˇeni znotraj
racˇunskega jedra OpenCL.
3.1.4 Model programiranja v OpenCL
Model programiranja v OpenCL 1.2 dovoljuje izvajanje funkcij racˇunskega jedra
socˇasno nad vecˇimi vhodnimi podatki (ang. data parallel), socˇasno izvajanje vecˇ
opravil (ang. task parallel) ali pa tudi neko kombinacijo obeh [3]. V osnovi pa je
bil OpenCL namenjen socˇasnemu izvajanju funkcij nad vecˇjo kolicˇino podatkov.
• Model programiranja socˇasnega izvajanja nad vecˇjo kolicˇino po-
datkov: Zˇe v modelu izvajanja OpenCL v poglavju 3.1.2 smo omenili ko-
relacijo med indeksnim prostorom in podatki s katerimi operira delovni
element racˇunskega jedra. V tem modelu programiranja so pomnilniˇski
objekti z vhodnimi podatki direktno povezani z delovnimi elementi znotraj
delovne skupine. V tem primeru celotna delovna skupina operira socˇasno
nad vsemi podatki, ki se nahajajo v pomnilniˇskem bloku. OpenCL ravno
tako dovoljuje, da ustrezno glede na zmogljivost racˇunske naprave omejimo
to socˇasno izvajanje delovnih elementov s tem, da delimo delovne skupine
na manjˇse enote.
• Model programiranja socˇasnega izvajanja opravil: Dovoljuje izva-
janje racˇunskega jedra na racˇunski enoti z eno delovno skupino, le ta pa
vsebuje samo en delovni element. To pomeni, da se ne ustvari indeksni
prostor NDRange. Programerji socˇasno izvajanje zagotovijo ali s socˇasnim
izvajanjem vecˇjim sˇtevilom racˇunskih jeder ali pa z vgrajenim vektorskih
tipov podatkov.
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3.2 Osnovne komponente programa OpenCL
V poglavju 3.1 smo predstavili ozadje delovanja OpenCL na heterogenem sis-
temu in osnovne gradnike (delovni element, racˇunsko jedro, izvajalni element,
pomnilniˇski objekt, itd.).
V nadaljevanju predstavimo osnovne komponente izvajanja programa
OpenCL na heterogenem sistemu. Na sliki 3.4 prikazujemo postopke izvajanja
programske kode na procesorju gostitelju (CPU). Racˇunska naprava (GPU) pa
izvaja funkcije racˇunskega jedra OpenCL.
Slika 3.4: Blokovna shema prikazuje gradnike OpenCL in postopke izvajanja
procesorja gostitelja (CPU) [4].
3.2.1 Programski vmesnik platforme
Heterogeni sistem lahko vsebuje vecˇ razlicˇnih racˇunskih naprav z razlicˇnimi la-
stnostmi in zmozˇnostmi. Tako s programskim vmesnikom platforme raziˇscˇemo
heterogeni sistem, ugotovimo zmozˇnosti tega sistema ter ustrezno prilagodimo iz-
vajanje programa in ustvarjanje racˇunskih jeder. Primer programskega vmesnika,
ki vrne vrednost razpolozˇenih racˇunskih naprav heterogenega sistema [18] je:
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cl_int clGetPlatformIDs (cl_uint num_entries,
cl_platform_id *platforms,
cl_uint *num_platforms)
3.2.2 Programski vmesnik izvajalnega okolja
Za ustrezno izvajanje programa na racˇunskih napravah programer poskrbi s pro-
gramskimi vmesniki izvajalnega okolja. Ena od prvih nalog je ustvariti ukazno
vrsto za izvajanje programa na racˇunskih jeder. Ta programski vmesnik prikazu-
jemo z naslednjim primerom [18]:




3.2.3 Programski jezik racˇunskega jedra OpenCL C
OpenCL C je programski jezik, ki se uporablja za pisanje kode racˇunskega je-
dra. OpenCL C se nadaljnjo razvija in vsebuje vse vecˇji nabor ukazov, npr. v
specifikaciji OpenCL 2.2 dovoljuje podporo zˇe nekaj naborov ukazov jezika C++
[17]. V osnovi je OpenCL C iz jezika C ISO C99 z nekaj omejitvami, ki jih je
mozˇno izvajati samo na procesorju, hkrati pa so dodane tudi nekatere razsˇiritvene
funkcije za izvajanje socˇasnosti.
Omejitve OpenCL C, ki so tipicˇno lahko izvajajo samo na procesorju so [2]:
• kazalci na funkcije,
• bitna polja,
• rekurzivne funkcije,
• uporaba standardnih knjizˇnic C, npr. stdio.h, stdlib.h,
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Razsˇiritve, ki so dodane OpenCL C so sledecˇe [2]:
• vektorski podatkovni tipi, npr. float8, uint4, char8, int4,
• funkcije za opravljanje z delovnimi elementi in skupinami, npr.
get global id(0),
• funkcije namenjene sinhronizaciji delovnih elementov, npr. bar-
rier(CLK LOCAL MEM FENCE).
Podrobnejˇsi opis jezika OpenCL C je predstavljen v specifikacijah OpenCL
[17].
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4 OpenCL na integriranem vezju FPGA
V poglavju 4 predstavimo prednosti izvedbe racˇunskega jedra OpenCL na vezju
FPGA. Detajlno predstavimo tudi osnovne gradnike vezja FPGA in vezja SoC
(ang. System On Chip).
Najvecˇjo razliko med integriranim vezjem FPGA ter preostalimi integriranimi
vezji (CPU, DSP, GPGPU, itd.) predstavlja vsebina funkcionalnosti vezja FPGA,
ki se dolocˇi po izdelavi vezja. Osnovni gradniki, kot so logicˇni elementi (ang. lo-
gic element, LE ), digitalni signalni procesni bloki (ang. digital signal processing,
DSP), pomnilniˇski bloki ter matrika povezljivosti, omogocˇajo vezju FPGA iz-
redno prilagodljivost pri izvedbi kompleksnih matematicˇnih funkcij. Osnovno
zgradbo vezja FPGA prikazujemo na sliki 4.1. Poleg omenjenih osnovnih gradni-
Slika 4.1: Osnovna zgradba vezja FPGA [1].
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kov vsebujejo sodobna vezja FPGA sˇe vgrajene vmesnike za hitre zaporedne pre-
nose digitalnih signalov (ang. transceiver channels), ki dosegajo hitrosti prenosa
do 28Gbps. Poleg tega vsebujejo sˇe vgrajene vmesnike za standardni serijski pro-
tokol PCI Express in pomnilniˇske krmilnike, ki podpirajo pomnilniˇske strukture
DDR4, LPDDR3, HMC. Nekatera vezja FPGA imajo vgrajen zmogljivi procesor
ARM Cortex-A9, ki jih Altera imenuje SoC. Vezje SoC predstavlja celoten he-
terogeni sistem, saj se program gostitelja izvaja na vgrajenem procesorju ARM
Cortex-A9, ob tem pa se funkcije racˇunskega jedra izvajajo na vezju FPGA.
V nadaljevanju predstavimo razliko v implementaciji racˇunskega jedra
OpenCL med FPGA in GPGPU (ang. General-purpose computing on graphics
processing units). Ta se nahaja v strojni opremi. Vezja GPGPU so sestavljena
Slika 4.2: Zgradba graficˇne kartice NVIDIA Kepler GK110. Ta vsebuje 15
racˇunskih enot SMX in vsaka od teh vsebuje 192 jeder CUDA (ang. cores) [5].
iz vecˇ sto izvajalnih elementov (ang. processing cores) na katerih se izvajajo
delovni elementi funkcije racˇunskega jedra. Ti izvajalni elementi pa podpirajo
omejen nabor ukazov. To lahko primerjamo z aritmeticˇno logicˇno enoto ALE v
procesorju. Na sliki 4.2 prikazujemo primer zgradbe in osnovne gradnike graficˇne
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kartice Nvidia.
Vezja GPGPU so tako prilagojena na nacˇin izvajanja racˇunskega jedra SIMD,
ki pomeni en ukaz nad socˇasnim izvajanjem vecˇje kolicˇino podatkov (ang. single
instruction, multiple data, SIMD).
Racˇunsko jedro na vezju FPGA dejansko predstavlja novo logicˇno vezje, ki
izvaja funkcijo opisano v jeziku OpenCL C. Izvaja se optimalno, porabi pa precej
manj elektricˇne mocˇi v primerjavi z vezji GPGPU. Primer implementacije pre-
prostega racˇunskega jedra OpenCL C prevedenega za vezje FPGA prikazujemo
na sliki 4.3. Razvidno je, da se dejansko ustvari novo namensko logicˇno vezje.
Slika 4.3: Racˇunsko jedro OpenCL opravlja funkcijo sesˇtevanja dveh vektorskih
sˇtevil [6].
V primerih, ko je program OpenCL sestavljen iz vecˇ racˇunskih jeder in so med-
sebojno odvisnosti, predstavlja zmogljivost globalnega pomnilnika ovira izvajanja
celotnega sistema. Za lazˇje razumevanje navajamo primer: Rezultat racˇunskega
jedra predstavlja vhod v drugo racˇunsko jedro, le-to pa poteka preko globalnega
pomnilnika kot prikazujemo na sliki 4.4 (zgornja vrstica). Racˇunska jedra si torej
izmenjujejo podatke preko globalnega pomnilnika. V primerjavi z vezjem GPGPU
omogocˇa zgradba vezja FPGA izmenjavo podatkov preko pomnilniˇske strukture
FIFO (ang. firs in, first out) [19]. Za ta namen je Altera razsˇirila prvotne speci-
fikacije OpenCL 1.0 s podporo verizˇenja racˇunskih jeder kot prikazujemo na sliki
4.4 (spodnja vrstica).
Pomembno je sˇe poudariti, da lahko v vezju FPGA poljubno gradimo lokalne
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Slika 4.4: Verizˇno povezana racˇunska jedra OpenCL (ang. channel) [7].
pomnilnike OpenCL, ki jih za izvajanje racˇunskih jeder uporabljajo delovni ele-
menti. Lokalni pomnilnik v vezju FPGA je precej hitrejˇsi in ima krajˇse cˇasovne
dostope v primerjavi z vezji GPGPU.
4.1 Gradniki integriranega vezja FPGA
Osnovni gradnik vezja FPGA predstavlja logicˇni element (ang. logic element,
LE ), ki je sestavljen iz programirljive logicˇne tabele (ang.look-up table, LUT ) in
pomnilne celice (ang. flip-flop). Na sliki 4.5 prikazujemo osnovni gradnik.
Poimenovanje osnovnega gradnika je lahko tudi drugacˇno, npr. podjetje Xilinx
ga poimenuje logicˇna celica. Vse operacije Boolove algebre, disjunkcija (logicˇni
ALI), konjunkcija (logicˇni IN) in negacijo (logicˇni NE) je mozˇno realizirati z
logicˇnim elementom. Razsˇiritev izvedbe kompleksnosti logicˇnih operacij omogocˇi
povezovalno polje, ki ga prikazujemo na sliki 4.6 in 4.7.
Omenjene logicˇne operacije niso omejene le na sˇirino bitov vhodnega operanda,
saj le te lahko izvedemo z vecˇjo sˇtevilo logicˇnih elementov ter ustrezno povezˇemo.
Z osnovnimi gradniki realiziramo vecˇje sˇtevilo razlicˇnih digitalnih sklopov, kot
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npr. sinhrone sˇtevce, sekvencˇne avtomate, sesˇtevalnike, in druge na enem vezju
FPGA. To prikazujemo na sliki 4.8.
Za boljˇso predstavo omenimo, da npr. najmanjˇsa druzˇina vezij FPGA (MAX
10) podjetja Altera vsebuje 2000 logicˇnih elementov, (glej sliko 4.5). Za primer
omenimo, da 32 bitni vgrajeni procesor NiosII zasede nekaj vecˇ kot 600 logicˇnih
elementov v vezju FPGA. Sˇtevilo logicˇnih elementov segajo do vrednosti 5,5 mili-
jona v najzmogljivejˇsi druzˇini vezij FPGA (Stratix 10) podjetja Altera. To vezje
FPGA pa je zgrajeno ta hip v najsodobnejˇsem procesu izdelave 14 nm podjetja
Intel.
Slika 4.5: Vezje FPGA: osnovni gradnik LE [1].
Vezja FPGA vsebujejo vgrajene pomnilniˇske bloke M20K (20Kb), ki jih pri-
kazujemo na sliki 4.9. Sˇtevilo implementiranih pomnilniˇskih blokov je odvisno
od druzˇine vezij FPGA (MAX, Cyclone, Arria in Stratix). Skupno sˇtevilo po-
mnilniˇskih bitov se pricˇne od priblizˇno 100Kb pa do nekaj vecˇ kot 230Mb na
druzˇini Stratix 10. Pomnilniˇske bloke je mozˇno tudi ustrezno glede na nacˇrt digi-
talnega sistema zdruzˇevati v vecˇje pomnilniˇske strukture, kakor tudi prilagoditi
sˇirino vhodnega vmesnika, kot prikazujemo na sliki 4.10.
Pomnilniˇske strukture so lahko dvo-kanalni sinhroni RAM, FIFO (ang. first
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Slika 4.6: Vezje FPGA: osnovni logicˇni elementi so obdani s prilagodljivim pove-
zovalnim poljem [1].
Slika 4.7: Vezje FPGA: komplesnejˇse logicˇne operacije povezujejo logicˇne ele-
mente [1].
in, first out), pomikalni registri, predpomnilnik (ang. cache) in druge. Po-
mnilniˇski bloki predstavljajo veliko prednost pred vezji GPGPU ravno zaradi
pomnilniˇskih blokov, saj le te uporabljamo kot lokalni in privatni pomnilni pro-
stor za delovne elemente, ki smo ju zˇe omenili v podpoglavju 3.1.3. Pomnilniˇski
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Slika 4.8: Vezje FPGA: implementacija poljubnih digitalno logicˇnih sklopov [1].
Slika 4.9: Vezje FPGA: osnovni pomnilniˇski blok M20K [1].
bloki imajo prav tako krajˇse cˇasovne dostope in vecˇji pretok podatkov (ang. ban-
dwidth) v primerjavi z vezji GPGPU.
Preko vgrajenega pomnilniˇskega vmesnika imajo vezja FPGA dostop do zu-
nanjega vecˇjega pomnilnika. Ti vgrajeni vmesniki podpirajo vrsto razlicˇnih po-
mnilnikov, ki se obicˇajno v racˇunski napravi OpenCL uporabijo kot globalni po-
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Slika 4.10: Vezje FPGA: s pomnilniˇskimi bloki M20K lahko poljubno sestavimo
pomnilnike razlicˇnih velikosti in tipov pomnilniˇske strukture [1].
mnilnik. Pomnilniki so lahko DDR4, LPDDR3, QDR, HMC in drugi.
Za izvajanje aritmeticˇnih matematicˇnih operacij imajo vezja FPGA vgrajene
bloke mnozˇilnikov in sesˇtevalnikov, ki jih prikazujemo na sliki 4.11. Izvedba
kompleksnejˇse aritmeticˇne operacije na logicˇnem elementu bi bila nesmiselna, saj
bi jih porabili veliko in sˇe zmogljivost v primerjavi z vgrajenimi bloki je precej
slabsˇa. Preprostejˇsa vezja FPGA, kot npr. MAX 10, imajo vgrajene mnozˇilnike
sˇirine faktorjev 18x18. Za primerjavo omenimo, da ima npr. druzˇina Arria 10 za
izvajanje aritmeticˇnih operacij vgrajene kompleksne bloke poimenovane Variable
Precision DSP. Ti bloki imajo vgrajene spreminjajocˇe sˇirine faktorjev od 18x19,
27x27 in do 54x54. Realiziramo lahko kompleksnejˇse matematicˇne operacije kot
npr. FFT (ang. fast Fourier transform ). Omenjena druzˇina vezij Arria 10 ima
poleg vgrajenih mnozˇilnikov za izvajanje aritmeticˇnih operacij s fiksno vejico tudi
vgrajene mnozˇilnike za izvajanje operacij tipa s plavajocˇo vejico (ang. floating
point). Vecˇ podrobnosti najdete v [20]. Z omenjenimi vgrajenimi aritmeticˇnimi
bloki lahko racˇunska jedra OpenCL izvajajo kompleksne matematicˇne operacije
do zmogljivosti 10 TFLOPS (10 tera operacij s plavajocˇo vejico na enoto sekunde)
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Slika 4.11: Vezje FPGA: osnovni matematicˇni blok DSP, ki lahko opravlja ope-
racije mnozˇenja in sesˇtevanja s plavajocˇo vejico [1].
na enem samem vezju FPGA. Za primerjavo omenimo Intel procesor i7 5820k pri
4.5 GHz ima zmogljivost 120 GFLOPS.
Poleg poljubnega dolocˇevanja podatkovne poti (ang. data flow) znotraj vezja
FPGA imajo vezja FPGA vgrajene vmesnike, s katerimi razsˇirimo podatkovno
pot na zunanje periferne enote. To prikazujemo na sliki 4.12. V praksi najbolj
uporabljeni vgrajeni komunikacijski vmesniki so PCI Express, 10G Etherent, 1G
Ethernet, video vmesniki HDMI, DisplayPort, SDI in drugi. Ti vgrajeni komuni-
kacijski vmesniki, ki jih prikazujemo na sliki 4.13, omogocˇajo racˇunskim napra-
vam OpenCL izredno prilagodljivost, kar pa je tudi prednost v primerjavi z vezji
GPGPU.
Novejˇsa vezja FPGA imajo zˇe vgrajene zmogljive mikroprocesorske sisteme,
ki jih Altera poimenuje HPS (ang. hard processor system). HPS je sestavljen iz
zmogljivega dvo-jedernega procesorja ARM Cortex-A9 in periferne enote kot npr.
USB, CAN, Ethernet MAC in druge, ki jih prikazujemo na sliki 4.14. V hetero-
genih sistemih OpenCL lahko omenjeni procesor ARM Cortex-A9 uporabimo za
procesor gostitelja.
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Slika 4.12: Vezje FPGA: vse elemente vezja povezˇemo v podatkovno pot [1].
Slika 4.13: Vezje FPGA: podatkovna pot je povezana z zunanjimi standardnimi
ali nestandardnimi vodili [1].
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Slika 4.14: Vezje FPGA: vezje z vgrajenim procesorjem ARM Cortex A9 in pri-
padajocˇimi perifernimi vmesniki [1].
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5 Razvojno okolje Altera SDK za
OpenCL
Nacˇrtovanje algoritmov za vezja FPGA v razvojnem okolju Altera SDK za
OpenCL ponuja sˇtevilne prednosti v primerjavi s standardnimi razvojnimi po-
stopki, ki jih poznamo trenutno. Pri tradicionalni metodi razvoja algoritma
za vezja FPGA je potrebno delovanje algoritma razcˇleniti na cˇasovne elemente.
Ustvariti je potrebno notranje vodilo krmiljeno s strani sekvencˇnega avtomata.
Algoritem povezˇemo na zunanje periferno vodilo in tukaj naletimo na problem s
cˇasovnim usklajevanjem (ang. timing closure problem). To metodologijo razvoja
vezja FPGA prikazujemo na sliki 5.1.
Slika 5.1: Altera SDK za OpenCL: metodologija razvoja vezja FPGA [8].
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Najvecˇja prednost razvoja algoritmov v razvojnem okolju Altera SDK za
OpenCL je v avtomatizaciji postopkov. Razvijalec oz. programer racˇunskega
jedra OpenCL za vezja FPGA ne potrebuje nikakrsˇnega predznanja o lastnostih
vezja FPGA in HDL izvorni kodi. Torej postopek razvoja poteka na nacˇin, ki je
poznan razvijalcem programske opreme. Programer je osredotocˇen samo na ra-
zvoj algoritma in tudi nima skrbi pri prehodu na novo vezje FPGA [8]. Postopek
prikazujemo na sliki 5.2.
Slika 5.2: Altera SDK za OpenCL: postopek razvoja programske opreme [8].
Model razvoja programa OpenCL za heterogene sisteme z vezjem FPGA pri-
kazujemo na sliki 5.3. Del programa, ki se izvaja na procesorju gostitelju preve-
demo z obicˇajnimi C/C++ prevajalniki, kot npr. GCC in Visual Studio. Kodo
racˇunskega jedra OpenCL, ki se izvaja na vezju FPGA pa locˇeno prevedemo s
prevajalnikom AOC (ang. Altera Oﬄine Compiler). Na koncu postopka, ki traja
lahko tudi nekaj ur dobimo datoteko s koncˇnico AOCX. Datoteka predstavlja
vsebino vezja FPGA, ki jo gostitelj preko programskega vmesnik clCreateProgra-
mWithBinary nalozˇi na vezje FPGA.
V diplomskem delu uporabimo razvojno okolje Altera SDK za OpenCL
razlicˇice 15.1, ki je dosegljivo na spletni strani https://www.altera.com. Ome-
njena razlicˇica ustreza specifikacijam OpenCL 1.2.
V poglavju 5.1 se osredotocˇimo na potek prevajanja racˇunskega jedra OpenCL
z Alterinim prevajalnikom AOC.
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Slika 5.3: Altera SDK za OpenCL: model prikazuje locˇeno prevajanje kode za
procesor gostitelj in racˇunsko jedro [1].
5.1 Potek prevajanja racˇunskega jedra OpenCL z Alteri-
nim prevajalnikom AOC
Kot smo zˇe omenili, prevajanje programa OpenCL poteka v dveh locˇenih procesih
(glej sliko 5.3). Prevajalnik AOC najprej zdruzˇi izvorne datoteke racˇunskega jedra
OpenCL (.cl) in ustvari zacˇasno datoteko iz katere nadaljuje in zakljucˇi celoten
proces prevajanja. Na koncu prevajalnega procesa ustvari naslednje mape in
datoteke [9]:
• Zacˇasno datoteko koncˇnice AOCO (ang. Altera Oﬄine Compiler Object),
ki vsebuje potrebne informacije za nadaljnje korake procesa prevajanje.
• Koncˇno izvajalno datoteko koncˇnice AOCX (ang. Altera Oﬄine Compiler
Executable). Datoteka ima vse potrebne informacije za programiranje vezja
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FPGA, ki ga izvede procesor gostitelj preko programskega vmesnika. Pro-
cesor gostitelj predhodno nalozˇi datoteko v pomnilnik, v fazi izvajalnega
okolja pa iz datoteke ustvari objekt in nalozˇi vsebino v vezje FPGA.
• V mapi z imenom racˇunskega jedra OpenCL, se nahajajo vse potrebne
datoteke za nastanek omenjene datoteke AOCX.
Ko se postopek prevajanja racˇunskega jedra OpenCL zakljucˇi, preidemo na
prevajanje izvorne kode v jeziku C/C++ za procesor gostitelj. Najvecˇkrat se
uporablja prevajalnik GCC ali Visual Studio. Prevajalnik prvo prevede program
ter povezˇe (ang. links) prevedeno racˇunsko jedro.
Alterin prevajalnik AOC omogocˇa dva nacˇina prevajanja racˇunskega jedra
OpenCL. V odvisnosti od kompleksnosti racˇunskega jedra se programer odlocˇi za
katero od metodo prevajanja.
Slika 5.4: Altera SDK za OpenCL: potek prevajanja racˇunskega jedra OpenCL v
AOC [9].
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Najbolj preprosta metoda se izvede v enem samem koraku, vendar je potrebno
omeniti, da celoten potek traja lahko tudi vecˇ ur. Metoda vsekakor ni primerna
za vmesno stopnjo razvijanja, ko npr. preverjamo pravilno delovanje racˇunskega
jedra OpenCL. Potek prevajanja racˇunskega jedra OpenCL v AOC prikazujemo
na sliki 5.4.
V nadaljevanju predstavimo sˇe vecˇ koracˇno metodo prevajanja racˇunskega
jedra OpenCL, ki je vsekakor primernejˇsa predvsem v zacˇetni fazi razvoja. Z
vmesnimi koraki prevajanja, ki cˇasovno trajajo do nekaj sekund, lahko zelo hitro
preverimo ali imamo v racˇunskem jedru OpenCL kaksˇno nepredvideno napako.
Vecˇ koracˇno metodo prikazujemo na sliki 5.5.
Vecˇ koracˇno prevajanje racˇunskega jedra je razdeljeno v sˇtiri vecˇje stopnje, ki
jih na sliki 5.5 prikazujemo oznacˇene z modro barvo. Postopki so v nadaljevanju
podrobneje opisani.
5.1.1 Zacˇetna vmesna stopnja prevajanja racˇunskega jedra
V zacˇetni vmesni stopnji prevajanja (ang. Intermediate compilation) prevajalnik
preveri skladnost kodiranja OpenCL C in poda grobe statisticˇne informacije o
racˇunskem jedru OpenCL, kot npr. koliko gradniko vezja FPGA zasede. Te
informacije se shranijo v datoteko koncˇnice LOG. Zacˇetek procesa izvedemo z
ukazom aoc -c [-g] ime racunskega jedra.cl -report in traja do nekaj minut. Na
koncu procesa se ustvari datoteka s koncˇnico AOCO. Programer v tej stopnji
odstrani morebitne napake v kodiranju OpenCL C ter oceni ali je racˇunsko jedro
primerno za nadaljnjo obravnavo.
5.1.2 Emulacija racˇunskega jedra
Programer ima v stopnji emulacije (ang. emulation) izvorno kodo racˇunskega
jedra v sladu z OpenCL C jezikom. Da je izvorna koda napisana brez napak
seveda sˇe ne pomeni, da racˇunsko jedro OpenCL deluje v skladu z nacˇrti. Z uka-
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Slika 5.5: Altera SDK za OpenCL: vecˇ koracˇni potek prevajanja racˇunskega jedra
OpenCL v AOC [9].
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zno vrstico aoc -march=emulator [-g] ime racunskega jedra.cl prevajalnik ustvari
datoteko s koncˇnico AOCX. Datoteka ne vsebuje koncˇnih informacij za programi-
ranje vezja FPGA, pacˇ pa lahko posnemamo delovanje vezja FPGA na procesorju
arhitekture X86-64. To pomeni, da v tej stopnji prevajalnik ustvari datoteko, ki
posnema delovanje vezja FPGA in se izvaja na procesorju. Programerju omogocˇi
preverjanje funkcionalnosti racˇunskega jedra OpenCL. Postopek prevajanja traja
najvecˇ nekaj minut. Verzija prevajalnika 15.1 pa sˇe ne podpira posnemanje de-
lovanja vezja FPGA na procesorju arhitekture ARM.
5.1.3 Analiza delovanja racˇunskega jedra
Do te stopnje je programer zˇe odpravil morebitne napake delovanja racˇunskega je-
dra. Za optimalno delovanja racˇunskega jedra programer izvaja analize delovanja
(ang. profiling) racˇunskega jedra na vezju FPGA. Postopek prevajanja sprozˇimo
z ukazno vrstico aoc -profile ime racunskega jedra.cl, ki pa lahko cˇasovno traja
tudi nekaj ur. Na koncu prevajalnik ustvari datoteko s koncˇnico AOCX, ki vse-
buje podatke za kreiranje objekta vezja FPGA. Procesor gostitelj v izvajalnem
okolju ta objekt nalozˇi v vezje FPGA. Pri postopku prevajanja, prevajalnik doda
nekaj dodatne logike, kot npr. sˇtevce, katerih vrednost se uporablja za kasnejˇso
analizo delovanja racˇunskega jedra. Po izvrsˇitvi programa OpenCL na hetero-
genem sistemu, racˇunsko jedro ustvari novo datoteko profile.mon. To datoteko
uporabimo za nadajno analizo racˇunskega jedra v graficˇnem okolju GUI, ki ga
prikazujemo na sliki 5.6.
Z ukazno vrstico aocl report ime racunskega jedra.aocx profile.mon odpremo
omenjeno graficˇno okolje. Potrebno je sˇe omeniti, da racˇunsko jedro vsebuje nekaj
dodatne fukcionalnosti za ustrezno kasnejˇso analizo. S tem delno spreminjamo
prvotnega, kar pa se morebiti lahko pozna pri zmogljivosti polno obremenjenega
racˇunskega jedra.
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Slika 5.6: Altera SDK za OpenCL: graficˇni vmesnik profile GUI [7].
5.1.4 Celotno prevajanje racˇunskega jedra
Koncˇno stopnjo vecˇ koracˇnega prevajanja racˇunskega jedra OpenCL zakljucˇimo
s ponovnim celotnim prevajanjem (ang. full deployment). Postopek sprozˇimo z
ukazno vrstico aoc ime racunskega jedra.cl. Dobljena datoteka koncˇnice AOCX
vsebuje vse potrebne podatke za kreiranje objekta, ki ga procesor gostitelj nalozˇi
na vezje FPGA. Postopek celotnega prevajanja lahko cˇasovno traja do nekaj ur.
5.2 Podrobnosti prevajalnika racˇunskega jedra Altera
SDK za OpenCL
V poglavju podrobneje predstavimo zgradbo prevajalnika Altera SDK za
OpenCL, povzeto po prispevku [10].
Prevajalnik Altera SDK za OpenCL temelji na infrastrukturi prevajalnika
LLVM Open-Source prevajalnika [21] z nekaj dopolnili in prilagoditvami za gra-
dnike vezja FPGA. Na sliki 5.7 prikazujemo postopek prevajanj kode OpenCL C
do objekta za programiranje vezja FPGA.
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Slika 5.7: Altera SDK za OpenCL: struktura prevajalnika [10].
Vhod v prevajalnik predstavlja program OpenCL, ki obsega racˇunsko jedro
(datoteka .cl ) in program, ki tecˇe na procesorju gostitelj (datoteka .c ). Racˇunsko
jedro OpenCL je prevedeno v vezje strojne opreme (ang. hardware), postopek
pa se zacˇne z razcˇlenjevalnikom (ang. parser) kode v jeziku C. Razcˇlenjevalnik
pretvori racˇunsko jedro v vmesno obliko LLVM IR (ang. intermediate repre-
sentation). LLVM IR oblika je sestavljena iz ukazov in odvisnosti med njimi.
Omenjena LLVM IR oblika preide v stopnjo prilagoditve za vezja FPGA. Prila-
gojena LLVM IR oblika se v nadaljevanju postopka pretvori v obliko CDFG (ang.
Control-Data Flow Graph). Zacˇasna oblika CDFG se uporabi za izboljˇsanje la-
stnosti racˇunskega jedra, kar pomeni optimalno zasedenost gradnikov vezja FPGA
in hitrost delovanja. V zakljucˇni stopnji generator RTL pretvori v kodo Verilog
HDL (ang. Hardware Description Language) ter opremi racˇunsko jedro z vme-
snikom do podatkovnega vodila Avalon Memory-Mapped Master [22]. S podat-
kovnim vodilom je racˇunsko jedro OpenCL povezano do lokalnega in globalnega
pomnilnika ter procesorja gostitelja. Ustvarjeno kodo Verilog HDL prevajalnik
za vezja FPGA Altera Quartus Prime Design Software [23] v ozadju prevede v
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objekt za vezja FPGA.
S prevajalnikom za kodo C/C++ (GCC ali Visual Studio) prevedemo pro-
gram za procesor gostitelj. V proces prevajanja sta vkljucˇena sˇe dva osnovna
elementa. Prvi je knjizˇnica Altera OpenCL ACL, ki vnese klice funkcij OpenCL,
kar omogocˇi programu izmenjavo informacij z racˇunskim jedrom vgrajenim na
vezju FPGA. Drugi osnovni element je modul Auto-Discovery, ki omogocˇi pro-
gramu pri prepoznavi tipa racˇunskega jedra. Modul Auto-Discovery je sestavljen
iz podatkov pridobljenih v cˇasu prevajanja racˇunskega jedra OpenCL.
V nadaljevanju podrobneje opiˇsemo vsako stopnjo prevajalnika.
5.2.1 Razcˇlenitev izvorne kode racˇunskega jedra
Prvi korak pretvorbe OpenCL C v kodo Verilog HDL je generiranje vmesne oblike
LLVM IR. Za lazˇjo predstavo uporabimo sledecˇi primer izvorne kode racˇunskega
jedra [10]:
_kernel void triangle(_global int *x, _global int *y) {
int i, t = get_global_id(0), sum=0;
for (i=0; i < t; i++) sum += x[i];
y[id] = sum;
}
V tem primeru vsak delovni element racˇunskega jedra prebere preko funkcije
get global id(0) svoj indeks in ga shrani v spremenljivko t. Nato sesˇteje elemente
na lokaciji x vse do vrednoti t-1 in na koncu shrani vrednosti na novo lokacijo
y. Razcˇlenitev kode OpenCL C in kreiranje vmesne oblike LLVM IR temelji na
SSA[24]. Obsega osnovne bloke povezane s potekom izvajanja kot je prikazano
na sliki 5.8. Prvi osnovni blok Entry, izvaja inicializacijo racˇunskega jedra in
se zakljucˇi z nizom ukazov, ki odlocˇajo o naslednji fazi izvajanja posameznega
delovnega elementa. Naslednji blok na sliki 5.8 For.body predstavlja izvajanje
zanke. Zadnji tretji blok For.end pa samo sˇe poskrbi za shranjevanje rezultatov
v pomnilnik.
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Slika 5.8: Altera SDK za OpenCL: primer oblike LLVM IR [10].
5.2.2 Analiza spremenljivk
V tem delu prevajalnik identificira spremenljivke, ki se uporabljajo v osnovnih
blokih. V nasˇem konkretnem primeru blok Entry vsebuje vhodne spremenljivke,
ki so dejansko argumenti racˇunskega jedra OpenCL (x, y). Na izhodu osnovnega
bloka so ustvarjene spremenljivke sum, t in i. To pomeni, da se pri izvajanju vsa-
kega delovnega elementa ustvarijo nove vrednosti spremenljivk. Naslednji blok
For.body vsebuje poleg vhodnih argumentov racˇunskega jedra tudi tri argu-
mente ustvarjene v predhodnem bloku. Ta nato ustvari naslednje spremenljivke:
y, t, i.next in add. Zadnji blok For.end pa vsebuje naslednje tri vhodne spre-
menljivke y, t in add.
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5.2.3 Generator CDFG
Po zakljucˇku analiziranja vsakega osnovnega bloka prevajalnik ustvari model
CDFG, ki predstavlja operacije znotraj vsakega osnovnega bloka. Vhodi v osnovni
blok predstavljajo argumenti racˇunskega jedra OpenCL ali pa izhodi iz predho-
dnih blokov, odvisno od rezultata analize spremenljivk. Osnovni blok ustrezno
izvede racˇunske operacije nad vhodnimi podatki ter ustrezno prilagodi izhodne
rezultate, da so le ti v prepoznavnem formatu naslednjim blokom. Primer model
osnovnega bloka prikazujemo na sliki 5.9.
Slika 5.9: Altera SDK za OpenCL: osnovni blokovni model racˇunskega jedra [10].
Sestavljen je iz treh vozliˇscˇ (ang. node), in sicer prvo je imenovano merge
node, drugo operation node in tretje branch node. Prvo vozliˇscˇe zbere vse po-
datke iz predhodnih blokov, ustrezno zagotovi veljavnost le teh pred nadaljnjim
izvajanjem operacij ter preveri vse indekse delovnih elementov in prav tako spre-
menljivke. V primeru zank, merge node razbremeni ukaz phi do te mere, da
vzame podatek iz predhodnega bloka in za racˇunanje izbere primernega znotraj
osnovnega bloka glede na to od kod prihaja delovni element. Drugo vozliˇscˇe
operation node predstavlja ukaze, ki se izvajajo v osnovnem bloku, kot so load,
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store ali add. Ti ukazi so med seboj povezana in je razvidno od kod prihajajo
vhodni podatki in kam so povezani izhodi ukazov (glej sliko 5.9). V primeru,
da vhodni podatki iz predhodnih blokov niso pripravljeni za nadaljnje izvajanje
ali pa, da naslednji blok ni v pripravljenosti za sprejem novih podatkov lahko
izvajanje vsakega vozliˇscˇa operation node ustrezno vstavimo. Izvedba je podobno
elasticˇnemu vezju [25, 26], vendar pa je implementacija precej bolj enostavnejˇsa
za vezja FPGA, saj je znana zakasnitev vsakega ukaza. Zadnje vozliˇscˇe branch
node, pravilno razporedi prehod rezultatov delovnega elementa v naslednji blok.
5.2.4 Analiza zank
Na nivoju osnovnih blokov se obravnavajo tudi zanke. Blok katerega izhod pred-
stavlja tudi vhod je tipicˇen primer zanke, ki jo prikazujemo na sliki 5.8. Povratne
zanke potencialno predstavljajo problem cˇakanja podatka, vendar pa z vgradnjo
pomnilnih celic vzpostavimo nacˇin delovanja cevovod (ang.pipeline) in tako pro-
blem iznicˇimo. V primeru, ko imamo zanko speljano preko vecˇ osnovnih blokov
nastane problem uravnotezˇenja povratnih zank. V takih primerih se vnese ome-
jevalnik zank, ki nadzoruje sˇtevilo delovnih elementov, ki vstopajo v zanko. To
sˇtevilo delovnih elementov je omejeno glede na najkrajˇso pot skozi zanko.
5.2.5 Razvrsˇcˇevalnik
Ko so enkrat vsi bloki predstavljeni v modelu CDFG, razvrsˇcˇevalnik dolocˇi sˇtevilo
urinih ciklov, ki jih potrebuje vsaka operacija. Ustrezno tudi uravnotezˇi podat-
kovne poti do naslednje operacije, namrecˇ za pravilno delovanje morajo imeti
podatkovne poti enako zakasnitev. Npr. logicˇna operacija IN je cˇista kombi-
natorna operacija, pri cˇemer pa se operacija sesˇtevanja dveh spremenljivk izvrsˇi
v vecˇ urinih ciklih. Za te namene se Altera posluzˇuje izvedbe algoritma SDC
[27]. Razvrsˇcˇevalnik tudi zagotovi, da se celotna operacija izvede v ustreznih
cˇasovnih okvirih kot npr. aritmeticˇna operacija f= ab + cd. V tem primeru
mora razvrsˇcˇevalnik poskrbeti, da se operaciji mnozˇenja izvrsˇita pred opera-
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cijo sesˇtevanja. Poleg ustrezne zagotovitve, da se operacije ustrezno izvrsˇujejo
v cˇasovni domeni, je naloga razvrsˇcˇevalnika tudi ustrezno uravnotezˇiti dodajanje
pomnilnih celic za razsˇiritev cevovoda, saj nepotrebna logika zahteva vecˇ osnovnih
gradnikov vezja FPGA, s tem pa posredno cenovno podrazˇi izvedbo.
5.2.6 Generator RTL
Za potrebe generiranja kode Verilog HDL je Altera ustvarila lastni modul, ki je
izven okvirja infrastrukture prevajalnika LLVM Open-Source [21]. Za doseganje
zmogljivosti Altera implementira vsak modul v obliki vezja cevovoda namesto
oblike sekvencˇnega avtomata FSMD. Razlog je predvsem v tem, da se lahko na
vezju FPGA vzporedno izvaja veliko sˇtevilo delovnih elementov racˇunskega jedra.
V obliki vezja cevovod se lahko vsak urin cikel izvede nov ukaz na delovnem
elementu, npr. vezje cevovod globine sto dejansko socˇasno izvaja sto delovnih
elementov. Sinhronizacija med razlicˇnimi odvisnimi operacijami poteka preko
mehanizma handsshaking s signalnima paroma valid in stall out. Ko je vsak
osnovni blok implementiran, jih prevajalnik Altera SDK za OpenCL povezˇe s
signali stall, valid in potatkovnim vodilom. Okoli racˇunskega jedra OpenCL se
ustvari wrapper, ki zagotovi ustrezno komunikacijo preko standardnega vodila
Avalon Memory-Mapped Master [22].
6 Primer racˇunskega jedra OpenCL na
vezju FPGA
V poglavju 6 predstavimo primer racˇunskega jedra OpenCL na vezju FPGA. Za
primer smo vzeli enostavno mnozˇenja dveh matrik. Operacije nad matrikami so
tipicˇen primer, ko lahko problem razdrobimo na vecˇ manjˇsih socˇasnih izvajanj.
Na ta nacˇin lahko vsak element matrike izvajamo neodvisno drug od drugega. V
programu (main.cpp), ki se izvaja na procesorju gostitelj iz priloge (A) ustvarimo
matriko A nakljucˇnih sˇtevil (m,n), zmnozˇimo z matriko B nakljucˇnih sˇtevil (n,p)
in shranimo rezultat v matriko C dimenzije (m,p). Element [i,j ] v matriki C
dobimo s skalarnim mnozˇenjem (ang. dot product) vrstice i matrike A in stolpca




A[i, k] ∗B[k, j] (6.1)
Zaradi preglednosti poglavje razdelimo na sˇtiri podpoglavja. V podpoglavju
6.1 predstavimo osnovno kodo matricˇnega mnozˇenja v jeziku C++. V podpo-
glavju 6.2 predstavimo kodo OpenCL C racˇunskega jedra, ki je dejansko izvzeta iz
jezika C++, brez dodatnih prilagoditev vezju FPGA. To racˇunsko jedro oznacˇimo
kot FPGA-A. V podpoglavju 6.3 kodo OpenCL C prilagodimo za racˇunsko enoto
na vezju FPGA, racˇunsko jedro pa v tem primeru oznacˇimo kot FPGA-B. Upo-
rabimo tehnike optimizacije iz prispevka [7]. Meritve racˇunskih jeder OpenCL
izvajamo na prototipni plosˇcˇi Atlas-SoC Kit [28]. Na plosˇcˇi se nahaja vezje Al-
tera Cyclone V SoC z vgrajenim dvojedrnim procesorjem ARM Cortex-A9. V
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podpoglavju 6.4 s primerjalno sˇtudijo analiziramo vpliv razlicˇnih izvedb racˇunskih
jeder na cˇas izvajanja na racˇunskem jedru (ang. kernel time).
6.1 Osnovna koda matricˇnega mnozˇenja v jeziku C++
Osnovna koda matricˇnega mnozˇenja se linearno izvaja na procesorju ARM
Cortex-A9. Procesor deluje s frekvenco delovnega takta 800 MHz. To izvaja-
nje primerjamo z racˇunskim jedrom FPGA-A in FPGA-B v podpoglavje 6.4.
6.1.1 Koda C++
void compute_reference() {
// Compute the reference output.
printf("Computing reference output\n");
ref_output.reset(C_height * C_width);
for(unsigned y = 0, dev_index = 0; y < C_height; ++dev_index) {
for(unsigned yy = 0; yy < rows_per_device[dev_index]; ++yy, ++y) {
for(unsigned x = 0; x < C_width; ++x) {
// Compute result for C(y, x)
float sum = 0.0f;
for(unsigned k = 0; k < A_width; ++k) {
sum += input_a[dev_index][yy * A_width + k] * input_b[k * B_width + x];
}
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6.2 Racˇunsko jedro FPGA-A
Koda OpenCL C racˇunskega jedra FPGA-A je izvzeta iz jezika C++ brez
kakrsˇnekoli nadaljnje prilagoditve vezju FPGA. Slabost oz. ozko grlo racˇunskega
jedra FPGA-A se nahaja pri izmenjavi podatkov delovnih elementov z global-
nim pomnilnikom, ki je na prototipni plosˇcˇi zunanji pomnilnik DDR3 SDRAM.
Zanka skalarnega mnozˇenja se odvija nad pomnilniˇskim objektom shranjenega na
globalnem pomnilniku, ki pa ima razmeroma dolge dostopne cˇase.
6.2.1 Koda OpenCL C racˇunskega jedra FPGA-A
__kernel
__attribute((reqd_work_group_size(BLOCK_SIZE,BLOCK_SIZE,1)))
void matrixMult(// Input and output matrices
__global float *restrict A,
__global float *restrict B,
__global float *restrict C)
{
int width = get_global_size(0);
int x = get_global_id(0);
int y = get_global_id(1);
float sum = 0;
for (int i=0; i < width; i++)
{
sum += A[y*width + i] * B[i*width + x];
}
C[width*y + x] = sum;
}
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6.3 Racˇunsko jedro FPGA-B
Koda racˇunskega jedra FPGA-B je zˇe delno prilagojena vezju FPGA. Uporabili
smo tehnike optimizacije iz prispevka [7]. To pomeni, da se pred izvajanjem de-
lovnih elementov pomnilniˇski objekt iz globalnega pomnilnika preslika na lokalni
pomnilnik, ki je sestavljen iz pomnilniˇskih blokov vezja FPGA. Izvajanje zanke
skalarnega mnozˇenja nad pomnilniˇskim objektom v lokalnem pomnilniku se od-
vija mnogo hitreje. Poleg omenjene spremembe smo v racˇunskem jedru FPGA-B
podvojili sˇtevilo delovnih elementov, ki socˇasno izvajajo skalarno mnozˇenje. Spre-
memba je tudi razvidna pri realizaciji na vezju FPGA, saj izvedba porabi mnogo
vecˇje sˇtevilo osnovnih gradnikov.





__global float *restrict C,
__global float *restrict A,
__global float *restrict B,
// Widths of matrices.
int A_width, int B_width)
{




int block_x = get_group_id(0);
int block_y = get_group_id(1);
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// Local ID index (offset within a block)
int local_x = get_local_id(0);
int local_y = get_local_id(1);
// Compute loop bounds
int a_start = A_width * BLOCK_SIZE * block_y;
int a_end = a_start + A_width - 1;
int b_start = BLOCK_SIZE * block_x;
float running_sum = 0.0f;
// Compute the matrix multiplication result for this output element. Each
// loop iteration processes one block of the matrix.
for (int a = a_start, b = b_start; a <= a_end; a += BLOCK_SIZE, b += (BLOCK_SIZE
{
// Load the matrices to local memory. Note that the (x, y) indices
// are swapped for A_local and B_local. This affects the reads from
// A_local and B_local below and result in more efficient hardware.
//
// This is actually an optimization that the compiler can perform,
// but is shown here for illustration purposes.
A_local[local_y][local_x] = A[a + A_width * local_y + local_x];
B_local[local_x][local_y] = B[b + B_width * local_y + local_x];
// Wait for the entire block to be loaded.
barrier(CLK_LOCAL_MEM_FENCE);
// Do the dot product accumulation within this block. Fully unroll the loop.
// As a result of the swap of indices above, memory accesses to
// A_local and B_local are very efficient because each loop iteration
// accesses consecutive elements. This can be seen by unrolling the
// loop and analyzing the regions that are loaded:
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// A_local[local_y][0..BLOCK_SIZE-1] and
// B_local[local_x][0..BLOCK_SIZE-1]
for (int k = 0; k < BLOCK_SIZE; ++k)
{
running_sum += A_local[local_y][k] * B_local[local_x][k];
}




// Store result in matrix C
C[get_global_id(1) * get_global_size(0) + get_global_id(0)] = running_sum;
}
6.4 Primerjava rezultatov izvedb racˇunskega jedra
OpenCL
V tem poglavju prikazˇemo primernost in ustreznost predstavljenih racˇunskih je-
der. V ta namen primerjamo racˇunski jedri FPGA-A in FPGA-B z izvajanjem
ekvivalentne funkcije na procesorju ARM Cortex-A9 (podpoglavje 6.1.1). Re-
zultate mnozˇenja dveh matrik velikosti 1024 x 1024, prikazujemo v preglednici
6.1.
S primerjalno sˇtudijo ugotovimo, da izvajanje racˇunskega jedra FPGA-A na
heterogenem sistemu vezja SoC pohitri procesiranje za faktor 8,8. Cˇas izvaja-
nja racˇunskega jedra smo primerjavi z izvajanjem ekvivalentne funkcije (poglavje
6.1.1) na splosˇnem procesorju CPU. Z uporabo tehnik optimizacije racˇunskega
jedra na vezje FPGA pa dosezˇemo pohitritev procesiranja za faktor 131.
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Logic ALMs Registers RAM Blocks DSPs Kernel Time GFLOPS
CPU / / / / 71475 ms 0.03
FPGA-A 4946 (31 %) 10427 71 (26 %) 5 (6 %) 8118 ms 2,08
FPGA-B 11096 (70 %) 23638 181 (67 %) 24 (29 %) 542 ms 3,95
Tabela 6.1: Primerjava rezultatov izvajanja mnozˇenja dveh matrik velikosti
1024 x 1024 med procesorjem CPU, racˇunskega jedra FPGA-A in optimizira-
nega racˇunskega jedra FPGA-B
Ugotovimo sˇe, da s tehnikami prilagoditve racˇunskega jedra FPGA-B
povecˇamo obseg porabljenih gradnikov vezja FPGA, hkrati pa veliko pridobimo
na zmogljivosti izvajanja funkcije racˇunskega jedra. Racˇunsko jedro FPGA-B je
za faktor 15 hitrejˇse izvrsˇilo funkcijo matricˇnega mnozˇenja v primerjavi z FPGA-
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7 Zakljucˇek
Razvojno okolje Altera SDK za OpenCL omogocˇi programerju oz. inzˇenirju, ki
nacˇrtuje algoritme v jeziku OpenCL C hiter in enostaven prehod na racˇunske
enote z vezjem FPGA, pri tem pa ne potrebuje nobenega predznanja o jeziku
VHDL ali Verilog, ki sta najbolj uporabna jezika za opisovanje digitalnih siste-
mov za vezja FPGA. V cˇasu nacˇrtovanja novega racˇunskega jedra OpenCL lahko
uporabimo katerokoli razvojno okolje, ki podpira ogrodje OpenCL. Npr. lahko
uporabimo Intel SDK, Nvidia SDK ali celo razvojno okolje OpenCL za operacijski
sistem OSX podjetja Apple. Najvecˇja prednost uporabe ogrodja OpenCL je v
racˇunskih jedrih, ki delujejo na razlicˇnih racˇunskih platformah OpenCL. Ogrodje
bo delovalo tako na graficˇnih procesorjih GPU, signalnih procesorjih DSP, namen-
skih vezij ASSP, kot tudi na vezju FPGA. Torej imamo funkcionalno preverjeno
racˇunsko jedro oz. algoritem v jeziku OpenCL C, ki ga bo prevajalnik Altera
SDK prevedel v objekt za programiranje vezja FPGA. Od tu dalje pa sledi opti-
mizacija oz. najboljˇsa izraba arhitekture racˇunske naprave (GPGPU, DSP, vezja
FPGA).
V nasˇem primeru mnozˇenja dveh matrik smo izrabili zgradbo vezja FPGA. Po-
mnilniˇski objekt v globalnem pomnilniku smo delno premestili na lokalni pomnil-
nik delovne skupine funkcije v OpenCL. Ker imajo pomnilniˇski bloki v FPGA izre-
dno kratke cˇasovne dostope smo s to optimizacijsko metodo pridobili na povecˇanju
zmogljivosti. Pomembno je sˇe poudariti, da optimizirano racˇunsko jedro za vezje
FPGA lahko uporabimo za katerokoli obstojecˇo vezje FPGA in ravno tako za
nova bodocˇa vezja FPGA. To pa ne drzˇi za vezja GPGPU, saj imajo nova vezja
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ponavadi tudi drugacˇno arhitekturo in temu sledi ponovni postopek optimizacije.
Kljucˇ za povecˇanje zmogljivosti in ucˇinkovitosti heterogenih sistemov je v
razumevanju socˇasnega izvajanja funkcij racˇunskega jedra nad vecˇjo kolicˇino po-
datkov SIMD, socˇasnega izvajanje opravil z metodo cevovoda in izrabe prednosti
vezja FPGA, kot so heterogena podpora pomnilnikov, zanke v cevovodu in verizˇno
povezovanje racˇunskih jeder.
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A Programska koda main.cpp
///////////////////////////////////////////////////////////////////////////////////
// This host program executes a matrix multiplication kernel to perform:
// C = A * B
// where A is a N x K matrix, B is a K x M matrix and C is a N x M matrix.
// All dimensions must be a multiple of TotalBLOCK_SIZE, which affects the
// underlying kernel.
//









cl_platform_id platform = NULL;
unsigned num_devices = 0;
scoped_array<cl_device_id> device; // num_devices elements
cl_context context = NULL;
scoped_array<cl_command_queue> queue; // num_devices elements
cl_program program = NULL;
scoped_array<cl_kernel> kernel; // num_devices elements
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scoped_array<cl_mem> input_a_buf; // num_devices elements
scoped_array<cl_mem> input_b_buf; // num_devices elements
scoped_array<cl_mem> output_buf; // num_devices elements
const unsigned TotalBLOCK_SIZE = 4 * BLOCK_SIZE;
const unsigned A_height = 32 * TotalBLOCK_SIZE;
const unsigned A_width = 32 * TotalBLOCK_SIZE;
const unsigned B_height = A_width;
const unsigned B_width = 32 * TotalBLOCK_SIZE;
const unsigned C_height = A_height;
const unsigned C_width = B_width;
scoped_array<scoped_aligned_ptr<float> > input_a; // num_devices elements
scoped_aligned_ptr<float> input_b;
scoped_array<scoped_aligned_ptr<float> > output; // num_devices elements
scoped_array<float> ref_output;











printf("Matrix sizes:\n A: %d x %d\n B: %d x %d\n C: %d x %d\n",
A_height, A_width, B_height, B_width, C_height, C_width);
// Spot check matrix sizes. They all must be a multiple of TotalBLOCK_SIZE,
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// although it is relatively straightforward to handle non-multiples
// by adding padding. For simplicity, this example does not pad.
if((A_height % TotalBLOCK_SIZE) != 0 || (A_width % TotalBLOCK_SIZE) != 0 ||
(B_height % TotalBLOCK_SIZE) != 0 || (B_width % TotalBLOCK_SIZE) != 0 ||
(C_height % TotalBLOCK_SIZE) != 0 || (C_width % TotalBLOCK_SIZE) != 0) {







// Initialize the problem data.
// Requires the number of devices to be known.
init_problem();
// Run the kernel.
run();




/////// HELPER FUNCTIONS ///////
// Randomly generate a floating-point number between -10 and 10.
float rand_float() {
return float(rand()) / float(RAND_MAX) * 20.0f - 10.0f;
}
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}
// Get the OpenCL platform.
platform = findPlatform("Altera");
if(platform == NULL) {
printf("ERROR: Unable to find Altera OpenCL platform.\n");
return false;
}
// Query the available OpenCL device.
device.reset(getDevices(platform, CL_DEVICE_TYPE_ALL, &num_devices));
printf("Platform: %s\n", getPlatformName(platform).c_str());
printf("Using %d device(s)\n", num_devices);
for(unsigned i = 0; i < num_devices; ++i) {
printf(" %s\n", getDeviceName(device[i]).c_str());
}
// Create the context.
context = clCreateContext(NULL, num_devices, device, NULL, NULL, &status);
checkError(status, "Failed to create context");
// Create the program for all device. Use the first device as the
// representative device (assuming all device are of the same type).
std::string binary_file = getBoardBinaryFile("matrixMult", device[0]);
printf("Using AOCX: %s\n", binary_file.c_str());
program = createProgramFromBinary(context, binary_file.c_str(), device, num_devices);
// Build the program that was just created.
status = clBuildProgram(program, 0, NULL, "", NULL, NULL);
checkError(status, "Failed to build program");








const unsigned num_block_rows = C_height / TotalBLOCK_SIZE;
for(unsigned i = 0; i < num_devices; ++i) {
// Command queue.
queue[i] = clCreateCommandQueue(context, device[i], CL_QUEUE_PROFILING_ENABLE, &status);
checkError(status, "Failed to create command queue");
// Kernel.
const char *kernel_name = "matrixMult";
kernel[i] = clCreateKernel(program, kernel_name, &status);
checkError(status, "Failed to create kernel");
// Determine the number of rows processed by this device.
// First do this computation in block-rows.
rows_per_device[i] = num_block_rows / num_devices; // this is the number of block-rows
// Spread out the remainder of the block-rows over the first
// N % num_devices.
if(i < (num_block_rows % num_devices)) {
rows_per_device[i]++;
}
// Multiply by TotalBLOCK_SIZE to get the actual number of rows.
rows_per_device[i] *= TotalBLOCK_SIZE;
// Input buffers.
// For matrix A, each device only needs the rows corresponding
// to the rows of the output matrix. We specifically
// assign this buffer to the first bank of global memory.
input_a_buf[i] = clCreateBuffer(context, CL_MEM_READ_ONLY | CL_MEM_BANK_1_ALTERA,
rows_per_device[i] * A_width * sizeof(float), NULL, &status);
checkError(status, "Failed to create buffer for input A");
// For matrix B, each device needs the whole matrix. We specifically
// assign this buffer to the second bank of global memory.
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input_b_buf[i] = clCreateBuffer(context, CL_MEM_READ_ONLY | CL_MEM_BANK_2_ALTERA,
B_height * B_width * sizeof(float), NULL, &status);
checkError(status, "Failed to create buffer for input B");
// Output buffer. This is matrix C, for the rows that are computed by this
// device. We assign this buffer to the first bank of global memory,
// although it is not material to performance to do so because
// the reads from the input matrices are far more frequent than the
// write to the output matrix.
output_buf[i] = clCreateBuffer(context, CL_MEM_WRITE_ONLY | CL_MEM_BANK_1_ALTERA,
rows_per_device[i] * C_width * sizeof(float), NULL, &status);




// Initialize the data for the problem. Requires num_devices to be known.
void init_problem() {
if(num_devices == 0) {
checkError(-1, "No devices");
}
// Generate input matrices A and B. For matrix A, we divide up the host
// buffers so that the buffers are aligned for each device. The whole of




for(unsigned i = 0; i < num_devices; ++i) {
input_a[i].reset(rows_per_device[i] * A_width);
output[i].reset(rows_per_device[i] * C_width);












// Transfer inputs to each device. Each of the host buffers supplied to
// clEnqueueWriteBuffer here is already aligned to ensure that DMA is used
// for the host-to-device transfer.
for(unsigned i = 0; i < num_devices; ++i) {
status = clEnqueueWriteBuffer(queue[i], input_a_buf[i], CL_FALSE,
0, rows_per_device[i] * A_width * sizeof(float), input_a[i], 0, NULL, NULL);
checkError(status, "Failed to transfer input A");
status = clEnqueueWriteBuffer(queue[i], input_b_buf[i], CL_FALSE,
0, B_width * B_height * sizeof(float), input_b, 0, NULL, NULL);
checkError(status, "Failed to transfer input B");
}
// Wait for all queues to finish.




// This is the portion of time that we’ll be measuring for throughput
// benchmarking.
scoped_array<cl_event> kernel_event(num_devices);
// const double start_time = getCurrentTimestamp();
double start_time = getCurrentTimestamp();
for(unsigned i = 0; i < num_devices; ++i) {
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// Set kernel arguments.
unsigned argi = 0;
status = clSetKernelArg(kernel[i], argi++, sizeof(cl_mem), &output_buf[i]);
checkError(status, "Failed to set argument %d", argi - 1);
status = clSetKernelArg(kernel[i], argi++, sizeof(cl_mem), &input_a_buf[i]);
checkError(status, "Failed to set argument %d", argi - 1);
status = clSetKernelArg(kernel[i], argi++, sizeof(cl_mem), &input_b_buf[i]);
checkError(status, "Failed to set argument %d", argi - 1);
status = clSetKernelArg(kernel[i], argi++, sizeof(A_width), &A_width);
checkError(status, "Failed to set argument %d", argi - 1);
status = clSetKernelArg(kernel[i], argi++, sizeof(B_width), &B_width);
checkError(status, "Failed to set argument %d", argi - 1);
// Enqueue kernel.
// Use a global work size corresponding to the size of the output matrix.
// Each work-item computes the result for one value of the output matrix,
// so the global work size has the same dimensions as the output matrix.
//
// The local work size is one block, so TotalBLOCK_SIZE x TotalBLOCK_SIZE.
//
// Events are used to ensure that the kernel is not launched until
// the writes to the input buffers have completed.
const size_t global_work_size[2] = {C_width, rows_per_device[i]};
const size_t local_work_size[2] = {BLOCK_SIZE, BLOCK_SIZE};
printf("Launching for device %d (global size: %d, %d)\n", i, global_work_size[0], global_work_size[1]);
status = clEnqueueNDRangeKernel(queue[i], kernel[i], 2, NULL,
global_work_size, local_work_size, 0, NULL, &kernel_event[i]);
checkError(status, "Failed to launch kernel");
}
// Wait for all kernels to finish.
clWaitForEvents(num_devices, kernel_event);
// const double end_time = getCurrentTimestamp();
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// const double total_time = end_time - start_time;
double end_time = getCurrentTimestamp();
double total_time = end_time - start_time;
// Wall-clock time taken.
printf("\nTime: %0.3f ms\n", total_time * 1e3);
// Get kernel times using the OpenCL event profiling API.
for(unsigned i = 0; i < num_devices; ++i) {
cl_ulong time_ns = getStartEndTime(kernel_event[i]);
printf("Kernel time (device %d): %0.3f ms\n", i, double(time_ns) * 1e-6);
}
// Compute the throughput (GFLOPS).
// There are C_width * C_height output values, with each value
// computed using A_width multiplies and adds.
// const float flops = (float)(2.0f * C_width * C_height * A_width / total_time);
float flops = (float)(2.0f * C_width * C_height * A_width / total_time);
printf("\nThroughput: %0.2f GFLOPS\n\n", flops * 1e-9);
// Release kernel events.
for(unsigned i = 0; i < num_devices; ++i) {
clReleaseEvent(kernel_event[i]);
}
// Read the result.
for(unsigned i = 0; i < num_devices; ++i) {
status = clEnqueueReadBuffer(queue[i], output_buf[i], CL_TRUE,
0, rows_per_device[i] * C_width * sizeof(float), output[i], 0, NULL, NULL);
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end_time = getCurrentTimestamp();
total_time = end_time - start_time;
// Wall-clock time taken.
printf("\nTime: %0.3f ms\n", total_time * 1e3);
// Compute the throughput (GFLOPS).
flops = (float)(2.0f * C_width * C_height * A_width / total_time);




// Compute the reference output.
printf("Computing reference output\n");
ref_output.reset(C_height * C_width);
for(unsigned y = 0, dev_index = 0; y < C_height; ++dev_index) {
for(unsigned yy = 0; yy < rows_per_device[dev_index]; ++yy, ++y) {
for(unsigned x = 0; x < C_width; ++x) {
// Compute result for C(y, x)
float sum = 0.0f;
for(unsigned k = 0; k < A_width; ++k) {
sum += input_a[dev_index][yy * A_width + k] * input_b[k * B_width + x];
}







// Compute the L^2-Norm of the difference between the output and reference
// output matrices and compare it against the L^2-Norm of the reference.
float diff = 0.0f;
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float ref = 0.0f;
for(unsigned y = 0, dev_index = 0; y < C_height; ++dev_index) {
for(unsigned yy = 0; yy < rows_per_device[dev_index]; ++yy, ++y) {
for(unsigned x = 0; x < C_width; ++x) {
const float o = output[dev_index][yy * C_width + x];
const float r = ref_output[y * C_width + x];
const float d = o - r;
diff += d * d;




const float diff_l2norm = sqrtf(diff);
const float ref_l2norm = sqrtf(ref);
const float error = diff_l2norm / ref_l2norm;
const bool pass = error < 1e-6;
printf("Verification: %s\n", pass ? "PASS" : "FAIL");
if(!pass) {
printf("Error (L^2-Norm): %0.3g\n", error);
}
}
