Abstract-Information geometry is used to elucidate convex optimization problems under constraint. A convex function induces a Riemannian metric and two dually coupled affine connections in the manifold of parameters of interest. A generalized Pythagorean theorem and projection theorem hold in such a manifold. An extended LARS algorithm, applicable to both under-determined and over-determined cases, is studied and properties of its solution path are given. The algorithm is shown to be a Minkovskian gradient-descent method, which moves in the steepest direction of a target function under the Minkovskian norm. Two dually coupled affine coordinate systems are useful for analyzing the solution path.
Minkovskian Gradient for Sparse Optimization
Shun-ichi Amari, Life Fellow, IEEE, and Masahiro Yukawa, Member, IEEE Abstract-Information geometry is used to elucidate convex optimization problems under constraint. A convex function induces a Riemannian metric and two dually coupled affine connections in the manifold of parameters of interest. A generalized Pythagorean theorem and projection theorem hold in such a manifold. An extended LARS algorithm, applicable to both under-determined and over-determined cases, is studied and properties of its solution path are given. The algorithm is shown to be a Minkovskian gradient-descent method, which moves in the steepest direction of a target function under the Minkovskian norm. Two dually coupled affine coordinate systems are useful for analyzing the solution path.
Index Terms-Extended LARS, information geometry, L1-constraint, sparse convex optimization.
I. INTRODUCTION
A sparse solution is obtained by minimizing a convex function under the constraint of norm. This is a typical case of linear regression, where the target function is a quadratic function. When a true solution is sparse, it is often recovered properly even when the number of observations is small. This has been extensively studied under the name of compressed sensing, see for example, Chen, Donoho and Saunders [1] ; Candes and Wakin [2] ; Donoho and Tsaig [3] ; Bruckstein, Donoho and Elad [4] ; Candes, Romberg and Tao [5] ; Candes and Tao [6] ; Elad [7] ; Eldar and Kutyniok [8] ; Donoho [9] ; and many others.
There are a number of algorithms to obtain a sparse solution efficiently in the linear regression problem, such as LARS (Efron, Hastie, Johnstone and Tibshirani [10] ), LASSO (Tibshirani [11] ) and their variants. They can be extended from a quadratic cost function to a general convex function (Hirose and Komaki [12] ; Friedman, Hastie and Tibshirani [13] ). Since a convex function endows a dually flat Riemannian geometrical structure to the manifold of the parameter space (Amari and Nagaoka [14] ; Amari and Cichocki [15] ), information geometry is useful for solving the convex optimization problem. Hirose and Komaki [12] gave an extended LARS algorithm to be applicable to this problem, where the dually flat geometrical structure plays a fundamental role. See also Yukawa and Amari [16] .
The present paper intends to elucidate geometrical properties of the solution path of a convex optimization problem under the parametric constraint that the norm is limited to or equivalently the Lagrangean problem with Lagrangean multiplier , where or changes continuously. A main result is to show that a new version of the extended LARS is a steepest descent algorithm under the Minkovskian gradient, that is, the steepest direction of a function under the Minkovskian norm, the norm in the present case. Since the target function is convex, the gradient method is robust in the sense that numerical calculation errors are automatically corrected. We show that our Minkovskian gradient method is applicable to the under-determined case of compressed sensing, too, while the Hirose-Komaki algorithm [12] is applicable only to the over-determined case.
The present paper is organized as follows: After Introduction, we show a constrained optimization problem and its Lagrangean formulation together with a few typical examples in Section II. Section III is devoted to explanation of information geometry derived from a strictly convex function. Here, the Riemannian metric and dually coupled flat affine connections are introduced. They define two types of geodesics. We further explain a generalized Pythagorean theorem and projection theorem. In the particular case when the convex function is a quadratic function, the manifold is Euclidean and the two types of geodesics are identical. But the dually coupled affine coordinates play an important role even in this case.
In Section IV, we show that the constrained optimal solution is given by the dual geodesic projection of the unconstrained optimal solution to the constraint set, which is convex in the primal coordinates. Section V explains that the inverse projection gives a partition of the manifold, and its monotonic property is proved. Section VI gives the equation of a solution path from which the least equi-angle property of LARS is proved. Section VII introduces a Minkovskian gradient of a function, and proves that the extended LARS is a Minkovskian gradient descent method. We give an algorithm to obtain a solution path starting from the sparsest solution of 0, adding non-zero components one by one, like LARS. However, our purpose is to elucidate geometrical properties of the problem rather than to propose an efficient numerical algorithm. Hence we do not show any numerical examples. See Hirose and Komaki [12] , for example, to see how the extended LARS works. It is a future problem to elaborate algorithmic detail of the Minkovskian gradient method. Section VIII shows that the Minkovskian gradient method works even for the under-determined problem, where the target function is convex but not strictly convex. Section X states conclusions.
II. OPTIMIZATION OF CONVEX FUNCTION UNDER CONSTRAINT
We study the problem of minimizing a convex function , under a sparsity constraint. We 1932-4553/$31.00 © 2013 IEEE use the constraint, where the norm of is constrained within a constant , (1) Then, the problem is formulated as (2) We can solve it by the Lagrange method, which is formulated as (3) where is a Lagrangian multiplier. We state three well-known examples.
A. Linear Regression Under Gaussian Noise
Given design vectors of dimensions, (4) responses (5) are observed, where are parameters to be estimated and are independent 0-mean Gaussian noises subject to . The maximum likelihood estimator is obtained by minimizing the sum of squared errors 
This is a quadratic function rewritten as (8) where (9) " " denoting transposition. When the number of observations is larger than the number of parameters, the problem is overdetermined in general and is a strictly convex function. In this case, is a positive-definite matrix and we have a unique minimizer of which satisfies (10) where is the gradient operator, . The minimizer is given by (11) When , the problem is under-determined. In this case, is positive-semidefinite and its rank degenerates. The minimizer of is not unique. The minimizers of form an affine subspace. We need to use a sparsity constraint for obtaining a unique sparse solution. We study the over-determined case first, but our Minkovskian gradient method is applicable to the under-determined case as well.
B. Non Gaussian Noise
Consider the case where noise is not Gaussian and its probability density function is subject to (12) where is a convex function and is a constant. Typically, (13) and is the Laplace noise for . The linear regression problem is to minimize (14) The target function is a convex function of but is not quadratic except for the Gaussian case of .
C. Logistic Regression
A logistic regression problem has binary responses, , , and its probability is given by the logistic curve, (15) where is the normalization term given by (16) The parameter for is given by (17) The loss function is the negative of the sum of probabilities (15) (18) which is a convex function (strictly convex when ). The optimal solution is given by the solution of (19) 
III. INFORMATION GEOMETRY OF CONVEX OPTIMIZATION
A strictly convex smooth function induces a geometrical structure in a manifold . See information geometry [14] . It 
The squared length of a small line element is given by the quadratic form (21) When there are two small line elements and , their inner product at is given by (22) and they are orthogonal when it vanishes.
A divergence function , called the Bregman divergence, is introduced between two points and in based on . It is defined as (23) where and are the coordinates of and , respectively. See Fig. 1 . The divergence is non-negative, and is equal to 0 when and only when . It is not a distance, because it is not symmetric in general, that is does not hold in general. When is infinitesimally close to , let and be their coordinates. Then, the Taylor expansion proves that their divergence is related to the Riemannian metric, (24) When an affine connection is introduced in , it defines "straightness" of a curve. A straight curve is called a geodesic. Two dually coupled affine connections and related covariant derivatives are naturally introduced in by using a divergence function [14] , [15] . Hence, two types of geodesics are defined by the two affine connections. However, we avoid to state details of differential geometry. We state only that a manifold having convex defines two affine connections which are flat. Since they are flat, we have two special affine coordinate systems. They are affine in the respective senses, and the geodesics are given as linear curves in the respective coordinate systems.
One affine coordinate system is itself in terms of which a convex function is defined. The other is its Legendre transform (25) where and are in one-to-one correspondence. It is easy to see from (20) that the Riemannian metric is given by (26) The Legendre duality guarantees the existence of another convex function of , defined by (27) The coordinates are recovered by its gradient,
Another Bregman divergence is defined in the coordinates by using the dual convex function as (29) However, we can prove that it satisfies (30) so that they are substantially the same, except for the order of points. The divergence is written concisely by using both and coordinates,
where and are the coordinates of and , and and are the coordinates of and , respectively. Since the Jacobian of the coordinate transformation from to is given by (26), the Jacobian of the reverse transformation is (32) which is the inverse of . Hence, is the Riemannian metric tensor expressed in the coordinate system .
Let us consider a curve parameterized by . Its tangent vector at is given by (33) where and is the tangent vector along the coordinate axis . Since is an affine coordinate system, a geodesic ( -geodesic) is a curve written as (34) in the coordinate system, where and are constant vectors. Dually, we can express a curve in the coordinate system, which is expressed as . By using the tangent vector of the coordinate axis , the tangent vector of is written as
A dual geodesic which we call an -geodesic, is written as (36) in the coordinate system. This is not a -geodesic in general. The Riemannian metric is given by the inner products of basis vectors, 
where , .
Now we state a fundamental theorem of a dually flat manifold.
1) Pythagorian Theorem: For three points , and , when -geodesic connecting and is orthogonal to -geodesic connecting and ,
Dually, when -geodesic connecting and is orthogonal to -geodesic connecting and , See Fig. 3 . We finally define a geodesic projection in a dually flat manifold. Let be a smooth submanifold in a dually flat manifold and let be a point outside . Let us consider a point
. When the -geodesic connecting and is orthogonal to , the point is called the -projection of to . (We can define the -projection similarly.) We now have the -projection theorem from the Pythagorian theorem.
2) Projection Theorem: For a smooth submanifold in a dually flat manifold and a point outside , the point in that minimizes divergence , , is the -projection of to . Moreover, when is convex in coordinates, the -projection exists and is unique.
In the special case when is a quadratic function, the Riemann metric does not depend on , so that it is a constant tensor. The manifold is Euclidean from the point of view of the Riemannian metric. The two affine coordinates are linearly related in this case, (44) for constant . Hence, a -geodesic is an -geodesic at the same time. So two types of geodesics are identical, and they are merely a Euclidean geodesic. But each of the coordinate systems and is not orthogonal but oblique. They are mutually orthogonal, that is, reciprocal systems. However, when is not a quadratic function, depends on and the manifold is not Euclidean, although it has two mutually dual affine structures from the point of view of information geometry.
IV. GEOMETRY OF OPTIMIZATION
LASSO obtains a solution that minimizes a quadratic function under the constraint. We consider here an over-determined case since it is easier to explain the geometrical structure. However, our algorithm works in the under-determined case as well. Let be the optimal solution of the Problem . Since the constraint region specified by (45) is a -convex set, the optimal solution is unique and is given by the projection of to the boundary of polyhedron . Note that is the boundary of and is piecewise linear, including non-differentiable points such as vertices, edges, and higher-dimensional subfaces.
It is well known in a Euclidean space that projection of to a smooth convex region encircled by is the point such that the vector connecting and is orthogonal to ,
Here, is a constant tensor given by and is not necessarily the identity matrix if is not orthonormal but oblique. Hence, denotes the normal vector of . In the present case, is not differentiable but is piecewise differentiable. When belongs to a hypersurface of , (46) is satisfied. But when it belongs to a subface (say an edge of ), the projection is defined by using the subgradient, instead of the gradient. We explain this.
Function is not differentiable when some of . Non-differentiable positions sit in subfaces of the polyhedron, where some . In order to show which subface belongs to, we define an active set of indices for each ,
is not differentiable at points of which active sets are not equal to .
A subgradient is used in convex analysis when is not differentiable (Bertsekas [17] , Boyd and Vandenberghe [18] ). It is a normal vector of one of supporting hypersurfaces of , and is written in the component form as
in the present case of (1). Here, the -th component of a subgradient is the ordinary gradient for and is equal to the signature of , but is any value in the interval for where . See Fig. 4 . The set of all subgradients at each point is denoted by and is called the subdifferential of at [17] .
In the present case where is not necessarily quadratic, by differentiating the Lagrangean formulation (3) with respect to , the optimal solution satisfies (49) However, when the active set is not , the is a subgradient. Since We denote by the -geodesic projection operator to , so that (56)
V. INVERSE PROJECTION
The optimal solution on , that is, the -geodesic projection of to , is unique since is -convex. Consider the inverse projection. Given a point on , we define the set of points outside such that the -geodesic projection of to is equal to , This is called the inverse -projection of . The inverse -projection of is written simply by using the dual coordinates, (58) When belongs to a face of , that is, when , is unique so that is the -geodesic in the direction of passing through . In the -coordinates, we have (59) When belongs to a subface of which active set is not , is not unique. In this case, the inverse projection is written (60) See Fig. 6 . For , let us consider how and are related. When is in a face of , i.e., , if the -geodesic orthogonal to , passes through , the geodesic is a part of (Fig. 7) . Hence,
When lies on a subface specified by , its inverse image forms an -flat cone defined in the -coordinates by (62) Let be a point in included in . When, , the subdifferentials are identical, . Then, is a -parallel transport of (Fig. 7) . Hence, we have the inclusion theorem.
Theorem 3 (Inclusion Theorem): Let and be two points satisfying . Then (63) The theorem implies that, as decreases, the region of cone increases monotonically. When is not full, the inverse image includes not only but also some of , where the active set is properly larger than . This is a property of LARS [10] and the extended LARS [12] . The other components, and , are determined from the -correspondence (25), (28). Since is a subgradient , we note that
The solution path ( in the -coordinates) is continuous and is piecewise differentiable. It changes the direction discontinuously when its active set alters. It is differentiable while does not change. We consider the path inside a subface specified by . By differentiating (68) and (69) with respect to , we have the following lemma.
Lemma 1:
The solution path inside a fixed subface specified by satisfies (72) (73) where and is the submatrix of corresponding to indices in .
Proof: Due to (26), small changes of and are related by
Since on the path, the -part of is (75) or (76) Hence, by differentiating (68), we have (72), and by differentiating (69), we have (73). We study the angle between and the coordinate axis of which the tangent vector is . The cosine of the angle is given by the inner product divided by . We observe the following remarkable characteristic feature of the solution path inside a subface, which is a characteristic of LARS [10] and the extended LARS [12] .
Theorem 5 (Least Equiangular Property):
The solution path has the least equiangular property that has the same angle to any -coordinates belonging to and the angles to the other coordinates are larger.
Proof:
The inner product of and is given by 
we have
The above theorem characterizes the solution path . See Fig. 8 . The direction changes discontinuously when the active set is altered. It occurs when some becomes or becomes .
VII. MINKOVSKIAN GRADIENT METHOD
The solution path is understood from the point of view of gradient descent of function or . This characterizes LARS, which starts at and approaches as de- creases. To this end, we introduce a new notion of Minkovskian gradient.
We first define a generalized gradient in a manifold in which a Minkovskian norm is given. (see, e.g., [19] for the Minkovskii and Finsler space.) The ordinary gradient of in a Euclidean space is (81) representing the steepest direction of provided is orthonormal. Other wise, the steepest direction is given by the natural gradient . We consider how changes, when changes from in direction in a Minkovskian space, where the norm of is given by the -norm, 
where is a constant. In the Euclidean case of , this gives the ordinary gradient,
We define the Minkovskian gradient in the -norm case, by taking the limit . As , by putting (89) 
This can be rewritten in terms of the -coordinates as We now compare our Minkovskian gradient method with the original LARS [4] , [10] and the extended LARS by Hirose and Komaki [12] . As can easily be seen, our algorithm is exactly the same as LARS and is applicable to a general convex . Therefore, it is an extended LARS. When is a quadratic function, is Euclidean so that an -geodesic is a -geodesic at the same time. Hence, we do not need step-wise calculations of , while is fixed. We use a large until the next is a turning point of the solution path where changes. This is a merit of LARS procedure when is quadratic.
The extended LARS [12] begins with , and traces the solution path (96) and (97) in the opposite direction by changing the sign of (96). This direction is equi-angular and is hence the opposite of the Minkovskian gradient. When some , say becomes 0, index is ruled out from the active set. The index is determined by using the Pythagorean theorem of the -projection. The procedure continues until reach the origin, . Therefore, its solution path traces from to 0, which is exactly the same as ours except that ours traces from 0 to . It should be remarked that the algorithm [12] cannot be applied to the under-determined case where no unique exists. Our extended LARS works perfectly even in this case, as will be shown in the next section. We summarize these in the following theorem.
Theorem 6: The extended LARS is a gradient descent method based on the -Minkovskian gradient.
VIII. MINKOVSKIAN GRADIENT METHOD IN UNDER-DETERMINED CASE
We have so far assumed that is strictly convex. This implies that there exists a unique satisfying
and is a full-rank positive-definite matrix. However, the Minkovskian gradient method works even in the under-determined case. This is because the optimality condition (49) is the same, and the least equi-angle Theorem holds in the same way. Note that is not strictly convex in the under-determined case so that the optimal solution (102) is not unique but forms a -dimensional submanifold. In the regression case,
. We need to assume that any principal submatrix of is not degenerate when , which holds generically.
We show that the Minkovskian gradient algorithm works in the under-determined case. We have , but we cannot have from uniquely in the under-determined case. By differentiating the Lagrangean problem (3), the optimal solution satisfies (49). We further differentiate it with respect to , obtaining
while the active set is is fixed. When , (96) and (97) or equivalently (98) and (99) hold, since is of full rank. Therefore, the Minkovskian gradient method works well, until the optimal solution is obtained, of which the number of nonzero components of is at most . The algorithm proceeds in terms of and , but it is possible to obtain from and by solving (105)
The equations are solvable when any principal submatrix of is non-degenerate.
IX. DISCUSSIONS
We searched for the solution path as changes, but did not consider a consistent estimator which might be obtained by choosing adequately. In order to discuss an efficient consistent estimator, the oracle properties, identifying the true active set without losing the optimal convergence rate as tends to infinity, are proposed by [20] . It is known that the LASSO does not satisfy the oracle properties, but the adaptive LASSO proposed by [21] satisfies them. The adaptive LASSO uses the weighted constraint
and modifies adaptively in a data-dependent way,
where is a consistent estimator. The present paper does not search for consistent estimators but studies the solution path , which includes various degrees of sparse solutions. However, it is interesting to study the geometry of the weighted constraint problem. When is fixed, let be the diagonal matrix with diagonal entries . We rescale and by (109)
Then, the constraint is in terms of ,
where the target function is
in particular (113) in the quadratic case. The Riemannian metric changes to (114) where . Hence, the problem is formulated in the same way in , but the geometry changes from to . The adaptive LASSO implies an adaptive selection of the geometry.
Instead of the adaptive in (108), we may consider the case where the weight vector is given by (115) The constraint is then given by (116) so that the constraint is , . The problem is nonconvex optimization in this case. It is interesting to compare the adaptive LASSO which is solved in the framework of convex optimization with the nonconvex problem, . Information geometry is useful for studying the problem in this case, too.
X. CONCLUSIONS
We have elucidated the information-geometrical properties of convex optimization problems under the norm constraint, following the ideas of Hirose and Komaki [12] in more details. The two dually coupled affine coordinates play a fundamental role, although the parameter space is not Euclidean but Riemannian, except for the case of optimization of a quadratic function. We proposed the Minkovskian gradient method which reverses the procedure proposed by [12] . This is an extension of the original LARS. It is numerically robust because it is a gradient descent method. The method can be applied even to the under-determined case, where the target function is not strictly convex. It is interesting to generalize the current approach to the -regularization problem, see, Xu, Chang, Xu and Zhang [22] , [23] ; Yukawa and Amari [24] .
