This paper is concerned with the existence and non-existence of traveling wave solutions for a diffusive SIR model with delay and nonlinear incidence. First, we construct a pair of upper and lower solutions and a bounded cone. Then we prove the existence of traveling wave by using Schauder's fixed point theorem and constructing a suitable Lyapunov functional. The nonexistence of traveling wave is obtained by two-sided Laplace transform. Moreover, numerical simulations support the theoretical results. Finally, we also obtain that the minimal wave speed is decreasing with respect to the latent period and increasing with respect to the diffusion rate of infected individuals.
Introduction
The SIR epidemic models and their various extensions have been frequently used in the study of theoretical epidemiology. It is well known that the disease propagation is relevant to not only the time variation, but also the space variation which is sufficient to describe a disease's diffusion and plays an important role in the disease spreading. In this paper, we consider traveling waves of the following diffusive SIR model with delay and nonlinear incidence    S t (x, t) = d 1 S xx (x, t) + B 1 − µS(x, t) − F(S(x, t))G(I(x, t − τ)), I t (x, t) = d 2 I xx (x, t) + F(S(x, t))G(I(x, t − τ)) − (µ + γ)I(x, t), R t (x, t) = d 3 R xx (x, t) + γI(x, t) − µR(x, t),
where S(x, t), I(x, t), R(x, t) denote the total number of susceptible, infected, and removed individuals, respectively, in the time-space coordinate (t, x), and d i > 0 (i = 1, 2, 3) are their diffusion rates. The parameter B 1 > 0 represents the entering flux of the susceptible; µ > 0 is the natural death rate; γ > 0 is the recovery rate of the infective population; and τ > 0 is the latent period of the disease. For the original system of SIR model, it is assumed that the transmission is instantaneous, and does not consider the spatial variation (see [7] ). In order to be more realistic, the spatial variation should be considered. There have been many works on spatial epidemic models (see [3, 15, 16] ). For instance, Hosono and Ilyas [5] investigated the existence and nonexistence of traveling wave solutions for the simple diffusive epidemic model S t (x, t) = d 1 S xx (x, t) − βS(x, t)I(x, t), I t (x, t) = d 2 I xx (x, t) + βS(x, t)I(x, t) − γI(x, t).
Here, bilinear incidence βSI is considered. However, the disease transmission process may have a nonlinear incidence rate (see [6, [8] [9] [10] ). Korobeinikov and Maini [10] considered the incidence of the form f(S)g(I). In addition, in epidemiological models, delay can be caused by many factors. So the influences of delays should be considered when modeling epidemic process (see [1, 2, 11-14, 17, 18] ). Based on these modeling mechanism, Bai and Wu [1] studied the following diffusive SIR model with delay and nonlinear incidence rate    S t (x, t) = d 1 S xx (x, t) − F(S(x, t))G(I(x, t − τ)), I t (x, t) = d 2 I xx (x, t) + F(S(x, t))G(I(x, t − τ)) − γI(x, t), R t (x, t) = d 3 R xx (x, t) + γI(x, t),
where the incidence rate is the nonlinear incidence rate F(S)G(I). By using Schauder's fixed theorem, the existence and nonexistence of traveling wave solutions are obtained. Moreover, the existence of S(+∞) is established. However, the author does not get the exact value of S(+∞). In order to be more practical, we consider an epidemic model of birth and death rates. Fu [4] studied the following diffusive SIR model with delay and saturated incidence rate
where the constant µΛ is the recruitment rate of the susceptible population, the incidence rate is saturated incidence rate βSI 1+αI . Using the upper and lower solutions and the Schauder's fixed point theorem, the existence of traveling waves is obtained.
Motivated the above works, we shall consider traveling waves of system (1.1). For simplicity, let
and
By dropping the tilde for convenience, we then consider the following system
Throughout this paper, the following assumptions hold.
> 0 and g (u) 0 for any u 0.
Since the first two equations of (1.2) form a closed system, we only consider the following system
It is easy to see that (1.3) always has a disease-free equilibrium (1, 0). Furthermore, if R 0 := f(1)g (0) γ+µ > 1, there exists a unique positive endemic equilibrium (s * , i * ) satisfying 0 < s * < 1 and 0 < i * < µ µ+γ (see Lemma A.1 in Appendix). If R 0 < 1, there exists no positive endemic equilibrium. By a traveling wave solution of system (1.3), we mean a solution of system (1.3) of the form
with the boundary condition 4) where c > 0 is a constant. In order to show the existence of traveling wave, in addition to R 0 > 1, we give the following assumption.
It is easy to see that i * < B. That is, i * < min{
(1.5)
To obtain the existence of traveling wave solutions of (1.3), we only need to get the existence of solutions for system (1.5) satisfying (1.4). Our main theorems are stated as follows. (i) R 0 = 1 and system (1.5) exists a unique positive endemic equilibrium (s * , i * ); (ii) R 0 > 1 and c ∈ (0, c * ).
Then system (1.5) does not exist nontrivial and nonnegative solution satisfying (1.4). This paper is organized as follows. In Section 2, we first construct a pair of upper and lower solutions for system (1.5). Then, we construct a bounded cone and verify the conditions of Schauder's fixed point theorem. In Section 3, the existence of solutions for system (1.5) is proved. Moreover, we obtain that the solution satisfies the boundary conditions (s, i)(+∞) = (s * , i * ) by constructing a Lyapunov functional. In addition, we establish the non-existence of solutions for system (1.5) satisfying (1.4) by two-sided Laplace transform. In Section 4, some numerical simulations are introduced to demonstrate the analytical results. In Section 5, we give a brief discussion. Finally, some auxiliary lemma is given in Appendix.
Preliminary
Linearizing the second equation of (1.5) around the point (1, 0) yields
whose characteristic equation is given by
Then we have the following result.
Lemma 2.1. Suppose R 0 > 1. Then there exists c * > 0 and λ * > 0 such that
Moreover, ∆(λ, c) also satisfies:
< 0, and
< 0 for all λ > 0, and for any fixed λ > 0, ∆(λ, c) < 0 if c is sufficiently large. Define
It is easy to see that c * ∈ (0, ∞) and ∆(λ, c * ) = 0 has a unique root denoted by λ * . We can easily prove that λ * > 0, and ∆(λ * , c * ) = 0,
= 0. Then, by a simple discussion, we can obtain the conclusions of (i) and (ii).
In the following, we always assume R 0 > 1 and c > c * . Now we define four nonnegative continuous functions s + , s − , i + , and i − as follows:
where σ, α, η, M are all positive constants satisfying 0
Definition 2.2. (s + , i + ) and (s − , i − ) are called a pair of upper and lower solutions of (1.5), if s + , i + , s − , i − are almost everywhere continuously differentiable and satisfy
It is obvious that s + (ξ) satisfies the inequality
Lemma 2.3. The function i + (ξ) satisfies the inequality
, and (A 3 ), the inequality (2.2) holds. For ξ < ξ 0 , it follows from Lemma 2.1 and
which yields (2.2).
Lemma 2.4. Assume that 0 < α < λ 1 is sufficiently small. Then
for any ξ = ξ 1 , and σ > 1 is sufficiently large.
. This, together with (A 1 ), yields f(s − (ξ)) < f(1). We only need to prove that
Note that α ∈ (0, λ 1 ) is sufficiently small, and σ > 1 is large enough. Hence
This, together with (2.5), yields the inequality (2.4) holds.
for large enough M > 1, and for any ξ = ξ 2 .
Proof. The proof is similar to that of [1, Lemma 2.4]. Hence we omit its proof.
From (2.1) and Lemmas 2.3-2.5, we obtain that (s + , i + ) and (s − , i − ) are a pair of upper and lower solutions of (1.5). In addition,
Further,
It is easy to check that
where
. One can easily see that any fixed point of F is a solution of (1.5). Hence the existence of solution for (1.5) is reduced to verify that the operator F satisfies the conditions of Schauder's fixed point theorem. Here, we have the following lemmas. Lemma 2.6. The operator F maps Γ into Γ .
Proof. For any (s, i) ∈ Γ , ξ ∈ R, we have
In view of
is increasing with respect to s.
By Lemma 2.4, for any ξ = ξ 1 , we get
This, together with the definition of F 1 , yields
. It follows from (2.6) that the function (α 2 − µ − γ)i is increasing with respect to i. This implies F 2 (s, i)(ξ) 0 for any ξ ∈ R. In addition, by Lemma 2.5, we have
Since g(i(ξ)) g (0)i + (ξ) and f(s) f(1), it follows from Lemma 2.3 that
Hence, for any (s, i) ∈ Γ , ξ ∈ R,
That is, F : Γ → Γ . Lemma 2.7. The operator F : Γ → Γ is completely continuous.
Proof. First we prove the map F is continuous. For any (s 1 , i 1 ) ∈ Γ , (s 2 , i 2 ) ∈ Γ , ξ ∈ R, by Lagrange's mean value theorem, we obtain
where s lies between s 1 (ξ) and s 2 (ξ), and i lies between i 1 (ξ − cτ) and i 2 (ξ − cτ). By the definition of F 1 , for any ξ ∈ R,
As 0 < β < −Λ
Similarly, we obtain
where Q is a constant. Hence, F is continuous on Γ .
Next, we prove that F is compact. For any (s, i) ∈ Γ , we get
Since f(s(x))g(i(x − cτ)) f(1)g (0)B and (α 2 − µ − γ)i is increasing with respect to i, we obtain
In addition, F(Γ ) is uniformly bounded on R. Hence, for each n ∈ N, by using Ascoli-Arzela theorem, F(Γ ) is precompact on [−n, n]. Using the standard diagonal method, F(Γ ) is precompact on R. Hence, F : Γ → Γ is completely continuous.
Proof of main results
In this section, we first establish the existence of a nonnegative solution of system (1.5) satisfying (1.4).
Proof of Theorem 1.1. As c > c * , in view of Lemmas 2.6 and 2.7, it follows from the Schauder's fixed point theorem that F has a fixed point (s, i) ∈ Γ . Hence there exists a nonnegative solution (s(ξ), i(ξ)) of system (1.5) satisfying
Together with the definitions of s + , s − , i + and i − , it follows that
Applying the L'Hospital theorem to the maps F 1 and F 2 , it is easy to show that
Furthermore, we claim that 0 < s(ξ) < 1 and 0 < i(ξ) < B for all ξ ∈ R. First, we prove s(ξ) > 0 on R. For contradiction, we assume that s( ξ 1 ) = 0 for some ξ 1 ∈ R. Then s ( ξ 1 ) = 0 and s ( ξ 1 ) 0. However, it follows from the first equation of (1.5) that s ( ξ 1 ) < 0. Next, we certify i(ξ) > 0 on R. If not, denote ξ 2 = inf {ξ ∈ R|i(ξ) = 0}, then i( ξ 2 ) = 0, i ( ξ 2 ) = 0 and i ( ξ 2 ) 0. But, it follows from the second equation of (1.5) that i ( ξ 2 ) < 0. Similarly, we have s(ξ) < 1 on R. Finally, we show i(ξ) < B on R. If not, we assume that i( ξ 3 ) = B for some ξ 3 ∈ R. Then i ( ξ 3 ) = 0 and i ( ξ 3 ) 0. However, it follows from the second equation of (1.5) and (A 3 ) that i ( ξ 3 ) > 0. Now we verify that (s, i)(+∞) = (s * , i * ). For this purpose, we rewrite (1.5) as a system
Construct the Lyapunov functional U by
dσ ,
Let χ(ξ) := (s(ξ), w(ξ), i(ξ), y(ξ)) be the solution of (3.1). Then
Let {s n (ξ) = s(ξ + n)} n 0 and {i n (ξ) = i(ξ + n)} n 0 , {w n (ξ) = w(ξ + n)} n 0 and {y n (ξ) = y(ξ + n)} n 0 .
Since s n , i n , s n , i n s n , and i n are uniformly bounded in R, up to a subsequence, we can assume that s n , w n , i n , and y n converge to some nonnegative functions s ∞ , w ∞ , i ∞ , and y ∞ , which satisfy (3.1). Besides, since U(χ(ξ)) is non-increasing on ξ and bounded below, there exists some ν ∈ R such that lim
for any ξ ∈ R. By (3.2) and Lebegue dominated convergence theorem, we obtain
which, together with (3.3), yields
So, for any ξ ∈ [0, 1], s n (ξ) converges uniformly to s * as n → ∞. That is, for any ξ ∈ [0, 1] and ∈ (0, 1), there exists a positive number N such that
Hence, lim In the following, we prove the non-existence of nonnegative solution of system (1.5). Next, we first give the following result.
Lemma 3.1. Assume that R 0 > 1 and c ∈ (0, c * ) or R 0 = 1. If system (1.5) exists a nontrivial and nonnegative solution (s(ξ), i(ξ)) satisfying (1.4), then 0 < s(ξ) < 1 and i(ξ) > 0 for any ξ ∈ R, and lim
Proof. The proofs of s(ξ) > 0 and i(ξ) > 0 are similar to that of Theorem 1.1, we omit their proof. Next, we prove s(ξ) < 1 for any ξ ∈ R. On the contrary, note that s(+∞) = s * and 0 < s * < 1, denote ξ 0 = sup{ξ ∈ R|s(ξ) = 1}, then s( ξ 0 ) = 1 and s ( ξ 0 ) 0. If s ( ξ 0 ) = 0, then s ( ξ 0 ) 0. However, it follows from the first equation of (1.5) that s ( ξ 0 ) > 0. If s ( ξ 0 ) < 0, note that s(−∞) = 1, then there exists an ξ < ξ 0 such that s( ξ) > 1, s ( ξ) = 0 and s ( ξ) 0. But, it follows from the first equation of (1.5) that s ( ξ) > 0. It is a contradiction. Now, we claim that lim
It follows from the second equation of (1.5) that
Note that c > 0, we have a = b, a contradiction. Hence lim We firstly consider R 0 = 1. It follows from the second equation of (1.5) that
This is a contradiction. Secondly, we discuss the case that R 0 > 1 and c ∈ (0, c * ). For any ∈ (0, g (0)), there exists a small positive number δ 0 such that
Note that f(s(ξ)) → f(1) and i(ξ) → 0 as ξ → −∞. It follows from R 0 > 1 that there exists ξ < 0 such that i(ξ) < δ 0 and
for any ξ < ξ. Then, for any ξ < ξ,
Integrating the two sides of (3.5) from −∞ to ξ with ξ < ξ, we have Integrating the both sides of (3.6) from −∞ to ξ yields
where m = c + f(1)g (0)+γ+µ 2 cτ. Since k(ξ) is increasing in ξ, for any η > 0,
which, together with (3.7), for a large η 0 > 0, yields 
It follows from (3.7) that
This, together with (3.8), implies i(ξ)e
By (3.6) and (3.8), for any ξ < ξ, we obtain
Thus, |i (ξ)|e −µ 0 ξ is bounded on (−∞, ξ]. Further, it follows from (3.5) that |i (ξ)|e −µ 0 ξ is bounded on
For λ ∈ C with 0 < Reλ < µ 0 , we define a two-sided Laplace transform of i by
When 0 < i < δ 0 , it follows from (3.4) that
Since f(s(ξ)) → f(1) as ξ → −∞ and the inequality (3.10) is valid for any ε, we have
Then, when ξ → −∞, we obtain
Note that lim ξ→+∞ e −2µ 0 ξ F 1 (ξ) = 0. Hence, we obtain sup ξ∈R {e −2µ 0 ξ F 1 (ξ)} < ∞. Thus the right-hand integral of (3.9) is defined for λ ∈ C with 0 < Reλ < 2µ 0 . For c ∈ (0, c * ), since ∆(λ, c) > 0 for all λ > 0, we get that L(λ) is defined with λ ∈ C with Reλ > 0. However, (3.9) can be rewritten as 
Numerical simulation
In this section, to further illustrate our conclusions, we perform some numeric simulations. Take S t (x, t) = d 1 S xx (x, t) + µ(1 − S(x, t)) − βS(x,t)I(x,t−τ)
1+αI(x,t−τ) , I t (x, t) = d 2 I xx (x, t) + βS(x,t)I(x,t−τ) 1+αI(x,t−τ) − (µ + γ)I(x, t), 
Discussion
In this paper, we consider a diffusive SIR model with delay and a general nonlinear incidence. By using Schauder's fixed point theorem and constructing a suitable Lyapunov functional, we establish the existence of traveling wave solution satisfying system (1.3). The non-existence of traveling wave solution of system (1.3) is obtained by two-sided Laplace transform. Here we prove the existence and non-existence of such a traveling wave solution is totally determined by R 0 . Moreover, by Lemma 2.1, we know that c * is dependent on the latent period τ of disease and the diffusion rate d 2 of the infected individuals. More specifically, the minimum wave speed c * is determined by the following equation And a direct calculation yields that ∂c * ∂τ = − c * f(1)g (0)e −λ * c * τ 1 + τf(1)g (0)e −λ * c * τ < 0, ∂c * ∂d 2 = λ * 1 + τf(1)g (0)e −λ * c * τ > 0.
Hence the minimal wave speed c * is decreasing with respect to the latent period τ and increasing with respect to the diffusion rate d 2 of infected individuals. Further, our model includes more general nonlinear incidences. In particular, if we take f(S(x, t))g(I(x, t − τ)) = βS(x, t)I(x, t − τ) 1 + αI(x, t − τ) with α, β > 0, system (1.3) reduces to the model in [4] . Obviously, for any c > c * , our results directly extend those in [4] to a more general case. In addition, for R 0 > 1 and c ∈ (0, c * ), we prove the nonexistence of traveling wave of (1.3).
