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Abstract: We propose a recursion relation for tree-level scattering amplitudes in three-
dimensional Chern-Simons-matter theories. The recursion relation involves a complex de-
formation of momenta which generalizes the BCFW-deformation used in higher dimensions.
Using background field methods, we show that all tree-level superamplitudes of the ABJM
theory vanish for large deformations, establishing the validity of the recursion formula. Fur-
thermore, we use the recursion relation to compute six-point and eight-point component
amplitudes and match them with independent computations based on Feynman diagrams
or the Grassmannian integral formula. As an application of the recursion relation, we prove
that all tree-level amplitudes of the ABJM theory have dual superconformal symmetry. Us-
ing generalized unitarity methods, we extend this symmetry to the cut-constructible parts
of the loop amplitudes.
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1 Introduction
In the past year, there has been substantial progress in the study of scattering amplitudes
in three-dimensional Chern-Simons-matter theories [1–5]. Much of this work has focused on
the N = 6 superconformal Chern-Simons theory developed by Aharony, Bergman, Jafferis
and Maldacena (ABJM), since in a certain limit, this theory is dual to type IIA string theory
on AdS4 × CP 3, and therefore provides a new example of the AdS/CFT correspondence
[6]. The AdS4/CFT3 correspondence has many features in common with the AdS5/CFT4
correspondence, which relates N = 4 super Yang-Mills theory (sYM) to type IIB string
theory on AdS5 × S5 [7]. This suggests that many of the symmetries, structures, and
dualities exhibited by the planar amplitudes of N = 4 sYM may also present in the ABJM
theory.
The first hint of this possibility was the discovery that the four- and six-point tree-level
amplitudes of the ABJM theory have Yangian symmetry [2]. In [8], it was demonstrated
that the Yangian symmetry of N = 4 sYM is equivalent to superconformal plus dual
superconformal symmetry. Dual superconformal symmetry is hidden from the point of view
of the action, and can only be seen by studying on-shell amplitudes [9, 10]. The equivalence
of Yangian symmetry with superconformal plus dual superconformal symmetry when acting
on amplitudes was also demonstrated for the ABJM theory in [5]. Furthermore, an integral
formula similar to the Grassmannian integral formula of N = 4 sYM [11] was proposed for
the ABJM theory in [4]. This formula has Yangian symmetry and is conjectured to generate
all tree-level amplitudes. This was verified for the four-point amplitude and claimed to
be verified for the six-point amplitude [4]. In order to demonstrate dual superconformal
symmetry and test the Grassmannian integral formula for amplitudes with more than six
external legs, we need an efficient way to compute higher-point on-shell amplitudes in the
ABJM theory. Unfortunately, explicit Feynman diagram calculations become tedious for
amplitudes with more than six external legs.
The computation of amplitudes can be drastically simplified using linear identities, such
as supersymmetric Ward identities, which relate amplitudes with the same number of legs
and helicity structure in four dimensions [12, 13], or off-shell nonlinear recursion relations
such as the Berends and Giele recursion relations [14], which relate higher-point amplitudes
to products of lower-point amplitudes. In recent years, twistor-inspired methods [15] have
led to new representations of tree-level amplitudes such as the MHV vertex expansion [16]
and the Britto, Feng, Cachazo and Witten (BCFW) [17, 18] recursion relations, both of
which give a systematic procedure for constructing higher-point amplitudes from lower-
point amplitudes.
The BCFW recursion relation is derived by analytically continuing the momenta into
the complex plane. In particular, one shifts the momenta of two external particles by a
complex parameter. The analytic continuation is such that the amplitudes become rational
functions in the complex plane, whose only singularities arise from propagators becoming
on-shell. The recursion relation then follows from the fact that a rational function can be
reconstructed from the residues of its poles, provided that the function vanishes at infinity.
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The residues in this case are simply products of lower-point on-shell amplitudes.
One of the crucial ingredients of the BCFW formalism is the complex deformation,
which is defined such that (super-)momentum conservation and on-shell properties of the
external fields are preserved. As we describe in section 3, however, the standard deforma-
tion used in the BCFW approach is only valid for D ≥ 4. In this paper, we will define
a complex deformation such that all properties of the on-shell amplitudes are preserved
in three dimensions. To construct a recursion relation from this deformation, one must
demonstrate that the amplitudes vanish when the parameter of the deformation goes to
infinity, which is not always true even for D ≥ 4. We argue that the superamplitudes
of the ABJM theory indeed have vanishing large-z behavior. We confirm the validity of
our recursion relation by using it to reproduce six-point amplitudes computed in ref. [2]
using Feynman diagrams and an eight-point amplitude computed from the Grassmannian
integral formula given in ref. [4].
While an on-shell recursion relation provides an efficient way to construct higher-point
amplitudes from lower-point amplitudes, it also serves as a convenient tool for analyzing
the symmetries of amplitudes. If one can demonstrate that the recursion relation pre-
serves symmetries of the lowest-point tree-level amplitude, it follows by induction that the
symmetry holds for all tree-level amplitudes. Indeed, the proof of dual superconformal sym-
metry of four- [19], six- [20], and ten-dimensional [21] maximal sYM planar amplitudes was
based on the fact that the BCFW recursion formula preserves dual superconformal symme-
try. Equipped with a similar recursion relation in three dimensions, and the fact that the
four- and six-point ABJM tree amplitudes are dual superconformal invariant [1, 5], we will
prove that the recursion relation also preserves the dual symmetry, and hence all tree-level
amplitudes of the ABJM theory have dual superconformal symmetry. Using generalized
unitarity methods [22–25], we further extend this symmetry to the cut constructible part
of the loop amplitude.
Dual superconformal symmetry in N = 4 sYM is related to the fact that type IIB
string theory on AdS5 × S5 is self-dual after T-dualizing certain directions corresponding
to bosonic and fermionic isometries [26–28]. The dual superconformal symmetry of all
tree-level amplitudes in the ABJM theory therefore strongly suggests that type IIA string
theory on AdS4×CP 3 is self-dual after T-dualizing certain bosonic and fermionic isometries,
although various attempts to demonstrate this have encountered singularities [29–33].
For N = 4 sYM, the combination of ordinary and dual superconformal symmetry is
sufficient to fix the tree-level amplitudes [34]. Since the Grassmannian formula for the
ABJM theory has both of these symmetries, the fact that the ABJM tree-level amplitudes
have dual conformal symmetry suggests that they are indeed generated by the Grassman-
nian formula.
The structure of this paper is as follows. In section 2, we review the spinor-helicity
formalism for three-dimensions. In section 3, we explain the difficulties of extending the
BCFW recursion relation to three-dimensions and derive a new recursion relation for three-
dimensional theories. The novel feature of this recursion relation is that it requires deform-
ing the momentum spinors of two external particles in a nonlinear way. In section 4, we use
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background field methods to argue that the superamplitudes of the ABJM theory vanish
when the deformation parameter is taken to infinity. In section 5, we review the Grass-
mannian integral formula for the ABJM theory and show that it reproduces the six-point
superamplitude computed in ref. [2] using Feynman diagrams. We also use it to compute
an eight-point amplitude for the first time. In section 6, we use our recursion relation to
reproduce the six-point and eight-point amplitudes computed in section 5. In section 7,
we use our recursion relation to prove for the first time that all tree-level amplitudes of
the ABJM theory have dual superconformal symmetry. We extend this result to loop-level
using generalized unitarity methods in section 8. We conclude with some discussion in
section 9. In appendices A and B, we review our conventions and derive the Feynman rules
for the ABJM theory in the background field approach. In appendix C, we describe an al-
ternative recursion relation for three-dimensions which requires deforming the momentum
spinors of four external particles in a linear way. We also present a superconformally co-
variant form of the recursion relation derived in section 3. Appendix D provide additional
computational details for various results in the paper.
Note added: Immediately after the first version of this paper was submitted to the
e-print archive, we were informed of the paper [54] which also studies the scattering am-
plitudes of the ABJM theory and its mass deformation.
2 Three dimensional spinor helicity and on-shell superspace
Here we give a brief introduction to the three dimensional spinor helicity formalism [1–3].
A vector in three dimensions, when written in bi-spinor form, is given by a symmetric 2×2
matrix. Each spinor transforms under the three-dimensional Lorentz group Spin(1, 2) =
SL(2,R). A null momentum in three dimensions can be written in bi-spinor form using a
single spinor:
pαβ = pµ(σ
µ)αβ = λαλβ . (2.1)
Our conventions for spinors and gamma matrices are summarized in appendix A. Here,
we simply note that for real pµ, the gamma matrices are such that p
αβ is also real. The
spinor λα is real for outgoing (p0 < 0) particles and purely imaginary for incoming (p0 > 0)
particles.
The spinors are contracted via the SL(2,R) metric
〈ij〉 ≡ λαi λjα = λαi αβλβj , (2.2)
where 12 = −12 = 1. The vector and spinor Lorentz invariants are related by
2pi · pj = −〈ij〉2 . (2.3)
In later sections, we will make use of the “λ-parity” symmetry λ → −λ. It does not
change the momentum pαβ, but flips the sign of the fermion wave-function. As a result, it
acts on amplitudes by
A(λ1, . . . ,−λi, . . . , λn) = (−1)FiA(λ1, . . . , λi, . . . , λn) , (2.4)
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where Fi is the fermion number of the particle on leg i. We note that for Chern-Simons
matter theory, only amplitudes with even number of external states are non-vanishing.
This is because for odd number of states, there will always be at least one Chern-Simons
gauge field on the external line. Since the gauge field does not carry any physical degree
of freedom, the amplitude vanishes.
The on-shell superspace for the ABJM theory is built upon three fermionic coordinates
ηI in addition to λα [2], which transform as a 3 under the U(3) subgroup of the SO(6)
R-symmetry group. The particle/anti-particle superfields take the form
Φ = φ4 + ηIψI +
1
2IJKη
IηJφK + 16IJKη
IηJηKψ4 ,
Φ¯ = ψ¯4 + ηI φ¯I +
1
2IJKη
IηJ ψ¯K + 16IJKη
IηJηK φ¯4 . (2.5)
The SO(6) R-symmetry acting on the N = 6 supercharges are realized by ηI and their
conjugates ζI ≡ ∂/∂ηI through the Clifford algebra,
{ηI , ζJ} = δIJ (I, J = 1, 2, 3) . (2.6)
It is customary [2, 4] to introduce a collective notation Λ = (λ; η). The color ordered
amplitude, following the convention of ref. [4], is then a function of Λi and we choose to
associate Λodd/even to Φ¯/Φ multiplet. Then, the supersymmetric extension of eq.(2.4) is
A(Λ1, · · · ,−Λi, · · · ,Λn) = (−1)iA(Λ1, . . . ,Λi, · · · ,Λn) . (2.7)
The generators of the superconformal symmetry come in three types:
Λ
∂
∂Λ
, ΛΛ ,
∂2
∂Λ∂Λ
. (2.8)
The invariance of the amplitudes under the first type of generators will be manifest from
the notation. For the second type, we will use the notation
pαβ = λαλβ, qαI = λαηI , rIJ = ηIηJ . (2.9)
The invariance under pαβ and qαI will be imposed by the super-momentum conserving
delta functions
δ3(P )δ6(Q) with P ≡
∑
i
pαβi , Q ≡
∑
i
qαIi . (2.10)
A similar delta function does not exist for rIJ . In ref. [2], it was shown that the rIJ
invariance introduces a coset O(2k − 4)/U(k − 2) for the 2k-point amplitude. As we will
review in section 5, the same coset appears in the Grassmannian integral formula of ref. [4].
3 Recursion relation
3.1 Momentum shift
In the D-dimensional BCFW formalism (with D > 3), one introduces a complex parameter
z into the amplitude by shifting the momenta of two of the external legs [18, 35, 36]. For
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legs i and j, the shift is given by
pi → pi + zq, pj → pj − zq , (3.1)
for some vector q. For the external legs to remain on shell, the shift vector q is required to
satisfy
q · pi = q · pj = q2 = 0 . (3.2)
Although these constraints admit nontrivial solutions in D > 3 dimensions, for D = 3 the
only solution is q = 0. To see this, recall that a null vector in three dimensions can be
written as a bi-spinor product λαλβ. Since the spinor is two dimensional, without loss of
generality one can write the spinor for the vector q as
λq = aλi + bλj . (3.3)
One then immediately sees that the requirements in eq.(3.2) imply a = b = 0.
The analysis above can be translated into the spinor language. Under a general two-line
shift λ→ λˆ(z), momentum conservation implies that
λiλi + λjλj = λˆi(z)λˆi(z) + λˆj(z)λˆj(z) . (3.4)
Assuming that the shift is a linear transformation on (λi, λj), one can write(
λˆi(z)
λˆj(z)
)
= R(z)
(
λi
λj
)
. (3.5)
Then momentum conservation requires that
RT (z)R(z) = I , (3.6)
i.e. the shift is an element of SO(2,C). 1
Note that the BCFW deformation in four dimensions can also be formulated in terms
of a shift matrix. In four dimensions, the momentum conservation can be written as
n∑
i=1
pi =
n∑
i=1
λ¯iλi = 0 , (3.7)
which is invariant under an arbitrary GL(n,C) transformation,
λi →Mijλj , λ¯i → λ¯j(M−1)j i . (3.8)
The BCFW shift (λi → λi + zλj , λ¯j → λ¯i − zλ¯i) can then be regarded as a particular
element of GL(2,C) ⊂ GL(n,C):(
λˆi(z)
λˆj(z)
)
=
(
1 z
0 1
)(
λi
λj
)
. (3.9)
1Since we are dealing with a continuous deformation, we cannot use O(2,C) including orientation reversal.
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Starting from the three dimensional momentum conservation and following the same logic,
one naturally arrives at the SO(2,C) shift as above.
Let us now return to the case of three-dimensions. If we assume that R(z) in eq.(3.5)
is linear in z, then it can be parameterized as
R(z) =
(
1 + a11z a12z
a21z 1 + a22z
)
. (3.10)
It is not difficult, however, to see that eq.(3.6) constrains all of a’s to be zero. A similar
analysis shows that eq.(3.6) also constrains the three-line shift to be trivial, i.e. if we take
R(z) to be an SO(3,C) matrix that depends linearly on z eq.(3.6), constrains it to be the
identity. The first non-trivial solution which depends linearly on z appears at four-lines.
Multi-line shifts, when compared to two-line shifts, have the disadvantage of introducing a
larger number of diagrams for each recursion. Furthermore, for the purpose of analyzing
the perseverance of symmetries throughout the recursion, one would prefer as few shifted
variables as possible. However, since multi-line shifts generally have better large z behavior,
which may be necessary for lower supersymmetric theories, we give a detail account of the
four-line shift in appendix C.
Alternatively, we could introduce a mass deformation. In that case, the spinor helicity
formalism is essentially four-dimensional, so one can define a linear two-line shift. For the
purpose of proving dual superconformal symmetry of the amplitudes, however, it would be
better to avoid introducing a mass-deformation.
In order to construct a two-line shift without introducing a mass deformation, we must
relax the assumption that R(z) is linear in z. In the next section, we will construct such
an SO(2,C) matrix and use it to derive a recursion relation for tree-level amplitudes.
3.2 Derivation of the recursion relation
We parameterize the R(z) matrix by
R(z) =
(
z+z−1
2 − z−z
−1
2i
z−z−1
2i
z+z−1
2
)
. (3.11)
It acts on two reference external legs, say, the i’th and the j’th. Using the cyclic symmetry,
we can set i = 1 and the j = l with 2 ≤ l ≤ k + 1 without loss of generality. Since we
are interested in a recursion relation for superamplitudes, we also need to consider super-
momentum conservation,
n∑
i=1
qαIi =
n∑
i=1
λαi η
I
i = 0 . (3.12)
The conservation of both momentum and super-momentum can be maintained if we also
deform the η’s [19]. Thus we define the super-shift as:(
λˆ1(z)
λˆl(z)
)
= R(z)
(
λ1
λl
)
,
(
ηˆ1(z)
ηˆl(z)
)
= R(z)
(
η1
ηl
)
, (3.13)
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or collectively we have (
Λˆ1(z)
Λˆl(z)
)
= R(z)
(
Λ1
Λl
)
. (3.14)
Note that, since RTR = 1, the super-shift preserves not only the (super-)momentum but
also all the other superconformal generators,∑
i
Λi
∂
∂Λi
,
∑
i
ΛiΛi ,
∑
i
∂2
∂Λi∂Λi
. (3.15)
We will denote the tree-level superamplitude for given external particles and their
momenta as
A(Λ1, · · · ,Λ2k) = A(Λ1, · · · ,Λ2k)δ3(P ). (3.16)
After the deformation, we can regard it as a function of z. Following the original proof
of the BCFW recursion relation [17], we express the undeformed amplitude at z = 1 as a
contour integral along a small circle around z = 1,
A(z = 1) =
1
2pii
∮
z=1
A(z)
z − 1 . (3.17)
The on-shell tree-level superamplitude has the following factorization property [2],
A|p2f→0 =
∫
d3η
AL(ΛI , · · · ,ΛJ ,Λf )AR(iΛf ,ΛJ+1, · · · ,ΛI−1)
p2f
+ (regular at p2f → 0)
(3.18)
in the limit p2f → 0, where pf = pI + pI+1 + · · ·+ pJ is the momentum of the factorization
channel f . The left/right sub-amplitudes AL, AR are on-shell at p
2
f = 0. The variable
Λf = (λˆ
α
f ; η
I) is allocated to the internal propagator, where λˆf is determined by the
momentum conservation. The relation (3.18) holds up to an unspecified overall constant.
Now we apply the SO(2) deformation R(z) to eq.(3.18) and plug the resulting A(z)
into the integrand of eq.(3.17). Then, we change the contour of eq.(3.17) to encircle the
poles arising from the deformed internal propagator 1/pˆf (z)
2. As we will show in the next
section, the integrand vanishes sufficiently fast at z →∞ and z → 0.2 Thus we obtain
A(z = 1) = − 1
2pii
∑
f
∫
d3η
2∑
i=1
(∮
z=+z∗i,f
+
∮
z=−z∗i,f
)
dz
z − 1
AL(z; η)AR(z; iη)
pˆ2f (z)
. (3.19)
This is the three-dimensional N = 6 supersymmetric recursion relation. The sum over all
possible channels is denoted by
∑
f , and (±z∗i,f ) are zeroes of pˆ2f (z). The recursion relation
for component amplitudes can be obtained by applying the corresponding η-integration to
both sides of eq.(3.19). We will see explicit examples in the next section.
2 A(1/z) is the same as A(z) up to a sign because exchanging z with 1/z in eq.(3.11) acts as an orientation
reversal. Sufficiently fast vanishing means A(z →∞) ∼ O(1/z) which implies A(z → 0) ∼ O(z).
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In our deformation, the on-shell condition pˆ2f (z) = 0 takes the following form
pˆ2f (z) = afz
−2 + bf + cfz2 = 0, (3.20)
with af , bf , cf independent of z. To see this, let the deformed momenta be pˆ1 and pˆl. They
are in the following form,
pˆ1 = λˆ1λˆ1 =
1
2
(p1 + pl) + z
2q + z−2q˜,
pˆl = λˆlλˆl =
1
2
(p1 + pl)− z2q − z−2q˜, (3.21)
where q and q˜ are given by
qαβ =
1
4
(λ1 + iλl)
α(λ1 + iλl)
β, q˜αβ =
1
4
(λ1 − iλl)α(λ1 − iλl)β. (3.22)
Using the cyclicity, let us choose I and J to satisfy 1 < I ≤ l ≤ J , then pˆf (z) is given by
pˆf (z) = pI + · · ·+ pˆl(z) + · · ·+ pJ . From this, we obtain
af = −2q˜ · (pf − pl) , bf = (pf + p1) · (pf − pl) cf = −2q · (pf − pl) , (3.23)
after some manipulation using q+ q˜ = 12(p1− pl), q · (p1 + pl) = q˜ · (p1 + pl) = 0, etc. Using
eq.(3.23), one can explicitly write down the zeros {±z∗1,f ,±z∗2,f} of eq.(3.20):
{(z∗1,f )2, (z∗2,f )2} =
{
(pf + p1) · (pf − pl)±
√
(pf + p1)2(pf − pl)2
4q · (pf − pl)
}
, (3.24)
where we used a variation of Schouten’s identity,
〈r|p|s〉2 = 〈r|p|r〉〈s|p|s〉+ p2〈rs〉2, (for each r, s). (3.25)
Let us rewrite the sum over residues of eq.(3.19) so that the factorization limit is
transparent:
A(z = 1) =
∑
f
∫
d3η
1
p2f
(
H(z∗1,f , z
∗
2,f )AL(z
∗
1,f ; η)AR(z
∗
1,f ; iη) + (z
∗
1,f ↔ z∗2,f )
)
, (3.26)
where the function H(a, b) is defined by
H(a, b) =
{
a2(b2−1)
a2−b2 , (l odd),
a(b2−1)
a2−b2 , (l even),
:=
h(a, b)
a2 − b2 . (3.27)
The second equality defines the function h(a, b). We used the fact that
AL(−z)AR(−z) = (−1)l+1AL(z)AR(z) ,
which follows from eq.(2.7). Since h(a, b)AL(a)AR(a) is invariant under both a→ −a and
b→ −b, it is a function of a2, b2. The numerator in eq.(3.26),
h(z∗1,f , z
∗
2,f )AL(z
∗
1,f )AR(z
∗
1,f )− h(z∗2,f , z∗1,f )AL(z∗2,f )AR(z∗2,f ),
is antisymmetric in z∗1,f ↔ z∗2,f . Given that it is a function of (z∗1,f )2 and (z∗2,f )2, it should be
divisible by (z∗1,f )
2−(z∗2,f )2. Moreover, since the quotient must now be a symmetric function
under z∗1,f ↔ z∗2,f , it can be written as a rational function containing (z∗1,f )2 + (z∗2,f )2 =
−bf/cf and (z∗1,f )2(z∗2,f )2 = af/cf . Thus one concludes that the final result is free from
any square-root factors that {±z∗1,f ,±z∗2,f} may contain.
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4 Asymptotic behavior of the superamplitude
In this section, we study the asymptotic behavior of the deformed superamplitude under
the deformation in eq.(3.13). The change of integration contour from eq.(3.17) to eq.(3.19)
is justified only when A(z) vanishes as z →∞ or 0, so that there is no pole at z =∞ and
z = 0. We will focus on the behavior as z →∞, as the behavior for z → 0 can be derived
in a similar fashion; see footnote 2.
Under a BCFW deformation, the large-z behavior of a gluon amplitude in N = 4 sYM
depends on the helicity of the shifted legs. Although certain helicity configurations lead
to bad large-z behavior, when all the component amplitudes are packaged into a super-
amplitude, the entire superamplitude vanishes at large z if the supershift is appropriately
defined.
Here, we work in the opposite direction. In particular, we first identify component
amplitudes that share the same large-z behavior as the superamplitude. Then we show that
these component amplitudes behave as 1z as z →∞, which implies that the superamplitude
also vanishes at large z.
Choosing a component amplitude We need to clarify what it means to say that a
component amplitude has the same large-z behavior as the superamplitude. In principle,
the large-z behavior of the superamplitude receives contributions from different component
amplitudes, each of which has different large-z behavior, so it is not obvious that one can
make a direct connection between the large-z behavior of particular component amplitudes
and the superamplitude.
To answer this question, consider shifting legs i and j of the superamplitude, and
expand the superamplitude in (ηi, ηj):
A = A(0,0) +A(1,0)I ηIi +A(0,1)I ηIj + . . .+A(3,3)(ηi)3(ηj)3 . (4.1)
Each sub-amplitude A(m,n) depends on all λ’s and all η’s except (ηi, ηj). After the super-
shift, (Λi,Λj)→ (Λˆi(z), Λˆj(z)), the superamplitude becomes
A(z) = A(0,0)(z) +A(1,0)I (z)ηˆIi (z) +A(0,1)I (z)ηˆIj (z) + · · ·
= A˜(0,0)(z) + A˜(1,0)I (z)ηIi + A˜(0,1)I (z)ηIj + · · · . (4.2)
On the first line, the z-dependence of Am,n(z) is entirely due to the shift (λi, λj) →
(λˆi(z), λˆj(z)). Thus, these sub-amplitudes contain the large z behavior of the compo-
nent amplitudes under the bosonic shift. On the second line, the expansion variables are
the undeformed (ηi, ηj). The relation between A˜(m,n)(z) and A(m,n)(z) follows from the
shift property of (ηi, ηj). For example, A(0,0) and A(3,3) are singlets in the sense that
A˜(0,0) = A(0,0) and A˜(3,3) = A(3,3). On the other hand, we have(
A˜(1,0)(z)
A˜(0,1)(z)
)
= R(z)T
(
A(1,0)(z)
A(0,1)(z)
)
. (4.3)
– 10 –
4 4
Figure 1. Diagrammatic representation of a background field computation.
Now, the key point is that all A˜(m,n)(z) share the same large-z behavior even though
A(m,n)(z) do not. To see this, recall that the super-shift preserves the super-momentum
conservation condition, or equivalently the supersymmetry generator QαI =
(∑
l q
αI
l
)
. On
the other hand, the individual supersymmetry generators qαIl can relate different sub-
amplitudes A˜(m,n)(z), which implies the supersymmetric Ward identity. In particular,
applying super-momentum conservation and collecting terms linear in ηIi and independent
of ηIj , we find(∑
l
qαIl
)
A(z) = 0 =⇒ A˜(0,0)(z) = λjαQˇ
αI
〈ij〉 A˜
(1,0)
I (z) (no sum in I) , (4.4)
where QˇαI =
∑
l 6=i,j q
αI
l . Since the prefactor on the right-hand side has no z-dependence,
A˜(0,0) and A˜(1,0) share the same large-z behavior. Applying the same method iteratively,
we can show that all A˜(m,n)(z) share the same large-z behavior, which then defines the
large-z behavior of the full superamplitude A(z).
Note that A(3,3) only includes component amplitudes with legs i, j corresponding to
either φ¯4(λi) or ψ4(λj), since these are the lowest weighted components in the superfield
expansion in eq.(2.5). Since A(3,3)(z) = A˜(3,3)(z), their large-z behavior is identical. Hence,
the large-z behavior of the superamplitude is the same as the large-z behavior of component
amplitudes of the form 〈· · ·
(
φ¯4(ˆi) or ψ4(ˆi)
)
· · ·
(
φ¯4(jˆ) or ψ4(jˆ)
)
· · · 〉.
4.1 Background field method and naive large-z behavior
We will now demonstrate that component amplitudes of the form 〈· · ·ψ4(ˆi) · · · φ¯4(jˆ) · · · 〉
vanish as 1/z in the large-z limit. To simplify the analysis, we will take the shifted
legs to be adjacent. This fixes the amplitudes under consideration to have the form
〈ψ4(1ˆ) · · · · · · φ¯4(lˆ)〉. Note that the shifted legs do not have to be adjacent in order to
have good large-z behavior. In the next section, we will use the Grassmannian integral
formula to show that non-adjacent shifts result in even better large-z behavior. Another
consequence of the adjacent shift is that A(−z) = −A(z) as follows from the “λ-parity”
(2.7). We will see that several apparently O(z0) terms all cancel out.
In the large-z limit, it is convenient to analyze these amplitudes using a background
field formulation which describes hard particles scattering through a soft background [35].
Since we are shifting two external legs, the amplitudes under consideration reduce to dia-
grams of the form depicted in Fig.1, where the crosses represent background fields.
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We proceed by separating each field into a background contribution plus a quantum
fluctuation:
Aµ → Aµ + aµ, ΦI → ΦI + φI , ΨI → ΨI + ψI .
There are similar equations for the hermitian conjugates of the matter fields.3 While the
background fields are solutions to the classical equations of motion, we take the fluctuations
to describe fields whose momentum has been shifted and therefore approaches z2q as z →
∞, where q is the z2 term in the deformation of external momenta p1 and pl,
qαβ =
1
4
(λα1 + iλ
α
l ) (λ
β
1 + iλ
β
l ) . (4.5)
We define λαq ≡ 12(λα1 + iλαl ).
Since all the vertices in Fig.1 involve at most two fluctuation fields, it is sufficient to
expand the action to quadratic order in fluctuations for the purpose of analyzing diagrams
of this type. Schematically, such terms take the form
µνρa
µ∂νaρ, φφ¯, ψ 6∂µψ¯,
a2A, a2Φ2, aφΦA, A2φ2, Aψ2, ψaΨ, Φ2ψ2, ΦΨψφ, Ψ2φ2, φ2Φ4,
aµ(∂µφ)Φ, A
µ(∂µφ)φ, a
µ(∂µΦ)φ. (4.6)
Note that terms linear in the fluctuations vanish by the equations of motion for the back-
ground fields. Let us analyze their leading large-z behavior individually. The first row
contains the kinetic terms for the quantum fields. The corresponding propagators can be
shown to behave as (1, 1
z2
, 1) respectively. Hence, only the scalar propagators improve the
large-z behavior. The second and third rows contain interaction terms. Note that terms
in the second row do not contain any derivatives, so their vertices do not contribute any
powers of z.
We now focus on the third row. The aµ(∂µΦ)φ vertex does not introduce z-dependence
since the derivative is on a background field. On the other hand, the aµ(∂µφ)Φ vertex
behaves as z2. Since a gauge field fluctuation cannot appear as an external leg in the
diagrams that we consider, any vertex involving gauge field fluctuations must be connected
to a matter vertex via a vector propagator. The combination of the aµ(∂µφ)Φ vertex and
a single vector propagator behaves as:
lim
z→∞
µνρ(p+ z
2q)ν(z2q)ρ
(p+ z2q)2
=
µνρ(p)
ν(z2q)ρ
2z2q · p ∼ 1. (4.7)
Hence, this combination approaches a constant as z →∞. Finally, the large-z dependence
of the Aµ(∂µφ)φ vertex can be set to zero if gauge-fix the background so that
q ·A = 0 . (4.8)
3Note that the ABJM theory has two gauge fields A, Aˆ for the U(N) × U(N) gauge group. In this
section, we will not distinguish between them, since this does not play an important role in the analysis.
For simplicity, we will also neglect color-indices and R-symmetry indices when they are not essential to the
discussion.
– 12 –
There are some circumstances for which this gauge choice cannot be implemented. As
explained in ref. [35], this problem will arise for diagrams in which the shifted external
lines interact with a single background gauge field via a three-point contact term. This
situation does not arise in our analysis, however, because we take the shifted external lines
to be a scalar and a fermion, which cannot interact with a single background gauge field
via a three-point contact term.
From the above analysis, we see that the propagators and vertices in eq.(4.6) will at
worst give a constant in the large-z limit. Combined with the fact that there is an external
wavefunction for the fermion in 〈ψ4(−z2q) · · · φ¯4(z2q)〉, which behaves as limz→∞ ψ4(z2q) =
zλq, a naive analysis would imply that the amplitudes can have at most an O(z) divergence
at large z. On the other hand, since the scalar propagator introduces a factor of 1
z2
,
diagrams containing at least one scalar propagator are O(1/z) in the large-z limit, so
the only diagrams that we need to worry about are those which do not contain scalar
propagators. As we will see in the next subsection, however, the large-z behavior of these
diagrams is O(1/z) as well.
4.2 Improved large-z behavior
To see the effect of the external wave function, we analyze all possible ways of connecting
the external ψ4(z) line to the rest of the diagram. We focus on diagrams without scalar
propagators, and we will show that each case behaves as 1z asymptotically. Since from the
previous discussion we’ve concluded that the building blocks of the amplitude behave at
worst as a constant, the 1z behavior of the sub diagram then implies the entire diagram can
behave at worst as 1z .
Fermion propagator: If the external hard fermion is connected to the rest of the di-
agram via ψ¯ 6Aψ, ψ¯ψΦΦ¯, there will be a fermion propagator. The asymptotic of the two
scenarios is
lim
z→∞〈ψ4(pˆ1)|6A(k)
(6p+ z2 6q)
(p+ z2q)2
=
zλq 6p
2z2q · p ∼
1
z
,
lim
z→∞〈ψ4(pˆ1)|
( 6p+ z2 6q)
(p+ z2q)2
=
zλq 6p
2z2q · p ∼
1
z
, (4.9)
where we used the notation 〈ψ(p)| and 〈Ψ(k)| to represent the external wave function and
the background field respectively. For both cases we have used the fact that the leading
large z contribution in the external wave function is ψ4(pˆ1)→ zλq, and q ·A(k) = qαβλqβ =
0.
Gluon propagator: If the external hard fermion is connected to the rest of the diagram
via ψ 6aΨ¯, there will be a gluon propagator. Since the gluon will be required to turn into
a scalar at some point along the line, the other side of the propagator will be required to
connect to aµ(∂µφ¯)Φ, a
µφ¯ΦAµ, µνρa
µaνAρ or aµΦ¯Φaµ.
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(a) (b)
4 pp1
k1 k2
4
k2
4 4
k1
p1 p
Figure 2. Gluon propagator connecting to scalar vertex cancels against contact vertex in the
leading order.
4 pp1
k1 k2
42 p
Figure 3. Gluon propagator connecting to fermion vertex.
1. We first consider the case where the gluon propagator directly connects to the
aµ(∂µφ¯)Φ vertex. Such diagrams generically take the form of Fig.2(a).
4 We note
that for every Fig.2(a) there will be complimentary diagram using the four-point
contact vertex Ψ¯ψφ¯Φ. as in Fig.2(b). The asymptotic behavior is of order z for both
diagrams, and they cancel each other. The details of this cancelation is given in
appendix D. However, it is not difficult to be convinced of this result once one notes
that if the background fields are replaced with on-shell external lines, it is simply the
four-point amplitude which we know vanishes as 1z at large z.
2. The gluon propagator can also connect to a fermion vertex, and change to scalar later
down the line. This correspond to the diagram in Fig.3. The second fermion-vertex
will have to connect to a fermion propagator. Using the Feynman rules given in
appendix B, the two vertex two propagator combination gives
〈ψ(pˆ1)|σµΨ¯(k1)µνρ(pˆ1 + k1)
ν
(pˆ1 + k1)2
Ψ¯(k2)
σρ( 6pˆ1 + 6k2 + 6k1)
(pˆ1 + k2 + k1)2
. (4.10)
The leading large z behavior takes the form:
z〈q|σµΨ¯(k1)µνρq
ν
q · k1 Ψ¯(k2)σ
ρ 6q
q · (k1 + k3) , (4.11)
which vanishes using the identity eq.(A.7).
3. Next we consider the gluon propagator connecting to µνρa
µaνAρ. This corresponds
to the diagram in Fig.4 and gives
4Note that we have denoted the scalar to be φ¯4, even though this is not always the case. The justification
is that if the scalar is of a different R-index, then one needs to connect to other scalar vertices to change
the R-index. This will introduce scalar propagators.
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p1
k2k1
p
Figure 4. Gluon propagator connecting to three gluon vertex.
p2p1
k3k2k1
lp
k2
p2p1
k3k1
lp
Figure 5. Gluon propagator connecting to scalar propagator via quartic vertex.
− g3 〈ψ(pˆ1)|σµΨ¯(k1)µνλ (pˆ1 + k1)
λ
(pˆ1 + k1)
2 (
νρσ)Aρ(k2)
ωσδ (k3 + p2)
δ
(k3 + p2)
2 . (4.12)
For the leading z contribution, pˆ1 = p2 = z
2q, and the computation reduces to
−zg3 〈q|σµΨ¯(k1)µνλq
λνρσAρ(k2)ωσδq
δ
2q · k1q · k3 +O(1/z)
= zg3
q ·A(k2)
2q · k1q · k3 〈q|σ
µΨ¯(k1)µωδq
δ +O(1/z). (4.13)
where we’ve used µνλ
νρσ = 12δ
ρ
[µδ
σ
λ]. Since the order z piece is proportional to
q ·A(k2), it vanishes for our background field gauge, and hence the diagrams start at
1
z .
4. For the case where the gluon propagator is connected to the vertex aµφ¯ΦAµ, as
indicated in Fig.5, there are two types of vertices depending on the type of gauge
fields on the four-point vertex. The computation for the two are the same, so we
present the result for the first diagram:
g3 〈ψ(pˆ1)|σµΨ¯(k1)µνλ (pˆ1 + k1)
λ
(pˆ1 + k1)
2 A
ν(k2). (4.14)
In the large-z limit this becomes
−zg3 〈q|σµΨ¯(k1)µλνq
λAν(k2)
2q · k1 +O(1/z)
= −zg3 q ·A(k2) 〈q| Ψ¯(k1)
2q · k1 +O(1/z). (4.15)
where we have used eq.(A.7). Thus again the leading z pieces vanish due to the
background field gauge.
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4 1
k1 k3k2
p p4
Figure 6. Gluon propagator connecting to another gluon propagator via quartic vertex.
5. Finally, we consider the gluon propagator connected to the vertex aµΦ¯Φaµ. This is
shown in Fig.6 and gives
〈ψ(pˆ1)|σµΨ¯(k1)µνρ(pˆ1 + k1)
ν
(pˆ1 + k1)2
ρστ (pˆ1 + k1 + k2 + k3)
σ
(pˆ1 + k1 + k2 + k3)2
. (4.16)
The leading large z behavior takes the form:
z〈q|σµΨ¯(k1)µνρq
ν
k1 · q
ρστqσ
q · (k1 + k3 + k4) . (4.17)
Contracting the Levi-Cevita tensors, this term vanishes since q2 = 6 qλq = 0.
Thus we see that for all cases, due to the fact that leading large z behavior of the
external fermion wave function is proportional to λq, the asymptotic behavior of amplitudes
with adjacent φ¯4, ψ4 as shifted lines are improved to
1
z . Since these amplitudes share the
same large z behavior as the superamplitude, our recursion relation is applicable. In the
next section, the same large z behavior will be reproduced by shifting the Grassmannian
integral formula. Finally, note that for the limit z → 0, the same analysis would give that
the amplitude behaves as z and hence vanishes as well.
5 Grassmannian integral
In this section, we digress to discuss the matrix integral formula for the tree level amplitudes
of planar ABJM theory proposed in ref. [4]:
L2k(Λ) =
∫
dk×2kC
vol[GL(k)]
δk(k+1)/2(C · CT ) δ2k|3k(C · Λ)
M1M2 · · ·Mk−1Mk . (5.1)
The integration variable C is a (k × 2k) matrix. The dot products denote (C · CT )mn =
CmiCni, (C · Λ)m = CmiΛi. The i-th minor Mi of C is defined by
Mi = 
m1···mkCm1(i)Cm2(i+1) · · ·Cmk(i+k−1) . (5.2)
In ref. [4], this formula was shown to satisfy the same cyclic symmetry and superconformal
symmetry as the tree-level (2k)-point superamplitude. It was also shown to reproduce the
known 4-point superamplitude and satisfy Yangian invariance.
After a brief review of its defining properties, we will use the formula to revisit the
asymptotic z behavior of the previous section and then to compute some amplitudes up to
8-point. For both purposes, the formula reveals remarkably simple structures that are not
visible in a Feynman diagram analysis.
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Orthogonal Grassmannian The integral (5.1) should be understood as a contour in-
tegral on the moduli space of rank k, (k × 2k) matrices Cmi (m = 1, . . . , k; i = 1, . . . , 2k)
subject to the constraint (C · CT )mn = CmiCni = 0 and the equivalence relation C ∼ g C
with g ∈ GL(k). This moduli space is known as the orthogonal Grassmannian OG(k, 2k).
The constraint and GL(k) gauge symmetry determines the dimension of OG(k, 2k) as
dimC [OG(k, 2k)] = 2k
2 − k2 − k(k + 1)
2
=
k(k − 1)
2
. (5.3)
Here, we give an informal introduction to the orthogonal Grassmannian.5 For more formal
treatments, see, for instance, refs. [37, 38].
In the mathematics literature, OG(k, 2k) is defined to be the moduli space of maximal
isotropic subspace of C2k. We assume that C2k is equipped with a non-degenerate quadratic
form (V,W ) for V,W ∈ C2k and choose to work in a basis of C2k such that (V,W ) =∑2k
i=1 ViWi. A subspace X ⊂ C2k is called isotropic if (V,W ) = 0 for all V,W ∈ X . The
maximal dimension of such X is known to be k. If we interpret the (k × 2k) matrix C
as a collection of k vectors in C2k, the constraint C · CT = 0 and the equivalence relation
C ∼ hC, h ∈ GL(k) dictate that the k vectors form a basis of a maximally isotropic
subspace X .
Alternatively, OG(k, 2k) can be defined to be the coset space: 6
OG(k, 2k) = O(2k)/U(k) . (5.4)
Geometrically, it is the moduli space of complex structures of R2k compatible with the
standard metric. To see this, we introduce complex orthonormal frames in R2k satisfying
ds2 = dxidxi = (Emidx
i)(E¯mj dx
j) = Em ⊗ E¯m , E¯mi = (Emi)∗ ,
Em(iE¯
m
j) = δij , EmiE¯
n
i = 2δ
n
m , EmiEni = 0 = E¯
m
i E¯
n
i . (5.5)
In terms of the orthonormal frames, the complex structure Jkj can be written as
Jkj = δ
kiJij ,
1
2
Jij dx
i ∧ dxj = E¯m ∧ Em . (5.6)
The complex structure is compatible with the metric by construction. It is also clear that
the moduli space of Jkj is O(2k)/U(k), where O(2k) and U(k) acts on Emi from the right
and left, respectively.
The two definitions of OG(k, 2k) can be related to each other as follows. To go from
the coset to the C matrix, we simply take Cmi = Emi. To define the inverse map, note
that C · C† is a positive definite hermitian matrix. By diagonalizing it, we can write
C · C† = U †DU =⇒
(√
2
D
UC
)
·
(√
2
D
UC
)†
= 2Ik . (5.7)
5We thank Hoil Kim for discussions on basic facts about Grassmannian.
6As we will see shortly, for the integral formula to work, it is important to include both of the two
disconnected SO(2k) components of O(2k).
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So, E =
√
2/DUC defines the inverse map. It is possible to show that the map between
(the equivalence classes of) C and E is one-to-one, but we will not give the details here.
We can discuss coordinate patches of OG(k, 2k) in the same way as for the ordinary
Grassmannian. We choose k out of 2k columns of C and fill them with the (k×k) identity
matrix Ik. There are (2k)!/(k!)
2 different patches. For instance, we can have
C =
(
Ik c
)
, C · CT = 0 =⇒ ccT + Ik = 0 . (5.8)
The (k × k) matrix c is (±i times) a complex-valued orthogonal matrix. Thus each coor-
dinate patch is isomorphic to O(k,C).
After taking account of the bosonic delta function δ(C · λ) and the overall momentum
conservation, the net number of integration variables of eq.(5.1) becomes [4]
k(k − 1)
2
− 2k + 3 = (k − 2)(k − 3)
2
. (5.9)
The delta function constraint Cmiλ
α
i = 0 means that (λ
α=1
i , λ
α=2
i ) regarded as two vectors
in C2k are contained in the maximal isotropic subspace spanned by C. Following steps
similar to those of the four dimensional case [11], it is possible to do a partial gauge
fixing by choosing two other vectors in C2k such that the remaining integration variables
parameterize OG(k − 2, 2k − 4) whose dimension is given by eq.(5.9). 7
5.1 Asymptotic z revisited
If we consider R(z) as an element of O(2k,C) by the natural embedding O(2,C) ⊂ O(2k,C),
it acts on the k× 2k matrix integration variable C from the right. We can use this fact to
rewrite the deformed Grassmannian integral as
L2k(Λˆ(z)) =
∫
dk×2kC
vol[GL(k)]
δ
k(k+1)
2 (C · CT )δ2k|3k(C ·R(z) · Λ)
M1(C) · · ·Mk(C) ,
=
∫
dk×2kC˜
vol[GL(k)]
δ
k(k+1)
2 (C˜ · C˜T )δ2k|3k(C˜ · Λ)
M1(C˜ ·R−1(z)) · · ·Mk(C˜ ·R−1(z))
, (C˜ ≡ C ·R(z))
=
∫
dk×2kC
vol[GL(k)]
δ
k(k+1)
2 (C · CT )δ2k|3k(C · Λ)
M1(Cˆ(z)) · · ·Mk(Cˆ(z))
, (Cˆ(z) ≡ C ·R−1(z)) . (5.10)
On the second line, we used the GL(k) gauge invariance. On the third line, we removed the
tilde to avoid clutter. Note that all z-dependence has been absorbed into the minors. This
is in accord with the discussion in section 4 that the full superamplitude has a well-defined
large z-behavior.
As in section 3.1, suppose the legs 1 and l are deformed. From the z-dependence of
the minors, we now argue that the asymptotic behavior of the superamplitude is
A(z)
z→∞−→ O(z−(l−1)) , (2 ≤ l ≤ k) . (5.11)
7 The importance of this coset in constructing R-symmetry invariants was noted in ref. [2].
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To see this, first note that
C± ≡ C1 ± i Cl =⇒ Cˆ1(z) = z
2
C+ +
z−1
2
C− , Cˆl(z) =
z
2i
C+ − z
−1
2i
C− . (5.12)
Here, Ci (1 ≤ i ≤ 2k) denote the i-th column in C. M1 is the determinant of(
Cˆ1(z), C2, · · · , Cˆl(z), · · · , Ck
)
,
thus M1 is independent of z. Mi>l are also independent of z since the determinant includes
neither of Cˆ1(z), Cˆl(z). On the other hand, each M2≤i≤l(z) are linear in z at the leading
order as z →∞, thereby confirming the z−(l−1) behavior claimed in eq.(5.11).
For the case l = k + 1, there is a subtlety in finding the large z behavior from the
Grassmannian integral. Recall that the integral (5.10) is actually a contour integral. After
solving the bosonic delta function constraints, we can write the contour integral schemati-
cally as
L2k(Λˆ(z)) =
∮
dτ
J(τ)δ(C(τ) · η)
M1(τ ; z)M2(τ ; z) . . .Mk(τ ; z)
, M(τ ; z) ≡M(Cˆ(τ ; z)), (5.13)
where τ parameterize the (k − 2)(k − 3)/2 holomorphic coordinates of OG(k − 2, 2k − 4).
The function J(τ) denotes the Jacobian factor arising from the delta function constraints.
From eq.(5.12), it is easy to see that (τ dependence is suppressed for simplicity)
M1(z) =
z
2
(
det(C+, C2, . . . , Ck) +O(z−2)
) ≡ zm1 +O(z−1) ,
M2(z) =
z
2i
(
det(C2, . . . , Ck, C+) +O(z−2)
) ≡ zm2 +O(z−1) ,
Mi(z) =
z
2i
(
det(Ci, . . . , Ck, C+, . . . , Ci+k−1) +O(z−2)
)
, for 2 < i ≤ k. (5.14)
One peculiarity of the l = k+ 1 case is that the zeros of the two minors M1(τ ; z),M2(τ ; z)
tend to collapse at large z. Since Cˆ1(z) and iCˆl(z) both approaches (z/2)(C+ +O(z−2)),
if we denote the zeros of Mi(τ ; z) by τ
∗
i , then
τ∗1 = τ
∗
2 +O(z−2). (5.15)
At τ∗1 , all minors Mj 6=1 are O(z) at large z, except M2 which is O(z−1):
M2(τ
∗
1 ; z) = zm2(τ
∗
2 +O(z−2)) +O(z−1) = O(z−1). (5.16)
Thus residue at τ∗1 , denoted by {1}, asymptotically behaves as
{1} z→∞−→ O(z−1 × 1
z−1 × z . . . z ) = O(z
−(k−2)). (5.17)
First z−1 factor comes from the residue of 1/M1 at τ∗1 . The residue at τ∗2 , {2}, shares the
same property. Since at τ∗i (i > 2) all minors Mˆj 6=i are O(z), we conclude that
{i} = O(z−k), 2 < i ≤ k. (5.18)
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Thus depending on the choice of contour, the asymptotic behavior of superamplitude could
be O(z−(k−2)) or O(z−k) for l = k + 1. In any case, it vanishes as z goes to infinity. For
k = 2, 3, there is no integration, so the superamplitudes behave as O(z−k) at large z.
If the Grassmannian integral is indeed capable of producing all tree-level amplitudes,
the above observation shows that the supersymmetric recursion relation should work for
any choice of reference legs. This is consistent with (and stronger than) the analysis of
section 4 based on Feynman diagrams.
We can also consider a non-supersymmetric recursion relation by deforming λ only and
leaving η intact. The asymptotic behavior of the amplitudes can become worse, since the
fermionic delta function can contribute up to z3 order to the numerator of L2k(z). Similar
supersymmetric improvements have been noted when applying the BCFW deformation to
four dimensional N = 4 sYM [19], and N = 8 supergravity [39].
Finally, eq.(5.11) tells us that the asymptotic behavior of the amplitude becomes better
when we deform two legs further apart. This tendency is also observed in four dimensions,
which can be used to derive the generalized BCJ relations [40] as demonstrated in [41].
5.2 Computing amplitudes up to 8-point
4-point amplitude The 4-point superamplitude was first computed by Feynman dia-
grams in ref. [1]. In our convention, the amplitude is given by
A4 = δ
3(P )δ6(Q)
〈14〉〈34〉 . (5.19)
It is rather trivial to reproduce this amplitude from the Grassmannian integral. One can
fix the GL(2) gauge by setting, for instance,
C =
(
c21 1 c23 0
c41 0 c43 1
)
. (5.20)
The integral reduces to finding the zeroes of the bosonic delta function δ(C · λ).
δ4(C · λ) = 1〈13〉2
∏
r¯,s
δ4(cr¯s − c∗r¯s) ,
(
c∗21 c∗23
c∗41 c∗43
)
= − 1〈13〉
(
〈23〉 〈12〉
〈43〉 〈14〉
)
. (5.21)
Inserting c∗¯rs to the remaining delta functions and the minors, one finds
δ3(C · CT ) = 〈13〉
6
〈24〉3 δ
3(P ) , δ6(C · η) = 〈24〉
3
〈13〉6 δ
6(Q) ,
1
M1M2
=
〈13〉2
〈14〉〈34〉 . (5.22)
Combining eq.(5.21) and eq.(5.22), we recover the superamplitude eq.(5.19). For later
convenience, we list some explicit examples of component amplitudes here.
〈φ¯(λ1)φ(λ2)φ¯(λ3)φ(λ4)〉 = 〈13〉
3
〈14〉〈34〉 , 〈φ¯(λ1)φ(λ2)ψ¯(λ3)ψ(λ4)〉 = −
〈14〉3
〈14〉〈34〉 , (5.23)
〈φ¯(λ1)ψ(λ2)ψ¯(λ3)φ(λ4)〉 = 〈12〉
3
〈14〉〈34〉 , 〈ψ¯(λ1)φ(λ2)φ¯(λ3)ψ(λ4)〉 =
〈34〉3
〈14〉〈34〉 . (5.24)
Throughout this section, (φ, φ¯, ψ, ψ¯) without superscripts will denote (φ4, φ¯4, ψ4, ψ¯
4).
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5.2.1 6-point amplitude
Generality The counting (5.9) for the number of integration variables shows that there
is no integral to do other than solving the delta function constraints. But, since OG(1, 2) =
O(2)/U(1) = Z2, the amplitude is expected to be a sum of two terms. In fact, the general
structure of the 6-point superamplitude was analyzed in ref. [2]. There, based on the
invariance under the SO(6) R-symmetry, it was shown to take the following general form,
A6 = δ3(P )δ6(Q)
(
δ3(α+)f+(λ) + δ
3(α−)f−(λ)
)
. (5.25)
Here, δ3(α) = 16IJKα
IαJαK and αI± = αi±(λ)ηIi is some linear combination of η
I
i that is
linearly independent of the Q-directions. The two terms are related to each other by the
“λ-parity” symmetry.
As noted in ref. [2], there is some ambiguity in the precise definition of α±. From our
perspective, the ambiguity is nothing but the GL(k) gauge symmetry of the Grassman-
nian integral. It was also shown in ref. [2] that superconformal invariance imposes severe
constraints on f±(λ) but does not fully determine them. To remedy this problem, two
component amplitudes were computed by Feynman diagrams. We will see below that the
Grassmannian integral is capable of reproducing the full 6-point superamplitude without
any extra input.
Cyclic gauge Let us begin by taking what we may call a “cyclic” gauge.
C =
c21 1 c23 0 c25 0c41 0 c43 1 c45 0
c61 0 c63 0 c65 1
 . (5.26)
The bosonic delta functions can be “integrated” by using the following relation,∫
d3×3c δ6(λr¯ + cr¯sλs)δ6(ccT + 1)F (c) = δ3(P )
(
F (c∗+) + F (c
∗
−)
)
, (5.27)
where c∗± are the two solutions of the delta-function constraints for the (3 × 3) matrix
cr¯s. The barred (unbarred) indices label even (odd)-numbered particles, respectively. Both
types of indices are defined modulo 6. Concretely, the solutions c∗± take the form
(c∗±)r¯s =
−〈r¯|p135|s〉 ± i〈r¯ + 2, r¯ − 2〉〈s− 2, s+ 2〉
(p135)2
. (5.28)
Here, we defined p135 ≡ p1 + p3 + p5. Substituting these solutions to the fermionic delta
function determines α±:
δ9(C · η)∣∣
c=c∗±
= δ6(Q)δ3(α±) , αI± = −
1
2(p135)2
(
p¯q¯r¯〈p¯q¯〉ηIr¯ ± i pqr〈pq〉ηIr
)
. (5.29)
The minors in the denominator determine the bosonic functions f±(λ),
f± =
1
M1M2M3
∣∣∣∣
c=c∗±
=
1
(c∗25c∗41c∗63)±
. (5.30)
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The component amplitudes can be easily read off from the superamplitude, for example,
〈ψ¯(λ1)ψ(λ2)ψ¯(λ3)ψ(λ4)ψ¯(λ5)ψ(λ6)〉 = −1
(c∗63c∗25c∗41)+
+
−1
(c∗63c∗25c∗41)−
≡ A6ψ ,
〈φ¯(λ1)φ(λ2)φ¯(λ3)φ(λ4)φ¯(λ5)φ(λ6)〉 = −i
(c∗63c∗25c∗41)+
+
+i
(c∗63c∗25c∗41)−
≡ A6φ ,
〈φ¯(λ1)φ(λ2)φ¯(λ3)φ(λ4)ψ¯(λ5)ψ(λ6)〉 = −i(c
∗
65)
3
+
(c∗63c∗25c∗41)+
+
−i(c∗65)3−
(c∗63c∗25c∗41)−
≡ Aφ¯φφ¯φψ¯ψ . (5.31)
In ref. [2], A6ψ and A6φ were computed by Feynman diagrams. It was shown that the
two component amplitudes and superconformal symmetry are sufficient to determine the
full superamplitude. Even after judicious use of color-ordered Feynman rules and efforts
to simplify the result, the final expressions for A6ψ and A6φ given in ref. [2] are somewhat
lengthy. There, the cyclic symmetry of the amplitudes results from summing over diagrams
related to each other by cyclic shifts.
In contrast, our expressions for A6ψ and A6φ take an extremely simple form. The
component amplitudes contain two terms related by “λ-parity”, and each term exhibits
manifest cyclic symmetry. Remarkably, our results exactly match those of ref. [2] evaluated
at on-shell momenta. Technically, the comparison was done only numerically. But, since
we are comparing two rational functions of the λ-variables with quadratic constraints,
numerical checks for sufficiently many λ configurations amount to a complete proof.
Factorization gauge Next, consider using the “factorization” gauge,
C =
1 0 0 c14 c15 c160 1 0 c24 c25 c26
0 0 1 c34 c35 c36
 . (5.32)
The computation is almost the same as in the cyclic gauge. The full superamplitude still
takes the general form (5.25):
A6 = δ3(P )δ6(Q)
(
δ3(α+)f+(λ) + δ
3(α−)f−(λ)
)
.
The fermions α± are now given by (r¯ = 1, 2, 3; s = 4, 5, 6)
αI± = −
1
2(p123)2
(
p¯q¯r¯〈p¯q¯〉ηIr¯ ± i pqr〈pq〉ηIr
)
. (5.33)
The matrices c∗± can be expressed as
(c∗±)r¯s =
〈r¯|p123|s〉 ∓ i〈r¯ + 1, r¯ + 2〉〈s+ 1, s+ 2〉
(p123)2
, (5.34)
where cyclic identification is understood separately for the barred and unbarred indices.
Because M1 = 1 in this gauge, the functions f±(λ) take a simpler form
[f±(λ)]−1 = M1M2M3|c=c∗± = (∓i)(c
∗
14c
∗
36)±
= (∓i)(〈1|p123|4〉 ∓ i〈23〉〈56〉) (〈3|p123|6〉 ∓ i〈12〉〈45〉)
[(p123)2]2
. (5.35)
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As a result, the component amplitudes also become simpler, for instance,
Aφ¯φφ¯φψ¯ψ =
−i
(p123)2
[
(−1) (〈2|p123|6〉 − i〈31〉〈45〉)
3
(〈1|p123|4〉 − i〈23〉〈56〉)(〈3|p123|6〉 − i〈12〉〈45〉)
+
(〈2|p123|6〉+ i〈31〉〈45〉)3
(〈1|p123|4〉+ i〈23〉〈56〉)(〈3|p123|6〉+ i〈12〉〈45〉)
]
. (5.36)
We have confirmed that the component amplitudes obtained in the two different gauges
are indeed the same. The manifest appearance of the internal propagator 1/(p123)
2 in
eq.(5.36) suggests that the factorization gauge is more suitable for the study of the recursion
relation. In fact, we will recover eq.(5.36) from the recursion relation in the next section.
For a later convenience, we show two explicit examples in this gauge
〈φ¯(λ1)φ(λ2)ψ¯(λ3)φ(λ4)φ¯(λ5)ψ(λ6)〉 =
(
(c∗14)3
c∗14c∗36
)
+
+
(
(c∗14)3
c∗14c∗36
)
−
≡ Aφ¯φψ¯φφ¯ψ ,
〈φ¯(λ1)ψ(λ2)ψ¯(λ3)φ(λ4)ψ¯(λ5)ψ(λ6)〉 =
(
(c∗36)3
c∗14c∗36
)
+
−
(
(c∗36)3
c∗14c∗36
)
−
≡ Aφ¯ψψ¯φψ¯ψ . (5.37)
5.2.2 8-point amplitude
Generality The counting (5.9) indicates that there is a one parameter family of solutions
to delta function constraints. Following the general discussion above, if we fix the GL(4)
gauge by filling up four of the columns of the C matrix by the identity matrix, the remaining
(4× 4) matrix cr¯s defines (±i times) an element of O(4,C). Consider the condition
λαr¯ + cr¯sλ
α
s = 0 . (5.38)
We can understand it geometrically as follows. We construct two sets of orthonormal basis
for C4, one associated to (−i)λr¯ (call it e¯i) and the other associated to λs (call it ei).
We define e1 and e2 such that e1 is parallel to λ
α=1
s and e2 is parallel to λ
α=2
s minus its
projection onto e1. Then, e3 and e4 are defined to span the 2-plane orthogonal to e1,2. The
other set {e¯i} is defined in a similar way with (−i)λr¯ replacing λs.
The momentum conservation (5.38) requires that icr¯s map (e1, e2) onto (e¯1, e¯2). After
imposing this condition, we need to map the 2-plane spanned by e¯3,4 to the 2-plane spanned
by e3,4. There is precisely an O(2) freedom in such a map, and that explains the origin of
the single integration variable.
The group O(2) contains two copies of SO(2) related to each other by orientation
reversal. Our experience with the integral formula in the 6-point example suggests that
we should include both copies to find the correct answer. For a given fixed orientation, we
parameterize the SO(2) rotation by τ = eiθ. Since we are working with a contour integral,
θ and τ should be understood as complex variables.
Concretely, we can write the pair of one-parameter solutions c±(τ) as follows.
ic+(τ) = e¯1e
T
1 + e¯2e
T
2 + τ(e¯+e
T
−) + τ
−1(e¯−eT+) ,
ic−(τ) = e¯1eT1 + e¯2e
T
2 + τ(e¯+e
T
+) + τ
−1(e¯−eT−) , (5.39)
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where e± = 1√2(e3± ie4), e¯± =
1√
2
(e¯3± ie¯4). The orthogonality condition ccT = −1 ensures
that the minors Mi are at most quadratic in cr¯s. Note that even for the minors quadratic
in cr¯s, due to the determinant structure,
M(τ) = cr¯1s1(τ)cr¯2s2(τ)− cr¯1s2(τ)cr¯2s1(τ) , (5.40)
the τ±2 terms all cancel out, so that the zeroes of the minors can be computed explicitly:
M(τ) = ατ−1 + β + γτ = 0 =⇒ τ = −β ±
√
β2 − 4αγ
2γ
. (5.41)
The unpleasant square-root factors
√
β2 − 4αγ will all disappear once we sum over residues,
and the final result will be a rational function of 〈ij〉 (i, j = 1, · · · 8).
Since we reduce the matrix integral to an ordinary contour integral in the τ -variable
by solving delta function constraints, it is important to compute the Jacobian factors. As
explained in appendix D, the Jacobian factor is fairly simple (p0 ≡
∑
r¯ pr¯):
A8(Λ) = δ
3(P )√
−p20
1
2pii
(∮
C+
+
∮
C−
)
dτ
τ
δ(12)(cr¯s(τ)η
I
s + η
I
r¯ )
M1(τ)M2(τ)M3(τ)M4(τ)
,
=
δ3(P )δ6(Q)√
−p20
1
2pii
(∮
C+
+
∮
C−
)
dτ
τ
∏3
I=1 a
I
M1(τ)M2(τ)M3(τ)M4(τ)
, (5.42)
where aI is given by
aI =
1
−(p0)2
1
4
p¯q¯r¯s¯〈p¯q¯〉(ηIr¯ + cr¯tηIt )(ηIs¯ + cs¯uηIu). (no sum in I) (5.43)
The equality in eq.(5.42) holds up to an overall constant factor that cannot be determined
by the Grassmannian integral.
Factorization gauge Our earlier discussion of the 6-point amplitude shows that the
amplitude in the factorization gauge is the simplest and most suitable for comparison with
the recursion relation. For simplicity, we present the result only in the factorization gauge,
(r¯ = 1, 2, 3, 4, s = 5, 6, 7, 8)
C =

1 0 0 0 c15 c16 c17 c18
0 1 0 0 c25 c26 c27 c28
0 0 1 0 c35 c36 c37 c38
0 0 0 1 c45 c46 c47 c48
 . (5.44)
The minors appearing in the denominator are given by M1 = 1 and
M2;± = −c15;±(τ) , M3;± = det
(
c15(τ) c16(τ)
c25(τ) c26(τ)
)
±
, M4;± = ±c48;±(τ) , (5.45)
with c±(τ) defined in eq.(5.39).
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For concreteness, we focus on a particular component amplitude Aφ¯ψψ¯φψ¯φφ¯ψ. This
choice simplifies the evaluation of the contour integral considerably because the fermionic
delta function in the numerator produces[
det
(
c37 c38
c47 c48
)
±
]3
= (±M3±(τ))3 ,
which removes poles corresponding to M3(τ). Note that the removal of the poles from
M3(τ) is gauge independent. The gauge choice (5.44) further simplifies the calculation since
M1(τ) = 1. We should stress that the net number of poles must be gauge independent;
the poles for M1(τ) are merely pushed away to zero and infinity.
The amplitude thus becomes
Aφ¯ψψ¯φψ¯φφ¯ψ =
1√
−p21234
1
2pii
(∮
C+
dτ
τ
M23+(τ)
M2+(τ)M4+(τ)
+
∮
C−
dτ
τ
(−1)M23−(τ)
M2−(τ)M4−(τ)
)
. (5.46)
This looks much simpler than the generic integral (5.42). Let us introduce the notation
{2}±, {4}±, {0}±, {∞}±, (5.47)
where {0}±, {∞}± denote residues evaluated at τ = 0 and τ =∞, {n}± is the sum of the
two residues for the n-th minor. The sum of all residues should of course vanish,
{2}+ + {4}+ + {0}+ + {∞}+ = 0 = {2}− + {4}− + {0}− + {∞}− . (5.48)
To determine which linear combinations of the residues yield the correct 8-point am-
plitude, we make use of discrete symmetries of the amplitude. First, consider a particular
“λ-parity” pi which acts as
pi : λ1 → −λ1 . (5.49)
Second, we consider the following permutation,
σ : {1, 2, 3, 4, 5, 6, 7, 8} → {4, 3, 2, 1, 8, 7, 6, 5} . (5.50)
The amplitude at hand, Aφ¯ψψ¯φψ¯φφ¯ψ, is invariant under both transformations; pi-invariance
due to the fact that φ¯(λ1) is a boson, and σ-invariance due to the charge conjugation
symmetry. On the other hand, the residues transform as
pi : {2}± ↔ {2}∓, {4}± ↔ {4}∓, {0}± ↔ {∞}∓ , (5.51)
σ : {2}± ↔ {4}±, {0}± ↔ {0}±, {∞}± ↔ {∞}± . (5.52)
These transformation properties show that there is a unique combination of residues to
give the correct amplitude, namely,
Aφ¯ψψ¯φψ¯φφ¯ψ = {0}+ + {0}− + {∞}+ + {∞}− (5.53)
= − ({2}+ + {2}− + {4}+ + {4}−) . (5.54)
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To emphasize the discrete symmetries, we can also write
Aφ¯ψψ¯φψ¯φφ¯ψ = (1 + pi) · ({0}+ + {0}−) = −(1 + pi) · (1 + σ) · {2}+ . (5.55)
After some algebra, we can write down the residues explicitly,
{0}+ + {0}− = 1√−p21234 1p2123p2678p2234p2567 (n32+n34+ + n32−n34−) , (5.56)
where n32±, n34± are given by
n32± = −i
√
−p21234(〈34〉〈6|p78|1〉 ∓ 〈78〉〈2|p34|5〉)
−(〈12〉〈56〉 ± 〈34〉〈78〉)〈1|p234|5〉+ p21234〈6|p781|2〉 ,
n34± = i
√
−p21234(〈56〉〈3|p12|8〉 ∓ 〈12〉〈4|p56|7〉)
−(〈12〉〈56〉 ± 〈34〉〈78〉)〈4|p567|8〉 ∓ p21234〈3|p456|7〉 .
The numerator in eq.(5.57) has the expansion
(n32+n34+ + n32−n34−) =
√
−p21234(· · · ) + (· · · ).
The second term has eigenvalue (−1) under the pi-transformation, thus it is projected out
by (1 + pi). To summarize, we obtain a remarkably simple final answer
Aφ¯ψψ¯φψ¯φφ¯ψ(λ1, λ2, λ3, λ4, λ5, λ6, λ7, λ8)
=
1
p2123p
2
678p
2
234p
2
567
{
p21234 (−〈2|p34|5〉〈3|p456|p7|8〉+ 〈3|p12|8〉〈5|p6|p781|2〉)
+ 〈12〉〈34〉 (〈78〉〈1|p234|5〉〈4|p56|7〉 − 〈56〉〈8|p123|4〉〈6|p78|1〉)
− 〈12〉〈56〉2〈1|p234|5〉〈8|p12|3〉+ 〈34〉〈78〉2〈8|p123|4〉〈2|p34|5〉
}
, (5.57)
up to an overall constant. The overall factor 1/p2123p
2
678p
2
234p
2
567 in eq.(5.57) suggests that
the 8-point amplitude can be understood as a sum over off-shell 4- and 6-point sub-diagrams
joined with an internal propagator, 1/p2123, 1/p
2
678, 1/p
2
234 and 1/p
2
567. The absence of factors
such as 1/p2345 or 1/p
2
456 also can be expected, since the corresponding decomposition to the
sub-diagrams does not exist. In passing, we also note that under the deformation given in
eq.(3.13), the large z behavior of Aφ¯ψψ¯φψ¯φφ¯ψ(z) agrees not only with the Feynman diagram
analysis in section 4, but also with the Grassmannian formula analysis in section 5.1.
6 Examples of recursion relation
In this section, we give a few examples of the recursion relation derived in section 3. We will
match the recursion result with that derived in the previous sections. The checks are made
up to an overall constant for the n-point superamplitude. In principle, by carefully defining
the notion of color-ordered amplitudes, one could determine the overall coefficients without
any ambiguity, both in the recursion relation and in the Feynman diagram analysis. As
for the Grassmannian integral formula, there is no known way to determine the overall
coefficients. We will not keep track of these coefficients in this paper.
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Figure 7. Recursion relation applied to the 6-point amplitude.
Example 1: (6) = (4) ? (4)
To be specific, consider a component amplitude (5.36) computed in the factorization gauge,
which we reproduce here for the reader’s convenience
Aφ¯φφ¯φψ¯ψ =
i
(p123)2
[
(〈2|p123|6〉 − i〈31〉〈45〉)3
(〈1|p123|4〉 − i〈23〉〈56〉)(〈3|p123|6〉 − i〈12〉〈45〉)
− (〈2|p123|6〉+ i〈31〉〈45〉)
3
(〈1|p123|4〉+ i〈23〉〈56〉)(〈3|p123|6〉+ i〈12〉〈45〉)
]
. (6.1)
To compare this with the recursion relation, we choose to deform (Λ1,Λ6). This deformation
admits only one factorization channel (123:456) as demonstrated in Fig.7. The recursion
relation (3.26) reads
A6(Λ1,Λ2,Λ3,Λ4,Λ5,Λ6)
=
i
(p123)2
∫
d3η
(
H(z∗1 , z
∗
2)A4(Λˆ1(z
∗
1),Λ2, λ3,Λf )A4(iΛf ,Λ4,Λ5, Λˆ6(z
∗
1)) + (z
∗
1 ↔ z∗2)
)
,
(6.2)
where H is the function defined in eq.(3.27) for even l. The component amplitude Aφ¯φφ¯φψ¯ψ
can be obtained from the superamplitude. Noting that ηˆ1(z)ηˆ6(z) = η1η6, we find
Aφ¯φφ¯φψ¯ψ(λ1, λ2, λ3, λ4, λ5, λ6)
=
i
(p123)2
(
H(z∗1 , z
∗
2)Aφ¯φφ¯φ(λˆ1(z
∗
1), λ2, λ3, λf )Aφ¯φψ¯ψ(iλf , λ4, λ5, λˆ6(z
∗
1)) + (z
∗
1 ↔ z∗2)
)
.
(6.3)
To obtain the explicit form of the amplitude, we need the expression for 4-point compo-
nent amplitudes given in eq.(5.23). Due to the small number of external legs, the positions
of poles take a simple form,
z∗1
2 =
〈16〉2 − (〈23〉 − 〈45〉)2
(〈1|+ i〈6|)p45(|1〉+ i|6〉) , z
∗
2
2 =
〈16〉2 − (〈23〉+ 〈45〉)2
(〈1|+ i〈6|)p45(|1〉+ i|6〉) .
After repeated use of momentum conservation and Schouten’s identity, we obtain
H(z∗1 , z
∗
2)Aφ¯φφ¯φ(z
∗
1)Aφ¯φψ¯ψ(z
∗
1) = −
(〈2|p123|6〉+ i〈31〉〈45〉)3
(〈1|p123|4〉+ i〈23〉〈56〉)(〈3|p123|6〉+ i〈12〉〈45〉) ,
H(z∗2 , z
∗
1)Aφ¯φφ¯φ(z
∗
2)Aφ¯φψ¯ψ(z
∗
2) =
(〈2|p123|6〉 − i〈31〉〈45〉)3
(〈1|p123|4〉 − i〈23〉〈56〉)(〈3|p123|6〉 − i〈12〉〈45〉) . (6.4)
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Figure 8. Recursion relation applied to the 8-point amplitude.
Thus, we have verified that the amplitude obtained from the recursion relation (6.3) is the
same as the amplitude computed directly from the Grassmannian integral (6.1).
Obviously, we can check the recursion relation against the Grassmannian integral for
many other component amplitudes and different factorization channels. For instance, if we
deform (Λ1,Λ3), there are two channels labeled by (561), (345). Schematically, the results
can be expressed as
A6ψ(λ1, λ2, λ3, λ4, λ5, λ6) = A4ψ(λ5, λ6, λˆ1, λf ) ? A4ψ(iλf , λ2, λˆ3, λ4)
+A4ψ(λˆ3, λ4, λ5, λf ) ? A4ψ(iλf , λ6, λˆ1, λ2) , (6.5)
A6φ(λ1, λ2, λ3, λ4, λ5, λ6) = A4φ(λ5, λ6, λˆ1, λf ) ? A4ψ(iλf , λ2, λˆ3, λ4)
+A4φ(λˆ3, λ4, λ5, λf ) ? A4φ(iλf , λ6, λˆ1, λ2) . (6.6)
To check these relations in practice, care should be taken to assign the correct factors of
(±i) on the right-hand side.
Some component recursion relations can mix external particles. Let us show an explicit
example. We are still deforming (Λ1,Λ3). The recursion relation for Aψ¯ψφ¯φφ¯φ can be read
from the general recursion relation (3.19) by integrating out η32η
3
3η
3
5 of A6. On the right
hand side of the recursion relation, the component amplitude of A4 which depends on ηˆ1
in turn depends on η3, thus it leads to
Aψ¯ψφ¯φφ¯φ(λ1, λ2, λ3, λ4, λ5, λ6) = −A6|η32η33η35
= s3(z∗)Aφ¯φφ¯φ(λ5, λ6, λˆ1, λf ) ? Aφ¯ψψ¯φ(iλf , λ2, λˆ3, λ4)
+ c3(z∗)Aφ¯φψ¯ψ(λ5, λ6, λˆ1, λf ) ? Aψ¯ψφ¯φ(iλf , λ2, λˆ3, λ4) + · · · . (6.7)
where c(z∗), s(z∗) are defined by c(z∗) = z
∗+(z∗)−1
2 , s(z
∗) = z
∗−(z∗)−1
2i , for z
∗ the zeros of
the on-shell condition of the channel p2f (z
∗) = 0. The first line of eq.(6.7) comes from the
expansion of η32 ηˆ
3
1η
3
5, while the second line from η
3
2 ηˆ
3
3η
3
5. Note that in the first line, the
external particles are changed from ψ¯(λ1) · · · φ¯(λ3) · · · to φ¯(λˆ1) · · · ψ¯(λˆ3) · · · .
Example 2: (8) = (4) ? (6) + (6) ? (4)
We apply the recursion relation to the 8-point component amplitude Aφ¯ψψ¯φψ¯φφ¯ψ (5.57). If
we choose to deform (Λ1,Λ8), only two factorization channels contribute to the recursion
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relation as demonstrated in Fig.8. Schematically, the recursion relation takes the form
Aφ¯ψψ¯φψ¯φφ¯ψ(λ1, λ2, λ3, λ4, λ5, λ6, λ7, λ8)
= Aφ¯ψψ¯φ(λˆ1, λ2, λ3, λf ) ? Aφ¯φψ¯φφ¯ψ(iλf , λ4, λ5, λ6, λ7, λˆ8)
+Aφ¯ψψ¯φψ¯ψ(λˆ1, λ2, λ3, λ4, λ5, λf ) ? Aψ¯φφ¯ψ(iλf , λ6, λ7, λˆ8) . (6.8)
To evaluate the right-hand side, we use the 4-point amplitudes in eq.(5.24) and the 6-point
amplitudes in eq.(5.37).
By numerically computing both sides of eq.(6.8) for a large number of {λi} configura-
tions satisfying the overall momentum conservation, we have confirmed that the recursion
relation holds. Since we are comparing two rational functions of complex variables, the
numerical check amounts to a complete proof of the on-shell equivalence.
It is worth noting that, if we express the 8-point amplitude as the sum of residues
(5.54), the two channels of the recursion relation in eq.(6.8) separately match the residues
in the following way,
− ({4}+ + {4}−) = Aφ¯ψψ¯φ(λˆ1, λ2, λ3, λf ) ? Aφ¯φψ¯φφ¯ψ(iλf , λ4, λ5, λ6, λ7, λˆ8) ,
− ({2}+ + {2}−) = Aφ¯ψψ¯φψ¯ψ(λˆ1, λ2, λ3, λ4, λ5, λf ) ? Aψ¯φφ¯ψ(iλf , λ6, λ7, λˆ8) . (6.9)
One may expect it from the form of minors in the factorization gauge, M2 ∼ c15,M4 ∼ c48,
in eq.(5.45).
7 Dual superconformal symmetry for all tree amplitudes
In this section, we will use the recursion relation described in section 3 to demonstrate
that the dual superconformal symmetry of the four-point amplitude can be extended to all
on-shell tree-level amplitudes in the ABJM theory. As we will explain in section 7.2, this
boils down to showing that the amplitudes are covariant under dual inversion.
The proof is based on induction: assuming that An with n < 2k transform covariantly
under dual inversion, we demonstrate that each term in the recursive construction of A2k
will transform in a universal covariant matter, and thus so will A2k. Since it was already
shown that the four-point amplitude transforms covariantly under dual inversion [5], this
proves covariance for all ABJM tree amplitudes. Similar proofs were given for the maximal
super Yang-Mills theories in four-, six- and ten-dimensions [19–21].
In the next subsection, we will review the construction of the dual superspace for the
ABJM theory, and explain how to perform inversion in this space. We present the proof
of dual superconformal symmetry in section 7.2.
7.1 Dual space and dual inversion properties
In ref [2], it was demonstrated that the four and six-point amplitudes of the ABJM theory
have Yangian symmetry. Yangian symmetry of the scattering amplitudes was then shown
to be equivalent to superconformal symmetry plus dual superconformal symmetry [5]. In
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particular, the nontrivial level-one Yangian generators were matched with generators of
dual superconformal symmetry, which are defined in a dual space parameterized by the co-
ordinates (x, y, θ). The dual space coordinates are related to the on-shell space coordinates
(λ, η) as follows:
xαβi,i+1 ≡ xαβi − xαβi+1 = pαβi = λαi λβi ,
θIαi,i+1 ≡ θIαi − θIαi+1 = qIαi = λαi ηIi ,
yIJi,i+1 ≡ yIJi − yIJi+1 = rIJi = ηIi ηJi (7.1)
where x2k+1 ≡ x1, θ2k+1 ≡ θ1, y2k+1 ≡ y1. Note that the y coordinates are Grassmann-
even. The dual space coordinates are defined such that supermomentum and R-symmetry
are automatically conserved: ∑
i
pi =
∑
i
qi =
∑
i
ri = 0. (7.2)
Inversion I acts on the dual space as
I[xαβi ] =
xαβi
x2i
, I[θIαi ] =
xαβi
x2i
θIiβ, I
[
yABi
]
=
θAαi θ
Bβ
i xiαβ
x2i
+ yABi . (7.3)
The spinor indices (α, β) are raised and lowered using the antisymmetric 2-index  tensor.
As noted in ref. [5], the coordinates (xi, θi) are sufficient to define (λi, ηi). Given the
x’s, one can determine λ’s using the first line in eq.(7.1) (up to sign ambiguities). These
sign ambiguities also appear when translating from spinors to dual coordinates via
〈ii+ 1〉 = ±
√
−x2i,i+2. (7.4)
Given the θ’s, one can then determine the η’s using the second line in eq.(7.1):
ηIi =
(θi,i+1)
Iβλi+1β√
−x2i,i+2
. (7.5)
Finally, given the η coordinates, the y coordinates can be determined using the third line
in eq.(7.1) up to some reference point y0, which the amplitudes do not depend on since
they are invariant under translations in the dual superspace. Hence, the amplitudes can
be parameterized using only x and θ coordinates. Using this parametrization, only half of
the dual supersymmetry is manifest. In principle, it should be possible to write amplitudes
using all three coordinates (x, y, θ) in such a way that all of the dual supersymmetry is
manifest, but for simplicity, we will only use x and θ coordinates to write the amplitudes.
Note that the dual coordinates in eq.(7.1) are defined up to a constant shift. For later
convenience, we fix this ambiguity by choosing8
x2 + x2k = 0, θ1 = q1. (7.6)
8Note that this choice can always be made by taking the origin of the dual space to be at the midpoint
of the line (x2, x2k).
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For this choice,
x1 =
p1 − p2k
2
, x2 = −x2k = −p1 + p2k
2
, . . . , x2k =
p1 + p2k
2
,
θ1 = q1, θ2 = 0, . . . , θ2k = q1 + q2k. (7.7)
Furthermore, if we apply the deformation in eq.(3.13) to legs 1 and 2k, this only shifts the
point (x1, θ1) in the dual space:
xˆ1(z) =
pˆ1(z)− pˆ2k(z)
2
, θˆ1(z) = qˆ1(z),
xˆi(z) = xi, θˆi(z) = θi, for i > 1. (7.8)
Although x1 is deformed to xˆ1(z), its norm does not change, i.e. xˆ
2
1(z) = x
2
1. This is one
of the advantages of the choice in eq.(7.6). Another implication of this choice is
x22 = x
2
2k = −x21. (7.9)
The inversion properties of (λ, η) are given by [5]:
I[λαi ] = i
(xi)
αβλiβ√
(xi+1)2(xi)2
= i
(xi+1)
αβλiβ√
(xi+1)2(xi)2
, (i = ±1)
I[ηIi ] = −i
x2i√
x2ix
2
i+1
[ηIi + (x
−1
i+1)
αβθiβλiα]. (7.10)
where i represents the sign ambiguity of the inversion rules, which is related to the sign
ambiguity in eq.(7.4). The shifted dual coordinates obey these transformation rules if we
choose x2 + x2k = 0 and 12k = −1:
I[xˆ1(z)] =
xˆ1(z)
xˆ21(z)
=
xˆ1(z)
x21
, I[θˆ1(z)] =
xˆ1(z) · θˆ1(z)
x2i
,
where (x · θ)α = xαβθβ. This can be demonstrated straightforwardly:
I[xˆ1(z)] = I
[
(λ1 − iλ2k)2z−2 + (λ1 + iλ2k)2z2
4
]
=
(x1 · λ1 − i12kx2k · λ2k)2
4x21x
2
2
z−2 +
(x1 · λ1 + i12kx2k · λ2k)2
4x21x
2
2
z2
=
(λ1 − iλ2k)2
4x21
z−2 +
(λ1 + iλ2k)
2
4x21
z2
=
xˆ1(z)
x21
. (7.11)
In obtaining this result, we noted that x22 = x
2
2k and used the explicit form of x1, x2, x2k in
eq.(7.7). If we had chosen 12k = 1, then eq.(7.11) would read
I[xˆ1(z)] =
xˆ1(1/z)
x21
. (7.12)
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For simplicity, we will choose 12k = −1. Choosing 12k = 1 does not change our conclu-
sions.
Having defined our conventions for the dual space, we will now proceed to the proof
of dual superconformal invariance.
7.2 Proof of dual superconformal invariance
We would like to show that when the on-shell amplitudes are written in terms of the dual
superspace, they transform as follows under dual inversion:
I[A2k] =
√√√√ 2k∏
i=1
x2iA2k , (7.13)
or equivalently,
I[f2k] =
√√√√ 2k∏
i=1
x2i f2k, A2k = f2kδ3(P )δ6(Q), (7.14)
where we use the identity I[δ3(P )δ6(Q)] = δ3(P )δ6(Q) which is proven in ref. [5]. It is easy
to verify eq.(7.14) for the case 2k = 4:9
I[f4] = I[
1√
x21,3
√
x22,4
] =
√√√√ 4∏
i=1
x2i f4. (7.15)
Under a dual inversion-translation-inversion, eq.(7.13) implies that the superamplitude
transforms as follows:
Kαβ [A2k] = IPαβI [A2k] = −1
2
(
2k∑
i=1
xiαβ
)
A2k . (7.16)
Hence, if we define the dual conformal boost generator to be
K˜αβ = Kαβ +
1
2
2k∑
i=1
xiαβ , (7.17)
then this will be a symmetry of the amplitudes. Furthermore, it can be shown that K˜
matches a level-1 Yangian generator and that all the other nontrivial dual superconformal
generators can be obtained by commuting K˜ with the ordinary superconformal generators
(when acting on on-shell amplitudes) [5]. In summary, if we can prove that eq.(7.14) holds
for all tree-level amplitudes, this implies that the amplitudes enjoy dual superconformal
symmetry.
9Note that there may be sign ambiguities when one combines square roots, since generically
√
A
√
B =
±√AB. This ambiguity can be removed by keeping track of the phase for each factor in the square root.
In the end, terms with the same factors appearing in the square root will have the same phase.
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Figure 9. The recursion in dual coordinates for 2k = 6. Note that the amplitude is deformed by
shifting x1 to xˆ1(z). The shifts creates poles in the p123 channel and the residue is proportional to
the product of four-point tree amplitudes at shifted kinematics.
The proof is based on induction. Assuming that
I[f2l(xi)] = f2l(
xi
x2i
) =
√√√√ 2l∏
i=1
x2i f2l(xi), (7.18)
for all 2l, with l < k, we will use the recursion relation defined in section 3 to show that
f2k inverts the same way. Recall the recursion relation given in eq.(3.26):
A2k =
∑
f
∫
d3η
1
p2f
[H(z∗1,f , z
∗
2,f )AL(z
∗
1,f ; η)AR(z
∗
1,f ; iη) + (z
∗
1,f ↔ z∗2,f )],
where f labels the different channels and AL and AR are lower-point amplitudes. We
have pf = pj+1 + . . . + p2k = −(p1 + . . . + pj) and {±z∗1 ,±z∗2} are solutions of pˆf (z)2 =
(pˆ1(z) + p2 + . . . + pj)
2 = 0. The function H(a, b) is given in eq.(3.27). Combining
δ6(QL)δ
6(QR) = δ
6(Q2k)δ
6(QR), one can extract f2k:
f2k =
∑
f
∫
d3η
1
p2f
[δ6(QR)H(z
∗
1;f , z
∗
2;f )fL(z
∗
1,f ; η)fR(z
∗
1,f ; iη) + (z
∗
1,f ↔ z∗2,f )]. (7.19)
We will now deduce the inversion property of f2k by applying a dual inversion to
eq.(7.19). As explained in section 7.1, the deformation corresponds to a shift in the dual
coordinate x1. We illustrate this in Fig.9 for the case 2k = 6. In terms of the shifted dual
coordinate,
fL(z
∗) = fL(xˆ1(z∗), x2, . . . , xj+1), fR(z∗) = fR(xˆ1(z∗), xj+1, xj+2, . . . , x2k), (7.20)
where we suppress the θi coordinates for simplicity. By assumption, the functions fL and
fR invert as
I[fL(xˆ1(z
∗), . . . , xj+1)] =
√
(xˆ21(z
∗) . . . x2j+1)fL(xˆ1(z
∗), . . . , xj+1),
I[fR(xˆ1(z
∗), . . . , x2k)] =
√
(xˆ21(z
∗) . . . x22k)fL(xˆ1(z
∗), . . . , x2k). (7.21)
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The inversion of the propagator term in eq.(7.19) is given by
I[
1
p2f
] = I[
1
x21,j+1
] =
x21x
2
j+1
x21,j+1
=
x21x
2
j+1
p2f
. (7.22)
A simple calculation shows that∫
d3ηδ6(QR) =
∫
d3ηδ6(qIαj+1 + . . .+ qˆ
Iα
2k − ηI λˆαf )
=
∫
d3ηδ6(θIαj+1 − θˆIα1 − ηI λˆαf )
=
1
6
IJK(θˆ1 − θj+1)Iαλˆf,α(θˆ1 − θj+1)Jβλˆf,β(θˆ1 − θj+1)Kγ λˆf,γ . (7.23)
To see how this expression inverts, we note that
I[(θˆ1 − θj+1)Iαλˆf,α] = [(xˆ−11 )αγ θˆI1,γ − (x−1j+1)αγθIj+1,γ ]
(xj+1)
β
α λˆf,β√
x2j+1xˆ
2
1
= (xˆ−11 )
αγ θˆI1,γ
(xˆ1)
β
α λˆf,β√
x2j+1xˆ
2
1
− (x−1j+1)αγθIj+1,γ
(xj+1)
β
α λˆf,β√
x2j+1xˆ
2
1
=
1√
xˆ21(z
∗)x2j+1
(θˆ1 − θj+1)Iαλˆf,α . (7.24)
In the second line, we used the identity xi · λi = xi+1 · λi with i = j + 1, i+ 1 = 1ˆ, λi = λˆf .
Hence, we find that
I[
∫
d3ηδ6(QR)] =
1
xˆ21(z
∗)x2j+1
√
xˆ21(z
∗)x2j+1
∫
d3ηδ6(QR). (7.25)
The only remaining piece to invert in eq.(7.19) is H(z∗1 , z∗2). From the observation that
I[pˆf (z)
2] =
pˆf (z)
2
x21x
2
j+1
, (7.26)
one can easily see that pˆf (z)
2 = 0 is equivalent to I[pˆf (z)
2] = 0. Thus
I[z∗] = z∗
so
I[H(z∗1 , z
∗
2)] = H(z
∗
1 , z
∗
2). (7.27)
Combining equations (7.19), (7.21), (7.22), (7.25) and (7.27), and using xˆ21 = x
2
1, we
conclude that
I[f2k] =
√√√√ 2k∏
i=1
x2i f2k. (7.28)
Hence, if f2l inverts according to eq.(7.14) for all l < k, then so does f2k. Since f4
satisfies this property, this completes the proof that all tree-level ABJM amplitudes are
dual superconformal invariant.
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Figure 10. A sample unitarity cut of four-point two-loop amplitude. Note that the dual points x2
and x6, while adjacent, are not labeled successively.
8 Dual superconformal symmetry of loop amplitudes
In this section, we will demonstrate that the dual conformal properties of the tree-level am-
plitudes can be extended to the cut-constructible parts of loop amplitudes via generalized
unitarity methods [22–25]. To make a statement about the complete loop-level amplitudes,
one needs to understand how the regulator modifies, or in some cases breaks, the symmetry.
This is discussed in greater detail in the conclusion.
We will follow the argument which was used to establish dual conformal symmetry for
six-dimensional super Yang-Mills [20]. The proof involves showing that all non-vanishing
unitarity cuts of a given loop amplitude, with cut propagators restored, invert in a universal
fashion. Since all cuts invert in the same way, so must the amplitude, and this leads to the
following loop-level statement:
I
[ALn] =
√√√√( n∏
i=1
x2i
)
ALn . (8.1)
where ALn is understood to be the L-loop amplitude prior to integration, which is defined
without a regulator.
For loop amplitudes, the labeling of the dual space cannot always be done such that ad-
jacent regions are labeled successively. For example, x6 and x2 in Fig.10 are non-successive
yet they are adjacent regions. Thus we utilize the following more general notation:
xαβi − xαβj = pαβ{ij}, θαIi − θαIj = qαI{ij} . (8.2)
In previous tree-level discussions, we had j = i+ 1.
We begin by converting integrals over η’s to integrals over θ’s. The conversion is done
using the following identity:
∏
α
δ6 (Qα) =
∫ [∏
k
d6θk
]∏
{rs}
δ6
(
θr − θs − λ{rs}η{rs}
) (8.3)
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where α runs over the tree diagrams in the cut, k runs over regions in the dual space, and
{rs} runs over all cut lines and external lines. The number of regions for a loop amplitude
is F = n+L, where L is the loop level. Since the translation from supermomentum to dual
θ coordinates has an overall shift symmetry, the integration measure d6θk is understood
to include only F − 1 of them. To see the equality in eq.(8.3), one notes that the delta
functions can be used to localize the 6(F − 1) integrals. Denoting the total number of
lines, cut or external, as P , there are then 6(P − F + 1) delta functions left. For planar
diagrams, P − V = F − 1, where V is the number of vertices, or in our case, the number
of tree amplitudes in the cut. Thus, we are left with a supermomentum delta function
for each tree amplitude. In other words, by converting to the dual θ representation, one
automatically solves all supermomentum conservation constraints.
Using eq.(8.3), one can rewrite the cut equation as:
ALn
∣∣∣
cut
=
∫ ∏
{ij}
d3η{ij} ×Atree(1) Atree(2) Atree(3) . . .Atree(m)
= δ3(P )
∫ ∏
{ij}
d3η{ij} ×
∏
α
δ6 (Qα) fα
= δ3(P )
∫ ∏
{ij}
d3η{ij} ×
∏
k
d6θk ×
∏
α
fα
×
∏
{rs}
δ6
(
θr − θs − λ{rs}η{rs}
)
, (8.4)
where {ij} runs over cut lines and {rs} runs over cut lines and external lines. After using
the delta functions to eliminate the η{ij}-dependence from each fα, the η{ij}-dependence
comes solely from the delta functions. The integral over η{ij} then simplifies to∫
d3η{ij}δ6
(
θi − θj − λ{ij}η{ij}
)
= δ3
(
θijλ{ij}
)
, (8.5)
where θijλ{ij} = (θi − θj)αλα{ij}, and we have suppressed the SU(3) R-index. Plugging
this result into eq.(8.4) gives
ALn
∣∣∣
cut
= δ3(P )
∫ ∏
k
d6θk ×
∏
α
fα ×
∏
{ij}
δ3
(
θijλ{ij}
)
×
∏
{rs}
δ6
(
θr − θs − λ{rs}η{rs}
)
, (8.6)
where {rs} now only runs over the external lines, i.e. there are n of them. Furthermore,
one can pull out an overall supermomentum delta function, leaving (n−1) delta functions,
which completely saturate the θ integrations over the external regions. We are finally left
with
ALn
∣∣∣
cut
= δ3(P )δ6(Q)
∫ (∏
k
d6θk
)∏
{ij}
δ3
(
θijλ{ij}
)∏
α
fα , (8.7)
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where now k now runs over the loop regions, which are regions 5 and 6 in the example
shown in Fig.10.
Let us consider the inversion weight of each term in eq.(8.7):
• For each loop region k, the θk measure contributes a factor (x2k)3.
• Each cut leg {ij} contributes (x2ix2j )−
3
2 , which comes from δ3
(
θijλ{ij}
)
.
• Each tree-level sub-amplitude contributes
√∏
i x
2
i , where i runs over all regions ad-
jacent to the tree.
After restoring the cut propagators, which invert as
I
[
1
p2{ij}
]
= I
[
1
x2ij
]
=
x2ix
2
j
x2ij
, (8.8)
the resulting object obtains the following factor after a dual inversion:√√√√(∏
i∈ε
x2i
)(
L∏
i=1
(x2li)
3
)
, (8.9)
where xli are loop regions.
As a concrete example, consider the diagram in Fig.10. One has
I
[
AFig.10
∣∣∣
cut
]
=
(x25x
2
6)
3
√
x21x
2
2x
2
6x
2
5
√
x21x
2
3x
2
4x
2
5
√
x23x
2
2x
2
6x
2
5
(x22x
2
6x
2
6x
2
5x
2
5x
2
1x
2
5x
2
3)
3/2
AFig.10
∣∣∣
cut
=
x26
√
x24√
x23x
2
1x
2
2
AFig.10
∣∣∣
cut
. (8.10)
Furthermore, there are four propagators in Fig.10, which invert as follows:
I
[
1
x215
]
=
x21x
2
5
x215
, I
[
1
x253
]
=
x23x
2
5
x253
, I
[
1
x256
]
=
x26x
2
5
x256
, I
[
1
x262
]
=
x22x
2
6
x262
. (8.11)
Thus, when AFig.10
∣∣∣
cut
is combined with the cut propagators, the resulting object has the
following inversion weight:
(x26)
3(x25)
3
√
x21x
2
2x
2
3x
2
4 , (8.12)
which matches the result in eq.(8.9)
There is one more ingredient missing, notably the loop integration measure
∫
d3li,
which is written in terms of dual coordinates as
∫
d3xli . In three dimensions, the loop
integration measure will provide an extra inversion weight of
∏
i(x
2
li
)−3, which exactly
cancels the extra weight of loop regions coming from the integrand. Hence, we find that all
cuts, with the cut propagators and loop integration restored, invert the same way as the
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tree amplitudes do. We conclude that the cut-constructible part of the L-loop amplitude
inverts as
I
[ALn] =
√√√√( n∏
i=1
x2i
)
ALn . (8.13)
From the discussion in section 7, it follows that the cut-constructible parts of the loop-level
amplitudes enjoy dual superconformal symmetry.
9 Discussion
In this paper, we constructed a BCFW-like recursion relation for three-dimensional Chern-
Simons matter theories. This recursion relation involves shifting the momenta of two
external particles. Unlike the usual BCFW approach, the shift is nonlinear in the complex
deformation parameter z. Furthermore, the poles of the shifted amplitudes are computed
by solving a quadratic equation, rather than a linear equation.
Using background field methods and the Grassmannian integral formula, we have ar-
gued that the superamplitudes of the ABJM theory vanish when the deformation parameter
goes to infinity, which is required for the recursion relation to be applicable. We have explic-
itly checked the recursion relation for six-point and eight-point tree-level amplitudes of the
ABJM theory by reproducing the results of Feynman diagram calculations and the Grass-
mannian formula. Finally, we have used this recursion relation to prove that all tree-level
amplitudes of the ABJM theory enjoy dual superconformal symmetry. Using generalized
unitarity methods [22–25], we have further extended the dual conformal symmetry to the
cut constructible part of loop amplitudes.
For N = 4 sYM, the combination of ordinary and dual superconformal symmetries,
along with invariance under helicity rescalings, uniquely fixes the amplitudes [34]. Given
that all the tree-level amplitudes of the ABJM theory have dual superconformal symmetry,
it is natural to ask whether the amplitudes of the ABJM theory can also be fixed by the
dual and ordinary superconformal symmetries. If this turns out to be true, it would
probably imply that the Grassmannian formula proposed in ref. [4] indeed generates all of
the tree-level amplitudes.
Another important implication of dual superconformal symmetry is that the ABJM
theory may have an amplitude/Wilson-loop duality. Since the one-loop correction to the
scattering amplitudes vanishes, it would be useful to have an explicit calculation of the
two-loop correction to the four-point scattering amplitude to compare with the Wilson
loop computation [42].
Our discussion of dual superconformal symmetry at loop level is restricted to the cut-
constructible parts of the amplitudes, or more precisely, prior to evaluating loop integrals.
Due to infrared singularities, the integrals are ill-defined in the absence of a regulator. In-
troducing a regulator will generally render the symmetries anomalous. On the other hand,
if one can choose a regulator and modify the symmetry generator in such a way that the
regulator becomes symmetry preserving, this implies that the symmetry is preserved at
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the quantum level. This was done for N = 4 sYM by considering the dual symmetry as
five-dimensional, with the extra dimension giving rise to a massive regulator [43–45]. Al-
ternatively, one can perform the unitarity cuts in a higher dimensional theory and perform
dimensional reduction. This approach was applied to N = 4 sYM, for example, by first
demonstrating dual conformal symmetry in 6d maximal sYM and then taking the higher
dimensional components of the loop momenta to be regulators for the four-dimensional
integrals [20]. Unfortunately, Chern-Simons matter theories do not arise from dimensional
reduction of any higher-dimensional theory, so it seems that the best approach is to in-
troduce a mass deformation [1, 54]. A first step would be to see if the unitarity cuts of
mass-deformed amplitudes preserve an “extended” dual conformal symmetry.
It also would be interesting to investigate if the recursion relation we proposed is ap-
plicable to three-dimensional theories other than the ABJM theory. The next candidate
to consider is the BLG theory [46–48], which has maximal supersymmetry and a similar
structure to the ABJM theory. Similarly, one could ask if this recursion relation is ap-
plicable to theories with less supersymmetry. Although various component amplitudes in
the ABJM theory have bad large-z behavior, the theory has enough supersymmetry to
guarantee that all the superamplitudes have good large-z behavior. In other words, it is
possible to relate all the badly-behaved component amplitudes of the ABJM theory to
well-behaved component amplitudes using the supersymmetric Ward identities. This may
not be possible for theories with less supersymmetry. It would therefore be interesting to
determine the minimal amount of supersymmetry that is required to have good large-z
behavior of the superamplitudes.
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Appendix
A Conventions
We follow the conventions used in ref. [2]. The SL(2,R) metric is
αβ =
(
0 1
−1 0
)
, αβ =
(
0 −1
1 0
)
. (A.1)
The spinor contraction is implemented as
ψαχα = −ψαχα, βαAα = Aβ, αβAβ = Aα, αββγ = δαγ . (A.2)
The vector notation is translated to the bi-spinor notation and vice versa through three
dimensional gamma matrices,
xαβ = xµ(σµ)
αβ, xµ = −1
2
(σµ)αβx
αβ, (A.3)
with
σ0 =
(
−1 0
0 −1
)
, σ1 =
(
−1 0
0 1
)
, σ2 =
(
0 1
1 0
)
, (A.4)
We list some useful identities
(σµ)αβ(σ
ν)αβ = −2ηµν , (A.5)
(σµ)αβ(σµ)γδ = αγβδ + βγαδ , (A.6)
µνρ(σµ)
ab(σν)
cd(σρ)
ef =
1
2
(acbedf + bcaedf + adbecf + bdaecf
+ acbf de + bcaf de + adbf ce + bdaf ce) , (A.7)
A[αβ] = Aαβ −Aβα = −αβAγ γ , (A.8)
A[αβ] = Aαβ −Aβα = αβAγ γ , (A.9)
xαβxβγ = −x2δαγ , (A.10)
where x2 = xµxµ.
B Feynman rules for ABJM
We start with the Lagrangian for the ABJM theory [49–51]:
L =L2 + LCS + L4 + L6 ,
L2 =tr
(
Dµφ
ADµφA + iψAσ
µDµψ
A
)
,
LCS =µνλtr
(
1
2
Aµ∂νAλ +
i
3
gAµAνAλ − 1
2
Aˆµ∂νAˆλ − i
3
gAˆµAˆνAˆλ
)
,
L4 =ig2ABCDtr
(
ψAφBψCφD
)− ig2ABCDtr (ψAφBψCφD)+ ig2tr (ψAψAφBφB) ,
− 2ig2tr
(
ψ
B
ψAφBφ
A
)
− ig2tr
(
ψAψ
A
φBφB
)
+ 2ig2tr
(
ψAψ
B
φAφB
)
,
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Figure 11. Matter propagators
Figure 12. Gauge propagators
where g =
√
2pi/k, φA = φ
†
A, ψA = ψ
A†
, and
DµφA = ∂µφA + ig
(
AµφA − φAAˆµ
)
, Dµψ
A
= ∂µψ
A
+ ig
(
Aµψ
A − ψAAˆµ
)
.
Note that the first two terms in L4 break the R-symmetry from SO(8) to SU(4) because
they contain ABCD. The bosonic potential term L6 is O
(
φ6
)
and will not play an essential
role in the analysis of this paper.
The gauge group is U(N) × U(N), where Aµ and Aˆµ are the associated gauge fields,
and φA and ψ
A
transform in the (N, N¯) representation. The fields can be expanded in
terms of matrices as follows:
Aµ = A
a
µT
a , Aˆµ = Aˆ
a
µT
a , φA = φ
a
AT˜
a , ψ
A
= ψ
Aa
T˜ a ,
where T a, a = 1, ..., N2− 1, are hermitian generators of SU(N) satisfying tr (T aT b) = δab,
TN
2
is 1/
√
N times an N×N matrix, T˜ a = i√
2
T a for a = 1, ..., N2−1, and T˜N2 = 1√
2
TN
2
.
Hence, at the level of matrix representations, the main difference between the gauge fields
and the matter fields is that the matter fields are not hermitian. It should be emphasized
that the matter fields carry two different indices, one for each U(N).
Plugging these expansions into the kinetic terms gives
−1
2
∂µφ
Aa∂µφ
a
A +
i
2
ψaAσ
µ∂µψ
Aa
+
1
2
µνλ
(
Aaµ∂νA
a
λ − Aˆaµ∂νAˆaλ
)
.
The propagators for the matter fields are depicted in Fig.11.
In the background field formalism, there are two kinds of gauge symmetry, notably
gauge symmetry of the background and gauge symmetry of the fluctuations. We use the
background gauge symmetry to impose the following conditions on the background gauge
fields:
q ·Aa = q · Aˆa = 0 . (B.1)
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Figure 13. Cubic vertices
After gauge-fixing the background, we still have the gauge symmetry of the fluctuations
(under which the background is inert). We can therefore use the Faddeev-Popov procedure
to introduce the following gauge-fixing terms for the gauge-field fluctuations:
Lgf = tr
[
1
ξ1
(∂ · a)2 − 1
ξ2
(∂ · aˆ)2
]
(B.2)
where a and aˆ represent the fluctuations of the gauge fields and ξi (i = 1, 2) are gauge-
fixing parameters. Note that these gauge-fixing terms don’t preserve the background gauge
symmetry. On the other hand, the background gauge symmetry is already broken by eq.
(B.1), so there’s no need to choose gauge-fixing terms which preserve the background gauge
symmetry.
The propagators for the gauge field fluctuations are then given by
± δ
ab
p2
(
µνλp
λ + iξi
pµpν
p2
)
, (B.3)
where ± refers to the a/aˆ fields and a, b in the above equation are adjoint indices. Taking
ξi = 0 gives Landau gauge propagators:
± µνλp
λ
p2
δab . (B.4)
The resulting propagators are depicted in Fig.12.
The color-ordered Feynman rules for the cubic and quartic vertices are depicted in Figs.
13 and 14. They can easily be adapted to the background field approach by choosing at least
two legs in each diagram to be fluctuation fields. The symmetry factors are unchanged.
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Figure 14. Quartic vertices
C Alternative forms of recursion relation
Linear multi-line shift
Consider four external particles labeled i, j, k, l and define
µα = (λi + iλj)α , ρα = (λk + iλl)α .
Also define µ¯ ≡ λi − iλj and ρ¯ ≡ λk − iλl. Note that µ(αµ¯β) = (pi + pj)αβ and ρ(αρ¯β) =
(pk + pl)αβ. Now define the shift
λi → λi + 1
2
zρ¯, λj → λj + i
2
zρ¯, λk → λk − 1
2
zµ, λl → λl + i
2
zµ.
Under this deformation, the momenta shift as follows
pi + pj → pi + pj + zq , pk + pl → pk + pl − zq ,
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where qαβ = µ(αρ¯β). Note that pi + pj + pk + pl is invariant under the shift. Also note
that each momentum remains on-shell after the shift. It is straight forward to define an
analogous shift of the fermionic coordinates.
Near each pole of the amplitude, the amplitude factorizes into a product of two on-
shell amplitudes connected by a propagator. Suppose that i,j appear on one side of the
propagator and k,l appear on the other side. In this case, the momentum in the propagator
shifts linearly as follows:
pf → pˆf (z) = pf + zq.
The poles of this propagator are therefore obtained by solving a quadratic equation. Now
suppose that only particle i appears on one side of the propagator. Then
pf → pˆf (z) = pf + zqa + z2qb ,
where (qa)αβ = λi(αρ¯β) and (qb)αβ =
1
4 ρ¯αρ¯β. Since q
2
b = qa · qb = 0, pˆf (z)2 is once again
quadratic in z.
Following the argument in section 3.1, it is not difficult to show that the recursion
formula for the four-line shift is
A(z = 0) =
∑
f
∫
d3η
1
p2f
(
H(z+f , z
−
f )AL(z
+
f )AR(z
+
f ) + (z
+
f ↔ z−f )
)
,
where
∑
f is the sum over all possible channels, z
±
f are the zeroes of pˆ
2
f (z), and
H(x, y) =
y
x− y .
Note the similarity to the recursion formula for the two-line shift proposed in section 3.1.
Although the recursion formula for the four-line shift looks a bit simpler, the two-line
shift still has several advantages. For example, the recursion formula for the two-line shift
involves fewer channels than the recursion formula for the four-line shift.
Superconformally covariant form
The BCFW recursion relation for N = 4 sYM is known to take the simplest form in the
super-twistor notation [52, 53]. By doing a similar manipulation in our case, we will show
(rather heuristically) that the recursion relation derived in section 3 can be written in a
superconformally covariant form.
Review of the 4d result Let us review the ideas of refs. [52, 53]. They begin with
the usual BCFW recursion relation in terms of amplitudes with the momentum conserving
delta functions removed. Schematically,
A =
∑
f
AL[pi(z
∗);−PL(z∗)] 1
P 2L
AR[pj(z
∗);−PR(z∗)] . (C.1)
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Here z∗ is the value of the BCFW deformation parameter z satisfying [PL(z∗)]2 = 0. In
translating eq.(C.1) into the twistor language, the first step is to insert the momentum
conserving delta functions on both sides using the identity
δ4(P ) = δ4(PL(z
∗) + PR(z∗)) =
∫
d4p δ4(PL(z
∗)− p)δ4(PR(z∗) + p) . (C.2)
Using the notation A = Aδ4(P ), we have
A =
∑
f
∫
d4p
(
AL[pi(z∗);−p] 1
P 2L
AR[pj(z∗); +p]
)
. (C.3)
The next step could be called “undoing the BCFW residue calculus” as it recovers the
z-integral. Technically, we use the identity
1
P 2L
= −sgn([i|PL|j〉)
∫
dz
z
δ(z[i|PL|j〉+ P 2L) = −sgn([i|PL|j〉)
∫
dz
z
δ(PL(z)
2) , (C.4)
and use the delta functions to rewrite the formula such that
A = −
∑
f
∫
dz
z
∫
d4pδ(p2)sgn([i|p|j〉)AL[pi(z);−p]AR[pj(z); +p] . (C.5)
Reinstating the z-integral highlights the on-shell nature of the BCFW recursion relation
in two ways. First, it removes the off-shell propagator (1/P 2L). Second, it restricts the
integration domain of p to on-shell via δ(p2). The on-shell momentum integral
∫
d4p δ(p2)
transforms into the
∫
d2λd2λ¯ integral at a later stage, which in turn translates into the
twistor language.
In eq.(C.5), the z-integral looks exactly the same as the BCFW contour integral,
although with a different integration contour. It is not a coincidence; it follows from the
identity, ∮
dz
2pii
1
g(z)
=
∫
dzδ(g(z)) , (C.6)
which holds at least formally for an arbitrary function g(z).
Generalization to 3d It should be clear from the above review that the first two steps
− inserting momentum conserving delta functions and undoing the residue calculus − can
be straightforwardly carried over to three dimensions. We find
A =
∑
f
∫
dz
z − 1
∫
d3pδ(p2)Xij(p)AL[pi(z);−p]AR[pj(z); +p] , (C.7)
with some function Xij(p) analogous to sgn([i|p|j〉) in eq.(C.4). It must be a dimensionless
function of p, λi and λj , but its precise form is not of interest in this paper.
The next step is to make the replacement∫
d3p δ(p2)→
∫
d2λ , (C.8)
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which follows easily from a change of variable such as
p11 = λ1λ1 , p22 = λ2λ2 , p12 = s λ1λ2 . (C.9)
Supplementing the λ-integral with the η-integral, we can write down the superconformally
covariant version of the three-dimensional recursion relation: 10
A =
∑
f
∫
dz
z − 1
∫
d2|3ΛXij(Λ)AL[Λi(z); Λ]AR[Λj(z); iΛ]
=
∑
f
∫
d2|3ΛXij(Λ)
∫
dz
z − 1z
Mij (AL[Λi; Λ]AR[Λj ; iΛ]) . (C.10)
On the second line, Mij denotes the SO(2) deformation generator written in terms of the
Λ-variables:
Mij = i
(
Λi
∂
∂Λj
− Λj ∂
∂Λi
)
. (C.11)
In four dimensions, after similar rearrangements and half Fourier transformations, all
the z dependence are absorbed into∫
dz
z
eizWi·Zj ∝ sgn(Wi · Zj) , (C.12)
where Wi and Zj are four dimensional twistor variables for the legs i and j, respectively.
It is not clear how to further simplify the z-dependence in eq.(C.10).
D Computational details
Large-z behavior
We demonstrate the cancelation of bad large z behavior for the four-point diagrams in Fig.2.
Note that the hard scalar and spinor have the same SU(4) R-index in these diagram. As
a result, the 4-point contact term involving ABCD does not contribute.
The diagram in Fig.2(a) is given by
g2 〈ψ(pˆ1)|σµΨ¯(k1)µνλ(−k2 − pˆl)
λ
(k2 + pˆl)
2 (pˆl − k2)ν Φ(k2).
In the large-z limit, pˆl → z2q, ψ(pˆ1)→ zλq, and the above formula simplifies to
zg2
〈q|σµΨ¯(k1)µνλqνkλ2
q · k2 Φ(k2) +O (1/z) .
Using eq.(A.7), it is not difficult to show that
〈q|σµΨ¯(k1)(µνρqνkρ2)Φ(k2) = 〈q| Ψ¯(k1)(k2 · q)Φ(k2) . (D.1)
10 A similar gluing of amplitudes without the z-deformation was considered in ref. [2]. Strictly speaking,
the superconformal covariance of this Λ-integral representation relies on the precise form of Xij(Λ).
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Hence, we get
zg2 〈q| Ψ¯(k1)Φ(k2) +O (1/z) .
The diagram in Fig.2(b) is simply given by
−g2〈ψ(pˆ1)|Ψ¯(k1)Φ(k2) .
In the large-z limit, this becomes
−zg2〈ψ(pˆ1)|Ψ¯(k1)Φ(k2) +O (1/z) .
Thus we see that in the large-z limit, the terms of O(z) cancel out.
The 8-point calculation
We present some of the complicated details in calculating the 8-point amplitude. We begin
with a closer look at the orthonormal basis {e, e¯} defined in section 5.2.2. The possible
ambiguities in the orientation of the basis can be lifted by choosing the signs of ε1, ε2, ε3
in the following identities
(e1)r(e2)s − (e1)s(e2)r = ε1 〈rs〉√−p20 , (e¯1)r¯(e¯2)s¯ − (e¯1)s¯(e¯2)r¯ = ε1 −〈r¯s¯〉√−p20 ,
(e3)r(e4)s − (e3)s(e4)r = ε2
2
rspq
〈pq〉√
−p20
, (e¯3)r¯(e¯4)s¯ − (e¯3)s¯(e¯4)r¯ = ε3
2
r¯s¯p¯q¯
−〈p¯q¯〉√
−p20
,
(e3)r(e3)s + (e4)r(e4)s = δrs +
〈r|p0|s〉
p20
, (e¯3)r¯(e¯3)s¯ + (e¯4)r¯(e¯4)s¯ = δr¯s¯ − 〈r¯|p0|s¯〉
p20
,
(e1)r(e¯1)s¯ + (e2)r(e¯2)s¯ = i
〈r|p0|s¯〉
p20
, (p0 ≡
∑
r¯
pr¯). (D.2)
where p0 = p1234 for the factorization gauge, and p0 = p2468 for the cyclic gauge. In this
paper, we always work with the choice ε1 = ε2 = ε3 = +1.
The constraint equations imposed by the bosonic delta functions are
cr¯scp¯s + δr¯p¯ = 0, cr¯sλs = −λr¯. (D.3)
One particular solution for the equations is
c = −i(e¯1eT1 + e¯2eT2 + e¯3eT3 + e¯4eT4 ). (D.4)
One can check that eq.(D.4) indeed solves eq.(D.3) using the completeness and orthonor-
mality of the basis and the momentum conservation condition of λ’s.
We use the following pair of one-parameter family of solutions {c+(τ), c−(τ)} (τ = eiθ)
c+(θ) = i(e¯1e
T
1 + e¯2e
T
2 + e¯3eˆ
T
3 (θ) + e¯4eˆ4(θ)
T ),
(
eˆ3(θ)
eˆ4(θ)
)
=
(
cos θ sin θ
− sin θ cos θ
)(
e3
e4
)
,
c−(θ) = i(e¯1eT1 + e¯2e
T
2 + e¯3eˆ
T
3 (θ) + e¯4eˆ4(θ)
T ),
(
eˆ3(θ)
eˆ4(θ)
)
=
(
cos θ sin θ
− sin θ cos θ
)(
e3
−e4
)
.
– 47 –
To reduce the Grassmannian integral (5.42) down to an ordinary contour integral in τ , we
introduce the following new variables (4× 4 matrix) (ω)r¯i.
(c)r¯p = −i(ω · e)r¯p, 4× 4 matrices (e)ip = (ei)p, (ω)r¯i = (ωr¯)i. (D.5)
In terms of these variables, the solutions are given by
ω∗±(θ) = {e¯1, e¯2, cos θe¯3 + sin θe¯4,∓ sin θe¯3 ± cos θe¯4}. (D.6)
Ignoring the fermionic delta function for a while, the integral gets transformed to
L8(Λ) bos.=
∫
d16c
δ10(c · cT + I)δ8(c · λ+ λ¯)
M1M2M3M4
,
= J4
∫
d16ω
δ10(ω · ωT − I)δ8(ω · e · λ+ iλ¯)
M1M2M3M4
, J = det(e1, e2, e3, e4) = ±1.
=
1
(p0)2
∫
d4(ω)r¯3d
4(ω)r¯4
δ10(ω · ωT − I)
M1M2M3M4
, integrating out 8 variables (ω)r¯1, (ω)r¯2.
Now let the four barred indices be
r¯1, r¯2, r¯3, r¯4, (D.7)
where {r¯1, r¯2, r¯3, r¯4} = {1, 2, 3, 4} for the factorization gauge. We now integrate out six
variables ωr¯23, ωr¯24, ωr¯33, ωr¯34, ωr¯43, ωr¯44. Then the bosonic integral becomes
L8(Λ) bos.= 1
(p0)2
∫
d(ωr¯1)3d(ωr¯1)4
δ(ωr¯1 · ωr¯1 − 1)δ(ωr¯2 · ωr¯3)δ(ωr¯3 · ωr¯4)δ(ωr¯4 · ωr¯2)
M1M2M3M4
∏
K=2,3,4 2(ωr¯13ωr¯K4 − ωr¯14ωr¯K3)
. (D.8)
Using the identity
δ(ωr¯2 · ωr¯3)δ(ωr¯3 · ωr¯4)δ(ωr¯4 · ωr¯2) = δ3(P )〈r¯2r¯3〉〈r¯3r¯4〉〈r¯4r¯2〉, (D.9)
the integral is further simplified to
L8(Λ) bos.= δ
3(P )〈r¯r¯〉3
(p20)
2
∫
d(ωr¯1)3d(ωr¯1)4
δ(ωr¯1 · ωr¯1 − 1)
M1M2M3M4
∏
K=2,3,4 2(ωr¯13ωr¯K4 − ωr¯14ωr¯K3)
=
δ3(P )〈r¯r¯〉3
(p20)
2
∫
dθ(
dωr¯13
dθ
)
1
2ωr¯14
1
M1M2M3M4
∏
K=2,3,4 2(ωr¯13ωr¯K4 − ωr¯14ωr¯K3)
=
δ3(P )〈r¯r¯〉3
2(p20)
2
[∫
dθ
1
M1M2M3M4
∏
K=2,3,4 2(ωr¯13ωr¯K4 − ωr¯14ωr¯K3)
|ω=ω∗+
−
∫
dθ
1
M1M2M3M4
∏
K=2,3,4 2(ωr¯13ωr¯K4 − ωr¯14ωr¯K3)
|ω=ω∗−
]
=
δ3(P )
16
√
−p20
[∫
dθ
1
M1M2M3M4
|ω=ω∗+ +
∫
dθ
1
M1M2M3M4
|ω=ω∗−
]
. (D.10)
In the first three lines, we used the shorthand notation 〈r¯r¯〉3 ≡ 〈r¯2r¯3〉〈r¯3r¯4〉〈r¯4r¯2〉. In
the last line, we used ωr¯13ωr¯K4 − ωr¯14ωr¯K3|ω=ω∗± = ±((e¯3)r¯1(e˜4)r¯K − (e˜4)r¯1(e˜3)r¯K ) and the
identity (D.2). Including the fermionic delta function and changing the integral variable by
τ = eiθ, we obtain the final expression in eq.(5.42) by choosing some appropriate contours.
– 48 –
References
[1] A. Agarwal, N. Beisert and T. McLoughlin, “Scattering in Mass-Deformed N ≥ 4
Chern-Simons Models,” JHEP 0906, 045 (2009) [arXiv:0812.3367 [hep-th]].
[2] T. Bargheer, F. Loebbert, C. Meneghelli, “Symmetries of Tree-level Scattering Amplitudes in
N=6 Superconformal Chern-Simons Theory,” Phys. Rev. D82, 045016 (2010)
[arXiv:1003.6120 [hep-th]].
[3] Y. -t. Huang, A. E. Lipstein, “Amplitudes of 3D and 6D Maximal Superconformal Theories
in Supertwistor Space,” JHEP 1010, 007 (2010) [arXiv:1004.4735 [hep-th]].
[4] S. Lee, “Yangian Invariant Scattering Amplitudes in Supersymmetric Chern-Simons
Theory,” Phys. Rev. Lett. 105, 151603 (2010) [arXiv:1007.4772 [hep-th]].
[5] Y.-t. M. Huang and A. E. Lipstein, “Dual Superconformal Symmetry of N=6 Chern-Simons
Theory,” JHEP 1011, 076 (2010) [arXiv:1008.0041 [hep-th]].
[6] O. Aharony, O. Bergman, D. L. Jafferis and J. Maldacena, “N=6 superconformal
Chern-Simons-matter theories, M2-branes and their gravity duals,” JHEP 0810, 091 (2008)
[arXiv:0806.1218 [hep-th]].
[7] J. M. Maldacena, Adv. Theor. Math. Phys. 2, 231 (1998) [Int. J. Theor. Phys. 38, 1113
(1999)] [arXiv:hep-th/9711200].
[8] J. M. Drummond, J. M. Henn and J. Plefka, “Yangian symmetry of scattering amplitudes in
N=4 super Yang-Mills theory,” JHEP 0905, 046 (2009) [arXiv:0902.2987 [hep-th]].
[9] J. M. Drummond, J. Henn, V. A. Smirnov and E. Sokatchev, “Magic identities for conformal
four-point integrals,” JHEP 0701, 064 (2007) [hep-th/0607160];
[10] J. M. Drummond, J. Henn, G. P. Korchemsky and E. Sokatchev, “Dual superconformal
symmetry of scattering amplitudes in N=4 super-Yang-Mills theory,” Nucl. Phys. B 828, 317
(2010) [arXiv:0807.1095 [hep-th]].
[11] N. Arkani-Hamed, F. Cachazo, C. Cheung and J. Kaplan, “A Duality For The S Matrix,”
JHEP 1003, 020 (2010) [arXiv:0907.5418 [hep-th]].
[12] M. T. Grisaru, H. N. Pendleton and P. van Nieuwenhuizen, “Supergravity And The S
Matrix,” Phys. Rev. D 15, 996 (1977).
[13] M. T. Grisaru and H. N. Pendleton, “Some Properties Of Scattering Amplitudes In
Supersymmetric Theories,” Nucl. Phys. B 124, 81 (1977).
[14] F. A. Berends and W. T. Giele, “Recursive Calculations for Processes with n Gluons,” Nucl.
Phys. B 306, 759 (1988).
[15] E. Witten, “Perturbative gauge theory as a string theory in twistor space,” Commun. Math.
Phys. 252, 189 (2004) [arXiv:hep-th/0312171].
[16] F. Cachazo, P. Svrcek and E. Witten, “MHV vertices and tree amplitudes in gauge theory,”
JHEP 0409, 006 (2004) [arXiv:hep-th/0403047].
[17] R. Britto, F. Cachazo and B. Feng, “New Recursion Relations for Tree Amplitudes of
Gluons,” Nucl. Phys. B 715, 499 (2005) [arXiv:hep-th/0412308].
[18] R. Britto, F. Cachazo, B. Feng and E. Witten, “Direct Proof Of Tree-Level Recursion
Relation In Yang-Mills Theory,” Phys. Rev. Lett. 94, 181602 (2005) [arXiv:hep-th/0501052].
[19] A. Brandhuber, P. Heslop and G. Travaglini, “A note on dual superconformal symmetry of
– 49 –
the N=4 super Yang-Mills S-matrix,” Phys. Rev. D 78, 125005 (2008) [arXiv:0807.4097
[hep-th]].
[20] T. Dennen and Y. t. Huang, “Dual Conformal Properties of Six-Dimensional Maximal Super
Yang-Mills Amplitudes,” arXiv:1010.5874 [hep-th].
[21] S. Caron-Huot and D. O’Connell, “Spinor Helicity and Dual Conformal Symmetry in Ten
Dimensions,” arXiv:1010.5487 [hep-th].
[22] Z. Bern, L. J. Dixon, D. C. Dunbar and D. A. Kosower, “One-Loop n-Point Gauge Theory
Amplitudes, Unitarity and Collinear Limits,” Nucl. Phys. B 425, 217 (1994)
[hep-ph/9403226];
[23] Z. Bern, L. J. Dixon, D. C. Dunbar and D. A. Kosower, “Fusing gauge theory tree
amplitudes into loop amplitudes,” Nucl. Phys. B 435, 59 (1995) [hep-ph/9409265];
[24] Z. Bern, L. J. Dixon and D. A. Kosower, “Progress in one-loop QCD computations,” Ann.
Rev. Nucl. Part. Sci. 46, 109 (1996) [hep-ph/9602280].
[25] Z. Bern, L. J. Dixon, D. A. Kosower, “Two-loop g → gg splitting amplitudes in QCD,”
JHEP 0408, 012 (2004) [hep-ph/0404293].
[26] L. F. Alday, J. M. Maldacena, “Gluon scattering amplitudes at strong coupling,” JHEP
0706, 064 (2007). [arXiv:0705.0303 [hep-th]].
[27] N. Berkovits and J. Maldacena, “Fermionic T-Duality, Dual Superconformal Symmetry, and
the Amplitude/Wilson Loop Connection,” JHEP 0809, 062 (2008) [arXiv:0807.3196
[hep-th]].
[28] N. Beisert, R. Ricci, A. A. Tseytlin and M. Wolf, “Dual Superconformal Symmetry from
AdS5 x S5 Superstring Integrability,” Phys. Rev. D 78, 126004 (2008) [arXiv:0807.3228
[hep-th]].
[29] I. Adam, A. Dekel, Y. Oz, “On Integrable Backgrounds Self-dual under Fermionic
T-duality,” JHEP 0904, 120 (2009). [arXiv:0902.3805 [hep-th]].
[30] P. A. Grassi, D. Sorokin, L. Wulff, “Simplifying superstring and D-brane actions in AdS(4) x
CP(3) superbackground,” JHEP 0908, 060 (2009). [arXiv:0903.5407 [hep-th]].
[31] I. Adam, A. Dekel and Y. Oz, “On the fermionic T-duality of the AdS4 × CP 3
sigma-model,” JHEP 1010, 110 (2010) [arXiv:1008.0649 [hep-th]].
[32] I. Bakhmatov, “On AdS4 × CP 3 T-duality,” arXiv:1011.0985 [hep-th].
[33] A. Dekel, Y. Oz, “Self-Duality of Green-Schwarz Sigma-Models,” [arXiv:1101.0400 [hep-th]].
[34] G. P. Korchemsky, E. Sokatchev, “Superconformal invariants for scattering amplitudes in
N=4 SYM theory,” Nucl. Phys. B839, 377-419 (2010) [arXiv:1002.4625 [hep-th]].
[35] N. Arkani-Hamed and J. Kaplan, “On Tree Amplitudes in Gauge Theory and Gravity,”
JHEP 0804, 076 (2008) [arXiv:0801.2385 [hep-th]].
[36] C. Cheung, “On-Shell Recursion Relations for Generic Theories,” JHEP 1003, 098 (2010)
[arXiv:0808.0504 [hep-th]].
[37] A. Kresch and H. Tamvakis, ”Quantum Cohomology of Orthogonal Grassmannians,”
arXiv:math/0306338 [math.AG].
[38] V. Lakshmibai, K. N. Raghavan, “Standard Monomial Theory: Invariant Theoretic
Approach,” Springer (2010), chapter 7.
– 50 –
[39] N. Arkani-Hamed, F. Cachazo, J. Kaplan, “What is the Simplest Quantum Field Theory?,”
[arXiv:0808.1446 [hep-th]].
[40] Z. Bern, J. J. M. Carrasco and H. Johansson, “New Relations for Gauge-Theory
Amplitudes,” Phys. Rev. D 78, 085011 (2008) [arXiv:0805.3993 [hep-ph]].
[41] B. Feng, R. Huang and Y. Jia, “Gauge Amplitude Identities by On-shell Recursion Relation
in S-matrix Program,” arXiv:1004.3417 [hep-th].
[42] J. M. Henn, J. Plefka, K. Wiegandt, “Light-like polygonal Wilson loops in 3d Chern-Simons
and ABJM theory,” JHEP 1008, 032 (2010) [arXiv:1004.0226 [hep-th]].
[43] L. F. Alday, J. M. Henn, J. Plefka and T. Schuster, “Scattering into the fifth dimension of
N=4 super Yang-Mills,” JHEP 1001, 077 (2010) [arXiv:0908.0684 [hep-th]].
[44] J. M. Henn, S. G. Naculich, H. J. Schnitzer and M. Spradlin, “Higgs-regularized three-loop
four-gluon amplitude in N=4 SYM: exponentiation and Regge limits,” JHEP 1004, 038
(2010) [arXiv:1001.1358 [hep-th]].
[45] J. M. Henn, “Scattering amplitudes on the Coulomb branch of N=4 super Yang-Mills,”
arXiv:1005.2902 [hep-ph].
[46] J. Bagger and N. Lambert, “Gauge Symmetry and Supersymmetry of Multiple M2-Branes,”
Phys. Rev. D 77 (2008) 065008 [arXiv:0711.0955 [hep-th]].
[47] J. Bagger and N. Lambert, “Comments On Multiple M2-branes,” JHEP 0802 (2008) 105
[arXiv:0712.3738 [hep-th]].
[48] A. Gustavsson, “Algebraic structures on parallel M2-branes,” Nucl. Phys. B 811 (2009) 66
[arXiv:0709.1260 [hep-th]].
[49] M. Benna, I. Klebanov, T. Klose and M. Smedback, “Superconformal Chern-Simons Theories
and AdS4/CFT3 Correspondence,” JHEP 0809, 072 (2008) [arXiv:0806.1519 [hep-th]].
[50] K. Hosomichi, K.-M. Lee, S. Lee, S. Lee and J. Park, “N=5,6 Superconformal Chern-Simons
Theories and M2-branes on Orbifolds,” JHEP 0809, 002 (2008) [arXiv:0806.4977 [hep-th]].
[51] M. A. Bandres, A. E. Lipstein and J. H. Schwarz, “Studies of the ABJM Theory in a
Formulation with Manifest SU(4) R-Symmetry,” JHEP 0809, 027 (2008) [arXiv:0807.0880
[hep-th]].
[52] N. Arkani-Hamed, F. Cachazo, C. Cheung and J. Kaplan, “The S-Matrix in Twistor Space,”
JHEP 1003, 110 (2010) [arXiv:0903.2110 [hep-th]].
[53] L. Mason, D. Skinner, “Scattering Amplitudes and BCFW Recursion in Twistor Space,”
JHEP 1001, 064 (2010). [arXiv:0903.2083 [hep-th]].
[54] Jin-Beom Bae, Jaesung Park and Soo-Jong Rey, “On-Shell Recursion Relations in
Conformal/Massive ABJM Theory,” to appear.
– 51 –
