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1. Introduction
The purpose of this paper is to approximate the solution of the stochastic 3D Navier–Stokes equations by a sequence of
solutions of the stochastic 3D Navier–Stokes-α model as α approaches zero.
The deterministic Navier–Stokes-α model has received much attention over the last years, and originally was intended
as a closure model of 3D turbulence averaged Reynolds model. The main reason is that this model has become very useful
in order to approximate the 3D Navier–Stokes equations (notice that when α tends to zero, this problem converges to the
usual 3D Navier–Stokes equations). Several analytic and numerical results seem to conﬁrm that the Navier–Stokes-α model
gives a good approximation in the study of many problems related to the turbulent ﬂows (see [10–13,18]).
In [19] the Cauchy problem for the deterministic 3D Navier–Stokes-α model with periodic boundary conditions was
studied, the global existence and uniqueness of weak solutions were established, the relation between the solutions of the
Navier–Stokes-α model and the solutions of Navier–Stokes equations was proved as α approaches zero.
In the stochastic case, the existence and uniqueness of strong solutions to the stochastic 3D Navier–Stokes-α with Dirich-
let boundary conditions started with the work of [7] under Lipschitz conditions on the forces. The existence results under
more general assumptions on the data were established by the authors in [16]; these results hold with the needed nota-
tional changes in the case of periodic boundary conditions. We shall make use of the existence results of [16] throughout.
Other related problems and results on stochastic 3D Navier–Stokes-α can be found in [8,9].
In this paper, we investigate the approximation of the stochastic 3D Navier–Stokes equations by a sequence of solutions
of the stochastic 3D Navier–Stokes-α model as α approaches zero. For this purpose, we study the weak compactness of
weak solutions for the stochastic 3D Navier–Stokes-α model as α approaches zero. This is not derived directly from a priori
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obtaining needed a priori estimates in which the constants are independent of α. One such estimate is the following
Eα sup
0|θ |δ1
T∫
0
∣∣uα(t + θ) − uα(t)∣∣2D(A)′ dt  Cδ
where C is a constant independent of α, (Ωα,Fα, {Fα t}0tT , Pα,Wα,uα) is a probabilistic weak solutions of the Navier–
Stokes-α model and Eα is the mathematical expectation with respect to Pα (see Deﬁnition 2 below). To do this, we adopt
the method developed for the deterministic 3D Navier–Stokes-α model in [19]. In this method an important role is played
by the operator (I + α2A)−1. Once the a priori estimates are secured, the next task is to obtain the tightness of the family
of probability measures generated by the sequence {uα}α>0 which enables us to make use of Prohorov and Skorohod’s
compactness results. The last main issue is the passage to the limit which turns out to be rather complicated in view of the
nature of the nonlinear terms involved in our model.
The question of asymptotic analysis of partial differential equations when some physical parameters converge to some
limit has always been of great interest. Notable example is the vanishing viscosity question in Navier–Stokes equations which
is still not fully solved when the problem is assigned Dirichlet boundary conditions for instance. We refer to [15,20,32,33],
and the several references in the last paper. In the stochastic case fewer investigation has been carried out; we refer to [4]
for relevant investigation.
The paper is organized as follows. In Section 2, we recall the deﬁnition of the weak solutions for the stochastic 3D
Navier–Stokes equations and formulate the corresponding existence result. In Section 3, we consider the stochastic 3D
Navier–Stokes-α model. We formulate the main properties of this model and the periodic boundary conditions version of
the main result of the authors in [16]. Section 3 is the main core of the paper. Here we obtain uniform a priori estimates
for weak solutions {uα}α>0 of the stochastic 3D Navier–Stokes-α model, we derive the results on the tightness of the
corresponding probability measures and perform the passage to the limit which establishes the convergence of uα to the
weak solutions of the stochastic 3D Navier–Stokes equations. This gives us another proof of the existence of weak solutions
to the stochastic 3D Navier–Stokes equations.
2. The stochastic 3D Navier–Stokes equations
Let T > 0 be a ﬁnal time and consider the following viscous stochastic 3D Navier–Stokes equations in the periodic box
T = [0, L]3:⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩
du + [−νu + (u.∇)u + ∇p]dt = F (t,u)dt + G(t,u)dW , in T × (0, T ),
∇.u = 0, in T × (0, T ),
u(0) = u0, in T ,
u = u(x, t) is periodic in x ∈ T ,
∫
T
u dx = 0,
(1)
where x= (x1, x2, x3), u = (u1(t, x),u2(t, x),u3(t, x)) and p = p(t, x) are unknown random ﬁelds on T × (0, T ) representing,
respectively, the velocity and the pressure, at each point of an incompressible viscous ﬂuid with constant density ﬁlling
the domain T . The constant ν represents the kinematic viscosity of the ﬂuid. The term F (t,u) and G(t,u)dW are external
forces depending eventually on u, where W is an Rm-valued standard Wiener process. Finally, u0 is a given nonrandom
initial velocity ﬁeld.
We denote by C∞per(T )3 the space of all T -periodic C∞ vector ﬁelds deﬁned on T . We set
V =
{
Φ ∈ C∞per(T )3
∣∣∣∇.Φ = 0 and ∫
T
Φ dx = 0
}
.
We denote by H and V the closure of the set V in the spaces L2(T )3 and H1(T )3 respectively. We endow H with
the L2(T )3 scalar product (·,·) and norm | · |. The space V is a Hilbert space for the scalar product ((u, v))V =
(u, v) + α2(∇u,∇v) where its associated norm, which is in fact equivalent to the usual gradient norm, will be denoted
by ‖ · ‖V . For u, v ∈ V , we denote ((u, v)) = (∇u,∇v) and ‖u‖ = |∇u|. We denote by A the stokes operator with do-
main D(A) = H2(T )3 ∩ V and P : L2(T )3 → H the Leray operator. The operator A is an isomorphism from V to V ′ and
〈Au, v〉 = ((u, v)) where 〈·,·〉 denotes the duality between V and V ′ .
We deﬁne the bilinear operator B(u, v) : V × V → V ′ as〈
B(u, v), z
〉= ∫ z(x).(u(x).∇)v(x)dx
T
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B(u, v), v
〉= 0,〈
B(u, v), z
〉= −〈B(u, z), v〉.
Alongside the problem (1), given at the beginning of the section, we shall consider the abstract stochastic evolution
equation which is formally obtained from (1) by projecting over the space of divergence free ﬁelds:{
du + νAu(t)dt + B(u(t),u(t))dt = F (t,u)dt + G(t,u)dW ,
u(0) = u0.
(2)
F and G are two nonlinear operators such that:
F : (0, T ) × H → H, measurable,
a.e. t,u → F (t,u): continuous from H to H,∣∣F (t,u)∣∣H  C(1+ |u|), (3)
G : (0, T ) × H → H⊗m, measurable,
a.e. t,u → G(t,u): continuous from H to H⊗m,∣∣G(t,u)∣∣H⊗m  C(1+ |u|). (4)
Finally, we deﬁne the concept of solution of the system (2) that we need, namely
Deﬁnition 1. By a weak solution of the problem (2), we shall mean a system (Ω,F , {Ft}0tT , P ,W ,u) where
1) (Ω,F , P ) is a probability space, Ft is a ﬁltration on (Ω,F , P ),
2) W is an m-dimensional Ft standard Wiener process,
3) u ∈ Lp(Ω,F , P ; L2(0, T ; V )) ∩ Lp(Ω,F , P ; L∞(0, T ; H)) for all 1 p < ∞,
4) the following equation holds almost surely
(
u(t),ϕ
)+ ν t∫
0
(
u(s), Aϕ
)
ds +
t∫
0
〈
B
(
u(s),u(s)
)
,ϕ
〉
D(A)′ ds
= (u0,ϕ) +
t∫
0
(
F
(
s,u(s)
)
,ϕ
)
ds +
( t∫
0
G
(
s,u(s)
)
dW (s),ϕ
)
for all ϕ ∈ D(A), t ∈ [0, T ].
For the deﬁnition of the spaces Lp(Ω,F , P ; Lq(0, T ; V )), 1  p,q ∞, we refer to [16,29]. We recall the following
existence result due to Bensoussan [3].
Theorem 1.We assume that (3), (4) hold and u0 ∈ H. Then problem (2) has a weak solution in the sense of Deﬁnition 1.
Several other authors have dealt with the existence and pathwise uniqueness of solutions of the stochastic Navier–Stokes
equations. We refer to [1,5,6,17,21–23,34]; just to cite a few.
3. The stochastic 3D Navier–Stokes-α model
We consider the family {(uα, pα)}α>0 of solutions of the stochastic 3D Navier–Stokes-α model in the periodic box T =
[0, L]3:⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
d
(
uα − α2uα
)+ [−ν(uα − α2uα)− (uα × (∇ × (uα − α2uα)))+ ∇pα]dt
= F (t,uα)dt + G(t,uα)dW in T × (0, T ),
∇.uα = 0 in T × (0, T ),
uα(0) = u0 in T ,
uα = uα(t, x) is periodic in x ∈ T ,
∫
uα dx = 0.
(5)T
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in R3. Observe that when α = 0, system (5) coincides with the stochastic 3D Navier–Stokes equations.
We denote for u, v ∈ V ,
B˜(u, v) = −P(u × (∇ × v)).
Recall that
B˜(u,u) = B(u,u).
The next lemma from [19] deals with the continuous extension of the bilinear operator B˜ and the operator A to a larger
class of functions.
Lemma 1.
i) The operator A can be extended continuously to be deﬁned on V = D(A 12 ) with values in V ′ = D(A− 12 ) such that
〈Au, v〉V ′ =
(
A
1
2 u, A
1
2 v
)= ∫
T
(∇u : ∇v)dx
for all u, v ∈ V .
ii) Similarly, the operator A2 can be extended continuously to be deﬁned on D(A) with values in D(A)′ such that〈
A2u, v
〉
D(A)′ = (Au, Av)
for all u, v ∈ D(A).
iii) The operator B˜ can be extended continuously from V × V with values in V ′ , and in particular it satisﬁes∣∣〈˜B(u, v),w〉V ′ ∣∣ c|u| 12 ‖u‖ 12 ‖v‖‖w‖,∣∣〈˜B(u, v),w〉V ′ ∣∣ c‖u‖‖v‖|w| 12 ‖w‖ 12
for all u, v ∈ V . Moreover〈˜
B(u, v),w
〉
V ′ = −
〈˜
B(w, v),u
〉
V ′
and in particular,〈˜
B(u, v),u
〉
V ′ = 0
for all u, v ∈ V .
iv) Furthermore, we have∣∣〈˜B(u, v),w〉D(A)′ ∣∣ c(|u| 12 ‖u‖ 12 |v||Aw| + ‖u‖|v|‖w‖ 12 |Aw| 12 )
for all u ∈ V , v ∈ H,w ∈ D(A).∣∣〈˜B(u, v),w〉D(A)′ ∣∣ c‖u‖|v||Aw|
for all u ∈ V , v ∈ H, w ∈ D(A), in particular∣∣B˜(u, v)∣∣D(A)′  c‖u‖|v|
for all u ∈ V , v ∈ H.
v) Also, we have∣∣〈˜B(u, v),w〉D(A)′ ∣∣ c|u|‖v‖‖w‖ 12 |Aw| 12
for every u ∈ H, v ∈ V and w ∈ D(A) and by symmetry we have∣∣(B˜(u, v),w)∣∣ c‖u‖ 12 |Au| 12 ‖v‖|w|
for every u ∈ D(A), v ∈ V and w ∈ H.
vi) In addition,∣∣〈˜B(u, v),w〉V ′ ∣∣ c(‖u‖ 12 ‖Au‖ 12 |v|‖w‖ + |Au||v||w| 12 ‖w‖ 12 )
for every u ∈ D(A), v ∈ H, w ∈ V .
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by projecting on the space of divergence free ﬁelds:⎧⎪⎨⎪⎩
d
(
uα + α2Auα
)+ [νA(uα + α2Auα)+ B˜(uα,uα + α2Auα)]dt
= F (t,uα)dt + G(t,uα)dW ,
uα(0) = u0.
(6)
We shall deﬁne the concept of solution of the system (6).
Deﬁnition 2. By a weak solution of problem (6), we shall mean a system (Ωα,Fα, {Fα t}0tT , Pα,Wα,uα) where
1) (Ωα,Fα, Pα) is a probability space, Fαt is a ﬁltration on (Ωα,Fα, Pα),
2) Wα is an m-dimensional Fαt standard Wiener process,
3) a.e. t , uα(t) is Fαt measurable,
4) uα ∈ Lp(Ωα,Fα, Pα; L2(0, T ; D(A))) ∩ Lp(Ωα,Fα, Pα; L∞(0, T ; V )) for 1 p < ∞,
5) the following equation holds almost surely
((
uα(t),ϕ
))
V + ν
t∫
0
(
uα(s) + α2Auα(s), Aϕ
)
ds +
t∫
0
〈˜
B
(
uα(s),uα(s) + α2Auα(s)
)
,ϕ
〉
D(A)′ ds
= ((u0,ϕ))V +
t∫
0
(
F
(
s,uα(s)
)
,ϕ
)
ds +
( t∫
0
G
(
s,uα(s)
)
dWα(s),ϕ
)
for all ϕ ∈ D(A), t ∈ [0, T ].
Theorem 2. We assume that (3), (4) hold and u0 ∈ V . Then for each α > 0, problem (6) has a weak solution (Ωα,Fα, {Fαt}0tT ,
Pα,Wα,uα) in the sense of Deﬁnition 2.
uα satisﬁes the following inequalities:
a) Eα sup
0tT
∥∥uα(t)∥∥pV  Cp,1,
b) Eα
( T∫
0
∣∣uα(t)∣∣2D(A) dt
)p
 Cp,2(α),
c) Eα sup
0|θ |δ1
T∫
0
∣∣uα(t + θ) − uα(t)∣∣2D(A)′ dt  C3(α)δ,
d) 2νEα
T∫
0
(∥∥uα(s)∥∥2 + α2∣∣Auα(s)∣∣2)ds C4,
e) Eα
( T∫
0
(∥∥uα(s)∥∥2 + α2∣∣Auα(s)∣∣2)ds)p  Cp,5,
where the constants Cp,1 , C4 , Cp,5 are independent of α and 1 p < ∞. The constants C3(α) and Cp,2(α) tend to ∞ when α tends
to zero. Eα denotes the expectation with respect to Pα .
The proof of this theorem was the object of the ﬁrst part [16] of this work. It was based on a careful blending of the
Galerkin approximation scheme together with deep compactness results of both analytic and probabilistic nature. We note
that the existence of strong solution for a similar model under stronger conditions (Lipschtzity of the functions F and G)
was obtained in [7].
Remark 1. We note that the constants in the right-hand sides of estimates a), d) and e) of Theorem 2 are independent of α.
This fact plays the key role in the proof of the convergence of solutions of the 3D stochastic Navier–Stokes-α model to the
solutions of the 3D stochastic Navier–Stokes system as α tends to zero. Since the existence involved ﬁxed α the explosion
of C3(α) as α approaches zero was not an obstacle in the proof of Theorem 2.
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4.1. Weak compactness of weak solutions for the stochastic 3D Navier–Stokes-α model
In the section, we prove the tightness of weak solutions of the stochastic 3D Navier–Stokes-α model as α approaches
zero. The crucial point of the proof is to show that the following estimate holds:
Eα sup
0|θ |δ1
T∫
0
∣∣uα(t + θ) − uα(t)∣∣2D(A)′ dt  Cδ,
where C is a constant independent of α. Thereby we sharply improve the estimate c) in Theorem 2. This will require skillful
technics and is the object of the following
Lemma 2. Let uα be a weak solution for the stochastic 3D Navier–Stokes-α model. We have
Eα sup
0|θ |δ1
T∫
0
∣∣uα(t + θ) − uα(t)∣∣2D(A)′ dt  Cδ,
where C is a constant independent of α. Here we extend uα by 0 outside [0, T ].
Proof. We have
d
(
I + α2A)uα + νA(uα + α2Auα)dt + B˜(uα,uα + α2Auα)dt = F (t,uα)dt + G(t,uα)dWα. (7)
We recall that I + α2A is an isomorphism from D(A) to H and∥∥(I + α2A)−1∥∥L(H,H)  1.
From (7), we have
duα + νAuα dt +
(
I + α2A)−1 B˜(uα, vα)dt = (I + α2A)−1F (t,uα)dt + (I + α2A)−1G(t,uα)dWα,
where vα = uα + α2Auα .
Owing to the fact that D(A)′ = D(A−1) we have∣∣A−1(uα(t + θ) − uα(t))∣∣

t+θ∫
t
(∣∣A−1(I + α2A)−1F (τ ,uα(τ ))∣∣+ ν∣∣uα(τ )∣∣+ ∣∣A−1(I + α2A)−1 B˜(uα(τ ), vα(τ ))∣∣)dτ
+
∣∣∣∣∣
t+θ∫
t
A−1
(
I + α2A)−1G(τ ,uα(τ ))dWα(τ )
∣∣∣∣∣. (8)
We estimate the ﬁrst two terms of the right-hand side of (8)∣∣A−1(I + α2A)−1 B˜(uα(τ ), vα(τ ))∣∣

∣∣A−1 B˜(uα(τ ), vα(τ ))∣∣ 2Cλ− 141 ∣∣vα(τ )∣∣∥∥uα(τ )∥∥
 2Cλ−
1
4
1
∥∥uα(τ )∥∥(∣∣uα(τ )∣∣+ α2∣∣Auα(τ )∣∣)
 2Cλ−
1
4
1
{∣∣uα(τ )∣∣∥∥uα(τ )∥∥+ α∥∥uα(τ )∥∥α∣∣Auα(τ )∣∣}
 2Cλ−
1
4
1
(∣∣uα(τ )∣∣2 + α2∥∥uα(τ )∥∥2) 12 (∥∥uα(τ )∥∥2 + α2∣∣Auα(τ )∣∣2) 12 ,
where we have used Lemma 1 (part iv) and Cauchy’s inequality.
On the other hand, we have∣∣A−1(I + α2A)−1F (τ ,uα(τ ))∣∣ ∣∣A−1F (τ ,uα(τ ))∣∣ C(1+ ∣∣uα(τ )∣∣).
Collecting the above inequalities, we deduce from (8) that:
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t
∣∣uα(τ )∣∣dτ)2
+ C4 sup
τ∈[0,T ]
(∣∣uα(τ )∣∣2 + α2∥∥uα(τ )∥∥2)( t+θ∫
t
(∥∥uα(τ )∥∥2 + α2∣∣Auα(τ )∣∣2) 12 dτ)2
+ 2
∣∣∣∣∣
t+θ∫
t
A−1
(
I + α2A)−1G(τ ,uα(τ ))dWα(τ )
∣∣∣∣∣
2
. (9)
For ﬁxed δ, taking the supremum over θ  δ yields
sup
0θδ
∣∣A−1(uα(t + θ) − uα(t))∣∣2  Cδ2 + T C1δ2 sup
τ∈[0,T ]
∣∣uα(τ )∣∣2
+ C4 sup
τ∈[0,T ]
(∣∣uα(τ )∣∣2 + α2∥∥uα(τ )∥∥2)( t+δ∫
t
(∥∥uα(τ )∥∥2 + α2∣∣Auα(τ )∣∣2) 12 dτ)2
+ 2 sup
0θδ
∣∣∣∣∣
t+θ∫
t
A−1
(
I + α2A)−1G(τ ,uα(τ ))dWα(τ )
∣∣∣∣∣
2
.
Integrating over t ∈ [0, T ] and taking the mathematical expectation, we deduce
Eα sup
0θδ
T∫
0
∣∣A−1(uα(t + θ) − uα(t))∣∣2 dt  CT δ2 + T 2Cδ2Eα sup
τ∈[0,T ]
∣∣uα(τ )∣∣2
+ C4Eα sup
τ∈[0,T ]
∥∥uα(τ )∥∥2V
T∫
0
( t+δ∫
t
(∥∥uα(τ )∥∥2 + α2∣∣Auα(τ )∣∣2) 12 dτ)2 dt
+ 2Eα
T∫
0
sup
0θδ
∣∣∣∣∣
t+θ∫
t
A−1
(
I + α2A)−1G(τ ,uα(τ ))dWα(τ )
∣∣∣∣∣
2
dt.
By Hölder’s inequality, we have
Eα sup
τ∈[0,T ]
∥∥uα(τ )∥∥2V
T∫
0
( t+δ∫
t
(∥∥uα(τ )∥∥2 + α2∣∣Auα(τ )∣∣2) 12 dτ)2 dt
 δT Eα sup
τ∈[0,T ]
∥∥uα(τ )∥∥2V
T∫
0
(∥∥uα(τ )∥∥2 + α2∣∣Auα(τ )∣∣2)dτ
 δT
(
Eα sup
τ∈[0,T ]
∥∥uα(τ )∥∥4V ) 12
(
Eα
( T∫
0
(∥∥uα(τ )∥∥2 + α2∣∣Auα(τ )∣∣2)dτ)2)
1
2
.
Using the estimates a) and e) of Theorem 2, we have
Eα sup
τ∈[0,T ]
∥∥uα(τ )∥∥2V
T∫
0
( t+δ∫
t
(∥∥uα(τ )∥∥2 + α2∣∣Auα(τ )∣∣2) 12 dτ)2 dt  Cδ,
where C is a constant independent of α.
Next, using the Martingale’s inequality, we have
Eα
T∫
sup
0θδ
∣∣∣∣∣
t+θ∫
A−1
(
I + α2A)−1G(s,uα(s))dWα(s)
∣∣∣∣∣
2
dt0 t
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T∫
0
( t+δ∫
t
∣∣A−1(I + α2A)−1G(s,uα(s))∣∣2 ds)dt
 C Eα
T∫
0
( t+δ∫
t
(
1+ ∣∣uα(s)∣∣2)ds)dt
 Cδ.
Collecting the two last estimates, we ﬁnally obtain
Eα sup
0|θ |δ1
T∫
0
∣∣uα(t + θ) − uα(t)∣∣2D(A)′ dt  Cδ,
where C is a constant independent of α. 
Remark 2. From estimate a) of Theorem 2, we also have
Eα sup
t∈[0,T ]
∣∣uα(t)∣∣p  Cp .
Using the Poincaré’s inequality and the estimate e) of Theorem 2, we also have
Eα
( T∫
0
∥∥uα(s)∥∥2V ds
)p
 CCp,5,
where C is a constant independent of α and 1 p < ∞.
The following compactness result plays a crucial role in the proof of the tightness of the probability measures generated
by the sequence {uα}α>0.
Lemma 3. Let νn and μn be two sequences of positives real numbers which tend to 0 as n → ∞. The injection of
Dμn,νn =
{
q ∈ L∞(0, T ; H) ∩ L2(0, T ; V ); sup
n
1
νn
sup
|θ |μn
( T∫
0
∣∣q(t + θ) − q(t)∣∣2D(A)′ dt
) 1
2
< ∞
}
in L2(0, T ; H) is compact.
The proof is similar to the analogous result in [2].
Dμn,νn is a Banach space with the norm
‖y‖Dμn ,νn = ess sup
0tT
∣∣y(t)∣∣+( T∫
0
∥∥y(t)∥∥2V dt
) 1
2
+ sup
n
1
νn
sup
|θ |μn
( T∫
0
∣∣y(t + θ) − y(t)∣∣2D(A)′ dt
) 1
2
.
Alongside ‖y‖Dμn ,νn , we also consider the space Xp,μn,νn (1 p < ∞) of random variables y such that
Eα ess sup
0tT
∣∣y(t)∣∣p < ∞; Eα( T∫
0
∥∥y(t)∥∥2V dt
) p
2
< ∞; Eα sup
n
1
νn
sup
|θ |μn
T∫
0
∣∣y(t + θ) − y(t)∣∣2D(A)′ dt < ∞.
Endowed with the norm
‖y‖Xp,νn ,μn =
(
Eα ess sup
0tT
∣∣y(t)∣∣p) 1p +(Eα( T∫
0
∥∥y(t)∥∥2V dt
) p
2
)
+ Eα sup
n
1
νn
(
sup
|θ |μn
T∫
0
∣∣y(t + θ) − y(t)∣∣2D(A)′ dt
) 1
2
,
Xp,μn,νn is a Banach space.
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Proposition 1. For any real p  1 and for any sequences μn, νn converging to zero such that the series
∑∞
n=1
√
μn
νn
converges, the
sequence (uα)α>0 is bounded in Xp,μn,νn uniformly in α for all n.
Now, we consider the set
S = C(0, T ; Rm)× L2(0, T ; H)
equipped with the Borel σ -algebra B(S).
For α > 0, let
Φα : Ωα → S : ω
(
Wα(ω, .),uα(ω, .)
)
.
For each α > 0, we introduce the probability measure Πα on (S,B(S)) by
Πα(A) = Pα
(
Φ−1α (A)
)
,
where A ∈ B(S).
We have
Theorem 3. The family of probability measures {Πα;α > 0} is tight in (S,B(S)).
Proof. For ε > 0, we should ﬁnd the compact subsets
Σε ⊂ C
(
0, T ; Rm); Yε ⊂ L2(0, T ; H)
such that
Pα
(
ω : Wα(ω, .) /∈ Σε
)
 ε
2
, for all α > 0, (10)
Pα
(
ω : uα(ω, .) /∈ Yε
)
 ε
2
, for all α > 0. (11)
The quest for Σε is made by taking into account some facts about the Wiener process such as the formula
Eα
∣∣Wα(t2) − Wα(t1)∣∣2 j = (2 j − 1)!(t2 − t1) j, j = 1,2, . . . , (12)
for all α > 0.
For a constant Lε depending on ε to be chosen later and n ∈ N, we consider the set
Σε =
{
W (.) ∈ C(0, T ; Rm): sup
t1,t2∈[0,T ], |t2−t1| 1n6
n
∣∣W (t2) − W (t1)∣∣ Lε},
Σε is relatively compact in C(0, T ; Rm) by Arzela–Ascoli’s theorem. Furthermore Σε is closed in C(0, T ; Rm). Therefore Σε
is a compact subset of C(0, T ; Rm).
Making use of Markov’s inequality:
P
(
ω: ξ(ω) β
)
 1
βk
E
[∣∣ξ(ω)∣∣k]
for a random variable ξ on any probability space (Ω, F , P ) and positives numbers α and k, we get
Pα
(
ω: Wα(ω, .) /∈ Σε
)
 Pα
[⋃
n
{
ω: sup
t1,t2∈[0,T ]: |t2−t1|< 1n6
∣∣Wα(t2) − Wα(t1)∣∣> Lε
n
}]

∞∑
n=1
n6−1∑
i=0
(
n
Lε
)4
Eα sup
iT
n6
t (i+1)T
n6
∣∣Wα(t) − Wα(iTn−6)∣∣4
 c
∞∑
n=1
(
n
Lε
)4(
Tn−6
)2
n6
= c
L4ε
∞∑
n=1
1
n2
where we have used (12) and the constant c is independent of α.
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L4ε =
1
2cε
( ∞∑
n=1
1
n2
)−1
to get (10). Here we note that the independence of α is due to the fact that the right-hand side of (12) is independent of α.
Next, we choose Yε as a ball of radius Mε in Dμn,νn centered at zero and with μn, νn independent of ε, converging to
zero and such that the series
∑∞
n=1
√
μn
νn
converges. From Lemma 3, Yε is a compact subset of L2(0, T ; H).
We have further
Pα
(
ω: uα(ω, .) /∈ Yε
)
 Pα
(
ω: ‖uα‖Dμn ,νn > Mε
)
 1
Mε
Eα‖uα‖Dμn ,νn
 1
Mε
‖uα‖X1,μn ,νn
 C
Mε
,
where C is a constant independent of α (see Proposition 1 for more details).
Choosing Mε = 2Cε−1, we get (11).
From (10) and (11), we have
Pα
(
ω: Wα(ω, .) ∈ Σε;uα(ω, .) ∈ Yε
)
 1− ε
for all α > 0 and this proves that
Πα(Σε × Yε) 1− ε
for all α > 0. This completes the proof of the tightness of {Πα;α > 0} in (S,B(S)). 
4.2. Approximation of the stochastic 3D Navier–Stokes equations
In this section, we prove that the weak solutions of the stochastic 3D Navier–Stokes equations are obtained from a
sequence of solutions of the stochastic 3D Navier–Stokes-α model as α approaches zero.
4.2.1. Application of Prohorov and Skorohod’s results
From the tightness property of {Πα;α > 0} and Prohorov’s theorem (see [24]), we have that there exist a subsequence
{Πα j } and a probability measure Π such that Πα j → Π weakly. By Skorohod’s theorem (see [31]), there exist a probability
space (Ω,F , P ) and random variables (W˜α j , u˜α j ), (W˜ , u˜) on (Ω,F , P ) with values in S such that:
the law of (W˜α j , u˜α j ) is Πα j ,
the law of (W˜ , u˜) is Π,
(W˜α j , u˜α j ) → (W˜ , u˜) in S, P -a.s. (13)
Hence {W˜α j } is a sequence of m-dimensional standard Wiener processes.
Let
F t = σ
{
W˜ (s), u˜(s): s t
}
.
Arguing as in [3], we can prove that W˜ is an m-dimensional F t-standard Wiener process and the pair (W˜α j , u˜α j ) satisﬁes
(
v˜α j (t),ϕ
)+ ν t∫
0
(
v˜α j (s), Aϕ
)
ds +
t∫
0
〈˜
B
(
u˜α j (s), v˜α j (s)
)
,ϕ
〉
D(A)′ ds
= (u0 + α2j Au0,ϕ)+
t∫
0
(
F
(
s, u˜α j (s)
)
,ϕ
)
ds +
( t∫
0
G
(
s, u˜α j (s)
)
dW˜α j (s),ϕ
)
, (14)
for all ϕ ∈ D(A), where
v˜α j (s) = u˜α j (s) + α2j Au˜α j (s).
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Theorem 4. Assume that (3)–(4) hold, and u0 ∈ V . Then as α j tends to zero, the sequences u˜α j , v˜α j (obtained above) satisfy
u˜α j → u˜ strongly in L2
(
Ω, F, P ; L2(0, T ; H)),
u˜α j → u˜ weakly in L2
(
Ω,F, P ; L∞(0, T ; H)),
u˜α j → u˜ weakly in L2
(
Ω,F, P ; L2(0, T ; V )),
v˜α j → u˜ strongly in L2
(
Ω, F, P ; L2(0, T ; V ′)),
v˜α j → u˜ weakly in L2
(
Ω,F, P ; L2(0, T ; H)),
where (Ω,F , (F t)t∈[0,T ], P , W˜ , u˜) is a weak solution for the 3D stochastic Navier–Stokes equations with the initial value u(0) = u0 .
Proof. From (14), it follows that u˜α j satisﬁes the estimates
E˜ sup
0sT
∣∣u˜α j (s)∣∣p  Cp; E˜
T∫
0
∥∥u˜α j (s)∥∥2V ds C,
E˜ sup
0sT
∥∥u˜α j (s)∥∥pV  Cp,
E˜ sup
0θδ
T∫
0
∣∣u˜α j (t + θ) − u˜α j (t)∣∣2D(A)′ dt  Cδ,
E˜
( T∫
0
(∥∥u˜α j (s)∥∥2 + α2∣∣Au˜α j (s)∣∣2)ds
)p
 C p5 ,
E˜ sup
0sT
∥∥u˜α j (s)∥∥2V + 2ν E˜
T∫
0
(∥∥u˜α j (s)∥∥2 + α2j ∣∣Au˜α j (s)∣∣2)ds C4,
where E˜ denotes the mathematical expectation with respect to the probability space (Ω,F , P ).
Thus modulo the extraction of a subsequence denoted again u˜α j , we have
u˜α j → u˜ weakly in Lp
(
Ω, F, P ; L∞(0, T ; H)),
u˜α j → u˜ weakly in L2
(
Ω, F, P ; L2(0, T ; V )),
v˜α j → v˜ weakly in L2
(
Ω, F, P ; L2(0, T ; H)),
and
E˜ sup
0sT
∣∣u˜(s)∣∣p  Cp; E˜ T∫
0
‖u˜‖2V ds C,
E˜ sup
0θδ
T∫
0
∣∣u˜(t + θ) − u˜(t)∣∣2D(A)′ dt  Cδ.
By Vitali’s theorem and (13), we have
u˜α j → u˜ in L2
(
Ω, F, P ; L2(0, T ; H)). (15)
Thus modulo the extraction of a new subsequence and for almost every (ω, t) with respect to the measure dP ⊗ dt
uα j → u˜ in H .
This convergence together with the conditions on F and Vitali’s theorem, imply
t∫
F
(
s, u˜α j (s)
)
ds →
t∫
F
(
s, u˜(s)
)
ds in L2
(
Ω, F, P ; L2(0, T ; D(A)′)).0 0
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t∫
0
G
(
s, u˜α j (s)
)
dW˜α j (s) →
t∫
0
G
(
s, u˜(s)
)
dW˜ (s) weakly star in L2
(
Ω,F, P ; L∞(0, T ; D(A)′)).
We also have
E˜
T∫
0
∣∣A− 12 (v˜α j (t) − u˜α j (t))∣∣2 dt = α2j E˜
T∫
0
α2j
∥∥u˜α j (t)∥∥2 dt.
We then deduce that
v˜α j → u˜ in L2
(
Ω,F, P ; L2(0, T ; V ′)) (16)
and v˜(t) = u˜(t) a.e. in ω × [0, T ] since E˜ ∫ T0 α2j |Au˜α j (t)|2 dt is bounded uniformly in α j .
Arguing as in [14], we are going to prove that
t∫
0
B˜
(
u˜α j (s), v˜α j (s)
)
ds →
t∫
0
B
(
u˜(s), u˜(s)
)
ds weakly in Lβ
(
Ω, F, P ; Lβ(0, T ; D(A)′))
for some 1 < β < 2.
Indeed, it suﬃces to prove that
B˜(u˜α j , v˜α j ) → B˜(u˜, u˜) = B(u˜, u˜) weakly in Lβ
(
Ω, F, P ; Lβ(0, T ; D(A)′))
for some 1 < β < 2.
We recall that
v˜α j = u˜α j + α2j Au˜α j
and
B˜(u˜α j , v˜α j ) = B˜(u˜α j , u˜α j ) + α2j B˜(u˜α j , Au˜α j )
= B(u˜α j , u˜α j ) + α2j B˜(u˜α j , Au˜α j ).
We are going to prove that for 1 < β < 2,
α2j B˜(u˜α j , Au˜α j ) → 0 strongly in Lβ
(
Ω, F, P ; Lβ(0, T ; D(A)′)) as α j → 0, (17)
and
B(u˜α j , u˜α j ) → B(u˜, u˜) weakly in L2
(
Ω, F, P ; L2(0, T ; D(A)′)) as α j → 0.
We start with (17). By part iv) of Lemma 1, we have∥∥α2j B˜(u˜α j , Au˜α j )∥∥D(A)′  Cα2j ‖u˜α j‖|Au˜α j |.
Fixing an arbitrary β,1 < β < 2, we obtain the following chain of inequalities
T∫
0
∥∥α2j B˜(u˜α j (t), Au˜α j (t))∥∥βD(A)′ dt
 Cβα2βj
T∫
0
∥∥u˜α j (t)∥∥β ∣∣Au˜α j (t)∣∣β dt
 Cβα2βj
(
sup
0tT
∥∥u˜α j (t)∥∥γ )
T∫
0
∥∥u˜α j (t)∥∥β−γ ∣∣Au˜α j (t)∣∣β dt
 Cβα2βj
(
sup
0tT
∥∥u˜α j (t)∥∥γ )
[ T∫ ∥∥u˜α j (t)∥∥q(β−γ ) dt
] 1
q
[ T∫ ∣∣Au˜α j (t)∣∣pβ dt
] 1
p
, (18)0 0
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(these numbers will be determined later on).
Continuing the chain of inequalities, we have
T∫
0
∥∥α2j B˜(u˜α j (t), Au˜α j (t))∥∥βD(A)′ dt
 Cβα2βj
(
sup
0tT
∥∥u˜α j (t)∥∥2) γ2
[ T∫
0
∥∥u˜α j (t)∥∥q(β−γ ) dt
] 1
q
[ T∫
0
∣∣Au˜α j (t)∣∣pβ dt
] 1
p
. (19)
We now set p = 2
β
, q = 22−β . Let the number γ satisfy the equation q(β − γ ) = 2, that is,
2
2− β (β − γ ) = 2 ⇐⇒ γ = 2(β − 1).
We see that the inequality 0 < γ < β holds since
γ = 2(β − 1) < β ⇐⇒ β < 2.
Replacing such p, q, and γ into (19), we obtain the following estimate:
T∫
0
∥∥α2j B˜(u˜α j (t), Au˜α j (t))∥∥βD(A)′ dt
 Cβα2−βj
(
sup
0tT
α2j
∥∥u˜α j (t)∥∥2)β−1
[ T∫
0
∥∥u˜α j (t)∥∥2 dt
] 2−β
2
[ T∫
0
α2j
∣∣Au˜α j (t)∣∣2 dt
] β
2
. (20)
Taking the mathematical expectation in (20) and using Hölder’s inequality, we have
E˜
T∫
0
∥∥α2j B˜(u˜α j , Au˜α j (t))∥∥βD(A)′ dt
 Cβα2−βj
[
E˜
(
sup
0tT
α2j
∥∥u˜α j (t)∥∥2)]β−1
(
E˜
[ T∫
0
∥∥u˜α j (t)∥∥2 dt
]) 2−β
2
[
E˜
( T∫
0
α2j
∣∣Au˜α j (t)∣∣2 dt
) β
2−β ] 2−β2
.
Using the estimates on u˜α j at the beginning of the proof, we then have
E˜
T∫
0
∥∥α2j B˜(u˜α j (t), Au˜α j (t))∥∥βD(A)′ dt  Cα2−βj , 1 < β < 2.
Therefore, the term
α2j B˜(u˜α j , Au˜α j ) → 0 as α j → 0 strongly in Lβ
(
Ω,F, P ; Lβ(0, T ; D(A)′)).
We readily have from (15)
B(u˜α j , u˜α j ) → B(u˜, u˜) weakly in L2
(
Ω, F, P ; L2(0, T ; D(A)′)).
Collecting all the convergence results, we then have from (18)
(
u˜(t),ϕ
)+ ν t∫
0
(
u˜(s), Aϕ
)
ds +
t∫
0
〈
B
(
u˜(s), u˜(s)
)
,ϕ
〉
D(A)′ ds
= (u0,ϕ) +
t∫
0
(
F
(
s, u˜(s)
)
,ϕ
)
ds +
( t∫
0
G
(
s, u˜(s)
)
dW˜ (s),ϕ
)
for all ϕ ∈ D(A). This concludes the proof of Theorem 4. 
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