Compressing social networks can substantially facilitate mining and advanced analysis of large social networks. Preferably, social networks should be compressed in a way that they still can be queried efficiently without decompression. Arguably, neighbor queries, which search for all neighbors of a query vertex, are the most essential operations on social networks. Can we compress social networks effectively in a neighbor query friendly manner, that is, neighbor queries still can be answered in sublinear time using the compression? In this paper, we develop an effective social network compression approach achieved by a novel Eulerian data structure using multi-position linearizations of directed graphs. Our method comes with a nontrivial theoretical bound on the compression rate. To the best of our knowledge, our approach is the first that can answer both out-neighbor and in-neighbor queries in sublinear time. An extensive empirical study on more than a dozen benchmark real data sets verifies our design.
INTRODUCTION
linearization is used, our method comes with a nontrivial theoretical upper bound on the number of bits used per edge in the compression. To the best of our knowledge, our approach is the first that can answer both out-neighbor and in-neighbor queries in sublinear time. Moreover, we explore effective extensions using MP k linearization. An extensive empirical study on more than a dozen benchmark real data sets verifies our design.
The rest of the paper is organized as follows. In Section 2, we review the related work. In Section 3, we define the basic notions, formulate neighbor queries, and review the concepts of Eulerian paths and multi-position linearization. We present our novel Eulerian data structure in Section 4, and explore the extensions to using MP k linearization in Section 5. We report an empirical study in Section 6, and conclude the paper in Section 7.
RELATED WORK
Due to the fast growth of WWW, compressing Web graphs has received substantial research interest. A Web graph typically contains a huge number of Web pages as vertices, and an even larger number of hyperlinks as directed edges.
Adler and Mitzenmacher [1] gave a Web graph compression method by finding nodes with similar sets of neighbors. Randall et al. [13] were the first to use the lexicographic ordering of URLs of Web pages for compressing the graph. Their method takes advantage of the fact that many hyperlinks are intra-host, and many pages on the same host have similar hyperlinks. Boldi and Vigna [4, 5] further exploited the properties of Web pages in lexicographic ordering to achieve better compression. Specifically, their method takes advantage of the lexicographic locality in Web graphs. That is, proximal pages in URL lexicographic order often have similar neighborhoods. For better compression, Boldi et al. [3] further developed new orderings combining host information and Gray/lexicographic orderings.
Orthogonal to the exploitation of lexicographic ordering, Raghavan and Garcia-Molina [12] decomposed a Web graph into a hierarchical structure. They used the notion of S-node to capture the locality property of Web graphs. Suel and Yuan [15] also used the structural decomposition technique in some sense by distinguishing between local and global links. Recently, Apostolico and Drovandi [2] introduced a BFS-based method. Their approach also encodes the gaps between links, but uses a more general setting.
Buehrer and Chellapilla [7] used a data mining approach to tackle the problem of compressing Web graphs. Using frequent item-set mining techniques they mined the complete bipartite subgraphs and replaced the edges of those subgraphs by a virtual node connecting to all vertices in both partitions in the complete subgraph. Their method, with the combination of gap coding technique in the lexicographic order, achieves the performance of under two bits per edge.
All the methods mentioned above use the bits/edge rate as the primary evaluation measure. Some of them also report the query processing performance. Specifically, Raghavan and Garcia-Molina [12] provided a direct comparison with the method by Randall et al. [13] on a collection of six different complex queries. Boldi and Vigna [4, 5] introduced the lazy iteration for (randomly and sequentially) accessing the links in a compressed web graph. The access time for their approach is in the order of several hundred nano seconds per link.
Most of the existing Web graph compression methods ex- ploit the locality of links in the lexicographic order of web pages. Can social networks, which do not have a natural lexicographic order for the vertices, be compressible to the same degree? Recently, Chierichetti et al. [8] extended the Web graph compression framework [4, 5] by Boldi and Vigna (the BV schema) to compress social networks. The central idea is to introduce an ordering based on Jaccard coefficient [6] . By integrating this ordering into the BV schema, they introduced a compression schema for social networks. They further exploited the reciprocal edges. However, one drawback is that their method cannot answer neighbor queries in sublinear time.
Our study is also related to the family of graph layout (or graph ordering) problems, where the goal is to find an ordering of the nodes minimizing a given objective function. Díaz et al. [10] presented a nice survey. In particular, Papadimitriou [11] proved the NP-hardness of the minimum bandwidth problem, where the objective is to minimize the maximum stretch of the edges.
PRELIMINARIES
In this section, we review the essential notions used in the paper, define the neighbor queries of interest in this paper, discuss the background on Eulerian path, and introduce the notion of multi-position linearization for a graph.
Notions
In this paper, we model a social network as a directed graph G = (V, E) where V is a set of vertices and E ⊆ V ×V is a set of edges. We also refer to V by V (G) and to E by E(G). For an edge e = (u, v), we refer to u as the source of e and v as the destination of e. (u, v) = (v, u).
A simple directed graph is a directed graph such that there does not exist a self-loop, i.e., no edge (u, u) for any vertex u, and there is at most one edge from a source u to a destination v. In this paper, we consider simple directed graphs only. However, it is straightforward to generalize our results and algorithms to deal with directed graphs that contain selfloops and multiple edges between two vertices.
In an undirected graph, edges do not carry direction information, i.e., {u, v} = {v, u}. For a directed graph G, we can obtain the underlying undirected graphḠ of G such that {u, v} ∈ E(Ḡ) if and only if (u, v) ∈ E(G) or (v, u) ∈ E(G). Figure 1 shows an example.
For an undirected graph G, we can obtain the directed version G ⇄ of G by placing two directed edges (u, v) and (v, u) in G ⇄ for each undirected edge {u, v} in G. Hereafter, we call a simple directed graph simply a graph if there is no ambiguity. Occasionally, we use the notion of undirected graphs which will be mentioned explicitly.
For a graph G, the transpose of G, denoted by
In a graph G, an edge (u, v) ∈ E is called reciprocal if (v, u) ∈ E as well. In such a case, u and v are immediately connected in both directions. Let F re(G) be the fraction of reciprocal edges in E(G), i.e.,
Therefore, G = G T if and only if F re(G) = 1. In an undirected graphḠ, a vertex u is a neighbor of a vertex v if {u, v} ∈ E(Ḡ). Let Nv be the set of neighbors of v and Ev = {{u1, u2} ∈ E(Ḡ)|u1, u2 ∈ Nv} be the set of edges between the vertices in Nv. For a directed graph G we use its underlying undirected graphḠ to define Acc(G), the average clustering coefficient [16] , as
Moreover, we define Gcc(G), the global clustering coefficient [14] , as
Neighbor Queries in Directed Graphs
In a directed graph G, there are two types of neighbors.
An out-neighbor query on u is to find the set of out-neighbors of u. Similarly, an in-neighbor query on u is to search for all in-neighbors of u.
Example 1 (Neighbor queries). In Figure 1(a) , an out-neighbor query on v5 in G returns {v2, v3, v6}. An inneighbor query on v5 returns {v3, v4, v6}. Please note that v3 and v6 are both out-neighbors and in-neighbors of v5, since there are reciprocal edges between v3 and v5 as well as between v5 and v6.
All the existing methods for compressing Web graphs or social networks encode only outgoing edges. Consequently, most of those methods can only answer out-neighbor queries directly. In order to answer in-neighbor queries, they have to store a compressed version of the transpose of the graph. As mentioned in Section 2, some methods like [8] cannot answer neighbor queries in sublinear time.
Eulerian Paths
A path P of length k in a graph G is a sequence of edges (u1, u2), (u2, u3), . . . , (u k , u k+1 ), where (ui, ui+1) ∈ E(G) (1 ≤ i ≤ k). For the sake of simplicity, we often write path P as (u1, u2, . . . , u k+1 ). P is a simple path if u1, . . . , u k+1 are unique among one another.
Definition 1 (Eulerian path). An Eulerian path
for an undirected graph is a path in the graph which visits each edge of the graph exactly once.
Example 2 (Eulerian path). In Figure 1(b) , path S1 is an Eulerian path forḠ, S2 is not because it does not visit edge {v5, v3}, S3 is not an Eulerian path, either, because it is not a path -{v4, v6} is not an edge in graphḠ.
It is well known that a connected undirected graph G has an Eulerian path if and only if it has at most two vertices with odd degrees.
A simple algorithm to construct the Eulerian path which dates back to 1883, known as Fleury's algorithm, is as follows: we start with a vertex of an odd degree. If there is no such a vertex, we start with any vertex. At each step we move across an edge whose deletion does not disconnect the graph, unless there is no other choice. We repeat this process until no edge is left.
Multi-Position Linearization
In this subsection we introduce the notion of multiposition linearization of degree k (MP k linearization for short) for a given graph G.
Let S = (vi 1 , vi 2 , . . . , vi m ) be a sequence of vertices of graph G (with possible replication). We say S covers G if all the vertices of G appear at least once in S. The length of S is m. Here, S does not need to be a path.
We need the following notion of S-distance.
Definition 2 (S-distance). Given a sequence S that covers a graph G, the S-distance between u and v, denoted by S-dist(u, v), is the minimum norm-1 distance among all pairs of appearances of u and v.
Example 3 (S-distance). In Figure 1 , the S1-distance between v3 and v5 is S1-dist(v3, v5) = 1. S1-dist(v2, v4) = 3 and S2-dist(v5, v3) = 2. Now we are ready to formally define the notion of MP k linearization.
Definition 3 (MP k
). An MP k linearization of a graph G is a sequence S of vertices of the graph with possible replication, such that S covers G and for all (u, v) ∈ E(G), S-dist(u, v) ≤ k. The length of an MP k linearization is equal to length of S.
If S is an MP k linearization of a graph G, S is also an MP k linearization of the underlying undirected graphḠ, and vice versa.
Example 4 (MP k ). In Figure 1 , the sequences S1 and S3 are two different MP1 linearizations of both G andḠ. But the length of S1 is less than that of S3. S2 is an MP2 linearization but not an MP1 linearization of G, because for
The notion of S-distance can be regarded as an embedding of the metric space defined by G to a simpler and computationally more efficient metric space.
EULERIAN DATA STRUCTURE
As mentioned in Section 3.2, in order to answer both outneighbor queries and in-neighbor queries efficiently, most of the existing methods have to store both a graph G and its transpose G T . Is there any schema for encoding directed graphs which can support fast out-neighbor and in-neighbor queries and still retain a good compression rate? In other words, how can we encode the graph G and its transpose G T at the same time using space less than keeping two independent copies of the edges?
In this section, we introduce the Eulerian data structure that affirmatively answers this question. Our method compresses a directed graph into an Eulerian data structure. Before that, we need to establish the connection between MP1 linearization and Eulerian path of a graph.
MP1 linearization and Eulerian path
The following proposition is immediate:
Proposition 1 (Lower bound of MP1 linearization). Given a directed graph G, the lower bound for the length of the MP1 linearization of G is
Moreover the bound is tight if and only ifḠ has an Eulerian path, i.e. it has at most two vertices of odd degrees.
Example 5 (Lower bound of MP1 linearization). The lower bound for the length of MP1 linearization of G in Figure 1 is 9, since |E(Ḡ)| = 8. We can write |E(Ḡ)| in terms of |E(G)| using F re(G). Since F re(G) = 6/11,
Unlike the Eulerian path construction problem which is an existence problem, finding the optimal MP1 linearization is an optimization problem. No matter what structure a graph has, always there exists an optimal (i.e., shortest) MP1 linearization for the graph. The following lemma gives the length of an optimal MP1 linearization of an arbitrary directed graph. Lemma 1. The minimum length of MP1 linearization of an arbitrary directed graph G is |E(Ḡ)| + max{n odd /2, 1}, where n odd is the number of vertices with odd degrees inḠ.
Proof. In any undirected graphḠ, the sum of degrees of all vertices is even. Thus, the number of vertices with odd degrees is also even.
We first prove by induction that for any graph G we can obtain an MP1 linearization of length |E(Ḡ)| + max{n odd /2, 1}.
Basis: For n odd = 0 and n odd = 2, the claim follows from proposition 1.
Induction: Since n odd must be even, we assume that the lemma holds for n odd = 2k (k ≥ 1), and consider the case when n odd = 2(k + 1). There are two subcases.
In the first subcase, there are two vertices u and v with odd degrees such that they are not connected inḠ. We add an edge {u, v} toḠ and call the new graphḠ * . SinceḠ * has only 2k vertices with odd degrees, applying the induction assumption, we can obtain an MP1 linearization ofḠ * with length |E(Ḡ * )| + k = |E(Ḡ)| + k + 1. Since E(Ḡ) ⊂ E(Ḡ * ) the MP1 linearization ofḠ * is indeed an MP1 linearization forḠ.
In the second subcase, all vertices with odd degrees are connected. We arbitrarily take two vertices u and v with odd degrees and remove the edge {u, v} fromḠ. Let us call the resulting graphḠ * . Again,Ḡ * has 2k vertices with odd degrees. Therefore, there is an MP1 linearization with length |E(Ḡ * )| + k = |E(Ḡ)| − 1 + k forḠ * . Since the MP1 linearization forḠ * does not cover {u, v}, we have to add u and v to the end of the linearization. Therefore we just build an MP1 linearization forḠ of length |E(Ḡ)| + k + 1, as desired. Now we prove that |E(Ḡ)|+max{n odd /2, 1} is also a lower bound for the MP1 linearizations for G. For n odd = 0 and n odd = 2, simply applying Proposition 1 gives the bound. Now, let us consider the case where n odd ≥ 4. Let v(i) be the vertex that appears in the position i of an MP1 linearization L. For a vertex u with an odd degree inḠ which appears in neither the first nor the last position of L, we denote by Pu = {i|v(i) = u} the set of all appearances of u in L. There are in total at least n odd − 2 such vertices.
For any interior position i in L, there are two edge slots in L: (i − 1, i) and (i, i + 1). Consider all the edge slots associated with the positions in Pu. At least one of these slots must be a "waste", that is, there is no edge appearing in the slot or the edge in the slot also appears in some other slot. Otherwise, the degree of u is 2|Pu|, which is an even number.
In the best scenario, two vertices with odd degrees can share a wasted edge slot. Therefore, we have at least (n odd − 2)/2 wasted edge slots. In addition, we need |E(Ḡ)| edge slots to cover the edges ofḠ. Therefore, in total L has to have at least |E(Ḡ)| + n odd /2 − 1 edge slots. Hence, the length of L cannot be smaller than |E(Ḡ)|+max{n odd /2, 1}.
Please note that the induction in the proof of Lemma 1 also gives an algorithm to find an optimal MP1 linearization of a graph G. Since the complexity of finding an Eulerian path is O(|E(G)|) [9] , finding an optimal MP1 linearization of a graph G is also of the same complexity.
Example 6. In Figure 2 ,Ḡ2 has 6 vertices of odd degrees, namely v1, v2, v4, v5, v7 and v8. Therefore, the lower bound on the length of MP1 linearization is 15 + 6/2 = 18. Indeed the MP1 linearization of Figure 2 is optimal.
The Eulerian Data structure
Based on the relation between Eulerian path and MP1 linearization, we present a novel data structure for encoding graphs. To keep our discussion simple, similar to [4, 5, 8] , we assume (1) we are allowed to renumber the vertices; (2) for each vertex there is an identifier which can be used for referring to the vertex. However, our data structure does not maintain an index of the identifiers; and (3) the edges are not labeled. Please note that we can straightforwardly extend the data structure to remove the above assumptions.
Definition 4 (Eulerian data structure). The Eulerian data structure for a graph G stores an optimal MP1 linearization L of G using an array of the same length as L. Let v(i) be the vertex in G that appears at the position i of L. For cell i of the Eulerian data structure, we keep the following two pieces of information Local information: two bits specifying if edges (v(i − 1), v(i)) and (v(i), v(i − 1)) belong to E(G), respectively.
Pointer: a pointer to the next appearance of v(i). If this is the last appearance of v(i), then the pointer points to the first appearance of the vertex.
Example 7 (Eulerian data structure). In Figure 2(c) , the Eulerian data structure of G in Figure 2 (a) using an optimal MP1 linearization is illustrated. Here we show the pointers by arcs. Since the length of the linearization is 18, we need ⌈log 2 18⌉ = 5 bits to encode each pointer. Therefore, for each position we need 5 + 2 bits. In total we need 18 × (5 + 2) = 126 bits, which make a compression rate of 128/19 ≈ 6.63 bits per edge.
We have the following important result on the compression efficiency of the Eulerian data structure. Theorem 1. An Eulerian data structure to encode a graph G uses up to
bits per edge on average, whered is the average degree of G. Moreover, using this data structure, it is possible to answer the in-neighbor and out-neighbor queries for any vertex
is the degree of vertex u inḠ and Nv is the set of out-neighbors/inneighbors (resp.) of v in out-neighbor/in-neighbor queries.
Proof. Let L be an optimal MP1 linearization ofḠ (therefore for G as well). Since there are at most |V | vertices of odd degrees inḠ, the upper bound for the length of L is |E(Ḡ)| + |V (Ḡ)|/2. Using 2 bits to store the local information and ⌈log 2 (|E(Ḡ)| + |V (Ḡ)|/2)⌉ bits for the pointer for each cell, in total the Eulerian data structure uses at most
bits. To get the bits/edge rate we divide this by the number of edges of G, and have
Notice that we can write the ratio of |E(Ḡ)|/|E(G)| in terms of F re(G) and also
which is precisely the inverse of the average degree ofḠ. Therefore, the bits/edge rate is at most:
to further simplify the inside of the logarithm, and obtain
The upper bound is proved.
Since each vertex u of G appears in at least one position in the Eulerian data structure, we use the first position of u in L as the identifier for the vertex. Therefore, for an outneighbor/in-neighbor query on vertex u, we have to return the positions of the first appearances of all out-neighbors/inneighbors of u. Fetching the local information (only two bits) for each position takes constant time. Reading the pointer takes O(log |V (G)|) time (the number of bits for each pointer). Since the length of the linked list of positions for a vertex u is ⌈log(deg(u))⌉ in the MP1 linearization of G, traversing over the linked list takes O(deg(u) log 2 |V (G)|) time. By traversing the linked list of u we can retrieve the positions of all neighbors of u. However, for a neighbor v of u, the retrieved position may not be the first appearance of v. Therefore, for each retrieved neighbor v, we have to traverse the linked list for v to get the first appearance. So, answering an out-neighbor/in-neighbor query takes O(log(|V (G)|) P u∈Nv deg(u)) time in total. As a baseline for representing a graph G with sublinear in-neighbor and out-neighbor queries, we can use 2⌈log 2 |V (G)|⌉ bits to encode an edge. For social networks in practice, it is reasonable to assume that the average degree increases logarithmatically with respect to the number of nodes in the graph. Therefore, asymptotically (i.e., assuming the number of nodes approaches infinity) the Eulerian data structure uses half of the number of bits that the baseline schema uses due to the following equation.
Number of vertices Average degree 10 Table 1 : Comparison of compression using the Eulerian data structure against the baseline schema. Table 1 compares our method and the baseline schema for a number of combinations ofd and |V (G)|. Clearly, the larger and the sparser the graph, the less bits the Eulerian data structure uses. Real life social networks are often large and sparse. Thus, the Eulerian data structure is capable of compressing social networks.
To the best of our knowledge, the Eulerian data structure is the first schema that allows answering both out-neighbor and in-neighbor queries in sublinear time, and provides a nontrivial theoretical upper bound on the number of bits per edge. The upper bound given by Theorem 1 is for arbitrary graphs, including totally random graphs. We know that for some subclasses of graphs the information theoretic lower bound is ⌈log N ⌉ bits per edge. Therefore, from a theoretical point of view our upper bound is not very far away from this information theoretic lower bound, at least asymptotically close.
The real world networks in many cases exhibit some kind of locality property which can be used to further improve our method. We will detail our methods in the next section.
COMPRESSION USING MPK LIN-EARIZATION
A natural extension for the Eulerian data structure is to use MP k linearization instead of MP1 linearization. This raises several new challenges. First of all, unlike MP1 linearization, finding an optimal MP k linearization for k ≥ 2 is NP-hard in general, since it can be regarded as a generalization of the minimum bandwidth problem [11] . How can we get a "good" MP k linearization without much cost? Second, given an MP k linearization, we need to store 2k bits as the local information for each position i to record whether (i, j) and (j, i) are edges in the graph for |i − j| ≤ k. The amount of local information is considerable. Hence, storing the local information efficiently is important. To address the above issues, we extend our method to tackle two subproblems: MP k linearizing a graph and encoding the local information for each position of the MP k linearization.
In this section, we first motivate the extension. Then, we discuss the tradeoff. Finally, we present the heuristics and algorithms.
Motivation of Using MP k
The most commonly used measure for locality in social networks is average clustering coefficient. In social networks, the number of vertices with a small degree is much more than the number vertices with a large degree. Consequently, average clustering coefficient usually has a bias toward the vertices with small degrees. Therefore, we consider the measure Gcc, Global clustering coefficient, as well.
Roughly speaking, Gcc measures the probability that there is an edge between two vertices when they have a common neighbor. Consider a social network with a large Gcc value. Suppose vertices u, v, w and t are four consecutive vertices in an MP k linearization, and there are edges between u and v, v and w, as well as w and t. There is a good chance that u and w are connected, since both have v as a neighbor. Moreover, if u and w are connected, using the same argument again, there is a good chance that u and t are also connected. Depending on how strong the locality of the network is, it does make sense to keep more bits for u specifying weather {u, w}, {w, u}, {u, t} and {t, u} belong to E(Ḡ) or not.
Tradeoffs
There is a tradeoff between the length of linearization against the amount of local information. The tradeoff highly depends on the structure of the graph. Intuitively, for a large sparse graph where each vertex has the same out degree, and the destinations of the out-edges are picked randomly, increasing k would not influence the length of the linearization significantly. However, for a large random dense graph G where the existence of an edge from every node to another is independently determined by a probability of 50%, increasing k up to |V (G)|, the number of vertices, is actually beneficial. Figure 2 (a) using an MP1 linearization and an MP2 linearization, respectively. Using the MP1 linearization, we need to use 2 bits to store the local information for each position. Since the MP1 linearization has 18 positions, we need to use 5 bits for each pointer. In total we need 18 × (5 + 2) = 126 bits, approximately 6.63 bits per edge on average.
Example 8. Figures 2(c) and (d) encode graph G2 in
Using the MP2 linearization, we need to use 4 bits to store the local information for each position. Since it has 10 positions, we need to use 4 bits for each pointer. In total it uses 10 × (4 + 4) = 80 bits, approximately 4.21 bits per edge. The saving of using the MP2 linearization is substantial.
Can we save more by moving from MP2 to MP3 linearization? The length of an MP k linearization for any k cannot be less that the number of vertices in the graph. G2 has 9 edges. Therefore, in the best case of using an MP3 linearization, we have 9 positions. For each position we have to use 6 bits to store the local information and 4 bits for the pointer. Thus, using an MP3 linearization needs to use at least 9 × (6 + 4) = 90 bits. Using MP3 linearization cannot save, comparing to using the MP2 linearization.
Heuristics and algorithms
To ensure that we can handle large social networks, we use a straightforward greedy heuristic for linearizing a graph. The algorithm is shown in Algorithm 1. We start with a random vertex. At each step we append to the list the vertex that has the largest number of edges with the last k nodes in the list. We remove these edges from the graph and iterate until no edge is left. If none of the last k vertices in the list have a neighbor, then we pick a random node with non-zero degree and continue from there.
Using 2k bits we can encode the local information for each position. A practical problem of the greedy linearization heuristic is that, as we are removing the edges of the graph, the graph becomes sparser and sparser. Thus, having a fixed k all the time is not a good idea since the rear part of the linearization may have very few new edges to encode. To be adaptive, we use a relaxed version of the linearization notion. We start with a relatively large value of k (say 20) and watch Name 
1: initialize L to an empty list 2: while |E(G)| ≥ 1 do 3: let u be a random node with nonzero degree 4: append u to L 5: /* let X be the set of the last K vertices in L */ 6:
while X has at least one neighbor in V (G) − X do 7:
let v be the node which has the most number of edges to and from X 8:
remove all edges between v and vertices in X 9:
if Length(L)%1000==0 then 12:
if edgecount/2 * K * 1000 < DT then 13:
end if 15:
end while 18: end while the average local density for the recent positions in the list (the last 1000 positions as shown in Algorithm 1). Once it drops below a certain density threshold DT , we reduce k by multiplying it to a predefined reducing factor RF .
We choose to use a simple heuristic for linearization and encode the local information. Our purpose is to examine the feasibility of the framework of using MP k linearization for compressing social networks. Our method leaves space for further improvement which is the subject for future work.
EXPERIMENTS
To the best of our knowledge, there is no any existing social network compression method which can answer outneighbor and in-neighbor queries in sublinear time. However, the existing methods which can answer out-neighbor queries can be made comparable to ours in functionality by encoding a given graph G and also its transpose G T .
Experimental Setup
We used the data sets from the SNAP project (Stanford Network Analysis Package, http://snap.stanford. edu/data/). The data sets in the SNAP project are organized in different categories. From each category we chose the data sets with the smallest and the largest Gcc values, respectively, in order to test the effect of our method with respect to social networks of different degrees of locality. Those data sets are from very different domains, such as social networks, web graphs, peer-to-peer networks, collaborative networks, citation networks, and co-purchasing networks. Table 2 provides the statistics of these networks and short descriptions.
We implemented our algorithms using C++, on top of the SNAP library which is publicly available at http://snap. stanford.edu/. We used a heterogeneous linux based cluster to run most of the experiments. To report the running time, we selected a subsets of our experiments and ran them on a core(TM)2 Duo 2.66GHz linux system with 2GB of main memory.
Our method has three parameters: Reducing Factor (RF), (Starting) neighborhood size (K) and Density Threshold (DT). The last two parameters are more important than the first one, since they have direct control on the linearization generated. Therefore, we conducted an extensive experimental study on different values of these two parameters for each network in our collection. Particularly we are interested in the tradeoff between the length of the linearization and the neighborhood size.
We measured the compression performance using the bits/edge rate, as the previous studies did. In addition, we also report some other performance statistics such as query processing time.
Another interesting tradeoff in our method is between the out-neighbor query processing time and in-neighbor query processing time. An implementation decision is how to store the local information for each position. There are two options. In the first option, for each position in the Eulerian data structure, we can use the first k bits to record the outedges to the previous k vertices in the linearization list, and use the next k bits to record the out-edges to the next k vertices in the list. In the second option, we can use the 2k bits to record both the out-edges and in-edges between the current position and the next k positions.
The first option biases on the out-neighbor queries. To an-(K, reducing factor) (10, 1) (10, 0.9) (15, 0.9) (20, 0.9) (30, 0. swer an in-neighbor query about a vertex u, we have to scan the k positions preceding and following every occurrence of u in the linearization list. We implemented the second option in our experiments which does not bias on any specific types of neighbor queries. Table 3 summarizes the results about compression rate. While the performance of our method varies on different data sets, the interesting observation here is the strong negative correlation between the bits/edge rate and the value of locality measures. The average degree of the network seems important, too. In particular, F re and Gcc are larger in Amazon0302 than in Amazon0312, but the performance of our method is better on Amazon0312. We believe that this is due to the higher average degree in Amazon0312 than Amazon0302.
Compression Rates
It is interesting to look at the difference between data sets email-Enron and email-EuAll from the same category. Data set email-Enron has one of the best bits/edge rates and email-EuAll has one of the worst. We think this may be a footprint of the difference in communication patterns in industry and in academia.
The results clearly shows that our method takes advantage of the locality properties of the social networks. Our best result for the LiveJournal data set is 13.91 bits/edge, while the best result of BV scheme for the same data set is 14.308 (reported in [8] ). Please note that BV scheme supports only the out-neighborhood queries. To answer both out-neighbor and in-neighbor queries, BV schema needs 2 × 14.308 bits per edge, assuming that encoding the transpose of the graph has approximately the same rate. Moreover, our method is flexible for incremental updates. We only need to encode the incremental subgraph. BV schema does not allow sublinear updates.
Query Processing Time
We report the query processing time for two types of queries. An adjacency query checks whether a query edge (u, v) ∈ E. A neighbor query searches for all out-neighbors and in-neighbors of a query vertex u.
We used K = 20, RF = 0.25 and DT = 0.9 as the default values for the parameters. time for the adjacency queries performed on the compressed graphs (comp.) and on the original graphs (SNAP) using the SNAP implementation of the graph data structure. We ran 1 million adjacency queries and 1 million neighborhood queries, and normalized the time by the number of edges that those queries returned. The time is in nano second. Our method spends up to 3 times more time to answer an adjacency query than that on the original graph. In most cases, extra cost in our method is very minor. For neighbor queries, the query answering time depends on the efficiency of the linearization. One vertex and one edge may appear multiple times in a linearization. The more replicates, the longer the query answering time.
Tradeoff between Local Information and Pointers
We divide the bits/edge rate in our method into two parts the bits/edge rate encoding local information, and that encoding the points. The total bits/edge rate is simply the sum of the two. "ca-Hep.local" "ca-Hep.total" "soc-S.local" "soc-S.total" "p2p.local" "p2p.total" We studied the tradeoff between the local bits/edge rate and that of the points when we varied the parameters of our method. Limited by space, we only report here the tradeoff for two parameters: the density threshold (DT ) and the starting window size (K). We chose three data sets: caHepPh which has the best compression rate, p2p-Gnutella24 which has the worse compression rate, and soc-Slashdot0902 which has about the average compression rate.
In the first experiment, we varied DT = 0.15 to 0.45 with step 0.05, and fixed the other two parameters K = 20 and RF = 0.9. Figure 3 shows the local information bits/edge rate and the total bits/edge rate. Clearly, the compression rate is insensitive to parameter DT . Therefore, setting the parameter is not a big problem.
In the second experiment, we fixed DT = 0.25 and RF = 0.9, and varied K from 1 to 30. Figure 4 shows the results. Increasing k leads to better compression rates on the caHepPh and Soc-Slashdot0902 data sets. However, when k is 5 or larger, increasing k does not gain big advantage. Therefore, setting k to a value between 5 and 10 is a good experience choice.
CONCLUSIONS
In this paper, we tackled the problem of compressing social networks in a neighbor query friendly way. We developed an effective social network compression approach achieved by a novel Eulerian data structure using multiposition linearizations of directed graphs. Importantly, our method comes with a nontrivial theoretical bound on the compression rate. To the best of our knowledge, our approach is the first that can answer both out-neighbor and in-neighbor queries in sublinear time. An extensive empirical study on more than a dozen benchmark real data sets justifies the effectiveness of our method.
The encouraging results in this study suggest several interesting future directions. First, it is interesting to explore approximation methods for MP k linearization for k > 1. Second, it is interesting to explore effective methods to determine a good value of k for MP k linearization compression of social networks. Last, our heuristic algorithm is simple. It leaves space for further improvement in both the compression rate and the compression runtime.
