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Abstract
Schrödinger operators with nonlocal point interactions are considered as new solvable models with point
interactions. Examples in one and three dimensions are discussed. Corresponding direct and inverse scat-
tering problems in one dimension are also discussed.
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1. Introduction
It is well known [2,3,9,20] that the Schrödinger operator −α,0 with a one-point interaction
in the point x = 0 is self-adjoint on the space L2(R3) and is defined by the expression − on
complex-valued functions ψ that have a singularity at zero of the type |x|−1,
ψ(x) = ψs
4π |x| + ψr + o(1), |x| → 0, (1)
with ψs, ψr being complex constants.
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ψs = αψr, (2)
where the real parameter α, which has the physical meaning of the inverse of the scattering
length, fixes the intensity of the point interaction.
Considering the Schrödinger operator L = −+ v with a potential v that has a small interac-
tion radius, R = ∫ |xv(x)|dx/ ∫ |v(x)|dx  1, one might expect that the point interaction oper-
ator −α,0 models well the operator L. This means that the operator L must be considered on
functions ψ satisfying condition (1). For potentials with a small interaction radius, one can take
the approximation v(x)ψ(x) = v(x)( ψs4π |x| +ψr) in the Schrödinger equation −ψ +vψ = Eψ
in the case where the energy E is small. Thus it is necessary to consider Schrödinger operators
of the form
Lf ψ = −ψ(x) + f1(x)ψs + f2(x)ψr, x = 0, (3)
with
ψs = 4π lim|x|→0 |x|ψ(x), ψr = lim|x|→0
(
ψ(x) − ψs
4π |x|
)
, (4)
and a given pair of complex-valued functions, (f1, f2) ≡ f .
The Schrödinger operator Lψ = −ψ(x) + ∫ K(x, s)ψ(s) ds, with a nonlocal interaction
given by K, can formally be reduced to an operator of the form (3) if the kernel K can be
written as K(x, s) = f (x)δ(s)+ δ(x)f (s), where δ is Dirac’s δ-function, so that the Schrödinger
operator has the form
Lf = − + f (·, δ) + δ(·, f ). (5)
In the case where an operator of type (5) is considered acting on functions ψ of the form (1)
and taking (ψ, δ) = ψr on such functions, the condition Lψ ∈ L2(R3) leads to the nonlocal
boundary-value condition
ψs + (ψ,f ) = 0. (6)
The operator Lf defined in such a way for f ∈ L2(R3) will be self-adjoint on the space
L2(R3). A more general result is proved in this paper on self-adjointness of an operator of the
form (3) on L2(R3), if its domain is given in terms of nonlocal boundary-value conditions that
generalize (2),
ψs + (ψ,f2) = α
[
ψr − (ψ,f1)
]
, (7)
with a real parameter α and linearly dependent functions f1, f2 ∈ L2(R3). Such an operator will
be called a Schrödinger operator with a nonlocal point interaction. The model (3), (7) belongs
to the class of exactly solvable models [2,3]. It is sufficiently rich, since it includes not only the
number parameter α but also the function parameters f1, f2. This extends the scope of applica-
tions for models with point interactions.
2. A one-dimensional Schrödinger operator with nonlocal point interactions
We first introduce necessary notations and recall needed facts.
For a function ψ that has a discontinuity in a point x = x0, we denote, respectively, by
ψr(x0) = 1 [ψ(x0 + 0) + ψ(x0 − 0)] and ψs(x0) = ψ(x0 + 0) − ψ(x0 − 0) the mean value2
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ψr and ψs , respectively.
For functions u,v in the Sobolev space W 22 (R
1 \ {0}), we have the following Green’s formula:
(−u′′, v)L2 − (u,−v′′)L2 = (Γ1u,Γ0v)E2 − (Γ0u,Γ1v)E2, (8)
where the vectors Γ1u = col(u′s , us) and Γ0 = col(ur ,−u′r ) define the boundary-value data for
the function u [4,6]. Similar notations are used for the function v.
Let us consider, on the space L2(R1), a one-dimensional Schrödinger operator with a nonlocal
point interaction in the point x = 0 of the form similar to (3),
Lf ψ = −ψ ′′(x) + f1(x)ψr + f2(x)ψ ′r , x = 0, (9)
with given functions f1, f2 ∈ L2(R1) and the maximal domain D(L(max)f ) = W 22 (R1 \ {0}).
For functions u,v ∈ W 22 (R1 \ {0}), the following Green’s formula holds:(
L
(max)
f u, v
)
L2
− (u,L(max)f v)L2 = (Γ̂1u, Γ̂0v)E2 − (Γ̂0u, Γ̂1v)E2, (10)
where
Γ̂1u = col
(
u′s − (u,f1), us + (u,f2)
)
, Γ̂0u = col
(
ur,−u′r
)
. (11)
The minimal operator L(min)f corresponding to (9) is the operator − d
2
dx2
that is symmetric on
L2(R1) and defined on functions that belong to the space W 22 (R
1 \ {0}) and satisfy the boundary-
value conditions
ψr = 0, ψ ′r = 0, ψs + (ψ,f2) = 0, ψ ′s − (ψ,f1) = 0. (12)
For such a choice of the operator L(min)f , we have
L
(max)
f =
(
L
(min)
f
)∗
. (13)
Theorem 1. Let f1, f2 ∈ L2(R1). Then Green’s formula (10) defines a boundary-value triple
(E2, Γ̂0, Γ̂1) for the operator L(min)f .
Proof. This follows from the definition of a boundary-value triple (or the boundary-value space,
BVS) [1–3,10,13,18]. Indeed, the boundary-value conditions (12) have the form Γ̂0ψ = 0,
Γ̂1ψ = 0 and define the minimal operator. Green’s formula (10) holds for the adjoint opera-
tor. The requirement that the mapping (Γ̂0ψ, Γ̂1ψ) 	→ E4 is surjective for ψ ∈ W 22 (R1 \ {0}) is a
consequence of the following lemma. 
Lemma 1. For any two vectors F0,F1 ∈ E2 there is a function ψ ∈ W 22 (R1 \ {0}) such that
Γ̂0ψ = F0 and Γ̂1ψ = F1.
Proof. Let vectors F0 = col(C1,C2) and F1 = col(C3,C4) be given. Let χ	(x) ∈ C∞0 (R1),
0 < 	 < 1/2, be a function such that 0  χ	(x)  1 for any x, and χ	(x) = 1 for |x| < 	 and
χ	(x) = 0 for |x| 2	. It is well known that such almost characteristic functions exist.
Consider a function u	(x) ∈ W 22 (R1 \ {0}) that depends on four complex parameters C1, C2,
B1, and B2,
u	(x) =
[
C1 − C2x + 1 (B1 + B2x) signx
]
χ	(x). (14)2
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Consider now a system of linear equations with respect to the unknowns B1, B2 with Ci , i =
1, . . . ,4, considered as given,
B1 + (u	, f2) = C4, B2 − (u	, f1) = C3. (15)
For 	 small enough, the system (15) has a unique solution. Indeed, since ‖χ	‖L2  2
√
	, the
determinant of system (15) approaches 1 as 	 → 0, thus it is not zero if √	(‖f1‖ + ‖f2‖) < 14 .
This means that if B1 and B2 in definition (14) of the function u	 are chosen to be solutions of
system (15), then Γ̂0u	 = (C1,C2) and Γ̂1u	 = (C3,C4). 
Remark 1. By setting f1 ≡ f2 ≡ 0 in (7) and Theorem 1, we get the known result that
(E2,Γ0,Γ1) in Green’s formula (8) is a boundary-value triple for the one-dimensional
Schrödinger operator with a one-point interaction in the point x = 0. In particular, this gives a de-
scription of all self-adjoint one-dimensional Schrödinger operators on L2(R1) with a one-point
interaction in terms of one of the following boundary-value conditions for ψ ∈ W 22 (R1 \ {0})
[4,8,12,14,15,17,18,25]:
(i) (I − U)Γ1ψ = i(I + U)Γ0ψ, (16)
where U is a unitary matrix in the space E2;
(ii) AΓ0ψ = BΓ1ψ, (17)
where the two arbitrary matrices A and B in the space E2 have the property AB∗ = BA∗,
and the rank of the corresponding matrix ‖A,B‖ equals 2, see [1,7,16,25]. In particular, if
B = I , then A can be any symmetric matrix and the boundary-value conditions (17) take
the form
Γ1ψ = AΓ0ψ. (18)
(iii) The boundary-value vector Γ ψ = (Γ0ψ,Γ1ψ) lies on the Lagrangian plane in the space
E4 relatively to the indefinite scalar product 〈x, y〉 = (x1, y2)E2 − (x2, y1)E2 , where x =
(x1, x2), y = (y1, y2) ∈ E4. In other words, the boundary-value conditions are given by
defining a Lagrangian plane, a subspace of E4 which is maximal isotropic with respect to
the scalar product 〈·,·〉.
Remark 2. Statements (i)–(iii) in Remark 1 hold true for an operator Lf of the form (9), if Γ0
and Γ1 are replaced by Γ̂0 and Γ̂1 from the definition (11). In particular, we have the following
theorem.
Theorem 2. Let f1, f2 ∈ L2(R1). Then the operator Lf,A of the form (9) defined on functions
ψ ∈ W 22 (R1 \ {0}) and satisfying the boundary-value condition
Γ̂1ψ = AΓ̂0ψ (19)
with a symmetric operator A on E2 is self-adjoint on the space L2(R1).
Proof. The statement of the theorem follows from Theorem 1 and general facts of the theory of
boundary-value triples [1,13,18]. However, we will give a direct proof, since similar proofs will
be used in the sequel.
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tions in the space W 22 (R
1 \ {0}) and satisfying the boundary-value conditions (19) is symmetric.
Indeed, the right-hand side of Green’s formula (10) is identically zero, since the operator A is
symmetric on the space E2. Let us construct the operator L∗f,A. This operator is a restriction
of the operator L(max)f to all the functions u ∈ W 22 (R1 \ {0}) that make the right-hand side of
Green’s formula (10) vanish for all the functions v satisfying the boundary-value condition (19).
Since the vector col(vr ,−v′r ) can be arbitrary by Lemma 1 and col(v′s − (v, f1), vs + (v, f2)) =
A col(vr ,−v′r ), we see that the right-hand side of (10) is zero if and only if u satisfies condi-
tions (19). This shows that L∗f,A = Lf,A. 
Let us now consider Schrödinger operators with nonlocal point interactions, which are more
general than the Lf given by (9):
Lf,Aψ = −ψ ′′ +
2∑
i=1
4∑
j=1
aijfi(x)ψj , (20)
where the functions f1, f2 belong to L2(R1), the constant matrices A1 = ‖aij‖2i,j=1, A2 =
‖ai,2+j‖2i,j=1 are considered as given, and the vector (ψ1,ψ2,ψ3,ψ4) = (ψ ′s ,ψs,ψr,−ψ ′r ) is
the boundary-value datum for the function ψ ∈ W 22 (R1 \ {0}).
Define an operator Lf,A;B by (20) on the functions ψ ∈ W 22 (R1 \ {0}) that satisfy the
boundary-value conditions
Γ1u − A∗2(u,f ) = B
[
Γ0u + A∗1(u,f )
] (21)
with a given operator B on the space E2. We used the following notations in conditions (21):
A∗2(u,f ) =
(
a13 a23
a14 a24
)(
(u,f1)L2
(u,f2)L2
)
,
A∗1(u,f ) =
(
a11 a21
a12 a22
)(
(u,f1)L2
(u,f2)L2
)
.
Theorem 3. Let f1, f2 ∈ L2(R1), and the matrices A1 and A2 satisfy the condition
A1A
∗
2 = A2A∗1.
Let the matrix B be symmetric. Then the operator Lf,A;B is self-adjoint on the space L2(R1).
Proof. The proof of this theorem follows closely that of Theorem 2. Let us only mention the
analogue of Green’s formula (10) for operators of the form (20):(
L
(max)
f,A u, v
)
L2
− (u,L(max)f,A v)L2 = (Γ˜1u, Γ˜0v)E2 − (Γ˜0u, Γ˜1v)E2,
where Γ˜1u = Γ1u − A∗2(u,f ), Γ˜0u = Γ0u + A∗1(u,f ), and D(L(max)f,A ) = W 22 (R1 \ {0}). 
S. Albeverio, L. Nizhnik / J. Math. Anal. Appl. 332 (2007) 884–895 8893. Singular perturbations
It is well known that a one-dimensional Schrödinger operator on L2(R1) with a point inter-
action can be given not only in terms of boundary-value conditions of type (16)–(18) but also in
terms of singular perturbations [2–4,21,22],
L = − d
2
dx2
+ a11δ(·, δ) + a12δ(·, δ′) + a21δ′(·, δ) + a22δ′(·, δ′), (22)
where the numbers a11 and a22 are real, and a21 = a12. Here, the operator L is defined on the
space W 22 (R
1 \ {0}), where the operator − d2
dx2
is understood in the sense of distributions, and
Dirac’s δ-function δ and its derivative δ′ are defined on the space W 22 (R1 \ {0}) by (ψ, δ) = ψr ,
(ψ, δ′) = −ψ ′r . Conditions on the functions ψ that imply that Lψ belongs to the space L2(R1)
have the form of the boundary-value conditions Γ1ψ = AΓ0ψ , where the matrix A = ‖aij‖2i,j=1
is self-adjoint.
The most general boundary-value conditions (17) for self-adjoint Schrödinger operators with
a point interaction can also be obtained by using singular perturbations of the form
Lψ = − d
2
dx2
ψ(x) + δ(x)[a11ψr − a12ψ ′r + a13ψ ′s + a14ψs]
+ δ′(x)[a21ψr − a22ψ ′r + a23ψ ′s + a24ψs].
Using singular perturbations, it is also possible to define Schrödinger operators with nonlocal
point interactions. For example, the operator Lf,A in Theorem 2, which is self-adjoint on L2(R1),
in the case where A = 0 can be represented as a singularly perturbed operator of the form
Lf,A = − d
2
dx2
+ f1(x)(·, δ) − f2(x)(·, δ′) + δ(·, f1) − δ′(·, f2). (23)
The condition Lf,Aψ ∈ L2(R1) leads to the boundary-value conditions Γ1ψ = (ψ,f ) of the
form (19), if A = 0.
To describe the operators Lf,A for A = 0 in terms of singular perturbations, it is sufficient to
consider singular perturbations as sums of singular perturbations given in (23) and (20).
We remark that the operators in (20) and (23) with singular perturbations are formally self-
adjoint.
4. Examples of one-dimensional Schrödinger operators with nonlocal point interactions
On the space L2(R1), consider an operator of the form (23) with f2 ≡ 0, i.e.,
Lq = − d
2
dx2
+ q(x)(·, δ) + δ(x)(·, q), (24)
where q ∈ L2(R1). This operator is defined on functions ψ ∈ W 22 (R1 \ {0}) that satisfy the non-
local boundary-value conditions
ψs = 0, ψ ′s = (ψ,q), (25)
and acts as follows:
Lqψ = −ψ ′′(x) + q(x)ψ(0). (26)
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resolvent of the operator Lq , i.e., explicitly find the operator (Lq + k2)−1, where Re k > 0. To
do this, we must find a solution of the equation −ψ ′′(x)+ k2ψ(x)+q(x)ψ(0) = h(x) satisfying
conditions (25). This solution has the form
ψ(x) =
∫
Gk(x − s)h(s) ds − ψ(0)
∫
Gk(x − s)q(s) ds − ψ ′sGk(x), (27)
where Gk(x) = 12k e−k|x| is the kernel of the resolvent of the unperturbed operator L0. From (27)
and the second condition in (25) we get a system of two equations for ψ(0) and ψ ′s ,(
1 +
∫
Gk(s)q(s) ds
)
ψ(0) + 1
2k
ψ ′s =
∫
Gk(s)h(s) ds,∫ ∫
Gk(x − s)q(s)q(x) ds dx · ψ(0) +
(
1 +
∫
Gk(s)q(s) ds
)
ψ ′s
=
∫ ∫
Gk(x − s)h(s)h(x) ds dx. (28)
The determinant of system (28) has the form
D(k) =
(
1 +
∫
Gk(s)q(s) ds
)
·
(
1 +
∫
Gk(s)q(s) ds
)
− 1
2k
∫ ∫
Gk(x − s)q(s)q(x) ds dx. (29)
By substituting the solution of system (28) into the solution ψ(x) given by (27), we obtain an
explicit form for the kernel Ĝk(x, s) of the integral operator (Lq + k2)−1,
Ĝk(x, s) = Gk(x − s) +
∫
Gk(x − ξ)q(ξ) dξ · E1(s) + Gk(x) · E2(s), (30)
where the functions E1 and E2 can be expressed by linear relations in terms of Gk and Gk ∗ q =∫
Gk(s − ξ)q(ξ) dξ ,
E1(s) = 12kD (Gk ∗ q)(s) −
1 + (Gk ∗ q)(0)
D
Gk(s),
E2(s) = (Gk ∗ q, q)
D
Gk(s) − 1 + (Gk ∗ q)(0)
D
(Gk ∗ q)(s). (31)
Note that the determinant D(k) in (29) depends on the spectral parameter k. Zeros of the
equation D(k) = 0, for k > 0, define negative eigenvalues λ = −k2 of the operator Lq .
Example 1. Let q(x) = αe−μ|x|, μ > 0. Then the characteristic equation D(k) = 0 has the form
k(k + μ)2 + 2α(k + μ) − α
2
2μ
= 0. (32)
The cubic polynomial (32) has a positive solution k > 0 for a negative α or for α > 4μ2. In these
cases, the left-hand side of (32) becomes negative if k = 0 and approaches +∞ as k → +∞.
Hence Eq. (32) has a solution on the positive semiaxis. Thus the operator Lq has a negative
eigenvalue for α < 0 and α > 4μ2. The corresponding eigenfunction is
ψk(x) =
∫
Gk(x − s)q(s) ds − e−k|x|
(
1 +
∫
Gk(s)q(s) ds
)
.
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Lαψ = −ψ ′′ + αe−|x|ψr. (33)
We will consider the operator Lα on the Hilbert space W 12 (R
1) with the domain D(Lα) =
W 32 (R
1) [5,23]. Since ψr = ψ(0) = (ψ, 12e−|x|)W 12 , the operator Lα is a one-dimensional reg-
ular symmetric perturbation of the operator L0 = − d2dx2 that is self-adjoint on the space W 12 (R1),
Lα = L0 + 2αg(x)(·, g)W 12 , (34)
where g(x) = 12e−|x|.
Hence, the operator Lα is self-adjoint on the space W 12 (R1) and its resolvent (Lα + k2)−1 is
an integral operator with the kernel
Ĝα(x, s) = Gk(x − s) − α
k2 + k + αEk(x)Gk(s), (35)
where Gk(x) = 12k e−k|x| and Ek(x) = kk−1 (e−|x| − 1k e−k|x|).
The resolvent (35) has a pole in k, if k is a solution of the characteristic equation
k2 + k + α = 0. (36)
If α is negative, Eq. (36) has a positive root, k0 = 2|α|(1 + √1 + 4|α| )−1, and, consequently,
for a negative α, the operator Lα , which is self-adjoint on the space W 12 (R1), has a negative
eigenvalue, λ0 = −k20 , with an eigenfunction Ek0(x).
Note that for real k, the kernel Ĝα(x, s) of the operator (Lα + k2)−1 is not Hermitian, al-
though the operator is self-adjoint on W 12 (R1). An integral operator with the kernel Ĝα(x, s) is
self-adjoint on the space W 12 (R1), since this kernel, by (35), can be represented as a sum of a
Hermitian kernel, which depends on the difference of the arguments, and the degenerate kernel
K(x, s) = C1Ek(x)Gk(s) satisfying the condition (− d2dx2 + 1)Ek(x) = C2Gk(x), where Ci are
real constants. These conditions are sufficient to imply that the integral operator is self-adjoint
on the space W 12 (R
1).
Comparing the results in Examples 1 and 2 we see that the spectral properties of the operator
Lf essentially depend on the boundary-value conditions and the space on which the operator is
considered.
5. Scattering problem for one-dimensional Schrödinger operator with nonlocal point
interaction
Consider the scattering problem for a Schrödinger operator Lq of the form (24) with a non-
local potential q ∈ L2(R1). Since such a model is exactly solvable, the scattering operator can
be found explicitly in terms of the potential q . Indeed, consider the eigenfunctions of the op-
erator Lq , which correspond to points of the continuous spectrum and such that the scattering
operator is expressed in terms of the asymptotics, as x → ±∞, of these eigenfunctions [8,11,19].
Using (26), consider the equation
−ψ ′′(x) + q(x)ψ(0) = λ2ψ(x) (37)
together with the boundary-value conditions (25).
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and ψ−(x;λ) defined on the negative half-axis, x  0. They are given by
ψ+(x;λ) = eiλx + (Gλq+)(x), x  0,
ψ−(x;λ) = eiλx + (Gλq−)(x), x  0, (38)
where
(Gλq+)(x) = −1
λ
( x∫
0
eiλx sinλs q(s) ds +
∞∫
x
sinλx eiλsq(s) ds
)
,
(Gλq−)(x) = 1
λ
( 0∫
x
eiλx sinλs q(s) ds +
x∫
−∞
sinλx eiλsq(s) ds
)
. (39)
These solutions play the role of the usual Jost solutions for one-dimensional Schrödinger operator
with a regular potential [11,19,24].
It follows from (38) that
ψ+(0;λ) = 1, ψ+(x;λ) = eiλx
[
1 − 1
λ
q+,s(λ)
]
+ o(1), x → +∞,
ψ−(0;λ) = 1, ψ−(x;λ) = eiλx
[
1 + 1
λ
q−,s(λ)
]
+ o(1), x → −∞, (40)
where q±,s(λ) are sin-Fourier transforms of the function q restricted to the positive half-axis,
q+, and the negative half-axis, q−, respectively,
q+,s(λ) =
∞∫
0
sinλx q(x)dx, q−,s(λ) =
0∫
−∞
sinλx q(x)dx. (41)
Consider now the general solution of Eq. (37) taken as a superposition of the solutions ψ±,
ψ(x) =
{
a1ψ+(x;λ) + b2ψ+(x;−λ), x  0,
b1ψ−(x;λ) + a2ψ−(x;−λ), x  0, (42)
where the constants a1, a2, b1, b2 are chosen such that the solution ψ satisfies the boundary-value
conditions (25). These constants must satisfy the following system:
a1 + b2 − a2 + b1 = 0,
a1
[
iλ − q˜+(λ)
]+ b2[−iλ − q˜+(−λ)]− a2[−iλ + q˜−(−λ)]− b1[iλ + q˜−(λ)]
= a1
(
ψ+(·;λ), q+(·)
)
L2(R+) + b2
(
ψ+(·;−λ), q+(·)
)
L2(R+)
+ a2
(
ψ−(·;λ), q−(·)
)
L2(R−) + b1
(
ψ−(·;λ), q−(·)
)
L2(R−), (43)
where q˜+(λ) =
∫∞
0 e
iλsq(s) ds, q˜−(λ) =
∫ 0
−∞ e
iλsq(s) ds are the Fourier transforms of the re-
strictions of the function q to the positive and the negative half-axes, q+ and q−, respectively.
Using asymptotics (40) we come to the conclusion that the solution (42) is the sum of the
incident waves, which come from the right and the left and have the corresponding amplitudes
A1 = a1[1 − 1λq+,s(λ)] and A2 = a2[1 + 1λq−,s(λ)], and the scattered waves, which are scat-
tered to the left and to the right and have the respective amplitudes B1 = b1[1 + 1q−,s(λ)] andλ
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system (43) permits to uniquely find the amplitudes of the scattered waves, B = col(B1,B2).
The scattering operator S(λ), for the Schrödinger operator Lq , transforms the vector A into the
vector B ,
B = S(λ)A. (44)
The scattering operator S(λ) is a (2×2)-matrix-valued function of the spectral parameter λ ∈R1.
Elements of the scattering matrix S(λ) = ‖Sij (λ‖2i,j=1 have the meaning of the transient coeffi-
cients, S11 is from the right and S22 is from the left, and the reflection coefficients, S12 is to the
right and S21 is to the left. Using system (43) one can easily obtain an explicit expression for the
matrix elements of the scattering matrix in terms of the nonlocal potential. In particular, for real
q , q = q , we have
S22 = S11, 1 + S12 = S11Q, 1 + S21 = S11Q−1,
Re
(
S−111
)= 1
2
(
Q + Q−1), Q = 1 + q−,s(λ)
1 − q+,s(λ) ,
Im
(
S−111
)= − λ
(λ − q+,s(λ))(λ + q−,s(λ))
[
q+,c(λ) + q−,c(λ)
− 1
π
∞∫
0
q2+,s(μ) + q2−,s(μ)
μ2 − λ2 dμ
]
, (45)
where the integral is understood in the sense of Cauchy is principal value; q+,c(λ) =∫∞
0 cosλx q(x)dx and q−,c =
∫ 0
−∞ cosλx q(x)dx.
Formulas (45) can be used for solving the inverse scattering problem, namely the problem for
determining the nonlocal potential q from a known scattering operator S(λ), λ ∈R1. This is the
case, e.g., if the nonlocal potential is an odd function, q(x) = −q(−x). Then q−,s(λ) = q+,s(λ)
and formulas (45) give an explicit expression for the sin-Fourier transform of the function q ,
q+,s(λ) = λ1 − S11 + S121 + S11 + S12 = −λ
1 − S11 + S21
1 + S11 + S21 . (46)
The nonlocal potential q can now be recovered by using the inverse Fourier transform,
q(x) = 2
π
∞∫
0
sinλx q+,s(λ) dλ. (47)
If the nonlocal potential is an even real-valued function, q(x) = q(−x) = q(x), then we have
that Q = 1. Using the identity ReS−111 = 12 (Q + Q−1), we see that ReS−111 = 1 for λ ∈ R1 is a
necessary and sufficient condition for the nonlocal potential to be even. In this case we can get
from (45) the linear equation for the function u(λ) = q2+,s(λ) − 2λq+,s(λ),
2λ
π
∞∫
0
u(μ)
μ2 − λ2 dμ = a(λ)
(
λ2 + u(λ)), (48)
where a(λ) = Im(S−111 (λ)). The inverse scattering problem for even nonlocal potentials is
solved by Eq. (48) with given function Im(S−1) if one can assume a priori, for example, that11
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0 |xq+(x)|dx < 1. In this case we have |q+,s(λ)| < |λ| and the function q+,s is uniquely de-
fined from the quadratic equation q2+,s(λ) − 2λq+,s(λ) = u(λ) by the function u.
The inverse scattering problem for a general nonlocal potential needs a special study.
6. A Schrödinger operator with nonlocal point interactions in the three-dimensional space
The Schrödinger operator −α,0 with a one-point interaction in the point x = 0, self-
adjoint on the space L2(R3), is a self-adjoint extension of the minimal operator Lmin =
−C∞0 (R3\{0}) [2,3,9,20]. The domain of the adjoint operator L∗min is the direct sum of the
Sobolev space W 22 (R
3) and the one-dimensional space of (equivalence classes of) functions that
are infinitely differentiable for x = 0 and have a singularity in x = 0 of the type |x|−1, for exam-
ple, all the functions that are multiples of e−|x||x| ,
D
(
L∗min
)= W 22 (R3) {e−|x||x|
}
. (49)
Here L∗minψ(x) = −ψ(x) for x = 0.
For functions ψ ∈ D(L∗min), there are the numbers ψs and ψr given by formula (4). The
following Green’s formula holds:(
L∗minu,v
)− (u,L∗minv)= urvs − usvr . (50)
Green’s formula (50) defines a boundary-value triple (E1,Γ0,Γ1) for the operator Lmin, where
Γ0ψ = −ψr and Γ1ψ = ψs . This gives a description of all self-adjoint extensions of the operator
Lmin with the boundary-value conditions (2).
Consider now an operator of the form (3) with functions f1, f2 that are linearly dependent,
that is, the operator
Lf ψ = −ψ(x) + f (x)(aψr + bψs), (51)
where a and b are real numbers. This operator is defined on the space D(L∗min) given by (49),
and we have Lf ψ = L∗minψ + f (x)(aψr + bψs). Operator Lf satisfies Green’s formula,
(Lf u, v) − (u,Lf v) = Γ1u · Γ0v − Γ0u · Γ1v, (52)
where Γ1u = us + a(u,f ), Γ0u = −ur + b(u,f ).
In the same way as in the proof of Lemma 1, one can show that for any two complex numbers
C1 and C2 there is a function u ∈ D(L∗min) such that Γ0u = C1 and Γ1u = C2.
Theorem 4. Let f ∈ L2(R3) in (51), and let the numbers a, b be real. Then the operator Lf,α
defined on all functions in the space (49) and satisfying the boundary-value conditions
us + a(u,f ) = α
[
ur − b(u,f )
] (53)
with a real number α is self-adjoint on the space L2(R3).
Proof. The proof is conducted similarly to that of Theorem 2 and follows from the fact that
Green’s formula (52) defines a boundary-value triple (E1,Γ0,Γ1) for the operator L∗f . 
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