Abstract. Developing state of the art multimedia applications nowadays calls for the use of sophisticated visualisation and immersion techniques, commonly referenced as Virtual Reality. While Virtual Reality meanwhile reaches good results both in image quality and in fast user feedback using parallel computation techniques, the methods for interacting with these systems need to be improved. In this paper we introduce a multimedia application that uses a gesture-driven interface and, secondly, the architecture for an expandable gesture recognition system. After different gesture types for interaction in a virtual environment are discussed with respect to a required functionality, the implementation of a specific gesture detection module for distant pointing recognition is described, and the whole system design is tested for its task adequacy.
Introduction
When moving on from the two-dimensional window-based environments to largescreen multimedia and Virtual Reality settings, the classical WIMP interface turns out insufficient. In a Virtual Reality environment, mouse and keyboard are obviously limited and restrict users when acting in large-screen display environments like a projection wall, a CAVE [3] or in front of a Responsive Workbench [6] . For many users it would be desirable not to be governed by discrete hardware devices to express their intentions, but to use the natural modalities like gesture and speech. The main interaction types that have to be accomplished in VR can be separated in two areas: navigation and manipulation. There are a couple of input devices [I0] that adapt the two-dimensional input methods to a virtual environment by adding at least one or more degrees of freedom. But the principal type of interaction with the system does not change. E.g.: VR systems often use a space-mouse, the three-dimensional counterpart of the 2D mouse, that adds the possibility to manipulate an object's 3D position and orientation. Like in WIMP based systems such an object can be as well a cursor or a pointer. In contrast to its counterpart on a 2D computer desktop, it is now located in the virtual space to enable the selection of items, objects or menus, again using the windows-and icon-based interaction metaphors.
Based on early ideas from the Put that there System [2] and on our own research results [7] we want to extend human-machine interfaces by speechsupported gestural input and, in particular, integrate such an interface in a multimedia application, a Virtual Reality construction system. The current paper focuses on the design of a virtual environment for gesture-driven interaction and on the evaluation and detection of distant pointing gestures for selecting objects and locations.
Along this path, the whole evaluation and development task can be separated in two levels. On the conceptual level we describe the scenario and the application, pointing out what kind of interaction should be accomplished. Further, we examine gestures more closely to find out how they can be classified and which gesture types are appropriate to build a new interface upon. Since we are actually constructing a running system, we also take a closer look at the type of computational problem raised by gesture detection. This leads us to the second, namely the technical, level. The problem we are attacking here is to develop a system architecture that is capable of dealing with a number of different constraints. Building an interface for VR, real-time and low latency have the first priority to achieve both, an instant system feedback and a guaranteed frame-rate to avoid user discomfort from lags in the display stream. Finally, the system architecture should be expandable for a gradual approach of our goals by way of incremental prototyping.
In the following sections we introduce a multimedia application that makes use of enhanced immersion techniques and an agent-based architecture for developing an expandable multi-modal interface for interacting with that system 1 . Our first functional goal for this interface is to establish gesture-driven methods for selecting objects and locations, described in section 3. Design and implementation details are given in section 4.
2
The Virtual Application Environment
The testbed for our work, the multimedia backend, is the Virtual Constructor, VC (cf.
[13]), a system for assembling and disassembling virtual objects and aggregates. This application uses mouse and typed text input as interaction methods. Using the mouse for a specific action, the user first has to trigger the action-type with a WIMP-style tool-bar click. In contrast to that, with a typed input, the user can express the semantics of an intended interaction with appropriate verbs, e.g.: '...connect the grey bar with the yellow bolt...' or '...detach the left wheel...'. Selecting parts is done in both ways, objects can be referenced and manipulated with commands, e.g. '...turn the blue square bar ...' or with a mouse-click that enables virtual handles around the selected object, which then can be manipulated by a mouse operation on these handles. There are different manipulators for rotating about the three main axes and for moving. E.g.: dragging and dropping of objects, that means selecting and moving them in the virtual scene until they reach a user-desired location, is done by dragging the translation handle of one part. If a collision between the graphical representation
