Inverse problems consist in inferring parameters of model distributions that are able to fit properly chosen features of experimental data-sets. The Inverse Ising problem specifically consists of searching for the maximal entropy distribution reproducing frequencies and correlations of a binary data-set. In order to solve this task, we propose an algorithm that takes advantage of the provided by the data knowledge of the log-likelihood function around the solution. We show that the present algorithm is faster than standard gradient ascent methods. Moreover, by looking at the algorithm convergence as a stochastic process we properly define over-fitting and we show how the present algorithm avoids it by construction.
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Nowadays scientists from many different disciplines face the problem of understanding and characterizing the behavior of large multi-units systems with strong correlations [1] [2] [3] [4] [5] [6] [7] [8] . Statistical Inference tackles these problems by inferring parameters of a chosen, context inspired, probability distributions to obtain models reproducing the system behavior. Due to a substantial unawareness of the system properties or to avoid biasing the results, often hypotheses on the distribution functional form cannot be suggested nor trusted. To overcome this issue, the Maximal Entropy (MaxEnt) Principle [9] suggests to search for the probability distribution with the largest entropy between those satisfying a set of constraints, which typically force the model distribution to reproduce the experimental average of a list of observables.
For systems of binary variables, a common and fruitful choice is to constraint the model distribution to reproduce the experimental single and pair-wise correlations. This choice has been successfully applied in system neuroscience [3, [10] [11] [12] [13] [14] , gene regulation [15] , fitness estimation [16, 17] and many others fields of science. Moreover other possibilities with different observable lists have been also investigated [12, 18] .
The choice of the vector of observables {Σ a (σ)} D a=1 , functions of the system units, determines the functional form of the MaxEnt distribution:
where X is a D dimensional fields vector conjugated to the observable vector Σ and Z[X] is a normalization constant. The experimental data-sets we consider are composed by B independent system configurations: synchronous measurements of the N units states (σ i (b) = 0 or 1 for i = 1 . . . N and b = 1 . . . B). In this case, the goal is finding the fields values such that the model average of the observables (Q[X] ≡ Σ X ) equals the experimental one (P ≡ Σ DATA ). The problem can be stated as a log-likelihood maximization:
enforce exactly the desired constraints. Moreover, if 0 < P a < 1, for a = 1, . . . , D, the problem is well posed: the solution X * exists and is unique as it follows from the concavity of the log-likelihood [19] .
For large N , the inference problem cannot be solved analytically and specific algorithms are required. The most known and widely used algorithm [19] was introduced in the eighties and later developed [20, 21] . Other approaches include Selective Cluster Expansions [22] , Minimum Probability Flow [23] and several approximation schemes (see [24] for a review).
In the framework introduced by Ackeley, Hinton and Sejnowski [19] , the problem is posed as a dynamical process ascending the log-likelihood function along the gradient direction:
We call this approach Vanilla (Standard) Gradient (VG) algorithm. Although it follows the gradient, VG will not go trough the shortest path even for arbitrary small α. The reason lies in the geometrical structure induced by the log-likelihood function [25] . In this curved manifold the local metric is the Ising model susceptibility matrix [26] χ:
a positive square symmetric matrix of (N (N + 1)/2) 2 elements. In the geometry induced by χ[X], the steepest ascendant direction is χ −1 ∇logL, the contravariant form of the gradient (2) [25] . By replacing the VG update (3)
) one obtain the well known Newton method.
Despite it is optimal, the Newton method is slowed down by the time-consuming estimate and inversion of χ [X] . As χ depends only on model averages of observables products, we can approximate its value at the solution X = X * with the data-set configurations list:
The resulting Approximated Newton (AN) Method update rule reads:
The range of validity of the approximation χ[X * ] ≈ χ depends mainly on the ability of the Ising model to reproduce the experimental third and fourth order correlations. This hypothesis, however, was already tacitly assumed when it has been chosen to reproduce single and pairwise correlations only. Consequently it is selfconsistent with the whole inference procedure: if the Ising model is not able to describe the experimental system then the AN algorithm will not converge and viceversa.
The long time limit Close to the convergence, when X ≈ X * , we can approximate the log-likelihood function up to the quadratic order:
. (7) In this approximation the dynamics is exactly solvable upon projecting the fields on the χ[X * ] Eigenvectors, t . Consequently, to ensure the algorithm convergence, we need α < 2/λ µ along all directions. By optimizing the convergence speed along all directions simultaneously we obtain α (VG) BEST = arg min α max µ |1 − αλ µ | = 2/(λ MAX + λ MIN ), which can be squeezed to small value by large λ MAX . In the AN learning, instead, δX
t independently of the Eigenvalues λ µ . Consequently, within the parabolic approximation , α < 2 is the only convergence condition and α (AN) BEST = 1. In both cases, those best values are subjected to the validity of the approximation (7) and a practical implementation of the algorithms can require lower values.
Algorithm description and test As the field vector X converges to the solution X = X * through an infinite series fields updates, the algorithm requires an early-stop condition. Similarly to what is suggested by Cocco and Monasson [22] , we stop the algorithm as soon as Q[X] is statistically compatible with P. To test the compatibility we use χ /B, the expected covariance of P, to compute a multi-dimensional signal-to-noise ratio: configurations of the inferred model distribution. The algorithm requires 142 ± 4s to produce a set of parameters X satisfying the early-stop condition. Data from a ∼ 2.1h (binned at 16ms) recording of 95 rat retinal ganglion cells subject to visual stimulation [13] .
quantifies the average distance between a vector Q and the averages P in the metric induced by the expected statistical fluctuations of the experimental averages. Indeed, we set as early-stop condition < 1 because we expect ≈ 1 if computed between observable averages of two independent experimental data-sets. At the end of the paper we will show the quality of this condition.
Through consecutive iterations, the algorithm updates the fields values X t through eq. 1 , B) MC sampling, c) compute ε t , and if ε t < ε t−1 d1) accept the update and increase α to αδ + , otherwise d2) discard the update, lower α to αδ − and estimate again Q[X t ]. 3) stop the algorithm when t < 1.
A variable and adapting α is required because the system can be be far outside the validity range of (7). In order to avoid cycles, we heuristically set δ + = 1.05 and δ − = 1/ √ 2. The choice of an adapting M < B, instead, allows to save time at the beginning when the algorithm does not require a high precision in the gradient estimate.
The complexity of the algorithm depends linearly on N B through the MC sampling. From the tests we performed the number of required steps depends mostly on the data-set properties. The hardest limit of the AN lies in the memory allocation for storing χ . Working in double precision, for an hardware with 32Gb of RAM the maximum number of manageable units is N ∼ 350 [27] .
We tested the AN algorithm on a multi-electrode array recording of 95 rat retinal ganglion cells stimulated at 60Hz with two moving bars [13] . The ∼ 2.1h recording was binned at 16ms to obtain B ∼ 4.8 · 10 5 system configurations. We restrict the observables list to single and pair-wise correlations
, {σ i σ j } N i<j=1 }) and consistently the fields to biases and pair-wise interactions ({X a }
with eight cores at 3.4GHz the written in Matlab AN algorithm takes 142 ± 4s to reach convergence. In Fig. 1 we scatter-plot the experimental connected correlations with those estimated through M = B sampling of the inferred Ising model. For comparison, we tested the VG algorithm on the same data-set with M = B and various α ≤ α (VG)
BEST . With α = 0.2α
BEST the VG takes ∼ 4.2 · 10 4 s to converge, whereas for larger α values it was not able to satisfies the early-stopping condition < 1.
When at least one observable Σ is constant within the data-set configurations, χ develops zero modes and the log-likelihood have to be regularized. We tested an L2-regularization [22] on a the recording of salamander ganglion cells subject to visual stimulation [12] : the AN algorithm was fast and quite accurate but the regularization prevented the complete satisfaction of condition < 1. Another possibility is to directly remove those poorly estimated Σ's from the observables list and consistently the conjugated fields Xs from the model.
The stochasticity in the convergence In the following we will consider the effect on the convergence of the MC randomness in the Q[X] estimations. To avoid confusion with the analytical values we add an "MC" superscript to averages estimated with MC.
(2π) D |s| will shortcut a normal distribution with average m and covariance s evaluated at t.
When approaching convergence, we expect ∇logL
→ 0 only on average, with fluctuations of the order O(1/M ). Consequently, rather than completely converge to a fixed point, the algorithm will approach an equilibrium stationary regime around X * . We can describe the stochastic process by the discretetime master equation:
We can estimate the transition rates from the expected distribution of ∇logL MC X , which for large M and X * ≈ X, can be approximated as:
where the mean comes from eq. (7). It follows:
. By asking P t (X) to be invariant under the evolution (9) we can obtain the stationary distribution P ∞ (X):
Remarkably by asking P ∞ (X) to have a positive covariance, we re-obtain the upper-bounds for the learning rate α: αλ µ < 2, for all µ, for the VG and α < 2 for the AN. By averaging eq. (10) over P ∞ (X) we obtain:
Interestingly, the VG fluctuations along directions with large λ µ are larger than the AN ones. P ∞ (Q MC ) allows us to compute the equilibrium mean of , see eq. (8) and fig. 2 , bottom panel:
. (15) Note that, depending on {λ µ }, the VG cannot satisfy the condition < 1 for large α, even if α < α VG BEST . Instead, for any system and M = B/(2 − α), AN = 1 as if Q
MC
were estimated from another date-set. The AN algorithm avoids Overfitting In this stochastic framework, an inference algorithm can be seen as a machine providing estimates of Q MC according a certain distribution P
, whereP is the true mean, ideally estimated through an infinitely large data-set and χ Emp is the expected covariance in data-sets composed by B independent sampling. Note that P is a one shot sampling from P Emp . In order to best reproduce the experimental sampling, an optimal inference algorithm should provide a distribution P Alg as close as possible to P Emp . AsP is unknown and P is fixed, the only degree of freedom to optimize is χ Alg : along each directions it should be enough small to be informative, but not too small to avoid shrinking P Alg around P and completely over-fitting the data.
FIG. 2. (Colors online) Top panel:
The KL distance between P Alg , the distribution of observable averages generated by the algorithm and P Emp , the true empirical one. Points and lines are respectively numerical and theoretical estimates of the integral of eq. (16) We can obtain χ Opt , the optimal value for χ Alg , by minimizing (the average of) the Kullback-Leibler (KL) distance between P Emp and P Alg :
The solution and its best approximation are:
which shows that the optimal algorithm will not try to completely shrink the P Alg around P. Remarkably, by setting M = B/(2−α) (as when α = 1 and M = B), the equilibrium distribution for the AN algorithm, Eq. (14) , reproduces the same covariance. Consequently it will neither under-fit nor over-fit P Emp along any of the D possible directions. On the contrary, the VG algorithm cannot reach this optimum: directions with αµ 2 − B/M are poorly reconstructed and those with αµ 2 − B/M are strongly over-fitted. To test these results we generate an N = 10 Ising model on Bethe lattice with fixed connectivity (c = 4) and with random interactions, J ij = ±0.53 and h i = −0.14 − 2 j J ij . We exactly computeP, χ
Emp by a direct enumeration of all the possible system configurations. Then, through MC simulations with M = 2 16 we generate n = 100 independent couples P, χ, thus producing a list of synthetic independent data-sets. We apply to each of them both algorithms, with fixed α and M = M . By sampling from the algorithm distribution, we estimate the covariance of P Alg P (Q) and compute the KL distance, the integrand of eq. (16).
In Fig. 2 , top panel, we compare the behavior of the mean KL distance as a function of α. Dashed lines represent the theoretical value of mean KL distance computed with the true values ofP, χ
Emp and the expected algorithm distributions of eq.s (13) and (14) . The AN KL distance is not only smaller than the VG one, but it reaches its minimum for α = 1 as expected. Moreover, in the bottom panel, we plot the average as a function of α. Remarkably, (α = 1) is equal to 1, confirming the quality of < 1 as early-stop condition.
