This paper studies a non-convexly constrained, sparse inverse problem in time-varying environments from a set theoretic estimation perspective. A new theory is developed that allows for the incorporation, in a unifying way, of different thresholding rules to promote sparsity, that may be even related to non-convex penalty functions. The resulted generalized thresholding operator is embodied in an efficient online, sparsity-aware learning scheme. The algorithm is of low computational complexity exhibiting a linear dependence on the number of free parameters. A convergence analysis of the proposed algorithm is conducted, and extensive experiments are also exhibited in order to validate the novel methodology.
The aim of this paper is to develop an online scheme that builds upon such generalized thresholding operators, which may, also, be associated with non-convex costs. The scheme is generic and exploits a number o known thresholding rules. Furthermore, it provides the means to include new ones. As an example, a novel piecewise linear thresholding operator is developed, which leads to an efficient, sparsity-aware time-adaptive algorithm of reduced complexity.
The framework in which the new scheme has been developed is that of the set theoretic estimation [15] and in particular its online version first proposed in [16] - [18] . However, the treatment of the more general cases of thresholding rules, which is the focus of this work, dictates for the generalization of the existing theory [18] which, so far, has been developed around convex sets and constraints and the associated projection operators [9] . In this paper, non-convex sets have to be considered and the involved projection operator has to be replaced by more general mapping operators, in order to meet the needs of the problem.
To this end, this paper has a value beyond sparsity-aware learning. It presents an online algorithmic framework that can deal with non-convex constraints, provided that these fall within the rationale of our newly proposed mapping operators. To be more specific, in this paper we constrain our solution to lie in a union of subspaces, which is known to be a non-convex region.
The remainder of the paper is organized as follows: In section II, the inverse problem under consideration is described and in section III the principles of the set theoretic estimation approach to online learning is presented. In section V, novel sparsity-aware mappings are introduced, which allow the convex and nonconvex thresholding operators solving the penalized least-squares problem (discussed in section IV), to be incorporated in the set theoretic estimation framework. The resulted algorithm is presented in section VI and it is evaluated with respect to both performance and computational complexity in section VII. A number of appendixes support theoretically the developments exposed through out the paper. More specifically, in App. A some required elements of convex analysis are quoted, in App. B and App. C the newly introduced partially quasinonexpansive mapping and the generalized thresholding operator are defined respectively. Finally, in App D, the convergence analysis of the proposed algorithm is conducted.
II. SYSTEM MODEL AND PROBLEM STATEMENT
We will denote the set of all non-negative integers, positive integers, and real numbers by N, N * , and R, respectively. Given j 1 , j 2 ∈ N, such that j 1 ≤ j 2 , let j 1 , j 2 := {j 1 , j 1 + 1, . . . , j 2 }.
The stage of discussion will be the Euclidean space R L , where L ∈ N * . Given any pair of vectors a 1 , a 2 ∈ R L , the inner product in R L is defined as the classical vector-dot product a 1 , a 1 := a t 1 a 2 , where the superscript t stands for vector/matrix transposition. The induced norm will be denoted by · .
Our task is to estimate the signal h * ∈ R L , based on measurements that are sequentially generated by the linear regression model:
where the model outputs (observations) (y n ) n∈N ⊂ R and the model input vectors (x n ) n∈N ⊂ R L comprise the measurement pairs (x n , y n ) n∈N , and (v n ) n∈N is the noise process. The unknown signal parameter vector h * is "sensed" by a sequence of inner products, vector-dot products in a Euclidean space, with appropriately selected "sensing" vectors x n , which are chosen to be instances of independent and identically distributed (i.i.d.) random variables.
In this study, the signal h * is assumed to be sparsely represented by a basis Ψ ∈ R L×L :
where a * is sparse, i.e., most of its components are zero, and Ψ := [ψ 1 , ψ 2 , . . . , ψ L ] is a (usually) orthogonal matrix, with
being the basis vectors. If we define a * 0 to stand for the number of non-zero components of a * , then the assumption that a * is sparse can be equivalently given by K := a * 0 ≪ L. Hereafter, such signals will be referred to as K-sparse signals in the transform domain. The regression model (1) , by the incorporation of (2), can be equivalently expressed as
where (u n := Ψ t x n ) n∈N stand for the sensing vectors in the transform domain, defined by Ψ. According to this formulation, the unknown parameter becomes the sparse vector a * ∈ R L .
III. THE SET THEORETIC ESTIMATION APPROACH TO ONLINE LEARNING
The mainstream of sparsity-aware online methods exploits the training data (u n , y n ) n∈N in the context of classical adaptive filtering [19] ; a quadratic objective function is used to quantify the designer's perception of loss. In the sequel, this convex differentiable function is regularized by a sparsity promoting term, usually one that involves the ℓ 1 norm penalty function, and a minimizer of the resulting optimization task is sought either in the RLS or the LMS rationale, e.g., [3] - [7] . Very recently, a novel online method for the recovery of sparse signals, referred to as the Adaptive Projection-based Algorithm using Weighted ℓ 1 -balls (APWL1), was developed in [9] , based on set theoretic estimation arguments [15] .
The set theoretic estimation philosophy departs from the more standard approach of constructing a loss function, and searches for a set of solutions, which are in agreement with the available measurements as well as the available a-priori knowledge, which is given in the form of a set of constraints. More specifically, at each time instance, n ∈ N, the training data pair (u n , y n ) is used to define a closed convex subset of R L , which is considered to be the region where the unknown a * lies with high probability.
Different alternatives exist on how to "construct" such convex regions. A popular choice takes the form of a hyperslab around (u n , y n ), which is defined as:
for some user-defined tolerance ǫ ≥ 0, and for u n = 0. The parameter ǫ determines, essentially, the width of the hyperslabs, and it implicitly models the effects of the noise, as well as various other uncertainties, like measurement inaccuracies, calibration errors, etc. Any point that lies in the hyperslab is considered to be in agreement with the corresponding measurement pair, at the specific time instance. For example, if the noise were bounded, then an appropriate choice of ǫ would guarantee that the unknown solution lies within S n [ǫ], in (4) . Following the set theoretic estimation terminology [15] , S n [ǫ] is also called a property set.
Given the sequence of training pairs (u n , y n ) n∈N , our ultimate goal is to search for a pointâ * ∈ R L that lies in the intersection of the hyperslabs (S n [ǫ]) n∈N , which are defined by the training points. An algorithmic solution to the task of finding a point in the intersection of a finite number of closed convex sets is given by the celebrated method of Projections Onto Convex Sets (POCS) [15] , [20] - [23] . In contrast to POCS, where only a finite number of sets is involved, our methodology, based on [16] - [18] , deals with an infinite number of sets, which allows operation in online settings; in the latter cases, at each time instance, a new convex set, e.g., hyperslab, is formed as time evolves.
In the online sparsity-promoting context of [9] , the set theoretic estimation rationale is realized by the following recursion;
for an arbitrary starting point a 0 ∈ R L , define ∀n ∈ N,
In order not to disturb the flow of the discussion, we do not delve into the details of (5) recently received samples and an extra projection onto the weighted ℓ 1 -ball, B ℓ1 [w n , δ], which is the means to impose our a-priori knowledge w.r. to the sparse nature of the unknown a * . It can be verified that the projection P B ℓ 1 [wn,δ] is equivalent to a soft thresholding operation [9] , [24] .
In this paper, we go one step further in the way the a-priori knowledge about sparsity is exploited. We will explore various possibilities of more general thresholding techniques, to replace the "soft" one. In such a context, simple projection operators onto convex sets, like the P B ℓ 1 [wn,δ] , are inappropriate to fully describe the theoretical ingredients to serve the needs of such perplexed thresholding operations. A new family of mappings has to be invented in order to unify existing thresholding techniques, and give new directions towards a more efficient usage of the available a-priori knowledge, in online set theoretic estimation problems. It will be seen in Sections V and VI that the present study stands also as a first attempt towards the generalization of the results of [16] - [18] to non-convexly constrained online learning tasks.
IV. THE PENALIZED LEAST-SQUARES THRESHOLDING OPERATORS (PLSTO)
Going back to (3), choose N ∈ N * , and define
Then, it can be easily verified that (3) takes the form of y n = U t n a * + v n , ∀n ∈ N. The mainstream of sparsity-aware algorithms belongs to batch techniques; freeze n, and utilize all the gathered N training data to solve, in most cases iteratively, the following penalized least-squares minimization task,
where p : R → [0, ∞) stands for a sparsity-promoting penalty function, λ ∈ (0, ∞) is the regularization parameter, and a i stands for the i-th coordinate of the vector a.
Choices for p are numerous; if, for example, p(|a|) := χ R\{0} (|a|), ∀a ∈ R, where χ A stands for the characteristic function with respect to A ⊂ R (χ A (α) := 1, if α ∈ A , and χ A (α) := 0, if α / ∈ A ), then the regularization term L i=1 p(|a i |) becomes the ℓ 0 -norm of a. In the case where p(|a|) := |a|, ∀a ∈ R, then the regularization term is nothing but the ℓ 1 -norm
|a i |, and the task (6) becomes the celebrated LASSO [25] , [26] . It has been observed that if some of the LASSO's regularity conditions are violated, then the LASSO is sub-optimal for model selection [27] - [31] . Such a behavior has motivated the search for non-convex penalty functions p, which bridge the gap between the ℓ 0 -and ℓ 1 -norm; for example, the ℓ γ penalty, for γ ∈ [0, 1], [29] , [32] , the log- [29] , [33] , the SCAD [33] , [34] , the MC+ [30] , [31] , and the transformed ℓ 1 [33] , [35] penalties.
Recently, sparsity-aware coordinate-wise optimization techniques for solving the task (6) have been attracting a lot of interest [4] , [31] , [36] . Indeed, there are special cases [14] , [33] , where a coordinate-wise treatment of the general problem (6) is firmly justified; assuming, for example, N = L, and that the matrix U n is orthogonal, and by definingã n := U n y n , (6) can be equivalently viewed as the following separable optimization task [14] , [33] ,
Even if the original task (6) is not separable, a coordinate-wise treatment, as in (7), albeit in a sub-optimal context, is gaining a lot of attention, due to algorithmic implementations that exhibit low computational load and increased scalability to the dimension of the problem at hand [4] , [31] , [36] .
Givenã, we will refer to the operator, which mapsã to a minimizer of (7), as the Penalized Least-Squares Thresholding then the resulting thresholding operator   5 is the celebrated Hard Thresholding (HT) one [33] , which is depicted in Fig. 1d . In the case of the penalty p, that leads to the LASSO task, (7) generates the well-known Soft Thresholding (ST) operator (Fig. 1a) . Due to the separability of the minimization task of (7) in coordinates, a PLSTO can be viewed, also, as a function defined on the real axis. PLSTO has played a key role in numerous applications such as wavelet shrinkage and denoising [37] , [38] , regression [34] , variable selection [33] . Moreover, both ST and HT operators have been effectively employed in iterative thresholding schemes for fast sparse signal recovery under the compressed sensing framework [10] - [13] , [24] . to the MC+ penalty [30] , [31] and the Smoothly Clipped Absolute Deviation Penalty (SCAD) [34] respectively. The latter resembles the firm shrinkage operator [39] . Both SCAD and MC+ leave large components unchanged, such like HT, avoiding to be discontinuous and at the same time allowing a linear/gradual transition between the "kill" and the "keep" regimes of HT.
HT is far from being the only discontinuous thresholding operator. Two examples are shown in Fig. 1e and Fig. 1f . The first one is the widely known Bridge threshold [32] , which is related to the ℓ γ penalty, γ < 1 [40] . The second is stemmed from the log-penalty [31] . Note that these two thresholding rules comprise nonlinear segments.
Continuous thresholding functions, that contain nonlinear parts, are shown in Fig. 1(g-i) . More specifically, the nonnegative garrote [41] and representatives of the n-degree garrote threshold are shown in Fig. 1g , the hyperbolic shrinkage rule [42] is shown in Fig. 1h and a representative of thresholding operators stemming from the nonlinear diffusive filtering approach, namely the Weickert threshold [14] , is shown in Fig. 1i V. A NOVEL OPERATOR THEORETICAL FRAMEWORK WHICH PROMOTES SPARSITY
The key concept of this section is the notion of an operator or mapping, defined on the Euclidean space
Another concept of fundamental importance, associated to every mapping T , is its fixed point set Fix(T ) := {a ∈ R L : T (a) = a}. In other words, Fix(T ) reveals the hidden modes of T , by putting together all those points unaffected by T . To leave no place for ambiguity, every Fix(T ) that appears in the sequel is assumed nonempty.
In the theory of convex analysis [43] , [44] , a number of mappings have been defined as tools to facilitate a number of theoretical arguments, including convergence results of iterative schemes. Such mappings range from more classical and more widely known to less familiar ones. For the sake of completeness and in order to make them available to the reader in a common frame, we provide the main definitions. [45] . A celebrated example of this class of mappings, with a principle role in the theory and applications of convex analysis, is the (metric) projection mapping P C onto a closed convex set C [43] , [44] (see also App. A). The fixed point set Fix(T ) is well-known to be closed and convex [44] , [45] . For example, Fix(P C ) = C.
2) Strongly or η-attracting nonexpansive mappings. If there exists an C , λ ∈ (0, 2), onto a closed convex set (see App. A) is such an example; indeed, it is well-known [44] 
C is ((2 − λ)/λ)-attracting nonexpansive. This class of operators includes compositions and convex combinations of (relaxed) projection mappings [44] . Such a composition of projection mappings is the engine behind the success of the celebrated Projections Onto Convex Sets (POCS) method [15] , [20] - [23] .
It can be verified that the fixed point set of any quasi-nonexpansive operator is convex [44] . It can be readily verified that this class of operators contains the class of nonexpansive mappings. An example, which is known to be quasi-nonexpansive, but not nonexpansive, is the subgradient projection operator [44] (see (19) in App. D); that is the driving force behind the majority of the algorithms, that employ the subgradients of a convex loss function, in order to solve non-smooth minimization tasks.
4) Partially quasi-nonexpansive mappings.
To the best of our knowledge, this class of mappings appears for the first time in
It can be seen that this class of operators contains, as special cases, all of the previously presented classes of mappings. To see this, notice that if we insert Y x := Fix(T ), ∀x ∈ R L , then T becomes quasi-nonexpansive. The notable characteristic of a partially quasi-nonexpansive mapping is that its fixed point set is no longer necessary to be convex. An example of such a mapping is the Generalized Thresholding (GT) operator T
(K)
GT , which is defined in the following Section V-A. There, we will verify that Fix(T
GT ) is a union of subspaces, which is indeed a non-convex set. Recall that at the heart of any sparsity-aware learning is to search for a solution that lies on a union of subspaces [46] .
The reason for defining this new class of operators is twofold: (i) many members of this family promote sparsity, and (ii) this new class of operators introduces tools which help us to generalize the very recent results, obtained for the Adaptive Projected Subgradient Method (APSM) [18] , to non-convexly constrained online learning tasks (see App. D). To the best of our knowledge, this is also the first time where convergence results are presented for an online, time-adaptive [19] algorithm (see Section VI) that deals with non-convex a-priori knowledge, and in a computational complexity that scales linearly to the number of unknowns. Indicative sparsity-promoting members of the aforementioned class are the following.
• The projection operator onto weighted ℓ 1 -balls adopted in [9] : Given a time instant n, a vector of weights w n ∈ R L , where w n,i > 0, ∀i ∈ 1, L, and a radius δ > 0, the weighted ℓ 1 -ball is defined as
The (metric) projection operator
, which is intimately related to the weighted ℓ 1 -norm [27] , [47] , was shown to promote sparsity in [9] . Since B ℓ1 [w n , δ] is a closed convex set, the relaxed projection mapping
, and thus P B ℓ 1 [wn,δ] of [9] , belongs to the class of partially quasi-nonexpansive mappings, according to Def. 1.2.
• The newly defined GT operator, T
GT , to be introduced in Section V-A, is indeed a member of the class of partially quasi-nonexpansive mappings, as it is verified in App. C.
• The univariate penalized least-squares problem of (7) can be alternatively viewed through the framework of Moreau envelopes and proximal mappings [43] , [48] . A subclass of proximal mappings, in the case where p is lowersemicontinuous [44] and convex, has been studied in [44] , [49] , [50] and, in the context of time-adaptive learning, in [8] . It can be verified [44] , [49] , [50] that such proximal mappings are 1-attracting nonexpansive ones, and thus belong to the proposed class of partially quasi-nonexpansive operators, according to Def. 1.2.
A mapping T will be called partially strongly or η-attracting quasi-nonexpansive, if there exists an η > 0 such that
In the case where
Next, the novel generalized thresholding mapping, T
GT , which can incorporate any PLSTO as a shrinkage function, is presented.
A. The Generalized Thresholding (GT) operator T (K)

GT .
Given a K ∈ 1, L and any a ∈ R L , the proposed GT operator output z := T
(K)
GT (a) is obtained coordinate-wise as follows:
where
contains all those positions (indices), which correspond to the K largest, in absolute value, components of the vector a, and shr denotes a user-defined shrinkage function. In simple words, GT acts as follows: given the input vector a ∈ R L , identify, first, its K largest, in magnitude, components, while apply to the rest of them the shrinkage function shr (see Fig. 2 x 1 a 2
HT (a 1 )
GT , for the case of a 3-dimensional space, i.e., L := 3, and K := 2. Take for example the point a 1 . The K = 2 largest, in magnitude, coordinates of a 1 are the two first ones, i.e., J HT . On the other hand, the point a 2 is already located in M (2, 3) , i.e., its first coordinate is 0. Hence, a 2 is a fixed point of T (K)
GT , and applying T (K)
GT to it will have no effect.
for an illustration, and Def. 5 in App. C for a more mathematically rigorous definition). The requirements for shr are mild, so that any PLSTO can be used in the place of shr, as Remark 1 of App. C suggests. It can be verified in App. C that T
(K)
GT is partially strongly quasi-nonexpansive, and not quasi-nonexpansive, and that its fixed point set is a union of subspaces, which is a non-convex set. Two examples of thresholding rules based on the GT are shown in Fig. 3a -b. In Fig. 3a , the shrinkage function shr has been chosen to be either the bridge ℓ 0.5 or the 2-degree garrote thresholding functions, drawn with dashed and solid lines respectively.
The number ξ
indicates the value of the smaller among the K larger components of the vector a. In Fig. 3b , a GT example, where the shrinkage function has been selected arbitrarily without being related to any known penalty function, is shown. Note that the proposed GT is allowed to be highly discontinuous.
VI. THE PROPOSED ALGORITHM
Algorithm 1 (The Adaptive Projection-based Generalized Thresholding (APGT) algorithm). Given the desired sparsity level
K ∈ 1, L, the parameter ǫ > 0 of the hyperslabs, the number q ∈ N * of the hyperslabs to be processed concurrently at every time instant, the function shr for the generalized thresholding operation, and an arbitrary initial point, a 0 ∈ R L , execute the following, for every n ∈ N.
1) Define the sliding window J n := max{0, n − q + 1}, n on the time axis, of size at most q. The set J n defines all the indices corresponding to the hyperslabs, which are to be processed at the time instant n.
2) Having at our disposal the current estimate a n , identify the indices I n := {i ∈ J n : P Si[ǫ] (a n ) = a n }, which correspond to the active hyperslabs. In other words, I n identifies all those hyperslabs of J n which can provide with "new" information, as opposed to the rest, which leave the current estimate a n unaffected, i.e., ∀i ∈ J n \ I n , P Si[ǫ] (a n ) = a n ⇔ a n ∈ S i [ǫ].
In other words, active hyperslabs are those which do not contain a n .
3) Choose {ω
That is, for every i ∈ I n , the weight ω 4) ∀i ∈ I n , compute the projection P Si[ǫ] (a n ) (15).
5)
Choose an extrapolation parameter µ n from the range (0, 2M n ), where
Notice that due to the convexity of the function · 2 , we always have M n ≥ 1. As such, our parameter µ n can take values larger or equal to 2.
6) Compute the next estimate by
Under some assumptions, which can be found in App. D, a convergence analysis for APGT can be established, which states, among others, that the sequence (a n ) n∈N is (Fejér) monotonous, the set of all cluster points of (a n ) n∈N is nonempty, all of these cluster points are sparse vectors, of sparsity level at most K, and the sequence of estimates approaches arbitrarily an intersection of hyperslabs S n [ǫ]. Since the APGT is based on the mapping T
(K)
GT , whose fixed point set is non-convex, the convergence analysis of App. D can also be seen as the first attempt to generalize the results of [16] - [18] to non-convexly constrained online learning tasks.
VII. PERFORMANCE STUDY
The sparsity-aware adaptive learning techniques can be split in two categories depending on their computational complexity requirements. On the one hand, the low complexity algorithms, e.g. [3] , [7] , need a number of mathematical operations which are comparable with that of the Least Mean Squares (LMS) algorithm. As expected, the reduced complexity operation is accompanied by performance sacrifices. On the other hand, the high computational complexity algorithms, e.g., [4] , need O(L 2 ) operations per iteration, resembling the recursive least-squares (RLS) algorithm.
The proposed projection-based adaptive techniques have the merit to be capable of operating with tunable computational requirements via adjusting the parameter q, i.e., the number of hyperslabs, which are considered in each iteration. When q takes small values, say q ≤ 5, the method operates in the low complexity regime with complexity similar to LMS. Of course, adopting the low complexity operation the algorithm does not exhibit its full performance potential. When q is increased, convergence is accelerated up to a high enough q value, denoted by q * , where any further increase does not lead to noticeable improvements.
The q * is hereafter characterized as best and specifies the high complexity regime operational mode of the algorithm. A method for estimating the best q as a function of L and K will be presented elsewhere. It has to be noted that for moderately sparse signals, q * is much lower compared to the signal dimension L. Moreover, it has to be stressed out that the algorithm exhibits low sensitivity with respect to the best q value. Experimentally, deviations of even up to 10% from q * are hardly noticeable in the performance. Furthermore, noticeable performance improvements w.r.t. LMS type algorithms can be obtained for values of q, as low as 10, for typical application scenarios.
A. Performance Study of PLSTO-based GT
The performance of the proposed algorithm when the shrinkage function, shr, in (9) assumes some well known PLSTOs is studied next in both high and low computational complexity regimes of operation. The resulted sparsity inducing operator T (K) GT leaves theK components unaltered, whereK is an estimate of the actual K := a * 0 . The signal under consideration has L = 1024 and K = 100, and the noise variance equals to σ 2 = 0.1. Moreover, the extrapolation parameter µ n , is set equal to
are all getting the same value and the hyperslabs parameter ǫ was set equal to σ. Fig. 4a corresponds to q = 390, which turned out to be the best q for the specific L, K combination. In other words, for this value the algorithms achieve their best convergence speed. Each Mean Square Error (MSE) performance curve, is constructed based on 50, ensemble averaged, independent realizations, i.e.
where a (r) n denotes the estimate, of a (r) * , obtained based on the first n samples of the r-th realization. Curves marked with asterisks, crosses and x-crosses correspond to the proposed adaptive projection (AP) method based on the SCAD (APSCAD) thresholding rule, which operates entry-wise according to the following; given the input vector a ∈ R L , the i-th coordinate, i ∈ 1, L, of the output vector z := T SCAD (a) are given by the next rule:
where α and λ are user defined parameters. It is obvious that when ξ (13) follows the proposed GT model (9) . In this case, all the components of x, which are greater than αλ, remain unaltered. In the penalized LS based variable selection problem, α, often takes the value 3.7 or slightly larger (up to 5) depending on whether L is smaller or larger than 100 [34] . The curves with crosses and x-crosses correspond to fixed λ values and particularly, to the values 0.04 and 0.01 respectively. The α was set equal to 12 since it led to somewhat better results compared to the aforementioned α values. In any case, it is apparent that the obtained performance is significantly inferior compared to the APWL1 method, which is indicated with squares. Recall that APWL1 [9] uses projections onto weighted ℓ 1 -balls instead of the GT.
In the previous experiment, the shrinkage function is fixed throughout the learning task. However, the developed GT operator can adaptively change from iteration to iteration, a property, which is supported by the theoretical analysis already discussed.
This can be exploited in order to embody a priori known information about the sparsity level of the signal under consideration based on the estimateK of the true sparsity level K. Indeed, for α fixed, if λ is recursively set equal to (ξ
an − δ)α, where δ an arbitrarily small value, then in each iteration the thresholding operator is adapted in order to shrink all but theK larger components. In Fig. 4a , the specific method, settingK = K, is referred to as APSCAD adapt and it achieves performance very close to APWL1. The sensitivity of the proposed methods in inaccurate estimates of K is investigated in section VII-C.
The curve exhibiting the best convergence speed, which is indicated with triangles, uses as shr function the one corresponding to the ℓ 0.5 penalty. In this particular case, K in (9) was set equal to 1 in order for T
(K)
GT to resemble as much as possible the original bridge threshold as it is shown in Fig. 1e . The regularization parameter, λ, which is used in the corresponding univariate penalized least-squares problem, is, once again, sparsity-level dependent. In particular λ = bξ
an . The curve given in the figure is optimized, via simulations, with respect to b (particularly b = 0.06).
The less complex thesholding rule is inevitably the hard thresholding (HT) one. In the general context of our GT formulation, the HT rule becomes: Having an estimateK of the actual sparsity level K, HT sets all but the largest (in magnitude)K components of a to zero. In the cases where the K larger components might not be uniquely defined, then the smallest possible indices are chosen. The corresponding performance curve is marked with circles.
Based on Fig. 4a , we can conclude that in the high computational mode regime the performance obtained by all the PLSTObased thresholding operators studied here, do not exhibit large differences, provided that the thresholding operator is not fixed but adaptively obtained usingK. A we will see next, the performance achieved is similar to that obtained solving the LASSO problem.
In Fig. 4b , the proposed methods operating in full complexity mode, i.e. with q = 390, are compared against the state-of-the-art sparsity-aware online algorithms, such as the Online Cyclic Coordinate Descent -Time Weighted Lasso (OCCD-TWL) and Time and Norm Weighted LASSO (OCCD-TNWL) [4] indicated with triangles and asterisks respectively. These online algorithms are of great interest since they succeed in attaining performance similar to LASSO using closed form adaptation equations. Their regularization parameters are optimized such as in [9] . As a reference for comparison, the APWL1 and APHT performance curves have been transferred from Fig. 4a to Fig. 4b . OCCD-TWL exhibits similar convergence speed to that of the proposed methods, attaining, however, lower MSE values after about 1200 samples. OCCD-TWL performance in the specific example settings is virtually coincident to the solution of the batch LASSO problem. The OCCD-TNWL incorporates in OCCD-TWL a SCAD-based reweighting scheme along the principles of the local linear approximation method [28] . Interestingly, it can be seen that OCCD-TNWL succeeds in outperforming the rest of the algorithms only after about L iterations. This is due to the fact that only after L iterations the method can have reliable information about the weights, since they are obtained based on tentative estimates, which are provided by a Recursive Least-Squares (RLS) algorithm, which runs in parallel. Indeed, reliable unconstraint Least Squares estimates can only be achieved based on at least L observations. It should be stressed out that the proposed methods are considerably less complex than both OCCD algorithms, since, as it will be discussed in VII-E, the latter schemes are of O(L 2 ) complexity.
In the same figure, the curve exhibiting the worst performance and marked with crosses, corresponds to the low-complexity SpAdOMP [7] algorithm. Apparently, it cannot compete with the proposed methods, when they function in the high-complexity regime.
The performance of the proposed methods when they are operating in reduced computational complexity mode, by setting q = 2, is studied in Fig. 4c . We can observe that the situation has significantly changed compared to the q = q * case since, at this low complexity operation regime, the performance can drastically change using different thresholding operators. More specifically, both APHT as well as APWL1 converge much slower than the rest of the methods, such as those using SCAD (curve with asterisks) and bridge based on ℓ 0.05 penalty 1 (curve marked with triangles). Similarly to the case of Fig. 4a , the best results of APSCAD and AP-ℓ 0.05 were achieved with sparsity-level dependent parametrization. The latter algorithm achieved its best performance with b = 0.001.
A thorough study of the forms that GT can take, their implications in practice as well as techniques for efficient parametrization of the methods is beyond the scope of this paper. However, in order to exhibit the flexibility and potential of the proposed GT operator in combination with the set-theoretic projection based framework, we next focus on sparsity-inducing thresholding operators, which lead to reduced computational complexity implementations, compared to APWL1.
B. The Piecewise linear thresholding operator
Many of the proposed thresholding rules, as it is shown in Fig. 1 and Fig. 3 , are discontinuous, something that, in many cases, is considered a disadvantage. For example, it has been reported that such thresholding rules are not suitable in coordinate descent algorithms [31] and might result in instabilities in model prediction [27] . However, in our case, we never noticed any problematic behavior using discontinuous thresholding functions in the proposed set theoretic framework. On the contrary, as it can be deduced from the previous examples, they often lead to the best performances. Motivated by this and the advantages regarding complexity requirements of the HT, we next propose and study a novel piece-wise linear threshold in an attempt to achieve enhanced performance under reduced computational complexity demands.
The sparsity promotion via projections onto weighted ℓ 1 balls [9] has the following drawbacks with respect to computational complexity requirements: a) it does not lead to estimates with a fixed and predefined sparsity level at each iteration, b) it requires O(L) multiplications and divisions, and c) it requires a full sorting of the unknown vector values, which takes O(L log 2 L) sorting operators. On the other hand, HT is a multiplications and divisions-free operator. It only requires the detection of thê K-th order statistic of x, which can be effectively performed in linear complexity, O(L), using, for example, the median-ofmedians selection algorithm [51] . Moreover, HT leads to estimates per iteration which have fixed sparsity level and equal to the predetermined valueK.
A major drawback of HT is that it sets to exactly zero all the L −K smaller components. However, such a "strict" strategy may push to zero coefficients which, actually, belong to the support, especially at the early iterations of the algorithm, prior to convergence, where the obtained estimates may not be good. A more "gentle" treatment, would be, to shrink their values to some degree, instead of zeroing these L −K values. Several such strategies have been proposed in the literature, with the SCAD penalty being among the most favorite ones. Here, we propose and study a thresholding rule, which is simpler than the SCAD, referred to as Piecewise Linear Thresholing (PLT) rule, which operates as follows; given a ∈ R L , the i-th coordinate,
PLT (a) is defined by the next relations:
where Schematically, the PLT operator is shown in Fig. 5 . It can be observed that it shares common attributes with both hard and soft thresholding. The major advantage of PLT, is that it can be nearly considered as a multiplication free operator (it needs 1 multiplication only). Moreover, similarly to HT, PLT leads to estimates of fixed sparsity level, equal to, at most, 2K nonzero components.
Next we study the behavior of PLT operator, for different b values when applied to the q = 2 and the q = 390 cases depicted in Fig. 6(a,b) and Fig. 6(c,d) respectively. More specifically, b is allowed to take distinct values in the interval [0, 1] with a step of 0.05. The study concerns both the steady state performance and the convergence speed. Let us first focus in Fig. 6a , where the behavior of APPLT with respect to the error floor for different values of b is considered.
The curves denoted with circles, asterisks and squares correspond to simulation examples of sparsity ratio, i.e. ρ = K/L * 100% equal to 1%, 10% and 30% respectively. In all the simulations shown in Fig. 6 , the (L, K) combination pairs used were the the algorithm is entering the converging phase, is used. Here, we assume that this phase starts when the algorithm reaches the 60% of its overall MSE performance 2 expressed in logarithmic scale. Precisely, we use as c b the iteration number at which log 10 (MSE b (c b )) takes a value lower than log 10 (MSE b (1)) + (log 10 (MSE b (N )) − log 10 (MSE b (1)))60/100 for the first time.
Indicatively, the APWL1 of Fig. 4a is assumed to enter the converging stage when log 10 (MSE) < −3. Getting back to Fig. 6b , it is observed that smaller values of b are favored over the larger ones. We conclude that in the low complexity regime, i.e. with q as small as 2, a low b value leads to enhanced performance in terms of both error floor and convergence speed. Fig. 6 (c,d) shows the corresponding curves when the method operates in the high computational regime using q = q * which, for the specific (L, K) settings, amount to q equal to 27, 93 and 167 for the 1%, 10% and 30% sparsity ratios respectively.
We observe, that in contrast to the q = 2 case, b parameter need to acquire different values depending on whether a low error floor or a fast convergence speed is of preference. For example, the best convergence speed is achieved with b = 0.8, whereas the lower error floors, with the exemption of the extensively sparse case of ρ = 1%, are achieved with b values lower than 0.5.
Note, however, that the convergence speed is more sensitive to deviations from the best b values, since a low b value can lead to up to 50% decrease of the convergence speed. As a conclusion, when the method operates in the high computational complexity regime, a large b value (around 0.8) is preferred.
The performance attained by the proposed PLT-based AP method (APPLT), compared to the methods discussed before, is shown with dashed curves indicated with diamonds in Fig. 4b and Fig. 4c , for the high and the low computational regimes respectively. It has been observed that APPLT exhibits a better performance when a somewhat larger value than the true sparsity level K was used. As a result, the PLT T
PLT , whereK := K + 3 is adopted in the aforementioned simulation examples. We observe that in the high computational complexity mode, APPLT achieves performance similar to APWL1, whereas in the low one (with q = 2), APPLT exhibits the best performance. In any case, APPLT performs better than APHT, without requiring significant computational burden increases. A short discussion on computational complexities is held in section VII-E.
The SpAdOMP method [7] , represents the state of the art of low complexity sparsity-aware algorithms, therefore a detailed comparison of APPLT with it is of high interest. In Fig. 4c , APPLT with q = 2 appeared to outperform SpAdOMP. Note that in the specific example, ρ ≈ 10% since L = 1024 and K = 100. As it will be seen next, the relative performance between the two algorithms highly depends on the sparsity ratio ρ. Fig. 7a depicts a performance comparison of the two methods when ρ = 10%. For this specific experiment, the values of L = 600 and K = 60 where used. however, the conclusions are similar for other L,K combinations, as long as the sparsity ratio remains of the same order. The curves indicated with triangles, circles and squares correspond to the proposed APPLT using q = 1, 2 and 5 respectively. The gradual convergence speed enhancement, that is achieved as q increases, is readily seen. As before,K in T larger step values lead to faster convergence but higher error floors and vice versa. We can observe, that when α = 0.2 is chosen so as to achieve the same error floor with APPLT then SpAdOMP converges with speed similar to the APPLT with q = 1. It should be stressed out that when q = 1, APPLT has slightly lower computational complexity than SpAdOMP. When the step size of SpAdOMP is increased to α = 0.3 in order to achieve convergence speed closer to the q = 5 setting, then the error floor is significantly increased.
When the signal under consideration is very sparse, then SpAdOMP is favored over APPLT. This is shown in Fig. 7b , where K decreases to 18, leading to a sparsity ratio equal to 3%. We observe, that in this very sparse signal case, q = 5 or even larger is needed in order for APPLT to perform similarly to SpAdOMP. However, it might be questioned whether such low sparsity ratios are realistic in practice or not.
With respect to the user-defined parameters, that one has to tune in each method, SpAdOMP needs the tuning of the step size and a forgetting factor, so the difficulty is similar to that of the LMS and the RLS algorithms. On the other hand, APPLT needs the tuning of parameters µ, ǫ, q and b. In a first glance, it might seem that APPLT is more demanding regarding fine tuning. However, this is not true. Parameter q is an integer, which is set according to the available computational power and in general, the larger the better. Parameter µ, as long as it takes a value close to 2, has little influence on the performance; so the value 1.8 was chosen here and it was kept the same for all experiments in this paper. The method is not particularly sensitive to parameter ǫ either. A rough estimate of the noise standard deviation is enough. Accordingly, parameter b, is the only parameter which needs a somewhat careful setting according to the study in Fig. 6 . An estimate of the sparsity levelK, is needed in both methods.
C. Robustness against inaccurate sparsity level estimates
In the examples reported before,K was set equal to the true sparsity level K. However in practice, the exact sparsity level might not be known in advance, so the sensitivity in such inaccuracies is studied next. Our attention is turned to the computationally efficient APPLT algorithm. However, for the shake of comparison with PLSTO-based GT, results of the AP-ℓ γ are also shown. is not surprising since it has also been observed for APWL1 as well [9] . Fig . 9 shows the ability of the tested algorithms to track an abrupt change, which is realized after 1500 observations. This is a typical setting used in adaptive filtering community to study the tracking agility of an algorithm. In the first half, the signal under consideration has the characteristics of the one discussed in Fig. 4a . However, at the mid-time point of 1500, ten randomly selected components, change their values from 0 to a randomly selected nonzero one. Thus, the signal after 1500 has a sparsity level of 110. As a result, in the second half, the AP methods operate with an under-estimate of the true sparsity level. It can be concluded that AP-ℓ 0.5 and APHT appear to be more sensitive compared to the rest of the proposed methods. Moreover, the APPLT, with b = 0.1, reaches lower error floors, albeit at a slower convergence speed. OCCD-TWT performance deteriorates compared to Fig. 4b , due to the fact that a forgetting factor lower than 1 is adopted, in order to succeed in re-estimating the unknown signal after the abrupt change. In all the cases before, the proposed algorithm operated in the high complexity regime using q = 390. In fact, this abrupt change case can not be handled effectively by the low complexity algorithms. As an example, the performance of SpAdOMP is displayed with the curve indicated with crosses.
D. Time varying example
E. Computational complexity issues
Under, the commonly adopted set up in practice, that all ω (n) i are given the same value, and u = 1, the basic recursive scheme of (11), including (10), at each iteration, requires (q + 2)K n + qL + 2L multiplications, when q > 1, or 2L, for q = 1.
We denote by K n the sparsity level of the estimate in the current iteration n. For the APWL1 case, where the sparsity level is not fixed in each iteration, then the worse case scenario, i.e. K n = L, should be considered. On the contrary, for thresholding rules such as HT and PLT, K n equals toK and 2K, respectively.
The sparsity promoting approach necessitates some extra computational burden for all the methods discussed here. In particular, the projection onto the weighted ℓ 1 -ball needs 3L multiplications and 2L divisions on top of O(L log L) sorting operations. The hard-thresholding operation needs just O(L) comparisons, whereas the PLT needs a single multiplication plus O(L) comparisons for the detection of theK and 2K order statistics. SCAD and bridge ℓ γ are computationally more demanding.
OCCD-TWL needs 2L 2 +2L+(L+1)K n multiplications and K n+1 divisions, and OCCD-TNWL requires 4L 2 +6L+(L+1)K n multiplications and L+K n+1 divisions. It should be stressed out that in the case considered in this paper, i.e., signal reconstruction of signals that are sparse in a transform domain, translation time-invariance cannot be exploited in order to reduced the complexity of the OCCD-based methods.
Finally, the low complexity SpAdOMP method, in the case of nearly orthonormal sampling vectors and normalized LMS updates, needs 2L + 7K multiplications, one division, and O(L) comparisons for the retrieving of the 2K order statistic.
VIII. CONCLUSIONS
A novel online sparsity-aware learning scheme has been presented, that can deal in a unifying way with different thresholding rules, including nonconvex ones. Several variants of the algorithm were studied and compared with state-of-the-art online methods of both low and high computational complexity. The proposed scheme exhibited enhanced complexity-performance trade-off in both time-constant and time-variant environments requiring a limited computational complexity burden.
APPENDIX A ELEMENTS OF CONVEX ANALYSIS
A subset C of R L will be called convex if every line segment {λa
If we further assume now that C is closed and convex, then the (metric) projection onto C is defined as the mapping P C : R L → C, which maps to an a ∈ R L the unique P C (a) ∈ C, such that a − P C (a) = d(a, C).
For example, the metric projection mapping P Sn[ǫ] onto the hyperslab S n [ǫ] (4) is given by the following simple analytic formula:
Given a projection mapping, P C , onto the closed convex set C, and a λ ∈ (0, 2), the relaxed projection mapping is defined as the mapping T
, where I L stands for the identity matrix of dimension L. It is well-known that
APPENDIX B COMPOSITION OF PARTIALLY QUASI-NONEXPANSIVE MAPPINGS
Next is a lemma which will be useful to the analysis of App. D.
Lemma 1 (Composition of partially quasi-nonexpansive mappings). Given the mappings
Notice that the previous condition implies that both T 1 and T 2 are partially strongly attracting quasi-nonexpansive. Then, the
Proof: The condition in the statement of the theorem and the steps, which can be found in [52, Prop.
Let Y x take the place of Fix(T 1 ) ∩ Fix(T 2 ) and follow exactly the same steps as in [52, Prop. 1.d-iii] to establish the claim of Lemma 1.
APPENDIX C THE GENERALIZED THRESHOLDING MAPPING AND ITS PROPERTIES
Definition 2 (The ordered tuple notation). Given L ∈ N * , the notation 1, L will stand for the set {1, 2, . . . , L}. Given K ∈ 1, L, define the set of all ascending tuples of length
The parentheses in the subscripts of the indices, taken from the order statistics' literature, are used in order to emphasize the fact that those indices have been sorted in ascending order. It is easy to verify that the cardinality of T (K, L) is L K . To save space in the sequel, we abuse the previous notation, and allow ourselves to treat tuples also as sets. For example, whenever we write l ∈ J, for some J ∈ T (K, L), we mean that l is one of the K components of J. Whenever l / ∈ J appears, we mean that l ∈ 1, L \ J. In the case where
mean that each component of J 1 is also a component of J 2 . In this sense, and given a vector x ∈ R L , the support of x is defined as the ordered tuple supp(x) := (l ∈ 1, L : x l = 0). If | supp(x)| stands for the cardinality of supp(x), then clearly contains all those positions, which correspond to the K largest, in absolute value, components of the vector x. The presence of the min operator is to avoid non-uniqueness problems; we choose always the smallest index when an absolute value appears simultaneously in multiple positions.
Definition 3 (Subspace associated to a tuple). Given
GT (x) is obtained according to the following steps: 1) Compute, first, the tuple J
stands for one of the K-th largest components, in magnitude, of the
x . 3) Compute the components of z as:
where the function shr : R → R satisfies the following properties:
In other words, the function shr shrinks all but the K largest, in magnitude, elements of the vector x.
6) Given ǫ > 0, there exists a δ > 0 such that ∀τ , which satisfy ǫ ≤ |τ | ≤ ξ
That is, shr acts as a strict shrinkage operator over all intervals which do not include 0.
Notice here that we do not impose any regularity conditions, like continuity, on shr. Notice, also, that most of the known PLSTO [29] - [32] , [34] , [35] are continuous, as it can be readily verified by Fig. 1 .
Remark 1 (Any PLSTO can be used as the shrinkage function shr in T (K)
GT ). A characterization of the PLSTO can be found in [33, Thm. 1] . According to [33, Thm. 1] , the basic requirements on the penalty function of (7) are that p should be nonnegative, nondecreasing, and differentiable on (0, ∞). Then, surely, the minimization task of (7) possesses a unique solution [33] . In a coordinate-wise sense, the operator which maps a givenã i to the unique minimizer of (7), i.e., the PLSTO, becomes a function, denoted here byθ. It was proved in [33, Thm. 1] , among other properties, thatθ is antisymmetric, and that it satisfies 5.4, 5.5.
Moreover, for an appropriately defined real value p 0 , it was observed in [33, Thm. 1] that ∀|τ | ≤ p 0 , |θ(τ )| = 0, i.e.,θ acts as a thresholder. These properties can be also verified by Fig. 1 , for all the known PLSTO [29] - [32] , [34] , [35] .
Notice that since p is assumed to be nondecreasing, then p ′ (|τ |) ≥ 0, ∀τ ∈ R. It was also shown in [33, Thm. 1] 
This means that for all those τ such that |τ | > p 0 , and p ′ (|τ |) > 0, the PLSTOθ strictly shrinks the magnitude of τ . For |τ | ≤ p 0 , the strict shrinkage property ofθ is obvious, due to its thresholding
properties. This reminds us of Def. 5.6. Indeed, if p is chosen such that p ′ is continuous on (0, ∞), and p ′ (|τ |) > 0, ∀τ ∈ R, as for most of the known penalties in PLSTO, then Def. 5.6 holds true if we define δ := min |τ |∈ ǫ,ξ
For penalties that do not satisfy such conditions, such as those which produce the HT and the SCAD, then it can be verified by Fig. 1 that we can always define their parameters in a way such that they achieve strict shrinkage over the interval ǫ, ξ
in Def. 5.6.
Summarizing, any known PLSTO [29] - [32] , [34] , [35] can serve as a candidate for the function shr.
Theorem 1 (Properties of the generalized thresholding operator
This property can be rephrased as
The previous property obviously does not hold true if we put Fix(T
. Therefore, the existence of T
(K)
GT suggests that the class of partially quasi-nonexpansive mappings strictly contains all the quasi-nonexpansive ones.
Proof:
1) By Def. 4, the claim of Thm. 1.1 is false if and only if one of the following two cases holds true: either (i) ∃l
For the second case, since l 0 ∈ J 2) Pick any x ∈ J∈T (K,L) M J . It is easy to verify by Def. 5 that T (K)
GT (x) = x leads to the trivial result x l = x l , we deal here only with the more interesting case of l / ∈ J (K)
x . For such an l, according to Def. 5, we must have shr(x l ) = x l , which implies that | shr(x l )| = |x l |. However, by the properties of shr, given in Defs. 5.5 and 5.6, we necessarily obtain that x l = 0. Since this holds ∀l / ∈ J (K)
. Now, recall that
3) The proof will be developed along a sequence of steps.
a) Since K < L, it becomes clear that ∀n we can always find an l / ∈ J (K)
xn . b) Assume, for a contradiction, that there exists an ǫ > 0, a subsequence (n k ) k∈N , and an
By Def. 5.6, ∃δ > 0 such that shr(x n k ,ln k ) ≤ x n k ,ln k − δ, ∀k. Then, it is easy to verify that ∀k,
This in turn implies that ∀k,
Notice
GT )(x n ) = 0 implies that for the δ of (16), ∃n 0 ∈ N such that ∀n ≥ n 0 ,
This contradicts (16) . In other words, out initial claim is wrong, and the contrary proposition becomes: ∀ǫ > 0, there exists an n 0 ∈ N such that ∀n ≥ n 0 , and ∀l / ∈ J (K)
xn , |x n,l | < ǫ. This can be equivalently written in a more compact form as follows:
c) Pick arbitrarily any l ∈ J (K)
x * . There are two possible cases regarding l and the sequence of tuples (J
xn . However, since the cardinality of both J xn is K, we actually have that ∀n ≥ n 0 , J
xn , ∀n ≥ n 0 , and (17) to deduce that x * ,l ′ = 0. Since l ′ was chosen arbitrarily, from the complement of J (K)
x * , we necessarily have that
xn . Equivalently, this can be written as:
. However, our initial assumption that lim n→∞ x n = x * and (17) imply that x * ,l = 0.
Since l ∈ J (K)
x * , i.e., x * ,l is one of the K largest, in absolute value, components of x * , it is easy to verify that ∀l ′ / ∈ J (K)
x * , we must have x * ,l ′ = 0. In other words, x * ∈ J∈T (K,L) M J . This establishes the claim of Thm. 1.3.
K ≥ | supp(a * )|, and that ǫ is properly defined, i∈In S i [ǫ] has a non-empty intersection with M J (K) a * , and hopefully
The existence of J ∞ means that for every time instant, after n ′ 0 , the K largest, in magnitude, components of a n share a common pattern. The motivation of this assumption follows a similar rationale to that of Assump. 1.1. Moreover, the non-empty intersection
guarantees that all of the active hyperslabs {S i [ǫ]} i∈In own a common intersection, ∀n ≥ n
We stress here such an ǫ ′ always exists, since (µ n ) n∈N are user-defined quantities.
4) Assume thatω
: i ∈ I n , n ∈ N > 0. Notice, here, that such anω always exists, since (ω (n) i ) i∈In,n∈N are user-defined parameters.
Theorem 2 (Properties of the algorithm).
2) Let Assumption 1.2 hold true. Define n 0 := n ′ 0 + q − 1, and let Ω := n≥n0 Ω n . Recall that q is the maximum size of the sliding window J n := max{0, n − q + 1}, n, and that I n ⊂ J n , in order to verify that the reason behind the definition of n 0 is to guarantee that i∈In Ω) . In other words, the sequence (a n ) n∈N is Fejér monotonous [44] with respect to Ω. This means that every step of the APGT prevents the (a n ) n∈N to move away from Ω. b) ∀y ∈ Ω, the sequence ( a n − y ) n∈N converges.
c) The set of all cluster points C((a n ) n∈N ) of the sequence (a n ) n∈N is nonempty.
3) Let Assumptions 1.2 and 1.3 hold true. Then,
In other words, the APGT generates a sequence of estimates (a n ) n∈N , whose cluster points are sparse vectors, of sparsity level no larger than K.
an . 4) Let Assumptions 1.2, 1.3, and 1.4 hold true. Then, a) lim n→∞ d(a n , S n [ǫ]) = 0. In other words, as the number of the APGT's recursions tends to infinity, the sequence (a n ) n∈N moves closer and closer to the hyperslabs
If, in particular, C((a n ) n∈N ) = {â * }, then the previous result can be strengthened asâ * ∈ lim inf n→∞ S n [ǫ], where the inner limit lim inf n→∞ S n [ǫ] and the outer limit lim sup n→∞ S n [ǫ], of the sequence (S n [ǫ]) n∈N , are defined as [43] lim inf
and where
Proof: The proof is based on the very recent extensions of the Adaptive Subgradient Projected Method (APSM) [18] . Thus, to avoid a repetition of lengthy arguments, the proof of Thm. 2 will not be given here in full detail, since most of the results can be straighforwardly obtained by following exactly the same steps as in [18] . However, to make the proof of Thm. 2 as clear as possible, we will underline here the main similarities and differences between the present study and [18] .
It can be shown after some algebra (see, for example, [18, Section 4.2] , [53, App. E]), that the main recursion (11) of the proposed algorithm is equivalent to the following form:
GT (a n ), if Θ ′ n (a n ) = 0,
where λ n := µ n /M n ∈ (0, 2), Θ ′ n (a n ) stands for the subgradient [43] , [44] of the convex function Θ n at a n , which is defined inductively as follows; given a n , let ∀a ∈ R L , Θn (a n ), ∀n ≥ 0, where T (λn) Θn is a principle notion in the minimization tasks of non-smooth objective functions in convex analysis; assuming that the set {a ∈ R L : Θ n (a n ) ≤ 0} is nonempty, then the relaxed subgradient projection mapping [44] is defined as follows; ∀a ∈ R L , ∀λ n ∈ (0, 2),
Remarkably, T
(λn) Θn
is also a member of the toolbox of operators given in Def. 1; it is in fact a quasi-nonexpansive mapping [44] .
Although (18) and the main algorithmic object of [18] look very similar, there is a large underlying difference. The current state of the APSM [18] uses strongly attracting quasi-nonexpansive mappings in the place of T
(K)
GT , in (18) . Notice, however, that the presently used T
GT belongs to the class of partially quasi-nonexpansive mappings, and, thus, (18) can be also seen as the first step to generalize [16] - [18] to online learning tasks under non-convex constraints. Although the gap between convex constraints [18] and non-convex ones, i.e., Fix(T (K) GT ), might seem impassable in general, the special case of Fix(T (K) GT ), which is nothing but a union of linear subspaces (closed convex sets), helps us to apply arguments of [18] to the present case. The trick behind the present proof lies on the observation that if we isolate one of the linear subspaces which constitute Fix(T (K) GT ), i.e., if we view Fix(T (K) GT ) partially, and if a non-empty intersection of this specific subspace (closed convex set) with a countable number of hyperslabs is assumed, then the whole discussion dismantles into convex analysis arguments. This is where [18] comes into play.
1) This result follows from Thm. 18.1 and Lem. 28.2 of [18] . Let Ω n take the place of Y x in Lemma 1, and follow exactly the same steps, as in the proof of [18, Thm. 18.1] , to establish the claim of Thm. 2.1.
2) a) The claim follows from [18, Thm. 18.2] . b) This is an immediate consequence of [18, Thm. 18.3] . c) This is a result of [18, Thm. 18.3] and the fact that the strong and weak topologies coincide in the Euclidean R L .
3) a) The inclusion C((a n ) n∈N ) ⊂ Fix(T Let us make the connections here between the present study and the proof of [18, Thm. 18.8] . The sequence (a n ) n∈N takes the place of (u n ) n∈N , v stands for y, and T n is substituted by T Θn (a n ), where T (λn) Θn is introduced in (19) .
The delicate point here is whether the inequalities, which appear in the proof of [18, Thm. 18.8] , still hold in the present context. To be more precise, under the Assumptions 1, can we guarantee that there exists a y such that those inequalities hold true? Such a question would have a positive answer if we could find an n Θn (a n ), then Thm. 1.1 suggests that J
Θn (an) . Thus, the previous question can be recast as follows; is there an n Hence, there exists k 0 ∈ N such that ∀k ≥ k 0 , ∀l ∈ J (K)
a /2 < |a n k ,l |. Since, by assumption, the cardinality of J (K) a * is K, the previous result suggests that
It becomes clear by Assumption 1.2 that if we take k 0 sufficiently large, we obtain that ∀k ≥ k 0 , J ∞ ⊂ J a * , which establishes Thm. 2.3b. c) Define, also here, ξ (K) a * := min{|â * ,l | : l ∈ supp(â * )}. Since lim n→∞ a n =â * , there exists n 0 ∈ N such that ∀n ≥ n 0 , ∀l ∈ supp(â * ), ∀l ′ / ∈ supp(â * ), |a n,l ′ | < ξ (K) a * /2 < |a n,l |. Now, since | supp(â * )| ≤ K , then ∀n ≥ n 0 , supp(â * ) ⊂ J (K) an , which establishes Thm. 2.3c. 4) a) The claim is a direct consequence of Thm. 31.2 and Def. 27 of [18] . b) The result follows from [18, Thm. 31.3] . This completes the proof.
