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Abstract: Amethod of designing observers and observer-based tracking controllers is proposed for nonlinear systems on
manifolds via embedding into Euclidean space and transversal stabilization. Given a system on a manifold, we first embed
the manifold and the system into Euclidean space and extend the system dynamics to the ambient Euclidean space in such
a way that the manifold becomes an invariant attractor of the extended system, thus securing the transversal stability of the
manifold in the extended dynamics. After the embedding, we design state observers and observer-based controllers for
the extended system in one single global coordinate system in the ambient Euclidean space, and then restrict them to the
original state-space manifold to produce observers and observer-based controllers for the original system on the manifold.
This procedure has the merit that any existing control method that has been developed in Euclidean space can be applied
globally to systems defined on nonlinear manifolds, thus making nonlinear controller design on manifolds easier. The
detail of the method is demonstrated on the fully actuated rigid body system.
Keywords: Embedding, manifold, observer, controller, tracking, separation principle.
1. INTRODUCTION
We have studied in [2] about tracking controller syn-
thesis for systems defined on manifolds via embedding
into Euclidean space, transversal stabilization, and lin-
earization. The main idea of this method is as follows.
Given a control system on a manifoldM , first embedM
into Euclidean space Rn and then extend the control sys-
tem dynamics from M to Rn in such a way that M be-
comes an invariant attractor of the extended or ambient
system in Rn, thus securing the transversal stability of
M in the extended dynamics. As a result, we can conve-
niently design controllers using one single global Carte-
sian coordinate system in Rn for the original system on
M . In particular, the linearization of the system dynam-
ics along a reference trajectory on M can be carried out
globally, without relying on multiple local charts, in a
Cartesian coordinate system in Rn to easily design track-
ing controllers for the system on M . This methodology
for controller synthesis is well illustrated with the fully
actuated rigid body system in [2]. We refer the reader to
[1, 3] for other applications of the embedding technique
in the context of optimal control and geometric numerical
integrations.
In this paper, we continue the program of embed-
ding into Euclidean space, transversal stabilization, and
linearization in order to construct state observers and
observer-based tracking controllers for systems defined
on manifolds. Given a system on a manifoldM , we em-
bed it into Euclidean space Rn in such a way that M
becomes an invariant attractor of the embedded system
in Rn, and then design both controllers and observers
for the system through linearization along a given refer-
ence trajectory on M in one single global Cartesian co-
ordinate system in Rn after which these observers and
controllers are combined to produce observer-based con-
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trollers for the original system onM ; any other observer
design technique inRn can be utilized although lineariza-
tion is employed in this paper for its simplicity but high
utility. Thanks to the use of one single global Cartesian
coordinate system, there is no need of change of coor-
dinates along the reference trajectory. Also, all the con-
ditions for (local) exponential stability of the linear time
varying (LTV) observer laid out in [6, 7] can be verified a
priori globally along the reference trajectory onM .
This paper is organized as follows. The program
of embedding into Euclidean space, transversal stabi-
lization, and linearization is first reviewed and then
the method for designing observers and observer-based
tracking controllers is developed in the context of this
program. Two kinds of Kalman-type observers are con-
structed: one is LTV observers that estimate the tracking
error and the other is high-gain observers that estimate the
state of the system, both of which utilize Kalman’s the-
ory of linear systems [6, 7]. The observer-based tracking
controller design procedure is illustrated with the fully
actuated rigid body system and a good tracking and state
observation performance of the controller for large initial
tracking/observation errors is demonstrated with a sim-
ulation. In addition to the two Kalman-type observers,
a non-Kalman-type observer is constructed for the rigid
body system. For the sake of completeness of the paper
and convenience to the reader, the theory of LTV systems
is briefly reviewed in a modified but improved form in the
Appendix.
2. MAIN RESULTS
2.1. Review
2.1.1. Embedding and Transversal Stabilization
We here review the thechnique of embedding and
transversal stabilization from [2]. Let M be a regular
manifold in some Rn. Consider a control system ΣM
onM given by
ΣM :
{
x˙ = X(x, u), x ∈M,u ∈ Rk,
y = h(x) ∈ Rp. (1)
where x is the state, u the control, and y the output of the
system. Here we assume that the function h is defined on
Rn. It is understood thatX(x, u) ∈ TxM for all (x, u) ∈
M × Rk. Suppose that there is a control system ΣRn in
Rn given by
ΣRn :
{
x˙ = Xe(x, u), x ∈ Rn, u ∈ Rk,
y = h(x) ∈ Rp, (2)
where it is assumed that
Xe(x, u) = X(x, u) ∀x ∈M,u ∈ Rk,
which means that ΣRn is an extension of ΣM to R
n, and
ΣM is a restriction of ΣRn toM .
Suppose that there is a non-negative function V˜ on Rn
such thatM = V˜ −1(0) and
∇V˜ (x) ·Xe(x, u) = 0 (3)
for all (x, u) ∈ Rn × Rk. Consider the following system
Σ˜Rn :
{
x˙ = X˜e(x, u), x ∈ Rn, u ∈ Rk,
y = h(x) ∈ Rp, (4)
where
X˜e(x, u) := Xe(x, u)−∇V˜ (x) ∀x ∈ Rn, u ∈ Rk.
Since the minimum value 0 of V˜ is attained on M , the
gradient ∇V˜ identically vanishes on M , which implies
that Σ˜Rn coincides with ΣM onM , and thatM is an in-
variant manifold of the new system Σ˜Rn . A sharp distinc-
tion between the two systems Σ˜Rn and ΣRn is thatM is
a stable invariant manifold of Σ˜Rn due to the added term
−∇V˜ . The following new theorem provides a sufficient
condition for asymptotic stability ofM in the transversal
direction for the system Σ˜Rn .
Theorem 1: If there are positive numbers b and r
such that bV˜ (x) ≤ ‖∇V˜ (x)‖2 for all x ∈ V˜ −1([0, r)) ⊂
Rn, then V˜ −1([0, r)) is positively invariant for Σ˜Rn and
every flow of Σ˜Rn starting in V˜
−1([0, r)) converges toM
as t → ∞. In particular, V˜ (x(t)) ≤ V˜ (x(0))e−bt for all
t ≥ 0 and x(0) ∈ V˜ −1([0, r)).
2.1.2. Tracking Controller Design via Linearization in
Ambient Euclidean Space
We review from [2] the technique of tracking con-
troller design via linearization in ambient Euclidean
space after embedding. Consider a reference trajectory
x0 : [0,∞) → M for the system ΣM on M driven by a
control signal u0 : [0,∞)→ Rk, so that
x˙0(t) = X(x0(t), u0(t)) ∀t ≥ 0.
Our goal is to construct tracking controllers for this tra-
jectory for the system ΣM . By the construction of Σ˜Rn ,
this reference trajectory also satisfies the dynamics of
Σ˜Rn , i.e.
x˙0(t) = X˜e(x0(t), u0(t)) ∀t ≥ 0.
Hence, we take the strategy to design tracking controllers
for the ambient system Σ˜Rn in R
n and then restrict them
to M to come up with tracking controllers for ΣM .
For convenience, assume that both x0(t) and u0(t) are
bounded signals. Let
∆x = x− x0(t) ∈ Rn, (5)
∆u = u− u0(t) ∈ Rk, (6)
∆y = y − h(x0(t)) ∈ Rp. (7)
Then, they satisfy
∆x˙ = X˜(x0(t) + ∆x, u0(t) + ∆u)− X˜(x0(t), u0(t)),
(8a)
∆y = h(x0(t) + ∆x)− h(x0(t)) (8b)
or
∆x˙ = A(t)∆x +B(t)∆u +O(‖∆x‖2, ‖∆u‖2) (9a)
∆y = C(t)∆x +O(‖∆x‖2) (9b)
where
A(t) =
∂X˜
∂x
(x0(t), u0(t)), B(t) =
∂X˜
∂u
(x0(t), u0(t)),
C(t) =
∂h
∂x
(x0(t)).
It is understood that the big Oh O(·) also depends explic-
itly on t. The following theorem is a simple application
of the Lyapunov linearization method.
Theorem 2: If there is a time-varying gain K(t)
such that the LTV system
z˙ = (A(t) −B(t)K(t))z (10)
is exponentially stable, then the linear controller ∆u0 =
−K(t)∆x makes ∆x = 0 an exponentially stable equi-
librium point for the nonlinear closed-loop tracking error
dynamics (8). In consequence, the linear controller
u = u0(t)−K(t)(x − x0(t)) (11)
enables the system Σ˜Rn in (4) to exponentially track the
reference x0(t) for any initial state x(0) in a neighbor-
hood of x0(0) in R
n. Furthermore, the same controller
(11), if restricted to M , enables the system ΣM to ex-
ponentially track the reference x0(t) for any initial state
x(0) in a neighborhood of x0(0) inM .
2.2. Observer-Based Tracking Controllers
We build observer-based tracking controllers for the
system ΣM for the reference (x0(t), u0(t)) by designing
observer-based tracking controllers for the ambient sys-
tem Σ˜Rn in R
n for the same reference trajectory and then
restricting them toM .
2.2.1. Linear Observer-Based Tracking Controllers
We build a linear observer for the tracking error ∆x.
Consider the following observer for the tracking error dy-
namics (8) or (9):
z˙o = A(t)zo +B(t)∆u − L(t)(C(t)zo −∆y), (12)
where zo ∈ Rn is the estimate of the tracking error ∆x;
∆u and ∆y are defined in (6) and (7); and the observer
gain L(t) is given by
L(t) = P (t)CT (t)R−1(t), (13)
where P (t) is the solution to
P˙ = PAT (t) +A(t)P − PCT (t)R−1(t)C(t)P +Q(t),
(14)
where R(t) = RT (t) > 0 and Q(t) = QT (t) ≥ 0 are to
be chosen. Let
eo = ∆x− zo,
which satisfies
e˙o = (A(t)−L(t)C(t))eo+O(‖∆x‖2, ‖eo‖2, ‖∆u‖2).(15)
Apply to the system Σ˜Rn a controller of the form
u = u0(t)−K(t)zo. (16)
Then the tracking error dynamics (9) and the observation
error dynamics (15) can be written together as
[
∆x˙
e˙o
]
=
[
A(t)− B(t)K(t) B(t)K(t)
0 A(t)− L(t)C(t)
] [
∆x
eo
]
+O(‖∆x‖2, ‖eo‖2). (17)
Theorem 3: Suppose that K(t) is chosen such
that the LTV system (10) is exponentially stable, that
B(t)K(t) is bounded, and that all the hypotheses in The-
orem 18 in the Appendix hold true. Then, (∆x, eo) =
(0, 0) is an exponentially stable equilibrium point for
(17). In consequence, the trajectory x(t) of the system
ΣM on M exponentially tracks the reference x0(t) with
the observer-based controller that consists of (16) and
(12) – (14).
Proof: It follows from Theorem 18 in the Appendix
and Theorem 2 above.
Corollary 4: Suppose that K(t) is chosen such
that the LTV system (10) is exponentially stable, that
B(t)K(t) is bounded, and that all the hypotheses in
Corollary 19 in the Appendix hold true. Then, the same
conclusion as that in Theorem 3 holds.
Proof: It follows from Corollary 19 in Appendix and
Theorem 2 above.
Remark 5: 1. Although Kalman’s theory is here
used to design the observer gain L(t), one can alterna-
tively use any other method to produce L(t) as far as the
system e˙o = (A(t)−L(t)C(t))eo is exponentially stable.
For the rigid body system, we will build an observer of a
non-Kalman type.
2. It is easy to verify that the signal defined by
xest(t) = x0(t) + zo(t) converges to x(t) as t tends to
infinity. In this sense, (12) can be regarded as a state ob-
server for Σ˜.
2.2.2. Nonlinear Observer-Based Tracking Controllers
Consider the following state observer for Σ˜Rn :
˙ˆx = X˜(xˆ, u)− L(t)(h(xˆ)− y), (18)
where xˆ denotes the state estimate of x, and y is the out-
put of Σ˜Rn . The observer gain L(t) in (18) is given in
(13) and obtained via (14). Let
eo = x− xˆ
denote the error of observation of x. It is straightforward
to show that it satisfies (15). Apply a controller of the
form
u = u0(t)−K(t)(xˆ − x0(t)) (19)
to the system Σ˜Rn . Then the tracking error dynamics (9)
and the observation error dynamics (15) satisfy (17).
Theorem 6: Suppose that K(t) is chosen such
that the LTV system (10) is exponentially stable, that
B(t)K(t) is bounded, and that all the hypotheses in The-
orem 18 in the Appendix hold true. Then, (∆x, eo) =
(0, 0) is an exponentially stable equilibrium point for
(17). In consequence, the trajectory x(t) of the system
ΣM on M exponentially tracks the reference x0(t) with
the observer-based controller that consists of (19), (18)
and (13) – (14).
Corollary 7: Suppose that K(t) is chosen such
that the LTV system (10) is exponentially stable, that
B(t)K(t) is bounded, and that all the hypotheses in
Corollary 19 in the Appendix hold true, Then, the same
conclusion as that in Theorem 6 holds.
Remark 8: 1. The difference between (12) and
(18) is that (12) estimates the tracking error ∆x = x −
x0(t) whereas (18) estimates the state x. However, the
underlying error dynamics share the same first-order ap-
proximation as shown in (17).
2. It is noteworthy that the high-gain observer (18)
is here linearized along the reference trajectory x0(t).
Since the reference x0(t) is chosen first, it is possible to
verify the conditions in Theorems 3 and 6 and Corollar-
ies 4 and 7 in advance, which also allows to design the
time-varying observer gain L(t) in advance by integrat-
ing (14).
3. APPLICATION: THE FULLY
ACTUATED RIGID BODY SYSTEM
3.1. Review of the Embedding, Transversal Stabiliza-
tion and Linearization of the Rigid Body System
We review the embedding of the rigid body system
from SO(3)×R3 intoR3×3×R3; refer to [2] for more de-
tail. Let SO(3) = {R ∈ R3×3 | RTR = I, detR > 0}
be the set of all 3×3 rotation matrices and so(3) = {A ∈
R3×3 | A = −AT } the set of all 3 × 3 skew symmetric
matrices. The hat mapˆ: R3 → so(3) is defined as fol-
lows:
Ωˆ =

 0 −Ω3 Ω2Ω3 0 −Ω1
−Ω2 Ω1 0


for all Ω = (Ω1,Ω2,Ω3) ∈ R3. The hat map satisfies
the identity, xˆy = x × y for all x, y ∈ R3. The inverse
map of the hat map is called the vee map and denoted
by ∨ so that (Ωˆ)∨ = Ω for all Ω ∈ R3. We use the in-
ner product 〈A,B〉 = tr(ATB) for A,B ∈ Rn×n, and
‖ · ‖ denotes the norm induced from this inner product
on Rn×n. The symbol [ , ] denotes the usual matrix com-
mutator: [A,B] = AB − BA for all A,B ∈ Rn×n.
The operators Sym and Skew denote the symmetrization
operator and the skew-symmetrization operator, respec-
tively, on square matrices, i.e.
Sym(A) =
1
2
(A+AT ), Skew(A) =
1
2
(A−AT )
for any square matrix A.
The equations of motion of the fully actuated rigid
body system are given by
R˙ = RΩˆ, (20a)
Ω˙ = I−1(IΩ× Ω) + I−1u, (20b)
y = R, (20c)
where (R,Ω) ∈ SO(3) × R3 ⊂ R3×3 × R3 is the state
vector consisting of a rotation matrix R and a body an-
gular velocity Ω; u ∈ R3 is the control torque; I is
the moment of inertial matrix of the rigid body; and y
is the output of the system. The above dynamics nat-
urally extend to R3×3 × R3 as they are, by consider-
ing R as a 3 × 3 matrix. Consider a function V˜ on
GL+(3)× R3 ⊂ R3×3 × R3 that is defined by
V˜ (R,Ω) =
ke
4
‖RTR − I‖2,
where ke > 0 and GL
+(3) = {R ∈ R3×3 | detR >
0}. It satisfies V˜ −1(0) = SO(3) × R3 and (3) for all
(R,Ω, u) ∈ GL+(3) × R3 × R3. The gradient ∇V˜ =
(∇RV˜ ,∇ΩV˜ ) is computed as
∇RV˜ = −keR(RTR− I), ∇ΩV˜ = 0.
With this function V˜ , the system corresponding to (4) is
R˙ = RΩˆ− keR(RTR− I), (21a)
Ω˙ = I−1(IΩ× Ω) + I−1u, (21b)
y = R, (21c)
where (R,Ω) ∈ R3×3×R3. It is straightforward to show
that Theorem 1 holds for (21), so SO(3)×R3 is an expo-
nentially stable invariant manifold of (21). It is trivial to
see that the system (21) reduces to (20) on SO(3)× R3.
Take a reference trajectory (R0(t),Ω0(t)) ∈ SO(3)×
R3 and the corresponding control signal u0(t) such that
R˙0(t) = R0(t)Ωˆ0(t), (22a)
Ω˙0(t) = I
−1(IΩ0(t)× Ω0(t)) + I−1u0(t) (22b)
y0(t) := R0(t) (22c)
for all t ≥ 0. Assume that (R0(t),Ω0(t)) and u0(t) are
bounded over the time interval [0,∞). The paper [2] pro-
vides several tracking controllers for this type of refer-
ence trajectories. Let
∆R(t) = R(t)−R0(t) ∈ R3×3,
∆Ω(t) = Ω(t)− Ω0(t) ∈ R3,
∆u(t) = u(t)− u0(t) ∈ R3,
∆y = y − y0(t) = R−R0(t) ∈ R3×3
denote tracking errors. Then, the tracking error dynamics
can be written as
∆R˙ = ∆RΩˆ0 + R0∆Ωˆ− 2keR0Sym(R
T
0 ∆R) +O(2), (23a)
∆Ω˙ = I−1(I∆Ω× Ω0 + IΩ0 ×∆Ω) + I
−1∆u+ O(2), (23b)
∆y = ∆R, (23c)
where O(2) = O(‖∆R‖2, ‖∆Ω‖2, ‖∆u‖2). Introduce a
new matrix variable Z to replace∆R as follows:
Z = R0(t)
T∆R.
Let
Zs = Sym(Z), Zk = Skew(Z)
such thatZ = Zs+Zk. Then, the tracking error dynamics
are transformed to
Z˙s = [Zs, Ωˆ0]− 2keZs +O(2), (24a)
Z˙∨
k
= Z∨
k
× Ω0 +∆Ω+ O(2), (24b)
∆Ω˙ = I−1(I∆Ω× Ω0 + IΩ0 ×∆Ω) + I
−1∆u+O(2), (24c)
∆y = R0(t)(Zs + Zk), (24d)
where O(2) = O(‖Z‖2, ‖∆Ω‖2, ‖∆u‖2). Since the ref-
erence R0(t) is known, the output ∆y can be replaced
with (∆ys,∆yk) that are defined by
∆ys = Sym(R0(t)
T∆y) = Zs ∈ Sym(R3×3), (25a)
∆yk = Skew(R0(t)
T∆y)∨ = Z∨k ∈ R3. (25b)
3.2. Observer-based Tracking Controller Design
We choose to use the linear tracking error observer
(12) to build an observer-based tracking controller for the
rigid body system with the measurement ofR. The linear
part of (24a) is already exponentially stable and decou-
pled from the rest of the dynamics, so there is no need to
stabilize it. So, we have only to focus on exponentially
stabilizing the linear part of (24b) and (24c). Hence, it
suffices to build an observer for (Z∨k ,∆Ω) with the out-
put∆yk. In view of the linear part of (24b) and (24c), the
linear observer corresponding to (12) is written as
z˙o = A(t)zo +B∆u+ L(t)(Czo − Z∨k ), (26)
where
zo = (Z
∨
k,est,∆Ωest) ∈ R3 × R3
is the estimate of (Z∨k ,∆Ω) ∈ R3 × R3, and
A(t) =
[
−Ωˆ0(t) I
0 I−1(ÎΩ0(t)− Ωˆ0(t)I)
]
, B =
[
0
I−1
]
,
C =
[
I 0
]
.
Lemma 9: If Ω0(t) is periodic, then (A(t), C) is
uniformly completely observable.
Lemma 10: If Ω0(t) is periodic, then the pair
(A(t), I6×6) is uniformly completely controllable.
By Theorem II.5 in [2], any controller of the form
u = u0 − (I∆Ω)× Ω0 − (IΩ0)×∆Ω
− I(kPZ∨k +KD∆Ω)
with kP > 0 and KD = K
T
D ∈ R3×3 positive definite,
exponentially stabilizes the tracking error dynamics (24).
This form of controller leads to the following observer-
based tracking controller:
u = u0 − (I∆Ωest)× Ω0 − (IΩ0)×∆Ωest
− I(kPZ∨k,est +KD∆Ωest) (27)
where (Z∨k,est,∆Ωest) = zo is obtained from (26) and
L(t) = P (t)CT R˜−1(t)
where P (t) is the solution to
P˙ = PAT (t) +A(t)P − PCT R˜−1(t)CP (t) +Q(t),
(28)
where R˜(t) = R˜T (t) > 0 and Q(t) = QT (t) ≥ 0
are chosen such that there are positive numbers γi, i =
1, . . . , 4 such that
γ1I ≤ Q(t) ≤ γ2I, γ3I ≤ R˜(t) ≤ γ4I
for all t ≥ 0. Here, we intentionally put a tilde over R in
the above three equations since R is reserved for rotation
matrix in this section. From Theorem 3 and Lemmas 9
and 10, we obtain the following theorem:
Theorem 11: The controller (27) exponentially
stabilizes the tracking error dynamics (24) or (23) if
Ω0(t) is periodic.
Remark 12: Notice that we only need
∆yk = Skew(R0(t)
T∆R)∨ = Skew(R0(t)
TR)∨
for the observer designed above, instead of full informa-
tion on the rotation matrix R.
We now build a non-Kalman type observer gain L(t)
which does not require the periodicity of Ω0(t).
Lemma 13: Let
L(t) =
[
L1(t)
L2(t)
]
,
where
L1(t) = −Ωˆ0(t) + I−1(ÎΩ0(t)− Ωˆ0(t)I) +M1,
L2(t) = −( ˆ˙Ω0(t) + L˙1(t)) + (Ωˆ0(t) + L1(t))2
−M1(Ωˆ0(t) + L1(t)) +M2
with any constant 3 × 3 positive definite symmetric ma-
tricesM1 andM2. Then, the observation error dynamics
e˙o = (A(t)−L(t)C)eo for the observer (26) is exponen-
tially stable. Here, eo = (Z
∨
k ,∆Ω)− (Z∨k,est,∆Ωest).
Theorem 14: The controller (27) with the observer
gain provided in Lemma 13 exponentially stabilizes the
tracking error dynamics (24) or (23).
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Fig. 1 The tracking and observation errors.
3.3. Simulation
The moment of inertia matrix of the system is given
by I = diag[3, 2, 1]. The parameter ke in (21a) is set to 1,
and the control parameters in (27) are chosen as kP = 4
andKD = 4I . The reference trajectory (R0(t),Ω0(t)) ∈
SO(3)×R3 with the reference control signal u0(t) ∈ R3
are
R0(t)
=
[
cos2 t − sin t cos t sin t
sin2 t+ cos2 t sin t cos2 t cos t sin2 t− cos t sin t
cos t sin2 t− cos t sin t cos t sin t cos2 t+ sin3 t
]
,
Ω0(t) = [cos
2 t− sin t, 1− sin t, (1 + sin t) cos t)]T ,
u0(t) = IΩ˙0 − IΩ0 × Ω0 =
[
−(3 + 6 sin t+ cos2 t) cos t
−2(2 + sin t) cos t sin2 t
−(2 sin t− cos2 t) sin t
]
.
which satisfy (22a) and (22b). The initial condition is
given by R(0) = exp(0.9pieˆ2), and Ω(0) = (1, 1, 1),
where R(0) is a rotation around e2 = (0, 1, 0) through
0.9pi radians. We then have the initial attitude track-
ing error ‖R(0) − R0(0)‖ = 2.7936 which is fairly
close to 2
√
2 = 2.8284, the magnitude of maximum
possible tracking error. The initial state for the track-
ing error observer is set to Z∨k,est(0) = (0, 0, 0) and
∆Ωest(0) = (1, 2, 1). We choose the following values
of observer parameters in (28): Q(t) ≡ 100I , R˜(t) ≡
0.01I , P (0) = 100I . The simulation results are plotted
in Figure 1, where it can be seen that both the tracking
error and the observation error converge to zero as time
tends to infinity.
APPENDIX
We review the theory of linear time varying systems,
following [4-7] for easy reference. Consider a linear time
varying (LTV) system:
x˙ = A(t)x+B(t)u, y = C(t)x,
where x ∈ Rn, u ∈ Rk, y ∈ Rp; and A(t), B(t) and
C(t) are continuously time-varying matrices of appropri-
ate dimensions. LetΦ(t, τ) ∈ Rn×n denote the transition
matrix of the system with u = 0, i.e. the solution to the
initial value problem
∂Φ
∂t
(t, τ) = A(t)Φ(t, τ), Φ(τ, τ) = I.
Definition 15: The LTV system, or the pair
(A(t), B(t)), is uniformly completely controllable if
there is a positive number σ and positive numbers αi,
i = 1, . . . , 4 that depend on σ such that
α1I ≤W (t, t+ σ) ≤ α2I, (29)
α3I ≤ Φ(t+ σ, t)W (t, t + σ)ΦT (t+ σ, t) ≤ α4I (30)
for all t, where the matrixW (·, ·) is defined as
W (t, t¯) =
∫ t¯
t
Φ(t, τ)B(τ)BT (τ)ΦT (t, τ)dτ.
for t, t¯ ∈ R.
Definition 16: The LTV system or the pair of ma-
trices (A(t), C(t)), is uniformly completely observable
if there is a positive number σ and positive numbers αi,
i = 1, . . . , 4 that depend on σ such that
α1I ≤ V (t, t+ σ) ≤ α2I, (31)
α3I ≤ ΦT (t, t+ σ)V (t, t+ σ)Φ(t, t+ σ) ≤ α4I (32)
for all t, where the matrix V (·, ·) is defined as
V (t, t¯) =
∫ t¯
t
ΦT (τ, t)CT (τ)C(τ)Φ(τ, t)dτ. (33)
for t, t¯ ∈ R.
Lemma 17: Suppose that A(t) is bounded. Then
the following hold:
1. If one of (29) and (30) in Definition 15 holds, then
the other hold too. In other words, if there exist α1 and
α2 such that (29) holds, then there exist α3 and α4 such
that (30) holds; and vice versa.
2. If one of (31) and (32) in Definition 16 holds, then
the other holds too.
Proof: See [6].
Consider the following observer system:
˙ˆx = A(t)xˆ +B(t)u− L(t)(C(t)xˆ − y),
P˙ = PAT (t) +A(t)P − PCT (t)R−1(t)C(t)P (t) +Q(t),
where R(t) = RT (t) > 0, Q(t) = QT (t) ≥ 0, and
L(t) = P (t)CT (t)R−1(t).
Then, the observation error eo = x(t) − xˆ(t) satisfies
e˙o = (A(t) − L(t)C(t))eo. (34)
Theorem 18: Suppose that the pair (A(t), C(t))
is uniformly completely observable; that for some ma-
trices D(t) and Q˜(t) = Q˜T (t) such that Q(t) =
D(t)Q˜(t)DT (t), the pair (A(t), D(t)) is uniformly com-
pletely controllable and there are positive numbers γ1
and γ2 such that γ1I ≤ Q˜(t) ≤ γ2I for all t; and
that there are positive numbers γ3 and γ4 such that and
γ3I ≤ R(t) ≤ γ4I for all t. Then, the observation error
dynamics (34) is exponentially stable.
The hypotheses of uniformly complete observability
and controllability in the above theorem can be relaxed if
boundedness ofA(t) is assumed. The following corollary
follows from the above theorem and Lemma 17.
Corollary 19: Suppose that A(t) is bounded; that
the pair (A(t), C(t)) satisfies (31) in Definition 16; that
for some matrices D(t) and Q˜(t) = Q˜T (t) such that
Q(t) = D(t)Q˜(t)DT (t), there are positive numbers γ1
and γ2 such that γ1I ≤ Q˜(t) ≤ γ2I for all t and the pair
(A(t), D(t)) satisfies (29), whereD(t) is used in place of
B(t) in the computation ofW (·, ·); and that there are pos-
itive numbers γ3 and γ4 such that and γ3I ≤ R(t) ≤ γ4I
for all t. Then, the observation error dynamics (34) is
exponentially stable.
Suppose that u = −K(t)x exponentially stabilizes the
LTV system. If we use the state estimate xˆ(t) from the
observer and apply u = −K(t)xˆ to the LTV system in-
stead, then the dynamics of resulting system, which is
comprised of the LTV system and the observer, is written
as[
x˙
e˙o
]
=
[
A(t) −B(t)K(t) B(t)K(t)
0 A(t) − L(t)C(t)
] [
x
eo
]
(35)
where eo = x(t) − xˆ(t) is the observation error. The
following theorem is elementary.
Theorem 20: Suppose that the system
x˙ = (A(t)−B(t)K(t))x
is exponentially stable; that the hypotheses in Theorem
18 or Corollary 19 hold; and that B(t)K(t) is bounded.
Then, the composite system (35) is exponentially stable.
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