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ON ESTIMATION OF NONSMOOTH FUNCTIONALS OF SPARSE
NORMAL MEANS
OLIVIER COLLIER, LAE¨TITIA COMMINGES AND ALEXANDRE B. TSYBAKOV
Abstract. We study the problem of estimation of the value Nγ(θ) =
∑d
i=1 |θi|γ for 0 < γ ≤
1 based on the observations yi = θi + εξi, i = 1, . . . , d, where θ = (θ1, . . . , θd) are unknown
parameters, ε > 0 is known, and ξi are i.i.d. standard normal random variables. We prove
that the non-asymptotic minimax risk on the class B0(s) of s-sparse vectors θ satisfies
inf
Tˆ
sup
θ∈B0(s)
Eθ
[(
Tˆ −Nγ(θ)
)2] ≍
{
ε2γs2logγ(1 + d/s2), if s ≤
√
d,
ε2γs2log−γ(1 + s2/d), if s >
√
d,
and we propose estimators achieving the minimax rate.
1. Introduction
In recent years, there has been a growing interest in statistical estimation of non-smooth
functionals [1, 6, 13, 14, 7, 8, 2, 5]. Some of these papers deal with the normal means
model [1, 2] addressing the problems of estimation of the ℓ1-norm and of the sparsity index,
respectively. In the present paper, we analyze a family of non-smooth functionals including,
in particular, the ℓ1-norm. We establish non-asymptotic minimax optimal rates of estimation
on the classes of sparse vectors and we construct estimators achieving these rates.
Assume that we observe
(1) yi = θi + εξi, i = 1, . . . , d,
where θ = (θ1, . . . , θd) is an unknown vector of parameters, ε > 0 is a known noise level, and
ξi are i.i.d. standard normal random variables. We consider the problem of estimating the
functionals
Nγ(θ) =
d∑
i=1
|θi|γ , 0 < γ ≤ 1,
assuming that the vector θ is s-sparse, that is, θ belongs to the class
B0(s) = {θ ∈ Rd : ‖θ‖0 ≤ s}.
Here, ‖θ‖0 denotes the number of nonzero components of θ and s ∈ {1, . . . , d}. We measure
the accuracy of an estimator Tˆ of Nγ(θ) by the maximal quadratic risk over B0(s):
sup
θ∈B0(s)
Eθ
[(
Tˆ −Nγ(θ)
)2]
.
Here and in the sequel, we denote by Eθ the expectation with respect to the joint distribution
Pθ of (y1, . . . , yd) satisfying (1).
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In this paper, for all 0 < γ ≤ 1 we propose rate optimal estimators in a non-asymptotic
minimax sense, that is, estimators Tˆ ∗γ such that
sup
θ∈B0(s)
Eθ
[(
Tˆ ∗γ −Nγ(θ)
)2] ≍ inf
Tˆ
sup
θ∈B0(s)
Eθ
[(
Tˆ −Nγ(θ)
)2]
,
where inf Tˆ denotes the infimum over all estimators and, for two quantities a and b possibly
depending on s, d, ε, γ, we write a ≍ b if there exist positive constants c′, c′′ that may depend
only on γ such that c′ ≤ a/b ≤ c′′. We also establish the following explicit non-asymptotic
characterization of the minimax risk :
(2) Rs,d(ε, γ) := inf
Tˆ
sup
θ∈B0(s)
Eθ
[(
Tˆ −Nγ(θ)
)2] ≍
{
ε2γs2logγ(1 + d/s2), if s ≤ √d,
ε2γs2log−γ(1 + s2/d), if s >
√
d.
Note that the rate on the right hand side of (2) is an increasing function of s, which is slightly
greater than ε2γs2 for s much smaller than
√
d, equal to ε2γs2 for s ≍ √d, and slightly smaller
than ε2γs2 for s much greater than
√
d.
In the case s = d, γ = ε = 1, the same minimax risk was studied in Cai and Low [1], where
it was proved that
Rd,d(1, 1) = inf
Tˆ
sup
θ∈Rd
Eθ
[(
Tˆ −N1(θ)
)2] ≍ d2
log d
and also claimed that Rs,d(1, 1) ≍ s2/(log d) for s ≥ dβ with β > 1/2, which agrees with (2).
We see from (2) that, for the general sparsity classes B0(s) and any γ ∈ (0, 1], there exist
two different regimes with an elbow at s ≍ √d. We call them the sparse zone and the dense
zone. The estimation methods for these two regimes are quite different. In the sparse zone,
where s is smaller than
√
d, we show that one can use suitably adjusted thresholding to achieve
optimality. In this zone, rate optimal estimators can be obtained based on the techniques
developed in [3] to construct minimax optimal estimators of linear and quadratic functionals.
In the dense zone, where s is greater than
√
d, we use another approach. We follow the general
scheme of estimation of non-smooth functionals from [9] and our construction is especially
close in the spirit to [1]. Specifically, we consider the best polynomial approximation of the
function |x|γ in a neighborhood of the origin and plug in unbiased estimators of the coefficients
of this polynomial. Outside of this neighborhood, for i such that |yi| is, roughly speaking,
greater than the ”noise level” of the order
√
log d, we use |yi|γ as an estimator of |θi|γ . The
main difference from the estimator suggested in [1] for γ = 1 lies in the fact that, for the
polynomial approximation part, we need to introduce a block structure with exponentially
increasing blocks and carefully chosen thresholds depending on s. This is needed to achieve
optimal bounds for all s in the dense zone and not only for s = d (or s comfortably greater
than
√
d).
This paper is organized as follows. In Section 2, we introduce the estimators and state the
upper bounds for their risks. Section 3 provides the matching lower bounds. The rest of the
paper is devoted to the proofs. In particular, some useful results from approximation theory
are collected in Section 6.
2. Definition of estimators and upper bounds for their risks
In this section, we propose two different estimators, for the dense and sparse regimes defined
by the inequalities s2 ≥ 4d and s2 < 4d, respectively. Recall that, in the Introduction, we
used the inequalities s ≥ √d and s < √d, respectively, to define the two regimes. The factor 4
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that we introduce in the definition here is a matter of convenience for the proofs. We note
that such a change does not influence the final result since the optimal rate (cf. (2)) is the
same, up to a constant, for all s such that s ≍ √d.
2.1. Dense zone: s2 ≥ 4d. For any positive integer K, we denote by Pγ,K(·) the best
approximation of |x|γ by polynomials of degree at most 2K on the interval [−1, 1], that is
max
x∈[−1,1]
∣∣∣|x|γ − Pγ,K(x)∣∣∣ = min
G∈P2K
max
x∈[−1,1]
∣∣∣|x|γ −G(x)∣∣∣,
where PK is the class of all real polynomials of degree at most K. Since |x|γ is an even
function, it suffices to consider approximation by polynomials of even degree. The quality of
the best polynomial approximation of |x|γ is described by Lemma 7 below.
We denote by aγ,2k the coefficients of the canonical representation of Pγ,K :
Pγ,K(x) =
K∑
k=0
aγ,2kx
2k, x ∈ R,
and by Hk(·) the kth Hermite polynomial
Hk(x) = (−1)kex2/2 d
k
dxk
e−x
2/2, k ∈ N, x ∈ R.
To construct the estimator in the dense zone, we use the sample duplication device, i.e., we
transform yi into randomized observations y1,i, y2,i as follows. Let z1, . . . , zd be i.i.d. random
variables such that zi ∼ N (0, ε2) and z1, . . . , zd are independent of y1, . . . , yd. Set
y1,i = yi + zi, y2,i = yi − zi, i = 1, . . . , d.
Then, y1,i ∼ N (θi, σ2), y2,i ∼ N (θi, σ2) for i = 1, . . . , d, where σ2 = 2ε2 and the random
variables (y1,1, . . . , y1,d, y2,1, . . . , y2,d) are mutually independent.
Define the estimator of Nγ as follows:
(3) Nˆγ =
d∑
i=1
ξγ(y1,i, y2,i)
where
ξγ(u, v) =
L∑
l=0
Pˆγ,Kl,Ml(u)1σtl−1<|v|≤σtl + |u|γ1|v|>σtL ,
and
(4)


Pˆγ,K,M(u) =
∑K
k=1 σ
2kaγ,2kM
γ−2kH2k(u/σ),
Kl = 4
lc log(s2/d),
Ml = 2
l+1σ
√
2 log(s2/d),
tl = 2
l
√
2 log(s2/d), t−1 = 0,
L is the smallest integer such that 2L ≥ 3√log(d)/ log(s2/d).
Here and in what follows 1{·} denotes the indicator function, and c > 0 is a constant that
will be chosen small enough (see the proof of Theorem 1 below).
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We will show that the estimator Nˆγ is optimal in a non-asymptotic minimax sense on the
class B0(s) in the dense zone. The next theorem provides an upper bound on the risk of Nˆγ
in this zone.
Theorem 1. Let the integers d and s ∈ {1, . . . , d} be such that s2 ≥ 4d and let 0 < γ ≤ 1.
Then the estimator defined in (3) satisfies
sup
θ∈B0(s)
Eθ
[(
Nˆγ −Nγ(θ)
)2] ≤ C ε2γs2
logγ(s2/d)
,
where C > 0 is a constant depending only on γ.
2.2. Sparse zone: s2 ≤ 4d. If s belongs to the sparse zone we do not invoke the sample
duplication and we use the estimator
(5) Nˆ∗γ =
d∑
i=1
{|yi|γ − εγαγ}1y2i>2ε2 log(1+d/s2),
where
αγ =
E
(|ξ|γ1ξ2>2 log(1+d/s2))
P
(
ξ2 > 2 log(1 + d/s2)
) for ξ ∼ N (0, 1).
The next theorem establishes an upper bound on the risk of this estimator.
Theorem 2. Let the integers d and s ∈ {1, . . . , d} be such that s2 ≤ 4d and 0 < γ ≤ 1. Then
the estimator defined in (5) satisfies
sup
θ∈B0(s)
Eθ
[(
Nˆ∗γ −Nγ(θ)
)2] ≤ Cε2γs2 logγ(1 + d/s2),
where C > 0 is a constant depending only on γ.
Note that, intuitively, the optimal estimator in the sparse zone can be viewed as an example
of applying the following routine developed in [3]. We start from the optimal estimator in
the case s = d and we threshold every term. Then, we center every term by its mean under
the assumption that there is no signal. Finally, we choose a threshold that makes the best
compromise between the first and second type errors in the support estimation problem. The
only subtle ingredient in applying this argument in the present context is that we drop the
polynomial part, which would almost always be removed by thresholding. In fact, one can
notice that the polynomial approximation is only useful in a neighborhood of 0 but in the
sparse zone we renounce to estimating small instances of θi.
3. Lower bounds
We denote by L the set of all monotone non-decreasing functions ℓ : [0,∞) → [0,∞) such
that ℓ(0) = 0 and ℓ 6≡ 0.
Theorem 3. Let s, d be integers such that s ∈ {1, . . . , d} and let ℓ(·) be any loss function in
the class L. There exist positive constants c1 and c2 depending only on γ and ℓ(·) such that
inf
Tˆ
sup
θ∈B0(s)
Eθ ℓ
(
c1(ε
γs log
γ
2 (1 + d/s2))−1|Tˆ −Nγ(θ)|
)
≥ c2,
where inf Tˆ denotes the infimum over all estimators.
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The proof follows the lines of the proof of the lower bound in [3, Theorem 1] with the only
difference that L(θ) =
∑d
i=1 θi should be replaced by
∑d
i=1 θ
γ
i . Note that though Theorem 3
is valid for all s ∈ {1, . . . , d} the bound becomes suboptimal in the dense zone.
Theorem 4. Let s, d be integers such that s ∈ {1, . . . , d} and let ℓ(·) be any loss function
in the class L. There exist positive constants c1 and c2 depending only on γ and ℓ(·) and a
constant C¯ ≥ 4 depending only on γ such that, if s2 ≥ C¯d, then
inf
Tˆ
sup
θ∈B0(s)
Eθ ℓ
(
c1
(
εγs
log
γ
2 (s2/d)
)−1
|Tˆ −Nγ(θ)|
)
≥ c2.
where inf Tˆ denotes the infimum over all estimators.
In the case of quadratic loss ℓ(u) = u2, combining these two theorems with the bounds of
Theorems 1 and 2, immediately leads to the relation (2).
4. Proofs of the upper bounds
Throughout the proofs, we denote by C positive constants that can depend only on γ and
may take different values on different appearances.
4.1. Proof of Theorem 1. Denote by S the support of θ. We start with a bias-variance
decomposition (
Nˆγ −Nγ(θ)
)2 ≤ 4(∑
i∈S
Eθξγ(y1,i, y2,i)−
∑
i∈S
|θi|γ
)2
+ 4
(∑
i∈S
ξγ(y1,i, y2,i)−
∑
i∈S
Eθξγ(y1,i, y2,i)
)2
+ 4
(∑
i 6∈S
Eθξγ(y1,i, y2,i)
)2
+ 4
(∑
i 6∈S
ξγ(y1,i, y2,i)−
∑
i 6∈S
Eθξγ(y1,i, y2,i)
)2
leading to the bound
Eθ
[
(Nˆγ −Nγ(θ))2
] ≤ 4s2max
i∈S
B2i + 4smax
i∈S
Vi(6)
+ 4d2max
i 6∈S
B2i + 4dmax
i 6∈S
Vi,
where Bi = Eθξγ(y1,i, y2,i) − |θi|γ is the bias of ξγ(y1,i, y2,i) as an estimator of |θi|γ and
Vi = Varθ(ξγ(y1,i, y2,i)) is its variance. We now bound separately the four terms in (6).
1◦. Bias for i 6∈ S. If i 6∈ S, then using Lemma 2 we obtain
|Bi| = σγE|ξ|γP(|ξ| > tL) ≤ Cσγe−t2L/2, ξ ∼ N (0, 1).
The last exponential is smaller than 1/d by the definition of tL, so that
(7) d2max
i 6∈S
B2i ≤ Cσ2γd ≤ C
σ2γs2
log(s2/d)
.
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2◦. Variance for i 6∈ S. If i 6∈ S, then
(8) Vi ≤
L∑
l=0
EPˆ 2γ,Kl,Ml(σξ)P(|ξ| > tl−1) + σ2γE|ξ|2γP(|ξ| > tL), ξ ∼ N (0, 1).
The last term in (8) is bounded from above as in item 1◦. Next, in view of Lemma 3,
EPˆ 2γ,K0,M0(σξ) ≤ Cσ2γ
62K0
(M0/σ)2
≤ Cσ
2γ
log(s2/d)
(s2
d
)2c log 6 ≤ Cσ2γs2
d log(s2/d)
if c is chosen such that 2c log 6 ≤ 1. Here, we use the assumption s2 ≥ 4d. For l ≥ 1, we use
Lemma 3 to obtain
EPˆ 2γ,Kl,Ml(σξ)P(|ξ| > tl−1) ≤ Cσ2γ
62Kle−t
2
l−1/2
(Ml/σ)2
≤ Cσ
2γ
4l log(s2/d)
(s2
d
)(2c log 6−1/4)4l ≤ Cσ2γ
4l log(s2/d)
if we chose c such that 2c log 6 ≤ 1/4. In conclusion, under this choice of c, using the facts
that s2 ≥ 4d and 0 < γ ≤ 1 we get
(9) dmax
i 6∈S
Vi ≤ Cσ
2γs2
logγ(s2/d)
.
3◦. Bias for i ∈ S. If i ∈ S, the bias has the form
Bi =
L∑
l=0
EPˆγ,Kl,Ml(X)P(σtl−1 < |X| ≤ σtl) +E|X|γ P(|X| > σtL)− |θi|γ ,
where X ∼ N (θi, σ2). We will analyze this expression separately in three different ranges of
values of |θi|.
3.1◦. Case 0 < |θi| < 2σt0. In this case, we use the bound
|Bi| ≤ max
l
∣∣EPˆγ,Kl,Ml(X) − |θi|γ∣∣+ ∣∣E|X|γ − |θi|γ∣∣P(|X| > σtL),
where X ∼ N (θi, σ2). Since |θi| ≤Ml for all l, we can use Lemma 4 to obtain
(10)
∣∣EPˆγ,Kl,Ml(X)− |θi|γ∣∣ ≤ C(MlKl
)γ ≤ Cσγ
logγ/2(s2/d)
.
In addition, using Lemma 1 we get∣∣E|X|γ − |θi|γ∣∣ P(|X| > σtL) ≤ Cσγ P(|ξ| > tL − |θi|/σ)
≤ Cσγ P(|ξ| > t0) ≤ Cσ
γ
log(s2/d)
where ξ ∼ N (0, 1) and we have used the inequalities tL > 3t0 and |θi|/σ < 2t0. It follows
that
(11) s2 max
0<|θi|<2σt0
B2i ≤
Cσ2γs2
logγ(s2/d)
.
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3.2◦. Case 2σt0 < |θi| ≤ 2σtL. Let l0 ∈ {1, . . . , L − 1} be the integer such that σtl0 <
|θi| ≤ σtl0+1. We have
|Bi| ≤
l0−1∑
l=0
∣∣EPˆγ,Kl,Ml(X)− |θi|γ∣∣ ·P(σtl−1 < |X| ≤ σtl)(12)
+ max
l≥l0
∣∣EPˆγ,Kl,Ml(X)− |θi|γ∣∣+ ∣∣E|X|γ − |θi|γ∣∣,
where X ∼ N (θi, σ2). Analogously to (10) we find
max
l≥l0
∣∣EPˆγ,Kl,Ml(X)− |θi|γ∣∣ ≤ Cσγ
logγ/2(s2/d)
.
Next, Lemma 1 and the fact that |θi| > 2σt0 = 2σ
√
2 log(s2/d) imply∣∣E|X|γ − |θi|γ∣∣ ≤ Cσγ(σ/|θi|)2−γ(13)
≤ Cσγ logγ/2−1(s2/d) ≤ Cσ
γ
logγ/2(s2/d)
.
Finally, we consider the first sum on the right hand side of (12). Notice that
P(σtl−1 < |X| ≤ σtl) ≤ e−
θ2i
8σ2 , l = 0, . . . , l0 − 1,
since |θi| > σtl0 ≥ 2σtl for l < l0. Using these inequalities and Lemma 5 we get
l0−1∑
l=0
∣∣EPˆγ,Kl,Ml(X)∣∣ ·P(σtl−1 < |X| ≤ σtl) ≤ Cσγ
l0−1∑
l=0
6KlK
3/2
l e
(c−1)θ2i /(8σ2)
≤ Cσγ
l0−1∑
l=0
t3l e
(c log 6+c−1)t2
l
/2.
Choose c > 0 such that c log 6 + c < 1/4. As tl = 2
l
√
2 log(s2/d), this yields
l0−1∑
l=0
∣∣EPˆγ,Kl,Ml(X)∣∣ ·P(σtl−1 < |X| ≤ σtl) ≤ Cσγe−(1/2) log(s2/d)
≤ Cσ
γ
logγ/2(s2/d)
.
Furthermore,
l0−1∑
l=0
|θi|γP(σtl−1 < |X| ≤ σtl) ≤ l0|θi|γe−
θ2i
8σ2(14)
≤ C log
( θ2i
2σ2 log(s2/d)
)
|θi|γe−
θ2i
8σ2
≤ Cσγe−
θ2i
16σ2 ,
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where we have used that |θi| > σtl0 = σ2l0
√
2 log(s2/d). Since l0 ≥ 1, this also implies that
(14) does not exceed
Cσγ
log1/2(s2/d)
≤ Cσ
γ
logγ/2(s2/d)
.
Combining the above arguments yields
(15) s2 max
2σt0<|θi|≤2σtL
B2i ≤
Cσ2γs2
logγ(s2/d)
.
3.3◦. Case |θi| > 2σtL. Recall that the bias Bi has the form
Bi =
L∑
l=0
EPˆγ,Kl,Ml(X)P(σtl−1 < |X| ≤ σtl) +E|X|γ P(|X| > σtL)− |θi|γ ,
where X ∼ N (θi, σ2). Using Lemma 5 we get
∣∣∣ L∑
l=0
EPˆγ,Kl,Ml(X)P(σtl−1 < |X| ≤ σtl)
∣∣∣ ≤ max
l=0,...,L
∣∣EPˆγ,Kl,Ml(X)∣∣P(|X| ≤ σtL)
≤ Cσγ6KLK3/2L ecθ
2
i /(8σ
2)e−θ
2
i /(8σ
2)
≤ Cσγ(log d)3/2 69c log d e9(c−1) log d
and the last upper bound is smaller than Cσγ log−γ/2(s2/d) if c > 0 is small enough. On the
other hand, it follows from (13) that
∣∣E|X|γ − |θi|γ∣∣ ≤ Cσγ log−γ/2(s2/d). Thus,∣∣E|X|γ P(|X| > σtL)− |θi|γ∣∣ ≤ ∣∣E|X|γ − |θi|γ∣∣+ |θi|γP(|X| ≤ σtL)
≤ Cσγ log−γ/2(s2/d) + |θi|γe−
θ2i
8σ2
≤ Cσγ log−γ/2(s2/d).
Finally, we get
(16) s2 max
|θi|>2σtL
B2i ≤
Cσ2γs2
logγ(s2/d)
.
4◦. Variance for i ∈ S. We consider the same three cases as in item 3◦ above. For the first
two cases, it suffices to use a coarse bound granting that, for all i ∈ S,
Vi ≤ Eθ[ξ2γ(y1,i, y2,i)] =
L∑
l=0
EPˆ 2γ,Kl,Ml(X)P(σtl−1 < |X| ≤ σtl) +E|X|2γ P(|X| > σtL)(17)
where X ∼ N (θi, σ2).
4.1◦. Case 0 < |θi| < 2σt0. In this case, we deduce from (17) that
Vi ≤ max
l=0,...,L
EPˆ 2γ,Kl,Ml(X) +E|X|2γ ,
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where X ∼ N (θi, σ2). Lemma 4 and the fact that E|X|2γ ≤ σ2γ + |θi|2γ imply
Vi ≤ CM2γL 28KL + σ2γ + |θi|2γ
≤ Cσ2γ logγ(d) d72c log 2 + Cσ2γ log(s2/d).
Hence, if c > 0 is small enough, we conclude that
(18) s max
0<|θi|<2σt0
Vi ≤ Cσ
2γs2
logγ(s2/d)
.
4.2◦. Case 2σt0 < |θi| ≤ 2σtL. As in item 3.2◦ above, we denote by l0 ∈ {1, . . . , L− 1} the
integer such that σtl0 < |θi| ≤ σtl0+1. We deduce from (17) that
Vi ≤ max
l=0,...,l0−1
EPˆ 2γ,Kl,Ml(X)P(|X| ≤ σtl0−1) + maxl=l0,...,LEPˆ
2
γ,Kl,Ml
(X) +E|X|2γ ,
where X ∼ N (θi, σ2). The last two terms on the right hand side are controlled as in item 4.1◦.
For the first term, we find using Lemma 5 that, for X ∼ N (θi, σ2),
max
l=0,...,l0−1
EPˆ 2γ,Kl,Ml(X)P(|X| ≤ σtl0−1)(19)
≤ Cσ2γ(σ/M0)4−2γ62Kl0−1ec log(1+4/c)θ2i /(4σ2) e−θ2i /(8σ2)
≤ Cσ2γ log−1(s2/d)e(c log 6+4c log(1+4/c)−1/2)t2l0−1 .
Choosing c > 0 small enough allows us to obtain the desired bound
(20) s max
2σt0<|θi|≤2σtL
Vi ≤ Cσ
2γs2
logγ(s2/d)
.
4.3◦. Case |θi| > 2σtL. We first note that
Var
(|y1,i|γ 1|y2,i|>σtL) = P(|X| > σtL)[Var(|X|γ) + (E|X|γ)2P(|X| ≤ σtL)]
≤ C[σ2γ + |θ|2γi P(|X| ≤ σtL)],
where X ∼ N (θi, σ2) and Var(|X|γ) ≤ Cσ2γ by Lemma 1 while (E|X|γ)2 ≤ E|X|2γ ≤
σ2γ + |θi|2γ . Using this remark we obtain
Vi ≤ 2Var
( L∑
l=0
Pˆγ,Kl,Ml(y1,i)1σtl−1<|y2,i|≤σtl
)
+ 2Var
(|y1,i|γ 1|y2,i|>σtL)
≤ 2
L∑
l=0
EPˆ 2γ,Kl,Ml(X)P(σtl−1 < |X| ≤ σtl) + C
[
σ2γ + |θ|2γi P(|X| ≤ σtL)
]
≤ C
(
max
l=0,...,L
EPˆ 2γ,Kl,Ml(X)P(|X| ≤ σtL) + σ2γ + |θ|
2γ
i P(|X| ≤ σtL)
)
.
Here, the term
max
l=0,...,L
EPˆ 2γ,Kl,Ml(X)P(|X| ≤ σtL)
is controlled via an argument analogous to (19) while
|θ|2γi P(|X| ≤ σtL) ≤ |θi|2γe−
θ2i
8σ2 ≤ Cσ2γ .
10 OLIVIER COLLIER, LAE¨TITIA COMMINGES AND ALEXANDRE B. TSYBAKOV
This allows us to conclude that
(21) s max
|θi|>2σtL
Vi ≤ Cσ
2γs2
logγ(s2/d)
.
The result of the theorem follows now from (6), (7), (9), (11), (15), (16), (18), (20), and
(21).
4.2. Proof of Theorem 2. Denoting by S the support of θ we have
Nˆ∗γ −Nγ(θ) =
∑
i∈S
{|yi|γ − εγαγ − |θi|γ}−∑
i∈S
{|yi|γ − εγαγ}1y2i≤2ε2 log(1+d/s2)
+
∑
i 6∈S
{|yi|γ − εγαγ}1y2i>2ε2 log(1+d/s2),
so that
Eθ
[(
Nˆ∗γ −Nγ(θ)
)2] ≤ 4Eθ(∑
i∈S
{|yi|γ − |θi|γ})2 + 2γ+2ε2γs2 logγ(1 + d/s2)
+ 4ε2γs2α2γ + 4dε
2γE
[(|ξ|γ − αγ)21ξ2>2 log(1+d/s2)]
where ξ ∼ N (0, 1). Using Lemma 1 we get
Eθ
(∑
i∈S
{|yi|γ − |θi|γ})2 ≤ Cε2γs2.
Next, by the Ho¨lder inequality and the standard bounds on the tails of the Gaussian distri-
bution,
αγ ≤
(
E(|ξ|1ξ2>2 log(1+d/s2))
P(ξ2 > 2 log(1 + d/s2))
)γ
≤ C logγ/2(1 + d/s2)
for all s satisfying s2 ≤ 4d. For such s, we also have
E
[(|ξ|γ − αγ)21ξ2>2 log(1+d/s2)] ≤ 2E(ξ2γ1ξ2>2 log(1+d/s2))+ 2α2γP(ξ2 > 2 log(1 + d/s2))
≤ C logγ−1(1 + d/s2)E(ξ21ξ2>2 log(1+d/s2))
+ C logγ(1 + d/s2)P
(
ξ2 > 2 log(1 + d/s2)
)
≤ C(s2/d) logγ(1 + d/s2),
again due to the standard bounds on the tails of the Gaussian distribution. Combining the
above inequalities proves the theorem.
5. Lemmas for the proof of Theorem 1
Lemma 1. If X ∼ N (ϑ, σ2) with ϑ 6= 0, and γ ∈ (0, 1], then
|E|X|γ − |ϑ|γ | ≤ Cσγ min
{
1,
( σ
|ϑ|
)2−γ}
,
Var(|X|γ) ≤ Cσ2γ .
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Proof. Set for brevity g(x) = |x|γ , and
bγ = E|X|γ − |ϑ|γ , vγ = Var(|X|γ).
First, note that |bγ | ≤ E|η|γ ≤ Cσγ where η ∼ N (0, σ2). Thus, to prove the first inequality
of the lemma it remains to show that
(22) |bγ | ≤ Cσγ
( σ
|ϑ|
)2−γ
, ∀ ϑ : |ϑ| ≥ σ.
We have
|bγ | ≤ 1√
2πσ
[∣∣∣ ∫
|x|>|ϑ|/2
(g(x + ϑ)− g(ϑ))e− x
2
2σ2 dx
∣∣∣+ ∣∣∣ ∫
|x|≤|ϑ|/2
(g(x + ϑ)− g(ϑ))e− x
2
2σ2 dx
∣∣∣
]
.
We now bound separately the two terms on the right hand side of this inequality. Using the
second order Taylor expansion of g around ϑ and the symmetry of the Gaussian distribution
we get∣∣∣ ∫
|x|≤|ϑ|/2
(g(x + ϑ)− g(ϑ))e− x
2
2σ2 dx
∣∣∣ ≤ 1
2
∫
|x|≤|ϑ|/2
{
max
|u|≤|ϑ|/2
|g′′(ϑ+ u)|}x2e− x22σ2 dx
≤ C|ϑ|2−γ
∫
|x|≤|ϑ|/2
x2e−
x2
2σ2 dx ≤ Cσ
3
|ϑ|2−γ .
On the other hand,∣∣∣ ∫
|x|>|ϑ|/2
(g(x+ ϑ)− g(ϑ))e− x
2
2σ2 dx
∣∣∣ ≤ ∫
|x|>|ϑ|/2
|x|γe− x
2
2σ2 dx
= σγ+1
∫
|t|>|ϑ|/(2σ)
|t|γe− t
2
2 dt ≤ Cσγ+1e− ϑ
2
8σ2
for all ϑ such that |ϑ| ≥ σ. Combining the above inequalities yields
|bγ | ≤ Cσγ
{( σ
|ϑ|
)2−γ
+ e−
ϑ2
8σ2
}
, ∀ ϑ : |ϑ| ≥ σ,
and thus (22).
To obtain the second bound of the lemma, we write
vγ = E|X|2γ −
(|ϑ|γ + bγ)2
and notice that E|X|2γ ≤ (EX2)γ = (ϑ2 + σ2)γ ≤ |ϑ|2γ + σ2γ . Thus,
vγ ≤ σ2γ + 2|ϑ|γ |bγ |
≤ σ2γ + Cσγ |ϑ|γ min
{
1,
( σ
|ϑ|
)2−γ}
≤ Cσ2γ .

Lemma 2. Let ϑ ∈ R and X ∼ N (ϑ, 1). For any k ∈ N, the k-th Hermite polynomial satisfies
EHk(X) = ϑ
k,
EH2k(X) ≤ kk(1 + ϑ2/k)k.
The proof of this lemma can be found in [1].
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Lemma 3. Let Pˆγ,K,M be defined in (4) with parameters K = Kl and M = Ml for some
l ∈ {0, . . . , L} and small enough c > 0. If X ∼ N (0, σ2), then
EPˆ 2γ,K,M(X) ≤ Cσ2γ
62K
(M/σ)2
,
where C > 0 is a constant depending only on γ.
Proof. Recall that, for the Hermite polynomials, E(Hk(ξ)Hj(ξ)) = 0 if k 6= j and ξ ∼ N (0, 1).
Using this fact and then Lemmas 8 and 2 we obtain
EPˆ 2γ,K,M(X) = M
2γ
K∑
k=1
a2γ,2k(σ/M)
4kEH22k(X/σ)
≤ C62KM2γ
K∑
k=1
(2k)2k(σ/M)4k.
Moreover, since σ2/M2 = c/(8K) we have
K∑
k=1
(2k)2k(σ/M)4k ≤ 4σ
4
M4
+
∑
2≤k≤log(M/σ)
(σ/M)4k
(
2 log(M/σ)
)2k
(23)
+
∑
log(M/σ)<k≤K
(c/4)2k ≤ Cσ
4
M4
if c is small enough. We conclude that
EPˆ 2γ,K,M(X) ≤ Cσ2γ
62K
(M/σ)4−2γ
≤ Cσ2γ 6
2K
(M/σ)2
.

Lemma 4. Let Pˆγ,K,M be defined in (4) with parameters K = Kl and M = Ml for some
l ∈ {0, . . . , L} and small enough c > 0. If X ∼ N (ϑ, σ2) with |ϑ| ≤M , then
∣∣EPˆγ,K,M(X) − |ϑ|γ∣∣ ≤ C(M
K
)γ
,
EPˆ 2γ,K,M(X) ≤ CM2γ28K ,
where C > 0 is a constant depending only on γ.
Proof. To prove the first inequality of the lemma, it is enough to note that, due to Lemma 2,
(24) EPˆγ,K,M(X) =
K∑
k=1
aγ,2kM
γ−2kϑ2k
and to apply Lemma 7. For the second inequality, we use the bound
(25) EPˆ 2γ,K,M(X) ≤M2γ
( K∑
k=1
σ2k|aγ,2k|M−2k
√
EH22k(X/σ)
)2
.
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Thus Lemmas 8 and 2 together with the relations |ϑ| ≤M and K = (c/8)M2/σ2 imply that,
for small enough c > 0,
EPˆ 2γ,K,M(X) ≤ CM2γ62K
( K∑
k=1
M−2k(2M2)k
)2
≤ CM2γ28K .

Lemma 5. Let Pˆγ,K,M be defined in (4) with parameters K = Kl and M = Ml for some
l ∈ {0, . . . , L} and small enough c > 0. If X ∼ N (ϑ, σ2) with |ϑ| > 2σtl, then∣∣EPˆγ,K,M(X)∣∣ ≤ Cσγ6KK3/2ecϑ2/(8σ2),
EPˆ 2γ,K,M(X) ≤ Cσ2γ(σ/M)4−2γ62Kec log(1+4/c)ϑ
2/(4σ2),
where C > 0 is a constant depending only on γ.
Proof. To prove the first inequality of the lemma, we use (24) and Lemma 8 to obtain
∣∣EPˆγ,K,M(X)∣∣ ≤ CMγK6K( ϑ2
M2
)K
.
Recall that M2 = 8σ2K/c and |ϑ| > M by assumption of the lemma. Thus,
MγK6K
( ϑ2
M2
)K ≤ CσγK3/26KeK log(ϑ2/M2)
and the result follows since K log(ϑ2/M2) = cM2/8σ2 log(ϑ2/M2) ≤ cϑ2/8σ2.
We now prove the second inequality of the lemma. Using (25) and then Lemmas 8 and 2
we get
EPˆ 2γ,K,M(X) ≤ CM2γ62K
( K∑
k=1
(σ/M)2k(2k)k
(
1 +
ϑ2
2σ2k
)k)2
.
As M2 = 8σ2K/c and |ϑ| > M , we have
ϑ2
2σ2k
≥ M
2
2σ2K
=
4
c
≥ 2
for c > 0 small enough. Using this remark and the fact that the function x→ x−1 log(1 + x)
is decreasing for x ≥ 2 we obtain
k log
(
1 +
ϑ2
2σ2k
)
≤ c log(1 + 4/c)ϑ
2
8σ2
.
Therefore,
EPˆ 2γ,K,M(X) ≤ CM2γ62Kec log(1+4/c)ϑ
2/(4σ2)
( K∑
k=1
(σ/M)2k(2k)k
)2
.
Finally, the result follows by noticing that, by an argument analogous to (23), we have
K∑
k=1
(σ/M)2k(2k)k ≤ Cσ
2
M2
.

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6. Some facts from approximation theory
We start with a proposition relating moment matching to best polynomial approximation.
It is similar to several results used in the theory of estimation of non-smooth functionals
starting from Lepski et al. [9]. There exist different techniques of proving such results for
specific examples. Thus, the proof in [9] is based on Riesz representation of linear operators,
while Wu and Yang [14] provide an explicit construction using Lagrange interpolation. Here,
for completeness we give a short proof for a relatively general setting based on optimization
arguments.
Let f : [−1, 1]→ R be a continuous even function. Consider the accuracy of best polynomial
approximation of f :
δK(f) = inf
G∈PK
max
x∈[−1,1]
∣∣f(x)−G(x)∣∣
where PK is the class of all real polynomials of degree at most K.
Proposition 1. Let f : [−1, 1] → R be a continuous even function. For any even integer
K ≥ 1, there exist two probability measures µ˜0 and µ˜1 on [−1, 1] such that
(i) µ˜0 and µ˜1 are symmetric about 0;
(ii)
∫
tlµ˜0(dt) =
∫
tlµ˜1(dt) for l = 0, 1, . . . ,K;
(iii)
∫
f(t)µ˜1(dt)−
∫
f(t)µ˜0(dt) = 2δK(f).
Proof. Denote by Psym the set of all probability measures on [−1, 1] that are symmetric
about 0, and by P2 be the set of all signed measures on [−1, 1] with total variation not
greater than 2. For K = 2m, we have
sup
(ν0,ν1)∈Psym×Psym:
∫
tldν0(t)=
∫
tldν1(t), l=0,...,K
(∫ 1
−1
f(x)dν0(x)−
∫ 1
−1
f(x)dν1(x)
)
(26)
= sup
µ∈P2:
∫
t2ldµ(t)=0, l=0,...,m
∫ 1
−1
f(x)dµ(x)
= sup
µ∈P2
inf
α∈Rm+1
∫ 1
−1
(
f(x)−
m∑
l=0
αlx
2l
)
dµ(x)
= inf
α∈Rm+1
sup
µ∈P2
∫ 1
−1
(
f(x)−
m∑
l=0
αlx
2l
)
dµ(x)
= 2 min
α∈Rm+1
max
x∈[−1,1]
∣∣∣f(x)− m∑
l=0
αlx
2l
∣∣∣ = 2δK(f),
where the third equality follows from Sion’s minimax theorem, and the second equality uses
the fact that f is an even function, so that the maximum over µ ∈ P2 in the second line of (26)
is equal to the maximum over symmetric µ ∈ P2 satisfying the same moment constraints. Let
(ν∗0 , ν
∗
1 ) be the pair of probability measures attaining the maximum in the first line of (26).
The proposition follows by setting µ˜i = ν
∗
i , i = 0, 1.

As an immediate corollary of Proposition 1 for f(x) = |x|γ , we obtain the following result.
Lemma 6. For any even integer K ≥ 1 and any M > 0, there exist two probability measures
µ˜0 and µ˜1 on [−M,M ] such that
ON ESTIMATION OF NONSMOOTH FUNCTIONALS OF SPARSE NORMAL MEANS 15
(i) µ˜0 and µ˜1 are symmetric about 0;
(ii)
∫
tlµ˜0(dt) =
∫
tlµ˜1(dt) for l = 0, 1, . . . ,K;
(iii)
∫ |t|γµ˜1(dt) − ∫ |t|γ µ˜0(dt) = 2MγδK,γ.
For the function f(x) = |x|γ , the asymptotically exact behavior of the best polynomial
approximation δK,γ as K →∞ is well known, see, for example, [11, Theorem 7.2.2] implying
the following lemma.
Lemma 7. There exist positive constants c∗ and C∗ depending only on γ such that
c∗K−γ ≤ δK,γ ≤ C∗K−γ , ∀ K ∈ N.
Finally, the next lemma provides a useful bound on the coefficients aγ,2k in the canonical
representation of the polynomial of best approximation
(27) Pγ,K(x) =
K∑
k=0
aγ,2kx
2k, x ∈ R.
Lemma 8. Let Pγ,K(·) be the polynomial of best approximation of degree 2K for |x|γ on
[−1, 1]. Then the coefficients aγ,2k in (27) satisfy
|aγ,2k| ≤ C6K , k = 0, . . . ,K,
where C > 0 is a constant depending only on γ.
This lemma is an immediate corollary of the following more general fact, which is a con-
sequence of Szego¨’s theorem on the minimal eigenvalue of a lacunary version of the Hilbert
matrix.
Proposition 2. Let P (x) =
∑N
k=0 akx
k be a polynomial such that |P (x)| ≤ 1 for all x ∈
[−1, 1]. Then there exists an absolute constant C > 0 such that
|ak| ≤ C(
√
2 + 1)N
for all k ∈ {0, . . . , N}.
Proof. We have
(28)
∫ 1
−1
( N∑
k=0
akx
k
)2
dx = 2
N∑
i,j=0
aiaj
i+ j + 1
1i+j even.
It is easy to see that the quadratic form in (28) is positive definite for all N . Furthermore,
as shown by Szego¨ [10], the minimal eigenvalue λmin(N) of this quadratic form satisfies
λmin(N) = 2
9/4π3/2N1/2(
√
2− 1)2N+3(1 + o(1)) as N →∞.
Therefore, there exists an absolute constant C0 > 0 such that λmin(N) ≥ C0(
√
2 − 1)2N for
all N . This inequality and (28) imply that
C0(
√
2− 1)2N
N∑
k=0
a2k ≤ 1
and hence maxk=0,...,N |ak| ≤ C1/20 (
√
2− 1)−N . 
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7. Construction of the priors for the proof of Theorem 4
The proof of Theorem 4 will be based on Theorem 2.15 in [12]. It proceeds by bounding
the minimax risk from below by the Bayes risk with the prior measures on θ that we are going
to define in this section.
In what follows we set
(29) Λ =
√
log
(s2
d
)
, M = σΛ,
and we denote by K the smallest even integer such that
(30) K ≥ 3
2
e log
(s2
d
)
=
3
2
eΛ2.
We will also write for brevity
B = B0(s).
In what follows, unless stated otherwise, µ˜0 and µ˜1 are the probability measures satisfying
Lemma 6 where M is defined in (29) and K is the smallest even integer for which (30) holds.
For i = 0, 1, the probability measure µi is defined as the distribution of random vector θ ∈
R
d with components θj having the form θj = ǫjηj , j = 1, . . . , d, where ǫj is a Bernoulli random
variable with P(ǫj = 1) = s/(2d), ηj is distributed according to µ˜i, and (ǫ1, . . . , ǫd, η1, . . . , ηd)
are mutually independent.
Let P0 and P1 be the mixture probability measures defined by
Pi(A) =
∫
Rd
Pθ(A) µi(dθ), i = 0, 1,
for any measurable set A. The densities of P0 and P1 with respect to the Lebesgue measure
on Rd are given by
f0(x) =
d∏
i=1
h(xi) and f1(x) =
d∏
i=1
g(xi), x = (x1, . . . , xd) ∈ Rd,
respectively, where for x ∈ R we set
h(x) =
s
2d
φ0(x) +
(
1− s
2d
)
φ(x)
and
g(x) =
s
2d
φ1(x) +
(
1− s
2d
)
φ(x)
with
(31) φi(x) =
∫
R
φ(x− t)µ˜i(dt), i = 0, 1,
where we denote by φ(·) the density of the N (0, σ2) distribution.
Note that the measures µ0 and µ1 are not supported in B. We associate to them two
probability measures µ0,B and µ1,B supported in B and the corresponding mixture measures
defined by
µi,B(A) =
µi(A ∩B)
µi(B)
, Pi,B(A) =
∫
Rd
Pθ(A) µi,B(dθ), i = 0, 1,
for any measurable set A.
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8. Proof of Theorem 4
Since we have ℓ(t) ≥ ℓ(a)1t>a for any a > 0, it is enough to prove the theorem for the
indicator loss ℓ(t) = 1t>a.
Furthemore, since rescaling by a constant does not change the result, we will assume that
the model is yi = θi + σξi rather than yi = θi + εξi (recall that σ =
√
2ε).
Introduce the following notation:
mi =
∫
Rd
Nγ(θ)µi(dθ), v
2
i =
∫
Rd
(Nγ(θ)−mi)2µi(dθ), i = 0, 1.
Note that Lemmas 6 and 7 imply:
m1 −m0 = d
(∫
Rd
|θ1|γµ1(dθ)−
∫
Rd
|θ1|γµ0(dθ)
)
=
s
2
( ∫ 1
−1
|t|γµ˜1(dt)−
∫ 1
−1
|t|γµ˜0(dt)
)
(32)
= sMγδK,γ ≥ c∗s(M/K)γ ≥ C1σ
γs
Λγ
,
where C1 > 0 is a constant depending only on γ.
Let V (P,Q) denote the total variation distance between two probability measures P and Q.
For any u > 0 and any c ∈ R we have, using Theorem 2.15 in [12],
(33) inf
Tˆ
sup
θ∈B0(s)
Pθ(|Tˆ −Nγ(θ)| ≥ u) ≥ 1− V
′
2
,
where
V ′ = V (P0,B ,P1,B) + µ0,B(Nγ(θ) ≥ c) + µ1,B(Nγ(θ) ≤ c+ 2u).
We now apply (33) with the parameters
c = m0 + 3v0, u =
m1 −m0
4
.
By Chebyshev-Cantelli inequality,
(34) µ0(Nγ(θ) ≥ c) ≤ v
2
0
v20 + (c−m0)2
=
1
10
.
Next, we easily get
max(v20 , v
2
1) ≤ dM2γ = dσ2γΛ2γ .
Thus, we may write
max(v0, v1) ≤
(√d
s
Λ2γ
)σγs
Λγ
,
where, for C¯ large enough,
√
d
s Λ
2γ =
√
d
s log
γ(s
2
d ) ≤ C1/12. Therefore,
(35) max(v0, v1) ≤ C1
12
σγs
Λγ
.
It follows from (32), (35) and Chebyshev-Cantelli inequality that
µ1(Nγ(θ) ≤ c+ 2u) = µ1(Nγ(θ)−m1 ≤ −m1 +m0
2
+ 3v0)(36)
≤ µ1(Nγ(θ)−m1 ≤ −m1 −m0
2
+ 3v0)
≤ µ1
(
Nγ(θ)−m1 ≤ −C1
4
σγs
Λγ
)
≤ 1
10
.
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By Lemma 9, we have µi(B) ≥ 7/8, i = 0, 1. Combining these inequalities with (34) and (36)
we immediately conclude that
(37) µ0,B(Nγ(θ) ≥ c) + µ1,B(Nγ(θ) ≤ c+ 2u) ≤ 8/35.
Next, we consider the total variation distance V (P0,B ,P1,B). Using Lemma 9 we get that, for
C¯ large enough,
V (P0,B ,P1,B) ≤ V (P0,B,P0) + V (P0,P1) + V (P1,P1,B)(38)
≤ V (P0,P1) + µ0(Bc) + µ1(Bc)
≤ V (P0,P1) + 1/4
≤
√
χ2(P1,P0)/2 + 1/4
≤ (
√
2 + 1)/4,
where the last two inequalities are due to Pinsker’s inequality and Lemma 11, respectively.
Combining (33), (37) and (38) we get that, if s2 ≥ C¯d for C¯ > 0 large enough, there exists a
constant C > 0 depending only on γ such that
inf
Tˆ
sup
θ∈B0(s)
Pθ
(
|Tˆ −Nγ(θ)| ≥ Cσ
γs
Λγ
)
>
1
16
.
This completes the proof.
9. Lemmas for the proof of Theorem 4
Lemma 9. For i = 0, 1, we have
V (Pi,Pi,B) ≤ µi(Bc).
Furthermore, there exists an absolute constant C¯ > 0 such that, for any s2 ≥ C¯d,
µi(B
c) ≤ 1/8, i = 0, 1.
The proof of this lemma is quite standard. For example, repeating the argument of Lemma 4
in [4] we get that V (Pi,Pi,B) ≤ µi(Bc) = P
(B(d, s2d) > s) ≤ e− s16 . Here, B(d, s2d) is the
binomial random variable with parameters d and s2d .
Lemma 10. Let µ˜0 and µ˜1 be two probability measures on [−M,M ] satisfying the moment
matching property (ii) of Lemma 6 with some K ≥ 1. Let φ0 and φ1 be defined in (31) where
φ is the density of N (0, σ2) distribution. Then
∫
(φ0(x)− φ1(x))2
φ(x)
dx ≤
∞∑
k=K+1
Λ2k
k!
where Λ = M/σ.
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Proof. By rescaling, it suffices to consider the case σ = 1, M = Λ. Introducing the notation
Ei(k) =
∫
tkµ˜i(dt), i = 0, 1, it is straightforward to check that∫
(φ0(x)− φ1(x))2
φ(x)
dx =
∫
eϑϑ
′
µ˜1(dϑ)µ˜1(dϑ
′) +
∫
eϑϑ
′
µ˜0(dϑ)µ˜0(dϑ
′)− 2
∫
eϑϑ
′
µ˜1(dϑ)µ˜0(dϑ
′)
=
∞∑
k=0
1
k!
(
(E1(k))
2 + (E0(k))
2 − 2E1(k)E0(k)
)
=
∞∑
k=0
1
k!
(
E1(k) − E0(k)
)2
.
It remains to notice that E1(k) = E0(k) for k = 0, . . . ,K, by property (ii) of Lemma 6, and
|E1(k)− E0(k)| ≤ Λ2k for all k. 
Lemma 11. If s2 ≥ 4d, then
χ2(P1,P0) < 1/4.
Proof. Since P0 and P1 are product measures we have
χ2(P1,P0) =
(
1 +
∫
(g − h)2
h
)d
− 1,
cf., e.g., [12, page 86]. It follows from the definition of g and h and from Lemma 10 that
∫
(g − h)2
h
≤ 1
1− s2d
( s
2d
)2 ∫ (φ1 − φ0)2
φ
≤ 2
( s
2d
)2 ∞∑
k=K+1
Λ2k
k!
.
Using the inequalities k! ≥ (k/e)k and 1 + x ≤ ex we get
χ2(P1,P0) ≤ exp
( s2
2d
∞∑
k=K+1
(eΛ2
k
)k)− 1.
Recall that K ≥ 3eΛ2/2 and K − 2 < 3eΛ2/2. Thus,
s2
2d
∞∑
k=K+1
(eΛ2
k
)k ≤ s2
2d
∞∑
k=K+1
(2/3)k =
s2
d
(2/3)K <
4s2
9d
exp
(
3e log(2/3)L2/2
)
=
4
9
(s2
d
)a
where a = 1+3e log(2/3)/2 < −0.6. Since s2 ≥ 4d we get χ2(P1,P0) ≤ exp(40.4/9)−1 < 1/4.

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