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Zusammenfassung
Diverse zur Zeit im Aufstreben begriffene Quanteninformationstechnologien beruhen auf
einer effizienten Schnittstelle zwischen ortsgebundenen Quantensystemen und ‘fliegenden
Qubits’, das heißt Photonen, wobei die Licht-Materie-Wechselwirkung durch optische Re-
sonatoren verstärkt werden kann. Diese Arbeit untersucht Festkörperemitter gekoppelt
an faserbasierte optische Mikroresonatoren, welche eine hohe Finesse und Modenvolu-
mina in der Größenordnung von wenigen λ3 mit offenem Zugang sowie vollständiger
Durchstimmbarkeit vereinen.
Die Behandlung allgemeiner technischer Aspekte faserbasierter Mikroresonatoren ist
ein wichtiger Teil dieser Arbeit. Gewöhnlich werden sie in der Rasterresonatorkonfi-
guration verwendet, wobei eine nanoskalige Probe, aufgebracht auf einen Planspiegel,
bildgebend mit der Lichtmode des Resonators abgerastert wird. Insbesondere wird hier
näher auf die resonante Transversalmodenkopplung eingegangen, welche durch die end-
liche Ausdehnung des Mikrospiegels sowie dessen Abweichungen von der Kugelform her-
vorgerufen wird und zu zusätzlichen Verlusten, Linienverschiebungen und Modenverzer-
rungen bei bestimmten longitudinalen Modenordnungen führt. Der Effekt kann präzise
modelliert werden um das Verhalten gewisser Resonatorgeometrien vorherzusagen und
mögliche Verbesserungen aufzuzeigen. Es wird gezeigt, dass bei der Rasterresonator-
mikroskopie (engl. scanning cavity microscopy) Bildartefakte auftreten, welche durch
nahresonante Modenkopplung verursacht werden und empfindlich von der Spiegelto-
pographie abhängen. Eine detaillierte experimentelle Untersuchung dieser Strukturen
macht den Mechanismus, der ihrem Auftreten zu Grunde liegt, deutlich und zeigt, dass
sie sich als hochempfindliches Werkzeug zur Charakterisierung qualitativ hochwertiger
Spiegel für Präzessionsanwendungen eignen könnten.
In einem Experiment mit dem Ziel, eine effiziente Einzelphotonenquelle bei Umge-
bungsbedingungen zu verwirklichen, wird die schmale und dominante Null-Phononen-
Linie einzelner Silizium-Fehlstellen-Zentren in Nanodiamanten an einen Mikroresonator
mit einem Modenvolumen von 3, 4λ3 und einer Güte von 1, 9 · 104 gekoppelt, wobei ef-
fektive Purcell-Faktoren bis zu 9 erreicht werden, sowie Photonenemissionsraten in die
Resonatormode von um die 20 MHz. Die interne Ratendynamik des Systems wird durch
die Untersuchung leistungsabhängiger Photonenkorrelationen ermittelt und ein verbes-
sertes Ratenmodell zur Beschreibung dieser Dynamik wird eingeführt. Die Ergebnisse
sind durch die geringe Quanteneffizienz der Emitter limitiert, welche durch Vergleich
zwischen der Verstärkung der Photonenemissionsrate und der Lebenszeitverringerung
ermittelt werden kann, sowie durch die erhebliche Größe der Nanodiamanten. Jedoch
verspricht der dargelegte Ansatz Einzelphotonenraten in der Größenordnung von GHz
für eine verbesserte Probe. Des Weiteren wurden Faserresonatoren mit hohen Güten
bis zu Q = 3, 2 · 107 hergestellt, welche das Emissionsspektrum der Silizium-Fehlstellen-
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Zentren ausreichend trichtern könnten um ununterscheidbare Einzelphotonen bei Raum-
temperatur zu erzeugen.
In einem weiteren, kryogenen Experiment wird die Resonatorkopplung von Europium-
dotierten Yttriumoxid-Nanoteilchen gezeigt. Die außergewöhnlich lange Kernspinkohä-
renzzeit seltener Erden und insbesondere von Europium-Ionen machen sie zu einem
vielversprechenden Kandidaten für Knoten in einem Quantennetzwerk, mit optischem
Zugang über den 5D0 −7 F0 Übergang in den 4f-Orbitalen. Diesen nur schwach erlaubten
Übergang mit einem optischen Mikroresonator zu verstärken, stellt für einzelne Ionen
Photonenemissionsraten in der Größenordnung von 105 Hz in Aussicht, was den Weg
für eine effiziente Auslese und Manipulation einzelner Ionen ebnen würde. Während
erste Messungen bereits die Kopplung eines Ensembles weniger Ionen in einem ein-
zelnen Yttriumoxid-Nanoteilchen an einen Mikroresonator zeigen, ist das Experiment
noch durch das hochfrequente mechanische Rauschen beschränkt, welches durch den
Kryostaten hervorgerufen wird, was die aktive Stabilisierung des Resonators auf Re-
sonanz verhindert. Um ein stabilisiertes Resonatorsystem bei kryogener Temperatur
zu gewährleisten und gleichzeitig die vollständige Durchstimmbarkeit sowie eine hohe
Abtastrate des Resonators ermöglichen zu können, wurde ein selbstgebautes kryoge-
eignetes Nanopositioniersystem realisiert. Es übertrifft bereits kommerziell erhältliche
Geräte bezüglich passiver Stabilität und Abtastgeschwindigkeit und hat das Potential
das erforderliche Stabilitätsniveau in naher Zukunft zu erreichen. Des Weiteren wird
eine neuartige Methode zur Probenpräparation vorgestellt, bei der Europium-dotierte
Yttriumoxid-Nanoteilchen in einen Dünnfilm auf dem Spiegel eingebettet werden, was




Various emerging quantum information applications require an efficient interface between
stationary quantum systems and ‘flying qubits’, i.e. photons, where light-matter inter-
action can be enhanced with optical resonators. This work studies solid state emitters
coupled to a fibre-based optical microcavity, which allows for a high finesse and mode
volumes on the order of few λ3 in an open access design, while offering full tunability.
The study of general technical aspects of fibre-based microcavities is an important
part of this thesis. They are typically used in the scanning cavity configuration, where
a nanoscaled sample on a planar mirror can be imaged by raster-scanning it with the
cavity mode. In particular, transverse-mode coupling is explored in detail, where the
finite extent as well as shape imperfections of the micromirror are found to be the cause
of resonant coupling of transverse modes leading to excessive loss, line shifts, and mode
deformations for specific longitudinal mode orders. The effect can be accurately mod-
elled to predict the performance of a particular cavity geometry and improve upon cavity
design. In scanning cavity microscopy, near-resonant mode coupling is shown to cause
artefacts, which sensitively depend on the mirror topography. A detailed experimental
study of these structures reveals the underlying mechanisms of their occurrence, poten-
tially constituting a sensitive tool for characterising high quality mirrors for precision
applications.
In an experiment with the aim of creating an efficient single photon source at ambient
conditions, the narrow and dominant zero phonon line of single silicon vacancy centres
in nanodiamonds is coupled to a microcavity with a mode volume of 3.4λ3 and a quality
factor of 1.9× 104, where effective Purcell factors up to 9 are achieved as well as photon
emission rates into the cavity mode on the order of 20 MHz. The internal rate dynamics
of the system are determined by studying power-dependent photon correlations and a
revised rate model is introduced to describe these dynamics. The results are limited by
the small quantum efficiency of the emitters, which could be determined by comparing
the enhancement of the photon emission rate with the lifetime reduction, and the large
size of the nanodiamonds. However, the presented approach promises single-photon
rates on the order of GHz for an improved sample. Furthermore, fibre cavities featuring
a high quality factor up to Q = 3.2× 107 are fabricated, which could funnel the silicon
vacancy emission spectrum sufficiently to produce indistinguishable single photons at
room temperature.
In a further, cryogenic experiment, cavity-coupling of a europium doped yttrium oxide
nanoparticles is demonstrated. The exceptionally long nuclear spin coherence time of
rare earths and especially europium ions make them a promising candidate for a quantum
node, optically accessible via the 5D0 −7 F0 transition in the 4f orbitals. Enhancing this
only weakly allowed transition in an optical microcavity has the prospect of single ion
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photon emission rates on the order of 105 Hz, which would pave the way for efficient single
ion detection and manipulation. While first measurements show cavity coupling of a few-
ion ensemble in a single yttrium oxide nanoparticle, the experiment is limited by the high
frequency mechanical noise introduced by the cryostat, which prevents locking the cavity
on resonance. To allow for an actively stabilised cavity system at cryogenic temperature
while maintaining full tunability and fast cavity scanning, a home-built cryocompatible
nanopositioning stage is implemented. It already outperforms commercially available
options in terms of passive stability and scanning speed and has the potential to reach
the required stability level in the near future. Furthermore, a novel sample preparation
method, where europium-doped yttrium oxide nanoparticles are embedded into a thin
film on a mirror, shows a significant lifetime reduction and promises to reduce scattering
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Since the advent of quantum theory in the early twentieth century, a fascinating and
at times mind-boggling cosmos of quantum phenomena has been unravelled. Apart
from basic research and having gained a fundamental understanding of basic physical,
chemical, and biological phenomena, technological advances based on quantum effects
have become indispensable in our modern world. Without claiming completeness, one
can mention the transistor, having opened the path to the age of information; nuclear
magnetic resonance spectroscopy having brought advances in chemistry and molecular
biology as well as its medical application, magnetic resonance tomography; the atomic
clock, which enables high precision metrology, is used for tests of general and special
relativity, and is the base of the Global Positioning System; and not least the laser,
having opened a whole new field of research and a plethora of applications [1].
The invention of the laser has enabled selective manipulation of atomic states, and
laser cooling and trapping gives control over individual atoms or ions, allowing to faith-
fully manipulate and read out their quantum states. Since the first demonstration of
a quantum logic gate in 1995 [2], quantum information processing [3, 4] has become a
hot field of research, where quantum entanglement and coherence are exploited for the
implementation of quantum bits (qubits) and gates. On the theory side, quantum al-
gorithms have been developed [5, 6], while quantum simulation [7, 8] and computation [9]
schemes were implemented using various quantum systems. Meanwhile, first quantum
computers with tens of qubits are commercially available1 and the current scaling re-
cord of a 72 qubit chip based on superconducting circuits was recently announced by
Google2. In this pioneering spirit, some sense a new era, which is reflected in the pro-
clamation of the ‘second quantum revolution’ [10] and the promotion and funding of
emerging quantum technologies, such as in the ‘European Quantum Flagship’ project
launched by the European Commission3. Despite the advances, there is still a long way
to go until quantum computers will outperform classical computers at generally useful
tasks. A main challenge is maintaining coherence for a growing number of entangled
systems. Quantum error correction protocols are applied to reduce decoherence and
sustain the quantum state [11, 12], but require a large overhead of qubits [13], which
is why the current system sizes need to be scaled up by several orders of magnitude.
A long term goal would be a large, perspectively world-wide, quantum network [14,
15], where individual quantum information processing nodes are connected via photonic
links, potentially allowing for large-scale distributed quantum computing [16–18]. This
goal motivates the need for efficient light-matter interfaces linking ‘stationary’ to ‘flying’





qubits, i.e. photons. Here, solid state quantum emitters coupled to optical microcavities
constitute a promising platform.
An important application of a quantum network, based on the impossibility of a
simultaneous measurement in two conjugate bases, is secure quantum communication,
where a secret key for cyphering information is shared between sender and receiver, the
so-called quantum key distribution [19, 20]. More precisely, qubits encoded by the sender
in one of two randomly chosen conjugate bases are sent to the receiver, who conducts a
measurement in one of the bases, again randomly chosen. Via a classical channel, the
basis choices are communicated and the measurement results of the cases were the same
bases have been chosen by coincidence are kept as secure key. As any measurement on
the quantum channel with the wrong basis can alter the state, a public comparison of a
control sample from the secure key can reveal potential eavesdropping. A typical qubit
choice is the polarisation of photons, where the two measurement bases are rotated by
45° with respect to each other. This protocol has been successfully implemented, where
the record distance of 1200 km was achieved in a satellite-to-ground scheme [21].
Single photon sources Quantum key distribution requires a single photon per bit of
information, as a state containing two or more photons is prone to the so-called ‘photon-
number splitting attack’ [22]. As high brightness, on-demand single photon sources,
reliably producing photon number states at a high rate are currently still at the level
of basic research, one nowadays typically applies faint laser pulses. Restricting the
mean photon number to values much smaller than one makes multiple photon states
unlikely, but greatly limits the repetition rate. With the decoy-state scheme based on
different photon intensities [22–24], the mean photon number can be increased to 0.5,
greatly enhancing the secure key rate [25, 26]. Nevertheless, deterministic single photon
sources, which are typically based on excited state decay of two-level quantum systems,
emit photons in the single photon number state and would outperform weak coherent
pulses for device efficiencies larger than 0.5, where the photon rate is limited by the
excited state lifetime. This means that quantum communication would strongly benefit
from high brightness, high efficiency single photon sources.
Many further applications of single photon sources are based on entanglement and
therefore rely on photon indistinguishability, which means that the photons occupy the
exact same mode, spatially, temporally, polarisation-wise, and spectrally. As will be in-
troduced in the next section, end to end long-distance quantum communication requires
quantum repeaters [27–29], typically based on quantum memories and entanglement
swapping. While applying correlated pair sources for this is possible [27, 28], determin-
istic single photon sources would allow for significantly higher entanglement distribution
rates [30, 31]. A more exotic implementation of a quantum repeater, which does not
require a quantum memory, is the all-optical quantum repeater [32, 33], which is based
on photonic cluster states [34]. These demand high purity deterministic single photon
sources at a high level of indistinguishability, efficiency, and brightness [26].
Furthermore, deterministic single photon sources play an important role in photonic
quantum information processing. Quantum states can be encoded in photons using
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several degrees of freedom like polarisation, orbital angular momentum, photon number,
time bin, and optical path states. Photons have the advantage that they are fast, hardly
interact with the environment, and their quantum state can be well manipulated [35,
36]. All-optical quantum computing uses linear optical elements such as beam splitters
to implement quantum gates. Typically, such schemes require single photons [37] and
have the substantial drawback that deterministic entanglement is not possible, which is
compensated by a large circuit overhead [38]. Scalable fault-tolerant all-optical quantum
computing protocols are again based on photonic cluster states and set high requirements
on the purity, efficiency, and indistinguishability of the single photon source [26, 38]. A
more short term goal compared to programmable linear quantum computing are photonic
quantum simulators, which typically consist of single photon sources, a waveguide circuit,
and a single photon detector array and apply boson sampling and photonic quantum
walks [39, 40]. They are supposed to simulate less easily accessible quantum systems as
for instance in chemistry or solid state physics. The number of correlated photons and
the required level of indistinguishability are significantly reduced in this case as compared
to linear quantum computing [26, 41], such that providing suitable single photon sources
for optical quantum simulation seems feasible.
Single photon emission has been observed from various quantum systems, where solid
state systems are particularly promising in terms of scalability, efficiency, and a possible
integrated design. While high purity, high indistinguishability single photon sources
using quantum dots in micro-resonating structures have been demonstrated [42–44],
they require a cryogenic environment, which makes them intricate and expensive. This
motivates the efforts taken towards a solid-state-based, high performance single photon
source, which can be operated in an ambient environment. Suitable candidates are colour
centres in diamond, where in particular the nitrogen vacancy (NV) and recently also the
silicon vacancy (SiV) centres have been investigated in greater detail. For an enhanced
and well collectible emission, it is useful to couple the colour centres to optical resonators
or plasmonic structures. The NV centre features a dominant broad phonon side band,
which can be enhanced by a broad line resonator to obtain a bright broadband source
[45, 46]. Alternatively, narrow-line resonators can selectively enhance part of the band,
leading to a narrowband tunable source [47, 48]. The SiV centre features an inversion
symmetry, which makes it less susceptible to fluctuations of the local field and reduces
the coupling to phonons [26]. This leads to a narrow bright zero phonon line, which
comprises 70% of the total fluorescence light and whose linewidth can be below 1 nm
[49].
In the case of relatively broad-band solid state emitters, the Purcell factor, being
the enhancement factor of the spontaneous emission rate in an optical resonator, scales
with the linewidth of the emitter and the inverse mode volume of the resonator. This
motivates coupling narrow-line SiV centres to optical microcavities with a minimised
mode volume to achieve a bright, efficient single photon source at room temperature
[50, 51]. In this work, single narrow-line SiV centres were coupled to fibre-based optical
microcavites [52], demonstrating a single-photon source with high efficiency, increased
emission rate, and improved spectral purity compared to the intrinsic emitter proper-
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ties [53]. As shall be motivated, this scheme has the potential for creating an efficient
indistinguishable single photon source at room temperature [54].
Quantum repeaters, memories, and registers The no-cloning theorem, being at the
heart of quantum key distribution, is also the major obstacle for scalability to larger
distances: As a measurement destroys the quantum state, the signal cannot easily be
amplified, such that transmission losses and decoherence limit the possible secure com-
munication distances. If one does not want to rely on trusted repeater nodes [55, 56],
quantum repeaters [27, 57] need to be applied, where large distance entanglement is
established by dividing the distance by quantum nodes and combining entanglement
swapping and purification with quantum memories [58]. While this scheme was success-
fully demonstrated in proof of concept experiments [59], a central remaining obstacle is
the lack of a quantum memory with a sufficiently long storage time and a high retrieval
efficiency. It should be noted that quantum communication is not restricted to crypto-
graphy, i.e. quantum key distribution, were encoded classical information is supposed to
be transmitted, but comprises a wider field including long distance teleportation [60] of
quantum states in a future quantum network [14, 15] and large-scale distributed quantum
computing [16–18], which require long-range entanglement. To teleport a quantum state,
the two qubits of a Bell state are shared between sender and receiver. Performing a Bell
measurement on the qubit of the sender and the state to be teleported projects this
state into one of four Bell states. Communicating the outcome of this measurement to
the receiver allows retrieving the original state by applying a unitary operation to the
receiver qubit. The crucial point is that the qubit needs to be stored until the clas-
sical information is received explaining the need for a quantum memory (except for the
rather exotic case of an all-optical quantum repeater [32, 33]) [58]. For entanglement
distribution around the globe, storage times on the order of at least 100 µs would be
necessary.
For a quantum memory, the quantum state of a photon must be coherently mapped to
a stationary qubit. This can, for example, be achieved by electromagnetically induced
transparency or off-resonant Raman interaction in warm or ultracold atomic gases [61,
62], which however still suffer from low retrieval efficiencies. Rare earth ion doped
crystals constitute a particularly promising candidate for a quantum node as they feature
an outstanding nuclear spin coherence with time constants up to hours [63], unique in the
solid state. The nuclear spin can be assessed optically via 4f − 4f transitions, which also
show an exceptional coherence [64–66]. Various implementations of quantum memories
have been demonstrated in ensembles of rare earth ions using techniques like optical
gradient echo [67] and an atomic frequency comb [65, 68–74]. The latter harnesses the
broad inhomogeneous line of the ensemble, where equally spaced spectral holes allow for
a delocalised storage of a photon, being released again as photon echo after a rephasing
time determined by the comb spacing. The main figures of merit are the storage time
and the retrieval efficiency, where the current best values are tens of seconds [75] and 70%
efficiency [67], which can however not yet be achieved together. These ensemble-based
approaches bear the disadvantage of not being easily scalable to a universal quantum
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node allowing for performing quantum computational operations, which motivates the
interest in addressing single ions and harnessing their interactions with each other for
the implementation of quantum gates.
Due to the dipole-forbidden character of the 4f − 4f transitions, the emission rates
are very low, making the read-out of single ions challenging. This motivates coupling
the optical transition to a microcavity, an approach, which recently led to the detection
of single erbium and neodymium ions [76, 77]. For rare earth ions featuring zero total
electron spin, which for example is the case for europium ions, the large electric dipole
interactions between dopant ions in their host matrix leads to an excitation blockade
effect, similar to Rydberg blockade, which can be used to perform quantum gates [78,
79]. This implies that some rare earth doped crystals have the potential to be used as a
quantum register, consisting of several qubits which can be addressed individually and
coherently manipulated [80].
Europium-doped yttrium oxide nanocrystals feature a nuclear spin coherence time of
8 ms [81] and a homogeneous linewidth of 45 kHz (at 1.5 K) [82–84], extraordinary
values in a nanoscale host. In this work, europium ions are coupled to a fibre-based mi-
crocavity, demonstrating first signatures of Purcell enhancement and spectroscopy of a
few ion ensemble [85]. Applying a high finesse resonator, this approach has the potential
for efficient read-out of single europium ions opening the path for the implementation
of quantum logic with very beneficial coherence properties. As the narrow resonance
linewidth of a high finesse cavity requires a high relative length stability of the cavity
mirrors on the order of 1 pm in a cryogenic environment, a cryocompatible nanoposi-
tioning stage was designed in the course of this work, which combines a high passive
stability with full tunability.
Fibre-based microcavities For an enhanced light-matter interaction, the solid state
quantum emitters are coupled to an optical microcavity, which constitutes an efficient
interface between ‘stationary’ and ‘flying’ qubits. Due to a modified density of states in
an optical resonator, the excited state decay rate of a quantum system is suppressed or
enhanced according to Fermi’s golden rule, depending on whether or not the resonance
condition is met, with the Purcell factor describing the modified rate with respect to
the free space emission rate. In addition to an enhanced spontaneous decay (which
implies a lifetime reduction), the emission into the single cavity mode is almost unity
for a high Purcell factor, allowing for an efficient collection of the light. For a system
with multiple decay channels, the branching ratio of the transition in resonance with
the cavity is enhanced. Furthermore, enhancement and filtering with a narrow cavity
resonance leads to a spectral compression of the broadband emission spectrum typical
in the solid state. The Purcell factor scales inversely with the resonator’s mode volume,
which explains the emergence of various micro-resonating structures in recent years.
While some monolithic resonator platforms like photonic crystal cavities [50, 86–88]
and micropillar cavities [43, 44, 89, 90] aim for minimal mode volume, they have the
drawback of being rather inflexible: Their tunability is limited and an individual cavity
needs to be machined for every single emitter, impeding comparability. The fibre-based
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microcavity is a miniaturised Fabry-Pérot style resonator, which comprises at least one
micro-machined mirror on the end-facet of an optical fibre [52, 91]. It thereby allows for
an ultra-small mode volume [46] in combination with an open access design, full tunab-
ility, and easy coupling to the cavity mode via the fibre. For the experiments presented
in this work, the scanning cavity design was used, where a fibre mirror is combined with
a macroscopic planar mirror. The nano-scaled sample placed onto the latter can then
be spatially imaged by raster-scanning with the fibre, where the cavity mode acts as a
scanning probe [92, 93]. This approach is particularly useful for heterogeneous systems,
as it allows individual addressing of different nanoparticles containing quantum emitters
(whose properties typically vary), as well as considering the empty cavity as comparison.
Apart from the study of quantum emitters coupled to a microcavity, the behaviour of
fibre-based microcavities themselves is a major point of interest in this work. In contrast
to macroscopic resonators, the cavity mode size can be comparable to the extent of the
micromirror, such that diffraction loss becomes important. Moreover, the profile shape
of the machined mirror deviates from a perfect sphere leading to mode deformation
and coupling between simultaneously resonant transverse modes. A reduced finesse and
transmission for certain longitudinal mode orders is the consequence, which is modelled
as well as studied experimentally [94]. In scanning cavity microscopy, slight imperfections
in the surface topography of the planar mirror can shift transverse modes in and out
of resonance with each other leading to distinct measurement artefacts, which reveal
characteristics of the mirror [95].
Scope of this work In chapter 2, I shall concentrate on the fundamentals of cavity-
enhanced light matter interaction, where the use of microcavities will be motivated,
alluding to the different varieties, their typical specifications, and fields of use. Next,
the fibre-based microcavity is explained in more detail, stating all important figures of
merit like the finesse, the quality factor, and the resonance condition. A section on
light matter interaction in resonators follows, distinguishing between the strong and
weak coupling regime depending on the relations of the central cavity parameters. The
Purcell effect shall be treated for both broad and narrow line emitters, also explaining
effects on collection efficiency and branching ratio.
Chapter 3 deals with technical considerations on fibre-based microcavities, starting
with a description of the machining process and the typically accessible mirror geomet-
ries. A section on transverse-mode coupling follows, which first explains the general
mechanism how a non-perfect mirror profile can lead to coupling of simultaneously res-
onant transverse modes, coming with a broadening of the cavity line. A model based on
resonant state expansion accurately reproduces the experimental findings. Artefacts in
scanning cavity microscopy are traced back to a topography of the macroscopic mirror
deviating from planar as well as surface roughness. I shall explain how transverse-mode
coupling sets limits on possible cavity geometries and present extreme cases of cavity
design. The following section deals with dielectric mirrors and how transmission and
field distribution can be modelled, also alluding to the directed radiation of a dipole
on such a mirror. The chapter is concluded by a section on absorption and scattering,
6
where measurements are presented, which show a recollection effect of scattered light by
the cavity mode.
In chapter 4, the experiments on cavity coupling of single SiV centres with the aim
of creating an efficient single photon source are presented. The chapter starts off by
recapitulating single photon sources, also going into a theoretical description of photon
correlations, before introducing colour centres in diamond in general and the SiV centre
in particular, stating its major properties as well as treating nanodiamonds as host
material. After explaining the experimental setup, the sample shall be characterised
in detail in terms of suitability of certain emitters, excited state lifetime, brightness,
and photostability. Comparing the emission of the SiV centres in free space to the
cavity-coupled case, a lifetime reduction and enhanced emission is observed, including
an estimate for the Purcell factor. From second order correlation measurements, the rate
dynamics of the system is deduced, proposing a modified model for its description. The
chapter concludes with an outlook on an indistinguishable single photon source at room
temperature, which would be possible with readily available cavities and an improved
sample.
Chapter 5 presents the rare earth ion project, where europium-doped yttrium oxide
nanoparticles are coupled to a cavity. After having introduced rare earths and their
role in current research, the europium ion is treated, explaining its level scheme and
coherence properties. A sample preparation method is described, where embedding
the nanoparticles into a thin film is shown to significantly reduce the lifetime. After
treating the cryogenic cavity setup, first spectroscopic measurements of a europium few
ion ensemble are presented.
The home-built cryocompatible nanopositioning stage is introduced in chapter 6, al-
luding to the required stability and the importance of passive stiffness. The mechanical
design as well as cavity stabilisation schemes are treated, discussing noise spectra and
possible ideas for a further optimisation of the setup.
The last chapter summarises the work and gives an outlook.
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2. Fundamentals of cavity-enhanced light
matter interaction
After C. Fabry and A. Pérot had first described a simple optical resonator consisting of
two planar semi-transparent mirrors in 1899 [96], such structures were primarily used for
spectroscopic and metrologic purposes as well as spectral light filtering. But already the
inventors anticipated a rich future of their interferometer: ‘We believe that the applica-
tions of these fringes are far from being exhausted.’ [97] Nevertheless, it took about half
a century until E. M. Purcell predicted that the spontaneous emission of an atom can be
enhanced in a (radio-frequency) resonator in 1946 [98]. For decades, this effect awaited
experimental proof. In the meantime, the optical resonator led to the invention of the
maser in 1955 by Gordon, Zeiger, and Townes [99] and not least to the laser in 1960
by Maiman [100]. Not until 1983 was Purcell enhancement shown experimentally for
Rydberg atoms flying through a high-Q millimeter-wave superconducting cavity [101].
The proof for an off-resonant cavity and therefore a reduced density of states leading
to Purcell suppression was brought soon after [102]. In the optical domain, the first
demonstration of Purcell enhancement and suppression was performed by Heinzen et
al. [103] making use of a confocal resonator and therefore taking advantage of mode
degeneracy. Other groundbreaking advances, especially in the field of cavity quantum
electrodynamics (CQED) shall not be discussed here, but can for example be found in
[1]. In the context of emerging quantum technologies, optical resonators play a crucial
role in establishing an efficient interface between matter-based quantum systems and
photons. They are applied to efficiently extract single photons from quantum emit-
ters and to create efficient spin-photon interfaces, building blocks for a future quantum
network [14, 15].
In this chapter, I shall focus on the enhanced light matter interaction in optical mi-
crocavities. First, the need for a reduced mode volume is motivated and different types
of microcavities are introduced and compared. Then, I will focus on fiber-based micro-
cavities and introduce the central figures of merit before treating the different coupling
regimes of light and matter in a cavity and the Purcell effect.
2.1. Microcavities
2.1.1. Motivation and classification
One of the main reasons for coupling quantum emitters or nanomaterials to optical
resonators is a more efficient interaction of light and matter. As shall be discussed in
more detail in section 2.2.2.2, a quantum emitter experiences an enhanced spontaneous
9
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emission rate γ when coupled to an optical resonator due to an increased density of











where λ is the emission wavelength, Q the quality factor of the cavity, and Vm its mode
volume. Not only can the emission be increased, but a welcome side-effect is that the
higher the Purcell factor, the higher the fraction
β = C
C + 1 (2.1.2)
of light which is emitted into the single well-collectible cavity mode. So in contrast to
a hard to collect dipole mode, collection efficiencies close to 1 can be achieved. Fur-
thermore, Purcell enhancement on resonance and suppression off resonance lead to a
spectral compression of broad emission lines, meaning a combination of spectral filtering
and enhancement.
If the emitter linewidth is not negligible compared to the width of the cavity resonance,






containing both the quality factor of the cavity Qc and the quality factor of the emitter
Qe = ν/δν with the emission frequency ν and the linewidth δν. It is limited to Qeff = Qe
for Qc  Qe. So especially for broad line emitters in the solid state, it is crucial to reduce
the mode volume as much as possible. This fundamental thought of an increased Purcell
factor achieved by a reduction of the mode volume led to the invention of a plethora
of micro- and nanoscaled resonator structures, each optimised to fit a certain purpose.
A good overview of the field is provided by Vahala [104]. Typically, one has to find a
trade-off between quantities like Q and Vm, but also take into account the outcoupling
efficiency, tunability, machining limitations, and scalability.
Cavity experiments with trapped atoms or ions require a rather large mirror distance
on the order of a few tens of µm to mm to accompany trapping beams or keep charged
particles at a distance, such that air-slit Fabry-Pérot bulk optical cavities with high
reflectivity distributed Bragg reflectors (DBR) are commonly used. Due to long cavity
length, high quality factors on the order of 108 are achieved at the cost of a relatively
large mode volume Vm ∼ 104− 106λ3, leading to Purcell factors ∼ 102 [105, 106]. In the
solid state, a monolithic two mirror design can greatly reduce the mode volume while
keeping up a high quality factor, however losing full tunability. A typical design are
micropillar cavities, which consist of two DBR layer stacks with a dielectric spacer layer
containing the emitter in between. Lateral mode confinement is achieved by etching
the diameter of the structures down to the order of µm. As the mirror distance can be
chosen almost arbitrarily small (few λ/2), small mode volumes of around 5 (λ/n)3 are
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possible. Together with quality factors of 105 [89], the ideal Purcell factor can be on
the order of 104. With these micropillars, the to date highest indistinguishability, high
efficiency single photon sources have been demonstrated with self-assembled quantum
dots [43, 44, 90].
Beyond Fabry-Pérot style optical resonators where the light circulates between two
mirrors, other ways of mode confinement can be exploited: In whispering gallery mode
(WGM) resonators, total internal reflection at the surface of a dielectric microdisc, mi-
crosphere or microtoroid leads to the occurrence of a ring-shaped light mode along the
circumference. Light is typically brought into the resonator via evanescent coupling to a
tapered optical fibre or prism, which allows tuning the coupling by changing the distance
between incoupling device and resonator. This approach allows for quality factors > 109
for resonators with a few hundred µm diameter at the cost of a large mode volume [107].
Optimising the ratio Q/Vm leads to significantly smaller radii of a few tens of microns
(with Q ∼ 108,Vm < 200 (λ/n)3), where the Purcell factor may reach ∼ 105 [108]. WGM
resonators are used for CQED applications [109, 110], but also for biosensing [111–113].
The smallest mode volumes can be achieved with photonic crystal cavities, making
them most suitable for broad line solid state emitters. The cavity consists of a photonic
crystal having its bandgap at the wavelength to be enhanced and a ‘defect’, i.e. missing
hole(s), leading to field enhancement, where the emitter is placed. The strength of these
resonators are the ultrasmall mode volumes, which can be< λ3. Q-factors range from 102
to 105, yielding Purcell factors up to 105, possibly 106 in the infrared. The structures
can be 3-, 2-, or 1-dimensional, where light confinement in the other dimensions is
granted by wave guidance. They can, in many cases, be directly machined into the host
material of the quantum emitter like for colour centres in diamond and quantum dots
in semiconductors [50, 86–88]. Drawbacks are the limited tunability of photonic crystal
cavities and the missing flexibility and comparability, as an individual cavity is needed
for each emitter. Moreover, the exact positioning of the emitter in the field maximum
is not trivial.
2.1.2. Fibre-based microcavities
Fibre-based microcavities consist of a micromirror machined on the end-facet of an
optical fibre [52, 91]. They combine an ultrasmall mode volume with full tunability
and an open access design making them useful for numerous applications ranging from
imaging and sensing [92, 93], over cavity optomechanics [114–116], cavity enhanced
Raman spectroscopy [117], and experiments with atoms [118–120] and ions [121–123] to
various cavity-coupled solid state quantum emitters like colour centres in diamond [46,
47, 53, 124–126] (see chapter 4), transition metal dichalcogenides [127, 128], quantum
dots [129, 130], and rare earth ions [85] (see chapter 5). The light can be conveniently
coupled into the cavity through the single mode optical fibre. The outcoupling mirror
can also be a micromachined fibre-mirror on a multimode fibre, as can be seen in Fig.
2.1.1(b), or a macroscopic planar mirror (Fig. 2.1.1(a)). The latter geometry, the
scanning cavity configuration, allows for lateral scanning such that a sample placed on
the planar mirror can be moved into the cavity mode on demand. This opens up the
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a) b)
Figure 2.1.1.: (a) Schematic of scanning cavity configuration with a fibre mirror on the left
and a laterally movable planar mirror on the right. (b) Fibre-fibre configuration consisting
of two fibre mirrors.
possibility of imaging the sample and comparing a cavity-emitter coupled system to the
bare cavity or to other emitters. The experiments presented in this work make use of
this flexible design.
Before discussing light-matter interaction in cavities, I will give a brief overview of
some basic figures of merit of optical resonators in general and fiber-based microcavities
in particular. A more detailed treatment can for example be found in Saleh and Teich
[131], Hodgson and Weber [132], Zinth [133] and in the theses of Matthias Mader [93]
and Hanno Kaupp [126].
Free spectral range Considering a simple Fabry-Pérot interferometer with two planar
mirrors facing each other, light can circulate and build up a standing wave when the res-
onator length d is equal to a multiple of half the wavelength λ of the incoming light. The
cavity becomes resonant and the transmission through the outcoupling mirror maximal,
in the ideal loss-less case unity. Off resonance, the light is reflected and the transmission
in the ideal case goes to zero. The spectral distance between neighbouring resonances is
referred to as the free spectral range (FSR) and is given by
∆ν = c2d. (2.1.4)
Hanno Kaupp achieved the shortest possible Fabry-Pérot cavity with d = λ/2 using
silver coated mirrors and a very shallow fibre profile [46], but even for typical microcavity
mirror separations of a few µm, the FSR is easily on the order of tens of THz.
Losses and lineshape In real resonators with a mirror reflectivity 0 < R < 1 (referring
to intensity) the resonance is not infinitely sharp but is rather described by an Airy func-
tion. The light does not infinitely oscillate but eventually gets lost by being transmitted
through the mirrors at transmittivities T1 and T2, respectively. Other loss channels are
absorption and scattering by the two mirrors, A1 and A2, as well as diffraction loss D,
which shall be summarised by the loss L = A1 +A2 +D. In case of the high reflectivity
dielectric mirror coatings used for the microcavities, the transmittivities can be as low as
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10 ppm and are not higher than 1.5·10−3 for the experiments discussed here. Absorption
and scattering loss per mirror depend on the wavelength (larger for smaller wavelength)
and the coating. They range from 2 ppm (for the planar mirror in [134], calculation
by Thomas Hümmer) to around 30 ppm for Layertec mirrors [135]. Diffraction losses
depend on the exact geometry of the microcavity and are discussed in section 3.2. As
the total losses T1 + T2 + L  1, the lineshape can be approximated by a Lorentzian.
The ratio of the transmitted intensity IT with respect to the initial intensity I0 before












+ (q∆ν − ν)2
, q ∈ N. (2.1.5)
δν = ∆ν · T1 + T2 + L2π (2.1.6)
is the full width at half maximum (FWHM) of the resonance and the pre-factor
Tmax =
4T1T2
(T1 + T2 + L)2
(2.1.7)
gives the maximal transmission on resonance.





T1 + T2 + L
, (2.1.9)
the so-called finesse, is constant (for a non-perfect geometry it can vary, see section 3.2).
The second equality is again an approximation for small total losses. An intuitive picture
for this quantity is the number of roundtrips the light takes until it leaves the cavity:




which means that after τ only 1/e of the initial energy remains in the cavity.
κ = 1/τ = 2πδν (2.1.11)
is called the cavity decay rate, corresponding to the linewidth in angular frequency. The
highest finesse, achieved with a fibre-based microcavity, was 190 000 [136].
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Quality factor The quality factor is a figure of merit of resonators in general and is
defined by




= qF , (2.1.13)
where q ∈ N is the longitudinal mode order with d = q λ2 1 and ν is the resonance
frequency. Equation 2.1.13 shows that a high quality factor implies a large mirror sep-
aration and it is readily apparent that one cannot maximise Q and reduce Vm at the
same time, but rather has to find a suitable trade-off, i.e. maximise the ratio Q/Vm.
For Fabry-Pérot cavities, this is achieved at the shortest mirror separation. While the
quality factor is on the order of the finesse for the shortest cavities, it can reach up to 108
in fibre cavities [137], where up to 107 was measured in the scanning cavity configuration
(see section 3.3.3).
Intra-cavity power Due to the circulating character of the standing wave light field,






at an antinode, where Pin is the incoming power and T1 the transmittivity of the in-
coupling mirror. The temporally averaged power on an antinode is given by Ppeak/2. A
detailed treatment can be found in [138].
Stability For beam confinement, resonators typically have at least one concave mirror
with a radius of curvature rC to refocus the beam on every round trip. A resonator
is called stable, if the beam keeps a constant size and does not diverge in consecutive











is met. For the scanning cavity design used in this work, where one mirror is planar
(rC =∞), this condition reduces to
rC > d. (2.1.16)
However, this only strictly holds for spherical mirrors, while the non-perfect geometry of
fibre mirrors introduces diffraction losses, which decreases the stability limit (see section
3.2). A conclusion is that one cannot indefinitely increase the Q-factor by increasing the
mirror separation, but is limited by the radius of curvature.
1This expression is only approximately correct as it lacks the Gouy-phase, see equation 2.1.32.
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Gaussian beams In the paraxial approximation, which assumes that the component of
the electric field perpendicular to the optical axis changes slowly, the Helmholtz equation

















where z is the coordinate along the optical axis and r the distance from it. A derivation
can be found in [131]. The following definitions and expressions are used:
• The minimal 1/e2 beam radius w0 at the focus z = 0, called beam waist.








• The 1/e2 beam radius as a function of z:








• The Gouy-phase θ, a phase shift adding up to π for a wave travelling from −∞ to
∞:
θ = arctan z
z0
(2.1.20)
• The radius of curvature of the phase fronts:








The radial intensity profile of the beam is described by a Gaussian. The Gaussian
beam has one free parameter, which is set by the boundary conditions. In the case of
a Gaussian beam in an optical resonator, the radii of curvature of the phase fronts at
positions z1 and z2 of the two mirrors have to match the radii of of curvature of the
mirrors, R(zi) = rC,i for i = 1, 2. This then sets all other parameters. As in our case,
where one mirror is planar, z = 0 is the position of the planar mirror, i.e. the beam has
its smallest radius w0 there. The resonance condition, an expression for the frequencies
at which the light becomes resonant with the cavity, is found to be
vq = ∆ν
(




where the Gouy phase is evaluated for the cavity length d.
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Hermite-Gaussian modes The Gaussian beam is not the only solution of the paraxial
Helmholtz equation, but there are also higher order transverse electromagnetic (TEM)
modes satisfying it. In cylindrically symmetric systems, so-called Laguerre-Gaussian
modes, whose intensity profiles are described by Laguerre polynomials, are solutions.
When Cartesian coordinates are the natural coordinates of the system, we observe
Hermite-Gaussian (HG) modes with an intensity profile given by Hermite Polynomials.
Any paraxial beam can be expanded in terms of these modes as they form a complete
and orthonormal set of solutions. For details, see [139].
The profile of the fibre mirrors discussed here does not exhibit a cylindrical symmetry,
but has approximately elliptical contour lines and can be described by a Gaussian along
both principal axes with different widths. One observes modes which closely resemble
HG modes Φ±mn,being separable into an x and y component:
Φ±mn (x, y) = Φ±m (x) · Φ±n (y) (2.1.23)
Due to the elliptical shape of the profile, Φ±m (x) and Φ±n (y) do not have the same waist,
as the radii of curvature are different for x and y. Plus and minus denote the ingoing
and outgoing directions and m and n is the degree of the Hermite polynomial and is





















with j = x, y and k = m, n. Hk(x) are the Hermite polynomials





withH0 = 1, which implies that the Gaussian mode introduced in the previous paragraph
is the fundamental Hermite-Gaussian mode Φ00. w and R are still the same as above,




π · 2k · k! (2.1.26)
















The two-dimensional counterpart is given by
θmn = θm,x + θn,y, (2.1.29)
which reduces to
θmn = (1 +m+ n) arctan ζ (2.1.30)
for a rotationally symmetric system. The intensity distribution of the first few HG modes











 0 1 2 3 n+m
Figure 2.1.2.: (a) Schematic illustration of the cavity transmission as a function of fre-
quency. Blue and green denote different longitudinal orders q. Inset: intensity distribution
of the transverse modes up to order 3. (Adapted from Matthias Mader.) (b) Resonant
state expansion model simulation (details, see section 3.2) of relative detuning of trans-
verse modes from the ground mode (black), increasing with increasing longitudinal mode
order. Modes are shown for m+n = 1 (red), m+n = 2 (yellow), ... , m+n = 7 (purple).
Resonance condition Inserting equation 2.1.29 into the resonance condition 2.1.22, one
arrives at the resonance frequency νqmn of a Hermite-Gaussian mode with longitudinal









Notably, this implies that the modes of order m + n are not degenerate like in the
rotationally symmetric case, but rather split up into a family of m + n + 1 modes,
where the splitting becomes larger for an increased ellipticity of the mirror profile. A
schematic illustration of a cavity spectrum is shown in Fig. 2.1.2(a). Rewriting the











So higher order transverse modes appear at a larger cavity length than the fundamental
mode of a longitudinal mode order q and the splitting of the modes becomes larger the
larger the mirror separation. Figure 2.1.2(b) illustrates this by depicting the detuning
of higher order transverse modes from the ground mode for different longitudinal mode
orders.
For elliptical mirror profiles, the resonances feature yet another splitting into dou-
blets corresponding to orthogonal polarisations, which cannot be explained in the scalar
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paraxial picture, but rather requires a full vectorial treatment. Uphoff et al. [136] showed
that this splitting can in first order be expressed as














that is it increases with larger eccentricity of the profile, where νx and νy are the reso-
nance frequencies for light polarised along the principal axes x and y of the profile. For
small fibre profiles, whose ellipticity is typically rather small, the splitting can be smaller
than the linewidth, even for high finesse. For the experiments treated in this work, the
polarisation of the incoupled light was always chosen such, that only one of the two lines
was addressed.
Limitations of the paraxial approximation The Gaussian beam as given by equation
2.1.17 has parabolic wavefronts in the centre, which are flattening out as the distance
from the optical axis increases. HG modes are thus the eigenmodes of a system of
parabolic mirrors. The rigorous solution to the (non-paraxial) Helmholtz equation would
however yield spherical wavefronts, such that spherical mirrors would ideally reflect a
beam back into itself [140]. So when machining mirror profiles, a spherical profile should
be aimed for as any other shape does not perfectly self-reproduce the modes. So the
paraxial approximation is legitimate as long as the real mirror profile can be sufficiently
well approximated by a parabola on an area larger than the mode radius on the mirror.
More rigorously, the beam waist has to be much larger than the wavelength. For very
small radii of curvature and short mirror separations in fibre-based microcavities, it can
happen that the two quantities become similar in size, such that significant deviations
from the paraxial solution are expected. In this case one can include additional non-
paraxial terms [140, 141] or apply resonant state expansion [142].
Mode radii Solving equation 2.1.21 for w0 when setting z = d and R(d) = rC yields









For fibre cavities, mode waists of w0 < 2λ up to w0 ≈ 36λ [137] were demonstrated.
The mode radius wc on the fibre mirror can then be obtained by inserting this expression






d (rC − d)
(2.1.35)








k + 1 (2.1.36)
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with j = x, y and k = m,n. [132].
Peak intensity From equation 2.1.14, one can now derive the peak intensity in the field





For typical values of w0, F , and Pin, intensities on the order of up to 109 W/cm2 can be
reached.
Mode volume Minimisation of the mode volume in combination with high Q is the
main purpose of microcavities. The mode volume is given by the spatially integrated










It should be noted that the cavity length d is a non-trivial quantity when using DBR
mirrors as the field penetrates into the layer stack (for details see section 3.4.3). Hence,
one has to distinguish between the geometric mirror separation dgeo = q λ2 , defined as the
distance between the plane mirror and the centre of the concave mirror, and the optical
cavity length dopt = dgeo + 2dpen, where dpen is the penetration depth into each mirror.
To calculate the mode volume, d = dopt needs to be chosen. However, as the wavefront
curvature of the cavity mode is in good approximation defined by the top-most layers of
the mirror, the geometric length is more appropriate for determining w0 using expression
2.1.34.
The smallest mode volume was obtained by Hanno Kaupp with a metallic mirror coat-
ing and a shallow fibre profile, reaching Vm = λ3 with d = λ/2 [46]. High finesse cavities
require DBR mirrors, whose penetration depth prevents reaching the fundamental lon-
gitudinal mode, such that the smallest mode volumes are typically a few λ3.
Mode matching Light can be conveniently coupled into fibre cavities through the fibre
mirror. The mode matching describes the fraction of the fibre mode which is coupled to
the cavity mode and is given by their overlap integral:




In case the mirror profile is well centred, i.e. fibre mode and cavity mode share an optical
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where wf is the mode field diameter of the optical fibre and s = dgeo + dmirror is the
optical distance between the two mode waists, which consists of the geometric mirror
separation dgeo and the optical thickness of the fibre’s dielectric mirror stack dmirror [52,
143]. The value obtained with this expression can be seen as an upper boundary, as a
slight misalignment of the imprinted mirror profile with respect to the core of the optical
fibre as well as poor angular alignment can significantly reduce the mode matching.
Outcoupling efficiency An important quantity, especially for experiments aiming for
high efficiency, is the outcoupling efficiency, i.e. the fraction of the light, which leaves
the cavity through the outcoupling mirror:
ηc =
T2
T1 + T2 + L
(2.1.42)
T2 is the transmittivity of the outcoupling mirror, so an asymmetric cavity design with
T2 > T1 is beneficial for a high ηc.
2.2. Light matter interaction in resonators
So far, the bare optical resonator was treated. In this section, I shall discuss the interac-
tion of quantum emitters with the cavity light field, following M. Fox [144]. The system
can be viewed as two coupled quantum mechanical damped oscillators – a two-level sys-
tem for the quantum emitter and a harmonic oscillator for the light field. The damping
constants are the cavity decay rate κ = 2πδν (see eq. 2.1.11) for the cavity light field
and the spontaneous emission rate γ of the quantum emitter. Note that in the following
κ and γ are defined as the FWHM of the cavity and emitter line, respectively, in contrast






with ν being the mode frequency and µ12 = −e 〈g|x|e〉 the electric dipole transition
matrix element, where e is the elementary charge and |g〉 and |e〉 are the ground and
excited state of the two-level system, respectively. It scales with 1/
√
Vm, such that for
high coupling, small mode volumes are beneficial. For an ensemble of N resonantly
coupled emitters, the coupling strength is increased to g =
√
Ng0.
So far, an idealised non-dephasing two-level system was considered. In reality, a
quantum emitter could decay by various non-resonant transitions, as shall be seen in
section 4.1.1. Furthermore, especially in solid state systems, the emitter linewidth is
not lifetime-limited but broadened by decoherence and dephasing due to coupling to
the surrounding matrix. This is indicated by an additional damping constant, the pure
dephasing rate γ?, which can become significantly larger than the spontaneous emission
rate γ. The inverse of these rates is the population decay time T1 = 1/γ, the pure
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Figure 2.2.1.: Schematic overview of the CQED parameters. Adapted of [54].
dephasing time T ?2 = 2/γ?, and the total dephasing time2 T2 = (1/ (2T1) + 1/T ?2 )
−1
[54, 146, 147]. A schematic overview of these CQED parameters is given in Fig. 2.2.1.
Depending on the relations of the parameters γ, γ?, κ, and g, the behaviour of the coupled
system can substantially vary and it is useful to individually consider the following
limiting cases: In the limit of 2g  γ + γ? + κ, the so called strong coupling regime,
we observe a coherent evolution of the system undergoing Rabi oscillations. In the weak
coupling regime, when 2g  γ + γ? + κ, the decay channels dominate and the system is
governed by incoherent rate dynamics [54]. In the following these cases shall be treated
more in depth.
2.2.1. Strong coupling regime
An intuitive picture of the strong coupling regime is that the photons stay sufficiently
long in the cavity to be reabsorbed by the quantum emitter, i.e. that an excitation
oscillates back and forth between the light field and the emitter many times until it is
eventually lost. This behaviour is described by the Jaynes-Cummings Hamiltonian [148]
HJC = Hem +Hc +Hint, (2.2.2)
which consists of the Hamiltonian of a two-level system for the quantum emitter,
Hem = ~ω0 σ+σ−, (2.2.3)
where ~ω0 is the energy difference between ground state |g〉 and excited state |e〉 and
σ+ = |e〉 〈g| and σ− = |g〉 〈e| are the creation and annihilation operator, respectively,
and the harmonic oscillator Hamiltonian of the cavity
Hc = ~ωc a†a (2.2.4)
with ωc = 2πν the angular resonance frequency of the cavity and a† (a) the creation











2There is an error in the expression for T2 in Grange et al. [54]. For the correct expression (as given
here), see [145].
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This implies that when the emitter relaxes, a photon is created in the cavity, and when
the number of photons is lowered by one, the emitter gets excited. The temporal evo-
lution of a system comprising a single excitation exhibits vacuum Rabi oscillations,
meaning that the systems oscillates between the states |e, 0〉 and |g, 1〉 at an angular
frequency Ω = 2g0. The pure photonic eigenstates each split up into a pair of so-called
dressed states |±〉 = 1/
√
2 (|e, 0〉 ± i |g, 1〉), eigenstates of the coupled system, with an
energy gap of 2
√
n~g0 (assuming the resonant case of ω ≡ ω0 = ωc). The eigenenergies
are given by
E±n = (n+ 1/2) ~ω ±
√
n~g0 (2.2.6)
The appearance of this normal mode splitting is an indicator for a strongly coupled
system. For a more detailed treatment of the Jaynes-Cummings model, see [1].
Reaching the strong coupling regime is experimentally challenging as a narrow line,
weakly dissipative quantum emitter (like an atom) needs to be coupled to a high Q,
small Vm cavity. Ensembles facilitate the task as the coupling scales with
√
N , making
collective strong coupling easier to observe. Normal mode splitting was first observed
with atoms in the microwave domain [149, 150] and later in the optical domain [106,
151]. In the solid state at room temperature, collective strong coupling was shown for
excitons in transition metal dichalcogenides coupled to optical microcavities [127, 128,
152].
Note that in the presence of pure dephasing, strictly speaking, the strong coupling
regime is reached when 2g > |γ + γ? − κ|, which implies that the spontaneous emission
spectrum consists of two distinct peaks. Coherent dynamics, i.e. vacuum Rabi oscil-
lations, however, requires the stricter criterion 2g > γ + γ? + κ. In addition, one can
define the so-called good cavity regime for 2g >
√
κ (κ+ γ + γ?). In this regime, the
excitation released from the emitter stays in the cavity without being reabsorbed, which
is only possible in the presence of pure dephasing [147].
2.2.2. Weak coupling regime
Most solid state emitters coupled to an optical cavity exhibit weak coupling due to the
large dephasing rate γ?. As g0 is now much smaller than all damping parameters, an
emitted photon leaves the coupled emitter-cavity system before it can be coherently
reabsorbed. One could also speak of the overdamped regime. The emission of a photon
can be treated like in free space, but as the emitter experiences a modified density of
states in the cavity, the emission rate can significantly differ.3
3To avoid confusion, note that what I am calling the ‘weak coupling regime’ is referred to as the
‘bad cavity regime’ in the papers by the Auffèves group [54, 146, 147] with the condition 2g <√
κ (κ+ γ + γ?). The regimes referred to as ‘bad cavity’ and ‘bad emitter’ regime in the Hunger
group and some textbooks (these terms shall also be used here) are subcases of this weak coupling
regime.
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2.2.2.1. Spontaneous emission
It is useful to first treat spontaneous emission in free space. Perturbation theory is used
to describe the effect of external (vacuum) fields on the two level system. Fermi’s golden
rule states that the transition rate is proportional to the square of the transition matrix





Assume a dipole transition, where M12 = 〈d ·Evac〉 with d = −er the electric dipole





























Note that τr = 1/γ0 is the radiative lifetime. A more rigorous derivation of the sponta-
neous decay rate can be found in the book by Novotny and Hecht [153], section 8.4.
2.2.2.2. The Purcell effect
The Purcell effect describes the modification of the spontaneous emission rate of an
emitter in an optical cavity. In most textbooks, like the one by Fox [144] used here, the
quantum emitter is taken to be an atom whose line is negligibly narrow as compared to
the cavity resonance. As this is not true for many solid state emitters, I shall present a
more general formalism following Meldrum et al. [154].







I am now introducing the two limiting cases of the emitter linewidth δνem being much
more narrow than the cavity linewidth δνc, the so-called bad cavity regime, the opposite
case of δνem  δνc, called the bad emitter regime, and the general case, where the
linewidths are comparable.
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Bad cavity regime δνem  δνc implies that the cavity decays much faster than the
emitter, that is κ  γ + γ?  2g0. This description is accurate for most atomic cavity
experiments, but also for rare earth ions in solid state host matrices in optical cavities
like the system presented in chapter 5. The density of states of the emitter will be
approximated by a delta function Λ(ω) = δ(ω − ω0), while the density of states of the










Note that due to the delta function, this expression needs to be evaluated at the frequency







with ∆ ≡ ω0−ωc being the detuning of the cavity resonance from the emitter line. Note
that δωc = 2πδν = κ also denotes the FWHM of the resonance. The constraint that
only one mode is supposed to be resonant with the emitter, i.e.
∫
ρ(ω)dω = 1, gives the







The transition matrix element is given by





ξ = |d ·E|
|d| |E| (2.2.17)
the dipole orientation with respect to the field. Inserting eq. 2.2.14 and 2.2.16 into








The Purcell factor C is defined as the ratio of the spontaneous emission rate in the cavity













where c/ω was replaced by (λ/n) /2π with n being the refractive index of the intra-cavity
medium. For an emitter on the cavity resonance, that is ∆→ 0, whose dipole is aligned
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/4 and Q = dλ/2F , the Purcell factor can also be















Purcell factors C0 > 1 indicate an enhancement of the spontaneous emission rate into
the cavity mode with respect to free space, which is referred to as the Purcell effect.
For a cavity with a mode volume on the order of λ3, the decay rate experiences an
enhancement on the order of Q.
Bad emitter regime In this regime, the resonance of the cavity is much more narrow
than the broad emitter line, δνem  δνc, which means that γ + γ?  κ  2g0. This
is true for the SiV experiments in chapter 4. Here, the cavity density of states can be
approximated by a delta function ρ(ω) = δ (ω − ωc) and the emitter density of states is










with δω0 the FWHM of the emitter line in angular frequency. With introducing the







γ + γ? (2.2.24)
















Notably, the Purcell factor no longer depends on the quality factor of the cavity, which
means that the minimisation of the mode volume becomes even more crucial.
General description When the cavity and emitter linewidth are of similar width, both
densities of states need to be described as Lorentzians, such that the derivation (see
[154]) gets quite lengthy as the integral in eq. 2.2.12 needs to be explicitly solved. Here,
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I content myself with stating the resulting expression for the spontaneous emission rate






∆2 + (κ/2 + δω0/2)2
(2.2.27)
It is apparent that expressions 2.2.18 and 2.2.25 follow from this general formula by
setting κ = 0 and δω0 = 0, respectively. With cavity and emitter being on resonance
















called the effective quality factor. The generalised Purcell factor can also be expressed








κ+ γ + γ? (2.2.31)
can be pictured as an effective coupling rate between a separate emitter and cavity
system, decaying at a rate of γ and κ, respectively. This corresponds to an additional




Notably, eq. 2.2.22 for the Purcell factor in the bad cavity regime is restored for γ+γ? 
κ. In the bad emitter regime, when γ + γ?  κ, C becomes independent of κ as shown
in the previous paragraph.
In the treatment presented here, the cavity couples to one transition only, which
should be approximately valid for the experiments in this work. Note, however, that
when enhancing a continuum of transitions (like a phonon side band), modifications
become necessary. For details, see [124]. Furthermore, only the resonant case ω0 = ωc
was presented. Adding a detuning ∆ can lead to the intriguing effect that a larger γ?
can actually increase the spontaneous emission rate leading to a larger effective Purcell
factor by a factor ∆/κ [147].
It should be noted that in spite of the quantum mechanical derivation presented here,
the Purcell effect does not require quantum mechanical systems but can as well be derived
for classical light matter interaction like enhanced Rayleigh or Raman scattering in an
optical cavity [155, 156].
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Emission rates, lifetime, and collection efficiency Note that γc is the spontaneous
emission rate into the cavity mode and that, in addition, there is emission into free
space. Furthermore, radiation can get lost through the open sides of the cavity, which







where the dipole orientation is perpendicular to the optical axis leading to the factor
3/2. The total emission rate including the emission into the cavity mode and into free
space is therefore given by [157]
γtot = γfs + γc = γ0
(
1− 3∆Ω8π + C
)
(2.2.34)










spans a rather small fraction of the solid angle, where d is the cavity length and wc the
mode radius on the fibre mirror. In the case of the cavity used for the SiV experiments
in chapter 4, this would amount to ∆Ω4π = 9%. For the large radius of curvature cavities
discussed in section 3.3.3, over 15% can be reached. In many cases,
γtot ≈ γ0 (C + 1) (2.2.36)
is a legitimate approximation. However, note that in experiment, typically only the
emission into the cavity mode is collected.
An increased spontaneous emission goes along with a reduced lifetime τc as compared





≈ C + 1 (2.2.37)





C + 1 (2.2.38)




This implies that even for a moderate Purcell factor, a large fraction of the light gets
directed into the easily collectible cavity mode. This is very advantageous compared to
trying to collect a free space dipole mode, even with a high NA objective (see section
4.4.4).
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Quantum efficiency and branching ratio So far, two level systems have been discussed.
In real systems, the excited state can often decay into several states or, in solid state
emitters, relax non-radiatively, for example via phonon-assisted decay. In the latter case
the total decay rate is composed of a radiative part γr and a non-radiative part γnr:
γ = γr + γnr (2.2.40)





In the cavity, the radiative rate gets enhanced to γr, tot = (C + 1) γr, whereof Cγr is
emitted into the cavity mode:
γr,c = βγr, tot = β (C + 1) γr = Cγr (2.2.42)
So the ratio of the collected light in the cavity mode compared to free space light emission
is again given by the Purcell factor, independent of the quantum efficiency. However,
when considering lifetime reduction, the quantum efficiency plays a crucial role as the
lifetime is given by the inverse of the total emission rate:
τ0
τc
= (C + 1) γr + γnr
γ
= (C + 1) QE γ + γ −QE γ
γ
= C QE + 1 (2.2.43)
Note that QE here is the quantum efficiency in free space. The modified quantum
efficiency in the cavity is given by
QEc =
(C + 1) γr
(C + 1) γr + γnr
= C + 1
C + 1/QE , (2.2.44)
which is > QE for C > 0.
But even when non-radiative decay is negligible like in the Eu experiment, there can
be several final states the excited state can decay into. The ratio of the emission into
the desired state as compared to all possible final states is called the branching ratio ζ.
Just like in the case of QE, the ratio of the light emitted into the cavity mode (at a rate
γc) compared to the light emitted into the desired state in free space (at a rate γ0) is
given by the Purcell factor:
γc = Cγ0 (2.2.45)
However, one typically compares the light emitted into the cavity mode with the whole





γc = ζCγall ≡ Ceffγall (2.2.47)
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where an effective Purcell factor including the branching ratio was defined. Analogous
to eq. 2.2.43, the lifetime reduction reads
τ0
τc
= ζC + 1 = Ceff + 1 (2.2.48)
and the branching ratio in the cavity is enhanced to
ζc =
C + 1
C + 1/ζ . (2.2.49)
Furthermore, the emitter-cavity coupling constant of the desired transition undergoes a
reduction by a factor
√






3. Microcavities – technical considerations
While the previous chapter introduced fibre-based microcavities and gave some theoreti-
cal insights, this chapter is supposed to shed light on some more practical aspects of this
technology, starting with a brief introduction to the fabrication of concave mirror profiles
on optical fibres and followed by a section about transverse mode coupling. Then, possi-
ble cavity geometries will be discussed including current limitations and subsequently, I
shall treat the dielectric mirror coatings thereby also alluding to penetration depth. The
chapter will be concluded by a section on cavity scattering experiments investigating
how Rayleigh scattering is affected by the cavity geometry.
3.1. Fabrication of mirror profiles
The heart of our microcavities is the laser-machined micromirror on the end-facet of an
optical fibre. The structure is created by shooting one or several pulses of a CO2 laser at
a wavelength of 10.6 µm onto the cleaved fibre tip, thereby thermally evaporating silica
from the fibre and leaving a near Gaussian depression due to strong absorption of silica
in the mid infrared. In addition to evaporation, the glass surface is molten such that
surface tension leads to a near atomic smoothness of the profile (surface roughness below
1.5 Å[126]) allowing for the application of high reflectivity coatings. The technique was
first applied by David Hunger and Jakob Reichel [52, 91] and has since been adopted by
various other groups [122, 129, 136, 158]. A detailed treatment can also be found in the
theses by Kaupp [126] and Mader [93].
In a first step, the fibre tip is well cleaved and placed into a holder (design by Benedikt
Schlederer and Matthias Mader [93, 159]) which grants alignment with the laser beam.
A micropositioning stage allows for moving the fibre holder back and forth between the
laser focus and a white light interferometer (WLI) for characterisation. Back-lighting
the fibre core with a bright red LED makes it possible to aim at the centre of the
fibre, which is crucial to maximise mode matching between the fibre mode and the
fundamental Gaussian cavity mode, forming together with a second mirror. The depth
of the machined profile can be varied by changing the impinging pulse power or the
number of pulses. Note that the absorption of different substrates (even if they are all
made of silica) can be rather different; in particular, there can be a significant difference
between the core and the cladding of a fibre. In addition the relation between the laser
power and the profile depth is highly nonlinear such that a suitable parameter range
has to be found prior to shooting onto the ‘good’ fibres. To achieve a variety of radii of
curvature, the beam waist needs to be changed. For a coarse adjustment, focusing lenses
with different focal lengths are available. For smallest structures, one can also expand the
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Figure 3.1.1.: (a, b) Light microscope images of the machined fibre tip. (a) Side view
of cropped tip. Picture taken by Hanno Kaupp. (b) Top view with visible depression
on the central plateau and ring-wise cropped rim. Appears yellow due to central coating
wavelength of 585 nm. The fibre diameter is 125 µm. (c) WLI image of cropped fibre (fibre
39B, 740 nm coating run, a = 8.0 µm, t = 2.3 µm, rC = 19.7 µm (parabolic fit with 3 µm
radius)). (d) Example of reconstructed fibre surface showing plateau and depression (fibre
used for SiV experiments in chapter 4).
beam before the focusing lens leading to a reduced waist. For fine adjustment, there is a
diaphragm to reduce the beam diameter before the focusing lens, thereby increasing the
waist. With these setting options, radii of curvature between 5 and 500 µm are possible.
The typical fibre diameter is 125 µm, so much larger than the smallest structures. As
the desired small mode volume requires shortest possible mirror separations and as small
angles between the fibre surface and the planar mirror are hard to avoid, the rim of the
fibre is cropped by shooting pulses in rings around a central plateau of a few tens of µm,
increasing the power towards the edge. The resulting beveling can be seen in Fig. 3.1.1.
It allows for more angular freedom and shorter cavity lengths. Fig. 3.1.1(c) shows a
WLI image of a cropped fibre, where the height distance corresponding to one period of
the interference fringes is λWLI/2 = 463.25 nm/2 = 231.63 nm. Phase unwrapping yields
a height map (see Fig. 3.1.1(d)).
The central part of the intensity profile of the CO2 laser, which is proportional to
the temperature profile, is well approximated by a parabola. As the ablation of glass
scales exponentially with temperature, the resulting depression left on the fibre surface
is nearly Gaussian [93]. The depth t denotes the vertical distance from the plateau to the
deepest point of the profile; a is the 1/e-radius of the Gaussian structure. An overview
of the cavity geometry parameters is given in Fig. 3.1.2. For a Gaussian, the minimal
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parabola
Figure 3.1.2.: Schematic overview of cavity geometry.




As we are not dealing with a spherical structure, the radius of curvature is smallest in
the centre and increases to all sides until it diverges at a distance a/
√
2 from the centre,
which can be seen as an effective radius of the mirror. As the cavity mode has a finite
size on the fibre mirror with radius wC , the effective radius of curvature the mode sees is
somewhat larger. For real structures, one finds that the central part of the profile is not
very well approximated by a Gaussian and can be more closely fit with a parabola at a
slightly larger radius of curvature. A cut through a typical fibre profile with Gaussian



























Figure 3.1.3.: (a) Cut through fibre profile shown in Fig. 3.1.1(c) with Gaussian fit (red).
Lower panel: residual. (b) Example of a larger fibre profile with high eccentricity (fibre
used for the experiments in section 3.2). Cuts along principal axes (black) with parabolic
fit (red, orange). Lower panel: residual.
The resulting structures tend to be not perfectly rotationally symmetric but rather
have elliptical contour lines. With the current laser machining setup it is reliably possible
to achieve deviations of the radii along the principle axes from each other of less than
5%. For small rC it is easier to get small ellipticity. Cuts through the central part of a
fibre profile with larger ellipticity are shown in Fig. 3.1.3(b) along with a parabolic fit.
When machining large structures with rC > 200 µm, the profile size is on the same
order as the lateral extent of the fibre, which has a diameter of 125 µm, leading to a
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a) b) 20 µm
Figure 3.1.4.: (a) WLI image of cleave of fibre 29A before shot. The white spot in the
middle is the back-lit fibre core. Cross hair is not meaningful. (b) WLI image after shot.
Black circle indicates position of fibre. Red cross: centre of fibre. Deterioration of fibre rim
is visible (e.g. top left). Central rC from polynomial fit: 350 µm.
deterioration of the fibre rim, as depicted in Fig. 3.1.4. The quality of the cleave towards
the rim can now play a role and the rim typically gets molten such that the profile bends
down towards it. Apart from a good cleave quality, a well centred shot is crucial.
Figure 3.1.5 shows radius of curvature vs. profile depth for all fibres machined for one
coating run (740 nm central wavelength, 10 ppm minimal transmission) on a logarithmic
scale. Clearly, two regimes are visible: Profiles with rC > 100 µm were produced with a
focusing lens with a focal length of 2”, the others with a focal length of 1/2”. Different
colours denote different settings of the diaphragm before the focusing lens and thus
different profile radii. Due to eq. 3.1.1, the values for each setting tend to lie on a line
in this log-log plot. The smallest structures feature a radius of curvature around 10 µm
and a depth between 0.5 and 0.9 µm. The largest radii of curvature are between 400 and
500 µm at a depth of 1.2 to 1.6 µm. Note that for the large structures, due to a lack of
baseline, the depth obtained from a Gaussian fit is less precise.
3.2. Transverse mode coupling
In fibre-based microcavities, the extent of the cavity mode can be comparable to the
effective mirror diameter, such that the finite mirror size becomes relevant. Further-
more, due to the fabrication with Gaussian laser pulses, the mirror profile typically
deviates from a spherical shape and further imperfections may occur, such as coating
defects and excessive roughness. These deviations affect the cavity mode and lead to
additional loss, mode deformation, and shifted resonance frequencies at particular mir-
ror separations. This section will explain how these effects can be ascribed to coupling
between simultaneously resonant transverse modes and that the experimental findings
can well be accounted for by a model based on resonant state expansion. The section
closely follows [94, 95, 135], containing identical passages. [94] is in parts reproduced
under the Creative Commons Attribution 3.0 licence (CC BY 3.0); [95] is submitted for
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Figure 3.1.5.: Radius of curvature vs. profile depth of the fibres machined for a planned
experiment on a room temperature indistinguishable single photon source (section 4.6).
Different colours denote different settings of the diaphragm before the focusing lens. Profiles




In virtually all experiments with fibre-based microcavities, one observes additional losses,
which reproducibly occur for particular mirror separations and cannot be accounted for
by transmittivity, absorption, and scattering losses of the mirror coatings. Fig. 3.2.1(a)
shows a measurement of the finesse as a function of the cavity length and it becomes
apparent that in spite of good performance for most mirror separations, there are distinct
dips in finesse for certain longitudinal orders, mainly for d & rC/4. In addition, one
observes an overall degradation of the finesse although it should be independent of the
cavity length according to eq. 2.1.9. Most strikingly, an abrupt drop of the finesse
is observed for mirror separations d & rC/2, i.e. much before the theoretical stability
limit, with few moderately working mode orders appearing for larger d. The findings
are attributed to resonant coupling of different transverse modes with the fundamental
mode of the cavity and mode-dependent diffraction loss, caused by the non-spherical
mirror profile.
The effect is also observed in various scanning cavity microscopy experiments, where
a planar mirror is sampled by raster-scanning it through the cavity mode [92, 93, 117].
No matter which coatings, cavity geometries, and wavelengths are used, two classes of
artefacts can be observed as can be seen in the scan in Fig. 3.2.1(b): spatially localised
contour lines with deteriorated cavity performance for certain longitudinal mode orders
(ii), as well as a weak periodic background pattern (iii). Notably, these structures
feature smaller details than the point spread function given by the cavity mode waist,
which becomes visible by a reduced transmission when scanning over a nanoparticle (i).
The worm-like structures can be explained by spatially varying resonance conditions
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Figure 3.2.1.: (a) Finesse as a function of cavity length for a fibre with r(x)C = 161 µm,
r
(y)
C = 201 µm. At particular longitudinal mode orders distinct dips in finesse are visible,
together with an overall degradation with increasing length and a final breakdown for d <
rC . (b) Resonant cavity transmission scan of a 100× 100 µm area at q = 15. (i) Additional
losses due to a nanoparticle. It reveals the ground mode point spread function. (ii) Typical
isocontour mode coupling artefact. (iii) Periodic background pattern. Black square: scan
area of Fig. 3.2.9. [94, 95]
shifting transverse modes in and out of resonance with the fundamental mode, while the
background pattern derives from higher transverse mode components of the modified
fundamental mode in combination with mirror roughness.
For all experiments presented in this section, a rather elliptic, large rC fibre profile was
used (see profile cuts in Fig. 3.1.3(b)), where the radii of curvature along the principal
axes x and y of the elliptical structure are r(x)C = 161 µm and r
(y)
C = 201 µm. A color
plot of the structure is shown in Fig. 3.2.4(a), where the principal axes are aligned
with the plot axes. The fibre mirror features a DBR coating at a central wavelength of
780 nm (ATF Boulder) with a transmittivity of 10 ppm and 12 ppm absorption losses.
The dielectric coating of the macroscopic planar mirror (Layertec) also has its central
wavelength at 780 nm with a transmittivity of 60 ppm and 34 ppm absorption losses.
These values yield a finesse of about 60 000 for negligible diffraction loss. An overview
of the cavity parameters is given in appendix A (fibre A). The mirror separation could
be tuned over the whole stability range and the planar mirror could be laterally raster
scanned, while the transmission was recorded. In addition, sidebands could be imprinted
onto the laser with an electro-optical modulator (EOM) as a frequency ruler (modulation
frequency 2 GHz) allowing to determine the cavity linewidth and thereby the quality
factor in absolute units. The finesse is obtained from the quality factor and the cavity
length according to eq. 2.1.13. Details of the experimental setup can be found in [135].
As it can be observed that a decreased finesse mainly appears when higher order trans-
verse modes become degenerate with the ground mode, it is useful to study transmission
spectra and map out the relevant intersection regions. Figure 3.2.2 shows transmission
spectra of one FSR as a function of the cavity length, where the fundamental modes
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Figure 3.2.2.: Cavity transmission spectra as a function of axial mode order q for F ≈
1200, shown in logarithmic colour scale for a wavelength of 856 nm. White: model for
modes (0, m+ n) and (m+ n, 0). [94]
have been aligned and appear as vertical lines. For easier sampling, the spectra were
taken at a wavelength of 856 nm, corresponding to F ≈ 1200 due to the higher transmis-
sion of the DBR at this wavelength. According to the resonance condition (eq. 2.1.31),
the transverse modes move further apart with increasing mirror separation, eventually
running into the fundamental mode of the next FSR (on the right). When evaluating
the spectral positions of the transverse modes, a deviation from the spectrum given by
the simple resonance condition is found. The white lines are computed using the more
accurate model described in the next section for modes (0, m+ n) and (m+ n, 0), so
the outer modes of each order m + n. Note that this is no fit, but a simulation using
but the measured mirror profile.
A close-up at the crossover of modes (0, 4) and (1, 3) with the fundamental mode
reveals an avoided crossing behaviour, which is typically found when mode coupling oc-
curs. Figure 3.2.3(a) shows spectra around the fundamental mode for every longitudinal
mode order from q = 198 to q = 220. As can be seen in Fig. 3.2.3(b), which shows the
maximal transmission of each spectrum, the transmission of the ground mode decreases
close to resonance with the higher order transverse modes, which in turn increase their
transmission until they both are approximately equal in height at the point of resonant
coupling, where their separation is minimal. In case of the (0, 4) mode, this splitting is
measured to be 8.6 GHz, which matches the value obtained from the simulation within
errors.
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Figure 3.2.3.: (a) Measured cavity transmission spectra as a function of relative cavity
detuning at a wavelength of 856 nm. Shows avoided crossings between the fundamental
mode and fourth order modes (0, 4) and (1, 3). (b) Maximal transmission of each spectrum
in (a), normalised. [94]
3.2.2. Modeling
As the fibre profile is not a perfect sphere, Hermite-Gaussian modes are no longer the
exact eigenmodes of the system1. But as long as the deviations are not too large, one




cikΦk, k = (m,n) (3.2.1)
The real eigenmodes and corresponding resonance frequency and loss can then be de-
termined following the approach of Kleckner et al. [160]: Introducing the mode-mixing
matrix M , which accounts for the change a mode undergoes during one round trip
through the cavity, the task reduces to the eigenvalue problem
γiΨi = MΨi. (3.2.2)
The mode mixing operator can be written as







with A and B being the contributions of the flat and curved mirror, respectively, mul-
tiplied with the phase acquired in one round trip in the cavity. The matrix elements of
1Note that in the paraxial approximation, which is used here, the ‘perfect’ profile shape leading to an
orthonormal set of HG eigenmodes would be parabolic with slight deviations due to the Gouy phase.
However, including non-paraxial terms shows that spherical mirrors are indeed the desired ones [140,
141].
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Figure 3.2.4.: (a) WLI image of mirror profile. Dashed circle: typical mode diameter.
Dashed lines: Principal axes. Black square: simulation area. (b) Effective radius of cur-
vature as a function of cavity length, determined by optimisation of the mode waist. [94]
A and B can be calculated by mode overlap integrals between an ingoing mode and an
























∆a/b (x, y) is the deviation of the mirror profiles from planar and s = (m, n) and t =
(m′, n′) each denote a certain transverse mode, (x0, y0) gives the extent of the mirror,
and ± indicates the sign of the phase factor of Φk. As ∆a = 0 due to the planarity of the
macroscopic mirror, Ast = δst as the HG modes form an orthonormal set, which leads
to A being the identity matrix. If the curved mirror were a perfect sphere covering the
entire half-space, M would also become an identity matrix and the eigenvalues γi would
be unity, but as soon as ∆ ≡ ∆a/b (x, y) deviates from spherical or the mirror is finite,
M has off-diagonal elements and transverse-mode coupling occurs.
For an accurate treatment, it is best to use the measured surface profile for ∆, which
is shown in Fig. 3.2.4(a) for the experiments in this section. The black square indicates
the simulation area, which must be well larger than the mode radius, shown as dashed
circle. The profile data needs to be centred at the fibre core, which needs to be set
to zero, ∆ (0, 0) = 0, the angle should be corrected, and the principal axes should be
aligned with the axes of the data set, which requires shifting, tilting and rotating the
raw data.
To find a suitable basis set Φk for each mirror separation, the overlap of the funda-
mental mode Φ00 with its reflected counterpart |M00| is maximised by varying its mode
waist w0. From the obtained values for w0, an effective radius of curvature rC,eff can be
calculated. The result for the x-direction is shown in Fig. 3.2.4(b), showing that the
effective radius of curvature is larger than the central one, rC = 161 µm, and increases
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Figure 3.2.5.: Data points: cavity finesse extracted from 22 500 measurements for each
datapoint. Wavelength: 780 nm. Red: simulation of the cavity finesse as a function of the
mirror separation for measured surface profile assuming mirror transmission and absorption
to be 100 ppm. Green: simulation for a 2D Gaussian profile fitted to the measured surface.
[94]
with d. Consequently, the stability range is expected to extend beyond the limit of
d = rC .
The simulation presented in this section takes into account mode orders up to m+n =
20. Using more modes does not significantly alter the results but strongly increases the
computation time, which grows approximately as (m+ n)4 . The required minimal size
of the area used for the simulation depends on the profile details. Several sizes have
been tested to confirm that a larger area does not significantly change the simulation
results. The pixel size is chosen such that the features of the highest mode order are
still well resolved. For a fibre profile of 400× 400 pixels covering an area of 40× 40 µm2,
the simulation of 300 mirror separations could be conducted with a personal computer
within a few hours.
Simulation of finesse The diffraction loss Di, of a mode Ψi can be obtained from the
absolute value of the corresponding eigenvalue γi:
Di = 1− |γi|2 (3.2.6)
Loss here does not necessarily mean dissipation, but rather power can be transferred
between transverse modes. But due to the finite extent of the mirror, absolute diffraction
loss can actually occur, when power is transferred to too large higher order modes. The
corresponding finesse is given by
Fi =
2π
T1 + T2 +A1 +A2 +Di
. (3.2.7)
Figure 3.2.5 shows the finesse of the ground mode obtained from simulation with the
measured profile in red using the measured values for transmission and absorption. The
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simulation is compared to a finesse measurement (black data points), which was obtained
from a resonant cavity transmission measurement using the relation Tc ∝ F2 and the
measured finesse at short cavity length. The transmission rather than the finesse is
measured here because one cannot determine the finesse reliably under mode mixing
conditions as well as for low transmission. The rise of the finesse for short cavities can
be attributed to a systematic error of the measurement: An iris aperture was used to
suppress the transmission of higher order modes, which leads to clipping loss for short
cavity lengths, at which the mode waist is smaller and the mode divergence larger. The
overall shape, the position of localised finesse dips, and the decrease around q = 220 can
be reproduced by the simulation with a high level of detail. However, to match the data,
the lateral size of the mirror profile had to be rescaled by about 2.5% for the simulation.
The same correction has been made for the simulation of the spectrum shown in Fig.
3.2.2, where the normalised phase of the eigenvalues γi is plotted. The mismatch might
result from a calibration uncertainty of the interferometric surface reconstruction. The
localised finesse dips correspond to narrow mode resonances involving high mode orders
(see next paragraph), which are not resolved by the λ/2 -discrete sampling. As can be
seen in the scan in Fig. 3.2.1(b), the resonance condition depends on the exact position
on the planar mirror, making the finesse values at the dips somewhat arbitrary, such
that both measurement and simulation may miss particular resonances. To capture the
typical behaviour in the measurement, scans of a 30 × 30 µm area with 22 500 pixels
were taken and the most prevalent value was taken for each data point shown.
It is instructive to compare the results with a simulation for a profile obtained from a
Gaussian fit to the measured fibre surface as ∆. The result is shown as green solid line
in Fig. 3.2.5. The smooth surface does not lead to the overall weak decline for increasing
mirror separation, and the sharp features at intermediate d are missing. Yet, the finesse
drop around d = rC/2, which effectively limits the stability range, is reproduced. The
difference can be explained by the presence of additional (and in particular asymmetric)
surface deviations with mostly larger spatial frequencies and particle-like features in the
measured profile. Due to the symmetry of the Gaussian it only couples the fundamental
mode to transverse modes of even order. High spatial frequencies couple the fundamental
mode to many transverse modes with large mode index, causing a smooth finesse decrease
and significant resonant mixing for particular modes.
Composition of the ground mode The computed eigenvectors contain information
about the composition of the system’s eigenmodes from HG modes according to eq.
3.2.1. In Fig. 3.2.6(a), the coefficients |c0k|2 giving the contributions of HG modes to
the fundamental mode are plotted as a function of mirror separation. The Gaussian
mode Φ00 is clearly the dominant one, and for most cavity lengths, the ground mode
shows negligible deviation from it (see inset). However, for certain distinct mirror sep-
arations where resonant mode coupling occurs, higher order modes can have significant
contributions and lead to a severe distortion of the fundamental mode as can be seen in
the sample mode plots in Fig. 3.2.6(b). The larger spatial extent of higher-order modes
(see eq. 2.1.36) causes larger diffraction loss, from which also the fundamental mode
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Figure 3.2.6.: (a) Composition of ground mode Ψ0 of HG modes Φk; contributions |c0k|2
are shown. Black: |c00|2. Black numbers: transverse mode order of other important
contributions. Shaded areas show impact zones of specified mode orders. Inset: |Ψ0|2 for
a region of low coupling (q = 60). (b) Examples of mode shapes of fundamental mode
|Ψ0|2 for selected mirror separations indicated by roman numbers in (a) exhibiting large
coupling. The edge length is 40 µm. [94]
suffers under coupling conditions. Notably, the locations of high loss and strong mode
mixing do mostly but not necessarily coincide [160].
Regions of impact of certain mode families (shaded areas) cover a significant fraction
of the stability range. Still, for applications where the exact mirror separation is not
essential, extended regions of negligible mode mixing remain. The different influence of
e.g. mode orders 4 and 5 can be attributed to the larger values of B0,k, for even modes
due to the almost symmetric mirror profile. Also, for larger mode index differences,
the differential Gouy phase evolves faster and the resonance condition is sharper. The
coupling strength can be directly inferred from the mode splitting at an avoided crossing.
The presented model allows to investigate certain cavity geometries without the need
for experimental testing. This makes it a useful tool to predict the cavity performance
of fabricated profiles or find suitable parameter regimes for machining runs (see section
3.3.1).
3.2.3. Artefacts in scanning cavity microscopy
In many experiments [46, 53, 92, 117, 124] it is useful to laterally raster-scan the planar
mirror with the cavity mode to obtain spatially resolved measurements of a sample
placed upon the mirror. For this scanning cavity microscopy (SCM) [92, 93], small
changes in the resonant cavity transmission are recorded to acquire information about
e.g. sample induced scattering and absorption. In consequence, any background changes
in transmission originating from the bare cavity alone need to be as small as possible to
enable the resolution of small signals. The observed artefacts introduced in section 3.2.1
(see Fig. 3.2.1(b)) were studied in detail using the same fibre as for the other experiments
in this section and a pristine mirror without sample. For all accessible longitudinal mode
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Figure 3.2.7.: (a – d) Resonant cavity transmission scans of a 30× 30 µm area on a clean
mirror for mode orders q = 11, 34, 132, 158. Transmission normalised to the peak value.
(e) Cavity finesse as a function of longitudinal mode order, deduced from taking the most
prevalent (solid red) and the average (opaque red) value of each transmission scan and
converted to finesse knowing the mirror losses. Black dots: mode orders of scans (a) to (d).
Grey dots: mode orders of scans (a) to (d) in Fig. 3.2.14. (f) Overlay of transmission scans
of longitudinal mode orders q = 11, 12, 14, 16, 22, 24, 28, 38 showing isocontours of the
varying resonance condition due to the mirror topography (Arbitrary units, same colour
scale as in (a)). [95]
orders, SCM scans of the same 30× 30 µm, defect-free area were taken at a resolution of
200 nm. They are shown in appendix B.2.
Transverse-mode resonance isocontours Figures 3.2.7(a – d) show example measure-
ments with distinct ring-like mode coupling artefacts at q = 11, 34, 132, 158, with the
corresponding mode orders being indicated in the finesse plot in Fig. 3.2.7(e). Note that
the artefacts cannot be observed for all mirror separations, but the transmission remains
unaltered for axial orders with negligible mode coupling. It can be observed that the
overall shape of certain contours is very similar across different measurements, and that
the width of the contour lines increases continuously with increasing q. As can for exam-
ple be seen in scan (a), the contours can be much more narrow than the wavelength of
the light. Figure 3.2.7(f) shows the superposition of measurements taken at mode orders
q = 11, 12, 14, 16, 22, 24, 28, 38. Remarkably, the individual measurements combine to
a consistent isocontour map.
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Figure 3.2.8.: (a) Transmission scan at q = 132 with a close up higher resolution scan.
Pixel size: 0.5 and 0.2 µm. Black line indicates 5.4 µm long path along which spectra
in (b) are taken. (b) Cavity transmission spectrum around the ground mode for different
lateral positions showing an avoided crossing with mode (6, 0), where the point of minimal
distance corresponds to the darkest spot in (a) along the path. (c) Maximal amplitude of
the spectra in (b) (blue) and frequency distance of the two modes (0, 0) and (6, 0) along
the path. [95]
When having a closer look at the spectra of the cavity resonances in the surrounding
of contour lines, one finds degeneracy with higher order transverse modes occurring at
these exact spatial locations. Figure 3.2.8(a) shows an example transmission map taken
at q = 132, where one can also observe a distinct dip in finesse (see Fig. 3.2.7(e)).
Following a linear path of 5.4 µm length perpendicular to a contour line as indicated in
the close up scan, cavity transmission spectra are taken at lateral distances of 0.2 µm
(see Fig. 3.2.8(b)). One can observe, in addition to the fundamental mode, the presence
of a higher order mode, which is found to be mode (6, 0), whose frequency detuning and
strength changes with the mirror position in the manner of an avoided level crossing.
The frequency axis of the data is centered on the average frequency of the two modes
to make this apparent. The higher order mode can be assigned unambiguously from
the knowledge of q and the mode frequency simulation shown in Fig. 2.1.2(b), as well
as from counting the higher-order modes in the cavity transmission spectrum. At the
location of the contour line, the mode separation is minimal, and the two modes have
the same amplitude. Figure 3.2.8(c) shows the quantitative evaluation of the data in
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Figure 3.2.9.: (a), (b) Transmission scans at q = 15. Changing the wavelength from
λ = 780.1400 nm (a) to λ = 780.2328 nm (b) increases the size of the artefact. (c) Scans
(a) and (b) added up for clarity. Arbitrary units. [95]
(b) yielding a variation of the frequency separation dν ≈ ±1 GHz or equivalently ±18
cavity linewidths, which is 7 × 10−4 of the free spectral range (∆ν = 2.91THz). This
gives evidence that the contour lines result from a spatially varying transverse-mode
resonance, and the minimal line separation of 412 MHz on the contour line directly
yields the inter-mode coupling strength. This observation implies that the transverse
modes experience different frequency shifts depending on the location on the mirror.
When considering the resonance condition (eq. 2.1.31), we find that the mode fre-
quency difference









of a mode pair with a given set of (q,m, n) can be varied by a change of q, the laser
wavelength λ, a change of the effective radius of curvature rC the modes experience,
and the field penetration depth dpen = dfibrepen + dplanpen into the dielectric mirror stack and
thereby the effective mirror separation d = q λ2 + dpen. The optical penetration depth for
a DBR, whose last layer has a low refractive index (spacer layer), which is the case for














the average refractive index. Here, it amounts to dplanpen = 893nm. For a mirror with a





303 nm in this case. This leads to a total penetration depth dpen = 1.2 µm.
The overall behaviour of an increasing width of spatial mode resonances for increasing
q as seen in Fig. 3.2.7(a – d) can be explained by the dispersion of the modes involved.
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Figure 3.2.10.: (a) WLI measurement of the mirror surface. (b) Calculated modulus of
the local surface angle of the area shown in (a). [95]
From eq. 3.2.8, the resonance condition (eq. 2.1.31), and the condition of degeneracy,
one can estimate the mode order leading to degeneracy at a given mirror separation by





More accurately, the relative frequency of the modes (see Fig. 2.1.2(b)) and the ad-
mixture of higher order modes (see Fig. 3.2.6(a) and 3.2.13) can be deduced from the
mode coupling simulation. For short cavities, transverse modes with large m+n become
degenerate with the fundamental mode and lead to a mode crossing under a large angle
∝ m + n, which can be seen in Fig. 2.1.2(b). This means that small variations lead
to a large frequency detuning between the modes, restricting resonant mode coupling
to small spatial regions and thus the observed sharp features. For long cavities, by
contrast, the transverse-mode spacing is much larger and the modes with small m + n
become resonant with the fundamental mode. The angle between the dispersion of the
modes ∝ m+ n is consequently smaller such that the resonant coupling region is large,
consistent with the much broader features observed for longer cavities.
The dependence of the mode degeneracy location upon the wavelength can be directly
visualised by taking SCM images at different laser wavelengths. Figure 3.2.9(a) and (b)
show an example feature, measured at q = 15 at a wavelength of λ = 780.1400nm (a)
and λ = 780.2328nm (b). This variation of 10−4 changes the size of the isocontour by
about its spatial width. A wavelength change can thus globally change the observed
isocontour pattern, but is not the origin of the structure.
Next, let us consider a spatial change in the effective radius of curvature of the fibre
mirror as possible origin of the spatial variation of the mode degeneracy condition.
Unevenness of the planar mirror leads to a spatially varying orientation of the cavity’s
optical axis, such that the cavity mode samples different areas on the fibre mirror. Since
the mirror shape is non-spherical, this translates into a change in rC . Figure 3.2.11(a)
shows schematically how an uneven mirror surface makes the mode impinge outside the
centre of the mirror profile such that it experiences a larger radius of curvature. To
analyse the effect, WLI images of the planar mirror topography were taken for several
locations to infer the typical variation of surface inclination. Figure 3.2.10(a) shows an
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Figure 3.2.11.: (a) Schematic drawing of the mechanism leading to a variation of mode
degeneracy. (b) Calculated change of transverse-mode frequency separation ∆ν00,60 as a
function of surface angle at q = 132 in units of linewidths. Yellow solid line: Frequency
shift due to changing rC for an aligned cavity. Yellow dashed line: Shift due to changing
rC and changing penetration depth. Blue line: Frequency shift due to rC for an initial
misalignment of α0 = 1.5◦. Gray dashed line: Observed maximal shift. [95]
example of a measured surface profile h (x, y) , and (b) shows the calculated modulus
of the local surface angle α = arctan
√
(∆h/∆x)2 + (∆h/∆y)2 on the same area after
smoothing the data with a Gaussian filter of 1/e2 radius 4.2 µm, which matches the mode
radius w0 on the mirror. One observes typical height variations of up to ∆h ∼ 1 nm
on length scales of ∆x ∼ 10 µm, yielding angles up to α = 0.005◦. Assuming that the
cavity mode will form on the curved mirror where the two local surface angles match,
one can calculate the change in the effective radius of curvature for a Gaussian profile











For the angles found above and the fibre mirror geometry used here, this translates into
lateral shifts of the cavity mode of xα < 20 nm. For a perfectly aligned cavity where
the average surface normals of both mirrors are parallel, this leads to relative changes in
rC of ∆rC/rC ≈ 10−6. Figure 3.2.11(b) shows a calculation of the resulting frequency
shift dν in linewidths as a function of α (yellow solid line), too small to explain the
observed frequency shifts shown in Fig. 3.2.8(b) (indicated by the dashed gray line in
Fig. 3.2.11(b)). However, when the cavity is slightly misaligned, the change in rC with
x is much larger, and for an initial misalignment of 1.5°, the calculation shows that the
observed range of frequency shifts is expected for the measured range of surface angles α;
see blue line in Fig. 3.2.11(b). Misalignments of this order of magnitude are reasonable
for scanning cavity experiments. This effect can thus be relevant to explain the observed
behaviour.
The remaining parameter that can additionally contribute to the observed effect is a
spatial variation of the field penetration depth on the planar mirror. From the observed
variation of dν one can quantify the necessary spatial variation of either the refractive
index contrast or the layer thickness (or a combination of both). The observed shift
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Figure 3.2.12.: (a) Average curvature of the area shown in Fig. 3.2.10(a). (b) Calculated
change of transverse-mode frequency separation ∆ν00,60 as a function of the maximal local
curvature in units of linewidth over the range of values observed in (a). Dashed line:
Maximal shift observed in Fig. 3.2.8. [95]
corresponds to a change in the penetration depth of 73 nm, which is about 8.1% of dplanpen .
So for a variation of the penetration depth, either the central wavelength or the refractive
index contrast has to vary. Fluctuations of the refractive index of this magnitude are
not likely and a varying central wavelength would imply a systematic change of the layer
thicknesses by a several percent over a lateral length of a few µm, which is about an
order of magnitude too large to be realistic.
Finally, one can also consider a combination of the two effects above: a change in
coating thickness on both mirrors sampled due to the changing location of the cavity
mode, which in turn is caused by the unevenness of the planar mirror. Due to the partial
directionality of the coating process [162], the layer thickness depends on the local surface
orientation: The coating is thinner ∝ cos (θ + θ0) / cos (θ0) at the incline locations, with
θ0 being the incident deposition direction. For the fibre geometry discussed here, a
maximal thickness variation up to ±3% is expected for a fully directional deposition
under θ0 = 30◦. The yellow dashed line in Fig. 3.2.11(b) shows that this effect is
comparable in magnitude to the one caused by a changing rC for a perfectly aligned
cavity. However, as the thickness variation is almost independent of α0, it does not
contribute significantly for a tilted cavity.
A further important contribution comes from the local surface curvature of the ‘pla-
nar’ mirror, which can be pictured as a second (very slightly) concave mirror, leading
to a change in Gouy phase. To determine the magnitude of this effect, the mean cur-
vature (inverse of the radius of curvature) was computed for every position of the area
shown in Fig. 3.2.10(a). The curvature map in Fig. 3.2.12(a) was achieved by fitting a
two-dimensional second order polynomial to each datapoint over a 4.3 µm area. Diag-
onalisation of the Hessian matrix, which contains all second derivatives, allows for the
calculation of the curvatures along the orthogonal principal axes at each point. These
are averaged to obtain the mean curvature. One finds corresponding radii of curvature
down to about 70 mm. Figure 3.2.12(b) shows a calculation of the resulting relative
frequency shift ∆ν00,60 in linewidths as a function of curvature upon curvature inver-
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Figure 3.2.13.: Contributions c0k ≡ cmn of HG modes (m, n) to the ground mode shown
as log |cmn|
2
for different longitudinal mode orders. Each horizontal box separated by grey
lines corresponds to m+n+1 modes of order m+n ranging from (0, m+ n) to (m+ n, 0).
[95]
sion (i.e. a change in sign). Comparing the shifts obtained for the observed curvature
values with the maximal shift observed in experiment (Fig. 3.2.8, dashed line in Fig.
3.2.12(b)), one finds a similar magnitude. This suggests that this is a dominant effect
in the experiments. The influence of curvature was quantitatively analysed by Thea
Moosmayer [95, 163], who observed a relative shift in Gouy phase of different transverse
modes for laser-written structures on the planar mirror2.
In summary, the varying slight local curvature of the macroscopic mirror is found
to be the main contribution leading to the observed contour lines, while the changed
inclination can also play a significant role for a tilted mirror.
Periodic background patterns The periodic checker-board like background patterns
are present for most axial mode orders, even when there are no mode coupling contour
lines or a noteworthy finesse reduction. It should be noted that these patterns are by
far fainter than the isocontours described in the previous paragraph. To get a better
understanding of how they arise, let us first consider the composition of the fundamental
mode of HG modes. Figure 3.2.13 shows the contributions of higher order transverse
HG modes for different longitudinal mode orders on a logarithmic scale. Each horizontal
box separated by grey lines corresponds to a mode order m + n and therefore contains
a different number of modes (pixel rows) m + n + 1. For instance, at the bottom of
the plot are the modes (1, 0) and (0, 1) with significant contributions, likely due to a
slight tilt of the profile. Further large contributions of small mode orders (2 and 3)
across all axial mode orders may be explained by a slight unevenness at the centre
of the fibre profile favouring these modes. Apart from that, one can see how certain
mode families systematically contribute at a few dominant cavity lengths in agreement
2This can for example also be seen for mirror markings like the one in Fig. 6.2.3(b), which constitute
blow-up bumps of the coating and appear in SCM scans with densely spaced mode-coupling isocontour
lines.
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with their impact zones (compare to Fig. 3.2.2 and Fig. 3.2.6). This implies that


















































Figure 3.2.14.: (a – c) Lower panels: Transmission scans showing periodic background
artefacts at different longitudinal mode orders. White circle indicates 1/e2-radius of Gaus-
sian mode at the respective cavity length. Upper panels: Fourier transform of scans. White
circle: 1/e2-radius of Fourier-transformed Gaussian mode. Dashed lines: Assumed princi-
pal axes of HG modes. (d) (i), (ii) Same as in (a – c) for q = 35. (iv) HG mode (9, 1) with
its Fourier transform (iii). (vi) Convolution of normally distributed random numbers with
mode (9, 1) and Fourier transform of the image (v). (e) Radial integration of Fourier trans-
formed scans in (d) and (b) (green) together with the Gaussian mode (yellow) and a sum of
modes of the order, which is contributing most to the ground mode:
∑n+m
i=0 (i, m+ n− i)
(blue), where m+ n = 10 for q = 35 and m+ n = 5 for q = 147. [95]
It is useful to spectrally analyse the patterns, which is exemplarily demonstrated in
Fig. 3.2.14(a - c) for resonant cavity transmission scans at different mirror separations.
The lower panels show the original SCM measurement where the white circle indicates
the 1/e2-radius of the Gaussian mode for the respective cavity lengths. It is clearly
visible that the patterns exhibit features smaller than the fundamental mode. Scan (a)
shows a checker-board pattern whereas in scans (b) and (c) linear shapes occur, seemingly
perpendicular to one another. The upper panels show a two-dimensional discrete Fourier
transform of the scans, where the white circle denotes the 1/e2-radius of the Fourier-
50
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transformed Gaussian mode. While the observed low frequency part matches well to
the expected Gaussian mode spectrum for the particular longitudinal mode order, it is
apparent that there are large frequency components, which are incompatible with the
Gaussian mode only. They are typically aligned along two perpendicular axes indicated
by dashed lines in the plots, which seem to be the principal axes of the HG modes. A
Hermite-Gaussian mode contains spatial frequencies up to f (x)m = f (x)0
√





n+ 1), where f (x,y)0 is the 1/e2 frequency of the fundamental mode. This results
from the increase of the number of transverse field nodes ∝ m (n) and the increase in
mode size according to eq. 2.1.36. A further observation is that the additional spectral
components are at larger frequencies for smaller cavity lengths. All scans featuring a
pronounced background pattern together with their Fourier transform can be found in
appendix B.1.
In Fig. 3.2.14(d), the scan at q = 35 is presented together with its Fourier transform.
Panel (iv) shows HG mode (9, 1), which according to the evaluation presented in Fig.
3.2.13 constitutes the dominant admixture at this length. It is orientated along the
principle axes obtained from the Fourier transforms and the lateral scale is the same
as in (ii). Clearly, the fringes of the mode match the pattern in the scan much better
than merely the Gaussian mode and in particular, the spatial frequency seems similar.
This becomes apparent when taking the Fourier transform of the mode as displayed in
panel (iii). It very well matches the extent of the features in (i), giving evidence for
contributions of this mode order.
So far, the argument hints at higher order modes to play a role in the formation of
the background patterns, but the underlying mechanism has not yet been discussed. To
study the effect of surface roughness, a matrix of normally distributed random numbers
with the same extent as the scans was convoluted with the mode in (iv). The result is
displayed in panel (vi). The arising pattern shows a remarkable similarity in frequency
and texture with the measured pattern, leading to the conclusion that nanoscaled surface
roughness is likely to cause the observed background patterns. Panel (v) shows the
Fourier transform of panel (vi), which is basically the same as in (iii) multiplied with
noise.
Figure 3.2.14 (e) shows a radial integration of the 2D Fourier spectrum and compares it
to the spectrum of the Gaussian fundamental mode and the spectrum of the mode family
that dominantly contributes to mode mixing as identified from the simulation shown in
Figure 3.2.13. While the observed low frequency part matches well to the expected
Gaussian mode spectrum for the particular longitudinal mode order, additional high
frequency components agree with the frequencies of dominantly admixing modes. In
particular, the localized peaks observed in the 2D Fourier spectra occur at the peak
frequency of the most strongly admixing higher order mode. Components at higher
frequency do not show any structure and can be attributed to uncorrelated measurement
noise. The overall scaling of observed and expected frequencies with q can be clearly
seen from the comparison of spectra for q = 35 and q = 147 (top and bottom panel
of Fig. 3.2.14 (e)). The question remains why the Fourier transforms of the scans
consistently feature large frequency components and components in a frequency range
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which can be attributed to the ground mode, but not so much in between, in contrast
to the Fourier transforms of the higher order modes. The difference could be a sign for
destructive interference with additionally contributing modes, which are indeed expected
to be relevant from the simulation of admixing modes.
So examining the background patterns not only gives insight into the composition of
the fundamental mode but also hints at a small-scaled roughness of the planar mirror.
Notably, ripple formation on the mirror as described in [164] does not seem to be a
significant contribution as the image in (vi) was obtained with fully unordered random
numbers.
Outlook Two types of mode coupling artefacts in SCM measurements have been anal-
ysed: The characteristic ring-shaped isocontours could be traced back to the few-µm-
scale topology of the planar mirror, whereas the regular background patterns likely arise
from nanoscaled surface roughness. The first effect could be further investigated by
tuning the laser frequency in steps and performing SCM measurements. The resulting
contour map should give insight to mirror properties otherwise not easily accessible. Fur-
thermore, knowing that transverse-mode coupling does not necessarily affect the whole
sample mirror and that spatial positions which exhibit mode coupling can be shifted by
a slight change of wavelength, allows avoiding reduced cavity performance. Applying a
broadband light source, mode coupling effects can be averaged out such that they are
typically no longer visible.
3.3. Extreme geometries and limitations
For many applications it is desirable to push the boundaries of possible cavity geometries
to obtain for instance a minimal mode volume or maximal quality factor. This section
sheds light on extreme cavity geometries and the limitations which can be faced there.
3.3.1. Limitations due to mode coupling effects
As the effective area of the mirror becomes smaller, mode coupling and diffraction loss
set in. The important figure of merit here is the ratio of the mode radius on the curved
mirror and the effective area of the mirror, which in case of near Gaussian geometries
can be approximated by the 1/e-radius of the profile. To study the limiting effect of
diffraction loss on the cavity geometry, mode coupling simulations (as introduced in
section 3.2.2) were conducted exemplarily for several Gaussian profiles with 1/e-radius
a, depth t, and rC = a2/ (2t). When assuming a cavity with d = rC/2, the mode radius
on the curved mirror is wc =
√







only depends on the profile depth. Therefore, the simulations are performed for fixed




C = 0.23 (value taken from [136]) and wc/a is varied.
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Figure 3.3.1.: Simulated finesse for different mirror profile size at fixed radius of curvature
rC using various ratios of wc/a defined at d = rC/2. Solid lines: Gaussian profile. Dashed
lines: parabolic profile. Assumed additional loss: π × 10−7 for each mirror. [94]
The resulting finesse is plotted in Fig. 3.3.1 (solid lines), where additional losses of
π × 10−7 were assumed for each mirror. While profiles as small as a = 2wc already
achieve a performance, which is not limited by diffraction for small mirror separation,
it requires a profile radius a > 4wc to extend this range to d = rC/2 and a > 10wc to
avoid mode coupling over the entire stability range. For comparison, simulations are
performed for a rotationally symmetric parabolic profile with rC = r(x)C and an edge
length of 2a (dashed lines). While the overall behaviour is similar, the calculation for
wc = 0.56 a shows that resonant transverse-mode coupling can also lead to a reduction
of diffraction loss [160]. This can be understood by the destructive interference between
the fundamental and the higher-order mode at the outer part of the mode, reducing the
effective mode size [92]. Furthermore, the stability range can extend beyond d = rC for
Gaussian profiles due to the effective radius of curvature growing with the cavity length,
while d = rC marks a final point of stability for parabolic profiles. As a consequence, a
useful rule of thumb for fibre machining is a > 4wc, yielding a stability range to d = rC/2,
which is equivalent to t > 8λ/π. The findings in this paragraph are presented in [94] and
are partly excerpted.
Taken the above results demonstrating that small structures lead to diffraction loss,
the question arises, which cavity geometries are beneficial for a maximal Purcell effect.
To analyse this, a mode coupling simulation was conducted for fixed d, using a Gaussian
profile with varying t and a. As the computation is quite extensive, the maximum
mode order included in the simulation was reduced to m + n = 15. The simulation
area is 8 × 8 µm large and comprises 300 × 300 pixels and the wavelength was chosen
as λ = 740 nm, which is at the zero phonon line of the silicon vacancy centre. Figure
3.3.2(a) shows the resulting diffraction loss as a function of the profile parameters. For
each combination of a and t, the cavity length was chosen as short as possible:
d =
⌈

























Figure 3.3.2.: (a) Simulation of diffraction losses as a function of profile depth t and
1/e-radius a. Logarithmic plot. (b) Finesse deduced from diffraction losses in (a) and
additional losses of 30 ppm. (c) Effective Purcell factor, assuming a silicon vacancy centre
with Qe = 400 as emitter. For all plots, the shortest possible cavity length (see text) was
chosen, causing the visible steps. The step line fulfills d = rC and in the blank area on the
left of it the cavity is unstable.
with dpen = 1.15 µm and 100 nm alignment play, where dxe denotes the ceiling function
returning the next integer > x. This leads to the visible steps in the plot as soon as the
depth becomes too large and the length needs to be increased by λ/2. In the blank area
on the left, the cavity is unstable and the step-like border line fulfills d = rC . One can see
that significant additional losses are present for some geometries, especially close to the
stability limit. Assuming transmittivity and absorption losses of 30 ppm altogether, the
finesse is deduced from these diffraction losses and shown in Fig. 3.3.2(b). Again, we see
that geometries close to the stability limit are not useful when high finesse is required.
The situation looks somewhat different when dealing with a broad-band emitter. Figure
3.3.2(c) shows the effective Purcell factor for an emitter with Qe = 400, which is a typical
value for SiV centres. As the Purcell factor scales as Qeff/Vm, the diffraction losses are
not as crucial and due to their small volumes, the cavity geometries along the stability
limit are in fact beneficial. It is nevertheless wise to choose slightly larger structures in
a trade-off between highest possible Purcell factor and good experimental handling.
3.3.2. Smallest radii of curvature
To obtain small mode volumes, it is crucial to minimise the radius of curvature of the fibre
profile. An alternative machining technique to reliably produce very small structures
down to a few µm radius of curvature is focused ion beam milling. The advantage is
that the resulting structures are very close to the ideal geometry, coming at the cost of
significant surface roughness, which restricts the usability to applications at moderate
finesse up to a few thousand [125, 165].
Laser machining in principle allows for very small radii of curvature as well and struc-
tures down to around rC = 5 µm have been produced [126]. However, various problems
arise in praxis: When the angles of the profile become too steep, ‘shadowing’ effects can
occur in the ion beam sputtering (IBS) coating procedure, meaning that the coating,
which is applied under an angle, is not homogeneously spread. As a rule of thumb the
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Figure 3.3.3.: WLI measurements of fibre profile for Eu experiment (fibre 26A) before (a)
and after (b) the coating is applied. rC = 12.1 µm (from polynomial fit). (b) shows ripples
in the coating. (c) Residual of 6th order polynomial fit to coated profile.









for a Gaussian profile, i.e. t/a . 0.3 [166]. Fulfilling this criterion for a given small rC
implies going to rather shallow structures as the smallest possible a value is about 2 µm.
However, this leads to a very unfavourable wC/a ratio (see eq. 3.3.1) and therefore
notable diffraction losses already for small mirror separations. Furthermore, the growth
of the coating by IBS is not purely mono-directional, but partly isotropic meaning that
the layers grow ‘inward’ leading to a slightly reduced radius of curvature and possible
deformations of the coating deteriorating cavity performance [162]. Figure 3.3.3 shows
an example fibre profile (rC = 12.1 µm) before (a) and after (b) the coating was applied.
There are step-like lines going through the structure. In addition, one can see ripples
in the profile centre, which become visible when looking at the residual of a 6th order
polynomial fit to the coated structure as shown in (c). While the exact cause of the
deformations remains unclear, it can be observed that they only appear for the smallest
structures with rC . 15 µm. The possibility remains that the observed ripples are an
artefact of the surface reconstruction, which however is unlikely as they systematically
appear for minimal rC and are not observed for the uncoated profiles.
How well small fibre profiles perform, also seems to depend on the coating. For the
SiV experiment, a DBR consisting of alternating layers of SiO2 and TiO2 was chosen to
increase the refractive index contrast compared to the more typical SiO2/Ta2O5 coating
and thereby reduce the penetration depth (see eq. 3.2.9). While the resulting cavity
performance is as expected for large rC , a drastic reduction in finesse could be observed
in measurements conducted by Franziska Oehl for rC . 20 µm together with increased
unevenness of the coating as seen from WLI measurements. However, this relation could
not be confirmed in general, as for SiO2/Ta2O5 coating, some fibres with rC ≈ 10 µm
show the expected finesse.
The small stability range of small rC cavities makes their alignment experimentally
challenging. As there can be only few working axial mode orders before the two mirrors
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touch, ‘blind’ alignment down to a distance of few µm is required.
3.3.3. High Q fibre cavities
For a planned experiment, the idea is creating an indistinguishable single photon source
at room temperature using SiV centres (see sec. 4.6 for details). For this, fibres with
large radius of curvature, rC = 200 − 400 µm, were produced. They feature a high
reflectivity coating with T = 10ppm at 740 nm and are therefore optimised for high
quality factors. As no laser was available at 740 nm, the performance of an example
fibre with rC = 350 µm (fibre 29A, fibre D in appendix A) was tested at 786 nm. The
profile is shown in Fig. 3.1.4. From a mirror coating calculation (see section 3.4.2), the
transmittivity at this wavelength was found to be 45 ppm. As a planar mirror with the
same coating was used, the expected finesse, omitting absorption and diffraction loss, is
69 800. From a measured finesse of 57 500 at short mirror separation, were diffraction
loss should be negligible, a total absorption loss of 19 ppm can be deduced.
a) b)



























Figure 3.3.4.: (a) Quality factor as function of cavity length for rC = 350 µm (fibre 29A).
Blue line: linear fit to first 30 orders to deduce cavity length. (b) Finesse obtained from
(a) together with cavity length.
The quality factor was measured by imprinting sidebands at 2 GHz to the laser with
an EOM as a frequency ruler for the linewidth. The measurement as function of the
mirror separation is shown in Fig. 3.3.4(a). The mirror separation was calibrated by
linear fitting to Q for the first 30 orders and shifting the length scale such that the
line intersects at the origin. It can be seen that the quality factor follows the linear
relation Q = qF only for small axial orders. For larger lengths, diffraction loss sets in
and deteriorates the quality factor. From q = 450 to q = 570, there are clear signs of
mode coupling coming with bad cavity performance. Nevertheless, Q is restored after
this region, reaching its highest value of 2.0 × 107 for q = 589, before diffraction loss
takes over leading to a final drop. Deducing the finesse from these values leads to the
data shown in Fig. 3.3.4(b). It should be noted that the transmission at the point of
maximal Q is only about 10% of the transmission at short length, which can be partly
attributed to a mode matching of maximally 54% at this length.
Taking the values for diffraction and absorption loss from this measurement, the ex-
pected maximal quality factor at the design wavelength of 740 nm can be predicted to
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be Q = 3.2 × 107, which is the largest value so far for fibres produced with our setup.
The ideal Purcell factor for this length would be C = 144, the cavity ring-down time
τ = 13ns, and the cavity decay parameter κ = 80MHz.
3.3.4. Operation close to the stability limit
For typical fibre-based cavities, the stability range is limited by diffraction loss to lengths
much shorter than the radius of curvature. However, if the fibre profile were almost a
complete hemisphere, light should not be diffracted out and the stability range should
extend much further. The mode waist should become very small when approaching
rC = d, which is interesting for SCM. This idea was tested in collaboration with Harald
Gießen, whose group specialises on micromachined optics systems by femtosecond two-
photon direct laser writing [167]. They wrote an almost hemispherical structure with a
radius of curvature of 78 µm, as obtained from a spherical fit to the centre of the WLI
measured profile. It is coated with a thin layer of gold. A cavity was formed using a
dielectric planar mirror with a central wavelength of 740 nm. It has a transmittivity of
0.3% at the probe wavelength 780 nm. Figure 3.3.5(a) shows transmission spectra at
different cavity lengths, where a white-light super-continuum laser was coupled into the
cavity and the transmission recorded with a spectrometer. From the spectral distance of
the resonances, the exact longitudinal orders can be obtained. At about 27 µm effective
cavity length, the mirrors start touching. Several more orders appear when pressing the
mirrors further together leading to high passive stiffness of the device. At a length of
about 77 µm, no more resonances are visible within the mirror stop band. This agrees
very well with the measured radius of curvature, meaning that the the stability range
indeed almost extends to d = rC .
a) b)
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Figure 3.3.5.: (a) Cavity transmission spectra at different cavity lengths. Excitation with
white-light super-continuum laser. (b) Finesse as a function of cavity length.
The finesse was measured with the 780 nm laser for all accessible axial mode orders
by scanning the cavity length over an FSR, fitting two Lorentzians, and taking the ratio
of FSR to linewidth. The result is shown in Fig. 3.3.5(b). The measurement contains a
certain error due to the piezo nonlinearity, which is estimated to be about 11%. The dips
can be attributed to transverse-mode coupling. Again, one observes the final breakdown
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at a length of 77 µm. The finesse reaches a value of about 135. As the transmission of the
planar mirror is known, and the absorption losses of the silver layer can be estimated
to be A = 4%, the maximal transmission of the fibre mirror can be computed to be
T2 = 2π/F −A− T1 = 0.4%, a reasonable value for a metallic mirror.
At a length of 74 µm, were still a decent finesse can be measured, the mode waist
is calculated to be 2.1 µm. Achieving small waists below 1 µm would require d >
99.7% rC , which seems rather unrealistic. Taken this waist, the ideal Purcell factor can
be computed to be 2.5, which is a reasonable value for a metallic mirror.
So the usage of hemispherical mirrors for high resolution imaging appears to be in
reach, especially if smaller rC structures are used. A better surface smoothness of the
fibre profile would further reduce losses due to diffraction and mode coupling and would
allow the application of a high reflectivity dielectric coating.
3.4. Dielectric layer systems
High reflectivity coatings are dielectric layer stacks with alternating refractive index. A
quantitative understanding of their transmission and reflection properties as well as the
electric field distribution in the layer system allows to optimise the design for a specific
application. This section introduces the transfer matrix method as a simulation tool and
gives useful examples for its application.
3.4.1. Transfer matrix method
In the transfer matrix method, the effect of a dielectric layer upon the electromagnetic
field is described as a complex matrix containing the thickness and refractive index of
the material. A derivation of the formalism from the Fresnel formulas can be found in
the book by Furman and Tikhonravov [168].
The change the electric field E and the magnetic field H undergo by passing through
























dj being the geometric layer thickness, qj = nj cos γj , and γj the wave propagation angle.
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with






where Mj is the j-th layer in the stack and N the number of layers. Note that M1
must be the matrix of the layer the light hits first. The field transmission can then be
calculated from the matrix elements as
t (λ) = 2q0
q0m11 + qSm22 + q0qSm12 +m21
(3.4.6)
and the intensity transmission is given by
T (λ) = qS
q0
|t (λ)|2 , (3.4.7)
where qS/0 = nS/0 cos γS/0 with nS/0 being the refractive index of the material after the
stack (the ‘substrate’) and before the stack, respectively. Analogously, the complex field
reflectivity reads
r (λ) = q0m11 − qSm22 + q0qSm12 −m21
q0m11 + qSm22 + q0qSm12 +m21
(3.4.8)
and the intensity reflectivity is
R = |r|2 . (3.4.9)
Without absorption, i.e. all parameters being real, R = 1−T follows from these relations.
As soon as the light incidence is not perpendicular to the layer stack, polarisation
matters. The relations presented so far are valid for s polarisation, that is the polarisation
is perpendicular to the plane of incidence and parallel to the surface. In the p case, where
the polarisation is parallel to the plane of incidence, the expressions for transmission
and reflection stay essentially the same with the difference that qj = nj/ cos γj and
qS/0 = nS/0/ cos γS/0.
Moreover, the formalism can be used to compute the field amplitude in the layered
material. The field E (z) at a given position z normalised to the incidence field amplitude
E0 is given by
E (z)
E0
= (m11 (z) + qSm12 (z)) t (3.4.10)
with m11 (z) and m12 (z) being matrix elements of
M(z) = Mj (δz) ·Mj−1 · · ·M1 (3.4.11)
and t the total field transmission of the stack. Here, the position z lies in the j-th
layer and δz = z − dj−1 − ... − d1 is the fraction of this layer after which the field is
to be computed meaning that for the calculation of Mj(δz), dj = δz. Repeating this
computation for different positions z across the stack using a sufficiently high sampling
(several points per layer), results in the field distribution in the medium.
If absorption in the media is supposed to be considered, it suffices to include the
imaginary part of the refractive index in the calculation. The resulting absorption can
then be obtained as A = 1− T −R.
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Figure 3.4.1.: (a) Transmission of λ/4-stack as function of the wavelength with central
wavelength 585 nm (for Eu experiment) consisting of 15 layer pairs of Ta2O5 and SiO2 with
(blue) and without (orange) 77 nm spacer layer to shift the field maximum 40 nm above the
surface. (b) Refractive index sequence for both cases as function of geometric thickness.
3.4.2. Distributed Bragg reflector
Distributed Bragg reflectors consist of alternating layers of high (nH) and low (nL)
refractive index materials with an optical thickness of λ0/4, which leads to constructive
interference in reflection. The reflectivity can be obtained from the matrix formalism









where N is the number of layers. The resulting mirror is reflective for a range of wave-







∣∣∣∣nH − nLnH + nL
∣∣∣∣ , (3.4.13)
where the stop band is defined as the wavelength region around the central wavelength,
where |(m11 +m22) /2| ≥ 1 holds, meaning that the reflectivity increases when adding
further layer pairs [170, 171]. As an example for the transmission curve of a dielectric
mirror, the coating of the Eu experiment was chosen. Figure 3.4.1(a) shows the trans-
mission as a function of wavelength as obtained from the transfer matrix formalism of
14 layer pairs of Ta2O5 (nH = 2.13 at 585 nm) and SiO2 (nL = 1.48) and a final layer
of Ta2O5 (29 layers altogether) leading to a central transmission of 100 ppm (orange
line). The lower panel in (b) shows the corresponding refractive index sequence, which
follows a geometric thickness table provided by the coating manufacturer Laseroptik.
The refractive indices for different wavelengths are obtained with the empiric Sellmeier
equation, where the coefficients again come from the manufacturer. Adding further layer
pairs to the stack does not change the width of the stop band but reduces the transmis-
sion within and the frequency of the wiggles outside. A detailed treatment of dielectric
mirrors can be found in the book by Macleod [171], chapter 6.
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Figure 3.4.2.: Field intensity distribution in the mirror stack (blue) without (solid) and
with (opaque) 77 nm spacer layer. Orange: refractive index sequence. Sequence for the
case with spacer is shifted upwards by 1.5 for clarity. The light impinges from the left (air)
and the stack starts at zero thickness. It ends on a glass substrate.
A typical dielectric mirror uses the high refractive index material as final layer, which
leads to a field node at the surface of the stack and a reflection phase of π. This
design has the advantage of a minimised penetration depth (see next section) and a
minimised sensitivity to surface roughness. It is typically chosen for the fibre mirrors.
However, when a sample is placed onto the planar mirror, one aims for highest light
matter interaction. It is therefore desirable to have a field maximum at the position
of the sample. To shift the field distribution accordingly, a low refractive index spacer
layer can be applied to the coating. This is exemplarily shown in Fig. 3.4.2: The solid
blue line gives the field intensity distribution without a spacer layer normalised to the
input intensity, corresponding to the orange transmission curve in Fig. 3.4.1(a). Note
that the light is impinging from the left and that the maximal intensity before the stack
is 4 as a standing wave with field amplitude 2 is present there. Penetrating the stack,
the field intensity decays exponentially. Here, the spacer layer was chosen such, that the
field intensity is greatest 40 nm above the surface to reside in the centre of 80 nm large
nanoparticles. The field intensity distribution is shown in opaque blue in Fig. 3.4.2 and
the transmission in blue in Fig. 3.4.1(a). One can observe that the field now penetrates
deeper into the mirror stack and that the transmission is increased to 180 ppm. Note that
the application of a spacer layer thereby automatically leads to a higher outcoupling in
the direction of the planar mirror if the coatings are otherwise the same. Furthermore,
the spacer layer implies a change in reflection phase shift, which gets zero for a λ/4
‘spacer layer’. In this case, the field maximum would be at the surface.
3.4.3. Penetration depth
Already from Fig. 3.4.2 one can get an impression of the penetration crucially depending
on the exact arrangement of the dielectric stack. As the penetration depth enters the
mode volume of a short cavity as an important parameter, it needs to be determined
quite precisely, starting with the consideration what penetration depth actually means.
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Figure 3.4.3.: Reflection phase (a) and phase penetration depth (b) for the stop band
as function of the wavelength for λ/4 stacks with a final high refractive layer (blue), low
refractive layer (orange), and a 77nm spacer layer (green).
There exist two definitions: the phase penetration depth and the energy penetration
depth. The discussion in this section follows [138, 161, 170].
The phase penetration depth dph is defined as the distance behind the mirror surface a
perfect reflector would have to be placed to obtain the same phase response for the central
part of the stop band. In this central area, the reflection phase depends approximately
linear on the wavelength, such that the optical phase penetration depth is proportional






dλ arg r (3.4.14)
This leads to the penetration depth being approximately constant in the centre of the
stop band, but it quite drastically changes to the sides. For the centre of the stop band
of a λ/4 stack, simple expressions for the optical penetration depth can be derived [161].




with ∆n = nH − nL. For the above example, this would amount to 225 nm optical
depth, while the rigorous calculation using the matrix formalism to obtain r results in




2 + λ0∆n2π2 (3.4.16)








is an averaged refractive index. For the example mirror with a final low refractive λ/4
mirror, this results in 708 nm or 737 nm using the matrix formalism. Figure 3.4.3 shows
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the reflection phase (a) and the resulting penetration depth (b) for the stop band as a
function of the wavelength as obtained from the matrix formalism for λ/4 stacks with a
final high or low refractive layer or the 77 nm spacer layer discussed above.
The energy penetration depth de is defined as the fraction of the energy in the stack,
Wpen, normalised to the energy length density outside the mirror, that is the fraction of













For the latter equality the relation w = 12ε0εr |E|
2 ∝ n2 |E|2 for the energy density was
used. So practically, one has to integrate up the field distribution inside the mirror
and of one node outside and take the ratio. Intuitively, one can understand the energy
penetration depth such, that when rearranging the total energy in the stack such that
the energy length density stays the same as outside the mirror and constant, then the
energy would be ‘used up’ after de. For high reflectivity mirrors with many layers, the
difference between dph and de is negligible [138, 170].
3.4.4. Simulation of a cavity
When simulating the complete cavity one has to take care to get the order of transfer
matrices correctly. When coupling the light in through the fibre, the total matrix reads
M = (MH ·ML · · ·ML ·MH ·Mspacer) ·Md · (MH ·ML · · ·ML ·MH) (3.4.19)
with MH and ML being the transfer matrices of λ/4 layers of high and low refractive
index, respectively, Mspacer the matrix of the spacer layer, and Md the matrix for the air
gap between the mirrors with nd = 1 and the thickness being variable. The rightmost
matrix is the one of the layer seeing the light first. This implies that the order of
matrices of the incoupling mirror needs to be reversed compared to the treatment of
a single mirror, which becomes important for more complex stack designs. It should
also be noted, that both n0 and nS are the refractive index of the substrate, now.
Details about simulating a cavity with transfer matrices can be found in [172]. Figure
3.4.4(a) shows the resulting cavity transmission as a function of wavelength and air gap
using the mirrors introduced above of the Eu experiment. One can observe how the
resonances shift to longer wavelengths when increasing the cavity length and the non-
linear behaviour towards the edge of the stop band. Note that the resonances are too
sharp to be resolved in this plot and can only be seen due to the logarithmic scale. The
corresponding field distribution is shown in Fig. 3.4.4(b): The light impinges from the
left and is greatly enhanced between the mirrors and the field intensity decays into the
mirror stacks exponentially. Such simulations are very useful when designing custom
layer stacks or modeling media inside the cavity [173].
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Figure 3.4.4.: (a) Cavity transmission as a function of wavelength and mirror separation.
Logarithmic scale. Resonances are not resolved. (b) Field distribution in a cavity of
length 1926.673 nm together with refractive index sequence. Field nodes are not resolved.
Logarithmic scale.
3.4.5. Radiating dipole on a mirror
So far plane waves were impinging on the mirrors. For simulating cavity experiments
with quantum emitters, it is, however, also necessary to regard the redirection of dipole
radiation by a mirror. Notably, the following discussion not only holds for radiative
dipole transitions, but also for induced dipoles as discussed in section 3.5. In the latter
case the dipole is perpendicular to the propagation direction of the exciting light, whereas
in the case of dipole radiation from a quantum emitter the dipole orientation is arbitrary.
The treatment follows [53, 174] and contains excerpts from [53].
The normalised power radiated by a dipole is given by
Ps (α, θ, φ) =
3
8π sin
2 θ sin2 φ (3.4.20)
for s polarisation and
Pp (α, θ, φ) =
3
8π (cos θ sinα+ sin θ cosα cosφ)
2 (3.4.21)
for p polarisation, where α is the azimuthal angle between the optical axis and the
emission direction, φ the polar angle, and θ the angle between the dipole and the optical
axis. The total power emitted by the dipole on the mirror into a certain direction
normalised to free-space power is the interference of the directly emitted and reflected
light in both polarisations:
Pem (α, θ, φ) =
∑
i∈{s,p}
|1 + |ri (α)| exp (2ik cosαz0 + i arg ri (α))|2 Pi (α, θ, φ) (3.4.22)
The term 2k cosαz0, with k being the wave number, is an additional phase acquired
if the dipole is at a distance z0 from the surface of the mirror. r is deduced from the
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Figure 3.4.5.: Radiation pattern of a dipole in free space (blue) and a dipole on a dielectric
mirror (orange) for the upper hemisphere. (a) Dipole parallel to the surface. Cuts along
the dipole (solid line) and perpendicular to the dipole (dashed line) are shown. The insets
schematically depict the radiation pattern for both cuts for a free space dipole. The black
line indicates the mirror surface. (b) Dipole perpendicular to surface. The pattern is
rotationally symmetric to the axis of the dipole. An arbitrary cut is shown in the inset.
transfer matrix formalism. The radiation pattern critically depends on the final layer of
the mirror, the distance z0, and the dipole orientation.
Figure 3.4.5 shows the computed radiation pattern Pem (α, θ, φ) (orange lines) for the
upper hemisphere for a mirror with 15 layer pairs and a centre wavelength of 780 nm.
The mirror has a final low refractive layer and the dipole resides directly on the surface
(z0 = 0), i.e. in the field maximum. Note that the calculation of r is now more complex
than before as we are now dealing with arbitrary incidence angles and need to distinguish
between the polarisations. The resulting patterns are displayed for the case of the dipole
being parallel (a) and perpendicular (b) to the mirror surface and compared to the
radiation pattern of a free space dipole (blue). The radiation power is normalised to
the total radiation power of a free space dipole. In case (a), two perpendicular cuts
through the emission pattern are displayed: parallel (solid lines) and perpendicular
(dashed lines) to the dipole. A schematic drawing of the radiation pattern of a free
space dipole is shown for both cuts. Clearly, in this case the radiation gets redirected
into a club-shaped geometry perpendicular to the mirror. As a dipole does not radiate
along its axis, the emission perpendicular to the mirror is zero in case (b). The radiation
for large angles with the mirror also increases here compared to the free space case.
However, the radiation is largest to the sides. This illustrates that the dipole orientation
is crucial for the question how much light can be collected.
3.5. Absorption and Scattering
In experiments with solid state quantum emitters coupled to fibre-based microcavities,
nanoparticles are commonly used. But not only the fluorescence is enhanced by the
Purcell effect, but likewise absorption and scattering at the nanoparticle leading to
additional loss. This section introduces these loss channels and gives a brief discussion
on scattering particles in small cavities.
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3.5.1. In free space
First, I will very briefly allude to light extinction at nanoparticles in free space. A
detailed treatment can be found in [175, 176]; the discussion here follows [93]. When
shining a beam of light onto a classical particle, a fraction of the light can be absorbed,
an inelastic process converting photons to e.g. thermal energy, or scattered, where the
photons are elastically redirected and therefore lost from the original beam. The overall
process is called extinction and characterised by the extinction cross section
σext = σabs + σsc (3.5.1)
consisting of the absorption cross section σabs and the scattering cross section σsc. The
cross section is an area assigned to the loss, which is the effective area the scatterer
eliminates from the beam. Note that the extinction cross section can substantially differ
from the geometric cross section of the particle.
For particles which are significantly smaller than the wavelength of the light, the
driving field inside the particles can be approximated as constant and the particle can
be treated as an induced dipole. This is the assumption I shall make in the following.
For larger particles, the field variation inside needs to be taken into account, which
complicates the description tremendously. For spherical particles, Mie scattering is a
useful description and details can be found in [175–177]. The limit of small particles is
referred to as Rayleigh scattering. It implies that placing the particle into an electric
field E induces a dipole moment
p = αE (3.5.2)
with α being the polarisability. For homogeneous particles it is a scalar property and is





V is the particle’s volume and εp and εm the relative permittivity of the particle material
and the surrounding medium, respectively. Note that when absorption is present, the
permittivity and therefore α is a complex quantity. The induced dipole radiates off in a
dipole mode, where the field amplitude in spherical coordinates is given by
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where the imaginary part of the polarisability can be seen as damping of the dipole
oscillator.
In fibre-cavity experiments, the nanoparticles reside on the planar mirror, which influ-














for a dipole parallel to the surface where εs is the relative permittivity of the surface
material [178, 179]. Note that expression 3.5.3 is restored for εs = εm. It does not yet
include the effect of interference with light reflected from the surface.
3.5.2. In the cavity: size statistics
When a scatterer is placed into a cavity, it scatters light out of the cavity mode, which
is typically regarded as an additional loss channel. The loss per round trip can be




when the particle is placed in an antinode of the standing wave field in the cavity.
Notably, the scattering loss introduced by a spherical nanoparticle scales with its radius
to the sixth power as σsc ∝ |α|2 ∝ V 2 ∝ r6. Experimentally, the extinction cross
section is determined by measuring the cavity transmission with, T , and without, T0,
the presence of the scatterer. From eq. 2.1.7, one then obtains





In the following, the discussion shall concentrate on spherical particles with negligible
absorption. In this case, the particles’ size can be directly inferred from such a loss mea-
surement. To test this, polystyrene nanospheres (Polysciences) are spin-coated onto a
dielectric planar mirror with central wavelength 780 nm. According to the manufacturer,
they have a mean diameter of 100± 1.3nm with a standard deviation of 12.1 nm. From
this, one can infer an expected mean scattering cross section of 65 nm2 with a spread
from 30 to 125 nm2. To compare this to a measurement, a total area of 300 × 400 µm
was scanned recording the resonant transition values. A sample sub-scan is shown in
Fig. 3.5.1(a). The finesse of the bare cavity was 58 000 and w0 = 2.2 µm. Using equa-
tions 3.5.9 and 3.5.10, transmission is converted to scattering cross section. Out of 612
detected dark spots, irregular shapes, too dark areas, and spots much larger or smaller
than the mode waist are excluded to avoid the inclusion of particle clumps or measure-
ment artefacts. A smooth density histogram of the remaining 447 particles is shown
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Figure 3.5.1.: (a) SCM scan of polystyrene spheres on an area of 100× 100 µm. Measure-
ment performed by Eric Bersin. (b) Blue: Smooth density histogram of extinction cross
sections of 447 scanned particles with a Gaussian kernel of 3 nm3corresponding to the stan-
dard deviation of the measurement. Red: Fit yielding a particle diameter of 102± 13 nm.
in Fig. 3.5.1(b), where a Gaussian kernel of 3 nm3 was applied corresponding to the
standard deviation of the measurement. A fitted distribution function (red line) on the
basis of a Gaussian size distribution yields a particle diameter of 102 nm with a standard
deviation of 13 nm, in good agreement with the manufacturer value. This is an indicator
that the simple scattering formalism sufficiently well explains the observed losses and
that absorption is indeed negligible. The presented measurements were conducted by
the visiting student Eric Bersin under my supervision.
3.5.3. Scattering into the cavity mode
However, when the cavity length is short and the mode covers a substantial solid angle,
scattered light is not necessarily completely lost, but can be scattered back into the cavity
mode. This effect can be investigated by measuring the scattering loss for different cavity
lengths. The measurements presented in this section were conducted in the course of
Lukas Husel’s bachelor’s thesis [180].
The cavity for this experiment has a design wavelength of 780 nm and a maximal
finesse of about 48 000. The radius of curvature is 38 µm and the profile depth 0.7 µm
(fibre 14H). The profile features a good rotational symmetry, which is why the point
spread function can be well fitted with a rotationally symmetric Gaussian. The smallest
accessible axial order is q = 9. In analogy to the experiment in the previous section,
the scattering cross section of polystyrene nanoparticles is deduced from resonant cavity
transmission scans. Figure 3.5.2 shows the obtained cross sections for two selected
particles at various axial mode orders. Note that data points are not displayed for all
orders as transverse mode coupling artefacts at some orders deteriorated the fitting.
The considerable spread of the data points is not a measurement uncertainty as the
standard deviation of subsequent measurements at the same mirror separation is only
0.8 nm2, i.e. smaller than the spread. The individual data points reproducibly lie above
68
3.5. Absorption and Scattering
a) b)

















































Figure 3.5.2.: Scattering cross section as a function of longitudinal mode order as obtained
from resonant cavity transmission scans at various mirror separations for two different
particles (a) and (b). At mode orders without data points, transverse mode coupling
occurred. Measurement performed by Lukas Husel. Faint lines: Theoretical model based
on integration of dipole mode (see text).
or below a guidance line. This systematic offset could be due to the variation in finesse
for different lengths as the basic losses of the system were determined for each axial
mode order individually from a finesse measurement. Nevertheless, a clear trend towards
smaller scattering cross section for short cavities is present. This implies that part of the
scattered light is recollected by the cavity mode, thereby reducing the loss. Interestingly,
some few particles did not feature this behaviour but rather a constant extinction cross
section, independent of the mirror separation. Presumably, these are not polystyrene
spheres but nanosized dirt on the mirror surface, which is absorbing. The described
effect discriminates between scatterers and absorbers, as the light is not redirected by
the latter but finally lost.
The sample mirror had been marked by writing a cross with the CO2-laser, which was
visible in SCM scans. This allowed to identify particles in an atomic force microscope
(AFM) and thereby determine their size. The two particles (a) and (b) were found to
have radii of 58 and 67 nm, respectively, with an uncertainty of 0.5 nm. The expected
scattering cross sections for these sizes would be 370 and 163 nm2, i.e. much larger than
the measured cross sections of 100 and 105 nm2. This systematic deviation is present
for all observed particles. Taken that the scattering cross section obtained from the
size distribution using the simple Rayleigh scattering formalism fits the measured cross
sections well for a larger cavity as shown in the previous section, this may pose another
hint towards a recollection effect. As this systematic offset is rather large, there could
however also be some additional so far overseen effect.
For a quantitative treatment of this effect, one can follow the approach introduced by
Motsch et al. [155], who compute the overlap integral of a scattered dipole mode with
a Gaussian cavity mode. Doing this for the parameters of the experiment, one finds
that theory underestimates the experimental effect, i.e. the theoretical curve bends
down more slowly for shorter cavity lengths. The reason could be the modified dipole
radiation characteristics by the mirror as described in section 3.4.5, leading to a larger
overlap between dipole mode and cavity mode. To investigate this, the radiation pattern
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shown in Fig. 3.4.5(a) was integrated over the solid angle spanned by the mode radius
on the curved mirror. This gives a measure of the loss reduction by recollection. The
length dependent effective scattering cross section excluding the light scattered back into
the mode is then given by
















as the loss enters σsc linearly, with σsc,0 being the scattering cross section for large
mirror separations. θ = π/2 as the dipole induced by the cavity mode is perpendicular
to the optical axis. The faint lines in Fig. 3.5.2 show the result of this calculation
with σsc,0 = 125 and 117 nm2, respectively, as a free fit parameter. It can be seen that
this simple model already describes the effect quite well, however the discrepancy with
the AFM measurement remains. For a more rigorous treatment, the overlap integral
between the reflected dipole mode with the cavity mode including interference would
have to be computed and the vectorial character of the field taken into account, which
is challenging due to the lack of rotational symmetry.
In conclusion, for small cavities, scattering loss can be smaller than naively anticipated
as part of the scattered light is recollected by the cavity mode. As cavities with a lot
smaller rC , operated at shorter lengths than the one used for the measurements in this
section are quite commonly used for experiments including nanoparticles, the described
effect is far from negligible. For example, for rC = 10 µm and q = 5 at λ = 780 nm, the
scattering loss would be reduced by 35% according to the simplified model as given in
eq. 3.5.11.
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Single photon sources (SPS) are an integral part in various quantum technologies, but
a deterministic, efficient SPS operational at room temperature is still a matter of ongo-
ing research. Solid state quantum emitters appear to be a promising implementation.
Especially, the silicon vacancy centre in diamond is well-suited due to its dominant nar-
row zero phonon line at room temperature. In the course of this work, the fluorescence
of individual SiV centres in nanodiamonds was coupled to a fibre-based microcavity to
demonstrate an SPS with high efficiency, increased emission rate, and improved spec-
tral purity compared to the intrinsic emitter properties. This chapter first gives an
introduction to single photon sources and their figures of merit and compares different
approaches. Next, the silicon vacancy centre in diamond is introduced, alluding to its
properties in general and in nanodiamonds. Subsequently, the experimental realisation
of the cavity setup is discussed as well as the theoretically expected specifications of the
single photon emission. After a detailed sample characterisation, the resulting values for
emission rates and lifetimes in the cavity are presented and compared to the free space
behaviour. A discussion of modifications of the internal rate dynamics follows, including
the proposition of an alternative rate model for the SiV centre. The chapter concludes
with an outlook on an indistinguishable single photon source at room temperature using
the SiV centre and high Q fibre-based microcavities. Parts of the content of this chapter
are published in [53] and are used with permission of the publisher1.
4.1. Single photon sources
Single-photon sources are a fundamental component of the toolbox for quantum infor-
mation technologies that promise transformational advances in the communication and
processing of information [36, 181]. There is thus large interest in developing scalable
sources fulfilling certain requirements: The source should be of high purity meaning that
it emits exactly one photon at a time. The photons should be emitted into a collectible
mode and thereby extracted from the source with high efficiency. Furthermore, espe-
cially for quantum communication applications a high brightness is important, which
is quantified by the excitation rate, requiring short lifetimes. For quantum informa-
tion, typically high spectral purity is needed, that is a narrow, ideally Fourier-limited
spectrum. On-demand operation, where a single photon is deterministically released
1American Physical Society reuse and permissions license; license number: RNP/19/JUN/015741
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upon excitation with a single pulse, is beneficial for a range of applications compared to
probabilistic single photon emission.
Historically, the first successful single photon generation was conducted by Clauser
in 1974 using a cascade transition of calcium atoms [182]. Photon anti-bunching, i.e.
sub-Poissonian photon statistics was observed for the first time for sodium atoms in an
attenuated beam, where it was statistically unlikely for two atoms to be simultaneously
located in the excitation beam [183, 184]. In spite of these sources being very faint
and non-deterministic as the atom arrival time could not be controlled, they had an
important application in tests of Bell’s inequality [185, 186] and the observation of
classical interference effects with single photons [187]. With the advent of single trapped
ions, single photons from one and the same emitter could be continuously collected [188].
An important probabilistic single photon source, which is in abundant use even today,
are correlated photon pairs created by parametric down-conversion [189, 190]. It offers
higher rates than the previously available sources and the detection of one photon of the
pair can herald the arrival of the other. Starting from the 90s, photon anti-bunching was
observed for the fluorescence of various quantum emitters like single organic molecules
[191], single semiconductor hetero-structures like quantum wires [192] and quantum dots
[193–195], single atoms and ions in a cavity [196, 197], and colour centres in diamond
[198–200]. To increase the efficiency of single photon emission, microcavities were first
applied to enhance the single photon emission of quantum dots [201, 202]. A good
overview of the development of SPS can be found in [203] and in Hanno Kaupp’s thesis
[126].
This section starts by a discussion of the photon statistics of various light sources
giving a more concrete notion of single photon emission. Next, the figures of merit of
single photon sources are presented, alluding to the importance for different applications.
Last, an overview and comparison of the currently available SPS shall be given.
4.1.1. Photon correlations
A classical light source can be distinguished from a quantum emitter by its photon statis-
tics. A laser, being a coherent light source, features a Poissonian photon distribution,
while photons from a classical thermal light source follow super-Poissonian statistics.
Sub-Poissonian statistics can only be realised when the quantum nature of light be-
comes apparent. The treatment in this section follows [126, 144, 203, 204].
Classical theory The temporal second-order correlation function g(2) (τ) correlates light
intensities at times t and t+ τ :
g(2) (τ) = 〈E
? (t)E? (t+ τ)E (t)E (t+ τ)〉
〈E? (t)E (t)〉 〈E? (t+ τ)E (t+ τ)〉 =
〈I (t) I (t+ τ)〉
〈I (t)〉2
(4.1.1)
with E (t) and E? (t) being the electric field amplitude and its complex conjugate, I (t) =
E? (t)E (t) the field intensity, and 〈〉 represents a temporal average. The function is
evaluated at time delays τ . For the second equality, 〈I (t)〉 = 〈I (t+ τ)〉 was applied as
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the average over long times should not differ with a temporal offset. It can be proven




as well as 〈I (t) I (t+ τ)〉 ≤〈
I (t)2
〉
holds, which, inserted into eq. 4.1.1 yields
g(2) (0) ≥ 1 (4.1.2)
and
g(2) (τ) ≤ g(2) (0) . (4.1.3)
For τ → ±∞, g(2)(τ)→ 1 as on large time scales, the light is completely uncorrelated.
The above relations imply that for a classical light source, the intensity correlation
function cannot be smaller than 1 and has its maximal value for vanishing time delay.
For coherent light as emitted from a laser, g(2) (τ) = 1 for all delays τ meaning that
the intensity is completely uncorrelated. Speaking in terms of photons, the arrival time
of a photon upon detection of a previous photon is completely random, governed by
Poissonian statistics, that is the probability for detecting a certain number of photons n
within a certain time interval is given by




where n̄ is the average photon number for this interval. The standard deviation is given
by
√
n̄. This fluctuation is referred to as shot noise and constitutes the theoretical
minimum of noise of a classical light source.
For a thermal light source consisting of a large ensemble of radiating atoms, leading
to a Doppler-broadened (i.e. Gaussian) emission line, the g(2)-function reads








with τc the coherence time. For a lifetime-broadened ensemble , which has a Lorentzian
line shape, one obtains






where τ0 is the excited state lifetime and g(2) (0) = 2. The photon statistics of such
sources is super-Poissonian, meaning that the standard deviation is greater than
√
n̄
and the probability to detect another photon upon detection of a photon is larger for
short time intervals. This behaviour is referred to as photon bunching.
Quantum systems A quantum mechanical treatment implies expressing the electric
field in terms of the photon creation and annihilation operators, a† and a, which increase
or lower the photon number state |n〉 according to
a† |n〉 =
√
n+ 1 |n+ 1〉 (4.1.7)
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n |n− 1〉 . (4.1.8)
The electric field operator is then given by
E (t) = E+ (t) + E− (t) ∝ a (t) e−iωt + a† (t) eiωt (4.1.9)
being the sum of two Hermitian-conjugate terms with the angular frequency ω. The
second order correlation function then reads
g(2)(τ) =
〈






a† (t) a† (t+ τ) a (t+ τ) a (t)
〉
〈a† (t) a (t)〉2
(4.1.11)












= 1 and defined the photon number operator n = a†a. For photon
number states |ψ〉 = |n〉 with n 6= 0 this becomes
g(2) (0) = 1− 1
n
, (4.1.13)
which is less than one, in contradiction to classical theory, indicating true quantum be-
haviour. For a single photon mode, g(2) (0) reaches zero, which is the indicator of a clean
single photon source. As two photons lead to g(2) (0) = 1/2, values of g(2) (0) < 1/2 prove
single photon emission. The photon statistics of a few photon source is sub-Poissonian
with a standard deviation smaller than
√
n̄. The probability for detecting a photon
shortly after another photon is reduced, which is referred to as photon anti-bunching.
It should be noted that anti-bunching does not in general imply sub-Poissonian statis-
tics and vice versa as has been pointed out by Zou and Mandel [205], but that the two
effects appear together in most cases. Expressions for g(2) (τ) for incoherent two- and
three-level quantum systems are to be derived in section 4.2.2.
Hanbury-Brown-Twiss interferometer A simple experimental setup to measure photon
correlations is the Hanbury-Brown-Twiss (HBT) interferometer, which was introduced
in 1956 to measure light coherence, originally to determine the angular diameter of stars
[206, 207]. With a perfect detector the task of measuring the second order correlation
function would reduce to measuring the exact arrival times of photons and correlate
them. The trick played by the HBT interferometer to circumvent dead times and after-
pulsing in real detectors is the application of two detectors, measuring coincidences. For
characterising a photon source, one lets the photons impinge on a 50:50 beam splitter
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with a single photon detector at each output port. It can be shown that multiplication
of the two output signals integrated over a long time gives the desired second order
correlation function. A derivation can for example be found in [208]. Hanbury Brown
and Twiss used this design with the beam splitter to examine the correlations of photons
in coherent beams [209]. Nowadays, time-to-digital converters are typically applied to
time stamp the electric pulses from the photo detectors and generate histograms. It
should be noted that the commonly used start-stop measurements, where the time in-
terval between two subsequent photons on the two detectors is captured, do not result
in the g(2)-function but in the pair correlation function C. For example for an uncor-
related source such as a laser, g(2)(τ) is constant, while C is an exponentially decaying
function. The two quantities are related via a Laplace transform. Only for count rates
much smaller than the inverse of the time span of interest, the two functions converge
[210].
4.1.2. Figures of merit
In the ideal case, one would wish for on-demand single photon emission upon sending an
excitation pulse, where exactly one photon should be both emitted and collected with
certainty. Photons emitted subsequently should be indistinguishable and single photon
emission should occur at a high rate. Real single photon sources to date deviate from this
behaviour [203, 211]. This section will discuss parameters to characterise and classify
them.
Deterministic versus probabilistic In this context, I shall call an SPS deterministic
when the photons are emitted in number states. There can be one photon, |1〉, or no
photon, |0〉, in the collection mode upon excitation and I call it an on-demand SPS
if exactly one photon is emitted in (almost) all cases. Deterministic photon emission
is typically obtained by radiative excited state relaxation from single emitter quantum
systems after excitation by an external control field. Probabilistic SPS like faint laser
pulses emit photons in coherent states with a mean photon number much smaller than
one such that the probability for two photons in the mode is small. They are not
deterministic as one cannot predict whether a photon will be measured in a pulse or not,
only at what probability a photon is detected. As coherent photon states are applied,
g(2) (0) = 1 in contrast to g(2) (0) = 0 for a deterministic source. A special case of
probabilistic SPS are correlated photon pair sources typically created by parametric
down conversion. Although the photon emission is coherent with an average photon
number much less than one, the correlated emission allows to detect one photon and
thereby herald the arrival of the other. In this case, the g(2)-function can go down to
zero [211].
Efficiency The efficiency η is a measure for the probability to detect a photon upon
excitation. A deterministic source with efficiency one is an on-demand SPS. The ef-
ficiency contains several factors: the quantum efficiency of the emitter, the extraction
75
4. An effective single photon source at room temperature
efficiency being the probability that a photon is emitted into the collection mode, and
the collection efficiency of the experimental system. For a quantum emitter in an optical
cavity, the efficiency is given by
η = QEc · ηc · β · ηcol (4.1.14)
with QEc the cavity quantum efficiency (eq. 2.2.44), ηc the outcoupling efficiency (eq.
2.1.42), β the fraction of the emission into the cavity mode (eq. 2.2.38), and ηcol the
collection efficiency of the system. When collecting through the fibre, η needs to be
extended by the mode matching.
Brightness Brightness is here defined as the rate at which photons are emitted. Note
that the terms ‘brightness’ and ‘efficiency’ are inconsistently used in literature. The
brightness is ultimately limited by the inverse of the spontaneous emission lifetime. In
an incoherent two-level system, the photon emission rate depends on the excitation
power following a saturation curve. If such a system, which is object to pure dephasing,
is coupled to a cavity in the weak coupling regime, the rate of photons emitted into the
cavity mode, Ic, is given by
Ic = Reff
P
P + γ +Reff
(4.1.15)
with P being the pumping rate and Reff the effective emitter-cavity coupling rate as
defined in eq. 2.2.32. For high excitation rates, the photon emission rate saturates to
Ic = Reff [147]. Note that this would only be valid for QE = 1. Hence, for a cavity-
coupled emitter, high brightness can be reached by a large effective Purcell factor in
addition to an emitter featuring a short lifetime.
Indistinguishability Two photons are called indistinguishable if they are in exactly the
same mode, that is spatially, temporally, polarisation-wise, and spectrally. If the spec-
trum of an SPS is Fourier-transform-limited, which implies that the spectral width is
the inverse of the lifetime, the emitted photons are indistinguishable. When two indis-
tinguishable photons impinge on the two input ports of a 50:50 beam splitter, the two
cases where there is one photon each at the output ports interfere destructively. This
means that the photons can only both appear at one or the other output port together
such that at zero time delay no coincidences between the two output ports are detected.
This phenomenon is known as the Hong-Ou-Mandel effect and was first described in
1987 [212]. As soon as pure dephasing or spectral diffusion is present, the photons are
no longer Fourier-limited and lose indistinguishability. The destructive interference is
no longer perfect and the Hong-Ou-Mandel dip no longer reaches zero. Quantitatively,
for a two-level system with pure dephasing, the indistinguishability I is defined as
I = γ




Photons from solid state emitters, where γ?  γ, virtually have zero indistinguishability.
They can however be made indistinguishable by spectral filtering at the cost of efficiency
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[54]. This loss can be mitigated in a cavity-coupled system as shall be treated in more
detail in section 4.6.
4.1.3. Overview
I shall now give a brief overview of the most important existing single photon sources,
their specifications, and applications. A good summary of this topic can be found in
[126, 203, 211].
Due to the lack of easy to operate deterministic SPS, probabilistic SPS are most widely
used today, such as faint coherent pulses [213], four-wave mixing [214, 215], and, most
prominently, spontaneous parametric down conversion [208, 216]. The latter features
inherent indistinguishability and easy operation, and with heralding and strong filtering,
g(2) (0)-values below 0.0001 can be reached [217]. However, to minimise the probability
for more than one photon in the mode, the source must be operated at very low mean
photon numbers  1 leading to very low rates.
Especially in some quantum information applications, deterministic SPS are beneficial,
which is why they are intensely investigated, mostly single emitter quantum systems. In-
herently indistinguishable single photon sources are single atoms [218–221] and ions [196,
222], whose emission rate can be enhanced by high Q optical resonators. Nevertheless,
especially experiments with single atoms are technically involving, require ultra-high
vacuum, and are therefore not really scalable and rather suited for proof of principle
experiments. The highest achieved rates are with less than 105 cps (counts per second)
rather low [197, 223]. Fluorescence from single dye molecules, typically embedded into
crystalline host matrices, into the zero phonon line (ZPL) can yield indistinguishable sin-
gle photons and different molecules can be shifted into resonance with each other via the
Stark effect [224–227]. However, indistinguishability requires liquid helium temperatures
and Hong-Ou-Mandel contrasts are still moderate. While room temperature operation
is possible, photo-bleaching remains a problem [203] for many systems. Some molecules
are nevertheless shown to be permanently photostable in suitable host matrices [227]
and the system holds the record of the most regular single photon stream, where an
intensity noise below the shot-noise limit is demonstrated [228]. The closest researchers
have come towards an ideal deterministic SPS regarding simultaneous purity and indis-
tinguishability is with self-assembled quantum dots in microresonating structures [42–
44]. On the down-side, cryogenic temperatures are necessary, but g(2) (0) = 0.0028 and
I = 0.9956 are the best values demonstrated so far in the solid state [44], also featur-
ing much higher efficiency than atomic systems. While individual quantum dots can
be tuned into resonance with each other, the overall emission frequency is limited to
the suitable semiconductor materials. In recent years, colour centres in diamond have
emerged as promising candidates for single photon sources at room temperature. Single
photon emission was observed from nitrogen vacancy (NV) [198], silicon vacancy (SiV)
[229, 230], germanium vacancy (GeV) [231], and tin vacancy (SnV) centres [232], where
especially NV centres but recently also SiV centres have been investigated in more de-
tail. A fruitful approach is coupling colour centres to optical microcavities or plasmonic
structures for an enhanced and narrow-band emission. The broad phonon side band of
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the stable and bright NV centre allows for broadband bright [45, 46] or narrowband tun-
able sources [47, 48]. The SiV centre, whose narrow and dominant ZPL makes it better
suited for Purcell enhancement, was successfully coupled to fibre-based microcavities [94]
(this work) and photonic crystal cavities [50, 51] achieving the largest yet enhancement
of colour centre single photon emission. Though a very promising candidate for a room
temperature deterministic SPS, limitations like a low quantum efficiency [50, 233] have
yet to be overcome from the sample point of view. Ideas towards a bright indistinguish-
able SPS using the SiV centre are presented in section 4.6. An extensive review of these
and further solid state single photon emitters like colour centres in silicon carbide [234,
235] and vacancies in hexagonal boron nitride [236] can be found in [26].
In the light of this plethora of (potential and actual) SPS, the question about application-
specific needs arises. One of the foremost applications of SPS is quantum key distribution
(QKD) , which does not require photon indistinguishability [25, 237]. Nowadays, faint
pulses are typically used, bearing a security problem due to potential multiple photon
states (so called ‘photon-number splitting side-channel attack’), which limits the trans-
fer rate. Using the decoy-state method [22–24], which, greatly simplified, uses different
intensity pulses to more precisely estimate how many measured events stem from single
photons, mean photon numbers per pulse of around 0.5 can be used allowing for a drastic
increase of the secure rate [25, 26]. This means that if one wants to surpass probabilistic
sources, an efficiency of more than 0.5 is required for a deterministic source, while the
brightness should be as high as possible. QKD was demonstrated over 120 km using a
quantum dot source [238], but the secure rates are still 1-2 orders of magnitude below the
decoy-state method [26]. So QKD could clearly benefit from new deterministic sources.
However, these still have to improve substantially on efficiency and brightness.
Single photons could also contribute to high sensitivity spectroscopic measurements
below the shot noise limit. As a coherent source with a mean photon number n̄ fea-
tures fluctuations of
√
n̄, it becomes increasingly hard to for example measure weak
absorptions which require a rather faint light source due to inherent photon shot noise.
Amplitude squeezing, meaning that the fluctuations in amplitude are reduced at the
cost of larger phase noise according to Heisenberg’s uncertainty principle, represents an
option to surpass this limit [239–242]. For example, squeezed light is used to enhance
the sensitivity of gravitational wave detectors [243]. An ideal single photon source emits
maximally amplitude squeezed light, which could open the path towards extremely low
noise sensing [203]. With single organic molecules, whose emission was enhanced by a
planar metallodielectric antenna, intensity squeezing of 2.2 dB was reached [228]. In-
distinguishability is not needed for this application, but both efficiency and brightness
should be high, being the reason why SPS are to date not typically used in the field of
sensing.
Virtually all other applications of SPS require indistinguishability and potentially
a high level of purity and efficiency. For instance, end to end long-distance quan-
tum communication needs quantum repeaters [27–29]. While it is possible to build
quantum-memory-based quantum repeaters applying correlated pair sources [27, 28],
errors can be avoided applying deterministic single photon sources leading to signifi-
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cantly higher entanglement distribution rates [30, 31]. The required specifications are
g(2) (0) < 0.01, I > 0.9, and η > 0.9 [26], which seems in reach for quantum dot sources
and in the medium to long term room temperature SPS. Another implementation is the
all-optical quantum repeater [32, 33] based on photonic cluster states [34] without the
need for quantum memories, which, however, comes with very demanding requirements:
g(2) (0) < 0.001, I > 0.99, η > 0.99, and a brightness in the GHz regime [26], which
seems to remain challenging in the near future.
Not least, many quantum computing protocols require single photons [37]. Fault-
tolerant linear all-optical quantum computing, however, is also based on photonic cluster
states and has similar requirements as mentioned above [26, 38]. The requirements
are loosened for photonic quantum simulators applying boson sampling and photonic
quantum walks [39, 40] as by far less correlated photons and lower indistinguishability
[41] are required [26]. While compatible all-optical quantum computing is a long-term
goal, operational primitives like the implementation of a CNOT gate have already been
demonstrated with a quantum dot single photon source [244].
4.2. The silicon vacancy centre in diamond
After having given a brief overview of defects in diamond, this section will concentrate on
the silicon vacancy centre and discuss its features, referring to why it is in principle very
well suited for a bright single photon source at room temperature and what technical
challenges have to be overcome towards this goal.
4.2.1. Defects in diamond
Diamond is a cubic crystalline form of carbon, which features exceptional properties like
the well-known hardness and extraordinary thermal conductivity, chemical inertness,
and a wide indirect bandgap of 5.5 eV. The latter makes it transparent for light with a
wavelength longer than 230 nm [245, 246]. However, imperfections in the carbon lattice
like vacancies and impurity atoms can be optically active by leading to discrete states
within the band gap allowing for distinct light absorption in the visible and infrared. As
these defects in sufficient concentration give the diamond a visible overall colour, they
are named colour centres [126, 247].
Although over 500 colour centres are known [246], only few can be reliably produced,
are well understood, and typically used in quantum optics research. Good reviews of
the topic can be found in [126, 248–250].
Nitrogen vacancy centre The colour centre studied most intensely is the negatively
charged nitrogen vacancy centre, where a nitrogen atom substitutes a carbon atom and
a neighbouring lattice site remains vacant. It is perfectly photostable and features a
zero phonon line at 637 nm [251]. However, due to a strong overall electric dipole
moment [252], it couples well to external fields, which is why only a small fraction of the
fluorescence (less than 4% at cryogenic temperatures) is emitted into the ZPL [253, 254],
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while the prominent broad phonon side band with its peak around 690 nm spans around
100 nm. The quantum efficiency depends on crystal quality with typical values ranging
from below 0.5 for nanocrystals [255] while reaching values of around 0.7 in bulk [256,
257]. The excited state lifetime is around 10 ns in bulk [198, 258], but can be significantly
longer in nanodiamonds [259]. NV centres were the first single colour centres that were
addressed [251, 260] and showed photon anti-bunching [198, 199]. A unique feature of the
NV centre is that its electronic spin states can be addressed at room temperature making
it interesting as spin photon interface and as building block of quantum optical networks
[261] as well as precise magnetic sensing applications [262]. Notably, in 2015, the first
loophole-free test of Bell’s inequality was performed by entanglement of electronic spins
in NV centres [263].
Silicon vacancy centre In the silicon vacancy centre, a silicon atom resides in the mid-
dle between two vacant carbon sites (see Fig. 4.2.1) giving this colour centre inversion
symmetry such that it does not possess a permanent electric dipole moment and is less
susceptible to local environmental fluctuations [26]. For the mainly studied negatively
charged SiV− centre, about 70% of fluorescence light is emitted into the ZPL at 737 nm,
which was observed to be as narrow as 0.7 nm at room temperature [49]. This makes
the SiV centre much better suited for cavity coupling. The lifetime is with around 1 ns
[248] shorter than for the NV centre making it the brightest colour centre in diamond
known to date. However, the quantum efficiency is still rather low, typically below 0.1
and highly depends on sample conditions [50, 233]. Optical manipulation of electronic
and nuclear spin at cryogenic temperature was reported [264, 265], opening the path
towards an efficient spin-photon interface. Photon anti-bunching was first observed in
2005 by Wang et al. [229] and the SiV centre was since studied as a potential bright
single photon source. Single photon emission from multiple SiV centres with intrinsic in-
distinguishability was achieved at liquid helium temperature in low-strain bulk diamond,
quite unique in the solid state [266], enabling Hong-Ou-Mandel interference without the
need for detuning [267]. I shall allude to the negatively charged SiV centre more in
depth in the following sections. Recently, an efficient conversion of implanted silicon
in diamond to SiV0 centres, the neutral charge state of the silicon vacancy centre, was
demonstrated by carefully tailoring the Fermi level of the diamond host [268]. The SiV0
centre has its ZPL at 946 nm, which comprises 90% of the total fluorescence light, and
promises much longer spin coherence times than the SiV− centre.
Other colour centres In recent years, novel colour centres have been reproducibly
fabricated using other impurity atoms from the carbon group. The germanium vacancy
(GeV) centre with a ZPL at 603 nm [231, 269] and the tin vacancy (SnV) centre with
a ZPL at 620 nm [232, 270] were shown to emit single photons at room temperature.
Like the silicon vacancy centre [271], they are used for precise thermometry at room
temperature [270]. Research is still in its infancy, but GeV centres promise to be more
reliably produced than SiV centres while having similar characteristics [231].
While single photon emission has been reported from other colour centres in diamond
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like the nickel nitrogen complex (NE8) centre [272] and chromium related centres [273],
these can so far not be reliably produced. An overview of colour centres in diamond
emitting single photons can be found in [249].
4.2.2. Properties of SiV centres
Level scheme and spectral properties At room temperature, the ZPL appears as one
line at around 737 nm as shown in the fluorescence spectrum of a single SiV centre
(excitation at 690 nm) in Fig. 4.2.1(b). The linewidth of the example shown here is
1.25 nm (FWHM, obtained from Lorentzian fit) in accordance with reported values for
single SiV centres in nanodiamonds [230]. However, in bulk diamond linewidths of 5 to



























Figure 4.2.1.: (a) Geometric structure of SiV centre in diamond host lattice. Grey: sp3-
hybridised carbon atoms. Green: silicon atom. Red: vacancies. Vertical axis corresponds to
〈111〉 axis. (b) Room temperature spectrum of single SiV centre in nanodiamond. Red line:
Lorentzian fit. FWHM: 1.25 nm. (c) Level scheme of negatively charged SiV centre. Left:
doublet ground and excited states. Right: shelving states. Orange: radiative transitions.
Green: non-radiative transitions. Faint orange: Weekly allowed radiative transition in the
presence of strain. [230, 265, 274]
Going to liquid helium temperature, one can resolve that the ZPL is split up into two
double lines [265, 275], indicating a two-fold level both for the excited and the ground
state, which is sketched in Fig. 4.2.1(c) on the left. 10 electrons can be associated to
the SiV centre, plus an additional one for the negatively charged SiV centre, which is
typically studied. (For the neutral SiV centre, see [268, 276].) An unpaired electron leads
to an effective spin 1/2 in both ground and excited state. Following a group theoretical
approach, taking into account the D3d symmetry of the SiV centre, one can show that
the ground state configuration has the spectroscopic notation 2Eg and the excited state
2Eu [264]. For a detailed derivation, see [247]. A theoretical discussion based on density
functional theory can predict the absolute positions of the energy levels [274]. Spin-orbit
coupling and the Jahn-Teller effect, a spontaneous symmetry breaking effect which lifts
the degeneracy of electronic states by geometric distortion, thereby lowering the energy
[277], cause the observed splitting of the ground and excited state (energies are indicated
in Fig. 4.2.1(c)) [247]. When applying a magnetic field, each of the four lines undergoes
Zeeman splitting into a spin-up and spin-down state. Depending on the relative magnetic
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field direction, spin flipping transitions can be allowed leading to a variation of the spin
relaxation time from milliseconds to tens of nanoseconds. The most abundant isotope of
silicon is 28Si featuring no nuclear spin, while the smaller fraction of 29Si has nuclear spin
1/2 leading to an optically addressable hyperfine splitting, which could be interesting as
quantum memory [265].
From g(2)-measurements it can be seen that photon bunching at short time delays
occurs in SiV centres in addition to anti-bunching at zero time delay. This observation
is explained by the existence of a third energy state residing between the excited state
and the ground state, a so-called shelving state. The experimental findings are supported
by theoretical calculations [274], which propose a 2Eg and a 2A1g state slightly lower
lying than the excited state with efficient non-radiative coupling to the excited state.
Optical transitions are forbidden as the wavefunction of these states has the same parity
as for ground and excited state due to the inversion symmetry. In strained diamond, the
symmetry is partially lifted, such that the transition from the 2A1g state to the ground
state becomes weekly allowed, which can explain an experimental observation [278] of a
weak near-infrared transition at 823 nm [274]. The levels are illustrated in Fig. 4.2.1(c)
on the right.
Gali and Maze [274] note that in the presence of external perturbing fields, the SiV
centre can be ionised during optical excitation creating a stable doubly negative charge
state, which appears as permanent photo-bleaching. The single negative charge state,
and thus the fluorescence at 737 nm, can only be restored by ultraviolet excitation.
Rate dynamics I shall now discuss the saturation behaviour following [279]. When the
SiV centre gets off-resonantly excited (for the experiments in this work, 690 nm light is
used), it relaxes back to the excited state non-radiatively on a time scale much faster
than the optical transitions, such that this process in the following will be assumed as
instantaneous. The excitation rate k12 from the ground state 1 to the excited state 2
(see Fig. 4.2.2(a)) is then proportional to the excitation laser power P :
k12 = σP (4.2.1)
with σ being a proportionality constant. By further defining the relaxation rates k21
from the excited state 2 to the ground state 1, k23 from the excited state 2 to the
shelving state 3, and k31 from the shelving state 3 to the ground state 1, one can set up
a system of rate equations for the populations ρi in states i ∈ {1, 2, 3}: ρ̇1ρ̇2
ρ̇3
 =






We assume that the population is in the ground state for t = 0, i.e. ρ = (1, 0, 0) with
the total population being constant over time, ρ1 + ρ2 + ρ3 = 1. The fluorescence rate
I (P ) =k21ρ2 (t→∞) is given by the steady state solution for the population in the
excited state multiplied with the relaxation rate to the ground state, where the steady
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Figure 4.2.2.: (a) Level scheme of SiV centre according to [233] including transition rates.
1: ground state. 2: excited state. 3: shelving state. 4: de-shelving state. Green arrows:
constant rates. Red arrows: intensity dependent rates. Faint arrows: proposed de-shelving
process. (b) g(2)-function for coherent source (blue), two-level system (yellow), three-level
system (green), and three-level system with uncorrelated background (red). a = 1, τ1 = 0.2,
τ2 = 0.05, p = 0.8.
state can be computed by setting the rates ρ̇ = 0. Solving for ρ2 yields
I (P ) = k21ρ2 (t→∞) =
k21k31σP
(k23 + k31)σP + k23k31 + k21k31
. (4.2.3)
This can be rearranged to obtain a function saturating with power:




I∞ ≡ I (P →∞) = k21ρ∞2 (4.2.5)
the saturation photon emission rate for large powers, where









the saturation power. So from a fit of the experimental saturation curve, one can deduce
the proportionality constant σ as a function of transition rates and saturation power.
Without shelving, ρ∞2 would reach one and the emission rate becomes I∞ = k21. It is
equivalent to the fraction of time the system spends in the fluorescence transition. The
larger k31 compared to the shelving rate k23, the longer the system is trapped in the
shelving state, decreasing the brightness [126].
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g(2)-function of three-level system Normalising the excited state population ρ2 (τ) to
ρ∞2 yields the g(2)-function [198]:
g(2)(τ) = ρ2 (τ)
ρ∞2
(4.2.8)
By solving the differential equation system 4.2.2, one finds


















A = k12 + k21 + k23 + k31 (4.2.11)
B = k12k23 + k12k31 + k21k31 + k23k31 (4.2.12)
a = 1− τ2k31
k31 (τ2 − τ1)
(4.2.13)
For comparison, the g(2)-function of a two-level system (that is k31 = 0 and a = 0) would
be






This is qualitatively illustrated in Fig. 4.2.2(b), where the blue line, constant at one,
would be the g(2)-function of a coherent light source, the yellow line corresponds to
a two-level system featuring pure anti-bunching according to eq. 4.2.14, where τ1 is
the anti-bunching time constant. In the three-level case (green line), we get additional
bunching at intermediate timescales governed by τ2. Note that τ1 was chosen the same
for both cases. a is a measure for the amount of bunching. [279]
To get a more intuitive picture, why bunching occurs, picture the three-level system
as an on-off two-level system [208]. It is off, while in the shelving state and on while
cycling the fluorescence transition. The average length of an on-period is Ton = 1/k23.
During the off-time, which has an average duration of Toff = 1/k31, no photons can be
detected. For short time delays after the detection of a photon, the system is likely to
still be in the on-state, while for longer time delays, the probability to find the system
in the on state is Ton/ (Ton + Toff) = 1/ (1 + k23/k31). As the g(2)-function is normalised
to a long time average, the larger amount of subsequent photons detected during time
delays smaller than Ton causes a higher value for short times. Another way of regarding
it is to view the on-times as photon bunches separated by the off-times.
Uncorrelated background contribution In addition to fluorescence from the SiV ZPL,
one typically observes background fluorescence from the diamond host material and, in
our case, to a smaller fraction from the planar mirror. In diamond, it is assumed that
sp2-hybridised carbon for example on the surface or in lattice defects [280–282] or grain
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boundaries [283] cause fluorescence. Introducing the purity parameter p, which gives
the emitter fluorescence normalised to the total fluorescence, i.e. the probability that
a detected photon was emitted by the SiV centre, the g(2)-function in the presence of
uncorrelated background fluorescence can be written as [279]





The red line in Fig. 4.2.2(b) shows a three-level g(2)-function with p = 0.8 for the
otherwise same parameters compared to the green line. One can see that both bunching
and anti-bunching are no longer as pronounced. In particular, g(2) (0) now has a finite
value of 1− p2. This implies that if p . 0.7, g(2) (0) > 0.5 even for a single emitter.
Power dependence of g(2)-function As we have already seen, the excitation rate k12
is linearly dependent on excitation power (eq. 4.2.1), implying that the g(2)-function is
also power-dependent. Experiments [230, 233, 278] indeed showed a power dependence,
which, however, could not be fitted assuming all rates except for k12 to be constant. In
particular, τ2 should be almost constant according to theory, but drastically increased for
P → 0 in the experiment. Neu et al. [233] therefore introduced a modified level scheme
including de-shelving level 4 as depicted in Fig. 4.2.2(a). An intensity-dependent de-
shelving process via level 4 allows depopulation of shelving level 3. In consequence, the
system can now be regarded as a three-level system with the difference that the rate k31
no longer is constant but shows a saturation behaviour:
k31 =
dP
P + c + k
0
31 (4.2.16)
with c and d being fitting constants. It is useful to compute the values of τ1,2 and a
for the limit of vanishing and infinite power to get a feeling whether the model could
fit the data and to be able to set suitable starting values for the fit. For infinite power,
k12 → ∞, leading to τ∞1 = 0, τ∞2 = 1/ (k23 + k∞31), and a∞ = k23/k∞31. In the limit
of vanishing power, k12 = 0 leading to τ01 = 1/ (k21 + k23), τ02 = 1/k031, and a0 = 0.
These values are summarised in table 4.2.1. To apply the model, one measures the g(2)-
function for various excitation powers and fits the data with eq. 4.2.9. Note that a linear
dependence of k31 would lead to a∞ = k23/k∞31 → 0, in disagreement to measurement.
With k∞31 = d+ k031 according to the model in eq. 4.2.16, one can solve the equations for
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Table 4.2.1.: Fitting parameters τ1,2 and a for the limit of vanishing and infinite power.
The displayed values are so far independent of the chosen power dependence model.
Substituting these values into eq. 4.2.10 to 4.2.13 allows fitting τ1,2 and a with the six
fit parameters c, σ, τ01 , τ02 , τ∞2 , and a∞. Plugging these back into eq. 4.2.17 to 4.2.20
allows to determine the transition rates from g(2)-measurements at varying power. In
section 4.5.4, a modification to the introduced model will be presented.
4.2.3. SiV centres in nanodiamonds
To avoid losses due to total internal reflection as well as to be able to incorporate SiV cen-
tres into the microcavity, we apply nanodiamond samples. These can be directly grown
by chemical vapour deposition (CVD) [230] or high-pressure high-temperature (HPHT)
synthesis [284] or milled down from diamond films or bulk diamond [49]. Directly grown
nanodiamonds can be single-crystalline and have good crystal properties. Near lifetime-
limited SiV ensemble fluorescence was demonstrated in 200 nm HPHT nanodiamonds
[284] and CVD-grown diamonds with 100-300 nm in diameter [285], coming close to the
behaviour in bulk. Li et al. even report on single photon emission from their sample.
Due to strongly size-dependent scattering losses (see sec. 3.5), fibre cavity experiments
require rather small nanodiamonds, ideally well below 100 nm. A theoretical prediction
states that SiV centres should be stable in diamonds down to a diameter of about 2 nm
[286]. Indeed, SiV fluorescence from CVD crystals smaller than 10 nm has been observed
[287]. Surprisingly, SiV emission could even be detected in < 2 nm diamonds from mete-
oric origin [288]. However, optical properties and photostability are still unsatisfactory
in very small crystal samples. Polycrystalline nanoparticles with a size of 70-80 nm
diameter have shown stable, bright fluorescence [49]. However, single photon emission
is rarely observed. Encouragingly, new nanodiamond samples with diameters of a few
tens of nm containing single SiV centres have recently been produced [289]. However,
photostability and moderate brightness are still an issue. Producing high quality SiV
centres in nanodiamonds could also be advantageous to achieve better spin coherence,
as phonons at the critical frequency are not compatible with the boundary conditions
imposed by the small size [284]. In summary, it remains a challenge to produce photo-
stable single SiV centres in < 100 nm monocrystalline diamond having a good quantum
efficiency and a narrow line.
In nanodiamonds, the reported quantum efficiencies still lie below 10% [233], but could
presumably be increased by higher quality diamond hosts. The largest detected photon



























Figure 4.3.1.: (a) Computed mirror transmission of the fibre (yellow) and the planar
mirror (blue). (b) Computed finesse assuming the mirror transmissions in (a) and 40 ppm
absorption losses. [53]
were a few Mcps (megacounts per second) [233]. Note that the spontaneous decay rate
is expected to be lower in nanodiamonds as compared to bulk due to the lower local
density of states according to Fermi’s golden rule.
Crystal strain plays an important role in nanodiamonds. It can shift the ZPL by up
to a few nm and can lead to room temperature linewidths ranging from less than 1 to
several nm. [230]. It is assumed that local strain acts on the non-radiative decay channel
thereby having an influence on the quantum efficiency [290, 291]. Recently, the effect of
strain on SiV [292] and GeV [293] centres was studied more in detail in bulk diamond
at cryogenic temperatures, showing that the lines of colour centres can be reproducibly
tuned by applying strain. Even the coherence properties could be changed by strain
tuning [294]. So it appears likely, that an improvement of nanocrystal quality gives
more control on SiV optical properties. For a detailed discussion of crystal strain, refer
to [247, 295].
Apart from the quantum optical applications discussed so far, small nanodiamonds
containing SiV centres are also investigated as bright, stable, and chemically inert labels
for fluorescence microscopy of biological systems [296].
4.3. Experimental realisation
This section introduces the microcavity setup used for the SiV coupling experiment and
alludes to the theoretically expected performance and the achievable Purcell factors,
closely following and in parts identical to [53].
4.3.1. Setup
Cavity The integral part of the setup is the fibre-based microcavity. The fibre (fibre
name 9A, fibre B in appendix A) is coated with a dielectric mirror (Laseroptik) with
a transmission of 1500 ppm at a center wavelength of 740 nm and 2500 ppm at the
excitation wavelength of 690 nm, such that no excitation light enters the fibre to avoid
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Figure 4.3.2.: (a) WLI measurement of the fibre profile. (b) Cavity transmission spectra
for different cavity lengths, starting at d = 5λ/2 (the lowest curve), in steps of one free
spectral range. Different resonance heights are due to the source spectrum and finite
spectrometer resolution. [53]
fibre fluorescence. The planar mirror has a coating centered at 780 nm with a transmis-
sion of 60 ppm (200 ppm at 740 nm) and is designed to yield an electric-field maximum
30 nm above the mirror surface. The coating is almost transparent at 690 nm, and the
excitation light is focused into the cavity with an aspheric lens through the planar mir-
ror. The asymmetry in transmission leads to about 90% of the fluorescence light being
emitted into the fibre, which is the collection channel. Note that this configuration was
chosen as the SiV sample was pre-coated onto this mirror. Otherwise, primarily due to
mode coupling and fibre fluorescence, it could be beneficial to excite through the fibre
and collect through the mirror, where the coatings would have to be chosen such that
the transmission is larger for the mirror. Figure 4.3.1(a) shows a simulation of the fibre
and mirror coating using the transfer-matrix method (see section 3.4). Assuming a total
absorption loss at the mirrors of 40 ppm, this yields the cavity finesse as shown in Fig.
4.3.1(b). The measured finesse of 2000 at 780 nm coincides well with the computation
such that it is a fair assumption that the computed value of 3750 at 740 nm is also
reached. [53]
The fibre profile is shown in Fig. 4.3.2(a). The fibre edge is cropped such that
a plateau of about 18 µm in diameter remains. The profile features good spherical
symmetry and has a central radius of curvature of 26 µm. To calibrate the optical cavity
length, broadband cavity transmission spectra are recorded with a supercontinuum laser
and the separation of subsequent cavity resonances is evaluated; see Fig. 4.3.2(b). The
smallest accessible longitudinal mode order is found to be q = 5, limited by the profile
depth (300 nm) and the penetration depth into the coating (in total 1160 nm at 740 nm).
[53]
Two-in-one setup Fig. 4.3.3 shows a schematic drawing of the optical setup. For off-
resonant excitation of the SiV centres, a home-built external cavity diode laser at 690 nm






















Figure 4.3.3.: Schematic drawing of the optical paths. Flip mirrors allow to couple in
both light sources (1) through either cavity mirror (2) and to switch between collection
from the cavity or the objective (2, 3, 4), detecting with the spectrometer or the HBT
setup (5). SP: short-pass filter. BS: beam splitter.
cleaning, then passes a short pass filter2 to get rid of fibre fluorescence and amplified
spontaneous emission from the laser, a polariser3 to get clean linear polarisation, and a
half-wave plate in a motorised rotation mount4 to align the polarisation. Alternatively,
a pulsed supercontinuum laser source 5 is available, which is used for cavity transmission
spectra as in Fig. 4.3.2(b) and for pulsed g(2) and lifetime measurements, for which a
spectral line of 2-7 nm width is filtered out by an acousto-optic tunable filter (AOTF)6.
The supercontinuum spans from about 460 to 2000 nm and is short-pass filtered to below
850 nm7. It emits pulses with a duration of 50 ps at a tunable repetition rate up to
20 MHz. When using the AOTF at 690 nm as pulsed excitation source, an additional
band-pass filter8 is added to block leaking light.
The central part of the experimental setup is displayed in a technical drawing in
Fig. 4.3.4. An NA 0.55 microscope objective9 with a working distance of 13 mm (2) is
installed side by side with the cavity fibre, which is held by a PVC lid in an aluminium
groove, which is in turn glued to a shear piezo stack10 allowing to precisely scan the
cavity length. The fibre holder and piezo are glued to a replaceable holding block (7),
to which the fibre can be clamped. The planar mirror is held by a gimbal mount11
(1) for angular alignment and can be reproducibly moved in all three directions with a
2Thorlabs FEL0700






950X Mitutoyo Plan Apo Infinity Corrected Long WD Objective
10PI ceramic P-121.03, maximal displacement 3 µm
11Newport U50-G21
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Figure 4.3.4.: Technical drawing of two-in-one setup. (1) Gimbal mirror mount with
planar mirror. (2) Microscope objective. (3) Objective holder. Red cone indicates beam.
(4) Ground plate. (5) XYZ slip-stick positioner. (6) Fibre holder. Red: Shear piezo stack.
Grey: Fibre groove. Blue: Holding plate. (7) Fibre holding block with fixation plate. (8)
Fibre. Design adopted by Hanno Kaupp.
nanopositioning stage12 (5). It allows to quickly and reliably move the mirror back and
forth between the objective for investigation in a confocal microscope configuration and
the fibre to form a microcavity.
Several motorised flip mirror mounts13 are in use to choose the light source and set the
excitation and collection paths in an automatised and controlled manner. When working
with the objective, the beam is coupled in from the left and the reflected and fluorescence
light is collected through the same path. A dichroic mirror14 separates the fluorescence.
For further suppression of the excitation light, a long-pass filter15 is applied. A selection
of band-pass filters16 mounted on a horizontal rotation mount to be able to shift the
bands to lower wavelengths allows to select narrow bands of the fluorescence light in
a range of 720 to 780 nm. The light can be either analysed spectrally with a grating
spectrometer17 or in an HBT setup. For the latter, the light is focused through a 50 µm
pinhole and re-collimated by two aspheric lenses18 to reduce stray light, then split by
a 50:50 beam splitter and detected with two avalanche photo detectors (APDs). At
740 nm, the APDs have a detection efficiency of 70%.
The light can be coupled into the fibre cavity either through the fibre and collected
through the planar mirror or coupled in through the planar mirror and collected in
transmission through the fibre or in reflection back through the planar mirror. For the
SiV experiments described here, the light was focused into the cavity mode through




16Semrock FF01-740/13-25, FF01-747/33-25, FF01-760/12-25, FF01-780/12-25
17Princeton Instruments Acton SP2500 with Andor iKon-M 934 (A-DU934N-BRDD), light coupled in


















Figure 4.3.5.: (a) Confocal fluorescence map showing the count rate in MHz. Excitation
at 690 nm, 500 µW. The marked spot is a narrow-line emitter. (b) Cavity transmission
scan of the same area (with the transmission normalised to 1) for a cavity length of about
10 µm. The marked spot is the same location as in (a). [53]
the planar mirror by an aspheric lens19 mounted on a three-axis micropositioning stage,
collected by the cavity fibre, coupled out, and overlapped with the beam path to the
detection optics.
Calibrating the distance between objective focus and cavity fibre (for details, see
appendix C) allows to investigate the same emitters in the confocal microscope and in
the cavity. Figure 4.3.5(a) shows a confocal fluorescence map of a 100×100 µm area of the
mirror. Analysing the spectra reveals that the fluorescence stems from SiV centres. After
characterising them, the mirror is moved to the cavity. Nanodiamonds precharacterised
confocally can be easily found in the cavity via the Rayleigh scattering and absorption
loss they introduce. An SCM image of the same area is shown in Fig. 4.3.5(b), where
the cavity transmission of the supercontinuum source is measured, filtered to a 33-nm
spectral band around 747 nm. The nanodiamonds appear as dark spots and can be
directly related to the confocal fluorescence map in (a). The marked spot is a single bright
SiV centre, whose moderate scattering loss indicates a rather small single nanodiamond.
4.3.2. Expected performance
At the shortest mirror separation d = 5λ/2, one obtains a cavity quality factor of
Qc = 1.9× 104. From an optimisation calculation as described in section 3.2.2, a mode
waist w0 = 1.0 µm is deduced, in agreement with SCM measurements. This results in a
mode volume Vm = 3.4λ3 yielding an ideal Purcell factor of C0 = 425. Depending on
the linewidth of the emitter, the emitter quality factor ranges from about 100 for very
broad emitters to 1000 for the narrow-most observed emitters [49]. Figure 4.3.6 shows
the computed effective Purcell factor (eq. 2.2.28) for different emitter linewidths as a
function of cavity length, starting at the shortest accessible length. As can be seen, for
a 1 nm broad emitter, Ceff & 15 is reached, promising significant enhancement. Note
that the dipole orientation (eq. 2.2.17) enters the Purcell factor quadratically, such that
the above values are to be taken as an upper bound, i.e. for dipoles parallel to the
mirror surface, located in the field maximum. For dipoles perpendicular to the mirror,
the Purcell factor vanishes.
19Thorlabs AC254-035-B-ML
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Figure 4.3.6.: Expected effective Purcell factors as a function of mirror separation (start-
ing at the shortest accessible length d = 5λ/2) for varying emitter linewidth.
4.4. Sample characterisation
Now, I shall discuss the studied SiV sample, how single photon emission can be observed
from ensembles, the lifetime, brightness, and difficulties with this sample, following [53]
(some passages are identical).
4.4.1. Sample considerations
Due to the lack of a suitable bright SiV nanodiamond sample featuring single photon
emission, the measurements presented in this work were conducted on nanodiamonds
containing ensembles of SiV centres. The nanodiamonds of about 100 nm in size were
obtained by milling down a polycrystalline CVD diamond film [49]. The milling was
performed in the group of A. Krueger in Würzburg by bead-assisted sonic disintegration,
where the diamond pieces are suspended in water together with ceramic beads, which
crush the diamond when exposed to ultrasonic waves. The planar mirror was spin-coated
with the nanodiamond sample in the group of C. Becher in Saarbrücken.
Investigating the mirror by confocal microscopy, one finds an even spread of emitters
(several tens of emitters per 100×100 µm2), which typically feature a broad (7 nm) ZPL
at the nominal wavelength of 738 nm, which can be assigned to SiV ensembles. In some
crystals, one can also observe narrow (down to 1 nm) emission lines which are spectrally
shifted and show pronounced photon anti-bunching. Figure 4.4.1(a) shows the free space
spectra of 29 narrow line emitters found on a 400× 400 µm2 area of the mirror. Almost
all spectra show a more or less pronounced ensemble line centred at 738 nm in addition
to shifted narrow lines in a wide spectral range from about 719 nm to 816 nm. Note that
fluorescence could be measured down to 715 nm. The spectra are normalised, but show a
large variation in brightness (note the different noise levels), where the narrow lines can
be much brighter than the ensemble line. Some crystals even feature several narrow lines
at different spectral positions. The linewidth of 56 narrow line emitters are plotted with
respect to their centre wavelength in Fig. 4.4.1(b). It is visible that all lines are much
more narrow than the typical 7 nm width of the ensemble line. These findings agree
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Figure 4.4.1.: (a) Free space spectra of 29 narrow line emitters found on a 400× 400 µm2
area of the mirror, normalised to the maximum of each spectrum. Broad line around
738 nm belongs to SiV ensemble. (b) Linewidths (FWHM) deduced from Lorentzian fits
with respect to central linewidth for the 56 studied narrow line emitters. Red line indi-
cates ensemble wavelength. (c) Free space spectra of the emitters chosen for the cavity
experiment. [53]
al. [295], who also report a wide spectral distribution of emitters with lines below 4 nm,
while broad line emitters are found in the vicinity of the nominal wavelength, slightly
red-shifted. While the slight shift to larger wavelengths of the broad-line emitters can
be consistently explained by uniaxial strain, they attribute the wide-spread narrow-
line emitters to a yet unknown Si-related defect like the association of SiV centres with
nearby defects or modified SiV complexes [297]. Narrow line single photon emitters have
been previously reported around 780 nm [298, 299]. Tran et al. [299] found that the
investigated line does not split up into two doublet lines when cooled down like an SiV
centre would. However, it remains unclear, whether they were possibly studying some
other defect. It was also suggested, that grain boundaries and morphological defects
can cause narrowband single photon emitters in nanodiamonds [300], however, rather at
shorter wavelengths than the ones observed here.
From the 56 studied emitters, 25 were found to be suitable for further studies according
to the following criteria: They are narrow (≤ 3 nm), bright, show no fast blinking,
and have a good polarisation contrast, that is, the line (almost) disappears when the
polarisation is turned by 90° from the angle of maximal emission. Of these emitters,
17 featured significant anti-bunching, where some emitters could not be investigated, as
suitable band-pass filters were not available or the emitters underwent permanent photo-
bleaching before the g(2)-measurement could be conducted. Seven of these nanodiamonds
could be investigated in the cavity as the others either bleached or the diamond was
too large and therefore introduced too much scattering loss. A more or less complete
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emitter λ [nm] δλ [nm] Qem Ceff g(2) (0)
1 758.9 1.4 542 9.1 0.14
2 754.3 2.1 359 6.1 0.22
3 758.0 3.0 253 4.4 0.44
4 758.6 1.3 584 9.9 0.22
5 752.4 1.1 684 11.4 0.54
6 736.9 1.3 567 9.1 0.19
Table 4.4.1.: Overview of considered nanodiamonds. λ: centre wavelength of line. δλ:
FWHM of emission spectrum. Qem = λ/δλ. The finesse at λ is used to compute Qeff and
Ceff . g(2) (0) is obtained from a pulsed measurement. An exception is that the value for
emitter 5 is obtained from a cw measurement. [53]
characterisation both in free space and in the cavity could be conducted for six emitters,
whose free space spectra are shown in Fig. 4.4.1(c) together with the numbering that
will be used from now on. Table 4.4.1 summarises their properties.
4.4.2. Single photon emission
Pulsed g(2)-measurements To verify single photon emission, pulsed g(2)-measurements
are performed. For this, an excitation band at 690 nm is selected with a band-pass
filter. The pulse length is 50 ps and the emitters are strongly saturated. The minimum
g(2)-values are thus to be seen as an upper bound as the background increases linearly
with power and therefore contributes more when P > Psat increases. The electronic
pulses from the APDs corresponding to detected photons were sent to a time-to-digital
converter (TDC)20. It employs cross-correlation histograms to measure the g(2)-function
[301] and no further post-processing is necessary. Figure 4.4.2(a) shows an example
measurement of emitter 1. Due to the repetition rate of 20 MHz, photons can arrive
every 50 ns, which is the reason for the distinct spikes, each of which is an exponential
function exp (− |τ − τn| /τ0) convoluted with the system response function, where τn is
the temporal position of the peak and τ0 the excited state lifetime. To evaluate how
much the peak at zero delay is suppressed, each peak was integrated and the background
subtracted. The mean height of the non-zero peaks was set to one. The last column of
table 4.4.1 summarises g(2) (0) for all considered emitters. It can be seen that the values
are below 0.5 and therefore evidence single photon emission. Emitter 5 is an exception,
as it underwent photobleaching before pulsed measurements could be taken. Here, the
given value is the minimum of the fit to a continuous wave 690 nm g(2)-measurement.
Although slightly larger than 0.5, the data are consistent with a single quantum emitter
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Figure 4.4.2.: (a) Free space g(2)-measurement of emitter 1 using pulsed excitation
(20 MHz repetition rate, 690 nm wavelength). Red curve: data. Blue histogram: inte-
grated over each peak (background subtracted). (b) Free space g(2)-measurement of emit-
ter 1 using cw excitation. Excitation power is 0.17Psat. Black line: fit with g(2)-function
convoluted with system response function. Red line: g(2)-function without convolution.
[53]
Continuous wave g(2)-measurements In addition to pulsed measurements, continuous
wave (cw) excitation measurements were conducted to obtain further insight into the
system’s dynamics. As the lifetime is not significantly larger than the response time of
the system, the HBT dip gets washed out and a meaningful fit needs to take into account
the system response function. It can be approximated by a Gaussian









containing contributions of the laser, the APDs and the TDC. The 1/e2 width of the
timing jitter was deduced to be σ = (170± 20) ps, which is explained in more detail in
appendix D. For a detailed treatment of timing jitter in g(2)-measurements, see [208].
For fitting the g(2)-data, the g(2)-expression (eq. 4.2.15) is convoluted with the timing
jitter (eq. 4.4.1). Fig. 4.4.2(b) shows an example cw measurement of emitter 1, where
the black line was obtained by fitting the data with the convolution. The red line is the
pure g(2)-function with the resulting fit parameters. It was observed that the dip at zero
delay was typically more pronounced for pulsed measurements. The likely reason is that
the background can be well subtracted in that case, whereas it contributed up to 30%
in the cw case as was found by fitting.
A detailed discussion of the rate dynamics deduced from g(2)-measurements is post-
poned to section 4.5.4, where a comparison with a cavity measurement is presented.
Exotic results While most emitters showed moderate bunching with a < 2, extreme
bunching with a = 12−28 was observed for emitter 2 as shown in Fig. 4.4.3 for different
excitation powers. It seems the system is trapped in the shelving state for a considerable
amount of time. Surprisingly, this emitter does not seem to be significantly darker than
comparable narrow line emitters and shows clear anti-bunching below 0.5.
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Figure 4.4.3.: (a) g(2)-measurement for emitter 2 at different excitation powers showing
pronounced bunching. Black lines: Fit. (b) Close-up. Solid lines show fit with convoluted
g(2)-function and raw function. Shifted upwards by 3, 6, and 9 for clarity.
Another exotic feature, which was observed for a few emitters, is bi-exponential bunch-
ing, meaning that an additional bunching time constant on the order of hundreds of ns
was necessary to reliably fit the g(2)-data. An additional long-lived trapping state could
be present in these emitters.
4.4.3. Lifetime
The lifetime was measured under pulsed excitation at 690 nm employing start-stop
measurements with the TDC, where trigger pulses from the supercontinuum source were
taken as start and the APD pulses as stop signal. An exemplary trace is shown in Fig.
4.4.4(a). The blue data corresponds to emitter 6 and the yellow data to a broad ensemble
line. The system response function was measured to have a 1/e2-width of σ = 157 ns.
It is convoluted with an exponential decay multiplied to a step function as a fit function
to reproduce the lifetime data. The lifetime of the uncorrelated background fluorescence
could not be resolved and is therefore neglected. The example already shows that the
lifetime of the narrow line emitter is significantly shorter than the one of the ensemble.
This trend is confirmed when looking at Fig. 4.4.4(b), where all free space lifetime
measurements are summarised. While the ensemble lifetime is typically around 1 ns,
the narrow line emitters predominantly feature a significantly lower lifetime with a wide
spread and no apparent correlation with the central wavelength. The values range from
180 ps (so hardly resolved) to 2.5 ns. For some emitters, two exponential functions had
to be fitted to the data, which was especially necessary for emitters with significant
background (fast decay) or contributions of the ensemble line (slow decay).
4.4.4. Brightness
To deduce the photon emission rate, saturation measurements were conducted, where
the count rate was measured as a function of excitation power. The resulting traces were
fitted with eq. 4.2.4 plus a linearly power-dependent background. Exemplary traces are





























Figure 4.4.4.: (a) Free space lifetime measurement of emitter 6 (blue) compared to life-
time of broad ensemble (yellow). Solid lines: Fit with exponential function (faint lines)
convoluted with system response function. Evaluated lifetime is 0.65 ns for narrow line and
0.93 ns for ensemble line. (b) Overview of all free-space lifetime measurements showing no
apparent correlation of centre wavelength and lifetime.
is compared. Figure 4.4.5 shows an overview of all free space saturation measurements
on single emitters. The detected saturation count rate is plotted with respect to (a)
centre wavelength, (b) saturation power, and (c) lifetime. Several emitters (blue dots)
did not show saturation. For them, the highest measured power is given. No clear
correlations are visible and, most strikingly, there does not seem to be a convincing
correlation between saturation count rate and lifetime, which indicates that the non-
radiative decay channel is not equally pronounced for the different emitters. Especially
emitter 2 is an outlier with its long lifetime of 2.54± 0.24 ns and large saturation count
rate of 2.62 ± 0.34 Mcps. Note that a two-level emitter without non-radiative decay or
shelving and an excited state lifetime of 1 ns, would have a photon emission rate of 1 GHz
in saturation as I∞ = k21 = 1/τ0 (see eq. 4.2.5). So clearly, the quantum efficiency is
very low for the investigated emitters.
a) b) c)




























































Figure 4.4.5.: Free space saturation count rate (red) for single emitter (logarithmic) with
respect to (a) centre wavelength, (b) saturation power, and (c) lifetime (logarithmic). Blue:
Emitters which did not show saturation. Count rate at largest excitation power is given.
When comparing brightness, the interesting figure of merit is the photon emission
rate, which is the count rate divided by the collection and detection efficiency. The free
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Figure 4.4.6.: Fluorescence time trace (count rate on detector) of a single emitter featuring
blinking. [53]
space photon emission rate into 4π is given by
I∞fs =
I∞m,fs
ηdet ηtrans ηcoll ηobj
, (4.4.2)
where I∞m,fs is the measured count rate, ηdet = 70% the detection efficiency, ηtrans the
transmission efficiency through the optics (including filters) from the first lens to the
detector, ηcoll the objective collection efficiency, and ηobj the transmission efficiency
through the objective. ηtrans was measured to be 64%. The manufacturer specification
for the objective transmission for the fluorescence wavelength is ηobj = 80%. To obtain
the objective collection efficiency, eq. 3.4.22 for the dipole radiation on a mirror needs






Pem (α, θ, φ) sinα dφ dα (4.4.3)
For a dipole oriented parallel to the mirror surface, one obtains ηcoll (π/2) = 45%, for
the perpendicular orientation ηcoll (0) = 8% for NA = 0.55. As very bright emitters are
chosen for the cavity experiment, there is a bias towards those with optimal, i.e. parallel,
dipole orientation. Therefore, ηcoll (π/2) is used as a good estimate for the collection
efficiency. This value carries an additional uncertainty, as one does not know the exact
position of the dipole within the crystal. Again, one assumes that the diamonds in which
the dipole resides close to the field maximum were preselected, as these diamonds will
appear brighter. So the total collection and detection efficiency amounts to a maximum
of 16.1%, meaning that the photon emission rate is up to a factor of 6.2 larger than the
count rate.
4.4.5. Photostability
As previously observed [233, 295], the used sample contains a small fraction of pho-
tostable emitters, as well as emitters which feature blinking (see, e.g., Fig. 4.4.6) on
different timescales (ranging from less than seconds to hours) and permanent photo-































Figure 4.4.7.: (a) Free space spectra of emitter 4 (blue) and spectra of additional state
it jumps to at high powers (yellow). (b) Logarithmic plot of spectra over time showing
jumping line. Excitation power: 1 mW.
weeks and is more probable for higher excitation powers. This fact has prevented me
from obtaining complete data sets for all emitters. New samples [285], however, promise
better emitter photostability. Lindner et al. [295] attribute the observation of blinking
to temporal ionisation resulting in an optically inactive charge state or in emission out-
side the detection window. They also find that narrow line, detuned emitters are far
more likely to exhibit blinking as compared to broad line emitters. Blinking is thought
to be the consequence of local crystal disorder, for example caused by a partially sp2-
hybridised carbon lattice, which is typical close to the surface, lattice dislocations or
impurities [302]. Surface passivation in an oxygen atmosphere was shown to reduce the
amount of sp2-hybridised carbon [303, 304] and could therefore lead to better photosta-
bility.
It can even happen that the count rate does not go down to zero for a blinking emitter,
but rather that it jumps between states of different brightness, which was also observed
by Lindner et al. [295]. An especially peculiar behaviour was found for emitter 4: When
excited at high powers, its line jumped between two spectral positions (see Fig. 4.4.7(a))
on a timescale of seconds. The position at larger wavelength is stably occupied for small
powers and the fraction of time the system resides in the smaller wavelength position
increases with increasing excitation power together with the frequency of such spectral
jumps. The two states exhibit a slightly different brightness, but the most striking
difference is that the bunching time constant a reaches values above eight for the smaller
wavelength position as compared to values below two for the larger wavelength position.
So the dynamics of the system drastically changes. As can be seen in the logarithmic
spectra over time in Fig. 4.4.7(b), the phonon side band also jumps back and forth. An
exception is the line at 820 nm, which stays constant. Neu et al. [278] report on a line
at 822.7 nm, which they attribute to an additional electronic transition. The theoretical
treatment by Gali and Maze [274] explains this line, which is mostly present in strained
nanodiamonds, by a lattice distortion making a radiative de-shelving transition weakly
allowed. While Siyushev et al. [298] and Tran et al. [299] also observe spectral jumps
99




















Figure 4.5.1.: Cavity fluorescence spectra of emitter 5 for different geometric cav-
ity lengths (air gap). Logarithmic colour scale. Top panel: Linear-scale spectrum for
d = 0.875 nm, where maximal enhancement occurs. Left panel: Linear-scale plot of count
rate for different lengths at the emission wavelength λ = 752.4 nm. [53]
at increased powers for far detuned narrow line emitters, the side band was not studied.
It remains unclear whether the constant line at 820 nm stems from another emitter or
if it is just not affected by the mechanism causing the jumps.
4.5. Coupling single SiV centres to a microcavity
To achieve resonant coupling conditions with the SiV emission, one step-wise tunes the
cavity length to shift a cavity resonance across the emission spectrum and record the
fluorescence spectra on the spectrometer. On resonance, one observes enhanced emission
into a single cavity resonance. Figure 4.5.1 shows fluorescence spectra for varying mirror
separation for the 5th longitudinal mode order in a logarithmic colour scale to make
the high signal-to-background level visible. Emission away from the cavity resonance is
suppressed, and one detects only dark counts (in blue) mainly from the spectrometer
CCD camera, indicating the high spectral purity of the single photon emission. The
cavity resonance appears to be broadened due to the finite spectrometer resolution and
some length jitter within the acquisition time of 1 s. The actual FWHM linewidth is
43 pm, or κ = 21 GHz, as inferred from the quality factor. In addition to the fundamental
mode, one can see the prominent second-order transverse mode, and in between the odd
first-order mode, which couples weakly to the emitter. I shall now discuss the modified
emission properties in the cavity closely following [53] (in parts identical).
4.5.1. Lifetime reduction
The Purcell enhancement of the spontaneous emission leads to a reduction of the excited-
state lifetime. To quantify this effect, lifetime measurements were performed for the same
emitters both in free space and in the cavity. In the latter case, the cavity is stabilised on
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Figure 4.5.2.: Lifetime measurement for emitter 3. Data points (normalised to free space
data for better comparison) and fit (the solid line) with an exponential function starting
at t = 0 convoluted with the system response function. Blue: free space. Yellow: cavity,
q = 5. Green: cavity, q = 6. [53]
resonance with the shear piezo stack the fibre is mounted to by maximising the count rate
with a software algorithm. The polarisation of the excitation light is, in all cases, chosen
to maximise the count rate, which implies matching it to the projection of the dipole
orientation in the plane of the mirror. A lifetime reduction is observed in the cavity
and the effect is larger for smaller mirror separation, i.e., smaller mode volume, which
is visible in the exemplary lifetime traces in Fig. 4.5.2, where the situation in the cavity
for the shortest (yellow) and next-shortest (green) accessible cavity length is compared
to free space (blue). Table 4.5.1 summarises the lifetime measurements taken for three
different emitters and shows that lifetime reductions ∆τ/τ0 between 17% and 31% can
be observed. The values arise from applying different fitting methods to the data and
emitter τ0 [ns] τc [ns] τc,2 [ns] τ0/τc
1 0.58± 0.02 0.46± 0.02 0.51± 0.02 1.28± 0.01
2 2.54± 0.24 1.75± 0.04 1.97± 0.10 1.45± 0.14
3 1.03± 0.01 0.85± 0.01 0.92± 0.01 1.21± 0.01
Table 4.5.1.: Measured lifetimes in free space (τ0) and in the cavity (τc, lowest reachable
order, τc,2, following order). The error is obtained from different fitting methods. [53]
averaging them, where the half-min-max deviation is given as a conservative error of the
fit. First, the whole trace is fitted, i.e. an exponential-decay function starting at delay
time zero and including a constant background, convoluted with the system response
function. For some emitters, a second exponential function has to be included to account
for a fast-decaying background. This step is mostly necessary for the free-space time
trace. Next, only the decay is fitted, to avoid systematic errors due to the positioning
of the zero time delay. Last, only the section of exponential decay is fitted. The ratio of
the lifetime in free space, τ0, and in the cavity, τc, depends on the Purcell factor and the
quantum efficiency as τ0/τc = C QE + 1 (see section 2.2.2.2). For an unknown QE < 1,
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it is therefore not possible to infer C directly from the lifetime reduction.
4.5.2. Enhanced spontaneous emission
Saturation measurements To quantify the cavity enhancement of the emission and to
obtain an estimate for the achieved Purcell factor, the photon emission rate in free space
is compared to the one in the cavity under saturation conditions. For this, saturation
measurements were conducted on the same emitters in free space and in the cavity,
where again the polarisation was optimised for maximal emission. In the cavity, the
measurement took place at the shortest reachable axial mode order q = 5 and a software
locking algorithm kept the length at the position of maximal count rate. The measured
rate Im (P ) was fit with the saturation function plus a linear background contribution
abgP :




For emitter 4, one finds abg = 62 (40)× 103 counts/(s mW) in free space (in the cavity).
The background is dominated by broadband fluorescence from the crystal and greatly
varies between crystals. In the cavity, the background is suppressed. The obtained
values for I∞m are given in table 4.5.2, where the errors are from the uncertainty of the
fit. One observes saturation count rates at the detector of up to I∞m,c = 1.78 × 106 cps,
corresponding to a peak spectral density of 2 I∞m,c/ (πκ) = 54×103 counts/(s GHz). The
spectral density is more than 20-fold larger than in earlier room-temperature experiments
[46, 47, 50, 230, 305].
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Figure 4.5.3.: Free space (a) and cavity (b) saturation measurement of emitter 4 showing
the actually detected count rate. Blue: data. Red: fit. [53]
Calculation of photon emission rate from count rate To obtain the photon emission
rates (the emission rate into a solid angle of 4π in free space, I∞fs , and into the cavity
mode, I∞c ) from measured count rates, one has to account for the collection and detection
efficiency in both cases. The free space case is treated in section 4.4.4. In the cavity
case, the photon emission rate can be calculated from the count rate as
I∞c =
I∞m,c
ηdet ηtrans ηc ηfibre ε
, (4.5.2)
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emitter I∞m,fs I∞m,c I∞fs I∞c Cth Cexp
1 0.092± 0.007 0.106± 0.009 0.57 2.64 9.1 4.6± 0.5
2 2.62± 0.34 1.21± 0.33 16.3 28.6 6.1 1.8± 0.5
4 1.07± 0.40 1.78± 0.13 6.6 25.3 9.9 3.8± 1.4
5 0.38± 0.04 1.65± 0.90 2.35 21.6 11.4 9.2± 5.1
Table 4.5.2.: Results of saturation measurements. I∞m,fs (I∞m,c): saturation count rate in
free space (cavity). I∞fs (I∞c ): photon emission rate in free space (cavity) calculated from
count rates. All rates are in MHz. Cth: maximal theoretical Purcell factor. Cexp = I∞c /I∞fs .
[53]
where ηdet = 70% is the detection efficiency, ηtrans = 64% the transmission through
the optics including filters (as the optical path is the same in free space and for the
cavity), ηc the cavity outcoupling efficiency, ηfibre = 96% an additional factor accounting
for the 4% lost at the glass-air interface at the outcoupling port of the fibre, and ε the
mode matching. ηc is given by the transmission through the fibre mirror, which is the
collection channel, divided by all losses:
ηc =
Tf
Tf + Tp +A+B
(4.5.3)
Tf (Tp) is the transmittivity of the fibre (planar) mirror, A the absorption of both mir-
rors, and B the scattering and absorption loss introduced by the nanodiamond (see
section 3.5). B can be calculated from the transmission normalised to the empty cavity
transmission, T/T0, via eq. 3.5.10. To obtain T/T0, which is given for the consid-
ered emitters in table 4.5.3, the cavity transmission is measured and normalised to the
transmission of the empty cavity. The values for ηc vary between 21% and 38% for the
investigated emitters, limited by B. With an improved sample, this loss channel can be
avoided. The mode matching evaluated according to eq. 2.1.41 amounts to ε = 46.6%.
Note that this value is an upper boundary, as a slight misalignment of the fibre pro-
file with respect to the fibre core can already significantly reduce the mode matching.
Therefore, using ε for calculating the photon emission rate yields a conservative estimate.
This factor could be avoided by collecting through the planar mirror, provided a suitable
choice of mirror coatings is available. Because of the large uncertainties of some factors
contributing to the photon emission rate, the resulting rates and Purcell factors are an
estimate. In free space, one can infer a rate I∞fs of up to 16 MHz for emitter 2, while in
the cavity, one finds a rate I∞c of more than 28 MHz.
Purcell enhancement The photon emission rates given include only the emission into
the cavity mode, i.e. I∞c = βI∞tot, where I∞tot would be the total rate into 4π. As
I∞tot = (C + 1) I∞fs , the ratio of the cavity and free-space emission rate yields C only:
I∞c = βI∞tot = β (C + 1) I∞fs = CI∞fs (4.5.4)
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emitter T/T0 ηc Cexp β βηc
1 0.25 0.21 4.2± 0.5 0.81 0.17
2 0.23 0.21 1.8± 0.5 0.64 0.13
5 0.45 0.35 3.8± 1.4 0.79 0.28
6 0.50 0.38 9.2± 5.1 0.90 0.34
Table 4.5.3.: T/T0: transmission normalised to empty cavity transmission. ηc: outcou-
pling. Cexp: experimental Purcell factor. β = C/ (C + 1): fraction of total emission into
the cavity mode. βηc: fraction of emission coupled out of the cavity.
In free space, the emission rate is given by I∞fs = γrρ∞2 ,were ρ∞2 is the equilibrium
population of the excited state. The emission rate into the cavity mode is I∞c = Cγrρ∞2 ,
and the ration between the rates directly yields the Purcell factor, Cexp = I∞c /I∞fs ,
independent of the quantum efficiency.
The obtained Purcell factors are given in table 4.5.2. The stated errors stem from
the uncertainties of the fit of the saturation curves, and they do not include further
uncertainties. The largest value of Cexp = 9.2 was obtained for emitter 5. One can
also infer the enhancement of the spectral density compared to free-space emission,
CexpQc/Qem, yielding a value of 237 for emitter 5.
Table 4.5.3 gives the efficiency β = C/ (C + 1), which is the fraction of the total
emission into the cavity mode. One obtains values up to 90%. The fraction of the light
actually coupled out of the cavity, βηc, is given in the last column. Note that this value
could be significantly improved by choosing a sample with less extinction, i.e. smaller
crystal size and better crystal quality.
Theoretical Purcell factor calculation One can compare Cexp to the expected maximal










ζ = 80% is the branching ratio into the ZPL, and an ideal dipole orientation is assumed,
i.e. |d ·E/ (dE0)|2 = 1. The mode volume Vm is calculated using the effective cavity
length and the optimised mode waist. Qc is adjusted individually for all emitters as the
additional extinction loss B alters the finesse on the emitter as compared to the bare
cavity. This factor is, however, not very critical, as Qc  Qem still holds. The most
important quantity is Qem = λ/δλ and is obtained from the measured linewidth δλ.
The resulting effective Purcell factors, as given in table 4.5.2, set an upper limit for the
achievable experimental values for the case the dipole is oriented parallel to the mirror
surface and resides in the maximum of the electric field. In reality, this does not have
to be the case, and the effects on the Purcell factor shall now be discussed.
The planar mirror with a central wavelength of 780 nm is capped with a spacer layer
of SiO2, such that the field maximum for 780 nm lies 30 nm above the surface. Using the
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Figure 4.5.4.: Correction factor for the Purcell factor attributable to the emitter’s position
relative to the electric field maximum. The red line represents the colour centre residing in
the middle of a 100 nm large diamond. The shaded area indicates the uncertainty of the
correction factor resulting from the unknown position of the emitter. [53]
complex reflectivity r of the planar mirror, |1 + r|2 gives the field intensity normalised to
the value without a mirror. Dividing this field intensity by the intensity maximum, one
obtains a correction factor |E/E0|2 for the Purcell factor, which is plotted for different
wavelengths in Fig. 4.5.4. The red line is computed assuming that the colour centre
resides in the middle of a 100 nm large diamond. The shaded area gives the uncertainty
of the correction factor due to the unknown position of the emitter. As an example, at a
wavelength of 754 nm, the correction factor can range from 56% to almost 100%. Thus,
an unfortunate position of the colour centre within the crystal can decrease the Purcell
factor to half of its ideal value.
The second unknown quantity is the orientation of the dipole moment. Maximising
the count rate means aligning the polarisation of the electric field with the in-plane
component of the dipole moment. Therefore, only the out-of-plane component remains
unknown, which can be characterised by an angle φ = ∠ (d,E). Considering eq. 4.5.5,
one finds that C ∝ sin2 φ. Therefore, the Purcell factor goes down to zero for d ⊥ E.
However, as the excitation likewise goes down, emitters with an unfavourable orientation
of d are not bright and are not likely to be preselected.
The ideal value for the Purcell factor is almost reached for emitter 5, but the experi-
mental results stay well below the ideal enhancement for the other three emitters, which
is explained by the above factors.
4.5.3. Quantum efficiency
From Cexp and the lifetime change τ0/τc, one can coarsely estimate the quantum effi-
ciency for emitter 1 and emitter 2, finding QE ≈ 7% and 25%, respectively. The former
is comparable to previously published values [50, 233], the latter appears inconsistently
high (see also the next paragraph). A low QE can also explain the low emission rate of
emitter 1 despite its short lifetime. Notably, the Purcell effect leads to an increased QE
(see eq. 2.2.44), such that, e.g. for emitter 1, the QE increases from 7% to 30% in the
cavity. The overall device efficiency, which states the probability of obtaining a photon
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in the fibre after excitation of the emitter (see section 4.1.2), is given by η = QEc β ηc ε,
yielding η = QEc × 16% for emitter 5.
4.5.4. g(2)-measurements and rate model
According to the discussion in section 4.2.2, the internal rate dynamics of the system
can be investigated by measuring g(2)-functions at different excitation powers. These
measurements are conducted in free space and in the cavity for comparison. Figure
4.5.5 shows the free space g(2)-measurement of emitter 1. One can see that the bunching
increases for increasing powers at a decreased time constant, while the anti-bunching
also decreases. To quantify this behaviour the traces are fitted as explained in section
4.4.2. The background parameter was kept constant at p = 85%, which yielded the
most accurate fit. The resulting fit parameters τ1, τ2, and a are given in Fig. 4.5.6(c)
as functions of excitation power. As can be seen, the anti-bunching time constant τ1
is smaller in the cavity, as expected. Note that τ1 (0) is equivalent to the spontaneous
emission lifetime of the system being measured. One can observe a strong power depen-
dence of the bunching time constant τ2 [233], which is equally large in the cavity and in
free space.
Figure 4.5.5.: (a) Free space g(2)-measurement of emitter 1 for selected excitation powers.
Black lines: fit. [53] (b) Close-up of (a). Solid lines: fit with g(2)-function convoluted with
system response function. Faint lines: g(2)-function without convolution.
To analyse this data, the model introduced by Neu et al. [233] was applied to the data
(see section 4.2.2). In contrast to the approach in this reference, a global fit (equations
4.2.10 and 4.2.13) of the six data sets was conducted (τ1,2 and a, each in the cavity and
in free space) using all together 11 fit parameters – six fit parameters for cavity and free
space, respectively: c, σ, τ01 , τ02 , τ∞2 , and a∞, where τ02 is the same in both cases. The
result is shown as dashed lines. The power dependence is well matched for τ1 and a, but
clearly, the model fails to fit τ2.
To account for this, a modified rate model is introduced. According to the exper-
imental observations, τ∞2 = 1/ (k∞23 + k∞31) = 0, implying that rate k23 or k31 goes to
infinity for large powers (see table 4.2.1). For a∞ = k∞23/k∞31 to yield a finite value in
agreement with the experimental findings, both rates must similarly depend on P . These
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Figure 4.5.6.: (a) Proposed level scheme. Green arrows represent constant rates. Red
arrows indicate linearly power dependent rates. (b) Equivalent three-level system. The
Blue arrow shows a rate with a linear and constant term. (c) Fit parameters as a function
of power and fit with power-dependent de-shelving model (the solid lines). Dashed lines:
fit with model from [233]. [53]
requirements are fulfilled by the proposed level scheme shown in Fig. 4.5.6(a). It is as-
sumed that both the excited state and the shelving state can be depopulated by further
excitation to some higher-lying state or the valance band. An ionisation process could
explain these dynamics. The excitation rates are assumed to be linearly dependent on
power, like the excitation rate. All relaxation rates are constant. The cavity is resonant
with transition 2→ 1. For easier mathematical treatment, an equivalent level scheme is
presented in Fig. 4.5.6(b) leading to the same dynamics. Here, the green arrows indicate
constant rates, the red arrows rates that are linearly dependent on power, and the blue
rate k32 has both a linear and a constant term:
k12 = σP (4.5.6)
k32 = dP (4.5.7)
k23 = eP + k023 (4.5.8)
σ, d, and e are proportionality constants. As we are still dealing with a three-level
system, the g(2)-function stays the same, where the constant rates can again be expressed
by values for the parameters at zero power:
k21 = 1/τ01 − k023 ≡ γr + γnr (4.5.9)
k31 = 1/τ02 (4.5.10)
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In the limit of large powers, both time constants converge to zero. The bunching pa-
rameter a is zero for zero power and reaches a finite value a∞ for large powers. One can




a∞d+ σ . (4.5.11)
One can now conduct a global fit of the data (solid lines in Fig. 4.5.6(c)) using eight free
parameters altogether (d, dc, σ, σc, a∞, a∞c , τ02 , and k023), as τ02 and k023 are the same in
both cases. Clearly, the revised model fits the data well.
From the fit parameters, one can calculate the equilibrium population of the excited
state, ρ∞2 , and, finally, the total de-excitation rate Γ:
ρ2 =
k12 (k31 + k32)






1 + e/d (4.5.13)
Γ = ρ∞2 k21 (4.5.14)
One obtains ρ∞2 = 34% for emitter 1. In free space (in the cavity), one gets k21 = 1.7 GHz
(2.2 GHz) and Γ = 578 MHz (750 MHz), comparable to the values found by Neu et al.
[233]. Γ includes non-radiative relaxation, such that it should be possible to extract
the QE by a comparison with the measured photon emission rate I∞fs . This procedure
yields a value for the QE of 0.1% to 0.5%, depending on the orientation of the dipole,
significantly less than the 7% estimated from the experimental Purcell factor and the
lifetime change. The origin of this discrepancy remains unclear. The emitter might
show different levels of blinking at intermediate time scales or might have jumped into
another state with a different emission rate between the measurements (see section 4.4.5).
The short τ2 at high power indicates the possibility of high repetition rates for pulsed
excitation.
4.5.5. Potential of this approach
The presented experiments show significant Purcell enhancement of the single photon
emission of SiV centres, achieving high efficiency (β = 90%), a high photon rate cou-
pled into a single-mode fibre (4.1 MHz), and a narrow linewidth (21 GHz) at room
temperature. Several emitters show excited-state lifetimes below 1 ns and bunching
time constants that decay quickly with excitation power, such that pulsed excitation at
gigahertz rates is possible. The reported experiments are limited by properties of the
sample, such as excessive scattering and absorption loss, photobleaching of the emit-
ters after excitation times ranging from minutes to weeks, and a moderate quantum
efficiency.
On the cavity side, a smaller mode volume and higher Q cavities have been fabricated.
The following realistic scenario illustrates the high potential of the presented system. A
readily produced fibre serves as an example: It has a radius of curvature rc = 11.6 µm
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at a depth of t = 100 nm. For a minimal cavity length d = 4λ/2, a mode volume of
Vm = 1.4λ3 is reached. These values yield an effective Purcell factor of Ceff = 38 for an
emitter with 1 nm linewidth. The combination of a fibre mirror with Tf = 10 ppm with
a planar mirror with Tp = 1500 ppm would result in an outcoupling efficiency through
the planar mirror of almost one, without further reduction due to mode coupling.
The large scattering and absorption losses reduce the number of useful emitters for
investigation. It is therefore crucial to use smaller diamonds. Embedding the nan-
odiamonds in a layer of polymethyl methacrylate (PMMA, acrylic glass) would reduce
the scattering loss due to a reduced refractive index contrast. Nanodiamonds with a
diameter of 110 nm would then result in a normalised transmission of T/T0 = 80%, cor-
responding to an outcoupling efficiency of ηc = 78% for the mirrors in the experiment.
Absorption can be caused by sp2-hybridized carbon at surfaces, grain boundaries, and
lattice defects. A higher crystal quality would thus reduce absorption and background
fluorescence. It could be obtained, for example, by annealing of the nanodiamonds under
an oxygen atmosphere. The fraction of the emission coupled out of the cavity would then
be βηc = 76%. For a further reduction of scattering loss, diamond membranes could be
applied [173, 306–308], possibly increasing βηc to over 95%.
Taking emitter 4 with I∞fs = 6.6 MHz as an example for a reachable photon emission
rate of a currently available sample, C = 38 and βηc = 76% would yield an outcoupled
photon rate of 190 MHz. For an improved SiV sample with QE = 30% [50], there is
the prospect for a device efficiency η = 90% and single photon rates beyond 1 GHz. So
far, photostable, bright single-SiV samples with high QE and small linewidth in small,
high quality nanodiamonds are not available, but recent achievements on the sample
side [285, 289] promise improvement.
4.6. Towards an indistinguishable single photon source
As has been seen in section 4.1.3, indistinguishability is required for many applications of
SPS like all-optical quantum computation [309, 310]. Using a high-Q cavity, spectral pu-
rity can be improved to a level, where indistinguishable single photons could be produced
under ambient conditions, which has been theoretically shown [54]. While a promising
approach using a hybrid cavity system (Fabry-Pérot cavity and plasmonic antenna) and
the SiV centre has been discussed [311], this section focuses on fibre-based microcavities.
After having presented the general idea following Grange et al. [54], the feasibility for
an efficient indistinguishable single photon source based on a SiV-microcavity system
will be discussed.
4.6.1. Cavity funneling
A way of reaching indistinguishability for solid state emitters with the typical large
ratio of γ?/γ is spectral filtering of the emitted light resulting in a very low efficiency.
A possibility to increase the indistinguishability I = γ/ (γ + γ?) without losing much
light is strong Purcell enhancement such that Cγ  γ?, which would require very high
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Figure 4.6.1.: Indistinguishability (a), efficiency (b) and funneling ratio F = βIγ?/γ
(c) as a function of cavity linewidth κ/γ and emitter-cavity coupling strength g/γ for
γ?/γ = 104. Images taken from [54] and modified. The upper (lower) red framed area
indicates the reachable parameter range for a microcavity with finesse F = 2000 (200 000)
and rC = 5 (150) µm for cavity lengths in the range of d = λ/2 to 0.7 rC . Yellow dot:
parameters for high Q cavity described in sec. 3.3.3 at length of largest Q.
Purcell factors for room temperature solid state emitters as γ? ≈ 104 γ in typical systems.
Grange et al. [54] computed the indistinguishability for such a cavity-coupled system
as a function of linewidth κ/γ and emitter-cavity coupling strength g/γ, shown in Fig.
4.6.1(a). One can see that apart from the region to the top right, which corresponds to
large coupling and broad cavities and is difficult to be reached experimentally, there is
another parameter range (bottom left) exhibiting good indistinguishability. The regions
marked 2 and 3 are governed by incoherent dynamics with the effective transfer rate R
(eq. 2.2.31) between emitter and cavity. Region 2 is the weak coupling regime (called
‘bad cavity regime’ in [54]) where re-absorption of an emitted photon by the emitter
is negligible and one can describe the system as an emitter with a modified decay rate
γ +R. In this week coupling regime, the indistinguishability is given by
I = γ +R
γ +R+ γ? , (4.6.1)
that is I can be increased by increasing R, which, however, requires 2g  γ?, which is
experimentally very challenging. Region 3 is referred to as the incoherent ‘good cavity
regime’, where photons can be stored in the cavity longer than the emitter dephasing
time meaning that the cavity is the effective emitter. The indistinguishability then reads
I = γ +Reff
γ + κ+ 2R (4.6.2)
with Reff = κR/ (κ+R). Large indistinguishability is reached for κ < γ and R < γ,
which can be experimentally feasible.
Regarding the efficiency (plotted in Fig. 4.6.1(b)), which in this case is the probability
to emit into the cavity mode upon excitation, high values are obtained in a different
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which yields high values for R > γ and κ > R, but is moderate in the ‘good cavity
regime’.
However, regarding the product of efficiency and indistinguishability, βI, it is still
possible to achieve values larger than by spectral filtering, where the product cannot





compares βI to the best achievable value by spectral filtering – for F > 1 there is
a spectral cavity-funneling effect, meaning that the broad emission spectrum of the
emitter is ‘funneled’ into the narrow cavity line. The funneling factor does not yet
take into account that the cavity mode can typically be collected more efficiently, which
further increases the efficiency compared to spectral filtering. The parameter space for
which F > 1 is shown in colour in Fig. 4.6.1(c). Clearly, even in the good cavity regime,
funneling factors over 103 can be reached.
4.6.2. Requirements for the cavity system
For the SiV centre, γ?/γ ≈ 103−104 is a typical value (e.g. γ = 2π×160 MHz, T1 = 1 ns
and γ? = 2π × 3.3 THz for a broad line emitter and γ? = 2π × 550 GHz for a 1 nm
narrow line emitter). If one wants to optimise for efficiency, a small radius of curvature
and moderate finesse are desirable. The upper of the two red framed regions in Fig.
4.6.1 corresponds to the reachable parameter space for a cavity with rC = 5 µm and
F = 2000 and cavity lengths from d = λ/2 to 0.7 rC . It is visible that with such a
cavity, efficiencies well larger than 0.9 are feasible. While the indistinguishability stays
moderate, funneling factors over 103 show supremacy compared to spectral filtering.
Reaching the regime of high indistinguishability requires a high Q cavity, so a large
cavity length and thus a large radius of curvature. The lower red framed region cor-
responds to a finesse of F = 200 000 and rC = 150 µm. Note that for large mirror
separations, indistinguishabilities close to one can be achieved with funneling factors
over 100, while a short cavity length results in a high efficiency > 0.8. This implies
that tuning the system between high indistinguishability and high efficiency according
to the needs of the current application is possible with one and the same cavity just by
changing the mirror separation. As an example, the yellow dot in the plots indicates
the parameters of the high Q cavity introduced in section 3.3.3 for the axial mode order
q = 589 of maximal Q = 3.2×107. The radius of curvature is 350 µm and the mode waist
for this length w0 = 6.3 µm. This shows that fibre cavities allowing to create a single
photon source with near unity indistinguishability at room temperature have already
been produced.
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Figure 4.6.2.: (a) Scattering loss as a function of nanodiamond radius for crystals in air
(solid line) and embedded into a layer of PMMA (dashed) in a cavity with w0 = 6.3 µm
(green), 3 µm (blue), and 1.5 µm (red). (b) Normalised transmission following for the
situation in (a) assuming total cavity losses of 35 ppm.
On the experimental side, the challenge is to stabilise the mirror separation such that
the cavity remains on resonance over long timescales. Notably, a quality factor of 3.2×107
corresponds to a linewidth of 13 MHz, which is δλ =23 fm in units of wavelength. This
corresponds to a difference of mirror separation of δd = q/2 · δλ = 6.8 pm. Locking such
a cavity on resonance should be well feasible: Thomas Hümmer recently demonstrated
root mean square (RMS) length jitters down to 100 fm with a monolithic, flexure-
bearing-based cavity design [138]. So cavity systems allowing to reach the cavity-funneled
high indistinguishability regime are already available, waiting for suitable samples to be
tested.
4.6.3. Sample requirements
The general requirements for the SiV centres described in the above sections also ap-
ply here: The emitters should show clean single photon emission, be bright, narrow,
photostable, and have a high quantum efficiency.
In contrast to an efficient (distinguishable) single photon source with a low Q cavity
as was mostly treated in this chapter, the high Q cavity needed for indistinguishability
sets much higher requirements for the diamond quality. If working with a nanodiamond
sample, the crystal quality should be very good, ideally monocrystalline without much
absorption. Assume a mirror transmittivity of 10 ppm per mirror and a total of 15 ppm
mirror absorption (so total losses of 35 ppm) yielding a finesse of 180 000 as has been
demonstrated for fibre cavities [134]. Any small additional loss would then already
decrease the finesse substantially. The scattering loss introduced by a nanodiamond
is plotted as a function of radius in Fig. 4.6.2(a) for a particle in air (solid lines) and
embedded into a layer of PMMA (dashed lines) for different mode waists (green, blue, red
corresponds to w0 = 6.3, 5, 1.5 µm). So the diamond size should stay under a diameter
of about 60 nm if one wants to maintain a high finesse even for small mode waists.
Figure 4.6.2(b) shows the normalised transmission T/T0 for the same values assuming
total cavity losses of 35 ppm. Clearly, very small nanodiamonds are required to achieve
a high outcoupling efficiency.
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An alternative approach are diamond membranes [173, 306–308], which ideally should
be monocrystalline and have to be optically contacted to the planar mirror. Depending
on the thickness of the diamond layer, it acts like an additional weak resonator, such that
a coupled resonator system needs to be considered. The resonances of the membrane,
called ‘diamond-like modes’, and the resonances of the microcavity, called ‘air-like modes’
thereby feature the typical avoided crossing behaviour [173]. While the diamond-like
modes are in principal advantageous for achieving highest Purcell factors, they exhibit
a field antinode at the diamond surface such that low surface roughness is crucial in this
case. Using a fibre machined for high finesse cavities for future SiV experiments in the
course of this work (Fig. 3.1.5), Häußler et al. [308] integrated a 200 nm thin diamond




5. Towards cavity-enhanced single ion
spectroscopy of Eu3+ : Y2O3
Rare-earth-ion-doped crystals are a promising candidate for quantum information ap-
plications and quantum networks in a solid state system [312]. Their large nuclear spin
coherence times allow for storing quantum information. They also exhibit optical 4f−4f
transitions with exceptional coherence, which represent a photonic interface to the spin
states [64–66]. The electric dipole interactions allow for an excitation blockade, which
is similar to the case of Rydberg atoms and could be exploited for the implementation
of quantum gates [78, 79]. But as the dipole-forbidden character of the transitions leads
to a long excited-state lifetime, the resulting emission rates are very low. Coupling the
optical transition to a microcavity leads to Purcell-enhanced rates and promises the pos-
sibility to address individual rare earth ions [76]. This chapter introduces the rare earths
alluding to what makes them so suitable for quantum information applications and dis-
cusses single ion detection experiments. Then, the properties of europium ions shall
be discussed in general and europium-doped yttria nanoparticles in particular. Next,
sample preparation methods and a sample characterisation will be explained, showing
an optical lifetime reduction by nanoparticle embedding. First spectroscopy results of
a few-ion Eu-ensemble are presented, before giving an overview of the potential and
challenges of this approach. Parts of the content of this chapter are published in [85]
and are used under the Creative Commons Attribution 3.0 licence (CC BY 3.0).
5.1. Rare earths
5.1.1. Properties
The term rare earth metals describes the chemical elements with proton numbers 21 and
39 as well as 57 to 71, where the latter are also referred to as lanthanides. While the
first rare earths yttrium and terbium were isolated in 1843 by the Swedish chemist Carl
Gustav Mosander, only in 1949 the last element, promethium, was discovered. Due to
the filled outer lying 5s, 5p, and 6s orbitals of the rare earth metals, they feature almost
identical chemical properties, which is the reason why they typically appear together in
nature and large efforts have to be taken to isolate the individual elements. While the
applications of rare earths were sparse during the largest part of the 20th century, they
have drastically risen in importance over the last 20 years and have become de rigeur in
high-tech products, lighting, magnets, catalysts, and metallurgy. [313]
Rare earths typically exhibit the electron configuration [Xe] 4fn6s2 meaning that the
5s, 5p, and 6s orbitals are closed and the inner lying 4f orbital is gradually filled from
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element to element. Rare earth ions typically appear in the 3+ charge state having the
electron configuration [Xe] 4fm [314].
Rare earth metal ion (REI) dopants are a very promising solid state quantum system:
Their nuclear spin coherence times are among the longest which can be found, up to
six hours for europium ion dopants in yttrium orthosilicate [63], allowing for long term
storage of photon states. They are not subject to spectral diffusion and exhibit very
little vibronic coupling [84]. Together with the very narrow dipole-forbidden optical
4f − 4f transitions at low temperature the system is well suited for a photonic spin in-
terface and quantum memory. Local host crystal fields make these transitions weakly
allowed, while the outer lying orbitals effectively shield the 4f states from the environ-
ment. Even in nanocrystalline hosts, the good coherence properties were shown to be
preserved [82]. Dipole interactions (interaction strengths on the order of GHz) between
rare earth ions in the same host matrix promise a many qubit nuclear spin register
and quantum logic gates between individual ions [78, 79]. At room temperature, the
homogeneous linewidth is broadened by phononic processes and fluctuating spins [315],
while linewidths as small as 73 Hz were observed in erbium-doped yttrium orthosilicate
(Er : Y2SiO5) at liquid helium temperatures [316]. As each individual dopant ion is
subject to a slightly different strain environment in the host crystal, the spectral line
of an ensemble experiences inhomogeneous broadening many orders of magnitude larger
than the homogeneous line, which can be exploited to spectrally address subgroups of
the ensemble and apply spectral hole burning. [166, 312]
5.1.2. Rare earths as quantum memory
Rare earth quantum memories have been realised in ion ensembles using various tech-
niques. Storage times of seconds have been achieved in praseodymium-doped orthosili-
cate (Pr3+ : Y2SiO5) by electromagnetically induced transparency, where characteristics
of the light field are recorded as spin wave in a quantum ensemble [317]. The same REI
system was used to demonstrate an optical gradient echo, where an external field gradi-
ent is used to more and more detune a spectrally sharp absorption feature (spectral hole
burned into the inhomogeneous line) with increasing propagation depth into the mate-
rial, thereby creating an effective broad line. Reversing the gradient retrieves an echo
of the incoming pulse. A retrieval efficiency of over 60% at a storage time of 1.6 µs was
reported [67]. The so-called atomic frequency comb is realised by periodic spectral hole
burning into the broad inhomogeneous line leaving a series of narrow absorbing peaks
with equal spacing. A photon can be stored delocalised over the peaks. After a rephasing
time determined by the peak spacing, a photon echo is released [68, 69]. An atomic fre-
quency comb was also realised in europium-doped yttrium orthosilicate (Eu3+ : Y2SiO5)
[65]. The technique has also been applied to REI waveguide memories, where waveguides
where written into Pr3+ : Y2SiO5 [70], made of thulium-doped lithium niobate [71], or
coupled to a bulk Pr3+ : Y2SiO5 crystal [72]. A quantum memory at telecom wavelength
has been demonstrated applying an erbium-doped optical fibre [73]. The controlled re-
trieval of pulses from a photonic crystal cavity written in a neodymium-doped yttrium
orthovanadate (Nd3+ : YVO4) crystal promises on-chip integration [74].
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5.1.3. Single ion detection
Though challenging due to the low count rates of the weakly allowed optical transitions,
individual rare earth ions have recently been detected: Kolesov et al. [318] performed
upconversion spectroscopy on single praseodymium ions, which could also be detected in
direct high-resolution spectroscopy of 4f−4f transitions [319, 320]. Furthermore, strong
5d− 4f transitions were used to observe single cerium ions [64, 321], while the coherent
4f − 4f transitions seem to be best suited for implementing a spin-photon interface.
However, free-space single ion detection is challenging due to the very low emission
rates of these transitions and in addition, the indistinguishability of the emitted photons
gets deteriorated as the coherence time is typically much shorter than the excited state
lifetime. These challenges can be resolved by coupling the ions to optical microcavites,
which leads to an enhancement of the low emission rates and thereby greatly facilitates
the read-out [85]. A Purcell factor of 111 was demonstrated for individual neodymium
ions coupled to a photonic crystal nanobeam cavity [63, 77]. An enhancement by a factor
of 650 for erbium ions coupled to a nanobeam cavity allows decay rates on the order
of 104 photons/s in the telecom band [76]. Single europium ions have so far not been
detected and their low branching ratio into the desired transition makes the observation
challenging. This chapter will report on first steps towards single ion spectroscopy in
europium-doped yttrium oxide (Eu3+ : Y2O3) [85].
5.2. Europium ions
5.2.1. Level scheme
The electron configuration of Eu3+ is [Xe] 4f6, where the partially filled 4f orbitals are
shielded by closed 5s2 and 5p6 shells. Multiple degenerate states arise from the dis-
tribution of the six electrons into the seven 4f orbitals, where the degeneracy can be
lifted by electron repulsion, spin-orbit coupling, the crystal-field perturbation, and the
Zeeman effect. Electron repulsion leads to a splitting into 119 2S+1L (τ) terms, where
τ is a quantum number to differentiate between terms with identical S and L. The
spectral separation of these terms is on the order of a few hundred THz. Each term has
a degeneracy of (2S + 1) (2L+ 1) ,which is further lifted by spin-orbit coupling, yield-
ing 295 2S+1L (τ)J levels with J = L + S, ..., |L− S|, which still have a degeneracy of
(2J + 1) and are split by a few tens of THz. The further level splitting due to the crys-
tal field on the order of THz is dependent on the symmetry of the host crystal – the
lower the symmetry, the more different energy levels and the more allowed transitions.
Note that J is not well defined in low symmetry environment as J-mixing can occur.
The Zeeman splitting in a strong magnetic field is typically no more than some tens
of GHz. The ground state is 7F0, since it is the largest L term with the highest spin
multiplicity 2S + 1 = 7 and among these the lowest J value according to Hund’s rules.
The next higher lying term is 5DJ with 5D0 being the lowest energy level. A diagram
of the relevant levels of Eu3+ : Y2O3 is shown in Fig. 5.2.1(a), showing the coherent
5D0 −7 F0 transition at 580 nm and the strongest 5D0 −7 F2 transition at 612 nm. A
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Figure 5.2.1.: (a) Relevant level diagram of Eu3+ : Y2O3,showing the coherent 5D0 −7 F0
transition at 580 nm and the strongest 5D0 −7 F0 transition at 612 nm. (b) Broadband
fluorescence spectrum of single nanocrystal recorded by confocal microscopy. The inset
shows the 5D0 −7 F0 transition in high resolution together with a Voigt profile fit. Ions are
off-resonantly excited using a laser at 532 nm. [85]
5.2.2. Yttria as a host matrix
Here, yttrium oxide or yttria (Y2O3) was used as a host matrix. Europium ions can
replace yttrium in two different lattice sites belonging to the C3i (or S6) and C2 point
group, respectively. The C3i group is centrosymmetric and belongs to the trigonal sym-
metry class, where the 5D0 −7 F0 transition is not observed. In contrast, the C2 group is
non-centrosymmetric and belongs to the monoclinic symmetry class, where the degener-
acy of all J levels is fully lifted (i.e. they split up into 2J+1 sublevels each). In this case,
the 5D0 −7 F0 transition becomes weakly allowed [322, 323]. As this is the transition
we are interested in, only the ions in C2 sites are suited. Note that the transition only
becomes weakly allowed in relatively low symmetry sites, which motivates the choice of
yttria as host matrix. For a spectral study of the two sites, see [323]. The relative inten-
sity of the 5D0 −7 FJ transitions is strongly dependent on the site symmetry. A room
temperature spectrum of Eu3+ : Y2O3 is shown in Fig. 5.2.1(b). The ions were excited
off-resonantly with 532 nm light, which is close to the 5D1 −7 F1 transition. Excitation
works efficiently for this wavelength at room temperature as the 7F1 level gets thermally
populated. For excitation spectra around this wavelength, see the thesis of Tobias Krom
[324]. At room temperature, phononic coupling allows for a fast non-radiative relaxation
into the 5D0 level, from which a decay into the 7FJ multiplicity is observed. The most
narrow 5D0 −7 F0 transition is shown in the inset with higher resolution. The 5D0 −7 F2
transition is called a ‘hypersensitive transition’ as it is most sensitive to the local symme-
try [322]. In yttria it appears at about 612 nm, consists of 5 unresolved sublines (three
for the S6 site), and is the by far strongest transition. The 5D0 −7 F1transition (in yttria
consisting of three sublines for the C2 site and two sublines for the S6 site) sticks out by
118
5.2. Europium ions
being the only magnetic dipole transition. As such, it is largely insensitive to the local
environment, which is why it can be used to compare and calibrate Eu3+ spectra [322].
The coherent 5D0 −7 F0 transition features a low branching ratio of only ζF0 ≈ 1/60
(ζF0 = 1/63.2 in Y2SiO5 [84]). Measurements by Tobias Krom [324] even suggest, that
it could be lower by about a factor of two in an yttria nanoparticle sample. This also
motivates Purcell enhancing this transition in order to obtain a larger branching ratio
according to eq. 2.2.49.
5.2.3. Nuclear spin manipulation
For realising quantum gates or a quantum memory, the hyperfine states with their ul-
tralong coherence time are applied, where photonic states can be mapped to the nuclear
spin. There are two europium isotopes, 151Eu and 153Eu, which are about equally abun-
dant and both feature a nuclear spin I = 5/2. Both ground (7F0) and excited state (5D0)
feature six hyperfine sublevels with the states ±mI being degenerate such that there are
effectively three states each, with mI = {1/2, 3/2, 5/2}. The lowest lying level in the
excited state is mI = 1/2 and mI = 5/2 in the ground state. In the latter, the frequency
spacing between the levels is 34 MHz and 29 MHz (88 MHz and 73 MHz), respectively,
for 151Eu (153Eu) in Y2O3. For a spin-photon interface, two of the ground state hyperfine
levels are chosen as qubits |0〉 and |1〉. Population can be transferred between them via
the optical transition. Applying a Raman scheme with bi-chromatic pulses, coherence
transfer has been demonstrated in a photon echo experiment [325]. This scheme has the
potential for the realisation of universal single qubit gates on nuclear spin qubits [326].
5.2.4. Europium-doped yttria nanoparticles
In this work, Eu-doped yttria nanocrystals were studied, as they offer the best optical and
spin coherence properties so far demonstrated for nanoparticles, featuring a homogeneous
linewidth of γh = γ/2+γ? = 45 kHz (at 1.5 K) [82–84] and a nuclear spin coherence time
of 8 ms [81] observed in nanoparticle powders. The sample was synthesized by homo-
geneous precipitation [327] in the group of Philippe Goldner. The nanoparticles feature
a dopant concentration of 0.5% and an average size of 60 nm. Figure 5.2.2(a) shows a
scanning electron microscopy (SEM) image of the sample of nanoparticles spread out on
a substrate and (b) a confocal microscope fluorescence image of individual nanoparticles,
dispersed on a mirror by spin-coating. The inhomogeneous linewidth of the 5D0 −7 F0
transition at room temperature as obtained from single nanoparticle spectra as shown
in Fig. 5.2.1(b), was determined to be 80 GHz even for nanocrystals with very low
count rate. This is as narrow as in bulk samples, thereby being an indicator of good
crystal quality [85]. At liquid helium temperature, the inhomogeneous linewidth in bulk
at 0.5% concentration is reported to be 23 GHz, with an optical lifetime T1 = 950 µs
[328, 329] and an optical coherence time T2 = 1.1 ms [81], which would correspond to a
homogeneous linewidth of γh = 1/ (πT2) = 290 Hz. Perturbations due to surface elec-
tric charges lead to a significant reduction of optical coherence in nanoparticles, where
T2 = 7 µs [83] corresponding to the above-mentioned γh = 45 kHz. However, the nuclear
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Figure 5.2.2.: (a) SEM image of isolated nanocrystals dispersed on a substrate. Mea-
surement conducted in the group of Philippe Goldner. (b) Confocal fluorescence image of
individual nanocrystals spin-coated onto a mirror. [85]
spin coherence is much less affected by surface charges as nuclear Stark coefficients are
several orders of magnitude larger than their optical counterparts [330]. A nuclear spin
coherence lifetime T2 = 12 ms is reported in Eu3+ : Y2O3 bulk transparent ceramics
[325] compared to T2 = 1.3 ms in nanoparticles [81] showing a less dramatic difference.
Applying spin echo and spin dynamical decoupling, the nuclear spin coherence time
could be increased up to 8 ms, comparable to the bulk value [81].
Apart from the easy incorporation into microcavities, nanoparticles could potentially
increase coherence by modification of the phonon density of states [327, 331, 332], pro-
vided the obstacle of surface charges gets resolved. A goal of the presented project is
addressing single ions, which can be achieved by spectral selection in the small sized
ensembles contained in nanoparticles: A crystal of 80 nm in diameter contains about
3 × 104 ions. The homogeneous lines of individual ions would not typically overlap, as
shall be seen in section 5.5.2, allowing for individually addressing them. In bulk mate-
rial, this would only be possible at the tail of the inhomogeneous line, which may not
be optimal as these ions experience the largest crystal strain.
5.3. Optimised cavity coupling by thin film embedding
A novel method of sample preparation was applied were the yttria nanoparticles are
embedded into a thin film of PMMA, which reduces scattering loss, increases the emis-
sion due to a modified density of states, and, with a correct choice of layer thickness,
introduces an additional weak resonating structure. It could be shown that these effects
lead to a lifetime reduction. Part of the discussion is adopted from [85] and is partially
identical.
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Figure 5.3.1.: (a) Scattering loss introduced by yttria nanoparticles for varying particle
size for w0 = 1.3 µm in free space (blue) and embedded in PMMA (yellow). (b) Trans-
mission normalised to empty cavity transmission for a finesse of 20 000 (solid lines) and
150 000 (dashed lines).
5.3.1. Theoretical considerations
Two crucial aspects for the cavity experiment are the scattering loss introduced by the
nanoparticle and the achievable ion–photon coupling strength, where the latter depends
on the partially suppressed local electric field inside the particle. In fact, scattering loss
and local field suppression both arise from the boundary condition introduced by the
nanoparticle surface, and are related to modes outside or inside the crystal, respectively.
The additional scattering loss according to eq. 3.5.9 introduced by yttria nanoparticles
(n = 1.93) of varying size is shown in Fig. 5.3.1(a) for a mode waist w0 = 1.3 µm. The
blue and yellow curves correspond to a particle in free space and embedded into a thin
film of PMMA (n = 1.49), respectively. As the Clausius-Mossotti relation (eq. 3.5.3)
yields a smaller polarisability for a decreased refractive index contrast, the scattering loss
is reduced for the latter case. For a particle with a radius of 40 nm, the loss is reduced
from 84 to 12 ppm, that is by a factor of seven. The resulting normalised transmission
T/T0 is shown in Fig. 5.3.1(b) for a finesse of 20 000 (solid lines) and 150 000 (dashed
lines). So a particle with a radius of 40 nm would still allow for a transmission of almost
40% compared to the empty cavity transmission for high finesse in case of embedding.
Furthermore, the excited state lifetime of the ions is sensitively influenced by the host
nanoparticle and the presence of the surrounding dielectric, which affect the light-matter
coupling strength. For a nanocrystal far in the Rayleigh regime (diameter . 20 nm)
embedded in a medium, the lifetime can be expressed as [333–336]
τ (x) = τ0nr (x)
(









is the relative refractive index. It includes an effective refractive index x + (1− x)nm,
where nm belongs to the partially surrounding medium and x is the filling factor [336].
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Figure 5.3.2.: (a) Refractive index profile (orange) of the mirror and electric field distri-
bution (blue) for an embedded nanocrystal. The red dot marks the location and size of the
nanocrystal. (b) Same as (a) for a nanocrystal on top of a spacer layer as used in the low
temperature cavity experiment. [85]
The latter describes to which extent the particle is surrounded by the medium, which in
this case would be the glass substrate, where x = 1 corresponds to a particle in vacuum
and x = 0 to the fully embedded case. The resulting prolonged lifetime for small crystals
is due to the boundary condition of the crystal-air interface, which makes the crystal act
as an off-resonant cavity that suppresses the local field inside. According to eq. 5.3.1,
ions in small Y2O3 nanocrystals in air should exhibit a lifetime τair = τ (1) = 7.0 τ0.
For larger nanoparticles, calculations [334, 336] and measurements [335, 336] illustrate
a decrease of τ with increasing diameter, while the presence of a surrounding dielectric
leads to a further reduction.
However, these calculations are not adequate for the situation discussed here, as the
particles do not reside in a bulk medium but are embedded into a thin film on a mirror.
Therefore, the effect of embedding is estimated by performing finite difference time
domain simulations1, where the spontaneous emission of a dipole located in an 80 nm
cube of Y2O3 embedded into a thin film on a DBR mirror (see Fig. 5.3.2(a)) is analysed.
One finds that the emission rate is increased by up to a factor of 3.8 as compared to a
dipole in the same nanoparticle cube in free space. Compared to the case of a crystal
on top of a spacer layer as shown in Fig. 5.3.2(b), one obtains a rate increased by a
factor of 2.4. This evidences an increase of the local field strength within the crystal by
embedding, where the coupling strength to the cavity field will be increased accordingly.
To keep the mode volume as small as possible, it seems obvious to keep the thin
film at a minimal thickness, which still allows positioning the nanoparticle in the field
maximum. However, in such a configuration the field intensity is reduced as compared to
the case without embedding (Fig. 5.3.2(b)) as the PMMA layer acts as a non-resonant
weak resonator. Increasing the layer thickness to (3/4)λ/nm (geometric length, for
λ = 580 nm), a transfer matrix simulation shows that the field intensity is as large
as in the vacuum part of the cavity, thereby maximising light-matter coupling (see
1Lumerical FDTD Solutions
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Fig. 5.3.2(a)). It should be noted that the application of such a layer increases the
transmittivity of the mirror, the more, the higher the field intensity inside the layer.
For a (3/4)λ/nm film, the transmittivity is increased by a factor of two as compared to
the naked mirror and by 30% as compared to the case where the particle resides on a
spacer layer as shown in Fig. 5.3.2(b). In addition, the penetration depth increases from
859 nm (both mirrors) for the case in (b) to 1402 nm for the case in (a), which means
that the length increase will be larger than the increase of spacer thickness.
In summary, when comparing the embedded case in (a) with the standard procedure
(crystals on spacer layer) in (b), one gets the same field intensity, an emission rate
increased by a factor of 2.4, and a scattering loss reduced by a factor of 7. However,
this comes at the cost of an increased transmittivity of the planar mirror by 30% and a
cavity length increase by at least 543 nm. As an example, assume a fibre with a radius
of curvature rC = 20 µm and a profile depth t = 1.5 µm. The particle diameter is 80 nm,
the bare mirror transmission 95 ppm, and the total mirror absorption loss 40 ppm [85].
Due to the difference in penetration depth, one reaches q = 9 in case (b) and q = 11
in case (a) leading to different mode waists w0 = 1.12 µm and 1.16 µm, respectively.
The effective Purcell factors are 16.9 and 14.5. But even though the Purcell factor is




= C · β · ηc · f, (5.3.3)
is larger, where ηc is the outcoupling efficiency (containing scattering loss) and f the
enhancement factor due to a different density of states. For (b), one obtains γout/γ0 =
11.7 and 31.0 for (a); so the advantages of embedding outweigh the smaller Purcell factor.
5.3.2. Preparation
From the transfer matrix simulation shown in Fig. 5.3.2(a), one finds that the ideal
layer thickness for a particle with a diameter of 80 nm is 290 nm. To ensure that the
nanoparticle resides in a field maximum of the standing wave that will be formed in the
cavity, a three-step preparation was used: First, a layer of 55 nm of SiO2 was applied to
the mirror by electron beam evaporation. Then, nanocrystals are deposited on this layer
by spin-coating and are thus centred on an electric field maximum. Third, a 235 nm thick
layer of PMMA is spin-coated to cover the particles. Coating a silicon test substrate with
the same layers showed that this procedure results in the correct thickness up to about
5 nm according to ellipsometry measurements. The two materials feature a comparable
refractive index nm = {1.46, 1.49}. It remains unclear if the PMMA layer smoothly
covers the nanoparticles or features bumps at these positions, which could introduce a
further loss channel.
As for the spin-coating step, the following procedure was found to yield an even spread
of particles without much agglomeration: First, the mirror surface was activated in an
oxygen plasma to increase the hydrophilicity. The yttria powder is suspended in water
(at a concentration of very roughly 1 µg per ml water). It was found that the particles
have the tendency to form agglomerates, which is why 200 µg of the surfactant sodium
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Figure 5.3.3.: (a) Fluorescence lifetime measurements as function of the photon count-
rate. Each data point corresponds to a single measurement carried out on a randomly
chosen crystal. Blue: crystals on silica slip. The blue solid line is a fit to a model. Orange:
crystals embedded in a PMMA thin film on a mirror. The right panel shows the average
lifetime and the standard deviation of the mean value for both cases. (b) Histogram of
measured crystal sizes (right panel, red bars) and histogram of calculated crystal sizes from
a measured fluorescence distribution (left panel, blue bars). [85]
dodecyl sulfate (SDS) per ml water was added. It is assumed that the agglomeration
originates in a hydrophobic surface of the yttria particles, which then appear in bunches
to reduce the surface to water. SDS has a hydrophobic and a hydrophilic end, such that
the molecules cover the particles and help dissolving them in water. The sample was
centrifuged to get rid of too large particles and agglomerates and treated in an ultrasonic
bath to spread the particles. After having spin-coated the particles2, the sample was
again plasma-cleaned to remove the SDS.
5.3.3. Lifetime reduction and count rate estimate
To study the effect of embedding, the sample prepared on a mirror as described above
was compared to a reference sample, where the nanoparticles are spin-coated onto a
fused silica substrate. Both samples were examined in a confocal microscope (see exem-
plary scan in Fig. 5.2.2(b)) and lifetime measurements were conducted for all particles
featuring the characteristic spectrum of Eu ions withing an area of 100× 100 µm2. For
the measurement, the ions were excited at 532 nm, where an acousto-optical modulator
(AOM) was applied to generate 50 µs pulses at a repetition rate of 200 Hz. The whole
spectral range above the excitation wavelength was collected. The obtained lifetime
traces3 were well fitted by an exponential decay and the resulting time constants are
plotted in Fig. 5.3.3(a) as a function of count rate as detected on the APD4 for cw
excitation at 500 µW. The data shown in blue and yellow correspond to the particles on
the fused silica substrate and embedded in PMMA on the mirror, respectively. Assum-
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ing a homogeneous distribution of Eu ions and a linear relation between the count rate
and the number if ions in the nanoparticle, one finds the expected correlation between
lifetime and particle size.
Considering the count rate distribution and comparing it to a size distribution obtained
from SEM images like the one in Fig. 5.2.2(a), one can get an order of magnitude
estimate for the typical count rate per single ion. Figure 5.3.3(b) shows a histogram of the
measured nanoparticle size (red, right) and the expected size distribution calculated from
the measured fluorescence count rates (blue, left). For the calculation, it is assumed that
the count rate I and the particle radius are directly related via I = NI0 = (4π/3)n0r2I0,
where I0 is the single ion count rate and N the number of ions. From the size and
doping concentration, and with the known yttrium concentration in the C2 site of n0 =
1.6 × 1022 cm−3, one can deduce that single crystals of e.g. 60 nm diameter contain
N ∼ 104 ions. The two distributions match if assuming an excited state population
of 20% (several ground state levels are thermally populated, but only one is excited at
about one saturation intensity) and an overall fluorescence detection efficiency of 1.5%.
This value is smaller than the expected maximally achievable detection efficiency of 20%
for the setup, which can be calculated by spatially integrating over the dipole emission
on the mirror averaged over dipole orientations (see section 3.4.5), the angular collection
efficiency of the microscope objective, the maximal transmission through the optics, and
the detector quantum efficiency, in analogy to the discussion in section 4.4.4. The smaller
experimental value is ascribed to suboptimal collection and transmission efficiency and
a potential overestimation of the excited state population. From this analysis, it can be
deduced that about 2 photons per second per ion are detected, which could be increased
to 100 photons s−1 under ideal conditions. This discussion shows that a free space
experiment is not well suited for efficient single ion read-out.
According to Le Kien et al. [334], the size-dependent lifetime of a dipole in the centre
of a dielectric sphere is given by
τ (r, x) = τ0 nr (x)U (r) (5.3.4)
with nr (x) as given in eq. 5.3.2 and















K = ε2 (ε+ 1) z6 − (ε− 1)2
[
εz4 − (ε+ 1) z2 − 1
]
(5.3.6)
B = (ε− 1)
[
ε2z6 − ε (ε+ 3) z4 + (ε− 1)2 z2 − (ε− 1)
]
(5.3.7)




εz4 − z2 + ε− 1
)
(5.3.8)
z = kr is the wave number multiplied with the radius and ε = nr (x)2 is the relative
permittivity. The expression converges to eq. 5.3.1 for r → 0. It is assumed that
a single central dipole reasonably approximates the continuous ion distribution in the
nanocrystals as long as r < λ/ (2πn) ≈ 50 nm. To fit eq. 5.3.4 to the data, the
wavelength of the strongest transition, λ = 612 nm, is chosen; the wavelength in bulk is
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2π n0 cdop ηcol
, (5.3.9)
where I is the count rate, cdop the doping concentration, and ηcol the collection efficiency
obtained from the histogram comparison discussed above. Note that the resulting rela-
tion is recursive as it contains the lifetime τ(r). It was found that the expression has
well converged after 10 iterations starting with τ (r) = τ0, and the result is taken as a fit
function with the filling factor x as sole fit parameter. The best agreement was achieved
for x = 0.30 (solid line in Fig. 5.3.3(a)), which is smaller than expected, such that other
factors that reduce the lifetime in addition to the presence of the substrate cannot be
excluded.
Regarding the data set corresponding to the embedded particles (yellow), one can
observe a significant lifetime reduction [337] as compared to the particles on fused silica.
The right panel of Fig. 5.3.3(a) shows the lifetime for the two cases averaged over all
crystals – one observes an averaged lifetime reduction by a factor of 1.5 for the embedded
sample, which features a lifetime of τemb = (1.26± 0.03) ms as compared to τsub =
(1.91± 0.06) ms for the sample on silica. The observed average lifetime reduction is in
agreement with the FDTD simulation when considering that the simulation compares a
crystal in free space with an embedded one, while the measurement compares crystals
on a substrate with embedded ones. If relying on the model used for the fit of the
lifetime data, one can use the ratio τ (x = 1) /τ (x = 0.3) = 2.66 to calculate the expected
lifetime in air for the measured data. With this, one obtains an overall lifetime reduction







= τ (x = 1)
τ (x = 0.3)
τsub
τemb
= 2.66× 1.52 = 4.0, (5.3.10)
close to the FDTD prediction of 3.8. Note that this estimate makes the assumption that
the ratio τair/τsub is the same for larger crystals as in the limit r → 0, which is but an
approximation.
5.3.4. Embedding in yttria
To further reduce scattering loss, it could be useful to consider an yttria thin film on
the mirror. As additional dephasing in nanostructures was shown to be reduced by
embedding them into bulk [338, 339], which could even increase coherence. However,
annealing such a thin film, which is needed to get good coherence properties, would
require higher temperature than a dielectric mirror can bear. Furthermore, nanocrystals
comprising only a small number of ions make it easier to spectrally select single ions,
even in the centre of the inhomogeneous line. These considerations led to the idea to
embed annealed yttria nanoparticles into a non-annealed yttria thin film. In analogy
to the procedure described in section 5.3.2, a spacer layer of yttria would be deposited
on the mirror to shift the nanoparticles into the field maximum. After spin coating
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the nanoparticles, a second layer of yttria would be applied. Again, it can be shown
that the emission rate is largest for a geometric layer thickness (3/4)λ/n, which would
correspond to 225 nm of yttria. This would increase the mirror transmittivity by a factor
of 3.5 and the total penetration depth would be about 2 µm. Nevertheless, this approach
would result in a higher emission rate into the collection channel, as can be seen when
computing the numbers for the same example cavity as in section 5.3.1: The smallest
accessible mode order is q = 13 leading to w0 = 1.2 µm and a Purcell factor of 9.5. As
there is no scattering loss, 73% of the light emitted into the cavity mode is coupled out
through the planar mirror. Together with an enhancement factor of 7 compared to a
nanoparticle in air, one obtains γout/γ0 = 43.7, which is over 40% more than for the
nanoparticles embedded into PMMA.
First confocal fluorescence measurements of a non-annealed yttria film, deposited on
a fused silica substrate in the group of Alban Ferrier, did not show any material fluo-
rescence in the important spectral window. At this stage, it is not known if the surface
roughness will be small enough for cavity experiments, but this approach is certainly
worth to be further pursued. A practical challenge could be to laterally locate the
nanoparticles in the cavity as absorption scans would probably no longer reveal them.
5.4. Experimental setup and specifications
This section describes the setup used for the few ion spectroscopy in [85] and explains
the potential Purcell enhancement in this system and the detection scheme. A detailed
description of the setup can also be found in [166].
5.4.1. Cavity
The cavity consists of two mirrors with a dielectric coating with a specified transmission
of 100 ppm at 580 nm each. Finesse measurements at different longitudinal mode orders
yield an average value of F = 17 000, which varies by about 5000 due to transverse mode
coupling losses at particular mode orders. As the cavity experiment was conducted
while the embedded sample discussed in the previous section was being prepared, an
earlier sample preparation method was applied: The nanoparticles are spin-coated onto
a PMMA spacer layer (Fig. 5.3.2(b)) to shift the centre of nanoparticles with a diameter
of 80 nm into the field maximum. This requires a geometric layer thickness of 77 nm
leading to an enhanced transmittivity of 190 ppm. Having measured the finesse and
knowing the mirror transmission, the residual scattering and absorption losses can be
calculated to be 30 ppm for each mirror [85].
The radius of curvature of the fibre profile is 20 µm with a depth of 1.5 µm. The
specifications of the used cavity can also be found in appendix A (fibre C). The smallest
accessible axial mode order is q = 9 (total penetration depth dpen = 860 nm) leading to
a mode waist w0 = 1.1 µm and mode volume Vm = 2.6λ3.
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Figure 5.4.1.: (a) Calculated ideal (red) and effective (orange) Purcell factor as a function
of finesse. Solid lines: q = 9, rC = 20 µm. Dashed lines: q = 4, rC = 20 µm. Dotted lines:
q = 4, rC = 10 µm. (b) Cavity QED parameters as a function of finesse for rC = 20 µm
and q = 9 (4) (solid (dashed)). γ? taken from [83] and γ? (300 K) ≈ 130 GHz. g0 =
√
ζgall.
5.4.2. Expected Purcell enhancement
The above named values lead to an ideal Purcell factor C0 = 950 and an effective Purcell
factor including the branching ratio of Ceff = ζC0 = 16. Figure 5.4.1(a) shows the ideal
(red) and effective (orange) Purcell factor as a function of finesse, where the solid lines
correspond to the cavity in the experiment (q = 9, rC = 20 µm). The dashed lines are
for the same radius of curvature reaching a smaller axial mode order q = 4, which is
reasonable for a more shallow profile. The Purcell factor for a cavity with a smaller
radius of curvature rC = 10 µm is shown as dotted lines. For an envisaged finesse
of 150 000, effective Purcell factors of more than 100 are reached with realistic cavity
geometries.
Regarding the cavity QED parameters, which are shown as a function of finesse in
Fig. 5.4.1(b), there is a clear distinction between room temperature and liquid helium
temperature regarding the pure dephasing rate γ?. Note that g0 =
√
ζgall includes the
branching ratio. The strong coupling regime, for which 2g > |γ + γ? − κ| must hold, is
reached in neither case. At room temperature, γ + γ?  κ 2g0, that is the system is
in the bad emitter regime of the weak coupling regime. Even at cold temperature, κ > R
holds for all finesse values, such that the good cavity regime cannot be reached, meaning
that the photon leaves the cavity directly upon emission [147]. With κ 2g0  γ+ γ?,
the system is not in the classical bad cavity regime (with κ  γ + γ?  2g0), but the
cavity-emitter coupling dominates over the total emitter dephasing. It was theoretically
shown [84] that the reversible transfer of quantum states between ions in separate cavities
is possible in this regime, which is important when using such a system as node in a
quantum network.
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5.4.3. Optics
The optical setup is shown in a schematic drawing in Fig. 5.4.2. There are three
laser sources available: The laser for the Eu spectroscopy is a commercial Toptica DL
pro ECDL at 1160 nm5. The 580 nm light for resonant excitation of the 5D0 −7 F0
transition is generated in a temperature-stabilised6 fibre-coupled second-harmonics gen-
eration (SHG) stage based on a periodically poled lithium niobate (PPLN) waveguide7.
The laser offers mode-hop free scanning over 1 GHz and a narrow linewidth of around
100 kHz. It is tuned to the correct wavelength with the help of an optical spectrum
analyser8, which has a resolution of 60 MHz. For maximum conversion efficiency (about
8% of the original power), the temperature of the SHG needs to be well adjusted for
each wavelength setting as the optimal temperature varies with 2.23 K/0.1 nm [166]. To
generate pulses and, perspectively, to individually address the hyperfine states of the Eu
ions, an AOM9 is used in a double-pass configuration, where the first diffraction order
is selected by an iris aperture and reflected back into the AOM such that it retraces
the light path of the incoming light, making the further beam path independent of the
deflection angle. The beam is coupled out of the AOM arm by polarisation optics10. To
address a single polarisation mode of the cavity (see eq. 2.1.33), the polarisation can
be tuned by a half-wave plate and a quarter-wave plate in the 580 nm beam path. An
optical chopper wheel can be used in addition to the AOM to periodically chop the beam
for resonant excitation and thus fully block residual resonant excitation light.
The light of a home-built ECDL at 640 nm11 is overlapped with the 580 nm beam
path via a dichroic mirror12. Its light is phase-modulated in a fibre-coupled electro-
optical modulator13 (EOM) to generate an error signal for Pound-Drever-Hall locking
(see chapter 6).
Light from a 532 nm laser14 is also overlapped with the general beam path via a
dichroic mirror15. As 532 nm lies on the edge of the cavity mirror stop-band, it leads
to a low finesse (∼ 102) making the green light well suited to align the cavity and the
collection beam path. Furthermore, it can be used for room temperature off-resonant
excitation of the Eu ions and analysing the noise spectrum of an unstabilised cavity.
All colours can be simultaneously coupled into the cavity fibre16, which enters the




9Gooch & Housego 3350-199
10A quarter-wave plate turns the linearly polarised light into circularly polarised light, whose handedness
is inverted on the mirror. When it passes the quarter-wave plate on the way back, it is therefore
converted to linearly polarised light whose polarisation is perpendicular of the incoming light, such
that it can be coupled out with a polarising beam splitter.
11Laser diode: Ushio HL63142DG, 637 nm, 120 mW
12Semrock FF635-DI01
13Jenoptik PM635























Figure 5.4.2.: Schematic drawing of the optical setup. SHG: second-harmonics generation
stage. BP: band pass filter. PD: photo diode. PBS: polarising beam splitter. OSA: optical
spectrum analyser. EOM: electro-optical modulator. OI: optical isolator.
cryostat through a vacuum-tight fibre feed-through. The light coupled out of the cavity
through the planar mirror is collimated by an aspheric lens and leaves the cryostat
radiation shield and sample chamber through two windows. With a dichroic mirror
each, the red and the green light can be split off and individually detected. Depending
on the wavelength or wavelength range one wants to detect, a range of band pass17,
short18 and long pass19, and notch20 filters is available. When detecting non-resonant
fluorescence upon excitation with 580 nm, a pellicle beam splitter can be used to reflect
off a small fraction of the light in a steep angle to the beam (to keep the losses low)
such that the transmitted 580 nm light can be monitored with an APD21 in addition to
the fluorescence light. In this case the excitation light would be filtered out after the
pellicle beam splitter. The fluorescence light is detected by a photon counting APD22
in a light-tight box, which has a measured dark count rate of about 35 cps.
5.4.4. Cryostat and nanopositioner
For cooling the cavity to liquid helium temperature, a cold finger cryostat, the Montana
Instruments Cryostation, is used. It is a closed-cycle helium system with a two-stage
Gifford-McMahon cooler [340, 341]. The second stage is connected via a thermal link
to the sample platform, which reaches a temperature of 3.2 K without thermal load. A
metallic radiation shield (with windows for optical access) mounted to a ring thermally
linked to the first stage (27 K) shields the sample from thermal radiation, which is
negligible at this temperature as it scales as ∆T 4. An outer metallic housing with
windows closes the sample space and is evacuated before cool-down.
17610 nm (Semrock FF01-610/5-25), 580 nm ( FF01-580/14-25)
18650 nm (FF01-650/SP-25)
19594 nm (BLP01-594R)




5.4. Experimental setup and specifications
The planar mirror is mounted to a stack of three closed-loop stepper positioning
stages23 for displacement in all three directions, which constitutes the first version of the
cryogenic scanning cavity setup (for the second version, see chapter 6). The positioner
stack is connected via a copper block to the cold platform. Additional thermal bridges
(braided copper wires) thermally connect the mirror holder to the copper block to allow
a heat flow to the cold base. With this setting, a sample temperature of 8.5 K could be
reached. The fibre is glued into a syringe needle for stiffness and robustness, which in
turn is glued to a shear piezo stack for fine tuning of the cavity length. The vibrations
introduced by the piezo movement can be compensated for by an identical dummy piezo
stack. The fibre side is rigidly connected to the base copper block by a tapered aluminium
piece. An aspheric lens mounted behind the mirror and not touching the positioning
stages, collimates the light before it leaves the cryostat through two windows. A detailed
description of the mechanics and thermalisation can be found in the thesis of Franziska
Beck [166], who designed this setup.
Although the mechanical setup was designed for high stiffness, i.e. high mechanical
resonance frequencies, it was found that the vibrations introduced by the cryostat were
too large to actively lock the cavity on resonance. Note that a special spring suspension
of the cold head and a floppy thermal link already make the Cryostation far less noisy
than comparable cryostats. However, the specified vibrations are still 5 nm peak to peak.
The relative length jitter between the two mirrors along the cavity axis is considerably
lower, but to keep the cavity on resonance, the length jitter must be on the pm level.
Introducing a screw forming a rigid connection between the fibre holder and the mirror,
reduced the jitter by an order of magnitude, however still not sufficient. This is why
the measurements discussed here are conducted while modulating the cavity length over
resonance with the shear piezo. A new cryopositioner design allowing for higher stability
is presented in the next chapter.
5.4.5. Detection scheme
To spatially locate a crystal of suitable size, scanning cavity microscopy is performed.
The measurements presented in this section were performed by Bernardo Casabone. The
discussion is partially identical to [85]. From eq. 3.5.10, the scattering loss introduced by
the particle can be obtained. A nanoparticle is selected for further investigation, when
it is large enough to contain a suitable ion ensemble for fluorescence measurements,
but small enough that the scattering loss does not largely deteriorate the outcoupling
efficiency of the fluorescence light from the cavity. Figure 5.4.3(a) shows the scattering
loss of a single crystal deduced from an SCM scan at a cavity length d = 5.5 µm.
The shape represents the point spread function defined by the cavity mode, while the
asymmetry is due to a miscalibration of the nanopositioning stage at short length scales.
From the peak loss B = 203± 20 ppm observed for perfect spatial alignment, for which
the outcoupling efficiency is ηc = 0.26, one can calculate the crystal diameter to be
91± 3 nm. Together with the doping concentration of 0.5%, this allows to estimate the
23Attocube ANPx311 for both horizontal directions, ANPz51 for vertical direction, ANC300 controller
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Figure 5.4.3.: (a) Map of scattering loss introduced by a single crystal when scanning
the cavity mode across it. (b) Eu3+ spectrum (black) overlapped with the cavity spectrum
(red) with resonances at 580 nm and around 612 nm for longitudinal cavity mode orders
q = 17, ..., 21 (resonance linewidth not to scale). (c) Calculation (red line) and measurement
(black) of the count rate as a function of mode order q. Measurements performed by
Bernardo Casabone. [85]
number of ions contained in the crystal, yielding N = 3× 104 ions in this case. [85]
At room temperature, it can be easily verified if the loss is caused by a Eu-doped
crystal by coupling 532 nm light into the cavity. Due to the low finesse at this wavelength,
meeting the resonance condition is not so critical for the excitation light. Modulating the
cavity length, one can find mirror separations where the cavity is resonant with the strong
transition around 612 nm, whose fluorescence can be detected. At cryogenic temperature,
excitation with 532 nm is no longer possible as it requires phononic relaxation, such that
resonant excitation at 580 nm must be used. For studying the 5D0 −7 F0 transition,
a pulsed excitation scheme is applied where pulses with a duration of ∼ 100 µs are
generated with the AOM and/or the chopper wheel. The photon counting APD is gated
such that it only detects photons while the excitation light is off. A small temporal
delay of a few µs between the excitation and detection window temporally filters out
background fluorescence. However, as locking was not possible, the fraction of time on
resonance was not sufficient to observe fluorescence from this weak transition.
Therefore, one takes advantage of the brightest emission line, the 5D0 −7 F2 transition
at 612 nm, such that the fluorescence can be well detected also for an unstabilised cavity.
Exciting at 580 nm and detecting at 612 nm requires having the cavity resonant with
both wavelengths. Figure 5.4.3(b) shows the Eu3+ spectrum overlapped with the cavity
resonances at 580 and 612 nm, where the longitudinal mode order is varied from q = 17
to q = 21 for 580 nm. This illustrates that for q = 19, both 580 and 612 nm light is
resonant, such that this mode order is used for the introduced excitation and detection
scheme. Figure 5.4.3(c) shows a calculation and a measurement of the count rate as a
function of mode order q for 580 nm cavity excitation. For this measurement, the cavity
length was tuned to a particular mode order q and modulated with a rate of 10 Hz and
an amplitude of about 4 nm around the set value, corresponding to an amplitude of
more than 250 cavity linewidths (1.3 GHz at 580 nm). The data acquisition with the
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APD is synchronised with this modulation to obtain a time-resolved photon counting
signal. The detected counts are summarised in a histogram with a bin size corresponding
to about two cavity linewidths and the averaged peak count rate per bin after several
seconds of data acquisition is evaluated. [85]
5.5. Few ion spectroscopy
While it should be possible to talk to individual Eu3+ ions in a stabilised cavity, first
measurements conducted by Bernardo Casabone with an unstabilised cavity already
show spectroscopy of a small ion ensemble. The discussion is adopted from and partially
identical to [85].
5.5.1. Measurement of the inhomogeneous line
To perform spectroscopy of the 5D0 −7 F0 transition, the cavity length is set to q = 19
and the laser frequency is tuned across the inhomogeneous line, while the count rate is
measured. Figure 5.5.1 shows the obtained spectrum. Due to the limited tuning range
with the inbuilt piezo, the whole line is covered by manually setting the laser frequency
to three different values and scanning around them. The Gaussian fit to the data yields
a FWHM linewidth of 22 GHz and a centre wavelength of 580.866 nm, which agrees very
well with the linewidth in bulk samples at this doping concentration, thereby confirming
the high crystal quality [342]. This measurement represents the first low-temperature




Figure 5.5.1.: Measurement (performed by Bernardo Casabone) of the inhomogeneous
line of the 5D0 −7 F0 transition. The solid line is a Gaussian fit, yielding a full-width-half-
maximum linewidth of 22 GHz. [85]
5.5.2. Estimation of ensemble size
To gain insight in the spectral distribution of the ions in a single nanoparticle, the number
of ions within the frequency interval of the homogeneous linewidth of a single ion is esti-
mated, assuming a Gaussian spectral ion density and neglecting the hyperfine structure.
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Figure 5.5.2.: (a) Calibration of the power broadening by laser frequency modulation.
The count rate as a function of modulation amplitude (black data points) shows a linear
dependence (red line: fit). From the extrapolation to zero count rate, one can estimate the
power broadening, yielding 140 MHz in this case. (b) Count rate as a function of intra-
cavity power. The solid line is a fit to the data for low power. Measurements performed
by Bernardo Casabone. [85]
An estimated number of N ≈ 3 × 104 ions in the crystal with an expected homoge-
neous linewidth of about γh = 200 kHz at 10 K [83] are spread over an inhomogeneous
linewidth of γinh = 22 GHz. This leads to a peak density n = 2
√
ln 2/πNγh/γinh = 0.27,
i.e. in the centre of the line, the ion transitions are spaced by about four linewidths,
and low power spectroscopy would in most cases address no or at most a single ion. An
overview of the relevant frequency scales of the experiment is given in appendix E.
To obtain the observed signal, a very high excitation intensity of several GW cm−2
is used, which leads to strong power broadening and thus off-resonant excitation of
small ion ensembles. To calibrate the amount of power broadening, the frequency of
the excitation laser is modulated and the count rate is measured as a function of the
modulation amplitude (see Fig. 5.5.2(a)). One can observe a linear signal increase up to
an amplitude that approximately corresponds to the cavity linewidth. The slope then
levels off as the excitation light is no longer on resonance with the cavity. Extrapolating
the linear dependence to zero count rate, gives an estimate of the power broadening. For
the presented measurement, this amounts to 140 MHz, taken at an intra-cavity power
of ∼ 53 mW and an intensity of ∼ 3.5 GW cm−2 (see eq. 2.1.14).
In Fig. 5.5.2(b), the count rate on resonance (without frequency modulation) is shown





2/γ, where S0 is the saturation parameter, Ω the Rabi frequency, and γ the excited
state decay rate. The observed power dependence follows the expected
√
S0 relation over
a large range (red solid line). For the weakest accessible excitation power of 0.15 mW,
where there is still a significant signal to background ratio of 2, the excitation is a factor
400 weaker than for the value used for the calibration. This means that the broadening
is a factor of 20 smaller, i.e. ∼ 7 MHz. With an average spectral ion separation of
δ = 750 kHz, this corresponds to probing ∼ 10 ions. At this power level, a count rate
of 300 cps is detected on resonance, such that a single ion count rate of approximately
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30 cps can be deduced. This value is already larger than the estimated single ion count
rate for confocal detection, despite the fact that only a single transition is detected and
that the cavity is only resonant during a small fraction of time.
In the revised second version of the setup, which should allow cavity locking in the near
future, the cavity would be continuously coupled to the 5D0 −7 F0 transition for both
excitation and detection, such that much larger count rates are expected. Without the
need for the double resonance scheme, shorter cavity lengths are possible, corresponding
to larger enhancement. For a realistic cavity with F = 105 and d = 2 µm, C = 100
is expected, such that up to 105 photons per second can be scattered into the cavity,
enabling efficient single ion readout. As shall be further discussed in the following
chapter, a stable cryocompatible nanopositioning stage has already been implemented.
While active cavity stabilisation at cold temperature still faces some issues, it has already
been possible to image the yttria nanoparticles via SCM and detect fluorescence from
the dominant 5D0 −7 F2 transition following the same scheme as has been introduced




6. A low noise nanopositioning stage for a
cryogenic environment
Low temperature fibre-cavity applications which require high finesse but still rely on
tunability, face the problem that the mirror separation needs to very precisely stabilised
in a noisy and potentially not very well controllable environment. This chapter first
focuses on the challenges arising in the cryostat used for the Eu experiment and discusses
active stabilisation and passive stiffness. Next, a home-built lever-based positioning stage
is introduced, alluding to the necessary adaptions for cryogenic use. After discussing the
obtained stability and remaining challenges, a short outlook is given.
6.1. Noise and active stabilisation
To keep the cavity on resonance on long time scales, the relative position of the mirrors
to each other must be kept constant. Noise from the environment coupling to the system
typically leads to a jitter of the mirror separation much larger than required for this goal.
Therefore, the mechanical design needs to be as stiff as possible to be less susceptible
to low frequency noise; the system needs to be passively vibration isolated to damp
out high frequencies, and an active stabilisation of the mirror separation is necessary to
correct for residual low frequency noise and drifts. These three measures shall here be
discussed in more detail.
6.1.1. Required stability
To estimate the required relative length stability, one must regard the resonance linewidth




which means that it is independent of the cavity length. At first glance, this seems
counter-intuitive as the linewidth as a function of wavelength is inversely proportional




directly following from Q = Fq = ν/δν, such that δd = (q/2) δλ. To understand
this, one can picture the q = d/(λ/2) field antinodes between the mirrors. A small
change in λ accumulates for all antinodes making longer cavities more sensitive to wave-
length/frequency changes, whereas the number of antinodes does not matter for the
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response upon a small change in d. Assuming a finesse F = 20 000, the length-change
linewidth for λ = 580 nm is δd = 14.5 pm, and for F = 150 000, one gets δd = 1.9 pm.
To keep the transmission above 90% of the centre resonance transmission, the mirror
separation must not change more than δd/3 = 4.8 pm or 0.6 pm, respectively. Assuming
these values as allowed peak to peak amplitude of the length jitter, the allowed RMS






= 1.7 pm for the low and 0.2 pm for the high
finesse. The cavity should remain on resonance for at least the optical lifetime, so more
than 1 ms.
These values sound particularly challenging, when noting that the Cryostation has a
specified peak to peak jitter of 5 nm. With the setup described in the previous chapter,
one could achieve an RMS length jitter of 100 to 200 pm1, which clearly is not sufficient.
With another commercial cryo three-axis positioning stage2, Franziska Beck reports
1.4 nm RMS with the Cryostation running [166]. The cryocooler has a cycle frequency
of about 1 Hz, whereof an interval of about 300 ms is relatively quiet such that it should
be sufficient to trigger on the cooler cycle and have the cavity locked on resonance only
during this less noisy fraction of time.
6.1.2. Pound-Drever-Hall locking
The 580 nm light is perspectively to be used in pulsed excitation mode, which means that
the cavity needs to be held on resonance with the 580 nm line even in time intervals of
a few hundred µs length where the excitation light is off. This scheme requires a second
‘locking’ laser for active stabilisation. As the system will be subject to large vibrations
during the noisier part of the cryostat cycle, which could result in cavity length jitter
amplitudes larger than the 580 nm length-change linewidth, it is useful to use a locking
laser at a wavelength, which experiences a smaller finesse. Here, a wavelength of 640 nm
is chosen, corresponding to F ≈ 2000. The different wavelength light can be easily split
off after the cavity by a dichroic mirror and individually detected. The drawback of this
method is that both wavelengths need to be simultaneously resonant. The resonances
come close to each other periodically with increasing cavity length, where the distance
of such encounters is the beating length
dB =
λ1λ2
2 (λ2 − λ1)
, (6.1.3)
which is 3.1 µm or 11 orders of the 580 nm light for λ1 = 580.87 and λ2 = 640.4.
With a bare mirror, a simultaneous resonance happens at the second shortest accessible
axial mode order. However, when using the specially prepared mirror with a 290 nm
layer with embedded nanoparticles as described in section 5.3, this order is no longer
accessible (could potentially be possible with a more shallow fibre profile). In this case,
the first double resonance appears at a geometric cavity length of 1.9 µm 3. Together
with a total penetration depth of 1.4 µm, this corresponds to q = 12.
1value taken from slides by Bernardo Casabone
2JPE IM-CPSHR-COE
3value obtained from transfer matrix simulation
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Figure 6.1.1.: (a) 580 nm transmission trace as a function of cavity length change (yellow)
and error signal generated with 640 nm light (red). Yellow trace shifted downwards for
clarity. (b) Close-up of double resonance.
To stabilise the cavity length on centre of the resonance, Pound-Drever-Hall (PDH)
locking is applied [343, 344]. To create an error signal, the 640 nm light is phase-
modulated with an EOM4, which is driven with a 4 GHz signal5. The cavity transmission
is detected with an amplified photo diode6 and mixed with the amplified7 oscillator
signal, which, after low pass filtering with a cut-off frequency of 1.9 MHz, results in a
trace as shown in Fig. 6.1.1(b) (red). Note that the modulated sidebands reside within
the cavity resonance, which has a width of about 20 GHz. The laser is frequency tuned
such that, for the axial order exhibiting the double resonance, the 580 nm resonance line
(yellow) resides within the near-linear part of the error signal, close to its zero crossing.
Figure 6.1.1(a) shows the 580 nm transmission as a function of cavity length recorded
for several free spectral ranges together with the 640 nm error signal, including the
double resonance at zero length change. As the error signal is linear and in particular
inversion symmetric around the origin, its value marks the position on the line, allowing
for correcting the cavity length accordingly by applying a voltage to a piezo actuator.
However, a voltage proportional to the error signal is not sufficient as it would be zero
when the resonance condition is perfectly fulfilled, thereby not accounting for a constant
offset and slow drifts. This explains the necessity for an integrative (I) or proportional-
integrative (PI) controller. As the integrative part integrates the signal with respect to
time, its history and therefore the slowly varying offset is accounted for. Another way
of seeing it is regarding the integrator gain profile, which is largest at zero frequency
and exponentially decreasing with frequency, whereas the proportional part, which just
multiplies the signal with a constant, has a gain profile constant with frequency. The
centre of the 580 nm resonance is in general not perfectly positioned at the zero crossing
of the error signal, which can be accounted for by adding an adjustable offset (set point).
4Jenoptik PM635
5DS Instruments SG4400L RF signal generator
6see Brachmann et al. [134] and the cavity lock report [345]: Hamamatsu G4176 photo diode, Minicir-
cuits ZX86-12G-S+ Bias-Tee, Miteq AMFW-8S-03700420-28 amplifier (70 dB gain)
7Microwave Solutions MSH-5556603, 35 dB gain
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The output signal of the I/PI controller is low pass filtered and fed back to a piezo crystal,
which adjusts the cavity length accordingly, thereby closing the active feedback loop. A
schematic overview is presented in Fig. 6.3.1.
Low pass filtering is crucial as the response of the system to external driving undergoes
a π phase shift at the first mechanical resonance. That is, while the length jitter is
compensated by the lock for frequencies well below the first eigenfrequency of the system,
it even gets enhanced for frequencies above. This implies that the gain needs to fade out
before the first mechanical resonance, which can be achieved by low pass filtering. Note
that a filter, be it analog or digital, also evokes a phase shift, which is why the choice of
cut-off frequency is always a trade-off.
Successful locking schemes for fibre cavities have been demonstrated by Brachmann
et al. [134], who achieved a remaining length jitter of 153 fm RMS in a stiff mechanical
design. Janitz et al. [346] realised a locking scheme with a large bandwidth of 44 kHz in
a monolithic, miniaturised design. However, both approaches have a limited tunability
and were not tested in a cryogenic environment.
6.1.3. Passive stability, damping, and active stabilisation
As locking is only an option below the first mechanical eigenfrequency, it is crucial
to shift its occurrence to as high frequency as possible. This can be achieved by a
monolithic design with rigid, compact parts [347, 348], thereby setting on a high passive
stability of the system. Moving parts are clearly counteracting this goal and especially
positioning stages stacked in series are prone to low resonance frequencies and a build-up
of oscillations. Piezo-steered flexure bearings allow for fast and precise nanopositioning,
at the same time keeping a monolithic design and the possibility of small load masses,
thereby offering high stiffness. The down-side is the limited traveling range, especially at
cryogenic temperature, where the piezo traveling range is reduced by about a factor of 5-
10 [349]. A summary of nanopositioners arranged by their range and resonance frequency
can be found in [350], clearly showing that a larger traveling range comes at the expense
of a lower resonance frequency. When several degrees of freedom are required, stacking
the individual piezo-based flexures in series lowers the resonance frequency, which is why
a parallel design should be chosen for highest mechanical stiffness, meaning that each
stage individually acts on the target [350].
External higher frequency noise, for instance from the cryostat, should be well decou-
pled from the positioning stage, which can be accomplished by passive damping. Possible
solutions are suspensions on springs or flexible materials like teflon (polytetrafluoroethy-
lene, PTFE). Springs convert a high frequency external drive to a low frequency motion,
which can be dealt with by active locking, whereas suspension on soft materials rather
has a damping effect, taking out mechanical energy and converting it to heat. A large
suspended mass having large inertia is beneficial here.
Having well decoupled the high frequency noise, what remains should mostly be low
frequency contributions and drifts well below the resonance frequency of the rigid system.
These can be compensated for with a low bandwidth active cavity stabilisation or even
just a drift compensation [138].
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Figure 6.2.1.: (a) Technical drawing of flexure-based nanopositioning stage. (1) Flexible
lever, attached to base block (2) via a dowel pin and fixed by a screw. (3) Syringe needle
(red) to which fibre is glued. (4) Length tuning piezo. (5) y-axis piezo. (6) x-axis piezo.
(7) Copper mirror holder on ball bearing. (8) Screw for coarse length adjustment. (9,
10) Coarse positioning screws for lateral displacement of mirror. (b) Top view photograph
(without top radiation shield) of cryo positioning stage. The planar mirror is facing the
top of the image.
6.2. A cryocompatible stiff positioning stage
A rigid flexure-based cryocompatible nanopositioning stage was designed for the eu-
ropium project based on a highly stable room temperature design by Thomas Hümmer
[138]. The stage has the potential to allow for locking a high finesse fibre-based cavity at
liquid helium temperature in a noisy environment. This section explains the basic ideas
and the adaptions for cryogenic use.
6.2.1. The Hümmer design
The major parts of the design are shown in Fig. 6.2.1(a), which is a technical drawing
already adapted to the use in the cryostat. Figure 6.2.1(b) is a top view of the cry-
ocompatible positioning stage. The core part is a free standing lever (1, yellow) made of
titanium for a low thermal expansion coefficient, which is hinged to a massive aluminium
base block (2) with a dowel pin and can be fixed with a screw. The two small screws on
the left hold a steel syringe needle (3, red), to which the cavity fibre is glued. The bore
for the needle has a slight inclination to the top right to allow for angular alignment of
the cavity: For the vertical angle, the needle is first secured at the correct position with
the back screw, while the front screw is screwed down until the correct angle is reached.
To set the horizontal angle, a stack piezo actuator8 (4) is pressed onto the needle from
8Piezomechanik PSt 150/2x3/20, 460 nF measured capacitance, 18 mm length, ∼ 130 nm/V (RT)
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the right. Note that the necessary displacement is not performed by piezoelectric mo-
tion, but rather the piezo stack is held from the back by an adjustment fine thread screw
mounted to the lever base. This piezo actuator is used to scan the fibre in horizontal
(x) direction by slightly bending the fibre back and forth. Another piezo stack9 (5) is
clamped in between the lever and a micrometer screw10 (6), whose bushing is slip fitted
to the base block. This screw allows moving the piezo and with it the lever in both
directions, thereby coarsely setting the cavity length (z direction). The restoring force
is hereby applied by a spring (see Fig. 6.2.1(b)) pulling the tip of the lever towards the
z piezo, which is used for precise modulation of the cavity length. A second small piezo
actuator11 with less stroke can be stacked between the lever and the modulation piezo
(see Fig. 6.2.1(b)) for active length stabilisation. In z direction, the lever has a width
of 6.5 mm and a free standing length in x direction of 22 mm, which makes it rather
stiff: A finite element simulation12 yields a resonance frequency of 5.8 kHz. For vertical
scanning, another piezo stack13 (7) is clamped between the lever base and an extrusion
at the lever tip. The lever has an overall thickness of 3 mm, but a 1 mm wide notch
at the connection to the base thins it to 1 mm, which allows for an easy downwards
bending when the piezo expands. In this direction, the simulation yields a resonance
frequency of 1.7 kHz. Note that the y axis does not require the same high stiffness as
the z direction as it should ideally leave the cavity length unaltered. The three axes act
in parallel as all three piezos have either the base block or the lever base as their refer-
ence. Retracting the fibre by turning the z micrometer screw is possible without losing
the angular alignment as the whole lever including the lateral piezos can be loosened
and rotated around the dowel pin connecting it to the base block. The planar mirror
is clamped into a copper mirror holder (8), which can slip in lateral direction on three
glass spheres lowered into the base block and arranged in a triangle. A spring is attached
to the mirror holder, which goes through a borehole (7 mm diameter), is tightened and
fixed at the back of the base block. Due to an inclination of the hole, the spring does
not only push the mirror holder backwards onto the ball bearing, but also in negative y
and negative x direction (as defined in Fig. 6.2.1(a)). This force can be counteracted by
two micrometer screws, acting on the mirror holder from the side and from the bottom.
Adjusting these screws allows for coarse positioning of the mirror.
The lever design combines fast scanning with high stability. Thomas Hümmer reports
on ‘real time’ scanning cavity microscopy, capturing more than one 30 µm×20 µm image
per second or up to 10 000 points per second. A modulation bandwidth of 500 kHz
was demonstrated. The achieved cavity length jitter was down to 100 fm RMS with a
software-based active drift compensation only [138].
The necessary trade-off between stiffness and traveling range can be defined by choos-
ing the length of the lever and the point where the z piezo acts upon it: The longer
the lever, the easier it can be bent, but also the lower the resonance frequency. The
9Piezomechanik PSt 150/5x5/20, 1.7 µF measured capacitance, 18 mm length, ∼ 130 nm/V (RT)
10Thorlabs F3ES15 hex adjuster with phosphor bronze threaded bushing F3ESN1P
11Thorlabs PA4FEW, 160 nF measured capacitance, 2 mm length, ∼ 17 nm/V (RT)
12Autodesk Inventor
13Piezomechanik PSt 150/3.5x3.5/20, 860 nF measured capacitance, 18 mm length, ∼ 130 nm/V (RT)
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Figure 6.2.2.: (a) Nanopositioning stage, front view. Motors not yet installed. (b) Side
view. (c) Stage with radiation shield viewed through the collection window of the sample
chamber.
larger the displacement between the point of action of the piezo and the lever tip with
the needle, the larger the mechanical amplification. Taking the cryo positioning stage
shown in Fig. 6.2.1 as an example, the length modulation piezo has a specified stroke
of 130 nm/V. However, when modulating the cavity length in the lever setup, about six
FSR can be scanned with a voltage difference of just 10 V, corresponding to a stroke of
approximately 350 nm/V at room temperature.
6.2.2. Adaption to low temperature
For making the positioning stage (which is shown in different views in Fig. 6.2.2) cry-
ocompatible, the following points need to be considered:
Cooling the sample The only part of the setup, which necessarily must reach the
lowest possible temperature, are the Eu-doped nanoparticles on the planar mirror. As
they cannot be directly cooled, the mirror needs to be cooled down. As fused silica
has a rather low thermal conduction coefficient (for an overview of material parameters,
see appendix F), it is important that it connects well to a cold surface on a large area.
To achieve this, the mirror is clamped into a massive copper mirror holder covering
about half its surface. A flexible copper braided wire is soldered to the mirror holder for
good thermal contact (see 6.2.1(b), on the right). It serves as a thermal bridge between
the mirror holder and a cold copper finger, which is mounted onto the cold platform
of the sample chamber. Thereby, a copper connection is formed between the mirror
and the cold platform allowing a heat flow from the mirror. Copper is used as it is
among the materials with the highest thermal conductivity. For the two screw joints
(braided wire to copper finger and copper finger to cold platform), brass screws are used
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as they undergo a larger thermal contraction than copper thereby pressing the parts
together when cooled down, which would not be the case for steel screws. A measured
temperature difference of only 0.8 K between the cold platform and the mirror holder
at cold temperature evidences the high quality of the thermal bridge.
For an easier cool-down and more convenient handling, the mirror holder is the only
part in the setup, which is intended to be cooled to liquid helium temperature. In
particular, the base block of the positioning stage is thermally connected to the first
stage of the cryostat, which is at 27 K. A hollow aluminium block (see 6.2.2(a)) is
connected to the ring on the bottom of the sample chamber, which is connected to the
first stage and is originally meant for mounting the radiation shield. This lower block
shields the cold platform from thermal radiation and is thermally connected to the upper
base block by three S-shaped copper sheets, where the shape is to reduce the conduction
of vibrations to a minimum. Keeping the base block at tens of Kelvin has the charm
that it does not need to be shielded from radiation, not so much care needs to be taken
regarding cryomaterials and well conducting joints, the contraction is not quite as large,
the piezo actuators retain a larger traveling range, and one can avoid cryocooling a large
heat reservoir.
Thermal insulation As thermal radiation does not play a role at cryogenic tempera-
ture, thermal conductance is the only relevant mechanism of heat transfer. Due to the
large temperature gradient between the mirror holder and the base block, good thermal
insulation is crucial. However, the mirror holder must be at the same time very rigidly
connected to the base block in z direction and be movable in lateral direction in a well-
defined manner. This is achieved by the glass ball bearing: The three point bearing
keeps the mirror holder accurately at a distance of 0.7 mm from the base block, at the
same time allowing for a free movement in lateral direction. The thermal insulation is
two-fold: Glass is a good heat insulator and the contact area between base block and
glass ball and glass ball and mirror holder, respectively, is minimal. Thermal insulation
between the mirror holder and the lateral adjustment screws is ensured by a sheet of
roughened fibre glass each, where the roughening is again for a reduction of contact area,
and an additional teflon block in y direction (see Fig. 6.2.2(a)). The restoring spring
(hooked to the mirror holder) does not touch the base block – the hole drilled through
the base block is large enough to allow for a few mm movement of the mirror holder
before the spring hits the wall. The back end of the spring is hooked to a metal pin held
by a polyoxymethylene (POM) disc, which is in turn inserted into a pit on the back side
of the base block, thermally insulating the spring from the base block.
Apart from the mirror holder, also all other parts of the thermal link to the cold
platform must not come in contact with the base block. The braided copper wire can
either be left free-standing (like in Fig. 6.2.1(b)) or clamped to the base block with teflon
sheets and nylon screws, where teflon sheets are taken as a heat insulating spacer (like
in Fig. 6.2.2(b)). The copper finger is guided through a broad hole in the base block
and the lower block, not touching either of them. It is shielded from thermal radiation
by a brass pipe rigidly screwed to the lower block. The pipe overlaps with the hole in
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the upper base block, however does not touch the wall to prevent vibrations from the
bottom to be coupled to the base block (see Fig. 6.2.2(b)).
For thermal insulation from the room temperature wall of the sample chamber, it is
crucial that no part of the stage comes in contact with it.
The electric connection of the piezo actuators to the electric feed-through pins of
the sample chamber, which are at room temperature, is realised with phosphor bronze
cables. They have an approximately six-fold lower thermal conductivity compared to
copper wires of the same diameter14, effectively reducing the heat flux towards the piezos.
Radiation shield As already mentioned, the parts thermally connected to the cold
platform need to be shielded from thermal radiation by completely surrounding them
by parts set to stage 1 temperature, i.e. a few tens of Kelvin, where thermal radiation
is negligible. To the front side, the mirror holder is shielded by an aluminium cover
screwed to the base block, which has a window with an anti-reflective (AR) coating such
that the light from the cavity can be collected without much loss. A further aluminium
lid, screwed to the base block from the top, completely covers all relevant parts. Figure
6.2.2(c) shows the setup with all radiation shields installed through the collection window
of the sample chamber. The dimensions of the setup are chosen such that it fits well into
the sample chamber, which has a diameter of about 70 mm and a height of 100 mm, and
that the outcoupled light leaves the sample chamber at a central point of the collection
window such that a small misalignment does not reduce the collection.
Coarse positioning For turning the three coarse positioning micrometer screws, small
geared motors15 are used as available for hobby model building. The reason is a lack of
small-scale cryocompatible motors, which can apply enough force, and the idea to make
the positioning stage low cost (compare to ‘bill of materials’ in [117]). As the motors are
not cryocompatible, they are thermally insulated from the base block and kept rather
warm by linking them to room temperature via their copper cables. Thermal insulation
is granted by a fibre glass spacer between the motors and the base block and a motor
holder made of POM. The torque is translated by a worm gear16 to a gear wheel17 glued
to the screw (see rear motor in Fig. 6.2.2(b) and Fig. 6.2.1(b)). The latter is made of
plastic (not clear which kind) for thermal insulation. As it turns out, the motors can be
used down to the lowest possible sample temperature in this configuration.
Temperature measurement In total, five thermometers are available to monitor var-
ious temperatures: Three of them are pre-mounted and measure the temperatures of
14Note that in metals the thermal conductivity is proportional to the electric conductivity (Wiedemann-
Franz law), which is why the resistance (inversely proportional to conductivity) of phosphor bronze
cables is larger, accordingly. For details, see [351].
15Eckstein Komponente, V-TEC 6V Micro 10x12 mm DC motor with spur gearing, 54 rpm, cost < 8 €
16Lemo-Solar SCR05 worm gear, modulus 0.5, brass, inner hole bored up to fit motor shaft
17from plastic gear kit from ebay
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stage 1 and 2 and of the cold platform. With the two available user thermometers18,
the temperature of the mirror holder and the base block are monitored. The sensor is
glued19 to the front of the mirror holder (see Fig. 6.2.2(a), from now on called sample
thermometer) and its phosphor bronze cables are guided along and glued to the braided
wire for thermal lagging. Before the cables get in touch with the base block, a few cm
long coiled part is left loose to leave a long way between the two temperature stages (see
Fig 6.2.1(b)). The same is done for the transition from radiation shield temperature to
room temperature: The cable is clamped to radiation shield temperature and then left
loose for several cm before it is plugged into the electric connector at room temperature.
The base block thermometer is clamped under a copper sheet on top of the base block
(see Fig. 6.2.1(b) on the bottom left) and thermally lagged in the same manner. It may
exhibit a systematic error of up to 3 K as it was manually calibrated20 to the other user
thermometer.
Without thermal load, stage 1 temperature is 27 K, stage 2 is at 2.4 to 2.7 K, and the
cold platform at 2.7 to 3.0 K. These temperatures rise respectively when either stage
experiences a heat load21. When the stages are not perfectly thermally decoupled from
one another, all parts linked to stage 2 show a higher temperature whereas the stage 1
temperature is lowered, trying to compensate the rise.
With the positioning stage completely mounted, but without electrical connections,
the mirror holder reaches a temperature of 6.8 K, with 6.0 K for the platform and
5.1 K for stage 2. The rather small gradient between the parts shows that the thermal
connection is good, however, the increased temperature points at an introduced heat
load. Taken, the stage 1 temperature is only 26.6 K, it seems clear that the insulation
between the stages is not perfect. This is not surprising with the cold mirror holder in
close proximity to the base block being at a temperature of 46 K. In a future revised
setup, one could try to better cool down the base block or add insulation layers between
base block and mirror holder.
With all electric connections plugged in, in particular the three motors, the coldest
reached temperatures are as follows: 7.6 K for the sample, 6.4 K for the platform, and
5.7 K for stage 2. This evidences an additional heat load by the motors, increasing
the base block temperature to 59 K. According to a chart22 from the manufacturer,
one experiences a heat load of around 0.45 W. However, note that the reached sample
temperature is still smaller than the best achieved with the commercial positioner setup
described in the previous chapter and would be acceptable for experiments with europium
ions (homogeneous linewidth below 200 kHz [82]).
18Lakeshore Cernox CX-1050-SD-HT-1.4L-QT resistance thermometer
19using GE-varnish and applying pressure while curing
20They were both glued to a copper piece directly mounted to the cold platform. The resistance was
measured for both of them and compared to the temperature scale of the readily calibrated sensor.
The potential error arises due to the imperfect thermal contact.
21temperature as a function of heat load: https://www.montanainstruments.com/help/Heat-Load/
22https://www.montanainstruments.com/help/Heat-Load/
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Cool-down time The cool-down time depends on the amount of material to be cooled
and the possible thermal flux. In the empty sample chamber, the target temperature
is reached after about two hours. The nanopositioning stage is cooled in 4 h 20 min.
The longer cooling time can be explained by the large heat reservoir represented by the
massive base block, where the thermal linkage to the lower block is realised by three
copper bridges. In a first attempt, only two of them were in place, leading to a cool-down
time of over six hours. So clearly, further thermal links could further lower the cool-down
time. Furthermore, one could think of caving the base block by removing material from
its bottom.
Cryocompatible choice of materials As the sample is coldest, gases would first con-
dense there, leading to increased losses, as could be observed in case of a vacuum leak
in the sample chamber. It is therefore important to use materials, which do not outgas
much, such as metals, teflon, and cryocompatible glue. Furthermore, all parts should
be thoroughly cleaned. However, it was found that small amounts of plastics and epoxy
glue designed for an ambient environment did not deteriorate the performance of the
cavity. For instance, cables with plastic cladding and other plastic parts in the setup
were not found to cause a reduced finesse.
As already mentioned, one needs to take great care to thermal conductance and ther-
mal expansion coefficients of the applied materials. Aluminium was mainly chosen for
the base block due to convenient fabrication. It would be worth considering replacing it
by titanium, whose thermal expansion coefficient is lower by about a factor of two. On
the other hand, titanium has a much lower thermal conduction, which would probably
call for additional heat bridges.
What the use of plastics is concerned, one needs to keep in mind, that they can quite
drastically change their behaviour below their so-called glass transition temperature, a
phase transition of amorphous materials, below which flexible, viscous materials become
rigid and brittle [352]. Nylon, for example, is already below its glass transition temper-
ature at room temperature, which explains its hard character (screws are made from
it).
Vibration isolation Vibration absorbing polymers, as typically used at ambient con-
ditions, are no longer suitable at cryogenic temperature as they fall below their glass
transition temperature and become rigid. The semi-crystalline teflon is a special case as
it allows for elastic deformation even though its glass transition temperature lies above
room temperature. In contrast to most other polymers, it maintains some flexibility
down to 5 K [353–355]. In the cryopositioner setup, the base block is mounted on three
1 mm thick teflon sheets (see Fig. 6.2.2) for mechanical decoupling from the sample
chamber.
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b) c)a)
Figure 6.2.3.: (a) Syringe needle with fibre glued to it and its mirror image in planar
mirror. Mirror is marked with ‘battleships’ pattern. In the bottom, the spring pulling the
mirror towards the base block is visible. (b) Scanning cavity transmission image (arbitrary
colour scale with white corresponding to highest and black to lowest transmission) of mirror
mark at room temperature. Dark spots are yttria particles. Black circular feature in the
bottom left is an imprint of the fibre. The lateral extent is on the order of 100 µm. (c)
Scanning cavity transmission image off yttria particles at 8 K (arbitrary colour scale). The
scanning range is on the order of 10 to 20 µm.
6.2.3. Coarse and fine positioning
At room temperature For easier position referencing, the planar mirror was marked
with a ‘battleships’ style grid of five times five squares with an edge length of 525 µm
each by writing thick lines into the mirror coating with the CO2 laser. As can be seen
in Fig. 6.2.3(a), the mark is visible with the bare eye and allows for coarse positioning.
In each of the squares, a cross is written, whose vertical line starts at the upper edge of
the square, such that it can be easily found in scanning cavity microscopy. The cross
consists of fainter lines, where the mirror coating is slightly bulged by the heat of the
CO2 laser pulse, not visible to the bare eye. The lines have a thickness of approximately
10 to 20 µm.
For a fast detection of the cavity transmission, the cavity length is modulated over
several free spectral ranges and the transmission trace is detected. An algorithm by
Thomas Hümmer [138] run on an FPGA module23 returns the maximum value of each
trace, which is then fed to an analog input port of a data acquisition card24 allowing to
display the transmission data with software25.
For lateral scanning, a voltage ramp is output via the data acquisition card and fed to
the x and y piezo actuators, where x was chosen to be the fast and y the slow axis. The
signal is low-pass-filtered and amplified26, such that the whole allowed voltage range of
the piezos (-30 to 150 V) is exploited. Note that the voltage amplifier for the fast axis
23Red Pitaya StemLab 125-14
24National Instruments NI 6323, 250 kS/s
25scanning routine programmed in Python by Thomas Hümmer [138]
26fast axis: MPQ design high voltage amplifier, gain 40; slow axis: Falco Systems WMA-02, gain 20
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must have a considerably larger bandwidth than the frequency of the ramp such that
the edges are well resolved.
Figure 6.2.3(b) shows a transmission scan of the cross mark written into the mirror. It
is surrounded by dark spots stemming from scattering loss by Eu-doped yttria particles
as can be confirmed by a fluorescence measurement. The dark circular feature in the
bottom left of the image indicates damage of the mirror coating caused by a touch-down
of the fibre tip. This particular scan was chosen here, as the diameter of the cross lines
and the fibre imprint reveal the approximate scanning range, which should be more than
100 µm. Notably, the maximal stroke of the piezos is only 28 µm, nicely showing the
mechanical amplification by the lever design.
Note that the transmission values seem to undergo discrete changes (different shades
of orange). The reason is that the cavity length slightly changes for different lateral
positions due to non-perfect angular alignment. As not all axial mode orders show ex-
actly the same transmission due to transverse mode coupling losses, a different maximal
transmission value is recorded when different axial mode orders are within the cavity
length modulation range. This can be avoided by using a feed-forward algorithm to
correct for the change of cavity length by applying an additional voltage to the z piezo,
whose magnitude is linearly dependent on the lateral position. The feed-forward signal
and length modulation signal are added up by a voltage adder and fed to the piezo stack.
However, this method turned out to be most suitable for smaller scanning ranges and
reached its limits for larger areas due to the piezo non-linearity and its limited traveling
range.
Taken no length calibration or image post-processing was conducted, the linearity is
quite remarkable. Nevertheless, one can observe certain image defects like a non-linearity
towards the edges, which can be explained by the piezo non-linearity. Moreover, there
is a certain cross-coupling between the two lateral scanning axes [350], meaning that a
movement in x direction also causes a slight movement in y direction and vice versa,
which manifests itself in a non-perpendicular angle of the cross mark lines and the
discrete changes in transmission not forming straight parallel lines. Nevertheless, the
images are highly reproducible and fast scanning allows almost real time imaging of
nanoscaled samples.
For coarse positioning, the three motors are controlled by H-bridge-based motor
drivers27, such that the three motors can be moved back and forth with six digital
output channels (one for each direction). Typical applied voltages range from 1.5 V to
5 V depending on how large the movement is supposed to be. For small steps corre-
sponding to about 100 nm cavity length change, pulses of 10 ms length were applied; for
coarsely moving the mirror by tens of µm, up to 200 ms long pulses can be useful. There
is some clearance in the translation, such that returning to the original position requires
more pulses than had to be spent for the first way, rendering absolute positioning im-
possible without installing some position readout scheme. However, the fast scanning
images and a marked mirror make directed movements quite easy.
27x and y axis: Pololu DRV8833 dual motor driver, 2 A maximum output current; z axis: ST L293B
push-pull four channel driver, 2 A maximum output current
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During cool-down As contraction of relevant parts during cool-down leads to a quite
drastic reduction of the cavity length on the order of 100 µm, continuously scanning
turned out to be challenging. This is why, during cool-down, only the cavity length was
modulated over several FSR to monitor the change and compensate for it by gradually
retracting the z screw. Before the cool-down, the lever needed to be tightly prestressed
such that the modulation piezo would not become loose rendering length modulation
impossible.
To maintain motor functionality down to target temperature, all lubricant is removed
from the motors by thoroughly rinsing them in acetone. Also, the micrometer screws
need to be cleaned as they can get stuck otherwise. Next, motors, gears, and micrometer
screws are lubricated with teflon spray28. As the electrical resistance of the motors
decreases with temperature by up to a factor of five, a voltage source for the motor
drivers allowing currents up to 1 or 2 A needs to used.
In consequence, an electrical power on the order of 1 W is applied, leading to significant
heating of the motors. The fact that the base block and sample temperatures only slightly
rise by a few degrees when applying a voltage to the motors for minutes, evidences the
good thermal insulation to the base block.
Observing the position of the fibre on the grid mark through the collection window,
showed that a lateral displacement of several 100 µm took place in negative y and
positive x direction. The likely reason is that the metal parts contract more than the
piezo ceramics such that the fibre is pushed to the side and down.
At low temperature Due to the reduced traveling range of the piezos at low temper-
ature, voltage amplification29 is now also applied to the z piezo to be able to modulate
over a few free spectral ranges. A transmission scan at low temperature can be seen
in Fig. 6.2.3(c) showing Eu-doped nanoparticles (confirmed by a fluorescence measure-
ment). Judging from the relative size of the spots, the estimated scanning range is about
10 to 20 µm, as expected. It is possible to move the mirror around with the motors while
scanning to search for suitable particles. No relevant drift has been observed and the
position does not have to be readjusted over minutes. This will allow for long term
experiments with one and the same nanoparticle.
6.3. Achieved Stability
This section discusses locking schemes and their application, presents noise spectra of
the setup, and describes the challenges of cavity length stabilisation at cold temperature.
28It was observed that some motors got stuck when cooled down, while others worked fine; so having
some in stock can be useful.




Side of fringe locking For first testing, side of fringe locking was applied using either
the 640 nm or the 580 nm light. This means that the fringe of the cavity resonance
is directly used as an error signal. Clearly, this method does not allow locking on top
of the resonance as a decreasing signal does not contain information on the sign of the
necessary compensation. Locking can only be realised on one of the two sides of the
resonance, where the polarity of the feedback signal chooses one side. This implies that
the lock can only be maintained as long as the length jitter is not large enough to cause
a shift over the resonance tip, resulting in the system being driven away from resonance.
So the setpoint (being the level to be stabilised to) must be chosen such that the system
remains on the fringe. The smaller the jitter, the higher the setpoint can be.
Side of fringe locking is not very well suited while the cryostat is running due to the
large amplitude of the length jitter during the noisy phase of the cryostat cycle, where
the larger capture range of the PDH lock is beneficial. If a side of fringe lock were to
be implemented, it would be conducted on the red locking laser, which would be tuned
such that the tip of the 580 nm resonance overlaps with the centre of its fringe, thereby
allowing for permanent locking during pulsed excitation.
In practice, the side of fringe lock is frequently used for analysing the system’s length
jitter and recording noise spectra. The reason is that a recorded voltage timetrace can
easily be converted into units of cavity length change: Knowing the finesse gives the
cavity length change linewidth δd according to eq. 6.1.1. The maximum voltage on top
of the resonance together with δd completely defines the Lorentzian line shape. The
derivative of this Lorentzian evaluated at the setpoint constitutes a conversion factor
K from voltage to length scale. The RMS length jitter can then be determined by
multiplyingK to the voltage jitter, which can be directly read out from the oscilloscope30.
For noise spectra, the voltage timetrace is Fourier transformed by the oscilloscope. The
power spectrum in dBm can then be converted to V via
[V] =
√
50Ω× 1mW× 10[dBm]/10. (6.3.1)
The RMS noise can be obtained by integrating the power spectral density, PSD, and













30LeCroy WaveRunner HRO 64Zi 400 MHz 12-bit oscilloscope, 2 GS/s
31The Fourier components x̂i are not equivalent to the raw FFT components, as x̂i = FFT (xi) /N
with N being the number of sample points [356]. However, what the oscilloscope calls ‘FFT’ is in
fact already normalised, which is somewhat misleading. This implies that eq. 6.3.3 holds for the
oscilloscope data. In case of ‘real’ FFT data, an additional factor 1/N would be needed. For details,
see [138].
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Figure 6.3.1.: Schematic drawing of PDH feedback loop. Amp: amplifier with gain in dB.
LP: low pass with cutoff frequency. RF: radio frequency source with oscillation frequency
and amplitude.
Note that the power spectrum provided by the oscilloscope is not a power spectral
density (in units of dBm/Hz), meaning that changing the sampling rate and therefore
the frequency resolution changes the amplitude values xi. For proper comparability
of several noise spectra, it is therefore important to either convert them to a spectral
density or always choose the same sampling rate (the latter is done here). Converting
the RMS voltage noise to RMS length noise by multiplying it with the conversion factor
K allows for a comparison with the value directly obtained from the time trace. The two
values being approximately the same ensures that the spectrum was correctly converted.
Clearly, a lower finesse can be more easily locked due to the larger length change
linewidth. This is why, in practice, one starts optimising the mechanical setup while
locking on the 640 nm resonance. However, the higher the finesse, the more accurate
the noise spectrum, due to the smaller relative contribution of the detector noise. The
reason is that the voltage change of the signal per change of cavity length (conversion
factor K) is larger. So for highest sensitivity, the largest slope should be chosen, i.e. a
high finesse (in this case the 580 nm light) and a setpoint around the inflection point of
the fringe.
Passive stability tests with drift compensation Optimising both the lock parameters
and the mechanical system at the same time can be challenging because noise within
the locking bandwidth is compensated. If this noise could, however, be reduced by
mechanical optimisation, the gain could be set lower allowing for a higher bandwidth.
It is therefore useful to decouple the mechanical optimisation from finding good locking
parameters. However, without any active stabilisation, drifts cause the system to fall off
the resonance, which renders the recording of meaningful noise spectra impossible. To
solve this, a software-based drift compensation (integrative controller, see [138]) with a
bandwidth of 10 Hz is applied. The feedback signal from the digital-to-analog converter
(data acquisition card) was strongly low-pass filtered such that its noise contribution
was negligible. Being able to lock a finesse of 17 000 merely with this drift compensation
evidences the good passive stability of the system.
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PDH lock with analog lockbox Once good passive stability at high frequencies is
achieved, a modified analog lockbox was used to compensate low frequency noise. The
lockbox consists of an I2 controller and an integrated low pass filter with variable cut-off
frequency, where the bandwidth was typically limited to around 2 kHz in this case. The
required gain drastically varies from compensation of slow drifts up to micrometer scale,
to sub-pm stabilisation at moderate frequencies, which is why a two-stage approach is
applied, depicted schematically in Fig. 6.3.1 for the PDH lock. The low-pass-filtered
error signal is fed to the lockbox, whose output signal is applied to the small locking piezo
and, in addition, is used as an input signal for the software-based drift compensation.
The heavily low-pass-filtered output of the digital to analog converter is fed to the
large length modulation piezo for a coarse offset and drift compensation. Note that the
capacitance of the locking piezo (160 nF) together with the output resistance of the
lockbox (100 Ω) results in an additional effective low pass filter with a cutoff frequency
of about 10 kHz. In this case, this is not limiting the bandwidth, but one should keep
in mind not to use piezos with too high capacitance. The described setting can very
similarly be used for side of fringe locking, where the detected transmission signal is
directly fed to the lockbox. The gain must then be adjusted due to the different slope
K.
Optimisation of the locking parameters is conducted according to the following pro-
cedure: One starts with the lockbox only, while manually correcting for drifts. The
gain of the analog lockbox is increased until the onset of ringing, then slightly reduced
again such that the ringing stops. This is repeated for different cutoff frequencies while
observing the noise spectrum to find a good trade-off between locking bandwidth and
good suppression of small frequency noise. The higher the bandwidth, the lower the gain
must be set to avoid exciting mechanical resonances. Typically, an additional attenuator
(6 dB) was used at the lockbox input, as the lowest possible gain already causes ringing
otherwise, which can be explained by the rather large stroke of the piezo. Once the
moderate frequency noise is well suppressed, the drift compensation is switched on while
already in lock. It tends to be rather uncritical concerning its settings and includes a
recapture scheme in case the system falls out of lock.
Digital lock To avoid the rather noisy lockbox and to be able to implement more
flexible and demand-oriented locking schemes in future, an FPGA-based digital lock was
investigated in collaboration with the group of Nestor Oliverio at Keysight Technologies.
The FPGA board comprises a digitizer and arbitrary waveform generator32 and can be
freely programmed using a Vivado-based software33 provided by Keysight. The status
of the project is a working PID controller with in situ tunable parameters and setpoint,
which has been successfully tested for cavity stabilisation.
32Keysight M3300A PXIe AWG and Digitizer Combination, 500 MSa/s, 16 bit, 200 MHz bandwidth
and 100 MSa/s, 14 bit, 100 MHz bandwidth
33Keysight M3602A
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6.3.2. Noise spectra
Without active stabilisation Before discussing cavity stabilisation, let us consider the
free running system without active locking. For measuring the RMS length jitter, the
cavity length was swept over resonance, while the transmission was detected. From a
single sweep, one recovers the expected length change linewidth of 17 pm. For longer
integration times, averaging over many sweeps, the noise broadens the line. The yellow
trace in Fig. 6.3.2 was recorded by averaging 1000 sweeps over 1.5 min. A Gaussian fit to
this length jitter distribution yields a standard deviation of 890 pm. When the cryostat is
switched on, the additional noise further broadens the distribution (blue trace). Fitting
a Gaussian gives a standard deviation of 2.6 nm. However, the fit to the data is not
very accurate as the noise is overlain by a slow uni-directional drift, which means that
the real noise is somewhat smaller. Nevertheless, even without the cryostat running, the
jitter is about two orders of magnitude too large to stay on resonance, motivating the
need for active stabilisation.














Figure 6.3.2.: Length jitter recorded by modulating cavity length over resonance and
averaging over 1000 sweeps (1.5 min). Amplitude normalised. Blue: cryostat on. Yellow:
cryostat off. Black: Gaussian fit.
Mechanical and electric optimisation Using the software drift compensation only, the
mechanical system was optimised. The best value achieved for the RMS length jitter in
this case were 2 pm, which evidences a high passive stability, taken the bandwidth of
the drift compensation of only about 10 Hz. Moreover, the remaining noise is largely
concentrated in the low frequency band: Integrating the noise spectrum starting from
150 Hz, one obtains an RMS value of only 0.6 pm. Frequencies lower than that are not
so critical as they can be compensated for.
To achieve this passive stability, several measures were found to be useful. Before
optimising the mechanical components, electronic noise should minimised. It is typically
characterised by sharp spikes in the noise spectra. Apart from filtering, avoiding ground
loops is crucial, which is why all cables going to the setup where electrically isolated from
one another. Wherever possible, coaxial cables are applied and otherwise, the individual
strands are well twisted to reduce the impact of external fields. On the mechanical












Figure 6.3.3.: Noise spectra for PDH lock with cryostat switched off (yellow), with cryostat
running at room temperature (blue), and side of fringe lock at 12 K (green).
sheets (see Fig. 6.2.1(b)), which greatly reduces noise. A rigid connection between the
mirror mount and base block prohibits a relative movement along the cavity axis. This
is why the connection point of the restraint spring must lie in the middle of the triangle
spanned by the three glass balls. Care must be taken that the copper finger, which serves
as thermal connection to the cold platform, does not touch the base block to prevent the
transfer of vibrations. Closing the sample chamber further reduces the noise, meaning
that acoustic noise also plays a role. Interestingly, evacuating the sample chamber does
not bring further improvement. Moreover, it does not matter whether the vacuum pump
is running. Once the sample chamber is closed, acoustic noise is largely uncritical, which
implies an efficient decoupling from the table and the housing. It was observed that the
braided wire thermal bridge is not yet flexible enough and vibrations can be transferred
to the mirror. To avoid this, the wire is clamped to the base block using teflon sheets
and nylon screws (see Fig. 6.2.2(b)), which unfortunately leads to a temperature rise by
a few K. In a revised setup, a more flexible solution needs to be found for the thermal
bridge.
Analog lock A fibre modulation measurement showed that the first mechanical reso-
nance on the fibre side occurs at 3.3 kHz. This value was obtained by applying a sine
voltage to the locking piezo, sweeping the frequency, and observing the transmission on
the fringe of a 532 nm resonance, which is broad enough (F = 52) to passively remain
there for minutes. Recording amplitude and phase of the transmission timetrace revealed
the first resonance frequency, which comes with a π phase shift. This means that locking
with a bandwidth of 2 kHz is reasonable.
The yellow trace in Fig. 6.3.3 shows a noise spectrum taken at room temperature
using the analog lockbox and PDH locking (for a linear plot, see Fig. 6.3.5, blue trace).
Length jitters on the order of 0.4 pm RMS can be achieved, already limited by the
detector noise floor. Below about 1 kHz, the noise is reliably compensated, and above
2 kHz, hardly any noise is visible. Between 1 and 2 kHz, some spikes remain, which
could be further suppressed with a sharper gain profile.
Switching on the cryostat, the cavity stays locked over the entire cryostat cooling cycle,
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6. A low noise nanopositioning stage for a cryogenic environment
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Figure 6.3.4.: (a) Transmission timetrace of 580 nm light while PDH locking at room
temperature with running cryostat. (b) Transmission timetrace of 580 nm light while PDH
locking at 12 K; close-up of the most quiet part of the cryostat cycle.
with a reliable PDH lock on top of the 580 nm resonance still being possible during the
quiet phase of the cryostat cycle, which can be seen in a 580 nm transmission timetrace
in Fig. 6.3.4(a). The corresponding noise spectrum is shown in blue in Fig. 6.3.3. The
length jitter amounts to about 4 pm RMS, averaged over the whole cooling cycle. The
noise below 1 kHz is still well compensated for, while multiple higher frequency noise
components in the range of 1 to 6 kHz accrue.
Surprisingly, at low sample temperature, one observes a significant increase in me-
chanical noise by more than a factor of 10. The integrated noise level is then 60 pm,
which is already larger than the cavity linewidth. This can be seen in the timetrace in
Fig. 6.3.4(b), which is a close-up of the most quiet part of the cooling cycle. Clearly,
the cavity does not remain in lock long enough to perform experiments. Regarding the
noise spectrum (green trace in Fig. 6.3.3), which is recorded while performing side of
fringe locking on the 640 nm resonance, it is apparent that the noise level is increased
throughout the spectrum, in particular also at high frequencies up to several tens of kHz.
It should be noted that the gain settings must be chosen differently at cold temperatures
as the piezos have a smaller traveling range. The gain can be adjusted most accurately,
if the cryostat is switched off during the process for a short period of time (seconds).
It is not readily clear what causes the drastic increase of vibrations upon cool-down.
Stepwise increasing the temperature while successively locking and taking noise spectra,
showed that the noise gradually decreases with rising temperature. It appears most
likely that either thermal contraction makes parts of the upper and lower part of the
setup touch each other thereby transferring vibrations or that the teflon sheets become
too rigid to effectively damp out high frequency vibrations. This would then also be a
natural starting point for revising the current setup.
Digital lock As the digital lock implemented on the Keysight FPGA system does not
yet include filters, a simple analog low pass filter (2 kHz cutoff frequency) was added at
the output. The achieved noise spectrum at room temperature is shown as yellow trace
in Fig. 6.3.5 and can be compared to using the analog lockbox (blue trace). The achieved
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Figure 6.3.5.: Noise spectra for PDH lock at room temperature, using analog lockbox
(blue) and digital lock (yellow).
length jitter is 0.6 pm RMS, only slightly worse than the analog lock, in particular for
the low frequencies. As soon as the filters are implemented, it should be possible to
further increase the gain and beat the analog lock. In the spectral region above 2 kHz,
the digital lock (PI controller) is already superior.
6.4. Outlook
A rigid, low-cost, and fast cryocompatible positioning stage was presented, demonstrat-
ing SCM imaging at cryogenic temperature. A remaining length jitter of 4 pm averaged
over the cooling cycle of the cryostat evidences a high stability of the system, which
would be sufficient for spectroscopy of Eu ions with the described cavity system. How-
ever, the drastic increase of vibrations at low temperatures still hampers this endeavor.
This calls for a revised version of the positioning stage. Especially, the teflon sheets,
which apparently become too stiff when cold, should be replaced by soft springs, which
should reliably cushion high frequencies. Furthermore, the copper thermal bridge must
become more flexible: Instead of using the copper finger, whose unfavourable geometry
could enhance vibrations, the whole thermal bridge from the cold platform to the mirror
holder should be a flexible braided wire, thermally insulated from the base block and
the lower pipe with teflon rings. These measures hopefully resolve the vibrations issue.
To mitigate the issue of large deformations due to thermal contraction, the main parts
of the setup should be fabricated from titanium instead of aluminium. However, due to
the much lower thermal conductivity of titanium, more thermal bridges are needed. The
thermal connections between the lower block and the base block should be replaced by
more flexible copper sheets or braided wires.
In case even higher stability is required, one can think of establishing a rigid connection
between fibre and mirror. A certain tunability could be maintained by making use of a
piezo tube scanner. To motivate the idea of establishing contact between the two mirrors,
noise spectra were taken while the fibre tip was pushed to the planar mirror (Fig. 6.4.1)
at cryogenic temperature. The yellow trace is taken at 12 K with the cryostat running,
while the blue trace is taken shortly after the cryostat is switched off, at a temperature
of about 15 K. Comparing to the green trace in Fig. 6.3.3, the drastically enhanced
stability is striking. Regarding the length jitter, a value of 7 pm was measured for the
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Figure 6.4.1.: Noise spectra for side of fringe lock on 580 nm resonance with fibre being
in contact with the mirror. Blue: cryostat off (about 15 K). Yellow: Cryostat on (12 K).
case where the cryostat was running (compared to 60 pm without contact) and 0.3 pm
with the cryostat switched off, where the latter is limited by the detector noise. Hence, a
combination of better vibrational decoupling and establishing a contact between the two
mirrors has the potential to allow for successfully locking a much higher finesse cavity.
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7. Conclusion
This work has treated cavity enhanced light matter interaction applying fibre-based
microcavities. After discussing technical aspects of such microcavities, in particular
transverse-mode coupling, cavity coupling of two different solid state quantum systems
was presented: The demonstration of significantly enhanced single-photon emission from
SiV centres guides the way towards an efficient, bright single photon source at room
temperature. Furthermore, first cavity enhanced measurements on a small ensemble of
europium ions were conducted, where the presented home-built nanopositioning stage
promises to enable single ion addressing in the near future. This chapter gives a reca-
pitulation of some central aspects of this work as well as an outlook.
Avoiding or harnessing transverse-mode coupling It was shown that additional diffrac-
tion losses at specific, reproducible axial mode orders are evoked by transverse-mode
coupling, which leads to a finesse reduction, frequency shifts, and a distorted mode. An
imperfect mirror geometry and a finite mirror size were found to be the cause of this
coupling, for which an accurate numeric simulation was presented. With this model, it
becomes possible to predict the performance of a cavity, which is helpful for optimising
the geometry and predict suitable axial mode orders for a reliable behaviour. One could
also think of harnessing the knowledge about transverse-mode coupling for non-trivial
novel cavity design and individual mode tailoring, such as single-transverse-mode oper-
ation [357, 358]. With mode tailoring, higher order modes can be suppressed without
significantly affecting the fundamental mode, for example to improve spectral filtering
or mode imaging [359], where a specifically designed cavity mode can avoid scatterers in
the cavity, thereby reducing loss. [94]
In scanning cavity microscopy, near-resonant transverse-mode coupling was shown to
cause two kinds of artefacts: Sharp ring-like features could be traced back to the surface
topography of the planar mirror, while weak periodic background patterns are caused by
microscopic surface roughness. The variation of the effective radius of curvature due to
the local surface angle of the planar mirror leads to line shift variations on the order of
GHz, even for super-polished mirrors. This high sensitivity to local surface inclination
can be relevant for cavity QED experiments with solid state emitters. When for exam-
ple integrating thin diamond membranes into a scanning cavity geometry [173, 306–308],
slight imperfections of the membrane surface together with mode coupling can lead to
further modifications of the non-trivial mode structure present in such systems. Res-
onant mode coupling could potentially be harnessed to sensitively characterise mirrors
for high precision applications like laser gyroscopes, high-finesse reference cavities, or
gravitational wave detectors. [95]
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7. Conclusion
Generally, mode coupling is minimised for mirror geometries approaching a sphere.
Such optimised mirror profiles could be achieved by multi-shot laser machining [137]
or precise focused-ion-beam milling [162], where the latter might profit from CO2 post-
treatment to obtain better surface smoothness [360]. [95]
Towards an indistinguishable single photon source at room temperature Single sil-
icon vacancy centres in diamond coupled to a microcavity offer the prerequisites for an
efficient, bright single photon source at room temperature. Their narrow, prominent
zero phonon line allows for high Purcell factors and a narrow-band emission. In this
work, a significant Purcell enhancement was demonstrated for narrow line single SiV
centres, reaching photon emission rates over 20 MHz into a well-collectible cavity mode
at a linewidth of around 20 GHz. A revised rate model for the SiV was introduced,
which accurately reflects the observed power-dependent dynamics. [53]
The potential of the presented approach could not be fully exploited with the available
sample: The nanoparticles introduced large scattering and absorption losses; they did
not contain single SiV centres but ensembles, such that strongly spectrally shifted lines
with largely unknown properties had to be chosen; the quantum efficiency was moderate
and many emitters lacked permanent photo-stability. Small nanodiamonds containing
one single bright and narrow line SiV centre with high quantum efficiency and featuring a
good crystal quality are currently not available, although recent efforts on the material
side [285, 289] seem promising. With a quantum efficiency of 30%, which seems in
reach [50], the presented cavity coupling scheme could reach single photon rates on
the order of GHz and device efficiencies close to unity, unprecedented for a solid state
system at ambient conditions. Such a system would allow high bandwidth quantum key
distribution and open the path for efficient shot-noise-unlimited sensing applications.
Integrating such an improved sample into a high Q microcavity, as was machined and
tested in the course of this work, the emission spectrum could be compressed to the
level where indistinguishable single photon emission is possible at room temperature.
The achievable efficiencies are predicted to be orders of magnitude better than with
spectral filtering [54]. Such an indistinguishable single photon source could be beneficial
for various quantum information applications: They could enhance the entanglement
distribution rate in memory-based quantum repeaters [30, 31] or could potentially meet
the requirements for all-optical quantum simulation [39–41] and computation schemes
[35, 36, 38]. Additionally making use of the spin degree of freedom, for which a coherence
time of 13 ms was recently demonstrated [361], the system could be used to establish
an efficient spin-photon interface in a future quantum network and interactions between
several SiV centres could be realised by coupling them to one and the same cavity mode
[362].
Addressing single europium ions I outlined first steps towards the detection of single
europium ions in yttrium oxide nanoparticles. In a first cavity coupling experiment at
cryogenic temperature, it was possible to address a small ensemble of on the order of 10
ions in a single nanocrystal. The estimated single ion photon count rate of 30 cps from
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the cavity-coupled 5D0 −7 F2 transition already evidences an enhancement compared to
the expected count rate for confocal detection of the whole emission spectrum. In this
experiment, the cavity was on resonance only during a small fraction of time, such that
active cavity locking holds the prospect of much larger rates, then also being able to
cavity couple the coherent 5D0 −7 F0 transition. [85]
For this goal, a novel cryocompatible nanopositioning stage was developed and tested,
based on a rigid flexure bearing design. It features full tunability and fast scanning
cavity imaging, while offering a high passive stability over a large frequency range.
Applying an active length stabilisation scheme, the cavity could be successfully locked on
resonance during the entire cryostat cooling cycle with a length jitter on the order of pm,
exceeding commercially available solutions. Both fast scanning and coarse positioning
could be successfully operated at cryogenic temperature. A remaining obstacle is the
drastically increased noise transfer to the stage at cold temperature, having prevented
reliable locking. A spring bearing in a revised setup should be able to damp out this
high frequency noise such that locking of a high finesse cavity at cryogenic temperature
in a noisy environment is in reach.
To reduce scattering loss and enhance the emission rate, a new sample preparation
method was devised and implemented: Embedding the Eu-doped yttria nanoparticles
into a thin film of PMMA, whose thickness is chosen to maximise the field intensity,
a significant reduction of the excited state lifetime could be observed. Calculations
predict about a threefold enhancement of the detected emission rate compared to the
traditional sample preparation method, where the nanoparticles reside on a spacer layer.
Embedding the particles into a thin film of yttria could even lead to a fourfold increase
compared to the traditional method.
Using this new sample and operating a locked high finesse cavity with a realistic
geometry, emission rates from the desired 5D0 −7 F0 transition into the cavity mode
could reach 105 photons s−1 per ion, such that single ions could be efficiently detected.
The extraordinary nuclear spin coherence makes this system a promising candidate for
a node in a large scale quantum network [14, 15], being used as single qubit quantum
memory and for the implementation of quantum logic, where individually addressing
single europium ions and harnessing the large dipole interactions bears the prospect of
realising a multi-qubit register.
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A. Overview of cavity parameters
This section contains a look-up table of all important cavity parameters used for the
experiments in this work. If not otherwise stated, the coatings were applied by Laseroptik
GmbH.
A B C D
used in chap. 3.2 4 5 3.3.3
fibre name ? 9A 23F 29A
machined by D. Hunger B. Schlederer F. Oehl J. B.
λ0 of fibre mirror (nm) 780 (ATF) 740 585 740
T at λ0 (ppm) 10 1500 100 10
absorption loss (ppm) 12 20 30† 10
λ0 of planar mirror 780 (Layertec) 780 585 740
T at λ0 (ppm) 60 60 190 10
absorption loss (ppm) 34 20 30† 10
spacer layer? λ/4 SiO2 20 nm SiO2 80 nm PMMA no
F 60 000 3750 17 000 57 500 at 786 nm
shortest d (λ/2) 9 5 9 14
largest Qc 107 19× 103? 1.3× 105? 2× 107 at 786 nm
w0 (µm)? 2.5 1.0 1.1 3.3
rC (µm) 161 (x), 201 (y) 25.1 (x), 27.0 (y) 20 350
profile depth t (µm) 2.2 0.3 1.5 3.0
profile radius a (µm) 26 (x), 29 (y) 3.5 7.6 43
smallest Vm (λ3) 36 3.4 2.6 97
outcoupling efficiency 52% 90% at 740 nm 54% 41% at 786 nm
MFD of fibre (µm) 7 5 4 5
Table A.1.: Overview of fibre parameters. ?for smallest mirror separation. †Estimated
from finesse.
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B. Transverse mode coupling scans
B.1. Selected scans with Fourier transform
26 35 36 39 40 42 44 46 47
48 49 50 53 54 55 56 57 58
61 63 64 67 71 75 79 81 92
95 101 105 116 118 120 128 131 147
173 174 179 182 191 194 195 197 199
205 206 207 212 219
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B.2. Transmission scans for all axial mode orders
B.2. Transmission scans for all axial mode orders
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C. Calibration of two-in-one setup
For calibrating the offset between the objective and the fibre cavity, the mirror was
marked with a standard permanent marker. Care was taken to make the dot quite
small. Figure C.1(a) shows a fluorescence image of the dot taken with the objective. As
the dot is visible with the bare eye, it was possible to coarsely move it into the objective
focus or into the cavity mode. The absolute position of a sharp feature (white circle)
was noted; then an SCM scan was taken in the fibre cavity (Fig. C.1(b)). The pointed
feature is also clearly visible here. The vertical and horizontal offset between the two
positions is saved in the measurement software such that fast switching between the
two modes becomes possible. After this coarse calibration, a fine adjustment using SiV
nanodiamonds (see Fig. 4.3.5) was conducted. It was found that the coarse alignment















Figure C.1.: Dot on mirror made with an ordinary permanent marker. (a) Fluorescence
confocal microscope image. (b) SCM image. The pointed feature in the white circle was
used for calibration.
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D. Determining the timing jitter for g(2)
lifetime measurements
The total 1/e2-width of the system response function is given by
σ =
√
σ2APD1 + σ2APD2 + σ2TDC + σ2laser (D.1)
as the convolution of Gaussian functions is again a Gaussian with the widths adding







= 21.2 ps. (D.2)
There were two TDCs available, the quTAU from qutools and the PicoHarp 300 from
PicoQuant. The former was predominantly used for the measurements as it allows for
larger delay times. However, the PicoHarp has a higher resolution of 4 ps (compared to
81 ps of the quTAU), which is much smaller than the timing jitter considered here, such
that it is taken as negligible here. The timing jitter of the two APDs was measured in-
dividually by a start-stop measurement, where a trigger pulse from the supercontinuum
laser was taken as start and the APD pulses as stop signal. The measurement was
conducted with both TDCs. The results given in table D.1 were obtained by Gaus-
sian fits. Note that the laser jitter is already included here. The resulting value for√
σ2APD1 + σ2APD2 is found to be much too large to fit the g(2)-measurements. In addi-
tion, the values for the individual APDs are larger than the manufacturer specifications,
which are 102 ps for APD1 and 105 ps for APD2. So there is some additional unknown
broadening mechanism. However, even though the measurement does not yield mean-
ingful results for the APDs, a comparison of the values for both TDCs gives an estimate
for the jitter of the quTAU. As its jitter is convoluted with the detection jitter, it can
σ [ps] quTAU PicoHarp
√
quTAU2 − PicoHarp2
APD1 164 126 105
APD2 219 174 133√
σ2APD1 + σ2APD2 274 215
Table D.1.: Timing jitter obtained from Gaussian fit to start-stop measurement with both
TDCs. Rightmost column: From the quadratic difference follows the jitter of the quTAU
if the jitter of the PicoHarp is assumed to be negligible.
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D. Determining the timing jitter for g(2) lifetime measurements











Figure D.1.: The minimal g(2)-value for different ratios of lifetime to timing jitter.
be determined by the quadratic difference between the two values as given in the right-
most column with a mean value of 119 ps. Inserting this into eq. D.1 together with the
manufacturer values yields σ = 190 ps. A theoretical consideration taking into account
the bin width of the quTAU of 81 ps with σTDC = 81 ps√2 = 57 ps, results in σ = 151 ps.
The mean value of 170 ps between experimental and theoretical value was found to fit
the measurements well.
Figure D.1 shows the minimal g(2)-value, which can be ideally reached (i.e. without
uncorrelated background light) for a given ratio of the lifetime to the timing jitter width.
To get g(2) (0) < 0.5, τ0 > σ is necessary.
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E. Frequency scales of Eu experiment
As the various linewidths relevant in the europium experiment might lead to confusion,
the following table gives an overview:
inhomogeneous linewidth 22 GHz
homogeneous linewidth 200 kHz at 10 K
mean distance of homogeneous lines 750 kHz
laser linewidth ∼ 100 kHz
laser modulation amplitude few 100 MHz
cavity linewidth at 580 nm 1.6 GHz
cavity linewidth at 612 nm 5 GHz
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F. Cryomaterial parameters
Note that the values of both thermal conductivity and thermal expansion coefficients are
given at room temperature, but decrease significantly for lower temperatures. However,
their ordering typically stays the same. For example, aluminium still has a larger thermal
expansion coefficient than titanium at cryogenic temperature, only the absolute values
differ. For graphs showing the temperature dependence of both coefficients for important
materials down to 0 K, consult [363, 364].
Material Th. conductivity [W/ (m K)] Th. expansion [10−6K−1]
copper 240− 380(a) [365] 16.5 [366]
aluminium 236 23.1 [366]
titanium 22 8.6 [366]
steel 20− 50 11− 13
brass 120 19
phosphor bronze 62(b) 18.2(b)
fused silica 1.38(c) 0.51(c)
teflon (PTFE) 0.25 200(d) [367]
fibre glass 0.2− 0.3(e) 7(e)
nylon (polyamide) 0.25− 0.35[368] 90− 95(f)
polyoxymethylene (POM) 0.31 [369] 110 [369]
Kapton 0.12 [370] 20 [370]
Table F.1.: Thermal conductivity and thermal expansion coefficients at room temperature
for the main materials used for the nanopositioning stage. (a)401 for pure copper. (b)Taken
from Elgin Fastener Group LLC. (c)Taken from Heraeus Quarzglas GmbH. (d)Average of
86 from 83 K to 298 K.(e)Taken from P+H Plüss AG. (f)Taken from Professional Plastics,




AFM atomic force microscope
AOM acousto-optical modulator
AOTF acousto-optic tunable filter
APD avalanche photo detector
AR anti-reflective
cps counts per second
CQED cavity quantum electrodynamics
CVD chemical vapour deposition
cw continuous wave
DBR distrubuted Bragg reflector
EOM electro-optical modulator
FSR free spectral range




IBS ion beam sputtering
PMMA polymethyl methacrylate
POM polyoxymethylene
QKD quantum key distribution
REI rare earth ions
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F. Cryomaterial parameters
RMS root mean square
SCM scanning cavity microscopy
SDS sodium dodecyl sulfate
SEM scanning electon microscopy
SHG second-harmonics generation
SPS single photon source
TDC time-to-digital converter
WGM whispering galery mode
WLI white light interferometer
ZPL zero phonon line
Symbols
β efficiency factor (fraction of emission coupled to cavity mode)
C Purcell factor
C0 ideal Purcell factor
d electric dipole
d mirror separation
∆ν free spectral range
δν cavity linewidth
δνem emitter linewidth






g0 cavity-emitter coupling strength
γ spontaneous emission rate
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γh homogeneous linewidth
γ? pure dephasing rate
I indistinguishability
I∞ saturation photon emission rate
κ cavity decay rate
λ wavelength
µ12 electric dipole transition matrix element
n refractive index




q longitudinal mode order
QE quantum efficiency
R effective emitter-cavity coupling rate
rC radius of curvature
τ0 lifetime in free space




w 1/e radius of the Gaussian beam
w0 beam waist
wc mode radius on curved mirror
wf mode field diameter of optical fibres
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