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EFFECTIVE HAMILTONIANS FOR ATOMS IN VERY STRONG
MAGNETIC FIELDS
RAYMOND BRUMMELHUIS1 AND PIERRE DUCLOS2
Abstract. We propose three effective Hamiltonians which approximate atoms
in very strong homogeneous magnetic fields B modelled by the Pauli Hamilton-
ian, with fixed total angular momentum with respect to magnetic field axis.
All three Hamiltonians describe N electrons and a fixed nucleus where the
Coulomb interaction has been replaced by B-dependent one-dimensional effec-
tive (vector valued) potentials but without magnetic field. Two of them are
solvable in at least the one electron case. We briefly sketch how these Hamil-
tonians can be used to analyse the bottom of the spectrum of such atoms.
1. Introduction
The Pauli Hamiltonian of a non-relativistic atom with an infinitely heavy nucleus
and electrons with spin in a constant magnetic field B of strength B is given by:
(1) HB(Z,N) =
N∑
j=1
(
1
2
(
1
i
∇j − 1
2
B ∧ rj)2 + ~σj · B− Z|rj |
)
+
∑
1≤j<k≤N
1
|rj − rk| ,
where rj = (xj , yj , zj) ∈ R3 are the coordinates of the j-th electron, ~σj is its spin,
and ∇j is the gradient with respect to rj . Note that we have made the choice of
1
2B ∧ r for the vector potential of B, and that we are working in atomic units.
We fix the direction of B to be the z-direction: B = B(0, 0, 1) with B ≥ 0
without loss of generality. Recall that the z-component of ~σj is given, in the Pauli
representation, by
I ⊗ · · ·σzj · · · ⊗ I, σzj =
1
2
( −1 0
0 1
)
,
acting on the N -fold tensor product C2 ⊗ · · · ⊗ C2. It is known (see [KaKu]) that
HB := HB(Z,N) defines an essentially self-adjoint operator on
(2) H =
N⊗
j=1
L2(R3)⊗ C2,
the Hilbert space of distinguishable electrons or ”boltzons” (meaning particles sat-
isfying the Boltzman statistics: we thank Beth Ruskai for introducing us to this
expression). Physical atoms are of course modeled byHB restricted to the fermionic
subspace
(3) Hf =
N∧
j=1
L2(R3)⊗ C2,
of totally anti-symmetric wave-functions in H, where ∧ stands for exterior product.
A useful alternative description ofH, used in atomic physics, is given by the unitary
map
H → L2 ((R3 × {±1})N) , ψ → U(ψ)(r1, s1; · · · ; rN , sN ),
1
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the isometry being defined by taking the components of ψ(r1, · · · , rN ) with respect
to the natural basis of C2 ⊗ · · · ⊗ C2 consisting of the products ⊗jesj of the nor-
malized eigenvectors e± of σzj , e− corresponding to ”spin down” and e+ to ”spin
up”. In this new representation, σzj acts as the multiplication operator by sj/2,
and the fermionic subspace Hf of (2) is simply obtained by anti-symmetrizing with
respect to the 4-tuples of variables (r1, s1), · · · , (rN , sN ).
The main results of this paper can be summarized in the following five theorems
below. It is worthwhile to observe that HB commutes with each individual spin
operator σzj and therefore decomposes in a direct sum which is unitarily equivalent
to ⊕
szj∈{±1}
HB,Sz=−
NB
2 +
N∑
j=1
(1 + szj )
B
2
,
where Sz :=
∑N
j=1 σzj denotes the z component of the total spin operator. So from
now on we will consider only HB,Sz=−
NB
2 and denote it again by HB. Notice that
this operator simply acts in ⊗Nj=1L2(R3). Since the Hamiltonian HB also commutes
with the total angular momentum operator in the field direction, which we will call
Lz , we can fix a value M ≥ 0 of the latter. Our results will imply that the bottom
of the spectrum of HB will necessarily occur for a non-negative value of M, and we
will therefore restrict ourselves to M ≥ 0. Let HB,M be the restriction of HB to
the M-th angular momentum channel (in the field direction), and let ΠB,Meff be the
orthogonal projection onto the lowest Landau states with z-angular momentum M
(cf. (31) for the precise definition). We define the effective Hamiltonian heff = h
B,M
eff
by
(4) hB,Meff = Π
B,M
eff H
B,M ΠB,Meff ,
and let
ΠB,M⊥ = I −ΠB,Meff
be the projection onto the orthogonal complement (always restricting ourselves to
the M-th z-angular momentum channel). The operator hB,Meff is the first, and most
encompassing, of three ”effective Hamiltonians” we will consider in this paper. The
two other ones, called hB,MC and h
B
δ , will be defined below. It will be convenient to
complete hB,Meff as follows
(5) HB,Meff := h
B,M
eff ⊕HB,M⊥ , with HB,M⊥ := ΠB,M⊥ HB,MΠB,M⊥ .
For any self-adjoint operator A, we let σ(A) denote the spectrum of A and ρ(A) its
resolvent set. Our first main result is:
Theorem 1.1. Let α = α(B) be the unique positive solution of the equation
(6) α+ logα =
1
2
logB,
and let deff(ξ) = dist
(
ξ, σ(hB,Meff )
)
. There exist positive constants Beff , ceff and
Ceff , which only depend on Z,N and M, such that for all B ≥ Beff , and all real ξ
satisfying
ceff
α√
B
≤ deff(ξ) ≤ 1
2
α2.
we have that ξ ∈ ρ(HB,M), and
(7) ‖ (HB,M − ξ)−1 − (HB,Meff − ξ)−1| ≤ Ceff
α(B)2
deff(ξ)2
√
B
.
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Remarks 1.2. (i) We shall see in Theorem 3.1 that σ(HB,M⊥ ) ⊂ R+ for B ≥ B(36),
where the latter is defined by formula (36)1. Since Beff ≥ B(36) by (107), and
since one can see from (9) and (10) below that R+ ⊂ σ(hB,Meff ), it follows that
σ(hB,Meff ) = σ(H
B,M
eff ) when B ≥ Beff .
(ii) The equation for α(B) is equivalent to αeα =
√
B, and can therefore be written
as
α(B) =W (
√
B),
whereW is the principal branch of the LambertW function, see e.g. [CoGoHaJeKn].
Using known properties of the Lambert W-function, or by elementary arguments,
one shows that
(8) α(B) =
1
2
logB − log(2)B + log 2 +O
(
log(2)B
logB
)
, B →∞,
where log(2)(x) := log(log x), for x > 1. In particular, α(B) ≃ log(√B), as B →∞.
(iii) Our proof yields explicit constants Beff , ceff and Ceff , for given N,M and Z.
This is also true for the constants in Theorems 1.3 and 1.5 below.
(iv) The upper bound α2/2 on deff(ξ) is only there to allow a simple expression for
the upper bound in (7), and is by no means essential. The same remark applies to
Theorems 1.3, 1.5 and 1.6 below.
Some applications of Theorem 1.1, as well as of Theorems 1.3, 1.5, 1.6 and 1.8
below, to the study of spectral properties of HB,M are given in the concluding
remarks section.
The operator hB,Meff has the structure of a multi-particle Schro¨dinger operator on
the real line, R:
(9) hB,Meff = −
1
2
∆− Z
∑
j
V B,Mj (zj) +
∑
j<k
V B,Mjk (zj − zk),
with operator-valued potentials acting point-wise on a certain finite-dimensional
Hilbert-space FB
M
, defined in (32) below. Essentially, FB
M
is the vector space spanned
by the lowest Landau states with angular momentum Lz = M . As we will see,
Ran ΠB,Meff is canonically isomorphic to the space L
2(RN , FB
M
) of vector-valued L2-
functions , and the potentials in (9) are simply obtained by projecting the respective
Coulomb terms in (1) along ΠB,Meff :
(10) V B,Mj (zj) := Π
B,M
eff
1
|rj |Π
B,M
eff V
B,M
jk (zj − zk) := ΠB,Meff
1
|rj − rk|Π
B,M
eff .
We will show that the potentials (10) can be approximated by certain simpler ones,
which will give rise to our two other effective Hamiltonians. Define the tempered
distribution qB on R by:
(11) qB(z) = logB δ(z) + Pf
(
1
|z|
)
,
where
Pf
(
1
|z|
)
:=
d
dx
(sgn(z) log |z|) ,
(with distributional derivative) is the finite part (in the sense of Hadamard) of the
singular function 1/|z|; Pf(|z|−1) should be interpreted as a regularization of the
(3-dimensional) Coulomb potential restricted to the line. Also introduce (constant)
1see our convention on constants at the end of this introduction
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finite dimensional operators Cn,B,Mj and C
e,B,M
jk , acting on the vector space F
B
M
introduced above, defined by
(12) Cn,B,Mj := −ΠB,Meff log
(
B
4
(x2j + y
2
j )
)
ΠB,Meff ,
and
(13) Ce,B,Mjk := −ΠB,Meff log
(
B
4
(
(xj − xk)2 + (yj − yk)2
))
ΠB,Meff .
The superscripts ”n” and ”e” stand for ”nucleus” and ”electron”, respectively, as a
reminder that (12) is a vestige of the interaction between the j-th electron and the
nucleus, while (13) originates in the electron-electron interaction between electrons
j and k. Finally, define an operator hB,MC on L
2(R, FB
M
) (the ‘C’ standing for
‘Coulomb’) by
hB,MC = −
1
2
∆− Z
∑
j
(
qB(zj) + C
n,B,M
j δ(zj)
)
(14)
+
∑
j<k
(
qB(zj − zk) + Ce,B,Mjk δ(zj − zk)
)
.
As we will see in section 4, the right hand side of (14) defines a self-adjoint operator
hB,MC on L
2(RN ), despite the distributional potentials. This will be a consequence of
the Kato-Lax-Lions-Milgram-Nelson Theorem. The form domain of hB,MC is simply
the vector-valued first Sobolev space H1(RN ;FM), while its operator domain will
be characterized in appendix A. As in (5) we introduce
HB,MC := h
B,M
C ⊕HB,M⊥ .
Our second main theorem then is the following:
Theorem 1.3. Let α = α(B) be as in Theorem 1.1, and put dC(ξ) := dist
(
ξ, σ(hB,MC )
)
.
There exists positive constants BC , cC and CC which depend only on Z,N and M,
such that for all B ≥ BC and all real ξ satisfying
cC
α3/2
B1/4
≤ dC(ξ) ≤ 1
4
α2.
we have that ξ ∈ ρ(HB,M), and
(15) ‖(HB,M − ξ)−1 − (HB,MC − ξ)−1‖ ≤
CCα
3
2
B1/4dC(ξ)2
.
Remark 1.4. In top order in B, all that remains of the electrostatic potentials
in HB,M are the extremely short-range δ-potentials. In next order, the long range
character of the original Coulomb potentials reasserts itself in two ways: in the mag-
netic field direction, through the Pf (| · |−1)-terms in hB,MC , and in the transversal
directions, through the Cn,B,Mj - and C
e,B,M
jk - terms. The latter are in fact sim-
ply the quantum mechanical mean, with respect to the projection onto the lowest
Landau band states of total angular momentum M (in the field direction), of a
2-dimensional logarithmic potential, minus a B-dependent constant. This logarith-
mic potential is the natural electrostatic potential for the plane. Physically, this
can be understood as follows: under the influence of the strong magnetic field the
electrons will spiral closely around the field lines, along circles of radius O(B−1/2) in
the plane transversal to the field, while occupying an interval of size O((logB)−1)
in the field direction itself, as a consequence of the nuclear attraction. For big
B, and at different locations in the (x, y)-plane, they will see each other and the
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nucleus as so many infinitely long charged wires, and, as is known from classical
electrostatics, such wires interact via a logarithmic potential.
A simpler effective Hamiltonian, our third and last one, and historically the first
to be proposed (cf. [LSY], [BaSoY], [BD]), is roughly speaking obtained by only
keeping the leading term in the potential of hB,MC . More precisely, we put:
(16) hBδ = −
1
2
∆z + 2α(B) vδ,
where
(17) vδ(z) = −Z
N∑
j=1
δ(zj) +
∑
j<k
δ(zj − zk).
Looking back at (11) it would seem natural to take as potential logBvδ, but it
turns out that 2α(B)vδ leads to smaller error estimates; notice that in view of (8),
2αvδ is also a O(logB) part of the potential in h
B
C . Furthermore, with this choice
the coupling constant 2α(B) is positive for all B > 0 which is not the case for logB.
Contrary to our previous two effective Hamiltonians, hBδ does not explicitly depend
onM anymore, but it will operate on an M and B-dependent Hilbert space, namely
L2(RN , FB
M
) ≃ L2(RN )⊗FB
M
(which in fact are canonically isomorphic for different
B). Considering (16) as acting on scalar L2(RN ), we define the δ-model as being
the operator
(18) hB,Mδ := h
B
δ ⊗ IFB
M
, IFB
M
being the identity operator.
We will often simply write hBδ , except when we want to stress the vector-valued
nature of the L2-functions in the domain. Again as in (5) we introduce
HB,Mδ := h
B,M
δ ⊕HB,M⊥ .
Our third approximation theorem is:
Theorem 1.5. Let α := α(B) be as in Theorem 1.1, and put dδ(ξ) := dist
(
ξ, σ(hB,Mδ )
)
.
There exist positive constants Bδ, cδ and Cδ, depending on N , Z and M, such that
for all B ≥ Bδ and real ξ satisfying
(19) cδα ≤ dδ(ξ) ≤ 1
4
α2,
we have that ξ ∈ ρ(HB,M), and
(20) ‖(HB,M − ξ)−1 − (HB,Mδ − ξ)−1‖ ≤
Cδ α
dδ(ξ)2
.
See [BD] for weaker versions of this theorem. We also mention [BaSoY], which
established2 the convergence of the ground state energy of fermionic HB (see be-
low) to that of bosonic (scalar) hBδ on L
2(RN ), using variational arguments: these
authors did not fix M, but they only proved convergence of the ground state energy,
while we can conclude much more from the norm resolvent convergence to the effec-
tive hamiltonians; see §9 for a list of applications of the results of the present paper.
Earlier, [LSY] had shown that the ground state of the Hartree mean-field model
associated to (16) approximates the quantum mechanical ground state energy in
the so-called hyper-strong limit Z,B/Z3 →∞, assuming N/Z uniformly bounded.
The idea that a model such as the δ-model could be relevant in the context of strong
magnetic fields is not new in the physics literature, see e.g. [Spr].
2[BaSoY], following [LSY], first did a re-scaling of HB ’s ground state energy which allowed
them to compare with hBδ for a fixed B (e.g. fixing 2α(B) = 1). Since this homogeneity property is
not valid anymore for our other two effective hamiltonians, we prefer not to do this here (contrary
to our earlier papers [BD]), in order to have a coherent presentation.
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We next turn to the effects of particle symmetry. Electrons in physical atoms are
fermions, and we now consider the analogues of Theorems 1.1, 1.3 and 1.5 for HB
restricted to the fermionic subspace Hf = PAS(H), where PAS is the orthogonal
projection onto the subspace of anti-symmetric symmetric wave-functions defined
by:
PASψ(r1, s1; · · · ; rN , sN ) := 1
N !
∑
σ∈SN
(−1)σψ (rσ(1), sσ(1); · · · ; rσ(N), sσ(N)) ,
with (−1)σ := (−1)sgn (σ). The projection PAS commutes with HB, Lz , Sz and
with the N -particle Landau Hamiltonian HB0 defined in (24) below, and there-
fore also with ΠB,Meff (see section 2). Recalling that we have fixed our spins to
Sz = −NB/2, PAS for us will only act in the ‘spatial’ variables (r1, · · · , rN ). Let
HB,Mf := P
ASHB,MPAS = HB,MPAS, the fermionic Pauli operator with z-angular
momentum M. Similarly, introduce ‘fermionized’ versions of the other operators:
ΠB,Meff,f := P
ASΠB,Meff , Π
B,M
⊥,f := P
ASΠB,M⊥ , H
B,M
eff,f := P
ASHB,Meff = P
AShB,Meff ⊕HB,M⊥,f =:
hB,Meff,f ⊕ HB,M⊥,f , hB,MC,f = PAShB,MC , hBδ,f := PAShBδ , HB,MC,f = PASHB,MC and finally
HB,Mδ,f := P
ASHB,Mδ . A careful examination of the proofs of Theorems 1.1, 1.3 and
1.5 will show:
Theorem 1.6. Theorems 1.1, 1.3 and 1.5 also hold true for the fermionized oper-
ators. For example, if ξ satisfies the conditions of theorem 1.1 with deff(ξ) replaced
by deff,f(ξ) := dist
(
ξ, σ(hB,Meff,f )
)
, then
(21) ‖
(
HB,Mf − ξ
)−1
−
(
HB,Meff,f − ξ
)−1
‖ ≤ Ceff α(B)
2
deff,f(ξ)2
√
B
,
with the same constants as before. Similarly for HB,MC,f , H
B,M
δ,f .
Remark 1.7. Theorem 1.6 is not simply obtained by ”sandwiching” Theorems 1.1,
1.3 and 1.5 between PAS , since the statements thus obtained would not involve the
distances to the spectra of the fermionized operators. Also, we established the
fermionic versions with the same constants as for the boltzonic ones, but it is
conceivable that one could have smaller constants in the fermionic case.
The operators hB,Meff,f and h
B,M
C,f are easily described:
(22) hB,Meff,f = −
1
2
∆− Z
N∑
j=1
V B,Mav:1 (zj) +
∑
j<k
V B,Mav:2 (zj − zk),
where, using the notation of (10),
V B,Mav:1 (z) :=
1
N
∑
j
V B,Mj (z),
and
V B,Mav:2 (z) :=
(
N
2
)−1∑
j<k
V B,Mjk (z),
the average one-, respectively two-particle potentials. Similarly, hB,MC,f equals
hB,MC,f = −
1
2
∆− Z
N∑
j=1
(
qB(zj) + C
n,B,M
av:1 δ(zj)
)
(23)
+
∑
j<k
(
qB(zj − zk) + Ce,B,Mav:2 δ(zj − zk)
)
,
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with
Cn,B,Mav:1 :=
1
N
N∑
j=1
Cn,B,Mj ,
and
Ce,B,Mav:2 :=
(
N
2
)−1∑
j<k
Ce,B,Mjk ,
while hB,Mδ,f is given by the same expression as h
B
δ , except of course that its domain
changes.
To complete the picture, we finish with an explicit description of Ran(ΠB,Meff,f ),
which is equal to PAS
(
Ran ΠB,Meff
)
= PAS
(
L2(RN )⊗ FB
M
)
. Fix M ≥ 0, and let
Σ(M) = {m ∈ NN : |m| = M},
the set of partitions ofM, where, as usual, |m| = m1+· · ·+mN ifm = (m1, · · · ,mN ).
The vector space FB
M
is spanned by the lowest Landau (generalized) eigenstates in-
dexed by m ∈ Σ(M), cf. section 2 below. The symmetric group SN acts on Σ(M)
in the natural way, by permuting the indices of an element m = (m1, · · · ,mN) of
Σ(M). Under this action, Σ(M) will decompose as a finite union of disjoint orbits:
Σ(M) =
⋃
m∈M
SN ·m,
M being a set of representatives of the orbits. If Gm denotes the stabilizer of
m ∈M, then we writeM as a disjoint unionM =M1 ∪M2, withM1 the subset
of thosem ∈M such that Gm = {e}, andM2 =M\M1, its complement. In other
words, m ∈ M1 iff no two components of m are the same, and m ∈M2 iff at least
two of its components are identical. Let L2AS(R
N ) be the space of anti-symmetrical
wave functions in L2(RN ). We then will prove, in section 8, that:
Theorem 1.8. There is a natural unitary isomorphism
UBM : Ran(Π
B,M
eff,f )→
⊕∑
m∈M1
L2(RN )⊕
⊕∑
m∈M2
L2AS(R
N ),
and
UBM h
B,M
δ,f U
B∗
M =
⊕∑
m∈M1
hBδ |L2(RN ) ⊕
⊕∑
m∈M2
hBδ |L2AS(RN ).
Remark 1.9. The operators UB
M
hB,MC,f U
B∗
M
and UB
M
hB,Meff,f U
B∗
M
can mix different
components of Ran (UB
M
), as we will see at the end of section 8, and will therefore
have a more complicated structure.
The paper is organized as follows. Section 2 contains the precise definition of our
effective projector ΠB,Meff . In section 3 we establish, with the help of the Feschbach
decomposition, a first approximation theorem, comparing HB,M’s resolvent at ξ
with that of HB,Meff +WB,M(ξ), where the last term is an auxiliary ‘potential’ which
itself depends on the spectral parameter ξ. Section 4 analyzes the large-B behavior
of the potential of HB,Meff , as well as that of WB,M. Sections 5, 6 and 7 are devoted
to the proofs of, respectively, theorems 1.1, 1.3 and 1.5. In section 8 we prove
theorems 1.6 and 1.8. Section 9, finally, concludes with some applications to the
spectral theory of HB,M, and some general observations.
Convention on constants. In the course of this work, we have had to introduce
a large number of constants. To keep track of them, we will use the convention that
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whenever the subscript of a constant is a number, the number refers to the formula
where the constant in question was first introduced. That is, C(x) := constant
defined in formula (x).
Acknowledgements. We first of all would like to thank Beth Ruskai for having
introduced us to the fascinating world of atoms in strong magnetic fields. We would
also like to thank the organizers of the Clausthal PDE Conference, Summer 1999,
and of the Critical Stability Workshop at les Houches, October 2001, for having
given us the opportunity to report on preliminary written versions of this work,
[BD].
2. Non-interacting electrons and the Lowest Landau Band
We begin by reviewing the spectral decomposition of
(24) HB0 := H
B
0 (N) :=
N∑
j=1
1
2
(
(
1
i
∇rj −
1
2
B ∧ rj)2 −NB
)
,
the ”free” Hamiltonian of N independent electrons interacting only with the field B.
Recall that we have fixed all electron spins in their szj = −1-state. The operator
HB0 is just a direct sum of N one-particle operators
1
2
(
(i−1∇r − 12B ∧ r)2 −B
)
,
whose spectral decomposition is explicitly known:⊕
m∈Z,n∈N
(
1
2
p2z +
B
2
(2n+ |m| −m)
)
ΠBm,n.
Here, pz is the momentum in the field direction, and Π
B
m,n is the projection, in the
x, y-variables, onto the normalized eigenfunctions χBm,n = χ
B
m,n(x, y) ∈ L2(R2) of
the operator
−1
2
∆x,y +
B2
8
(x2 + y2)− B
2
,
restricted to the m-eigenspace of Lz = xpy − ypx, the angular momentum in the
field-direction. These eigenfunctions are explicitly known in terms of Laguerre
functions, see e.g. [FW], but for our purposes we will only need those with n = 0,
m ≥ 0. These have a particularly simple expression: if (ρ, ϕ) are polar coordinates
in the x, y-plane, then
(25) χBm := χ
B
m,0 : (x, y)→
(
Bm+1
2π2mm!
)1/2
ρme+imϕe−Bρ
2/4.
The spectral decomposition of HB0 is simply the sum of the one-particle de-
compositions, and the projections onto its eigenstates will be indexed by N -tuples
m = (m1, · · · ,mN ) ∈ ZN , n = (n1, · · ·nN ) ∈ NN . If we let
ΠBm,n := Π
B
m1,n1 ⊗ · · · ⊗ΠmN ,nN ,
then
(26) HB0 =
⊕
m,n
 N∑
j=1
1
2
p2zj +
B
2
(2nj + |mj | −mj)
ΠBm,n.
The Lowest Landau Band of HB0 is defined as
(27) LB0 =
⊕
m∈ZN+
Ran ΠBm,0,
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where 0 := (0, · · · , 0), and if we put
(28) XBm(x, y) :=
N∏
j=1
χBmj (xj , yj), m1, · · · ,mN ≥ 0,
then L0 will be spanned by the tensor products XBm ⊗ u, with u = u(z) ∈ L2(RN ).
We will call the XBm the lowest Landau band states (these are not eigenvectors of
HB0 , but X
B
m⊗1 would be generalized eigenvectors with eigenvalue 0). The operator
HB0 restricted to LB0 simply is the free Laplacian in the field direction,
1
2
∑
j
p2zj = −
1
2
∆z ,
where z = (z1, · · · , zN).
We next reduce the Hamiltonians HB and HB0 to their angular momentum
sectors with respect to the field direction. The total orbital angular momentum
in the direction of B = (0, 0, B),
Lz =
∑
j
(xjpyj − yjpxj), (px, py, pz) =
1
i
∇r,
commutes with HB and HB0 , and is therefore a constant of motion for both Hamil-
tonians. If PM is the orthogonal projection onto the M-th eigenspace of Lz , then
we let
(29) HB,M := HBPM, HB,M0 := H
B
0 P
M
acting on H := L2(R3N ) ⊗ C2N . Since we are primarily interested in the spectral
behavior of HB near the bottom of its spectrum, we will restrict M to Z+, for
LB0 ∩ Ran PM 6= {0} ⇔ M ≥ 0. Indeed, notice that since HB,−M is unitarily
equivalent to HB,M + MB, one has inf σ(HB |M≥0) < inf σ(HB|M<0) as soon as
B > 0.
We next let
(30) Σ(M) = {m = (m1, · · ·mN ) ∈ ZN : mj ≥ 0, m1 + · · ·+mN = M},
the set of partitions of M, and define the effective projection ΠB,Meff by
(31) ΠB,Meff :=
∑
m∈Σ(M)
ΠBm,0.
This is simply the orthogonal projection onto L0 ∩ (Lz = M}. We also let ΠB,M⊥
be the orthogonal projection onto the orthogonal complement of Ran(ΠB,Meff ) in
Ran(PM). Observe that
ΠB,M⊥ =
⊕
m1 + . . .+mN = M,∑
j 2nj + |mj| −mj ≥ 2
Πm,n.
If we let FB
M
be the finite dimensional vector space spanned by the lowest Landau
states with total angular momentum M,
(32) FBM := Span{XBm : m ∈ Σ(M)},
then we can identify the range of ΠB,Meff with the space L
2(RN , FB
M
) of FB
M
-valued
L2-functions, as we will do without further comment.
To lighten the notations, we will often suppress one or both upper-indices B or
M, unless where this would cause confusion. This will always be clearly indicated,
usually at the beginning of a section.
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3. Estimates for Feschbach decompositions
We fix a non-negative integer M ≥ 0. In this section we will drop all upper-
indices B, M, and simply write H for HB,M, H0 for H
B,M
0 and Πeff respectively Π⊥
for ΠB,Meff and Π
B,M
⊥ . We write our atomic Hamiltonian H
B,M as
H = H0 + V ,
where
(33) V := −
∑
j
Z
|rj | +
∑
j<k
1
|rj − rk| ,
the electrostatic potential, and introduce the operators
Veff := ΠeffVΠeff , V⊥ := Π⊥VΠ⊥, V⊥,eff := Π⊥VΠeff ,
and its adjoint, Veff,⊥ = ΠeffVΠ⊥. These are to be considered as operators on
Ran Πeff , Ran Π⊥, and between these two Hilbert spaces, respectively. We further-
more put
heff := ΠeffHΠeff , H⊥ := Π⊥HΠ⊥, H⊥,eff := Π⊥HΠeff = H∗eff,⊥,
and for ξ ∈ C introduce the resolvents (wherever defined)
R := R(ξ) := (H⊥ − ξ)−1 , RWeff := RWeff(ξ) := (heff +W(ξ)− ξ)−1 ,
where
W :=W(ξ) = −Veff,⊥R(ξ)V⊥,eff .
Strictly speaking RWeff is not a resolvent since the potential W(ξ) depends on the
spectral parameter ξ. The operators R and RWeff act on, respectively, the ranges of
Π⊥ and of Πeff . Finally, let
T := H0P
M, Teff := ΠeffTΠeff , T⊥ := Π⊥TΠ⊥;
T commutes with Πeff and Π⊥, and Π⊥TΠeff = 0. Note that
T⊥ ≥ B Π⊥,
on the range of PM.
Using matrix notation associated to the decomposition PMH = Ran Πeff ⊕
Ran Π⊥, we decompose H as
H =
(
heff Heff,⊥
H⊥,eff H⊥
)
=
(
Teff + Veff Veff,⊥
V⊥,eff TB⊥ + V⊥)
)
.(34)
By the classical Feschbach formula, we then have
(35) (H − ξ)−1 =
(
RWeff −RWeffVeff,⊥R
−RV⊥,effRWeff R+RV⊥,effRWeffVeff,⊥R
)
,
for those ξ ∈ C for which the right hand side makes sense. The following theorem
is the main result of this section: recall that ρ(A) denotes the resolvent set of an
operator A, and σ(A) its spectrum.
Theorem 3.1. Let
(36) B(36) := 16Z
2N(M+N + 2),
and
(37) C(37) := c0 +
c20√
B(36)
, c20 = (32Z
2N + 8N(N − 1)2)(M+N + 2).
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If ξ ≤ 0 and if the field strength B ≥ B(36), then ξ ∈ ρ(H⊥). If, moreover,
ξ /∈ σ(Heff +W), then ξ ∈ ρ(H), and
(38) ‖ (H − ξ)−1 − (heff +W − ξ)−1 ⊕R(ξ)‖ ≤
C(37)
dWeff(ξ)
√
B
.
where dWeff(ξ) is the distance of ξ to σ(heff +W).
Proof of Theorem 3.1. The proof consists of estimating the relevant matrix elements
in the Feschbach formula. This will be done in several steps. Let
R0 = (T⊥ − ξ)−1,
the resolvent of T⊥ on Ran Π⊥.
Bound on R0. Since T⊥ ≥ B on Ran Π⊥ and since ξ ≤ 0, it immediately follows
that ‖R0‖ ≤ B−1. Write V as
(39) V = Vn + Ve, where Vn := −
∑
j
Z
|rj | , and Ve :=
∑
j<k
1
|rj − rk| ,
the sum of electron-nucleus and the electron-electron interactions.
A remark on notation: we will often leave the projection Π⊥ understood when
multiplying operators on the left and/or right by R0 or R, and for example simply
write R
1/2
0 VnR1/20 instead of the more explicit R1/20 Π⊥VnΠ⊥R1/20 .
Bound on R
1/2
0 VnR1/20 . First, since R0 ≤ B−1 on the range of Π⊥,
0 ≤ (
√
R0Vn
√
R0)
2 ≤ B−1
√
R0V2n
√
R0.
By Cauchy-Schwarz,√
R0V2n
√
R0 ≤ Z2N
√
R0
∑
j
|rj |−2
√
R0.
Next, using Hardy’s inequality on R3: |rj |−2 ≤ −4∆j, and the fact that
HB0 =
∑
j
−1
2
∆j +
1
8
|B ∧ rj |2 − B
2
(Lz +N),
we find that
√
R0
∑
j
|rj |−2
√R0 ≤ 8√R0∑
j
(
−∆j
2
+
|B ∧ rj |2
8
)√
R0
= 8
√
R0
(
T⊥ +
B
2
(M +N)
)√
R0
= 8Π⊥ + 8ξR0 + 4(M+N)BR0
≤ (8 + 4(M+N)) Π⊥,
since ξ ≤ 0. It follows from these estimates that
‖R1/20 VnR1/20 ‖ ≤ 2ZB−1/2
√
N(M+N + 2).
We note, as a consequence, that if b0 = 4Z
2N(M +N + 2), then ‖R1/20 VnR1/20 ‖ ≤
(b0B
−1)1/2 < 1 if B > b0. For later reference we also note the:
Bound on R
1/2
0 V2nR1/20 : the estimates above immediately imply that this positive
operator is bounded from above by 4Z2N(M+N + 2).
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Existence of and bound on R. Since the electron-electron repulsion Ve ≥ 0, it
follows that R ≤ RNI, where RNI = (T⊥ + Vn,⊥ − ξ)−1, the resolvent of an atom
with non-interacting electrons. Using the symmetrized resolvent formula,
(40) RNI =
√
R0
(
1 +
√
R0Vn
√
R0
)−1√
R0.
we see that RNI exists and is positive if B > b0 and ξ ≤ 0. Hence T⊥+Vn,⊥− ξ ≥ 0
and therefore also H⊥ − ξ and R. Moreover, if B > 4b0 = 16Z2N(M + N + 2) =
B(36), then every ξ ≤ 0 belongs to ρ(H⊥) and
0 ≤ R ≤ ‖R0‖
1− ‖R1/20 VnR1/20 ‖
≤ B−1
(
1
1− (b0B−1)1/2
)
≤ 2B−1.
Bound on R
1/2
0 V2eR1/20 : The following elementary operator inequality is very useful
to estimate the electron-electron interactions.
Lemma 3.2.
(41)
1
|rj − rk|2 ≤ 2 (−∆j −∆k) .
Proof. The unitary transformation induced by the following orthogonal transfor-
mation of R3 × R3,
(42) s :=
r1 − r2√
2
, t :=
r1 + r2√
2
.
commutes with the Laplacian, and transforms |rj−rk|−2 into 2−1|s|−2. By Hardy’s
inequality,
1
2|s|2 ≤ −2∆s ≤ −2(∆s +∆t),
and transforming back to the (rj , rk)-coordinates yields (41). QED
We can then estimate:
V2e =
∑
i<j
1
|ri − rj |
2 ≤ N(N − 1)
2
∑
i<j
1
|ri − rj |2
≤ N(N − 1)
∑
i<j
(−∆i −∆j) = N(N − 1)2
∑
i
(−∆i)
≤ 2N(N − 1)2
∑
i
(−∆i
2
+
|B ∧ rj |2
8
),
and therefore, by similar arguments as before,√
R0V2e
√
R0 ≤ 2N(N − 1)2
√
R0(T⊥ +
B
2
(M+N))
√
R0
≤ N(N − 1)2(M+N + 2),
on Ran (Π⊥).
Bound on VR1/20 : By the general identity ‖AA∗‖ = ‖A‖2, we have:
‖VR1/20 ‖2 = ‖R1/20 V2R1/20 ‖ ≤ 2(‖R1/20 V2nR1/20 ‖+ ‖R1/20 V2eR1/20 ‖)
≤ (8Z2N + 2N(N − 1)2)(M+N + 2).
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Bound on Veff,⊥R1/2: (Remember that we have shown that R ≥ 0, so its square
root is well-defined.) We first estimate ‖VRV‖, as follows. Recalling the non-
interacting resolvent RNI introduced above, we have that:
0 ≤ VRV ≤ VRNIV = VR1/20
(
1 +R
1/2
0 VnR1/20
)−1
R
1/2
0 V .
Hence its norm can be estimated by:
‖VRV‖ ≤ ‖VR
1/2
0 ‖2
1− ‖R1/20 VnR1/20 ‖
,
from which we obtain an estimate for ‖VR1/2‖ by taking square roots. Therefore,
if B ≥ B(36) = 4b0 as above,
‖Veff,⊥R1/2‖ ≤ ‖VR1/2‖ ≤
√
(16Z2N + 4N(N − 1)2) (M+N + 2).
We now come to the proof of (38). By Feschbach’s formula, we have
‖ (H − ξ)−1 −RWeff ⊕R(ξ)‖ =
∥∥∥∥( 0 −RWeffVeff,⊥R−RV⊥,effRWeff RV⊥,effRWeffVeff,⊥R
)∥∥∥∥
≤ ‖RWeffVeff,⊥R‖+ ‖RV⊥,effRWeffVeff,⊥R‖
≤ ‖RWeff‖ ‖Veff,⊥R1/2‖ ‖R1/2‖+ ‖RWeff‖ ‖Veff,⊥R1/2‖2 ‖R1/2‖2,(43)
where we have used the following elementary estimate for the norm of matrices of
operators:
‖
(
0 A
A⋆ B
)
‖ ≤ ‖A‖+ ‖B‖.
Hence if B > B(36) and if ξ /∈ σ(RWeff), we obtain
‖ (H − ξ)−1 −RWeff ⊕R(ξ)‖ ≤
1
dWeff(ξ)
(√
2‖VR1/2‖√
B
+
2‖VR1/2‖2
B
)
≤ 1
dWeff(ξ)B1/2
c0 + c20√
B(36)
 ,
with c20 = (32Z
2N + 8N(N − 1)2)(M +N + 2). QED
Corollary 3.3. (of the proof) Theorem 3.1 also holds, if we replace H and heff+W
by their fermionized versions Hf , heff,f +Wf , and dWeff(ξ) by the distance of ξ to the
spectrum of heff,f +Wf .
Proof. Simply write down the Feschbach’s formula (35) for Hf with respect to the
decomposition I = Πeff,f +Π⊥,f of Hf , and estimate as in (43), where all operators
will now have a sub-index ‘f’. Next use that PAS commutes with everything, and
trivially estimate ‖Af‖ = ‖PASA‖ ≤ ‖A‖, for A = R,R1/2 and Veff,⊥R 12 , except
for ‖RWeff,f‖, which will be estimated by 1 over the distance of ξ to the spectrum of
Heff,f +Wf . QED
The proof shows that in the fermionic case, Theorem 3.1 will at least be true with
the same constants as for the boltzonic case. The optimal constants for fermions
might be smaller, though.
Remark 3.4. In the proof of theorem3.1 we systematically used Hardy’s inequality.
Alternatively, one can use, at least when N = 1, the bounds on the matrix elements
of the Coulomb potential with respect to the Landau levels which were derived in
[FW].
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4. Effective potentials for large fields
The operator heff +W = hB,Meff +WB,M of Theorem 3.1 acts on Ran(ΠB,Meff ) =
ΠB,Meff (H), a Hilbert space which depends on both B andM, and which is canonically
isomorphic to the space of FB
M
-valued L2-functions on RN ,
(44) Ran (ΠB,Meff ) = L
2(RN , FBM ).
(Recall that FB
M
= Span {XBm : m ∈ Σ(M)}.) We will mostly suppress the M-
dependence from our notations, M being fixed in our analysis. The potential term
of hBeff ,
(45) VBeff = ΠBeffVΠBeff ,
can be interpreted as an operator valued function of z = (z1, · · · , zN ) ∈ RN , with
values in the space of linear operators on FB
M
and acting in the natural way on
L2(RNz ;F
B
M
). To get rid of the B-dependence of our Hilbert spaces we do a unitary
re-scaling. Let us pose x = (x1, · · · , xN ) ∈ RN and similarly for y and z. Define a
unitary operator UBxy on H by:
(46) UBxyψ(x, y, z) = B
N/2ψ(
√
Bx,
√
By, z).
Since XBm(x, y) = B
N/2X1m(
√
Bx,
√
By), it follows that
UB∗xy Π
B
effU
B
xy = Π
1
eff .
Let us write VBeff in multi-particle form:
(47) VBeff = −
∑
j
ZV Bj +
∑
j<k
V Bjk ,
with V Bj and V
B
jk defined by (10). Then U
B∗
xy V
B
j U
B
xy = Π
1
effU
B∗
xy |rj |−1UBxyΠ1eff =√
BV 1j (
√
Bzj), with
(48) V 1j (z) = Π
1
eff
1√
x2j + y
2
j + z
2
Π1eff ,
and likewise for V Bjk : U
B∗
xy V
B
jkU
B
xy(z) =
√
BV 1jk(
√
B(zj − zk)), with
(49) V 1jk(z) = Π
1
eff
1√
(xj − xk)2 + (yj − yk)2 + z2
Π1eff .
The operator
(50) ĥBeff := U
B∗
xy H
B
effU
B
xy,
will now act on the fixed, B-independent, Hilbert space, L2(RN , F 1
M
), and
ĥBeff = −
1
2
∆z −
∑
j
Z
√
BV 1j (
√
Bzj) +
∑
j<k
√
BV 1jk(
√
B(zj − zk))
= −1
2
∆z +
√
BV1eff(
√
Bz).
The next step will be to examine the asymptotic behavior of
√
BV1eff(
√
Bz) as
B → ∞. The main idea is contained in lemma 4.1 below. We introduce the free
Laplacian on RN ,
(51) h00 = −1
2
∆z,
and its resolvent:
(52) R00(−α2) = (h00 + α2)−1.
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We will need this resolvent both in dimension N and dimension 1. To distinguish
between these two cases we will, in the 1-dimensional case, systematically use β2
as spectral parameter instead of α2, reserving the latter for the multidimensional
case.
If u is a function or tempered distribution on RN , with values in some auxiliary
Hilbert space F , then ‖R00(−α2)s/2u‖L2(RN ;F ) is a norm on the s-th Sobolev space
Hs(RN ;F ). A linear operatorA sendsHs(RN ;F ) continuously intoH−s(RN ;F ) iff
the L2-operator norm ‖R00(−α2)s/2AR00(−α2)s/2‖ is finite. The case of interest
for us will be s = 1. We will also need the Fourier transform F , but only in
dimension 1, for which we normalize as follows:
F(u)(ζ) =
∫
R
u(z)e−izζdz.
There will consequently be a factor of (2π)−1 in the inversion formula.
Recall that
Pf
(
1
|x|
)
=
d
dx
(sgn(x) log |x|) ,
with the derivative in distribution sense. Let F be a finite dimensional complex
Hilbert space, and L(F ) the space of linear operators on F .
Lemma 4.1. Let v be an L(F )-valued tempered distribution on R, such that its
Fourier transform can be identified with a locally integrable function Fv = Fv(ζ).
Assume also:
(i) There exist C0, C1 ∈ L(F ) and a > 1/2, such that:
(53) Fv(ζ) = −C0 log |ζ|+ C1 +O(|ζ|a), ζ → 0.
(ii) If
e(ζ) := Fv(ζ) + C0 log |ζ| − C1,
denotes the error in the approximation (53), then
(54) C2
v
:=
∫
R
‖e(ζ)‖2
|ζ|2 dζ <∞.
For each λ > 0 let
(55) v∞,λ := C0 logλ · δ + 1
2
C0 · Pf
(
1
|x|
)
+ (γC0 + C1) · δ,
where δ is Dirac’s delta-distribution in 0, and γ = Γ′(1) is the Euler constant. If
R00(−β2) denotes the free resolvent in dimension 1 and β > 0, then
(56) ‖R00(−β2)1/2 (λv(λ·) − v∞,λ)R00(−β2)1/2‖ ≤ 2
1/4Cv√
βλπ
.
Remark. Observe that the integral (54) converges in 0, since we assumed that
a > 1/2 in (53).
Proof. It is known that
(57) F−1(log |ζ|) = −1
2
Pf
(
1
|x|
)
− γδ0,
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where γ is Euler’s constant: cf. e.g. [Schw]3. Therefore
v∞,λ = C0 (logλ) δ − C0F−1(log |ζ|) + C1δ
= F−1 (−C0 log(|ζ|/λ) + C1) ,
and
F
(
R00(−β2)1/2 (λv(λ·) − v∞,λ)R00(−β2)1/2
)
F−1
is an integral operator with kernel:
(58)
1
2π
1
(ζ2/2 + β2)1/2
e
(
ζ − ζ′
λ
)
1
(ζ′2/2 + β2)1/2
,
since multiplication by a distribution a(x) becomes an integral operator with kernel
(2π)−1Fa(ζ − ζ′) after conjugation by F . Since conjugation by the Fourier trans-
form does not change the operator norm, it follows that the norm in (56) can be
bounded by the Hilbert-Schmidt norm of (58), whose square equals:
1
π2
∫
R
(∫
R
1
((ζ − η)2 + 2β2)(ζ2 + 2β2)dζ
)
|e
( η
λ
)
|2dη
=
√
2
πβ
∫
R
|e(η/λ)|2
η2 + 8β2
dη =
√
2
πβλ
∫
R
|e(η)|2
η2 + (β2/8λ2)
dη ≤ C
2
v
√
2
πβλ
.
Here we have used the elementary integral identity:
(59)
∫
R
1
(aζ2 + b)(a(ζ − η)2 + b)dζ =
2π√
ab
1
aη2 + 4b
,
where a, b > 0. This finishes the proof of lemma 4.1. QED.
We will apply the previous lemma to our potentials (10), but before doing so we
first state and prove a weaker variant, which will be used to prove Theorem 1.1.
Let us introduce the (numerical) constant:
(60) C(60) :=
(
1
4π
∫
R
(| log |η| |+ 2)2
η2 + 4
dη
)1/2
.
Numerical evaluation of the integral (using either Mathematica or Maple 8) gives
C2
(60) ≃ 1.53.
Lemma 4.2. Let v = v(z) be an L(F )-valued tempered distribution on R such that
(61) Cv := sup
ζ∈R
‖ (| log |ζ| |+ 1)−1 Fv(ζ) ‖ <∞.
Then for all λ ≥ e and all ε > 0,
(62) ‖ (−ε∆+ε−1)−1/2
(
λ
log λ
v(λz)
)
(−ε∆+ε−1)−1/2 ‖ ≤ C(60)Cv (| log ε|+ 2) .
Proof. Conjugating as before by the Fourier transform, and estimating the operator
norm by the Hilbert-Schmidt one, we find that the left hand side of (62) is bounded,
by the square root of
(2π)−2
∫
R
(∫
R
1
(εζ2 + ε−1)(ε(ζ − η)2 + ε−1)dζ
)
1
(log λ)2
‖ v(η
λ
) ‖2 dη.
3(57) can also easily be shown directly, using the observation that Pf (1/|x|) and −2F−1(log |ζ|)
are both solutions of the distributional equation xΛ = −sgn x and therefore only differ by a
multiple of δ, which can then be computed to be −2γ.
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By (61) we can bound
1
(logλ)2
‖ v(η/λ) ‖2 ≤ C2
v
( | log |η| |
logλ
+ 1 +
1
logλ
)2
≤ C2
v
(| log |η| |+ 2)2 ,
since we suppose that λ ≥ e. Hence, using (59) again, we find that our norm is
bounded by the square root of
C2
v
2π
∫
R
( | log |η| |+ 2 )2
εη2 + 4ε−1
dη ≤ C
2
v
2π
∫
R
(| log |η| |+ | log ε|+ 2)2
η2 + 4
dη
≤ C
2
v
π
(log ε)2
∫
R
dη
η2 + 4
+
C2
v
π
∫
R
(| log |η| |+ 2)2
η2 + 4
dη = C2
v
(
(log ε)2
2
+ 4C2
(60)
)
,
by (60). Since C2
(60) ≥ 1/2, we see that (62) will be bounded by C(60)Cv (| log ε|+ 2),
as claimed. QED
The next step will be to apply lemma 4.1 to the potentials V 1j and V
1
jk, with
λ =
√
B. We introduce the B-dependent tempered distribution q = qB , and linear
operators Cnj , C
e
jk ∈ L(F 1M) by:
(63) qB(z) = logB δ(z) + Pf
(
1
|z|
)
,
(64) Cnj := C
n,M
j := −Π1eff log
(
1
4
(
x2j + y
2
j
))
Π1eff ,
(65) Cejk := C
e,M
jk := −Π1eff log
(
1
4
(
(xj − xk)2 + (yj − yk)2
))
Π1eff ;
Observe that (64) and (65) are related to (12) and (13) by conjugation by UBxy. See
also remark 1.4 for a physical interpretation of these three terms.
Lemma 4.3. Let R00(−β2) = (− 12∆z + β2)−1, β > 0 be the free resolvent in di-
mension 1. There exists a positive constant C(66) := C(66)(M) > 0 only depending
on M, such that for all B, β > 0,
(66)
‖R00(−β2)1/2
(√
BV 1j (
√
Bz)− (qB(z) + Cnj δ(z)))R00(−β2)1/2‖ ≤ C(66)√βB1/4 ,
and
(67)
‖R00(−β2)1/2
(√
BV 1jk(
√
Bz)− (qB(z) + Cejk δ(z)))R00(−β2)1/2‖ ≤ C(66)√βB1/4 ,
the norm being the operator norm on L2(R, F 1
M
).
To simplify future estimates, we have taken the same constant in both inequalities.
Proof. Recall the formulas (48) and (49) for V 1j (z) and V
1
jk(z). We need the
asymptotics of their Fourier-transforms at 0. By [AS, 9.6.21], the Fourier transform
of (1 + z2)−1/2 equals
F
(
(1 + z2)−1/2
)
(ζ) = 2K0(|ζ|),
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where K0 is the Macdonald function. Since the projector Π
1
eff effectively only acts
in the x and y-variables, it follows that
FV 1j (ζ) = Π1effFz→ζ
(
(x2j + y
2
j )
−1/2
(
1 + ((x2j + y
2
j )
−1/2z)2
)−1/2)
Π1eff
= 2Π1effK0
(√
x2j + y
2
j · ζ
)
Π1eff ,
with a similar formula for FV 1jk.
Now it is known that
K0(|ζ|) = − log |ζ|+ log 2− γ +O(||ζ2 log |ζ| |), |ζ| → 0,
and that K0(|ζ|) is bounded on |ζ| ≥ 1 (even exponentially decreasing there): see
e.g. [AS, 9.6.13]. It then easily follows that, as ζ → 0 and as operators on Ran Π1eff ,
FV 1j (ζ) ≃ −2 log |ζ| − 2γ + Cnj ,(68)
FV 1jk(ζ) ≃ −2 log |ζ| − 2γ + Cejk,
with an error of O(|ζ2 log |ζ| |). An appeal to lemma 4.1, with λ = √B and with
C0 = 2 and C1 = −2γ + Cnj respectively C1 = −2γ + Cejk, then finishes the proof.
QED
Remark 4.4. An explicit computation of the matrices of Cnj and C
e
jk with respect
to the natural basis X1m,m ∈ Σ(M) shows that Cnj and Cejk do depend on their
indices j and j, k, respectively.
We will likewise need lemma 4.2 for v = V 1j . We can without loss of generality
assume that j = 1, by permutational symmetry of Σ(M). As we have seen above,
FV 11 (ζ) = 2Π1effK0(|ζ|
√
x21 + y
2
1)Π
1
eff . It can easily be verified that ‖ (| log |ζ| | +
1)−1K0(ζ) ‖∞ = 1, so that, for example,
(69) CV 11 ≤ C(69) := 2 + 2‖ Π1eff
∣∣∣∣log√x21 + y21∣∣∣∣Π1eff ‖.
The operator norm on the right and side can be evaluated explicitly, and behaves
asymptotically for large positive M as 2 log(M).
We next extend lemma 4.3 to multi-particle potentials. Let us define the multi-
particle potential vC by
vC(z) = v
B
C (z) = −Z
∑
j
(
qB(zj) + C
n
j δ(zj)
)
(70)
+
∑
j<k
(
qB(zj − zk) + Cejkδ(zj − zk)
)
.
Lemma 4.5. Let R00(−α2) = (− 12∆z + α2)−1, α > 0, be the resolvent of the free
Hamiltonian in RN . Then
(71) ‖R00(−α2)1/2
(√
BV1eff(
√
Bz)− vC(z)
)
R00(−α2)1/2‖ ≤
C(72)√
αB1/4
,
where
(72) C(72) := C(72)(N,Z,M) := C(66) N
1/4
(
Z +
1
2
(N − 1)
)
.
Proof. We split both potentials into their ‘electron-nucleus’ and ‘electron-electron’
parts:
V1eff = V1eff,n + V1eff,e,
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and similarly for vC : vC = vC,n+vC,e = v
B
C,n+v
B
C,e. Writing VBs,ν(z) for
√
BV1s,ν(
√
Bz)
(with a mild abuse of notation), where ν = n or e, we bound the left hand side of
(71) by
(73)
‖R00(−α2)1/2
(VBeff,n−vC,n)R00(−α2)1/2‖+‖R00(−α2)1/2 (VBeff,e−vC,e)R00(−α2)1/2‖,
and estimate the two terms separately. Let R00,j(−β2) be the 1-dimensional resol-
vent in the variable zj , with a β which will be picked below. We will simply write
R00 for R00(−α2) and R00,j for R00,j(−β2). If we put
∆Vj := V
B
j (zj)− qB(zj)− Cnj δ(zj),
and
∆Vn := Z
∑
j
∆Vj = VBeff,n − vC,n ,
then, by (66),
R
1/2
00 ∆VnR1/200 = Z
∑
j
(R
1/2
00 R
−1/2
00,j ) (R
1/2
00,j∆VjR
1/2
00,j) (R
−1/2
00,j R
1/2
00 )
≤
C(66)Z√
βB1/4
∑
j
R
1/2
00 R
−1
00,jR
1/2
00 =
C(66)Z√
βB1/4
R00(−α)2(−1
2
∆z +Nβ
2)
≤
C(66)Z√
βB1/4
max
ξ∈RN
|ξ|2/2 +Nβ2
|ξ|2/2 + α2 =
C(66)Zmax(1, Nβ
2/α2)√
βB1/4
=
C(66)ZN
1/4
√
αB1/4
if we pick β = α/
√
N ; this choice actually minimizes β−1/2max(1, Nβ2/α2) as a
function of β ≥ 0, as is easily checked. Similar estimates show that −R1/200 ∆VnR1/200
is bounded from above, in operator sense, by the same number, and we therefore
conclude that the first norm in (73) is bounded by C(66)ZN
1/4/
√
αB1/4.
To estimate the second term of (73), we will use the following lemma, which is
analogous to lemma 3.2 from section 2. Let ∆j = −d2/dz2j , ∆k = −d2/dz2k.
Lemma 4.6. Let v = v(z) be an L(F )-valued distribution on R (F a finite-
dimensional Hilbert space), such that R00(−β2)1/2vR00(−β2)1/2 is self-adjoint, for
β > 0. Then for all µ > 0,
‖ (−1
2
∆j − 1
2
∆k + µ
2)−1/2 v(zj − zk) (−1
2
∆j − 1
2
∆k + µ
2)−1/2 ‖(74)
≤ 1
2
‖ (−1
2
∆s +
µ2
2
)−1/2 v(s) (−1
2
∆s +
µ2
2
)−1/2 ‖,
where the norm on the left hand side is of course taken in L2(R2, F ).
Proof. We use a similar change of variables as in the proof of lemma 3.2: s =
(zj − zk)/
√
2, t = (zj + zk)/
√
2. Then, with ≃ denoting unitary equivalence,(
−1
2
∆j − 1
2
∆k + µ
2
)−1/2
v(zj − zk)
(
−1
2
∆j − 1
2
∆k + µ
2
)−1/2
≃
(
−1
2
∆s − 1
2
∆t + µ
2
)−1/2
v(
√
2s)
(
−1
2
∆s − 1
2
∆t + µ
2
)−1/2
≃ 1
2
(
−1
2
∆s − 1
2
∆t +
µ2
2
)−1/2
v(s)
(
−1
2
∆s − 1
2
∆t +
µ2
2
)−1/2
.
Observing that
‖
(
−1
2
∆s +
µ2
2
)1/2(
−1
2
∆s − 1
2
∆t +
µ2
2
)−1/2
‖ ≤ 1.
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on L2(R2), the lemma follows. QED
Let us write
(75) R00,jk = R00,jk(−µ2) =
(
−1
2
(∆j +∆k) + µ
2
)−1/2
,
the 2-dimensional free resolvent, where µ will be optimized at the end of the proof.
Recall that R00 = R00(−α2), and put
∆Vjk = V
B
jk (zj − zk)− qB(zj − zk)− Cejkδ(zj − zk).
Then, using lemmas 4.6 and 4.3, R1/2(VBeff,e − vBC,e)R1/200 can be estimated from
above as follows:
R
1/2
00
∑
j<k
∆Vjk R
1/2
00 =
∑
j<k
(
R
1/2
00 R
−1/2
00,jk
) (
R
1/2
00,jk ∆Vjk R
1/2
00,jk
) (
R
−1/2
00,jkR
1/2
00
)
≤
C(66)
23/4
√
µB1/4
∑
j<k
R
1/2
00 R
−1
00,jkR
1/2
00
=
C(66)
23/4
√
µB1/4
R00(−α2)
∑
j<k
(−1
2
(∆j +∆k) + µ
2)

=
C(66)(N − 1)
23/4
√
µB1/4
R00(−α2)
(
−1
2
∆z +
Nµ2
2
)
≤
C(66)(N − 1)
23/4B1/4
· 1√
µ
max
(
1,
Nµ2
2α2
)
≤
C(66)(N − 1)N1/4
2
√
αB1/4
,
where we minimized the right hand side over µ by choosing µ = α
√
2/N . The
similar upper bound for−R1/2(Ve − vBC,e)R1/200 gives the desired estimate for the
second norm in (73), and combining the two estimates, we have proved lemma 4.5.
QED
We now derive a similar estimate for WB as B →∞.
Lemma 4.7. Let R00(−α2) be the free resolvent in dimension N , and let U = UBxy
be the unitary transformation defined by (46). Then, if ξ ≤ 0,
(76) ||R00(−α2)1/2U∗WBUR00(−α2)1/2|| ≤
C(77)
α
√
B
,
with
(77) C(77) := C(77)(N,Z) := 2π
3/2N3/2
(
Z2 +
(N − 1)2
4
)
.
Proof. Recall that WB = −Veff,⊥RV⊥,eff , where R = R(ξ) = (H⊥ − ξ)−1 on
Ran ΠB⊥. Hence
U∗WBU = −BV1eff,⊥(
√
Bz)U∗RUV1⊥,eff(
√
Bz),
where V1eff,⊥ = Π1effVΠ1⊥, and similarly for V1⊥,eff . Since for ξ ≤ 0, 0 ≤ R ≤ 2/B
(see section 3), we have that, letting V(·, z) be the function (x, y)→ V(x, y, z),
0 ≤ −U∗WBU ≤ 2Π1effV(·,
√
Bz)Π⊥V(·,
√
Bz)Π1eff
≤ 2Π1effV(·,
√
Bz)2Π1eff
≤ 4
(
Π1effVn(·,
√
Bz)2Π1eff +Π
1
effVe(·,
√
Bz)2Π1eff
)
.(78)
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As in the previous lemma, we treat the two terms separately. By Cauchy-Schwarz,
Vn(x, y,
√
Bz)2 ≤ Z2N
N∑
j=1
1
ρ2j +Bz
2
j
,
where ρ2j = x
2
j+y
2
j .As before, letR00,j(−β2) be the resolvent of h00,j = −(1/2)d2/dz2j
on R. We first estimate the L2-norm of each
(79) R00,j(−β2)1/2Π1eff(ρ2j +Bz2j )−1Π1effR00,j(−β2)1/2,
by conjugating with the Fourier transform F . Since F ((1 + z2)−1) (ζ) = πe−|ζ|,
(79) then becomes an integral operator with kernel
(80)
1
2
B−1/2
(
ζ2j
2 + β
2
)−1/2 (
Π1eff ρ
−1
j e
−ρjB−1/2|ζj−ηj | Π1eff
)(
η2j
2 + β
2
)−1/2
.
The norm of (80) can be estimated by its Hilbert-Schmidt norm, whose square can
be bounded by:
1
4B
‖Π1eff
1
ρj
Π1eff‖2
(∫
R
( ξ
2
2 + β
2)−1dξ
)2
=
π2C2
(81)
2β2B
,
where we have put
(81) C(81) := ‖ Π1effρ−1j Π1eff ‖.
Note that C(81) is independent of j, because of the permutational symmetry of
Σ(M). It follows that:
(82) R00,j(−β2)1/2 Π1eff(ρ2j +Bz2j )−1Π1eff R00,j(−β2)1/2 ≤
πC(81)√
2β
√
B
,
and therefore
0 ≤ R00(−α2)1/2 Π1eff Vn(·,
√
B)2 Π1eff R00(−α2)1/2
≤
πC(81)Z
2N√
2βB1/2
R00(−α2)
∑
j
(
h00,j + β
2
)
=
πC(81)Z
2N√
2βB1/2
R00(−α2)(h00 +Nβ2)(83)
≤
πC(81)Z
2N3/2√
2αB1/2
,
if we choose β = α/
√
N. The same inequality then holds for the norm, since the
operator we estimate is positive.
We next treat the interaction term R00(α
2)1/2Ve(·,
√
Bz)2R00(α
2)1/2 in a similar
way as in the proof of lemma 4.5. First, by Cauchy-Schwarz again,
Ve(·,
√
Bz)2 ≤ N(N − 1)
2
∑
j<k
1
ρ2jk +B(zj − zk)2
,
where we have put ρ2jk = (xj − xk)2 + (yj − yk)2. Since the rotation (rj , rk)→(
2−1/2(rj − rk), 2−1/2(rj + rk)
)
commutes with Π1eff (since it commutes with H
1
0
and with Lz), we find, after a unitary transformation, that
‖R00,jk(−µ2)1/2Π1eff
(
ρ2jk +B(zj − zk)2
)−1
Π1effR00,jk(−µ2)1/2 ‖
≤ ‖ 1
2
R00,j(−µ
2
2
)1/2Π1eff
(
ρ2j +Bz
2
j
)−1
Π1effR00,j(−
µ2
2
)1/2 ‖
≤
πC(81)
2µ
√
B
;
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compare the proof of lemma 4.6. Hence, using similar arguments as before,
R00(−α2)1/2 Π1eff Ve(·,
√
B)2 Π1eff R00(−α2)1/2
≤
πC(81)N(N − 1)
4µ
√
B
R00(−α2)
∑
j<k
(h00,jk + µ
2)
≤
πC(81)N(N − 1)2
4µ
√
B
R00(−α2)(h00 + Nµ
2
2
)
≤
πC(81)N
3/2(N − 1)2
4
√
2α
√
B
,
if we choose µ = α
√
2/N . Adding this estimate to the one for V2n, and remem-
bering the factor 4 from (78), we have proved (76 ) with the constant C(77) =
23/2πC(81)N
3/2
(
Z2 + (N−1)
2
4
)
. A priori, C(81) might still depend on M, but it in
fact does not, as we will finally show. We compute C(81) in the Landau basis (28)
of FM
1, with respect to which Π1eff ρ
−1
1 Π
1
eff diagonalizes:
C(81) = max0≤m≤M
1
2mm!
∫ ∞
0
ρ2m1 e
−ρ21/2dρ1
= max
0≤m≤M
1
m!
√
2
∫ ∞
0
sm−
1
2 e−sds
= max
0≤m≤M
Γ(m+ 12 )√
2Γ(m+ 1)
.
It is known that
Γ
(
m+
1
2
)
=
1 · 3 · 5 · · · · (2m− 1)
2m
Γ
(
1
2
)
,
cf. e.g. [AS], formula (6.1.12), page 255. Using this, one easily finds that
C(81) =
1√
2
Γ
(
1
2
)
=
√
π
2
,
which completes the proof of the lemma. QED
To prove Theorem 1.5 we will need to control the Sobolev norm of V B1 −vBδ . This
is done in the following lemma, which we formulate in slightly greater generality
than needed, with an eye to future applications.
Lemma 4.8. Let V B1 := V
B,M
1 be defined as in (10), c > 0 and let αc = αc(B) be
the unique positive solution of
(84) αc =
2
c
log
(√
B
αc
)
,
Then the constant
(85)
C(85) :=
(
π2 + 9 log2(2) +
64
√
2
π
+ sup
|ζ|≤1
∣∣FV 11 (ζ) + 2 log(|ζ|)∣∣2 + 8√2π sup|ζ|≥1 |FV 11 (ζ)|2
)1/2
is finite and depends only on M. Moreover for all c > 0 and all B > 0
(86) ‖R00(−α2c)
1
2 (V B1 − cαc(B)δ)R00(−α2c)
1
2 ‖ ≤
C(85)
αc(B)
.
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Observe that if c = 2, then αc(B) is the α(B) from Theorem 1.1: cf. (6). Also note
that the constant C(85) is independent of c > 0.
Proof. The first statement follows at once using the explicit knowledge of FV 11
obtained in the proof of lemma 4.3. To prove the estimate (86) we introduce the
auxiliary function X by
FV B1 (ζ)− cαcFδ(ζ) = FV 11 (
ζ√
B
) + 2 log
|ζ|√
B
− 2 log |ζ|
αc
=: X(
ζ√
B
)− 2 log |ζ|
αc
,
where in the first line we used equation (84). The Fourier transform of V B1 −
cαc(B)δ acts as convolution by a function, and we estimate the norm of Y :=
R00(−α2c)
1
2 (V B1 − cαcδ)R00(−α2c)
1
2 by its Hilbert-Schmidt norm, as in the proofs of
lemmas 4.1, 4.2. It follows that
‖Y ‖2 ≤
√
2
παc
∫
R
|FV B1 (ζ) − cαcFδ(ζ)|2
8α2c + ζ
2
dζ ≤ 2
√
2
παc
∫
R
|X( ζ√
B
)|2 + |2 log |ζ|αc |2
8α2c + ζ
2
dζ.
First,
1
αc
∫
R
4
8α2c + ζ
2
∣∣∣∣log |ζ|αc
∣∣∣∣2 dζ = π2√2α2c (π2 + 9 log2(2)).
We next look at the contribution of X , which we split in two parts:∫ ∞
√
B
|X( ζ√
B
)|2dζ
8α2c + ζ
2
=
1√
B
∫ ∞
1
|X(ζ)|2dζ
8B−1α2c + ζ2
≤ 2√
B
∫ ∞
1
|FV (ζ)|2 + 4(log |ζ|)2
ζ2
dζ
≤ 2√
B
(
sup
|ζ|≥1
|FV (ζ)|2 + 8
)
,
since ∫ ∞
1
(log |ζ|)2
|ζ|2 dζ = 2,
and ∫ √B
0
|X( ζ√
B
)|2dζ
8α2c + ζ
2
≤ sup
|ζ|≤1
|X(ζ)|2
∫ √B
0
dζ
8α2c + ζ
2
≤ π
4
√
2αc
sup
|ζ|≤1
|X(ζ)|2.
The rest is now elementary. Notice in particular that supB>0 αc(B)/
√
B = 1. QED
The limit potential (70) suggests defining an effective Hamiltonian hC = h
B
C by:
(87) hC := h00 + vC .
As it stands, this is just a formal expression, and our first task is to give a meaning
to hC as a self-adjoint operator on L
2(RN ;F 1
M
). We do this by showing that vC
is form-bounded with respect h00, with zero relative form-bound. Let 〈·, ·〉 denote
the duality between distributions and test functions.
Lemma 4.9. The quadratic forms u→ 〈δ, |u|2〉 = |u(0)|2 and u→ 〈Pf(1/|z|), |u|2〉
are well-defined on H1(R), and form-bounded with respect to h00, with relative
bound zero. More precisely, we have for all ε > 0 that
(88) δ ≤ 12 (−ε∆z + ε−1),
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and
(89) Pf(|z|−1) ≤ C(90)(| log ε|+ 1)(−ε∆z + ε−1),
where
(90) C(90) :=
√
π2
2
+ 2(log 2)2 + γ.
Proof. This is well-known for δ. For Pf (|z|−1) we first note that, since Pf (|z|−1) =
−2F−1(log |ζ|) − 2γδ0, it suffices to prove the form-boundedness of F−1(log |ζ|).
The latter will follow from:
(91)
‖(−ε∆+ ε−1)−1/2F−1(log |ζ|)(−ε∆+ ε−1)−1/2‖2 ≤ 1
2
(log ε)2 +
π2 + 4(log 2)2
8
,
for all ε > 0. To prove (91), observe that after conjugation by the Fourier transform
F , and estimating the operator norm by the Hilbert-Schmidt norm, the square of
(91) can be bounded by:
(92)
1
(2π)2
∫
R
∫
R
(log |ζ − η|)2
(εζ2 + ε−1)(εη2 + ε−1)
dζdη.
Changing variables and using (59), we find that (92) can be bounded by
1
2π
∫
R
(log |ζ|)2
εζ2 + 4ε−1
dζ =
1
2π
∫
R
(log |ζ/ε|)2
ζ2 + 4
dξ
≤ 1
π
(log ε)2
∫
R
dζ
ζ2 + 4
+
1
π
∫
R
(log ζ)2
ζ2 + 4
dζ =
1
2
(log ε)2 +
π2 + 4(log 2)2
8
.
Hence, using (88),∣∣〈Pf (|x|−1), |u|2〉∣∣ = 2 · ∣∣ 〈F−1(log |ξ|), |u|2〉 + γ〈δ, |u|2〉 ∣∣
≤
{(
2(log ε)2 +
π2
2
+ 2(log 2)2
)1/2
+ γ
}{−ε(∆u, u) + ε−1‖u‖2}
=
(√
2| log ε|+ C(90)
){−ε(∆u, u) + ε−1‖u‖2} ,
which implies (89) since
√
2/C(90) < 1. QED
Because of the terms Cnj δ(zj) and C
e
jkδ(zj − zk) we have to extend the first part
of lemma 4.9 to the vector-valued case, but this is immediate: we just note that if
C a linear operator on F 1
M
(or any finite-dimensional vector space, for that matter),
then the right interpretation of Cδ as quadratic form on H1(R, F 1
M
) is given by
〈δ(z), (Cu(z), u(z))〉, where (·, ·) is the inner product on F 1
M
.
Finally, we lift lemma 4.9 to RN . Recall that if L : RN → R is a linear map, then
the pull-back L∗Λ of a distribution Λ on R is well-defined, and can be computed by
going to linear coordinates z′ with respect to which L(z′) = z′1. It then immediately
follows from lemma 4.9 that L∗δ and L∗qB will be form-bounded with respect to
h00 on R
N , with relative bound 0. Taking L(z) = Lj(z) = zj and L(z) = Ljk(z) =
zj − zk, we see that the sesqui-linear form tBC(u) given by
tBC(u) =
1
2
||∇u||2 − Z
∑
j
〈
L∗jq
B, |u|2〉+ 〈(L∗jδ, (Cnj u, u)〉(93)
+
∑
j<k
〈
L∗jkq
B, |u|2〉+ 〈L∗jkδ, (Cejku, u)〉 ,
is well-defined on H1(RN , F 1
M
), and bounded from below by −C||u||2, for some
constant C, depending on B,Z,N and M. By the Kato-Lax-Lions-Milgram-Nelson
EFFECTIVE HAMILTONIANS FOR ATOMS IN VERY STRONG MAGNETIC FIELDS 25
Theorem (cf. e.g. [RS, Theorem X.17]), tBC defines a unique self-adjoint operator,
which we will call hC = h
B,M
C , and informally write as (87). In Appendix A we will
give a characterization of the operator domain of hBC . Similar arguments will define
hBδ as a self-adjoint operator, cf. [BD].
5. Proof of Theorem 1.1
We will first compare the resolvents of heff := h
B,M
eff and of heff + W , where
W :=WB,M(ξ) was defined at the beginning of section 3. Put
reff := reff(ξ) := (heff − ξ)−1 , RWeff := RWeff(ξ) := (heff +W − ξ)−1 ,
and let
(94) B(94) :=
4C2
(77)
α
(
C(77)
)2 ,
where α = α(B) is the function defined by (6) , and
(95) ceff := 2
(
N
2ε2eff
+ 1
)
C(77),
with εeff = εeff(Z,M) the unique positive solution of
(96) ZC(60) CV 11 ε(| log ε|+ 2) =
1
4
,
where CV 11 is defined by (61) with v = V
1
1 (see (69) for an upper bound). Note that
both constants only depend on N , Z and M, and this in a controlled way.
We then have:
Theorem 5.1. If B ≥ B(94), ξ ≤ 0 and
(97) ceff
α√
B
≤ deff(ξ) ≤ 1
2
α2,
with α = α(B) is as in Theorem 1.1, then ξ ∈ ρ(heff + W), and ‖RWeff(ξ)‖ ≤
2‖reff(ξ)‖. Furthermore,
(98) ‖RWeff(ξ)− reff(ξ)‖ ≤ ceff
α
deff(ξ)2
√
B
.
Proof of Theorem 5.1. It clearly suffices to establish Theorem 5.1 after conjugation
by UBxy, defined by (46). To simplify notations, we will simply denote the conjugated
operators by the same letters as the original ones. Using the symmetrized resolvent
formula we estimate
(99) ‖RWeff(ξ)− reff(ξ) ‖ ≤
1
deff(ξ)
( ‖Keff(ξ)‖
1− ‖Keff(ξ)‖
)
,
where
(100) Keff(ξ) := |reff(ξ)|1/2W(ξ)reff(ξ)1/2,
with the convention that A1/2 := sgn (A)|A|1/2, if A is a self-adjoint operator4.
Now let µ < inf(σ(heff), to be specified later. The following elementary lemma will
allow us to replace ξ by µ in (100).
4note that since ξ is not necessarily below the infimum of the spectrum, reff (ξ) is not necessarily
positive, and we use the symmetrized resolvent formula in the following form: RW
eff
= r
1/2
eff
(1 +
|reff |
1/2Wr
1/2
eff
)−1|reff |
1/2
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Lemma 5.2. If µ < inf σ(heff), then for all real ξ in the resolvent set ρ(heff),
(101) ‖ reff(ξ) (heff − µ) ‖ ≤ max
( |µ|
deff(ξ)
, 1
)
.
Proof. We distinguish two cases: inf σ(heff) < ξ < 0 and ξ < inf σ(heff). (Observe
that inf σ(heff) < 0, by the HVZ Theorem, since this is already the case for N = 1).
In the first case, let (ξ−, ξ+) be the largest open interval in ρ(heff) which contains ξ.
Since [0,∞) is in the spectrum (it is already in the essential spectrum), ξ+ ≤ 0. It is
easy to see that the function x→ |x−µ|/|x− ξ| is increasing on (−∞, ξ−)∩σ(heff)
and decreasing on (ξ+,∞) ∩ σ(heff). It follows that
‖reff(ξ)(heff − µ)‖ = sup
x∈σ(heff )
|x− µ|
|x− ξ| = max
( |ξ− − µ|
|ξ− − ξ| ,
|ξ+ − µ|
|ξ+ − ξ|
)
≤ |µ|
deff(ξ)
,
as was to be shown. One shows in a similarly way that (101) equals (inf σ(heff)−
µ)/(inf σ(heff) − ξ) ≤ |µ|/deff(ξ), if µ < ξ < inf σ(heff), and is equal to 1 if ξ < µ.
QED
Substituting Id = reff(µ)
1/2(heff − µ)1/2 = (heff − µ)1/2reff(µ)1/2 at the appro-
priate places in formula (100), we see that if ξ ≤ 0,
(102) ‖Keff(ξ)‖ ≤ max
( |µ|
deff(ξ)
, 1
)
‖Keff(µ; ξ)‖,
with
Keff(µ; ξ) := reff(µ)
1/2W(ξ)reff(µ)1/2.
Repeating the same argument for Keff(µ; ξ) using Id = ((h00+α
2)1/2R00(−α2)1/2,
we obtain from lemma 4.7 that
(103) ‖K(µ; ξ)‖ ≤
C(77)
α
√
B
‖reff(µ)1/2(h00 + α2)1/2‖2.
We will now estimate the norm on the right hand side, for suitably chosen µ.
Lemma 5.3. Assume B ≥ e2. Define
(104) µeff = µeff(N,Z,M) := −α
2
2
(
N
2ε2eff
+ 1
)
,
where α is as in Theorem 1.1, and where ε = εeff is the unique positive solution to
the equation (96). Then µeff < inf σ(heff), and
(105) ‖reff(µeff)1/2(h00 + α2)1/2‖ ≤
√
2.
Assuming the lemma for the moment, we continue with the proof of Theorem
5.1: we have, by (102), (103) and (105), that if deff(ξ) ≥ c#α/
√
B, then
‖ Keff(ξ) ‖ ≤ 2max
{
α2
2
(
N
2ε2eff
+ 1
)
1
deff(ξ)
, 1
}
C(77)
α
√
B
≤ 1
2
,
provided that c# satisfies
c# ≥ 2
(
N
2ε2eff
+ 1
)
C(77), and
C(77)
α
√
B
≤ 1
4
.
Since α(B)
√
B is increasing, and since α(B)
√
B = x iff B = x2/(4α(x/4)2), the
last inequality is implied by B ≥ B(94). Choosing c# = ceff defined by (95), we
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conclude that if ξ is such that deff(ξ) ≥ ceffα/
√
B, then by (99 ) , (102), (103) and
our choice of µ = µeff ,
‖RWeff − reff(ξ)‖ ≤
4
deff(ξ)
max
{
α2
2
(
N
2εeff
2
+ 1
)
1
deff(ξ)
, 1
}
C(77)
α
√
B
≤ 2C(77)
(
N
2ε2eff
+ 1
)
α
deff(ξ)2
√
B
,
provided that deff(ξ) ≤ α2/2. This proves Theorem 5.1, modulo that of lemma 5.3.
QED
Proof of lemma 5.3. We will use a scaling argument. If we let ≃ denote the
unitary equivalence induced by the change of variables z → z/α, where α > 0 is
for the moment a free parameter, and if we write VBeff for
√
BV1eff(
√
B·), then if
µ < inf σ(heff),
0 ≤ (h00 + α2)1/2reff(µ)(h00 + α2)1/2
≃ (h00 + 1)1/2
(
−1
2
∆z + α
−2VBeff( ·α )− α−2µ
)−1
(h00 + 1)
1/2
≤ (h00 + 1)1/2
(
−1
2
∆z + α
−2VBeff,n( ·α )− α−2µ
)−1
(h00 + 1)
1/2,(106)
V1eff,n being the attractive part of Veff . We now choose α = log(
√
B/α), as in (6),
and put λ :=
√
B/α. Notice that B ≥ e2 implies that λ ≥ e. Then, by lemma 4.2,
√
B
α2
V1eff,n
(√
B
α
z
)
= −Z
N∑
j=1
λ
logλ
V 1j (λzj)
≥ −2C(60)ZCV 11 ε(| log ε|+ 2)
(
−1
2
∆z +
N
2ε2
)
, ε > 0
= −1
2
h00 +
N
4εeff
,
uniformly in λ, if we choose ε := εeff = εeff(Z,M) such that (96) holds. We now
take
µ = µeff = −α
2
2
(
N
2ε2eff
+ 1
)
.
Then it follows that µeff < inf σ(heff), since heff − µeff ≥ 12 (h00 + 1) ≥ 12 . Further-
more, (106) can be estimated by
(h00 + 1)
1/2
(
1
2
h00 −
(
N
4ε2eff
+
µeff
α2
))−1
(h00 + 1)
1/2 = 2,
which implies (105). QED
Proof of Theorem 1.1. It now suffices to combine Theorem 3.1 and Theorem 5.1,
while carefully keeping track of the constants. First of all, (97), implies that
‖RWeff‖ ≤ 2‖reff(ξ)‖, and therefore dWeff(ξ) ≥ deff(ξ)/2. Furthermore, ξ < 0 if
deff(ξ) > 0, and if
(107) B ≥ Beff := max{B(36), B(94), e2},
28 RAYMOND BRUMMELHUIS1 AND PIERRE DUCLOS2
then
‖(H − ξ)−1 − (heff − ξ)−1 ⊕ (H⊥ − ξ)−1‖
≤ ‖(H − ξ)−1 −RWeff(ξ)⊕ (H⊥ − ξ)−1‖+ ‖RWeff(ξ)− reff(ξ)‖
≤
C(37)√
B
1
dWeff(ξ)
+ ceff
α
deff(ξ)2
√
B
≤
(
2C(37) + ceff
α
deff(ξ)
)
1
deff(ξ)
√
B
(using deff(ξ)/2 ≤ dWeff(ξ) )
≤
(
C(37) +
ceff
α
) α2
deff(ξ)2
√
B
(using deff(ξ) ≤ α2/2 again )
≤
(
C(37) +
ceff
α(Beff)
)
α2
deff(ξ)2
√
B
,
since α(B)−1 is a decreasing function ofB. This proves Theorem 1.1 with a constant
Ceff which is equal to
Ceff := C(37) +
ceff
α(Beff)
. QED
6. Proof of Theorem 1.3
As a first step, we will compare the resolvents reff(ξ) of heff and rC(ξ) := (hC −
ξ)−1 of hC := hBC . Recall, that dC(ξ) := dist (ξ, σ(hC)).
Theorem 6.1. Let α = α(B) be defined by (6). There exist (computable) constants
B′C , C
′
C ≥ 0, only depending on Z,N and M, such that for all B ≥ B′C and all real
ξ ≤ 0 satisfying
(108) dC(ξ) ≥ C′C α3/2B−1/4,
then ξ ∈ ρ(Heff), with ‖reff(ξ)‖ ≤ 2‖rC(ξ)‖. In addition, letting5
C′′C = max{C′C , 4C(72)
(
N
2ε2eff
+ 1
)
} ≥ C′C ,
then if
(109) dC(ξ) ≥ C′′C α3/2B−1/4,
we also have that ‖rC(ξ)‖ ≤ 2‖reff(ξ)‖.
Finally, if
(110) C′C α
3/2B−1/4 ≤ dC(ξ) ≤ 1
2
α2,
then
(111) ‖reff(ξ)− rC(ξ)‖ ≤ C′C
α3/2
dC(ξ)2B1/4
.
Proof. The proof is similar to the proof of Theorem 5.1, with however some technical
changes, due to the fact that vC is not homogeneous of degree −1, and that its
electron-electron part is not positive anymore. As before, we conjugate all operators
by UBxy, keeping the same letters for the conjugated operators.
Arguing as in the proof of Theorem 5.1, one shows that
‖reff(ξ)− rC(ξ)‖ ≤ 1
dC(ξ)
‖KC(ξ)‖
1− ‖KC(ξ)‖ ,
5with εeff defined in (96)
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where KC := |rC(ξ)|1/2(heff − hC)rC(ξ)1/2. Using lemma 4.5, we find that, for any
µ < inf σ(hC),
(112) ‖KC(ξ)‖ ≤
C(72)
B1/4
√
α
max
{ |µ|
dC(ξ)
, 1
}
‖rC(µ)1/2(h00 + α2)1/2‖2.
We then use the following analogue of lemma 5.3, of which we only state a qualita-
tive version.
Lemma 6.2. There exists a constant νC = νC(Z,N,M) ≥ 1/2 such that if B ≥ e,
and if µC := −νCα2, α defined by (6), then µC < inf σ(hC), and
(113) ‖rC(µC)1/2(h00 + α2)1/2‖2 ≤ 2.
Proof. As before, we will use scaling. However, contrary to δ(z), the distribution
Pf(1/|z|) is not homogeneous of degree −1 on R. In fact, if ρα is the dilation
ρα(z) = α
−1z on R, α > 0 arbitrary, then the pullback of Pf (1/| · | by ρα equals
(114) ρ∗αPf
(
1
| · |
)
= α Pf
(
1
| · |
)
− 2α logα δ.
Let us split the potential vC := v
B
C of hC as
vC = logB vδ + vQ,
where vδ is defined in (17) and
vQ = −Z
∑
j
(
Pf
1
|zj | + C
n
j δ(zj)
)
+
∑
j<k
(
Pf
1
|zj − zk| + C
e
jkδ(zj − zk)
)
,
the (pseudo-) Coulombic part. If ≃ denotes unitary equivalence with respect to the
dilation ρα (on R
N ), then in view of our choice of α
hC − µ ≃ α2
(
h00 +
logB − 2 logα
α
vδ +
1
α
vQ − α−2µ
)
= α2(h00 + 2vδ +
1
α
vQ − α−2µ)
≥ α2
(
1
2
h00 − b− α−2µ
)
form some b > 0 depending only on Z,N and M, since by lemma 4.9 we know
that 2vδ +
1
αvQ is h00 form bounded with relative bound 0. Recall that B ≥
e implies α ≥ 1. Choosing µ = µC := −α2(12 + b) =: −α2νc will insure that
(h00 + α
2)rC(µ)(h00 + α
2)1/2 ≤ 2 which is what we want to prove. A more careful
argument, which we will skip, will yield an explicit b. QED
We continue with the proof of Theorem 6.1. By (113) and (112) with µ = µC ,
we find that
‖KC(ξ)‖ ≤
2C(72)
B1/4
√
α
max
{
νCα
2
dC(ξ)
, 1
}
≤ 1
2
,
if both
dC(ξ) ≥ 4C(72)νC
α3/2
B1/4
=: C′C
α3/2
B1/4
,
and α1/2B1/4 ≥ 4C(72) which, since B 7→ α(B)2B is increasing, is equivalent to
B ≥ 43C4
(72)α(4C
2
(72))
−2. Since we also need B ≥ e we put
B′C := max

43C4
(72)
4α
(
C2
(72)
)2 , e
 .
This fixes our constants C′C and B
′
C , and also implies that ‖reff(ξ)‖ ≤ 2‖rC(ξ)‖,
by the resolvent formula.
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To show that (109) implies that ‖rC(ξ)‖ ≤ 2‖reff(ξ)‖, we repeat the argument
with rC and reff interchanged: by the resolvent formula,
rC(ξ) = reff(ξ)
1/2
(
1 + K˜C(ξ)
)−1
|reff(ξ)|1/2,
with
K˜C(ξ) := |reff(ξ)|1/2(hC − heff)reff(ξ)1/2,
so that, using lemmas 4.5, 5.2 and 5.3, we arrive at
‖K˜C(ξ)‖ ≤
2C(72)
B1/4
√
α
max
{ |µeff |
deff(ξ)
, 1
}
≤
2C(72)
B1/4
√
α
max
{
2|µeff |
dC(ξ)
, 1
}
,
if dC(ξ) ≥ C′Cα3/2B−1/4, by the first part. We therefore conclude that ‖K˜C(ξ)‖ ≤
1/2, and hence ‖rC(ξ)‖ ≤ 2‖reff(ξ)‖, if both
√
αB1/4 ≥ 4C(72), which will be
satisfied if B ≥ B′C defined above, and if
4|µeff |C(72)√
αB1/4dC(ξ)
≤ 1
2
.
The latter inequality is equivalent to
dC(ξ) ≥ 4
(
N
2ε2eff
+ 1
)
C(72)
α3/2
B1/4
,
which yields condition (109) .
Finally, if ξ satisfies (110), then
‖reff(ξ)− rC(ξ)‖ ≤
4C(72)
α1/2B1/4dC(ξ)
max
{
νCα
2
dC(ξ)
, 1
}
≤ 4νCC(72)
α3/2
dC(ξ)2B1/4
= C′C
α3/2
dC(ξ)2B1/4
,
where we used that dC(ξ) ≤ α2/2 ≤ νCα2. This finishes the proof of Theorem 6.1.
QED
Proof of Theorem 1.3. We define
(115) BC := max{Beff , B′C},
and
(116) cC := max{C′′c , 2ceffα(BC)−1/2B−1/4C }.
Suppose that B ≥ BC , and that
cCα
3/2B−1/4 ≤ dC(ξ) ≤ 1
4
α2.
By Theorem 6.1, deff(ξ) ≤ 2dC(ξ) ≤ α2/2. By the same theorem, and by (116),
deff(ξ) ≥ 1
2
dC(ξ) ≥ ceffα(BC)−1/2B−1/4C α
3
2B−1/4 ≥ ceffα(B)B−1/2,
since α(B)/
√
B is a decreasing function of B > 0. The conditions of Theorem 1.1
are therefore met. Since the condition (110) of Theorem 6.1 is clearly also satisfied,
we conclude that the difference of the resolvents (15) can be estimated by
Ceff
α2
deff(ξ)2
√
B
+ C′C
α3/2
dC(ξ)2B1/4
≤ Cc α
3/2
dC(ξ)2B1/4
,
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for B ≥ BC , with
(117) CC := 4Ceff
√
α(BC)
B
1/4
C
+ C′C ,
where we used that α(B)/
√
B is decreasing. QED
7. Proof of Theorem 1.5
This will be done by closely following the strategy of section 6. First, we compare
the resolvents reff(ξ) of heff and rδ(ξ) := (hδ − ξ)−1 of hδ := hB,Mδ . Recall, that
dδ(ξ) := dist (ξ, σ(hδ)).
Theorem 7.1. Let α = α(B) be defined by (6). There exist (computable) constants
B′δ, C
′
δ ≥ 0, only depending on Z,N and M, such that for all B ≥ B′δ and all real
ξ satisfying
(118) dδ(ξ) ≥ C′δ α,
we have that ξ ∈ ρ(heff), with ‖reff(ξ)‖ ≤ 2‖rδ(ξ)‖. In addition, letting
(119)
C′′δ = max{C′δ, 4C(119)
(
N
2ε2eff
+ 1
)
} with C(119) :=
(
NZ +
N(N − 1)
2
)
C(85),
and εeff given by (96), then if
(120) dδ(ξ) ≥ C′′δ α,
we also have that ‖rδ(ξ)‖ ≤ 2‖reff(ξ)‖. Finally, if
(121) C′δ α ≤ dδ(ξ) ≤
1
2
α2,
then
(122) ‖reff(ξ)− rδ(ξ)‖ ≤ C′δ
α
dδ(ξ)2
.
Proof.
As in the proof of Theorem 5.1, 6.1 one shows that
‖reff(ξ)− rδ(ξ)‖ ≤ 1
dδ(ξ)
‖Kδ(ξ)‖
1− ‖Kδ(ξ)‖ ,
where Kδ := |rδ(ξ)|1/2(heff − hδ)rδ(ξ)1/2. Using lemma 4.8 with c = 2, lemma
4.6, the triangle inequality, and similar comparison arguments as in the proofs of
Theorems 5.1 and 6.1, we easily find that, for any µ < inf σ(hδ),
(123) ‖Kδ(ξ)‖ ≤
C(119)
α
max
{ |µ|
dδ(ξ)
, 1
}
‖rδ(µ)1/2(h00 + α2)1/2‖2,
where C(119) was defined above. We then use the following analogue of lemmas 5.3
and 6.2.
Lemma 7.2. Let νδ = 1/2+4NZ
2, µδ := −νδα2 and let α be defined by (6). Then
µδ < inf σ(hδ), and
(124) ‖rδ(µδ)1/2(h00 + α2)1/2‖2 ≤ 2.
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Proof. We will use , as before, the scaling z 7→ z/α. We get, with the help of lemma
4.9,
hδ − µ ≃ α2(h00 − 2vδ − α−2µ) ≥ α2(h00 − 2Z
N∑
j=1
δ(zj)− α−2µ)
≥ α2(h00(1 − 2Zε)−Nε−1Z − α−2µ) (ε > 0)
=
1
2
α2(h00 + 1),
if we choose ε = εδ := 1/(4Z) and µ = µδ := −α2(12 + 4NZ2). QED
We continue with the proof of Theorem 7.1. By (123) and (124) with µ = µδ,
we find that
‖Kδ(ξ)‖ ≤
2C(119)
α
max
{
νδα
2
dδ(ξ)
, 1
}
≤ 1
2
,
if both
dδ(ξ) ≥ 4C(119)νδ α =: C′δ α,
and α ≥ 4C(119) which, since B 7→ α(B) is increasing, is equivalent to
B ≥ B′δ := 16C2(119)e
8C
(119) .
This fixes our constants C′δ and B
′
δ, and also implies that ‖reff(ξ)‖ ≤ 2‖rδ(ξ)‖, by
the resolvent formula. To show that (120) implies that ‖rδ(ξ)‖ ≤ 2‖reff(ξ)‖, we
repeat the argument with rδ and reff interchanged: by the resolvent formula,
rδ(ξ) = reff(ξ)
1/2
(
1 + K˜δ(ξ)
)−1
|reff(ξ)|1/2,
with
K˜δ(ξ) := |reff(ξ)|1/2(hδ − heff)reff(ξ)1/2,
so that, using lemmas 4.8, 5.2 and 5.3, we arrive at
‖K˜δ(ξ)‖ ≤ 2max
{ |µeff |
deff(ξ)
, 1
}
C(119)
α
≤ 2max
{
2|µeff |
dδ(ξ)
, 1
}
C(119)
α
,
if dδ(ξ) ≥ C′δα, by the first part. We therefore conclude that ‖K˜δ(ξ)‖ ≤ 1/2 if both
α ≥ 4C(119), which is satisfied since B ≥ B′δ defined above, and if
4|µeff |C(119)
αdδ(ξ)
≤ 1
2
.
The latter inequality is equivalent to
dδ(ξ) ≥ 4
(
N
2ε2eff
+ 1
)
C(119) α,
which yields condition (120) . Finally, if ξ satisfies (121), then
‖reff(ξ) − rδ(ξ)‖ ≤
4C(119)
αdδ(ξ)
max
{
νδα
2
dδ(ξ)
, 1
}
= 4νδC(119)
α
dδ(ξ)2
= C′δ
α
dδ(ξ)2
,
where we used that dδ(ξ) ≤ α2/2 ≤ νδα2. This finishes the proof of Theorem 7.1.
QED
Proof of Theorem 1.5. We want to realize the assumptions of Theorem 1.1 and 7.1
with conditions on B and dδ. We define
Bδ := max{Beff , B′δ},
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and
(125) cδ := max{C′′δ , 2ceffB−1/2δ }.
Clearly B ≥ Bδ and cδα ≤ dδ(ξ) ≤ α2/4 will do, for under these conditions, using
Theorems 1.1 and 7.1, the left hand side of (20) can be estimated by
Ceffα
2
d2eff(ξ)
√
B
+
C′δα
d2δ(ξ)
≤
(
4Ceffα(Bδ)√
Bδ
+ C′δ
)
α
dδ(ξ)2
=: Cδ
α
dδ(ξ)2
since we know that both 2deff(ξ) ≥ dδ(ξ) x
and 2dδ(ξ) ≥ deff(ξ), by Theorem 7.1, and since α(B)/
√
B is a decreasing func-
tion of B > 0. QED
8. The fermionic case
We first prove Theorem 1.6. This is simply done by repeating the proofs of
Theorems 1.1, 1.3 and 1.5 for the ‘fermionized’ operators, that is, for the operators
sandwiched between PAS . We have to check that the main ingredients of these
proofs remain valid. First of all, corollary 3.3 is used to compare the resolvents of
HB,Mf and H
B,M
eff,f +Wf . Next, lemma 4.7 remains valid forWf := PASWPAS , with
the operator norm being the one on PAS
(
Ran ΠB,Meff
)
, since PAS commutes with
h00 on Ran Π
B,M
eff = L
2(RN , FB
M
) (as we will explicitly see below, PAS not only
mixes the coordinates of RN , but also the different components with respect to the
natural basis of FB
M
; however, h00 acts in a scalar way). We then repeat the proof
of Theorem 1.1 in section 5, replacing deff everywhere by deff,f . Similar remarks
apply to the proofs of Theorems 1.3 and 1.5. QED
We next turn to Theorem 1.8. The parameter B here plays a non-essential
roˆle, and we will simply drop it, writing Xm, χm, FM for X
B
m, χ
B
m, F
B
M
, etc. We
start by analyzing the subspace of anti-symmetric wave functions in the range of
Πeff := Π
B
eff . Recall that
Σ(M) = {m = (m1, · · · ,mN ) : mj ≥ 0,m1 + · · ·+mN = M}.
The permutation group SN acts on Σ(M) by σ·(m1, · · · ,mN ) = (mσ(1), · · · ,mσ(N))
and Σ(M) can therefore be written as a disjoint union of orbits of SN :
Σ(M) =
⋃
m∈M
SN ·m,
M⊂ Σ(M) being a set of representatives of
SN
\ Σ(M). If we let
(126) Vm = Span {Xσ·m : σ ∈ SN},
then, recalling that FM = Span {Xm : m ∈ Σ(M)}, we have the orthogonal decom-
position
FM =
⊕
m∈M
Fm.
From this it follows that
Π1,Meff
(
L2(R3N )⊗ C2N) = L2 (RN)⊗ FM = ⊕
m∈M
L2(RN )⊗ Fm.
Since PAS leaves each L2(RN ) ⊗ Fm invariant, it suffices to analyze the subspace
of anti-symmetric wave functions in each of the latter. We therefore fix an m ∈M
and let
(127) Gm = {σ ∈ SN : σ ·m = m},
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the stabilizer of m. Choose representatives σ1, · · · , σK , K = K(m), for the right
equivalence classes of Gm in SN : SN/Gm = {σ1Gm, · · · , σKGm} with σiGm ∩
σjGm = ∅ if i 6= j. Then Xσ1·m, · · · , XσK ·m constitutes an orthonormal basis for
Fm, and each element ψ = ψ(x, y, z) of L
2(RN )⊗ Fm can be uniquely written as:
(128) ψ =
K∑
j=1
ajXσj ·m =
K∑
j=1
aj(z)Xσj ·m(x, y),
for suitable aj = aj(z) ∈ L2(RN ). For any such ψ and r = (x, y, z) ∈ R3N = (RN )3,
ψ(τ · r) =
∑
j
aj(τ · z)Xσj·m(τ · x, τ · y)
=
∑
j
aj(τ · z)X(τ−1σj)·m(x, y),
where τ · r = (rτ(1), · · · , rτ(N)), and similarly for τ · x, τ · y and τ · z, and where we
used that
Xm(τ · x, τ · y) =
∏
j
χmj (xτ(j), yτ(j)) = Xτ−1·m(x, y).
It follows that ψ ∈ L2(RN )⊗ Fm is anti-symmetric iff, for any τ ∈ SN ,∑
j
aj(τ · z)X(τ−1σj)·m = (−1)τ
∑
j
aj(z)Xσj ·m.
This is equivalent to the statement that ψ is antisymmetric iff
(129)
∑
j
aj(τ · z)X(τσj)·m = (−1)τ
∑
j
aj(z)Xσj ·m,
since the two statements are equivalent when τ is a transposition, and these generate
SN . The version (129), with no τ
−1, will be more convenient to work with. We
next observe that the map σj → τσj gives rise to a a permutation ρ(τ) of SK :
Lemma 8.1. For any m ∈M the map ρ = ρm : SN → SK , K = K(m), such that
ρ(τ)(i) = j ⇔ τσi ∈ σjGm
is a well defined homomorphism.
In other words, ρ(τ) is characterized by:
τσi ∈ σρ(τ)(i)Gm.
One easily verifies that ρ(τ) is indeed a permutation of {1, · · · ,K}, and that ρ is
an homomorphism of SN into SK .
With this notation, the left hand side of (129) reads :∑
j
aj(τ · z)Xσρ(τ)(j) ·m,
and on replacing j by ρ(τ)−1(j) and using the fact that the Xσj ·m form a basis of
Fm, we find that ψ is anti-symmetric iff, for all j and all τ ∈ SN ,
(130) aj(z) = (−1)τaρ(τ−1)(j)(τ · z).
If we successively replace τ by τ−1 and z by τ · z, this becomes
(131) aj(τ · z) = (−1)τaρ(τ)(j)(z),
which implies that all aj are uniquely determined by any one of them, a1, say,
which we let, by definition, correspond to σ1 = e, the unity element of SN . More
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explicitly, since ρ(σj)(1) = j (for σjσ1 = σj ∈ σjGm = Gρ(σj )(1)·m, by definition of
ρ), equation (130) with τ = σj implies the important relation
(132) aj(z) = (−1)σja1(σj · z).
In particular, PAS(L2(RN ) ⊗ Fm) can be identified with a subspace of L2(RN ),
by sending ψ to a1 (see (133)). We now analyze the symmetry properties of a1
imposed by the anti-symmetry of ψ.
Lemma 8.2. Let H be the subgroup of SN generated by the set {τσ−1ρ(τ)(1) : τ ∈ SN}.
Then, for all σ ∈ H, a1(σ · z) = (−1)σa1(z), and these are the only symmetry-
conditions which the anti-symmetry of ψ imposes on a1.
Proof. Let τ ∈ SN be arbitrary. Then by (131), a1(τ · z) = (−1)τaρ(τ)(1)(z) which,
by (132), equals (−1)τ (−1)σρ(τ)(1)a1(σρ(τ)(1) · z). Therefore
a1(τσ
−1
ρ(τ)(1) · z) = (−1)τσ
−1
ρ(τ)(1)a1(z),
whence the lemma. QED
Lemma 8.3. The group H of lemma 8.2 is generated by the union of all stabilizers
Gσj ·m of σj ·m, 1 ≤ j ≤ K.
Proof. Let τ ∈ SN . Then τ ∈ σjGm, for some j. Since τσ1 = τe ∈ σjGm, we have
that ρ(τ)(1) = j, and therefore τσ−1ρ(τ)(1) ∈ σjGmσ−1j = Gσj ·m.
Conversely, if σ ∈ Gσj ·m, then σ = σjσ′σ−1j , for some σ′ ∈ Gm. Put τ = σjσ′.
Then ρ(τ)(1) = j, since σjσ
′σ1 ∈ σjGm, and therefore σ = τσ−1j = τσ−1ρ(τ)(1) is a
generator of H . We conclude that the set of generators of H equals ∪jGσj ·m, which
proves the lemma. QED
Lemma 8.4. Let H be the subgroup from lemma 8.2. If Gm = {e}, then H = {e},
while if Gm 6= {e}, then H = SN .
Proof. It is obvious, from lemma 8.3, that if Gm = {e}, then H = {e}, and a1 does
not have to satisfy any symmetry-conditions with respect to the action of SN , by
lemma 8.2.
Now suppose that Gm is non-trivial. Then there exist two indices i and j such
that mi = mj . We can suppose, without loss of generality, that i = 1 and j = 2. In
that case, the transposition (12) is in Gm, and therefore (σ(1), σ(2)) = σ(12)σ
−1 ∈
H , for all σ ∈ SN , by lemma 8.3 again. But then all transpositions will be in H ,
which clearly implies that H = SN . QED
Define a linear mapping
(133) Um : P
AS
(
L2(RN )⊗ Fm
)→ L2(RN ),
by
Um(ψ)(z) =
√
K(ψ(·, z), Xm)L2(R2N ,
where we recall that K = K(m) = #(SN/Gm). If ψ is given by (128), then
Um(ψ)(z) =
√
Ka1(z). By (131), ‖Umψ‖2 = ‖ψ‖2, so that Um is unitary and
therefore injective. If Gm is non-trivial, then H = SN , and the image of Um is con-
tained in the space L2AS(R
N ) of anti-symmetric wave-functions on RN , by lemmas
8.2 and 8.4. Since the only symmetries of a1 are those imposed by H , it follows
that Um is surjective onto L
2
AS(R
N ). Similarly, if Gm = {e}, then H = {e}, and
the image of Um is L
2(RN ): indeed, if a1 = a1(z) is arbitrary, then
ψa1 :=
∑
σ∈SN
a1(σ · z)Xσ·m(y, z)
is an anti-symmetric element of L2(RN )⊗ FM such that Um(ψa1) = a1.
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Proof of Theorem 1.8. Recall that
M1 = {m ∈ M : Gm = {e} }, M2 = {m ∈M : Gm 6= {e} },
and define
(134) UM =: U
B
M : P
AS
(
L2(RN ⊗ FM)
) → ⊕∑
m∈M1
L2(RN )⊕
⊕∑
m∈M2
L2AS(R
N ),
by UM := ⊕m∈MUm. Then we have shown that UM is a surjective isometry. The
intertwining formula of hMδ,f with UM being obvious, this proves Theorem 1.8. QED
Contrary to hMδ,f , the operator UMh
M
C,fU
∗
M
will in general not act diagonally any-
more on the range of UM, but will contain terms which couple anti-symmetric and
boltzonic components in (134), that is, components in L2AS(R
N ) and L2(RN ). The
potentially problematic terms in hMC,f are UMC
n,M
av:1U
∗
M
and UMC
e,M
av:2U
∗
M
(still drop-
ping the B from our notations). The first one is easily seen to act diagonally on
the right hand side of (134): recall that
Cn,Mav:1 = −Π1eff
 1
N
N∑
j=1
log(
1
4
ρ2j)
Π1eff ,
and identify this with a Hermitian operator on FM = Span {Xm : m ∈ Σ(M} (it
acts as a multiplication operator on L2(RN , FM)). The matrix of C
n,M
av:1 in the basis
Xm, m ∈ Σ(M), is easily seen to be diagonal. Moreover,
〈Xσ·m|Cn,Mav:1|Xσ·m〉 = −
∫
R2N
|Xm(σ−1 · (x, y)|2 log 1
4
(
ΠNj=1ρ
2
j
)1/N
dxdy
= 〈Xm|Cn,Mav:1 |Xm〉.
Hence, taking B = 1, for simplicity, Cn,Mav:1 will act on Fm as scalar multiplication
by
〈XmCn,Mav:1 |Xm〉 = −
1
N
N∑
j=1
∫
R2N
(
log
ρ2j
4
)
ΠNν=1|χ1mν |2(ρν) dxνdyν
= − 1
N
N∑
j=1
∫
R2
(
log ρ
2
4
)
|χ1mj |2(ρ)dxdy
= − 1
N
N∑
j=1
(
2mjmj !
)−1 ∫ ∞
0
ρ2mj+1 log ρ
2
4 e
−ρ2/2dρ
= log 2− 1
N
 N∑
j=1
ψ(mj + 1)
 ,
where ψ(z) = Γ′(z)/Γ(z), the logarithmic derivative of the Γ-function. Hence
UMC
n,M
av:1U
∗
M
simply acts diagonally on the right hand side of (134), and more pre-
cisely, by scalar multiplication in each component.
The operator UMC
e,M
av:2U
∗
M
is more complicated: it is not going to be diagonal
in the natural basis and it will in general mix the different components Ran UM,
even those with index inM1 andM2. This is already the case in the simplest case
in which both M1 and M2 are non-empty, namely that of two electrons, N = 2,
and a total angular momentum of M = 2. In that case Σ(M) is the union of two
orbits under S2, namely {(0, 2), (2, 0)} and {(1, 1)} the first having as stabilizer the
EFFECTIVE HAMILTONIANS FOR ATOMS IN VERY STRONG MAGNETIC FIELDS 37
identity, and the second having as stabilizer the full group S2. We can therefore
take M1 = {(0, 2)} and M1 = {(1, 1)}. We will now compute the matrix element
(135) 〈X1(0,2)|Ce,2av:2|X1(1,1)〉,
and simply observe that the result is non-zero. For this computation it is convenient
to use complex notation for the lowest Landau functions (25): if we let ζ = x+ iy,
then (taking B = 1 again)
χ1m = cmζ
me−|ζ|
2/4,
where cm = (2π2
mm!)−1/2. We then find that (135) equals
−c0c2c21
∫
C
∫
C
ζ1ζ2ζ
2
2 log
( |ζ1 − ζ2|2
4
)
e−(|ζ1|
2+ζ2|2)/2 dζ1dζ2.
Making the (by now familiar) change of variables u = (ζ1+ζ2)/
√
2, v = (ζ1−ζ2)/
√
2,
this integral becomes
−c0c2c
2
1
4
∫
C
∫
C
(u2 − v2)(u − v)2 log (|v|2/8)) e−(|u|2+|v|2)/2 dudv.
Since (u2− v2)(u2 − 2uv+ v2) = |u|4− |v|4 +2i Im u2v2+2uv(v2 − u2), and since,
in general, ∫
C
∫
C
uαuβvνvκg(|u|2, |v|2)dudv = 0,
unless α = β and ν = κ, we obtain that (135) equals
−c0c2c
2
1
4
∫
C
∫
C
(|u|4 − |v|4) log(|v|2/8)e−(|u|2+|v|2)/4dudv
= −c0c2c
2
1
4
{∫
C
|u|4e−|u|2/2du
∫
C
log(|v|2/8)e−|v|2/2dv
−
∫
C
e−|u|
2/2du
∫
C
|v|4 log(|v|2/8)e−|v|2/2dv
}
=
3
16
√
2
,
as can be shown using the Γ-function and its derivative. So (135) is non-zero, and
UMh
M
C,fU
∗
M
mixes the two sectors.
9. Concluding remarks
We finally want to give an idea what these effective Hamiltonians might be good
for. Our original motivation for introducing them was for studying the structure
of the bottom of spectrum of HB,M, in connection with the maximum ionization
problem for atoms in strong magnetic fields; see below. To illustrate how this works,
we first consider the comparison withHB,Mδ = h
B,M
δ ⊕HB,M⊥ ; cf. Theorem 1.5. Since,
by construction, Bδ > B(36), we know from Theorem 3.1 that σ
(
(HB,M⊥
)
⊂ (0,∞)
if B > Bδ. Let Eδ := inf h
B
δ , then clearly Eδ < 0.
Since hBδ is unitarily equivalent to α
2(− 12∆z+2vδ) we conclude that whenever Eδ
is an isolated eigenvalue, its position as well as its isolation distance is proportional
to α2. That Eδ is an eigenvalue is true for Z large enough when N is fixed; to
determine how big Z has to be exactly, relative to N , for this to happen is an open
problem (see below). Let us assume henceforth that Eδ is an eigenvalue, which then
necessarily is simple. Consequently Eδ is an eigenvalue of H
B,M
δ with multiplicity
dimFB
M
, see (18). Choose two points ξ± := Eδ ± Cα2 in ρ(HB,Mδ ) ∩ ρ(HB,M),
which satisfy (19). This is possible when B > Bδ, see Theorem 1.5. Let Γ be
the circle in the complex plane centered at Eδ with radius Cα
2 and define P and
Pδ as the eigenprojections associated to H
B,M and hB,Mδ , respectively, onto their
spectrum inside Γ. To estimate P − Pδ we need a bound on R(ξ) − Rδ(ξ) :=
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(HB,M−ξ)−1−(HB,Mδ −ξ)−1 for all ξ ∈ Γ.We know already that ‖R(ξ±)−Rδ(ξ)‖ ≤
Cδα/dδ(ξ±)2 = CδC−2α−3 by theorem 1.5. To propagate this estimate on all of Γ
we use the convenient formula (see [K, IV.(3.10)])
‖R(ξ)−Rδ(ξ)‖ ≤
∥∥∥∥∥ HB,Mδ −ξ±HB,M
δ
−ξ
∥∥∥∥∥
2
‖R(ξ±)−Rδ(ξ±)‖
1−|ξ−ξ±|
∥∥∥∥∥ HB,Mδ −ξ±HB,M
δ
−ξ
∥∥∥∥∥‖R(ξ±)−Rδ(ξ)‖
≤ CδC−2α−3
1−√2CδC−1α−1 .
Then integrating over the contour Γ finally gives ‖P −Pδ‖ = O(α−1) as B tends to
infinity. This shows that for B large enough these two projections have the same
dimension and since they are continuous with respect to B we finally get that for
all B > Bδ, dimP = dimPδ = dimF
B
M
.
Our conclusion is therefore that, for sufficiently large B, HB,M will have a cluster
of eigenvalues in the interval (Eδ−cδα2, Eδ+cδα2) with total multiplicity of dimFBM ,
and apart from this no eigenvalues at a distance Cα2 from Eδ, (the allowed B’s
will depend on C), so that the cluster is separated from the rest of the spectrum
of by a distance proportional to α2. In the particular case when dimFB
M
= 1,
i.e. M = 0 or N = 1, we get an estimate on the difference of the eigenvectors
Φ−Φδ = O(α−1) as B →∞ ( in the L2 norm). Here Φ denotes the eigenvector of
HB,M and Φδ(x, y, z) := ϕ
B
δ (z)X
B
m=0(x, y) if M = 0, where ϕ
B
δ is the ground state
of hBδ . In the case N = 1 one has ϕ
B
δ (z) =
√
2αZ e−2αZ|z| .
Consider now the comparison with hB,MC . The difficulty here is to find the nec-
essary a priori information on the structure of σ(hB,MC ). In the case of N = 1,
using the invariance of σ(hB,MC ) under the reflexion z 7→ −z, and the characterisa-
tion of the domain of σ(hB,MC ) in Appendix A, one sees that the odd spectrum
6 is
B-independent and coincides with the spectrum of the hydrogen in the s sector of
symmetry. Since the even spectrum intertwines with the odd spectrum and since
it is monotonically decreasing with respect to B, cf. (11), it is easy to realize that
σ(hB,MC ) ∩ R−, apart from the ground state energy, is made up of clusters of two
eigenvalues, the clusters being separated by a distance of order 1 as B →∞. Thus
by using Theorem 1.3 and following a similar strategy as above one can conclude
that for N = 1, and arbitrarily small ε, σ(HB,M) ∩ (−∞,−ε] has the same cluster
structure for B > Bε sufficiently large. Moreover this spectrum deviates from the
one of the Coulomb model by at most cCα(B)
3
2B−
1
4 as B →∞.
The model operator hB,Meff is for the moment of mainly theoretical interest since
it does not seem to be solvable even in the one electron case. Notice however
that one could solve hB,Meff numerically, at least for few electrons and small M,
and subsequently use Theorem 1.1 to approximate the true spectrum of HB,M for
large B. Given the non-trivial dimension reduction achieved by theorem 1.1 (from
wave-functions of 3N variables to ones of N variables, albeit vector-valued) such
a procedure would, from a numerical point of view, seem preferable to attacking
HB,M directly.
Whether the simpler models, i.e. the delta and the Coulomb model, are solvable
in the N -electron case, N ≥ 2, is a challenging question in view of applications.
We are thinking in particular of the problem of determining the maximum number
Nc of electrons which a clamped nucleus with charge Z can bind when an intense
homogeneous magnetic field is applied. [LSY] has shown that lim inf Nc/Z ≥ 2 as
Z,B/Z3 →∞. Very little precise is known for fixed Z and high B. It is conjectured
that there should be a B-independent absolute (that is, non-asymptotic) upper
6that is, the spectrum of hC restricted to the odd wave functions
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bound of the form Nc ≤ aZ + b, similar to Lieb’s bound Nc ≤ 2Z + 1 valid when
B = 0, but this is as yet unproved. Some weaker results are known, of which the
best to date is the one of [Sei]; see also [BR] for work on heuristic models related to
our hB,Meff . It is natural to first try to solve the maximal binding question for h
B
δ , or
any of our other effective Hamiltonian, and use the approximation theorems of this
paper to draw conclusions for HB,M itself. Some modest progress is possible in this
way. It is for example known that the delta model with two electrons is at least
numerically solvable, see [Ros], and that this model possesses a unique bound state
at the bottom of its spectrum as long as Z > 0.375. Therefore using Theorem 1.5
we see that for all Z > 0.375 there exists BZ ≥ 0 such that for all B ≥ BZ one
nucleus with such a charge can bind two electrons. As a consequence, Lieb’s bound
of Nc ≤ 2Z + 1 is no longer valid in strong magnetic fields. For general Z, no
maximum ionization bound for the δ-model is known as yet.
Let us now briefly turn to the effect of particle symmetry. It follows from The-
orems 1.6 and 1.8 that HB,Mf can be approximated by a direct sum of copies of
hBδ acting on anti-symmetric L
2(RN ) plus a direct sum of copies of hBδ acting on
L2(RN ) without any symmetry condition. The latter will occur iff M1 6= ∅, which
is the case iff M ≥ 0+1+ · · ·+(N−1) = 12N(N−1). For such M, the ground state
energy will be approximately that of boltzonic hBδ , which is also the ground state
energy of the bosonic hBδ , and the same can be shown to be the case for the ground
state wave function (assuming there is one), by standard permutation arguments.
In fact, Theorem 1.6 plus Theorem 1.8 predict the existence of a cluster of #M1
eigenvalues at the bottom of the spectrum of HB,Mf , at a distance of order α(B)
2
from the origin as B →∞.
A further interesting corollary to Theorem 1.8 can be obtained by considering
M as a free parameter. If hBδ possesses a ground state, whose energy is isolated in
its spectrum, then for sufficiently large B, HBf := P
ASHB will assume its ground
state for an M ≥ 12N(N − 1). Stated otherwise, assuming there is a mechanism
for transfer of the angular momentum (e.g. emission and absorption of photons),
atoms in strong magnetic fields will have an orbital angular momentum in the field
direction of at least 12N(N−1). A natural conjecture is that we have equality here.
Notice that this conjecture was shown to be true in the case of N = 1 in [AHS],
see also [BaSe].
We mention one further application of these effective Hamiltonians. After the
location of the spectrum to leading order one can now use regular perturbation
theory to compute lower order corrections. We have shown how this can be done
in [BeBDP]. This seems definitely more convenient than variational techniques
and more familiar than the Birman-Schwinger method used in [AHS] for the one
electron case. Continuing for example the above comparison of HB,M with hB,Mδ , it
is immediate to realize that adding the first order perturbative correction will give
an error of order 1. In case N = 1 we get that the ground state energy of HB,M
is equal to 〈hB,Meff Φδ,Φδ〉 + O(1) with Φδ(x, y, z) =
√
2αZe−2αZ |z| χB
M
(x, y). This
should be compared to Theorem 2.5 of [AHS]. In fact, one can write the ground
state energy as a convergent power series, each term of which being of order α−k
for k running from −2 to infinity. However, as pointed out in [AHS], in view of the
log(B) behaviour of α this series is of limited value. The situation will be much
better with the Coulomb model hB,MC since the perturbation series will converge
much faster because of the α
3
2B−
1
4 behaviour of the r.h.s. of (15). We hope to
tackle this program soon.
The above remarks concentrated on applications of our effective Hamiltonians
to the ground state energy of HB,M, but their potential interest is not limited to
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that. As the example of hC shows, other parts of the discrete spectrum of H
B,M
will also become amenable to analysis, if this is the case for the effective operator.
On a conceptual level, Theorem 1.1 gives a precise mathematical sense to, and
justification of, the physicist’s attractive heuristic picture of an atom in a strong
homogeneous magnetic field as consisting of electrons in their lowest Landau band
states interacting through a kind of ”residual” electrostatic interaction. Finally let
us note that the technics developped in this article are expected to work in other
contexts. An interesting example is that of 2-dimensional electronic systems on a
cylinder which describe excitons in carbon nanotubes; cf. [CDP].
Appendix A. A characterization of the operator domain of hC
In this appendix we will characterize the operator domain of hC = h
B
C . It will in
fact be convenient to consider a slightly more general situation. Let L = {Lν , 1 ≤
ν ≤ K}, be a finite collection of hyperplanes in RN (we might more generally con-
sider non-singular C1-hypersurfaces). Let F be a finite dimensional complex vector
space, with Hermitian inner product (·, ·) and let Aν , Bν be Hermitian operators on
F . Let Hk(RN , F ) be the k-th Sobolev space on RN , with values in F . Then the
following sesquilinear form is well-defined on H1(RN , F ) and bounded from below:
(136) tL(u, v) =
1
2
(∇u,∇v) +
∑
ν
〈
L∗νPf (| · |−1), (Aνu, v)
〉
+ 〈L∗νδ, (Bνu, v)〉 ,
〈·, ·〉 denoting the duality between distributions and test functions. We let
hL = −1
2
∆z +
∑
ν
AνPf
(
1
L(z)
)
+Bνδ(Lν(z)).
be the associated self-adjoint operator, whose existence is guaranteed by the KL2MN-
Theorem. Let R be the set of connected components of RN \ ∪νKer Lν , so that
RN \∪νKer Lν = ∪R∈RR and R∩R′ = ∅, if R,R′ ∈ R, R 6= R′. Note that, on any
of these components R, L∗jPf(1/| · |) simply equals the function 1/|Lj(z)|. We will
identify Lj with an element of R
N , using the Euclidean inner product on RN ; the
latter will be denoted by a dot: z · w, to distinguish it from the Hermitian inner
product (v, w) on F . If we let H2(R,F ) be the F -valued Sobolev space of order 2
on the open subset R ⊂ RN , then the domain of hL can be characterized as follows:
Theorem A.1. Let u ∈ L2(RN , F ). Then u ∈ Dom(hL) iff the following three
conditions hold:
(i) u ∈ H1(RN , F ),
(ii) For each R ∈ R,
−1
2
∆u+
∑
ν
1
|Lν(z)|Aνu ∈ H
2(R,F ),
(iii) For each j and for each x ∈ {Lj = 0} \ ∪k 6=j{Lk = 0}:
Lj · ∇u
(
x+ ε
Lj
‖Lj‖
)
− Lj · ∇u
(
x− ε Lj‖Lj‖
)
≃ −4 log εAju(x) + 2Bju(x) + o(1),
as ε→ 0.
Proof. We will use the following characterization ( see [K]) of Dom(hL):
(137) u ∈ Dom(hL) ⇐⇒

u ∈ Dom(tL) = H1(RN , F ),
and
|tL(u, v)| ≤ Cu‖v‖2, ∀v ∈ Dom(tL) = H1(RN , F ),
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the norm on the right being the L2-norm. Here we may, and will, suppose without
loss of generality that v ∈ C1c (RN , F ), the space of compactly supported F -valued
C1-functions.
To analyze (137), we will first establish a convenient integral expression for the
pull-backs of δ and of Pf (1/| · |) under a linear map L : RN → R. Using the
Euclidean inner product, we can identify L with an element of RN , which we also
denote by L. Using the definition of pull-back (cf. Ho¨rmander [Ho], chapter 6),
one easily shows that if dσL denotes the Euclidean surface measure on Ker(L), and
‖L‖ is the Euclidean norm of L, then
(138) 〈L∗δ, ϕ〉 =
∫
{L=0}
ϕ
‖L‖dσL,
and
(139) 〈L∗Pf (1/| · |), ϕ〉 = −
∫
RN
sgn(L(z))) log |L(z)|
‖L‖2 L · ∇u(z)dz.
In fact, since taking pull-backs is coordinate invariant, it suffices to verify these
formulas in a orthogonal coordinate system in which L = (‖L‖, 0, · · · , 0).
We next observe that, for each R ∈ R, there exists a (unique) function sR :
{1, · · · ,K} → {0, 1}, such that
R = {z ∈ RN : (−1)sR(j)Lj(z) ≥ 0, j = 1, · · · ,K},
and if ε > 0, we define Rε by:
Rε = {z ∈ RN : (−1)sR(j)Lj(z) ≥ ε, j = 1, · · · ,K}.
Observe that the boundary of Rε, as well as that of R, are polyhedrae, each of
whose faces are contained in one the hypersurfaces {(−1)sR(j)Lj = ε} and {Lj = 0},
respectively. On such a face, the outward-pointing normal nR,ε can be identified
with the vector −(−1)sR(j)Lj/‖Lj‖ (translated to the relevant base point on the
face, to be precise). Note, that nR,ε is only defined a.e. on the boundary (with
respect to the surface measure). This will not cause difficulties, though.
Suppose now that u ∈ Dom(hL) and in particular satisfies the conditions (137).
We then have, for any v ∈ C1c (RN , F ),
tL(u, v) = lim
ε→0
{
1
2
∑
R∈R
∫
Rε
(∇u,∇v)dz(140)
−
∑
ν
∑
R
∫
Rε
sgn (Lν) log |Lν |
‖Lν‖2 (Lν · ∇)(Aνu, v) dz
+
∑
ν
∫
{Lν=0}
(Bνu, u)
‖Lν‖ dσLν
}
.
We want to apply Gauss’ divergence Theorem to each of the integrals over Rε: this
is allowed since if u ∈ H1(RN , F ) satisfies (137), then by choosing v compactly
supported in R, we see that
−1
2
∆zu+
∑
ν
Aν
(
1
L(z)
)
u ∈ L2loc(R,F ),
which obviously implies that ∆u ∈ L2loc(R,F ) (since we are staying away from the
singularities on the hyperplanes), and hence u ∈ H2loc(R,F ). Now
(141)
∫
Rε
(∇u,∇v)dz =
∫
Rε
(−∆u, v)dz +
∫
∂Rε
(nR,ε · ∇u, v)dσR,ε,
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dσR,ε being the euclidean surface measure on the boundary. Furthermore,
−‖Lν‖−2
∫
Rε
sgn (Lν) log |Lν| (Lν · ∇) [(Aνu, v)] dz =∫
Rε
(Aνu, v)
|Lν(z)| dz − ‖Lν‖
−2
∫
∂Rε
sgn(Lν) log |Lν | (Aνu, v) (Lν · nR,ε) dσR,ε.
Using this, the second term in (140) can, after re-arranging, be written as:
∑
R∈R
∫
Rε
∑
j
(Aju, v)
|Lj(z) ]
 dz
+
∑
j
∑
±
±‖Lj‖−1
∫
Lj = ±ε,
|Lν | > ε if ν 6= j
sgn(Lj(z)) log |Lj(z)| (Aju, v)
+
∑
j,k:j 6=k
∑
±
±‖Lj‖−1
∫
Lk = ±ε,
|Lν | > ε if ν 6= k
sgn(Lj(z)) log |Lj(z)| (Aju, v),
the surface integrals being with respect to the natural surface measures. Since v
is compactly supported, the third sum will vanish, in the limit of ε → 0. This
follows from the local integrability of u · log |Lj | on {Lk = 0} (if j 6= k), which
can be seen as follows. Since u ∈ H1, its restriction u|{Lk=0} is in (vector-valued)
L2. On the other hand, log |Lj |, restricted to {Lk = 0} is in L2loc(RN−1), and
therefore u log |Lj |, restricted to {Lk = 0} is locally integrable. Rearranging also
the sum overR of the boundary terms in (141) as a sum of integrals over the various
hypersurfaces {Lj = ±ε}, we conclude that for v ∈ C1c (RN , F ),
tL(u,v) = lim
ε→0
∫
Rε
(
−1
2
∆u +
∑
ν
Aνu
|Lν(z)| , v
)
dz
+
∑
j
∑
±
∓1
2
∫
Lj=±ε,|Lν|>ε(ν 6=j)
(Lj · ∇u, v)
‖Lj‖ dσ{Lj=±ε}
+
∑
j
2 log ε
∑
±
∫
Lj=±ε,|Lν |>ε(ν 6=j)
(Aju, v)
‖Lj‖ dσ{Lj=±ε}
+
∫
{Lj=0}
(Bju, v)
‖Lj‖ dσ{Lj=0}.
Since u ∈ H1 implies that ‖u(·+ εLj/‖Lj‖)− u(·)‖L2({Lj=0}) = O(
√
ε), and since
(u, v) ∈ L1({Lj = 0}), we can replace the next to last term by
2 log ε‖Lj‖−1
∫
{Lj=0}
(Aju, v)dσ{Lj=0} + o(1), ε→ 0.
We can, for the same reason, replace v in the second integral by its restriction to
{Lj = 0}. Letting ε→ 0, it follows that if u satisfies (137), then it satisfies (i), (ii)
and (iii).
Conversely, suppose that u satisfies conditions (i), (ii) and (iii) of the theorem.
Then running the argument backwards shows that |tL(u, v)| ≤ Cu‖v‖2, first for all
compactly supported v and thence for all v ∈ H1(RN , F ). Hence u ∈ Dom(hL), by
(137). QED
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