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Ab s t r a c t
This	 paper	 deals	with	 automatic	 authorship	 attribution	 through	documents	 content	 analysis.	
This	approach	is	based	on	selecting	sets	of	suitable	features	relying	on	specific	use	of	grammar,	
punctuation	 or	 vocabulary	 and	 in	 the	 next	 step	 –	 executing	 given	 classification	 algorithm.	
The	contribution	first	overviews	various	 text	characteristics	which	can	be	employed	for	 that	
purpose,	 then	 presents	 the	 results	 of	 experiments	 involving	 feature	 selection	 and	 examines	
classifier	performance	for	author	identification	problem.	The	paper	concludes	with	discussion	
and	proposals	for	further	research.	
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intrusion	detection	systems	 [6,	14].	Classification	 is	a	 task	of	assigning	elements	 from	so	
called	testing	set,	denoted	by	matrix	Y: 

















for	 author	 identification	 task.	Among	 others	we	 take	 into	 account	 presence	 of	 distinctive	
grammatical	structures,	quantitative	analysis	of	parts	of	speech,	and	diversity	of	words	or	





including	 alphabetic	 or	 digit	 characters	 count,	 uppercase	 and	 lowercase	 characters,	 letter	
frequencies,	etc.	[5],	syntactic	features	[11],	semantic	features	[1]	and	application	specific	
characteristics,	 like	 the	 use	 of	 greetings,	 signatures,	 etc.	 [24].	 The	 problem	 of	 language	
specific	issues	 is	also	widely	studied	[4].	 Interesting	applications	of	authorship	attribution	
include	microblogging	posts	author	identification	[15],	gender	recognition	[3]	or	combining	
author	 classification	 with	 opinion	mining	 [18].	Accomplished	 surveys	 of	 techniques	 and	
strategies	commonly	employed	for	authorship	attribution	tasks	can	be	found	in	[9,	13,	22].	
5The	 paper	 is	 organized	 as	 follows.	 First,	 we	 give	 a	 detailed	 description	 of	 documents	
characteristics,	 useful	 for	 their	 representation	 in	 authorship	 attribution	 task.	 It	 is	 followed	 by	
experimental	setup,	employed	to	assess	the	efficiency	of	classification	algorithm	used	with	various	
documents	features	sets.	Finally,	the	discussion	and	proposals	for	further	research	are	given.
2. Document content representation
Document	content	will	be	described	here	by	five	groups	of	features	corresponding	to	the	
following	characteristics	of	a	text,	given	in	its	computer-written	representation:	









c)	 words	length,	given	by	features	group	L : l
1
,	l2,	...,	l4;
d)	 document	formatting	defined	by	features	group	F : f
1
,	f2,	...,	f5;

















nodes	 represent	 non-terminal	 syntactic	 symbols	 (with	 sentence	 as	 a	 root)	 and	 leaves	 are	
equivalent	 to	 lexical	 tokens	of	 the	sentence.	To	obtain	structure	 in	 this	form	text	needs	 to	













Set	 of	 features	mentioned	 above	 corresponds	 to	 the	 presence	 of	 selected	 grammatical	
constructs	 in	 analyzed	 document.	Next	 attribute	gR+1	 describes	 concentration	 of	 syntactic	




∑ 1 	 denote	 occurrence	 of	 constructs	 from	
the	selected	set	of	R	grammatical	structures	in	the	given	text	and	let	NG	to	indicate	overall	







+ =1 	 (4)
Subsequent	attributes	gR+2,	gR+3,	...,	gR+9	describe	the	occurrence	of	the	individual	parts	of	speech	
in	the	text.	Here	gR+2	corresponds	to	the	incidence	of	nouns, gR+3 –	pronouns,	gR+4 –	adjectives,	gR+5	
–	verbs,	gR+6	–	adverbs,	gR+7	–	prepositions,	gR+8	–	conjunctions	and	gR+9	–	interjections.
2.2.	Document	punctuation
Punctuation	 is	 a	 practice	 of	 inserting	 standardized	 signs	 to	 clarify	 the	meaning	 and	
separate	language	structural	units	[20].	Among	fourteen	most	commonly	used	punctuation	
marks	 in	 English,	 at	 parsing	 stage	 the	 following	 symbols	 are	 identified	 here:	 full	 stop,	
exclamation	 mark,	 question	 mark,	 comma,	 semicolon,	 colon,	 apostrophe,	 quotation	




























































































with	W w w W ws s
















( ) 	 (10)
where	W w w W ws s
short size= ∈ ∧ <{ : ( ) }4 .
2.4.	Document	formatting





The	 first	 feature	 f
1
















































Authors	 usually	 differ	 in	 the	 sizes	 and	 structures	 of	 their	 vocabularies.	Therefore	 the	











































































































































































(known	 as	 TRC2	 dataset).	 The	 dataset	 includes	 almost	 2	 million	 news	 reports	 collected	
between	January	2008	and	February	2009.	We	have	chosen	randomly	documents	authored	
10

















and	 then	 iteratively	removes	one	feature	at	 the	 time,	as	 long	as	aforementioned	measure	of	
accuracy	 improves,	where	 the	 feature	 removed	maximizes	 this	 improvement	 [8].	Here,	 the	
discriminative	power	of	a	given	feature	set	was	determined	through	cross-validation.	
Feature	selection	algorithms	were	executed	with	R	=	256	and	five	different	schemes:








 – Grammatical	 Feature	 Selection	 (GFS)	 –	 feature	 selection	 is	 conducted	 only	 on	
characteristics	from	the	grammatical	ranking.


















Ta b l e 	 1



























Ta b l e 	 2







R = 32 R = 64 R = 128 R = 256
SFS SBS SFS SBS SFS SBS SFS SBS
BFS 42.25 22.50 37.50 32.50 55.25 22.25 56.00 61.25
TPFS 33.00 19.50 46.75 39.75 43.50 26.75 53.75 39.50
PARFS 49.75 53.00 56.25 60.75 61.00 69.25 63.00 70.50
GFS 51.00 50.75 51.25 62.00 61.50 69.75 62.75 75.00
NGFS 38.25 20.25 32.75 22.50 25.00 20.25 38.50 24.25
T a b l e 	 3







R = 32 R = 64 R = 128 R = 256
SFS SBS SFS SBS SFS SBS SFS SBS
BFS 37.50 24.00 27.25 22.50 40.50 18.75 39.75 58.75
TPFS 27.00 20.00 40.00 29.75 30.00 23.00 41.00 56.25
PARFS 42.25 42.25 45.75 59.00 48.75 62.25 50.50 55.75
GFS 38.00 44.00 41.75 57.75 43.75 62.25 45.50 56.25
NGFS 38.00 17.00 26.75 19.50 20.75 14.50 36.25 21.50
T a b l e 	 4







R = 32 R = 64 R = 128 R = 256
SFS SBS SFS SBS SFS SBS SFS SBS
BFS 41.75 29.25 47.25 46.25 56.75 42.50 45.00 60.50
TPFS 27.75 26.25 48.25 41.25 50.00 33.25 48.75 60.50
PARFS 53.75 42.25 45.00 46.75 50.00 62.75 63.50 60.25
GFS 35.00 43.25 41.00 51.00 52.25 56.50 56.60 61.25
NGFS 38.50 17.00 26.25 11.75 24.25 17.25 35.00 22.25
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Ta b l e 	 5







R = 32 R = 64 R = 128 R = 256
SFS SBS SFS SBS SFS SBS SFS SBS
BFS 66.00 33.50 57.25 51.50 69.25 58.75 68.00 82.00
TPFS 37.75 28.25 61.50 44.25 57.50 47.25 62.25 83.50
PARFS 62.75 64.75 60.25 69.00 69.25 80.50 76.00 79.25
GFS 61.75 63.75 53.75 70.75 71.00 80.50 68.00 80.75
NGFS 44.25 27.75 36.75 24.25 34.50 23.25 46.25 32.00
It	 can	be	 seen	 that	 employing	a	broad	 range	of	grammatical	 features	 is	 crucial	 for	
obtaining	 high	 classification	 accuracy.	Random	Forests	 classifier	was	 found	 to	 be	 the	
best	performing	one.	Among	various	schemes	of	 feature	selection	 the	most	 successful	
were	Two	Phase	 Feature	 Selection,	Basic	 Feature	 Selection	 and	Grammatical	 Feature	
Selection.









This	 contribution	 examined	 the	 possibility	 of	 employing	 various	 characteristics	 of	
documents	 in	 computer-written	 form	 for	 authorship	 attribution.	The	 suitability	 of	 several	
features	was	considered	for	parsed	instances	of	news	reports,	taking	into	account	a	possibility	
of	using	few	discrimination	algorithms	for	conclusive	classification.	It	was	established	here,	
that	 for	 ensuring	 proper	 classifier	 performance	 the	 most	 important	 ones	 are	 those	 based	





Further	work	 in	 the	 research	 area	 of	 this	 contribution	will	 involve	 employing	genetic	
feature	 set	 selection.	 Supplementary	 experimental	 studies	 on	 effectiveness	 of	 various	
classifiers	are	planned	as	well.	The	possibility	of	using	authorship	attribution	techniques	for	
identifying	source	code	creator	constitutes	likewise	a	promising	area	of	upcoming	research.
The study is co-funded by the European Union from resources of the European Social Fund. Project PO 
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