The intersection graph of a set of geometric objects is defined as a graph
Introduction
An independent set of a graph is a subset of pairwise nonadjacent nodes of the graph. The maximumindependent-set problem asks for computing a largest independent set of a given graph. Given a graph and an integer , determining whether there is an independent set in of size is known to be -complete even for many restricted cases (e.g. planar graphs [12] , bounded-degree graphs [21] , geometric graphs [22] ). Naturally, the attention then turned toward approximating the largest independent set in polynomial time. Unfortunately, the existence of polynomial-time algorithms for approximating the maximum independent set efficiently for general graphs is unlikely [14] . However, efficient approximation algorithms are known for many restricted classes of graphs. For planar graphs, approximation algorithms exist that can compute an independent set of size arbitrarily close to the size of the maximum independent set. Note that a graph is planar if and only if there exists a set of unit disks in the plane whose contacts give the edges of the planar graph [19] . Thus a natural direction is to investigate the independent-set problem for the graphs induced by a set of geometric objects. The intriguing question there is whether (and what) geometric nature of objects aids in efficient computation of maximum independent set. One such family of graphs arising from geometric objects that have been studied are the so-called intersection graphs.
Given a set . For brevity, we say "independent set of " when we mean "independent set of the intersection graph of ". In this paper, we present approximation algorithms for the independent-set problem on intersection graphs of line segments and convex objects in the plane.
Besides the inherent interest mentioned above, independent sets of intersection graphs have found applications in map labeling in computational cartography [2] , and frequency assignment in cellular networks [18] . For example, in the map-labeling problem, we are given a set of labels of geometric objects, and the goal is to place the maximum number of labels that are pairwise disjoint. Computing the maximum independent set of these labels yields a labeling with the maximum number of labeled objects. h unless NP = ZPP [14] . Currently the best algorithm for a general graph finds an independent set of size i $ W q p s r u t w v e x y c 6 c ) [ 7] , where W is the size of a maximum independent set in . However, for intersection graphs of geometric objects, better approximation ratios are possible. If is a set of intervals in , then the maximum independent set of the intersection graph of can be computed in linear time. Computing
is known to be -complete if is a set of unit disks or a set of orthogonal segments in x [16] . For unit disks in x , a polynomial time
approximation scheme was proposed in [15] . For arbitrary disks, independently Erlebach et al. [11] and Chan [8] presented a polynomial time
-approximation scheme. The above schemes for computing independent set of disks use shifted dissection, which relies heavily on the fact that the geometric objects are disks (or "fat" objects). A divide-and-conquer technique is used for the case of the intersection graphs of axis-parallel rectangles in the plane, for which Agarwal et al. [2] presented a $ r u t w v c )
-approximation algorithm in time $ c r u t w v V c )
. If the rectangles have unit height, they describe a . Berman et al. [5] show that a r u t w v c
t ime. Recently Chan [9] improved these algorithms by describing an algorithm that returns a
, where # is any constant. Efficient algorithms are known for other classes of graphs as well [3, 6] .
In other related work [17] , it was shown that the problem of recognizing intersection graphs of line segments, i.e., given a graph , does there exist a set of segments whose intersection graph is , is -hard. Another work related to ours is of Pach and Tardos [20] . Given a set of disjoint objects (which could be line segments or convex shapes) in x lying on a sheet of glass, they study the following combinatorial question: by iteratively cutting the glass into two separate sheets with a straight line, and then recursively the cutting the two pieces, how many objects can be separated into different sheets of glass? Using decomposition schemes similar to ours, they present various upper and lower bounds on the number of objects that can be separated.
Our results. We first present approximation algorithms for a set of t ime an independent set of of size at least
Using these results, we show that for an arbitrary set of segments in x , we can compute an independent set of size at least §
v¥c )
.
We then extend our results to convex sets. Namely, for a family of 
A
" #
-Approximation Algorithm
In this section we assume that all the segments in intersect the -axis. We also assume that the segments in are sorted in increasing order of their intersection points with the -axis, and we use 1 All logarithms in this paper are base 2. . Without loss of generality, we describe how to compute the longest increasing ¥ -monotone subsequence; the same procedure can compute the longest decreasing ¥ -monotone subsequence of , and we return the longer of the two.
We add a segment . Putting everything together, we conclude the following. 
A # ¡ £ -Approximation Algorithm
We now present a faster algorithm at the expense of a larger approximation factor. The algorithm again tries to find a large subset of
that has a certain special structure, which allows its computation in polynomial time. We assume that all the segments of intersect the -axis and are sorted in increasing order by the -coordinates of their left endpoints. Let are pairwise nonintersecting if the adjacent segments do not intersect (See Figure 2) .
We present an algorithm that, given a sequence of segments, computes the longest -monotone subsequence of each type. By Lemma 2.4, the longest of them is an independent set of size at least
. We describe an algorithm for computing the longest -monotone subsequence of type $ )
. The others can be computed analogously.
Define

8
to be the set of segments such that
be the longest -monotone subsequence of . For each node , the second-level data structure is a balanced binary search tree . However, in our applications, we know in advance all the segments that we want to insert -they are the segments of . So we can somewhat simplify the data structure as follows. Set the weight of all segments to , and construct ¡ on all the segments of . When we wish to insert a segment, we update its weight and update the weight of appropriate canonical subsets at the third level of ¡ . Omitting all the details, we conclude the following. 
Independent Set for Arbitrary Segments
Let be a set of arbitrary segments in x
. We describe a recursive algorithm for computing an independent set of . Let , where
. Suppose the algorithm for computing an independent set of T returns a set of size at least 
We now show that the solution to the above recurrence is . Hence we conclude the following. 
v¥c )
Independent Set for Convex Objects
We now describe how the results of the previous section can be extended to find an independent set in a set of convex objects in x
be a set of convex objects in x , and let
b e a maximum independent set of . As for segments, we describe an algorithm for the case in which all objects in intersect the -axis. We can then use the approach in Section 2.3 to handle the general case. Define Figure 3(a) ), or
a nd X2 X2H § ( Figure 3(a) ), or
( Figure 3(b) ).
Sequences satisfying condition
c an be computed using a dynamic programming approach similar to the one in Section 2.2. We outline the algorithm for computing a longest subsequence of type
denote the subsequence of segments have already been computed, we only need to compute the set 2 9 8
. Suppose we can preprocess in time
s o that we have the following information at our disposal: ( 
time. Plugging this procedure into the recursive scheme of Section 2.3 we obtain the following. 
Piercing and Non-Piercing Rectangle Intersection Graphs
Given a set , the relation 
b e the set of rectangles in the maximum independent set. We will charge each rectangle in to a rectangle in PROOF. The algorithm repeatedly extracts large cliques (one can compute the maximum clique in rectangle intersection graphs in polynomial time [16] ) until a good independent set is found, as follows. Set . Since at most one rectangle from the independent set can be in a clique, each iteration removes at most one rectangle from the optimal independent set of , hence W $ 8 w ) 
Conclusions
In this paper we have presented algorithms for approximating the maximum independent set in the intersection graphs of convex objects in the plane. The approximation ratio is better if the convex objects are line segments.
All the algorithms described in this paper have the same overall approach. They first prove the existence of a large independent subset with some special (separator-like) properties. They then show that this subset can be computed exactly from among the entire set (we used dynamicprogramming). One approach toward improving these results is to show the existence of independent subsets of larger size, which are still computable in polynomial time.
We leave it as an open problem whether the approximation ratios can be improved. In particular, is it possible to design a ¢ W -approximation algorithm for the case of general convex objects (all intersecting a vertical line)? Similarly, is it possible to approximate the independent set of line segments better than ¢ W . For axis-parallel rectangles, devising an algorithm with approximation ratio $ r u t w v c )
r emains an intriguing open problem. We have made a step toward crossing the logarithmic bound in this paper, but a general-case constant-factor algorithm remains elusive.
