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We prove that for each n  2 there is a nilpotent n × n tridiagonal
matrix satisfying
(a) The super-diagonal is positive.
(b) The sub-diagonal is negative.
(c) The diagonal is zero except that the (1, 1) position is negative
and the (n, n) position is positive.
© 2011 Elsevier Inc. All rights reserved.
1. Introduction
A sign pattern is an n × nmatrix whose entries are chosen from {−, 0,+}. A real matrix A has sign
pattern S if in positions corresponding to− in S, the entry inA is negative, in positions corresponding to
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+ in S, the entry inA is positive and the rest of the entries inA are 0. A sign pattern S is called a spectrally
arbitrary pattern, if for each real monic polynomial r(x) of degree n, there exists a matrix with sign
pattern S andwith characteristic polynomial r(x). For a summaryofmaterial on signpatterns, see [1–3].
In [1], Drew et al. introduced a sign pattern Tn; this pattern was shown to be a spectrally arbitrary
pattern for 2  n  7 and was conjectured to be so for all n. In [2], Elsner et al. extended the range
to 8  n  16. The proof in [2] requires one to find a nilpotent matrix with sign pattern Tn. Then one
has to prove that a certain Jacobian is not zero. In this paper we establish the existence of a nilpotent
matrix An with sign pattern Tn for n  2.
This paper does not directly address the issue of whether or not Tn is a spectrally arbitrary pattern.
We prove that a certain matrix is nilpotent by constructing a change of basis matrix that makes it
strictly upper triangular. We do this using Chebyshev polynomials of the first kind Tn(x). Chebyshev
polynomials of the second kindUn(x) also appear in the proof. These polynomials satisfy the following
well-known (see, for example, [4]) recursion relations:
First kind Second kind
T0(x) = 1 U0(x) = 1
T1(x) = x U1(x) = 2x
T2(x) = 2x2 − 1 U2(x) = 4x2 − 1
Tr+1(x) = 2xTr(x) − Tr−1(x) Ur+1(x) = 2xUr(x) − Ur−1(x)
for r  1 for r  1
It is also well-known (see, for example, [4]) that
Tr(cos(t)) = cos(rt), (1)
Ur(cos(t)) = sin((r + 1)t)
sin(t)
. (2)
It can be shown, by a straightforward inductive argument using the recurrence relations satisfied
by the Tr(x) and the Ur(x), that, for r  2, Ur(x) = 2Tr(x) + Ur−2(x) and so
Ur(x) = 2
(
Tr(x) + Tr−2(x) + Tr−4(x) + · · · +
{
T1(x) or
1
2
T0(x)
})
. (3)
The last term is T1(x) when r is odd, and
1
2
T0(x) when r is even.
2. Proof of nilpotence
The signpattern Tn is thenbyn signpattern that has positive super-diagonal, negative sub-diagonal,
and the diagonal is zero except for the first entry which is negative and the last entry which is positive.
The rest of the entries are zero. Let
An =
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
−f1 f1
−f2 0 f2
. . .
−fk−1 0 fk−1
−fk 0 fk
−fk+1 0 fk+1
. . .
−fn−1 0 fn−1
−fn fn
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
,
where fk = 1
2 sin
(
(2k−1)π
2n
) .
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Henceforth we fix n and drop the subscript. Thus A will refer to the current matrix An under con-
sideration.
Theorem 1. There is an invertible matrix X and a strictly upper triangular matrix U such that AX = XU.
Hence A is nilpotent.
Proof. For 0  k  n + 1, consider θk = (2k−1)π2n and the points xk defined by xk = cos(θk). Notice
that since cosine is even, x0 = x1 and since cos(π − x) = cos(π + x), xn = xn+1. For 0  r  n − 1,
let Xr be the n by 1 vector
Xr =
⎛
⎜⎜⎜⎜⎜⎜⎜⎝
Tr(x1)
Tr(x2)
...
Tr(xn)
⎞
⎟⎟⎟⎟⎟⎟⎟⎠
.
Let X be the n by nmatrix with columns X0, X1, . . . , Xn−1.
Notice that the polynomials Tr are linearly independent and of degree less than n so that the
multipoint evaluation map (on the n different points x1, . . . , xn) is an isomorphism of vector spaces.
Hence, the vectors Xr are linearly independent and the matrix X is invertible.
The first assertion of the theorem follows easily from the fact that X0 is in the nullspace of A and
the following claim.
Claim. For all 0  r  n − 2
AXr+1 = −2 sin
(
(r + 1)π
n
)(
Xr + Xr−2 + Xr−4 + · · · +
{
X1 or
1
2
X0
})
Coordinatewise this says
AXr+1(k) = −2 sin
(
(r + 1)π
n
)(
Tr(xk) + Tr−2(xk) + · · · +
{
T1(xk) or
1
2
T0(xk)
})
In this proof we use the formula
cos(x) − cos(y) = −2 sin
(
1
2
(x + y)
)
sin
(
1
2
(x − y)
)
(4)
For 2  k  n− 1, we look at the kth entry of AXr+1. The kth row of A has−fk on the sub-diagonal
and fk on the super-diagonal. The rest of the entries are zero. Therefore the kth entry in AXr+1 is
fk [−Xr+1(k − 1) + Xr+1(k + 1)]
In order to simultaneously treat the first and last entries, we extend the use of Xr+1(k) to k = 0 and
k = n + 1 and notice that X0 = X1 and Xn+1 = Xn.
Therefore the kth entry (1  k  n) in AXr+1 is
fk [−Xr+1(k − 1) + Xr+1(k + 1)]
= fk [− cos ((r + 1)θk−1) + cos ((r + 1)θk+1)] by (1)
= fk [cos ((r + 1)θk+1) − cos ((r + 1)θk−1)] rearranging
= fk
[
−2 sin ((r + 1)θk) sin
(
(r + 1)(+2) π
2n
)]
using (4)
= −2 sin ((r + 1)θk)
2 sin (θk)
sin
(
(r + 1)π
n
)
using definition of fk
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= −Ur (cos (θk)) sin
(
(r + 1)π
n
)
by property (2)
= − sin
(
(r + 1)π
n
)
Ur (cos (θk)) simplifying and rearranging
= − sin
(
(r + 1)π
n
)
Ur (xk)
= −2 sin
(
(r + 1)π
n
)(
Tr(xk) + Tr−2(xk) + · · · +
{
T1(xk) or
1
2
T0(xk)
})
using relation (3)
Since A is similar to a strictly upper triangular matrix, we may conclude that An = 0. 
3. Concluding remarks
Let Rn denote the n×n tridiagonalmatrixwith−1’s on the sub-diagonal, 1’s on the super-diagonal,−1 in the (1, 1) entry, 1 in the (n, n) entry and zeros elsewhere. Note that Rn has sign pattern Tn. Also
note that An = Diag(f1, . . . , fn)Rn. We believe that studying Rn will shed light on the proof that An is
nilpotent.
Behn et al. [5] determined the eigenvalues of Rn. They are 0 and 2i cos(jπ/n) for j = 1, . . . , n − 1.
It is interesting to note that the angle π/n appears in the proof of the nilpotent theorem given above;
in particular, the quantity sin((r + 1)π/n) appears in the claim in that proof.
Let En denote the exchange (or flip) matrix which is defined by En(i, j) := δ(i + j, n + 1). An
n× nmatrix H is centro-symmetric if EnHEn = H; an n× nmatrix K is centro-skew if EnKEn = −K .
(For more on such matrices, see Trench [6] and the references in that paper.) Note that An and Rn are
centro-skew.
Using the theory of centro-symmetry, Driessel [7] showed that Rn is closely related to a certain
circulant matrix and a certain skew-circulant matrix. More precisely, let E+ (respectively, E−) be the
projection defined by x → x + Enx (respectively, x → x − Enx). Then
Rn = (πn − π Tn )E− + (ηn + ηTn)E+.
where πn is the basic n × n circulant matrix and ηn is the basic n × n skew-circulant matrix. In other
words, if x is a vector in the range of E− then Rnx = (πn − π Tn )x and if x is in the range of E+ then
Rnx = (ηn + ηTn)x.
The eigenvalues of circulants and skew-circulants are well-known. (See, for example, Davis [8].)
In particular, the eigenvalues of πn − π Tn are ωkn − ω¯kn where ωn := exp(i2π/n) = cos(2π/n) +
i sin(2π/n). Note ωkn − ω¯kn = 2i sin(k2π/n). The eigenvalues of ηn + ηTn are σ 2k−1n + σ¯ 2k−1n where
σn := exp(iπ/n) = cos(π/n) + i sin(π/n). Note that σ kn + σ¯ kn = 2 cos((2k − 1)π/n). Here we
recognize angles that appear in the proof of the nilpotent theorem.
In the main part of this report, we noted one possible application of the fact that An is nilpotent
– namely, to the spectrally arbitrary problem for the pattern Tn. Here is another possible application.
Note that Rn corresponds to a finite difference approximation of the linear operator d/dx. Also note
that d/dx is nilpotent on the space of polynomials of degree less than n − 1. The matrix An is another
finite difference approximation. Since it is nilpotent, it is qualitatively a better approximation.
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