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Introduction
The general framework wherein this thesis fits, is the study of integrable
Hamiltonian systems. This subject started with a famous result of Liou-
ville - which says that a 2n-dimensional Hamiltonian system is completely
integrable if there are n first integrals in involution - and is still an active
area of research. A special role within this theory is played by systems
with a bi-Hamiltonian structure, i.e. systems which are Hamiltonian with
respect to two compatible Poisson structures. In such a case one can find
a set of first integrals which are in involution with respect to both Poisson
structures. There is, moreover, a link between bi-Hamiltonian systems (in
particular Poisson-Nijenhuis structures) and the theory of separability of
the Hamilton-Jacobi equation. More information about such topics can be
found in the first chapter of this work.
Consider a Riemannian manifold (Q, g) and a type (1,1) tensor J on Q. A
well known way to construct a bi-Hamiltonian structure goes as follows. The
canonical symplectic structure ω = dθ on the cotangent bundle determines
a first Poisson bracket. By means of the tensor J one can construct a second
2-form ω1 = d(Jθ) on T
∗Q with associated Poisson bracket. The tensor R
determined by
iR(ξ)ω = iξω1 (1)
with ξ an arbitrary vector field on T ∗Q, is the complete lift of J to T ∗Q.
If the Nijenhuis torsion of J vanishes, then so will the Nijenhuis torsion of
R. In that case R is the recursion operator of a Poisson-Nijenhuis structure
determined by ω and J .
One can easily investigate under what circumstances R will be invariant, i.e.
will be a recursion operator for generating symmetries of the kinetic energy
Hamiltonian system associated to g. But we will focus more on a special
situation of non-invariance of R which is related to a so called gauged bi-
differential calculus. To be precise, an interesting situation, studied in [8],
is the case that the tensor J satisfies equations of the form
Jij|k =
1
2(gjkαi + gikαj)
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where |k denotes the covariant derivative, αi = ∂f∂qi and f = trJ . Since it
then follows that
Jij|k + Jjk|i + Jki|j = gijαk + gjkαi + gkiαj ,
J is conformal Killing and was therefore called a special conformal Killing
tensor in [9]. If J has also simple eigenvalues, it is called a Benenti tensor,
after S. Benenti who was the first to investigate such tensors.
This class of tensors has very interesting properties. First of all, it can be
calculated that the Nijenhuis torsion of a special conformal Killing tensor
automatically vanishes, giving rise to two compatible Poisson structures in
the way described before. Another important property is that the cofactor
tensor of a special conformal Killing tensor is always a Killing tensor. So it
defines a quadratic first integral. A set of first integrals in involution can
be found if we consider the coefficients of the different powers of s of the
cofactor tensor of the special conformal Killing tensor J + sI, where s is a
constant (see for example [10]).
Special conformal Killing tensors arise also in a number of other contexts.
One example is the theory of cofactor systems and cofactor pair systems.
This subject was studied by H. Lundmark ([30]) on an Euclidean space and
was extended by M. Crampin and W. Sarlet to the case of a general Rieman-
nian manifold ([9]). It is shown that a cofactor system can be interpreted
as a non-conservative Lagrangian system which admits a quasi-Hamiltonian
representation with respect to a Poisson bracket associated to a type (1,1)
tensor L, where L has to be a special conformal Killing tensor. A cofactor
pair system has a bi-quasi-Hamiltonian structure and is completely inte-
grable.
Another application can be found in the study of projectively or geodesically
equivalent Riemannian metrics, i.e. metrics which have the same geodesics
as point sets. The tensor L which then links the two metrics, again has
to be a special conformal Killing tensor. This topic can be related to a
quasi-bi-Hamiltonian system and will also lead to a set of first integrals in
involution (see for example [11]).
A principal aim of our research is to find a generalisation of the theory
of special conformal Killing tensors from a Riemannian manifold to a gen-
eral tangent bundle with a regular Lagrangian, in particular to a Finsler
manifold. Therefore, it is important to understand how the results of the
applications we have just mentioned and which are developed in a cotangent
bundle environment, can be obtained in a natural way by tangent bundle
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techniques. In a major part of the thesis, certainly so far as intrinsic and
coordinate free calculations are concerned, we make use of the calculus along
the tangent bundle projection, developed in [36] and [37]. But coordinate
calculations will be used where convenient.
In our investigation on a Finlser manifold, or more generally on a Lagrangian
manifold, it will be natural to assume that the tensor J we start from, is
velocity dependent. Technically this means that J will be a tensor field
along the tangent bundle projection. In the particular situation that we
consider a Lagrangian coming from a Finsler metric, it will be natural to
assume that J is homogeneous of degree zero in the velocities.
Although a number of results of the Riemannian situation are also valid
in the Finslerian case, there will be a lot of complications. By far, the
main problem in our attempt to come to generalisations has to do with the
Nijenhuis torsion of our generalised R-tensor. Also, Nijenhuis-type tensors
associated to what we will identify as of the generalised special conformal
Killing tensor will not automatically vanish.
The scheme of the thesis is as follows. In the first chapter we discuss the
general setting. First we recall briefly the theory of bi-Hamiltonian systems
which was discovered by F. Magri in 1978 while studying evolution equations
like the Korteweg-De Vries equation. In particular we consider the Poisson-
Nijenhuis structures and associated bi-differential calculus. Some important
results of the separability theory will also be recalled briefly in this chapter:
for example the definition of Sta¨ckel separability and Eisenhart’s theorem
about the relationship between separability and Killing tensors.
Chapter 2 is devoted to the definition and properties of special conformal
Killing tensors. We discuss in some more detail the different situations where
such tensors arise.
The presentation of our own research results starts in chapter 3. First we
give a review of the calculus along the tangent bundle projection. This
gives us an elegant way to translate the results of the theory about Poisson-
Nijenhuis structures, as recalled in chapter 2, into a tangent bundle version.
We shall see that this different way of approaching the subject offers some
new insights. In fact, some results will be valid for arbitrary Lagrangians.
We will obtain an alternative intrinsic expression for a type (1,1) tensor
on a Riemannian manifold (Q, g) to be a special conformal Killing tensor.
Namely, a symmetric type (1,1) tensor J is a special conformal Killing tensor
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if it satisfies
g(∇J(X), Y ) = 1
2
[g(X,T)α(X) + g(Y,T)α(Y )]
with X and Y arbitrary vector fields on Q, T = ui ∂
∂qi
and ∇ the dynam-
ical covariant derivative associated to the Euler-Lagrange equations of the
kinetic energy defined by g.
Once we understand in detail how the tangent bundle approach works, we
can begin with the generalisation. In chapter 4, we start from a general
Lagrangian system and a type (1,1) tensor J which depends also on the
velocities. We use a relation of type (1) to define R-tensors in a more
general way and we find that the structure of such an R is characterised
by two type (1,1) tensors K and U along the tangent bundle projection.
Especially the tensor K will play an important role in this theory and it has
a lot of interesting properties. Invariance of R under the given Lagrangian
flow implies, for example, that K has to be symmetric and parallel and has
to commute with the Jacobi endomorphism. This topic is also related to the
theory of alternative Lagrangian systems and we will illustrate this theory
on some simple systems. In the same chapter we will also investigate the
requirements for the Nijenhuis torsion of R to vanish. As said before, this
investigation requires some hard and long calculations.
If we restrict ourselves to the case that we work on a Finsler manifold (see
chapter 5), the conditions for R to be invariant and for the Nijenhuis torsion
of R to be zero will simplify. Moreover, the same construction that led in
chapter 3 to the special conformal Killing condition, will bring us here to
one of the principal expressions in this thesis, namely:
g(∇K(X), Y )) = 12 [g(X,T)α(Y ) + g(Y,T)α(X)] (2)
where g is a Finsler metric and α is a semi-basic 1-form. Also in this case the
cofactor tensor of a tensor K which satisfies (2) determines a first integral.
In fact we can find a whole set of (non-quadratic) first integrals and we do
this via a different procedure than the one which relies on the cofactor tensor
of K + sI. It has as the advantage that K doesn’t have to be non-singular.
Expression (2) will reappear in chapter 6, where we investigate projective
equivalence of two Finsler metrics. In section 6.4, we start from a Finsler
manifold (Q, g) and a non-singular symmetric type (1,1) tensor L along
the projection, homogeneous of degree 0. We define a type (0,2) tensor g˜
and investigate under which circumstances g˜ is a Finsler metric projectively
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equivalent to g. The fact that g˜ has to be a Hessian gives already a first con-
dition. The projective equivalence requires that L satisfies (2) with an extra
condition on α. This last condition, by the way, holds automatically in the
Riemannian case as a consequence of the vanishing of the Nijenhuis torsion.
So, in the subsequent section we investigate the influence of Nijenhuis-type
conditions on L on the extra requirement on α.
Some parts of this thesis have already been published. The results of chap-
ter 3 have appeared in [44]. The generalised theory about the recursion
properties (see chapter 4 and chapter 5) can be found in [52].
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Chapter 1
Bi-Hamiltonian systems and separability
This first introductionary chapter is to explain the general context in which
this thesis is situated. We will give a historical overview of the bi-Hamiltonian
approach to Liouville integrability and discuss also separable systems. But
first we recall some definitions, mainly to fix notations and terminology.
Section 1.1 is based on the book [27] by Libermann and Marle.
1.1 Poisson manifolds
Let M be a smooth manifold of dimension m. C∞(M) denotes the set of
smooth functions onM . X (M) and X ∗(M) are respectively the set of vector
fields and one forms on M .
Definition 1. A Poisson manifold M is a differentiable manifold equipped
with a Poisson structure. This means that there exists a bilinear map
C∞(M) × C∞(M) → C∞(M)
(f, g) 7→ {f, g}
called the Poisson bracket, that satisfies the following properties:
1. it is skew symmetric,
{f, g} = −{g, f};
2. it satisfies the Jacobi identity,
{f, {g, h}}+ {g, {h, f}}+ {h, {f, g}} = 0;
3. it satisfies the Leibniz rule,
{f, gh} = g{f, h}+ {f, g}h
for all f , g, h ∈ C∞(M).
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On every Poisson manifold M there exists a unique bivector field Π such
that for every pair (f, g) of functions on M ,
{f, g} = Π(df, dg).
This bivector field Π is called the Poisson tensor associated to the bracket
{ }. The Jacobi condition of the above definition is equivalent to saying that
the Schouten bracket of Π with itself vanishes: [Π,Π] = 0.
The Poisson map P : X ∗(M)→ X (M) is defined by
Π(α, β) = iP (α)β for α, β ∈ X ∗(M).
Definition 2. k functions fk on a Poisson manifold M are said to be in
involution if they pairwise commute with respect to the Poisson bracket, i.e.
each pair of functions fi, fj satisfies {fi, fj} = 0.
A function h ∈ C∞(M) which is in involution with each other function on
M is called a Casimir function. In terms of the Poisson map P , a Casimir
function is a function h such that P (dh) = 0.
Definition 3. Let (M, { }) be a Poisson manifold and f ∈ C∞(M). The
Hamiltonian vector field Xf associated with f , is the unique vector field on
M such that
Xf (g) = {f, g} = P (df)(g) ∀g ∈ C∞(M).
In the case that we have a symplectic manifold (M,ω), we can define a
non-degenerate Poisson structure as follows:
{f, g} = ω(Xf , Xg)
where iXfω = −df .
Definition 4. Let (M, { }) be a Poisson manifold of dimension m = 2n. A
Hamiltonian system (M, { }, H) on this manifold is completely integrable (in
the Liouville-Arnol’d sense) if it admits n functionally independent integrals
of motion Ii which are in involution: {Ii, Ij} = 0
Liouville proved in 1855 that any integrable system can be solved by quadra-
tures [29].
To end this section, note that one can also consider infinite-dimensional
Poisson manifolds. The theory is similar except for some conversions:
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• we have to replace functions by functionals;
• the exterior derivative d has to be replaced by the variational derivative
δ
δu .
δ
δu acts on any functional F(u) =
∫
f(u, ux, uxx, ...)dx as follows
δF
δu
=
∂f
∂u
−Dx
(
∂f
∂ux
)
+D2x
(
∂f
∂uxx
)
... ;
• The Poisson map P becomes in this case a differential operator P.
P defines a Poisson bracket
{F ,G} =
∫
δF
δu
P δG
δu
dx
where F and G are functionals. A Hamiltonian system of evolution equations
takes then the form
ut = P
(
δK
δu
)
.
In the next section we will use this formalism in an interesting well-known
example, namely the Korteweg De Vries equation.
1.2 Bi-Hamiltonian systems
The theory of bi-Hamiltonian systems originated in the study of evolution
equations, in particular in the study of the Korteweg De Vries equation.
The KdV equation
ut =
1
4
(uxxx − 6uux). (1.1)
was derived in 1895 by Korteweg and De Vries and describes the famous
observation of a solitary water wave, made by John Scott Russel in 1834. In
1965 the KdV equation reappeared in the work of Kruskal and Zabusky.
They found that the solitary waves travelled ‘through’ each other with
no change of shape or speed. That’s why they introduced the term soli-
tons for the solutions of the KdV equation. Two years later, in 1967,
Gardner, Kruskal and Miura developed the Miura transformation and in-
verse scattering method and demonstrated the existence of an infinite num-
ber of conservation laws (i.e. expressions of the form divP which van-
ish for all solutions of the given system; P denotes a p-tuple of functions
(P1(x, u
(n)), ..., Pp(x, u
(n)))).
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The next breakthrough was in 1971, when Gardner and Faddeev and Za-
kharov showed the Hamiltonian structure of the KdV equation. Let us first
suppose that u is periodic in x: u(0, t) = u(2π, t). Then equation (1.1) can
be written as follows
ut = [−2Dx]
[
1
8
(3u2 − uxx)
]
= P0
[
1
8
(3u2 − uxx)
]
and the ‘1-form’ α = 18(3u
2 − uxx) is the variational derivative δδu of
K0 = 18
∫ 2π
0 (u
3 + 12u
2
x)dx. The operator P0 defines a map on functionals
{F ,G}0 =
∫ 2π
0
δF
δu
P0 δG
δu
dx.
which is IR-bilinear, skew symmetric and satisfies the Jacobi-identity and
the Leibniz rule. Therefore, { }0 is said to be a Poisson bracket and we have
an infinite-dimensional Hamiltonian system.
But this representation is not unique. In 1978 Magri [32] observed that the
KdV equation can also be written as
ut =
[
−1
2
D3x + 2uDx + ux
] [
−1
2
u
]
= P1
[
−1
2
u
]
with −12u = δK1δu where K1 is given by K1 = −
∫ 2π
o
u2
4 dx. The operator P1
defines a Poisson bracket too
{F ,G}1 =
∫ 2π
0
δF
δu
P1 δG
δu
dx.
It turns out that this is compatible with { }0, in the sense that every linear
combination { }1−λ{ }0 is still a Poisson bracket. The Poisson map is given
by
Pλ = P1 − λP0 = −1
2
D3x + 2(u+ λ)Dx + ux.
For this reason the KdV equation is said to have a bi-Hamiltonian rep-
resentation. In [32] Magri showed also that the property of having two
Hamiltonian representations is not a specific feature of the KdV equations,
but a general property for integrable soliton equations. Gel’fand and Dorf-
man transferred these ideas to the field of finite-dimensional Hamiltonian
systems. By analogy, the definition of a finite-dimensional bi-Hamiltonian
system can be formulated as follows.
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Definition 5. A bi-Hamiltonian manifold is a Poisson manifold endowed
with a pair of compatible Poisson brackets { }0 and { }1. They are compatible
if the pencil
{ }λ := { }1 − λ{ }0
is also a Poisson bracket.
A vector field X that can be written as X = P0df = P1dg (for 2 functions
f and g) is called a bi-Hamiltonian vector field .
Now we want to show how the bi-Hamiltonian point of view can be used
to find the infinite sequence of conservation laws. But first we recall some
terminology. Suppose that we have a conservation law of the form DtT +
DxX = 0 where T andX are functions of x, t, u and the derivatives of u w.r.t
x and t. By integrating this we find 0 =
∫ 2π
0 DtTdx + X|2π0 = Dt
∫ 2π
0 Tdx.
We call T a conserved density and the functional
∫ 2π
0 Tdx is referred to as
a conserved quantity.
To find conservation laws of the KdV equation one can compute the Casimir
of { }λ, in other words a functional H(λ) such that Pλ ( δδuH(λ)) = 0. The
simplest way to do this is to use the Miura transformation u → h on the
class of periodic functions, implicitly given by
hx + h
2 = u+ z2. (1.2)
where λ = z2 is a parameter. Then it can be shown that the Casimir
functional is given by
H(λ) = 2z
∫ 2π
0
h(u, ux, uxx, ..., z)dx.
Now we express h as function of u and therefore we look at h in the form of
Laurent series h = z +
∑
l≥1 hlz
−l. By equating the coefficients of different
powers of z in (1.2), we find
h1 =
1
2
u
h2 = −1
4
ux
h3 =
1
8
(uxx − u2)
h4 = − 1
16
(uxxx − 4uux)
h5 =
1
32
(uxxxx − 6uuxx − 5u2x + 2u3)
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and so on. Notice that all even coefficients h2l are total x-derivatives
and therefore they vanish by integrating between 0 and 2π. So, H(λ) =∑
l≥0H2l+1λ−l with
H1 =
∫ 2π
0
udx
H3 = 1
4
∫ 2π
0
(uxx − u2)dx = −1
4
∫ 2π
0
u2dx = K1
H5 = 1
16
∫ 2π
0
(uxxxx − 6uuxx − 5u2x + 2u3)dx
=
1
16
∫ 2π
0
(2u3 + u2x)dx = K0
...
When we express that H is a Casimir of Pλ , we find that P0 δδuH1 = 0 and
that the coefficients Hi satisfy Lenard’s recursion relations
P0 δ
δu
Hk+2 = P1 δ
δu
Hk for k = 1, 3, 5, ...
By repeatedly using this recursion relation, one can prove that the function-
als Hi are all in involution with respect to { }0 and { }1 and are conserved
quantities. For example
{H3,K0}0 = {H3,H5}0 = {H3,H3}1 = 0
and the conservation law corresponding to H3 is Dx
(−14u3 + 18uuxx − 116u2x)
+Dt(−14u2) = 0.
Now we can write down the so called KdV hierarchy which is defined by
Dtju = P1
δ
δu
Hj = P0 δ
δu
Hj+2
i.e.
ut1 = ux
ut3 =
1
4
(uxxx − 6uux) (KdV equation)
ut5 =
1
16
(uxxxxx − 10uuxxx − 20uxuxx + 30u2ux) ...
Another way to find the KdV hierarchy and the conserved quantities, is to
use the so called recursion operator R = P1P−10 = D2x − 4u − 2uxD−1x ∗.
∗Remark that integral operator (Dx)
−1 is only defined on functions F of the form
F = DxG.
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Namely put E0 = P0 δδuK1 and define recursively En = REn−1 for n ≥ 1.
Then the ut2n+1 = En form the KdV hierarchy (for example ut3 = E1 is the
KdV equation) and for each n ≥ 1, ut = En = P0 δδuHn+1 = P1 δδuHn is a
bi-Hamiltonian system and the Hamiltonian functionals Hn are conserved.
The KdV hierarchy is important for constructing solutions of the KdV equa-
tion, for example by means of the method of stationary flows. A stationary
flow is a time-independent solution of a partial differential equation of the
KdV hierarchy. Since the Hamiltonian functionals Hi commute, the set of
singular points of each linear combination of the equations of the hierarchy
is a finite-dimensional invariant submanifold of the KdV flow. Therefore it
makes sense to look for a class of solutions of the KdV equation on a sub-
manifold defined by the stationary flow of an equation of the KdV hierarchy.
We consider for example the submanifold M5 of the 5th order jet manifold,
defined by
uxxxxx − 10uuxxx − 20uxuxx + 30u2ux = 0. (1.3)
M5 is five dimensional and we can use (u, ux, uxx, uxxx, uxxxx) as coordinates.
So, on the one hand a solution u(x, t) has to satisfy equation (1.3). Using
the first equation of the KdV hierarchy this can be written as the following
system of ODEs
Dt1(u) = ux;
Dt1(ux) = uxx;
Dt1(uxx) = uxxx; (1.4)
Dt1(uxxx) = uxxxx;
Dt1(uxxxx) = 10uuxxx + 20uxuxx − 30u2ux.
In the same way the KdV equation leads to the system
Dt3(u) =
1
4
(uxxx − 6uux);
Dt3(ux) =
1
4
(uxxxx − 6uuxx − 6u2x);
Dt3(uxx) =
1
4
(4uuxxx + 2uxuxx − 30u2ux); (1.5)
Dt3(uxxx) =
1
4
(6uxuxxx + 4uuxxxx + 2u
2
xx − 60uu2x − 30u2uxx);
Dt3(uxxxx) =
1
4
(10uxxuxxx + 10uxuxxxx + 10u
2uxxx)
−1
4
(100uuxuxx + 120u
3ux + 60u
3
x)
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where we have used constraint (1.3) to eliminate the fifth order derivative.
In order to find now the corresponding solution of the KdV equation in x
and t, we first have to find a solution U(t1, f(t3)) of the first system (1.4)
with initial conditions f(t3). Then we put this solution in system (1.5) and
solve it. To conclude we consider the first component u(t1, t3) and set t1 = x
and t3 = t.
What makes this procedure so interesting is that the equations (1.4) and
(1.5) have also a bi-Hamiltonian structure (see [34] where the above system
is written in function of the first five coefficients (h1, ..., h5)). So, the ODEs
can be solved by means of the method of separation of variables. This topic
will be discussed in section 1.3.
1.2.1 Recursion operators
In this subsection, we will elaborate briefly on the concept of recursion
operator. For more information we refer to the book of Olver [42].
Consider a fibred manifold (E, π,M). The coordinates xi on M denote the
independent variables. On E the coordinates will be labelled (xi, uα) where
the uα are the dependent variables. Let Jkπ be the kth order jet manifold
of π with coordinates (xi, uα, uαi , ..., u
α
i1,...ik
). The function πk : Jkπ →M is
called the source projection. There are canonical projections πk,l : J
kπ → J lπ,
defined for all k ≥ l. πk,0 : Jkπ → E is the target projection. For a
function f : Jkπ → IR (called a differential function), we write f [u] =
f(x, u, ui, ..., ui1,...,ik). A denotes the space of differential functions f [u].
Further details about jet bundles can be found in [43].
Consider the following commutative diagram
π∗k,0(TE)
π∗
k,o
(τE)

// TE
τE

Jkπ
πk %%J
JJ
JJ
JJ
JJ
J
πk,0
// E
π

M
A generalised vector field v is a section of the pull-back π∗k,0(τE) and has
coordinate expression
v =
p∑
i=1
ξi[u]
∂
∂xi
+
q∑
α=1
φα[u]
∂
∂uα
.
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Associated to v we can define an evolutionary vector field or vertical repre-
sentative
vQ =
q∑
α=1
Qα[u]
∂
∂uα
with
Qα[u] = φα[u]−
p∑
i=1
ξi[u]
∂uα
∂xi
.
The q-tuple Q[u] = (Q1[u], ..., Qq[u]) ∈ Aq is referred to as the charac-
teristic of v. Olver defines a generalised vector field v to be a gener-
alised infinitesimal symmetry of a system of differential equations ∆[u] =
(∆1[u], ...,∆l[u]) = 0 if and only if
prv[∆v] = 0 v = 1, ..., l
for every solution u of ∆[u] = 0. Here prv refers to the (infinite) prolongation
of v given by
prv =
p∑
i=1
ξi
∂
∂xi
+
q∑
α=1
∑
J
φJα
∂
∂uαJ
where φJα = DJ(φα−
∑p
i=1 ξ
iuαi )+
∑p
i=1 ξ
iuαJ,i. Remark that v is a symmetry
of ∆ if and only if vQ is. For example, v = − ∂∂x is an infinitesimal symmetry
of the KdV equation (prv = − ∂∂x). The corresponding characteristic is
Q = ux, so the evolutionary vector field is vQ = ux
∂
∂u which is also a
symmetry (prvQ = ux
∂
∂u + uxx
∂
∂ux
+ uxt
∂
∂ut
+ uxxx
∂
∂uxx
+ ...).
Now we can give the general definition of a recursion operator
Definition 6. A recursion operator for a system of differential equations ∆
is a linear operator R : Aq → Aq with the property that whenever vQ is a
symmetry, so is v eQ with Q˜ = RQ.
So, the recursion operator gives a method for generating an infinite family
of symmetries from one given symmetry. Unfortunately, the deduction of
the form of the recursion operator (if it exists) requires guesswork, inspired
by already known symmetries. The following theorem gives an important
characterisation of recursion operators. In this theorem we need the Fre´chet
derivative D∆ of a system of differential functions ∆. It is defined by
D∆(Q) =
d
dε
∣∣∣∣
ε=0
∆[u+ εQ[u]].
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Theorem 1. If R : Aq → Aq is a linear operator such that
D∆R = R˜D∆ (1.6)
for all solutions u to ∆, where R˜ : Aq → Aq is a linear differential operator,
then R is a recursion operator for the system.
Example: for the KdV equation,
R = D2x − 4u− 2uxD−1x
is a recursion operator. Indeed, it is easy to prove that R satisfies (1.6) with
R˜ = R and the Fre´chet derivative calculated as follows:
D∆(Q)
=
d
dε
∣∣∣∣
ε=0
[
(ut + εDtQ)− 1
4
(uxxx + εD
3
xQ) +
3
2
(u+ εQ)(ux + εDxQ)
]
=
(
DtQ− 1
4
D3xQ+
3
2
uDxQ+
3
2
uxQ+ 3εQDxQ
)∣∣∣∣
ε=0
.
So, D∆ = Dt− 14D3x+ 32uDx+ 32ux. Because of the integral operator D−1x , we
have that if vQ is a symmetry, the RQ will only be defined if Q = DxA for
some A ∈ A. If we apply R to the symmetry − ∂∂x , we obtain Q2 = Rux =
uxxx − 6uux, which is equivalent to the characteristic ut of the symmetry
− ∂∂t .
Most of the well known integrable evolution equations do have a recursion
operator. In the case of a bi-Hamiltonian system ut = P0 δδuK0 = P1 δδuK1,
one can often find a recursion operator by inverting one of the Poisson
operators R = P1P−10 . We have seen, in the discussion of the KdV equation,
that there exists then a sequence of functionals Hi which provide a collection
of conservation laws. In the case of the Toda lattice both Poisson operators
are degenerate and therefore the method fails.
To end this subsection, we want to remark that the term recursion opera-
tor is also used in the context of ordinary differential equations. Although
the purpose of recursion operators (mapping symmetries into symmetries)
may be similar, the theory for PDEs on the one hand and for systems of
ODEs on the other, have a different methodology. In the context of PDEs,
recursion operators map generalised symmetries into new symmetries pos-
sibly depending on higher-order derivatives. Therefore a recursion operator
will generally be a differential operator of non-zero order. But in the case
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of systems of second order ODEs, the recursion operators are tensors, that
is, differential operators of order zero. That’s because in this case one can
without loss of generality restrict one’s attention to symmetries which are
vector fields living on the tangent bundle whose flows leave the vector field
associated to the second order equations, invariant. The dependence on
derivatives of second or higher order can always be eliminated through the
given differential equations.
In what follows, we will discuss the term recursion operator in the context
of second order differential equations. There are mainly two situations in
which a type (1,1) tensor field R is generally referred to as having recursion
properties. A first one is the case that R is invariant under the flow of some
given dynamics. then R obviously has the property of mapping symme-
tries into symmetries. The other situation of interest is when the Nijenhuis
torsion of R
NR(X,Y ) = [RX,RY ]−R[RX,Y ]−R[X,RY ] +R2[X,Y ] X,Y ∈ X (M)
vanishes. That will be the case, for example, when the manifold under
consideration has a Poisson structure and R is the recursion tensor which is
responsible for the generation of a bi-Hamiltonian structure, i.e. a Poisson-
Nijenhuis structure. This situation will be discussed in the next subsection.
1.2.2 Poisson-Nijenhuis structures
Definition 7. A Poisson-Nijenhuis manifold is a triple (M,P0, R) such that
• (M,P0) is a Poisson manifold;
• R is a type (1,1) tensor field on M that satisfies P0R = RP0† ;
• P1 = RP0 defines also a Poisson bracket which is compatible with the
one associated with P0.
So, in this case (M,P0, R) is a bi-Hamiltonian manifold and R is called the
recursion operator . Sometimes R is called the Nijenhuis operator because
the compatibility of P0 and P1 makes the Nijenhuis torsion of R zero.
As a consequence of the assumption that P0R = RP0, µR,P0 defined by
µR,P0(α,X) = (LP0(α)R)(X)− P0(LX(Rα)) + P0(LR(X)α),
†Throughout this thesis we will make no notational distinction between the action of
a type (1,1) tensor field and its dual action on 1-forms.
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with α ∈ X ∗(M) and X ∈ X (M), is a type (1,2) tensor field (see [24]).
It is sometimes called the Magri-Morosi concomitant . The necessary and
sufficient conditions for P1 = RP0 to define a compatible Poisson bracket
are now:
• the Nijenhuis torsion NR is zero;
• the Magri-Morosi concomitant of R and P0 vanishes.
Now we look at the special case that P0 comes from a symplectic form
and briefly describe the results of [8]. So, suppose that we have a 2n-
dimensional symplectic manifold (M,ω). The Poisson bracket associated
with ω is denoted as { , }0 and the corresponding Poisson map P0 is of
course invertible. Assume now that we have a type (1,1) tensor R on M
satisfying ω(R(.), .) = ω(., R(.)). An interesting class of such tensors arise
from the construction of a second 2-form ω1 and the determining formula:
iR(ξ)ω = iξω1 ∀ξ ∈ X (M). (1.7)
They have automatically the required symmetry. We call such tensors R-
tensors. In that case we find an interesting equivalent way of expressing
that µR,P0 = 0, namely
dω1 = 0 where ω1 =
1
2
iRω (1.8)
Another equivalent condition is given by
iLXfRω = −2ddRf for all functions f (1.9)
where dR := [iR, d] = iRd− diR.
It is useful to recall here some properties of the derivations i∗ and d∗, in the
sense of the Fro¨licher-Nijenhuis theory. Firstly, we have for two arbitrary
vector-valued forms L andM of degree l andm respectively, that the graded
commutator of dL and dM defines the Nijenhuis bracket of L and M :
[dL, dM ] := dLdM − (−1)lmdMdL = d[L,M ] (1.10)
and the relation with the Nijenhuis torsion of a type (1,1) tensor field W is
that
[W,W ] = 2NW .
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Further, the general commutator of iL and dM satisfies
[iL, dM ] := iLdM − (−1)(l−1)mdM iL = diLM + (−1)mi[L,M ]. (1.11)
Applied to the special case that L and M are both a (1,1) tensor W , this
becomes
[iW , dW ] = dW 2 − i[W,W ]. (1.12)
For an operator dW also holds the following lemma.
Definition 8. The operator dW , with W a type (1,1) tensor field, is char-
acterised by the following properties:
1. It is a derivation of degree 1, i.e dWα is a (k + 1)-form and
dW (α ∧ β) = (dWα) ∧ β + (−1)kα ∧ (dWβ)
if α is a k-form.
2. The graded commutator of dW and the exterior derivative d vanishes:
[dW , d] = dWd+ ddW = 0.
3. Its action on C∞(M) is given by:
dW f =W (df).
The necessary and sufficient condition for dW to satisfy d
2
W = 0 is that
the Nijenhuis torsion of W must be zero. That is the case here for R and
therefore (d, dR) defines a simple bi-differential calculus
Definition 9. A simple bi-differential calculus on Λ(M) is a pair (d1, d2)
of derivations of Λ(M) of degree 1 which both have the co-boundary property
d2i = 0 and [d1, d2] = d1d2 + d2d1 = 0.
The benefit of such a bi-differential calculus (d1, d2) is that if χ
(0) ∈ C∞(M)
satisfies d1d2χ
(0) = −d2d1χ(0) = 0, we can inductively define a sequence of
functions χ(i) according to the rule:
d1χ
(i+1) = d2χ
(i).
So, let now χ(0) be a function satisfying ddRχ
(0) = 0, then we have
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Theorem 2. Suppose that (M,ω) is a symplectic manifold and that R is
a type (1,1) tensor symmetric w.r.t ω. If (Λ(M), d, dR) is a bi-differential
calculus and ddRχ
(0) = 0, then the functions χ(i) defined by dχ(i+1) = dRχ
(i)
are in involution w.r.t the Poisson brackets defined by P0 (corresponding to
ω) and RP0.
For future use, we recall here also the definition of the more general ‘gauged
bi-differential calculus’ given by Dimakis and Mu¨ller-Hoissen (see [14]).
Definition 10. Suppose that we have a bi-differential calculus (Λ(M), d1, d2).
A gauged bi-differential calculus on Λ(M) is a pair of operators (D1, D2) of
the form Di = di+Ai where the Ai are m×m matrices of 1-forms, which act
on m×m matrices of forms by matrix-wedge multiplication. The Di further
have to satisfy the conditions: D2i = 0 and [D1, D2] = D1D2 +D2D1 = 0.
Actually, we will use a slightly different definition, namely where the opera-
tors Di act on m-component column vectors of forms in stead of on m×m
matrices.
Coming back now to the problem of complete integrability we can recall the
following theorem (see [49]).
Theorem 3. Consider a 2n-dimensional Poisson-Nijenhuis manifold
(M,P0, R). If R has exactly n functionally independent eigenvalues, then
the system is completely integrable.
IfR has at every point ofM n (double) distinct eigenvalues λi then (M,P0, R)
is called semisimple and has a neighbourhood where Darboux-Nijenhuis co-
ordinates can be found. These coordinates play an important role in the
study of separability of the Hamilton-Jacobi equation.
Definition 11. A set of local coordinates (x, y) on a 2n-dimensional Poisson-
Nijenhuis manifold is called a set of Darboux-Nijenhuis coordinates if they
satisfy the following two conditions:
• they are canonical w.r.t P0:
{xi, yj}0 = δij , {xi, xj}0 = {yi, yj}0 = 0;
• they put the recursion tensor R in diagonal form:
R =
n∑
i=1
λi
(
∂
∂xi
⊗ dxi + ∂
∂yi
⊗ dyi
)
.
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Moreover, as a consequence of the vanishing of the Nijenhuis torsion of R,
the eigenvalues λi always satisfy
Rdλi = λidλi.
From this then follows that the λi only depend on the coordinates (xi, yi),
we say that R is separable in coordinates.
Assume now that R has n distinct eigenvalues λi which are functionally
independent. Then there exist n functions µi such that (λi, µi) are Darboux-
Nijenhuis coordinates.
1.3 Separability of the Hamilton-Jacobi equation
In this section we summarise a number of historical developments in the
area of ‘separation of variables’. The problem can be formulated as fol-
lows: suppose that we have a Hamiltonian system H of dimension 2n. The
Hamilton-Jacobi equation is given by
H
(
q,
∂W
∂q
)
= α1.
It is in general very difficult to solve but in certain cases one can do it using
separation of variables. This means that one tries to find a complete solution
that has the form
W (q, α) =
n∑
i=1
Wi(q
i, α).
If such a solution exists, we say that the Hamilton-Jacobi equation admits
a separated solution. H is then said to be separable and the W i(qi, α) can
in principle be determined by quadratures.
Suppose now that H is integrable, i.e. along with H = I1 we have fur-
ther n − 1 functionally independent, pairwise commuting integrals of mo-
tion I2, ..., In. An integrable system (I1, ..., In) is separable if the Hamilton-
Jacobi equation associated with any Ik is separable. In that case we have
an equivalent definition (see for example [46]).
Definition 12. An integrable system (I1, ..., In) is separable in the coordi-
nates (q, p) if their exist n non-trivial relations
Φi(q
i, pi; I1, ..., In) = 0 i = 1, ..., n. (1.13)
Furthermore, if the coordinates q are orthogonal with respect to a given
metric, the system is said to be orthogonally separable.
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1.3.1 Liouville systems
Liouville was the first to study separability of the Hamilton-Jacobi equation.
In 1849 [29] he proved that the complete integral of the so-called Liouville
systems which are systems with a Hamiltonian of the form
H = T + V
where
T =
c
2
n∑
i=1
(q˙i)2
ai(qi)
=
1
2c
n∑
i=1
ai(q
i)p2i
V =
1
c
n∑
i=1
Vi(q
i)
c =
n∑
i=1
ci(q
i).
can be determined by the method of separation of variables. The set of first
integrals is given by
H and Ii =
1
2
aip
2
i + Vi − ciH for i = 1, ..., n− 1.
1.3.2 Sta¨ckel systems
The famous Sta¨ckel theorem tells how separable systems look like in (or-
thogonal) coordinates for which the separation is possible.
Sta¨ckel’s first major contribution was to find all separable metrics for an
arbitrary two dimensional Riemannian manifold. They can all be written
locally in Liouville form ([41]). For dimension greater than 2, there are also
separable systems of an other form, for example the ones with Hamiltonians
of the form:
H =
n∑
i=1
ci(q)
[
1
2
p2i + Vi(q
i)
]
. (1.14)
Sta¨ckel proved in 1891 (see [47]) the following theorem which connects the
separability of such systems with the existence of a matrix S, now called a
Sta¨ckel matrix .
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Theorem 4. A dynamical system with a Hamiltonian of the form (1.14) is
separable if and only if there exists an invertible n×n matrix S = (Sij) with
Sij function of q
i alone such that
n∑
i=1
ciSik = δ
1
k k = 1, ..., n (1.15)
In that case a Hamiltonian system of the form (1.14) is called a Sta¨ckel
(separable) system. Remark that from (1.15) follows that [c1, ..., cn] is the
first row of S−1 = (aij).
The n independent constants of motion in involution for this system are
constructed as
Ij =
n∑
i=1
aij
[
1
2
p2i + Vi(q
i)
]
j = 1, ..., n
where I1 = H.
Definition 13. Let (I1, ..., In) be an integrable system. It is called Sta¨ckel
separable if the relations (1.13) are affine, i.e. they have the following form:
N∑
i=1
SikIk − Ui = 0
with S an invertible matrix.
1.3.3 Levi-Civita conditions
In 1904 Levi-Civita found a test for the separability of a Hamiltonian system
H(q, p).
Theorem 5. The Hamilton-Jacobi equation separates in the coordinates
(qi, pi) if and only if the Hamiltonian satisfies
∂H
∂pi
∂H
∂pj
∂2H
∂qi∂qj
− ∂H
∂pi
∂H
∂qj
∂2H
∂qi∂pj
− ∂H
∂qi
∂H
∂pj
∂2H
∂pi∂qj
+
∂H
∂qi
∂H
∂qj
∂2H
∂pi∂pj
= 0,
(1.16)
i, j = 1, ..., n and i 6= j.(There is no summation over the indices !)
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Levi-Civita showed also that for a natural Hamiltonian, i.e. a Hamiltonian
of type T + V , to be separable, it is necessary that the kinetic part by itself
is separable. Once the separation variables have been detected, there are
simple criteria to see if the potential term is compatible with the separa-
tion. So, when H = 12
∑n
i=1 g
ii(q)p2i + V (q) (orthogonal coordinates), the
conditions (1.16) become
∂2gkk
∂qi∂qj
− ∂ ln g
jj
∂qi
∂gkk
∂qj
− ∂ ln g
ii
∂qj
∂gkk
∂qi
= 0 (1.17)
and
∂2V
∂qi∂qj
− ∂ ln g
jj
∂qi
∂V
∂qj
− ∂ ln g
ii
∂qj
∂V
∂qi
= 0 (1.18)
Levi-Civita’s theorem is a very important result but if suffers from a major
disadvantage, namely it doesn’t tell how to construct the separation coordi-
nates or if they even exist. The first theorem that gives an answer to that
problem is given by Eisenhart (see 1.3.4).
Another intrinsic way to write down the Levi-Civita conditions was found
by Magri and inspired Crampin [12] to state the following proposition: if the
Hamilton-Jacobi equation for h = 12
∑
i g
iip2i is separable in coordinates (q
i),
then for every symmetric type (1,1) tensor field J associated with the diag-
onal equivalence class of coordinates (qi),
dd eJh =
n−1∑
r=0
α(r) ∧ d eJrh (1.19)
with J˜ the complete lift of J and α(r) 1-forms. With ‘J associated to a
diagonal equivalence class of coordinates ((qi1) ∼ (qi2) if qi1 = qi1(qi2))’, we
mean that (a) J is diagonal w.r.t the coordinates of the class, (b) at each
point the eigenvalues of J are simple, (c) the Nijenhuis torsion of J vanishes.
Conversely, if there is a type (1,1) tensor field J which is symmetric w.r.t
g, has pointwise simple eigenvalues and vanishing Nijenhuis torsion and if
there exist 1-forms α(r) such that J˜ satisfies (1.19), then any coordinates
w.r.t which J is diagonal are orthogonal separation coordinates for h.
1.3.4 Eisenhart’s theorem
In 1934 Eisenhart investigated the existence of orthogonal separation vari-
ables on Riemannian manifolds [15]. His result is given in a coordinate free
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form by considering special families of Killing tensors of order 2. A Killing
tensor K of order 2 is a (0, 2) type symmetric tensor such that K(ij|l) = 0.
For more information about Killing tensors see section 2.1.
Theorem 6. The geodesic Hamiltonian H = 12
∑n
i,j=1 g
ij(q)pipj can be
transformed into the Sta¨ckel form (and therefore is orthogonally separable)
if and only if the following conditions are satisfied:
1. there exist n linearly independent Killing tensors K(m) for m = 1, ..., n
with K(1) = g;
2. the quadratic functions H(m) =
1
2
∑n
i,j=1K
ij
(m)pipj commute pairwise
with respect to the standard Poisson bracket;
3. each K(m) (m > 1) has n functionally independent eigenfunctions λ
(k)
(m)
and the n× n matrix whose rows are the eigenfunctions of K(m)
(m = 1, ..., n) is everywhere non-singular;
4. K(m) are simultaneously diagonalisable and one can find a set of si-
multaneous eigenforms α(k) for them which are closed:
n∑
i=1
(
Kij(m) − λ
(k)
(m)g
ij
)
α
(k)
i = 0 with dα
(k) = 0.
The closed eigenforms determine an orthogonal coordinate system {ak}
(when α(k) = dak) with respect to which the tensors K(m) are diagonal. The
fact that K(m) are simultaneously diagonalised in orthogonal coordinates is
equivalent with saying that there are n common normal eigenvectors. This
means that the orthogonal distribution of such an eigenvector is Fro¨benius
integrable.
The Levi-Civita conditions for orthogonal coordinates (1.17) are just the
integrability conditions for the tensors K(m) to be Killing tensors.
In what follows, we call a set of tensors K(m) satisfying the conditions of
Eisenhart’s theorem a Killing-Sta¨ckel system (following Benenti [3]).
1.3.5 Benenti systems
In [2] Benenti simplified Eisenhart’s theorem by stating that any Sta¨ckel
system can be represented by just one of its Killing tensors.
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Theorem 7. A geodesic Hamiltonian is separable in orthogonal coordi-
nates if and only if on the Riemann manifold there exists a Killing ten-
sor with pointwise simple real eigenvalues, normal eigenvectors (or closed
eigenforms). Such a tensor is called a characteristic Killing tensor.
For a natural Hamiltonian H = T +V the Hamilton-Jacobi equation admits
a separated solution in orthogonal coordinates if and only if there exists a
characteristic Killing tensor Kˆ and the potential satisfies
d(KˆdV ) = 0.
Among all Sta¨ckel systems a particularly important subclass consists of those
constructed with the help of a so-called special conformal Killing tensor L.
In 1992 Benenti has obtained a simple recurrence procedure to construct a
family of Killing tensors obeying Eisenhart’s conditions, obtained from the
tensor L [1]. This kind of systems are now called Benenti systems. We will
discuss this in detail in the next chapter.
1.3.6 Separability for bi-Hamiltonian systems
Suppose that (M,P0, R) is a 2n-dimensional semisimple Poisson-Nijenhuis
manifold with eigenvalues λ1, ..., λn as defined in paragraph 1.2.2 . Let
(I1, ...In) be a set of functionally independent functions. Then the following
statements are equivalent
1. (I1, ..., In) is separable in Darboux-Nijenhuis coordinates.
2. The functions Ii are in involution with respect to both Poisson brack-
ets: {Ii, Ij}0 = 0 = {Ii, Ij}1.
3. There exists a simple matrix F such that
RdIi =
n∑
j=1
FijdIj (1.20)
or the subspace spanned by (dI1, ...dIn) is invariant w.r.t R.
The matrix F is called the control matrix and its eigenvalues are the same
as those of R. If we look at the stronger condition of Sta¨ckel separability,
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we find that (I1, ..., In) are Sta¨ckel separable if and only if in addition to
condition (1.20), the control matrix F satisfies
RdFij =
n∑
j=1
FikdFkj .
The relation between F and the Sta¨ckel matrix S is given by
Fij =
n∑
k=1
S−1ik λkSkj .
Proofs of these statements can be found in [17].
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Chapter 2
Special conformal Killing tensors
2.1 Killing tensors
We consider a pseudo-Riemannian manifold (Q, g) of dimension n. { } is the
standard Poisson bracket on the cotangent bundle T ∗Q with Poisson bivector
Π = ∂∂pi ∧ ∂∂qi . The function H = 12gijpipj‡ is the geodesic Hamiltonian. If
W = (W i...j) is a contravariant symmetric tensor on Q, then we denote by
P(W ) the polynomial function on T ∗Q defined by
P(W ) =W i...jpi...pj .
Definition 14. A vector field X = Xk ∂
∂qk
on Q is a Killing vector if
LXg = 0
or equivalently
{P(X), H} = 0.
In coordinates this means that
Xi|j +Xj|i = 0
where Xi = gikX
k. This concept can be generalised to Killing tensors as
follows:
Definition 15. A Killing tensor of rank 2 is a symmetric type (2,0) tensor
K on Q satisfying
{P(K), H} = 0. (2.1)
‡Here and in the rest of the thesis, the Einstein summation convention is used, unless
otherwise said.
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So, P(K) is a first integral of H. When we include also a potential term,
i.e. we consider the natural Hamiltonian 12g
ijpipj + V (q) then K
ijpipj is a
first integral if and only if K is a Killing tensor and
K ls
∂V
∂qs
= 0 or KdV = 0.
In coordinates condition (2.1) is given by
K(ij|k) = 0
where the brackets denote the cyclic sum over the indices i, j and k. The
type (0,2) tensor gikK
klglj = Kij is also called a Killing tensor. In 1896
Levi-Civita introduced a special kind of Killing tensors, called A-tensors
(see Benenti [3]), defined by
Aij|k = µhAij −
1
2
(µjAhi + µiAhj) for some µ. (2.2)
These tensors will be important in relation to special conformal Killing ten-
sors (see section 2.3).
2.2 Conformal Killing tensors
Definition 16. A symmetric type (2,0) tensor K = (Kij) on a Riemannian
manifold Q is a conformal Killing tensor if
{P(K), H} = −2P(A)H
for some vector field A on Q.
An equivalent definition is
K(ij|k) = α(k g ij)
where α is a 1-form given by g(A,X) = −α(X) for every vector field X on
Q. If α = 0 then K is a Killing tensor. A conformal Killing tensor is said to
be of gradient type if α = df or of trace type if α = d(trK). The trace trK
is defined as tr(Kij) and detK := det(K
i
j).
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2.3 Special conformal Killing tensors
The special conformal Killing tensors which we will discuss in this section
are also conformal Killing tensors. The name was introduced by Crampin,
Sarlet and Thompson [8, 9, 10] but tensors of this type were already used in
1992 by Benenti in the case that they have pointwise real simple eigenvalues
[1]. In that case they are now often called Benenti tensors . On Euclidean
space they were studied by Benenti (also in [1]) and Lundmark [30] and were
then also called, respectively, ‘planar inertia tensors’ and ‘elliptic coordinates
matrices’.
Definition 17. A symmetric type (0,2) tensor L on a Riemann manifold
Q such that
Lij|k =
1
2
(αigjk + αjgik). (2.3)
for some αi, is called a special conformal Killing tensor (SCK tensor).
Note that any Riemannian manifold (Q, g) admits a trivial special conformal
Killing tensor, namely the metric g. The equivalent condition for the (1,1)
form of the tensor L is
Lij|k =
1
2
(αjδ
i
k + α
igjk).
Contracting i and j, one sees that α = d(trL). Another way to write (2.3)
is
{P(L), H} = −2P
(
∂trL
∂qj
gij
)
H
So, L is a conformal Killing tensor of trace type. A special conformal Killing
tensor has a lot of interesting properties (for the proofs we refer for example
to [11]). The most significant one is about its Nijenhuis torsion.
Proposition 1. If L is a special conformal Killing tensor, then its Nijenhuis
tensor NL vanishes.
For the converse we have (see theorem 19.3 in [3]):
Proposition 2. A torsionless conformal Killing tensor of trace type is a
special conformal Killing tensor.
The fact that NL = 0 has some important consequences. We can use for
example the following interesting property for a general torsionless tensor:
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Lemma 1. For any torsionless type (1,1) tensor S :
Sd(detS) = (detS)d(trS). (2.4)
If L = (Lij) is a non-singular special conformal Killing tensor, we can con-
sider its cofactor tensor A defined as A = L−1 detL and then it can be
proven, using lemma 1, that
Proposition 3. If L is a non-singular special conformal Killing tensor, then
its cofactor A is a Killing tensor.
Moreover, the cofactor A is a A-tensor (see (2.2)) with µi = (L
−1)ijαj =
∂i log |detL|.
We shall often consider special conformal Killing tensors L with n function-
ally independent eigenvalues λi. Then {λi} can be taken as local coordinates.
Because the Nijenhuis tensor of L vanishes, L takes the form:
L =
n∑
i=1
λi
∂
∂λi
⊗ dλi
with respect to them. L is symmetric, so the coordinates are orthogonal i.e.
gij = 0 for i 6= j. That this is a natural assumption follows for example
from:
Proposition 4. A conformal Killing tensor with functionally independent
eigenfunctions whose Nijenhuis torsion vanishes is a special conformal Killing
tensor.
2.4 SCK tensors and separability
As said before, in subsection 1.2.5, special conformal Killing tensors play an
important role in the study of separability:
Theorem 8. If a Riemannian metric g admits a special conformal Killing
tensor with pointwise simple eigenvalues, then the Hamilton-Jacobi equation
for geodesics is separable. Moreover if the eigenfunctions are functionally
independent they are orthogonal separation coordinates.
For a proof see [10]. Now we will show how a special conformal Killing tensor
determines a Killing-Sta¨ckel system (see subsection 1.3.4). But remember
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that not every Killing-Sta¨ckel system is generated by a special conformal
Killing tensor.
When the Riemannian metric g admits a special conformal Killing tensor
L with (real) simple eigenvalues , then the tensor Kˆ = (trL)g − L is a
characteristic Killing tensor (see theorem 7) and
Theorem 9. [3] The set of tensors {K(m)} = {K(1), ...,K(n)} defined by
K(1) = g, K(m+1) =
1
m
tr(K(m)L)g −K(m)L (2.5)
is a Killing-Sta¨ckel system if and only if L is a special conformal Killing
tensor with simple eigenvectors.
Remark that Kˆ = K(2). An equivalent definition of the sequence (2.5) is
given by
K(m+1) = (−1)mρmg −K(m)L with K(1) = g
with ρm the coefficients of the characteristic polynomial of L, det(λI−L) =
λn + ρ1λ
n−1 + ... + ρn−1λ + ρn (see[4]). When we know the eigenvalues λ
i
of L, we can also write
K(m+1) = σmg −K(m)L with K(1) = g
where σm is the elementary symmetric polynomial of order m of the eigen-
values λi. The fact that this last formula requires the knowledge of the
eigenvalues, makes it less effective. There is also a relation between the
sequence of Killing tensors (2.5) and the cofactor tensor of L+ kI (see the
end of section 2.5).
Special conformal Killing tensors arise also in other contexts. That will be
the content of the next sections of this chapter.
2.5 SCK tensors and cofactor systems
Cofactor systems were introduced in Euclidean space by Lundmark [30] and
were generalised to Riemannian manifolds (Q, g) by Crampin and Sarlet [9]
(see also [31]).
Suppose that we have a non-conservative Lagrangian system with Lagrangian
ℓ. This is described by the second order differential equation field Γ on TQ
that satisfies
Γ
(
∂ℓ
∂ui
)
− ∂ℓ
∂qi
= −Mi (2.6)
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where the non-conservative forces Mi are the components of a semi-basic
1-form µ = Mi(q, u)dq
i. Here, we consider the particular case that µ is a
1-form on Q (in other words the Mi do not depend on the velocities) and ℓ
is a pure kinetic energy function ℓ = 12gij(q)u
iuj .
Consider now a non-singular special conformal Killing tensor L. This may
be used to define two differential operators. In the first place we can form dL
(see definition 8). Because the Nijenhuis torsion NL vanishes, the operator
dL satisfies d
2
L = 0 and therefore (d, dL) is a simple bi-differential calculus
(see definition 9). Since L is non-singular, dL satisfies also a Poincare´ lemma,
namely dLθ = 0 for a k-form θ if and only if there exists locally a (k−1)-form
φ such that θ = dLφ.
Definition 18. Let L be a non-singular special conformal Killing tensor.
The operator DL is defined as follows:
DLθ = (detL)
−1dL((detL)θ)
2.4
= dLθ + α ∧ θ for all forms θ on Q
where α is the 1-form associated with L.
Remark thatDL is not a derivation. It satisfiesD
2
L = 0 and has the property:
‘DL-closed’ is equivalent to ‘locally DL-exact’. (d,DL) is then a gauged bi-
differential calculus (see definition 10) with m = 1.
Now we are ready to define the so-called cofactor systems.
Definition 19. A non-conservative system Γ on TQ, generated by a couple
(g, µ) is said to be a cofactor system, if g admits a non-singular special
conformal Killing tensor L and µ satisfies DLµ = 0.
In [3], another (locally) equivalent characterisation of a cofactor system is
given, namely the non-conservative force µ has to satisfy
µ = (cof L)−1gradV = (detL)−1dLV = DL((detL)
−1V )
for some function V , where L is a special conformal Killing tensor.
Cofactor systems can be interpreted in a natural way as non-conservative
systems admitting a quasi-Hamiltonian representation. The following re-
sult was found by Crampin and Sarlet [9]: suppose that we have a non-
conservative system Γ defined by (g, µ) and type (1,1) tensor L with NL = 0.
L defines a Poisson structure PL = L˜◦P0 where L˜ is the complete lift of L to
T ∗Q and P0 is the standard Poisson map on T
∗Q. The given system satisfies
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F Γ̂ = PL(dH) for some function F and a function H =
1
2A
ijpipj + V (q) if
(a) L is a special conformal Killing tensor, (b) F = k detL (one can set
F = detL without loss of generality), (c) A is the cofactor tensor of L and
(d) µ = DL((detL)
−1V ). This result can be summarised as follows:
Theorem 10. A non-conservative system Γ on TQ determined by (g, µ)
on Q has a quasi-Hamiltonian representation F Γ̂ = PL(dH) where Γ̂ is
the Legendre transform of Γ, L is a type (1,1) tensor field on Q and H is
a function on T ∗Q quadratic in momenta, if and only if it is a cofactor
system.
Remark that the force µ is uniquely determined by H which is a quadratic
first integral of cofactor type. This explains the term ‘cofactor system’.
In [9] it is further shown that Γ̂ can also be represented as the restriction to
z = 0 of a Hamiltonian vector field on T ∗Q× IR. Namely, one can construct
a Poisson bivector ΠL on T
∗Q× IR
Π̂L = ΠL + (Γ̂− zαV ) ∧ ∂
∂z
where α = d(trL)
and then Γ̂ + zV = −P̂L(dz) and H + z detL is a Casimir of Π̂L. (For the
general theorem about the construction of a Hamiltonian vector field on the
extended space starting from an arbitrary quasi-Hamiltonian vector field see
[9].)
The situation becomes however more interesting when we have a system
that is of cofactor type in two ways, a cofactor pair system.
Definition 20. A cofactor pair system is a non-conservative system Γ de-
fined by (g, µ) where µ satisfies DLµ = DKµ = 0 for two non-singular special
conformal Killing tensors L and K.
It is not surprising that such a system will have a double quasi-Hamiltonian
representation, called bi-quasi-Hamiltonian structure and that it admits two
independent integrals of motion of cofactor pair type. But there is more: a
cofactor pair system is completely integrable.
L + kK (with k a constant) is also a special conformal Killing tensor and
further we have that DL+kKµ = DLµ + kDKµ = 0. So, from theorem 10
follows that
det(L+ kK)Γ̂ = PL+kK(
1
2
AijL+kKpipj + VL+kK)
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where AL+kK is the cofactor tensor of L+ kK and VL+kK is a solution of
DL+kK(det(L+ kK)
−1VL+kK) = µ.
Just as before, we have then also that
C =
1
2
AijL+kKpipj + VL+kK + z det(L+ kK)
is a Casimir of the Poisson structure
Π̂ = ΠL + kΠK + (Γ̂− z(αV + kβV )) ∧ ∂
∂z
on T ∗Q× IR, where α = d(trL) and β = d(trK). Now if we set
AL+kK =
n∑
m=1
A(m)k
m−1
and
VL+kK =
n∑
m=1
V(m)k
m−1
and exploit the fact that C is a Casimir, we find
Theorem 11. A cofactor pair system admits n integrals of motion
I(m) =
1
2
A(m)ijv
ivj + V(m)(q)
which are in involution with respect to the Poisson brackets associated to PL
and PK .
To end this section, it is interesting to show the link between these results
and the separability theory: if we put K = I and if L has n functionally
independent eigenfunctions λi, we can generate a Killing-Sta¨ckel system (see
subsection 1.3.4 and section 2.4). Indeed, we know that the A(m) defined
by cof(L + kI) = AL+kI =
∑n
m=1A(m)k
m−1 are Killing tensors. Because
the eigenfunctions of L + kI are λi + k, the eigenfunctions of AL+kI are∏
j 6=i(λ
j + k) =
∑n
m=1 σ
i
n−mk
m−1 with σim the symmetric polynomial of
order m of (n − 1) variables λj (j 6= i). So, the eigenfunctions of A(m)
are the σin−m which are functionally independent. From this follows also
that the A(m) are functionally independent. Moreover, AL+kI has the same
eigenforms as L, in other words the dλi are simultaneously closed eigenforms
for the A(m). The condition that the H(m) =
1
2A
ij
(m)pipj commute pairwise
is also satisfied (see theorem 11). So, the tensors A(m) satisfy the Eisenhart
conditions. In fact it can be shown that AL+kI =
∑n
m=1K(m)k
n−m =∑n
m=1K(n−m+1)k
m−1 where K(m) is defined by (2.5), i.e. A(m) = K(n−m+1).
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2.6 SCK tensors and projective equivalence
Special conformal Killing tensors have another important application in the
projective equivalence problem.
Suppose that we have a Riemannian manifold (Q, g).
Definition 21. A (pseudo) Riemannian metric g˜ is projectively (or geodesi-
cally) equivalent with g if every geodesic of g, considered as an unparame-
terised curve, is a geodesic of g˜.
The study of metrics with the same geodesics is very classical. It already
started in the 19th century with Beltrami, Dini and Levi-Civita. The first
author found the following interesting criterion for projective equivalence of
two Riemann metrics:
g˜ij|k = 2
∂λ
∂uk
g˜ij +
∂λ
∂ui
g˜jk +
∂λ
∂uj
g˜ik for some λ
(for a more general description of the projective equivalence problem see
chapter 4). In [5] it was proven that the projective equivalence of Rie-
mannian metrics can be characterised by special conformal Killing tensors.
Namely the projective equivalence of g and g˜ implies that the (1,1) tensor
L, implicitly defined by
Lij =
(
det g˜
det g
)1/n+1
g˜−1ij
(lowering indices w.r.t g) is a special conformal Killing tensor. Conversely,
if L is an invertible special conformal Killing tensor, it is known that g and
g˜ defined by
g˜ij = (detL)
−1L−1ij (2.7)
are projectively equivalent. Note that in this case
∂λ
∂ui
= −1
2
∂ logµ
∂qi
with µ = detL =
(
det g
det g˜
)1/n+1
.
Starting from the geodesic equivalence of two Riemannian metrics, one can
construct pairwise commuting integrals (see [39]).
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Theorem 12. Let g and g˜ be projectively equivalent. Denote by G the linear
operator with Gij = g
ikg˜kj = (detL)
−1L−1. Consider the characteristic
polynomial
det(G− tI) = c0tn + c1tn−1 + ...+ cn.
Then the functions Ik = g(SkT,T) k = 0, ..., n− 1 where
Sk = µ
k+2
k∑
i=0
ciG
k−i+1
are integrals for the geodesic flow of the metric g and commute pairwise.
The first integral I0 = µ
2g˜(T,T) = (detL)g(T, L−1T) was already known to
Painleve´ (1897). An alternative way to derive first integrals is presented by
Crampin in [11]. There it is shown that if we have two projectively equivalent
Riemannian metrics, we can construct a quasi-Hamiltonian structure. As in
section 2.5, we can consider then the special conformal Killing tensor L+kI
to find n involutive first integrals H(m). In [11] it is also shown how the
integrals H(m) and Ik are related.
2.7 SCK tensors and Poisson-Nijenhuis structures
In this section we will explain the relation between the special conformal
Killing tensors and Poisson-Nijenhuis structures, as presented in [8].
As an example of the Poisson-Nijenhuis structures, described in subsection
1.2.2, we consider the case that M is a cotangent bundle, M = T ∗Q, with
its standard symplectic structure ω = dθ = dpk ∧ dqk. Suppose that J =
J ij(q)
∂
∂qi
⊗ dqj is a type (1,1) tensor field on Q and consider the 2-form
ω1 = LJvω = diJvdθ (2.8)
where Jv = J ijpi
∂
∂pj
is the vertical lift of J , which is a vector field on T ∗Q.
Now we can define the tensor R by (1.7). Then R is the complete lift J˜ of J
J˜ = J ij
(
∂
∂qi
⊗ dqj + ∂
∂pj
⊗ dpi
)
+ pk
(
∂Jki
∂qj
− ∂J
k
j
∂qi
)
∂
∂pi
⊗ dqi (2.9)
and R is symmetric w.r.t. ω. Moreover dω1 = 0. Thus if we assume that
NJ = 0 (from which follows that N eJ = 0), we have a Poisson-Nijenhuis
structure.
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Note that for the generation of functions in involution, according to theorem
2, one needs a solution f of the equation ddRf = 0. Observe further that this
is equivalent (from (1.9)) to requiring that LXfR = 0, i.e. R is a recursion
operator for the Hamiltonian system Xf .
Consider the particular case that f = h = 12g
ijpipj . In [8], Crampin, Sarlet
and Thompson proved the following proposition.
Proposition 5. Let g be a given metric tensor field on Q and h = 12g
ijpipj
the corresponding kinetic energy Hamiltonian on T ∗Q. Then, for a type
(1,1) tensor field J on Q to have the property dd eJh = 0 , it is necessary and
sufficient that J is symmetric and parallel.
As a consequence of these conditions, the Nijenhuis torsion of J˜ (and thus
of J) will automatically vanish.
The next equation we look at is inspired by Magri’s condition for separability
(see equation (1.19)), namely we examine equation
dd eJh = dh ∧ df (2.10)
with h = 12g
ijpipj + V and f a basic function. This equation can also be
related to a gauged bi-differential calculus. Namely, suppose that (d, dR) is
a bi-differential calculus and consider the following operators: D1 = d and
D2
[
α
β
]
= dR
[
α
β
]
+
[
df 0
dh 0
]
∧
[
α
β
]
=
[
dRα+ df ∧ α
dRβ + dh ∧ α
]
for some fixed functions f and h. (D1, D2) forms a gauged bi-differential
calculus with m = 2 if D21 = 0, [D1, D2] = 0 and D
2
2 = 0. The first two
conditions are automatically satisfied, but D22 = 0 if and only if f and h
satisfy (2.10) and ddRf = 0. The examination of equation (2.10) leads to
the following interesting proposition.
Proposition 6. Let g be a given metric on Q and V and f functions on Q.
Let h be the Hamiltonian function on T ∗Q given by h = 12g
ijpipj + V (q). A
type (1,1) tensor field J on Q will have the property dd eJh = dh ∧ df if and
only if
1. J is symmetric;
2. J is a special conformal Killing tensor with f = trJ .
3. V and f satisfy ddJV = dV ∧ df .
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Remark that from these conditions follows that NJ = 0 (see proposition 1)
and ddJf = 0. This implies that all the conditions for the existence of a
gauged bi-differential calculus of the type described above, are satisfied.
So much for the review of known results. As said in the introduction, we
will now start with our attempt to generalise the constructions which led
in the Riemannian case to the concept of ‘special conformal Killing tensor’.
As a first step (see chapter 3), we will develop a tangent bundle version of
the theory discussed in section 2.7 about Poisson-Nijenhuis structures. This
approach will lead to new insights and will show us how to proceed for the
generalisation.
In chapter 4, we start from a given Lagrangian system and consider a type
(1,1) tensor J along the tangent bundle projection (as apposed to a tensor
on the base manifold) to generalise the various constructions of chapter 3.
In chapter 5 we look at the particular case of a Lagrangian coming from a
Finsler metric where the tensor J then is assumed to be homogeneous of
degree zero in the velocities. We will focus on a certain condition which
reduces to the special conformal Killing condition in case of a Riemann
metric and a basic tensor. This condition will reappear in chapter 6 where
we examine the projective equivalence of two Finsler metrics. We will also
discuss the construction of a set of first integrals starting from this condition.
Chapter 3
A class of Poisson-Nijenhuis structures on a
tangent bundle
As we have seen in chapter 2, most of the applications of the special confor-
mal Killing tensors are developed on a cotangent bundle. But some of them
clearly come from meaningful questions about dynamical systems living on
a tangent bundle. This is, for example, the case with the theory of cofactor
pair systems (see section 2.5) where the physical background is a kinetic
energy type Lagrangian for which admissible non-conservative forces are be-
ing sought such that the system has a family of first integrals in involution.
As a first step in our attempt to generalise the theory of special conformal
Killing tensors from Riemann to Finsler spaces, we will give in this chapter
a tangent bundle version of section 2.7 where the relation between special
conformal Killing tensors and Poisson-Nijenhuis structures is described (see
our paper [44]). The calculus along the tangent bundle projection has al-
ready been fully developed and will be recalled in section 3.1. In the other
sections of this chapter we examine in detail how the results of section 2.7
can be obtained in a natural way by pure tangent bundle techniques. There
will arise some new, interesting properties and insights which will be helpful
for the generalisations which follow in subsequent chapters.
3.1 Calculus along the tangent bundle projection
We will start this chapter with a summary of the papers [36] and [37] where
the calculus along the tangent bundle projection τ : TQ→ Q is developed.
Only the facts which will be needed in what follows, will be recalled.
Consider a system of second order autonomous ordinary differential equa-
tions q¨i = f i(q, q˙) modelled by a vector field
Γ = ui
∂
∂qi
+ f i(q, u)
∂
∂ui
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on TQ. Γ defines a horizontal distribution on TQ locally spanned by the
vector fields
Hi =
∂
∂qi
− Γji
∂
∂uj
, where Γji = −
1
2
∂f j
∂ui
.
X (τ) denotes the C∞(TQ)-module of vector fields along τ , i.e. sections of
the pullback bundle τ∗TQ → TQ. Locally an element X ∈ X (τ) is of the
form
X = Xi(q, u)
∂
∂qi
.
Each such an X determines two vector fields on TQ, its horizontal lift XH
where
XH = Xi
(
∂
∂qi
− Γji
∂
∂uj
)
= XiHi,
and its vertical lift XV given by
XV = Xi
∂
∂ui
= XiVi.
We can also define horizontal and vertical lifts of a type (1, 1) tensor field
W along τ by
WH(XV ) =W (X)V , WH(XH) =W (X)H , (3.1)
W V (XV ) = 0, W V (XH) =W (X)V . (3.2)
There exists a canonical vector field along τ , the total time derivative T =
ui ∂
∂qi
. Remark that TV = ∆ with ∆ the Liouville vector field, whereas TH
is a SODE which is usually called the SODE associated to the connection
and does not need to be the one we started from. S = IV = ∂
∂ui
⊗ dqi is the
canonical almost tangent structure or vertical endomorphism on TQ.
Interesting derivations and tensorial objects along τ are discovered by look-
ing at the decomposition of Lie brackets of vector fields on TQ. We have,
for example, that
[XV , Y V ] = ([X,Y ]
V
)V , (3.3)
[XH , Y V ] = (DHXY )
V − (DVYX)H , (3.4)
[XH , Y H ] = ([X,Y ]
H
)H +R(X,Y )V . (3.5)
where
[X,Y ]
V
= DVXY −DVYX, [X,Y ]H = DHXY −DHYX.
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R is the curvature of the non-linear connection, a vector valued 2-form along
τ given by
R = 1
2
Rijkdqj ∧ dqk ⊗
∂
∂qi
, where Rijk = Hk(Γij)−Hj(Γik).
The degree zero derivations DHX and D
V
X , called respectively the horizontal
and vertical covariant derivative act on functions F ∈ C∞(TQ) as
DHXF = X
H(F ), DVXF = X
V (F ), (3.6)
and are further fully determined by the following action on basic vector fields
DHX
∂
∂qi
= XjΓkji
∂
∂qk
, DVX
∂
∂qi
= 0, (3.7)
where Γijk =
∂Γij
∂uk
. The corresponding action on 1-forms is defined by duality.
Notice that DVXT = X for every vector field X. The commutator relations
of these derivatives are:
[DVX ,D
V
Y ] = D
V
[X,Y ]V
, (3.8)
[DVX ,D
H
Y ] = D
H
DV
X
Y
−DV
DH
Y
X
+ µB(X,Y ), (3.9)
[DHX ,D
H
Y ] = D
H
[X,Y ]H
+DVR(X,Y ) + µRie(X,Y ), (3.10)
for arbitrary X,Y ∈ X (τ). Here B and Rie are type (1, 3) tensor fields
along τ or, as they appear here, covariant 2-tensors taking values in the
module of type (1, 1) tensors. For a general type (1, 1) tensor field W , µW
is a derivation of the tensor algebra along τ of degree zero, whose action on
functions is zero, while µW (Z) =WZ on vector fields Z and µW (α) = −Wα
on 1-forms α. To specify now the curvature tensors under consideration, we
have for the so-called mixed curvature tensor B that B(X,Y )Z is symmetric
in all three arguments and has coordinate expression:
B = Γkjmldq
l ⊗ dqj ⊗
(
dqm ⊗ ∂
∂qk
)
where Γkjml =
∂Γkjm
∂ul
. The tensor Rie on the other hand (which is the Riemann
curvature tensor in Riemannian geometry) is defined in general by
Rie(X,Y )Z = −DVZR(X,Y ) (3.11)
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and its coordinate expression is:
Rie =
1
2
(
Hk(Γ
i
lj)−Hl(Γikj) + ΓikrΓrlj − ΓilrΓrkj
)
dqk ∧ dql ⊗
(
dqj ⊗ ∂
∂qi
)
.
Since DVX and D
H
X depend linear on X, one can define two operators D
V and
DH by the rule
X DVW = DVXW, X D
HW = DHXW (3.12)
where W is an arbitrary tensor field along τ . Remark that DV and DH are
not derivations.
It is further worthwhile observing that one can introduce a kind of classical
tensor calculus notation for the horizontal covariant derivative: taking as
example a 2-covariant tensor K along τ , with components Kij , we can put
Kij|l :=
(
DH∂/∂qlK
)
ij
= Hl(Kij)−KisΓslj −KsjΓsli.
and for a type (1,1) tensor W , we have
W ij|l =
(
DH∂/∂qlW
)i
j
= Hl(W
i
j ) +W
s
j Γ
i
sl −W isΓsjl
We shall occasionally use such a notation. Other brackets of interest are
[Γ, XV ] = −XH + (∇X)V , [Γ, XH ] = (∇X)H +Φ(X)V . (3.13)
Here, ∇ is the dynamical covariant derivative, which on functions acts like
Γ and further satisfies
∇∂/∂qi = Γji∂/∂qj
and
∇dqi = −Γijdqj .
Φ is a type (1, 1) tensor along τ , called the Jacobi endomorphism, with
components
Φij = −
∂f i
∂qj
− ΓikΓkj − Γ(Γij).
One can also introduce vertical and horizontal exterior derivations on scalar
and vector-valued forms. Essentially, they are determined by the following
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action on functions F ∈ C∞(TQ), vector fields Z ∈ X (τ) and (scalar or
vector-valued) 1-forms W :
dVF (X) := DVXF, d
VZ(X) := DVXZ, d
VW (X,Y ) := DVXW (Y )−DVYW (X),
(3.14)
with similar defining relations for dH. We need these exterior derivatives for
example to show the following relations between the Jacobi endomorphism
Φ and the curvature R:
dVΦ = 3R, dHΦ = ∇R. (3.15)
The dynamical covariant derivative ∇ can be written as the following sum:
∇ = DH
T
+DV∇T − µdHT (3.16)
Finally we recall that a SODE Γ is Lagrangian if there exists a function ℓ on
TQ such that Γ represents the Euler-Lagrange equations of ℓ. The necessary
and sufficient conditions (the Helmholtz conditions) can be formulated as
follows: a SODE Γ is locally Lagrangian if and only if there exists a non-
degenerate symmetric type (0,2) tensor field g along τ satisfying
∇g = 0, DVXg(Y,Z) = DVZg(Y,X), g(ΦX,Y ) = g(X,ΦY ). (3.17)
The Lagrangian ℓ and the tensor g are related by g = DVDV ℓ. In view of
the commutator property
[∇,DVX ] = DV∇X −DHX , (3.18)
the Helmholtz conditions further imply that also
DHXg(Y,Z) = D
H
Zg(Y,X). (3.19)
The Poincare´-Cartan 2-form ωℓ = dS(dℓ) = ddSℓ of a Lagrangian ℓ on TQ is
the so-called Ka¨hler lift gK of g ; ωℓ vanishes on two vertical or two horizontal
vector fields, while
ωℓ(X
V , Y H) = g(X,Y ). (3.20)
The Poincare´-Cartan 1-form θℓ = dSℓ by the way, being a semi-basic form,
can be viewed as a 1-form along τ as well and can then be written as θℓ =
dVℓ, so that θℓ(X
V ) = 0 and θℓ(X
H) = DVXℓ. We also have that D
V
Xθℓ =
X g. Observe, finally, that a necessary and sufficient condition for ℓ to be
a Lagrangian for a SODE Γ is that
∇θℓ = dHℓ
or equivalently
dHℓ =
1
2
dV(Γ(ℓ)). (3.21)
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3.1.1 The Riemannian case
Let g be a symmetric, non-singular type (0,2) tensor field on Q and put
ℓ = 12giju
iuj . The non-linear connection defined by the Euler-Lagrange
equations then is the (linear) Levi-Civita connection of g, i.e. the connection
coefficients Γij are of the form
Γij = Γ
i
jk(q)u
k, (3.22)
where Γijk are the classical Christoffel symbols. In this case, the deviation
(= the difference between the given SODE and the one associated to the
connection) ∇T is zero. We have also that DHXT = 0. These properties are
easy to verify in coordinates, but we can also use the commutator property
(3.18) to show in a coordinate free way that ∇T = 0 and DVXT = X imply
that DHXT = 0. Further we can say that the dynamical covariant derivative
∇ = DH
T
, so the relation between ∇ and the classical covariant derivative |k
is in this case as follows:
(∇J)ij = J ij|kuk. (3.23)
Since g is basic we have of course that DVXg = 0. Using commutator property
(3.18) again, it follows also that DHXg = 0, ∀X. Note further that the
Poincare´-Cartan 1-form θℓ can be expressed in terms of the metric as
θℓ(X) = g(T, X) or θℓ = T g. (3.24)
So, ∇θℓ = 0. We should also keep in mind that ℓ = Eℓ is a first integral, so
that ∇ℓ = Γ(ℓ) = 0. From (3.21) then follows that
dHℓ = 0. (3.25)
3.2 The construction of a type (1,1) tensor field R
As said before, we want to get a tangent bundle approach to the theory
about Poisson-Nijenhuis structures described in section 2.7. The difference
between the tangent bundle and cotangent bundle is of course that the
tangent bundle does not carry a canonical Poisson structure. However a
symplectic form is available (and can be constructed by pure tangent bundle
techniques) as soon as a regular Lagrangian is given, which could be for
example the kinetic energy Lagrangian coming from a metric on Q. So,
the tangent bundle approach makes perfectly sense. Moreover, we shall see
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that this tangent bundle version offers some new insights. We will derive
for example some results valid for arbitrary Lagrangians, not just kinetic
energy type ones. In this respect, we are to some extent joining the interest
in Poisson structures on a tangent bundle which is also present in the work
by Vaisman ([40], [50], [51]).
Suppose we are given a regular Lagrangian ℓ and type (1,1) tensor field J
on a general manifold Q. We want to construct a type (1,1) tensor field R,
making use of formula (1.7). We therefore start with exploring the possible
natural ways for constructing a second 2-form ω1 from the given data on
TQ.
We first look at the complete lift Jc of J on TQ : ∀X,Y ∈ X (Q)
Jc(Xc) = (JX)c, Jc(XV ) = (JX)V . (3.26)
For the Nijenhuis torsion of Jc we have,
NJc(X
V , Y V ) = 0,
NJc(X
c, Y c) = (NJ(X,Y ))
c,
NJc(X
V , Y c) = NJc(X
c, Y V ) = (NJ(X,Y ))
V ,
from which it follows that NJc = 0 ⇐⇒ NJ = 0. In relation with the
vertical endomorphism S, we find also the following properties of Jc: Jc
commutes with S, in the sense of endomorphisms on X (TQ), but also in the
sense of the Nijenhuis bracket:
[Jc, S] = 0. (3.27)
It follows that also the corresponding degree 1 derivations commute, mean-
ing that:
dS dJc = −dJc dS . (3.28)
Finally, it is easy to verify that for any J ,
NJcS = 0. (3.29)
In fact, we can make the following more complete statement in that respect,
which is trivial to prove, and essentially says that JcS very much has the
same properties as S.
Lemma 2. We have (JcS)2 = 0 and NJcS = 0. Furthermore, if J is
non-singular, JcS determines an integrable almost tangent structure.
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Looking at the role which S plays in the definition of the Poincare´-Cartan 2-
form ωℓ = ddSℓ, it looks perfectly natural, given J and the sort of alternative
integrable almost tangent structure which it creates, to consider the closed
2-from ω1, defined (with various ways of writing the same expression) by,
ω1 = d(SJ
c(dℓ)) = d(S(dJcℓ)) = d(J
c(dSℓ)) = ddJcSℓ. (3.30)
And so, with ℓ and J as data, the type (1, 1) tensor field R which will carry
our attention is defined by
iR(ξ)ddSℓ = iξddJcSℓ ∀ξ ∈ X (TQ). (3.31)
We know that it will define a Poisson-Nijenhuis structure if and only if
NR = 0. Remark that the tensor field R is directly related to the complete
lift J˜ (see 2.9) on T ∗Q.
Proposition 7. We have that R defined by (3.31) satisfies R = Leg∗J˜ ,
where Leg : TQ → T ∗Q denotes the Legendre transformation coming from
the regular Lagrangian ℓ.
Proof. The defining relation of J˜
iJ˜ξdθ = iξLJvdθ, (3.32)
has the same structure as (3.31). It is easy to see from the coordinate
expression that iJvdθ = J˜θ, so that (3.32) implies iJ˜ξdθ = iξdJ˜θ. But it is
equally trivial to verify in coordinates that Leg∗J˜θ = Jcθℓ = dJcSℓ. The
result then immediately follows from taking the pullback under Leg of the
new representation of (3.32).
As an immediate consequence of the fact that NJ˜ = 0 ⇔ NJ = 0, we now
come to the following conclusion.
Proposition 8. NR = 0 ⇐⇒ NJ = 0.
The next objective now is to obtain a reasonably practical description of R,
for example by recognising its action on complete and vertical lifts. In fact,
we believe that it is better for general purposes, to make use of horizontal
and vertical lifts, rather than complete and vertical lifts. For that, of course,
one needs a connection, but there is one available, namely the non-linear
connection associated to the Euler-Lagrange equations of ℓ (being second-
order differential equations on TQ).
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To begin with, we observe that
Jc(XV ) = (JX)V , (3.33)
Jc(XH) = (JX)H +∇J(X)V . (3.34)
So, Jc = JH + (∇J)V . It is easy to see that ω1 = d(Jcθℓ) gives zero when
evaluated on two vertical vector fields. Next we have, passing as before from
θℓ, regarded as 1-form on TQ, to its interpretation as 1-form along τ ,
ω1(X
V , Y H) = LXV
(
θℓ((JY )
H)
)
− θℓ
(
Jc([XV , Y H ])
)
= DVX
(
θℓ(JY )
)
− θℓ
(
J(DVXY )
)
= DVXθℓ(JY ).
Because g = DVDV ℓ and θℓ = d
Vℓ, it follows that
ω1(X
V , Y H) = g(X, JY ). (3.35)
Proceeding in the same way, we get
ω1(X
H , Y H)
= LXH
(
θℓ((JY )
H)
)
− LY H
(
θℓ((JX)
H)
)
− θℓ
(
Jc([XH , Y H ])
)
= DHX
(
θℓ(JY )
)
−DHY
(
θℓ(JX)
)
− θℓ
(
J([X,Y ]
H
)
)
= DHX(Jθℓ(Y ))−DHY (Jθℓ(X))− θℓ
(
J(DHXY −DHYX)
)
= DHX(Jθℓ)(Y )−DHY (Jθℓ)(X).
It follows that
ω1(X
H , Y H) = dH(Jθℓ)(X,Y ). (3.36)
Proposition 9. The type (1, 1) tensor field R, defined by (3.31) has the
following structure:
R(XV ) = (JX)
V
(3.37)
R(XH) = (JX)H + (UX)V , (3.38)
where J is the transpose of J with respect to g = DVDV ℓ, i.e. g(JX, Y ) =
g(X, JY ), and U is the tensor field along τ , determined by
g(UX, Y ) = dH(Jθℓ)(X,Y ). (3.39)
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Proof. It is sufficient to take horizontal and vertical lifts of basic vector
fields for finding the tensorial structure of R. We have ωℓ(R(X
V ), Y V ) = 0
and
ωℓ(R(X
V ), Y H) = ω1(X
V , Y H) = g(JY,X) = g(Y, JX) = gK((JX)
V
, Y H),
from which (4.7) follows. Likewise
ωℓ(R(X
H), Y V ) = −g(JX, Y ) = gK((JX)H , Y V ),
from which it follows that R(XH) = (JX)H + (UX)V , for some U . Subse-
quently, using (3.20) and (3.36),
ωℓ(R(X
H), Y H) = ωℓ((UX)
V , Y H) = g(UX, Y ) = dH(Jθℓ)(X,Y ),
which completes the proof.
Note that it follows from the skew-symmetry of the right-hand side in (3.39),
that U = −U . Further properties of R are listed in the next three proposi-
tions.
Proposition 10. We have R = Jc ⇐⇒ J = J and U = ∇J .
Proof. The result follows immediately from comparison of (3.37-3.38) with
(3.33-3.34).
A natural question which arises is whether R, in general, could commute
with S, just as Jc does, either in the algebraic sense or with respect to the
Nijenhuis bracket.
Proposition 11. RS = SR ⇐⇒ J = J .
Proof. Using S(XV ) = 0 and S(XH) = XV , the result follows immediately
from the characterisation of R in Proposition 9.
Proposition 12. Assuming J = J , so that RS = SR, we have [R,S] =
0 ⇐⇒ dVU = dHJ .
Proof. That [R,S] vanishes on two vertical lifts is trivial. Again, it suffices
for such calculations to consider lifts of basic vector fields (vector fields on
Q), rather than vector fields along τ . Since J is basic as well, one then
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easily verifies, making use of the bracket relations (3.3) and (3.4), that also
[R,S](XV , Y H) = 0. Next, we have
[R,S](XH , Y H) = [(JX)H + (UX)V , Y V ] + [XV , (JY )H + (UY )V ]
+ 2RS
(
[X,Y ]
H
H
)
−R
(
[XV , Y H ] + [XH , Y V ]
)
− S
(
[(JX)H + (UX)V , Y H ] + [XH , (JY )H + (UY )V ]
)
.
Using the bracket relations (3.3-3.5), plus the fact that J , and by assumption
also X en Y , are basic, this readily reduces to
[R,S](XH , Y H) =
(DVXU(Y )−DVY U(X))V + (J(DHXY −DHYX))V + (DHY (JX)−DHX(JY ))V ,
which in view of properties such as (3.14) for type (1, 1) tensors, can be
written as
[R,S](XH , Y H) = (dVU(X,Y )− dHJ(X,Y ))V .
The result now follows.
3.2.1 The Darboux-Nijenhuis coordinates of R
We have seen in subsection 1.2.2 that on a general (regular) Poisson-Nijenhuis
manifold of dimension 2n, if the recursion operator R has n distinct eigen-
values, there exist so-called Darboux-Nijenhuis coordinates, which diago-
nalise R and are at the same time Darboux coordinates for the symplectic
form. This will apply in particular to the general situation on TQ, described
here. We wish to investigate here in some detail what the structure is of
the eigenspaces of our R and how the construction of Darboux-Nijenhuis
coordinates works when the eigenvalues are maximally distinct.
We begin by establishing results which are valid without special assumptions
on the type (1, 1) tensor J on Q, except that we will only consider real
eigenvalues.
Lemma 3. If ξ = XH + Y V is an eigenvector of R, corresponding to the
eigenvalue λ, then
JX = λX and UX + JY = λY. (3.40)
It follows in particular that X is an eigenvector of J .
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Proof. Using the characterisation of R as described by (3.37-3.38), it is
immediate to see that Rξ = λξ is equivalent to the two relations (3.40).
Lemma 4. J and J have the same eigenvalues. In fact, if X is an eigen-
vector of J , then X g is an eigenform of J with the same eigenvalue.
Proof. Suppose that X is an eigenvector of J corresponding to the eigen-
value λ, i.e. J ijX
j = λδijX
j = λXi. Multiplying this with gik, we find
J
s
kgsjX
j = gikJ
i
jX
j = λgjkX
j = λδskgsjX
j .
So, X g is an eigenform of J corresponding to the eigenvalue λ.
Lemma 5. Suppose that J is non-degenerate and has n distinct eigenvalues
(which then are non-zero). Then, if JX = λX, there exists a vector field Y
along τ , such that JY = λY − UX.
Proof. From g(JX, Y ) = g(X, JY ) = λg(X,Y ), it follows that g(X, JY −
λY ) = 0,∀Y . Extending X = X1 to an orthogonal frame {X1, . . . , Xn} =
{X1, Xα} for g, and putting Y = aiXi, it follows that ai(JXi − λXi) ∈
sp {Xα},∀ai, which implies that
JXi = λXi + b
α
i Xα, i = 1, . . . , n
for some functions bαi . We know that λ is an eigenvalue of J as well, and that
its eigenvalues are distinct. Hence, there exists a unique vector field of the
formX1+c
αXα which spans the kernel of J−λI. But (J−λI)(X1+cαXα) =
(bα1 + c
βbαβ)Xα, so the fact that unique functions c
β exist which make this
zero implies that det(bαβ) 6= 0. Now consider the equation JY = λY −UX for
the unknown Y = aiXi ∈ X (τ). Since g(UX, Y ) is skew-symmetric in X,Y ,
we know that g(UX1, X1) = 0 and thus UX1 = d
αXα for some functions d
α.
The equation for Y can now be written in the form aβbαβ = −dα − a1bα1 and
clearly has a unique solution for the aβ for each arbitrary choice of a1.
Proposition 13. Let J be diagonalisable with distinct non-zero eigenvalues.
Then a complete set of eigenvectors of R defined in proposition 9 can be
constructed as follows: (i) let Xi denote the eigenvector of J with eigenvalue
λi and Zi the eigenvector of J with the same eigenvalue; (ii) for each Xi,
construct a vector Yi such that JYi = λiYi−UXi. Then ZiV and XiH + YiV
are eigenvectors of R, corresponding to the eigenvalue λi.
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Proof. We have
R(Zi
V ) = (JZi)
V
= λiZi
V ,
R(Xi
H + Yi
V ) = (JXi)
H + (UXi)
V + (JYi)
V
= λi(Xi
H + Yi
V ),
from which the result follows.
Here ends the investigation of the purely algebraic aspects. It was proven
in the fundamental paper of Fro¨licher and Nijenhuis [21] that if J is (alge-
braically) diagonalisable and the eigenvalues have constant multiplicity, then
the necessary and sufficient condition for diagonalisability in coordinates is
that HJ = 0, where the Haantjes tensor HJ can be defined by
HJ(X,Y ) = J2NJ(X,Y ) +NJ(JX, JY )− JNJ(JX, Y )− JNJ(X, JY ).
Now let us assume that J is diagonalisable with n distinct non-zero eigenval-
ues and NJ = 0. Obviously, the vanishing of the Nijenhuis torsion implies
HJ = 0, so J is diagonalisable in coordinates. Moreover, evaluating NJ on
eigenvectors X and Y belonging to different eigenvalues λ, µ, gives
0 = NJ(X,Y ) = (λ− µ)(X(µ)Y + Y (λ)X),
so that X(µ) = Y (λ) = 0. Hence, in coordinates which diagonalise J ,
the eigenvalues will only depend on the coordinates of the corresponding
eigendistribution, which is the meaning of saying that J is separable in
coordinates. Conversely, if J is separable, one can verify in such coordinates
that NJ = 0.
Proposition 14. Let J be a type (1,1) tensor on Q, diagonalisable with n
distinct non-zero eigenvalues, then NJ = 0 if and only if J is separable in
coordinates.
Note in passing that the tools for studying such issues when J would more
generally be a tensor field along τ have been developed in [36].
Now to understand the procedure which leads to Darboux-Nijenhuis coor-
dinates for R on TQ, we need to look at the expression of R in coordinates
basis. It reads
R = J ij
∂
∂qi
⊗ dqj + J ij
∂
∂ui
⊗ duj + (U ij + J ikΓkj − Jkj Γik)
∂
∂ui
⊗ dqj . (3.41)
The following procedure now will lead to Darboux-Nijenhuis coordinates.
We first perform the Legendre transform (q, u) → (q, p = ∂ℓ/∂u). Even
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though this is to be regarded here as a change of coordinates on TQ, the
result will be that R acquires the form of the complete lift J˜ on T ∗Q as given
by (2.9). The 2-form ωℓ meanwhile will already take its canonical form in
the (x, p) coordinates. Now, assuming that J has distinct eigenvalues and
zero Nijenhuis torsion, we know that there exists a coordinate change on Q
which will diagonalise the expression J ij(∂/∂q
i⊗dqj) in such a way that the
eigenvalues depend on at most one new coordinate q′. The resulting point
transformation (q, u) → (q′, u′) on TQ, when expressed in the non-tangent
bundle variables (q, p), formally is a ‘canonical transformation’ (q, p) →
(q′, p′), i.e. it defines another Darboux chart for the symplectic form ωℓ and
it will have the additional effect of diagonalising R (and R will be separable
in coordinates).
From a tangent bundle point of view, the first step in this procedure is
rather unnatural, because it is not a tangent bundle change of coordinates.
At first sight, it may look like one should nevertheless not change the order
of the operations, because even though J and J have the same eigenval-
ues, a coordinate transformation which diagonalises J will generally not at
the same time diagonalise J . However, the two coordinate changes under
consideration here are of course of a quite special type: a Legendre trans-
formation which does not change q but changes the fibre coordinate, and a
point transformation. It is clear that such coordinate changes commute, so
one can just as well diagonalise J first and then the subsequent Legendre
transform will not destroy the diagonal form of J , will bring ωℓ in canonical
form, and at the same time will take care of the diagonalisation of J .
That the reversed procedure is somewhat more natural for the tangent bun-
dle set-up may become clear in the special case that J is symmetric. It
then follows from gijJ
i
k = gikJ
i
j that in coordinates which diagonalise J ,
we will have gijδ
i
kλ
(k) = gikδ
i
jλ
(j) or gkj(λ
(k) − λ(j)) = 0 and thus follows
that gkj = 0 for j 6= k. This gives useful information also when there is
no urge to pass to Darboux-Nijenhuis coordinates: it means that in co-
ordinates which diagonalise J , the given Lagrangian will be of the form
ℓ =
∑
i gii(q)u
i =
∑
i ℓ
i(q, ui), where ℓi depends on ui only. So, the La-
grangian ℓ will separate with respect to the velocity variables.
3.3 Investigation of LΓR
An obvious question to ask is: under which circumstances is R truly a
recursion operator for symmetries of Γ. For that, we compute LΓR. Taking
3.3 Investigation of LΓR 55
the Lie derivative with respect to Γ of the defining relations (3.37-3.38) and
making use also of the properties (3.13), we find
LΓR(XV ) = [Γ, R(XV )]−R[Γ, XV ] (3.42)
= [Γ, JX
V
] +R(XH −∇XV ) (3.43)
= (J − J)(X)H + (U +∇J)(X)V , (3.44)
and in the same way
LΓR(XH) = (∇J − U)(X)H + (∇U +ΦJ − JΦ)(X)V . (3.45)
The following, therefore, is an interesting immediate result.
Proposition 15. LΓR = 0 ⇐⇒ J = J, U = ∇J = 0, ΦJ = JΦ.
So, in this case R = Jc. To find an alternative characterisation for the van-
ishing of LΓR, we observe first that Γ, by construction, is the Hamiltonian
vector field associated to the energy function Eℓ = ∆(ℓ)− ℓ, with respect to
the symplectic form ωℓ = dθℓ, i.e. we have
iΓdθℓ = −dEℓ. (3.46)
So, equation (1.9) implies that the invariance of R is equivalent to having
ddREℓ = 0. As already explained, this forms the start of a sequence of
functions if (d, dR) is a bi-differential calculus (see theorem 2).
Now we want to come to the special conformal killing tensor condition. For
that purpose, we now look at the interesting case of non-vanishing LΓR. By
analogy with what was described in section 2.7, we examine the assumption
that for some basic function f ,
ddREℓ = df ∧ dEℓ. (3.47)
Via the equality (1.9), this assumption is equivalent to stating that (cf.
proposition 5.3 in [8])
LΓR = Γ⊗ df − ξf ⊗ dEℓ, (3.48)
where ξf is the Hamiltonian vector field associated to f . It easily follows,
from iSξfωℓ = −S(iξfωℓ) = S(df) = 0, that ξf is vertical, say ξf = Xf V for
some Xf along τ . Then,
iξfωℓ(Y
H) = gK(Xf
V , Y H) = g(Xf , Y ) = −Y H(f).
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Hence, in terms of fields along the projection τ , Xf is defined by
g(Xf , Y ) = −Y H(f) = −dHf(Y ) or Xf g = −dHf. (3.49)
In the next subsection we specialise to the case that the Lagrangian comes
from a (pseudo) Riemannian metric on Q, and will focus most of the atten-
tion on the characterisation of so-called special conformal Killing tensors in
their tangent bundle manifestation.
3.4 When the base manifold is Riemannian
Let g be a given metric tensor field on Q and ℓ = 12giju
iuj , the corresponding
kinetic energy Lagrangian on TQ. We now look at the characterisation of
R in this context, more particularly the specification of the tensor field U .
Using (3.24), we have
dH(Jθℓ)(X,Y )
= DHX(Jθℓ)(Y )−DHY (Jθℓ)(X)
= DHX(g(T, JY ))− g(T, J(DHXY ))−DHY (g(T, JX)) + g(T, J(DHYX)).
Taking into account that DHXg = 0 and D
H
XT = 0, we conclude that U is
determined by
g(UX, Y ) = g(T,DHXJ(Y )−DHY J(X)) = g(T, dHJ(X,Y )). (3.50)
In coordinates, it is now convenient to work with the adapted frame of
horizontal and vertical vector fields on TQ and their dual 1-forms, which
are{
Hi =
∂
∂qi
− Γki
∂
∂uk
, Vi =
∂
∂ui
}
,
{
dqi, ηj = duj + Γjkdq
k
}
. (3.51)
The coordinate expression for R then becomes
R = J ijHi ⊗ dqj + J ijVi ⊗ ηj + U ijVi ⊗ dqj , (3.52)
where
U ij = g
ik(Jmk|j − Jmj|k)gmlul. (3.53)
It is also interesting to have intrinsic expressions which implicitly determine
the vertical and horizontal covariant derivatives of U .
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Proposition 16. For Z ∈ X (τ), DVZU and DHZU are determined by
g(DVZU(X), Y ) = g(Z,D
H
XJ(Y )−DHY J(X)), (3.54)
g(DHZU(X), Y ) = g(T,D
HDHJ(Z,X, Y )−DHDHJ(Z, Y,X)),(3.55)
Proof. To prove expression (3.54), we compute the DVZ derivative of (3.50).
Because DVZg = 0 and D
V
ZT = Z we get
g(DVZU(X), Y )
= DVZ(g(UX, Y ))− g(U(DVZX), Y )− g(UX,DVZY )
= DVZ(g(T, d
HJ(X,Y )))− g(T, dHJ(DVZX,Y ))− g(T, dHJ(X,DVZY ))
= g(Z, dHJ(X,Y )) + g(T,DVZD
H
XJ(Y )−DHDV
Z
X
J(Y ))
−g(T,DVZDHY J(X)−DHDV
Z
Y
J(X))
where DVZD
H
XJ−DHDV
Z
X
J = DHXD
V
ZJ−DVDH
X
Z
J = 0 (see commutator property
(3.9) with B = 0). For expression (3.55) we have to take into account that
DHZg = 0 and D
H
ZT = 0 and we find
g(DHZU(X), Y )
= DHZ(g(UX, Y ))− g(UDHZX,Y )− g(UX,DHZY )
= DHZ(g(T, d
HJ(X,Y ))− g(T, dHJ(DHZX,Y ))− g(T, dHJ(X,DHZY ))
= g(T,DHDHJ(Z,X, Y )−DHDHJ(Z, Y,X))
where we have used the fact that (see definition (3.12))
DHDHJ(Z,X, Y ) = DHZD
H
XJ(Y )−DHDH
Z
X
J(Y ).
Let us come back in this case of particular interest to the invariance of R,
or the more general assumption (3.48). We know from proposition 15 that
LΓR = 0 is equivalent with saying that J is symmetric, parallel, commutes
with the Jacobi endomorphism Φ and that U vanishes. Or alternatively
that ddREℓ = 0. But in proposition 5 it is shown that ddREℓ = 0 (which
is the same as saying that dd eJh = 0 if h is the corresponding Hamiltonian)
is equivalent to J = J and ∇J = 0. So, we have the following maybe
somewhat surprising result, for which it is worth giving a direct proof.
Proposition 17. Suppose that J is a type (1,1) tensor on a Riemannian
manifold Q. If J is symmetric and parallel, it will automatically commute
with the Jacobi-endomorphism Φ and U defined by (3.50) will vanish.
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Proof. If∇J = 0, it follows from (3.23) that J ij |k = 0 and so that DHXJ = 0
for all X. Thus equation (3.50) implies that also U = 0. The property
about the Jacobi-endomorphism can be proven making use of an integrability
analysis (see appendix A in [44]). A much simpler proof however goes as
follows: we have that J is symmetric and further we see that J is the Hessian
of a function:
J = 1
2
Jiju
iuj or in intrinsic terms J = g(JT,T) = (Jθℓ)(T)
It follows from ∇T = 0, ∇θℓ = 0 and ∇J = 0 that J is a first integral.
Moreover we have that
dHJ = dV∇J −∇dVJ = −∇(Jθℓ) = 0.
Using relation (3.21), we can conclude that J is a Lagrangian for the system.
Therefore its Hessian J will commute with Φ.
Now assume that (3.48) holds for some f ∈ C∞(Q) and where ξf = Xf V ,
with Xf defined by (3.49). Remember further that, in the present situation,
we have Eℓ = ℓ and Γ = T
H .
Theorem 13. Under the present circumstances, the tensor field LΓR is of
the form (3.48) if and only if J = J and further satisfies
∇J = 12(T⊗ dHf −Xf ⊗ θℓ). (3.56)
In addition, U then is of the form
U = −12(T⊗ dHf +Xf ⊗ θℓ), (3.57)
and J further has the property
ΦJ − JΦ = 12(T⊗∇dHf +∇Xf ⊗ θℓ). (3.58)
Finally, the tensor field R itself then is given by
R = Jc −∆⊗ df. (3.59)
Proof. The right-hand side of (3.48), when evaluated on some XV , results
in −XV (Eℓ)Xf V = −θℓ(X)Xf V . Comparison with (3.44) shows that this
requires J to be symmetric, plus the condition that
U = −∇J −Xf ⊗ θℓ.
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Proceeding in the same way for an arbitrary horizontal argument XH , com-
parison with (3.45) reveals the requirements
U = ∇J −T⊗ dHf,
and
∇U +ΦJ − JΦ = −Xf ⊗ dHℓ = 0.
Compatibility of the two expressions for U above, immediately leads to the
conclusions (3.56) and (3.57). The first of these puts a restriction on J , while
the second in fact is then automatically satisfied. To see this, we compute
dV∇J from (3.56). Now dVdHf = −dHdVf = 0, dVT = I (the identity tensor),
dVθℓ = d
VdVℓ = 0 and finally also dVXf = 0 from (3.49). It follows that
dV∇J = dHJ = −12dHf ∧ I. (3.60)
The defining relation (3.50) for U then easily leads to (3.57) and can in fact
also be rewritten as
g(UX, Y ) = −12dHf ∧ θℓ(X,Y ). (3.61)
The final requirement that ∇U should be equal to JΦ− ΦJ leads immedi-
ately, from (3.57), to (3.58), or can equivalently, from (3.61), be expressed
as
(ΦJ − JΦ) g = 12∇dHf ∧ θℓ. (3.62)
The point is, however, that this again is not an extra condition, but a
consequence of the fundamental condition (3.56). This property is not trivial
to recognise. An explicit verification of this fact can only come from an
integrability analysis on the partial differential equations satisfied by J .
The assumption is that ∇J = 12(T ⊗ dHf − Xf ⊗ θℓ) and since J is basic,
DVXJ = 0 for all X. So, the commutator property (3.18) implies that
DHXJ =
1
2
(X ⊗ dHf −Xf ⊗X g). (3.63)
The next interesting commutator to look at here is [∇,DHX ]. Using (3.10)
and the fact that ∇ = DH
T
gives us that
[∇,DHX ] = DH∇X +DVR(T,X) + µRie(T,X). (3.64)
The second term vanishes when acting on J and for the last one we have
µRie(T,X)J(Y ) = Rie(T, X)(JY )− JRie(T, X)Y
= −DVJYR(T, X) + JDVYR(T, X).
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Since Φ(X) = R(T, X) and DVYT = Y , this expression reduces to
µRie(T,X)J(Y ) = −DVJY Φ(X) +R(JY,X) + JDVY Φ(X)− JR(Y,X).
Further, we have from (3.56) and (3.63) that
[∇,DHX ]J(Y ) =
1
2
(
(DHY f)∇X + (DHY∇f)X − g(X,Y )∇Xf
−g(∇X,Y )Xf − (DHXDHY f −DHDH
X
Y
f)T+ g(Y,T)DHXXf
)
So, the identity (3.64), acting on J , implies:
−DVJY Φ(X)−R(JY,X) + JDVY Φ(X)− JR(Y,X) =
1
2
(
(DHY∇f)X − g(X,Y )∇Xf − (DHXDHY f −DHDH
X
Y
f)T+ g(Y,T)DHXXf
)
where we have taken X and Y to be basic for simplicity. From this we
further obtain
g(Φ(X), JY ) + g(DVY Φ(X), JT)− g(R(Y,X), JT) =
1
2
(
(DHY∇f)g(X,T) + (∇2f)g(X,Y )− (DHXDHY f −DHDH
X
Y
f)g(T,T)
−(DHX∇f)g(Y,T)
)
(3.65)
because Φ(T) = 0 and g(R(X,Y ),T) = 0 (as a consequence of the Bianchi-
identity
∑
g(R(X,Y ), Z) = 0). Now putting Y = T and taking into account
that DV
T
Φ = 2Φ, we get
g(Φ(X), JT) =
1
2
(
(∇2f)g(X,T)− (DHX∇f)g(T,T)
)
.
Computing the DVY derivative of this result, it follows that
g(DVY Φ(X), JT) + g(Φ(X), JY ) =
1
2
(
(DVY∇2f)g(X,T)− (DVYDHX∇f)g(T,T) + (∇2f)g(X,Y )
)
−(DHX∇f)g(Y,T) (3.66)
where we have used the commutator relations (3.18), (3.64) and (3.9) to see
that DVY∇2f = 2DHY∇f and DVYDHX∇f = DHXDHY f − DHDH
X
Y
f . Subtracting
the same expression with X and Y interchanged and taking into account
that dVΦ = 3R, we get that
3g(R(Y,X), JT) = 2(DHY∇f)g(X,T)− 2(DHX∇f)g(Y,T) + g([Φ, J ]X,Y ).
(3.67)
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Finally, if we make use of (3.66) and (3.67) in the expression (3.65), we find:
g([Φ, J ]X,Y ) =
1
2
(
(DHX∇f)g(Y,T)− (DHY∇f)g(X,T)
)
,
which is precisely (3.58).
The final statement (3.59) about R follows directly from comparison between
(3.33-3.34) and (3.37-3.38), knowing that J = J and using (3.56) and (3.57),
with TV = ∆.
Note that (3.56) is indeed an intrinsic way of writing the special conformal
Killing condition (2.3) with α = df . As a matter of fact, in coordinates
condition (3.56) reads
J ij|k =
1
2
(
δik
∂f
∂qj
+ gil
∂f
∂ql
gjk
)
. (3.68)
and by lowering an index we get
Jlj|k =
1
2
(
glk
∂f
∂qj
+ gjk
∂f
∂ql
)
, (3.69)
which is the same as (2.3).
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Chapter 4
More general recursion operators
In this chapter we will generalise the construction of the type (1,1) tensor
fields R on a tangent bundle introduced in chapter 3. We will no longer
start from a basic tensor field J , but from a type (1,1) tensor field along the
projection. Again we will be interested in the property of having a vanishing
Nijenhuis torsion NR. One will see that this problem is here a lot more
complex then in the situation discussed in chapter 3. Another issue we want
to investigate, is the one of R being invariant under the given dynamics.
In addition to these recursion properties (which are already published in
[52]), we will also briefly look at a special case of non-invariance of R. This
discussion can be found in the last section of this chapter.
In chapter 5 the theory is applied to the case of second order dynamics
coming from a Finsler metric.
4.1 R-tensors associated to a (1,1) tensor field along τ
In this section we propose a generalisation of equation (3.31), iR(ξ)ddSℓ =
iξddJcSℓ, to the case in which J is a general type (1, 1) tensor field along
τ ; that is to say, we define the R-tensor associated with such a tensor field
(for a given Lagrangian ℓ). The basic problem is to know what to replace
Jc with on the right-hand side, and we discuss this point first. It turns out
that it is not necessary to have a Lagrangian for this purpose: a dynamical
vector field is enough.
When J is a type (1, 1) tensor field along τ and Γ is a given dynamics, there
is a natural lift of J to a tensor field JΓJ on TQ, which was extensively
discussed in [36]. One of its properties is that it reduces to a complete
lift Jc when J happens to be basic; so this is the natural candidate for
attempting to generalise the definition of an R-tensor field.
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Before proceeding to the discussion of R-tensors we examine some properties
of JΓJ . One may wonder in the first place to what extent JΓJ ◦ S could
again provide a kind of alternative almost tangent structure, as Jc ◦S does.
Now JΓJ can be expressed explicitly as follows:
JΓJ = JH + (∇J)V .
Since the image of (∇J)V is vertical, only the horizontal part plays a role
when composing with S, so this is really a question about JHS. Moreover, it
is clear from the defining relations (3.1), (3.2), that actually JHS = SJH =
JV . Obviously (JV )2 = 0, and the image of JV coincides with its kernel
provided J is non-singular. So JΓJ ◦ S = JV is indeed an almost tangent
structure. In fact since JV vanishes on vertical vectors, its definition doesn’t
depend on a choice of horizontal distribution (unlike that of JH).
The canonical almost tangent structure S is integrable, which is to say that
its Nijenhuis torsion vanishes. The Nijenhuis torsion of JV is not always
zero, however, as the following result indicates.
Proposition 18. NJV = 0 if and only if D
V
JXJ(Y )−DVJY J(X) = 0.
Proof. It is easy to see that NJV gives zero when evaluated on two vertical
vector fields or on a horizontal and a vertical one. We further have
NJV (X
H , Y H) = [(JX)V , (JY )V ]− JV ([(JX)V , Y H ] + [XH , (JY )V ])
=
(
DVJX(JY )−DVJY (JX)
)V − JV ((DVJXY )H − (DVJYX)H)
= (DVJXJ(Y )−DVJY J(X))V ,
from which the result follows.
A related question is whether the derivations dS and dJV commute, for which
the condition is that the Nijenhuis bracket [JV , S] vanishes.
Proposition 19. [JV , S] = 0 if and only if DVXJ(Y ) − DVY J(X) = 0 (i.e.
dVJ = 0).
Proof. The proof is a simple computation, completely similar to the one
above.
It is useful at this point to introduce certain tensor fields along the projection
τ related to Nijenhuis torsion, which will become important in what follows
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(and played a relevant role already in the study of decoupling of second-order
equations [38]). For a general type (1, 1) tensor W along τ we put
NVW (X,Y ) = D
V
WXW (Y )− (WDVXW )(Y ), (4.1)
NHW (X,Y ) = D
H
WXW (Y )− (WDHXW )(Y ), (4.2)
which are called respectively the vertical and horizontal covariant Nijenhuis
tensor . Their skew-symmetric parts are denoted by
N VW (X,Y ) = NVW (X,Y )−NVW (Y,X) (4.3)
and NHW . It is a simple computation to verify that
DVWXW (Y )−DVWYW (X) = N VW (X,Y ) +W (dVW (X,Y )),
so that the following corollary can be drawn from propositions 18 and 19.
Corollary 1. The derivations dS and dJV constitute a bi-differential calcu-
lus if and only if N VJ = 0 and dVJ = 0.
Proof. We know that dS
2 = 0 and the requirements dJV
2 = 0 and
[dS , dJV ] = 0 are equivalent to the conditions of the two preceding proposi-
tions. It is further a simple computation to verify that
DVJXJ(Y )−DVJY J(X) = N VJ (X,Y ) + J(dVJ(X,Y )).
The result then readily follows.
Let us come now to the consideration of R-tensors in this context. Take
Γ to be a (regular) Lagrangian system, so that we have a symplectic form
ωℓ = ddSℓ at our disposal, let J be a type (1, 1) tensor along τ , and consider
the type (1, 1) tensor R on TQ defined by
iR(ξ)ddSℓ = iξddJV ℓ, ∀ ξ ∈ X (TQ). (4.4)
In view of what precedes, it is clear that we cannot expect this generalised
R-tensor to have all the properties we discussed in section 3.2 for a basic J .
We first set out to characterise R through its action on horizontal and ver-
tical lifts. We pointed out in section 3.1 that the Poincare´-Cartan 1-form
θℓ = dSℓ can be written as θℓ = d
Vℓ. Similarly, we have that dJV ℓ =
JV (dℓ) = JHθℓ is semi-basic, so that the same 1-form, regarded as a form
along τ , can equally be written as Jθℓ.
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Lemma 6. The closed 2-form ω1 = ddJV ℓ is characterised by ω1(X
V , Y V ) =
0, and
ω1(X
V , Y H) = DVX(Jθℓ)(Y ),
ω1(X
H , Y H) = dH(Jθℓ)(X,Y ).
Proof. We have
ω1(X
H , Y H)
= LXH
(
θℓ((JY )
H)
)− LY H (θℓ((JX)H))− θℓ (JH([XH , Y H ]))
= DHX(Jθℓ(Y ))−DHY (Jθℓ(X))− θℓ (J(DHXY −DHYX))
= DHX(Jθℓ)(Y )−DHY (Jθℓ)(X) = dH(Jθℓ)(X,Y ),
and
ω1(X
V , Y H) = LXV
(
θℓ((JY )
H)
)− θℓ (JH([XV , Y H ]))
= DVX(Jθℓ(Y ))− θℓ (J(DVXY ))
= DVX(Jθℓ)(Y ),
which gives the desired result.
The generalisation of proposition 9, becomes here:
Proposition 20. For a given type (1, 1) tensor field J along τ , let K and
U be defined by
g(KX,Y ) = DVY (Jθℓ)(X), (4.5)
g(UX, Y ) = dH(Jθℓ)(X,Y ). (4.6)
Then the type (1, 1) tensor field R on TQ defined by (4.4) is characterised
by
R(XV ) = (KX)
V
, (4.7)
R(XH) = (KX)H + (UX)V . (4.8)
Proof. Observe that ωℓ(R(X
V ), Y V ) = 0, while in view of the definition
of K,U and K, and the defining relation (4.4), and using the results of the
above lemma, we can write
ωℓ(R(X
V ), Y H) = g(KX,Y ),
ωℓ(R(X
H), Y V ) = −g(KX,Y ),
ωℓ(R(X
H), Y H) = g(UX, Y ).
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The result now follows from the characterising properties of ωℓ such as (3.20).
Note that also in this generalised case it follows from the skew-symmetry of
the right-hand side in (4.6) that U = −U . Remark also that R = KH if and
only if K is symmetric and U = 0.
We will need properties of covariant derivatives of K and U . These will
follow directly from their defining relations by making use of the commutator
relations (3.8), (3.9) and (3.10).
Proposition 21. We have, for arbitrary X,Y, Z ∈ X (τ),
g(DVZK(X), Y )− g(DVYK(X), Z) = 0, (4.9)
DVZg(UX, Y ) + g(D
V
ZU(X), Y )
= DHZg(KY,X)−DHZg(KX,Y ) + g(dHK(X,Y ), Z), (4.10)∑
X,Y,Z
(
DHXg(UY,Z) + g(D
H
XU(Y ), Z)
)
=
∑
X,Y,Z
g(KZ,R(X,Y )), (4.11)
where
∑
X,Y,Z refers to a cyclic sum over the indicated arguments. Further-
more,
K = K ⇔ dV(JθL) = 0. (4.12)
Proof. The first property follows immediately from taking a vertical
derivative of the defining relation (4.5) and making use of the ‘vertical
Helmholtz property’ DVZg(X,Y ) = D
V
Y g(X,Z) and the commutator iden-
tity (3.8). For the next two properties, the computations start similarly
from the defining relation (4.6) of U . Taking a DV derivative and using the
commutator relation (3.9) we find:
DVZg(UX, Y ) + g(D
V
ZU(X), Y )
= DHXD
V
ZJθℓ(Y )−DVDH
X
Z
Jθℓ(Y ) + µB(Z,X)Jθℓ(Y )
−DHYDVZJθℓ(X) + DVDH
Y
Z
Jθℓ(X)− µB(Z,Y )Jθℓ(X)
= DHXg(KY,Z)−DHY g(KX,Z) + g(dHK(X,Y ), Z)
The terms involving the tensor B cancel out in view of its full symmetry.
So, we get (4.10). For the DH derivative of (4.6), the computation is some-
what more involved: one has to apply the commutator (3.10) a second time
after exploiting the skew-symmetry of U , in such a way that a cyclic sum
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combination appears:
DHX(g(Z,UY ))−DHY (g(Z,UX))
= DHX(d
HJθℓ(Y,Z))−DHY (dHJθℓ(X,Z))
= DHYD
H
XJθℓ(Z)−DHZDHXJθℓ(Y )−DHYDHXJθℓ(Z) + DHZDHY Jθℓ(X)
+g(DHXZ,UY )− g(DHY Z,UX) + g(Z,UDHXY − UDHYX)
+DH
DH
Z
X
Jθℓ(Y )−DHDH
Z
Y
Jθℓ(X)
+
∑
X,Y,Z
DVR(X,Y )Jθℓ(Z) +
∑
X,Y,Z
µRie(X,Y )Jθℓ(Z)
= DHZ(g(X,UY ))− g(DHZX,UY )− g(X,UDHZY ) + g(DHXZ,UY )
−g(DHY Z,UX) + g(Z,UDHXY − UDHYX) +
∑
X,Y,Z
g(KZ,R(X,Y ))
The terms involving the tensor field Rie cancel out in view of the Bianchi
identity
∑
Rie(X,Y )Z = 0 and (4.11) follows. Finally, the characterisation
of symmetry of K follows directly from the defining relation.
There are a couple of further consequences which are worth mentioning: one
tells us what the obstruction is for K to be symmetric with respect to DHXg;
the other shows under what circumstances a property like (4.9) also holds
for the horizontal derivatives of K.
Corollary 2. For all X,Y, Z ∈ X (τ), we have
DHXg(KY,Z)−DHXg(KZ, Y ) = g(DVZU(X), Y )
−g(DVY U(X), Z) + g(dHK(X,Z), Y )− g(dHK(X,Y ), Z), (4.13)
g(DHZK(X), Y )− g(DHYK(X), Z) =
g(DVZ∇K(X), Y )− g(DVY∇K(X), Z). (4.14)
Proof. If we take (4.10), interchange Y and Z and subtract, the vertical
derivatives of g cancel out in view of their Helmholtz property and (4.13)
follows. On the other hand, acting with ∇ on (4.10), using ∇g = 0 and the
by now familiar commutator of ∇ and DV easily gives (4.14).
In coordinates, using the local basis {Hi, Vi} of vector fields and its dual
{dqi, ηi = dui + Γikdqk}, we have
R = Kij Hi ⊗ dqj +Kij Vi ⊗ ηj + U ij Vi ⊗ dqj , (4.15)
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where, denoting Vi(ℓ) for shorthand by pi,
Kij = g
ikVk(J
l
jpl), (4.16)
U ij = g
ik[Hj(J
l
kpl)−Hk(J ljpl)]. (4.17)
It is evident that K and U do not determine J uniquely, or in other words
that different Js may give the same R. We shall have occasion to take
advantage of this freedom in the choice of J in the next chapter.
One could choose to use the momenta pj as coordinates on TQ rather than
the velocities ui. Then gikVk = ∂/∂pi, and the expression for K becomes
Kij =
∂
∂pi
(
J ljpl
)
. (4.18)
It is apparent from this equation that Kij = J
i
j when J
i
j is independent of
the fibre coordinates.
Symmetry properties with respect to g of course refer to the type (0, 2)
rather than the type (1, 1) representation of the tensor under consideration;
that is to say, if we put Kij = gilK
l
j , then
Kij =
∂
∂ui
(J ljpl), (4.19)
and the condition (4.12) for symmetry of K is self-evident. Equally evident
then is the property
∂Kij
∂ul
=
∂Klj
∂ui
, (4.20)
which is a coordinate form of (4.9). remark that these relations express that
K is the Hessian of a certain function.
The role of J ljpl in the full expression for R has by now become prominent,
and this suggests that we should seek to generalise also the notion of com-
plete lift to the cotangent bundle T ∗Q of a type (1, 1) tensor field J along
the cotangent bundle projection π : T ∗Q → Q. Such a J can act on semi-
basic 1-forms on T ∗Q, regarded as 1-forms along π, and the canonical 1-form
θ = pidq
i is one of those: then Jθ = J ljpldq
j .
Definition 22. Let J be a type (1, 1) tensor field along π : T ∗Q→ Q, then
the complete lift J˜ is the (1, 1) tensor on T ∗Q defined by
i eJ(ξ)dθ = iξd(Jθ), ∀ ξ ∈ X (T ∗Q). (4.21)
70 More general recursion operators
Remark: just as with the standard lifting procedures from Q to T ∗Q, one
can also define the vertical lift of a J along π, as being the vector field
Jv = J ijpi
∂
∂pj
∈ X (T ∗Q). (4.22)
The right-hand side in the defining relation (4.21) can then be written as
iξLJvdθ = iξdiJvdθ.
The fact that on TQ the R-tensor of J is a more interesting tensor field to
look at than either the generalised complete lift JΓJ or the horizontal lift
JH is now underscored by the following generalisation of proposition 7 in
chapter 3.
Proposition 22. Let Leg : TQ → T ∗Q denote the Legendre transform
defined by the given regular Lagrangian ℓ, then Leg∗R = J˜ .
Proof. As a preliminary remark, starting from a J along τ , we are using
the same notation for the corresponding J along π, which is in effect Leg∗J
and is obtained by simply expressing the components J ij(q, u) in terms of
the cotangent bundle coordinates (q, p). Now, as observed before, the 2-form
ω1 = ddJV ℓ in the right-hand side of (4.4), if we identify semi-basic forms
with forms along τ , can be written with a slight abuse of notation as d(Jθℓ),
and it is clear then that its image under Leg∗ is just d(Jθ). The statement
now immediately follows.
From the coordinate expression (4.15) of R and the comment (4.18) about
K, one can in fact immediately surmise that J˜ must have the form
J˜ =
∂
∂pi
(
J ljpl
)(
Xi ⊗ dqj + ∂
∂pj
⊗ πi
)
+
(
Xk(J
l
jpl)−Xj(J lkpl)
) ∂
∂pj
⊗dqk,
(4.23)
where Xk = Leg∗Hk and Leg∗η
j = gjkπk. For completeness, one can verify
that
Xk =
∂
∂qk
− Γ˜lk ∂
∂pl
, with Γ˜lk = glj
(
Γjk +
∂2H
∂pj∂qk
)
,
where H is the Hamiltonian corresponding to ℓ. Correspondingly, πk =
dpk + Γ˜kldq
l. It is worthwhile observing that Γ˜lk = Γ˜kl. In fact, one can
easily compute from the definition of the connection coefficients Γij that a
tangent bundle expression for the Γ˜lk can be written
Γ˜lk =
1
2
(
Γ(glk)− ∂
2ℓ
∂uk∂ql
− ∂
2ℓ
∂ul∂qk
)
,
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which is manifestly symmetric.
Before embarking on the two aspects of recursion now, let us state for later
use two more properties of R with respect to the tangent bundle structure
on TQ (as encoded by the tensor S).
Proposition 23. RS = SR ⇔ K = K.
Proof. This is a trivial observation from the structure of R.
Concerning the Nijenhuis bracket of R and S, one can verify easily that
[R,S](XV , Y V ) = 0, while
[R,S](XV , Y H) = −(DVYK(X) + DVXK(Y ))V ,
[R,S](XH , Y H) = (dVK(X,Y ))H + ((dVU − dHK)(X,Y ))V .
It looks as though it would be much too strong a condition to expect that
[R,S] could be zero, but the following weaker requirement will be useful
further on and follows immediately from these relations.
Proposition 24. [R,S] is a vertical-vector-valued 2-form if and only if
dVK = 0.
4.2 Invariant R-tensors
We now turn again to the issue of R being a recursion tensor in the sense
of being a symmetry generator for Γ, i.e. we investigate the properties of
R-tensors which have vanishing Lie-derivative with respect to Γ.
Theorem 14. Let R be a type (1, 1) tensor on TQ defined by tensor fields
K and U along τ as in equations (4.5), (4.6). Then LΓR = 0 if and only
if: K is symmetric with respect to g, U = 0, K has vanishing dynamical
covariant derivative ∇K and commutes with the Jacobi endomorphism Φ.
Proof. Using the characterisation (4.7) and (4.8) of R and the bracket
relations (3.13), it is straightforward to verify that
LΓR(XV ) = (K −K)(X)H + (∇K + U)(X)V , (4.24)
LΓR(XH) = (∇K − U)(X)H + (ΦK −KΦ+∇U)(X)V . (4.25)
Expressing that the horizontal and vertical parts must vanish separately,
the result now immediately follows.
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Note that the only change here with respect to the result for basic J in
chapter 3 is that J is replaced by K. Notice also that since U must be
zero, invariant R-tensors are of the form R = KH , where K satisfies the
conditions of the theorem.
4.2.1 Alternative Lagrangians
The theory about the existence of alternative Lagrangians of the same
second-order differential equations (not just by addition of a total time
derivative or multiplication by a constant) is already extensively examined
(see for example [11], [19] and [20]). It is known that one can associate to
a pair of alternative Lagrangians ℓ and ℓ′ of a dynamical system Γ, a type
(1,1) tensor field T , uniquely defined by
ωℓ(TX, Y ) = ωℓ′(X,Y ) ∀X,Y ∈ T Q.
The tensor field T then has the following properties:
• LΓT = 0;
• ωℓ(TX, Y ) = ωℓ(X,TY );
• T ◦ S = S ◦ T .
Conversely, if a type (1, 1) tensor field T on TQ, is invariant, symmetric with
respect to ωℓ and commutes with S, it will give rise to a different Lagrangian
ℓ′ for the same Γ, provided that the 2-form iTωℓ is closed.
We shall see that this theory fits entirely within our present framework.
To begin with, we prove an economical version of the way alternative La-
grangians arise in the context of R-tensors.
Proposition 25. For a given regular Lagrangian ℓ and given type (1, 1)
tensor J along τ , consider the tensor K defined by (4.5). Assume K is
symmetric, commutes with Φ and satisfies ∇K = 0, and put g′ = K g.
Then g′ satisfies the Helmholtz conditions (3.17) and hence, provided that
K is non-singular, defines an alternative Lagrangian for Γ.
Proof. Symmetry of K means the same as saying that g′ is symmetric,
while the commutativity of K and Φ then implies that also Φ g′ is sym-
metric. ∇g′ = 0 trivially follows from ∇g = 0 and ∇K = 0. The vertical
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Helmholtz property of g, together with (4.9), finally implies that g′ will have
the same property.
Comparing the above statement with theorem 14, it is not immediately ob-
vious why nothing is said about U . Let us explain this point more clearly
as follows. Starting from a tensor J along τ , the corresponding R with
components K and U is uniquely determined. If K satisfies the above re-
quirements, we have an alternative Lagrangian ℓ′, even though the R we
started from need not be invariant since U need not be zero. The point is,
however, that there is a different tensor then, related to the same K, which
is invariant, namely R′ = KH . It is the tensor obtained by replacing the ω1
we first thought of in the definition (4.4) by ωℓ′ .
It is worth explaining that R′ is also an R-tensor in more detail by the fol-
lowing two arguments: (i) with K as the starting point, we discuss what is
needed to have that K is derived from a J in such a way that the corre-
sponding U is zero; (ii) we show how an alternative ℓ′ gives rise to such a
K.
Suppose that the tensor K is symmetric with respect to g and satisfies (4.9).
The latter means (see e.g. (4.20)) that the covariant form of K comes from
some 1-form β, in the sense that K = DV β. The symmetry of K further
implies that β = DVF for some function F , so that K is a Hessian. Having
fixed a β, we can clearly find a tensor J , indeed many tensors J , such that
Jsi ps = βi, but the corresponding U does not depend on the freedom in J .
The 1-form β itself is determined in the first stage to within an arbitrary
1-form β0 on the base manifold Q. Assume next that ∇K = 0. Then the
property (4.14) says that Kij|l = Klj|i, where Kij = Vi(βj) = Vj(βi), or
explicitly
Hl(Vj(βi))− ΓsljVs(βi) = Hi(Vj(βl))− ΓsijVs(βl).
Interchanging the horizontal and vertical derivatives, it then follows that
Vj(Hl(βi)−Hi(βl)) = 0. Hence Hl(βi) − Hi(βl) are the components of a
basic 2-form and thus the freedom of selecting a basic β0 can be used to
cancel them, i.e. set Jsi ps = βi − β0i with dHβ = dβ0. This means that
the corresponding U then is zero in view of (4.17). In conclusion, starting
from a tensor K, the property (4.9) ensures that K comes from some J ,
and if K is symmetric and ∇-parallel, it can always be arranged that the
corresponding U is zero. Concerning point (ii) now, if g′ is the metric tensor
along τ determined by the alternative Lagrangian ℓ′ (assumed regular), and
we define K by g′ = K g, then K is symmetric and satisfies (4.9) and
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∇K = 0, as a result of the Helmholtz conditions satisfied by both g and g′.
Hence, it comes from a J with U = 0 and KH is an R-tensor.
The best known application of invariant tensors is the generation of first
integrals. In that field, a bi-differential calculus can play a relevant role,
and it is worth trying to understand in detail what the distinctive role in
this application is of invariance of R.
The equation LΓR = 0, or essentially ∇K = 0, is a Lax-type equation
(for a general geometric approach to Lax equations, see [6]). It follows
that the trace of R (and of all its powers) is a first integral of Γ. In the
context of alternative Lagrangians, this result is often referred to as the
Hojman-Harleston theorem [22]. So, the equation LΓR = 0 is related with
the theory of integrable systems and this brings us to the other recursion
aspect, namely the study of the Nijenhuis tensor of R. This enters the
scene when one wishes the integrals to be in involution. In fact, it was
shown in [11], still in the context of alternative Lagrangians but translated
to our present set-up, that if the eigenfunctions of R have multiplicity 2 and
NR = 0 then these eigenfunctions form an involutive set of first integrals.
Since the tensors R we consider, are of the form KH , the eigenvalues of R
have even degeneracy. So, if K has distinct eigenvalues at each point, then
the eigenvalues of R have double degeneracy. The computation of NR in
all generality, i.e. without linking it to invariance properties of R, is quite
tedious and will be addressed in the next section. But for the subclass of
horizontal lifts of an arbitrary (1, 1) tensor K along τ , which is the situation
we encounter here, things are a lot simpler, so we may discuss them already
now. Indeed, as was mentioned in [38], we have
NKH (XV , Y V ) = N VK(X,Y )V , (4.26)
NKH (XH , Y V ) = NHK(X,Y )V −NVK(Y,X)H , (4.27)
NKH (XH , Y H) = NHK (X,Y )H +RK(X,Y )V , (4.28)
where the term related to the curvature R is defined by
RK(X,Y ) = R(KX,KY )−K (R(KX,Y ) +R(X,KY )) +K2(R(X,Y )).
So vanishing of NKH reduces to three conditions (not five as one might
expect), namely
NVK = 0, N
H
K = 0, RK = 0.
If KH is actually the invariant tensor R of theorem 14, there is a further
reduction.
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Proposition 26. Under the conditions of theorem 14, we have NR = 0 if
and only if NVK = 0.
Proof. It was shown in [38] that in all generality, ∇NVK = NVK,∇K −NHK ,
where
NVW,T (X,Y ) = (D
V
WXT +D
V
TXW − T ◦DVXW −W ◦DVXT )(Y ).
Because we know that ∇K = 0 in this situation, it follows that NVK,∇K = 0.
Thus NVK = 0 will imply N
H
K = 0. Also derived in [38] is an identity
which expresses RK as a sum of terms, each of which involves either NVK or
ΦK −KΦ:
3RK(X,Y ) = N
V
K(X,ΦY )−NVK(Y,ΦX)− ΦNVK(X,Y ) + ΦNVK(Y,X)
+(DVKX [Φ,K])Y − (K ◦DVX [Φ,K])Y
−(DVKY [Φ,K])X − (K ◦DVY [Φ,K])X − [Φ,K]dVK(X,Y ).
Hence, under the present assumptions, RK will automatically be zero as
well.
As seen in subsection 1.2.2 the bi-Hamiltonian description which arises from
a Poisson-Nijenhuis structure is related to the issue of integrable systems.
Similarly as in the case of a basic tensor J (see chapter 3), we have here a
Poisson-Nijenhuis structure if we assume that the Nijenhuis torsion of R is
zero. Indeed, the fact that the 2-form ω1 on the right-hand side of (4.4) is
closed, implies that we have a second Poisson structure and the vanishing
of the Nijenhuis tensor makes the two Poisson structures compatible. In
subsection 1.2.2, we have seen that if we have a Poisson-Nijenhuis structure,
it follows, in particular, that
iLΓRωℓ = −2 ddREℓ (4.29)
(see (1.9)). Now we come to the subject of bi-differential calculus which is
a useful tool for generating functions (not even first integrals, necessarily)
which are in involution with respect to both Poisson structures (theorem
2). The algorithmic process by which such functions are generated (at least
locally) requires an initial function f which satisfies ddRf = 0. Obviously,
when R is invariant, we have such an initial function since (4.29) shows
that ddREℓ = 0, and the hierarchy of functions in involution will be first
integrals.
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Such invariant R-tensors also have an interesting application in the theory
of separable Lagrangian system by which one means that there exists a co-
ordinate transformation on Q such that the system decouples into a number
of lower dimensional subsystems in those coordinates. Indeed, the type (1,1)
tensors we consider here, are getting close to the kind of tensors discussed in
[19, 20]. An extra assumption we have to make is that the tensors must be
algebraically diagonisable. The theorem about separability proven in [19],
or better, the slightly corrected version of this theorem as given in [38], reads
as follows:
Theorem 15. Let Γ be a SODE and T be a diagonisable tensor field on TQ
with doubly degenerate eigenvalues. Assume further that LΓT = 0, NT = 0
and that the bracket of S and T takes vertical values. Then Γ is separable.
So, for the present context, we can state the following result.
Proposition 27. Suppose that LΓR = 0 and that K further has the prop-
erties NVK = 0 and d
VK = 0. Then, if K is diagonalisable, the given system
Γ is separable.
Proof. We know that R is invariant, has vanishing Nijenhuis torsion and
has doubly degenerate eigenvalues. Moreover, since K is symmetric R com-
mutes with S and since dVK = 0 the Nijenhuis bracket of R and S takes
vertical values (see proposition 24). These are exactly the conditions which
are required for the above theorem.
4.3 The Nijenhuis torsion of J˜ and R
Whenever type (1,1) tensors are part of a theory one is bound to study the
effect of vanishing Nijenhuis torsion. Not unexpectedly, here it will be a
much more complicated issue then in the case of a basic type (1,1) tensor
J , but still we will find interesting simplifications occurring in the number
of conditions.
First we shall approach the computation of the conditions for vanishing
Nijenhuis torsion of R in quite a general way.
Let ω be a symplectic 2-form on an even dimensional manifold, and ω1 any
2-form; define the (1, 1)-tensor R as before by iR(ξ)ω = iξω1. We shall
derive an expression for the Nijenhuis torsion of R in terms of ω and R,
under the assumption that ω1 is closed. The exterior derivative dω1 can also
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be expressed in terms of ω and R; the two expressions have an unexpected
affinity. Finally, it will be shown that the condition for the vanishing of the
Nijenhuis torsion of R, when ω1 is closed, can be written dRω1 = 0.
In order to derive the last result we shall need to employ Fro¨licher-Nijenhuis
calculus, and we start by listing some relevant generalities concerning that
calculus [21].
It follows from the definition of R that ω(Rξ, η) = ω(ξ,Rη), and therefore
that iRω = 2ω1. Observe, however, that this relation cannot be used to
define R directly, because one needs to know that R is symmetric with
respect to ω before the left-hand side fixes R in view of the non-degeneracy
of ω. But it easily further follows now that
iRiRω = 2 iR2ω = 2 iRω1.
Assume next that dω1 = 0 (as well as dω = 0). Then obviously diRω = 0,
from which it follows that also dRω = iRdω − diRω = 0, and that dR2ω =
−diR2ω = −diRω1 = dRω1.
From relation (1.12), it then follows that
2 dRω1 = dRiRω = 2 iNRω − dR2ω,
or finally
2 iNRω = 3 dRω1. (4.30)
It is clear that NR = 0 will imply dRω1 = 0, but the fact that these condi-
tions are actually equivalent needs a stronger result, because
iNRω(ξ, η, ζ) =
∑
ξ,η,ζ
ω(NR(ξ, η), ζ), (4.31)
Thus (4.30) does not determine NR, unless we know, what we will show now,
that the three terms in the cyclic sum on the right of (4.31) are actually
equal.
Proposition 28. If R is defined by iR(ξ)ω = iξω1, where ω is a symplectic
2-form and ω1 any 2-form, then
dω1(ξ, η, ζ) =
∑
ξ,η,ζ
ζ
(
ω(Rξ, η)
)−∑
ξ,η,ζ
ω(R([ξ, η]), ζ). (4.32)
If in addition dω1 = 0 then
ω(NR(ξ, η), ζ) = −
∑
ξ,η,ζ
ζ
(
ω(Rξ,Rη)
)
+
∑
ξ,η,ζ
ω(R([ξ, η]), Rζ). (4.33)
It follows that when dω1 = 0, NR = 0 if and only if dRω1 = 0.
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Proof. The first result follows simply from the identity dω1(ξ, η, ζ) =∑
ξ(ω1(η, ζ))−
∑
ω1([ξ, η], ζ) and the defining relation for R. To obtain the
second result one uses the identity dω(ξ, η, ζ) =
∑
ξ(ω(η, ζ))−∑ω([ξ, η], ζ)
to express in particular the fact that dω(ξ,Rη,Rζ) = 0. The two terms
Rηω(Rζ, ξ) and Rζω(ξ,Rη) may be each replaced by five other terms, none
of which involves a derivative by R(·). Therefore we use expression (4.32)
applied on dω1(ξ,Rη, ζ) and dω1(ξ, η, Rζ), assuming that dω1 = 0. The
resulting expression is
0 = dω(ξ,Rη,Rζ) = −
∑
X,Y,Z
ξω(Rη,Rζ) +
∑
X,Y,Z
ω(R[ξ, η], Rζ)
−ω(R2[η, ζ]−R[Rη, ζ]−R[η,Rζ] + [Rη,Rζ], ξ)
from which (4.33) follows. In particular, (4.33) implies that the left-hand
side ω(NR(ξ, η), ζ) is invariant for cyclic permutations. The final statement
now immediately follows from (4.30).
Notice the similarity between the expression for dω1(ξ, η, ζ) and the expres-
sion for ω(NR(ξ, η), ζ) when dω1 = 0.
We now obtain explicit expressions for the conditions for the vanishing of
the Nijenhuis torsion of J˜ and R, starting with the former.
Now J˜ is determined by a given J along π and the canonical 1-form θ only,
i.e. it does not depend on a given dynamics of Lagrangian or Hamiltonian
type. For this reason, there is no advantage to be gained from working in
any local frame other than a natural coordinate frame. It is clear from the
expression (4.23), or in fact from a direct interpretation of the definition
(4.21), that in natural bundle coordinates J˜ will be of the form
J˜ = Kij
(
∂
∂qi
⊗ dqj + ∂
∂pj
⊗ dpi
)
+Mkj
∂
∂pj
⊗ dqk, (4.34)
where
Kij =
∂
∂pi
(Jsj ps), Mkj =
∂
∂qk
(Jsj ps)−
∂
∂qj
(Jskps). (4.35)
The following immediate properties of the coefficients of J˜ will be used
below:
∂K lk
∂pj
=
∂Kjk
∂pl
,
∂Mjk
∂pl
=
∂K lk
∂qj
− ∂K
l
j
∂qk
,
∑
i,j,k
∂Mjk
∂qi
= 0, (4.36)
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where
∑
i,j,k again refers to a cyclic sum over the indicated indices. In fact,
these properties merely express the fact that the 2-form d(Jθ) in the defining
relation of J˜ is closed; that is, they are the coordinate expressions of the first
result of the proposition above in this case. They are also directly related
to the three properties of proposition 21 via the Legendre transform.
Theorem 16. The Nijenhuis tensor of J˜ vanishes if and only if
Aijk := K
i
l
∂Kjk
∂pl
−Kjl
∂Kik
∂pl
= 0, (4.37)
Bikj := K
l
k
∂Kij
∂ql
−K lj
∂Kik
∂ql
+Mkl
∂Kij
∂pl
−Mjl ∂K
i
k
∂pl
+Kil
∂Mjk
∂pl
= 0, (4.38)∑
i,j,k
Cijk :=
∑
i,j,k
(
K li
∂Mjk
∂ql
+Mil
∂Mjk
∂pl
)
= 0. (4.39)
Proof. This can be obtained from proposition 28; alternatively, it can be
established by a simple coordinate calculation in which attention must be
paid to making appropriate use of the properties (4.36) for recombining the
various coefficients in the right format. One obtains
N eJ
(
∂
∂pi
,
∂
∂pj
)
= Aijk
∂
∂pk
,
N eJ
(
∂
∂pi
,
∂
∂qj
)
= Aikj
∂
∂qk
+Bikj
∂
∂pk
,
N eJ
(
∂
∂qi
,
∂
∂qj
)
= Bkij
∂
∂qk
+
∑
i,j,k
Cijk
∂
∂pk
,
which implies the stated result.
The structure of the conditions for the vanishing of N eJ is apparent: they
are of the same form as the identities (4.36) satisfied by the coefficients of
J˜ , but with the coordinate vector fields replaced by their images under J˜ .
To be precise, they can be cast in the form
J˜
(
∂
∂pi
)
(Kjk)− J˜
(
∂
∂pj
)
(Kik) = 0,
J˜
(
∂
∂pi
)
(Mjk) = J˜
(
∂
∂qj
)
(Kik)− J˜
(
∂
∂qk
)
(Kij),∑
i,j,k
J˜
(
∂
∂qi
)
(Mjk) = 0.
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The general observation made after proposition 28 provides the background
explanation for this feature.
We now come back to the situation on the tangent bundle, where we have
the tools to approach the question in an intrinsic way. So, take ω now
to be the closed 2-form ωL = g
K on TQ and ω1 = d(Jθℓ). In principle
one should evaluate NR on all combinations of horizontal and vertical lifts
and identify each time the horizontal and vertical component of the result;
but the cyclic sum invariance of ω(NR(ξ, η), ζ) means that, for example,
ω(NR(X
H , Y V ), ZV ) will follow from ω(NR(Y
V , ZV ), XH); furthermore, it is
easy to see from the expression in proposition 28 that ω(NR(X
V , Y V ), ZV ) =
0. Thus in the end only three components need to be computed, which is in
agreement with the coordinate results in theorem 16.
Theorem 17. Let R be defined by iR(ξ)ωℓ = iξd(Jθℓ) and thus be charac-
terised as in proposition 20. Then, the necessary and sufficient conditions
for NR to vanish are:
DV
KX
K(Y )−K(DVXK(Y )) = 0, or equivalently N VK = 0, (4.40)
NHK (X,Y ) + DVUXK(Y )−DVUYK(X) = 0, (4.41)∑
X,Y,Z
(
g(dHK(UY,Z), X) + g(dHK(Y,UZ), X) + g(dHK(Y,Z), UX)
)
−
∑
X,Y,Z
(
g(DVY U(UZ), X)− g(DVZU(UY ), X) + g(dHU(Y,Z),KX)
)
=
∑
X,Y,Z
g(R(Y,Z),K2X). (4.42)
Proof. In agreement with what was said above, we need to compute only,
for example,
ωℓ(NR(X
V , Y V ), ZH), ωℓ(NR(X
H , Y V ), ZH), ωℓ(NR(X
H , Y H), ZH).
Considering the relation (4.33) with ξ = XV , η = Y V , ζ = ZH , making
use of the defining relations (4.7,4.8) of R and (3.20), the first sum on the
right readily reduces to −DVX(g(Y,K2Z)) + DVY (g(X,K2Z)). In evaluating
such expressions, there is no need to take account of terms which involve
derivatives of vector field arguments: we know that these will always cancel
out in the end since we are computing a tensorial quantity. Terms involving
derivatives of g cancel out in view of one of the Helmholtz properties (3.17),
there remains:
g(X,DVYK
2(Z))− g(Y,DVXK2(Z)) = 0.
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One can easily eliminate g from this expression by making appropriate use
of the property g(XDVYK(Z)) = g(Y,D
V
XK(Z))(see (4.9)), namely
g(X,DVYK
2(Z)− g(Y,DVXK2(Z))
= g(X,DVYK(KZ)) + g(KX,D
V
YK(Z))− g(Y,DVXK(KZ))− g(Y,KDVXK(Z))
= g(Y,DV
KX
K(Z)−K(DVXK(Z))
So, we get the first of the conditions (4.40). To see that this is actually
equivalent to
N V
K
(X,Y ) := DV
KX
K(Y )− (KDVXK)(Y )−DVKYK(X) + (KDVYK)(X) = 0,
one has to lower an index by g again, use (4.9) to arrive at an expression like
g(Z,DV
KX
K(Y ))− g(X,DV
KZ
K(Y )). Then we take the derivatives outside g
to enable switching from K to K. We find
g(Y,DV
KX
K(Z))− g(X,DV
KY
K(Z))
= g(DV
KX
K(Y ), Z)− g(DV
KY
K(X), Z)−DVY g(KX,KZ) + DVXg(KY,KZ)
= g(DV
KX
K(Y ), Z)− g(DV
KY
K(X), Z) + g(DVYK(X),KZ)− g(DVXK(Y ),KZ)
where we repeatedly made use of the vertical Helmholtz condition and prop-
erty (4.9).
The computation of ωℓ(NR(X
H , Y V ), ZH) runs in a very similar way. Elim-
ination of derivatives of g requires making use of the horizontal Helmholtz
condition (3.19) this time and of the property (4.10). The condition (4.41)
then quite easily follows.
Consider finally ωℓ(NR(X
H , Y H), ZH). The first cyclic sum in (4.33) be-
comes ∑
X,Y,Z
DHX
(
g(UZ,KY )− g(UY,KZ)).
The terms involving derivatives of g can be written in the form∑
X,Y,Z
(
DHZg(UY,KX)−DHXg(UY,KZ)
)
=
∑
X,Y,Z
(
DHUY g(Z,KX)−DHUY g(X,KZ)
)
,
in view of the Helmholtz property, after which they can be replaced by
algebraic terms through (4.10) (or better its consequence (4.13)). It is then
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easy to see that, together with the remaining terms of the first cyclic sum,
they make up the first two lines in the expression for (4.42). The right-hand
side in this expression directly comes from what remains to be considered
in the second cyclic sum of (4.33), using the bracket relation [XH , Y H ] =
[X,Y ]
H
H +R(X,Y )V .
Equations (4.40) and (4.41) have the following meaning in terms of compo-
nents with respect to the basis {Hi, Vi}:
0 = K
s
tVs(K
j
k)−KjsVt(Ksk),
0 = K lkHl(K
i
j)−K ljHl(Kik) +Kil
(
Hj(K
l
k)−Hk(K lj)
)
+U lkVl(K
i
j)− U ljVl(Kik).
A corresponding version of the third condition, derived directly from Equa-
tion (4.42) with the aid of (4.13), can be written∑
i,j,k
(
Hk(U
l
iKlj − U ljKli)−RlijKlmKmk
)
= 0. (4.43)
Finally we remark that one can manipulate (4.42) further to eliminate g from
it as well (i.e. to raise an index, so to speak). One will need the property
(4.11) in this process; but this is a quite tedious exercise and results in an
expression which is not very transparent.
4.4 Illustrative examples
In order to illustrate the practical applicability of the various conditions we
identified, we choose to show how one can make constructive use of them in
constructing recursion-type tensors related to some simple dynamics. Natu-
rally, the simple classical system par excellence for testing new developments
is the harmonic oscillator. So consider first the Lagrangian
ℓ = 12(u
2
1 + u
2
2)− 12(q21 + q22).
The metric is the Euclidian one and Φ = −1, so that any choice for K will
commute with it. Most of the relevant conditions we have met are conditions
on K rather than on J , but it is the property (4.20) which will ensure that
K comes from some J . We wish to construct some invariant R-tensors here
which will give rise to alternative Lagrangians.
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Let us first make K symmetric by choosing simply K12 = 0. Then (4.20)
further requires that K11 is independent of u2 and K22 independent of u1,
and imposing ∇K = 0 requires that they must be first integrals. We can
take, for example
K11 = u
2
1 + q
2
1, K22 = u
2
2 + q
2
2.
According to proposition 25, KH will be an invariant tensor and will give
rise to an alternative Lagrangian, which is easily found to be
ℓ′ =
1
12
(u41 + u
4
2) +
1
2(q
2
1u
2
1 + q
2
2u
2
2)−
1
4
(q41 + q
4
2).
This is perhaps nothing very surprising, but observe that even for such a
quite trivial example, we need a theory in which the tensor J as well as K
are tensor fields along τ . A tensor J which gives rise to the above K in
the sense of (4.19) is given by, for example, J ii = (q
2
i +
1
3u
2
i ) (J
i
j = 0 for
i 6= j), and the corresponding U as defined by (4.6) is easily seen to be zero.
Moreover, NVK = 0, so that K
H has vanishing Nijenhuis torsion as well.
Another symmetric K, which has all the properties of the preceding one, is
given by
K11 = K22 = u1u2 + q1q2, K12 = K21 =
1
2(u
2
1 + u
2
2 + q
2
1 + q
2
2).
So again, R = KH satisfies LΓR = 0 and NR = 0, and the corresponding
Lagrangian is found to be
ℓ′ = 12u1u2
(
1
3(u
2
1 + u
2
2) + q
2
1 + q
2
2
)
+ 12q1q2(u
2
1 + u
2
2 − q21 − q22).
For a different example, we start from the Lagrangian ℓ = 12(q
2
1u
2
1 + u
2
2),
which means that
Γ = u1
∂
∂q1
+ u2
∂
∂q2
− u
2
1
q1
∂
∂u1
.
The only non-zero connection coefficient is Γ11 = u1/q1 (and Φ = 0 so that
no restrictions can come from the commutation requirement in some of the
propositions). The corresponding metric is
g = q21dq1 ⊗ dq1 + dq2 ⊗ dq2.
Suppose that this time our priority is to construct a tensor R with vanishing
torsion. Then, it may be advantageous to work with the conditions of the-
orem 16 on the cotangent bundle (which can be regarded also as conditions
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on TQ, but expressed in the variables (q, p)), but we will further assume
from the outset that K is symmetric. Recall the rather remarkable fact that
for symmetric K, N VK = 0 (which is the same as Aijk = 0 in the variables
(q, p) and involves 2 requirements in dimension 2) is actually equivalent to
the, in principle, stronger condition NVK = 0 (which consists of 6 require-
ments in dimension 2). From the symmetry of K, it follows that we must
have K21 = q
2
1 K
1
2 . Then (4.18), which expresses that K comes from some
J , implies the existence of some function F such that
Js1ps =
∂F
∂p1
and q21 J
s
2ps =
∂F
∂p2
,
and it follows that we will have
K11 =
∂2F
∂p21
, K12 = q
−2
1
∂2F
∂p1∂p2
, K21 =
∂2F
∂p1∂p2
, K22 = q
−2
1
∂2F
∂p22
.
Using this information it is easy to see that the two independent conditions
A121 = A
12
2 = 0 express that the ratio (K
1
1 −K22 )/K21 must be independent
of the pi, provided K
2
1 is not zero. The case K
2
1 = 0 is not very interesting
and will be omitted. For K21 6= 0, we can put
K12 = q
−2
1 K
2
1 , K
2
2 = K
1
1 − f(q)K21 , (4.44)
where the last relation is actually a second-order partial differential equation
for F . Imposing ∇K = 0 it immediately follows that K11 must be a first
integral F1, that K
2
1 = q1F2, where F2 also is an as yet undetermined first
integral and that K22 is also a first integral F3. From the last relation in
(4.44) follows then that f(q) must be q−11 and F3 = F1 − F2. In an attempt
to circumvent the difficult issue of solving the equation for F , observe that
K21 = q1F2 implies that ∂F/∂p2 = q1
∫
F2dp1, wherein we omit additive
functions depending on only one of the pi because these will lead to terms
in the solution which can be generated in the case K21 = 0. If we use this in
the expression for K22 in terms of F , introduce the auxiliary function
ξ =
∫
∂F2
∂p2
dp1,
and now re-express that K22 must be a first integral, it follows that ξ must
solve the linear first-order equation
q1p1
∂ξ
∂q1
+ q31p2
∂ξ
∂q2
+ p21
∂ξ
∂p1
= p1ξ.
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Using the method of characteristics, the general solution of this equation is
found to be
ξ = p1η(x1, x2, x3), with x1 = p1/q1, x2 = p2, x3 = q2 − 12(p2/p1)q31,
where η is an arbitrary function of the indicated arguments and these xi all
are first integrals. It follows that K22 = q
−1
1 ξ = x1η. Since F2 must itself be
a first integral (and is not allowed to depend on time) it must actually be a
function of the xi as well, and the definition of ξ implies that
∂F2
∂p2
=
∂ξ
∂p1
= η + x1ηx1 +
1
2(x2/x1)ηx3q
2
1.
Acting with Γ on both sides, and intertwining Γ with ∂/∂p2 in the left-hand
side, it follows that (F2)x3 = −x2ηx3 , and thus F2 = −x2η + ζ(x1, x2) for
some arbitrary ζ. Returning with this information to the preceding equation,
we get the restriction
ζx2 = 2η + x1ηx1 + x2ηx2 .
Taking a derivative with respect to x3, we get a first-order partial differential
equation for ηx3 which is easy to solve; after integration with respect to x3
one learns that η must be of the form
η = x−22 φ(x2x
−1
1 , x3),
for some as yet arbitrary φ. In fact there is an extra freedom for adding
a function of x1 and x2, but that can be absorbed into ζ. Moreover, the
preceding equation now implies that ζ cannot depend on x2 and so we omit
it (as an additive function of only one of the pi). We have now come to a
stage where we know that F2 = −x2η and
K22 = x1η, K
2
1 = q1F2, K
1
2 = q
−1
1 F2, K
1
1 = (x1 − x2)η,
with η as described above. To find further specifications about η we re-
impose now that K must satisfy
∂K12
∂p2
=
∂K22
∂p1
,
∂K11
∂p2
=
∂K21
∂p1
.
The first condition appears to be satisfied automatically, but the second
gives an equation for φ, with coefficients which can be expressed in terms
of x1 and x2, except for a factor q
2
1 in the coefficient of φx3 . It then follows,
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for example from acting with Γ on the equation, that φ cannot depend on
x3, in other words must be a function of x := x2/x1 only, and the condition
reduces to
(x− x2 − x3)φ′ = (2− x)φ.
The solution of this equation is φ(x) = x2(x2 + x − 1)−1. We thus have
found the following type (1, 1) tensor
K11 = (x1 − x2)y−1, K22 = x1y−1, K12 = −q−11 x2y−1, K21 = −q1x2y−1,
where we have put y = x22 + x1x2 − x21 for shorthand; rather surprisingly,
K is homogeneous of degree −1 in the pi. This K by construction satisfies
all requirements for having that R = KH is Γ-invariant and has vanishing
Nijenhuis torsion again. It is the Hessian of a Lagrangian which will be
homogeneous of degree 1 and non-degenerate, but we don’t have an explicit
expression for this Lagrangian. Observe finally that one can easily check
that also dVK = 0. This means that we are actually in the situation of
proposition 27, so that the system is separable. This is not so surprising, of
course, since the given system is given as decoupled equations. But in fact,
the conclusion we reach here is not so trivial: it means that the given system
will also separate in entirely different coordinates, namely coordinates in
which K diagonalises and which are guaranteed to exist by the theory in
[38]. But we will not pursue this issue further.
4.5 The case of interest when LΓR does not vanish
We end this chapter by looking at the situation which will potentially lead
to the generalisation of the concept ‘special conformal Killing tensor’. It
will be the basis for some further discussions on Finsler metrics in the next
chapter.
As a generalisation of condition (2.10) assume that ddREℓ = α∧dEℓ where α,
for the time being, is an arbitrary 1-form on TQ. Under these circumstances,
we have (cf. (4.29))
iLΓRω = −2ddREℓ = α ∧ iΓω + iξαω ∧ dEℓ
where ξα is defined by iξαω = −α. The reason for splitting up the right
hand side is for obtaining a tensor which is symmetric with respect to ω.
Observe that in all generality
iα⊗Zω(X,Y ) = α(X)ω(Z, Y )− α(Y )ω(Z,X)
= (α ∧ iZω)(X,Y ).
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So the above expression can be rewritten in the form
iLΓRω = iα⊗Γ−dEℓ⊗ξαω
which implies
LΓR = α⊗ Γ− dEℓ ⊗ ξα. (4.45)
Indeed, it is easy to see that the right hand side of (4.45) is symmetric with
respect to ω and so is LΓR since R is symmetric and LΓω = 0.
In section 5.3 we will investigate relation (4.45) in the case of Lagrangian
equations coming from the energy function of a Finsler metric.
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Chapter 5
Application: R-tensors related to a Finsler metric
In this chapter we apply the results of the previous chapter to the case
where the Lagrangian system under consideration is the canonical spray of
a Finsler metric. We will see that the characterisation of the R-tensor and
also the requirements for an invariant R and vanishing Nijenhuis tensor will
simplify in this case. Moreover, as already said before, the further study
of the class or R-tensors discussed in section 4.5 will lead to a generalised
notion of ‘special conformal Killing tensor’.
First we will recall some definitions and properties about Finsler geometry.
5.1 Finsler spaces
Finsler geometry is a metric generalisation of Riemannian geometry. It
was in fact Riemann himself who introduced in 1854 the ‘Finsler’ metric
structure
gij =
1
2
∂2F 2
∂ui∂uj
where F is a function homogeneous of degree 1 in the velocities, called a
Finsler function. But he restricted his research to the special case that
F (q, u) =
√
aij(q)uiuj which is known as Riemannian geometry. The study
of the more general case revived in 1918 with the thesis of Finsler. In this
section we will describe some basic concepts and properties, starting with
the definition of a Finsler manifold.
Let Q be a smooth manifold. T Q denotes the tangent bundle of Q with the
zero section deleted.
Definition 23. The pair (Q,E) is said to be a Finsler manifold with energy
function E : TQ→ R if the following conditions are satisfied
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(a) For any vector v ∈ T Q: E(v) > 0 and E(0) = 0.
(b) E is of class C1 on TQ and smooth on T Q.
(c) ∆E = DV
T
E = 2E, i.e. E is homogeneous of degree 2.
(d) The 2-form ωE = dθE = ddSE on T Q is non-degenerate.
The Finsler function F we just mentioned is given by F =
√
2E. The
metric tensor field g along τ , defined as Hessian of E (g = DVDVE) is then
homogeneous of degree 0 and satisfies the Helmholtz condition
DVXg(Y,Z) = D
V
Y g(X,Z). (5.1)
Take Γ to be the Euler-Lagrange field associated to E, called the canonical
or geodesic spray of the Finsler manifold. Explicitly, we have Γ = uk ∂
∂qk
−
2Γk ∂
∂uk
where
Γk =
1
2
gik
(
ul
∂2E
∂ql∂ui
− ∂E
∂qi
)
=
1
4
gikulum
(
∂gmi
∂ql
+
∂gli
∂qm
− ∂glm
∂qi
)
.
The connection coefficients Γij = ∂Γ
i/∂uj of the associated horizontal distri-
bution are homogeneous of degree 1. Remark also that the derivations DV ,
DH correspond in this case to one of the four important Finsler connections,
namely the Berwald connection.
Recall the following properties which are always true: DVXT = X, D
V
XθE =
X g and ∇g = 0 (another Helmholtz condition). As a consequence of the
homogeneity of E, we have also that
∇T = 0, DHXT = 0, (5.2)
from which follows that∇ = DH
T
(see (3.16)). Other important consequences
of the homogeneity of E are listed below.
Lemma 7. When the Lagrangian E is homogeneous of degree 2, we have
(X and Y being arbitrary vector fields along τ)
Γ(E) = 0, dHE = 0, (5.3)
DV
T
g = 0, DVXg(T, Y ) = 0, D
H
Xg(T, Y ) = 0, (5.4)
θE = T g, ∇θE = 0, DHXθE = 0. (5.5)
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Proof. Γ is the Euler-Lagrange field of E, so
Γ
(
∂E
∂ui
)
− ∂E
∂qi
= 0. (5.6)
It follows from the homogeneity that Γ(E) = 0 and subsequently, inter-
changing the partial derivatives in the first term ([Γ, ∂
∂ui
] = −Hi + Γki ∂∂uk ),
the condition can be rewritten as Hi(E) = 0 or d
HE = 0.
g = DVDVE, so g is homogeneous of degree 0, i.e DV
T
g = 0. It then fol-
lows from (5.1) that DVXg(T, Y ) = 0. By taking the dynamical covariant
derivative ∇ of this last equation, we get
0 = ∇DVXg(T, Y ) = DHXg(T, Y )
because ∇g = 0, ∇T = 0 and [∇,DVX ] = DV∇X −DHX .
The homogeneity of E implies also that
θE =
∂E
∂ui
dqi =
∂2E
∂ui∂uk
ukdqi
or θE = T g. In view of ∇T = 0 and ∇g = 0, it then immediately follows
that ∇θE = 0 and as a consequence of DHXg(T, Y ) = 0 and DHXT = 0, we
find that DHXθE = 0.
For later use we come back in more detail to the relevance of the second
relation of (5.3) and recall the following properties.
Lemma 8. dHE = 0 is necessary and sufficient for Γ to be the Euler-
Lagrange field of E. Moreover, with g = DVDVE, this is further equivalent
to ∇g = 0.
Proof. That dHE = 0 is a necessary condition is proven in lemma 7. For
the converse: dHE = 0 implies Γ(E) = 0 since ∇ = DH
T
. With the same
argumentation as in lemma 7, we see that Hi(E) = 0 is the same as (5.6).
For the second part of the statement: if Γ is the Euler-Lagrange field of E,
then g = DVDVE obviously satisfies the Helmholtz conditions, hence in par-
ticular ∇g = 0. Conversely, with g = DVDVE, we have from homogeneity
of E that
E = 12g(T,T). (5.7)
Then, ∇g = 0 implies in the first place that 0 = ∇g(T,T) = ∇(g(T,T)) =
2Γ(E) = 0, and secondly
0 = ∇g(T, X) = ∇DVXE−DV∇XE = (DVX∇−DHX)(E) = −DHXE = −dHE(X),
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where we have used the fact that g(T, X) = θE(X) = D
V
XE.
Remark that the third Helmholtz condition
g(Φ(X), Y ) = g(X,Φ(Y ))
is in this case redundant. That this condition is automatically satisfied can
also be proven as follows. From
0 = [DHX ,D
H
Y ]E = D
V
R(X,Y )E = g(T,R(X,Y )),
we have that
g(T,R(T, X)) = g(T,Φ(X)) = 0.
Taking the derivative DVY of this equation, we find that
g(Y,Φ(X)) + g(T, (DVY Φ)X) = 0
and because dVΦ = 3R, it follows that
g(Y,Φ(X))− g(X,Φ(Y )) + 3g(T,R(Y,X)) = 0
or
g(Φ(X), Y ) = g(X,Φ(Y )).
5.2 R-tensors in the Finsler case
We are now in a position to specialise the interesting results of chapter 4
to the case of a Finslerian metric, which is the same as generalising the
results of chapter 3 from the Riemannian to the Finsler case. So, without
changing notations, it will from now on be understood that the tangent
bundle TQ has its zero section removed and that we have a Finsler metric
g. We will assume that the type (1, 1) tensor field J along τ we start from, is
homogeneous of degree zero. We then immediately recover the Riemannian
situation when ‘homogeneous of degree zero’ is specialised to ‘independent
of the velocities’ both for the metric g and the tensor J .
First we want to analyse the effect of assuming that the J we start from is
homogeneous of degree zero, i.e. DV
T
J = 0, on the tensor R defined by (4.4).
The definition of the tensor fields K and U can be found in proposition 20.
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Proposition 29. If g and J are homogeneous of degree 0, then K is homo-
geneous of degree 0 and U is homogeneous of degree 1. Moreover, we have
KθE = JθE and the defining relation of U simplifies to
g(UX, Y ) = g(T, dHJ(X,Y )) = g(T, dHK(X,Y )). (5.8)
Proof. The homogeneity properties of K and U follow from acting with
DV
T
their defining relation. Taking Y = T in the defining relation of K, we
immediately have that g(KX,T) = g(JX,T) or KθE = JθE . Finally, the
simplification in the defining relation for U immediately follows from the
fact that DHXθE = 0, so that d
H(JθE)(X,Y ) = θE(d
HJ(X,Y )).
This proposition is quite important. We have seen in subsection 4.2.1 that if
we have a type (1,1) tensor field K which satisfies (4.9), i.e. K = DV β with
β a 1-form, then β = JθE is not totally determined. So, the corresponding
tensor field U is not fixed either. Even if we assume that K has to be
homogeneous of degree 0, we can still add an arbitrary basic 1-form β0 to
β. But in proposition 29, we consider the situation that K comes from a
type (1,1) tensor field J homogeneous of degree 0. In other words, β has to
be homogeneous of degree 1. In that case, the 1-form β = JθE = KθE is
totally determined and the tensor field U is given by (5.8).
Further we remark that because of the homogeneity of K it follows from
(4.9) that
g(DVYK(X),T) = 0
and the commutator property [dV,∇] = dH leads then to the following ex-
pression for U :
g(UX, Y ) = g(T, dV∇K(X,Y )). (5.9)
We now come back to the two aspects of recursion we have studied in
chapter 4 and investigate what the homogeneity properties of the Finsler
case can do to simplify the conditions for vanishing LΓR or NR.
Theorem 18. Assume that g and J are homogeneous of degree 0. Then,
if K is symmetric and ∇K = 0, we have automatically that U = 0 and
ΦK = KΦ. In other words, the necessary and sufficient conditions for
having LΓR = 0 (see theorem 14) reduce to K = K and ∇K = 0.
Proof. We know from proposition 32 and the homogeneity that K = K
implies dV(JθE) = d
V(KθE) = 0. Since [∇, dV] = −dH, it then follows from
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the assumption ∇K = 0 and the property ∇θE = 0 that also dH(KθE) =
dH(JθE) = 0, whence U = 0.
Showing that Φ will commute with K goes similar as in the proof of propo-
sition 17. The property (4.19), which roughly expresses that K comes from
a J , plus (4.20), ensure for a symmetric K that Kij is a Hessian of some
function, and we can actually determine such a function in the Finsler case.
Indeed, from the symmetry of K and the homogeneity, we have that
∂(J ljplu
j)
∂uk
= J lkpl + u
j
∂J ljpl
∂uk
= J lkpl + u
j ∂J
l
kpl
∂uj
= 2J lkpl,
so that Kij is the Hessian of the function
K := 12J ljpluj = 12K ljpluj or in intrinsic terms K = 12(KθE)(T). (5.10)
Further we have that K is a first integral as a consequence of ∇T = 0,
∇θE = 0 and ∇K = 0. Moreover, the above computation expresses that
dVK = KθE and thus
0 = ∇dVK = dV∇K − dHK = −dHK.
But in the case of a spray, dHK = 0 is necessary and sufficient for K to be a
Lagrangian for the system (see (3.21)). Hence Φ is symmetric with respect
to its Hessian K. Since Φ and K are symmetric with respect to g, it follows
from KmiΦ
m
j = KmjΦ
m
i that
gisK
s
mΦ
m
j = gmsK
s
iΦ
m
j = gmsK
s
jΦ
m
i = gmiK
s
jΦ
m
s .
Multiplying this with gir, we find that KrmΦ
m
j = K
s
jΦ
r
s, i.e. the type (1,1)
tensor K commutes with Φ.
The conditions for vanishing Nijenhuis torsion also simplify in the Finsler
case.
Theorem 19. If g and J are homogeneous of degree 0, we have NR = 0 if
and only if the coefficients Aijk and B
i
kj (see (4.37) and (4.38)) vanish, or
equivalently
N V
K
= 0 and
NHK (X,Y ) + DVUXK(Y )−DVUYK(X) = 0.
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Proof. We go back to the equivalent calculation of N eJ on T
∗Q, know-
ing that by homogeneity: J ljpl = K
l
jpl and pi∂K
i
j/∂pk = 0. Multiplying
condition (4.38) by pi, we thus get:
K lk
∂(Kijpi)
∂ql
−K lj
∂(Kikpi)
∂ql
+Kilpi
∂Mjk
∂pl
= 0.
Taking a further derivative with respect to qm, followed by a cyclic sum over
the free indices, it follows that
0 =
∑
j,k,m
[
∂K lk
∂qm
(
∂(Kijpi)
∂ql
− ∂(K
i
lpi)
∂qj
)
− ∂K
l
j
∂qm
(
∂(Kikpi)
∂ql
− ∂(K
i
lpi)
∂qk
)
+K lk
(
∂2(Kijpi)
∂ql∂qm
− ∂
2(Kimpi)
∂ql∂qj
)]
=
∑
j,k,m
[
∂K lk
∂qm
Mlj −
∂K lj
∂qm
Mlk +K
l
k
∂Mmj
∂ql
]
=
∑
j,k,m
[
K lk
∂Mmj
∂ql
+Mkl
∂Mmj
∂pl
]
where we use the properties (4.36). So, the third condition in theorem 16,
in the Finsler case, is automatically satisfied in view of the second.
5.3 Generalisation of the SCK condition
We now look at the case that ddRE = α ∧ dE with α a 1-form on TQ. As
seen in section 4.5 (where E = Eℓ), this implies the following relation
LΓR = α⊗ Γ− dE ⊗ ξα (5.11)
Put α = α1
H+α2
V , where α1 and α2 are two 1-forms along τ ; in coordinates:
α = α1idq
i + α2iη
i. Similarly, ξα can be written as A1
V +A2
H with A1 and
A2 vector fields along τ . Hence A1 is defined by
ω(ξα, Z
H) = ω(A1
V , ZH) = g(A1, Z) = −α(ZH) = −α1(Z) or A1 g = −α1.
In coordinates this means
A1 = −gikα1k ∂
∂qi
.
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In the same way we find that
A2 g = α2 or in coordinates A2 = g
ikα2k
∂
∂qi
Now, using the decomposition of LΓR as established in theorem 14, we arrive
at the following results.
Theorem 20. If (Q,E) is a Finsler manifold and Γ is the canonical spray,
then LΓR = α⊗ Γ −dE ⊗ ξα for some 1-form α on TQ, if and only if the
following conditions are satisfied
K −K = α2 ⊗T− θE ⊗A2, (5.12)
∇K = 1
2
[(α1 +∇α2)⊗T− θE ⊗ (A1 +∇A2)] , (5.13)
U =
1
2
[(∇α2 − α1)⊗T− θE ⊗ (A1 +∇A2)] , (5.14)
[Φ,K] = −1
2
[
(∇2α2 −∇α1)⊗T− θE ⊗ (∇A1 +∇2A2)
]
−Φ(α2)⊗T. (5.15)
Proof. This proof is similar to the proof of theorem 13. If we evaluate
the right-hand side of (5.11) on a vertical lift of a vector field X, we get
α2(X)Γ− dVE(X)ξα. Since Γ = TH and ξα = A1V +A2H this results in
LΓR(XV ) = (α2 ⊗T− dVE ⊗A2)(X)H − (dVE ⊗A1)(X)V .
Comparing this with (4.24), we find the following conditions:
K −K = α2 ⊗T− dVE ⊗A2 (5.16)
∇K + U = −dVE ⊗A1 (5.17)
The first relation is the required condition (5.12) and we use this in (5.17)
to get that
∇K + U = ∇α2 ⊗T− dVE ⊗ (A1 +∇A2). (5.18)
For the evaluation of (5.11) on a vector field XH , we work in the same way
and find that
LΓR(XH) = (α1 ⊗T)(X)H
because dHE = 0 and Γ = TH . Comparison with (4.25) reveals the require-
ments
∇K − U = α1 ⊗T (5.19)
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and
Φ ◦K −K ◦ Φ+∇U = 0. (5.20)
Bringing the expressions (5.19) and (5.18) together, gives us immediately
relations (5.13) and (5.14). Further we have that
∇U = 1
2
[
(∇2α2 −∇α1)⊗T− dVE ⊗ (∇A1 +∇2A2)
]
which leads together with (5.20) and (5.16) to condition (5.15) because
Φ(T) = 0.
Note that, if K is homogeneous of degree 0, it follows from (5.19) that α1
has to be homogeneous of degree 0. From (5.13) we get then that ∇α2 is
also homogeneous of degree 0. Now, we take the trace of expression (5.13).
Because θE(A1) = −α1(T) and θE(∇A2) = ∇(θE(A2)) = ∇α2(T), one
obtains that
α1(T) = ∇trK. (5.21)
Note further that condition (5.12) in fact says that K is symmetric if and
only if θE⊗α2 is symmetric. Since Φjs(∂E/∂uj) = Φjsgjmum = Φjmumgis = 0,
we have that if K = K, the conditions (5.13), (5.14) and (5.15) become
∇K = 1
2
[α1 ⊗T− θE ⊗A1] , (5.22)
U = −1
2
[α1 ⊗T+ θE ⊗A1] , (5.23)
[Φ,K] =
1
2
[∇α1 ⊗T+ θE ⊗∇A1] . (5.24)
In coordinates the first one is given by
∇Kmi = 1
2
uk [gmkα1i + gikα1m]
which has the same form as the special conformal Killing tensor condition
(3.68) and also reduces to it in case of a Riemannian metric and basic tensor
J .
Remark that in the Riemannian case, the conditions (5.14) and (5.15) were
satisfied automatically. This will not be the case here. But the fact that
J is homogeneous of degree 0, will lead to some simplifications. The first
simplification, about the condition on U , is quite easy to find.
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Proposition 30. Suppose that J is homogeneous of degree 0 and K satisfies
condition (5.13). Then
U =
1
2
[(∇α2 − α1)⊗T− θE ⊗ (A1 +∇A2)]
if and only if
∇α2(Y ) = DVY α1(T) (5.25)
Proof. Since dVT = 1 and (dV)2 = 0, we have that
dV∇K =
1
2
[(dVα1 + d
V∇α2)⊗T− (α1 +∇α2) ∧ 1 + dVE ∧ (dVA1 + dV∇A2)] .
Putting this in expression (5.9), we get that U is given by (5.14) if and only
if
0 = g(T,T)(DVXα1(Y ) + D
V
X∇α2(Y )−DVY α1(X)−DVY∇α2(X))
+g(X,T)(2∇α2(Y )−DVY α1(T) + DVY∇α2(T))
−g(Y,T)(2∇α2(X)−DVXα1(T) + DVX∇α2(T)). (5.26)
In this condition we set X = T and find
g(T,T)(−DVY α1(T) +∇α2(Y )) = g(Y,T)∇α2(T)
because α1 and ∇α2 are homogeneous of degree 0. Taking DVX of this equa-
tion we get
0 = g(T,T)(DVXα1(Y ) + D
V
X∇α2(Y )−DVY α1(X)−DVY∇α2(X))
+g(X,T)(3∇α2(Y )− 2DVY α1(T) + DVY∇α2(T))
−g(Y,T)(3∇α2(X)− 2DVXα1(T) + DVX∇α2(T)).
Comparison with (5.26) implies that (5.25) is a necessary condition. It is
also easy to see that (5.25) is sufficient.
Remark that condition (5.25) implies that ∇α2(T) has to vanish. Fur-
thermore, if we assume that K is symmetric, it follows from (5.12) that
∇α2(T)T = 2E∇A2. So ∇α2(T) = 0 implies that ∇A2 = 0, from which
follows that ∇α2 = 0. Inserting this in condition (5.25), we find that
DVXα1(T) = 0. Taking D
V
Y of this equation, we obtain the following re-
lation
dVα1 = 0.
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So, if K is symmetric, condition (5.14) is equivalent to dVα1 = 0.
The homogeneity of J simplifies also the condition on the commutator of K
and Φ. But this is a lot more complicated to proof.
Proposition 31. Suppose that K is homogeneous of degree 0, satisfies
(5.12) and (5.13) and ∇α2(Y ) = DVY α1(T). Then
[Φ,K] = −1
2
[
(∇2α2 −∇α1)⊗T− θE ⊗ (∇A1 +∇2A2)
]− Φ(α2)⊗T
(5.27)
if and only if
∇α1(Y ) = α2(Φ(Y )) + DHY α1(T). (5.28)
Proof. From g(DVYK(X),T) = 0 follows that
g(DHYK(X),T) = g(D
V
Y∇K(X),T)
because ∇g = 0, ∇T = 0 and [∇,DVY ] = DV∇Y −DHY . Taking the dynamical
covariant derivative of this expression and using the commutator properties
[∇,DHY ] = DH∇Y +DVR(T,Y ) + µRie(T,Y ) and [∇,DVY ] = DV∇Y −DHY we get
g(DHY∇K(X) + DVR(T,Y )K(X) + µRie(T,Y )K(X),T)
= g(DVY∇2K(X)−DHY∇K(X),T).
The second term vanishes because of (4.9), so this becomes
g(µRie(T,Y )K(X),T) = g(D
V
Y∇2K(X)− 2DHY∇K(X),T). (5.29)
We will evaluate both sides of this equality now separately. The left hand
side, using the techniques for the calculation of µRie(T,y)K similar to what
we did in the proof of theorem 13, can be written in the first place as
g(µRie(T,Y )K(X),T) =
−g(DVKXΦ(Y )−R(KX,Y ) +KDVXΦ(Y )−KR(X,Y ),T).
Taking into account that dVΦ = 3R, Φ(T) = 0 and Φ = Φ we subsequently
find
g(µRie(T,Y )K(X),T) =
1
3
[
3g(KΦ(Y ), X)− 2g(KΦ(Y ), X)− g(ΦK(Y ), X) + 2DVX(g(T,KΦ(Y )))
−2g(T,KΦ(DVXY )) + DVY (g(T,KΦ(X)))− g(T,KΦ(DVYX))] .
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And since K = K−α2⊗T+dVE⊗A2, by assumption, this finally becomes
g(µRie(T,Y )K(X),T) = (5.30)
1
3
[g([K,Φ](Y ), X)− g(X,T)α2(Φ(Y ))
−g(Y,T)α2(Φ(X)) + 2DVX(g(T,KΦ(Y )))− 2g(T,KΦ(DVXY ))
+DVY (g(T,KΦ(X)))− g(T,KΦ(DVYX))]
where we now see the commutator [Φ,K] appear.
Using (5.13), the right hand side of equation (5.29) becomes
2g(DVY∇2K(X),T)− 4g(DHY∇K(X),T) = (5.31)
g(X,Y )[∇α1(T)−∇2α2(T)] + g(Y,T)
[∇α1(X) +∇2α2(X)]
+g(X,T)
[
DVY∇α1(T)− 2DHY α1(T)−DVY∇2α2(T) + 2DHY∇α2(T)
]
+g(T,T)
[
DVY∇α1(X) + DVY∇2α2(X)− 2DHY α1(X)− 2DHY∇α2(X)
]
.
So, the equality (5.29) at this point has been replaced by the relation which
arises form equating the right hand side of (5.30) and (5.31). We next further
simplify this relation as follows. First we evaluate it for X = T, taking into
account that Φ is homogeneous of degree 2. We obtain
2g(T,KΦ(Y ))
= g(Y,T)∇α1(T) + g(T,T)(DVY∇α1(T)− 2DHY α1(T) + α2(Φ(Y ))).
Now use this expression to simplify a number of terms in the relation under
consideration. Then it can readily be seen that the condition (5.27) about
the commutator [φ,K] is equivalent to
0 =
1
2
g(X,Y )∇2α2(T) + 1
6
g(X,T)
[
2DVY∇α1(T) + 3DVY∇2α2(T)
−2DHY α1(T)− 6DHY∇α2(T) +∇2α2(Y )
]
+
2
3
g(Y,T)
[
DVX∇α2(T)−DHXα1(T)−∇2α2(X)
]
+
1
6
g(T,T)
[
3(DVXD
V
Y −DVDV
X
Y
)∇α1(T)−DVY∇α1(X)
−4(DVXDHY −DHDV
X
Y
)α1(T) + 2D
H
Y α1(X) + D
V
X∇α1(Y )
−2(DVYDHX −DHDV
Y
X
)α1(T)− 2DHXα1(Y ) + 6DHY∇α2(X)
−3DVY∇2α2(X) + 2DVXα2(Φ(Y )) + 2α2(DVXΦ(Y )) + DVY α2(Φ(X))
+α2(D
V
Y Φ(X))] . (5.32)
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At last we can make use of some further simplifications which follow from
the result of the preceding proposition. Indeed, from ∇α2(Y ) = DVY α1(T)
it follows that
* ∇2α2(T) = 0
* ∇2α2(Y ) = DVY∇α1(T)−DHY α1(T)
* DVX∇2α2(Y ) = (DVXDVY − DVDV
X
Y
)∇α1(T) − (DVXDHY − DHDV
X
Y
)α1(T)
+DVY∇α1(X)−DHY α1(X)
* DHX∇α2(Y ) = (DHXDVY −DVDH
X
Y
)α1(T) = (D
V
YD
H
X −DHDV
Y
X
)α1(T).
So condition (5.32) becomes
0 = 3(DVXD
V
Y −DVDV
X
Y
)∇α1(T) + DVY∇α1(X)−DVX∇α1(Y )
+2DVXα2(Φ(Y )) + 2α2(D
V
XΦ(Y ))− 2DVX∇2α2(Y )
+DVY α2(Φ(X)) + α2(D
V
Y Φ(X))−DVY∇2α2(X).
Putting X = T, we get
0 = DVY∇α1(T)−∇α1(Y ) + α2(Φ(Y ))−∇2α2(Y )
⇓
∇α1(Y ) = α2(Φ(Y )) + DHY α1(T).
Now we just have to prove that (5.28) is also a sufficient condition. Therefore
we take DVX of (5.28) and we get
DVX∇α1(Y )
= (DVXD
H
Y −DHDV
X
Y
)α1(T) + D
H
Y α1(X) + D
V
Xα2(Φ(Y )) + α2(D
V
XΦ(Y ))
= (DVXD
V
Y −DVDV
X
Y
)∇α1(T) + DVY∇α1(X)−DVX∇2α2(Y )
+DVXα2(Φ(Y )) + α2(D
V
XΦ(Y ))
and if we compare this with (5.32), it is immediately clear that (5.28) is also
sufficient.
Now, we will look at the interesting special situation that α = df = (dVf)V +
(dHf)H . In that case, condition (5.25) is automatically satisfied. Indeed, we
have
∇α2(Y ) = ∇dVf(Y ) = (dV∇f − dHf)(Y ) = (dV(dHf(T))− dHf)(Y )
= DVY d
Hf(T) = DVY α1(T).
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Also condition (5.28) is automatically satisfied, namely
∇α1(Y ) = ∇DHY f −DH∇Y f = DHY∇f +DVΦ(Y )f) = DHY α1(T) + α2(Φ(Y )).
Note further that since ∇(trK) = ∇α1(T) = ∇f , the function f is the
trace of the tensor K (to within a first integral). If we assume that K is
symmetric, then follows from (5.12) that dVf has to be zero, in other words:
the trace of K has to be basic.
5.4 A recursive scheme of first integrals
We start from an arbitrary symmetric tensor field K which satisfies the
fundamental relation (5.22). So, we leave for a while the path of R-tensors
and we do not assume that K comes from a tensor J or is homogeneous.
Observe now that
∇(g(T,KT)) = g(T,∇K(T)) = 12g(T, α1(T)T− 2E A1),
= α1(T)E − E g(T, A1) = 2E α1(T) = 2E∇trK.
We know of course that E is a first integral of the geodesic spray Γ, and the
above calculation now reveals that also 12g(T,KT)−EtrK is a first integral.
In fact, we will show that there exists a whole hierarchy of (non-quadratic)
first integrals.
Let us first define the functions
km =
1
2
g(T,KmT) (5.33)
and
am =
1
m
trKm (5.34)
for m = 1, 2, ..., and put k0 = E.
Lemma 9. Under the assumption (5.22), we have for m ≥ 1 that
∇am = α1(KmT), (5.35)
∇km =
m∑
i=1
(∇ai) km−i. (5.36)
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Proof. From (5.22) it follows, for example, that
∇K2 = K ◦∇K+∇K ◦K = 1
2
(Kα1⊗T+α1⊗KT−KθE⊗A1−θE⊗KA1)
and it can be shown by induction that
∇Km+1 = 12
m∑
i=0
(Kiα1 ⊗Km−iT−KiθE ⊗Km−iA1).
Taking a trace, (5.35) immediately follows. Moreover, since ∇g = 0 and
∇T = 0, we have
∇km = 12g(T,∇Km(T)).
A direct computation, using the formula for ∇Km just derived, leads to
(5.36).
We next introduce auxiliary functions φk, defined recursively by the follow-
ing scheme
φ1 = 0, φk =
1
2
k−1∑
i=1
aiak−i − 1
k
k−1∑
i=2
(k − i)φiak−i, k ≥ 2. (5.37)
The dynamical covariant derivative of such a function φj is computed in the
next lemma.
Lemma 10. ∇φj =
∑j−1
l=1 al∇aj−l −
∑j−1
l=2 φl∇aj−l, j ≥ 2.
Proof. We have φ2 =
1
2a
2
1 and ∇φ2 = a1∇a1 so that the property is true
for j = 2. Assume it is valid for all j up to k− 1 and now act with ∇ on φk
as defined by (5.37). We get
∇φk =
k−1∑
i=1
ai∇ak−i − 1
k
k−1∑
i=2
(k − i)φi∇ak−i
− 1
k
k−1∑
i=2
(k − i)ak−i
i−1∑
l=1
al∇ai−l + 1
k
k−1∑
i=2
(k − i)ak−i
i−1∑
l=2
φl∇ai−l.
In order to collect coefficients of ∇aj , we put j = k− i in the second term on
the right and j = i− l in the last two terms (and adjust the summations).
∇φk =
k−1∑
i=1
ai∇ak−i − 1
k
k−2∑
j=1
jφk−j∇aj
− 1
k
k−1∑
i=2
(k − i)ak−i
i−1∑
j=1
ai−j∇aj + 1
k
k−1∑
i=2
(k − i)ak−i
i−2∑
j=1
φi−j∇aj .
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We subsequently interchange the two summations in those last two terms
and split off one term to have the common upper bound k − 3 for j. The
result reads
∇φk =
k−1∑
i=1
ai∇ak−i − 1
k
k−2∑
j=1
j φk−j∇aj − 1
k
a21∇ak−2
− 1
k
k−3∑
j=1
∇aj
 k−1∑
i=j+1
(k − i)ak−iai−j −
k−1∑
i=j+2
(k − i)ak−iφi−j
 .
In the terms between brackets, we now change i − j to l. We also split of
the term for j = k − 3 in the second summation of the equation. Because
φ2 =
1
2a
2
1, we get
∇φk =
k−1∑
i=1
ai∇ak−i − 1
k
k−3∑
j=1
j φk−j∇aj − φ2∇ak−2 (5.38)
−1
k
k−3∑
j=1
∇aj
(
k−j−1∑
l=1
(k − j − l)ak−j−l al −
k−j−1∑
l=2
(k − j − l)ak−j−l φl
)
.
Now we use the definition of φk (see (5.37)) to replace the terms between
the brackets. The second summation of equation (5.38) will cancel out a
part of it.
∇φk =
k−1∑
i=1
ai∇ak−i − φ2∇ak−2
−1
k
k−3∑
j=1
∇aj
(
kφk−j +
k−j−1∑
l=1
(
k − j
2
− l)ak−j−l al
)
.
The second term between the brackets is zero. Indeed,
k−j−1∑
l=1
(
k − j
2
− l)ak−j−l al =
k−j−1∑
l=1
ak−j−l al
(
k − j − l
2
+
l
2
− l
)
= 0.
We get
∇φk =
k−1∑
i=1
ai∇ak−i −
k−2∑
j=1
φk−j∇aj =
k−1∑
i=1
ai∇ak−i −
k−1∑
i=2
φi∇ak−i.
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Consider now the functions hm defined by h0 = E and
hm = km +
m∑
i=1
ρi km−i, with ρk = φk − ak, m ≥ 1. (5.39)
There is also an alternative way to defines these functions, namely as
hm = km −
m∑
i=1
ci hm−i, with ck = ak + ψk, m ≥ 1 (5.40)
where
ψ1 = 0, ψk =
1
2
k−1∑
i=1
aiak−i +
1
k
k−1∑
i=2
(k − i)ψiak−i, k ≥ 2. (5.41)
Note that we have already seen that h0 = E and h1 =
1
2g(T,KT) − EtrK
are first integrals. The point is now that all the functions hm we have just
defined, are first integrals.
Theorem 21. Let K be a non-singular type (1, 1) tensor, symmetric with
respect to a Finsler metric g = DVDVE. Assume that K satisfies the require-
ment (5.22), then the functions hm (5.39) are first integrals of the geodesic
spray of g for all m.
Proof. From lemma 9 we have, using also ∇k0 = 0,
∇hm =
m∑
i=1
(∇φi)km−i +
m−1∑
i=1
ρi
m−i∑
j=1
(∇aj)km−i−j .
Putting k = i+ j in the second term and interchanging the double summa-
tion, this becomes
∇hm =
m∑
i=1
(∇φi)km−i +
m−1∑
i=1
m∑
l=i+1
(∇al−i)km−l
=
m∑
l=2
(
(∇φl) +
l−1∑
i=1
ρi(∇al−i)
)
km−l + (∇φ1)km−1.
This is clearly zero in view of φ1 = 0 and lemma 10.
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Remark that the functions ρk are in fact the coefficients of the polynomial
det(zI −K) = zn+ ρ1zn−1+ ...+ ρn (ρ1 = −trK, ρ2 = 12(tr(K)2− (trK2)),
..., ρn = (−1)n detK). Note further that the first integrals hm are of the
form 12g(T, B(m)T) where B(m) is a type (1,1) tensor field given by
B(m) = K
m +
m∑
i=1
ρiK
m−i = ρmI +KB(m−1)
with B(0) = I. There is also a link between these tensors B(m) and the
cofactor tensor of K + sI. Indeed, if K satisfies (5.22), then so will K + sI.
This implies that g(AK+sIT,T) with AK+sI =
∑n
m=1A(m)s
m−1 the cofactor
tensor of K+ sI, is a first integral. Equating the coefficients of the different
powers of s in the defining relation:
(K+sI)AK+sI = det(K+sI)I = (s
n−ρ1sn−1+...+(−1)mρmsn−m+(−1)nρn)I,
we find that
KA(m+1) +A(m) = (−1)n−mρn−mI with A(n) = I
or
(−1)mA(n−m) = ρmI +K(−1)m−1A(n−m+1) with A(n) = I.
So, B(m) = (−1)mA(n−m) for m = 1, ..., n. A(1) is the cofactor A =
K−1 detK of K and we have just shown that g(AT,T) is a first integral.
We can also proof this in another way. Namely, for a symmetric tensor K
which satisfies (5.22), we have that
tr(K−1∇K) = 1
2
(α1(K
−1T)− g(T,K−1A1T))
= α1(K
−1T) (5.42)
So, we find that
g(∇A(T),T)
= detK
(
tr(K−1∇K)g(K−1T,T)− g(∇K(K−1T),K−1T))
= (detK)g(K−1T,T)
(
tr(K−1∇K)− α1(K−1T)
)
= 0
where we made use of the general property
D(log detM) = tr(M−1DM) (5.43)
which hold for any matrix M and differentiation operator D.
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Remark further that A(1) = A is equal to (−1)n−1B(n−1). So,
B(n) = ρnI +KB(n−1) = (−1)n(detK)I + (−1)n−1KA = 0.
Finally, we come back to the case that the tensorK is related to an R-tensor.
So, we consider now a symmetric type (1,1) tensor field K homogeneous of
degree 0 which satisfies the conditions (4.9). We also assume that NVK = 0
(which is needed for NR to vanish). As shown above we have a whole hier-
archy of first integrals hm. But in this situation we can also find a recursive
formula for the functions km (5.33) which define these first integrals.
The assumption NVK = 0 implies that (d
V, dVK) forms a bi-differential calculus.
Indeed, it implies that also N VK = 0 which is equivalent to dVK2 = 0. Further
we have that dV2 = 0 and dVdVK+ d
V
Kd
V = 0. So, if there exist a function
χ(0) satisfying dVdVKχ
(0) = 0, we know that there is a sequence of functions
determined by
dVχ(i+1) = dVKχ
(i).
In the following proposition we will show that this rule is true for χ(i) = ki.
Proposition 32. Suppose that K is a symmetric type (1,1) tensor field,
homogeneous of degree 0. Under the assumptions (4.9) and NVK = 0, we
have that dV(KθE) = 0 or equivalently that k0 = E satisfies the equation
dVdVKk0 = 0. Moreover, we have
dV km = d
V
Kkm−1, where km =
1
2g(T,K
mT).
Proof. We have
dV(KθE)(X,Y )
= DVXK(θE)(Y )−DVYK(θE)(X) +K(DVXθE)(Y )−K(DVY θE)(X),
= g(T,DVXK(Y ))− g(T,DVYK(X)) = 0,
in view of (4.9) and the homogeneity of K. Since θE = d
VE, this is the
same as saying that dVdVKE = 0.
For the second part, we proceed by induction:
dV km(X) =
1
2D
V
X (g(T,K
mT)) = g(KmX,T) + 12g(T,D
V
XK
m(T)),
= g(KmX,T) + 12g(KT,D
V
XK
m−1(T)),
= g(KmX,T) + 12g(X,D
V
KTK
m−1(T)).
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Now NVK = 0 implies that D
V
KTK = K ◦ DVTK = 0 and then DVKTKm = 0
by induction. Hence,
dV km(X) = K
mθE(X) = K
m−1θE(KX) = d
V km−1(KX) = d
V
Kkm−1(X),
which gives the desired recursion.
Remark that if NVK = 0, we also have for the functions am that
dVam = d
V
Kam−1.
Chapter 6
Projective equivalence of Finsler metrics
As we have seen in section 2.6, special conformal Killing tensors play a
distinctive role in the study of projectively equivalent Riemannian metrics.
It is therefore interesting to investigate whether the generalised notion of
such tensors which we have encountered in the preceding chapter, could
also be related to projective equivalence of geodesics of some kind. Most of
our attention in this chapter will go to projective equivalence of geodesics
associated to Finsler metrics. But it is perhaps a good question to ask
under what circumstances one can talk about a notion of geodesics in the
first place.
In a paper on the inverse problem of the calculus of variations for Finsler
structures, Krupka and Sattarov [25] have introduced a concept of geodesics
in a more general context than that of linear connections or more specifically
Riemannian or Finsler metrics. Briefly, what they discussed is the following.
Consider the fibre bundle ΓQ of linear connections on a manifold Q, whose
typical fibre has coordinates, γijk say, which transform in the appropriate
way. What they call a ‘connection on TQ’ then is a morphism D : TQ→ ΓQ
over the identity on Q. It is claimed that there is an associated covariant
derivative operator which, for example on morphisms g : TQ → T 02 Q over
idQ, is defined by the coordinate formula
gij;k =
∂gij
∂qk
− ∂gij
∂q˙s
γsrkq˙
r − gimγmjk − gjmγmik . (6.1)
A geodesic of such a connection is said to be a curve in Q which satisfies the
differential equations
q˙k + γkij(q, q˙)q˙
iq˙j = 0. (6.2)
It is clear that the kind of metric tensor fields g one is talking about here
are metrics along the tangent bundle projection τ : TQ → Q and that the
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connection under consideration would better be called ‘connection along the
tangent bundle projection’ as well.
We take the opportunity to make an excursion into this field in the next sec-
tion, with the specific purpose of justifying the constructions just mentioned
by a more coordinate free approach.
6.1 Linear connection along the tangent bundle projection
Let ΓQ→ Q be the fibre bundle of linear connections on Q and consider a
map D : TQ→ ΓQ which makes the following diagram commutative:
ΓQ

TQ
D
==
{{{{{{{{
τ
// Q
We have two principal objectives now: (i) show how one can come from such
a D, in an intrinsic way, to a notion of covariant derivative which justifies
(6.1); (ii) develop at the same time a parallel transport along curves in Q,
which generalises the usual constructions for a linear connection, and leads
to the equations (6.2) as ‘geodesic equations’.
The fibre of ΓQ at a point m ∈ Q consist of maps Dm : TmQ×Xm → TmQ,
where Xm denotes the module of vector fields on Q defined in a neighbour-
hood of m, with properties (omitting the subscript m in the notation)
DλvmY = λDvmY, λ ∈ IR
Dvm(fY ) = f(m)DvmY + vm(f)(m)Y (m), f ∈ C∞(Q)
plus linearity with respect to the sum in both arguments. It follows for
the map D : TQ → ΓQ under consideration, that D(wm) is a map from
TmQ × Xm to TmQ of this kind, which is determined by locally defined
functions γkij on TQ, such that
D(wm) ∂
∂qi
˛˛
˛
m
∂
∂qj
= γkij(wm)
∂
∂qk
∣∣∣∣
m
. (6.3)
These pointwise properties can be extended in a natural way. Consider a
map
D : X (τ)×X (Q)→ X (τ),
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defined for all X ∈ X (τ), Y ∈ X (Q) by
(DXY )(wm) = D(wm)XwmY, (6.4)
which will have the properties
DFXY = FDXY, ∀F ∈ C∞(TQ)
DX(fY ) = fDXY +X(f)Y, ∀f ∈ C∞(Q),
where Y ∈ X (Q) is regarded as element of X (τ) in the right-hand side of
the second relation. We have of course also the linearity properties:
DX1+X2Y = DX1Y +DX2Y, DX(Y1 + Y2) = DXY1 +DXY2.
Conversely, every operator D : X (τ) × X (Q) → X (τ) with the above four
properties determines a linear connection along τ , in the sense of the com-
mutative diagram we started from. Indeed, the value of DXY at any point
wm ∈ TmQ depends in the argument X only on the value of X at wm. This
can be shown by using a standard argument with a bump function on TQ
which is zero outside a neighbourhood of wm. As a result, it makes sense to
put
D(wm)vmY = (DXY )(wm),
where X is any vector field along τ such that Xwm = vm. It then easily
follows that D(wm) is a map which has all the properties for belonging to
the fibre of ΓQ at m.
It is not yet clear how the operator D : X (τ) × X (Q) → X (τ) could be
extended to a covariant derivation for arbitrary tensor fields along τ , because
the second argument is restricted to vector fields on Q so far. A suitable
notion of horizontal lift will help us around this difficulty.
Let σ : t 7→ qi(t) be a curve in Q and consider a vector field along σ, i.e.
a curve η : t 7→ (qi(t), ηi(t)) in TQ which projects into σ. We can now
construct another vector field Dσ˙η along σ, defined for each value of t by
(Dσ˙η)(t) = D(η(t))σ˙(t)Y,
where Y is any vector field on Q such that Y (σ(t)) = η(t) in some open
neighbourhood. In coordinates, we have
Dσ˙η(t) =
(
η˙k(t) + γkij(η(t))q˙
i(t)ηj(t)
) ∂
∂qk
∣∣∣∣
σ(t)
,
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where t 7→ (qi(t), q˙i(t)) is the coordinate representation of the curve σ˙ in
TQ and η˙k stands for
η˙k(t) =
∂Y k
∂qi
(q(t))q˙i(t).
It is now possible to associate a concept of parallel transport along σ to
D. If Dσ˙η(t) = 0 for all t, then η is called parallel along σ. Alternatively,
we say that η is a horizontal lift σh of σ, determined by the given linear
connection along τ . As in the standard theory, it follows from the existence
and uniqueness of solutions of first order ODEs, that for a given curve σ
in Q and an arbitrary point v in the fibre of σ(t0) say, there is an unique
horizontal curve σh passing through v and projecting onto σ. The differential
equations to be solved for the ηi(t) are of course non-linear here.
We can now properly define geodesics of a given linear connection along τ ,
as being curves γ in Q which satisfy
Dγ˙ γ˙ = 0. (6.5)
It is clear that these are indeed curves t 7→ qi(t) which are solutions of the
second order differential equations (6.2).
If X is a vector field on Q, we define its horizontal lift Xh as being the vector
field on TQ which projects onto X and is further being determined by the
requirement that its integral curves are horizontal lifts of integral curves of
X. It follows from what precedes that Xh has a coordinate appearance of
the form
Xh = Xk(q)
∂
∂qk
− γkij(q, u)Xi(q)uj
∂
∂uk
. (6.6)
The horizontal lift can be extended to an operator from X (τ) to X (TQ) by
imposing C∞(TQ)-linearity. This brings us in the position to extend the
domain of the operator D even further, namely to an operator
D : X (τ)×X (τ)→ X (τ).
Indeed, since the module X (τ) is finitely generated over C∞(TQ) by X (Q),
it suffices to put
DX(FY ) = FDXY +X
h(F )Y for Y ∈ X (Q) and F ∈ C∞(TQ).
It is then natural to define the action of DX on functions, simply by
DXF = X
h(F.)
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Having done that, DX immediately extends to 1-forms along τ by duality,
and subsequently to tensor fields along τ of arbitrary covariant and con-
travariant order. In particular, we will have for g ∈ T 02 (τ), that DXg is
defined by
(DXg)(Y,Z) = X
h(g(Y,Z))− g(DXY,Z)− g(Y,DXZ).
This justifies the covariant derivative formula (6.1), which was put forward
in [25].
For the rest of this section, Γ will denote the SODE field of the geodesic
equations (6.2). It is interesting to observe that
Th = Γ and DTT = 0. (6.7)
There are a number of other interesting features which may be worth a
deeper investigation in the future. A striking point, for example, is that
the standard SODE-connection, associated to Γ, is not the connection D
we started from. To simplify this discussion a bit, since only the symmetric
components of the γkij play a role for the geodesics (6.2), let us assume that
γkij = γ
k
ji.
The connection coefficients of the non-linear SODE-connection associated
to Γ the are given by
Γki = γ
k
iju
j +
1
2
∂γklm
∂ui
ulum. (6.8)
In particular, Γkij =
∂Γki
∂uj
is different from γkij . We have a different lift operator
also,
X 7→ XH = Xi( ∂
∂qi
− Γki
∂
∂uk
) 6= Xh,
and TH is not, in general, equal to Γ. Furthermore, both DH
T
and the
dynamical covariant derivative ∇, which plays such an important role in
many of our considerations, are not the same as the operator DT. As a
matter of fact we have
DH
T
∂
∂qi
= ujΓkij
∂
∂qk
and ∇ ∂
∂qi
= Γki
∂
∂qk
while DT
∂
∂qi
= ujγkji
∂
∂qk
.
In general DH
T
T and ∇T are not zero.
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Have we now seen the most general situation in which it is justified to call
second-order equations geodesic equations? It should be said that Martinez
has discussed in detail in his thesis [35] how one can introduce a notion of
parallel transport also for arbitrary second-order equations. The problem
there, however, (which is somewhat related to the remarks just made) is
that when curves whose tangents are parallel, are called geodesics again,
one ends up with geodesics equations which are different from the equations
one started from. In fact, they are the equations associated to the second-
order equation field TH which is commonly called the ‘associated semispray’
(see for example [13]). It is well known thatTH does coincide with the SODE
one starts from, in the special case of a spray, i.e. a second-order differential
equation field on T Q which is homogeneous of degree 2. So, let us now
come to the particular case of a spray, as seen within the context of linear
connections along τ discussed in this section.
Going back to the commutative diagram of the beginning of this section,
we now restrict the domain of D to the slit tangent bundle T Q and assume
that the map D : T Q→ ΓQ has the homogeneity property
D(λwm) = λD(wm) λ ∈ IR(6= 0).
This implies that the connection coefficients γkij which we assume to be
symmetric, are homogeneous functions of degree zero of the velocity coor-
dinates. Hence, the geodesic equations (6.2) have ‘force-terms’ which are
homogeneous of degree 2 and thus construct a spray. Conversely, let Γ be a
spray, for which the conventional coordinate representation is:
Γ = ui
∂
∂qi
− 2Γi ∂
∂ui
, (6.9)
with coefficients Γi which are homogeneous of degree 2. We thus have
∂Γi
∂uk
uk = 2Γi, and also
∂2Γi
∂uk∂ul
ukul = 2Γi. (6.10)
To fit this within the frame work of linear connections along τ , it suffices to
define connection coefficients γkij for such connection. Since the coefficients
∂2Γi
∂uk∂ul
transform in the appropriate way, we can set
γkij =
∂2Γk
∂ui∂uj
.
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But observe on the other hand that if a homogeneous D is the starting point
and we put 2Γi = γiklu
kul, it follows generally:
∂2Γi
∂uk∂ul
= γikl +
(
∂γiks
∂ul
+
∂γils
∂uk
)
us +
1
2
∂2γirs
∂uk∂ul
urus.
This indicates that there is no unique identification between sprays and ho-
mogeneous linear connection along τ . Also noteworthy is the fact that even
in the case of a spray, the SODE-connection does not coincide necessarily
with the connection along τ , since the homogeneity properties do not help
to simplify or reduce the relation (6.8). All such aspects may be worth fur-
ther investigation. We limit ourselves here to the remark that at least the
following features now better fit together. We have
Th = TH = Γ
and even though ∇ = DH
T
still doesn’t need to coincide with DT, we do have
that ∇T = 0 as well in the case of a spray.
We conclude this side exploration by the following remarks. Having recog-
nised an intrinsic geometric meaning in equations of type (6.2) as geodesics,
we could start studying projective equivalence of geodesics at this level of
generality. It turns out, however, that this doesn’t lead to any kind of
elegant structure. In the next section, we directly pass to projective equiv-
alence of sprays. There might be some advantages then in carrying out the
subsequent investigations with the aid of the horizontal lift Xh rather than
XH , or the covariant derivative operator DT rather than ∇. But for the
sake of uniformity with the preceding chapters, we will stick to the familiar
operations associated to the SODE-connection.
6.2 Projective equivalence of sprays
Suppose that we have a spray space (Q,Γ) of dimension n where Γ is given
by
Γ = ui
∂
∂qi
− 2Γi ∂
∂ui
with coefficients Γi homogeneous of degree 2 in the velocities ui. Consider
also another spray Γ˜ with spray coefficients Γ˜i.
Definition 24. Two sprays Γ and Γ˜ on a manifold are projectively (or
geodesically) equivalent if their geodesics are the same up to a reparametri-
sation.
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This means that for any geodesic c : I ⊂ IR → M of Γ there exists a
parameter transformation σ : I˜ → I such that c˜ := c ◦ σ is a geodesic of Γ˜
and vice versa. It is also known that the sprays are projectively equivalent
if and only if there exists a function λ on T Q, homogeneous of degree 1 such
that
Γ˜ = Γ− 2λ∆ or Γ˜i = Γi + λui. (6.11)
In terms of their non-linear connection coefficients, this relation is
Γ˜ij = Γ
i
j + u
i ∂λ
∂uj
+ λδij (6.12)
from which we obtain, after summing over i and j and using the homogeneity,
the following formula for λ:
λ =
1
n+ 1
(Γ˜ii − Γii). (6.13)
Another important result that we will need later, establishes a relation be-
tween the dynamical covariant derivatives of both sprays.
Proposition 33. Let Γ and Γ˜ = Γ− 2λ∆ be projectively equivalent sprays,
then
∇˜ = ∇− 2λDV
T
+ µA, (6.14)
where A is the type (1, 1) tensor dVλ⊗T+ λI.
Proof. The proof is a straightforward computation. For F ∈ C∞(TQ) we
have
∇˜F = Γ˜(F ) = (Γ− 2λ∆)(F ) = ∇F − 2λDV
T
F.
Next, for X ∈ X (τ), the definition of the dynamical covariant derivative
gives
∇˜X = (Γ˜(Xi) + Γ˜ijXj)
∂
∂qi
=
(
Γ(Xi)− 2λ∆(Xi) + (Γij +
∂λ
∂uj
ui + λδij)X
j
)
∂
∂qi
= ∇X − 2λDV
T
X + λX + (dVλ⊗T)X
= ∇X − 2λDV
T
X + µ(dVλ⊗T+λI)X.
For 1-forms α ∈ X ∗(τ), the result follows by duality.
For more information on the projective equivalence of sprays, we refer to
[45].
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6.3 Projective equivalence with the canonical spray on a
Finsler space
In this subsection we discuss the projective equivalence of two sprays in the
particular case that one of the sprays is the canonical spray of a Finsler
metric, also sometimes called the Finsler metrizability in a broad sense (see
for example [48]). The proofs are similar to the one of lemma 8 in chapter
5.
So, suppose that we have a Finsler manifold (Q,E) with canonical spray Γ.
We want to find the necessary and sufficient conditions for a spray Γ˜ to be
projectively equivalent to Γ.
If Γ˜ = Γ− 2λ∆, then (5.6) can be written, in view of the homogeneity of E,
in the form
Γ˜
(
∂E
∂ui
)
− ∂E
∂qi
= −2λ∂E
∂ui
. (6.15)
Conversely, if (6.15) holds for some λ homogeneous of degree 1 and Γ is the
Euler-Lagrange field of E, it follows using the homogeneity of E that
(Γk − Γ˜k) ∂
2E
∂uk∂ui
= −λuk ∂
2E
∂uk∂ui
,
and then from the non-degeneracy of E that Γ˜ = Γ− 2λ∆.
Γ(E) = 0 implies for a projectively equivalent Γ˜ that Γ˜(E) = −4λE. Then,
interchanging as before the partial derivatives in the first term of (6.15), we
get
H˜i(E) = −2 ∂λ
∂ui
E − λ∂E
∂ui
This is called ‘Rapcsak’s equation’ and can equivalently be written as
d
eHE = −2E dVλ− λ dVE. (6.16)
Conversely, (6.16) implies by applying it to T that Γ˜(E) = −4λE. Using
again the commutator of Γ and ∂
∂ui
, we see that (6.16) is identical to (6.15).
Finally, using (6.14), it follows that ∇g = 0 implies
∇˜g = µAg = −dVλ⊗ dVE − dVE ⊗ dVλ− 2λg. (6.17)
Conversely, following the method of proof of lemma 8 again, if (6.17) holds,
the computation of ∇˜g(T,T) implies that Γ˜(E) = −4λE and then comput-
ing ∇˜g(T, X) leads to (6.16).
So, to summarise, we have proven the following theorem.
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Theorem 22. A spray Γ˜ on a Finsler manifold with energy function E is
projectively equivalent with the canonical spray Γ if and only if there exists
a function λ, homogeneous of degree 1, such that one of the following three
equivalent conditions holds (and therefore all):
a) Γ˜
(
∂E
∂ui
)
− ∂E
∂qi
= −2λ∂E
∂ui
;
b) d
eHE = −2E dVλ− λ dVE;
c) ∇˜g = −dVλ⊗ dVE − dVE ⊗ dVλ− 2λg.
6.4 Projective equivalence of two Finsler metrics
We shall start from a non-singular type (1, 1) tensor field L along τ , sym-
metric with respect to a given Finsler metric g = DVDVE and homogeneous
of degree 0 in the velocities. As already said before, we want to study in this
section under what circumstances this tensor L gives rise to a projectively
equivalent metric g˜ in exactly the same way as in the Riemannian case that
we described in section 2.6.
So, consider the symmetric type (0, 2) tensor g˜, homogeneous of degree 0,
defined by
g˜(X,Y ) = (detL)−1g(L−1X,Y ). (6.18)
In coordinates it is given by
g˜ij = (detL)
−1L−1ij ,
from which one can derive that
det g˜ = (detL)−(n+1) det g. (6.19)
Conversely, one can use the above relations to define a type (1, 1) tensor L
for any two metric tensor fields (homogeneous of degree 0, say, and assumed
to be non-singular here).
Unlike in section 2.6 where the metric defined by (2.7) is immediately a
Riemannian one, we have to impose an extra condition on L for g˜ defined
by (6.18) to be a Finsler metric.
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Proposition 34. g˜ is a Finsler metric, i.e. g˜ = DVDV E˜ for some E˜
(homogeneous of degree 2), if and only if
tr(LDVZL
−1) g(L−1X,Y ) + g((DVZL
−1)X,Y )
= tr(LDVY L
−1) g(L−1X,Z) + g((DVY L
−1)X,Z), (6.20)
for all X,Y, Z ∈ X (τ).
Proof. g˜ is the Hessian of a function E˜ if and only if it satisfies the
Helmholtz condition (DVZ g˜)(X,Y ) = (D
V
Y g˜)(X,Z). From the definition of g˜,
the fact that g is a Hessian, and the general property 5.43, one easily finds
that this is equivalent to (6.20).
The function E˜ is not uniquely determined, but in view of the homogeneity
of g˜, it can be taken to be homogeneous of degree 2 and then necessarily
must be
E˜ = 12 g˜(T,T) =
1
2(detL)
−1g(L−1T,T) (6.21)
The next step is to examine when the canonical spray Γ˜, associated to this
Finsler energy E˜ is projectively equivalent with the original canonical spray
Γ.
Theorem 23. Let (Q,E) be a Finsler manifold, L a non-singular type (1, 1)
tensor, homogeneous of degree 0 and symmetric with respect to g = DVDVE,
and consider the energy function E˜ as defined by (6.21). Then, the corre-
sponding canonical sprays Γ and Γ˜ are projectively equivalent, i.e. Γ˜ =
Γ− 2λ∆, if and only if L satisfies
g(∇L(X), Y ) = 1
2
[
g(X,T)α(Y ) + g(Y,T)α(X)
]
(6.22)
where
α = −2 dVLλ and λ = 12 tr(L∇L−1). (6.23)
Proof. We use the third of the equivalent conditions of theorem 22 with
the role of ∇ and ∇˜ interchanged, which is to say that we will characterise
projective equivalence by the existence of a function λ such that
∇g˜(X,Y ) = (DVXλ)g˜(Y,T) + (DVY λ)g˜(X,T) + 2λ g˜(X,Y ). (6.24)
From the defining relation of g˜, we obtain with the aid of (5.43) that
∇g˜(X,Y ) = (detL)−1 (tr(L∇L−1)g(L−1X,Y )− g(∇L(L−1X), L−1Y )) .
(6.25)
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Observe in addition that for any Euler-Lagrange field, the connection coef-
ficients have the property Γii =
1
2Γ(log det g). Indeed, we have ∇g = 0 or
Γki gkj +Γ
k
j gik = Γ(gij), from which the result follows by multiplication with
gij and using (5.43).
Suppose now first that Γ and Γ˜ are projectively equivalent, i.e. Γ˜ = Γ−2λ∆.
Then ∇g˜, as given by (6.25), satisfies (6.24), yielding(
tr(L∇L−1)− 2λ) g(L−1X,Y ) = g(∇L(L−1X), L−1Y )
+ (DVXλ)g(L
−1Y,T) + (DVY λ)g(L
−1X,T). (6.26)
But the formula (6.13) for λ here becomes (since both sprays are Euler-
Lagrange fields)
λ =
1
n+ 1
(Γ˜ii − Γii) =
1
2(n+ 1)
(
Γ˜(log det g˜)− Γ(log det g)
)
,
and since log det g˜ is homogeneous of degree 0, we have Γ˜(log det g˜) =
Γ(log det g˜). It follows, with the aid of (6.19), that
λ =
1
2
Γ
(
log
(
det g˜
det g
)1/(n+1))
=
1
2
Γ(log(detL)−1) =
1
2
tr(L∇L−1). (6.27)
Hence, the left-hand side in (6.26) vanishes and renaming L−1X and L−1Y
as X and Y , we get the desired result (6.22) with α as in (6.23).
Conversely, if L satisfies (6.22) with α as in (6.23), then (6.25) becomes
∇g˜(X,Y ) = tr(L∇L−1) g˜(X,Y ) + 12DVY (tr(L∇L−1)) g˜(X,T)
+12D
V
X(tr(L∇L−1)) g˜(Y,T).
So, there exists a λ, namely λ = 12 tr(L∇L−1), such that condition (6.24) is
satisfied, which means that Γ and Γ˜ are projectively equivalent.
Notice that condition (6.22) already has appeared in (5.22). It is the gen-
eralisation of the equation for special conformal Killing tensors (3.56) in
the Riemannian case, where α = df with f the trace of the basic tensor L.
Remark that expression (6.23) is automatically satisfied in that case. It’s
a consequence of the vanishing of the Nijenhuis torsion. Namely, NL = 0
means that
Lmj|kL
k
i − Lmk Lkj|i − Lmi|kLkj + Lmk Lki|j = 0.
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contracting this with (L−1)jm, we find (L−1)
j
mLmj|kL
k
i = L
k
k|i or tr(L
−1DHLXL) =
tr(DHXL) for an arbitrary vector field X. So, using the commutator property
[DVX ,∇] = DHX −DV∇X we get
DVLX(tr(L
−1∇L)) = tr(L−1DHLXL) = tr(DHXL) = dtrL
because L is basic.
In the case of a Finsler metric and a type (1,1) tensor L along τ , homoge-
neous of degree 0, condition (6.23) will not automatically hold. But it is
possible to write it in another form. Therefore, we introduce first a vector
field Xα ∈ X (τ), defined by
Xα g = α. (6.28)
Now we can rewrite condition (6.22) as an equality for type (1,1) tensors:
∇L = 12(T⊗ α+Xα ⊗ θE). (6.29)
It has the same form as expression (5.22) where we replace α1 by α and A1
by −Xα. Also here (see (5.21) and (5.42)) we have that α(T) = ∇trL and
α(L−1T) = tr(L−1∇L). (6.30)
So, requirement (6.23) becomes
α(X) = DVLX(α(L
−1T)).
Setting X = T, we find that
α(T) = DVLT(α(L
−1T))
which is the same as saying that
∇trL = DVLTtr(L−1∇L)
Inspired by what happens in the Riemannian case, we wonder if the Nijenhuis-
type tensors of L can help to eliminate or simplify condition (6.23). This
question will be discussed in the next section.
6.5 Nijenhuis torsion condition on L
As already said before, the special conformal Killing tensors have automat-
ically vanishing Nijenhuis torsion and the same is true for their complete
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lift. The present situation however, is much more complicated. First of all,
one can for every type (1,1) tensor field W along τ , consider two Nijenhuis-
type tensors, namely NVW and N
H
W (see the definitions (4.1) and (4.2)). For
our tensor L it is not clear which Nijenhuis-type tensor should be relevant.
Therefore we will investigate further the conditions arising from proposition
34 and theorem 23.
With g˜ as before defined by (6.18), we now look again at the condition (6.20),
which will guarantee that g˜ = DVDV E˜ with E˜ as in (6.21). Note first that
by putting X = LP and switching derivatives from L−1 to L, (6.20) can
equivalently be written as
tr(DVZL ◦ L−1) g(P, Y ) + g(DVZL(P ), L−1Y )
= tr(DVY L ◦ L−1) g(P,Z) + g(DVY L(P ), L−1Z). (6.31)
Putting next Y = LQ, Z = LS and renaming subsequently P,Q, S as
X,Y, Z again, this can further be written as
tr(DVLZL ◦ L−1) g(X,LY ) + g(DVLZL(X), Y )
= tr(DVLY L ◦ L−1) g(X,LZ) + g(DVLY L(X), Z). (6.32)
Taking now X = LY = T, it follows from the homogeneity of L, i.e. the
property DV
T
L = 0, that
2E tr(DVLZL ◦ L−1) + g(DVLZL(T), L−1T) = 0,
or
2E tr(DVLZL ◦ L−1) + g(NVL (Z,T), L−1T ) + g(DVZL(T),T) = 0 (6.33)
Using this, (6.32) can be written in the form
−g(L−1NVL (Z,T) + DVZL(T),T) g(X,LY ) + 2E g(DVLZL(X), Y )
= −g(L−1NVL (Y,T) + DVY L(T),T) g(X,LZ) + 2E g(DVLY L(X), Z)
which is the same as
2E (g(NVL (Z,X), Y ) + g(D
V
ZL(X), LY )− g(DVLY L(X), Z))
= g(X,LY )g(L−1NVL (Z,T) + D
V
ZL(T),T)
−g(X,LZ)g(L−1NVL (Y,T) + DVY L(T),T). (6.34)
This reformulation of the condition for having a second Finsler metric strongly
suggests that a natural further assumption to adopt about L is that NVL = 0.
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Lemma 11. If a general, non-singular type (1,1) tensor field L along τ has
the property NVL = 0, then
dVL(log detL) = d
V(trL). (6.35)
Proof. It follows from NVL = 0 that D
V
ZL = L
−1 ◦DVLZL. Hence
tr(DVLZL ◦ L−1) = tr(DVZL) = DVZ(trL),
for arbitrary Z. Using property (5.43), one obtains equation (6.35).
Lemma 12. If L is a symmetric non-singular type (1,1) tensor homoge-
neous of degree 0 and has zero vertical covariant Nijenhuis tensor NVL , the
condition (6.20) for g˜, as defined by (6.18), to be a Finsler metric, is equiv-
alent to the two requirements
2EDVZtrL = −g(DVZL(T),T); (6.36)
2E (g(DVZL(X), LY )− g(DVLY L(X), Z))
= g(X,LY )g(DVZL(T),T)− g(X,LZ)g(DVY L(T),T) (6.37)
Proof. As seen in the proof of lemma 11, it follows from NVL = 0 that
tr(DVLZL ◦ L−1) = DVZ(trL). So equation (6.33) becomes
2EDVZtrL = −g(DVZL(T),T).
Condition (6.37) follows immediately from (6.34) if NVL = 0.
Coming back now to the problem at the end of section 6.4, we find the
following simplification
Proposition 35. If L is a symmetric type (1,1) tensor field along τ , ho-
mogeneous of degree 0 which satisfies (6.29) and NVL = 0, then condition
(6.23) is equivalent to dVLα = 0.
Proof. Suppose that α = dVLtr(L
−1∇L). Because NVL = 0, we have that
dVL
2 = 0, so dVLα vanishes.
Conversely, assume that dVLα = 0. The vanishing of N
V
L implies then that
α = dVLλ
′ for a function λ′ homogeneous of degree 1. Further we have that
tr(L−1∇L) (6.30)= α(L−1T) = DV
T
λ′ = λ′.
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So, α = dVLtr(L
−1∇L).
The assumption NVL = 0 seems also natural if we let L play the role of the
K-tensor coming from a tensor J , as described in the chapters 4 and 5. In
that situation, the condition NVK = 0 is necessary for obtaining a tensor field
R with vanishing Nijenhuis torsion (see condition (4.40)). In the case that L
has to come from a tensor J , we have to adopt a supplementary restriction
to L, namely
g(DVXL(Y ), Z)) = g(D
V
ZL(Y ), X)
for allX,Y, Z ∈ X (τ) (see (4.9)). Using lemma 12 we can prove the following
equivalence.
Corollary 3. For a type (1,1) tensor L, homogeneous of degree 0 and sat-
isfying conditions (6.36) and (6.37), the requirement
g(DVZL(X), Y ) = g(D
V
Y L(X), Z) (6.38)
is equivalent to the condition: trL is basic.
Note that, as a result of (6.35), if trL is basic then so is detL. In fact, the
traces of all powers of L will be basic in such a case, which can be proven
along the following lines. Note first that for all powers m:
DVLmXL = L
m ◦DVXL, and DVLXLm = L ◦DVXLm.
The first is a trivial consequence of NVL = 0, the second is easily shown by
induction. Using these properties one subsequently finds that
NVL = 0 ⇒ NVLk = 0, ∀k.
Finally, starting from NV
Lk
= 0 and proceeding by induction again, we have
DVXL
k = L−k ◦DVLkXLk,
= L−(k−1)
(
L−1 ◦DVLkXL ◦ Lk−1 +DVLkXLk−1
)
,
from which it follows that
DVX(trL
k) = tr(DVXL
k) = tr(L−1 ◦DVLkXL) + tr(L−(k−1) ◦DVLk−1(LX)Lk−1).
The first term on the right is zero if trL is basic, while the second is
tr(DVLXL
k−1) and is zero by the induction hypothesis.
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Finally, one can note that the construction of first integrals as described in
section 5.4 works also in the present situation where we consider a symmetric
type (1,1) tensor L satisfying (6.29). Only for the recursion formula in
proposition 32, L has to satisfy two extra conditions: L has to come from a
tensor J and NVL = 0. In the present situation this means that the trace of
L has to be basic. The functions functions an and φn (defined in (5.34) and
(5.37)) are in this case also basic.
6.6 Example with a Randers metric
To find an illustrative example of the theory discussed in section 6.4, we
make use of a property of Randers metrics. A Randers metric is a Finsler
metric with a Finsler function F of the form F =
√
aij(q)uiuj + biu
i where
aij is a Riemann metric. It is known (see for example [45]) that the metric
associated to F is projectively equivalent with its corresponding Riemannian
metric aij if and only if the 1-form β = bidq
i is closed.
For simplicity, we start with the Finsler function F of a free particle in
two dimensions: F =
√
u21 + u
2
2 and we consider another function F˜ =√
u21 + u
2
2+ q2u2. So the metrics corresponding to F and F˜ are projectively
equivalent. The metric g˜ is given by
g˜11 = 1 +
q2u
3
2
(u21 + u
2
2)
3/2
g˜12 =
q2u
3
1
(u21 + u
2
2)
3/2
g˜22 = 1 + q
2
2 +
3q2u2u
2
1 + 2q2u
3
2
(u21 + u
2
2)
3/2
and for the determinant of g˜ we find
det g˜ =
(
1 +
q2u2
(u21 + u
2
2)
1/2
)3
.
The two metric tensors g and g˜ define a non-singular, symmetric tensor L,
homogeneous of degree 0. Namely, making use of the formulas (6.18) and
(6.19), we get that
L = g˜−1
(
det g˜
det g
)1/3
= g˜−1 det g˜
u21 + u
2
2(√
u21 + u
2
2 + q2u2
)2 .
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So,
L11 =
(1 + q22)(u
2
1 + u
2
2)
3/2 + 3q2u2u
2
1 + 2q2u
3
2
F˜ 2
√
u21 + u
2
2
L12 = −
q2u
3
1
F˜ 2
√
u21 + u
2
2
L22 =
(u21 + u
2
2)
3/2 + q2u
3
2
F˜ 2
√
u21 + u
2
2
Now, we compute the dynamical covariant derivative ∇ of L (in this case ∇
of a function f is given by ∇(f) = T(f), ∇( ∂
∂qi
) = 0 and ∇(dqi) = 0) and
we find
(∇L)11 =
[
q2u2u
2
1(2u
2
1 + u
2
2) + u
2
1u
2
2
√
u21 + u
2
2
]
/
[
F˜ 3
√
u21 + u
2
2
]
(∇L)22 = −
[
q2u
5
2 + (u
4
2 + 2u
2
1u
2
2)
√
u21 + u
2
2
]
/
[
F˜ 3
√
u21 + u
2
2
]
(∇L)12 =
[
q2u
3
1u
2
2 − u31u2
√
u21 + u
2
2
]
/
[
F˜ 3
√
u21 + u
2
2
]
.
So, ∇L satisfies the fundamental relation (6.29), namely we have that∇Lij =
1
2(αju
i + αiu
j) for i, j = 1, 2 with
α1 =
[
q2u2u1(2u
2
1 + u
2
2) + u1u
2
2
√
u21 + u
2
2
]
/
[
F˜ 3
√
u21 + u
2
2
]
and
α2 = −
[
q2u
4
2 + (u
3
2 + 2u
2
1u2)
√
u21 + u
2
2
]
/
[
F˜ 3
√
u21 + u
2
2
]
.
For this example, however, the vertical Nijenhuis tensor NVL is not zero.
Starting from this type (1,1) tensor L which satisfies (6.29), we can con-
struct first integrals of the system F , as in section 5.4. This leads again to
complicated calculations. Moreover, in the case of a free particle it is not
an interesting problem and therefore we will not pursue this further.
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Samenvatting
Het algemeen referentiekader voor deze thesis, is dat van integreerbare Ha-
miltoniaanse systemen. Het onderwerp is ontstaan met een beroemde stel-
ling van Liouville in de Hamiltoniaanse mechanica en is nog steeds populair.
Een interessante deelklasse binnen deze systemen bestaat uit de systemen
met een bi-Hamiltoniaans karakter: ze zijn Hamiltoniaans ten opzichte van
twee Poissonstructuren die compatibel zijn, i.e. waarvan de lineaire combi-
natie ook een Poissonstructuur is. Deze bi-Hamiltoniaanse structuur is voor
het eerst ontdekt in 1978 door F. Magri in het geval van evolutievergelij-
kingen, zoals de bekende Korteweg-De Vriesvergelijking. Men kan aantonen
dat de interactie tussen de twee Poissonstructuren aanleiding geeft tot een
hie¨rarchie van eerste integralen die in involutie zijn voor beide haakjes van
Poisson. Deze theorie wordt geschetst in het eerste hoofdstuk van deze ver-
handeling. We beschrijven ook kort de systemen die scheidbaar zijn in de zin
van Hamilton-Jacobi, in het bijzonder de zogenaamde Sta¨ckelscheidbaarheid
en de Eisenhartvoorwaarden.
Een Poisson-Nijenhuisvarie¨teit bestaat uit een Poissontensor P en een (1,1)-
tensorveld R waarvoor geldt dat PR = RP een tweede compatibel Poisson-
haakje definieert. Zo’n varie¨teit heeft dus een bi-Hamiltoniaanse structuur
en de tensor R wordt de recursieoperator genoemd. Uit de compatibili-
teit van de twee Poissonhaakjes volgt dan dat de Nijenhuiswringing van R
verdwijnt.
Een bekend voorbeeld van zo’n Poisson-Nijenhuisstructuur ontstaat als volgt.
Beschouw een (1,1)-tensor J op een gegeven Riemannvarie¨teit. De canoni-
sche symplectische structuur ω op de co-raakbundel bepaalt reeds een eerste
Poissonhaakje. Met behulp van de tensor J construeren we een tweede 2-
vorm ω1 = LJvω (zie (2.8)). De relatie
iR(ξ)ω = iξω1 (1)
met ξ een willekeurig vectorveld op de co-raakbundel, definieert dan een
tensor R (een R-tensor genoemd). In feite is R hier de complete lift van
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J naar de co-raakbundel. Als de Nijenhuiswringing van J verdwijnt, ver-
dwijnt ook deze van R en R is dan de recursieoperator van de Poisson-
Nijenhuisstructuur bepaald door ω en J .
Men heeft onder andere onderzocht onder welke omstandigheden de zonet
gedefinieerde tensor R invariant is. Maar onze interesse gaat vooral uit naar
een speciale klasse van niet-invariante R-tensoren die verbonden zijn met
het bestaan van een zogenaamde geijkte bi-differentiale calculus. Want deze
klasse van R-tensoren legt een interessante voorwaarde op aan de tensor J .
Deze moet dan namelijk t.o.v de beschouwde Riemannmetriek g voldoen
aan een relatie van de vorm
Jij|k =
1
2
(gjkαi + gikαj)
met |k de covariante afgeleide, αi = ∂f∂qi en f het spoor van J . Voor zo’n
tensor J geldt dat
Jij|k + Jjk|i + Jki|j = gijαk + gjkαi + gkiαj ,
m.a.w J is een conforme Killingtensor. Aangezien niet alle conforme Killing-
tensoren deze vorm hebben, spreekt men van een speciale conforme Killing-
tensor. Als zo’n tensor enkelvoudige eigenwaarden heeft, wordt hij ook wel
een Benentitensor genoemd, naar S. Benenti die deze klasse van tensoren als
eerste bestudeerde.
In hoofdstuk 2 van deze thesis bespreken we kort dit type conforme Killing-
tensoren. We herhalen de definitie en enkele interessante eigenschappen. De
belangrijkste eigenschap is wel dat de Nijenhuiswringing van een speciale
conforme Killingtensor automatisch verdwijnt. Verder geldt er dat de co-
factortensor van zo een niet-singuliere tensor J een Killingtensor is, m.a.w.
een kwadratische eerste integraal van het systeem bepaalt. Als J een speci-
ale conforme Killingtensor is, dan is J + sI dat ook, voor elke willekeurige
constante s. De coe¨fficie¨nten van de verschillende machten van s van de co-
factortensor van J + sI, bepalen dan een verzameling van eerste integralen
([10]). Bovendien voldoen ze aan de Eisenhartvoorwaarden.
In hetzelfde hoofdstuk bespreken we ook enkele andere onderzoeksdomeinen
waarin de speciale conforme Killingtensoren opduiken. Een eerste voorbeeld
is te vinden in de theorie van de zogenaamde cofactorsystemen en cofactor-
paarsystemen. Deze is ontwikkeld door H. Lundmark [30] op een Eucli-
dische ruimte en is dan uitgebreid tot Riemannvarie¨teiten door M. Cram-
pin en W. Sarlet [9]. Daar worden zo’n systemen in verband gebracht met
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niet-conservatieve Lagrangiaanse systemen die een quasi-Hamiltoniaanse re-
presentatie hebben ten opzichte van het Poissonhaakje komende van een
(1,1)-tensor L. Het is daarvoor nodig dat L een speciale conforme Killing-
tensor is. Een andere belangrijke toepassing voor dit soort tensoren vinden
we in de studie van projectief of geodetisch equivalente Riemannmetrieken,
i.e. metrieken die dezelfde geodeten hebben op een herparametrisatie na.
M. Crampin heeft aangetoond dat de (1,1)-tensor L die twee projectief equi-
valente metrieken g en g˜ aan elkaar linkt, en meer bepaald gedefinieerd is
als:
Lij =
(
det g˜
det g
)1/n+1
g˜−1ij
een speciale conforme Killingtensor is. Het omgekeerde is ook waar: als L
een niet-singuliere speciale conforme Killingtensor t.o.v een Riemannmetriek
g is, dan zullen g en g˜, gedefinieerd door
g˜ij = (detL)
−1L−1ij
projectief equivalent zijn (zie [11]).
Tot hier de herhaling van de reeds gekende resultaten. Het belangrijkste
doel van ons onderzoek is nu het veralgemenen van de theorie van speciale
conforme Killingtensoren op een Riemannvarie¨teit naar een algemene La-
grangiaanse varie¨teit, i.e. een raakbundelvarie¨teit waarop we een reguliere
functie ℓ beschouwen. Bij deze uitbreiding vertrekken we ook niet langer
van een (1,1)-tensor op de basisvarie¨teit. De (1,1)-tensor zal nu ook van de
snelheden afhangen. In het bijzonder beschouwen we ook een Lagrangiaan
komende van een Finslermetriek. In dit geval zal de snelheidsafhankelijkheid
van de (1,1)-tensor homogeen van de graad nul zijn.
Als voorbereiding op dit onderzoek, hebben we eerst van naderbij bekeken
hoe de theorie van Poisson-Nijenhuisstructuren (besproken in hoofdstuk 2),
die ontwikkeld werd op een co-raakbundel, op een natuurlijke manier kan
bekomen worden met raakbundeltechnieken. Dit wordt besproken in het
derde hoofdstuk. Eerst herhalen we de voornaamste ingredie¨nten van de
calculus langs de raakbundelprojectie τ zoals die ontwikkeld is in [36] en
[37]. Het vertrekpunt hierbij is een connectie op de raakbundel zodat een
horizontale lift XH van een vectorveld langs τ naar de raakbundel kan wor-
den geconstrueerd. Verder definieert men volgende afleidingoperatoren van
differentiaalvormen langs τ : de horizontale en verticale uitwendige afgeleide
dH en dV en de horizontale en verticale covariante afgeleide DH en DV . In het
geval dat de connectiecoe¨fficie¨nten symmetrisch zijn, m.a.w dat de connectie
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komt van een syteem van tweede-ordedifferentiaalvergelijkingen, hebben we
nog twee andere belangrijke operatoren langs τ : de dynamisch covariante
afgeleide ∇ en het Jacobi-endomorfisme Φ. In deze verhandeling bekijken
we vooral de situatie dat het tweede-ordevectorveld bepaald wordt door de
Euler-Lagrangevergelijkingen van een gegeven Lagrangiaan. Voor definities
en meer details verwijzen we naar paragraaf 3.1.
Met behulp van deze calculus langs de projectie komen we tot een raakbun-
delversie van de gekende resultaten en sommige daarvan kunnen we direct
uitbreiden tot het geval dat we beschikken over een willekeurige reguliere
Lagrangiaan. Kort geschetst verlopen die constructies als volgt. Eenmaal
de raakruimte voorzien is van een reguliere Lagrangiaan ℓ beschikken we
over een geassocieerde symplectische 2-vorm ωℓ = dθℓ = d(Sdℓ)). Vertrek-
kend van een (1,1)-tensor J op de basisvarie¨teit, kunnen we aantonen dat
JcS (met Jc de complete lift van J en S het verticaal endomorfisme), net
zoals S een bijna-raakstructuur bepaalt. Bijgevolg is het natuurlijk om een
tweede 2-vorm te construeren door in de bepalingsformule van ωℓ, S te ver-
vangen door JcS. Met behulp van formule (1) definie¨ren we dan een tensor
R. In hoofdstuk 3 bestuderen we de structuur van deze tensor en ook enkele
eigenschappen. We vinden dat
R(XV ) = (JX)
V
R(XH) = (JX)V + (UX)H
met g(JX, Y ) = g(X, JY ) en g(UX, Y ) = dH(Jθℓ)(X,Y ) als g de Hessiaan
DVDV ℓ van de Lagrangiaan ℓ is.
Voor het specifieke geval dat ℓ een kinetische-energie Lagrangiaan, afkomstig
van een Riemannmetriek is, onderzoeken we twee belangrijke situaties. We
bewijzen dat R invariant is onder de gegeven dynamica, m.a.w. dat R een
recursieoperator voor het genereren van symmetriee¨n is, als en slechts als J
symmetrisch en parallel is. We beschouwen ook het geval dat geldt
ddRℓ = df ∧ dℓ (2)
met f een functie op de basisvarie¨teit en dR gedefinieerd in paragraaf 1.2.2.
De tensor R is dan niet invariant terwijl J opnieuw symmetrisch moet zijn en
verder nog moet voldoen aan de volgende uitdrukking die een alternatieve,
intrinsieke karakterisatie inhoudt van het speciaal conform Killing zijn:
g(∇J(X), Y ) = 1
2
[g(X,T)DHY f + g(X,T)D
H
Xf ]. (3)
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Hierin zijn X en Y willekeurige vectorvelden op de basisvarie¨teit, is g de ge-
geven Riemannmetriek, ∇ de dynamische covariante afgeleide en T = ui ∂
∂qi
.
We vinden verder een uitdrukking voor de tensor U en de commutator van
J en het Jacobi-endomorfisme Φ in functie van α.
Als we eenmaal goed begrijpen hoe deze constructies op de raakbundel wer-
ken, kunnen we beginnen aan de eigenlijke veralgemening. In hoofdstuk 4
vertrekken we dus van een Lagrangiaanse varie¨teit en een tensor J langs de
raakbundelprojectie. De bedoeling is om zo mogelijk, op analoge manier als
in hoofdstuk 3, een tweede Poissonhaakje te construeren. Daarvoor merken
we op dat JcS in feite gelijk is aan de verticale lift JV van J en dat deze lift
betekenis houdt wanneer J een tensorveld langs τ is. Ook hier gebruiken we
relatie (1) om een R-tensor te bepalen. De structuur van deze veralgemeende
tensor R wordt gegeven in de volgende stelling.
Stelling 1. Het (1,1) tensorveld R op de raakbundel wordt gekarakteriseerd
door
R(XV ) = (KX)
V
R(XH) = (KX)V + (UX)H
met g(KX,Y ) = DV (Jθℓ)(X,Y ) en g(UX, Y ) = d
H(Jθℓ)(X,Y ).
Verrassend hierbij is dat in deze uitdrukkingen een tensor K de plaats van
de tensor J inneemt. Deze tensor K zal dan ook een belangrijke rol spelen
in deze theorie. K reduceert tot J als J onafhankelijk van de snelheden
is en een andere belangrijke eigenschap, die we veelvuldig gebruiken in de
bewijsvoering, is de volgende:
Stelling 2. Voor willekeurige vectorvelden X, Y , Z ∈ X (τ) geldt:
g(DVXK(Y ), Z) = g(D
V
ZK(Y ), X). (4)
Als K symmetrisch is, drukt deze eigenschap uit dat K de Hessiaan van een
zekere functie is. Onze aandacht gaat ook naar de recursie-eigenschappen
van R. We onderzoeken wanneer R invariant onder de stroming van het
gegeven Lagrangiaans systeem is, hetgeen in direct verband kan worden
gebracht met de theorie over alternatieve Lagrangianen. De tensor R is in dit
geval de horizontale lift van K. Verder bestuderen we ook de Nijenhuiswrin-
ging van R. Zoals verwacht, is het probleem hier heel wat complexer, maar
er treden toch enkele interessante vereenvoudigingen op. De theorie wordt
ge¨ıllustreerd aan de hand van een paar voorbeelden.
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In hoofdstuk 5 beschouwen we een Finslervarie¨teit (Q,E) met canonische
spray Γ en Finsler metriek g. De tensor J wordt homogeen van de graad nul
in de snelheden verondersteld. De tensoren K en U zijn dan respectievelijk
homogeen van de graad nul en e´e´n. In deze situatie vereenvoudigen de
voorwaarden opdat R invariant zou zijn.
Stelling 3. LΓR verdwijnt als en slechts als K symmetrisch en parallel is.
Na heel wat ingewikkelde berekeningen komen we ook voor het Nijenhuis-
wringingsvrij zijn van R tot twee eenvoudige voorwaarden.
Stelling 4. De Nijenhuiswringing NR van R is nul als en slechts als
N V
K
= 0 en
NHK (X,Y ) + DVUXK(Y )−DVUYK(X) = 0.
De definities van de Nijenhuis-type tensoren N VW en NHW voor een tensorveld
W kan men vinden in paragraaf 4.1.
Als veralgemening van de uitdrukking (2) zijn we in eerste instantie uitge-
gaan van een relatie van de vorm
ddRE = α ∧ dE (5)
met α = α1
H + α2
V een voorlopig willekeurige 1-vorm op de raakbundel.
Dit leidt hier tot volgende voorwaarden:
Stelling 5. De tensor R voldoet aan de relatie (5) als en slechts als
g(K(X), Y ) = g(KX,Y )− α2(X)g(Y,T) + α2(Y )g(X,T) (6)
g(∇K(X), Y ) = 1
2
[(α1 +∇α2)(X)g(Y,T) + (α1 −∇α2)g(X,T)] (7)
g(UX, Y ) = −1
2
[(α1 −∇α2)(X)g(Y,T)− (α1 −∇α2)(Y )g(X,T)] (8)
g([Φ,K]X,Y ) = −Φ ◦ α2(X)g(Y,T) + 1
2
[
(∇α1 −∇2α2)(X)g(Y,T)
−(∇α1 −∇2α2)(Y )g(X,T)
]
(9)
voor elke twee vectorvelden X en Y langs de raakbundelprojectie τ .
Merk op dat in het klassieke Riemanngeval met een tensor J op de basis,
de laatste twee vergelijkingen automatisch uit de eerste twee volgen. Dit
Samenvatting 139
is hier echter niet het geval. Deze vergelijkingen leggen in zekere zin extra
voorwaarden op aan de 1-vorm α. We kunnen wel twee speciale situaties be-
spreken waarbij deze voorwaarden vereenvoudigen. In het geval dat α = df
met f een functie op de raakbundel, is er automatisch aan (8) en (9) vol-
daan. f is hier het spoor van de tensor K. Anderzijds bekijken we het geval
dat K symmetrisch verondersteld wordt. Dan vinden we onder andere dat
∇α2 = 0 en dVα1 = 0. Voorwaarde (7) wordt dan
g(∇K(X), Y ) = 1
2
[g(X,T)α1(Y ) + g(Y,T)α1(X)] (10)
hetgeen dezelfde vorm heeft als (3). Analoog als bij de speciale conforme
Killing tensor bepaalt de cofactortensor van een symmetrische tensor K die
voldoet aan (10), een eerste integraal van het systeem. We kunnen bovendien
een ganse verzameling van niet-kwadratische eerste integralen construeren.
Deze constructie kan ook hier gebeuren met behulp van de cofactortensor
van K+sI. Maar in dit hoofdstuk presenteren we ook een andere werkwijze
die als voordeel heeft dat K niet regulier moet verondersteld worden. Een
groot verschil tussen de theorie over speciale conforme Killingtensoren op
een Riemannvarie¨teit en (1,1)-tensoren K die voldoen aan (10) is dat de
Nijenhuis-type tensoren (N VK en NHK ) niet automatisch verdwijnen. Merk
verder nog op dat als K symmetrisch is en α = df , dan volgt uit (6) dat de
functie f onafhankelijk van de snelheden moet zijn.
Het laatste hoofdstuk van deze verhandeling, hoofdstuk 6, gaat over projec-
tieve equivalentie. Eerst bekijken we in detail de constructie van een line-
aire connectie langs de raakbundelprojectie vertrekkende van een bepaald
tweede-ordevectorveld. We herhalen ook de definitie en enkele eigenschap-
pen in verband met de projectieve equivalentie van twee sprays. In het
bijzonder bestuderen we de projectieve equivalentie van twee Finslermetrie-
ken. Daarvoor beschouwen we een Finslermetriek g en een niet-singuliere
symmetrische (1,1) tensor L langs de projectie, homogeen van de graad nul.
De vraag is nu onder welke omstandigheden de (0,2) tensor g˜ gedefinieerd
door
g˜(X,Y ) = (detL)−1g(L−1X,Y ) (11)
een Finslermetriek projectief equivalent met de gegeven metriek g is. We
vinden dat g˜ een Finsler metriek is als en slechts als L voldoet aan
tr(LDVZL
−1) g(L−1X,Y ) + g((DVZL
−1)X,Y )
= tr(LDVY L
−1) g(L−1X,Z) + g((DVY L
−1)X,Z). (12)
De nodige en voldoende voorwaarden opdat g˜ projectief equivalent met g
zou zijn, worden gegeven in de volgende stelling.
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Stelling 6. Een Finslermetriek g˜ gedefinieerd door (11) is projectief equi-
valent met g als en slechts als
g(∇L(X), Y ) = 1
2
[
g(X,T)α(Y ) + g(Y,T)α(X)
]
(13)
met
α = −2 dVLλ en λ = 12 tr(L∇L−1). (14)
In het Riemanngeval met een tensor L en een 1-vorm op de basis, is deze
laatste voorwaarde (14) automatisch vervuld als gevolg van het verdwij-
nen van de Nijenhuiswringing van L. We verwachten dus dat ook hier de
Nijenhuis-type tensoren van L de voorwaarde (14) zullen vereenvoudigen.
Inderdaad, we vinden bijvoorbeeld dat, als NVL = 0, (14) equivalent is met
eisen dat dVLα = 0.
Zowel in de context van R-tensoren, geassocieerd aan een (1,1) tensor langs
de raakbundelprojectie, als in de context van projectief equivalente Finsler-
metrieken treffen we dus eenzelfde voorwaarde aan (nl. (10) en (13)). Deze
reduceert in het geval van een Riemannmetriek en een tensor op de basisva-
rie¨teit tot de ‘speciale conforme Killing tensor’-voorwaarde (3) en kunnen we
dus als veralgemening van dit concept beschouwen. Hoewel de Finslermeet-
kunde heel wat interesssante toepassingen kent (b.v. het vierde probleem
van Hilbert, Zermelo’s navigatieprobleem, toepassingen in de fysica en in
de biologie,...), vindt men in deze verhandeling maar weinig voorbeelden.
Vaak is het immers moeilijk om interessante gerelateerde voorbeelden op
te stellen en vragen ze bovendien heel veel rekenwerk. Over het onderwerp
van veralgemeende speciale conforme Killing tensoren is er dus nog heel wat
meer onderzoek mogelijk, vooral dan op het gebied van toepassingen.
