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Kurzfassung
Untersuchungen der Hyperfeinstrukturaufspaltung im Wasserstoff sind stark motiviert durch das erreichte Genauig-
keitsniveau in gegenwa¨rtigen atomphysikalischen Experimenten, welche mit ho¨chster Pra¨zision letztlich model-
unabha¨ngige Informationen u¨ber nukleare Strukturparameter liefern. Ausgehend vom gegenwa¨rtigen Status be-
treffend der Deduktion von Korrekturen zur Hyperfeinstrukturaufspaltung des Grundzustands im Wasserstoff,
werden hier verbesserte Berechnungen unter Beru¨cksichtigung des aktuellsten Werts fu¨r den Ladungsradius des
Protons bereitgestellt. Theoretische und empirische Werte fu¨r die Hyperfeinstruktur vergleichend wird der Beitrag
aufgrund der Ausdehnung des Protons extrahiert und dafu¨r eine relativistische Formel in Termen von Momenten
der Kernladungsverteilung und der Magnetisierungsverteilung hergeleitet. Ein iteratives Schema zur Bestimmung
des Zemach und des magnetischen Radius des Protons wird vorgestellt. Die hier deduzierten Werte fu¨r den Zemach
sowie fu¨r den magnetische Radius des Protons werden mit denen aus experimentellen Elektronenstreudaten ex-
trahierten Werten verglichen. Eine alternative Bestimmung des Zemach-Radius mittels einer reskalierten Differenz
zwischen der Hyperfeinaufspaltung im Wasserstoff und Myonium wird ebenfalls diskutiert.
Das Studium von verbotenen Strahlungsu¨berga¨ngen in Mehr-Elektronenionen im Rahmen der QED bietet ein
ho¨chst sensitives Instrument um den Einfluß der relativistischen Elektronenkorrelation sowie QED-Korrekturen
auf die ¨Ubergangsraten zu sondieren. Entsprechend widmet sich ein wesentlicher Teil diese Arbeit detailierten
Berechnungen radiativer und interelektronischer Wechselwirkungseffekte auf die ¨Ubergangswahrscheinlichkeiten.
Diesbezu¨glich werden renormierte Ausdru¨cke fu¨r die entsprechenden Korrekturen in Ein- und Zwei-Elektronen-
ionen sowie in Ionen mit einem Elektron u¨ber abgeschlossenen Schalen im Rahmen der Zwei-Zeiten-Greens-
Funktionsmethode hergeleitet. Numerische Resultate fu¨r die Korrelationskorrekturen zu magnetischen ¨Ubergangs-
raten in He-artigen Ionen werden pra¨sentiert. Ebenfalls wird erstmals der frequenzabha¨ngige Beitrag berechnet,
dessen Beru¨cksichtigung erst die Eichinvarianz der Ergebnisse gewa¨hrleistet. Die Ein-Loop-QED-Korrekturen zur
magnetischen Dipolu¨bergangsamplitude zwischen den Feinstrukturniveaus 2p3/2 und 2p1/2 werden exakt in allen
Ordnungen αZ berechnet. Unter konstistenter Beru¨cksichtigung relativistischer und QED-Korrekturen sowie der
interelektronischen Wechselwirkung zu den magnetischen Dipolu¨bergangsamplituden gelingt die Vorhersage der
Lebensdauern der Zusta¨nde (1s22s22p) 2P3/2 in B-artigen sowie (1s22s2p) 3P2 in Be-artigen Ionen mit ho¨chster
Pra¨zision. Die erzielten Ergebnisse dieser Berechnungen werden mit experimentellen Daten aus ju¨ngsten Messun-
gen an der Heidelberg EBIT verglichen.
Abschließend wird der sogenannte Hyperfein-Quenching-Effekt und dessen Einfluß auf die Lebensdauern der
23P0,2-Niveaus in He-artigen Ionen mit nichtverschwindendem Kernspin untersucht.
Abstract
Studies of the hyperfine splitting in hydrogen are strongly motivated by the level of accuracy achieved in recent
atomic physics experiments, which yield finally model-independent informations about nuclear structure para-
meters with utmost precision. Considering the current status of the determination of corrections to the hyperfine
splitting of the ground state in hydrogen, this thesis provides further improved calculations by taking into account
the most recent value for the proton charge radius. Comparing theoretical and experimental data of the hyperfine
splitting in hydrogen the proton-size contribution is extracted and a relativistic formula for this contribution is
derived in terms of moments of the nuclear charge and magnetization distributions. An iterative scheme for the
determination of the Zemach and magnetic radii of the proton is proposed. As a result, the Zemach and magnetic
radii are determined and the values are compared with the corresponding ones deduced from data obtained in
electron-proton scattering experiments. The extraction of the Zemach radius from a rescaled difference between
the hyperfine splitting in hydrogen and in muonium is considered as well.
Investigations of forbidden radiative transitions in few-electron ions within ab initio QED provide a most sensitive
tool for probing the influence of relativistic electron-correlation and QED corrections to the transition rates. Ac-
cordingly, a major part of this thesis is devoted to detailed studies of radiative and interelectronic-interaction effects
to the transition probabilities. The renormalized expressions for the corresponding corrections in one- and two-
electron ions as well as for ions with one electron over closed shells are derived employing the two-time Green’s
function method. Numerical results for the correlation corrections to magnetic transition rates in He-like ions are
presented. For the first time also the frequency-dependent contribution is calculated, which has to be accounted
for preserving gauge invariance. One-loop QED corrections to the magnetic-dipole transition amplitude between
the fine-structure levels 2p3/2 and 2p1/2 are calculated to all orders in αZ . Taking into account consistently rel-
ativistic, interelectronic-interaction, and QED corrections to the magnetic-dipole transition amplitude allows for
predictions of the lifetimes of the states (1s22s22p) 2P3/2 in B-like ions and (1s22s2p) 3P2 in Be-like ions with ut-
most precision. The results of corresponding calculations are compared with experimental data obtained in recent
measurements at the Heidelberg EBIT.
Finally, for He-like ions with nonzero-spin nuclei the effect of hyperfine quenching on the lifetimes of the 23P0,2
states is investigated and again compared available experimental data.
1 Introduction
The structure and dynamic properties of atomic systems up to an extremely high precision are described ab initio
by quantum electrodynamics (QED). In atomic physics it predominantly represents the relativistic quantum field
theory of the fundamental electromagnetic interaction between electrons, positrons (in general charged particles
and the corresponding antiparticles) and photons. Despite the mathematical complexity and difficulties associ-
ated with the occurrence of infrared and ultraviolet divergences in the perturbation expansion of the S-matrix the
agreement between QED predictions and experiment is remarkably good.
1.1 Theory and experiment
The investigations of atomic systems go far beyond atomic physics. Our understanding of the different properties
and processes in atoms provides access to an accurate determination of the fundamental physical parameters, such
as the Rydberg constant R∞, the fine structure constant α, the electron mass me and g factor, the nuclear radii
and moments, etc. Comparison between theory and experiment serves not only for precision tests of QED. Since
it describes the electromagnetic interaction from the fundamental principles, it is taken as generic example for the
construction of quantum field theories of another interactions. Atomic systems provide various scenarios for high-
precision tests of QED. For example, the g factor corresponds to the magnetic sector of QED, while highly-charged
ions give access to investigations of QED in the strong field limit. Besides, the aspect of testing QED various fields
of physics are involved, such as nuclear physics, laser spectroscopy, accelerator physics, etc., which may explain
the intense and wide ranged research activities, e.g., at the present and at the new facilities at the GSI (Gesellschaft
fu¨r Schwerionenforschung) in Darmstadt [1]. This provides unique possibilities to check general consistency of
the different methods in theory and experiment.
Measurements with extremely high precision can be performed in light atomic systems, such as hydrogen, deu-
terium, helium, muonium, etc. The energy levels of bound electrons offer the traditional tool for the investigations.
One of the most accurate experiment in physics has been performed by measuring the energy difference between
the states 2s and 1s in hydrogen with the relative accuracy 1.9 × 10−14 [2]. The best value for the Rydberg
constant has been determined using the set of spectroscopic data measured in hydrogen and deuterium (see CO-
DATA [3]). The experimental value of the ground state Lamb shift can be also obtained from such experiments
[4, 5]. The QED theory of Lamb shift in hydrogen has been considerably improved during the last years (see,
e.g., Refs. [6, 7, 8] and references therein), and the uncertainty now comes mainly from nuclear contributions.
Comparing experimental and theoretical values for the Lamb shift the mean-square charge radius of the proton
has been extracted 〈r2〉1/2E = 0.8750(68) fm [3]. Another way to determine the proton charge radius is based
on experimental data from elastic electron-proton scattering. Recent work [9] taking into account Coulomb and
recoil corrections yielded 〈r2〉1/2E = 0.895(18) fm. A new determination of the proton charge radius via a Lamb
shift experiment with muonic hydrogen, which is now in progress at the PSI (Paul Scherrer Institute) [10], could
elucidate the situation. Muonic hydrogen is more sensitive to nuclear structure effects, since the massive muon is
closer to the proton, in contrast to the electron.
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Figure 1.1: Scheme representing the various theoretical corrections to the one-electron energy levels that have to
be accounted for in atomic physics calculations.
?
@
@
@
@R
 
 
 
 	?
Nuclear-size,
nuclear polarization,
etc.
Relativistic
effects
αZ
Beyond
ext. field
approx.
me/M
External
field
approx.
α
Nuclear physicsDirac equation QED
The various theoretical corrections to the one-electron energy levels occurring in investigations of atomic systems
are indicated schematically in Fig. 1.1. The relativistic corrections originating from the Dirac equation can be
represented as power series with respect to the coupling αZ . The QED terms in the framework of the external field
approximation are expanded in powers of α, while the corrections due to the recoil of the nucleus are suppressed
by a factor me/M , where M is the mass of the nucleus. The contributions mentioned can be precisely calculated
order by order. However, this is not the case of the nuclear corrections, which can not be accurately evaluated
from first principles due to the lack of knowledge of the nuclear properties. Therefore, one may proceed along two
directions. One can either consider specific differences between atomic energy levels, where the nuclear corrections
are essentially cancelled, or comparing the theoretical and experimental results in order to extract informations
about the nucleus. Measurements of the fine-structure splitting of the states 23P0,1,2 in helium have recently
achieved an accuracy of about 3× 10−8 [11]. This level of accuracy is sufficient for a most precise determination
of the fine structure constant α by making comparison with theory [12, 13]. From accurate measurements of the
spectral lines for different isotopes the nuclear charge radii can be also deduced: 3He [14], 6He [15], 8Li and 9Li
[16], 11Li [17].
In the presence of external magnetic fields the energy levels split according to the projection of the total angular
momentum relative to the direction of the field. Here we keep in mind that the Zeeman effect for atoms with zero
nuclear spin is much smaller than the fine-structure splitting. The Zeeman structure is linear in the magnetic field
strength with the proportionality factor which is called g factor. Experiments on the determination of the g factor
can be performed with extremely high precision. Up to now the most accurate values for the g factor of a bound
electron were measured for ions 12C5+ [18, 19] and 16O7+ [20], respectively. Comparing the experimental data
and corresponding results from high-precision theoretical calculations (see, e.g., Refs. [23, 24, 25, 26, 27, 28]) one
can determine fundamental constants and nuclear parameters. In particular, the currently accepted value of the
electron mass was obtained from the analysis of g factor measurements (see CODATA [3]).
The hyperfine splitting is induced via the interaction of bound electrons with the magnetic dipole or electric
quadrupole moments of the nucleus. One of the most precise measurement of the hyperfine splitting was per-
formed for the ground state in hydrogen with an accuracy better than 10−12 [29] long ago, which has stimulated
numerous theoretical investigations (see, e.g., Refs. [30, 31, 32, 33, 34, 35] and references therein). The hyperfine
interaction operator is singular at the origin. For this reason, the hyperfine splitting is very sensitive to the charge
and magnetization distributions of the nucleus. The lack of knowledge of the nuclear properties determines the
uncertainty of the theoretical value of the hyperfine structure and sets the ultimate limit for any precision tests of
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QED. In this context, it has been proposed to study the specific differenceDn1 between the values of the hyperfine
splitting of ns and 1s states [36, 37]. In this difference the nuclear structure corrections essentially cancel each
other. During the last years theoretical calculations of this quantity have been substantially improved (see, e.g.,
Refs. [33, 35] and references therein). For hydrogen, deuterium, and helium-3 ion uncertainty of the theoretical
predictions for the difference D21 became better than the error assigned to the experimental values. Another way
to diminish nuclear structure effects is the investigations of pure leptonic systems, such as muonium and positro-
nium. Accurate measurements of the hyperfine splitting in such systems [38, 39] provide a good test of the QED
description and recoil corrections, see, e.g., Ref. [33]. On the other hand, having achieved such a considerable
improvements of the accuracy of QED predictions and being aware of the strong dependence of hyperfine splitting
on the nuclear structure effects allows to determine nuclear parameters from the comparison experimental and
theoretical results with high accuracy. Within this thesis as one example of such investigations the Zemach and
magnetic radii of the proton are determined.
In systems with low nuclear charge numbers Z as described above the electrons move in the relatively weak field
of the nucleus. High-Z ions provide an appropriate scenario for probing the QED effects in the strong field limit.
For example, the electric field strength at the surface of the uranium nucleus amounts E ≃ 2× 1019 V/cm [40]. In
the high-Z ions this strong field is not screened by numerous electrons, and on the other hand few-electron ions are
relative simple systems for which the interelectronic-interaction effects can be calculated sufficiently precise. The
calculation technique applied for high-Z ions is generically different, since now, the parameter αZ is not small.
Accordingly, it can not be taken as an expansion parameter. Instead, calculations to all orders in αZ have to be
performed, which require a great numerical precision due to appearing cancellations. The progress made in the
development of techniques in bound-state QED by now allows for applications even in low-Z systems [8, 35].
During the last years the experimental techniques have also been substantially improved for high-Z ions.
A precision of about 10−2 was obtained in measurement of the ground state Lamb shift in the one-electron ura-
nium ion [41]. The experimental uncertainty amounts to about 2% of the one-loop self-energy correction (see, e.g.,
Ref. [42]). An experiment for measuring the two-electron QED contribution to the ionization potential was pro-
posed for He-like multicharged ions in Ref. [43]. For the ground state of 238U90+ the most precise experiment has
been recently performed in Ref. [44]. This way of measuring allows for testing the screened QED effects [42, 45].
Accurate measurements were recently performed with heavy Li-like ions. As the result, the energy difference be-
tween the states 1s22s1/2 and 1s22p1/2 was determined to be 216.134(96) eV in 197Au76+ [46], 230.650(81) eV
in 208Pb79+ [46], 280.645(15) eV in 238U89+ [47]. The experimental uncertainty of the energy difference between
the (1s22s2p) 3P1 − 1S0 levels in Be-like 238U88+ was reported to be 4 × 10−5 [47], while the energy of the
(1s22s2p) 3P2 − 3P1 transition in 40Ar14+ was determined with the relative accuracy of about 10−6 [48]. The
energy difference between the levels (1s22s22p) 2P3/2 and (1s22s22p) 2P1/2 in B-like argon was measured with
the relative accuracy of about 2 × 10−7 [48]. This accuracy even allows to probe QED radiative corrections of
second order in α and the tiny effect of the relativistic nuclear recoil corrections. High-precision theoretical calcu-
lations (see, e.g., Refs. [45, 48, 49, 50, 51, 52, 53, 54]) agree well with aforesaid experimental results, although for
Be-like and B-like ions the theory still needs to be improved.
High-precision experiments on measurements of the ground state hyperfine splitting in 207Pb81+ [55], 185Re74+
and 187Re74+ [56], 203Tl80+ and 205Tl80+ [57] stimulate intensive theoretical investigations. The Bohr-Weisskopf
effect, corresponding to the correction due to the nuclear magnetization distribution, restricted the test of QED
predictions for the hyperfine splitting. In this context, it was proposed to consider a specific difference of the
ground state hyperfine splitting in H-like and Li-like ions [58]. In this specific difference the nuclear corrections
almost vanish completely. Besides, in the work [59] a method to deduce the Bohr-Weisskopf correction from
experimental data for the hyperfine structure in corresponding muon ions was proposed.
The accuracy of the theoretical value of the g factor for high-Z ions is limited by nuclear structure corrections. In
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Ref. [60] it was proposed to consider the difference between the g factors of H-like and Li-like ions. The most
accurate calculations on the g factor in Li-like ions were performed in Refs. [61, 62, 63]. Besides, it is proposed
to consider a specific difference of the g factors of H-like and B-like ions in the lead region [64]. This opens the
prospective for a determination of the fine structure constant to an accuracy of about 10−9, which is better than
that of the currently accepted value.
Parity nonconservation (PNC) is caused by the weak interaction. Investigations of parity nonconservation effects
in atomic systems play a prominent role in tests of the standard model and impose constraints on physics beyond
it. Mixing of the states with different parity leads to an asymmetry in the circular polarization of the emitted
photons [65]. Theoretical calculations of this effect were considerably improved for neutral atoms (see, e.g.,
Refs. [66, 67, 68, 69, 70]). The most precise determination of the weak charge from the atomic physics was pro-
vided by a comparison of experimental data [71] and theoretical results [69, 70] for the PNC-transition amplitudes
in neutral 133Cs. However, further improvements of the theoretical calculations are restricted by the accuracy in
treatments of the electron-correlation effects. For this reason, investigations of He-like europium 152Eu61+, where
a strong mixing of the levels 21S0 and 23P0 occurs, look very promising [72]. The theoretical evaluation of parity
nonconservation effects require a very accurate knowledge of transition energies and levels widths.
Apart from the energy, the widths of electron levels represent most important spectroscopic properties of multi-
charged ions. The level width is determined by a sum of all possible transition rates to lower-lying states. For a
long time, beam-foil spectroscopy has been the only technique available that permitted measurements of atomic
lifetimes (see, e.g., Refs. [73, 74] and references therein). By means of this technique, one can prepare ions of
any element passing the original beam through a thin foil at different energies. Displacing the foil from the line
of sight of the spectrometer permits the recording of transition photons at given times after the excitation. And
thus one can compile the distribution of the photons from the decay of excited states. However, this technique has
serious disadvantages: the experimental results depend on less accessible parameters, such as the velocity of the
ions after passing through the foil, background cascade decay processes from highly excited states, etc. Therefore,
the relative uncertainty of this method usually cannot be reduced below the level of several percents. However,
there exist interesting exceptions, the most striking example is the measurement of the decay rate of the state 23S1
in He-like 93Nb39+, where an accuracy of about 0.35% [75] has been achieved.
Another techniques for the decay rate measurements utilize various types of ion traps: electrostatic, magnetic, and
radio frequency fields. Within a trap the ions are kept at some low gas pressure, but to determine the lifetime
under clean conditions the results are extrapolated to zero pressure. For a long time, experiments were conducted
at a pressure within the range of 10−7 − 10−8 mbar, which kept the uncertainty of the extrapolation quite high.
Recent developments in ionization techniques allow for a considerable reduction of the pressure inside of the
trap by several orders in magnitude (up to 10−9 − 10−12 mbar). This opens new prospects for measurements of
transition rates in multicharged ions. The Electron Beam Ion Trap (EBIT) is one of the most successful setup for
measurements of decay rates, see, e.g., Refs. [76, 77]. A schematic setup of an EBIT combining the electron beam
with a magnetic ion trap (with typically 3−8 T field strength) is depicted in Fig. 1.2. The electron beam collimated
along the magnetic field ionizes atoms in the trap via collisions and compensates simultaneously the space charge
of the cloud of positive ions that is being built up in the trap. The drift tubes closest to the trap center accelerate the
electrons and suppress axial ion losses. When the electron beam is switched off the excited states of the ions decay
and one can measure the intensity of the radiation. Such techniques were successfully employed for multicharged
ions, see, e.g., Refs. [76, 77, 78, 79, 80, 81, 82, 83, 84, 85]. The most accurate results were recently obtained at
the Heidelberg EBIT: the lifetime of the state (1s22s22p) 2P3/2 in 40Ar13+ results 9.573(4)(5) ms [76, 77], and
the lifetime of the state (1s22s22p63s23p) 2P3/2 in 56Fe13+ – 16.79(3) ms [85]. Thus best-to-date methods for
the measuring of the decay rates allow to achieve an accuracy of the order of 0.1%. This opens new facilities for
probing the influences of QED and relativistic-correlation effects on atomic transition probabilities. In addition to
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Figure 1.2: Experimental setup at the Heidelberg EBIT [76].
the detailed understanding of the atomic structure, investigations of transition rates in multicharged ions are of great
interest in plasma diagnostics and astrophysics. The relative intensities of nonrelativistic forbidden transitions are
often employed as a most sensitive tool for density diagnostics and coronal lines analysis.
A huge amount of works were devoted to the theoretical description of the atomic many-body problem. For
the evaluation of correlation corrections to transition amplitudes various methods were employed: multicon-
figuration Hartree-Fock (MCHF) [86], method of model potential [87], multiconfiguration Dirac-Fock (MCDF)
[88, 89, 90, 91], many-body perturbation theory (MBPT) [92, 93, 94], etc. In work [90] for the first time the
contribution from negative-continuum states is also incorporated. It turns out that this contribution crucially de-
pends on the choice of the one-electron model potential, which is employed as the starting point of any MBPT or
MCDF calculations. Despite a large number of theoretical works performed in the past the rigorous treatment of
interelectronic-interaction corrections to the transition rates in the framework of QED has yet to be achieved. The
radiative corrections to the decays 2p3/2, 2p1/2, 2s − 1s in hydrogenic ions were recently evaluated to all orders
in αZ in Ref. [95]. However, for the transition between fine-structure levels 2p3/2 and 2p1/2, which corresponds
to the most precise measurement [76, 77], the QED corrections have not been calculated yet. In this thesis a com-
plete QED calculation of interelectronic-interaction corrections to first order in 1/Z and the evaluation of QED
corrections to the amplitude of the transition 2p3/2 − 2p1/2 are presented.
For ions with nonzero nuclear spin the additional reduction of lifetime can appear due to the hyperfine admixture
of the levels with considerably larger transition probability to the ground state. This effect is known as hyperfine
quenching. Investigation of the hyperfine quenching attracts essential interest due to its strong dependence on
the energy of the fine-structure levels and nuclear moments. In particular, the measurements of the 23P0 state
lifetimes in Ag45+ [96, 97], Ni26+ [98], and Gd62+ [99] give precise values of the fine-structure splitting of the
levels 23P1 − 23P0. In present work the hyperfine quenching effect is considered for the 23P0,2 states in He-like
ions.
14 1 Introduction
1.2 Overview
Having motivated the main task of this thesis on the basis of recent experimental investigations of structure and
dynamic processes in atomic systems aiming at utmost precision and given a brief overview of the present status
of theoretical approaches to the atomic many-electron problem, the content will be as follows:
Chapter 2 is devoted to a determination of the Zemach and magnetic radii of the proton from a comparison between
theoretical and experimental data of the hyperfine splitting in hydrogen and in muonium. The various theoretical
contributions to the hyperfine splitting are considered. The formulas for the relativistic nuclear-size correction are
derived in Appendix A. In order to obtain a refined value of the proton-size correction some of the contributions
have to be recalculated. Employing the experimental value of the hyperfine structure in hydrogen we deduce the
Zemach radius of the proton and compare it with previous results. The determination of the magnetic radius of
the proton is performed employing an exponential parametrization for the electric and magnetic form factors. The
results obtained are compared with corresponding data derived from elastic electron-proton scattering experiments.
Moreover, we consider the extraction of the Zemach radius from a rescaled difference between the hyperfine
splitting in hydrogen and muonium.
Chapter 3 presents the derivation of formal expressions for the radiative and interelectronic-interaction corrections
to the transition amplitudes from the first principles of QED. Starting with detailed description of the basic theory
of bound-state QED we employ the two-time Green’s function method developed in Ref. [100]. It allows for the
determination of the energy levels and transition probabilities from the poles of the two-time Green’s functions.
The formulas derived can be employed both for single and quasidegenerate or degenerate states. For the case of
one-electron ions the derivation of formal expressions for the self-energy and vacuum-polarization correction to
the transition amplitude is given next. For the case of two-electron ions and few-electron ions with one electron
over the closed shells the application of the two-time Green’s function approach to the interelectronic-interaction
corrections is demonstrated.
Chapter 4 is devoted to the evaluation of the one-loop QED corrections to the transition rates. It mainly focuses on
the one-electron transition 2p3/2− 2p1/2. This calculation is motivated by the accurate measurement of the lifetime
of the (1s22s22p) 2P3/2 level in B-like Ar, recently performed at the Heidelberg EBIT [76, 77]. The calculation
presented incorporates QED corrections to all orders in αZ . The vacuum-polarization contribution is evaluated
in the Uehling approximation. For the self-energy correction the scheme allowing for a separate treatment of the
one-potential term in the momentum space is employed. The approach developed here considerably improves the
convergence of the partial-wave expansion. The derivation of formulas for the zero-potential vertex term, which is
calculated in the momentum space, is given in Appendix B. Numerical results are presented for the experimentally
most interesting region of nuclear charge numbers Z = 16− 22.
In Chapter 5 we evaluate the following transition probabilities: 23S1 − 11S0, 23P2 − 11S0, and 33S1 − 23S1
in He-like ions, (1s22s22p) 2P3/2 − 2P1/2 in B-like ions and (1s22s2p) 3P1 − 3P2 in Be-like ions. Numer-
ical solutions of the Dirac equation are generated. A most suitable finite-basis set is constructed in terms of
B-splines utilizing the dual kinetic balance approach [101]. The latter also respects charge conjugation symmetry
and considerably improves the convergence and the numerical accuracy. For He-like ions the systematic QED
approach is employed for calculating the interelectronic-interaction corrections of first order in 1/Z . For B-like
and Be-like ions the interelectronic-interaction and radiative corrections to the transition amplitude are considered.
The configuration-interaction method in the Dirac-Fock-Sturm basis (CIDFS) as described in details in Appendix
C is employed in order to evaluate the interelectronic-interaction contribution for the transitions in B-like and
Be-like ions. Corrections to the many-electron wave functions due to single-particle excitations from the negative-
continuum energy states are taken into account. The frequency-dependent term is calculated within perturbation
theory to first order in 1/Z . The comparison of the obtained results with other theoretical and experimental data is
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presented.
Chapter 6 is devoted to the effect of hyperfine quenching in He-like ions. Employing perturbation theory for
quasidegenerate states we evaluate the proper wave functions including the hyperfine admixture. Considering the
effective Hamiltonian [102], which treats some terms within jj-coupling scheme and others within LS-coupling,
allows to take into account higher-order corrections. The results obtained are compared with other theoretical and
experimental data.
Finally, Chapter 7 concludes this thesis with a summary.
1.3 Notations and conventions
Throughout the thesis relativistic units (~ = c = me = 1) and the Heaviside charge unit, where α = e2/(4π)
and e < 0 are employed. However, whenever it seems convenient, the electron mass me is obviously restored in
expressions. Besides, we employ following definitions: xµ for contravariant four-vector, xµ = gµνxν for covariant
four-vector, gµν is the metric tensor
gµν = g
µν =


1 0 0 0
0 −1 0 0
0 0 −1 0
0 0 0 −1

 , (1.1)
and γµ = (β, βα) are the Dirac matrices in their standard representation
α0 =
(
I 0
0 I
)
, α =
(
0 σ
σ 0
)
, β =
(
I 0
0 −I
)
(1.2)
together with the 2×2 Pauli matrices
I =
(
1 0
0 1
)
, σ1 =
(
0 1
1 0
)
, σ2 =
(
0 −i
i 0
)
, σ3 =
(
1 0
0 −1
)
. (1.3)
The scalar product of four-vectors is defined by kx = kµxµ = k0x0 − kx. By default, the summation over
repeated indices is implied.
2 Proton structure
High-precision measurements and calculations of energy spectra of light atoms provide tests of QED with very
high precision (see, e.g., CODATA [3] and references therein). In some cases, the current accuracy of QED
calculations exceeds those of the known values of fundamental physical parameters. The hyperfine splitting in
hydrogen represents exactly such a case. It thus provides a unique possibility for the deduction of proton structure
(size) parameters via atomic physics measurements with higher accuracy, as it can be usually achieved in nuclear
or high-energy physics experiments.
2.1 Hyperfine structure in hydrogen
The interaction between a bound electron and the magnetic field induced by a non-zero nuclear magnetic spin I
leads to the hyperfine splitting of the atomic levels. In the point-dipole approximation the interaction Hamiltonian
is given by the Fermi-Breit operator
Hµ =
|e|
4π
(α · [µI × r])
r3
, (2.1)
where µI is the nuclear magnetic moment operator. To evaluate the hyperfine splitting in a hydrogen-like ion in
first order perturbation theory, one has to evaluate matrix elements of the Fermi-Breit operator with the unperturbed
wave functions of the atomic system. In the case of an infinitely heavy point nucleus, this yields for an arbitrary
state [103]
∆E =
|e|
4π
µI
I
κ
j(j + 1)
(αZ)3[2κ(γ + nr)−N ]m2e
N4γ(4γ2 − 1)
×[F (F + 1)− I(I + 1)− j(j + 1)] , (2.2)
where F is the total angular momentum of the ion, I and j are the nuclear and total electronic angular momenta,
respectively, nr = n− |κ| is the radial quantum number, n is the principal quantum number, κ = (−1)j+l+1/2×
(j +
1
2
) is the relativistic angular momentum quantum number, l = j ± 1/2 determines the parity of the state,
γ =
√
κ2 − (αZ)2, and N =
√
n2r + 2nrγ + κ
2
.
Now let us turn to the hydrogen atom, where the measurement of the ground-state hyperfine splitting represents
one of the most precise experiment with a relative accuracy better than 10−12 [29]
∆Epexp = 1420.405751767(1)MHz . (2.3)
The error associated with calculations of QED corrections to the hyperfine splitting is estimated to contribute on
the level 10−9. The major theoretical uncertainty arises from nuclear structure-dependent contributions. The most
important one is the proton-size correction, which is determined exclusively by the spatial distributions of the
charge and the magnetic moment of the proton. It contributes on the relative level of 10−5. Assuming that all
other theoretical corrections are accurately known, one can determine the proton-size contribution by comparing
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Figure 2.1: Schematic decomposition of the hyperfine splitting in hydrogen.
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theoretical and experimental values for the hyperfine splitting in hydrogen. The major goal of this Chapter is to
determine the Zemach and the magnetic radii of the proton via such a comparison.
The theoretical value for hyperfine splitting of the ground state in hydrogen (Z = 1) can be decomposed in the
form
∆Eptheor = E
p
F(1 + δ
Dirac + δQED + δstructurep ) . (2.4)
Fermi’s expression for the magnetic-dipole interaction energy EpF [104] appears as overall prefactor
EpF =
8
3
α(αZ)3
m2em
2
p
(me +mp)3
µp
µN
, (2.5)
where µp is the magnetic dipole moment of the proton, µN is the nuclear magneton, and mp denotes the proton
mass. The subscript “p” defines the quantities depending on the proton parameters, such as mass or internal
structure. The relativistic Dirac (δDirac) and QED corrections (δQED) calculated in the external field approximation
do not depend on the proton structure. Here and in what follows we keep explicitly the nuclear charge number Z
to separate the relativistic and radiative corrections. The relativistic contribution δDirac can easily be obtained in
terms of an αZ-expansion from the Dirac equation:
δDirac =
3
2
(αZ)2 +
17
8
(αZ)4 + . . . . (2.6)
For an overview on recent achievements in calculations of the radiative correction δQED we refer to Refs. [30, 31,
32, 33, 105, 106], from where we can take the result
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Figure 2.2: Feynman diagrams representing the proton-polarizability correction to the hyperfine splitting in hy-
drogen. The heavy and the thin lines represent the proton and the electron, respectively. The wavy
lines describe the interaction between electron and proton via exchange of virtual photons. The shaded
region indicates the internal dynamic of the proton.
δQED = κe +
α
π
{
αZπ
(
ln 2− 5
2
)
+ (αZ)2
[
ln(αZ)
(16
3
ln 2− 281
180
− 8
3
ln(αZ)
)
− 8
15
ln 2
+
34
225
+ 17.122339 . . .
]
+ (αZ)3π
[
ln(αZ)
(547
48
− 5 ln 2
)
+
539
288
− 4.55(35)
]}
+
α2
π2
{
0.7718(4)αZπ+ (αZ)2
[
ln(αZ)
(
1.278001088 . . .− 4
3
ln(αZ)
)
+ 10(2.5)
]}
(2.7)
with the anomalous magnetic moment coefficient
κe =
[
α
2π
− 0.328 478 965 . . .
(α
π
)2
+ 1.181 241 456 . . .
(α
π
)3
+ · · ·
]
. (2.8)
The uncertainty of δQED is mainly determined by uncalculated high-order terms α3(αZ) and by the uncertainties
associated with some of the calculated terms indicated in Eq. (2.7). The proton structure-dependent correction
δstructurep is usually expressed as the sum referring to various distinct physical processes and effects
δstructurep = δ
pol
p + δ
hvp
p + δ
µvp
p + δ
weak
p + δ
rigid
p . (2.9)
This decomposition is illustrated in Fig. 2.1. The part δpolp associated with polarizability effects due to intrinsic
proton dynamics is mainly determined by the two-photon exchange diagrams depicted in Fig. 2.2. This correction
was evaluated in work [34] employing semi-empirical structure functions of polarized protons.
The correction due to hadronic vacuum-polarization δhvpp is determined by the Feynman diagrams depicted in
Fig. 2.3. Currently the most accurate result for this term was obtained in Refs. [107, 108] utilizing dispersion
relations together with experimental data on the annihilation cross section of e+e− into hadrons. The muonic
vacuum-polarization contribution δµvpp was evaluated in Ref. [109]. For the weak interaction term δweakp we refer
to the works [110, 111]. Values for all these corrections together with corresponding uncertainties are presented in
Table 2.1. The Fermi energy shift EpF is evaluated employing the values of the fundamental constants tabulated in
Ref. [3].
The quantity δrigidp parameterizing all remaining rigid properties of the proton can be deduce from a comparison
between theoretical and experimental data of the hyperfine splitting
δrigidp = ∆E
p
exp/E
p
F − 1− δDirac − δQED − δpolp − δµvpp − δhvpp − δweakp . (2.10)
This equation yields the δrigidp = −34.14(60)×10−6. It should be mentioned only that the leading chiral logarithms
contributions to the structure-dependent correction have been also investigated within an effective field theory
[115], which allows for an explanation of about 2/3 of the proton-structure correction.
In next Section we present our new results of the extraction of Zemach and magnetic radii from the rigid correction
δrigidp .
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Figure 2.3: Feynman diagrams representing the hadronic vacuum polarization correction to the hyperfine structure
in hydrogen.
2.2 Zemach and magnetic radii of the proton
The rigid term δrigidp is determined by the electric and magnetic form factors of the proton. This quantity may be
decomposed into two parts: δrigidp = δpsp + δrecoilp , where δpsp represents the proton-size correction and δrecoilp is
associated with recoil effects. The recoil part contains both contributions arising from a pointlike Dirac proton
and additional recoil correction due to the internal proton structure, respectively. Following Ref. [112] we may
not distinguish between them. The dominant contribution (relative order (αZ)me/mp) to the recoil correction is
defined by the two-photon exchange diagrams depicted in Fig. 2.4. Following the systematic treatment presented
in Ref. [112] and adopting the notations introduced in Ref. [113], it can be written as the sum of the following
integrals:
δrecoilp (VO) = −
8αmemp
π2(m2p −m2e)
∫ ∞
0
dξdp p4
{[
2m2e
(p2 + ξ2)2 + 4m2eξ
2
− 2m
2
p
(p2 + ξ2)2 + 4m2pξ
2
]
× GE(p
2 + ξ2)GM(p
2 + ξ2)
(p2 + ξ2)2(1 + κe)
−
[
2m2e
p4 + 4m2eξ
2
− 2m
2
p
p4 + 4m2pξ
2
]
GE(p
2)GM(p
2)
p4(1 + κe)
}
, (2.11)
δrecoilp (VV) =
6αmemp
π2(m2p −m2e)
∫ ∞
0
dξdp p2
[
1
(p2 + ξ2)2 + 4m2eξ
2
− 1
(p2 + ξ2)2 + 4m2pξ
2
]
× [GM(p
2 + ξ2)]2
1 + κe
, (2.12)
δrecoilp (κ
2
e) =
−2αmemp
π2(m2p −m2e)
∫ ∞
0
dξdp p2
3ξ2 + 2p2
p2 + ξ2
[
16m4p
(p2 + ξ2)2 + 4m2eξ
2
− 16m
4
p
(p2 + ξ2)2 + 4m2pξ
2
]
× [GM(p
2 + ξ2)−GE(p2 + ξ2)]2
(p2 + ξ2 + 4m2p)
2(1 + κe)
, (2.13)
δrecoilp (No.1) =
−2αmemp
π2(m2p −m2e)
∫ ∞
0
dξdp p2
3ξ2 + 2p2
p2 + ξ2
16m4p
(p2 + ξ2)2 + 4m2pξ
2
× [GM(p
2 + ξ2)−GE(p2 + ξ2)]2
(p2 + ξ2 + 4m2p)
2(1 + κe)
, (2.14)
δrecoilp (No.2) =
4αmemp
π2(m2p −m2e)
∫ ∞
0
dξdp p2
p2
p2 + ξ2
4m2p
(p2 + ξ2)2 + 4m2pξ
2
× [GM(p
2 + ξ2)−GE(p2 + ξ2)]GM(p2 + ξ2)
(p2 + ξ2 + 4m2p)(1 + κe)
. (2.15)
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Figure 2.4: Feynman diagrams representing the two-photon exchange correction to the hyperfine splitting in hy-
drogen. The shaded circle defines the proton vertex operator.
Here the quantities GE/M represent the electric and magnetic form factors, respectively. Since the atomic energy
scale involved implies q0 ≈ 0, one can restrict to the static limit (q0 = 0), and thus we define them to be
dependent only on the spatial momentum transfer (squared), q2 ≡ q2 > 0. For evaluating the higher-order recoil
corrections it is sufficient to employ the point-dipole approximation. Accordingly, the contribution of the order
(αZ)2me/mp has been derived in Ref. [112] with the result 0.46 ppm, while the radiative-recoil correction of the
order α(αZ)me/mp turns out to be 0.09(2) ppm [109].
The proton-size correction δpsp in the nonrelativistic limit is given by the well-known Zemach formula [116]:
δZemachp = −2αZ
memp
me +mp
Rp , (2.16)
where
Rp =
∫
drdr′ ρE(r)ρM(r
′)|r− r′| = − 4
π
∫ ∞
0
dq
q2
[µN
µp
GE(q
2)GM(q
2)− 1
]
(2.17)
defines the Zemach radius of the proton. This quantity represents the radius of interaction between the magnetic
dipole distribution ρM(r) of the proton and the electron moving in the electric field of the distribution ρE(r). Here
the nuclear charge and magnetization distributions ρE(r) and ρM(r), respectively, are normalized to unity. The
charge and magnetic mean-square radii are defined by
〈r2〉E =
∫
dr r2ρE(r) = −6 d
dq2
GE(q
2)|q2=0 (2.18)
and
〈r2〉M =
∫
dr r2ρM(r) = −6 1
µp
d
dq2
GM(q
2)|q2=0 . (2.19)
To determine the Zemach and magnetic radii of the proton from the hydrogen hyperfine splitting we propose the
following. For a simpler understanding the procedure we again refer to Fig. 2.1. At first, we calculate the structure-
dependent part of the recoil correction within a rough approach, taking the proton magnetic radius to be equal to
the charge radius. Then we deduce the proton-size correction from a comparison between the experimental and
theoretical values of the hyperfine splitting. Using the dipole parameterizations of the form factors we extract a
preliminary value for the proton magnetic radius. Then, we recalculate the recoil-structure correction with the
obtained value of the proton magnetic radius and take into account the radiative and binding contributions to the
proton-size term. Finally, we again deduce the improved proton-size correction and determine the magnetic radius.
The dipole parameterization is a commonly used experimental fit for the proton form factors
GD(q
2) =
1
[1 + q2R2D]
2
, (2.20)
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which descends from the exponential model of the charge/magnetization distribution. But recent investigations
performed at the Jefferson Laboratory (JLab) [117, 118, 119] revealed, that for q ≥ 1 GeV the behavior of the
electric form factor deviates from the dipole parameterization. However, the Zemach correction is not sensitive
to the form factors behavior for q > 0.8 GeV. As it was shown in Ref. [120], the contribution to the Zemach
correction from the region q > 0.8 GeV remains almost the same for different experimental models of the proton
electric and magnetic form factors. Therefore, in what follows, we stay with the dipole parameterizations for the
form factors. In order to estimate the error associated with the slight model dependence, we consider also the
parameterization
GJLab(q
2) =
(
1− 0.13 q
2
GeV2
)
GD(q
2) , (2.21)
which is known as JLab model [117]. The parameters RD, one for the electric and another for the magnetic form
factor, respectively, are fixed by the corresponding values for the root-mean-square radii.
In a first iteration one has to calculate the recoil-structure corrections δrecoilp (VO), δrecoilp (VV), δrecoilp (κ2e),
δrecoilp (No.1), and δrecoilp (No.2) given by Eqs. (2.11) – (2.15) with the best-to-date proton charge radius 〈r2〉1/2E =
0.8750(68) fm [3] and with the same value for the magnetic proton radius. The total recoil correction turns out to
be 5.84 ppm. Accordingly, the proton-size correction δpsp is given by the expression
δpsp = δ
rigid
p − δrecoilp , (2.22)
which yields the value δpsp = −39.98(61) ppm. In a first step one can approximate the proton-size correction
by the Zemach formula and can easily find the Zemach radius Rp = 1.058 fm. To extract the magnetic radius
of the proton from this result, one has to fit the parameter RD associated with the magnetic form factor such as
to reproduce the Zemach radius. As the result we find a preliminary value for the magnetic radius of the proton:
〈r2〉1/2M = 0.800 fm. The error associated with the model dependence is on the level of about 0.75%.
In a second step we account for corrections to the Zemach formula
δpsp = δ
Zemach
p + δ
radiative
p + δ
relativistic
p , (2.23)
where δradiativep is the radiative structure-dependent correction obtained in Ref. [109] and δrelativisticp is the binding
correction derived in Ref. [121]. The detailed description presented in Appendix A. The radiative correction has
been derived assuming the exponential model with the same parameter RD for both charge and magnetization
distributions, i.e.
δradiativep = −δZemachp
α
3π
[
4 ln (meRD) +
4111
420
]
. (2.24)
The accuracy of this approximation is sufficient for our purpose here. Calculating δradiativep for different RD, we
obtain δradiativep = 0.0153(2) × δZemachp . The binding correction has been expressed in terms of electric and
magnetic moments of the proton (see Appendix A):
δrelativisticp = δ
Zemach
p (αZ)
2
[7
4
− γ − ln (2αZ)
]
− 2(αZ)3me〈r〉E
(
〈r ln (mer)〉E
〈r〉E −
839
750
)
− (αZ)
3meR0
5
(
3〈r4〉M
2R40
− 19〈r
6〉M
42R60
+
19〈r8〉M
360R80
− 2
825
〈r10〉M
R100
)
−(αZ)3meR0
(
〈r2〉M
R20
− 1
10
〈r4〉M
R40
)(
ln (meR0) +
1
30
)
, (2.25)
where γ is Euler’s constant and 〈rn〉E/M =
∫
dr rnρE/M(r). The radius parameter R0 =
√
5/3〈r2〉1/2E cor-
responds to the radius of a homogeneously charged sphere taken as a model for the proton charge distribution.
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Table 2.1: Numerical values for various corrections to the hyperfine splitting in hydrogen together with the as-
signed errors. The energies ∆Epexp and E
p
F are given in units of MHz.
Value Error Ref.
∆Epexp 1 420.405 751 767 0.000 000 001 [29]
EpF 1 418.840 08 0.000 02 [3]
∆Epexp/E
p
F 1.001 103 49 0.000 000 01
δDirac 0.000 079 88
δQED 0.001 056 21 0.000 000 001 [30, 31, 32, 33, 105, 106]
δpsp − 0.000 040 11 0.000 000 61 [114]
δrecoilp 0.000 005 97 0.000 000 06 [109, 112, 113, 114]
δpolp 0.000 001 4 0.000 000 6 [34]
δhvpp 0.000 000 01 [107, 108]
δµvpp 0.000 000 07 0.000 000 02 [109]
δweakp 0.000 000 06 [110, 111]
Nevertheless, the error induced by using this model for the charge distribution in comparison to other models
does not exceed 5%. Employing exponential parameterizations of the charge and magnetization distributions
with electric and magnetic radii, 〈r2〉1/2E = 0.8750(68) fm and 〈r2〉1/2M = 0.800 fm, respectively, we obtain
δrelativisticp = 0.0002× δZemachp + 1.4× 10−8. Thus the proton-size correction takes the form
δpsp = 1.0154(2)× δZemachp + 1.4× 10−8 . (2.26)
In addition, we need to correct the dominant term of the recoil contribution with the magnetic radius 〈r2〉1/2M =
0.800 fm. As a result, the recoil correction turns out to be 5.94(6) ppm.
Deducing again the proton-size correction we finally deduce the Zemach radius of the proton:
Rp = 1.045(16)fm . (2.27)
This value differs from the one obtained in Ref. [122], Rp = 1.037(16) fm, mainly due our recalculated recoil
corrections based on the improved and more accurate charge and magnetic moment distributions.
2.3 Results and discussion
The value for the Zemach radius obtained above enables us also to determine an improved magnetic radius of the
proton:
〈r2〉1/2M = 0.778(29)fm . (2.28)
The corresponding uncertainty is mainly due to errors associated with the polarizability effect as well as the un-
certainty of the charge radius of the proton. In Table 2.1 we present the final values for the contributions to the
hyperfine splitting in hydrogen. The value for δpsp has been obtained by means of the experimental energy splitting,
according to Eqs. (2.10) and (2.22).
Recently Brodsky et al. [120] proposed an alternative method to extract the Zemach radius. They considered a
rescaled difference between the hyperfine splitting in hydrogen and muonium
∆Epexp/E
p
F
∆Eµexp/E
µ
F
= 1 + δhfs , (2.29)
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Table 2.2: Numerical values taken from the literature for various corrections to the hyperfine splitting in muonium
together with the assigned errors. The energies ∆Eµexp and E
µ
F are given in units of MHz.
Value Error Ref.
∆Eµexp 4 463.302 765 0.000 053 [38]
EµF 4 459.031 7 0.000 4 [3]
∆Eµexp/E
µ
F 1.000 957 84 0.000 000 09
δDirac 0.000 079 88
δQED 0.001 056 21 0.000 000 001 [30, 31, 32, 33, 105, 106]
δrecoilµ − 0.000 178 33 0.000 000 02 [31, 112, 113, 123, 124, 125, 126]
δhvpµ 0.000 000 05 [107, 108]
δweakµ − 0.000 000 01 [110, 111]
where “µ” indicates quantities which refer to the muon. EµF is the Fermi energy for muonium together with the
experimental hyperfine structure value ∆Eµexp = 4 463.302 765(53) MHz [38]. Employing recent values of the
fundamental constants [3] they have obtained δhfs = 145.51 ppm [120]. The ground state hyperfine splitting in
muonium can be written as
∆Eµtheor = E
µ
F(1 + δ
Dirac + δQED + δrecoilµ + δ
hvp
µ + δ
weak
µ ) . (2.30)
The corrections δDirac and δQED are the same as in the case of hydrogen, δhvpµ and δweakµ are the hadronic vacuum-
polarization and the weak interaction contributions, respectively, and δrecoilµ is the recoil term, which again consists
of a relativistic and radiative part. With the aid of this formula together with Eqs. (2.4) and (2.29) one can imme-
diately derive the proton-structure correction
δstructurep = δ
hfs + δrecoilµ + δ
hvp
µ + δ
weak
µ + δ
hfs(δDirac + δQED + δrecoilµ + δ
hvp
µ + δ
weak
µ ) . (2.31)
Following Ref. [120], where the contributions δhvpµ and δweakµ have been neglected and only the relativistic part
of the recoil correction [31, 112, 113, 123, 124, 125] has been taken into account, one obtains δstructurep = −31.8
ppm. This yields the corresponding Zemach radius Rp = 1.019(16) fm [120], which differs significantly from our
result,Rp = 1.045(16) fm. However, as we have found this difference disappears if one includes the omitted terms.
This is mainly due to the radiative-recoil correction evaluated in Refs. [31, 123, 124, 125, 126]. With this term
included, the total recoil correction is determined as δrecoilµ = −178.33(2) ppm. The hadronic vacuum-polarization
contribution obtained in [107, 108] is δhvpµ = 0.05 ppm, while the value of the correction due toZ0-boson exchange
yields δweakµ = −0.01 ppm [110, 111]. Values for the corrections to the muonium hyperfine splitting are presented
in Table 2.2. Substituting these contributions into expression (2.31), we find δstructurep = −32.64 ppm. Utilizing
the values presented in Tables 2.1 and 2.2, we obtain for the proton-size correction δpsp = −40.15 ppm. Then
the Zemach radius can be easily determined with the result Rp = 1.047(16) fm, which is very close to the value
obtained from the hydrogen hyperfine splitting alone, Rp = 1.045(16) fm.
Another way to determine the proton magnetic radius is based on experimental data from elastic electron-proton
scattering. Accordingly, Friar and Sick have recently determined the Zemach radius of the proton to be Rp =
1.086(12) fm [127] and the proton charge radius 〈r2〉1/2E = 0.895(18) fm [9]. Based on these values for Rp and
〈r2〉1/2E and employing an exponential parameterization for both electric and magnetic form factors, we find the
value of the proton magnetic radius 〈r2〉1/2M = 0.824(27) fm. This value is in a good agreement with the recent
experimental value of Sick – 0.855(35) fm presented in Ref. [128], and comes also close to the result of Hammer
and Meißner 0.857 fm [128].
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As one can see, only a disagreement with the value for the Zemach radius and, thus, with the magnetic radius, as
it is obtained from the electron-proton scattering experiments, remains. We emphasize that a careful analysis of
elastic form factor fits could well be warranted. Accordingly, the Zemach and magnetic radii obtained here could
serve as reliable constraints for such fits evaluated solely from atomic spectroscopic data.
3 QED theory of the transition rates
This Chapter provides the basic formalism of the QED theory of transition probabilities taking into account QED
and interelectronic-interaction corrections. Renormalized expressions for one- and two-electron ions as well as
for ions with one electron over closed shells are derived within the two-time Green’s function approach [100]. It
allows for a nonperturbative treatment with respect to the effective coupling αZ . This is especially required, since
in multicharged ions the parameter αZ is not small.
3.1 Bound-state QED
QED of bound electrons in atoms and ions is formulated within the interaction picture by starting with the single-
particle Dirac equation [129]
hDφn(x) = [−iα ·∇+ V (x) + β] φn(x) = εnφn(x) (3.1)
with a static potential V (x), which may contain both the potential of the nucleus and an effective single-particle
potential which to some approximation accounts for the interelectronic interaction. The time-dependent single-
particle solutions of the Dirac equation have the form
φn(x) = φn(x)e
−iεnt . (3.2)
The Dirac field operator ψ(x) describing the electrons and positrons is expanded in terms of the single-particle
solutions (3.2) of the Dirac equation (3.1) according to
ψ(x) =
∑
εn>0
anφn(x) +
∑
εm<0
b†mφm(x) , (3.3)
where an denotes the electron annihilation operator for an electron in state n and b†m is the positron creation
operator for a positron in state m. The canonical equal-time anticommutators for the field operators imply the
anticommutation relations
{an, a†m} = δnm , {an, am} = {a†n, a†m} = 0 , (3.4)
{bn, b†m} = δnm , {bn, bm} = {b†n, b†m} = 0 , (3.5)
{an, bm} = {an, b†m} = {a†n, bm} = {a†n, b†m} = 0 . (3.6)
The unperturbed state vectors are generated by the action of the creation operators on the Dirac vacuum state |0〉.
For example, an N -electron one-determinant state is given by
|A〉 = 1√
N !
∑
P
(−1)Pa†Pa1 · · ·a
†
PaN
|0〉 , (3.7)
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where the sum is carried out over all permutations, and P defines the parity of the permutation. The unperturbed
Hamiltonian is given by the normal-ordered expression (N denotes normal ordering)
He =
∫
dxNψ†(x)hDψ(x) =
∑
εn>0
εna
†
nan −
∑
εm<0
εmb
†
mbm . (3.8)
The propagator of the electron-positron field is defined by the vacuum expectation value of the time-ordered prod-
uct
S(x0 − y0,x,y) = −i〈0|Tψ(x)ψ(y)|0〉 = 1
2π
∫ ∞
−∞
dω e−iω(x
0−y0)
∑
n
φn(x)φn(y)
ω − εn(1− i0) , (3.9)
where T denotes the time-ordering operator. Since the external potentials are static, in what follows we use the
temporal Fourier-transformed propagation function in the eigenmode representation
S(ω,x,y) =
∑
n
φn(x)φn(y)
ω − εn(1− i0) . (3.10)
For the covariant quantization of the free electromagnetic field we employ the Gupta-Bleuler formalism presented
in detail in a number classical textbooks, see, e.g. Ref. [130]. The free field equations in the Feynman gauge are
Aµ(x) = 0 . (3.11)
The corresponding plane wave solutions can be written as
Aµk,λ(x) = A
µ
k,λ(x)e
−ik0x0 =
ǫ(λ)µ e−ikx√
2k0(2π)3
, (3.12)
where k = (k0 = |k|,k) is the wave vector, and ǫ(λ)µ determines the polarization of the photon. The electromag-
netic field operator Aµ(x) can thus be expanded in terms of creation and annihilation operators
Aµ(x) =
∫
dk√
2k0(2π)3
∑
λ
[
c(k, λ)Aµk,λ(x) + c
†(k, λ)Aµ∗k,λ(x)
]
, (3.13)
where c(k, λ) and c†(k, λ) annihilates and creates, respectively, a photon with the wave vector k and the polariza-
tion ǫ(λ). They obey the following commutation relations:
[c(k, λ), c†(k′, λ′)] = −gλλ′2k0(2π)3δ3(k − k′) , (3.14)
[c(k, λ), c(k′, λ′)] = [c†(k, λ), c†(k′, λ′)] = 0 . (3.15)
It can be shown, that the corresponding Fock space has an indefinite metric due to the presence of scalar and
longitudinal photons. To eliminate these unphysical states one may employ the Gupta-Bleuler approach imposing
the Lorentz condition on the matrix elements 〈k, λ|∂µAµ(x)|k, λ〉 = 0 for the subspace of physical photon states
|k, λ〉. This physical subspace of state vectors have positive norm and only the transverse photons contribute to
observable quantities. The photon propagator is defined by the vacuum expectation value
Dµν(x
0 − y0,x− y) = i〈0|TAµ(x)Aν(y)|0〉 . (3.16)
The temporal Fourier-transformed photon propagation function has the form
Dµν(ε,x− y) = −4πgµν
∫
dk
(2π)3
eik·(x−y)
ε2 − k2 + i0 (3.17)
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in the Feynman gauge and
D00(ε,x− y) = 1|x− y| , Di0 = D0i = 0, (i = 1, 2, 3),
Dij(ε,x− y) = 4π
∫
dk
(2π)3
eik·(x−y)
ε2 − k2 + i0
(
δij − kikj
k2
)
, (i, j = 1, 2, 3)
(3.18)
in the Coulomb gauge.
For later purposes we introduce the operator I(ε) representing the interelectronic interaction mediated via the
exchange of virtual photons: I(ε) = e2αµανDµν(ε). Employing the Bohr radius a0/Z as unit for lengths (and
energies) implies a perturbation expansion of the interelectronic interaction in powers of 1/Z .
The interaction between the electron-positron and electromagnetic fields is provided by the interaction Hamiltonian
HI =
∫
dx jµ(x)Aµ(x) − δm
2
∫
dx [ψ(x), ψ(x)] , (3.19)
where jµ(x) = (e/2)[ψ(x)γµ, ψ(x)] is the electron-positron current operator, δm is the mass renormalization
counterterm.
For the rigorous derivation of formal expressions for the radiative and interelectronic-interaction corrections to the
transition amplitudes from the first principles of QED it is most convenient to employ the two-time Green’s function
(TTGF) method. It was developed in works [131, 132, 133, 134, 135] and described in details in Ref. [100]. The
TTGF formalism is based on the formulation of the perturbation theory for the Green’s functions. We start our
consideration with the definition of usual 2N -time Green’s functions, which will be needed hereinafter,
G(x′1, . . . , x
′
N ;x1, . . . , xN ) = 〈0|Tψ(x′1) · · ·ψ(x′N )ψ(xN ) · · ·ψ(x1)|0〉 (3.20)
and
Gγf (x
′
1, . . . , x
′
N ;x1, . . . , xN ) =
∫
d4y 〈0|Tψ(x′1) · · ·ψ(x′N )Aµ∗f (y)jµ(y)ψ(xN ) · · ·ψ(x1)|0〉 . (3.21)
Here jµ(y), ψ(x) are operators in the Heisenberg representation, the subscript f by the photon wave function
Aµ∗f (y) defines the quantum numbers (kf , ǫf ). To obtain the Feynman rules for these Green’s functions one
has to change from the Heisenberg to interaction representation and employ the Wick theorem (see details in
Ref. [100]). However, the complete information about the energy levels and transition amplitudes is already
contained in the two-time Green’s functions defined with time arguments x′01 = x′02 = · · · = x′0N = x′0 and
x01 = x
0
2 = · · · = x0N = x0. Therefore, performing Fourier transformation over the time variables, we define the
following two-time Green’s functions
G(E;x′1, . . . ,x′N ;x1, . . . ,xN )δ(E − E′) =
1
2πi
1
N !
∫ ∞
−∞
dx0dx′0e(iE
′x′0−iEx0)
×〈0|Tψ(x′0,x′1) · · ·ψ(x′0,x′N )ψ(x0,xN ) · · ·ψ(x0,x1)|0〉 (3.22)
and
Gγf (E′, E;x′1, . . . ,x′N ;x1, . . . ,xN )δ(E′ + k0 − E)
=
1
2πi
1
2π
1
N !
∫ ∞
−∞
dx0dx′0
∫
d4y e(iE
′x′0−iEx0+ik0y0)Aν∗f (y)
×〈0|Tψ(x′0,x′1) · · ·ψ(x′0,x′N )jν(y)ψ(x0,xN ) · · ·ψ(x0,x1)|0〉 . (3.23)
Further, we briefly show how the information about the energy levels can be obtain from the poles of the Green’s
function G(E). The general case under consideration involves degenerate (or quasidegenerate) states. We assume
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that in zeroth approximation the state A belongs to an sA-dimensional subspace ΩA of unperturbed states. The un-
perturbed energies we define asE(0)1 , . . . , E
(0)
A , . . . , E
(0)
sA , while the exact energies are defined asE1, . . . , EA, . . . , EsA .
Let us introduce the projector onto the subspace ΩA via
P
(0)
A =
sA∑
k=1
uku
†
k , (3.24)
where uk are the unperturbed one-determinant states of an N -electron system
uk(x1, . . . ,xN ) =
1√
N !
∑
P
(−1)PφPa1(x1) · · ·φPaN (xN ) . (3.25)
We project the Green’s operator G(E) on the subspace ΩA
gAA(E) = P
(0)
A G(E)γ01 · · · γ0NP (0)A . (3.26)
Here the integration over the electron coordinates is implied. From the spectral representation of the Green’s
function gAA(E) follows that in the complex plane E, at E ∼ E(0)A , it possesses a Lorentz series of the form
gAA(E) =
sA∑
k=1
ϕkϕ
†
k
E − Ek + terms regular at E ∼ E
(0)
A , (3.27)
where {ϕk}sAk=1 denotes a set of vectors in the subspace ΩA (see Ref. [100]). We choose an integration contour
ΓA, which is oriented anticlockwise and encloses only the points E(0)1 , . . . , E
(0)
sA . Let us introduce the operators
KA and PA
KA =
1
2πi
∮
ΓA
dE EgAA(E) =
sA∑
k=1
Ekϕkϕ
†
k , (3.28)
PA =
1
2πi
∮
ΓA
dE gAA(E) =
sA∑
k=1
ϕkϕ
†
k . (3.29)
The vectors {ϕk}sAk=1 form a nonorthogonal, linearly independent set. Due to the linear independence one can
always find the vectors set {vk}sAk=1, which is orthogonal to {ϕk}sAk=1. In this case, the biorthogonality condition
holds
ϕ†kvk′ = δkk′ . (3.30)
The normalization condition for the vectors vk has the form
v†kPAvk′ = δkk′ . (3.31)
Finally, we have the generalized eigenvalue problem in the subspace ΩA [100]
KAvk = EkPAvk . (3.32)
The operators KA and PA are constructed using the perturbation theory for G(E). In case of a single state, one
can easily obtain the desired expression
EA =
1
2πi
∮
ΓA
dEEgAA(E)
1
2πi
∮
ΓA
dEgAA(E)
, (3.33)
where gAA(E) = u†AG(E)γ01 . . . γ0NuA.
In the next Section we present the detailed description of the procedure of extracting the transition amplitudes from
the poles of the Green’s functions G(E) and Gγf (E′, E).
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3.2 Photon emission by an ion
According to the basic principles of quantum electrodynamics [136], the transition probability from the states A to
B accompanied by photon emission with wave vector kf and polarization ǫf is given by
dW = 2π|τγf ,B;A|2δ(EB + k0f − EA)dkf , (3.34)
where τγf ,B;A is the transition amplitude which is connected with the S-matrix element by
Sγf ,B;A = 〈kf , ǫf ;B|Sˆ|A〉 = 2πiτγf ,B;Aδ(EB + k0f − EA) , (3.35)
EA and EB are the energies of the initial state A and the final state B, respectively.
Utilizing the standard reduction technique (see, e.g., Refs. [130, 137]), the S-matrix element can be given by the
expression
Sγf ,B;A = −iZ−
1
2
3
∫
d4y
ǫν∗f e
ikf ·y√
2k0f(2π)
3
〈B|jν(y)|A〉 , (3.36)
where Z3 is a renormalization constant. Here for the electron-positron current operator jν(y) and vectors of the
initial |A〉 and final 〈B| states the Heisenberg picture is used. The equation (3.36) can be written as
Sγf ,B;A = −2πiZ−
1
2
3 δ(EB + k
0
f − EA)
∫
dyAν∗f (y)〈B|jν (0,y)|A〉 . (3.37)
In a general case, we imply that to zeroth approximation the vector A belongs to the sA-dimensional subspace
ΩA of degenerate (or quasidegenerate) states, and the state B belongs to the sB-dimensional subspace ΩB . P (0)A
and P (0)B are the projectors onto the corresponding subspaces, |kA〉 and |kB〉 denote the states corresponded to the
exact energies Eka and Ekb .
Using the translation properties of the operators in the Heisenberg representation over the time variable, the Green’s
function Gγf (E′, E), defined by the expression (3.23), can be written as
Gγf (E′, E;x′1, ...,x′N ;x1, ...,xN ) =
1
2πi
1
N !
∫ ∞
−∞
dt dt′
∫
dy e(iE
′t′−iEt)
∑
n1,n2
Aν∗f (y)
×e(−iEn1 t′+iEn2 t) θ(t′)θ(−t)〈0|ψ(0,x′1) · · ·ψ(0,x′N )|n1〉
×〈n1|jν(0,y)|n2〉〈n2|ψ(0,xN ) · · ·ψ(0,x1)|0〉+ · · · . (3.38)
Here we have assumed that the all energies are counted off from the vacuum energy (E0 = 0). For simplicity, we
have not written out terms with another time ordering in Eq. (3.38). Taking into account the identities∫ ∞
0
dt ei(E
′−En1)t =
i
E′ − En1 + i0
,
∫ 0
−∞
dt ei(−E+En2)t =
i
E − En2 + i0
, (3.39)
yields
Gγf (E′, E;x′1, . . . ,x′N ;x1, . . . ,xN ) =
i
2π
1
N !
∑
n1,n2
∫
dyAν∗f (y)
1
E′ − En1 + i0
1
E − En2 + i0
×〈0|ψ(0,x′1) · · ·ψ(0,x′N )|n1〉〈n1|jν(0,y)|n2〉
×〈n2|ψ(0,xN ) · · ·ψ(0,x1)|0〉+ · · · . (3.40)
32 3 QED theory of the transition rates
From the spectral representation one can find that the Green’s function Gγf (E′, E) has isolated poles in the com-
plex planes E′ and E, at E′ ∼ E(0)B and E ∼ E(0)A , in the points E′ = EkB and E′ = EkA , respectively. The
detailed analysis is presented in Ref. [100]. Let us now introduce a Green’s function gγf ,B;A(E′, E) by
gγf ,B;A(E
′, E) = P
(0)
B Gγf (E′, E)γ01 · · · γ0NP (0)A . (3.41)
According to Eq. (3.40) the Green’s function gγf ,B;A(E′, E) can be written as
gγf ,B;A(E
′, E) =
i
2π
sA∑
kA=1
sB∑
kB=1
1
E′ − EkB
1
E − EkA
ϕkB
∫
dyAν∗f (y)
×〈kB |jν(0,y)|kA〉ϕ†kA + terms regular at E′ ∼ E
(0)
B or E ∼ E(0)A . (3.42)
Let the contours ΓA and ΓB surround the poles corresponding to the initial and final levels, respectively, and
keep outside other singularities of gγf ,B;A(E′, E) including the cuts starting from the lower-lying bound states.
Comparing Eq. (3.42) with Eq. (3.37) and taking into account biorthogonality condition Eq. (3.30), we obtain the
desired formula [100, 132]
Sγf ,B;A = Z
−1/2
3 δ(EB + k
0
f − EA)
∮
ΓB
dE′
∮
ΓA
dE v†B gγf ,B;A(E
′, E)vA , (3.43)
where A and B refer to one of the initial and final states under consideration, respectively. To find the transition
amplitude Sγf ,B;A according to Eq. (3.43) one has to determine the perturbed vectors vA and vB as the solutions
of the generalized eigenvalue problem (3.32).
Further we consider the single initial and final states. In this case, the vectors vA and vB simply appear as normal-
ization factors. Thus, from Eq. (3.31) we find for the initial state
v∗APAvA = v
∗
A
1
2πi
∮
ΓA
dE gAA(E)vA = 1 . (3.44)
Choosing
vA =
[
1
2πi
∮
ΓA
dE gAA(E)
]−1/2
, vB =
[
1
2πi
∮
ΓB
dE gBB(E)
]−1/2
, (3.45)
we obtain for the S-matrix element
Sγf ,B;A = Z
−1/2
3 δ(EB + k
0
f − EA)
∮
ΓB
dE′
∮
ΓA
dE gγf ,B;A(E
′, E)
×
[
1
2πi
∮
ΓB
dE gBB(E)
]−1/2[
1
2πi
∮
ΓA
dE gAA(E)
]−1/2
. (3.46)
Now we demonstrate the practicability of the formalism. In what follows, we derive formulas for the transition
probability in a one-, two- and many-electron ions to first order in the perturbation expansion.
3.3 The transition probability in one-electron ions
3.3.1 Zeroth order approximation
To zeroth order the transition amplitude is described by the diagram shown in Fig. 3.1. Formula (3.46) yields
S
(0)
γf ,b;a
= δ(Eb + k
0
f − Ea)
∮
Γb
dE′
∮
Γa
dE g
(0)
γf ,b;a
(E′, E) , (3.47)
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b
a
k
0
f
Figure 3.1: Feynman diagram representing the photon emission by a one-electron ion in zeroth-order approxima-
tion. The double line indicates the electron propagating in the external field of the nucleus. The single
photon emission is depicted by the wavy line with arrow.
where the superscript “(0)” indicates the order in α. Initial and final one-electron states are denoted by a and b,
respectively. According to the Feynman rules for the Green’s function Gγf (E′, E) we have
G(0)γf ((E
′,x′); k0; (E,x)) =
∫
dy
i
2π
S(E′,x′,y)(−2πieγν)δ(E′ + k0 − E)
×A∗f,ν(y)
i
2π
S(E,y,x) (3.48)
together with
gγf ,b;a(E
′, E) =
i
2π
1
E′ − εb 〈b|eα
νA∗f,ν |a〉
1
E − εa . (3.49)
Eqs. (3.47) and (3.49) yield
S
(0)
γf ,b;a
= −2πi δ(Eb + k0f − Ea)〈b|eανA∗f,ν |a〉 , (3.50)
or, in accordance with definition (3.35),
τ
(0)
γf ,b;a
= −〈b|eανA∗f,ν |a〉 . (3.51)
Finally, integrating over the photon energy one finds immediately
dW
(0)
γf ,b;a
= 2π(k0f )
2|〈b|eανA∗f,ν |a〉|2dΩkf . (3.52)
Note, that the matrices αν = γ0γν have been introduced in the equations above.
3.3.2 QED corrections of first order in α
The QED corrections of the first order in the perturbation expansion are defined by the diagrams shown in Figs. 3.2
and 3.3. These corrections are suppressed by a factor α. Let us consider the derivation of the formulas for the
self-energy (SE) correction (the diagrams depicted in Fig. 3.2). Applying formula (3.46) to the process and up to
the order under consideration
S
(1)
γf ,b;a
= δ(Eb + k
0
f − Ea)
{∮
Γb
dE′
∮
Γa
dE g
(1)
γf ,b;a
(E′, E)− 1
2
∮
Γb
dE′
∮
Γa
dE
×g(0)γf ,b;a(E′, E)
[
1
2πi
∮
Γb
dE g
(1)
bb (E) +
1
2πi
∮
Γa
dE g(1)aa (E)
]}
, (3.53)
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Figure 3.2: Feynman diagrams representing the one-loop self-energy correction to the transition amplitude. The
photon propagator is represented by the wavy line.
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Figure 3.3: Feynman diagrams representing the one-loop vacuum-polarization correction to the transition ampli-
tude.
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where g(1)aa (E) and g(1)bb (E) are defined by the first-order self-energy corrections to the wave functions of the initial
and final states, respectively. Here we have omitted a term of first order in α which comes from the factor Z−1/23 ,
since it has to be combined with the vacuum-polarization (VP) correction. We start with the diagram depicted in
Fig. 3.2(a). According to the Feynman rules, we have
GSEaγf ((E
′,x′); k0; (E,x)) = δ(E′ + k0 − E)
∫
dydy′dz
i
2π
S(E′,x′,y)
×2π
i
γ0Σ(E′,y′,y)
i
2π
S(E′,y, z)A∗f,ν(z)(−2πieγν)
i
2π
S(E, z,x) , (3.54)
where
Σ(E′,y′,y) = e2
i
2π
∫
dω γ0γρS(E′ − ω,y′,y)γσDρσ(ω,y′ − y) (3.55)
is the kernel of the self-energy operator. According to the definition of the Green’s function gγf ,b;a(E′, E) (see
Eq. (3.41)), we find
gSEaγf ,b;a(E
′, E) =
i
2π
∑
n
〈b|Σ(E′)|n〉〈n|eανA∗f,ν |a〉
(E′ − εb)(E′ − εn)(E − εa) (3.56)
and
∮
Γb
dE′
∮
Γa
dE gSEaγf ,b;a(E
′, E) = −2πi
[
εn 6=εb∑
n
〈b|Σ(εb)|n〉〈n|eανA∗f,ν |a〉
εb − εn
+〈b|Σ′(εb)|b〉〈b|eανA∗f,ν |a〉
]
, (3.57)
where Σ′(εb) ≡ ∂Σ(ε)/∂ε
∣∣∣
ε=εb
. A similar calculation of the diagram depicted in Fig. 3.2(b) gives
∮
Γb
dE′
∮
Γa
dE gSEbγf ,b;a(E
′, E) = −2πi
[
εn 6=εa∑
n
〈b|eανA∗f,ν |n〉〈n|Σ(εa)|a〉
εa − εn
+〈b|eανA∗f,ν |a〉〈a|Σ′(εa)|a〉
]
. (3.58)
The second (reducible) terms in Eqs. (3.57) and (3.58) have to be combined with the second term in Eq. (3.53).
Taking into account that (see Ref. [100])
1
2πi
∮
Γa
dE g(1)aa (E) = 〈a|Σ′(εa)|a〉 , (3.59)
1
2πi
∮
Γb
dE g
(1)
bb (E) = 〈b|Σ′(εb)|b〉 , (3.60)
one derives
−1
2
∮
Γb
dE′
∮
Γa
dE g
(0)
γf ,b;a
(E′, E)
[
1
2πi
∮
Γb
dE g
(1)
bb (E) +
1
2πi
∮
Γa
dE g(1)aa (E)
]
= πi〈b|eανA∗f,ν |a〉 (〈b|Σ′(εb)|b〉+ 〈a|Σ′(εa)|a〉) . (3.61)
For the diagram presented in Fig. 3.2(c) we find∮
Γb
dE′
∮
Γa
dE gSEcγf ,b;a(E
′, E) = −2πi
∫
dz eA∗f,ν(z)Λ
ν(εb, εa, z) , (3.62)
36 3 QED theory of the transition rates
where the vertex function is given by
Λν(εb, εa, z) = e
2 i
2π
∫ ∞
−∞
dω
∫
dxdy φb(x)γ
ρS(εb − ω,x, z)γν
×S(εa − ω, z,y)γσDρσ(ω,x− y)φa(y) . (3.63)
Summing all the first-order SE contributions derived above and adding the contribution of the mass counterterm
yields [100]
τSEγf ,b;a = −
[
εn 6=εb∑
n
〈b|ΣR(εb)|n〉〈n|eανA∗f,ν |a〉
εb − εn +
εn 6=εa∑
n
〈b|eανA∗f,ν |n〉〈n|ΣR(εa)|a〉
εa − εn
+
∫
dz eA∗f,ν(z)Λ
ν(εb, εa, z) +
1
2
〈b|eανA∗f,ν |a〉(〈b|Σ′(εb)|b〉+ 〈a|Σ′(εa)|a〉)
]
, (3.64)
where ΣR(ε) = Σ(ε)− γ0δm.
A similar calculation of the vacuum-polarization diagrams depicted in Fig. 3.3 gives [100]
τVPγf ,b;a = −
[
εn 6=εb∑
n
〈b|UVP|n〉〈n|eανA∗f,ν |a〉
εb − εn +
εn 6=εa∑
n
〈b|eανA∗f,ν |n〉〈n|UVP|a〉
εa − εn
+
∫
dz eA∗f,ν(z)Q
ν(k0f , z) + (Z
−1/2
3 − 1)〈b|eανA∗f,ν |a〉
]
, (3.65)
where the corresponding counterterm (∼ Z−1/23 ) required for charge renormalization has been incorporated as
well. The vacuum-polarization potential is defined according to
UVP(x) =
α
2πi
∫
dy
1
|x− y|
∫ ∞
−∞
dωTr[S(ω,y,y)γ0] , (3.66)
together with the VP-corrected photon emission vertex
Qν(k0, z) = −e2
∫
dxdy φb(x)γ
ρφa(x)Dρσ(k
0,x− y)
× i
2π
∫ ∞
−∞
dωTr[γσS(ω,y, z)γνS(ω + k0, z,y)] . (3.67)
Some individual terms in Eqs. (3.64) and (3.65) contain ultraviolet divergences. These divergences arise solely
from the zero- and one-potential terms in the expansion of the electron propagators in powers of the binding
potential. Using the standard expressions for the divergent parts of the zero- and one-potential SE terms and the
Ward identity (Z1 = Z2), one can easily find that the ultraviolet divergences cancel each other in Eq. (3.64). As to
Eq. (3.65), the divergent parts incorporate into the charge renormalization factor (e = Z1/23 e0).
3.4 The transition probability in two-electron ions
Let us consider now the transition probability between the states A and B of a two-electron ion. To first order
in the perturbation expansion, in addition to the one-electron SE and VP contributions we have to account for the
interelectronic-interaction corrections corresponding to the diagrams depicted in Fig. 3.4. The derivation of the
SE and VP contributions is easily reduced to the case of a one-electron ion by simple integration over the energy
variable of a disconnected electron propagator. Therefore, below we discuss only the interelectronic-interaction
terms. The interelectronic interaction is mediated by the exchange of virtual photon (inner photon propagator
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Figure 3.4: Feynman diagrams representing the interelectronic-interaction corrections of first order in α to the
transition amplitude.
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depicted in Fig. 3.4), which may be treated perturbatively with respect to an expansion in 1/Z . The presentation
of this Section follows the results of work [138].
The interelectronic-interaction corrections to the transition amplitude of first order in 1/Z are determined by
Eq. (3.53). The Green’s function g(1)γf ,B;A(E′, E) now has to be constructed in accordance with the diagrams
presented in Fig. 3.4, while g(1)AA and g
(1)
BB are defined by the one-photon exchange diagram. Let us consider first
the contribution of the diagrams depicted in Fig. 3.4(a). We assume that in zeroth approximation the initial A
and final B states are described by (two-by-two) one-determinant wave functions and determined by Eq. (3.7),
where a1, a2 and b1, b2 are corresponding one-electron states. According to the definition of gγf ,B;A(E′, E) (see
Eq. (3.41)) and the Feynman rules for the Green’s function Gγf , we have
gINTaγf ,B;A(E
′, E)δ(E′ + k0 − E)
=
∑
P
(−1)P
∫ ∞
−∞
dp01dp
0
2dp
′0
1 dp
′0
2 δ(E − p01 − p02)δ(E′ − p′01 − p′02 )
×
(
i
2π
)3 ∫ ∞
−∞
dq0dω
[
1
p′01 − εPb1 + i0
∑
n
〈Pb1|eαµAµ∗f |n〉
1
q0 − εn(1− i0)
×〈nPb2|I(ω)|a1a2〉 1
p01 − εa1 + i0
1
p′02 − εPb2 + i0
1
p02 − εa2 + i0
δ(p01 − ω − q0)
×δ(q0 − k0 − p′01 )δ(p02 + ω − p′02 ) +
1
p′02 − εPb2 + i0
∑
n
〈Pb2|eαµAµ∗f |n〉
× 1
q0 − εn(1− i0)〈Pb1n|I(ω)|a1a2〉
1
p02 − εa2 + i0
1
p′01 − εPb1 + i0
1
p01 − εa1 + i0
×δ(p02 − ω − q0)δ(q0 − k0 − p′02 )δ(p01 + ω − p′01 )
]
. (3.68)
Performing the integration with δ functions, we find
gINTaγf ,B;A(E
′, E)
=
(
i
2π
)3∑
P
(−1)P
∑
n
∫ ∞
−∞
dp02dp
′0
2
1
p′02 − εPb2 + i0
1
E′ − p′02 − εPb1 + i0
× 1
p02 − εa2 + i0
1
E − p02 − εa1 + i0
〈Pb1|eαµAµ∗f |n〉
× 1
E − p′02 − εn(1 − i0)
〈nPb2|I(p′02 − p02)|a1a2〉
+
(
i
2π
)3∑
P
(−1)P
∑
n
∫ ∞
−∞
dp01dp
′0
1
1
p′01 − εPb1 + i0
1
E′ − p′01 − εPb2 + i0
× 1
p01 − εa1 + i0
1
E − p01 − εa2 + i0
〈Pb2|eαµAµ∗f |n〉
× 1
E − p′01 − εn(1 − i0)
〈Pb1n|I(p′01 − p01)|a1a2〉 . (3.69)
The expression (3.69) is conveniently divided into irreducible and reducible parts. The reducible part is the one
with εPb2 +εn = E
(0)
A in first term and with εPb1 +εn = E
(0)
A in second term. HereE
(0)
A and E
(0)
B are the energies
of the initial state A and the final state B in zeroth approximation, which are equal to the sum of the one-electron
energiesE(0)A = εa1 + εa2 and E
(0)
B = εb1 + εb2 , respectively. The irreducible part is given by the reminder. Using
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the identities
1
p01 − εa1 + i0
1
E − p01 − εa2 + i0
=
1
E − E(0)A
(
1
p01 − εa1 + i0
+
1
E − p01 − εa2 + i0
)
, (3.70)
1
p′01 − εPb1 + i0
1
E′ − p′01 − εPb2 + i0
=
1
E′ − E(0)B
(
1
p′01 − εPb1 + i0
+
1
E′ − p′01 − εPb2 + i0
)
, (3.71)
and the definition (3.35), we obtain for the irreducible part
τ INTa,irredγf ,B;A =
1
2πi
∮
ΓB
dE′
∮
ΓA
dE gINTa,irredγf ,B;A (E
′, E)
=
1
2πi
∮
ΓB
dE′
∮
ΓA
dE
1
E′ − E(0)B
1
E − E(0)A
[∑
P
(−1)P
(
i
2π
)3 ∫ ∞
−∞
dp02dp
′0
2
×
(
1
p′02 − εPb2 + i0
+
1
E′ − p′02 − εPb1 + i0
)(
1
p02 − εa2 + i0
+
1
E − p02 − εa1 + i0
)
×
εPb2+εn 6=E
(0)
A∑
n
〈Pb1|eαµAµ∗f |n〉
1
E − p′02 − εn(1− i0)
〈nPb2|I(p′02 − p02)|a1a2〉
+
∑
P
(−1)P
(
i
2π
)3 ∫ ∞
−∞
dp01dp
′0
1
(
1
p′01 − εPb1 + i0
+
1
E′ − p′01 − εPb2 + i0
)
×
(
1
p01 − εa1 + i0
+
1
E − p01 − εa2 + i0
) εP b1+εn 6=E(0)A∑
n
〈Pb2|eαµAµ∗f |n〉
× 1
E − p′01 − εn(1 − i0)
〈Pb1n|I(p′01 − p01)|a1a2〉
]
. (3.72)
The expression in the curly brackets of Eq. (3.72) is a regular function of E or E′ at E ∼ E(0)A and E′ ∼ E(0)B .
Calculating the residues we obtain
τ INTa,irredγf ,B;A = −
∑
P
(−1)P
[εP b2+εn 6=E(0)A∑
n
〈Pb1|eαµAµ∗f |n〉
〈nPb2|I(εPb2 − εa2)|a1a2〉
E
(0)
A − εPb2 − εn
+
εP b1+εn 6=E
(0)
A∑
n
〈Pb2|eαµAµ∗f |n〉
〈Pb1n|I(εPb1 − εa1)|a1a2〉
E
(0)
A − εPb1 − εn
]
. (3.73)
A similar calculation of the irreducible part of the diagrams shown in Fig. 3.4(b) yields
τ INTb,irredγf ,B;A = −
∑
P
(−1)P
[εa2+εn 6=E(0)B∑
n
〈Pb1Pb2|I(εPb2 − εa2)|na2〉
E
(0)
B − εa2 − εn
〈n|eαµAµ∗f |a1〉
+
εa1+εn 6=E
(0)
B∑
n
〈Pb1Pb2|I(εPb1 − εa1)|a1n〉
E
(0)
B − εa1 − εn
〈n|eαµAµ∗f |a2〉
]
. (3.74)
In the reducible part of Eq. (3.69) we calculate the corresponding residues at E′ = E(0)B and E = E(0)A . As a result
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we obtain
τ INTa,redγf ,B;A =
∑
P
(−1)P
[
i
2π
εP b2+εn=E
(0)
A∑
n
∫ ∞
−∞
dp02 〈Pb1|eαµAµ∗f |n〉
×〈nPb2|I(εPb2 − p
0
2)|a1a2〉
(εa2 − p02 + i0)2
+
i
2π
εP b1+εn=E
(0)
A∑
n
∫ ∞
−∞
dp01 〈Pb2|eαµAµ∗f |n〉
×〈Pb1n|I(εPb1 − p
0
1)|a1a2〉
(εa1 − p01 + i0)2
]
. (3.75)
In Eq. (3.75) we have to consider (Pb2, n) = (a1, a2) or (a2, a1) in first term and (Pb1, n) = (a1, a2) or (a2, a1)
in second term. Therefore, the reducible part contributes only in the case when the states A and B have at least one
common one-electron state. In what follows, we assume a1 = b1 and a2 6= b2. In view of the aforesaid we obtain
τ INTa,redγf ,B;A =
i
2π
∫ ∞
−∞
dω 〈b2|eαµAµ∗f |a2〉
×
( 〈a1a2|I(ω)|a1a2〉
(ω − i0)2 −
〈a2a1|I(ω)|a1a2〉
(ω −∆A − i0)2
)
, (3.76)
where ∆A ≡ εa2 − εa1 . A similar calculation of the reducible part of the diagrams depicted in Fig. 3.4(b) gives
τ INTb,redγf ,B;A =
i
2π
∫ ∞
−∞
dω 〈b2|eαµAµ∗f |a2〉
×
(〈b1b2|I(ω)|b1b2〉
(ω − i0)2 −
〈b2b1|I(ω)|b1b2〉
(ω −∆B − i0)2
)
, (3.77)
where ∆B ≡ εb2 − εb1 . The reducible contribution has to be considered together with second term of Eq. (3.53).
Taking into account that for the initial state A (see Ref. [100])
1
2πi
∮
ΓA
dE g
(1)
AA(E) = −
i
2π
[
2
∫ ∞
−∞
dp′01
〈a1a2|I(p′01 − εa1)|a1a2〉
(p′0 − εa1 − i0)2
−
∫ ∞
−∞
dp′01
〈a2a1|I(p′01 − εa1)|a1a2〉
(p′01 − εa2 − i0)2
−
∫ ∞
−∞
dp01
〈a2a1|I(p01 − εa2)|a1a2〉
(p01 − εa1 − i0)2
]
, (3.78)
and a similar equation holds for the final state B, one derives
−1
2
∮
ΓB
dE′
∮
ΓA
dE g
(0)
γf ,B;A
(E′, E)
(
1
2πi
∮
ΓA
dE g
(1)
AA(E) +
1
2πi
∮
ΓB
dE g
(1)
BB(E)
)
=
1
2
〈b2|eαµAµ∗f |a2〉
∫ ∞
−∞
dω
{
2
〈a1a2|I(ω)|a1a2〉
(ω − i0)2 + 2
〈b1b2|I(ω)|b1b2〉
(ω − i0)2
−〈a2a1|I(ω)|a1a2〉
[
1
(ω −∆A − i0)2 +
1
(ω +∆A − i0)2
]
−〈b2b1|I(ω)|b1b2〉
[
1
(ω −∆B − i0)2 +
1
(ω +∆B − i0)2
]}
. (3.79)
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Summing up (3.76), (3.77), and (3.79) yields for the total reducible contribution
τ INT,redγf ,B;A = −
1
2
〈b2|eαµAµ∗f |a2〉
i
2π
∫ ∞
−∞
dω
{
〈a2a1|I(ω)|a1a2〉
×
[
1
(ω +∆A + i0)2
− 1
(ω +∆A − i0)2
]
+ 〈b2b1|I(ω)|b1b2〉
×
[
1
(ω +∆B + i0)2
− 1
(ω +∆B − i0)2
]}
. (3.80)
Here we have employed the symmetry property of the photon propagator: I(ω) = I(−ω). Employing the identity
1
(ω + i0)2
− 1
(ω − i0)2 = −
2π
i
d
dω
δ(ω) , (3.81)
and integrating by parts, the final result for the reducible part can be cast into the form [138]
τ INT,redγf ,B;A =
1
2
〈b2|eαµAµ∗f |a2〉
[
〈a2a1|I ′(∆A)|a1a2〉+ 〈b2b1|I ′(∆B)|b1b2〉
]
, (3.82)
where I ′(∆) ≡ dI(ω)/dω
∣∣∣
ω=∆
and implying that a1 = b1. The total expression for the interelectronic-interaction
correction τ INTγf ,B;A to the transition amplitude is given by the sum of Eqs. (3.73), (3.74), and (3.82):
τ INTγf ,B;A = τ
INTa,irred
γf ,B;A
+ τ INTb,irredγf ,B;A + τ
INT,red
γf ,B;A
. (3.83)
3.5 The transition probability in ions with one electron over
closed shells
The formalism provided in previous Sections can be immediately adopted for treating the case of an ion with one
electron over closed shells. Let us consider the decays induced by the transition of the valence electron. The
QED corrections of first order in the perturbation expansion are easily related to one-electron contributions. To
keep the derivation of formal expressions for the interelectronic-interaction terms short, we specify the formalism
regarding the core electrons as belonging to redefined vacuum (for details we refer to works [100, 139, 140]).
The redefinition of the vacuum results in replacing in the electron propagator the i0-prescription by −i0 in the
denominators of the states corresponding to the closed shells. This leads to merging the interelectronic-interaction
corrections of first order in 1/Z with the one-loop QED terms. Thus, the corresponding formulas (3.64) and (3.65)
can be used for the determination of the interelectronic-interaction contributions. However, the standard electron
propagator S(ε,x,y) entering in these equations, must be replaced by
S˜(ε,x,y) = S(ε,x,y) + 2πi
∑
c
ψc(x)ψc(y)δ(ε − εc) , (3.84)
where the summation runs over all occupied one-electron states referring to the closed shells. Accordingly, the
total expression is represented by the sum of the pure QED and interelectronic-interaction contributions, which
correspond to the first and second terms in the right-hand side of Eq. (3.84). Substituting Eq. (3.84) into the
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formulas (3.64) and (3.65) and extracting only the interelectronic-interaction terms we obtain [140]
τ INTγf ,b;a = −
∑
c
{
εn 6=εb∑
n
〈bc|I(0)|nc〉〈n|eαµAµf |a〉
εb − εn +
εn 6=εa∑
n
〈b|eαµAµf |n〉〈cn|I(0)|ca〉
εa − εn
+
∑
n
〈bc|I(εa − εb)|an〉〈n|eαµAµf |c〉
εb + εc − εa − εn +
∑
n
〈c|eαµAµf |n〉〈nb|I(εa − εb)|ca〉
εa + εc − εb − εn
−
εn 6=εb∑
n
〈bc|I(εb − εc)|cn〉〈n|eαµAµf |a〉
εb − εn −
εn 6=εa∑
n
〈b|eαµAµf |n〉〈nc|I(εa − εc)|ca〉
εa − εn
−
∑
n
〈bc|I(εa − εc)|na〉〈n|eαµAµf |c〉
εb + εc − εa − εn −
∑
n
〈c|eαµAµf |n〉〈bn|I(εb − εc)|ca〉
εa + εc − εb − εn
−1
2
〈b|eαµAµf |a〉 [〈bc|I ′(εb − εc)|cb〉+ 〈ac|I ′(εa − εc)|ca〉]
}
, (3.85)
where the initial a and final b states determine the one-electron level of the valent electron. The pure one-loop
QED corrections are given by Eqs. (3.64) and (3.65) with the standard electron propagation function S(ε,x,y).
In addition to the corrections to the transition amplitude, derived in these Sections, we must take into account the
contribution originating from changing the photon energy in the zeroth-order transition probability Eq. (3.52). We
have to add to the transition energy the QED and interelectronic-interaction corrections of the first order in the
perturbation theory. It follows that the total correction of first order to the transition probability is given by
dW
(1)
γf ,B;A
= 2π(k0f )
22Re
{
τ
(0)∗
γf ,B;A
τ
(1)
γf ,B;A
}
dΩkf
+
[
dW
(0)
γf ,B;A
∣∣∣
k0f=EA−EB
− dW (0)γf ,B;A
∣∣∣
k0f=E
(0)
A −E
(0)
B
]
. (3.86)
Here τ (1)γf ,B;A = τ
SE
γf ,B;A
+ τVPγf ,B;A + τ
INT
γf ,B;A
is the sum of the QED and interelectronic-interaction corrections
given by Eqs. (3.64), (3.65), (3.83), and (3.85). EA, EB and E(0)A , E(0)B are the energies of the bound states A and
B with and without the radiative and interelectronic-interaction contributions, respectively.
4 One-loop QED corrections to the
magnetic-dipole transition amplitude
The most precise measurement of the decay rates has been performed for the magnetic-dipole transition
(1s22s22p) 2P3/2 − 2P1/2 in B-like 40Ar13+ with the accuracy better than one part per thousand [76, 77]. This
experimental precision demands the rigorous theoretical investigation of this transition rate. In this Chapter we
present the exact calculation of the one-loop radiative corrections to the decay rate of the magnetic-dipole transi-
tion 2p3/2 − 2p1/2. The results reported here were obtained in the works [140, 141].
4.1 Magnetic-dipole transition rate
In practical calculations the photon wave function given by Eq. (3.12) is expanded in a multipole series (see,
e.g., Ref. [142]). Then the summation over the photon polarization ǫf and the integration over the photon energy
ω = k0f and angles Ωkf can be carried out. As a result, the spontaneous L-pole transition probability is given by
WL =
2π
2JA + 1
∑
MA
∑
MB
∑
M
|A(λ)LM |2 , (4.1)
where the initial electron state A is characterized by the total angular momentum JA, its projection MA, and the
energy EA, while the final state B has the corresponding quantum numbers JB , MB, and the energy EB . A(λ)LM is
the L-pole transition amplitude corresponding to the emission of a magnetic (λ = 0) or electric (λ = 1) multipole
photon, which is given by
A
(λ)
LM = i
L+1
√
ω
π
√
2L+ 1 〈B|T (λ)LM |A〉 . (4.2)
Here T (λ)LM denote the components of the multipole transition operator T
(λ)
L , which transforms under rotations as
a spherical tensor of rank L. Employing the Wigner-Eckart theorem [143] the L-pole transition probability can be
expressed in terms of the reduced matrix element of T (λ)LM
WL = 2ω
2L+ 1
2JA + 1
∣∣∣〈B||T(λ)L ||A〉∣∣∣2 . (4.3)
In case of a magnetic transition (λ = 0), T(0)L is proportional to the tensor product of the Dirac-matrix vector α
and the spherical tensor CLM =
√
4π/(2L+ 1)YLM [143]
T
(0)
LM = ie jL(ωr) [α×CL]LM , (4.4)
where jL is the spherical Bessel function and ω = EA − EB .
In this Chapter we are interested in the magnetic-dipole (M1) transition between the fine-structure levels 2p1/2 and
2p3/2. Therefore, to simplify the notations, in what follows we take λ = 0, L = 1, M = 0 and omit the indices at
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the corresponding quantities. The tensor product for the magnetic-dipole transition can be written in a way
T
(0)
1 =
e√
2
j1(ωr)
[r×α]1
r
. (4.5)
In further calculations we take into account only the first term in the power expansion of j1(ωr), since for the
case under consideration the transition wavelength is much larger than the typical ion size. Accordingly, the M1-
transition operator T(0)1 can be related to the magnetic moment operator µ = e [r×α]/2,
T =
e
3
√
2
ω [r×α] =
√
2
3
ωµ . (4.6)
The nonrelativistic magnetic moment operator is given by
µnr = −µB (L+ 2S) , (4.7)
where L and S are the orbital and spin angular momentum operators, respectively, and µB = |e|~/2mc denotes
the Bohr magneton.
In the LS-coupling scheme, which is realized in the nonrelativistic case, the magnetic-dipole transition probability
is nonzero only between fine-structure levels with ∆J = ±1 [143]. The reduced matrix element of Tnr within the
LS-coupling is given by
〈JB||Tnr||JA〉 = −
√
2
3
ωµB〈JB||(J + S)||JA〉 = −
√
2
3
ωµB〈JB||S||JA〉 . (4.8)
Utilizing the general formula for the reduced matrix element of the spin operator [143] yields the corresponding
expression for the transition probability
Wnr =
4
3
ω3µ2BδLA,LBδSA,SBSA(SA + 1)(2SA + 1)(2JB + 1)
{
SA LA JA
JB 1 SA
}2
. (4.9)
In particular, for the (1s22s22p) 2P3/2 − 2P1/2 transition in B-like ions one can easily find
Wnr =
4
9
ω3µ2B =
1
3λ3
2.6973500× 1013 [s−1] , (4.10)
where λ is the transition wavelength, in A˚. Thus, in the nonrelativistic limit the magnetic-dipole transition prob-
ability is completely determined by the quantum numbers of the initial and final electron states. From aforesaid
follows that the interelectronic-interaction corrections are suppressed by the relativistic factor (αZ)2. To the low-
est order the analytical expression for the relativistic correction to the transition amplitude is given in Ref. [87].
We calculate the relativistic contribution ∆WD using the numerical solution of the Dirac equation.
4.2 Calculation of the QED corrections
4.2.1 Lowest order
The QED correction of lowest order in αZ to the M1-transition amplitude can be derived by correcting the operator
of the magnetic moment for the anomalous magnetic moment of a free electron (EAMM). In the nonrelativistic
limit it yields
µnr → µa = −µB [L+ 2(1 + κe)S] = µnr + δµa , (4.11)
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where
δµa = −2µBκeS , (4.12)
and κe is defined by Eq. (2.8). Therefore, the lowest-order QED correction to the M1-transition amplitude is given
by
∆AQED = −
√
2ω3
3π
(〈B|(µnr + δµa)|A〉 − 〈B|µnr|A〉) . (4.13)
Taking into account that for the fine-structure level transition (∆J = ±1)
〈B|δµa|A〉 = 2κe〈B|µnr|A〉 , (4.14)
we find
∆AQED = −2κe
√
2ω3
3π
〈B|µnr|A〉 = 2κeAnr . (4.15)
The higher-order QED corrections, which are not taken into account by this formula, are suppressed by a factor
(αZ)2.
4.2.2 Vacuum-polarization correction
Further we consider the one-loop QED contributions to the transition amplitude to all orders in αZ . The self-
energy and vacuum-polarization (VP) corrections, which one has to account for, are diagrammatically depicted in
Figs. 3.2 and 3.3, respectively. Let us start with the VP contribution. The VP correction is divided into the electric-
loop term depicted in Fig. 3.3(a),(b), which accounts for the VP correction to the nuclear Coulomb potential, and
the magnetic-loop term corresponding to the VP-corrected photon emission presented in Fig. 3.3(c). The electric-
loop term leading to a modified binding potential gives rise to wave function corrections |δaVP〉 and |δbVP〉. The
corresponding contribution is given by (see Eq. (3.65))
∆Ael = −
√
2ω3
3π
(〈b|µz|δaVP〉+ 〈δbVP|µz |a〉) , (4.16)
where the perturbed functions have the form
|δaVP〉 =
εn 6=εa∑
n
|n〉〈n|UVP|a〉
εa − εn , |δbVP〉 =
εn 6=εb∑
n
|n〉〈n|UVP|b〉
εb − εn , (4.17)
where UVP implies the renormalized VP potential. The proper renormalized expression for the magnetic-loop
term, where the M1-operator enters into the loop, is defined by
∆Aml =
√
2ω3
3π
{
2iα
∫
dxdydzφb(x)γ
ρφa(x)Dρσ(k
0,x− y)
×
∫ ∞
−∞
dωTr[γσS(ω,y, z)γ0µz(z)S(ω + k
0, z,y)] − (Z−1/23 − 1)〈b|µz|a〉
}
, (4.18)
where we explicitly introduce the counterterm ∼ Z−1/23 . Further we apply the potential expansion for the loop.
Such an expansion is diagrammatically depicted in Fig. 4.1, where the first term in the expansion refers to the
Uehling contribution and the remainder is Wichmann-Kroll correction. The Uehling part contains the leading term
of the expansion in powers of αZ . Formally, the VP loop in the Uehling contribution corresponds to a replacement
of the interaction with a potential Aµ [144, 145]
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= + Remainder
Figure 4.1: The potential expansion of the vacuum-polarization diagram. The single line indicates the free-
electron propagator and the wavy line ending with the asterisk denotes either the interaction with
the field of the nucleus or emitted photon. The first term represents the contribution in the Uehling
approximation, while the Remainder contains the higher-orders terms.
Aµ → −DµαΠαβ(k2)Aβ , (4.19)
where k = (k0,k). The polarization tensor Παβ(k2) has the structure Παβ(k2) = (kαkβ − gαβk2)Π(k2). This,
in turn, follows because gauge invariance demands
kαΠ
αβ(k2) = 0 . (4.20)
To the leading order in α we have after renormalization [144, 145]
ΠR(k
2) =
2α
3π
∫ ∞
1
dt
√
t2 − 1
(
1
t2
+
1
2t4
)
k2
4t2 − k2 . (4.21)
For the magnetic-loop term, where the potentialAµ(k) representing the external photon line (see diagram depicted
in Fig. 3.3(c)), one can drop the Uehling contribution [145]. This is because of the momentum of a real photon
has to be on “mass-shell” k2 = 0, while ΠR(k2) is proportional to k2 and thus ΠR(0) vanishes. For the electric-
loop term, where the potential induced by the density of the spherically symmetric nucleus charge distribution
ρ(r)
[∫
dr ρ(r) = 1
]
, the result is not zero. And the VP potential in the Uehling approximation can be evaluated
according to [40]
UUehlVP (r) = −
2α2Z
3π
∫ ∞
1
dt
√
t2 − 1
(
1
t2
+
1
2t4
)∫
d3r′e−2|r−r
′|t ρ(r
′)
|r− r′| . (4.22)
Employing this expression and Eqs. (4.16) and (4.17) we have calculated the VP contribution in the Uehling
approximation. The Wichmann-Kroll correction to the energy levels to all orders in αZ was calculated in works
[146, 147, 148]. Based on the results of these works, one can find that the Wichmann-Kroll term essentially smaller
that the Uehling contribution for the middle Z region. For this reason, it can be neglected.
4.2.3 Self-energy correction
Now let us turn to the evaluation of the SE correction. We divide the correction (3.64) into three parts: irreducible,
reducible, and vertex. The irreducible part is represented by the expression
∆Airr = −
√
2ω3
3π
(〈b|µz |δaSE〉+ 〈δbSE|µz |a〉) , (4.23)
where the perturbed wave functions are given by
|δaSE〉 =
εn 6=εa∑
n
|n〉〈n|ΣR(εb)|a〉
εa − εn , |δbSE〉 =
εn 6=εb∑
n
|n〉〈n|ΣR(εa)|b〉
εb − εn . (4.24)
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= + + + Remainder
Figure 4.2: The potential expansion of the vertex diagram. The wavy line ending with the cross denotes the
interaction with the field of the nucleus. All higher-order contributions are contained in the Remainder.
The irreducible term is renormalized in the same manner as the ordinary SE correction to the energy. This renor-
malization is well-known and discussed in details in Refs. [149, 150, 151]. The ultraviolet divergence contained in
the vertex
∆Aver = −
√
2ω3
3π
2iα
∫ ∞
−∞
dω
∫
dxdydzφb(x)γ
ρS(εb − ω,x, z)γ0µz(z)
×S(εa − ω, z,y)γσDρσ(ω,x− y)φa(y) (4.25)
and reducible
∆Ared = −
√
ω3
6π
〈b|µz|a〉(〈b|Σ′(εb)|b〉+ 〈a|Σ′(εa)|a〉) (4.26)
contributions can be isolated by performing a potential expansion of the bound-electron propagator with respect to
the interaction with the field of the nucleus. For our purposes, it is convenient to decompose the total contribution
into zero-, one-, and many-potential terms according to the number of interactions with the external field
∆Aver = ∆Aver(0) +∆Aver(1) +∆Aver(2+) (4.27)
and
∆Ared = ∆Ared(0) +∆Ared(1) +∆Ared(2+) . (4.28)
This expansion for the vertex diagram is schematically presented in Fig. 4.2. In order to achieve cancellation
of the divergences in the vertex and reducible terms, one has to consider them simultaneously. Combining the
corresponding parts, we define
∆Avr(i) = ∆Aver(i) +∆Ared(i) , (i = 0, 1, 2+) . (4.29)
It can be shown, that the ultraviolet-divergent terms, which are present in ∆Aver(0) and∆Ared(0), cancel each other
in ∆Avr(0). The remaining one- and many-potential terms of the vertex and reducible corrections are ultraviolet
finite.
The zero- and one-potential contributions are evaluated in momentum space, while the many-potential term is
calculated in the coordinate space employing the partial-wave description. The scheme for the separate treatment
of the one-potential term has also been successfully applied in previous g factor calculations presented in Refs. [22,
23, 26, 27]. It improves considerably the convergence of the partial-wave expansion in the low and middleZ region.
The expressions for the reducible correction are similar to those derived for the g factor (see Ref. [27])
∆Ared(0) = −
√
ω3
6π
〈b|µz|a〉
∫
dp
(2π)3
[
φa(p)
∂
∂εa
Σ
(0)
R (εa,p)φa(p)
+φb(p)
∂
∂εb
Σ
(0)
R (εb,p)φb(p)
]
(4.30)
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and
∆Ared(1) = −
√
ω3
6π
〈b|µz|a〉
∫
dpdp′
(2π)6
V (q)
[
φa(p)
∂
∂εa
Γ0R(εa,p; εa,p
′)φa(p
′)
+φb(p)
∂
∂εb
Γ0R(εb,p; εb,p
′)φb(p
′)
]
, (4.31)
where V (q) is the Fourier transform of the binding potential. Here the renormalized zero-potential self-energy
function Σ(0)R (p) is defined by the expression
Σ
(0)
R (p) =
α
4π
γ0
[
2 +
4ρ
1− ρ ln ρ− 6 p
2− ρ
1− ρ
(
1 +
ρ
1− ρ ln ρ
)]
, (4.32)
where ρ = 1− p2. The renormalized vertex function ΓµR(p; p′) can be evaluated to be (see Ref. [151])
ΓµR(p; p
′) =
α
4π
[Aγµ+ 6 p(B1pµ +B2p′µ)+ 6 p′(C1pµ + C2p′µ)
+D 6 pγµ 6 p′ +H1pµ +H2p′µ] , (4.33)
A = C24 − 2 + p2C11 + p′2C12 + 4pp′(C0 + C11 + C12)− 2C0 + C11 + C12 , (4.34)
B1 = −4(C11 + C21) , (4.35)
B2 = −4(C0 + C11 + C12 + C23) , (4.36)
C1 = −4(C0 + C11 + C12 + C23) , (4.37)
C2 = −4(C12 + C22) , (4.38)
D = 2(C0 + C11 + C12) , (4.39)
H1 = 4(C0 + 2C11) , (4.40)
H2 = 4(C0 + 2C12) , (4.41)
where
C0 =
∫ 1
0
dy
(yp+ (1− y)p′)2 (− ln X) , (4.42)
(
C11
C12
)
=
∫ 1
0
dy
(yp+ (1− y)p′)2
(
y
1− y
)
(1− Y ln X) , (4.43)

 C21C22
C23

 = ∫ 1
0
dy
(yp+ (1 − y)p′)2

 y
2
(1 − y)2
y(1− y)

(1
2
+ Y − Y 2 lnX
)
, (4.44)
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C24 = −
∫ 1
0
dy ln(y2(p− p′)2 − y(p− p′)2 + 1) , (4.45)
and
X = 1 +
1
Y
, (4.46)
Y =
1− yp2 − (1− y)p′ 2
(yp+ (1 − y)p′)2 . (4.47)
Here p = (ε,p), p′ = (ε′,p′), and 6 p = pµγµ.
The renormalized zero-potential vertex contribution ∆Aver(0) can be written as
∆Aver(0) = −
√
ω3
6π
ie
∫
dp dp′
(2π)3
φb(p)
[
ΓR(εb,p; εa,p
′)×∇p′δ3(p− p′)
]
z
φa(p
′) , (4.48)
and the one-potential vertex term has the form
∆Aver(1) = −
√
ω3
6π
ie
∫
dp dqdp′
(2π)6
{
φb(p)V (q)
× [Λ(εb,p; εb,q; εa,p′)×∇rδ3(p− p′ − q)]z φa(p′) + φa(p)V (q)
× [Λ(εa,p; εa,q; εb,p′)×∇rδ3(p− p′ − q)]z φb(p′)
}
. (4.49)
Here the function Λ(p; q; p′) is given by
Λ(p; q; p′) = −4πiα
∫
d4k
(2π)4
γµ
6 p− 6 k +m
(p− k)2 −m2 γ
0
× 6 p− 6 k− 6 q +m
(p− k − q)2 −m2 γ
6 p′− 6 k +m
(p′ − k)2 −m2 γ
µ . (4.50)
Therefore, one can see that the vertex contributions have some principal differences. In contrast to the vertex
formulas for the g factor, the functionsΓR(p; p′) in Eq. (4.48) andΛ(p, r, p′) in Eq. (4.49) depend on two different
energies εa and εb. Taking these differences into account, we derive the corresponding formulas for the ∆Aver(0)
term in the Appendix B. The derivation of the formulas for the one-potential vertex contribution is somewhat
more complicated. However, taking the energy to be the same in both electron propagators (e.g., εa or εb), the
expressions for ∆Aver(1) can be obtained in the same manner as for the g factor [27]. The remaining many-
potential term can be evaluated by the point-by-point subtraction of the corresponding zero- and one-potential
contributions in the coordinate space. Consistently, we subtract the one-potential vertex contribution with the same
energy variable in the electron propagators as it is taken in the ∆Aver(1) term calculated in the momentum space.
4.2.4 Numerical results
For the numerical evaluation we employ the finite-basis-set method for the Dirac equation, which is described in
next Chapter. The summation of the partial-wave expansion was performed up to |κmax| = 10, while the remaining
tail (|κ| > 10) was approximated by a least-square inverse-polynomial fitting.
One-loop QED corrections beyond the electron anomalous magnetic moment approximation are conveniently ex-
pressed in terms of the correction δ, which is defined through
∆AQED = Anr (2κe +
α
π
δ) . (4.51)
Here the first term represents the EAMM contribution. In Table 4.1 we present our results for the one-electron
SE correction to the amplitude of the 2p3/2 − 2p1/2 M1-transition. The VP term calculated within the Uehling
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Table 4.1: Individual contributions to the one-electron self-energy correction expressed in terms of the various δ
corrections, defined by Eq. (4.51). Numbers in parenthesis represent error in the last digit.
Z δirr δvr(0) δvr(1+) δ
16 0.0177 −0.0124 −0.0065(1) −0.0012(1)
17 0.0195 −0.0136 −0.0075(1) −0.0016(1)
18 0.0213 −0.0148 −0.0084(1) −0.0019(1)
19 0.0232 −0.0160 −0.0094(1) −0.0022(1)
20 0.0252 −0.0172 −0.0105(1) −0.0025(1)
21 0.0272 −0.0185 −0.0116(1) −0.0029(1)
22 0.0292 −0.0197 −0.0128(1) −0.0033(1)
Table 4.2: The vacuum-polarization contribution in the Uehling approximation, expressed in terms of the δ cor-
rection defined by Eq. (4.51).
Z δUehl
16 −1.2×10−7
17 −1.8×10−7
18 −2.5×10−7
20 −4.7×10−7
22 −8.4×10−7
approximation has been found to be negligible, see Table 4.2. The various contributions corresponding to the SE
corrections to the transition amplitude are given. The one- and many-potential terms are represented as the sum
δvr(1+) = δvr(1)+δvr(2+). As one can see from Table 4.1, the occurring cancellation reduces the total value for the
correction δ by an order of magnitude compared to the individual terms. Most serious computational difficulties
arise from the extrapolation of the partial-wave expansion of the many-potential term. In order to estimate the
error, we perform a second evaluation of δvr(1+) without separating out the one-potential term. The difference
between the results of both calculations is taken as the uncertainty.
5 Transition rates in He-, B-, and Be-like
ions
In this Chapter high-precision QED evaluations of the decay rates in He-, B-, and Be-like multicharged ions are
presented. This calculation is motivated by the increasing accuracy of the experimental results and the request for
improving the theoretical accuracy of the predictions. Simultaneously, this provides good prospects for probing the
relativistic-correlation and QED corrections to atomic transition amplitudes. The formal expressions for various
contributions under consideration are derived in Chapter 3. The numerical results provided in this Chapter are
relevant for the analysis of data obtained in recent measurements at the Heidelberg EBIT [76, 77].
5.1 Numerical solution of the Dirac equation
In order to obtain the wave functions we consider the one-particle Dirac equation (3.1) with the spherically sym-
metric Coulomb potential of an extended nucleus V (r) = V (r),
V (r) = −4παZ
[
1
r
∫ r
0
dr′ r′2ρ(r′) +
∫ ∞
r
dr′ r′ρ(r′)
]
, (5.1)
where ρ(r) is the nuclear density of the charge distribution, which is normalized on the unity. For some models of
the distribution the potential has the simple analytical form:
V (r) = −αZ
r
(5.2)
for a point-like nucleus,
V (r) =


−αZ
r
, r ≥ R0
−αZ
R0
, 0 ≤ r ≤ R0
(5.3)
for the spherical shell model corresponding to the distribution ρ(r) = δ(R0 − r)/(4πR20), and
V (r) =


−αZ
r
, r ≥ R0
−αZ
R0
(
3
2
− 1
2
r2
R20
)
, 0 ≤ r ≤ R0
(5.4)
for the homogeneous sphere nucleus corresponding to the distribution ρ(r) = 3θ(R0− r)/(4πR30). In our calcula-
tions we use the values of the mean-square radii published in Ref. [152]. The solutions of the Dirac equation with
the spherically symmetric potential can be written as
φ(r) =
1
r
(
Gnκ(r)Ωκm(n)
iFnκ(r)Ω−κm(n)
)
, (5.5)
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where Gnκ(r) and Fnκ(r) are the upper and lower radial components of the wave function, respectively. Substitu-
tion leads to the coupled radial equations
HκΦ(r) = EΦ(r) , (5.6)
where
Hκ =

 V (r) + 1 −
d
dr
+
κ
r
d
dr
+
κ
r
V (r)− 1

 (5.7)
and
Φ(r) =
(
G(r)
F (r)
)
. (5.8)
In all calculations based on perturbation theory one has to represent the electron propagator, which appears as
the sum over the entire Dirac spectrum. The methods used are: analytical or numerical representations for the
Coulomb-Green function [153, 154, 155, 156, 157], the space discretization [22, 158, 159], and the finite-basis
sets [101, 160, 161]. In this work we employ finite-basis set approach utilizing the B-splines constructed basis
set. For the construction we employed the dual kinetic balance approach [101]. The latter treats large and small
components on equal level respects charge conjugation symmetry. As a consequence no unphysical spurious states
appear and moreover, it improves the convergence properties and accuracy considerably. We solve the Dirac
equation in a cavity with the radius R. We define the grid {ti}ni=1 in the interval [0, R]. The B splines of the first
order Bi,1(r) are defined as
Bi,1(r) =
{
1 ti ≤ r < ti+1
0 otherwise
. (5.9)
The B splines of the order k Bi,k(r) are defined by the recurrence relations
Bi,k(r) =
r − ti
ti+k−1 − tiBi,k−1(r) +
ti+k − r
ti+k − ti+1Bi+1,k−1(r) . (5.10)
It follows that Bi,k(r) is a piecewise polynomial of the degree (k − 1) that is zero except within the interval
r ∈ [ti, ti+k). Expanding the radial functions Φ(r) in terms of the B-splines basis yields
Φ(r) =
2n∑
i=1
ciui(r) (5.11)
with corresponding two-component vectors ui(r) generated via
ui(r) =

 Bi(r)1
2
(
d
dr
+
κ
r
)
Bi(r)

 , i ≤ n , (5.12)
ui(r) =

 12
(
d
dr
− κ
r
)
Bi−n(r)
Bi−n(r)

 , i > n . (5.13)
The equations for the expansion coefficients ci can be derived from variational principle (δS = 0)
dS/dci = 0, i = 1, . . . , 2n , (5.14)
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Table 5.1: The decay rates of the magnetic-dipole transition 23S1 − 11S0 in units s−1. The negative-continuum
contribution ∆Wneg and the frequency-dependent correction ∆Wfreq are expressed in % with respect
to the main term W . Wtotal denotes the value for the total decay rate. The values presented in the upper
part of the Table were calculated in the Feynman gauge, whereas the results presented in the lower part
were obtained using the Coulomb gauge.
Z W ∆Wneg ∆Wfreq Wtotal
30 8.9994× 108 -0.043% -0.029% 8.9929× 108
50 1.7303× 1011 -0.08% -0.042% 1.7282× 1011
70 5.9872× 1012 -0.132% -0.045% 5.9766× 1012
90 9.4551× 1013 -0.205% -0.036% 9.4323× 1013
30 9.0012× 108 -0.05% -0.042% 8.9929× 108
50 1.7308× 1011 -0.09% -0.062% 1.7282× 1011
70 5.9896× 1012 -0.145% -0.073% 5.9766× 1012
90 9.4596× 1013 -0.218% -0.07% 9.4323× 1013
with
S = 〈Φ|Hκ|Φ〉 − E〈Φ|Φ〉 . (5.15)
Employing the action principle we obtain a generalized eigenvalue problem:
Aikck = εBikck , (5.16)
where the summation over repeated indices is implicit, Aik = (〈ui|Hκ|uk〉 + 〈uk|Hκ|ui〉)/2 and Bik = 〈ui|uk〉
are the matrices 2n× 2n.
5.2 He-like ions
In this Section we present the results for the following transitions: 23S1 − 11S0, 23P2 − 11S0, and 33S1 − 23S1
in He-like ions, which were obtained in work [138]. For these transitions we evaluate the first-order interelectronic-
interaction corrections in the framework of QED. For this purpose we use the corresponding expressions, derived
in Chapter 3. The transition energies for the one-photon decays 23S1 − 11S0 and 23P2 − 11S0 were taken from
Ref. [92], and for 33S1 − 23S1 – from work [93]. In the calculations we employ the homogeneously charged
sphere model for generating electron wave functions and bound-electron propagator.
In Tables 5.1, 5.2, and 5.3, we compile our numerical results for the decay rates of the magnetic transitions 23S1 −
11S0, 2
3P2 − 11S0, and 33S1 − 23S1, respectively. The values presented in the upper and lower parts of these
Tables have been obtained by specifying the photon propagator in the Feynman and Coulomb gauges, respectively.
To analyze the obtained results we extract from the total value Wtotal the frequency-dependent part ∆Wfreq and
the negative-continuum contribution∆Wneg. The first term is determined as the difference between the exact value
and the one, calculated under the assumption of zero the energy in the photon propagator, i.e. in the static limit
I(ε) ≈ I(0). Within the Coulomb gauge ∆Wfreq is identified as a correction to the Breit approximation, which
has not been considered for the transition amplitudes before. The second contribution ∆Wneg originates from
the summation over the negative-continuum states in the electron propagator. The transition probability, obtained
without taking into account these both corrections, is denoted as W . It can be seen from Tables 5.1, 5.2, and 5.3,
that the total values of the transition probabilities calculated in different gauges coincide with each other.
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Table 5.2: The decay rates of the magnetic-quadrupole transition 23P2 − 11S0 in units s−1. The negative-
continuum contribution ∆Wneg and the frequency-dependent correction ∆Wfreq are expressed in %
with respect to the main term W . Wtotal denotes the value for the total decay rate. The values presented
in the upper part of the Table were calculated in the Feynman gauge, whereas the results presented in
the lower part were obtained using the Coulomb gauge.
Z W ∆Wneg ∆Wfreq Wtotal
30 2.1047× 1010 -0.0001% 0.021% 2.1052× 1010
50 1.3654× 1012 -0.001% 0.038% 1.3660× 1012
70 2.1480× 1013 -0.005% 0.063% 2.1493× 1013
90 1.7231× 1014 -0.017% 0.097% 1.7245× 1014
30 2.1051× 1010 -0.0001% 0.001% 2.1052× 1010
50 1.3659× 1012 -0.001% 0.005% 1.3660× 1012
70 2.1491× 1013 -0.005% 0.014% 2.1493× 1013
90 1.7242× 1014 -0.017% 0.033% 1.7245× 1014
Table 5.3: The decay rates of the magnetic-dipole transition 33S1 − 23S1 in units s−1. The negative-continuum
contribution ∆Wneg and the frequency-dependent correction ∆Wfreq are expressed in % with respect
to the main term W . Wtotal denotes the value for the total decay rate. The values presented in the upper
part of the Table were calculated in the Feynman gauge, whereas the results presented in the lower part
were obtained using the Coulomb gauge.
Z W ∆Wneg ∆Wfreq Wtotal
30 6.1245× 105 3.867% 0.022% 6.3626× 105
50 1.3019× 108 2.204% 0.034% 1.3311× 108
70 4.9886× 109 1.488% 0.046% 5.0651× 109
90 9.0496× 1010 1.055% 0.059% 9.1503× 1010
30 6.1273× 105 3.837% 0.004% 6.3626× 105
50 1.3029× 108 2.158% 0.006% 1.3311× 108
70 4.9936× 109 1.428% 0.005% 5.0651× 109
90 9.0610× 1010 0.984% 0.002% 9.1503× 1010
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Table 5.4: The decay rate (s−1) of the transition 23S1 − 11S0 calculated in this work is compared to the previous
calculations and experiment. The experimental values and their error bars are given in second and fourth
columns, respectively. In the last column the sum of our results and radiative corrections obtained in
work [95] are presented. In round brackets the uncertainty of present calculations are indicated. Relative
differences are calculated using experimental results as a reference.
Z Exp. [s−1] Ref. Prec. MBPT [92] MCDF [90] LPA [162] Present Present+Rad.
23 5.917× 107 [163] 4.1% -0.07% -0.4% 0.1% 0.03(60)%
26 2.083× 108 [163] 12.5% -0.4% -0.7% -0.3% -0.4(5)%
35 4.462× 109 [164] 3.2% -2.3% -2.5% -2.1% -2.3(4)%
36 5.848× 109 [165] 1.3% -0.4% -0.6% -0.3% -0.5(4)%
41 2.200× 1010 [75] 0.4% 0.8% 0.6% 0.9% 0.7(4)%
47 8.969× 1010 [96] 1.8% 1.3% 1.2% 1.4% 1.1(2)%
54 3.915× 1011 [166] 3.0% -1.8% -1.7% -1.6% -2.1(2)%
For the decays with ∆S 6= 0 (see Tables 5.1 and 5.2) the frequency-dependent correction is of the same or even
larger magnitude than the negative-continuum contribution. However, this does not hold for the 33S1 − 23S1
transition, where the correction ∆Wfreq is small compared to the ∆Wneg term. The behavior of the negative-
continuum correction as a function of the nuclear charge number Z agrees well with the scaling ratio of the
negative- to positive-energy contributions found in [93] for all the transitions under consideration.
In Tables 5.4 and 5.5 we compare our results with those of the previous calculations [90, 92, 93, 162]. Both
methods, MCDF [90] and MBPT [92, 93], respectively, include partially the contributions of order 1/Z2 and
higher-orders terms in the Breit approximation. In work [162] the correlation correction of first order in 1/Z was
calculated within the rigorous QED framework employing the line profile approach (LPA). In Table 5.4 experi-
mental data for the most precisely measured transition 23S1 − 11S0 are presented. In the last column of this Table
our results are combined with the radiative corrections, except those, which are already included in the transition
energy. These corrections to 2s1/2 − 1s1/2 decay of hydrogenlike ions were obtained in Ref. [95] for Z ≥ 50.
We have extrapolated these data for Z < 50 and interpolated for Z = 54. The uncertainty due to the extrapolation,
the 1/Z2 and higher-orders terms are indicated in round brackets. The radiative contribution at Z = 41 removes
the discrepancy between theory and experiment, as it was suggested in Ref. [90]. In Table 5.5 the comparison with
the results calculated in Refs. [93, 162] is presented for the transitions 23P2 − 11S0 and 33S1 − 23S1. For these
decays we have estimated the uncertainty due to the radiative corrections assuming that they are of the same order
of magnitude as in the case of 2s1/2 − 1s1/2 decay. It can be seen that for all the transitions under consideration
the frequency-dependent contribution is smaller than the current experimental accuracy.
5.3 B- and Be-like ions
In this Section we present the values obtained in works [140, 141] for the lifetime of the states (1s22s22p) 2P3/2
in B-like ions and (1s22s2p) 3P2 in Be-like ions. Due to the smallness of the electric-quadrupole transition the
lifetimes are essentially determined by the M1-transition. In case of B-like ions, the experimental values of the
transition energies were taken from Ref. [167] for S11+, Cl12+, K14+, Ti17+ and from Ref. [48] for Ar13+. For Be-
like ions, the transition energies were taken from Ref. [168] for S12+, Cl13+, K15+, Ti18+ and from Ref. [48] for
Ar14+. The individual contributions to the M1-transition probabilities and the corresponding lifetimes for B-like
and Be-like ions are presented in Tables 5.6 and 5.7, respectively. The nonrelativistic transition probability Wnr
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Table 5.5: The decay rates (s−1) of the transitions 23P2 − 11S0 and 33S1 − 23S1 obtained in this work are
compared with the results obtained by MBPT [93] and LPA [162]. In round brackets the uncertainty of
present calculations are indicated.
23P2 − 11S0 33S1 − 23S1
Z This work MBPT [93] LPA [162] This work MBPT [93]
30 2.105(4)× 1010 2.104× 1010 2.105× 1010 6.363(48)× 105 6.35× 105
50 1.366(5)× 1012 1.365× 1012 1.366× 1012 1.331(8)× 108 1.33× 108
70 2.149(21)× 1013 2.146× 1013 2.148× 1013 5.065(54)× 109 5.06× 109
90 1.724(22)× 1014 1.718× 1014 1.721× 1014 9.15(12)× 1010 9.15× 1010
Table 5.6: The decay rates W [s−1] of the magnetic-dipole transition (1s22s22p) 2P1/2− 2P3/2 and the lifetimes
τ [ms] of the (1s22s22p) 2P3/2 state in B-like ions. Numbers in parentheses give the estimated error.
S11+ Cl12+ Ar13+ K14+ Ti17+
Energy [cm−1] 13135(1) 17408(20) 22656.22(1) 29006(25) 56243(4)
Wnr 20.37538 47.43068 104.56308 219.4222 1599.635
∆WD -0.03542 -0.09302 -0.23145 -0.5436 -5.355
∆WCI 0.00637 0.01586 0.03723 0.0802 0.597
∆Wneg -0.00159 -0.00396 -0.00929 -0.0206 -0.176
∆WQED 0.09444 0.21972 0.48419 1.0156 7.393
∆Wfreq 0.00007 0.00019 0.00049 0.0012 0.013
Wtotal 20.439(5) 47.57(16) 104.844(3) 220.0(6) 1602.1(5)
τtotal 48.93(1) 21.02(7) 9.5380(3) 4.546(12) 0.6242(2)
Table 5.7: The decay rates W [s−1] of the magnetic-dipole transition (1s22s2p) 3P1 − 3P2 and the lifetimes τ
[ms] of the (1s22s2p) 3P2 state in Be-like ions. Numbers in parentheses give the estimated error.
S12+ Cl13+ Ar14+ K15+ Ti18+
Energy [cm−1] 9712(14) 12913(16) 16819.36(1) 21571(20) 42638(4)
Wnr 12.35488 29.03947 64.17056 135.36899 1045.4311
∆WD -0.02017 -0.05389 -0.13242 -0.31247 -3.2611
∆WCI -0.01302 -0.04909 -0.16457 -0.50484 -10.0481
∆Wneg -0.00053 -0.00133 -0.00313 -0.00704 -0.0649
∆WQED 0.05723 0.13440 0.29674 0.62535 4.8078
Wtotal 12.38(5) 29.07(11) 64.167(2) 135.2(4) 1036.9(4)
τtotal 80.79(33) 34.40(13) 15.5843(5) 7.398(22) 0.9645(4)
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is determined by Eq. (4.9), while ∆WD denotes the relativistic correction. The interelectronic-interaction term
∆WCI is calculated to all orders in 1/Z employing the configuration-interaction method in the basis of Dirac-
Fock-Sturm orbitals (CIDFS). The negative-continuum contribution ∆Wneg is obtained in the same basis. Some
details of this calculation are presented in Appendix C. The frequency-dependent term ∆Wfreq is calculated in
case of B-like ions to first order in the perturbation expansion, according to the formulas derived in Chapter 3.
The Coulomb gauge for the photon propagator is used. What the QED correction ∆WQED is concerned, we take
the values obtained in previous Chapter. It should be mentioned, that for the ions under consideration the fine
splitting is of the same order of magnitude as the correlation correction. Therefore, in a systematic treatment by
the perturbation theory one has to treat the fine-structure levels as being quasidegenerate.
As one can see from Tables 5.6 and 5.7 the interelectronic-interaction correction ∆WCI turns out to be relatively
small due to the factor (αZ)2, as already mentioned in Chapter 4. Except for Ar13+ and Ar14+ ions, the uncertain-
ties of the total transition probabilities are mainly determined by the experimental uncertainties of the correspond-
ing transition energies. For argon ions, the theoretical uncertainty originates mainly from the uncalculated recoil
correction.
In Table 5.8 our results for the lifetime of the (1s22s22p) 2P3/2 state are compared with those of other calculations
and with corresponding experimental data. It should be noted, that the QED correction in the EAMM approxi-
mation was taken into account only in Refs. [86, 169]. For reason of comparison, we present our results without
inclusion of the radiative correction (τ0pres) as well. Besides, different values of the transition energies ω, indicated
in Table 5.8, were used in the different calculations. Since the M1-transition probability, according to the Eq. (4.6),
scales as ω3, a small deviation in ω can change the decay rate significantly. For this reason, we recalculated the
numbers presented in works [86, 88] for the (1s22s22p) 2P3/2 state in B-like ions for the transition energies ω,
which we have employed in our calculations. Table 5.9 compiles these values with (τ [86]) and without (τ0 [88])
the QED correction together with the corresponding values (τpres and τ0pres) obtained in this work. As one can see
from this Table, there is an excellent agreement between our “non-QED” results (τ0pres) and those from Ref. [88]
(τ0). There is also a good agreement between our total results (τpres) and the values from Ref. [86] (τ ), where
the QED correction was calculated to the lowest order in αZ . The comparison of our theoretical results with the
experimental data shows a good overall agreement as well. However, in the case of Ar13+ a discrepancy between
our value of the lifetime 9.5380(3)ms of the 2P3/2 state and the most accurate experimental value 9.573(4)(5)ms
[76, 77] can be stated.
Table 5.10 shows a fair agreement of our results for the lifetime of the (1s22s2p) 3P2 state in Be-like ions with
corresponding results obtained by other authors and with available experimental data. We emphasize that the QED
correction has not been considered in the previous theoretical calculations cited in Table 5.10.
In conclusion, we have performed one of the most accurate existing calculation of the magnetic-dipole transition
probabilities between the fine-structure levels (1s22s22p) 2P1/2 − 2P3/2 in B-like ions and (1s22s2p) 3P1 − 3P2
in Be-like ions. The relativistic, interelectronic-interaction, and radiative corrections to the transition probabilities
have been incorporated. Except for a recent high-precision lifetime measurement on Ar13+ [76, 77] with a level
of accuracy level of about 0.1%, most of the experimental results have still large error bars greater than 1.5% and,
within these error bars, most of them are in a fair agreement with our theoretical predictions. In case of Ar13+, the
disagreement of our prediction with the high-precision experimental value amounts to 0.37% of the total transition
probability, less than the value of the corresponding QED correction. At present we have no explanation for this
discrepancy.
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Table 5.8: The lifetimes of the (1s22s22p) 2P3/2 level in B-like ions calculated in this work with (τpres) and
without (τ0pres) the QED correction are compared with previous calculations (τtheor) and experiment
(τexp). The values of the lifetime are given in ms. The values of the transition energy given in square
brackets [Energy] are presented in units cm−1. Numbers in parentheses indicate the estimated error.
Ions τ0pres τpres[Energy] τtheor[Energy] Method & Ref. τexp & Ref.
S11+ 49.15 48.93(1) [13135] 47.35 [13300] MCDF [88]
49.07 [13115] MCBP [86]
49.33 [13144] MCDF [89]
49.07 [13136] SS [170]
49.26 [13122] MRCI [171]
49.60 RQDO [172]
Cl12+ 21.12 21.02(7) [17408] 20.55 [17565] MCDF [88] 21.2(6)[84]
21.02 [17400] MCBP [86] 21.1(5)[84]
21.19 [17421] MCDF [89]
21.08 [17410] SS [170]
21.19 [17386] MRCI [171]
21.13 RQDO [172]
Ar13+ 9.5822 9.5380(3) [22656] 9.407 [22795] MCDF [88] 8.7(5)[80]
9.515 [22660] MCBP [86] 9.12(18)[79]
9.618 [22666] MCDF [89] 9.70(15)[82]
9.569 [22653] SS [170] 9.573(4)(5)[76, 77]
9.588 [22657] RQDO [172]
9.606 [22636] MCDF [91]
9.615 [22619] MRCI [171]
9.534 [22658] [169]
K14+ 4.567 4.546(12) [29006] 4.509 [29129] MCDF [88] 4.47(10)[83]
4.521 [29044] MCBP [86]
4.583 [29019] MCDF [89]
4.558 [29004] SS [170]
4.587 [28960] MRCI [171]
4.577 RQDO [172]
Ti17+ 0.6271 0.6242(2) [56243] 0.6254 [56275] MCDF [88] 0.627(10)[81]
0.6150 [56465] MCBP [86]
0.6290 [56258] MCDF [89]
0.6254 [56240] SS [170]
0.6289 [56166] MRCI [171]
0.6270 RQDO [172]
MCDF – multiconfiguration Dirac-Fock method
MCBP – multiconfiguration Breit-Pauli method
SS – “SUPERSTRUCTURE” program
MRCI – multireference relativistic configuration-interaction method
RQDO – relativistic quantum defect orbital method
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Table 5.9: The lifetimes of the (1s22s22p) 2P3/2 level in B-like ions calculated in this work with (τpres) and
without (τ0pres) the QED correction are compared with previous theoretical results (Refs. [86, 88]),
recalculated to the transition energy (Energy in units cm−1) employed in this paper. The lifetime values
are given in ms.
Ions Energy τ0pres τ0 Ref. [88] τpres τ Ref. [86]
S11+ 13135 49.15 49.16 48.93 48.85
Cl12+ 17408 21.12 21.11 21.02 20.99
Ar13+ 22656 9.5822 9.581 9.5380 9.520
K14+ 29006 4.567 4.567 4.546 4.539
Ti17+ 56243 0.6271 0.6265 0.6242 0.6223
Table 5.10: The lifetimes of the (1s22s2p) 3P2 level in Be-like ions calculated in this work with (τpres) and
without (τ0pres) the QED correction are compared with previous calculations (τtheor) and experiment
(τexp). The lifetime values are given in ms. The values of the transition energy [Energy] are presented
in units cm−1. Numbers in parentheses indicate the estimated error.
Ions τ0pres τpres [Energy] τtheor [Energy] Method & Ref. τexp & Ref.
S12+ 81.16 80.79(33) [9712] 83.3 [9743] SHF [173]
80.65 [9720] MBPT [94]
Cl13+ 34.56 34.40(13) [12913] 35.7 [12893] SHF [173]
34.60 [12903] MBPT [94]
Ar14+ 15.6567 15.5843(5) [16819] 16.31 [16818] MCHF [174] 15.0(7)[78]
16.1 [16824] SHF [173] 13.4(7)[79]
15.63 [16834] MBPT [94] 15.0(8)[82]
15.76 [16782] MCDF [91]
K15+ 7.432 7.398(22) [21571] 7.63 [21575] SHF [173] 7.6(5)[83]
7.353 [21633] MBPT [94]
Ti18+ 0.9689 0.9645(4) [42638] 0.990 [42653] SHF [173]
0.9615 [42651] MBPT [94]
SHF – scaled Hartree-Fock method
MBPT – many-body perturbation theory
MCHF – multiconfiguration Hartree-Fock method
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6.1 Quenching effect
The effect of hyperfine quenching in He-like ions serves as one of the interesting tools for investigations in the
atomic physics. The main feature of the effect can be illustrated in the following way. If the nucleus has zero spin,
there are two decay modes for the 23P2 level: a magnetic-quadrupole (M2) transition into the ground state 11S0
and an electric- dipole (E1) transition to the 23S1 state, while the 23P0 level decays primarily to the 23S1 state
by an E1-transition. For the ions with non-zero nuclear spins the hyperfine interaction leads to a small mixing
of the 23P0,2 states with the 23,1P1 states. This admixture now opens an additional E1(HFQ) decay channel to
the ground state. As a result the lifetimes of the 23P0,2 states decrease considerably, an effect which is known as
hyperfine quenching. Fig. 6.1 shows the energy levels under consideration and the corresponding decay modes for
the ion 51V21+.
For the 23P2 and 23P0 states this effect was first calculated in Refs. [163] and [175], respectively. In these
calculations the interelectronic-interaction corrections of order 1/Z and the leading relativistic corrections of the
order (αZ)2 to the transition amplitudes were taken into account. The hyperfine interaction was approximated by
contact-interaction term. Later, the MCDF method was used for the calculation of the lifetime of the 23P0 state
[176]. Within the range of Z = 2 − 100 the lifetimes of the 23P0,2 states were calculated in Ref. [177], using the
configuration-interaction (CI) method.
However, the measurement of the lifetime of the 23P2 state in He-like 51V21+, which was recently performed in
Ref. [178], gave the result τexp = 314(30) ps, which disagrees with the prediction τtheor = 242.0 ps [177]. For this
reason, we perform an independent calculation of the decay rates of the transitions 23P0 − 11S0 and 23P2 − 11S0
in He-like ions for Z = 15− 30. The material presented in this Chapter was based on the work [179].
6.2 Hyperfine mixing and interelectronic-interaction corrections
Hyperfine quenching may be described well within the framework of ordinary quantum mechanical perturbation
theory for quasidegenerate states. The interelectronic interaction is treated within the Breit approximation.
To take into account the additional decay mode, induced by the hyperfine interaction, we consider the mixing of
the 23P2 and 23P0 states with the only nearby (1s2p 1
2
)∗1 and (1s2p 32 )
∗
1 states. Asterisks designate the two-electron
states in the intermediate coupling scheme, which are linearly linked with jj-coupling states(
|(1s2p 1
2
)∗1〉
|(1s2p 3
2
)∗1〉
)
=
(
a −b
b a
)(
|(1s2p 1
2
)1〉
|(1s2p 3
2
)1〉
)
, (6.1)
where the positive real coefficients a and b obey the condition a2 + b2 = 1. The jj-coupling states are eigenstates
of the relativistic Hamiltonian H0, which describes two noninteracting electrons moving in the field of the nucleus,
H0 = hD(1) + hD(2) , (6.2)
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Figure 6.1: Electronic energy-level diagram for the levels of 51V21+ showing the decay modes.
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where hD is the one-particle Dirac operator given by Eq. (3.1), and the index in the round brackets enumerates the
electrons. Since we consider fully relativistic calculation, it is natural to take the jj-coupling states as the basis
functions. The LS-coupling states 23P2 and 23P0 coincide with the jj-coupling states (1s2p 3
2
)2 and (1s2p 1
2
)0,
respectively. The connection between LS- and jj-coupling schemes for the another states under consideration is
given by (
|23P1〉
|21P1〉
)
LS
= R
(
|(1s2p 1
2
)1〉
|(1s2p 3
2
)1〉
)
jj
, (6.3)
with
R =
1√
3
( √
2 −1
1
√
2
)
. (6.4)
Following the method suggested in Ref. [102], we consider the Hamiltonian matrix
Heff = (H0 + Vint)jj +R
−1(HNR +BP )LSR−R−1∆R (6.5)
in the basis of the states (1s2p 1
2
)1 and (1s2p 3
2
)1. Here HNR is the two-electron Schro¨dinger Hamiltonian, BP is
the Pauli form of the Breit interaction, Vint = VC+VB, where VC and VB are the Coulomb and Breit interelectronic-
interaction operators, respectively, and ∆ subtracts the terms which are counted twice. The subscript LS means
that the matrix elements are calculated in the LS-coupling with accurate nonrelativistic eigenfunctions of HNR,
while the jj-matrix The expansions in powers of 1/Z were obtained for HNR in Refs. [180, 181] through 19th
order and for BP in Ref. [182] through fifth order. For our consideration, it is sufficient to take these matrix
elements up to third order. The jj-matrix elements are calculated numerically. Diagonalizing the matrix Heff , we
determine the coefficients a and b in Eq. (6.1).
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To obtain the coefficients of the mixing we consider the ordinary eigenvalue problem,
(Heff +Hµ)|ξIFMF 〉 = EξF |ξIFMF 〉 (6.6)
in the subspace of four unperturbed atomic states |23P2IFMF 〉, |23P0IFMF 〉, |(1s2p 1
2
)∗1IFMF 〉, and
|(1s2p 3
2
)∗1IFMF 〉 with a given total angular momentum F and its projection MF . Here Heff is a direct extension
of the Hamiltonian (6.5) on the subspace of four unperturbed states under consideration. The hyperfine operator
Hµ describes the interaction of the electrons with the magnetic field induced by a non-zero nuclear magnetic
moment. Within the point-dipole approximation, this interaction is given by the sum of one-electron Fermi-Breit
operators defined by Eq. (2.1),
Hµ =
∑
i
|e|
4π
(µI · [ri ×αi])
r3i
, (6.7)
where the index i refers to the ith electron of the ion. The magnetic-dipole hyperfine interaction is diagonal in F
and has non-zero matrix elements between states with ∆J = 0,±1. In particular, it implies that the matrix element
〈23P2IFMF |Hµ|23P0IFMF 〉 vanishes. Employing the fact that the hyperfine interaction operatorHµ is a scalar
product of two operators, one of which acts only on nuclear coordinates while the other one acts only on electronic
coordinates, we obtain by means of Wigner-Eckart theorem [143]
〈(n1κ1n2κ2)JIFMF |Hµ|(n′1κ′1n′2κ′2)J′IFMF 〉 = (−1)J
′+I+F
{
J I F
I J ′ 1
}
×〈I ‖ µI ‖ I〉〈(n1κ1n2κ2)J ‖
∑
i
ti ‖ (n′1κ′1n′2κ′2)J′〉 , (6.8)
where
ti =
|e|
4π
[ri ×αi]
r3i
(6.9)
is the one-electron operator, which acts on the coordinates of the ith electron. The nuclear reduced matrix element
is given by
〈I ‖ µI ‖ I〉 =
√
(2I + 1)(I + 1)
I
µI , (6.10)
where µI is the nuclear magnetic moment. The electronic reduced matrix element in Eq. (6.8) is expressed in terms
of the one-electron reduced matrix elements by
〈(n1κ1n2κ2)J ‖
∑
i ti ‖ (n′1κ′1n′2κ′2)J′〉 =
√
(2J + 1)(2J ′ + 1) Ξn1κ1,n2κ2Ξn′1κ′1,n′2κ′2
×
{
(−1)j1+j2+J′+1
{
1 J J ′
j2 j
′
1 j1
}
〈n1κ1 ‖ t ‖ n′1κ′1〉δn2n′2δκ2κ′2
+(−1)j1+j′2+J+1
{
1 J J ′
j1 j
′
2 j2
}
〈n2κ2 ‖ t ‖ n′2κ′2〉δn1n′1δκ1κ′1
+(−1)j1+j′2+1
{
1 J J ′
j2 j
′
2 j1
}
〈n1κ1 ‖ t ‖ n′2κ′2〉δn2n′1δκ2κ′1
+(−1)J+J′
{
1 J J ′
j1 j
′
1 j2
}
〈n2κ2 ‖ t ‖ n′1κ′1〉δn1n′2δκ1κ′2
}
, (6.11)
where Ξnn′,κκ′ is a normalization factor,
Ξnn′,κκ′ =
{
1, n 6= n′ or κ 6= κ′
1/
√
2 , n = n′ and κ = κ′
. (6.12)
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The one-electron reduced matrix elements appearing in formula (6.11) have been calculated numerically. Whereas
the diagonal matrix elements can be found analytically by employing the virial relations for the Dirac equation
[183, 184]. In the calculation of the off-diagonal reduced matrix elements the one-electron wave functions of
the 2p1/2 and 2p3/2 states have to be chosen with the same overall sign in the nonrelativistic limit, since these
functions are used in the transition employing the LS-coupling according to Eq. (6.3).
In the range of Z under consideration the interelectronic interaction as well as the relativistic effects contribute
significantly to the transition amplitudes. Starting with the fully relativistic transition amplitude, we account for
the interelectronic-interaction corrections within perturbation theory up to the order (αZ)2/Z . In particular, the
contributions from the negative-continuum states are incorporated in this way, which yield up to about 10% of the
total amplitude for the electric dipole transition evaluated within the velocity gauge. The transition amplitudes are
evaluated both in the length and velocity gauges.
6.3 Numerical results
In Table 6.1 we present the results for the hyperfine-induced decay probabilities W l,vµ and the lifetimes τ l,v of
the 23P0 state evaluated in both length and velocity gauges. The results for the transition rate of the line 23P2 −
11S0, which is the sum of the M2-transition WM2 and the hyperfine-induced W l,vµ rates, and the lifetimes τ l,v
of the 23P2 state are given in Table 6.2. The superscripts l and v correspond to the length and velocity gauge,
respectively. For comparison, the values of the hyperfine-induced rates and the lifetimes obtained in works [163,
175, 177] are presented. Both Tables contain also the experimental lifetimes for those ions where the hyperfine
quenching effect has definitely to be taken into account to achieve an agreement between theory and experiment.
Analyzing the negative-continuum contribution in both gauges, we find that in the length gauge in contrast to the
velocity gauge it is suppressed by the factor (αZ)2, and can be neglected. This confirms by a good agreement
between our values and others theoretical results (see Tables 6.1 and 6.2), which were calculated in the length
gauge without inclusion of the negative-continuum contribution [163, 175, 177]. However, in the velocity gauge
the negative-continuum states should be taken into account. The small difference between the hyperfine-induced
rates and therefore between the lifetimes calculated in the length and velocity gauges originates from the next
order interelectronic-interaction corrections, 1/Z2. The decrease of the deviation for larger values of Z gives
evidence for this. It becomes clear from Tables 6.1 and 6.2, that our results agree well with the previous theoretical
calculations [163, 175, 177] and contradict with the experimental value for the vanadium 51V21+, obtained in work
[178].
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Table 6.1: The lifetimes of the 23P0 state in He-like ions with non-zero nuclear spins in the range of Z = 15−30.
The transition probabilities WE1 corresponding to the line 23P0 − 23S1 are taken from Ref. [177].
In columns 5-8, the transition probabilities of the hyperfine-induced decay are presented. W l,vµ and
τ l,v are the results for the decay rates and lifetimes obtained within length and velocity gauge in the
present work. For comparison, the hyperfine-induced decay rates Wµ and lifetimes τ obtained in works
[175, 177] and experimental values τexp are presented as well. The transition probabilities and the
lifetimes are given in units ns−1 and in units ns, respectively. µI is the nuclear magnetic moment
expressed in units of the nuclear magneton.
Ions µI I WE1 [177] W lµ W vµ Wµ [177] Wµ [175] τ l τv τ [177] τexp & Ref.
31P13+ 1.1316 1/2 0.1659 0.0415 0.0411 0.0409 0.041 4.821 4.830 4.836 4.88(9) [185]
33S14+ 0.64382 3/2 0.1799 0.0117 0.0116 0.0116 5.218 5.221 5.223
35Cl
15+ 0.82187 3/2 0.1944 0.0302 0.0299 0.0297 0.030 4.453 4.458 4.462
36Cl
15+ 1.28547 2 0.1944 0.0665 0.0660 0.0655 3.833 3.841 3.848
37Cl
15+ 0.68412 3/2 0.1944 0.0209 0.0207 0.0206 4.645 4.648 4.652
39K17+ 0.39149 3/2 0.2250 0.0163 0.0162 0.0160 0.016 4.144 4.146 4.149
40K17+ −1.2981 4 0.2250 0.1337 0.1328 0.1317 2.788 2.795 2.804
41K17+ 0.21488 3/2 0.2250 0.0049 0.0049 0.0048 4.350 4.350 4.351
41Ca
18+
−1.5948 7/2 0.2412 0.3144 0.3124 0.3095 1.800 1.806 1.816
43Ca
18+
−1.3176 7/2 0.2412 0.2148 0.2133 0.2114 2.193 2.200 2.209
45Sc19+ 4.7565 7/2 0.2581 4.2498 4.2235 4.181 4.15 0.2218 0.2231 0.2253
47Ti
20+
−0.78848 5/2 0.2758 0.1868 0.1857 0.1836 2.162 2.167 2.177
49Ti
20+
−1.1042 7/2 0.2758 0.3364 0.3345 0.3307 1.633 1.639 1.649
50V21+ 3.3457 6 0.2941 4.1568 4.1344 4.084 0.2247 0.2258 0.2284
51V21+ 5.1487 7/2 0.2941 10.918 10.859 10.73 10.5 0.0892 0.0897 0.09075
53Cr
22+
−0.47454 3/2 0.3134 0.1737 0.1728 0.1705 2.053 2.057 2.066
51Mn
23+ 3.5683 5/2 0.3335 12.166 12.109 11.93 0.0800 0.0804 0.08154
55Mn
23+ 3.4687 5/2 0.3335 11.493 11.439 11.27 10.7 0.0846 0.0849 0.08618
57Fe
24+ 0.09062 1/2 0.3545 0.0241 0.0240 0.0236 2.641 2.642 2.645
59Co
25+ 4.627 7/2 0.3765 39.182 39.028 38.32 36.0 0.0253 0.0254 0.02584
61Ni
26+
−0.75002 3/2 0.3996 1.8887 1.8819 1.845 0.4370 0.4383 0.4455 0.470(50) [98]
63Cu
27+ 2.2273 3/2 0.4239 24.425 24.345 23.80 21.7 0.0402 0.0404 0.04128
65Cu
27+ 2.3816 3/2 0.4239 27.955 27.864 27.24 0.0352 0.0354 0.03615
67Zn
28+ 0.8752 5/2 0.4493 4.4983 4.4851 4.373 0.2021 0.2027 0.2074
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Table 6.2: The lifetimes of the 23P2 state of He-like ions with non-zero nuclear spins in the range of Z = 15−30.
The transition probabilitiesWE1 corresponding to the line 23P2 − 23S1 are taken from Ref. [92]. WM2
is the transition rate of the magnetic-quadrupole decay 23P2 − 11S0 evaluated in this work. In columns
4-6, the transition probabilities of the hyperfine-induced decay are presented. W l,vµ and τ l,v are the
results for the decay rates and lifetimes obtained within length and velocity gauge in the present work.
For comparison, the hyperfine-induced decay rates Wµ and lifetimes τ obtained in Refs. [163, 177] and
experimental values τexp, where the hyperfine quenching effect contributes on the level of the current
experimental accuracy, are presented. The transition probabilities and the lifetimes are given in ns−1
and in ns, respectively. The values of the nuclear magnetic moments µI and the nuclear spins I are the
same as in Table 6.1 for the corresponding ions.
Ions WM2 WE1 [92] W lµ W vµ Wµ [177] τ l τv τ [177] τ [163] τexp & Ref.
31P13+ 0.0691 0.2214 0.0038 0.0037 3.398 3.399
33S14+ 0.1183 0.2562 0.0011 0.0011 2.662 2.662 2.66
35Cl
15+ 0.1958 0.2978 0.0029 0.0029 2.014 2.014 2.01
36Cl
15+ 0.1958 0.2978 0.0065 0.0064 2.000 2.000
37Cl
15+ 0.1958 0.2978 0.0020 0.0020 2.018 2.018
39K17+ 0.4921 0.4079 0.0016 0.0016 1.109 1.109
40K17+ 0.4921 0.4079 0.0131 0.0130 1.095 1.095
41K17+ 0.4921 0.4079 0.0005 0.0005 1.111 1.111
41Ca
18+ 0.7518 0.4809 0.0305 0.0303 0.7916 0.7918
43Ca18+ 0.7518 0.4809 0.0208 0.0207 0.7977 0.7978
45Sc
19+ 1.1246 0.5697 0.3990 0.3960 0.3928 0.4777 0.4784 0.4795
47Ti
20+ 1.6501 0.6782 0.0173 0.0171 0.4263 0.4264
49Ti20+ 1.6501 0.6782 0.0311 0.0308 0.4238 0.4239
50V21+ 2.3792 0.8109 0.3682 0.3656 0.3622 0.2810 0.2812 0.2817
51V21+ 2.3792 0.8109 0.9608 0.9541 0.9453 0.2409 0.2413 0.2420 0.253
53Cr
22+ 3.3762 0.9735 0.0148 0.0147 0.2291 0.2291
51Mn
23+ 4.7215 1.173 0.9753 0.9692 0.9584 0.1456 0.1457 0.1460
55Mn
23+ 4.7215 1.173 0.9217 0.9158 0.9056 0.1467 0.1468 0.1471
57Fe
24+ 6.5149 1.419 0.0018 0.0018 0.1260 0.1260 0.126
59Co
25+ 8.8788 1.721 2.7853 2.7693 2.733 0.0747 0.0748 0.07504
61Ni
26+ 11.962 2.092 0.1271 0.1264 0.0705 0.0705
63Cu
27+ 15.946 2.549 1.4843 1.4765 1.453 0.0501 0.0501 0.05014 0.047(5) [186]
65Cu
27+ 15.946 2.549 1.6970 1.6881 1.662 0.0495 0.0495 0.04963
67Zn
28+ 21.048 3.112 0.2531 0.2519 0.0410 0.0410
7 Summary and concluding remarks
In conclusion, the most important and new results obtained within this thesis can be stated as follows:
Spectroscopic measurements in atomic physics provides a very powerful tool for the most accurate and indepen-
dent extraction of informations about the fundamental constants and nuclear parameters. In this thesis, we have
determined the proton structure parameters from the theoretical and experimental values of the hyperfine structure
in hydrogen and in muonium. Improved calculations of corrections to the hyperfine splitting of the ground state in
hydrogen have been provided by taking into account the most recent value for the proton charge radius. An iterative
procedure for the extraction of the Zemach and magnetic radii of the proton has been proposed by comparison be-
tween theoretical and experimental values of the hyperfine splitting. As a result, the Zemach and magnetic radii are
found to be 1.045(16) fm and 0.778(29) fm, respectively. We have also confirmed these values by reconsidering
and correcting an another theoretical analysis performed in Ref. [120] employing the rescaled difference between
the hyperfine structure in hydrogen and in muonium. Besides, a relativistic model independent formula for the
nuclear-size correction to the hyperfine splitting has been derived in terms of moments of the nuclear charge and
magnetization distributions. Although the magnetization distribution correction has been obtained employing the
homogeneous sphere model for the nuclear charge distribution, to a good accuracy, the formulas may also apply for
similar models with spherical symmetry. Comparing the Zemach and magnetic radii with the results obtained from
the experiments in elastic electron-proton scattering, we find some disagreement. One may expect that a further
reanalysis of empirical fits of the elastic form factors by taking into account the constraints (Zemach, electric and
magnetic radii of the proton) obtained from the independent atomic physics measurements, could elucidate the
situation. Since the muonic hydrogen is more sensitive to the proton structure effects than hydrogen, experiments
on measurements of the Lamb shift and hyperfine splitting in this system are also highly desirable and anticipated.
Best-to-date measurements of the decay rates allow to achieve an accuracy of the order of 0.1%. This has opened
new possibilities for probing the influences of QED and relativistic-correlation effects on atomic transition proba-
bilities. In this thesis, a rigorous QED approach to the transition probabilities within the framework of the two-time
Green’s function method has been provided. The transition rates are obtained in terms of contour integrals in the
complex plane involving Green’s functions, which can be systematically derived within QED perturbation the-
ory. The formulas obtained apply for both single and degenerate or quasidegenerate electron states. The detailed
derivation of renormalized expressions for the radiative and interelectronic-interaction corrections in first order
of perturbation theory in α has been presented for one-, two-electron ions and for ions with one electron over
closed shells. Simple analytical formulas for the so called reducible part of the interelectronic-interaction correc-
tion have been obtained. Although the formulas have been derived for the single-determinant functions, they allow
for an easy generalization for the case of multi-determinant functions. The interelectronic-interaction corrections
of first order in 1/Z to the magnetic transition probabilities 23S1 − 11S0, 23P2 − 11S0, and 33S1 − 23S1
in heliumlike ions have been investigated in details. Rigorous QED treatment of the interelectronic interaction
via the photon propagator leads to the so-called frequency-dependent contribution to the transition amplitudes,
which have been evaluated for the first time. The additional contribution originating from the summation over the
negative-continuum states in the electron propagator and being dependent on the choice of the one-electron basis,
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can become significant for matrix elements of odd operators, which mix large and small components of the wave
functions. Only the systematic QED approach to the transition rates allows for restoring the gauge invariance. For
demonstrating the gauge invariance of the approach all contributions under consideration have been calculated in
Feynman and Coulomb gauge.
In the nonrelativistic limit the QED corrections to the transitions between fine-structure levels can be found by
including the anomalous magnetic moment of a free electron in the M1-operator, as it has been shown in this work.
The calculation of QED corrections to the transition rates to all orders in αZ is already rather challenging. Due to
occurring cancellations it requires excellent numerical accuracy. In this thesis, the one-loop QED correction to the
magnetic-dipole transition amplitude 2p3/2 − 2p1/2 has been calculated to all orders in αZ for the first time. The
vacuum-polarization contribution has been evaluated within the Uehling approximation, since Wichmann-Kroll
contributions turn out to be negligible. For the exact evaluation of self-energy correction a scheme, which allows
for a considerable improvement of the accuracy of the numerical calculations, has been developed. In this way the
one-potential term is treated separately in the momentum space.
In this thesis, we have systematically evaluated the relativistic, interelectronic-interaction, and QED corrections to
the M1-transitions (1s22s22p) 2P3/2 − 2P1/2 in B-like ions and (1s22s2p) 3P2 − 3P1 in Be-like ions. As a result,
one of the most accurate theoretical values for these transition probabilities have been obtained. For example,
in the case of 40Ar13+ ion the theoretical accuracy of the level of 0.003% has been achieved. In comparison
most experimental results have error bars larger than 1.5% and, within these error bars, most of them are in
fair agreement with our theoretical predictions. However, in case of the recent precise lifetime measurement in
40Ar13+ ion [76, 77] with an accuracy level on the order of 0.1%, the disagreement between our prediction and
the experimental value amounts to about 0.37% of the total transition probability. This is less than the value of the
corresponding QED correction. At present we have no explanation for this discrepancy.
In order to clarify the present disagreement between theory and experiment in the case of the lifetime of the
(1s22s22p) 2P3/2 state in 40Ar13+ ion, further investigations of the transition probabilities in more complex sys-
tems with several electrons could be very interesting. The precise experiment on the determination of the lifetime
of the (1s22s22p63s23p) 2P3/2 state in 56Fe13+ [85] gives an additional impetus for this. In this case the correla-
tion correction can be accurately calculated perturbatively up to first order in 1/Z , and the higher-order terms can
be obtained within configuration-interaction method. Potential difficulties associated with the large screened QED
effects can be overcome by introducing an effective local potential.
For He-like ions with nonzero nuclear spin the hyperfine-quenched lifetimes of the states 23P0,2 have been cal-
culated and the obtained results are in fair agreement with the previous calculations. The evaluation has been
performed in length and velocity gauges for the emitted photon wave function. The necessity of accounting for the
negative-continuum spectrum contribution in the velocity gauge has been demonstrated.
Appendix A: Nuclear-size correction
The nuclear-size correction to the hyperfine splitting in the nonrelativistic limit is determined by the Zemach
formula (2.16). This formula can be used to calculate the nuclear-size correction for any given model of the nuclear
charge and magnetization distributions. It would be desirable, however, to have a formula at hand which expresses
the nuclear-size correction directly in terms of moments of the nuclear charge and magnetization distributions. In
this Appendix we derive a formula which achieves this goal. In the external field approximation the corresponding
relativistic formula is also derived.
The another implementation of the correction under consideration is the contribution to the difference D21, where
the nuclear-size correction cancels in the nonrelativistic limit. At present, one of the major sources for the the-
oretical uncertainty of D21 is due to the relativistic correction to the Zemach formula. In Refs. [33, 109] this
correction has been evaluated to lowest order in αZ . A dominant nuclear contribution to D21 results from the
(αZ)2 correction, which has been evaluated in Refs. [33, 109] by taking into account the relativistic correction
to the Schro¨dinger wave function at the nucleus. In this Appendix we also rederive this correction in a more
systematic way. The results reported here can be found in work [121].
The nuclear-size correction ∆Enucl.size to the hyperfine splitting can be decomposed into two terms ∆Eext.ch. and
∆Eext.mag. corresponding to the extended charge and magnetization distributions, respectively,
∆Enucl.size = ∆Eext.ch. +∆Eext.mag. . (7.1)
For low-Z hydrogen-like ions, the nuclear charge distribution correction to the hyperfine splitting can be evaluated
by perturbation theory,
∆Eext.ch. = 2
εN 6=εA∑
N
〈A|δVch|N〉〈N |Hµ|A〉
εA − εN , (7.2)
where A and N are the states of the total atomic system (electron plus nucleus), Hµ is the Fermi-Breit operator
defined by Eq. (2.1), δVch denotes the difference between the potentials of an extended and a point-charge nu-
cleus, respectively, εA and εN denote the Dirac-Coulomb energies. Taking into account that δVch is a spherically
symmetric potential, we can easily integrate over the angles. As a result of this integration, we have
∆Eext.ch. =
|e|
4π
µI
I
[F (F + 1)− I(I + 1)− j(j + 1)] κ
j(j + 1)
×
n′ 6=n∑
n′
〈Φnκ|δVch|Φn′κ〉〈Φn′κ|σx
r2
|Φnκ〉
εnκ − εn′κ , (7.3)
where the two-component vector Φnκ(r) is defined by Eq. (5.8). The sum
|ξ〉 =
n′ 6=n∑
n′
|Φn′κ〉〈Φn′κ|σx
r2
|Φnκ〉
εnκ − εn′κ (7.4)
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can be calculated by employing the generalized virial relations for the Dirac equation [183]. Such a calculation
yields [139]
|ξ〉 = 1
4(αZ)2 + (1− 4κ2)
{
2αZ
σx
r
+ 4αZκi
σy
r
+ (1− 4κ2)σz
r
− 2(αZ)
3κme
N3γ
−1− 4κ
2
κ
(εnκiσy +meσx)
}
|Φnκ〉 − 2αZ(2εnκ −me/κ)
4(αZ)2 + (1− 4κ2)
d
dκ
|Φnκ〉 . (7.5)
When evaluating matrix elements involving δVch(r), which contributes only inside the nucleus, the radial function
|ξ〉 as well as |Φnκ〉 can be approximated by the lowest order term of the series expansion in powers of r. (In
particular, it implies that the last term in Eq. (7.5) can be omitted.) Accordingly, we have to evaluate the integral
I =
∫
dr rβδVch . (7.6)
Employing the identity
rβ =
1
(β + 2)(β + 3)
∆rβ+2 , (7.7)
where ∆ is the Laplacian, and integrating by parts, we obtain
I =
∫
dr
∆rβ+2
(β + 2)(β + 3)
δVch =
∫
dr
rβ+2
(β + 2)(β + 3)
∆(δVch) . (7.8)
By means of the Poisson equation
∆(δVch(r)) = 4παZ[ρE(r) − δ(r)] , (7.9)
we derive
I = 4παZ
〈rβ+2〉E
(β + 2)(β + 3)
. (7.10)
Thus the nuclear charge distribution correction (7.3) takes the form
∆Eext.ch. =
|e|
4π
µI
I
[F (F + 1)− I(I + 1)− j(j + 1)] κ
j(j + 1)
Γ(2γ + nr + 1)
Γ2(2γ + 1)nr!
×
{
2αZ
√
m2e − ε2nκ(n2r − (N − κ)2)
+(1− 4κ2)[εnκ(n2r + (N − κ)2)− 2nrme(N − κ)]
}
×
(
2αZ
N
)2γ+1
αZm2γe
(4(αZ)2 + (1− 4κ2))4N(N − κ)
〈r2γ−1〉E
γ(2γ − 1) , (7.11)
where Γ(x) is the gamma function. For low-Z ions it is convenient to express this correction in terms of δE defined
by
∆Eext.ch. = −∆E0δE , (7.12)
where ∆E0 denotes the nonrelativistic hyperfine splitting energy, which is the nonrelativistic limit of Eq. (2.2).
Keeping the two lowest-order terms in αZ , Eq. (7.11) yields for the s states
δ
(s)
E = 2αZme〈r〉E
{
1 + (αZ)2
[
2ψ(3)− ψ(n+ 1)− ln
(2αZ
n
)
−〈r ln (mer)〉E〈r〉E +
8n− 9
4n2
+
11
4
]}
, (7.13)
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Table 7.1: The nuclear charge distribution correction δE, in %, for the 1s state, calculated by means of formulas
(7.11), (7.13), (7.14), and (7.16). For comparison, the results of a more accurate numerical calculation
[187] are given in the seventh column. The values for 〈r2〉1/2E are taken from Refs. [3, 152].
Z 〈r2〉1/2E [fm] Eq. (7.14) Eq. (7.13) Eq. (7.11) Eq. (7.16) Ref. [187]
1 0.875 0.00320 0.00320 0.00320 0.00320 0.00320
5 2.452 0.0449 0.0456 0.0456 0.0455 0.0455
10 2.967 0.109 0.115 0.115 0.114 0.114
15 3.190 0.175 0.197 0.198 0.193 0.194
20 3.495 0.256 0.309 0.316 0.301 0.306
Table 7.2: The nuclear charge distribution correction δE, in %, for the 2s state, calculated by means of formulas
(7.11), (7.13), (7.14), and (7.16). For comparison, the results of a more accurate numerical calculation
[187] are given in the sixth column. The values for 〈r2〉1/2E are the same as in Table 7.1.
Z Eq. (7.14) Eq. (7.13) Eq. (7.11) Eq. (7.16) Ref. [187]
1 0.00320 0.00320 0.00320 0.00320 0.00320
5 0.0449 0.0456 0.0456 0.0455 0.0455
10 0.109 0.115 0.116 0.114 0.114
15 0.175 0.198 0.200 0.195 0.197
20 0.256 0.314 0.322 0.305 0.311
where ψ(x) = d
dx
ln Γ(x). The nonrelativistic limit is given by
δ
(s)nr
E = 2αZme〈r〉E . (7.14)
For the p1/2 states, one easily finds in the nonrelativistic limit
δ
(p1/2)nr
E =
3
2
(αZ)3me〈r〉E n
2 − 1
n2
. (7.15)
Formulas (7.14) and (7.15) coincide with the related expressions derived in Ref. [187] for the case of a homoge-
neously charged sphere, while the relativistic n-independent term in formula (7.13) differs from the corresponding
term that can be derived from the formulas presented in work [187]. Since, for the sphere model, the approach
developed in Ref. [187] provides a more accurate evaluation of the nuclear-size correction than the perturbation
theory employed here, formula (7.13) can be improved by replacing the relativistic n-independent term with the
corresponding term derived from Ref. [187]. As a result, we obtain
δ
(s)
E = 2αZme〈r〉E
{
1 + (αZ)2
[
2ψ(3)− ψ(n+ 1)− ln
(2αZ
n
)
−〈r ln (mer)〉E〈r〉E +
8n− 9
4n2
+
839
750
]}
, (7.16)
which differs from Eq. (7.13) only by the last constant term.
In Tables 7.1, 7.2, and 7.3 we present numerical values for δE as calculated according to Eqs. (7.11) – (7.16) and
compare them with the results of a more accurate numerical evaluation [187]. All the calculations are performed
for the homogeneously charged sphere model of the nuclear charge distribution.
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Table 7.3: The nuclear charge distribution correction δE, in %, for the 2p1/2 state, calculated by means of formulas
(7.11) and (7.15). For comparison, the results of a more accurate numerical calculation [187] are given
in the fourth column. The values for 〈r2〉1/2E are the same as in Table 7.1. The symbol [−n] means
×10−n.
Z Eq. (7.15) Eq. (7.11) Ref. [187]
1 0.959[-7] 0.959[-7] 0.959[-7]
5 0.336[-4] 0.342[-4] 0.342[-4]
10 0.325[-3] 0.347[-3] 0.344[-3]
15 0.118[-2] 0.136[-2] 0.133[-2]
20 0.306[-2] 0.390[-2] 0.377[-2]
For low-Z ions the nuclear magnetization distribution correction can be written as
∆Eext.mag. = −∆E
∫
dr K(r)ρM(r) , (7.17)
where ∆E is given by Eq. (2.2), ρM(r) is the nuclear magnetization distribution density, and K(r) is defined by
K(r) =
∫ r
0
dr′
1
r′2
Fnκ(r
′)Gnκ(r
′)∫ ∞
0
dr′
1
r′2
Fnκ(r
′)Gnκ(r
′)
. (7.18)
In order to derive an analytical expression for this correction, we will employ the sphere model for the nuclear
charge distribution, with a radius R0 =
√
5/3〈r2〉1/2E , keeping the lowest-order term in meR0 and the two lowest-
order terms in αZ . For s states, the function K(r) is given by [187]
K(s)(r) = αZmeR0
(
r2
R20
− r
4
10R40
)
+ (αZ)3meR0
{[
2Ψ(3)−Ψ(n+ 1)
− ln
(
2αZmeR0
n
)
− 112n
2 − 30n+ 25
60n2
](
r2
R20
− r
4
10R40
)
−1
5
(
3r4
2R40
− 19r
6
42R60
+
19r8
360R80
− 2
825
r10
R100
)}
. (7.19)
Although Eq. (7.19) holds strictly only for r ≤ R0, it yields a reasonably good approximation for K(s)(r) in the
region R0 < r < 2R0 as well. Introducing δM via
∆Eext.mag. = −∆E0δM , (7.20)
one easily finds
δM =
∆E
∆E0
∫
dr K(r)ρM(r) . (7.21)
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Table 7.4: The nuclear magnetization distribution correction δM, in %, for the 1s and 2s states, as calculated via
formulas (7.22) and (7.23). The sphere model is employed for the nuclear charge and magnetization
distributions. For comparison, the results of a more accurate numerical calculation [187] are given in
the fifth and eighth columns. The values for 〈r2〉1/2E are taken from Refs. [3, 152].
Z 〈r2〉1/2E/M [fm] 1s, Eq. (7.23) 1s, Eq. (7.22) 1s, Ref. [187] 2s, Eq. (7.23) 2s, Eq. (7.22) 2s, Ref. [187]
1 0.875 0.00119 0.00119 0.00119 0.00119 0.00119 0.00119
5 2.452 0.0167 0.0169 0.0169 0.0167 0.0169 0.0169
10 2.967 0.0403 0.0419 0.0420 0.0403 0.0421 0.0422
15 3.190 0.0650 0.0705 0.0709 0.0650 0.0712 0.0716
20 3.495 0.0950 0.108 0.110 0.0950 0.110 0.112
Substituting (7.19) into (7.21) yields to first order in meR0 and to two lowest orders in αZ
δ
(s)
M = αZmeR0
(
〈r2〉M
R20
− 〈r
4〉M
10R40
)
+ (αZ)3meR0
{[
2Ψ(3)−Ψ(n+ 1)
− ln
(
2αZmeR0
n
)
+
8n− 9
4n2
− 1
30
]( 〈r2〉M
R20
− 〈r
4〉M
10R40
)
−1
5
(
3〈r4〉M
2R40
− 19〈r
6〉M
42R60
+
19〈r8〉M
360R80
− 2
825
〈r10〉M
R100
)}
. (7.22)
The leading terms in the nonrelativistic approximation are given by
δ
(s)nr
M = αZmeR0
( 〈r2〉M
R20
− 1
10
〈r4〉M
R40
)
. (7.23)
Table 7.4 compiles numerical results for δM in comparison with the more accurate numerical results obtained in
Ref. [187]. As one can see from the Table, formula (7.22) properly accounts for the relativistic effects.
Formulas (7.22) and (7.23) are derived for the homogeneously charged sphere model of the nuclear charge distri-
bution. However, they also yield sufficiently accurate results for other models of the nuclear charge distribution
(with R0 =
√
5/3〈r2〉1/2E ), which are close enough to the homogeneously charged sphere model.
According to the formulas derived above, the total finite nuclear-size correction to the hyperfine splitting of an ns
state in a low-Z hydrogen-like ion is given by
∆Enucl.size = −∆E0(δE + δM) , (7.24)
where
δ
(s)
E + δ
(s)
M = (δ
(s)nr
E + δ
(s)nr
M )
{
1 + (αZ)2
[
2Ψ(3)−Ψ(n+ 1)− ln
(2αZ
n
)
+
8n− 9
4n2
]}
−δ(s)nrM (αZ)2
(
ln (meR0) +
1
30
)
− δ(s)nrE (αZ)2
( 〈r ln (mer)〉E
〈r〉E −
839
750
)
− (αZ)
3meR0
5
(
3〈r4〉M
2R40
− 19〈r
6〉M
42R60
+
19〈r8〉M
360R80
− 2
825
〈r10〉M
R100
)
. (7.25)
The corresponding nonrelativistic approximation is given by
δ
(s)nr
E + δ
(s)nr
M = 2αZme〈r〉E + αZmeR0
( 〈r2〉M
R20
− 1
10
〈r4〉M
R40
)
. (7.26)
74 Appendix A: Nuclear-size correction
Table 7.5: The total nuclear-size correction δE + δM, expressed in %, for the s states, calculated by means of
formula (30). The sphere model is used for the nuclear charge distribution together with four different
models for the nuclear magnetization distribution as described in the text. For comparison, the corre-
sponding results derived from the Zemach formula (2.16) obtained in Ref. [116] are presented as well.
The values for 〈r2〉1/2E are taken from Refs. [3, 152]. The values for 〈r2〉1/2M are assumed to be equal to
the corresponding values for 〈r2〉1/2E .
Z 〈r2〉1/2e/m [fm] S S [116] SS SS [116] E E [116] G G [116]
1 0.875 0.00439 0.00439 0.00441 0.00441 0.00429 0.00431 0.00436 0.00436
2 1.844 0.0185 0.0185 0.0186 0.0186 0.0181 0.0182 0.0184 0.0184
3 2.39 0.0360 0.0360 0.0361 0.0361 0.0352 0.0353 0.0357 0.0357
5 2.452 0.0615 0.0615 0.0617 0.0617 0.0601 0.0604 0.0610 0.0610
10 2.967 0.149 0.149 0.149 0.149 0.145 0.146 0.148 0.148
To compare this nonrelativistic formula with the Zemach expression, let us consider the following models for the
nuclear magnetization distribution:
1) the sphere model (S model)
ρM(r) =
θ(R0 − r)
4
3πR
3
0
, (7.27)
2) the spherical shell model (SS model)
ρM(r) =
δ(R0 − r)
4πR20
, (7.28)
3) an exponential distribution (E model)
ρM(r) =
Λ3
8π
e−Λr , (7.29)
4) a Gaussian distribution (G model)
ρM(r) =
Λ
3
2
2πΓ(32 )
e−Λr
2
. (7.30)
In Table 7.5 we present the nonrelativistic values for the total nuclear-size correction employing the sphere model
of the nuclear charge distribution together with various models of the nuclear magnetization distributions as cal-
culated by means of Eq. (7.26). For comparison, the results obtained by the Zemach formula are also presented in
the table. As one can see from the table, the results derived by formula (7.26) are in very good agreement with the
Zemach values. It can be shown that a slight difference between the Zemach results and our nonrelativistic results,
as it appears, e.g., for the E model, is determined by the integral
∆δ
(s)nr
M = 8π
αZ
R30
∫ ∞
R0
dr ρM(r)r
(1
5
R50 −
3
4
rR40 + r
2R30 −
1
2
r3R20 +
1
20
r5
)
. (7.31)
Performing similar calculations employing other models for the nuclear charge distribution (withR0 =
√
5/3〈r2〉1/2E )
and comparing the corresponding results with the Zemach ones, again a good agreement is obtained for models of
the nuclear charge distribution that are close to the sphere model. In particular, it follows that for all these models
the relativistic correction to the Zemach formula can be determined by Eq. (7.25) with a good accuracy.
To compare the n-dependent terms in formula (7.25) with those in Refs. [33, 109], we consider the difference
Dnucl.sizen1 = n
3∆E
(ns)
nucl.size −∆E(1s)nucl.size . (7.32)
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From Eq. (7.25), we derive
Dnucl.sizen1 = (αZ)
2
(
Ψ(n+ 1)−Ψ(2)− lnn− (n− 1)(n+ 9)
4n2
)
∆E
(1s)
0 (δ
(s)nr
E + δ
(s)nr
M ) . (7.33)
Here ∆E(1s)0 is the ground-state hyperfine splitting obtained from the nonrelativistic theory. This expression
exactly coincides with the corresponding formula derived in Refs. [33, 109].
Appendix B: Zero-potential vertex term
This Appendix provides some details of the derivation of the explicit formulas for the zero-potential vertex con-
tribution in the momentum representation as employed in the numerical evaluation. Integrating by parts and per-
forming the integration over p′ in Eq. (4.48) yields
∆Aver(0) = −
√
ω3
6π
ie
{∫
dp
(2π)3
φb(p) Ξ(εb, εa,p)φa(p)
−
∫
dp
(2π)3
φb(p) [ΓR(εb,p; εa,p)×∇p]z φa(p)
}
, (7.34)
where
Ξ(εb, εa,p) = [∇p′ × ΓR(εb,p; εa,p′)]z |p′=p . (7.35)
The right side of Eq. (7.34) is naturally divided into two parts ∆Aver(0),1 and ∆Aver(0),2. Starting with the first
one, we present the function Ξ(εb, εa,p) in the form
Ξ(εb, εa,p) = 4πi α
∫
d4k
(2π)4
1
k2
γσ
6 p− 6 k +m
(p− k)2 −m2
×[γ ×∇p]z 6 p
′− 6 k +m
(p′ − k)2 −m2 γ
σ (7.36)
with p = (εb,p) and p′ = (εa,p). Using the anticommutation relations for the γ matrices yields
Ξ(εb, εa,p) =
α
4iπ3
∫
d4k
k2
1
[(p− k)2 −m2] [(p′ − k)2 −m2]
{
γσ(6 p− 6 k +m)
×[γ × γ]zγσ + 2 γσ (6 p− 6 k +m)(6 p
′− 6 k −m)
(p′ − k)2 −m2 [γ × (p− k)]zγ
σ
}
. (7.37)
Expressing the integration over the loop momenta k in terms of the integrals over the Feynman parameters, one
can derive the formula
Ξ(εb, εa,p) =
α
π
{
iγ0γ5γz(C0 + C11 + C12) 6 p−
[
6 p′(A0 −A1) 6 p− (A0 + 3A1)
+2p2(A11 −A21) + 2p′ 2(A12 −A22)− 4pp′A23
]
[γ × p]z
}
, (7.38)
which coincides with the corresponding equation in calculations of the g factor [27], if one considers εa = εb.
Here the Feynman integrals are determined by Eqs. (4.42), (4.43), and
A0 =
∫ 1
0
dxdy
(1− x)(1 − y)
Z2
, (7.39)
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A1 =
∫ 1
0
dxdy
x(1 − x)(1 − y)
Z2
, (7.40)
(
A11
A12
)
=
∫ 1
0
dxdy
x(1− x)(1 − y)
Z2
(
y
1− y
)
, (7.41)

 A21A22
A23

 = ∫ 1
0
dxdy
x2(1− x)(1 − y)
Z2

 y
2
(1− y)2
y(1− y)

 , (7.42)
Z = x[yp+ (1− y)p′]2 + 1− yp2 − (1− y)p′ 2.
To carry out the angular integration for the transition 2p3/2 − 2p1/2 under consideration we employ the following
formulas (m = 1/2)
∫
dΩpχ
†
κ1m(pˆ)σzχκ2m(pˆ) =

 −
2
√
2
3
0
for
for
κ1 = 1,
κ1 = −1,
κ2 = −2
κ2 = 2
, (7.43)
∫
dΩpχ
†
κ1m(pˆ)[σ × pˆ]zχκ2m(pˆ) =


−
√
2i
3√
2i
3
for
for
κ1 = −1,
κ1 = 1,
κ2 = −2
κ2 = 2
, (7.44)
where p = p/|p| and σ denotes the vector of Pauli matrices. Finally, for the first part ∆Aver(0),1 we obtain
∆Aver(0),1 = −
√
ω3
3π
αe
24π4
∫ ∞
0
dpr p
2
r
{
−2(C0 + C11 + C12)(εbgbga + prgbfa)
+pr
[
(εaεb − p2r)(A0 −A1 − 4A23)− (A0 + 3A1) + 2(ε2b − p2r)
×(A11 −A21) + 2(ε2a − p2r)(A12 −A22)
]
(gbfa − fbga)
−p2r(εa − εb)(A0 −A1)(gbga − fbfa)
}
, (7.45)
where pr = |p|, ga(pr) and fa(pr) are the upper and lower radial components of the wave function in the momen-
tum representation, respectively.
The second term ∆Aver(0),2 can be calculated similarly. Using the expression for the free-electron vertex function
and employing in addition to Eq. (7.44) the following formulas
∫
dΩpχ
†
κ1m(pˆ)[pˆ×∇Ωp ]zχκ2m(pˆ) =
{ √
2i
3
0
for
for
κ1 = 1,
κ1 = −1,
κ2 = −2
κ2 = 2
, (7.46)
∫
dΩpχ
†
κ1m(pˆ)[σ ×∇Ωp ]zχκ2m(pˆ) =
{
−2
√
2i
3√
2 i
for
for
κ1 = −1,
κ1 = 1,
κ2 = −2
κ2 = 2
, (7.47)
where∇Ωp is the angular part of the gradient, we have
∆Aver(0),2 = −
√
ω3
3π
αe
96π4
∫ ∞
0
dpr p
2
r
{
(A− εaεbD + p2rD)(gbf ′a − fbg′a
+
3
pr
gbfa − 2
pr
fbga)− prD(εa − εb)(fbf ′a − gbg′a +
3
pr
fbfa − 2
pr
gbga)
+(εbB + 2εbD + εaC + 4D)gbga + pr(B + 2D + C)fbga
}
, (7.48)
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where g′a(pr) = dga(pr)/dpr, f ′a(pr) = dfa(pr)/dpr. Here the coefficients A, B = B1+B2, C = C1+C2, and
D are defined by Eqs. (4.34)-(4.39).
The total result for the zero-potential vertex contribution is the sum of the corresponding terms from Eqs. (7.45)
and (7.48).
Appendix C: Configuration-interaction
Dirac-Fock-Sturm method
The method of the configuration-interaction in the basis of Dirac-Fock-Sturm orbitals has been developed by I. I.
Tupitsyn and partially presented in Refs. [61, 140, 188]. To evaluate the interelectronic-interaction contributions,
one usually starts with the relativistic Hamiltonian within the no-pair approximation [189, 190]
Hnp = Λ+HΛ+ , H =
∑
i
hD(i) +
∑
i<j
V (i, j) , (7.49)
where hD(i) is the one-particle Dirac Hamiltonian, the index i = 1, . . . , N labels the electrons, and V (i, j) =
VC(i, j) + VB(i, j) denotes the two-electron Coulomb-Breit interaction operator. Λ+ is the projector on the
positive-energy states, which can be represented as the product of the one-electron projectors λ+(i) as
Λ+ = λ+(1) · · ·λ+(N), (7.50)
and
λ+(i) =
∑
n
| un(i)〉 〈un(i) | . (7.51)
Here un are the positive-energy eigenstates of an effective one-particle Hamiltonian hu, which can be taken to be
the Dirac Hamiltonian hD, the Dirac Hamiltonian in an external field or the Dirac-Fock Hamiltonian in an external
field [61, 62, 189, 190].
In order to determine the space of one-electron orbitals {ϕn}Mn=1, we employed the combined Dirac-Fock (DF)
and Dirac-Fock-Sturm (DFS) basis set. Here the index n enumerates different occupied and vacant one-electron
states. For occupied atomic shells, the orbitals ϕn with n = 1, . . . ,M0 were obtained by means of the standard
restricted Dirac-Fock method (RDF), based on a numerical solution of the radial RDF equations [188]

(
− d
dr
+
κ
r
)
Fn(r) − α Z − Yn(r)
r
Gn(r) = EnGn(r) − α
r
XFn (r)(
d
dr
+
κ
r
)
Gn(r) − α Z − Yn(r)
r
Fn(r) − 2Fn(r) = En Fn(r) − α
r
XGn (r)
, (7.52)
where Gn(r) and Fn(r) are the radial components of the wave function ϕn determined according to Eq. (5.5).
Yn(r)/r denotes the screened Coulomb potential, while XGn (r) and XFn (r) incorporate the exchange terms corre-
sponding to the Gn and Fn components, respectively, and contribution from the nondiagonal Lagrangian coeffi-
cients.
The vacant orbitals were obtained by solving the Dirac-Fock-Sturm equations
[hDF − En0 ] ϕn = ξnW (r)ϕn, n =M0 + 1, . . . ,M, (7.53)
which can be considered as a generalization of the method proposed in Ref. [191] to the relativistic Hamiltonian
and to an arbitrary constant-sign weight function W (r). For each relativistic quantum number κ we choose an
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occupied DF function ϕn0 , which we call as reference DF orbital together with En0 in Eq. (7.53) being the energy
of this orbital. The parameter ξn in Eq. (7.53) can be considered as an eigenvalue of the Sturmian operator. It
should be noted that the DFS orbitals are orthogonal with respect to the weight function W (r),∫
drW (r)ϕn(r)ϕn′ (r) = δnn′ , (7.54)
and, therefore, form a linear independent basis set. In calculations we employed the following weight function
W (r) =
1 − exp[−(α r)2]
(α r)2
. (7.55)
To generate the one-electron wave functions un, we used the unrestricted DF method in the joined DF and DFS
basis,
un =
∑
m
Cmn ϕm . (7.56)
The coefficients Cmn were obtained by solving the matrix equations
FCn = εn SCn, (7.57)
where Fmn = 〈ϕm | hu | ϕn〉 is the DF matrix in the joined basis of DF and DFS orbitals of a free ion. The
matrix Smn = 〈ϕm | ϕn〉 is nonorthogonal, since the DFS orbitals are not orthogonal in the usual sense. The
negative-energy DFS functions were included in the total basis set as well. Eq. (7.57) was used to generate the
whole set of orthogonal one-electron wave functions un (n = 1, . . . ,M).
The many-electron wave function Ψ+(γJMJ) with quantum numbers γ, J , and MJ is expanded in terms of a
large set of configuration state functions (CSFs) Φα(JMJ)
Ψ+(γJMJ) = Λ+Ψ(γJMJ) =
∑
α
cαΦα(JMJ ). (7.58)
The CSFs are constructed as a linear combination of Slater determinants. The set of the CSFs is generated including
all single, double, and triple excitations into one-electron states of the positive spectrum.
Due to some freedom in the choice of the set of wave functions {un}Mn=1, the positive-energy subspace and the
corresponding projector λ+ Eq. (7.51) can be determined in different ways. This freedom can be used to find the
optimum many-electron wave function Ψopt within the variational method.
The energy determined by the Hamiltonian (7.49) can be written as
E = 〈Ψ | Hnp | Ψ〉 = 〈Ψ+ | H | Ψ+〉 . (7.59)
The real orthogonal transformation (rotation) of the one-electron function space {un}Mn=1 modifies the wave func-
tion Ψ+ [192]
Ψ˜ = exp(T )Ψ+ , (7.60)
where the operator T is antihermitian (T † = −T ),
T =
∑
n<m
Enm tnm , Enm = a
†
n am − a†m an , (7.61)
where a†n and an are the creation and annihilation operators of electron in the un state. The matrix elements tnm
can be obtained from the variational principle. Then the optimum wave function Ψopt satisfies the generalized
Brillouin theorem
〈Ψopt | [a†n am, H ] | Ψopt〉 = 0 . (7.62)
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This means that the optimum wave function Ψopt is invariable under the single-particle excitations including
excitations from the negative-energy spectrum. However, this does not hold for the wave function Ψ+. Therefore,
one should revise the calculation of the matrix element 〈Ψ+ | A | Ψ+〉 of any one-electron operatorA by admixing
the negative-energy spectrum excitations to Ψ+.
We consider two equivalent methods for evaluating the negative-continuum contribution to the matrix elements of
a hermitian one-electron operator A with the wave functions Ψ+. The first one is based on the Hellman-Feynman
theorem whereas the second one employs perturbation theory.
The space of the wave functions used to determine Ψopt is invariant under the transformationU = exp(iA), if A is
a one-particle operator. Therefore, one can employ the Hellman-Feynman theorem [193] to obtain the expectation
value of A
A =
∂
∂µ
〈Ψopt(µ) | H(µ) | Ψopt(µ)〉
∣∣∣∣
µ=0
, H(µ) = H + µA . (7.63)
where it is implied that µA is included into the one-particle Hamiltonian, hu(µ) = hu + µA. Since the wave
function correction δΨ = Ψopt − Ψ+ accounts for single-particle excitations only, the generalized Brillouin
theorem yields
〈δΨ(µ) | H(µ) | Ψopt(µ)〉 + 〈Ψopt(µ) | H(µ) | δΨ(µ)〉 = 0 , (7.64)
and, therefore,
A =
∂
∂µ
[〈Ψ+(µ) | H(µ) | Ψ+(µ)〉 − 〈δΨ(µ) | H(µ) | δΨ(µ)〉]µ=0 . (7.65)
Neglecting the second quadratic term in the equation above yields
A ≃ ∂
∂µ
[〈Ψ+(µ) | H(µ) | Ψ+(µ)〉]µ=0 . (7.66)
Thus, the negative-continuum contribution can be evaluated by means of the formula
∆Aneg =
∂
∂µ
[〈Ψ+(µ) | H(µ) | Ψ+(µ)〉]µ=0 − 〈Ψ+ | A | Ψ+〉 . (7.67)
Alternative expression for this contribution can be obtained employing perturbation theory. Using the equation for
the derivative of un(µ)
∂
∂µ
un(µ)
∣∣∣∣
µ=0
=
∑
m 6=n
〈um(0) | A | un(0)〉
εn − εm um(0) , (7.68)
we obtain
∆Aneg = 2
∑
n
(pos)∑
m
(neg) 〈um | A | un〉
εn − εm 〈a
†
m anΨ+ | H | Ψ+〉 . (7.69)
Here the indices (pos) and (neg) indicate that the summation is carried out over the positive- and negative-energy
spectrum, respectively.
For the nondiagonal matrix elements, one can derive
∆Aneg =
∂
∂µ
[〈Ψ+(µ) | H(µ) | Ψ′+(µ)〉]µ=0 − 〈Ψ+ | A | Ψ′+〉 (7.70)
and
∆Aneg =
∑
n
(pos)∑
m
(neg) 〈um | A | un〉
εn − εm
× [〈a†m anΨ+ | H | Ψ′+〉 + 〈Ψ+ | H | a†m anΨ′+〉] . (7.71)
These formulas were employed for evaluating the negative-continuum contribution to the M1-transition amplitude.
It was found that the results obtained by means of Eqs. (7.70) and (7.71) are in perfect agreement with each other.
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