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Abstract
We address the following question of neural network identifiability: Suppose we are given a
function f : Rm → Rn and a nonlinearity ρ. Can we specify the architecture, weights, and biases of
all feed-forward neural networks with respect to ρ giving rise to f? Existing literature on the subject
suggests that the answer should be yes, provided we are only concerned with finding networks that
satisfy certain “genericity conditions”. Moreover, the identified networks are mutually related by
symmetries of the nonlinearity. For instance, the tanh function is odd, and so flipping the signs of
the incoming and outgoing weights of a neuron does not change the output map of the network.
The results known hitherto, however, apply either to single-layer networks, or to networks satisfying
specific structural assumptions (such as full connectivity), as well as to specific nonlinearities. In an
effort to answer the identifiability question in greater generality, we consider arbitrary nonlinearities
with potentially complicated affine symmetries, and we show that the symmetries can be used to
find a rich set of networks giving rise to the same function f . The set obtained in this manner is,
in fact, exhaustive (i.e., it contains all networks giving rise to f ) unless there exists a network A
“with no internal symmetries” giving rise to the identically zero function. This result can thus be
interpreted as an analog of the rank-nullity theorem for linear operators. We furthermore exhibit a
class of “tanh-type” nonlinearities (including the tanh function itself) for which such a network A
does not exist, thereby solving the identifiability question for these nonlinearities in full generality.
Finally, we show that this class contains nonlinearities with arbitrarily complicated symmetries.
I. INTRODUCTION
A. Background and previous work
Deep neural network learning has become a highly successful machine learning method employed in
a wide range of applications such as optical character recognition [1], image classification [2], speech
recognition [3], and generative models [4]. Neural networks are typically defined as concatenations of
affine maps between finite dimensional spaces and nonlinearities applied elementwise, and are often
studied as mathematical objects in their own right, for instance in approximation theory [5], [6], [7],
[8] and in control theory [9], [10].
In data-driven applications [11], [12] the parameters of a neural network (i.e., the coefficients of
the network’s affine maps) need to be learned based on training data. In many cases, however, there
exist multiple networks with different parameters, or even different architectures, giving rise to the
same input-output map on the training set. These networks might differ, however, in terms of their
generalization performance. In fact, even if several networks with differing architectures realize the
same map on the entire domain, some of them might be easier to arrive at through training than others.
It is therefore of interest to understand the ways in which a given function can be parametrized as
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a neural network. Specifically, we ask the following question of identifiability: Suppose that we are
given a function f : Rm → Rn and a nonlinearity ρ. Can we specify the network architecture, weights,
and biases of all feed-forward neural networks with respect to ρ realizing f? For the special case
of the tanh nonlinearity, this question was first addressed in [13] for single-layer networks, and in
[14] for multi-layer networks satisfying certain “genericity conditions” on the architecture, weights,
and biases. The identifiability question for single-layer networks with nonlinearities satisfying the
so-called “independence property” (this property – formalized in Definition 1 – corresponds to the
absence of non-trivial affine symmetries) was solved in [15], whereas the recent paper [16] reports
the first known identifiability result for multi-layer networks with minimal conditions on architecture,
weights, and biases, albeit with artificial nonlinearities designed to be “highly asymmetric”. We also
remark that the identifiability of recurrent single-layer networks was considered in [9] and [10].
It is important to note that all aforementioned results, as well as the results in the present paper,
are concerned with the identifiability of networks given knowledge of the function f on its entire
domain. This corresponds to characterizing the fundamental limit on nonuniqueness in neural network
representation of functions. Specifically, the nonuniqueness can only be richer if we are interested in
networks that realize f on a proper subset of Rm, such as a finite (training) sample {x1, . . . , xm} ⊂
Rm. Moreover, we do not address neural network reconstruction, i.e., we do not provide a procedure
for constructing an instance of a network realizing a given function f , but rather focus on building
a theory that systematically describes how the neural networks realizing f relate to one another. We
do this in full generality for networks with “tanh-type” nonlinearities (including the tanh function
itself), settling an open problem posed by Fefferman in [14].
Recent results on neural network reconstruction on samples can be found in [17], [18] for shallow
networks and in [19] for ReLU networks of arbitrary depth.
B. Affine symmetries as a template for neural network nonuniqueness
In order to develop intuition on the identifiability of general neural networks, we follow [13] and
[15] and begin by considering single-layer networks. To this end, let ρ : R → R be a nonlinearity,
and let
〈N〉ρ :=
n∑
p=1
λp ρ(ωp · + θp) + λ and 〈N ′〉ρ =
n′∑
p=1
λ′p ρ(ω
′
p · + θ′p) + λ′ (1)
be the maps realized by the single-layer networks N and N ′, both with nonlinearity ρ. Suppose that
these networks realize the same function, i.e.,
n∑
p=1
λpρ(ωpt+ θp) + λ =
n′∑
p=1
λ′pρ(ω
′
pt+ θ
′
p) + λ
′,
for all t ∈ R. This is equivalent to the following linear dependency relation between the constant
function 1 : R→ R taking on the value 1 and affinely transformed copies of ρ:
n∑
p=1
λp ρ(ωpt+ θp) −
n′∑
p=1
λ′p ρ(ω
′
pt+ θ
′
p) = (λ
′ − λ)1(t), (2)
for all t ∈ R.
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We consider two concrete nonlinearities to demonstrate how linear dependency relations of the
form (2) lead to formally different networks realizing the same function. First, let ρ = tanh. Then,
as tanh(t) = − tanh(−t), for all t ∈ R, we have
n∑
p=1
λp tanh(ωp · +θp)−
n∑
p=1
spλp tanh(spωp · +spθp) = 0,
for every choice of signs sp ∈ {−1,+1}, p ∈ {1, . . . , n}, i.e., with the notation in (1), we have
〈N〉tanh = 〈N ′〉tanh with n′ = n, λ′ = λ, λ′p = spλp, ω′p = spλp, and θ′p = spθp, for all p ∈
{1, . . . , n}. Underlying this nonuniqueness is the simple insight that tanh(t) = − tanh(−t) can be
rewritten as tanh(t) + tanh(−t) = 0, which, in turn, can be interpreted as a single-layer network
with two neurons, mapping every input to output 0.
For a more intricate example, consider the clipped rectified linear unit (CReLU) nonlinearity given
by ρc(t) = min{1,max{0, t}}, and note that
ρc (t)− 12ρc (2t)− 12ρc (2t− 1) = 0, for all t ∈ R, (3)
corresponds to a single-layer network with three neurons mapping every input to output 0. This can
be rewritten as ρc (t) = 12ρc (2t) +
1
2ρc (2t− 1) and applied recursively to yield
〈N n〉ρc :=
n∑
p=1
2−pρc(2p · −1) + 2−nρc(2n·) = ρc,
for all n ∈ N. In other words, we have effectively used the three-neuron network (3) to repeatedly
replace single nodes with pairs of nodes without changing the function realized by the network,
thereby constructing an infinite collection of different networks, all satisfying 〈N n〉ρc = ρc.
In summary, we see that, at least for single-layer networks, non-uniqueness in the realization of a
function arises from affine symmetries of the nonlinearity, where the symmetries are none other than
single-layer networks mapping every input to output 0. Namely, these “zero networks” can be used
as templates for modifying the structure of (more complex) networks without affecting the function
they realize. This motivates the following definition.
Definition 1 (Nonlinearity and affine symmetry). A nonlinearity is a continuous function ρ : R→ R
such that ρ 6= {t 7→ at+ b : t ∈ R}, for all a, b ∈ R. Let ρ : R→ R be a nonlinearity and I a finite
index set. An affine symmetry of ρ is a collection of real numbers of the form (ζ, {(αs, βs, γs)}s∈I)
such that,
(i) for all t ∈ R, ∑
s∈I
αsρ(βst+ γs) = ζ 1(t), (4)
and
(ii) there does not exist a proper subset I ′ of I such that {ρ(βs · + γs) : s ∈ I ′}∪ {1} is a linearly
dependent set of functions from R to R.
Note that every nonlinearity ρ satisfies ρ+(−ρ) = 0, and hence possesses at least the “trivial affine
symmetries” (0,{(α, β, γ),(−α,β,γ)}), for α, β ∈ R \ {0} and γ ∈ R. We remark that Definition 1
is more general than what is needed to cover our examples above, as ζ in (4) is allowed to be an
arbitrary real number, whereas we had ζ = 0 in both of our examples. One can, of course, seek to
3
build a theory encompassing even more general symmetries, e.g. those for which the right-hand side
of (4) is an affine function t 7→ ζ1 + ζ2t (which, in the context of ρ-modification introduced later,
could then be absorbed into the next layer of the network). This is, however, outside the scope of
the present paper.
C. Formalizing the identifiability question
Our aim is to generalize the aforementioned correspondence between the non-uniqueness in the
neural network realization of functions and the affine symmetries of the underlying nonlinearity
ρ to multi-layer networks of arbitrary architecture in a canonical fashion, i.e., without regard to
the “fine properties” of ρ beyond its affine symmetries. Specifically, we derive conditions under
which the set of networks giving rise to a fixed f and derived from the affine symmetries of ρ
through “symmetry modification” is exhaustive (i.e., it contains all networks giving rise to f ). These
conditions are formally characterized by our null-net theorems (Theorem 1 and Theorem 2). The
concept of symmetry modification will be formalized in the following sections, and in the case of
ρ = tanh corresponds to using tanh(t) = − tanh(−t) to flip the signs of weights and biases in the
network, or in the case ρ = ρc using ρc (t) = 12ρc (2t) +
1
2ρc (2t − 1) to replace single nodes with
pairs of nodes in the network.
In order to streamline the extension of the discussion above to multi-layer networks and to facilitate
the comparison of our results with previous work, it will be opportune to immediately introduce neural
networks in their full generality, i.e., as “computational graphs”. To this end, we need to recall the
definition of a directed acyclic graph, as well as several associated concepts that will be needed later.
Definition 2 (Directed acyclic graph, parent and ancestor set, input nodes, and node level).
– A directed graph is an ordered pair G = (V,E) with V a nonempty finite set of nodes and
E ⊂ V × V \ {(v, v) : v ∈ V } a set of directed edges. We interpret an edge (v, v˜) as an arrow
connecting the nodes v and v˜ and pointing at v˜.
– A directed cycle of a directed graph G is a set {v1, . . . , vk} ⊂ V such that, for every j ∈ {1, . . . , k},
(vj , vj+1) ∈ E, where we set vk+1 := v1.
– A directed graph G is said to be a directed acyclic graph (DAG) if it has no directed cycles.
Let G = (V,E) be a DAG.
– We define the parent set of a node by par(v˜) = {v : (v, v˜) ∈ E}.
– For a set W ⊂ V we define par0(W ) = W and parr(W ) = ⋃s∈W parr−1(par(s)), for r ≥ 1. We
thus let the ancestor set of W be anc(W ) =
⋃
r≥0 par
r(W ).
– We say that v ∈ V is an input node if par(v) = ∅, and we write In(G) for the set of input nodes.
– We define the level lv(v) of a node v ∈ V recursively as follows. If par(v) = ∅, we set
lv(v) = 0. If par(v) = {v1, v2, . . . , vk} and lv(v1), lv(v2), . . . , lv(vk) are defined, we set lv(v) =
max{lv(v1), lv(v2), . . . , lv(vk)}+ 1.
As the graph G in Definition 2 is assumed to be acyclic, the level is well-defined for all nodes of G.
We are now ready to introduce our general definition of a neural network.
Definition 3 (GFNNs and LFNNs). A general feed-forward neural network (GFNN) with D-dimensional
output is an ordered septuple N = (V,E, Vin, Vout,Ω,Θ,Λ), where
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(i) G = (V,E) is a DAG, called the architecture of N ,
(ii) Vin = In(G) is the set of input nodes of N ,
(iii) Vout ⊂ V \ Vin is the set of output nodes of N ,
(iv) Ω = {ωv˜v ∈ R \ {0} : (v, v˜) ∈ E} is the set of weights of N ,
(v) Θ = {θv ∈ R : v ∈ V \ Vin} is the set of biases of N , and
(vi) Λ = {λ(r) ∈ R : r ∈ {1, . . . , D}} ∪ {λ(r)w ∈ R : w ∈ Vout, r ∈ {1, . . . , D}} is the set of output
scalars of N .
The depth of a GFNN is defined as L(N ) = max{lv(v) : v ∈ V }. A layered feed-forward neural
network (LFNN) is a GFNN satisfying lv(v˜) = lv(v) + 1 for all (v, v˜) ∈ E.
The role of the output scalars is to form D affine combinations of the functions realized by the
output nodes, which are then designated as the coordinates of the D-dimensional output function of
the network. Note that this renders the definition of the function realized by a network more general
than directly taking the functions realized by the output nodes to be the output of the network.
Formally, we have the following.
Definition 4 (Output maps). Let N = (V,E, Vin, Vout,Ω,Θ,Λ) be a GFNN with D-dimensional
output, and let ρ : R → R be a nonlinearity. The map realized by a node u ∈ V under ρ is the
function 〈u〉ρ : RVin → R defined recursively as follows:
– If u ∈ Vin, set 〈u〉ρ(t) = tu, for all t = (tu˜)u˜∈Vin ∈ RVin .
– Otherwise, set 〈u〉ρ(t) = ρ
(∑
v∈par(u) ωuv · 〈v〉ρ (t) + θu
)
, for all t ∈ RVin .
The map realized by N under ρ is the function 〈N〉ρ : RVin → RD given by
〈N〉ρ =
(
λ(r) 1 +
∑
w∈Vout
λ(r)w 〈w〉ρ
)
r∈{1,...,D}
.
When dealing with several networks Ni we will write 〈u〉ρ,Ni for the map realized by u in Ni, to
avoid ambiguity.
We will treat nodes u ∈ V only as “handles”, and never as variables or functions. This is relevant
when dealing with multiple networks that have shared nodes, as in the example depicted in Figure
1. On the other hand, the map 〈u〉ρ realized by u is a function. We remark that Definitions 3 and 4
are largely analogous to [16, Defs. 8,11], save for the output scalars Λ that do not feature in [16].
Note that LFNNs are similar to feed-forward neural networks as widely studied in the literature,
namely as concatenations of affine maps between finite dimensional spaces and elementwise applica-
tion of nonlinearities. Our definition of LFNNs is, however, somewhat more general, in the sense of
the map of the network being allowed to depend directly on “non-final” nodes. An example of such
an LFNN is N1 in Figure 1. Further still, GFNNs are more general than LFNNs, and allow for “skip
connections” within the network itself. For an example of a GFNN that is not layered, see Figure 2.
In order to meaningfully discuss the identifiability of GFNNs from their ouput maps, it is necessary
that the networks under consideration have no spurious nodes, i.e., nodes that are “invisible” to the
map of the network. Formally, we will require that GFNNs satisfy the following non-degeneracy
property:
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𝑣1 𝑣2
N1 N2 
⟨      ⟩N1 𝜌 ⟨      ⟩N2 𝜌
𝑢
Fig. 1: The network N1 consists of the elements in red and black, and N2 consists of the elements
in blue and black. The arrows represent the edges, and the dashed lines represent the output scalars.
Note that N1 and N2 share the nodes v1, v2, and u, even though the functions 〈u〉ρ,N1 and 〈u〉ρ,N2
may be “completely unrelated”.
𝑣1 𝑣2
N 
⟨ ⟩N 𝜌
𝑤1
𝑤2𝑢2 𝑢1
Fig. 2: The GFNN N with one-dimensional output, input set {v1, v2} and output set {w1, w2}. Note
that N is not layered as lv(u1) = 2 6= 1 = lv(v2) + 1. This network is also degenerate due to the
presence of the node u2 which does not contribute to the map realized by N .
Definition 5 (Non-degeneracy). We say that a GFNNN = (V,E, Vin, Vout,Ω,Θ,Λ) with D-dimensional
output is non-degenerate if
(i) V \ Vin = anc(Vout) \ Vin,
(ii) for every w ∈ Vout, there exists an r ∈ {1, . . . , D} such that λ(r)w 6= 0.
Networks that are not non-degenerate are referred to as degenerate.
Informally, a network is non-degenerate if its every non-input node “leads up” to at least one output
node, and each output node contributes to at least one of the D coordinates of the map realized by
N . For example, the network N in Figure 2 is degenerate. Note that non-degenerate networks are
allowed to have input nodes without any outgoing edges. This is useful as we want our theory to
encompass networks whose maps are constant relative to some (or all) of the inputs. An extreme but
important case are the so-called trivial networks implementing the constant zero function from RVin
to RD.
Definition 6 (Trivial network). Let Vin be a nonempty set of nodes. We define the trivial network
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with D-dimensional output and input Vin as T Vin, D = (Vin,∅,∅,∅,∅,∅,Λ), where Λ = {λ(r) :=
0 : r ∈ {1, . . . , D}}.
Note that T Vin, D is the only network with input set Vin and D-dimensional output of depth 0.
We are now ready to formalize our notion of neural network identifiability.
Definition 7 (Identifiability). For given Vin and D ∈ N, let N be a set of non-degenerate GFNNs
with D-dimensional output and input set Vin. Let ρ be a nonlinearity, and suppose that ∼ is an
equivalence relation on N such that
N1 ∼ N2 =⇒ 〈N1〉ρ(t) = 〈N2〉ρ(t), ∀t ∈ RVin . (5)
We say that (N , ρ) is identifiable up to ∼ if, for all N1,N2 ∈ N ,
〈N1〉ρ(t) = 〈N2〉ρ(t), ∀t ∈ RVin =⇒ N1 ∼ N2.
The equivalence relation ∼ thus models the “degree of nonuniqueness” of networks with nonlinearity
ρ, in the sense that the relation ∼ partitions N into equivalence classes containing networks realizing
the same map. Conversely, by saying that (N , ρ) is identifiable up to ∼, we mean that the equivalence
class of networks realizing a given function can be inferred from the function itself. A trivial example
of such a relation is the equality relation, i.e., N1 ∼ N2 if and only if N1 = N2. We saw in the
introduction, however, that networks realizing a given function are not unique in the presence of
non-trivial affine symmetries of ρ, and therefore in such cases N is not identifiable up to equality.
On the other hand, we could define an equivalence relation ∼ on N by setting N1 ∼ N2 if and
only if 〈N1〉ρ = 〈N2〉ρ. Then N is, of course, identifiable up to ∼, but the relation ∼ defined in this
way is not at all informative about the relationship between the structures of the networks realizing
a given map. We are therefore interested in specifying the relation ∼ in Definition 7 in terms of the
architecture, weights, and biases of the networks in N in an explicit fashion, and we would ideally
like to do so for as large a class N of networks as possible.
To make further headway in our understanding of how ∼ could manifest itself for concrete nonlin-
earities and multi-layer networks, we again consider the case ρ = tanh. LetN = (V,E, Vin, Vout,Ω,Θ,
Λ) and N ′ = (V ′, E′, Vin, V ′out,Ω′,Θ′,Λ′) be non-degenerate GFNNs with D-dimensional output and
the same input set Vin. Suppose that there exist a bijection pi : V → V ′ with pi(v) = v, for all v ∈ Vin,
and signs sv ∈ {−1,+1}, for v ∈ V \ Vin, such that
– E′ = {(pi(v), pi(u)) : (v, u) ∈ E},
– V ′out = {pi(v) : v ∈ V },
– Ω′ = {ω′pi(u)pi(v) := suωuvsv : (v, u) ∈ E},
– Θ′ = {θ′pi(v) := svθv : v ∈ V \ Vin}, and
– Λ′ = {(λ(r))′ := λ(r) : r ∈ {1, . . . , D}} ∪ {(λ(r)pi(w))′ := λ
(r)
w : w ∈ Vout ∩ Vin, r ∈ {1, . . . , D}}
∪ {(λ(r)pi(w))′ := swλ
(r)
w : w ∈ Vout \ Vin, r ∈ {1, . . . , D}}.
We will then say that N and N ′ are isomorphic up to sign changes, and write N ∼± N ′. Owing
to tanh(t) = − tanh(−t), we have 〈N〉tanh = 〈N ′〉tanh whenever N and N ′ are isomorphic
up to sign changes. The following question is thus natural: For which classes N is (N , tanh)
identifiable up to ∼±? This question was treated in the seminal paper by Fefferman [14], who
showed that (N Vin,DFeff , tanh) is identifiable up to ∼±, where N Vin,DFeff is the set of non-degenerate
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LFNNs N = (V,E, Vin, Vout,Ω,Θ,Λ) with D-dimensional output and input set Vin satisfying the
following structural conditions:
(F1) (v, u) ∈ E, for all u, v ∈ V such that lv(u) = lv(v) + 1 (full connectivity),
(F2) lv(w) = L(N ), for all w ∈ Vout,
(F3) λ(r) = 0, for all r ∈ {1, . . . , D}, and Vout can be enumerated as Vout = {w1, . . . , wD} so that
λ
(r)
wj = δjr, for j, r ∈ {1, . . . , D}, where δjr denotes the Kronecker delta,
as well as the following genericity conditions on the weights and biases:
(F4) θu 6= 0 and θu 6= θu˜, for all u, u˜ ∈ V \ Vin such that u 6= u˜ and lv(u) = lv(u˜), and
(F5) for all ` ∈ {1, . . . , L(N )} and all u, u˜, v ∈ V such that lv(v) = `− 1, lv(u) = lv(u˜) = `, and
u 6= u˜,
ωuv/ωu˜v /∈
{
p/q : p, q ∈ Z, 1 ≤ q ≤ 100D2`
}
,
where D` = #{u′ ∈ V : lv(u′) = `} is the number of nodes in the `-th layer.
Fefferman’s proof of the identifiability of (N Vin,DFeff , tanh) up to ∼± is significant as it is the first
known identification result for multi-layer networks. The proof is effected by the insight that the
architecture, the weights, and the biases of a network N ∈ N Vin,DFeff are encoded in the geometry
of the singularities of the analytic continuation of 〈N〉tanh. The precise conditions (F1) – (F5) are
distilled from the proof technique so that the class of networks N Vin,DFeff be as large as possible, while
still guaranteeing identifiability up to ∼±. In the contemporary practical machine learning literature,
however, a network satisfying assumptions (F1) – (F5) would not be considered generic, as (F1)
imposes a full connectivity constraint throughout the network, and (F4) implies that all biases are
nonzero. Indeed, Fefferman remarks explicitly that it would be interesting to replace (F1) – (F5)
with minimal hypotheses for layered networks. In the present paper, we address this issue and fully
resolve the question of identifiability up to ∼± for GFNNs (and thus, in particular, for LFNNs) with
the tanh-nonlinearity.
II. A THEORY OF IDENTIFIABILITY BASED ON AFFINE SYMMETRIES
A. Canonical symmetry-induced isomorphisms and the null-net theorems
We saw in the introduction how the symmetry tanh( · ) + tanh(− · ) = 0 of tanh leads to the
equivalence relation ∼±. By the same token, we will next show how the affine symmetries of a general
nonlinearity ρ lead to a canonical equivalence relation ∼ among GFNNs. We begin by reconsidering
the CReLU nonlinearity ρc(t) = min{1,max{0, t}}, both for the sake of concreteness, and because
this nonlinearity, whilst of simple structure, exhibits all the phenomena we wish to address. We have
already seen that the affine symmetry (3) of ρc leads to infinitely many distinct networks of depth 1
realizing the same map. The same symmetry can lead to structurally different multi-layer networks
realizing the same map, as illustrated by the following example. Let N1, N2, N3, and N4 be GFNNs
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as given schematically in Figure 3. We then have
〈N1〉ρc(t1, t2) = ρc
(
ρc(t1 − t2) + 4ρc(2t1 − 2t2 − 2)
)− 12ρc(2ρc(t1 − t2) + 8ρc(2t1 − 2t2 − 2)),
〈N2〉ρc(t1, t2) = ρc
(
1
2ρc(2t1 − 2t2) + 12ρc(2t1 − 2t2 − 1) + 4ρc(2t1 − 2t2 − 2)
)
− 12ρc
(
ρc(2t1 − 2t2) + ρc(2t1 − 2t2 − 1) + 8ρc(2t1 − 2t2 − 2)
)
,
〈N3〉ρc(t1, t2) = 12ρc
(
ρc(2t1 − 2t2) + ρc(2t1 − 2t2 − 1) + 8ρc(2t1 − 2t2 − 2)− 1
)
, and
〈N4〉ρc(t1, t2) = 12ρc
(
ρc(2t1 − 2t2) + 2ρc
(
t1 − t2 − 12
)
+ 7ρc(2t1 − 2t2 − 2)− 1
)
, for (t1, t2) ∈ R2.
(6)
We now observe that 〈Nj+1〉ρc = 〈Nj〉ρc , for every j ∈ {1, 2, 3}, and moreover, each of these
equalities can be established by performing substitutions of the affine symmetry (3) of ρc in the
formal expressions (6) of the maps 〈Nj〉ρc , j ∈ {1, 2, 3, 4}.
This motivates the concept of ρ-modification (to be formally introduced in Definition 18) of a
GFNN N . Suppose that an affine symmetry of ρ can be used to manipulate the formal expression of
〈N〉ρ as in the example above. Performing this manipulation can then be interpreted as a “structural
operation” on N involving three distinct sets of nodes (all with a common parent set):
– A, the set of nodes of N to be removed,
– B, the set of nodes of N whose outgoing weights and output scalars are to be altered,
– C, a set of newly-created nodes to be adjoined to the network.
The resulting GFNN N ′ is called a ρ-modification of N . We note that some of the sets A, B, and
C may be empty.
We can thus define an equivalence relation
ρ∼ (to be formally introduced in Definition 19), called
the ρ-isomorphism, on the set N Vin,D of all GFNNs with D-dimensional output and input set Vin by
letting N ρ∼M if and only if M can be obtained from N via a finite sequence of ρ-modifications.
Thus, the networks N1 and N4 in the example above, although structurally rather different, are ρc-
isomorphic.
A special case of ρ-modification arises if the incoming weights of several neurons U = {u1, . . . , um}
of a GFNN N “line up” with an affine symmetry of ρ, allowing for a ρ-modification with strictly
fewer nodes than N . More precisely, suppose that the nodes U have the same parent set P , and
that there exist nonzero reals {βu}u∈U and {κv}v∈P such that {ωuv}v∈P = βu{κv}v∈P , for all
u ∈ U . Assume furthermore that (ζ, {(αu, βu, θu)}u∈U ) is an affine symmetry of ρ. Then, setting
KP =
∑
v∈P κv〈v〉ρ, we have∑
u∈U
αu〈u〉ρ =
∑
u∈U
αu ρ
(∑
v∈P
ωuv〈v〉ρ + θu
)
=
∑
u∈U
αu ρ (βuKP + θu) = ζ 1. (7)
Therefore, the set {1, 〈u1〉ρ, . . . , 〈um〉ρ} is linearly dependent, and so N admits a ρ-modification
with A ⊃ {u1}, B = U \A, C = ∅, hence yielding a network with strictly fewer nodes than N . We
call such a ρ-modification a ρ-reduction. A simple example of a ρ-reduction is the tanh-reduction
of the single-layer network with the map tanh( · ) + tanh(− · ) to the trivial network. For a more
involved example of a ρ-reduction, see Figure 4.
A ρ-reduction can, in fact, yield neurons with no incoming edges. In that case, the maps of such
neurons are constant, determined only by their biases, and so their values can be “propagated through
the network” in the form of bias alteration, and the corresponding “constant” parts of the network
can subsequently be deleted. For an example of such a ρ-reduction, see Figure 5.
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Fig. 3: The GFNNs N1, N2, N3, and N4. The edges are labeled by their weights, the numbers
inside the nodes are their biases, and the numbers on the dashed lines are the output scalars. We
have that N2 is a ρ-modification of N1 with (A,B,C) = ({u1},∅, {u3, u4}), N3 is a ρ-modification
of N2 with (A,B,C) = ({w1, w2},∅, {w3}), and N4 is a ρ-modification of N3 with (A,B,C) =
({u4}, {u2}, {u5}).
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Fig. 4: The network N ′ is a tanh-reduction of N with (A,B,C) = ({u1}, {u2},∅). Concretely, we
have 〈u1〉tanh+〈u2〉tanh = 0 (corresponding to (7)), and thus 〈N〉tanh = tanh
(〈u1〉tanh+2〈u2〉tanh+
3
)
= tanh
(〈u2〉tanh + 3) = 〈N ′〉tanh, as claimed.
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Fig. 5: The network N ′ is a tanh-reduction of N . Note that the map of the node in green is constant,
taking on the value tanh(3). This value can be propagated as a bias alteration, and so the bias 7 in
the node u is replaced with 7 + tanh(3). This example also illustrates that it is necessary to allow
for input nodes without outgoing edges (the node v1 in this example) in order for every network N
to be ρ-isomorphic to a regular N ′ when reduced to “lowest terms”.
Definition 8. We will say that a GFNN is irreducible if it does not admit a ρ-reduction, and if it is
both irreducible and non-degenerate, we will say that it is regular.
We remark that trivial networks are vacuously regular. Note that every GFNN N can be reduced to
“lowest terms” via a sequence of ρ-reductions, i.e., there exists a regular N ′ such that N ρ∼ N ′. Hence,
in order to establish whether the equality 〈N〉ρ = 〈M〉ρ implies N ρ∼ M, for N ,M ∈ N Vin, D,
it suffices to find regular N ′ and M′ such that N ρ∼ N ′ and M ρ∼ M′, and ascertain whether
〈N ′〉ρ = 〈M′〉ρ implies N ′ ρ∼M′.
Therefore, in order to settle the question of identifiability up to
ρ∼ for all non-degenerate networks,
it suffices to consider the classes N Vin, DG and N
Vin, D
L of all regular GFNNs, respectively regular
LFNNs, with D-dimensional output and input set Vin. Our first results relate the identifiability of
regular networks to the following null-net condition.
Definition 9 (Null-net condition). Let ρ be a nonlinearity and Vin a nonempty set of nodes. We
say that ρ satisfies the general (respectively layered) null-net condition on Vin if the only network
A ∈ N Vin, 1G (respectively A ∈ N Vin, 1L ) satisfying 〈A〉ρ = 0 is the trivial network T Vin, 1.
Definition 9 addresses only networks with one-dimensional output, as one can easily construct
identically zero networks with multi-dimensional output from identically-zero networks with one-
dimensional output, and vice versa.
Theorem 1 (Null-net theorem for GFNNs). Let ρ be a nonlinearity. Then the class (N Vin,DG , ρ) of
all regular GFNNs with D-dimensional output and input set Vin is identifiable up to
ρ∼ if and only
if ρ satisfies the general null-net condition on Vin.
Theorem 2 (Null-net theorem for LFNNs). Let ρ be a nonlinearity. Then the class (N Vin,DL , ρ) of
all regular LFNNs with D-dimensional output and input set Vin is identifiable up to
ρ∼ if and only if
ρ satisfies the layered null-net condition on Vin.
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Theorems 1 and 2 can be seen as nonlinear analogs of the rank-nullity theorem for the “output
realization” map E taking elements of the quotient set N Vin,DG /
ρ∼ to functions from RVin to RD
via E([N ]) = 〈N〉ρ, where [N ] = {N ′ ∈ N Vin,DG : N ′
ρ∼ N} denotes the equivalence class of N .
Namely, Theorems 1 and 2 state that the solution to the equation E([N ]) = f is unique for every
f ∈ Img(E) if and only if the “null-set” of E , i.e., the set of solutions [A] to the equation E([A]) = 0,
is trivial.
B. Absence of the null-net condition for the ReLU and other piecewise linear nonlinearities
The null-net condition does not hold for various piecewise linear nonlinearities like the ReLU, the
leaky ReLU, the absolute value function, or the clipped ReLU. Concretely, let ρ1(t) = max{at, t},
where a ∈ (0, 1), ρ2 = | · |, and either ρ3(t) = max{0, t} or ρ3 = ρc. Then the ρj-regular networks
Aj with one-dimensional output and input set Vin = {v1} as depicted in Figure 6 are non-trivial, and
yet satisfy 〈Aj〉ρj = 0, for j ∈ {1, 2, 3}. These examples can easily be extended to input sets Vin of
arbitrary cardinality.
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Fig. 6: The networks Aj are ρj-regular and satisfy 〈Aj〉ρj = 0, for j ∈ {1, 2, 3}.
For such nonlinearities there exist non-ρ-isomorphic networks realizing the same function, indi-
cating that the identifiability of networks with such nonlinearities is more involved. In particular,
“non-affine” symmetries of the nonlinearity would have to be taken into account when characterizing
the equivalence relation ρ that is supposed to fully capture the non-uniqueness of networks realizing
a given function (where, by analogy with viewing affine symmetries as single-layer zero-output
networks, “non-affine” symmetries would correspond to multi-layer zero-output networks such as
A1, A2, and A3).
III. IDENTIFIABILITY FOR THE tanh AND OTHER MEROMORPHIC NONLINEARITIES
A. Single-layer networks with the tanh-nonlinearity and the simple alignment condition
Even though both the identifiability of (N Vin,DG , ρ) and the null-net condition are statements quan-
tified over all regular GFNNs (or LFNNs), and in particular over networks of arbitrarily complicated
architecture, Theorems 1 and 2 allow us to shift the original question of identifiability of regular
networks to a different realm where the problem will be easier to tackle by leveraging the “fine
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properties” of the nonlinearity. Therefore, our goal will henceforth be to establish suitable sufficient
conditions on nonlinearities guaranteeing that the null-net condition holds on all input sets Vin.
In order to motivate our results and techniques, we demonstrate informally how the null-net
condition is established for the tanh nonlinearity on a singleton input set {v in}, and indicate in the
relevant places how this argument extends to more general meromorphic nonlinearities. As the maps
realized by networks with 1-dimensional output and input set {v in} are functions of one variable,
and are defined in terms of repeated compositions of the meromorphic function tanh and affine
combinations, they can be analytically continued to their natural domains in C and can therefore be
studied in the context of complex analysis. This approach was pioneered by Fefferman in [14].
Before continuing, we will need a concrete description of irreducibility for the tanh nonlinearity:
Lemma 1. A GFNNN = (V,E, Vin, Vout,Ω,Θ,Λ) is irreducible with respect to the tanh nonlinearity
if and only if there do not exist nodes u1, u2 ∈ V \ Vin, u1 6= u2, and an s ∈ {−1, 1} such that
P := par(u1) = par(u2), {ωu1v}v∈P = s{ωu2v}v∈P , and θu1 = s θu2 .
This result is a direct consequence of the following lemma providing an exhaustive characterization
of the affine symmetries of tanh.
Lemma 2 (Sussman, [13, Lemma 1]). Every affine symmetry of tanh is either (0,{(α, β, γ),(−α,β,γ)})
or (0,{(α, β, γ), (α,−β,−γ)}), for some α, β ∈ R \ {0} and γ ∈ R.
Concretely, this says that the only affine symmetries of tanh are the “trivial” and the “odd” symme-
tries. As a result, tanh-modification of a regular network corresponds to either leaving the network
intact (if substituting the trivial symmetry), or flipping the signs of the bias and the incoming and
outgoing weights of a single neuron (if substituting the odd symmetry).
Going back to establishing the null-net condition for tanh on the input set {v in}, we first consider
the single-layer case. Concretely, let N be a regular GFNN with 1-dimensional output, input set
{v in}, and L(N ) = 1. Enumerating the non-input nodes of N as {u1, . . . , uD1}, we have
〈N〉tanh(t) = λ(1) +
D1∑
j=1
λ(1)uj tanh(ωujv int + θuj ), for t ∈ R
where λ(1)uj 6= 0, for all j ∈ {1, . . . , D0}, as N is non-degenerate. We aim to show that 〈N〉tanh cannot
be identically zero. Then, as 〈N〉tanh can be analytically continued to a meromorphic function on C, it
suffices to show that its set of poles P ⊂ ⋃D1j=1 ω−1ujv in(− θuj + ipi(Z+ 12)) is nonempty. To this end,
let Pj = ω−1ujv in
(− θuj + ipi(Z+ 12)) be the set of poles of tanh(ωujv in · + θuj ), for j ∈ {1, . . . , D1},
and consider the set
J = {j ∈ {1, . . . , D1} : ω−1ujv inθuj = ω−1u1v inθu1 , ωujv in/ωu1v in ∈ Q}
of indices j for which the functions tanh(ωujv in · + θuj ) and tanh(ωu1v in · + θu1) have common
poles. Now, assume by way of contradiction that P ∩⋃j∈J Pj = ∅, and set
β = max
k∈J
|ωukv in | and Jmax = {j ∈ J : |ωujv in | = β}.
Then #(Jmax) ≥ 2, as Jmax = {j∗} being a singleton would imply that 〈N〉tanh has a pole at
β−1
(− θuj∗ + ipi2 ) ∈ Pj∗ , contradicting the assumption P ∩ ⋃j∈J Pj = ∅. We hence deduce that
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there exist distinct j1, j2 ∈ Jmax. Then |ωuj1v in | = |ωuj2v in | and ω−1uj1v inθuj1 = ω−1uj2v inθj2 , which, by
Lemma 1, stands in contradiction to the irreduciblity of N .
This establishes that 〈N〉tanh has a pole p ∈ ⋃j∈J Pj , which suffices to conclude that 〈N〉tanh
cannot be identically zero. Before proceeding to the multi-layer case, it will be opportune to continue
the argument above and prove a stronger statement, namely that the set of poles P of 〈N〉tanh is
unbounded. To this end, write 〈N〉tanh = λ(1) + f1 + f2, where
f1 :=
∑
j∈J
λ(1)uj tanh(ωujv in · + θuj ) and f2 :=
∑
j∈{1,...,D1}\J
λ(1)uj tanh(ωujv in · + θuj ).
Note that the sets of poles of f1 and f2 are disjoint (as they are respectively subsets of
⋃
j∈J Pj and⋃
j∈{1,...,D1}\J Pj), and hence p must be a pole of f1. What is more, as ωujv in/ωu1v in ∈ Q, for all
j ∈ J , there exists a T ∈ R such that ωujv inT/pi ∈ Z, for all j ∈ J , and so f1 is iT -periodic, further
implying that p+ iTk is a pole of f1, for every k ∈ Z. Therefore, P ⊃ {p+ iTk : k ∈ Z}, and so P
is unbounded. This argument leads to the following alignment condition for the tanh nonlinearity.
Definition 10 (Simple alignment condition). Let σ be a meromorphic nonlinearity on C. We say that
σ satisfies the simple alignment condition (SAC) if the following implication holds for all finite sets
of triples {(αs, βs, γs)}s∈I ⊂ R× R× R:
the set of poles of f :=
∑
s∈I
αs σ(βs · + γs) is bounded =⇒ f is constant on C.
B. Multi-layer networks with the tanh-nonlinearity and the composite alignment condition
We are now ready to proceed to the multi-layer case of our argument establishing the null-net
condition for tanh on {v in}. More specifically, we will show how the “nonemptiness of the pole set”
property can be extended to multi-layer networks by induction on depth. This will then immediately
imply that the maps of these networks cannot be identically zero, establishing the null-net condition
for tanh on the singleton input set {v in}. Our discussion will reveal a sufficient condition (the
composite alignment condition) for this inductive argument to generalize to arbitrary meromorphic
nonlinearities with simple poles only, which, together with the SAC, will allow us to establish the
null-net condition for meromorphic nonlinearities more general than tanh.
It will be of interest to consider the maximal domain in C to which the map 〈N〉tanh of a non-trivial
regular GFNN N can be analytically continued. Even though for a general holomorphic function there
may not exist a unique maximal set to which it can be analytically continued (consider, for instance,
the function z 7→ √1 + z2), this is the case for holomorphic functions defined on a domain with
countable complement in C (a property the map 〈N〉tanh will be shown to possess). We thus have
the following definition.
Definition 11 (Natural domain). Suppose f : D → C is a holomorphic function on a domain with
countable complement in C. The natural domain of f is the unique maximal set Df ⊃ D with respect
to set inclusion to which f can be analytically continued.
The existence of a unique maximal set Df in Definition 11 is formally justified by [14, Lemma
III.A.1].
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Now, let N = (V,E, {v in}, Vout,Ω,Θ,Λ) be a non-trivial regular GFNN with 1-dimensional output
of depth L(N ) ≥ 2, and, for every non-trivial regular GFNN N ′ with 1-dimensional output, input
set {v in}, and depth L(N ′) < L(N ), assume that
– 〈N ′〉tanh can be analytically continued to a domain with countable complement in C and
– the set of simple poles of 〈N ′〉tanh is nonempty.
We aim to show that the set of simple poles of 〈N〉tanh is nonempty under these assumptions. To
this end, first note that we can write
〈N〉tanh(z) = f(z) +
∑
w∈V >1out
λ(1)w tanh
(〈Nw〉tanh(z)), (8)
where Nw, for w ∈ V >1out := {w ∈ Vout : lv(w) > 1}, are non-trivial regular GFNNs with input set
{v in} and depth L(Nw) < L(N ), and f : Df → C is a meromorphic function given by
f(z) = λ(1) +
∑
w∈Vout
lv(w)=1
λ(1)w tanh(ωwv inz + θw).
One can show that (8) holds for z in an open set with countable complement in C (see Lemma 6),
and so the natural domain D〈N〉tanh of 〈N〉tanh is well-defined. Write Pw for the set of poles of
〈Nw〉tanh, for w ∈ V >1out . Now, fix a w∗ ∈ V >1out and a p ∈ Pw∗ , and set V ∗out = {w ∈ V >1out : p ∈ Pw}.
We suppose that the following assumption holds:
〈Nw〉tanh is analytic at p, for all w ∈ V >1out \ V ∗out. (9)
Next, note that, for w ∈ V ∗out, as p is a simple pole of 〈Nw〉tanh, we can write
〈Nw〉tanh(z) = βw
z − p + γw + w(z − p), (10)
for z in an open neighborhood of p, where βw ∈ C \ {0}, γw ∈ C, and w : Dw → C is a function
holomorphic on a domain Dw with countable complement in C and such that w(0) = 0. Using (10)
in (8) and performing the variable substitution z′ = 1z−p then yields
〈N〉tanh (p+ 1/z′) = (f + g) (p+ 1/z′)+ ∑
w∈V ∗out
λ(1)w tanh
(
βw z
′ + γw + w(1/z′)
)
, (11)
for all z′ ∈ C of sufficiently large modulus, where
g(z) =
∑
w∈V >1out \V ∗out
λ(1)w tanh
(〈Nw〉tanh(z))
is analytic on a punctured neighborhood of p owing to the assumption (9). Then, according to (11),
p will be a cluster point of simple poles of 〈N〉tanh, unless the set of poles of
z′ 7−→
∑
w∈V ∗out
λ(1)w tanh
(
βw z
′ + γw + w(1/z′)
)
(12)
is bounded. Therefore, if we can guarantee that
(i) there exists a p ∈ Pw∗ satisfying (9), and
(ii) the set of poles of the function (12) is unbounded,
then we will be able to conclude that the set of simple poles of 〈N〉tanh is nonempty, as desired.
Item (i) can be established by more careful bookkeeping of the clusters of poles already formed in
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〈Nw〉tanh, for w ∈ V >1out , whereas (ii) will be a consequence of the composite alignment condition
introduced next.
Definition 12 (Asymptotic bias compensator). An asymptotic bias compensator (ABC) is a holomor-
phic function  : D → C such that C \ D is closed and countable, 0 ∈ D, and (0) = 0.
Definition 13 (Composite alignment condition). Let σ be a meromorphic nonlinearity on C with in-
finitely many simple poles and no poles of higher order. We say that σ satisfies the composite alignment
condition (CAC) if the following implication holds for all finite sets of triples {(αs, βs, γs)}s∈I ⊂
C× (C \ {0})× C and all sets {s}s∈I of ABCs:
the set of poles of
∑
s∈I
αs σ (βs · + γs + s(1/·)) is bounded
=⇒ ∃ nonempty I ′ ⊂ I s.t. β−1s1 s1 = β−1s2 s2 , ∀s1, s2 ∈ I ′, and
the set of poles of
∑
s∈I′
αs σ (βs · + γs) is bounded.
(13)
To see why item (ii) above follows from the CAC, assume by way of contradiction that the set of
poles of the function (12) is bounded. Then, by the CAC, there exists a nonempty U ⊂ V ∗out such
that β−1w1 s1 = β
−1
w2 w2 , for all w ∈ U , and the set of poles of
fU :=
∑
w∈U
λ(1)w σ (βw · + γw) (14)
is bounded. This together with (10) implies that
β−1w1 〈Nw1〉tanh − β−1w2 〈Nw2〉tanh =
(
β−1w1 γw1 − β−1w2 γw1
)
1
is constant, for all w1, w2 ∈ U . Now, unless
Y := parN (w1) = parN (w2) and
β−1w1 {ωw1u}u∈Y = β−1w2 {ωw2u}u∈Y ,
(15)
for all w1, w2 ∈ U , it would be possible to find distinct w′1, w′2 ∈ U and construct a non-trivial
regular GFNN N ′ with 1-dimensional output, input set {v in}, and depth L(N ′) < L(N ) such that
〈N ′〉tanh = β−1w′1 〈Nw′1〉tanh − β
−1
w′2
〈Nw′2〉tanh is constant, which would contradict the assumption that
the set of simple poles of 〈N ′〉tanh is nonempty. Therefore, (15) must hold. Moreover, (15) will imply
the existence of a ϑ ∈ R and a c ∈ C such that βwe−iϑ ∈ R, for all w ∈ U , and∑
w∈U
λ(1)w σ
(
βwe
−iϑ ·+ θw
)
= fU (e
−iϑ · +c). (16)
As the set of poles of fU is bounded and βwe−iϑ ∈ R, for all w ∈ U , the SAC for σ now implies
that the function (16) must be constant. However, this and (15) together contradict the irreducibility
of N , establishing that the set of poles of (12) must be unbounded.
Finally, it remains to justify why tanh satisfies the CAC. To this end, we first need to define and
analyze several concepts related to densities of subsets of C. These will be used to characterize the
geometric relationship between the poles of the summand functions in (13).
Definition 14. [Line, arithmetic sequence, and density]
(i) A line in C is a set of the form ` = {x+ ty : t ∈ R}, where x ∈ C and y ∈ C \ {0}.
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(ii) An arithmetic sequence in C is a set of the form Π = {x + ky : k ∈ Z}, where x ∈ C and
y ∈ C \ {0}.
(iii) For an arbitrary set F ⊂ C, a discrete set P ⊂ C, and ε > 0, we set
∆ε(F, P ) = lim sup
N→∞
1
2N
#{p ∈ P : |p| ≥ N, ∃ q ∈ F s.t. |p− q| ≤ ε},
and we define the asymptotic density of P along F by
∆(F, P ) = lim
ε→0
∆ε(F, P ) = inf
ε>0
∆ε(F, P ).
Note that the limit as ε → 0 in the previous definition always exists, as ∆ε(F, P ) is an increas-
ing function of ε. Furthermore, as the limit superior is subadditive, so is the asymptotic density,
specifically,
∆(F, P1 ∪ P2) ≤ ∆(F, P1) + ∆(F, P2),
for F ⊂ C and discrete P1, P2 ⊂ C.
Now, assume that the antecedent of (13) is satisfied with σ = tanh, and let P˜s denote the set of
poles of z 7→ tanh (βsz + γs + s(1/z)), for s ∈ I. In order to specify the subset I ′ ⊂ I for which
we will prove the consequent of (13), we first observe the following:
– There exists an R > 0 such that, for every s1 ∈ I and every p ∈ P˜s1 with |p| > R, there exists an
s2 ∈ I distinct from s1 such that p ∈ P˜s2 ,
– for every s ∈ I, the set P˜s is asymptotic to the arithmetic sequence Πs := β−1s
(− γs + ipi(Z+ 12)),
in the sense that, for every ε > 0, there exists an A > 0 such that every p′ ∈ P˜s with |p′| > A is
within ε of Πs and every p ∈ Πs is within ε of P˜s, and
– for every s ∈ I, the density of P˜s along the line ` = {β−1s (−γs + it) : t ∈ R} is strictly positive,
i.e., we have ∆(`, P˜s) > 0.
This motivates defining an undirected graph G = (I, E) on I, with E given by
E := {(s1, s2) ∈ I × I : s1 6= s2, and ∃ line ` in C s.t. ∆(`, P˜s1 ∩ P˜s2) > 0}.
Informally, the condition ∆(`, P˜s1 ∩ P˜s2) > 0, for (s1, s2) ∈ E , imposes sufficient “geometrical
rigidity” on the points of P˜s1 and P˜s2 in order for β−1s1 s1 = β
−1
s2 s2 to hold, whereas, for (s1, s2) /∈ E ,
we have ∆(`, P˜s1 ∩ P˜s2) = 0 for every line ` in C, and so P˜s1 and P˜s2 do not “get in the way” of one
another. This reasoning will allow us to show that the consequent of (13) holds for every connected
component of G. To this end, we fix an arbitrary connected component I ′ of G and s1, s2 ∈ I ′ such
that (s1, s2) ∈ E . Then, as ∆(`, P˜s1 ∩ P˜s2) > 0, there exists a sequence of poles {pn}∞n=1 ⊂ P˜s1 ∩ P˜s2
diverging to infinity, i.e.,
βs1pn + γs1 + s1(1/pn), βs2pn + γs2 + s2(1/pn) ∈ ipi
(
Z+ 12
)
,
for all n ∈ N, further implying that (β−1s1 s1 − β−1s2 s2) (1/pn) ∈ Πs1 − Πs2 , for all n ∈ N, and(
β−1s1 s1 − β−1s2 s2
)
(1/pn)→ 0 as n→∞. On the other hand, one can show
∆(Πs1 ,Πs2) ≥ ∆(`, P˜s1 ∩ P˜s2) > 0,
which, by a special case of Weyl’s equidistribution theorem [14, Cor. 2.A.12], implies that βs1/βs2 ∈
Q, further implying that Πs1 − Πs2 is uniformly discrete. Therefore, we must have (β−1s1 s1 −
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β−1s2 s2)(1/pn) = 0, for all sufficiently large n, and thus, as β
−1
s1 s1 − β−1s2 s2 is analytic on a neigh-
borhood of 0 and 1/pn → 0 as n→∞, it follows by the identity theorem that β−1s1 s1 −β−1s2 s2 = 0.
Hence, as s1 and s2 were arbitrary and I ′ is connected, we must have β−1s1 s1 = β−1s2 s2 , for all
s1, s2 ∈ I ′. It remains to show that the set PI′ of poles of fI′ :=
∑
s∈I′ αs tanh (βs · + γs) is
bounded. We will, in fact, prove a stronger statement, namely that PI′ is empty. To this end, suppose
by way of contradiction that the set PI′ is nonempty. Then, by an argument analogous to the discussion
of the single-layer case, there must exist a line ` in C such that ∆(`, PI′) > 0. Next, letting ξ = β−1s′ s′
for an arbitrary s′ ∈ I ′, we have s = βsξ, for all s ∈ I ′, and thus the asymptotic density of the
poles of∑
s∈I′
αs tanh (βs ·+γs + s(1/·)) =
∑
s∈I′
αs tanh
(
βs(·+ ξ(1/·)) + γs
)
= fI′
( · + ξ(1/·))
along ` is equal to ∆(`, PI′), since ξ(1/z)→ 0 as |z| → ∞. Now, using the subadditivity property of
the asymptotic density, we find that the set P˜I of poles of
∑
s∈I αs tanh (βs · + γs + s(1/·)) must
satisfy
∆(`, P˜I) ≥ ∆(`, PI′)−
∑
s1∈I′
∑
s2∈I\I′
∆(`, P˜s1 ∩ P˜s2)︸ ︷︷ ︸
=0
> 0,
which contradicts the assumption that P˜I is bounded. This proves that PI′ = ∅, thereby establishing
the CAC for tanh and concluding our informal argument establishing the null-net property for tanh
on {v in}.
C. General meromorphic nonlinearities and arbitrary input sets
We will later formalize the discussion in the previous two subsections, proving the following result
for meromorphic nonlinearities more general than tanh.
Proposition 1. Let σ be a meromorphic nonlinearity on C with infinitely many simple poles and no
poles of higher order. Suppose that σ(R) ⊂ R, and that σ satisfies both the SAC and the CAC. Then,
for every non-trivial regular GFNN N with 1-dimensional output and a singleton input set {v in}, the
map 〈N〉σ can be analytically continued to a domain with countable complement in C, and its set
of poles is nonempty. In particular, σ satisfies the general (and therefore also the layered) null-net
condition on {v in}.
The final step is to establish the null-net property on input sets Vin = {v01, . . . , v0D0} of arbitrary
size D0. As the argument is identical for tanh and for more general meromorphic nonlinearities, we
proceed by assuming that σ is a meromorphic nonlinearity on C satisfying the SAC and the CAC,
but otherwise arbitrary (we will shortly discuss such nonlinearities that are not tanh). We argue by
contradiction, i.e., we assume the existence of a non-trivial regular GFNNM with input set Vin and a
one-dimensional output identically equal to zero. Next, we use the input anchoring procedure, which
is a method for constructing a non-trivial network Ma derived from M in a manner that preserves
the zero-output property while reducing the cardinality of the input set. This is achieved by selecting
an input node of M, say v0D0 , and a real number a ∈ R that is then assigned to that node as a fixed
value and propagated through the network in the form of bias alteration. The parts of M whose
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contributions are rendered constant in the process are then deleted. The so-constructed network Ma
has a smaller input set Vin \ {v0D0} and by construction satisfies
〈Ma〉σ(tv01 , . . . , tv0D0−1) = 〈M〉
σ(tv01 , . . . , tv0D0−1, a) = 0,
for all (tv01 , . . . , tv0D0−1) ∈ R
Vin\{v0D0}. We will later show that a value of a can be selected so that the
networkMa is regular. The procedure can now be repeated, successively eliminating the input nodes
until only one remains. We are thus left with a non-trivial regular GFNN with a singleton input set
and one-dimensional output identically equal to zero. This constitutes a contradiction to the null-net
property for σ on singleton input sets, thereby establishing the null-net property on arbitrary input
sets. The input anchoring procedure is illustrated in Figure 7. Formalizing this argument will allow
us to prove the following theorem.
Theorem 3. Let σ be a meromorphic nonlinearity on C with infinitely many simple poles and no
poles of higher order. Suppose that σ(R) ⊂ R, and that σ satisfies both the SAC and the CAC. Then
σ satisfies the general (and therefore also the layered) null-net condition on Vin, for every finite set
Vin.
𝑣1 𝑣2
M 
⟨        ⟩M 𝜎≡ 0
𝑣3 𝑣4
𝑤2 𝑤3
𝑢1 𝑢2
𝑤1 𝑤4
0 0 0 0
Fig. 7: A concrete example of anchoring the input at v4 of a network M to a real number a. The
nodes of M (in green) that are connected to v04 , but not to any of the remaining inputs v01, v02, v03 ,
are removed, while the rest of M constitutes Ma. The anchored value a is propagated through the
removed parts of M, resulting in bias alteration at the nodes u1, u2, w2, and w3.
The SAC and the CAC are admittedly rather technical conditions. However, unlike the null-net
condition, which is a “recursive” statement about σ (i.e., a statement about repeated compositions of
affine functions and σ), the alignment conditions are statements about linear combinations of functions.
The significance of Theorem 3 thus lies in bridging the conceptual gap between the identifiability
of single-layer networks and the identifiability of multi-layer networks, at least for meromorphic
nonlinearities with simple poles only. In the present paper, we verify the SAC and the CAC for the
class Σa,b of “tanh-type” nonlinearities introduced next.
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D. The class Σa,b of nonlinearities
Definition 15. Let a, b > 0. The class Σa,b consists of meromorphic functions σ of the form
σ = C +
∑
k∈Z
ck
[
sgn(k) + tanh
(
pib−1( · − ka))], (17)
where C ∈ C, and {ck}k∈Z is a sequence of complex numbers such that supk∈Z |ck|e−pia′|k|/b <∞,
for some a′ ∈ (0, a), and at least one ck is nonzero.
Theorem 4. Let a, b > 0 and let σ ∈ Σa,b. Then σ satisfies the SAC and the CAC.
The proof of Theorem 4 is a generalization of the arguments presented above establishing the SAC
and the CAC for the tanh nonlinearity. Specifically, it relies on the ib-periodicity of the nonlinearities
in Σa,b and the lattice geometry of their poles. As the proof involves the application of various “point
density” techniques (such as the Kronecker-Weyl equidistribution theorem) to the poles of functions
of the form σ(β · + γ + (1/·)) (where  is an ABC), Theorem 4 can be seen as a far-reaching
refinement of the “Deconstruction Lemma” in [14]. We finally remark that our techniques can be
adapted to prove the SAC and the CAC for nonlinearities of the form σ(z) = r(ez), where r is a
bounded non-constant real rational function with only simple poles.
The implications of Theorems 1, 2, 3, and 4 can now be summarized as follows:
Theorem 5. Let a, b > 0, σ ∈ Σa,b, D ∈ N, and let Vin be a nonempty finite set. Then (N Vin,DG , σ)
and (N Vin,DL , σ) are identifiable up to
σ∼.
In particular, as Lemma 2 implies that tanh-isomorphism is the relation ∼±, and tanh ∈ Σ1,pi,
Theorem 5 specializes to the following result.
Proposition 2. Let Vin be a nonempty finite set and D ∈ N. Then (N Vin,DG , tanh) and (N Vin,DL , tanh)
are identifiable up to ∼±.
We remark that the characterization of irreducibility for the tanh nonlinearity according to Lemma 1
directly generalizes the concept of irreducibility in [13], and is analogous to the no-clones condition
introduced in [16].
E. Nonlinearities in Σa,b with exotic affine symmetries
Note that, given an arbitrary ζ ∈ R and a finite set of real numbers {(αs, βs, γs)}s∈I , it is not clear
whether there exists a nonlinearity with the affine symmetry (ζ, {(αs, βs, γs)}s∈I). It is likewise
unclear if such a nonlinearity exists that additionally satisfies the null-net condition. Even though
the existence of such nonlinearities would be desirable to justify the generality of the theory of ρ-
modification and ρ-isomorphism presented in Section II, this is likely a difficult open problem. We
are, however, able to offer a partial solution by showing that the class Σa,b contains nonlinearities with
(infinitely many) distinct affine symmetries that are more involved than the trivial and odd symmetries
of the tanh function.
Proposition 3. Let {αk}nk=0 be arbitrary nonzero real numbers with n ≥ 1. Then there exist b > 0,
ζ ∈ R, and a σ ∈ Σ1,b such that (ζ, {(αk, 1, k)}nk=0) is an affine symmetry of σ.
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F. Organization of the remainder of the paper
We conclude this section by laying out the organization of the remainder of the paper. In Section
IV, we formalize the concepts of ρ-modification and ρ-isomorphism and prove Theorems 1 and
2. In Section V, we analyze the pole structure of network maps with a meromorphic nonlinearity
satisfying the SAC and the CAC, providing a formal proof of (a strengthened version of) Proposition
1. In Section VI, we introduce the procedure of input anchoring, allowing us to prove Theorem 3, and
in Section VII, we analyze the fine properties of Σa,b–nonlinearities, allowing us, in turn, to prove
Theorem 4. Finally, the Appendix contains the proofs of various ancillary results needed throughout
the paper.
IV. THE ρ-ISOMORPHISM AND THE NULL-NET THEOREMS
A. Irreducibility, regularity, ρ-modification, and the ρ-isomorphism
We begin this chapter by formalizing the concepts of irreducibility and regularity, already introduced
informally in Section II.
Definition 16 (Irreducibility). Let N = (V,E, Vin, Vout,Ω,Θ,Λ) be a GFNN with D-dimensional
output, and let ρ : R→ R be a nonlinearity. Let U ⊂ V be a set of nodes, and suppose the following
hold:
(i) the nodes in U have a common parent set P ⊂ V , i.e., par(u) = P , for all u ∈ U ,
(ii) there exist sets of nonzero real numbers {κv}v∈P and {βu}u∈U such that {ωuv}v∈P = βu{κv}v∈P ,
for all u ∈ U , and
(iii) there exist a ζ ∈ R and nonzero real numbers {αu}u∈U such that (ζ, {(αu, βu, θu)}u∈U ) is an
affine symmetry of ρ.
We then say thatN is ρ –reducible. Whenever we wish to specify the set U causing the reducibility, we
will say that N is (ρ, U)–reducible. Finally, a GFNN that is not reducible will be called irreducible.
Definition 17 (Regularity). We say that a GFNN is regular if it is irreducible and non-degenerate
according to Definition 5. The set of all regular GFNNs, repectively regular LFNNs, with D-
dimensional output and input set Vin is denoted by N
Vin,D
G and N
Vin,D
L , respectively.
We now formalize symmetry modification, introduced informally in Section II. Before providing
the formal definition, we motivate the concept by describing how an affine symmetry can be used to
replace a single node in the network by newly-created nodes. Thus, let N be a GFNN, and let u∗ be
a non-input node of N to be replaced. Let P = par(u∗), and suppose that B ⊂ V \ {u∗} is a set of
nodes with parent set P and such that there exist nonzero real numbers {κv}v∈P and {βu}u∈{u∗}∪B
satisfying {ωuv}v∈P = βu{κv}v∈P , for all u ∈ {u∗} ∪B. Suppose furthermore that the nonlinearity
ρ has an affine symmetry
(
ζ, {(αu, βu, θu)}u∈{u∗}∪B ∪ {(α′p, β′p, γ′p)}np=1
)
. Now, if w is a node of N
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with u∗ ∈ par(w), then, writing KP (t) =
∑
v∈P κv〈v〉ρ(t), we have
〈w〉ρ,N (t) = ρ
( ∑
u∈par(w)
ωwu〈u〉ρ(t) + θw
)
= ρ
( ∑
u∈{u∗}∪(B ∩ par(w))
ωwu ρ
(
βuKP (t) + θu
)
+
∑
u∈par(w)\({u∗}∪B)
ωwu〈u〉ρ(t) + θw
)
= ρ
( ∑
u∈B ∩ par(w)
(
ωwu − αuωwu∗αu∗
)
ρ
(
βuKP (t) + θu
)
+
∑
u∈B\par(w)
−αuωwu∗αu∗ ρ
(
βuKP (t) + θu
)
+
n∑
p=1
−α′pωwu∗αu∗ ρ
(
β′pKP (t) + γ
′
p
)
+
∑
u∈par(w)\({u∗}∪B)
ωwu〈u〉ρ(t) + θw + ζωwu∗αu∗
)
,
(18)
for t ∈ R. Therefore, N can be modified without changing the map 〈w〉ρ,N by removing the node
u∗, replacing the weights ωwu by ωwu− αuωwu∗αu∗ , for u ∈ B∩par(w), creating new edges (u,w) with
weights −αuωwu∗αu∗ , for u ∈ B \par(w), adjoining n new nodes {u′1, . . . , u′n} with biases γ′p, incoming
edges (v, u′p) with weights β′pκv, for v ∈ P , and outgoing edges (u′p, w) with weights −α
′
pωwu∗
αu∗
, and
finally replacing the bias θw by θw+ ζωwu
∗
αu∗
. In this example only the node u∗ was removed. However,
multiple nodes (the set A in the next definition) can be removed at once in a similar manner, provided
a suitable affine symmetry exists. We thus have the following formal definition:
Definition 18 (ρ-modification). Let N = (V,E, Vin, Vout,Ω,Θ,Λ) be an irreducible GFNN with D-
dimensional output, and let ρ : R → R be a nonlinearity. Let A,B ⊂ V , A 6= ∅, be disjoint sets
of non-input nodes with a common parent set P ⊂ V , and let W = {w ∈ V : par(w) ∩ A 6= ∅}.
Suppose the following are satisfied:
(i) there exists an affine symmetry
(
ζ, {(αu, βu, θu)}u∈A∪B ∪ {(α′p, β′p, γ′p)}np=1
)
of ρ with n ≥ 1,
(ii) there exists a set of nonzero real numbers {κv}v∈P such that {ωuv}v∈P = βu{κv}v∈P , for all
u ∈ A ∪B,
(iii) A ⊂ par(w), for all w ∈ W , and there exist nonzero real numbers {νw}w∈W such that
{ωwu}u∈A = νw{αu}u∈A, for all w ∈W ,
(iv) either A∩ Vout = ∅, or A ⊂ Vout and there exist real numbers {µr}Dr=1 such that {λ(r)u }u∈A =
µr{αu}u∈A, for all r ∈ {1, . . . , D}.
We define a GFNN N ′ = (V ′, E′, Vin, V ′out,Ω′,Θ′,Λ′) by modifying N as follows:
– The nodes in A and their incoming and outgoing edges are deleted, and a set C = {u′1, . . . , u′n}
of n new nodes (disjoint from V ) is adjoined to the existing set of nodes V .
– For v ∈ P and u′p ∈ C, an edge (v, u′p) is created and assigned weight β′pκv, and the node up is
assigned bias γ′p.
– For w ∈W and u′p ∈ C, an edge (u′p, w) is created and assigned weight −α′pνw, and the bias θw
is replaced by θw + ζνw.
– For w ∈W and u ∈ B
- if (u,w) /∈ E, an edge (u,w) with weight −αuνw is created; otherwise
- if ωwu − αuνw 6= 0, the weight ωwu is replaced by ωwu − αuνw, and
- if ωwu − αuνw = 0, the edge (u,w) is deleted.
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– If A ∩ Vout = ∅, then set V ′out = Vout and Λ′ = Λ, completing the construction.
– If A ⊂ Vout, then, for every r ∈ {1, . . . , D},
- the output scalar λ(r) is replaced by λ(r) + ζµr,
- for u′p ∈ C, new output scalars λ(r)u′p = −α′pµr are created, and
- for u ∈ B \ Vout, new output scalars λ(r)u = −αuµr are created.
- the set B(r)out = {u ∈ B∩Vout : λ(r)u −αuµr 6= 0} is defined, and, for u ∈ B(r)out, the output scalars
λ
(r)
u are replaced by λ
(r)
u − αuµr.
- Set V ′out = (Vout \ (A ∪B)) ∪
⋃D
r=1B
(r)
out ∪ C completing the construction.
We say that the so-constructed network N ′ is a (ρ ;A,B,C)–modification of N . Whenever it is not
necessary to explicitly specify the sets A, B, and C involved in the modification, we will simply say
that N ′ is a a ρ-modification of N . A ρ-modification that is a regular network is called a regular
ρ-modification.
Note that the set B in Definition 18 is allowed to be empty, but the sets A and C must be nonempty.
In particular, Definition 18 does not encompass ρ-reduction, in contrast to the informal definition of
ρ-modification provided in Section II. This is in order to avoid the scenario described in Figure 5 that
necessitates further alteration to obtain a network without “constant parts”. Moreover, restricting the
number of possibilities in which ρ-modification can be carried out renders the claims of Theorems 1
and 2 stronger.
The following proposition summarizes the properties of GFNNs that are readily seen to be preserved
under ρ-modification.
Proposition 4. Let N1 = (V 1, E1, Vin, V 1out,Ω1,Θ1,Λ1) be a GFNN with D-dimensional output, let
ρ be a nonlinearity, and let N2 = (V 2, E2, Vin, V 2out,Ω2,Θ2,Λ2) be a ρ-modification of N1. Then,
(i) if N1 is layered, then N2 is also layered,
(ii) N1 is a ρ-modification of N2, and
(iii) 〈N1〉ρ = 〈N2〉ρ.
These properties naturally lead to the following definition of isomorphism up to ρ-modification. It
is readily seen that the networks N1, N2, N3, and N4 in Figure 3 are ρc-isomorphic.
Definition 19 (ρ-isomorphism). Let N andM be regular GFNNs with D-dimensional output and the
same input set, and let ρ : R→ R be a nonlinearity. We say that N is ρ-isomorphic to M, and write
N ρ∼M, if there exists a finite sequence N1, . . . ,Nn, n ≥ 1, of regular GFNNs with D-dimensional
output and the same input set such that N1 = N , Nn =M, and, for j ∈ {1, . . . , n− 1}, Nj+1 is a
regular ρ-modification of Nj .
Proposition 5. The binary relation ρ∼ is an equivalence relation on both N Vin,DG and N Vin,DL , and
if N ρ∼M, then 〈N〉ρ = 〈M〉ρ.
Proof. By item (i) of Proposition 4,
ρ∼ is a relation on both N Vin,DG and N Vin,DL . Reflexivity and
transitivity follow immediately from Definition 19. To establish symmetry, let N and M be regular
GFNNs with D-dimensional output, and let ρ : R→ R be a nonlinearity. Suppose that N ρ∼M and
let N1, . . . ,Nn, n ≥ 1, be a sequence of regular GFNNs as in Definition 19. Then, by item (ii) in
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Proposition 4, we know that Nj is a ρ-modification of Nj+1, for all j ∈ {1, . . . , n − 1}, and thus
M = Nn,Nn−1, . . . ,N1 = N is a sequence establishing M ρ∼ N , and thereby symmetry of the
relation
ρ∼. Moreover, we have
〈N〉ρ = 〈N1〉ρ = 〈N2〉ρ = · · · = 〈Nn〉ρ = 〈M〉ρ,
as desired.
We note that trivial networks T Vin, D do not admit any ρ-modifications, and therefore the only
network that is ρ-isomorphic to T Vin, D is T Vin, D itself.
B. Subnetworks and proofs of the null-net theorems
The following proposition is the cornerstone of the null-net theorems.
Proposition 6. Let N1 and N2 be regular GFNNs, both with D-dimensional output and the same
input set Vin, and let ρ be a nonlinearity. Suppose that N1 and N2 are not ρ-isomorphic, and
〈N1〉ρ = 〈N2〉ρ. Then there exists a non-trivial regular GFNN A (layered if N1 and N2 are layered)
with one-dimensional output and input set Vin such that 〈A〉ρ = 0.
The proof of Proposition 6 relies crucially on being able to perform ρ-modification in a manner that
preserves regularity. Unfortunately, neither irreducibility nor non-degeneracy are generally preserved
under ρ-modification. The following proposition, however, tells us that, for every ρ-modification of a
regular GFNN, there exists an alternative (but related) ρ-modification that preserves regularity, which
will suffice for the purpose of proving Proposition 6.
Proposition 7. LetN be a regular GFNN with D-dimensional output, let ρ : R→ R be a nonlinearity,
and let A0, B0 be disjoint sets of nodes of N with a common parent set P such that N admits a
(ρ ;A0, B0, C0)–modification. Then there exist disjoint sets A ⊃ A0 and B of nodes with common
parent set P , and a C ⊂ C0, such that N admits a regular (ρ ;A,B,C)–modification.
The proof of Proposition 7 proceeds via the next two lemmas (proved in the Appendix) that treat
the irreducibility and non-degeneracy aspects of regularity separately. To motivate the first lemma,
we note that ρ-modification can be seen as a process whereby certain nodes A are removed from a
GFNN by replacing their maps with a combination of the maps of nodes B already present in the
GFNN, as well as several “nascent” nodes C. However, if we add too many nascent nodes C at once,
we might provoke a (ρ,B ∪ C ∪D)–reducibility in the resulting network, for some set of nodes D.
Our lemma thus shows that irreducibility can be preserved by “modifying frugally”, i.e., by adding
the least possible number of nodes C that facilitates ρ-modification:
Lemma 3. Let N be an irreducible GFNN with D-dimensional output, let ρ : R → R be a
nonlinearity, and let A,B be disjoint sets of nodes of N with a common parent set P such that
N admits a (ρ ;A0, B0, C0)–modification. Let C ⊂ C0 be a set of least possible cardinality so that
there exist disjoint sets A ⊃ A0 and B of nodes of N with a common parent set P such that N
admits a (ρ ;A,B,C)–modification N ′. Then N ′ is irreducible.
To motivate the second lemma, note that the (ρ ;A,B,C)–modification of a non-degenerate network
N is degenerate precisely if there exists a node u∗ ∈ B that both loses all its outgoing edges in the
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process, and, if u∗ is an output node of N , all its output scalars are set to zero. Degeneracy can thus
be avoided by performing an alternative ρ-modification that, in addition to the nodes in A, removes
such problematic nodes as well.
Lemma 4. Let N be a non-degenerate GFNN with D-dimensional output, let ρ : R → R be a
nonlinearity, and let A,B be disjoint sets of nodes of N with a common parent set such that N
admits a (ρ ;A,B,C)–modification. Then there exists a set B∗ ⊂ B such that N admits a non-
degenerate (ρ ;A ∪B∗, B \B∗, C)–modification N ′.
We are now ready to prove Proposition 7.
Proof of Proposition 7. Let C ⊂ C0 be a subset of minimal cardinality such that N admits a
(ρ ,A′, B′, C)–modification, for some disjoint sets A′ ⊃ A0 and B′ of nodes of N with a common
parent set. Now, as N is regular and hence non-degenerate, we have by Lemma 4 that there exists
a B∗ ⊂ B′ such that N admits a non-degenerate (ρ ;A′ ∪ B∗, B′ \ B∗, C)–modification N ′. As
N is irreducible, it follows by Lemma 3 that N ′ is irreducible, and thus N ′ is the desired regular
ρ-modification of N .
In order to prove Proposition 6, we will also need the following definition of a subnetwork of a
GFNN:
Definition 20 (Subnetwork). Let N = (V,E, Vin, Vout,Ω,Θ,Λ) be a GFNN with D-dimensional
output. A subnetwork of N is a GFNN N ′ = (V ′, E′, V ′in, V ′out,Ω′,Θ′,Λ′) with D′-dimensional
output such that there exists a set S ⊂ V so that
(i) V ′ = anc(S),
(ii) E′ = {(v, v˜) ∈ E : v, v˜ ∈ V ′},
(iii) V ′in ⊃ Vin ∩ V ′,
(iv) Ω′ = {ωv˜v : (v, v˜) ∈ E′},
(v) Θ′ = {θv : v ∈ V ′}.
Whenever we wish to specify explicitly the set S giving rise toN ′, we will say thatN ′ is a subnetwork
of N generated by S.
Note that subnetworks generated by a set S are not unique. They become unique, though, if we also
specify their input and output sets V ′in and V
′
out, and their set of output scalars Λ
′.
Proof of Proposition 6. LetN1 = (V 1, E1, Vin, V 1out,Ω1,Θ1,Λ1) andN2 = (V 2, E2, Vin, V 2out,Ω2,Θ2,Λ2)
be as in the proposition statement, and let M be the set of regular GFNNs M with the following
properties
– the input set of M is Vin,
– M is a subnetwork of N1, and
– N2 is ρ-isomorphic to some regular GFNN containing M as a subnetwork.
We introduce a partial order ≺ on M by setting M′ ≺M if and only if M′ is a subnetwork of M.
Now, letM1 be a maximal element of M with respect to ≺, and let N3 = (V 3, E3, Vin, V 3out,Ω3,Θ3,
Λ3) be a regular GFNN such that N2 ρ∼ N3 and M1 is a subnetwork of N3.
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Note that both N1 and N3 contain M1 as a subnetwork. In particular, the set of nodes of M1 is
given by VM1 = V 1 ∩ V 3. Furthermore, as N2 ρ∼ N3, we have by Proposition 4:
0 =
( 〈N1〉ρ )r − ( 〈N2〉ρ )r = ( 〈N1〉ρ )r − ( 〈N3〉ρ )r
= λ(r),1 − λ(r),3 +
∑
w∈V 1out\V 3out
λ(r),1w 〈w〉ρ,N1
+
∑
w∈V 1out∩V 3out
(
λ(r),1w − λ(r),3w
)
〈w〉ρ,N1 −
∑
w∈V 3out\V 1out
λ(r),3w 〈w〉ρ,N3 ,
(19)
for all r ∈ {1, . . . , D}. We now show the following:
Claim: there exist an r ∈ {1, . . . , D} and a w ∈ V 1out∪V 3out such that at least one of the following
three statements holds:
w ∈ V 1out \ V 3out and λ(r),1w 6= 0,
w ∈ V 1out ∩ V 3out and λ(r),1w − λ(r),3w 6= 0,
w ∈ V 3out \ V 1out and λ(r),3w 6= 0.
(20)
Proof of Claim. Suppose by way of contradiction that this is not the case, i.e., we have
λ(r),1w = 0, for all w ∈ V 1out \ V 3out,
λ(r),1w − λ(r),3w = 0, for all w ∈ V 1out ∩ V 3out, and
λ(r),3w = 0, for all w ∈ V 3out \ V 1out,
for all r. Then, as N1 is non-degenerate, Property (ii) in Definition 5 implies that V 1out \ V 3out = ∅,
i.e., V 1out ⊂ V 3out. Similarly, as N3 is non-degenerate, we have V 3out \ V 1out = ∅, and thus V 1out =
V 3out ⊂ VM1 . But then we have V 1\Vin = VM1 \Vin = V 3\Vin, again by non-degeneracy of N1 and
N3. Next, as λ(r),1w = λ(r),3w , for all w ∈ V 1out = V 3out, it follows from (19) that λ(r),1 = λ(r),3, for all
r ∈ {1, . . . , D}. Thus N1 = N3, contradicting the assumption that N1 and N2 are not ρ-isomorphic.
This establishes the Claim.
Now, for r ∈ {1, . . . , D}, set
Sr = {w ∈ V 1out ∪ V 3out : one of the statements in (20) holds}.
Furthermore, for r ∈ {1, . . . , D} and w ∈ Sr, let
λ(r)w =

λ
(r),1
w , if w ∈ V 1out \ V 3out
λ
(r),1
w − λ(r),3w , if w ∈ V 1out ∩ V 3out
λ
(r),3
w , if w ∈ V 3out \ V 1out
,
and set Λ(r) = {λ(r) := 0} ∪ {λ(r)w : w ∈ Sr} and Λ =
⋃D
r=1 Λ
(r). By the Claim we know that there
exists an r∗ such that Sr∗ 6= ∅. Moreover, as Sr∗ ⊂ V 1out ∪ V 3out, we have Sr
∗ ∩ Vin = ∅.
Now, define the “combined” network A˜ = (V 1∪V 3, E1∪E3, Vin, V 1out∪V 3out,Θ1∪Θ3,Ω1∪Ω3,Λ).
Finally, let A be the subnetwork of A˜ generated by Sr∗ , with input set Vin, output set Sr∗ , and
output scalars Λ(r
∗). Then A is non-degenerate by construction, A is not the trivial network T Vin, 1
as Sr
∗ ∩ Vin = ∅, and by (19) we have 〈A〉ρ = 0. Moreover, if N1 and N2 are layered, then N3 is
layered as it is ρ-isomorphic to N2, and hence A is layered as well.
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It remains to show that A is irreducible. As A is a subnetwork of A˜, it suffices to show that A˜
is irreducible. Assume by way of contradiction that A˜ is (ρ, U)–reducible for some U ⊂ V 1 ∪ V 3.
As N1 and N3 are both irreducible, we must have U 6⊂ V 1 and U 6⊂ V 3. In particular, we have
U ∩ V 3 6= ∅, U \ V 3 6= ∅, and the common parent set P of the nodes U is contained in VM1 . By
definition of reducibility, there exist sets of nonzero real numbers {κv}v∈P and {βu}u∈U such that
{ωuv}v∈P = βu{κv}v∈P , for all u ∈ U , as well as a ζ ∈ R and nonzero real numbers {αu}u∈U such
that (ζ, {(αu, βu, θu)u∈U}) is an affine symmetry of ρ. Now, by definition of affine symmetry,∑
u∈U
αu ρ(βut+ θu) = ζ 1(t), for all t ∈ R. (21)
Fix an arbitrary node u∗ ∈ U ∩ V 3 and let B0 := (U ∩ V 3) \ {u∗}. Then (21) can be rearranged to
get [
αu∗ρ(βu∗t+ θu∗) +
∑
u∈B0
αu ρ(βut+ θu)
]
+
∑
u∈U\V 3
αu ρ(βut+ θu) = ζ 1(t), t ∈ R.
It follows that N3 admits a
(
ρ ; {u∗}, B0, U \ V 3
)
–modification. Now, by Proposition 7, there exist
disjoint sets A ⊃ {u∗} and B of nodes of N3 with parent set P and a C ⊂ U \ V 3 ⊂ V 1 \ V 3
such that N3 admits a regular (ρ ;A,B,C)–modification N4. In particular C 6= ∅, and thus an
arbitrary subnetwork M2 of N1 generated by C ∪ VM1 is an element of M with M1 ≺ M2 and
M1 6=M2, contradicting the maximality ofM1. This establishes that A˜ is irreducible and concludes
the proof.
Definition 21 (General null-net condition). Let ρ be a nonlinearity and Vin a finite set. We say that
ρ satisfies the general null-net condition on Vin if the only regular GFNN A with one-dimensional
output and input set Vin such that 〈A〉ρ = 0 on RVin is the trivial network T Vin, 1.
Theorem 6 (Null-net theorem for GFNNs). Let N Vin,DG be the set of all regular GFNNs with input
set Vin and D-dimensional output, and let ρ be a nonlinearity. Then (N
Vin,D
G , ρ) is identifiable up
to
ρ∼ if and only if ρ satisfies the general null-net condition on Vin.
The general null-net condition and Theorem 6 have corresponding versions for layered networks:
Definition 22 (Layered null-net condition). Let ρ be a nonlinearity and Vin a finite set. We say that
ρ satisfies the layered null-net condition on Vin if the only regular LFNN A with one-dimensional
output and input set Vin such that 〈A〉ρ = 0 on RVin is the trivial network T Vin, 1.
Theorem 7 (Null-net theorem for LFNNs). Let N Vin,DL be the set of all regular LFNNs with input
set Vin and D-dimensional output, and let ρ be a nonlinearity. Then (N
Vin,D
L , ρ) is identifiable up
to
ρ∼ if and only if ρ satisfies the layered null-net condition on Vin.
As the proofs of Theorems 6 and 7 are completely analogous, we present them jointly. The proof
is a straightforward consequence of Proposition 6.
Proof of Theorems 6 and 7. Proposition 5 implies immediately that
ρ∼ satisfies (5) for both (N Vin,DG , ρ)
and (N Vin,DL , ρ). Next, suppose that (N
Vin,D
G , ρ) (respectively (N
Vin,D
L , ρ)) is not identifiable up to
ρ∼, and let N1,N2 ∈ N Vin,DG (respectively N1,N2 ∈ N Vin,DL ) be non-ρ-isomorphic and such that
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〈N1〉ρ = 〈N2〉ρ. Then, by Proposition 6, there exists a non-trivial regular GFNN (respectively LFNN)
A with one-dimensional output and input set Vin such that 〈A〉ρ = 0. Therefore, ρ fails the general
(respectively layered) null-net condition on Vin.
Conversely, suppose that ρ does not satisfy the general (respectively layered) null-net condition on
Vin, and let A be a non-trivial regular GFNN (respectively LFNN) with one-dimensional output such
that 〈A〉ρ = 0. Then the networks T Vin, 1 and A are regular GFNNs (respectively LFNNs) satisfying〈T Vin, 1〉ρ = 0 = 〈A〉ρ, and are not ρ-isomorphic (simply as the only network that is ρ-isomorphic
to T Vin, D is T Vin, D itself). Hence, (N Vin,DG , ρ) (respectively (N Vin,DL , ρ)) is not identifiable up to
ρ∼, completing the proof.
V. POLE CLUSTERING FOR SINGLE-INPUT NETWORK MAPS WITH A MEROMORPHIC
NONLINEARITY SATISFYING THE SAC AND THE CAC
In the following, we write D(a, r) = {z ∈ C : |z − a| ≤ r} and D◦(a, r) = {z ∈ C : |z − a| < r}
respectively for the closed and open disk in C of radius r ≥ 0 centered at a ∈ C.
Throughout this section we fix a meromorphic nonlinearity σ such that
– σ(R) ⊂ R,
– σ has infinitely many simple poles and no poles of higher order, and
– σ satisfies the SAC and the CAC.
In this section we formally establish that the map of every non-trivial regular GFNN N with 1-
dimensional output and a singleton input set can be analytically continued to a domain with countable
complement in C, and that the set of simple poles of 〈N〉σ is nonempty. We will, in fact, prove a
much stronger result about the structure of the singularities of 〈N〉σ. In order to state this result, we
need the concept of clustering depth introduced next.
Definition 23 (Cluster sets and clustering depth). Let E ⊂ C be a set and let z ∈ C be a point.
(i) For a nonnegative integer k we define the kth cluster set Ck(E) of E inductively as follows:
– We set C0(E) = E, and
– for k ≥ 1, we let Ck(E) be the set of cluster points of Ck−1(E).
(ii) We define the clustering depth LC(E) of E as the least k for which Ck(E) = ∅, if such a k
exists, and otherwise we set LC(E) =∞.
(iii) We define the clustering depth of E at z by
LC(E, z) := lim
ε→0
LC(E ∩D◦(z, ε)) = inf
ε>0
LC(E ∩D◦(z, ε)).
Note that the limit as ε → 0 in the previous definition always exists, as LC(E ∩ D◦(z, ε)) is an
increasing function of ε. The following lemma lists some of the properties of cluster sets and clustering
depth.
Lemma 5. Let E,F ⊂ C be sets, let z ∈ C be a point, and let k be a nonnegative integer. Then
(i) C1(E) is closed,
(ii) the closure E of E satisfies E = E ∪ C1(E),
(iii) if LC(E, z) ≥ 1, then either z ∈ E or z is a cluster point of E,
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(iv) if E ⊂ F , then Ck(E) ⊂ Ck(F ),
(v) Ck(E ∪ F ) = Ck(E) ∪ Ck(F ), and
(vi) LC(E ∪ F ) = max{LC(E), LC(F )}.
We are now ready to state the main result of this section, which strengthens Proposition 1.
Proposition 8. LetN = (V,E, {v in}, Vout,Ω,Θ,Λ) be a non-trivial regular GFNN with 1-dimensional
output and a singleton input set {v in}. Then
(i) 〈N〉σ can be analytically continued to a domain with countable complement in C,
(ii) writing D〈N〉σ for the natural domain of 〈N〉σ and PN ⊂ C \D〈N〉σ for its set of simple poles,
we have C \ D〈N〉σ = PN , and
(iii) LC(PN ) = L(N ).
Note that this result immediately implies Proposition 1 since the depth of a non-trivial GFNN N is
at least one, and hence LC(PN ) = L(N ) ≥ 1 implies that PN 6= ∅. We remark that Statement (ii) of
Proposition 8 is equivalent to the assertion that every essential singularity of 〈N〉σ be the limit of a
sequence of its simple poles. The proof of Proposition 8 uses the following auxiliary results, whose
proofs can be found in the Appendix.
Lemma 6. Let f : Df → C be a non-constant holomorphic function on its natural domain Df (with
countable complement in C), and suppose that C \ Df is countable. Furthermore, let g : Dg → C
be a meromorphic function on C with a nonempty set of poles P . Then g ◦ f can be analytically
continued to D := {z ∈ Df : f(z) ∈ C \ P}, and D has countable complement in C.
Lemma 7. Let ρ : R → R be a nonlinearity, and let J be a finite index set. Suppose that
{(αs, βs, γs)}s∈J are triples of real numbers such that
∑
s∈J αsρ(βs · + γs) is constant. Assume
j∗ ∈ J is such that αj∗ 6= 0. Then there exist a set I ⊂ J such that j∗ ∈ I, and real {α˜s}s∈I such
that α˜j∗ 6= 0 and (ζ, {(α˜s, βs, γs)}s∈I) is an affine symmetry of ρ, for some ζ ∈ R.
Proof of Proposition 8. The proof follows the argument outlined in Section III. We proceed by
induction on L(N ). To establish the base case, we assume that L(N ) = 1, and enumerate the
nodes V \ {v in} as {u1, . . . , uD1}. Now, as N is non-degenerate, we have Vout = {u1, . . . , uD1},
and so we can write
〈N〉σ(z) = λ(1) +
D1∑
j=1
λ(1)uj σ(ωujv inz + θuj ), for z ∈ D〈N〉σ ,
where λ(1)uj 6= 0, for all j ∈ {1, . . . , D1}. Therefore, 〈N〉σ is meromorphic on C, and so Statements
(i) and (ii) hold immediately. To show Statement (iii), note that PN is discrete (simply as 〈N〉σ
is meromorphic), and so PN = PN and LC(PN ) ≤ 1. It therefore suffices to show that PN is
nonempty, as we will then have LC(PN ) ≥ 1. Suppose by way of contradiction that PN is empty.
Then, in particular, PN is bounded, and so the SAC for σ implies that 〈N〉σ is constant. Thus,∑D1
j=1 λ
(1)
uj σ(ωujv in · + θuj ) is constant, and hence, by Lemma 7, there exist a nonempty set U ⊂
{u1, . . . , uD1} and real numbers ζ and {αu}u∈U such that (ζ, {(αu, ωuv in , θu)}u∈U ) is an affine
symmetry of σ. This implies that N is (σ, U)–reducible, which stands in contradiction to the regularity
of N , and thus establishes that PN is nonempty.
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We proceed to the induction step. Suppose that L(N ) ≥ 2 and assume that the claim of the
proposition holds for all non-trivial regular GFNNs N ′ with 1-dimensional output, input set {v in},
and depth L(N ′) < L(N ). We can now write
〈N〉σ(z) = f(z) +
∑
w∈V >1out
λ(1)w σ
(〈Nw〉σ(z)), for z ∈ D〈N〉σ , (22)
where Nw, for w ∈ V >1out := {w ∈ Vout : lv(w) > 1}, are non-trivial regular GFNNs with input set
{v in} and depth L(Nw) < L(N ), and f : Df → C, given by
f(z) = λ(1) +
∑
w∈Vout
lv(w)=1
λ(1)w σ(ωwv inz + θw),
is a meromorphic function with simple poles only.
For Statement (i), we first observe that, for w ∈ V >1out , the induction hypothesis for Nw implies that
〈Nw〉σ is non-constant and can be analytically continued to a domain with countable complement
in C. Thus, by Lemma 6, we have that σ ◦ 〈Nw〉σ also analytically continues to a domain with
countable complement in C, and, in particular, its natural domain Dσ◦〈Nw〉σ is well-defined. Next,
note that 〈N〉σ can be analytically continued to the set
D := Df ∩
⋂
w∈V >1out
Dσ◦〈Nw〉σ .
Then, as f is meromorphic and C \ Dσ◦〈Nw〉σ is countable, for every w ∈ V >1out , we have that C \ D
is countable, establishing Statement (i) for N . (Note that the natural domain D〈N〉σ can be a strict
superset of D, e.g., if there is a point in C that is a simple pole of σ ◦ 〈Nw1〉σ and σ ◦ 〈Nw2〉σ for
distinct w1 and w2, their residues could be such that the pole disappears in the linear combination
(22)).
For Statement (ii), we begin by noting that, as C\D〈N〉σ is countable, every element of C is a point
of analyticity, a pole, or an essential singularity of 〈N〉σ, and we can thus write C\D〈N〉σ = PN∪EN ,
where PN is the set of simple poles of 〈N〉σ and EN is the set of its essential singularities and poles
of higher order. Now, as C1(PN ) ⊂ EN , in order to complete the proof of Statement (ii) for N ,
it suffices to establish that EN ⊂ C1(PN ). To this end, note that the induction hypothesis for Nw
implies that we can write C \ D〈Nw〉σ = Pw ∪ Ew, where D〈Nw〉σ is the natural domain of 〈Nw〉σ,
Pw is its set of simple poles, and Ew = Pw \ Pw = C1(Pw) is the set of its essential singularities,
for w ∈ V >1out .
Then, recalling (22) and the fact that f and σ are meromorphic with simple poles only, we have
C
∖ ⋃
w∈V >1out
Pw =
⋂
w∈V >1out
D〈Nw〉σ ⊂ C \ EN ,
and thus EN ⊂
⋃
w∈V >1out Pw. It will therefore be enough to show that⋃
w∈V >1out
Pw = C1(PN ). (23)
To this end, first note that we immediately have C1(PN ) ⊂ EN ⊂
⋃
w∈V >1out Pw. For the reverse
inclusion, we let p ∈ ⋃w∈V >1out Pw, and distinguish between the cases p /∈ ⋃w∈V >1out Ew and p ∈⋃
w∈V >1out Ew.
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The case p /∈ ⋃w∈V >1out Ew. Fix an arbitrary w∗ ∈ V >1out such that p ∈ Pw∗ and set V ∗out = {w ∈
V >1out : p ∈ Pw}. Now, for w ∈ V ∗out, as p is a simple pole of 〈Nw〉σ, we can write
〈Nw〉σ(z) = βw
z − p + γw + w(z − p), (24)
for z in an open neighborhood of p, where βw ∈ C \ {0}, γw ∈ C, and w : Dw → C is an ABC.
Then, using (24) in (22) and performing the variable substitution z′ = 1z−p yields
〈N〉σ (p+ 1/z′) = (f + g) (p+ 1/z′)+ ∑
w∈V ∗out
λ(1)w σ
(
βw z
′ + γw + w(1/z′)
)
, (25)
for all z′ ∈ C of sufficiently large modulus, where
g(z) =
∑
w∈V >1out \V ∗out
λ(1)w σ
(〈Nw〉σ(z)).
Now, due to the case assumption p /∈ ⋃w∈V >1out Ew, we have that 〈Nw〉σ is analytic at p, for all
w ∈ V >1out \ V ∗out, and so g is analytic on a punctured neighborhood of p. Thus, according to (25), we
will have p ∈ C1(PN ), unless the set of poles of
z′ 7−→
∑
w∈V ∗out
λ(1)w σ
(
βw z
′ + γw + w(1/z′)
)
(26)
is bounded. Suppose by way of contradiction that the set of poles of (26) is bounded. Then, by the
CAC for σ, there exists a nonempty U ⊂ V ∗out such that β−1w1 w1 = β−1w2 w2 , for all w1, w2 ∈ U , and
the set of poles of
fU :=
∑
w∈U
λ(1)w σ (βw ·+γw) (27)
is bounded. This and (24) together imply that
β−1w1 〈Nw1〉σ − β−1w2 〈Nw2〉σ =
(
β−1w1 γw1 − β−1w2 γw1
)
1 (28)
is constant, for all w1, w2 ∈ U . We next establish the following claim.
Claim 1: Writing Yw = parN (w), for w ∈ U , we have
Y := Yw1 = Yw2 and
β−1w1 {ωw1v}v∈Y = β−1w2 {ωw2v}v∈Y ,
(29)
for all w1, w2 ∈ U , and there exists a ϑ ∈ R such that βwe−iϑ ∈ R, for all w ∈ U .
Proof of Claim 1. We argue by contradiction, so suppose that the claim is false. Then there exist
distinct w1, w2 ∈ U such that either Yw1 6= Yw2 or
Y := Yw1 = Yw2 and β
−1
w1 {ωw1v}v∈Y 6= β−1w2 {ωw2v}v∈Y .
Next, let
Z Re1 = {v ∈ Yw1 \ Yw2 : Re(β−1w1 ωw1v) 6= 0},
Z Re2 = {v ∈ Yw1 ∩ Yw2 : Re(β−1w1 ωw1v − β−1w2 ωw2v) 6= 0},
Z Re3 = {v ∈ Yw2 \ Yw1 : Re(β−1w2 ωw2v) 6= 0}, and
S Re = Z Re1 ∪ Z Re2 ∪ Z Re3 ,
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and define the sets Z Im1 , Z
Im
2 , Z
Im
3 , and S
Im analogously. Then, by our assumption, at least one of
S Re and S Im must be nonempty. Suppose for now that S Re 6= ∅. Next, set
λ(1),N
′
v =

β−1w1 ωw1v, if v ∈ Z Re1
β−1w1 ωw1v − β−1w2 ωw2v, if v ∈ Z Re2
−β−1w2 ωw2v, if v ∈ Z Re3
, for v ∈ S Re,
and
ΛN
′
= {λ(1),N ′ := Re(β−1w1 θw1 − β−1w2 θw2)} ∪ {λ(1),N
′
v : w ∈ S Im}, (30)
and define N ′ = (V N ′ , EN ′ , {v in}, SRe,ΩN ′ ,ΘN ′ ,ΛN ′) to be the subnetwork of N with one-
dimensional output generated by S. Then N ′ is a regular GFNN of depth L(N ′) < L(N ), and, as
lvN (w) > 1, for w ∈ U ⊂ V >1out , we have that N ′ is non-trivial. It hence follows by the induction
hypothesis for N ′ that the set PN ′ of poles of N ′ satisfies LC(PN ′) = L(N ′) ≥ 1. In particular, we
have PN ′ 6= ∅. On the other hand,
〈N ′〉σ = Re (β−1w1 θw1 − β−1w2 θw2)+ ∑
v∈Z Re1
Re
(
β−1w1 ωw1v
) 〈v〉σ,N
+
∑
v∈Z Re2
Re
(
β−1w1 ωw1v − β−1w2 ωw2v
) 〈v〉σ,N − ∑
v∈Z Re3
Re
(
β−1w2 ωw2v
) 〈v〉σ,N
= Re
(
β−1w1 θw1 − β−1w2 θw2 +
∑
v∈Yw1\Yw2
β−1w1 ωw1v 〈v〉σ,N
+
∑
v∈Yw1∩Yw2
(
β−1w1 ωw1v − β−1w2 ωw2v
) 〈v〉σ,N − ∑
v∈Yw2\Yw1
β−1w2 ωw2v 〈v〉σ,N
)
= Re
(
β−1w1 〈Nw1〉σ − β−1w2 〈Nw2〉σ
)
= Re
(
β−1w1 γw1 − β−1w2 γw1
)
1,
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showing that 〈N ′〉σ is constant, which stands in contradiction to PN ′ 6= ∅. An entirely analogous
argument leads to a contradiction in the case S Re = ∅ and S Im 6= ∅, establishing that (29) must
hold. Now, as βw1/βw2 = ωw1v/ωw2v ∈ R, for all w1, w2 ∈ U and v ∈ Y , the βw all have the same
complex argument, and so there must exist a ϑ ∈ R such that βwe−iϑ ∈ R, for all w ∈ U , completing
the proof of Claim 1.
Now, (29) implies that
β−1w1 〈Nw1〉σ − β−1w2 〈Nw2〉σ = β−1w1 θw1 − β−1w2 θw2 ,
which together with (28) gives
β−1w1 (θw1 − γw1) = β−1w2 (θw2 − γw2),
for all w1, w2 ∈ U . Therefore, there exists a c ∈ C such that β−1w (θw − γw) = c, for all w ∈ U .
Hence, recalling (27), we have that the set of poles of∑
w∈U
λ(1)w σ
(
βwe
−iϑ ·+ θw
)
=
∑
w∈U
λ(1)w σ
(
βwe
−iϑ ·+ cβw + γw
)
= fU (e
−iϑ · +c)
is bounded, and so, as βwe−iϑ ∈ R, for all w ∈ U , the SAC for σ implies that
∑
w∈U λ
(1)
w σ
(
βwe
−iϑ ·
+ θw
)
must be constant. Now, Lemma 7 establishes the existence of a nonempty U ′ ⊂ U and real
numbers ζ and {αw}w∈U ′ such that
(
ζ, {(αw, βwe−iϑ, θw)}w∈U ′
)
is a symmetry of σ. On the other
hand, Claim 1 implies that the nodes U ′ have a common parent set Y in N and that there exist
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nonzero real numbers {κv}v∈Y such that {ωwv}v∈Y = βwe−iϑ{κv}v∈Y , for all w ∈ U ′, therefore
implying that N is (σ, U ′)–reducible. This, however, contradicts the assumption that N is regular
and thereby establishes that p ∈ C1(PN ) in the case p /∈
⋃
w∈V >1out Ew.
The case p ∈ ⋃w∈V >1out Ew. Define the sets P ◦u := Pu ∖ ⋃w∈V >1out Ew, for u ∈ V >1out . Then every
element of P ◦u is a cluster point of PN (by the case already established), for every u ∈ V >1out , and
thus p itself will be a cluster point of PN , provided we can establish the existence of a u∗ ∈ V >1out
such that p ∈ C1 (P ◦u∗). This will be an immediate consequence of the following claim.
Claim 2: We have
⋃
w∈V >1out Ew =
⋃
u∈V >1out C1 (P ◦u ).
Proof of Claim 2. For every u ∈ V >1out , we have P ◦u ⊂ Pu, and so
C1(P ◦u ) ⊂ C1(Pu) = Eu ⊂
⋃
w∈V >1out
Ew,
implying that
⋃
u∈V >1out C1 (P ◦u ) ⊂
⋃
w∈V >1out Ew. For the reverse inclusion, we suppose by way of
contradiction that there exists a point y ∈ ⋃w∈V >1out Ew ∖ ⋃u∈V >1out C1 (P ◦u ). Now, for every w ∈ V >1out ,
we have that
LC(Ew, y) ≤ LC(Ew) ≤ LC(Pw) = L(Nw) <∞,
by Statement (iii) for Nw, and so
k := max
w∈V >1out
y∈Ew
LC(Ew, y) <∞. (32)
Let w∗ ∈ V >1out be such that y ∈ Ew∗ and LC(Ew∗ , y) = k. Next, as y is not an element of⋃
u∈V >1out C1 (P ◦u ), it is not a cluster point of P ◦w∗ , and so there exists an ε > 0 such that P ◦w∗ ∩
D◦(y, ε) = ∅. Then, by definition of P ◦w∗ , we have
Pw∗ ∩D◦(y, δ)
∖ ⋃
w∈V >1out
Ew ∩D◦(y, δ) ⊂
(
Pw∗ ∩
⋃
w∈V >1out
Ew
)
∩D◦(y, ε) = P ◦w∗ ∩D◦(y, ε) = ∅,
for every δ ∈ (0, ε), and thus, using item (vi) of Lemma 5, we get
max
w∈V >1out
{
LC(Ew ∩D◦(y, δ))
}
= LC
( ⋃
w∈V >1out
Ew ∩D◦(y, δ)
)
≥ LC(Pw∗ ∩D◦(y, δ)). (33)
On the other hand, as Ew∗ = C1(Pw∗), we have C1(Pw∗ ∩D◦(y, δ)) = Ew∗ ∩D(y, δ) 6= ∅, and so
LC(Pw∗ ∩D◦(y, δ)) = LC(Ew∗ ∩D(y, δ)) + 1 ≥ LC(Ew∗ , y) + 1 = k + 1. (34)
Now, (33) and (34) together yield
max
w∈V >1out
{
LC(Ew, y)
}
= lim
δ→0
max
w∈V >1out
{
LC(Ew ∩D◦(y, δ))
}
≥ k + 1,
and so there must exist a w′ ∈ V >1out such that LC(Ew′ , y) ≥ k + 1. Thus, by item (iii) of Lemma 5
and the fact that Ew′ is closed (which follows from item (i) of the same lemma and Ew′ = C1(Pw′)),
we must have y ∈ Ew′ . But now
max
w∈V >1out
y∈Ew
LC(Ew, y) ≥ LC(Ew′ , y) ≥ k + 1,
which contradicts (32) and thus concludes the proof of Claim 2.
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We have thus established that
⋃
w∈V >1out Pw ⊂ C1(PN ), completing the proof of (23) and thereby
proving Statement (ii) for N .
In order to establish Statement (iii), we use (23) together with item (vi) of Lemma 5 and the
induction hypothesis to argue as follows:
LC
(C1(PN )) = LC( ⋃
w∈V >1out
Pw
)
= max
w∈V >1out
LC
(
Pw
)
= max
w∈V >1out
L(Nw) = L(N )− 1.
This, in particular, implies that C1(PN ) is nonempty (as L(N )− 1 ≥ 1), and hence
LC
(
PN
)
= LC
(C1(PN ))+ 1 = LC (C1(PN ))+ 1 = L(N ),
where we also used C1(PN ) = C1(PN ). This concludes the proof of the proposition.
VI. INPUT ANCHORING AND THE PROOF OF THEOREM 3
A. Input anchoring
In this section, we introduce the procedure of input anchoring, which will allow us to extend the
null-net property for meromorphic symmetries on a singleton input set to input sets of arbitrary size.
This procedure was first introduced in [16] for networks satisfying the so-called no-clones condition,
which constitutes a special case of irreducibility for nonlinearities with no affine symmetries other
than the trivial ones. We now generalize this method to arbitrary nonlinearities σ satisfying the SAC.
This involves finding a precise “topological description” of the set of affine symmetries of σ (in the
sense of Lemma 8 below), as well as applying the Baire category theorem.
Before further discussing input anchoring, we address the case of regular GFNNs having input
nodes without any outgoing edges (which is allowed by Definition 5). Concretely, suppose that
M = (V,E, Vin, Vout,Ω,Θ,Λ) is a non-trivial regular GFNN with one-dimensional output such
that 〈M〉ρ = 0. Then, writing V 0in for the set of input nodes of M without any outgoing edges,
we have V 0in ( Vin, as M is non-trivial. Therefore, we can define a non-trivial regular GFNN
M′ = (V ′, E, V ′in, Vout,Ω,Θ,Λ) with one-dimensional output, obtained from M by deleting the
nodes V 0in. This network also satisfies 〈M′〉ρ = 0, as well as V ′ ⊂ anc(Vout \ V ′in), which can be
viewed as a stronger version of Property (i) of Definition 5. Thus, we can henceforth work w.l.o.g.
with networks satisfying the following strong regularity condition.
Definition 24 (Strong non-degeneracy and strong regularity). Let M = (V,E, Vin, Vout,Ω,Θ,Λ) be
a GFNN. We say that M is strongly non-degenerate if it is non-degenerate and V = anc(Vout \Vin).
We call M strongly regular if it is strongly non-degenerate and irreducible.
Now, let M = (VM, EM, VMin , VMout,ΩM,ΘM,ΛM) be a strongly regular GFNN with one-
dimensional output identically equal to zero. Enumerate the input nodes according to VMin = {v01, . . . ,
v0D0}, and suppose that D0 ≥ 2. Let a ∈ R and let ρ be a nonlinearity. We seek to construct a non-
trivial GFNNMa = (VMa , EMa , VMain , VMaout ,ΩMa ,ΘMa ,ΛMa) with one-dimensional output, input
set VMain = {v01, . . . , v0D0−1} satisfying VMaout = VMout ∩ VMa , and the following two properties:
(IA-1) For all w ∈ VMaout ,
〈w〉ρ,Ma(t1, t2, . . . , tD0−1) = 〈w〉ρ,M(t1, t2, . . . , tD0−1, a) ,
for all (t1, t2, . . . , tD0−1) ∈ RD0−1 (after identifying RVin with RD0).
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(IA-2) For all w ∈ VMout \ VMaout , the function RD0−1 → R given by
(t1, t2, . . . , tD0−1) 7→ 〈w〉ρ,M(t1, t2, . . . , tD0−1, a)
is constant, and we denote its value by 〈w〉ρ,M(a).
As VMain ⊂ VMin \ {v0D0}, the network Ma will, indeed, have fewer input nodes than M.
Suppose now that Ma is such a network. Then, as M is assumed to have identically zero output,
we have
λ(1),M +
∑
w∈VMout
λ(1),Mw 〈w〉ρ,M (t1, t2, . . . , tD0−1, a) = 0,
for all (t1, t2, . . . , tD0−1) ∈ RD0−1, where λ(1),Mw 6= 0, for all w ∈ VMout, by non-degeneracy of M.
This can be rewritten asλ(1),M + ∑
w∈VMout\VMaout
λ(1),Mw 〈w〉ρ,M(a)
1 + ∑
w∈VMaout
λ(1),Mw 〈w〉ρ,Ma = 0,
and thus the output scalars ΛMa can be chosen so that the output of Ma is identically zero.
In the following definition, we provide the desired network Ma, and we refer the reader to Figure
7 in Section III for an illustration of this construction.
Definition 25. Let M = (VM, EM, VMin , VMout,ΩM,ΘM,ΛM) be a strongly regular GFNN with
one-dimensional output, and input nodes VMin = {v01, . . . , v0D0}, D0 ≥ 2. Let a ∈ R, and let ρ be
a nonlinearity such that 〈M〉ρ = 0. The network obtained from M by anchoring the input v0D0 to
a with respect to ρ is the GFNN Ma = (VMa , EMa , VMain , VMaout ,ΩMa ,ΘMa ,ΛMa) given by the
following:
– VMa = {v ∈ VM : {v01, . . . , v0D0−1} ∩ ancM({v})} 6= ∅,
– EMa = {(v, v˜) : v, v˜ ∈ VMa},
– VMain = {v01, . . . , v0D0−1} and VMaout = VMout ∩ VMa ,
– ΩMa = {ωv˜v : (v, v˜) ∈ EMa}.
– For a node v ∈ VM \ VMa , we define recursively
av =
a, v = v0D0ρ(∑u∈parM(v)ωvuau + θv) , v 6= v0D0 . (35)
(Note that this is well-defined, as parM(v) ⊂ VM \ VMa whenever v ∈ VM \ VMa .) Now, for
v ∈ VMa , let
θ˜v = θv +
∑
u∈parM(v)\VMa
ωvuau, (36)
and set ΘMa = {θ˜v : v ∈ VMa}.
– Set λ(1),Ma = λ(1),M+
∑
w∈VMout\VMaout λ
(1),M
w aw and ΛMa = {λ(1),Ma} ∪ {λ(1),Mw : w ∈ VMaout }.
The network Ma satisfies (IA-1) and (IA-2) by construction, and therefore 〈Ma〉ρ = 0 by the
choice of the output scalars of Ma. Moreover, Ma is strongly non-degenerate. To see this, take an
arbitrary v ∈ VMa . Then, by strong non-degeneracy of M, there exists a w ∈ VMout \ VMin such
that v ∈ ancM(w). As w is connected directly with a node in VMa , it follows that w ∈ VMa ,
and so w ∈ VMaout \ VMain . Therefore, v ∈ ancMa(w), and, as v was arbitrary, we obtain VMa ⊂
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⋃
w∈VMaout \VMain ancMa(w) = ancMa(V
Ma
out \ VMain ). On the other hand, Property (ii) of Definition 5
follows from VMaout ⊂ VMout and the fact that Ma inherits the output scalars from M. This establishes
that Ma is strongly non-degenerate. Finally, if M is layered, then so is Ma.
However, Ma is not, in general, guaranteed to be irreducible. Consider, for instance, the network
M in Figure 7. As the biases of the nodes u1, u2, w2, w3 are changed, the network Ma may be
(ρ, {u1, u2})–reducible or (ρ, {w2, w3})–reducible, or both. This is unfortunate, as our program for
proving Theorem 3 envisages maintaining regularity when constructing networks with zero output.
However, this nuisance can be circumvented, as the following lemma says that, for real meromorphic
nonlinearities satisfying the SAC, either there exists some value of a ∈ R such that the network Ma
is, indeed, irreducible, or it is possible to select a strongly regular subnetwork N of M with input
{v0D0} and identically zero output. This will be sufficient for our purposes.
Proposition 9 (Input anchoring). Let M = (VM, EM, VMin , VMout,ΩM,ΘM,ΛM) be a strongly
regular GFNN with one-dimensional output and input nodes VMin = {v01, . . . , v0D0}, D0 ≥ 2. Let σ
be a nonlinearity such that σ(R) ⊂ R, and suppose that σ is meromorphic on C and satisfies the
SAC. Finally, suppose that 〈M〉σ = 0, and let Ma denote the network obtained by anchoring the
input v0D0 to some a ∈ R with respect to σ, according to Definition 25. Then one of the following
two statements must be true:
(i) There exists an a ∈ R such that Ma is strongly regular.
(ii) There exist a strongly regular subnetwork N = (V N , EN , {v0D0}, V Nout,ΩN ,ΘN ,ΛN ) of M
with one-dimensional output such that 〈N〉σ = 0.
The proof of Proposition 9 requires the following auxiliary result, whose proof can be found in
the Appendix.
Lemma 8. Let σ be a meromorphic nonlinearity on C satisfying the SAC. Furthermore, let {βs}s∈I
be a finite set of nonzero real numbers. Then
Γ :=
{
(γs)s∈I ∈ RI :
(ζ, {(αs, βs, γs)}s∈I) is an affine symmetry of σ for
some ζ ∈ R and nonzero real numbers {αs}s∈I
}
is a (possibly empty) countable union of parallel lines in RI . More specifically, there exists a countable
set Γ′ ⊂ RI such that Γ = ⋃γ′∈Γ′{(γ′s + tβs)s∈I : t ∈ R}.
Proof of Proposition 9. For a subset U of nodes of M define
EU = {a ∈ R : U ⊂ VMa and Ma is (σ, U)–reducible}.
Suppose that Statement (i) is false, so that, for every a ∈ R, there exists a U ⊂ VM such that
a ∈ EU . We can then write R as a finite union
R =
⋃
U⊂VM
EU ,
and, as R is a complete metric space and the union over the subsets of VM is finite, it follows by
the Baire category theorem [20, Thm. 5.6] that there exists a U ⊂ VM such that EU is not meagre
in R, i.e., it is not a countable union of nowhere dense sets. Fix such a set U , let P be the common
parent set inMa of the nodes in U , let {κv}v∈P and {βu}u∈U be such that {ωuv}v∈P = βu{κv}v∈P ,
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for all u ∈ U , and set P ′ = ⋃u∈U (parM(u) \ P ). Note that, for v ∈ P ′, the map 〈v〉σ,M depends
on v0D0 , but not on the remaining input nodes {v01, . . . , v0D0−1} ofM, so we can write 〈v〉σ,M(a) for
the value of 〈v〉σ,M at an arbitrary point (t1, . . . , tD0−1, a) ∈ RVin . Now, the bias of every u ∈ U in
Ma is given by
ξu(a) := θu +
∑
v∈P ′∩parM(u)
ωuv〈v〉σ,M(a).
As σ is a meromorphic function satisfying the SAC and σ(R) ⊂ R, we know by Lemma 8 that the
set
Γ :=
{
(γu)u∈U ∈ RU :
(ζ, {(αu, βu, γu)}u∈U ) is an affine symmetry of σ for
some ζ ∈ R and nonzero real numbers {αu}u∈U
}
is a countable union of parallel lines in RU , i.e., there exists a countable set Γ′ ⊂ RU such that
Γ =
⋃
γ′∈Γ′ Γγ′ , where Γγ′ := {(γ′u + tβu)u∈U : t ∈ R}. Note that, by definition of reducibility, we
have (ξu(a))u∈U ∈ Γ, for all a ∈ EU , and thus we can partition EU according to EU =
⋃
γ′∈Γ′ E
γ′
U ,
where
Eγ
′
U := {a ∈ EU : (ξu(a))u∈U ∈ Γγ′}, for γ′ ∈ Γ′.
Now, as EU is not a countable union of nowhere dense sets, and Γ′ is countable, there must exist a
γ′ ∈ Γ′ such that Eγ′U is dense in an open subset of R. Next, consider ϑ ∈ RU such that
∑
u∈U βuϑu =
0. Then ∑
u∈U
(ξu(a)− γ′u)ϑu = 0, (37)
for all a ∈ Eγ′U . As σ(R) ⊂ R, the functions a 7→ ξu(a), for u ∈ U , are holomorphic in a neighborhood
of R. Hence, as Eγ
′
U has a cluster point in R, it follows by the identity theorem [20, Thm. 10.18]
that (37) holds for all a ∈ R. Now, as ϑ was arbitrary, we see that, for every a ∈ R, there exists a
ξ(a) ∈ R such that
(ξu(a)− γ′u)u∈U = ξ(a) · (βu)u∈U .
Then ∑
v∈P ′∩parM(u)
ωuv〈v〉M, σ(a) = −θu + γ′u + βuξ(a), a ∈ R,
for all u ∈ U , and thus, for all u1, u2 ∈ U , we have that∑
v∈P ′∩parM(u1)
β−1u1 ωu1v〈v〉M, σ(a) −
∑
v∈P ′∩parM(u2)
β−1u2 ωu2v〈v〉M, σ(a) = β−1u1 (γ′u1 − θu1)− β−1u2 (γ′u2 − θu2),
(38)
is constant as a function of a ∈ R. We now use this identity to construct a subnetwork N ofM with
one identically zero output and input {v0D0}, thereby establishing Statement (ii) of the proposition.
This will be done analogously to the construction of the network N ′ in the proof of Proposition 8.
Concretely, we proceed by showing that there exist u1, u2 ∈ U , u1 6= u2, such that either
parM(u1) \ P 6= parM(u2) \ P
or
P˜ := parM(u1) \ P = parM(u2) \ P and
β−1u1 {ωu1v}v∈P˜ 6= β−1u2 {ωu2v}v∈P˜ .
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Suppose by way of contradiction that this is not the case. First note that #(U) ≥ 2, as σ is non-
constant. Next, recalling that P ′ =
⋃
u∈U (parM(u) \P ), we have parM(u) \P = P ′, for all u ∈ U ,
and there exists a set of nonzero real numbers {κ˜v}v∈P ′ such that {ωuv}v∈P ′ = βu{κ˜v}v∈P ′ , for
all u ∈ U . Recalling that also {ωuv}v∈P = βu{κv}v∈P , we obtain {ωuv}v∈P∪P ′ = βu{κ′v}v∈P∪P ′ ,
where
κ′v =
κv, v ∈ Pκ˜v, v ∈ P ′ .
But this implies that M is (ρ, U)–reducible, contradicting the assumption that M is irreducible.
We can therefore find u1, u2 ∈ U , u1 6= u2, such that either parM(u1) \ P 6= parM(u2) \ P , or
P˜ := parM(u1) \ P = parM(u2) \ P and β−1u1 {ωu1v}v∈P˜ 6= β−1u2 {ωu2v}v∈P˜ . It hence follows that
there exists a v ∈ P ′ such that one of the following statements holds:
(v, u1) ∈ EM and (v, u2) /∈ EM,
(v, u1) /∈ EM and (v, u2) ∈ EM, or
(v, u1), (v, u2) ∈ EM, and β−1u1 ωu1v − β−1u2 ωu2v 6= 0.
(39)
Hence S := {v ∈ P ′ : one of (39) holds} is nonempty, and we can set
λ(1),Nv =

β−1u1 ωu1v, if (v, u1) ∈ EM, (v, u2) /∈ EM
−β−1u2 ωu2v, if (v, u1) /∈ EM, (v, u2) ∈ EM
β−1u1 ωu1v − β−1u2 ωu2v, if (v, u1), (v, u2) ∈ EM
, for v ∈ S,
and
ΛN = {λ(1),N := −β−1u1 (γ′u1 − θu1) + β−1u2 (γ′u2 − θu2)} ∪ {λ(1),Nv : w ∈ S}. (40)
We now take N = (V N , EN , {v0D0}, S,ΩN ,ΘN ,ΛN ) to be the subnetwork of M with one-dimen-
sional output, generated by S, and with ΛN as given in (40). Then 〈N〉σ = 0 by (38), and N is
strongly regular, as M is. This establishes Statement (ii) of the proposition and hence completes its
proof.
B. Proof of Theorem 3
We are now ready to combine the results of Sections V and VI to prove Theorem 3.
Proof of Theorem 3. We argue by contradiction, so suppose that the statement is false. Specifically,
fix a non-trivial regular GFNN A with one-dimensional identically zero output and input set Vin of
minimal cardinality. Then, as Vin is of minimal cardinality, A must be strongly regular. We further
claim that #(Vin) = 1. To see this, suppose by way of contradiction that #(Vin) ≥ 2, and apply
Proposition 9 to A. Note that both circumstances of Proposition 9 yield a strongly regular network A′
with one-dimensional identically zero output, and input set V ′in strictly contained in Vin. As #(V
′
in) <
#(Vin), we have a contradiction to the minimality of #(Vin), and hence must have #(Vin) = 1.
Now, as 〈A〉σ|R = 0, it follows by the identity theorem that 〈A〉σ continues in a unique fashion to
the zero function on its natural domain D〈A〉σ = C. On the other hand, as A is non-trivial, Proposition
8 implies that the natural domain D〈A〉σ of the analytic continuation of 〈A〉σ is equal to C \ PA,
where PA is the set of poles of 〈A〉σ satisfying LC(PA) = L(A) ≥ 1. This, in particular, implies
that PA must be nonempty, which stands in contradiction to D〈A〉σ = C, completing the proof.
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VII. THE ALIGNMENT CONDITIONS FOR Σa,b-NONLINEARITIES
A. Basic properties of Σa,b-nonlinearities
In this section, we derive various straightforward results about lattices in C and the functions in
Σa,b and use these findings to establish both the SAC and the CAC for Σa,b-nonlinearities. We begin
with a lemma listing several elementary properties of Σa,b-nonlinearities. In the following we write
d(z, F ) = inf{|z − w| : w ∈ F} for the Euclidean distance between the point z ∈ C and the set
F ⊂ C.
Lemma 9. Let a, b > 0, let {ck}k∈Z be a sequence of complex numbers, and suppose a′ ∈ (0, a) is
such that supk∈Z |ck|e−pia′|k|/b <∞. Then the series in (17) converges uniformly on compact subsets
of C \ Pσ, where Pσ = {aka + ib(kb + 1/2) : ka, kb ∈ Z, cka 6= 0}. Moreover, the function σ given
by (17) has the following properties:
(i) σ is an ib-periodic meromorphic function on C,
(ii) the set of poles of σ is Pσ ⊂
(
ib
2 + aZ × ibZ
)
,
(iii) every pole of σ is of order 1,
(iv) there exist constants M > 0 and η ∈ (0, pi) such that |σ(z)| ≤ M1∧d(z,Pσ) eη|z|/b, for all z ∈
Dσ := C \ Pσ.
The proof of Lemma 9 can be found in the Appendix.
B. Asymptotic density and the CAC for Σa,b-nonlinearities
The first main result of this section is the following proposition that immediately implies the CAC
for functions in Σa,b.
Proposition 10. Let a, b > 0, σ ∈ Σa,b, and let {(αs, βs, γs)}s∈I be a nonempty finite set of triples
of complex numbers such that αs, βs ∈ C \ {0}, for all s ∈ I. Furthermore, let {s}s∈I be ABCs,
and suppose that the function
z 7→ f(z) :=
∑
s∈I
αs σ (βsz + γs + s(1/z)) (41)
is analytic on C \D(0, R), for some R > 0. Then the set I can be partitioned into sets I1, . . . , In
such that, for every j ∈ {1, . . . , n},
(i) there exists an ABC ξj so that s = βsξj , for all s ∈ Ij , and
(ii) the function fj :=
∑
s∈Ij αs σ(βs · + γs) is entire.
The proof of Proposition 10 uses several ancillary results about asymptotic densities of arithmetic
sequences and lattices in the sense of Definition 14. Concretely, we will need the following three lem-
mas, whose proofs can be found in the Appendix, as well as a special case of Weyl’s equidistribution
theorem, which was also employed in the proof of the “Deconstruction Lemma” in [14].
Lemma 10. Let Π = aZ× ibZ be a lattice in C, where a, b > 0. Let β ∈ C \ {0} and γ ∈ C, and
set P = β−1(Π − γ). Suppose ` is a line in C such that ∆(`, P ) > 0. Then ` ∩ P is an arithmetic
sequence, and there exists an ε0 > 0 such that (`+D(0, ε0)) ∩ P = ` ∩ P .
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Lemma 11. Let Π = aZ × ibZ be a lattice in C, where a, b > 0. Let β1, β2 ∈ C \ {0} and
γ1, γ2 ∈ C, and set Pj = β−1j (Π − γj), for j ∈ {1, 2}. Suppose that ` is a line in C such that
`∩Pj = {xj + kyj : k ∈ Z}, j ∈ {1, 2}, are arithmetic sequences so that y1/y2 is real and rational.
Then the sets P`,c := {p ∈ P1 ∪ P2 : d(p, `) ≤ c} are uniformly discrete, for all c > 0.
Lemma 12. Let a, b > 0 and let σ ∈ Σa,b. Furthermore, let {(αs, βs, γs)}s∈I be a finite set of triples
of complex numbers such that αs, βs 6= 0, for all s ∈ I, and set f :=
∑
s∈I αs σ(βs · + γs). Then,
either
(i) f is entire, or
(ii) f has a nonempty set of poles Pf , and there exists a line ` in C such that ∆(`, Pf ) > 0.
Proposition 11 (Weyl, [14, Cor. 2.A.12]). Let x1, x2 ∈ C, y1, y2 ∈ C\{0}, and define the arithmetic
sequences Πj = {xj +kyj : k ∈ Z}, for j ∈ {1, 2}. If y1/y2 is real and irrational, then ∆(Π1,Π2) =
0.
We are now ready to prove Proposition 10.
Proof of Proposition 10. Let δ ∈ (0, 1/R) be sufficiently small for the functions s to be analytic on
an open neighborhood of D(0, δ), for all s ∈ I. Then, for every s ∈ I,
z 7→ σ˜s(z) := σ (βsz + γs + s(1/z))
is a meromorphic function on Dδ := C \D(0, 1/δ). Let P˜s ⊂ Dδ denote its set of poles. Next, for
s ∈ I, set Ps = β−1s (Pσ − γs), where Pσ is the set of poles of σ. We now show the following:
Claim: There exist δ′ ∈ (0, δ) and A > 1/(2δ′) such that, for all s ∈ I, the function gs :
D◦(0, δ′) → C given by gs(z) = βszβs+zs(z) is biholomorphic onto its image Img(gs) ⊃ D◦(0, 1/A),
and, for every p′ ∈ P˜s \D(0, 2A), we have
p := 1/gs(1/p
′) ∈ Ps \D(0, A), and
p′ = p− hs(1/p),
(42)
where hs := β−1s (s ◦ g−1s ) : D◦(0, 1/A)→ C.
Proof of Claim. First note that, for every s ∈ I, the function z 7→ gs(z) = βszβs+zs(z) is holomorphic
on a neighborhood of 0. Moreover, we have gs(0) = 0 and g′s(0) = 1, and thus by the complex
open mapping theorem [20, Thm. 10.32], there exists δs ∈ (0, δ) such that gs : D◦(0, δs) → C is
biholomorphic onto its image. Let δ′ = mins∈I δs and A > 0 be such that
max
|z|≤1/(2A)
|s(z)| ≤ 1, for all s ∈ I,
A >
1
2δ′
∨ max
s∈I
|βs|−1, for all s ∈ I, and
D◦(0, 1/A) ⊂
⋂
s∈I
gs
(
D◦(0, δ′)
)
.
The last of these conditions implies that the image Img(gs) contains D◦(0, 1/A), for every s ∈ I.
We proceed to show (42). To this end, fix an s ∈ I and take a p′ ∈ P˜s \D(0, 2A). Then,|p′| > 2A
and ψ := βsp′ + γs + s(1/p′) ∈ Pσ. Now,
p = 1/gs(1/p
′) =
βs + (1/p
′) · s(1/p′)
βs/p′
= β−1s (ψ − γs) ∈ β−1s (Pσ − γs) = Ps,
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and, as |1/p′| < 1/(2A) < δ′, we have
|p| = |p′ + β−1s s(1/p′)| ≥ |p′| − |β−1s ||s(1/p′)| > 2A−A · 1 = A.
This establishes p ∈ Ps \D(0, A). Next, as |1/p′| < δ′ and gs : D◦(0, δ′)→ C is a bijection with its
image containing D◦(0, 1/A), we must have 1/p′ = g−1s (1/p). Therefore,
p′ = β−1s (ψ − γs)− β−1s s(1/p′) = p− β−1s s
(
g−1s (1/p)
)
= p− hs(1/p),
as desired. This concludes the proof of the claim.
Now, define an undirected graph G = (I, E) by setting
E = {(s1, s2) ∈ I × I : s1 6= s2, and ∃ line ` in C s.t. ∆(`, P˜s1 ∩ P˜s2) > 0},
and let I1, . . . , In be the subsets of I corresponding to different connected components of G. Next,
fix a connected component Ij of G. We proceed to establish the existence of an ABC ξj such that
s = βsξj , for all s ∈ Ij . If Ij = {s∗} is a singleton set, we can then simply set ξj = β−1s∗ s∗ , so
suppose that #(Ij) ≥ 2.
Fix s1, s2 ∈ I such that (s1, s2) ∈ E , and let ` be a line in C such that ∆(`, P˜s1 ∩ P˜s2) > 0. We
proceed by showing that P`,1 := {p ∈ Ps1 ∪ Ps2 : d(p, `) ≤ 1} is uniformly discrete. To this end,
take an arbitrary ε > 0, let Aε > A be such that
|hsm(1/z)| ≤ ε, for |z| > Aε and m ∈ {1, 2}, (43)
and then let Bε > 2A be such that |1/gsm(1/z)| > Aε, for |z| > Bε and m ∈ {1, 2}. We now have
that, for each m ∈ {1, 2}, whenever p′ ∈ P˜sm is such that |p′| > Bε, then
p′ = p− hsm(1/p), for some p ∈ Psm s.t. |p| > Aε. (44)
Indeed, for p′ ∈ P˜sm satisfying |p′| > Bε, we have p′ ∈ P˜sm \D(0, 2A), and it hence follows by the
Claim that p′ = p− hsm(1/p), where p = 1/gsm(1/p′) ∈ Psm . Then |p| > Aε by our choice of Bε,
establishing (44). We use this to get the following estimate for both m = 1 and m = 2:
∆2ε(`, Psm) = lim sup
N→∞
1
2N
# {p ∈ Psm ∩D(0, N) : d(p, `) ≤ 2ε}
≥ lim sup
N→∞
1
2N
# {p ∈ Psm ∩D(0, N) : |p| > Aε, d(p− hsm(1/p), `) ≤ ε}
≥ lim sup
N→∞
1
2N
#
{
p ∈ Psm :
p−hsm(1/p) ∈ D(0, N − ε), |p| > Aε,
d(p− hsm(1/p), `) ≤ ε
}
≥ lim sup
N→∞
1
2(N − ε)
(
#
{
p′ ∈ P˜sm∩D(0, N − ε) : d(p′, `) ≤ ε
}
−#(P˜sm∩D(0, Bε)))
= ∆ε(`, P˜sm) ≥ ∆(`, P˜sm) ≥ ∆(`, P˜s1 ∩ P˜s2),
(45)
where the first two inequalities follow by (43), and the third is a consequence of (44). As ε was
arbitrary, we obtain ∆(`, Psm) ≥ ∆(`, P˜s1 ∩ P˜s2) > 0, and so it follows by Lemma 10 that `∩Psm =
{xm + kym : k ∈ Z} is an arithmetic sequence, and there exists an ε0 > 0 such that we have the
following implication
p ∈ Psm , d(p, `) ≤ 2ε =⇒ p ∈ `, (46)
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for all ε ∈ (0, ε0) and both m ∈ {1, 2}. Fix such an ε and define Aε and Bε as above so that we
have (43) and (44). We claim that, whenever p′ ∈ P˜s1 ∩ P˜s2 is such that |p′| > Bε and d(p′, `) ≤ ε,
then
p′ = p2 − hs2(1/p2), where p2 ∈ ` ∩ Ps2 \D(0, Aε) and d(p2, ` ∩ Ps1) ≤ 2ε. (47)
Indeed, if p′ ∈ P˜s1 ∩ P˜s2 is such that |p′| > Bε, then by (44) we have
p′ = p1 − hs1(1/p1) = p2 − hs2(1/p2), (48)
where pm = 1/gsm(1/p′) ∈ Psm is such that |pm| > Aε, for m ∈ {1, 2}. If p′ additionally satisfies
d(p′, `) ≤ ε, then
d(pm, `) ≤ d(p′, `) + |hsm(1/pm)| ≤ ε+ ε = 2ε, for m ∈ {1, 2},
by (48) and (43), and so (46) establishes p1, p2 ∈ `, further implying p1 ∈ `∩Ps1 , p2 ∈ `∩Ps2 , and
d(p2, ` ∩ Ps1) ≤ |p1 − p2| = |hs1(1/p1)− hs2(1/p2)| ≤ ε+ ε = 2ε,
where we used p1 ∈ ` ∩ Ps1 and (43). This establishes (47). We now argue
∆2ε(` ∩ Ps1 , ` ∩ Ps2) = lim sup
N→∞
1
2N
# {p2 ∈ ` ∩ Ps2 ∩D(0, N) : d(p2 , ` ∩ Ps1) ≤ 2ε}
≥ lim sup
N→∞
1
2N
# {p2 ∈ ` ∩ Ps2 : p2 − hs2(1/p2) ∈ D(0, N − ε), |p2| > Aε, d(p2, ` ∩ Ps1) ≤ 2ε }
≥ lim sup
N→∞
1
2(N − ε)
(
#
{
p′ ∈ P˜s2 ∩ P˜s1 ∩D(0, N − ε) : d(p′, `) ≤ ε
}
−#(P˜s2∩D(0, Bε)))
= ∆ε(`, P˜s1 ∩ P˜s2) ≥ ∆(`, P˜s1 ∩ P˜s2),
where the first inequality follows by (43) and the second by (47). Taking the infimum over ε yields
∆(` ∩ Ps1 , ` ∩ Ps2) ≥ ∆(`, P˜s1 ∩ P˜s2) > 0, and hence Proposition 11 implies y1/y2 ∈ Q. It now
follows directly from Lemma 11 that P`,1 := {p ∈ Ps1 ∪ Ps2 : d(p, `) ≤ 1} is uniformly discrete.
We are now ready to show that β−1s1 s1 = β
−1
s2 s2 . To this end, let {qk}k∈N be a sequence in P˜s1∩P˜s2
such that |qk| → ∞ and d(qk, `)→ 0 as k →∞, and let {p′k}k∈N ⊂ Ps1 and {pk}k∈N ⊂ Ps2 be the
corresponding sequences such that |p′k| → ∞ and |pk| → ∞ as k →∞, and
p′k − hs1(1/p′k) = pk − hs2(1/pk) = qk, for all k ∈ N.
Then pk, p′k ∈ P`,1 for sufficiently large k, and, since
p′k − pk = hs1(1/p′k)− hs2(1/pk)→ hs1(0)− hs2(0) = 0− 0 = 0 as k →∞,
and P`,1 is uniformly discrete, we must have p′k = pk, for all sufficiently large k. Therefore (hs1 −
hs2)(1/pk) = 0, for all sufficiently large k. Since hs1 − hs2 is holomorphic in D◦(0, 1/A) and
1/pk → 0 as k → ∞, it follows by the identity theorem that hs1 − hs2 = 0 on D◦(0, 1/A). Now,
choose an arbitrary x ∈ D◦(0, δ′) ∩ g−1s1
(
D◦(0, 1/A)
)
, and set x′ = g−1s2 (gs1(x)). Then
β−1s2 s2(x
′) = β−1s2 (s2 ◦ g−1s2 ◦ gs1(x)) = hs2 ◦ gs1(x) = hs1 ◦ gs1(x) = β−1s1 s1(x),
and thus
x− x′
(1 + xβ−1s2 s2(x′))(1 + x′ β
−1
s2 s2(x
′))
=
x
1 + xβ−1s2 s2(x′)
− x
′
1 + x′ β−1s2 s2(x′)
=
x
1 + xβ−1s1 s1(x)
− x
′
1 + x′ β−1s2 s2(x′)
= gs1(x)− gs2(x′) = 0.
42
Hence, x = x′ and β−1s1 s1(x) = β
−1
s2 s2(x), and, since x was arbitrary, we again deduce by the
identity theorem that β−1s1 s1 = β
−1
s2 s2 on D
◦(0, δ).
Now, choose an arbitrary s∗ ∈ Ij and define the ABC ξj = β−1s∗ s∗ . Then, for every s ∈ Ij , as Ij
is a connected component of G, we can find a finite sequence s1 = s, s2, . . . , sm−1, sm = s∗ in Ij
such that (sk, sk+1) ∈ E , for k ∈ {1, . . . ,m− 1}. Consequently,
β−1s s = β
−1
s1 s1 = · · · = β−1sm sm = β−1s∗ s∗ = ξj ,
and thus s = βsξj , for all s ∈ Ij . As the connected component Ij of G was arbitrary, we have
established item (i).
It remains to show that the functions fj =
∑
s∈Ij αs σ(βs · + γs) are entire. To this end, fix a
j ∈ {1, . . . , n}, and suppose by way of contradiction that the set Pfj of poles of fj is not empty.
Then, by Lemma 12, there must exist a line ` in C such that ∆(`, Pfj ) > 0. Next, define the function
z 7→ f˜j(z) :=
∑
s∈Ij
αs σ
(
βsz + γs + s(1/z)︸ ︷︷ ︸
=βsξj(1/z)
)
= fj (z + ξj(1/z))
on Dδ, and let Pf˜j denote its set of poles. Now, for every p ∈ Pfj with sufficiently large |p|, there
exists a unique p′ ∈ Dδ such that
1/p′
1 + (1/p′) · ξj(1/p′) =
1
p
,
and 1/p′ → 0 as |p| → ∞. Then p′ ∈ P
f˜j
and |p − p′| = |ξj(1/p′)| → 0 as |p| → ∞. Performing
density estimates analogous to (45), we find that ∆(`, P
f˜j
) ≥ ∆(`, Pfj ) > 0. Finally, we let Pf ⊂ Dδ
be the set of poles of f , and argue
∆(`, Pf ) ≥ ∆
(
`, P
f˜j
∖ ⋃
s∈I\Ij
P
f˜j
∩ P˜s
)
≥ ∆
(
`, P
f˜j
∖ ⋃
s∈I\Ij
⋃
s′∈Ij
P˜s′ ∩ P˜s
)
≥ ∆(`, P
f˜j
)−
∑
s∈I\Ij
∑
s′∈Ij
∆(`, P˜s′ ∩ P˜s)︸ ︷︷ ︸
= 0
= ∆(`, P
f˜j
) > 0,
where we used that ∆(`, P˜s′ ∩ P˜s) = 0, for s and s′ in different connected components of I, by
definition of the graph G. This in particular implies that Pf 6= ∅, which stands in contradiction to the
assumption that f is analytic on Dδ, and hence establishes that fj must be entire. Since j ∈ {1, . . . , n}
was arbitrary, the proof of the proposition is complete.
C. The SAC for Σa,b-nonlinearities
The second main result of this section establishes the SAC for Σa,b-nonlinearities:
Proposition 12. Let a, b > 0 and let σ ∈ Σa,b. Then σ satisfies the SAC.
The proof of Proposition 12 relies on Carlson’s theorem, as well as Lemma 12 that we already used
to establish the CAC.
Proposition 13 (Carlson [21, Sec. 5.81]). Assume that f is an entire function such that
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(i) there exist M > 0 and η ∈ (0, pi) so that |f(z)| ≤Meη|z|, for all z ∈ C, and
(ii) f(n) = 0, for all n ∈ N.
Then f is identically 0.
Proof of Proposition 12. Let R > 0 and a finite set {(αs, βs, γs)}s∈I ∈ CI ×RI ×RI be such that
f :=
∑
s∈I αs σ(βs · +γs) is analytic on C \D(0, R), and assume w.l.o.g. that αs 6= 0, βs 6= 0, for
all s ∈ I. We use induction on #(I) to show that f is constant. If #(I) = 0, i.e., I = ∅, then
f is given by the empty sum, and so f ≡ 0 is constant. Suppose now that #(I) ≥ 1, and assume
that the implication in the definition of the SAC holds for all {(α′s, β′s, γ′s)}s∈I′ ∈ CI
′ × RI′ × RI′
with #(I ′) < #(I). First, note that, as the set of poles of f is bounded, its density along any line
in C is zero, and so it follows by Lemma 12 that f must be entire. Now, let βmax = max{|βs| :
s ∈ I}, βmin = min{|βs| : s ∈ I}, and set I1 = {s ∈ I : |βs| = βmax}. Then, as the functions
σs := αsσ(βs · +γs) do not have poles along ib2βmax + R, for s ∈ I \ I1, the function
f1 :=
∑
s∈I1
αs σ(βs · +γs) = f −
∑
s∈I\I1
αs σ(βs · +γs)
does not have poles along ib2βmax + R either. Therefore, as f1 is
ib
βmax
–periodic and its poles are
contained in
⋃
n∈Z
[
R+ ibβmax
(
n+ 12
) ]
, it follows that f1 is entire. Next, by item (iv) of Lemma 9,
there exist M > 0 and η ∈ (0, pi) such that |σ(z)| ≤ M1∧d(z,Pσ) eη|z|/b, for all z ∈ Dσ := C \ Pσ,
where Pσ is the set of poles of σ. Now, let Ps = β−1s (Pσ − γs) be the set of poles of σs, for s ∈ I1,
and set P˜ =
⋃
s∈I1 Ps. Then, for z ∈ C \ P˜ ,
|f1(z)| ≤
∑
s∈I1
|αs||σ(βsz + γs)| ≤
∑
s∈I1
|αs| M
1 ∧ d(βsz + γs, Pσ) e
η|βsz+γs|/b
≤
∑
s∈I1
|αs| M
1 ∧ βmind(z, β−1s (Pσ − γs))
eηβmax|z|/beη|γs|/b
≤
∑
s∈I1
|αs|M(1 ∧ βmin)
−1
1 ∧ d(z, Ps) e
ηβmax|z|/beη|γs|/b
≤ 1
1 ∧ d(z, P˜ ) M(1 ∧ βmin)
−1
(∑
s∈I1
|αs|eη|γs|/b
)
︸ ︷︷ ︸
M ′:=
eηβmax|z|/b.
Now, as
P˜ =
⋃
s∈I1
Ps ⊂
⋃
s∈I1
(
ib
2βmax
− γsβs + aβmaxZ× ibβmaxZ
)
= { ib2βmax −
γs
βs
: s ∈ I1}+ aβmaxZ× ibβmaxZ ,
we have that P˜ is uniformly discrete, i.e.,
µ := inf{|p1 − p2| : p1, p2 ∈ P˜ , p1 6= p2} > 0.
Therefore, for z ∈ C such that d(z, P˜ ) ≥ µ/2, we have |f1(z)| ≤ M ′1∧(µ/2) eηβmax|z|/b. Suppose now
that z ∈ C satisfies d(z, P˜ ) < µ/2. Then there exists a p ∈ P˜ such that z ∈ D(p, µ/2), and, by
definition of µ, D(p, µ/2)∩ P˜ = {p}. Let z′ ∈ C be such that |z−z′| = µ/2, but otherwise arbitrary.
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Now, as f1 is analytic on an open neighborhood of the disk D(p, µ/2), it follows by the maximum
modulus principle [20, Thm. 10.24] that
|f1(z)| ≤ |f1(z′)| ≤ M
′
1 ∧ (µ/2) e
ηβmax|z′|/b ≤ M
′eηµβmax/(2b)
1 ∧ (µ/2)︸ ︷︷ ︸
M ′′:=
eηβmax|z|/b.
Hence |f1(z)| ≤M ′′eηβmax|z|/b, for all z ∈ C. Now, f1
(
ib
βmax
·
)
− f1(0) satisfies the assumptions of
Proposition 13, and therefore must be identically zero. This establishes that f1 is constant. But now
f2 :=
∑
s∈I\I1
αs σ(βs · +γs) = f − f1
is entire, and therefore constant, by the induction hypothesis, and so f = f1 + f2 is constant. This
completes the induction step and concludes the proof of the proposition.
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APPENDIX: PROOFS OF AUXILIARY RESULTS
A. Proof of Proposition 3
Proof. Let {rk}k∈Z ⊂ R be a solution of the linear recurrence
∑n
l=0 αlrk−l = 0, k ∈ Z, such that
r0 = αn, r1 = αn−1, . . . , rn−1 = α1. Then |rk| grows at most exponentially, i.e., there exists a b > 0
such that supk∈Z |rk|e−pi|k|/b <∞. We can thus define σ ∈ Σ1,b by
σ =
∑
k∈Z
rk
[
sgn(k) + tanh
(
pib−1( · − k))]. (49)
Then, by Lemma 9, σ is a meromorphic function with only simple poles contained in Π := ib2 +
Z × ibZ. Hence, f := ∑nl=0 αl σ(· − l) is also meromorphic with only simple poles contained in Π.
However, their residues are
Res
(
f, k + (m+ 12)ib
)
=
n∑
l=0
αl Res
(
σ(· − l), k + (m+ 12)ib
)
=
n∑
l=0
αl Res
(
σ, k − l + (m+ 12)ib
)
=
n∑
l=0
αlrk−l Res
(
tanh(pib−1 ·), (m+ 12)ib
)
= 0,
for all k,m ∈ Z, and therefore f is, in fact, entire.
Now, as σ ∈ Σ1,b, it follows by Proposition 12 that σ satisfies the SAC, and so f must be constant.
Let ζ ∈ R be such that f = ζ 1. In order to establish that (ζ, {(αk, 1, k)}nk=0) is an affine symmetry of
σ, it remains to show that if I ⊂ {0, 1, . . . , n} is a nonempty set such that fI :=
∑
k∈I αk σ(·−k) is
constant, then I = {0, 1, . . . , n}. Let I be such a set. Then, as αlrn−l = α2l > 0, for l ∈ {1, . . . , n},
using
∑n
l=0 αlrn−l = 0, we obtain
α0rn = −
n∑
l=1
αlrn−l = −
n∑
l=1
α2l < 0.
Next, as fI is constant on R, its analytic continuation does not have poles at any of the points
Z + ib2 , and so
∑
l∈I αlrn−l = 0. Therefore, we must have 0 ∈ I, as otherwise we would have∑
l∈I αlrn−l > 0, which constitutes a contradiction. Now,∑
l∈{1,...,n}\I
α2l =
n∑
l=0
αlrn−l −
∑
l∈I
αlrn−l = 0,
which implies I ⊃ {1, . . . , n}. Therefore, I = {0, 1, . . . , n}, as desired.
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B. Proofs of auxiliary results in Section IV
Proof of Proposition 4. (i) Let A, B, and C be sets of nodes such that N2 is a (ρ ;A,B,C)–
modification of N1 with respect to an affine symmetry
(
ζ, {(αu, βu, θu)}u∈A∪B ∪ {(α′p, β′p, γ′p)}np=1
)
of ρ, and adopt the remaining notation of Definition 18. Suppose that N1 is layered. Enumerate
C = {u′1, . . . , u′n}. Then, as parN2(u′p) = P , for p ∈ {1, . . . , n}, we have
lvN2(u
′
p) = lvN2(u) = lvN1(v) + 1 = lvN2(v) + 1,
for p ∈ {1, . . . , n}, u ∈ A ∪B, and v ∈ P . Therefore, for w ∈W and u ∈ B ∪ C,
lvN2(w) = max
({lvN2(u˜) : u˜ ∈ B} ∪ {lv(u′p) : p ∈ {1, . . . , n}})+ 1 = lvN2(u) + 1,
hence N2 is layered.
(ii) We show that N1 is a (ρ ;C,B,A)–modification of N2. To this end, first note that we have n∑
p=1
α′p ρ(β
′
pt+ γ
′
p) +
∑
u∈B
αu ρ(βut+ θu)
+ ∑
u∈A
αu ρ(βut+ θu) = ζ 1(t), t ∈ R,
so Condition (i) of Definition 18 is satisfied for the putative (ρ ;C,B,A)–modification. Moreover,
Conditions (ii)–(iv) are satisfied with the same sets {κv}v∈P , {νw}w∈W , and {µr}Dr=1, so N2 admits
a (ρ ;C,B,A)–modification. It is now a routine check to verify that the (ρ ;C,B,A)–modification
of N2 is, in fact, N1, as desired.
(iii) Consider a node w ∈ V 2. If w ∈ V 2 and ancN2({w})∩C = ∅, then 〈w〉ρ,N2 = 〈w〉ρ,N1 , simply
as the part of N1 contributing to the map of w is unaffected by the ρ-modification. Suppose now that
w ∈W and write B = B1 ∪B2 ∪B3, where
B1 = {u ∈ B : (u,w) /∈ E},
B2 = {u ∈ B \B1 : ωwu − νwαu = 0}, and
B3 = {u ∈ B \B1 : ωwu − νwαu 6= 0}.
Then parN1(w) = A∪B2∪B3, parN2(w) = B1∪B3∪C, and, denoting KP (t) =
∑
v∈P κv〈v〉ρ,N (t),
we can compute∑
u∈parN2(w)∩(B∪C)
ωN2wu 〈u〉ρ,N2(t) + θN2w
=
∑
u∈B1∪B3∪C
ωN2wu 〈u〉ρ,N2(t) + θN2w +
∑
u∈B2
(ωwu − αuνw)ρ
(
βuKP (t) + θu
)
=
∑
up∈C
−α′pνwρ
(
β′pKP (t) + γ
′
p
)
+
∑
u∈B1
(−αuνw)ρ
(
βuKP (t) + θu
)
+
∑
u∈B2∪B3
(ωwu − αuνw)ρ
(
βuKP (t) + θu
)
+ θw + ζνw
= νw
(
ζ 1−
n∑
p=1
α′p ρ(β
′
p ·+γ′p)−
∑
u∈B
αu ρ(βu ·+θu)
)
(KP (t)) +
∑
u∈B2∪B3
ωwuρ
(
βuKP (t) + θu
)
+ θw
= νw
∑
u∈A
αu ρ(βuKP (t) + θu) +
∑
u∈B∩parN1(w)
ωwu ρ
(
βuKP (t) + θu
)
+ θw
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=
∑
u∈A
ωwu ρ(βuKP (t) + θu) +
∑
u∈B∩parN1(w)
ωwu ρ
(
βuKP (t) + θu
)
+ θw, for t ∈ R,
and, as parN2(w) \ (B ∪ C) = parN1(w) \ (A ∪B), we consequently have
〈w〉ρ,N2(t)
= ρ
( ∑
u∈parN2(w)
ωN2wu 〈u〉ρ,N2(t) + θN2w
)
= ρ
( ∑
u∈parN2(w)∩(B∪C)
ωN2wu 〈u〉ρ,N2(t) + θN2w +
∑
u∈parN2(w)\(B∪C)
ωwu〈u〉ρ,N2(t)
)
= ρ
(∑
u∈A
ωwu ρ(βuKP (t) + θu) +
∑
u∈B∩parN1(w)
ωwuρ
(
βuKP (t) + θu
)
+ θw +
∑
u∈parN1(w)\(A∪B)
ωwu〈u〉ρ,N2(t)
)
= 〈w〉ρ,N1(t), for t ∈ R.
Thus, 〈w〉ρ,N2 = 〈w〉ρ,N1 , for all w ∈ W , and it then immediately follows that 〈w〉ρ,N2 = 〈w〉ρ,N1 ,
for all w ∈ V 2 \ C. Now, if A ∩ V 1out = ∅, then C ∩ V 2out = ∅ and 〈N1〉ρ = 〈N2〉ρ, as desired. If,
on the contrary, A ⊂ V 1out, then C ⊂ V 2out, and the r-th coordinate of 〈N2〉ρ is given by(〈N2〉ρ)r= λ(r) + ζ µr + ∑
u∈C
−α′pµr 〈u〉ρ +
∑
u∈B(r)out
(λ(r)u − αuµr) 〈u〉ρ +
∑
u∈V 2out\(B∪C)
λ(r)u 〈u〉ρ
= λ(r) + µr
(
ζ −
∑
u∈C
α′p 〈u〉ρ −
∑
u∈B
αu 〈u〉ρ
)
+
∑
u∈V 2out\C
λ(r)u 〈u〉ρ
= λ(r) + µr
∑
u∈A
αu 〈u〉ρ +
∑
u∈V 1out\A
λ(r)u 〈u〉ρ
= λ(r) +
∑
u∈A
λ(r)u 〈u〉ρ +
∑
u∈V 1out\A
λ(r)u 〈u〉ρ
=
(〈N1〉ρ)r, for t ∈ R,
for r ∈ {1, . . . , D}, concluding the proof.
Proof of Lemma 3. LetN ′ be the (ρ ;A,B,C)–modification ofN with respect to the affine symmetry∑
u∈A∪B
αu ρ(βut+ θu) +
n∑
p=1
α′p ρ(β
′
pt+ γ
′
p) = ζ 1(t), t ∈ R, (50)
and adopt the remaining notation of Definition 18. By definition of ρ-modification, there exist nonzero
real numbers {κv}v∈P such that {ωu′pv}v∈P = β′p{κv}v∈P , for p ∈ {1, . . . , n}, and {ωuv}v∈P =
βu{κv}v∈P , for all u ∈ A ∪B.
Suppose by way of contradiction that N ′ is (ρ, U)–reducible, for some set of nodes U with common
parent set PU . Then, as N itself is irreducible, we must have
either U ∩ C 6= ∅ or PU ∩ C 6= ∅. (51)
Suppose first that CU := U ∩ C 6= ∅, and let D = U \ C. It follows by definition of reducibility
that the parent set of all nodes in U = CU ∪ D is PU , and, in particular, as U ∩ C 6= ∅, we
have PU = P . Moreover, there exist nonzero real numbers {β˜u}u∈CU∪D and {κ˜v}v∈P such that
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{ω′uv}v∈P = β˜u{κ˜v}v∈P , for all u ∈ CU ∪ D, as well as nonzero real numbers {α˜u}u∈CU∪D and
ζ˜ ∈ R such that ∑
u′p∈CU
α˜u′p ρ(β˜u′pt+ γ
′
p) +
∑
u∈D
α˜u ρ(β˜ut+ θu) = ζ˜ 1(t), t ∈ R. (52)
Specifically, we have
β′p{κv}v∈P = {ω′u′pv}v∈P = β˜u′p{κ˜v}v∈P , for u′p ∈ CU , and
βu{κv}v∈P = {ω′uv}v∈P = β˜u{κ˜v}v∈P , for u ∈ B ∩D.
Fix an arbitrary u′p∗ ∈ CU and let τ = β′p∗/β˜u′p∗ . Now, by replacing β˜u by τ β˜u, for u ∈ CU ∪ D,
and {κ˜v}v∈P by {τ−1κ˜v}v∈P , we may assume w.l.o.g. that
β˜u′p = β
′
p, {κ˜v}v∈P = {κv}v∈P , for u′p ∈ CU , and
β˜u = βu, for u ∈ B ∩D.
Similarly, by replacing the α˜u with α˜u/α˜u′p∗ , for u ∈ CU ∪ D, and ζ˜ by ζ˜/α˜u′p∗ , we may assume
w.l.o.g. that α˜u′p∗ = 1. With this, (52) reads
ρ(βu′p∗ t+γ
′
p∗)+
∑
u′p∈CU\{u′p∗ }˜
αu′pρ(βu′pt+γ
′
p)+
∑
u∈B
α˜u ρ(βut+θu)+
∑
u∈D\B
α˜u ρ(β˜ut+θu) = ζ˜1(t), (53)
for t ∈ R. Combining (50) and (53) now yields∑
u∈A
αuρ(βut+ θu) +
∑
u∈B
(
αu − α′p∗α˜u
)
ρ(βut+ θu) +
∑
u∈D\B
(−α′p∗α˜u) ρ(β˜ut+ θu)
+
∑
u′p∈CU\{u′p∗}
(
α′p − α′p∗α˜u′p
)
ρ(βu′pt+ γ
′
p) +
∑
u′p∈C\CU
α′p ρ(β
′
pt+ γ
′
p) =
(
ζ − α′p∗ ζ˜
)
1(t),
(54)
for t ∈ R. Now let C˜ = (C \ CU ) ∪ {u′p ∈ CU \ {u′p∗} : α′p − α′p∗α˜u′p 6= 0}, and note that C˜ 6= ∅.
Indeed, suppose by way of contradiction that C˜ = ∅. Then CU = C and α′p − α′p∗α˜u′p = 0, for all
p ∈ {1, . . . , n} \ {p∗}, and so (54) reduces to∑
u∈A
αuρ(βut+θu)+
∑
u∈B
(
αu − α′p∗α˜u
)
ρ(βut+θu)+
∑
u∈D\B
(−α′p∗α˜u) ρ(β˜ut+θu) = (ζ − α′p∗ ζ˜)1(t).
Lemma 7 now implies that N is (ρ,D′)–reducible, for some D′ ⊂ A∪B ∪D, which contradicts the
assumption that N is irreducible and thus establishes C˜ 6= ∅. It now follows from (54) that N admits
a (ρ ;A, B˜ ∪ (D \ B), C˜)–modification, where B˜ = {u ∈ B : αu − α′p∗α˜u 6= 0}. But, as CU 6= ∅,
we have C˜ ( C, contradicting the assumption that C is a subset of C0 of least possible cardinality
such that N admits a corresponding ρ-modification. This establishes that U ∩ C = ∅.
Recalling (51), we deduce that we must have PU ∩ C 6= ∅, which further implies U ⊂ W . Next,
by definition of ρ-modification, there exist nonzero real numbers {νw}w∈U such that {ωwu}u∈A =
νw{αu}u∈A, for all w ∈ U . We now write B = B1 ∪B2 ∪B3, where
B1 = {u ∈ B : (u,w) /∈ E, for all w ∈ U},
B2 = {u ∈ B \B1 : ωwu − νwαu = 0, for all w ∈ U}, and
B3 = {u ∈ B \B1 : ωwu − νwαu 6= 0, for some w ∈ U}.
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Now, by definition of reducibility, there exists a set of nodes D ⊂ V \ (A ∪ B) such that P ∗U :=
A∪B2∪B3∪D = parN (w) and parN ′(w) = PU = B1∪B3∪C ∪D, for w ∈ U , with the pertinent
weights and biases of N ′ given by
ω′wu = −νwαu, u ∈ B1, ω′wu = ωwu − νwαu, u ∈ B3,
ω′wu′p = −νwα′p, u′p ∈ C, ω′wu = ωwu, u ∈ D,
and θ′w = θw + ζνw, for all w ∈ U . Furthermore, there exist nonzero real numbers {β˜w}w∈U and
{κ˜u}u∈PU such that {ω′wu}u∈PU = β˜w{κ˜u}u∈PU , for w ∈ U , as well as nonzero real numbers
{α˜w}w∈U and ζ˜ ∈ R so that ∑
w∈U
α˜w ρ(β˜wt+ θ
′
w) = ζ˜ 1(t), t ∈ R. (55)
Now, for w ∈ U , define the function
Kw := β˜
−1
w
−νw ∑
u′p∈C
α′p ρ(β
′
p · +γ′p)− νw
∑
u∈B1∪B3
αu ρ(βu · +θu) +
∑
u∈B3
ωwu ρ(βu · +θu)

=
∑
u′p∈C
β˜−1w ω
′
wu′p
ρ(β′p · +γ′p) +
∑
u∈B1∪B3
β˜−1w ω
′
wu ρ(βu · +θu)
=
∑
u′p∈C
κ˜u′p ρ(β
′
p · +γ′p) +
∑
u∈B1∪B3
κ˜u ρ(βu · +θu).
We observe from the last expression that Kw1 = Kw2 , for all w1, w2 ∈ U . Therefore,∑
u′p∈C
(β˜−1w1 νw1 − β˜−1w2 νw2)α′p ρ(β′p · +γ′p) +
∑
u∈B1∪B3
(β˜−1w1 νw1 − β˜−1w2 νw2)αu ρ(βu · +θu)
−
∑
u∈B3
(β˜−1w1 ωw1u − β˜−1w2 ωw2u) ρ(βu · +θu) = Kw2 −Kw1 = 0,
for all w1, w2 ∈ U , w1 6= w2. We thus must have β˜−1w1 νw1 − β˜−1w2 νw2 = 0, for all w1, w2 ∈ U ,
w1 6= w2, as otherwise Lemma 7 would imply that N ′ is (ρ, U ′)–reducible for some U ′ such that
U ′∩C 6= ∅, which we have already shown to be an impossible case of (51). Similarly, we must have
β˜−1w1 ωw1u − β˜−1w2 ωw2u = 0, for all w1, w2 ∈ U , w1 6= w2, and u ∈ B3, as otherwise Lemma 7 would
again imply (ρ,B′)–reducibility of N , for some B′ ⊂ B3. Therefore, there exists a τ ∈ R \ {0} such
that νw = τ β˜w, for w ∈ U , and, for every u ∈ B3, there exists a τu ∈ R\{0} such that ωwu = τuβ˜w,
for w ∈ U . Summarizing, we have
ωwu =

νwαu = ταu β˜w, u ∈ A ∪B2
τu β˜w, u ∈ B3
ω′wu = κ˜u β˜w, u ∈ D
, for w ∈ U.
We have hence established the existence of nonzero real numbers {κ∗u}u∈P ∗U such that {ωwu}u∈P ∗U =
β˜w{κ∗u}u∈P ∗U , which together with (55) implies that N is (ρ, U)–reducible. This again contradicts the
assumption that N is irreducible, and concludes the proof of the lemma.
Proof of Lemma 4. Let B be the set of all B′ ⊂ B such that N admits a (ρ ;A ∪ B′, B \ B′, C)–
modification. We have B 6= ∅, as ∅ ∈ B by assumption. Let B∗ be a maximal element of B with
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respect to set inclusion, and let N ′ be the (ρ ;A∪B∗, B \B∗, C)–modification of N with respect to
the affine symmetry (
ζ, {(αu, βu, θu)}u∈(A∪B∗)∪(B\B∗) ∪ {(α′p, β′p, γ′p)}np=1
)
(56)
of ρ, and let {κv}v∈P , {νw}w∈W , and {µr}Dr=1 be as in Definition 18. We now show that N ′ is
non-degenerate. Assume by way of contradiction that N ′ is degenerate and let u∗ ∈ B \B∗ be such
that
– {w ∈ V : (u∗, w) ∈ E} = W and ωwu∗ − αu∗νw = 0, for all w ∈W , and
– either
(a) u∗ /∈ Vout and A ∩ Vout = ∅, or
(b) u∗ ∈ Vout, A ⊂ Vout, and λ(r)u∗ − αu∗µr = 0, for all r ∈ {1, . . . , D}.
We claim that then N admits a (ρ ;A ∪ B∗ ∪ {u∗}, B \ (B∗ ∪ {u∗}), C)–modification. Indeed, as
(A ∪ B∗) ∪ (B \ B∗) = (A ∪ B∗ ∪ {u∗}) ∪ (B \ (B∗ ∪ {u∗})), Condition (i) of Definition 18 is
satisfied by the same affine symmetry (56). Moreover, ωwu∗ = αu∗νw, for all w ∈ W , and, in the
circumstance (b) above, λ(r)u∗ = αu∗µr, for all r ∈ {1, . . . , D}, and so Conditions (ii)–(iv) of Definition
18 are satisfied with the same sets {κv}v∈P , {νw}w∈W , and {µr}Dr=1. Therefore, B∗ ∪ {u∗} ∈ B,
contradicting the maximality of B∗ and thus completing the proof of the lemma.
C. Proofs of auxiliary results in Section V
Proof of Lemma 5. Items (i) and (ii) are elementary facts from the analysis of metric spaces.
(iii) Suppose to the contrary that z is neither an element of E nor a cluster point of E. Then there
exists an ε > 0 such that D◦(z, ε) ∩ E = ∅. This then implies LC(E, z) = 0, contradicting the
assumption LC(E, z) ≥ 1.
(iv) We use induction on k. For the base case, we have C0(E) = E ⊂ F = C0(F ) by definition.
For the induction step, suppose that k ≥ 1 and Ck−1(E) ⊂ Ck−1(F ). Then, as every cluster point of
Ck−1(E) is a cluster point of Ck−1(F ), we obtain Ck(E) ⊂ Ck(F ), as desired.
(v) We again proceed by induction on k, starting with the base case k = 1 (the case k = 0 is clear).
First, as every cluster point of E is a cluster point of E∪F , we have C1(E∪F ) ⊃ C1(E). Similarly,
C1(E ∪ F ) ⊃ C1(F ), and so C1(E ∪ F ) ⊃ C1(E) ∪ C1(F ). For the reverse inclusion, suppose that z
is neither a cluster point of E nor F , i.e., there exists an ε > 0 such that
(D◦(z, ε) \ {z}) ∩ E = ∅ and (D◦(z, ε) \ {z}) ∩ F = ∅.
Then (D◦(z, ε) \ {z}) ∩ (E ∪ F ) = ∅, and so z is not a cluster point of E ∪ F . Therefore, every
cluster point of E ∪ F must be a cluster point of at least one of E or F , establishing C1(E ∪ F ) =
C1(E)∪C1(F ). For the induction step, assume k ≥ 2 and Ck−1(E∪F ) = Ck−1(E)∪Ck−1(F ). Then,
using the identity for the already established base case, we have
Ck(E ∪ F ) = C1(Ck−1(E ∪ F )) = C1(Ck−1(E) ∪ Ck−1(F ))
= C1(Ck−1(E)) ∪ C1(Ck−1(F )) = Ck(E) ∪ Ck(F ),
as desired.
(vi) Letting k = LC(E ∪ F ), we have ∅ = Ck(E ∪ F ) = Ck(E) ∪ Ck(F ), and thus both Ck(E) and
Ck(F ) must be empty. Then LC(E) ≤ k and LC(F ) ≤ k, and thus
max{LC(E), LC(F )} ≤ k = LC(E ∪ F ). (57)
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Next, let k′ = max{LC(E), LC(F )}. Then LC(E) ≤ k′ and LC(F ) ≤ k′, and so both Ck′(E) and
Ck′(F ) are empty. Thus, Ck′(E ∪ F ) = Ck′(E) ∪ Ck′(F ) = ∅, and so
LC(E ∪ F ) ≤ k′ = max{LC(E), LC(F )},
which together with (57) implies the desired identity.
Proof of Lemma 6. The function g ◦ f can clearly be analytically continued to D, so it remains to
show that D has countable complement in C. To this end, let Ef = C \ Df and E = C \ D. We
claim that if z∗ is a cluster point of E ∩ Df , then z∗ ∈ Ef . Suppose by way of contradiction that
this is not the case, and let (zn)n∈N be a sequence of distinct elements of E ∩Df such that zn → z∗,
for some z∗ ∈ Df . Now, as f is holomorphic, it is, in particular, continuous on Df , and therefore
f(zn)→ f(z∗) as n→∞. On the other hand, we have f(zn) ∈ P , by definition of E, and as P is
discrete, we deduce that there exists a p∗ ∈ P such that f(zn) = p∗ for all sufficiently large n ∈ N.
Now, as Ef is closed and countable by assumption, we have that Df is connected, and therefore it
follows by the identity theorem that f(z) = p∗, for all z ∈ Df . But this contradicts the assumption
that f is non-constant, and thus completes the proof that any cluster point of E ∩Df is contained in
Ef .
Now define the compact sets EN := {z ∈ E : |z| ≤ N, d(z, Ef ) ≥ 1/N}, for N ∈ N. We see
that EN is finite, for each N ∈ N, for otherwise there would exist a sequence (zn)n∈N of distinct
elements of EN converging to a point z∗ ∈ C. But then, by the claim above, we would have z∗ ∈ Ef ,
contradicting d(zn, Ef ) ≥ 1/N , for all n ∈ N. We deduce that E = Ef ∪
⋃
N∈NE
N is a closed
countable set, as desired.
Proof of Lemma 7. Let I be the set of all I ′ ⊂ J such that j∗ ∈ I ′, and there exist real numbers
{α˜s}s∈I′ such that α˜j∗ 6= 0 and
∑
s∈I′ α˜sρ(βs·+γs) is constant. Note that J ∈ I by assumption. Let
I be a minimal element of I with respect to set inclusion. We then have ∑s∈I α˜sρ(βs · +γs) = ζ 1,
for some ζ ∈ R, so in order to show that (ζ, {(α˜s, βs, γs)}s∈I) is an affine symmetry of ρ, it
suffices to establish that there does not exist an I ′ ( I such that {ρ(βs · +γs) : s ∈ I ′} ∪ {1} is
linearly dependent. Suppose by way of contradiction that such an I ′ exists. Assume for now that
j∗ ∈ I ′, and let α′s ∈ R, for s ∈ I ′, be such that
∑
s∈I′ α
′
sρ(βs · +γs) is constant. Then we must
have α′j∗ = 0, for otherwise we would have I ′ ∈ I , contradicting the minimality of I. Therefore,∑
s∈I′\{j∗} α
′
sρ(βs · +γs) is constant, so we may w.l.o.g. assume j∗ /∈ I ′ by replacing I ′ with
I ′ \ {j∗} if necessary. Now, there exist s∗ ∈ I ′, ξ ∈ R, and δs ∈ R, for s ∈ I ′ \ {s∗}, such that
ρ(βs∗ · +γs∗) = ξ 1 +
∑
s∈I′\{s∗} δsρ(βs · +γs). Thus,
α˜j∗ρ(βj∗ · + γj∗) +
∑
s∈I\({j∗}∪I′ )˜
αsρ(βs · + γs) +
∑
s∈I′\{s∗}
(α˜s + α˜s∗δs)ρ(βs · + γs) = (ζ − α˜s∗ξ)1,
and therefore I \{s∗} ∈ I , which again contradicts the minimality of I and concludes the proof.
D. Proof of Lemma 8
Proof. Let {βs}s∈I and Γ be as in the statement of the lemma, and fix a γ = (γs)s∈I ∈ Γ. Now,
let Pσ be the set of poles of σ, and let Ps = β−1s (Pσ − γs) be the set of poles of σ(βs · +γs), for
s ∈M. We define an undirected graph G = (I, E) by setting
E = {(s1, s2) ∈ I × I : s1 6= s2, Ps1 ∩ Ps2 6= ∅} ,
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and claim that G is connected. Suppose by way of contradiction that G is disconnected, and let
I = I1 ∪I2 be a partition of I into nonempty subsets that are not mutually connected. By definition
of Γ, there exist ζ ∈ R and nonzero real numbers {αs}s∈I such that (ζ, {(αs, βs, γs)}s∈I) is an affine
symmetry of σ. Now, for j ∈ {1, 2}, let fj =
∑
s∈Ij αsσ(βs · +γs), and note that fj is meromorphic
and its poles are contained in Aj :=
⋃
s∈Ij Ps. Moreover, A1 ∩A2 = ∅ by the choice of I1 and I2.
Thus, as f := f1 +f2 = ζ 1 is constant, it follows that f1 must be entire, for otherwise f would have
poles. It hence follows by the SAC for σ that f1 must, in fact, be constant. But this violates condition
(ii) of Definition 1, so we have reached the desired contradiction, establishing that G is connected.
Next, for every t ∈ R, we have that∑
s∈I
αsσ
(
βs · +(γs − tβs)
)
=
∑
s∈I
αsσ
(
βs( · − t) + γs
)
= f( · − t)
is constant, and so (γs − tβs)s∈I ∈ Γ. Therefore, fixing an arbitrary s0 ∈ I, we can write γ =
(γ′s + β−1s0 γs0 · βs)s∈I , where γ′ := (γs − β−1s0 γs0 · βs)s∈I ∈ Γ. Now, as G is connected, for every
s ∈ I there exists a path of vertices ts0 = s0, ts1, ts2, . . . , tsns = s of G leading from s0 to s. Then,
by definition of E and Ps, there exist poles ps1, . . . , psns , p˜s0, . . . , p˜sns−1 ∈ Pσ such that
β−1tsk (p
s
k − γ′tsk) = β−1tsk−1(p˜
s
k−1 − γ′tsk−1), (58)
for all s ∈ I and k ∈ {1, . . . , ns}. Further, observing that γ′s0 = 0 and summing (58) over k ∈
{1, . . . , ns}, we have
β−1s γ
′
s = Re
(
β−1s γ
′
s − β−1s0 γ′s0
)
=
ns∑
k=1
(
β−1tsk Re (p
s
k) − β−1tsk−1Re
(
p˜sk−1
)) ∈ Q, for s ∈ I,
where Q :=
∑
s1∈I β
−1
s1 Re(Pσ) −
∑
s2∈I β
−1
s2 Re(Pσ) is countable. Therefore, γ
′ ∈ Γ′ := Γ ∩
×s∈I βsQ, and so γ = (γ′s + β−1s0 γs0 · βs)s∈I ∈ {(γ′s + tβs)s∈I : t ∈ R}. Finally, as γ was arbitrary,
we deduce that Γ =
⋃
γ′∈Γ′{(γ′s + tβs)s∈I : t ∈ R}, and, as Γ′ is countable, this concludes the
proof.
E. Proofs of auxiliary results in Section VII
Proof of Lemma 9. First, note that the function z 7→ (1 + e−2piz/b)−1 is ib-periodic, its poles are
simple and located at Pb := {ib(k + 1/2) : k ∈ Z}, and it has a finite limit as Re(z) → +∞.
Therefore,
M1 :=
1
2
sup
z∈C
Re(z)≥0
∣∣∣∣1 ∧ d (z, Pb)1 + e−2piz/b
∣∣∣∣ <∞.
Next, note that 1 + tanh
(
pib−1z
)
= 2epiz/b(epiz/b + e−piz/b)−1, and so∣∣1 + tanh (pib−1z)∣∣ (1 ∧ d (z, Pb) ) ≤ 2 ∣∣∣∣1 ∧ d (z, Pb)1 + e−2piz/b
∣∣∣∣ ≤M1, for Re(z) ≥ 0,
and∣∣1 + tanh (pib−1z)∣∣ (1 ∧ d (z, Pb) ) ≤ 2 |e2piz/b| ∣∣∣∣1 ∧ d (−z, Pb)1 + e2piz/b
∣∣∣∣ ≤M1e2piRe(z)/b, for Re(z) < 0.
We thus deduce that∣∣1 + tanh (pib−1z)∣∣ (1 ∧ d (z, Pb) ) ≤M1(1 ∧ e2piRe(z)/b), for all z ∈ C.
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Next, let M2 > 0 be such that |ck| ≤M2epia′|k|/b, for all k ∈ Z. Then, for z ∈ C \ Pσ, we have∑
k≥1
|ck|
∣∣1 + tanh (pib−1(z − ka))∣∣ ≤∑
k≥1
|ck| M1
1 ∧ d (z, Pb + ka)(1 ∧ e
2piRe(z−ka)/b)
≤
∑
k≥1
M2e
pia′k/b M1
1 ∧ d (z, Pσ)(1 ∧ e
2piRe(z−ka)/b),
≤ M1M2
1 ∧ d (z, Pσ)
 ∑
k≥Re(z)/a
epia
′k/be2piRe(z−ka)/b +
∑
1≤k<Re(z)/a
epia
′k/b

≤ M1M2
1 ∧ d (z, Pσ)
e2piRe(z)/b ∑
k≥Re(z)/a
e−pik(2a−a
′)/b +
e
pia′
b
Re(z)
a − 1
e
pia′
b − 1

≤ M1M2
1 ∧ d (z, Pσ)
(
e2piRe(z)/b
e−pi
Re(z)
a
(2a−a′)/b
1− e−pi(2a−a′)/b +
epia
′ Re(z)
a
/b − 1
epia′/b − 1
)
≤ 1
1 ∧ d (z, Pσ) M1M2
(
1
1− e−pi(2a−a′)/b +
1
epia′/b − 1
)
︸ ︷︷ ︸
M3:=
eηRe(z)/b <∞, (59)
where η = a
′pi
a < pi. Next, as −1 + tanh(pib−1z) = −(1 + tanh(−pib−1z)), a derivation completely
analogous to the above yields∑
k≤0
|ck|
∣∣− 1 + tanh (pib−1(z − ka)) ∣∣ ≤ M3
1 ∧ d (z, Pσ)e
−ηRe(z)/b <∞, (60)
for z ∈ C \ Pσ. Thus, the series (17) converges absolutely uniformly on compact subsets of Dσ, and
σ is therefore holomorphic on Dσ. As the summand functions sgn(k) + tanh
(
pib−1( · − ka)) are
meromorphic with simple poles at ka+Pb, items (i), (ii), and (iii) of the lemma follow immediately.
Finally, item (iv) follows from (59), (60), and the fact that e±ηRe(z)/b ≤ eη|z|/b, for all z ∈ C.
Proof of Lemma 10. The proof relies on the following special case of the Kronecker-Weyl equidis-
tribution theorem:
Proposition 14 (Kronecker-Weyl [22], [23]). Let x1, x2 ∈ [0, 1) and y1, y2 ∈ R \ {0} be such that
‖(y1, y2)‖2 = 1. Furthermore, for a Jordan measurable set J ⊂ [0, 1)× [0, 1), define
SJ = {t ∈ R : (x1 + ty1 mod 1, x2 + ty2 mod 1) ∈ J}.
If y1/y2 is irrational, then
lim
T→∞
1
2T
µ(SJ ∩ [−T, T ]) = A(J),
where µ denotes the Lebesgue measure on R and A stands for the Lebesgue measure on [0, 1)×[0, 1).
Turning back to the proof of the lemma, in order to show that ` ∩ P is an arithmetic sequence, it
suffices to find a z0 ∈ Π and a pair (na, nb) ∈ Z× Z \ {(0, 0)} such that
`′ ∩Π = {z0 + (naa+ inb b)k : k ∈ Z},
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where `′ = β`+ γ. We begin by noting that
∆ε(`, P ) = lim sup
N→∞
1
2N
#{p ∈ β−1(Π− γ) ∩D(0, N) : d(p, `) ≤ ε}
p′=βp+γ
= lim sup
N→∞
1
2N
#{p′ ∈ Π ∩D(γ, |β|N) : d(p′, β`+ γ) ≤ |β|ε}
= |β| · lim sup
N→∞
1
2|β|N #{p
′ ∈ Π ∩D(0, |β|N) : d(p′, `′) ≤ |β|ε}
= |β|∆|β|ε(`′,Π),
for all ε > 0, and therefore ∆(`′,Π) = |β|−1∆(`, P ) > 0.
Next, let x ∈ C and y ∈ C \ {0} be such that `′ = {x+ ty : t ∈ R}. Assume w.l.o.g. that |y| = 1,
and write x = x1 + ix2, y = y1 + iy2, where x1, x2, y1, y2 ∈ R. We claim that y1/a and y2/b are
rationally dependent, i.e., there exists a pair (na, nb) ∈ Z× Z \ {(0, 0)} such that nb y1a − na y2b = 0.
Suppose by way of contradiction that this is not the case, i.e., y1 6= 0, y2 6= 0, and y1a /y2b is irrational.
Fix an ε ∈ (0, 14 min{a, b}), and, for N > 0, set
PNε =
{
p ∈ Π ∩D(0, N) : d(p, `′) ≤ ε} .
Consider now an arbitrary p ∈ P∞ε , and write p = paa + ipbb, where pa, pb ∈ Z. Select a tp ∈ R
such that |x+ tpy − p| ≤ ε. Then, for all t ∈ Ip := [tp − ε, tp + ε], we have
|x+ ty − p| ≤ |x+ tpy − p|+ |t− tp||y| ≤ 2ε,
and so ∥∥(x1
a + t
y1
a ,
x2
b + t
y2
b
)− (pa, pb)∥∥2 ≤ min{a, b}−1|x+ ty − p| ≤ 2 min{a, b}−1ε.
Therefore, defining
Jε = {(u1 mod 1, u2 mod 1) : (u1, u2) ∈ R2, ‖(u1, u2)‖2 ≤ 2 min{a, b}−1ε} and
Sε =
{
t ∈ R : ((x1a + ty1a ) mod 1, (x2b + ty2b ) mod 1) ∈ Jε} ,
we have Ip ⊂ Sε. We next show that Ip ∩ Ip′ = ∅, for distinct elements p and p′ of P∞ε . Indeed, for
such p, p′, and for t ∈ Ip, t′ ∈ Ip′ , we have
|t− t′| = |(x+ ty)− (x+ t′y)|
≥ |p− p′| − |x+ ty − p| − |x+ t′y − p′| ≥ min{a, b} − 2ε− 2ε > 0,
where the last inequality is by our choice of ε. Therefore, t 6= t′, and, as t ∈ Ip and t′ ∈ Ip′ were
arbitrary, we deduce Ip ∩ Ip′ = ∅. Next, as ∆ε(`′,Π) ≥ ∆(`′,Π) > 0, by definition of ∆, there
exists a sequence of positive reals {Nk}k∈N increasing to ∞ such that
#
(
PNkε
) ≥ 2Nk · 1
2
∆(`′,Π) = Nk∆(`′,Π),
for all k ∈ N. Then, for k ∈ N such that Nk ≥ |x|+ 2ε and p ∈ PNkε ⊂ P∞ε , we have
|tp|+ ε = |(x+ tpy − p) + p− x|+ ε ≤ ε+Nk + |x|+ ε ≤ 2Nk,
and therefore Ip ⊂ [−2Nk, 2Nk]. Thus, as the intervals Ip are disjoint for distinct p, we obtain
µ (Sε ∩ [−2Nk, 2Nk]) ≥ µ
( ⋃
p∈PNkε
Ip
)
= #
(
PNkε
) · 2ε ≥ 2Nk∆(`′,Π) ε.
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Now, as Jε is a union of 4 circular sectors, it is Jordan measurable and its area is given by A(Jε) =
pi(2 min{a, b}−1ε)2. Proposition 11 therefore implies that
pi(2 min{a, b}−1ε)2 = A(Jε) = lim
k→∞
1
4Nk
µ (Sε ∩ [−2Nk, 2Nk]) ≥ 1
2
∆(`′,Π) ε,
and thus ∆(`′,Π) ≤ 8pimin{a, b}−2ε. But ε ∈ (0, 14 min{a, b}) was arbitrary, so we must have
∆(`′,Π) = 0. This constitutes a contradiction, and so our assumption that y1/a and y2/b are rationally
independent must be false.
We can thus find (na, nb) ∈ Z × Z \ {(0, 0)} such that nb y1a − na y2b = 0. Moreover, in the case
when one of y1 or y2 is zero, we take (na, nb) ∈ {(0, 1), (1, 0)}, and if y1 and y2 are both nonzero,
we assume w.l.o.g. that na and nb are coprime. Then, letting K = naa+ inbb, we have
`′ =
⋃
k∈Z
{x+ sy + kK : s ∈ [0, |K|]} ⊂
⋃
s∈[0,|K|]
x+ sy + (naa)Z× (inbb)Z.
Let d(F1, F2) = inf{|f1 − f2| : fj ∈ Fj , j ∈ {1, 2}} denote the Euclidean distance between two
closed sets F1, F2 ⊂ C. As ∆(`′,Π) > 0, we must have d(`′,Π) = 0, and therefore
inf
s∈[0,|K|]
d(x+ sy + (naa)Z× (inbb)Z,Π) ≤ d(`′,Π) = 0.
Now, as s 7→ d(x+sy+(naa)Z×(inbb)Z,Π) is continuous, and [0, |K|] is compact, there must exist
an s0 ∈ [0, |K|] such that d(x+s0y+(naa)Z× (inbb)Z,Π) = 0. Then, letting z0 = x+s0y, we have
that z0 + (naa)Z × (inbb)Z is an affine sublattice of Π, and therefore, as (na, nb) ∈ {(0, 1), (1, 0)}
or na and nb are coprime, we have
`′ ∩Π = {z0 + (naa+ inb b)k : k ∈ Z} ,
as desired.
It remains to show that there exists an ε0 > 0 such that (`+D(0, ε0)) ∩ P = ` ∩ P . To this end,
let Y = {z0 + tK : t ∈ [0, 1]}, and note that, as `′ and Π are K–periodic, we get
inf{d(p, `) : p ∈ P \ `} = inf{d(p, β−1(`′ − γ)) : p ∈ P \ `}
= |β|−1 inf{d(p′, `′) : p′ ∈ Π \ `′}
= |β|−1 inf{d(p′, kK + Y ) : p′ ∈ Π \ `′, k ∈ Z}
= |β|−1 inf{d(p′ − kK, Y ) : p′ ∈ Π \ `′, k ∈ Z}
= |β|−1 inf{d(p′, Y ) : p′ ∈ Π \ `′}.
Note that the last expression is strictly positive, as Π\`′ is closed, Y is compact, and (Π\`′)∩Y = ∅.
Let ε0 > 0 be such that ε0 < |β|−1 inf{d(p′, Y ) : p ∈ Π\`′}. Now, if p∗ ∈ P is such that d(p∗, `) ≤ ε0,
then
d(p∗, `) < inf{d(p, `) : p ∈ P \ `},
and so p∗ ∈ `. As p∗ was arbitrary, this shows that (`+D(0, ε0)) ∩ P = ` ∩ P and thus completes
the proof.
Proof of Lemma 11. Let c > 0 be arbitrary, and let m1,m2 ∈ Z be such that B := m1y1 = m2y2.
Then the sets P1 and P2 are both B-periodic, so P`,c is B-periodic. Now, for a point z ∈ C, let pi`(z) be
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the orthogonal projection of p onto `. Then, writing Y = {p ∈ P`,c : pi`(p) ∈ {x1 + tB : t ∈ [0, 1]}},
we have
inf{|p− p′| : p, p′ ∈ P`,c, p 6= p′}
= inf{|p+ kB − (p′ + k′B)| : p, p′ ∈ Y, k, k′ ∈ Z, p+ kB 6= p′ + k′B}
= inf{|p− p′| : p, p′ ∈ Y ∪ (Y +B), p 6= p′} =: η(c).
As the infimum in the last quantity is taken over a finite set of positive numbers, we have η(c) > 0.
Therefore, P`,c is uniformly discrete, for all c > 0, as desired.
Proof of Lemma 12. Let P := {(αs, βs, γs)}s∈I be as in the statement of the lemma. We define an
equivalence relation ∼Q on P by setting (αs1 , βs1 , γs1) ∼Q (αs2 , βs2 , γs2) if and only if βs1/βs2 ∈ Q.
Let Ψ(P) denote the set of equivalence classes of P with respect to ∼Q. We proceed with the proof
of the lemma by induction on n := #(Ψ(P)). If n = 0, i.e., P = ∅, then f is given by the empty
sum, and so f = 0 is trivially entire, as desired. Next, suppose that n ≥ 1, and that the statement of
the lemma holds for all functions parametrized by P ′ = {(α′s, β′s, γ′s)}s∈I′ with #(Ψ(P ′)) < n.
Let Pf be the (possibly empty) set of poles of f , and assume that ∆(`, Pf ) = 0, for every line ` in C.
We show that then f must be entire. To this end, fix an equivalence class P1 := {(αs, βs, γs)}s∈I1 ∈
Ψ(I), and note that, as βs1/βs2 ∈ Q, for all s1, s2 ∈ I1, there exists a T ∈ C such that βsT ∈ Z,
for all s ∈ I1. Next, define g = f( · + ibT ) − f and let Pg ⊂ (Pf − ibT ) ∪ Pf be its set of poles.
Then, as σ is ib-periodic, we have
g = f( ·+ ibT )− f =
∑
s∈I
(
αs σ
(
βs ·+ib(βsT ) + γs
)
− αs σ(βs ·+γs)
)
=
∑
s∈I\I1
(
αs σ
(
βs ·+ib(βsT ) + γs
)
− αs σ(βs ·+γs)
)
,
and so g takes the form g =
∑
s∈I′ α
′
s σ(β
′
s · +γ′s), for some P ′ := {(α′s, β′s, γ′s)}s∈I′ such that
{β′s}s∈I′ ⊂ {βs}s∈I\I1 . But then #(Ψ(P ′)) = #(Ψ(P \ P1)) < #(Ψ(P)) = n, so it follows by the
induction hypothesis that either g is entire, or ∆(`, Pg) > 0 for some line ` in C. On the other hand,
as we assumed that ∆(`, Pf ) = 0, for every line ` in C, we have
∆(`, Pg) ≤ ∆(`, (Pf − ibT ) ∪ Pf )
≤ ∆(`, Pf − ibT ) + ∆(`, Pf ) = ∆(`+ ibT, Pf ) + ∆(`, Pf ) = 0,
for every line ` in C, and therefore g must be entire. We are now ready to show that f must
also be entire. To see this, suppose by way of contradiction that there exists a p∗ ∈ Pf . Then, as
f( ·+ ibT )− f = g is analytic at p∗ and p∗ − ibT , we also have p∗ + ibT, p∗ − ibT ∈ Pf , and thus,
applying this argument repeatedly, we conclude that {p∗ + ibTk : k ∈ Z} ⊂ Pf . Therefore, letting
`′ = {p∗ + ibT t : t ∈ R}, we obtain ∆(`′, Pf ) ≥ (b|T |)−1 > 0, contradicting our assumption that
∆(`, Pf ) = 0, for every line ` in C. This establishes that f is entire and concludes the proof of the
lemma.
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