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Abstract
Having reviewed the aspects of the linear and synchrosqueezed time-frequency representations (TFRs) needed for their under-
standing and correct use in Part I of this review, we now consider three more subtle issues that are nonetheless of crucial importance
for effective application of these methods. (i) What effect do the window/wavelet parameters have on the resultant TFR, and how
can they most appropriately be chosen? (ii) What are the errors inherent in the two reconstruction methods (direct and ridge)
and which of them is the better? (iii) What are the advantages and drawbacks associated with synchrosqueezing? To answer
these questions, we perform a detailed numerical and theoretical study of the TFRs under consideration. We consider the relevant
estimates in the presence of the complications that arise in practical applications including interference between components, am-
plitude modulation, frequency modulation, and noise. Taken together, the results provide an in-depth understanding of the issues in
question.
Keywords: Time-frequency analysis, Windowed Fourier transform, Wavelet transform, Synchrosqueezing
1. Introduction
Although the main aspects of the windowed Fourier trans-
form (WFT), wavelet transform (WT) and their synchrosqueezed
equivalents (SWFT and SWT) were considered in detail in Part
I of this review, some important questions still remain to be ad-
dressed. Thus, the parameters of the window/wavelet used for
the (S)WFT/(S)WT, such as the resolution parameter f0, are of-
ten chosen blindly based on established conventions (e.g. f0 = 1
for the Morlet wavelet), without complete understanding of the
effects of this and other choices on the resultant TFR and the
outcome of the analysis. Next, there are two different meth-
ods by which one can reconstruct the parameters of the signal
components from its TFR: direct and ridge (see Part I). Both
of them are used in the literature, but it has remained unclear
which of the two is to be preferred and when. Finally, it is un-
clear what advantages over the usual WFT/WT are gained by
using SWFT/SWT (apart from nicer visual appearance of the
latter). It also remains to be established whether or not syn-
chrosqueezing changes the time and/or frequency resolution of
the TFR and therefore allows for a more accurate estimation of
the components’ parameters.
We now study each of these issues, viz. the effects of the
window/wavelet parameters, the relative performance of dif-
ferent reconstruction methods, and the advantages/drawbacks
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of synchrosqueezing, in four different cases, when the signal
is represented as: two interfering tones; an amplitude modu-
lated (AM) component; a frequency modulated (FM) compo-
nent; and a single tone corrupted by noise. By proceeding in
this way, accounting for all possible complications, one can
build up quite a complete picture of how the issues in question
manifest themselves for an arbitrary signal.
After discussing in Sec. 2 the assumptions and conventions
used in this work, we introduce in Sec. 3 a convenient unifying
formalism that allows a common set of equations to be used to
describe the (S)WFTs and (S)WTs. We lay out the questions to
be addressed in Sec. 4, and in Sec. 5 we consider them in de-
tail in the situation when there are two interfering tones, ampli-
tude modulation, frequency modulation, and noise. In the light
of the results obtained, Sec. 6 discusses the choice of optimal
window/wavelet parameters, Sec. 7 considers the performance
of different reconstruction methods and their related errors, and
Sec. 8 discusses the extent to which synchrosqueezing is useful,
as well as the difference between TFR concentration and reso-
lution. Finally, in Sec. 9 we summarise and draw conclusions.
2. Assumptions and conventions
In the following we assume that the Part I of this work
has been read thoroughly, and we use the same notation, ter-
minology and conventions as there (see its Appendix A), e.g.
the notion of -supports. However, we now introduce the addi-
tional conventions and assumptions that are listed below. Un-
less otherwise specified, all the following considerations apply
only within the assumptions made, e.g. most of the discussion
is inapplicable if the window function gˆ(ξ) is multimodal.
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Assumptions about the form of the window function: We
consider gˆ(ξ) to be real, positive (so that gˆ(ξ) = |gˆ(ξ)|) and uni-
modal, i.e. having one dominant peak that decays on both sides
of it, with any other peaks being negligible by comparison. This
is the most useful and convenient form. We also assume gˆ′(ξ)
and gˆ′′(ξ) to be finite for all ξ. Note, that we do not assume
a finite support for g(t) or gˆ(ξ), or their symmetry around the
maximum, although window functions symmetric in frequency
and time are usually to be preferred.
Assumptions about the form of the wavelet function: We
consider ψˆ(ξ) to be real, positive and unimodal for ξ > 0 (the
form for ξ ≤ 0 does not matter since we take only positive fre-
quencies in the WT computation). Therefore, in the following
ψˆ(ξ) = ψˆ∗(ξ) = |ψˆ(ξ)|. We also assume gˆ′(ξ) and gˆ′′(ξ) to be
finite for all ξ > 0. Note, that we do not assume a finite support
for ψ(t) or ψˆ(ξ), or any kind of symmetry around the maximum.
Calculated TFRs: For all simulation examples presented in
this work we have used Gaussian window for the (S)WFT and
Morlet wavelet for the (S)WT. The boundary errors in all TFRs
(see Part I) are minimized by padding the signal with exact val-
ues (i.e. simulating it for a longer period and considering only
the central part, with the rest used as padding), but, in all cases
considered, predictive padding gives almost the same results.
The number of padded values on each side is determined as de-
scribed in Part I. In view of these issues, we will not discuss
reconstruction errors < 0.001, as they become influenced by
boundary effects, and by frequency discretization too in the es-
timation of frequency from the SWFT/SWT (see below).
Frequency discretization: The discretization parameters ∆ω
and nv, determining the width of the frequency bins for the
(S)WFT and (S)WT, respectively, are chosen using the crite-
rion described in Part I. However, when the reconstruction of
components from TFR is performed and compared for differ-
ent window/wavelet parameters, we use much smaller constant
∆ω/2pi = 0.002 (WFT and SWFT) and nv = 256 (WT and
SWT): as discussed in Part I, the direct and ridge frequency es-
timation from synchrosqueezed TFRs (only) can suffer greatly
from discretization effects, so that very small bins are needed to
remove them from consideration; the chosen values guarantee
discretization-related errors to be ∆νd/2pi ≤ 0.001 (SWFT) and
∆νd/ν ≤ 0.0015 (SWT).
Extraction of the time-frequency support: In the following
simulation examples, we will extract the ridge curve ωp(t) by
selecting either the highest TFR amplitude peaks at each time
– “maximum-based” scheme – or the peaks that are nearest to
the actual component’s frequency (which we always know a
priori for simulated signals) – the “frequency-based” scheme.
These approaches are used because of their low computational
cost, but note that they work only for the simulated examples,
and are inapplicable to real signals (more universal schemes for
ridge curve extraction are discussed and compared in [1]). The
method will always be specified, and will be selected so as to
model the best or most realistic component extraction; when
both methods are in principle possible, the effect of each ex-
traction procedure on the results will be discussed.
Figures: The yellow regions around the time-averaged TFR
amplitudes at each frequency indicate their ±√2 standard de-
viations in time: in the common case where the time-variation
is approximately sinusoidal, this is equivalent to ±oscillations’
amplitude.
3. Unifying formulation
The only significant difference between the WFT and WT
lies in their linear/logarithmic resolution, so one can generalize
all the formulas for them. Therefore, denoting the WFT/WT as
Hs(ω, t), we write
Hs(ω, t) =
∫
s+(t)hu−t(ω)dt =
1
2pi
∫ ∞
0
eiξt sˆ(ξ)hˆξ(ω)dξ,
WFT: ht(ω) = g(t)e−iωt, hˆξ(ω) = gˆ(ω − ξ),
WT: ht(ω) =
(
ω/ωψ
)
ψ∗(ωt/ωψ), hˆξ(ω) = ψˆ∗(ωψξ/ω).
(3.1)
The signal’s time-domain form can then be reconstructed as
(see Part I)
sa(t) = C−1h
∫
Hs(ω, t)dµ(ω), Ch =
1
2
∫
hˆν(ω)dµ(ω)
WFT: Ch = Cg, µ(ω) = ω ∈ (−∞,∞),
WT: Ch = Cψ, µ(ω) =
(
logω
) ∈ (−∞,∞) (ω ∈ (0,∞)).
(3.2)
Additionally, we define
hˆmax ≡ max
ξ
hˆν(ξ) = hˆν(ν) =
[
gˆ(0) (WFT)
ψˆ(ωψ) (WT)
Qν(ω) ≡
C−1h
2
∫ µ(ω)
−∞
hˆν(ξ)dµ(ξ) =
[
Rg(ω − ν) (WFT)
1 − Rψ(ωψν/ω) (WT)
νH(ω, t) ≡ ∂targ[Hs(ω, t)], Q˜ν(ω1, ω2) ≡ Qν(ω2) − Qν(ω1),
(3.3)
where Rg,ψ(ω) are defined in Part I, and we have taken into ac-
count that gˆ(ξ) = |g(ξ)|, ψˆ(ξ) = |ψˆ(ξ)|, according to the assump-
tions made. Thus, if signal contains the tone A cos(νt + ϕ), then
Q˜ν(ω1, ω2) represents the relative part of this tone that is con-
tained in the TFR located at frequencies ω ∈ [ω1, ω2].
Finally, in what follows we will also need the expressions
for all possible TFR-derived quantities related to the multitone
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signal, which are:
s(t) =
∑
n
an cos(νnt + ϕn) ≡
∑
n
an cos φn(t),
⇓
Hs(ω, t) =
1
2
∑
n
anhˆνn (ω)e
iφn(t),
|Hs(ω, t)|2 =
∑
n
a2nhˆ
2
νn
(ω)
4
+
∑
n,m>n
anamhˆνn (ω)hˆνm (ω)
2
cos ∆φnm(t),
arg[Hs(ω, t)] = arctan
∑
n anhˆνn (ω) sin φn(t)∑
n anhˆνn (ω) cos φn(t)
,
νH(ω, t) =
∑
n
a2nhˆ
2
νn
(ω)
4|Hs(ω, t)|2 νn
+
∑
n,m>n
anamhˆνn (ω)hˆνm (ω)
4|Hs(ω, t)|2 [νn + νm] cos ∆φnm(t),
(3.4)
where ∆φnm ≡ φn(t) − φm(t). Note that, unlike the WFT and
WT, which are linear TFRs and therefore satisfy additivity (i.e.
Hs1(t)+s2(t) = Hs1(t) + Hs2(t)), synchrosqueezing is an inherently
nonlinear operation, so that the SWFT/SWT of the sum of sig-
nals is not equal to the sum of SWFTs/SWTs for each signal
separately. Due to this the expressions for synchrosqueezed
TFRs are more complicated and cannot be obtained in a sim-
ple form like (3.4).
4. The questions to be answered
In this section, we formulate and discuss the three issues
that will be studied below.
4.1. Choice of the window/wavelet parameters
The parameters of the window/wavelet, e.g. the resolution
parameter f0, determine the time and frequency resolution of
the resultant TFR. Thus, the higher f0 is – the closer in fre-
quency are the AM/FM components that can be distinguished
in a TFR, while at the same time the weaker amplitude and fre-
quency modulations can be represented reliably. The choice
of the resolution parameter determines how the TFR treats the
AM/FM components present in the signal: either as single enti-
ties, or as sums of tones [2]. This is illustrated in Fig. 1, where
different TFRs are shown for signals consisting of one FM com-
ponent, one AM component, and two tones. As can be seen, for
f0 = 1, the TFRs treat both AM/FM components as individual
entities, while at f0 = 5 they are represented as sums of tones;
at the same time, two tones present in the signal that appear in-
distinguishable at f0 = 1 can be resolved at f0 = 5. Fig. 1 illus-
trates the importance of selecting appropriate window/wavelet
parameters, as well as the inherent difficulties of this task. Thus,
for the case considered in the figure, neither f0 = 1 nor f0 = 5
is suitable, and one needs to choose the resolution parameter
based on a compromise between reliable representation of the
AM/FM components and reliable representation of tones.
To choose window/wavelet parameters appropriately, one
needs first to understand fully their influence on the TFR prop-
erties. For the resolution parameter f0, we wish to answer the
questions: how high should f0 be to distinguish between two
tones? How low should it be to reliably represent components
with particular amplitude and/or frequency modulation, i.e. with-
out separating them into multiple TFR lines? Within what range
can it be chosen? We investigate these issues in detail by study-
ing the TFR behavior for different signals. Note, that although
the simulations are performed for the (S)WFT with Gaussian
window and (S)WT with Morlet wavelet, we actually consider
the general case of any window/wavelet within the given as-
sumptions, and understand by f0 any set of parameters charac-
terizing its resolution properties.
Because the AM/FM component can be represented as a
sum of tones (see Part I), it is useful to consider the WFT/WT
of a multitone signal s(t) =
∑M
m=1 am cos(νmt + ϕm), and we
partition its qualitative behavior into regimes as illustrated in
Table 1 below.
Table 1: Regimes of possible WFT/WT behavior for an M-tone signal s(t) =∑M
m=1 am cos(νmt + ϕm).
Regime I All tones are fully resolved, i.e. at each
time there are M well-separated peaks in the
WFT/WT amplitude, and the time-variations
of the latter are zero or negligible.
Regime II Tones partly interfere with each other, so the
WFT/WT amplitude varies in time, but there
are always M distinct peaks.
Regime III Tones severely interfere, so that the nearest
ones sometimes merge, i.e. there exist mo-
ments when there are fewer than M (non-
negligible) peaks in the WFT/WT amplitude.
Regime IV Tones are completely merged so that, al-
though the WFT/WT amplitude strongly
varies in time, it always has only one domi-
nant peak.
Evidently, for a few unrelated tones, one should aim at Regime
I, while for AM/FM components – at Regime IV. The differ-
ences between regimes will become clearer in the forthcoming
sections.
To distinguish between different types of WFT/WT behav-
ior, we introduce the mean number of peaks 〈Np〉, defined sim-
ply as the time-averaged number of peaks in the WFT/WT am-
plitude
〈Np〉 = 〈#ωp(t) : |∂ωHs(ωp(t), t)| = 0, |∂2ωHs(ωp(t), t)| < 0〉
(4.1)
Thus, 〈Np〉 = M indicates Regime I or II, 1 < 〈Np〉 < M implies
Regime III, and 〈Np〉 ≈ 1 is characteristic of the IV type of
behavior. Note that there might be many small spurious peaks
(e.g. due to round-off errors), so we discard peaks smaller than
10−6 of the total summed amplitude of all peaks at each time.
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Figure 1: The WFT, SWFT, WT and SWT calculated at different f0 for a signal consisting of four components s(t) = s1(t) + s2(t) + s3(t) + s4(t): 1) FM
component s1(t) = cos(2pi · 0.5(t + 0.25 cos(2pi · 0.1t))); 2) AM component s2(t) = (1 + 0.5 cos(2pi · 0.2t)) cos(2pi · 1.5t); 3,4) two tones with close frequencies
s3,4(t) = cos(2pi · (2.5 ∓ 0.1)t). Note that behavior of the SWFT/SWT is qualitatively the same as for the WFT/WT at each f0. The signal was sampled at 50 Hz for
200 s.
In addition, to quantify the interference between tones, we will
also introduce the interference measure η, but it will be defined
for each particular case separately.
Regarding behavior of the SWFT/SWT, its classification is
more problematic due to its high complexity. For example, even
in the noiseless case the synchrosqueezed TFRs often contain
much more TFSs than there are tones in the signal. However,
as will be seen, the SWFT/SWT and WFT/WT from which it is
constructed both behave in qualitatively the same way, so it is
enough to classify only behavior of the latter.
4.2. Choice of the reconstruction method
As discussed in Part I, there are two possible methods – di-
rect and ridge – by which a component can be reconstructed
from its support in a TFR. However, to the best of our knowl-
edge, there are no works comparing their performance, so it is
not clear in what cases which method should be used. This is-
sue will be thoroughly investigated in the following sections.
We will quantify the relative error of reconstruction εa,φ, f of
amplitude, phase and frequency of the AM/FM component as
εa ≡
√〈[Arec(t) − Atrue(t)]2〉√〈[Atrue(t)]2〉
εφ ≡
√
1 − |〈ei(φrec(t)−φtrue(t))〉|2
ε f ≡

√
〈[νrec(t)−νtrue(t)]2〉
2pi for (S)WFT√
〈[νrec(t)−νtrue(t)]2〉
〈νtrue(t)〉 for (S)WT
(4.2)
where Arec,true(t), φrec,true(t), νrec,true(t) denote the reconstructed
and true parameters. The difference between the definitions of
ε f for the (S)WFT and (S)WT accounts for the linear and log-
arithmic frequency resolutions of these transforms. Note that,
generally, the reconstruction of phase is much more precise than
that of amplitude or frequency, so the form of εφ was chosen so
as to magnify the corresponding error and make it comparable
to the others. The analytic expressions for the errors of each
reconstruction method will be given at the end, in Sec. 7.
4.3. Advantages/drawbacks of synchrosqueezing
As can be seen from Fig. 1, if the components are not re-
liably represented in the WFT/WT, they will be not well re-
flected in the SWFT/SWT either (as already noted in Part I).
Therefore, it is not immediately obvious what are the advan-
tages of SWFT/SWT over the usual WFT/WT, apart from be-
ing more visually appealing. Does synchrosqueezing improve
the time or frequency resolution of the transform? Or does it
allow more accurate reconstruction of the components? And
generally, does the concentration of the TFR represent the pri-
mary characteristic of its performance? To answer these ques-
tions, we compare not only the performances of different re-
construction methods, but also the accuracy of estimates ob-
tained by these methods from the usual and synchrosqueezed
TFRs. For example, to understand whether synchrosqueezing
improves frequency resolution it is sufficient to study the case of
two interfering components: the resolution can be regarded as
being increased only if one is able to extract the parameters of
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these components more accurately from the SWFT/SWT than
from the underlying WFT/WT.
5. Simulation study
5.1. Resolution of two tones
Consider a two-tone signal
s(t) = A[cos(ν1t + ϕ1) + r cos(ν2t + ϕ2)], ν1 < ν2, (5.1)
and for further convenience define
∆ν ≡ ν2 − ν1; ∆φ(t) ≡ ∆νt + (ϕ2 − ϕ1); ν¯ = ν1 + ν22 . (5.2)
Then the corresponding WFT/WT and related quantities will
be (3.4):
Hs(ω, t) =
Aei(ν1t+ϕ1)
2
[
hˆν1 (ω) + hˆν2 (ω)e
i∆φ(t)
]
,
|Hs(ω, t)|2 = A
2
4
[
hˆ2ν1 (ω) + hˆ
2
ν2
(ω) + 2rhˆν1 (ω)hˆν2 (ω) cos ∆φ(t)
]
,
νH(ω, t) =
ν1hˆ2ν1 (ω) + ν2hˆ
2
ν2
(ω) + 2rν¯hˆν1 (ω)hˆν2 (ω) cos ∆φ(t)
hˆ2ν1 (ω) + hˆ
2
ν2
(ω) + 2rhˆν1 (ω)hˆν2 (ω) cos ∆φ(t)
.
(5.3)
As can be seen, the main supports of the different tones in
Hs(ω, t) might overlap with each other, so that each term is
non-negligible for some ω. In this situation one says that the
two tones interfere in the TFR, which is reflected in the ap-
pearance of terms ∼ hˆν1 (ω)hˆν2 (ω) cos ∆φ(t), causing harmonic
oscillations in the squared TFR amplitude |Hs(ω, t)|2 and an in-
stantaneous frequency νH(ω, t). These terms will be called in-
terference terms, and they are mainly responsible for the dif-
ferent types of TFR behavior, considered below. Note that, as
seen from (5.3), changing the phase lag ϕ1,2 in (5.1) does not
lead to any qualitative or quantitative changes in TFR behavior,
but only shifts it in time.
5.1.1. Representation
Different types of TFR behavior (see Table 1) for the two-
tone signal (5.1) are illustrated in Fig. 2 for the Gaussian win-
dow (S)WFT; for other windows, as well as for the (S)WT, all is
qualitatively the same. As can be seen, for sufficiently high f0,
the WFT amplitude has two well-separated peaks at all times
(Regime I). For lower f0, although there are still two distinct
peaks in WFT at all times, “bridges” begin to appear between
them at certain times, reflecting interference between compo-
nents and causing localised corruption of the WFT (Regime II).
Regime III behaviour appears when we further decrease f0, so
the window/wavelet frequency resolution becomes insufficient
to resolve the two tones, and they become mixed, i.e. sometimes
there are two peaks in WFT amplitude and sometimes only one.
Finally, for a very low value of the resolution parameter, the fre-
quency resolution becomes so poor (although time resolution is
extremely sharp) that two tones are completely merged, appear-
ing as a single AM/FM component in the TFR (Regime IV).
Comparing (a-d) and (m-p) in Fig. 2, it can be seen that, in
agreement with what was said above, synchrosqueezing does
not change the qualitative behavior of the TFR. Thus, when
interference is present, it affects both the TFR amplitude and
instantaneous frequency (5.3) (as shown in the first and third
row in Figure 2), both of which are used in the SWFT/SWT
construction. Note that, for an SWT based on the wavelet with
compact frequency support, the resolution of two tones was also
considered in [3], but here we will give a more general and de-
tailed treatment for both the (S)WFT and (S)WT.
In Fig. 2(a-d), the dotted lines indicate the “interference-
free” WFT amplitudes, i.e. as they would be if the signal con-
sisted only of a single tone, with the gray-shaded area show-
ing the region shared by each of the “non-interfering” peaks.
These can be associated with the two terms in Hs(ω, t) (5.3): at
each frequency ω, the upper of the two dotted lines represents
the amplitude of the currently dominant component, while the
lower one reflects the contribution of the other tone and equals
the amplitude of the oscillations at its frequency. It seems log-
ical, therefore, to measure the severity of interference in terms
of the relative overlaps η1,2, defined as the ratio of the interfer-
ence area (gray-shaded in Fig. 2) to the total area under each
peak. Using (3.3), one can write it as
η1 = rη2 =
∫
min[hˆν1 (ω), hˆν2 (ω)]dµ(ω)∫
hˆν1 (ω)dµ(ω)
=
∫ µ(ω×)
−∞ hˆν1 (ω)dµ(ω) +
∫ ∞
µ(ω×)
hˆν1 (ω)dµ(ω)∫
hˆν1 (ω)dµ(ω)
=Qν1 (ω×) + r[1 − Qν2 (ω×)],
(5.4)
where Qν(ω) is defined in (3.3), and the “intersection frequency”
ω× is determined as the frequency where the WFT/WT am-
plitudes of separate (non-interfering) tones intersect each other
(red point in Figure 2), i.e.
ω× ∈ [ν1, ν2] : hˆν1 (ω×) = rhˆν2 (ω×)
⇒ ω× = ν¯ − log r
f 20 ∆ν
(Gaussian window WFT),
⇒ ω× = √ν1ν2 exp
[
− log r
(2pi f0)2 log ν2ν1
]
(lognormal wavelet WT),
(5.5)
The relative overlaps η1,2 provide rough measures of the error
that one can expect while extracting and reconstructing by a di-
rect method the first and second components from the TFR of
a summed signal (5.1); a more rigorous relation will be consid-
ered in the reconstruction subsection below. Interestingly, the
jump in 〈νG(ω, t)〉 seen in Fig. 2 (j-l) occurs exactly at ω = ω×,
and the same situation is observed for the WT. Note also that,
in the case of r = 1 (tones of equal amplitude), for WFT with
symmetric gˆ(ξ) one always has ω× = ν¯, while for the WT with
ψˆ(ξ) symmetric over log ξ it is always ω× =
√
ν1ν2.
Now, using (5.3) and (5.4), we can formulate the condi-
tions for each type of behavior, which are summarized in Ta-
ble 2. The I type of behavior requires the interference to be
5
Figure 2: Behavior of the Gaussian window WFT in dependence on f0 for a two-tone signal s(t) = cos(2pi · 2t) + 0.5 cos(2pi · 2.25t), sampled at 20 Hz for 500 s. For
illustrational purposes, Gaussian window gˆ(ξ) is “cutted” to compact frequency support [ξ1(0.001), ξ2(0.001)], and the boundaries of the joint support of both peaks
[ν1 + ξ1(0.001), ν2 + ξ2(0.001)] are shown by gray lines in (a-d) and (i-l). (a-d): Time-averaged WFT amplitudes; dotted lines show 12 gˆ(ω − ν1) and 12 gˆ(ω − ν2),
corresponding to the WFTs of each tone separately, with red dot indicating point of their intersections and gray region showing the area shared by both of them.
(e-h): WFT amplitudes in time-frequency domain. (i-l): Time-averaged WFT frequency νG(ω, t), with dashed lines showing the frequencies of each tone ν1, ν2.
(m-p): SWFT amplitudes in time-frequency domain. Values of η2 indicate relative overlap for the second component (ratio of gray-shaded area to all area below the
right dotted peak in (a-d), see text and (5.4)), which in our case of r = 0.5 < 1 is the maximum among two η2 = r−1η1 = max[η1, η2]. Note, that (d,h,l,p) correspond
to Regime IV only if we take  > 0.06 in its condition (see (5.6e) below), for lower precision smaller f0 are needed.
very small which, rewritten in terms of relative overlaps, re-
quires that η1,2 be smaller than  (5.6a). This condition can
be rewritten approximately in terms of the -supports: it can
be shown that the expressions (5.6a) and 5.6b are fully equiva-
lent if either: (a) r = 1, i.e. tones have equal amplitude, and
the window (wavelet) FT is symmetric over ω (log ω
ωψ
); (b)
 = 0 and the window/wavelet has a compact frequency sup-
port |µ(ξ1,2(0))| < ∞. The latter case is especially simple, since
tones with any r are obviously separated if hˆν1,2 (ω) has non-
overlapping finite frequency supports.
However, in other cases (5.6b) is only approximate, depend-
ing on the amplitude ratio r and the (time-dependent) positions
of the minima between the two TFR amplitude peaks. Never-
theless, it can be shown that (5.6b) implies η1 ≤ (1+r)/2, η2 ≤
(1+r−1)/2, so that if tones are non-negligible compared to each
another, one will always have η1,2 ≤ O(). Therefore, the con-
sidered approximation appears to be very accurate (especially
for the Gaussian window WFT, see Fig. 3 below).
The conditions for the II and III Regimes, (5.6c) and (5.6d),
are devised by investigating the minima of |Hs(ω, t)|2 (5.3). Thus,
since the window/wavelet FT is assumed to be positive and uni-
modal, it can be shown that, in terms of the number of peaks,
the tones are most merged and most resolved in the TFR when
in (5.3) ∆φ(t) = 0 and ∆φ(t) = pi, respectively; the TFR ampli-
tudes (5.3) for these limiting cases are:
|Hs(ω, t)|2
∣∣∣
∆φ(t)=0,pi =
A2
4
[
hˆν1 (ω) ± rhˆν2 (ω)
]2
(5.7)
Obviously, if for the most-merged case ∆φ(t) = 0 one still has
two peaks in the |Hs(ω, t)|2, then there will always be two peaks
in the TFR amplitude. Similarly, if only one peak appears in the
most-resolved case (∆φ(t) = pi), then the TFR amplitude will
always have a single peak. Taken with (5.3), this logic gives
(5.6c) and (5.6d). It should be clarified that, in (5.6d), this is
the condition max[η1, η2] < 1−  which establishes that the two
tones are not always merged into one TFR peak (i.e. 〈Np〉 > 1).
Thus, comparing the equation for ω× (5.5) with (5.3), one can
see that |Hs(ω, t)|2 for ∆φ(t) = pi drops to zero (i.e. has a min-
imum, implying multiple peaks) at ω = ω×. Therefore, the
necessary condition for 〈Np〉 = 1 is non-existence of ω× which,
according to (5.4), is equivalent to max[η1, η2] = 1, being vio-
lated by max[η1, η2] < 1 −  in (5.6d).
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Regime Condition
I
max[η1, η2] ≤  (5.6a)
approx.⇒
[
(S)WFT: ∆ν > ξ2() − ξ1(),
(S)WT: ν2/ν1 > ξ2()/ξ1().
(5.6b)
II
{
max[η1, η2] > 
〈Np〉 = 2⇒ [hˆν1 (ω) + rhˆν2 (ω)] has minimum in ω ∈ [ν1, ν2] (5.6c)
III 1 < 〈Np〉 < 2 ⇒
{
max[η1, η2] < 1 − 
[hˆν1 (ω) + rhˆν2 (ω)] has no minimum in ω ∈ [ν1, ν2] (5.6d)
IV
max[η1, η2] ≥ 1 −  (5.6e)
approx.⇒

(S)WFT:
[
ω× ≥ ν2 + ξ2(2)
ω× ≤ ν1 + ξ1(2) ⇒ r
∓1 ≥ exp
{
f0∆ν
2 [2nG(2) + f0∆ν]
}
for Gaussian window
(S)WT:
[
ω× ≥ ωψν2/ξ1(2)
ω× ≤ ωψν1/ξ2(2) ⇒ r
∓1 ≥ exp
{
(2pi f0) log
ν2
ν1
2
[
2nG(2) + (2pi f0) log ν2ν1
]}
for lognormal wavelet
(5.6f)
Table 2: Conditions for each type of behavior (illustrated in Fig. 2) for the two-tone signal (5.1), where we have used notation (5.2). Value of  is some predefined
accuracy (we use  = 0.001) that determines how high (low) the interference should be to regard the tones as fully merged (separated) in the TFR.
Finally, Regime IV appears when almost all of the area un-
der the TFR amplitude corresponding to one tone is included
into the area of the other, as reflected in (5.6e). When this hap-
pens, the interference becomes extremely strong, and the tones
behave as a single component in the TFR nearly all the time. In
fact, one may require tones to be always merged and set  = 0
in (5.6e); this is a stricter condition and is equivalent to the non-
existence of ω× (which is necessary for 〈Np〉 = 1, as discussed
previously). However, for many windows/wavelets such situ-
ation is in principle impossible, e.g. if hˆν1 (ω) and hˆν2 (ω) have
finite supports, there will always be an intersection between the
two (since the support of the latter will end after the support of
the former). The definition through  is therefore much more
general and convenient. With decreasing , the time intervals
for which more than one peak exists are “squeezed” around the
times when ∆φ(t) = pi, becoming very short in Regime IV as de-
fined by small  (in fact, the Regime IV condition is equivalent
to 〈Np〉 ≤ 1 + O()). The approximate conditions (5.6f) imply
that max[η1, η2] ≥ 1−α, α ≤ 1, thus being slightly stricter and
implying (but not being implied by) (5.6e).
By performing numerical simulation, one can locate the re-
gions of {r,∆ν, f0} space corresponding to each type of behav-
ior. They are shown for a Gaussian window WFT in Fig. 3 to-
gether with 〈Np〉 (4.1) and maximum relative overlap max[η1, η2]
(5.4). Both qualitatively and quantitatively, the WFT behav-
ior, apart from r, depends only on the product f0∆ν, so that
the pictures in Fig. 3 remain the same for all f0. Additionally,
for symmetric gˆ(ξ) (such as Gaussian), all the pictures are also
symmetric with respect to r → 1/r, which in this case is equiv-
alent to exchanging η1 ↔ η2. Note that the border of Regime
I predicted by (5.6a) (blue line in Fig. 3 (a)) is almost indepen-
dant of r and lies very close to the predictions of (5.6b), shown
by the dashed light-blue line.
Fig. 4 is the analog of Fig. 3 for the Morlet wavelet WT.
Due to its logarithmic frequency resolution one might expect
that, in analogy to the WFT, the behavior of the WT is deter-
mined only by f0 log ν2/ν1 ≈ f0∆ν/ν1 + O(∆ν2/ν21) and r. How-
ever, although this is indeed the case for different ν1, it does
not hold true for different f0. Thus, as seen from a comparison
of Fig. 4 (a-c) and (d-f), the behavior of the WT, apart from r
and f0∆ν/ν1 (or any other simple combination of f0, ωψ, ν1,2),
is characterized also by f0 separately. This arises because the
form of the Morlet wavelet changes qualitatively with f0 (mainly
due to the admissibility term e−(2pi f0)2/2); in the case of the log-
normal wavelet, for which ψˆ(ωψ/ω) does not change its form
with f0, the WT’s behavior is characterized only by r and f0 log ν2/ν1,
as expected (not shown). For the same reasons, 〈Np〉 and max(η1, η2),
although symmetric under r → r−1 for Gaussian window WFT
(Fig. 3) and lognormal wavelet WT (not shown), are no longer
symmetric for the Morlet wavelet. Thus, as seen from Fig.
4, it is easier to separate tones perfectly (Regime I) when the
lower-frequency tone has a higher amplitude than the higher-
frequency one (r < 1). As a result of this asymmetry, the exact
and approximate conditions for Regime I type behavior, (5.6a)
and (5.6b), exhibit poorer agreement in the case of WT as com-
pared to the WFT (and better agreement for r > 1 than for for
r < 1). Note, however, that with increase of f0 in the Morlet
wavelet the WT behavior becomes more and more symmetric
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Figure 3: Dependence of the WFT behavior on signal (5.1) parameters r, ν1, ν2 ≡ ν1 + ∆ν and Gaussian window resolution parameter f0. (a): Regions of parameter
space corresponding to each type of behavior, according to (5.6a),(5.6c),(5.6d),(5.6e); dashed light-blue line shows boundary of the I-type behavior as predicted by
approximate (5.6b). (b): Mean number of peaks 〈Np〉 (4.1). (c): Relative overlaps η1 (transparent) and η2 (opaque), as calculated from (5.4); light-grey line shows
their intersection. For determining Regimes I and IV we used  = 0.001 in (5.6a) and (5.6e).
Figure 4: Same as Figure 3, but for the Morlet wavelet WT.
under r → r−1 (compare Fig. 1(d-f) and (a-c)), as well as less
dependent on f0 separately from f0∆ν/ν1.
5.1.2. Reconstruction
To relate the relative overlaps η1,2 (5.4) to the errors of pa-
rameter estimation, consider the reconstruction of each tone
by the direct method (see Part I). We denote the point in the
WFT/WT at which the supports of each tone are separated as
ωs(t), so that at each time the first tone s1(t) = A cos(ν1t + ϕ1)
is reconstructed from the frequency region [ω(1)− (t), ω
(1)
+ (t)] =
(−∞, ωs(t)], while the second one s2(t) = rA cos(ν2t + ϕ2) –
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Figure 5: Amplitude (a,d), phase (b,e) and frequency (c,f) of a two-tone signal (5.1) as reconstructed from its WFT and SWFT (colored lines), compared to the true
values (thick gray lines). Values of εa,φ, f shown are in the same order as lines in legend, corresponding to direct[WFT] (blue), direct[SWFT] (red), ridge[WFT]
(green), ridge[SWFT] (brown). In (a,d), ridge reconstruction from the SWFT is not shown as it is not appropriate for amplitude (see Part I). In (b,e), the difference
between the reconstructed and true phase is shown. The signal (5.1) was sampled at 50 Hz for 100 s, and it was simulated with ϕ1 = ϕ2 = 0 and ν1/2pi = 2; all other
parameters are indicated on the figure.
from [ωs(t),∞). The reconstructed signals srec1,2(t) are then
srec1 (t) − A cos(ν1t + ϕ1) =A
[
−
(
1 − Qν1
(
ωs(t)
))
cos(ν1t + ϕ1)
+ rQν2
(
ωs(t)
)
cos(ν2t + ϕ2)
]
srec2 (t) − rA cos(ν1t + ϕ1) =A
[(
1 − Qν1
(
ωs(t)
))
cos(ν1t + ϕ1)
− rQν2
(
ωs(t)
)
cos(ν2t + ϕ2)
]
(5.8)
According to the definition of the TFS (see Part I), the fre-
quency ωs(t) corresponds to a minimum of |Hs(ω, t)|2 at each
time, which will obviously lie between the tone frequencies
ωs(t) ∈ (ν1, ν2). As discussed in Part I, for r = 1 and sym-
metric gˆ(ξ) (WFT) or logarithmically symmetric ψˆ(ξ), one has
ωs(t) = [(ν1 + ν2)/2 (WFT) or
√
ν1ν2 (WT)] = ω×, where the
intersection frequency ω× is defined in (5.5). In other cases it
will be not so, but one can still expect 〈ωs(t)〉 ≈ ω×. Therefore,
setting ωs(t) ≈ ω× in (5.8), one obtains
max
(
A−1|srec1 (t) − s1(t)|
) ≈ η1,
max
(
r−1A−1|srec2 (t) − s2(t)|
) ≈ η2, (5.9)
which shows that the relative overlaps η1,2 (5.4) indeed have a
direct relationship with the quality of the tones’ representation
in the TFR.
We now investigate numerically the performance of the dif-
ferent reconstruction methods (direct and ridge-based) for the
two-tone signal (5.1). To extract the time-frequency supports
of the two tones, at each time we find the two most dominant
peaks in the TFR amplitude, pick the one nearest to the ac-
tual tone frequency, and select the corresponding TFS around
it (“frequency-based” scheme). This is done for each tone sep-
arately so, when they merge into a single peak, they will have
the same extracted support. Such procedure give the most ap-
propriate TFS for reliable study of the current case. We then
apply the direct and ridge reconstruction methods to obtain am-
plitude, phase and frequency and calculate the respective errors
εa,φ, f (4.2).
Figure 5 shows examples of amplitudes, phases and fre-
quencies reconstructed from the (S)WFT in two cases, corre-
sponding to Regimes II and III (for (S)WT all remains qualita-
tively similar). In Regime II (a-c), when interference is present
but not very strong, ridge methods by far outperform direct
ones. The performance of ridge reconstruction from the WFT
and SWFT is almost the same (except for the amplitudes), which
cannot be said about the direct methods. Thus, for amplitude re-
construction, direct[WFT] performs better than direct[SWFT],
while for phase/frequency we observe the opposite situation,
i.e. direct reconstruction from the SWFT gives slightly better
results than that from the WFT (although in all cases direct es-
timates are less accurate than ridge-based). All changes when
the WFT enters Regime III (Fig. 5(d-f)). In this case, where the
two tones are often merged into a single peak, all methods fail.
Figure 6 shows the full dependence of all errors on the f0
and signal parameters for (S)WFT-based reconstruction by dif-
ferent methods, while Figure 7 shows the same information for
the WT. One can see, that reconstruction errors are well corre-
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lated with relative overlaps η1,2 shown previously, and (not sur-
prisingly) that the accuracy of (S)WFT-based reconstruction de-
pends on a combination f0∆ν, while the performance of (S)WT-
based methods depends on f0 and ∆ν/ν1 separately, at least for
the Morlet wavelet (for lognormal wavelet all will depend only
on r and f0 log ν2ν1 ). It is clear that the errors are to a large extent
determined by the TFR behavior, being for all methods negli-
gible in Regime I, appearing in II and becoming very large in
III-IV (e.g. the maximum error among the two, for each tone,
crosses level of 10% almost exactly at the border of III region,
indicating that 10% relative error is an appropriate threshold).
Note that, for the direct methods, even for some parameters cor-
responding to Regime I, there exists a non-negligible error: this
is entirely on account of boundary effects (see Part I) and it de-
creases with increasing signal time-length. Although we pad
the signal with original values to suppress boundary errors, the
direct method estimates are much more susceptible to boundary
effects than the ridge-based ones, thus requiring more padded
values to achieve the specified precision than is given by the
corresponding formula in Part I.
Both Figs. 6 and 7 confirm what was already seen from Fig.
5. Thus, for the present case of interfering tones, ridge-based
reconstruction outperforms the direct methods in all cases. This
was to be expected, because a TFR at the amplitude peak should
be less corrupted by interference with nearby components than
a TFR contained in the wider component support. Thus, while
in direct reconstruction one integrates over the whole TFS, in-
cluding regions close to the other component (i.e. with con-
siderable interference), ridge reconstruction accounts for in-
terference only at the more distal peak. This is not so clear,
however, for the case of phase/frequency reconstruction from
SWFT/SWT ridges, but results indicate that there is a similar
situation. Comparing estimates obtained from the WFT/WT
and SWFT/SWT, one can see that the synchrosqueezing does
not provide significant advantages in terms of the components’
reconstruction: the accuracy of SWFT/SWT-based estimates is
usually comparable or lower than that of WFT/WT-based ones,
although in some parameter regions they are slightly better for
the direct reconstruction of phase/frequency. As already dis-
cussed, the performance of each method depends strongly on
the type of TFR behavior, so that an appropriate choice of win-
dow/wavelet parameters is therefore essential for accurate re-
construction.
5.2. Amplitude modulation
We now consider the AM component with sinusoidal am-
plitude modulation:
s(t) =A[1 + ra cos(νat + ϕa)] cos(νt + ϕ)
=A
[
cos(νt + ϕ) +
ra
2
cos[(ν − νa)t + (ϕ − ϕa)]
+
ra
2
cos[(ν + νa)t + (ϕ + ϕa)]
] (5.10)
where the amplitude definition implues ra ≤ 1, 0 ≤ νa < ν. For
convenience, we also denote
φa(t) ≡ νat + ϕa (5.11)
It is evident that the AM component (5.10) can be repre-
sented as a sum of three tones: a main tone of frequency ν and
two side tones at ν±νa of equal amplitude; the latter appear as a
result of the amplitude modulation and therefore will be called
“AM-induced”. Therefore, all the formulas and classification
for multitone signals also apply for the AM component (5.10).
Using (3.4), one obtains for the signal (5.10):
Hs(ω, t) =
Aei(νt+ϕ)
2
[
hˆν(ω) +
ra
2
hˆν+νa (ω)e
iφa(t) +
ra
2
hˆν−νa (ω)e
−iφa(t)
]
,
|Hs(ω, t)|2 = A
2
4
[
hˆ2ν1 (ω) +
r2a
4
(
hˆν+νa (ω) + hˆν−νa (ω)
)2
+ rahˆν(ω)
(
hˆν+νa (ω) + hˆν−νa (ω)
)
cos φa(t)
− r2ahˆν+νa (ω)hˆν−νa (ω) sin2 φa(t)
]
,
νH(ω, t) = ν +
raνa
2
A2
4|Hs(ω, t)|2
(
hˆν+νa (ω) − hˆν−νa (ω)
)
×
( ra
2
[hˆν+νa (ω) + hˆν−νa (ω)] + gˆν(ω) cos φa(t)
)
.
(5.12)
Comparing with the two-tone case (5.3), we now have two in-
terference terms, ∼ cos φa(t) and ∼ sin2 φa(t). They are re-
sponsible for interference between the main tone and the AM-
induced ones, and between the two AM-induced ones in their
own rights, respectively. Note that all time behavior depends
on φa(t), so that the phase shifts ϕ, ϕa in (5.10) do not change
anything qualitatively.
5.2.1. Representation
From (5.10) it is clear that one can look onto AM compo-
nent from different perspectives: either as an oscillation with
amplitude modulation, or as the superposition of three tones
with particular amplitude, phase and frequency relationships.
The way in which the component (5.10) is represented in the
TFR is determined by the window/wavelet parameters: if the
time resolution is large, it will be treated as a single compo-
nent; if the frequency resolution is large, it will be treated as
three independent tones. Different types of TFR behavior (see
Table 1) for the AM component (5.10) are illustrated in Fig. 8
for the Gaussian window (S)WFT; for other windows, as well
as for the (S)WT, all is qualitatively the same. Note that, in con-
trast to the previously considered case of two interfering tones,
where the desired behavior was that of the Regime I type, we
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Figure 6: Left four panels in each row show the (S)WFT-based amplitude (1-2 rows), phase (3-4 rows) and frequency (5-6 rows) reconstruction errors for the two
interfering tones s(t) = cos ν1t + r cos(ν1 + ∆ν)t in dependence on parameters r,∆ν and Gaussian window resolution parameter f0. Errors for the reconstruction of
the first component (of frequency ν1) are shown transparent, and for the second one (of frequency ν1 +∆ν) are opaque. We used ν1/2pi = 1, but results do not depend
on its value. Estimation of amplitude from the SWFT ridges is not appropriate, and so the corresponding results are discarded. Thin black lines indicate the levels
of 0.001, 0.01, 0.1, 1, and the behavior of errors < 0.001 for simplicity is not shown; thick green, gray and blue lines are the same as in Fig. 3, showing the borders
of regions corresponding to behavior in Regimes I - IV. The right panels in each row show regions in parameter space where each method is optimal, i.e. gives the
smallest estimation error; if the resultant errors of two methods differ on less than 0.001, they are regarded as having similar performance (the corresponding regions
are denoted as ‘’method1/method2‘’). Comparison does not make much sense when WFT behavior is of IV type or if all reconstruction errors are > 0.1, so that all
methods fail; the corresponding regions are white-filled in the right-hand panels. The signal was sampled at 50 Hz for 100 s.
now want the AM component to be represented consistently as
a single entity in the TFR, which corresponds to the Regime IV.
Similarly to (5.4), to quantify TFR behavior in the present
case we can use the interference measure ηa, based on (5.4) and
the analogy of the current expression for |Hs(ω, t)|2 (5.12) with
that obtained previously for two tones (5.3). Thus, we define
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Figure 7: Same as Fig. 6, but all parameters are reconstructed from the signal’s WT/SWT. The direct frequency reconstruction for Morlet wavelet is not possible, so
we use hybrid reconstruction (see Part I). Note, that the frequency reconstruction error for the WT (4.2) is defined in relation to the component’s mean frequency, so
ε f here is divided on ν1/2pi ((ν1 + ∆ν)/2pi) for the first (second) tone in comparison to ε f in Fig. 6; this makes the depicted dependences consistent for different ν1.
ηa as the ratio of the area shared by A2 hˆν (the TFR amplitude of
the main tone separately) and A2
ra
2 [hˆν+νa (ω)+ hˆ(ν−νa)] (the sum
of the TFR amplitudes of each of the AM-induced tones), and
which is shown as the gray-shaded area in Fig. 8 (b-d), to the
total area under the latter:
ηa =
∫
min[hˆν(ω), ra2 (hˆν+νa (ω) + hˆν−νa (ω))]dµ(ω)
ra
2
∫
[hˆν+νa (ω) + hˆν−νa (ω)]dµ(ω)
=
1
ra
2
∫
[hˆν+νa (ω) + hˆν−νa (ω)]dµ(ω)
( ∫ µ(ω(1)× )
−∞
hˆν(ω)dµ(ω)
+
ra
2
∫ µ(ω(2)× )
µ(ω(1)× )
[hˆν+νa (ω) + hˆν−νa (ω)]dµ(ω) +
∫ ∞
µ(ω(1)× )
hˆν(ω)dµ(ω)
)
=
1
2
Q˜ν+νa (ω
(1)
× , ω
(2)
× ) +
1
2
Q˜ν+νa (ω
(1)
× , ω
(2)
× ) +
1
ra
[1 − Q˜ν(ω(1)× , ω(2)× )]
(5.13)
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Figure 8: Behavior of the Gaussian window WFT in dependence on f0 for amplitude-modulated signal s(t) = (1 + 0.5 cos(2pit/4)) cos(4pit), sampled at 20 Hz for
500 s. For illustrational purposes, Gaussian window gˆ(ξ) is “cutted” to compact frequency support [ξ1(0.001), ξ2(0.001)], and the boundaries of the joint support
of all tones [ν − νa + ξ1(0.001), ν + νa + ξ2(0.001)] are shown by gray lines in (a-d) and (i-l). (a-d): Time-averaged WFT amplitudes; dotted lines show 12 gˆ(ω − ν)
and 12
ra
2 [gˆ(ω − ν − νa) + gˆ(ω − ν + νa)], with red dots indicating points of intersection between these functions and gray region showing the area shared by both
of them. (e-h): WFT amplitudes in time-frequency domain. (i-l): Time-averaged WFT frequency νG(ω, t), with dashed lines showing the frequencies of each tone
ν, ν − νa, ν + νa. (m-p): SWFT amplitudes in time-frequency domain. Values of ηa indicate relative overlap defined in (5.13) (ratio of gray-shaded area to all area
below the lower dotted line in (a-d), see text and (5.13)). The rapid “cuts” in yellow regions in (l) occur at places where the support of the main peak ends (due to
restricting gˆ(ξ) to a finite support).
where the intersection frequencies ω(1,2)× are determined as
ω(1)× < ν, ω
(2)
× > ν : hˆν(ω
(1,2)
× ) =
ra
2
[hˆν−νa (ω
(1,2)
× ) + hˆν+νa (ω
(1,2)
× )],
⇒ ω(1,2)× =ν ±
log
[
r−1a e f
2
0 ν
2
a/2 +
√
r−2a e f
2
0 ν
2
a − 1
]
f 20 νa
for the Gaussian window WFT
(5.14)
If there are no solutions ω(1)× < ν (ω
(2)
× > ν) of (5.14), we take
µ(ω(1)× ) = −∞ (µ(ω(2)× ) = ∞), while if there are few solutions
we take the ones closest to ν from each side. Note that the
jumps in 〈νG(ω, t)〉 seen in Fig. 8 (j-l) occur almost exactly at
the intersection frequencies (as was noticed previously for the
two-tone signal); this is observed for the WT as well.
The conditions for each type of TFR behavior in the case of
the AM component (5.10) can be derived in a similar way as
was done for a two-tone signal; they are summarized in Table
3. The expressions determining the borders of Regimes I and
IV, (5.15a) and (5.15e), are closely similar to those devised pre-
viously for the two-tone signal, (5.6a) and (5.6e), and the same
considerations apply. Thus, e.g. (5.15f) are stricter than (5.15e),
implying the latter but being not implied by it. The conditions
for the Regime II and III behavior types, (5.15c) and (5.15d),
are also derived in a similar manner to that done for the two-
tone case. Thus, for the signal (5.10) the three tones appear to
be most-merged and most-separated in the TFR when φa(t) = 0
and φa(t) = pi, respectively. In these cases TFR amplitude (5.12)
simplifies to
|Hs(ω, t)|2
∣∣∣
φa(t)=0,pi
=
A2
4
[
hˆν(ω) ± ra2 (hˆν+νa (ω) + hˆν−νa (ω))
]2
(5.16)
which then leads to (5.15c) and (5.15d). Note, however, that
now the statement that there is minimum (maximum) number of
peaks for φa(t) = 0 (φa = pi) in the general case is not exact, but
only an approximation (due to the appearance of an additional
interference term ∼ sin2 φa in |Hs(ω, t)|2 (5.12)), although the
quality of this approximation is usually excellent.
For the AM component (5.10), the behavior of the Gaussian
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Regime Condition
I
ηa ≤  (5.15a)
approx.⇒
[
(S)WFT: νa > ξ2() − ξ1(),
(S)WT: 1 + νa/ν > ξ2()/ξ1()
(5.15b)
II
 ηa > 〈Np〉 = 3 approx.⇒ [hˆν1 (ω) + ra2 (hˆν+νa (ω) + hˆν−νa (ω))] has two minimums in ω ∈ [ν − νa, ν + νa] (5.15c)
III 1 < 〈Np〉 < 3
approx.⇒
{
ηa < 1 − 
[hˆν1 (ω) +
ra
2 (hˆν+νa (ω) + hˆν−νa (ω))] has less than two minimums in ω ∈ [ν − νa, ν + νa]
(5.15d)
IV
ηa ≥ 1 −  (5.15e)
approx.⇒

(S)WFT:
{
ω(1)× ≤ ν − νa + ξ1(2)
ω(2)× ≥ ν + νa + ξ2(2)
⇒ ra ≤ e f
2
0 ν
2
a/2
cosh[ f0νa(nG(2)+ f0νa)]
for Gaussian window
(S)WT:
 ω(1)× ≤ (ν − νa)
ωψ
ξ2(2)
ω(2)× ≥ (ν + νa) ωψξ1(2)
(5.15f)
Table 3: Conditions for each type of behavior (illustrated in Fig. 8) for the AM component (5.10), where we have used notations (5.11). Value of  is some predefined
accuracy (we use  = 0.001) that determines how high (low) the interference should be to regard the tones as fully merged (separated) in the TFR.
window WFT, as characterized by mean number of peaks 〈Np〉
(4.1) and ηa (5.13), is illustrated in Fig. 9 in terms of its depen-
dence on signal parameters r, ν, νa and the window resolution
parameter f0. Similarly to the case of a two-tone signal, all de-
pends only on ra and f0νa, and not on f0 or νa separately. Note,
that the agreement between (5.15a) and (5.15b) (solid blue and
dashed light-blue lines in Fig. 9 (a)) is now not so good as it
was for the two-tone signal, although still satisfactory.
The corresponding behavior characteristics of the Morlet
wavelet WT are shown in Fig. 10. In contrast to WFT, where
by choosing a high enough ν we can in principle investigate
any f0νa subject to the condition νa < ν, for the WT the mean-
ingful parameter is the frequency ratio νa/ν, so that one is re-
stricted to f0νa/ν ≤ f0, establishing an f0-dependent cut-off in
f0νa/ν; the “prohibited” region νa > ν, where the amplitude
becomes ill-defined due to its varying faster that the main os-
cillation (and as a result analytic approximation becomes inac-
curate, see Part I) is shown as red in Fig. 10(a). Additionally,
as was mentioned before (see discussion of Fig. 4), the WT
behavior, apart from ra and f0νa/ν, also depends on f0 sepa-
rately. However, in the present case this will be so even for the
lognormal wavelet, whose behavior will also depend on three
parameters: ra, f0 log(1 + νaν ) and f0 log(1 − νaν ). This is be-
cause the AM-induced tones are located around the main one
symmetrically on a linear, but not logarithmic frequency scale.
Note that, for both the WFT and WT, Regime IV occupies a
much wider parameter space compared to what was seen for
the two-tone signal, meaning that due to the specific relation-
ships between amplitudes, phases and frequencies of the tones
in (5.10), which characterize amplitude modulation, it is much
easier for them to be treated by the TFR as a single component.
Note also, that for ra → 1, corresponding to the maximum al-
lowed value, Regime IV is generally not possible, as seen from
Fig. 9 and Fig. 10.
5.2.2. Reconstruction
We now investigate the performance of different reconstruc-
tion methods for the amplitude-modulated signal (5.10). In all
TFRs, we use “maximum-based” curve extraction, selecting the
TFS around the maximum peak in the TFR amplitude at each
time. Reconstruction methods are then applied, the resultant
signals are compared with their true values, and the errors εa,φ, f
(4.2) are calculated.
Fig. 11 shows examples of amplitudes, phases and frequen-
cies reconstructed from the (S)WFT in two cases, correspond-
ing to Regimes IV and III; for the (S)WT all remains qualita-
tively similar. First of all, in both regimes, phase/frequency are
reconstructed perfectly by all methods, so amplitude modula-
tion (without frequency modulation) does not influence their
reconstruction, which is true for all Regimes I-IV. However,
this is typical only for the WFT with symmetric windows gˆ(ξ):
in this case the peak in the WFT amplitude occurs exactly at
the main tone frequency ωp(t) = ν and the WFT is symmetric
around it, so one can recover the exact phase/frequency by di-
14
Figure 9: Dependence of the WFT behavior on signal (5.10) parameters ra, νa and Gaussian window resolution parameter f0. (a): Regions of parameter space
corresponding to each type of behavior, according to (5.15a),(5.15c),(5.15d),(5.15e); dashed light-blue line shows boundary of the I-type behavior as predicted by
approximate (5.15b). (b): Mean number of peaks 〈Np〉 (4.1). (c): Relative overlap ηa (5.13). For determining Regimes I and IV we used  = 0.001 in (5.15a) and
(5.15e); for all f0 we assume that νa < ν.
Figure 10: Same as Figure 9, but for the Morlet wavelet WT. In (a,d), red filling indicates an inappropriate regions where νa > ν; in (b) and (c) such regions are
omitted (as ηa (5.13) is not well-defined for them).
rect methods; furthermore, one has νG(ωp(t), t) = νG(ν, t) = ν,
as follows from (5.12), so that the ridge frequency estimate will
be also exact, and the same can be shown for the phase. On
the other hand, for the WFT with frequency-asymmetric win-
dows, as well as for the WT in general (since it is inherently
asymmetric for any wavelet, although can be symmetric on a
logarithmic frequency scale), the amplitude peak will be not
located at ν, and the TFR will be also be asymmetric around
the peak. As a result, amplitude modulation will introduce er-
rors in both the ridge and direct estimates of the phase and fre-
quency (although direct estimates remain exact for Regime IV).
Therefore, (S)WFTs based on windows symmetric in frequency
generally offer more accurate phase/frequency estimation than
other TFRs.
15
Am
pl
itu
de
40 50 600.5
1
1.5
 
 
40 50 60
0
Fr
eq
ue
nc
y 
(H
z)
40 50 609.5
10
10.5
Ph
as
e 
di
ffe
re
nc
e
−pi
pi
direct [WFT] direct [SWFT] ridge [WFT] ridge [SWFT]
(a) (b) (c)
IV regime: f0 = 1, ra = 0.15, νa = 0.125
εa = 0.000, 0.000, 0.028 εφ = 0.000, 0.000, 0.000, 0.003 εf = 0.000, 0.000, 0.000, 0.001
Am
pl
itu
de
Time (s)
40 50 600.5
1
1.5
Time (s)
40 50 60
0
Fr
eq
ue
nc
y 
(H
z)
Time (s)
40 50 609.5
10
10.5
Ph
as
e 
di
ffe
re
nc
e
−pi
pi(d) (e) (f)
III regime: f0 = 2, ra = 0.15, νa = 0.125
εa = 0.005, 0.015, 0.075 εφ = 0.000, 0.000, 0.000, 0.001 εf = 0.000, 0.000, 0.000, 0.000
Figure 11: Amplitude (a,d), phase (b,e) and frequency (c,f) of the AM component (5.10) as reconstructed from its WFT and SWFT (colored lines), compared to the
true values (thick gray lines). Values of εa,φ, f shown are in the same order as lines in legend, corresponding to direct[WFT] (blue), direct[SWFT] (red), ridge[WFT]
(green), ridge[SWFT] (brown). In (a,d), ridge reconstruction from the SWFT is not shown as it is not appropriate for amplitude (see Part I). In (b,e), the difference
between the reconstructed and true phase is shown. The signal (5.10) was sampled at 50 Hz for 100 s, and it was simulated with ϕ = ϕa = 0 and ν/2pi = 10; all
other parameters are indicated on the figure.
Next, we see that for the amplitude reconstruction direct
methods greatly outperform ridge ones, giving almost perfect
estimates both in the regions of Regimes IV and III. This is to
be expected, since by definition direct methods should give ex-
act estimates in the case when extracted TFS contain all compo-
nent. Thus, the quality of direct estimates can be worsened only
by the separation of amplitude modulation into few peaks, so
that the extracted TFS will contain only part of the component.
Indeed, in panel (d) one can see (especially for ridge[SWFT]),
that direct methods become most inaccurate when amplitude is
minimal (φa(t) = pi), which correspond to maximum separa-
tion between tones (and so occurrence of additional peaks in
Regime III, although for the presented in Fig. 11 case they are
small). At the same time, reconstruction from ridges gives ap-
proximate estimates, which depend explicitly on the law of am-
plitude modulation (see Sec. 7 below): the more pronounced
and fast it is (in respect to window/wavelet time resolution), the
more ridge reconstruction is inaccurate. This concerns phase
and frequency estimates as well – except in the case of WFTs
with symmetric gˆ(ξ), for which they are exact.
Fig. 12 shows how the reconstruction errors for the (S)WFT
depend on the signal and window/wavelet parameters; Fig. 13
provides the corresponding information for the (S)WT. In the
former case, the error depends mainly on f0∆ν, whereas for the
(S)WT there is an additional, separate, dependence on f0. As
discussed above, the phase/frequency estimates are exact for the
Gaussian window WFT (though not the Morlet wavelet WT), so
logically they should be exact for SWFT as well. However, er-
rors appear in SWFT-based estimates for high ra (see Fig. 12),
related to the more complex behavior of the synchrosqueezed
TFRs. This is because, for considerable amplitude modulation,
the SWFT power is redistributed to the side frequencies at cer-
tain times, leaving only a small amount of power around the
main frequency ν. So a few TFSs appear, none of which con-
tains the full component. The same applies to the SWT. Note,
that in the present case one can alternatively use the frequency-
based scheme for TFS extraction (instead of maximum-based),
but it will not change anything for either (S)WFT- or (S)WT-
based reconstruction: the only effect is to reduce (though not
eliminate) errors in the SWFT/SWT-based phase/frequency es-
timation for large ra.
Clearly, direct methods perform better than ridge-based ones
for the amplitude-modulated signal (5.10), and are exact in Regime
IV, in contrast to the ridge methods. Synchrosqueezing does
not give any advantages (only drawbacks) in terms of recon-
struction, so that SWFT/SWT-based estimates are always of
the same or worse quality than WFT/WT-based ones, by any
method. The performance of all methods depends largely on the
TFR behavior regime, so the choice of suitable window/wavelet
parameters is of crucial importance.
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5.3. Frequency modulation
We now consider the FM component with sinusoidal fre-
quency modulation, which can be represented as
s(t) =A cos(νt + ϕ + rb sin(νbt + ϕb))
=A Re
∞∑
n=−∞
Jn(rb)ei[(ν+nνb)t+(ϕ+nϕb)]
(5.17)
where we have used the expansion eia sin φ =
∑∞
n=−∞ Jn(a)einφ,
with Jn(a) = (−1)nJ−n(a) denoting the nth order Bessel func-
tions of the first kind. For convenience we also denote
φ(t) ≡ νt + ϕ; φb(t) ≡ νbt + ϕb (5.18)
Due to the definition of the phase, the parameters in (5.17)
should obey rbνb < ν. However, for the analytic signal approx-
imation to hold (see Part I), which is needed for a meaning-
ful time-frequency analysis, one needs all non-negligible terms
in the expansion (5.17) to correspond to positive frequencies
ν + nνb > 0. This can be formulated as nJ(rb)νb < ν, where
nJ(rb) is determined as the maximal order of Jn(rb) for which it
is non-negligible (for rb ∈ [0, 1] one can safely take nJ(rb) = 2):
nJ(rb) = max[n : Jn(rb) > J] (5.19)
where J stands for the specified precision under which to re-
gard a value as negligible (here we use J = 0.02). Thus, one
can effectively reduce the sum in (5.17), as well as in all the
following formulas, to just the terms with |n| ≤ nJ(rb).
Clearly, the FM component (5.17) can be represented in the
form of a multitone signal: the main tone at frequency ν, and
many side tones of pairwise-equal amplitudes at ν±nνb; the lat-
ter appear due to the frequency modulation and will be called
“FM-induced”. Therefore, the classification and formulas for
the multitone signals apply here as well. Using (3.4), one ob-
tains for the signal (5.17):
Z(±)n (ω) ≡hˆν+nνb (ω) ± (−1)nhˆν−nνb (ω)
Hs(ω, t) =
A
2
eiφ(t)
[
J0(rb) +
∞∑
n=1
Jn(rb)
×
(
hˆν+nνb (ω)e
inφb(t) + (−1)nhˆν−nνb (ω)e−inφb(t)
)]
|Hs(ω, t)|2 = A
2
4
[
J20(rb)hˆ
2
ν(ω) + 2J0(rb)
∞∑
n=1
Jn(rb)Z(+)n (ω) cos nφb(t)
+
∞∑
n,m=1
Jn(rb)Jm(rb)Z(+)n (ω)Z
(+)
m (ω) cos[(n − m)φb(t)]
− 4
∞∑
n,m=1
Jn(rb)Jm(rb)hˆν+nνb (ω)hˆν−mνb (ω)
× sin nφb(t) sin mφb(t)
]
νH(ω, t) =ν + νb
A2
4|Hs(ω, t)|2
∞∑
n=1
nJn(rb)Z(−)n (ω)
×
∞∑
m=0
Jm(rb)Z(−)m (ω) cos[(n − m)φb(t)]
(5.20)
As can be seen, all is quite complicated, so even restricting the
summations to |n|, |m| ≤ nJ(rb), there still remains many inter-
ference terms. The only thing which can immediately be seen
from (5.20) is that the phase lags ϕ, ϕb in (5.17) do not influence
anything and can be omitted from the analysis.
5.3.1. Representation
Similarly to the previously considered case of AM compo-
nent, the FM component (5.17) can be perceived from different
viewpoints: either as an oscillation with frequency modulation;
or as a multitone signal with particular relationships between
the parameters of the tones. The way it is represented in the
TFR is determined by the window/wavelet parameters: for large
time resolution one will have a single component; and for large
frequency resolution, implying small time resolution, it will be
perceived as a sum of tones. Fig. 8 illustrates different types of
(S)WFT behavior, according to Table 1, for the FM component
(5.17); for (S)WFTs based on other windows, as well as for
(S)WTs, all is qualitatively the same. Obviously, one usually
aims at Regime IV while choosing the window/wavelet param-
eters in this case.
To approach the relatively complicated case (5.20), we in-
troduce two measures:
hˆ(+)(ω) = J0(rb)hˆν(ω) +
∞∑
n=1
J2n(rb)
[
hˆν+2nνa (ω) + hˆν−2nνa (ω)
]
,
hˆ(−)(ω) =
∑
n=1
J2n−1(ω)
[
hˆν+(2n−1)νa (ω) − hˆν−(2n−1)νa (ω)
]
.
(5.21)
There are some good reasons for considering such quantities.
First, it appears that the initial in 〈νH(ω, t)〉 (see Fig. 14(j-l))
occur almost exactly at the intersection between hˆ(+)(ω) and
|hˆ(−)(ω)|. Secondly, consider the limit of vanishing frequency
modulation νa → 0, in which one should recover the TFR of
the main tone. In this limit hˆ(+)(ω) → hˆν(ω), hˆ(−)(ω) → 0 for
any r, i.e. all energy will be contained in hˆ(+)(ω). Furthermore,
for the WFT with windows symmetric in frequency, one has
hˆ(−)(ν) = 0, so all of the amplitude at the main tone frequency
is concentrated in hˆ(+)(ν).
Based on such considerations, we determine the interfer-
ence measure ηb for the FM signal (5.17) as the area shared by
hˆ(+)(ω) and |hˆ(−)(ω)| compared to the total area under |hˆ(−)(ω)|:
ηb =
∫
min(hˆ(+)(ω), |hˆ(−)(ω)|)dµ(ω)∫ |hˆ(−)(ω)|dµ(ω) (5.22)
The value of ηb is the intuitive measure of interference in our
case: the larger it is – the more the FM-induced tones interfere
and behave as a single entity in the TFR. A simple manifestation
of this is that for νb → 0 one has ηb → 1, i.e. there is single
component in the TFR.
Restricting ourselves to terms with |n| ≤ nJ(rb) in (5.17), so
that there are 2nJ(rb) + 1 tones in total, one can derive condi-
tions for each type of TFR behavior in the case of FM compo-
nent (5.17), that are summarized in Table 4. All conditions are
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Figure 12: Left four panels in each row show the (S)WFT-based amplitude (1-2 rows), phase (3-4 rows) and frequency (5-6 rows) reconstruction errors for the AM
component s(t) = (1 + ra cos(νat)) cos(νt) in dependence on parameters ra, νa and Gaussian window resolution parameter f0. We used ν/2pi = 10, but results do not
depend on its value, at least assuming νa < ν (so the analytic signal approximation remains valid). Estimation of amplitude from SWFT ridges is not appropriate,
and so the corresponding results are discarded. Thin black lines indicate the levels of 0.001, 0.01, 0.1, 1, and the behavior of errors < 0.001 for simplicity is not
shown; thick green, gray and blue lines are the same as in Fig. 9, showing the borders of regions corresponding to behavior in Regimes I-IV. The right panels in each
row show regions in parameter space where each method is optimal, i.e. gives the smallest estimation error; if the resultant errors of two methods differ on less than
0.001, they are regarded as having similar performance (the corresponding regions are denoted as ‘’method1/method2‘’). Comparison does not make much sense
when WFT behavior is of I type or if all reconstruction errors are > 0.1, i.e. all methods fail; the corresponding regions are white-filled in the right-hand panels. The
signal was sampled at 50 Hz for 100 s.
devised in a similar way to that used previously for two tones
and for the AM component. Thus, in the case of the FM com-
ponent (5.17), although hard to prove rigorously, it appears that
the tones are most merged and most separated in the TFR when
φb(t) = 0, pi and φb(t) = pi/2, 3pi/2, respectively. For these cases
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Figure 13: Same as Fig. 12, but all parameters are reconstructed from the signal’s WT/SWT. The direct frequency reconstruction for Morlet wavelet is not possible,
so we use hybrid reconstruction (see Part I). Thick magenta lines separate the parameter regions where νa > ν, so that the analytic signal approximation is not valid
there (implying additional theoretical error which cannot be reduced and thus making any comparisons not appropriate). Note that the frequency reconstruction
error for the WT (4.2) is defined in relation to the component’s mean frequency, so ε f here is divided on ν/2pi = 10 in comparison to ε f in Fig. 12; this makes
depicted dependencies consistent for different frequencies ν in (5.10).
the TFR amplitudes (5.20) become
|Hs(ω, t)|2
∣∣∣
φb(t)=0,pi
=
A2
4
[
hˆ(+) ± hˆ(−)
]2
,
|Hs(ω, t)|2
∣∣∣
φb(t)=pi/2,3pi/2
=
A2
4
[
|yˆ(+)(ω)|2 + |yˆ(−)(ω)|2
]
,
(5.24)
where
yˆ(+)(ω) ≡ J0(rb)hˆν(ω) +
∞∑
n=1
(−1)nJ2n(ω)
[
hˆν+2nνb (ω) + hˆν−2nνb (ω)
]
,
yˆ(−)(ω) ≡
∞∑
n=1
(−1)nJ2n−1(ω)
[
hˆν+(2n−1)νb (ω) + hˆν−(2n−1)νb (ω)
]
.
(5.25)19
Figure 14: Behavior of the Gaussian window WFT in dependence on f0 for frequency-modulated signal s(t) = cos(4pit+sin(2pit/4)), sampled at 20 Hz for 500 s. For
illustrational purposes, Gaussian window gˆ(ξ) is “cutted” to compact frequency support [ξ1(0.001), ξ2(0.001)]. (a-d): Time-averaged WFT amplitudes; dotted lines
show 12 hˆ
(+)(ω) and 12 |hˆ(−)(ω)|, defined in (5.21), with red dots indicating first four points of intersection between these functions and gray region showing the area
shared by both of them. (e-h): WFT amplitudes in time-frequency domain. (i-l): Time-averaged WFT frequency νG(ω, t), with dashed line showing the frequency
of the main tone ν. (m-p): SWFT amplitudes in time-frequency domain. Values of ηb indicate relative overlap defined in (5.22) (ratio of gray-shaded area to all area
below the lower dotted line in (a-d), see text and (5.22)).
Applying to (5.24) the same logic as used previously (see Sec.
5.1.1) gives the conditions for Regimes II and III, while con-
ditions for the Regimes I and IV are defined in the usual way.
Note that, in contrast to previously considered signals, for the
FM component (5.17) it is not rigorously proven that for Regime
III the requirement ηb < 1 −  assures 〈Np〉 > 1, but this seems
to be the case in practice.
In what follows, we consider rb ∈ [0, 1], so that one can
restrict the consideration to only five tones ∼ J0,±1,±2(rb) in
(5.17), since Jn≥3(rb ∈ [0, 1]) is negligible. In this case all is
quite straightforward, i.e. there is one dominant tone in (5.17),
corresponding to the main frequency ν, and few FM-induced
tones of smaller amplitudes. For higher values, e.g. rb & 1.45,
J1(rb) becomes higher than J0(rb) so, instead of one main tone,
one has two dominant side tones, as well as additional FM-
induced tones to be considered (as Jn>2(rb) is no longer negli-
gible). With further increase in rb, the FM-induced tones with
frequencies more distant from ν become dominant, and addi-
tional terms become non-negligible. However, ηb as defined in
(5.22) allows for appropriate discrimination between Regimes
for any rb, and all considerations apply in the general case. We
consider below a simple five-tone case with rb ∈ [0, 1].
For the Gaussian-window WFT of a signal (5.17), where
only terms ∼ J0,±1,±2(rb) are taken into account, the parameter
regions of each behavior and the corresponding values of 〈Np〉
(4.1) and ηb (5.22) are shown in Fig. 15. As usual, all measures
depend only on ra and f0νb. In general, everything is quite sim-
ilar to the case of the amplitude-modulated signal (Fig. 9), al-
though here rb = 1 is not the maximum allowed value, and the
region of Regime IV behavior does not squeeze down to zero
anywhere.
Fig. 16 represents an analog of Fig. 15, but for the WT with
the Morlet wavelet. Similarly to the case of amplitude modu-
lation (see Fig. 10), in f0νb/ν we cannot exceed some thresh-
old, in our case determined as f0/nJ(rb) = f0/2: for appropriate
analysis we need all non-negligible tones in (5.17) be located on
the positive frequency axis (ν > nJ(rb)νa = 2νa), so that the an-
alytic signal amplitude and phase approximation are valid (see
Part I). The disallowed parameter region is shown in red in Fig.
16. The usual contrast with the WFT is that the dependence of
the WT behavior and the characterization of its parameters in
terms of rb and f0νb/ν differs for different f0 and, in the case
considered, this feature appears to be a general property char-
acteristic of any wavelet.
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Regime Condition
I
ηb ≤  (5.23a)
approx.⇒
[
(S)WFT: νb > ξ2() − ξ1(),
(S)WT: 1 + [nJ(rb) + ν/νb]−1 > ξ2()/ξ1()
(5.23b)
II

ηa > 
〈Np〉 = 2nJ(rb) + 1
approx.⇒
{ |hˆ(+)(ω) + hˆ(−)(ω)| has 2nJ(rb) minimums
|hˆ(+)(ω) − hˆ(−)(ω)| has 2nJ(rb) minimums
(5.23c)
III 1 < 〈Np〉 < 2nJ(rb) + 1
approx.⇒

ηb < 1 − [ |hˆ(+)(ω) + hˆ(−)(ω)| has less than 2nJ(rb) minimums
|hˆ(+)(ω) − hˆ(−)(ω)| has less than 2nJ(rb) minimums
(5.23d)
IV ηb ≥ 1 −  (5.23e)
Table 4: Conditions for each type of behavior (illustrated in Fig. 14) for the FM component (5.10), where we have used notations (5.18), (5.19) and (5.21). Value of
 is some predefined accuracy (we use  = 0.001) that determines how high (low) the interference should be to regard the tones as fully merged (separated) in the
TFR.
Figure 15: Dependence of WFT behavior for the signal s(t) = Re
∑2
n=−2 Jn(rb)e
i(ν+nνb)t ≈ cos(νt + rb sin νbt) on parameters rb, νb and Gaussian window resolution
parameter f0. (a): Regions of parameter space corresponding to each type of behavior, according to (5.23a),(5.23c),(5.23d),(5.23e); dashed light-blue line shows
boundary of the I-type behavior as predicted by approximate (5.23b). (b): Mean number of peaks 〈Np〉 (4.1). (c): Relative overlap ηb (5.22). For determining I and
IV Regimes we used  = 0.001 in (5.23a) and (5.23e); for all f0 we assume that 2νb < ν.
5.3.2. Reconstruction
We now investigate the performance of different reconstruc-
tion methods for the frequency-modulated signal (5.17). In
all TFRs, we use “maximum-based” curve extraction, select-
ing TFS around the highest peak in the TFR amplitude at each
time. Reconstruction methods are then applied, the resultant
signals are compared with their true values, and the errors εa,φ, f
(4.2) are calculated. It should be noted, that “frequency-based”
TFS extraction (see Sec. 2) is not appropriate here, because it
will introduce bias and lead to the extracted TFS being quite
different from what one encounters in real life (e.g. selecting
different tones when the TFR behavior is within Regime)I; for
this reason, it will be not discussed further.
Fig. 17 shows examples of reconstructed amplitudes, phases
and frequencies from (S)WFTs in two cases, corresponding to
Regimes IV and III (for (S)WT all is similar). In Regime IV
(a-c), when (S)WFT behavior is appropriate, all methods work
quite well. However, in every case, the direct methods outper-
form the ridge ones, especially for amplitude estimation. This is
because the direct estimates are by definition exact in this case,
while ridge estimates possess errors dependent on the strength
of the frequency modulation (see Sec. 7). Methods based on
the WFT and SWFT have same performance for Regime IV.
When (S)WFT behavior changes to that of the III type (d-f),
the performance of all methods become much worse, but direct
methods still greatly outperform the ridge-based ones. How-
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Figure 16: Same as Figure 15, but for the Morlet wavelet WT. In (a,d), red filling indicate an inappropriate regions where 2νb > ν; in (b) and (c) such regions are
omitted (as ηb (5.22) is not well-defined for them).
ever, due to the existence of a few peaks at certain times, the
extracted time-frequency support no longer includes all the re-
gion wherein the whole FM component is contained, so that
direct estimates are no longer exact. It can be seen that e.g.
the frequency reconstructed by direct[WFT] deviates from the
real one mainly when the frequency modulation is maximal
(φb = 0, pi) which, as we now know, is exactly where the addi-
tional peaks occur. Nevertheless, the most striking feature is the
appearance of considerable differences between reconstruction
by WFT or SWFT in Regime III, with the former now being
much better than the latter for both direct and ridge methods.
Thus, the SWFT-based estimates now have rapid jumps at cer-
tain times, corrupting the reconstructed values. This happens
because there are time intervals within which SWFT power is
redistributed to the side frequencies for some reason, so that the
dominant peaks become located away from the true frequency;
something similar also occurs for strong amplitude-modulation
in Regime III (see discussion of Fig. 12).
The dependences on the signal and window/wavelet param-
eters for the reconstruction errors arising in different methods
are shown in Fig. 18 for the (S)WFT and in Fig. 19 for the
(S)WT. As usual, for the (S)WFT the dependence of reconstruc-
tion errors on rb and f0νb is the same for any value of resolution
parameter, while for the (S)WT it changes for different f0. The
performance of all methods depends largely on the TFR behav-
ior type, with the best estimates being obtained within Regime
IV. Similarly to the case of the AM component (and in contrast
to the case of two tones), for the FM component (5.17) the di-
rect methods outperform the ridge-based ones for the estimation
of all three characteristics, giving almost exact estimates when
the TFR behavior is of the Regime IV type (so that all tones in
(5.17) are attributed to the same TFS). Synchrosqueezing does
not improve the performance of the direct methods (in fact, it
can only worsen it) but, in contrast to the previous examples,
it seems to reduce slightly the error of the ridge estimation of
phase (but not those of amplitude or frequency) within Regime
IV.
5.4. The effect of noise
We now turn to the effect of noise on the different TFRs.
Consider a signal
s(t) = cos νt +
σ√
2
ζ(t) (5.26)
where ζ(t) denotes white Gaussian noise of unit variance, and
σ/
√
2 is its standard deviation. The 1/
√
2 multiplier is intro-
duced to make σ equivalent to noise-to-signal ratio (standard
deviation of the noise divided by that of the signal).
5.4.1. Representation
In general, any noise has its power continuously distributed
over the whole or large part of a Fourier domain, and so can be
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Figure 17: Amplitude (a,d), phase (b,e) and frequency (c,f) of the FM component (5.17) as reconstructed from its WFT and SWFT (colored lines), compared to the
true values (thick gray lines). Values of εa,φ, f shown are in the same order as lines in legend, corresponding to direct[WFT] (blue), direct[SWFT] (red), ridge[WFT]
(green), ridge[SWFT] (brown). In (a,d), ridge reconstruction from the SWFT is not shown as it is not appropriate for amplitude (see Part I). In (b,e), the difference
between the reconstructed and true phase is shown. The signal (5.17) was sampled at 50 Hz for 100 s, and it was simulated with ϕ = ϕb = 0 and ν/2pi = 10; all
other parameters are indicated on the figure.
regarded as a superposition of infinitely many tones with ran-
dom independent phase shifts (for white noise they all have the
same amplitude). Thus, in some sense the case of noise is sim-
ilar to the case of interfering components; but, for noise, we
have (in theory) infinitely many tones with infinitely close fre-
quencies. For the case of (5.26) it is hard to devise a helpful
classification of TFR behavior, so we restrict ourselves to qual-
itative and illustrative considerations.
The (S)WFT of the signal (5.26) is presented in Fig. 20 for
different values of f0. We observe that, the higher the f0, the
better we can distinguish genuine tone within the noise. This
is because the more the spread of gˆ(ξ) or ψˆ(ξ) is (which is in-
versely proportional to f0), the more noise tones are picked up
while calculating the TFR. Thus, one can note that even the
mean noise amplitude in the WFT increases with decreasing f0,
indicating that the noise contribution to each frequency bin has
become stronger. Note that, for this reason, in the WT ampli-
tude |Ws(ω, t)| the noise intensity increases with ω (not shown)
as a result of the logarithmic frequency resolution, while white
noise has constant power on a linear frequency scale.
We conclude that, for the single tone corrupted by noise
(5.26) the higher f0 is the better (in fact, the best one can use
here is the usual Fourier transform estimate, which provides
maximum possible frequency resolution). However, if the sig-
nal represents a noise-corrupted component with amplitude or
frequency variation, then one needs to choose f0 as a compro-
mise between reducing the effect of noise and ensuring that the
AM/FM component is still represented as a single entity in the
TFR; for the previously considered cases (5.10) and (5.17) this
will correspond to selecting f0 at the border of Regime IV, de-
termined by (5.15e) and (5.23e) with  proportional to the noise
power.
5.4.2. Reconstruction
We now investigate the performance of different reconstruc-
tion methods for a single tone corrupted by noise (5.26). In all
TFRs, we extract the time-frequency support around the max-
imum TFR amplitude at each time (maximum-based scheme).
For the WT, however, such a scheme should be slightly mod-
ified since, as mentioned, the white noise WT amplitude in-
creases with frequency so that, given a wide enough frequency
range, the highest peak in the WT amplitude will always ap-
pear at the highest frequencies and will correspond to noise.
To avoid such issues for the WT, we extract the TFS around
the points corresponding to the highest peaks in |Ws(ω, t)/√ω|
(since the white noise level in the WT is ∼ √ω). Note, that the
mentioned issues do not arise for the SWT. To study the general
robustness to noise, which may be colored or non-Gaussian,
we do not apply any noise filtering (e.g. WFT/WT hard or soft
thresholding). Hence our investigation is not limited to white
noise, and remains valid even if we replace ζ(t) in (5.26) with
any other (colored) noise having FT power at frequencies in the
vicinity of ν equal to the power of unit-deviation white noise.
Fig. 21 shows examples of amplitudes, phases and frequen-
cies reconstructed from a Gaussian window (S)WFT at different
f0 (for (S)WT all is qualitatively the same). Comparing (a-c)
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Figure 18: Left four panels in each row show (S)WFT-based amplitude (1-2 rows), phase (3-4 rows) and frequency (5-6 rows) reconstruction errors for the FM
component s(t) = cos(νt + rb sin νat) in dependence on parameters rb, νb and Gaussian window resolution parameter f0. We used ν/2pi = 10, but results do not
depend on its value, at least assuming 2νb < ν (so the analytic signal approximation remains valid). Estimation of amplitude from SWFT ridges is not appropriate,
and so the corresponding results are discarded. Thin black lines indicate the levels of 0.001, 0.01, 0.1, 1, and the behavior of errors < 0.001 for simplicity is not
shown; thick green, gray and blue lines are the same as in Fig. 15, showing the borders of regions corresponding to behavior in Regimes I-IV. The right panels in
each row show regions in parameter space where each method is optimal, i.e. gives the smallest estimation error; if the resultant errors of two methods differ on less
than 0.001, they are regarded as having similar performance (the corresponding regions are denoted as ‘’method1/method2‘’). Comparison does not make much
sense when WFT behavior is of I type or if all reconstruction errors are > 0.1, i.e. all methods fail; the corresponding regions are white-filled in right panels. The
signal was sampled at 50 Hz for 100 s.
and (d-f), one can see that the noise contribution increases with
decreasing f0, consistent with what was seen before in Fig. 20.
Clearly, the ridge methods are much more noise-robust than the
direct methods, which is to be expected given their better per-
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Figure 19: Same as Fig. 18, but all parameters are reconstructed from the signal’s WT/SWT. The direct frequency reconstruction for Morlet wavelet is not possible,
so we use hybrid reconstruction (see Part I). Thick magenta lines separate the parameter regions where νb > ν/2, so that the analytic signal approximation is not valid
there (implying additional theoretical error which cannot be reduced and thus making any comparisons not appropriate). Note, that the frequency reconstruction
error for the WT (4.2) is defined in relation to the component’s mean frequency, so ε f here is divided by ν/2pi = 10 in comparison to ε f in Fig. 18; this makes the
dependences depicted consistent for different frequencies ν in (5.17).
formance for interfering tones (see Sec. 5.1). Thus, while ridge
reconstruction accounts for noise contribution at only one fre-
quency (corresponding to the TFR amplitude peak), in the di-
rect methods one integrates over all frequencies which consti-
tute the current TFS, thus picking up noise contributions from a
much wider frequency band. Although all becomes more com-
plicated in the case of SWFT/SWT, from the results presented
it seems that the same reasoning applies. Note, that phase re-
construction by both methods is probably the most noise-robust
among the three characteristics, at least as it appears visually
(Fig. 21(b,e)).
Figures 22 (WFT/SWFT) and 23 (WT/SWT) show the de-
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Figure 20: Behavior of the WFT in dependence on f0 for signal consisting of tone corrupted by white noise of unit deviation s(t) = cos(4pit) + ζ(t), sampled at 50
Hz for 100 s. (a-d): Time-averaged WFT amplitudes. (e-h) WFT amplitudes in time-frequency domain. (i-l): Time-averaged WFT frequency νG(ω, t); dashed line
shows the tone’s frequency ν/2pi = 2. (m-p): SWFT amplitudes in time-frequency domain.
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Figure 21: Amplitude (a,d), phase (b,e) and frequency (c,f) of the noise-corrupted tone (5.26) as reconstructed from its WFT and SWFT (colored lines), compared
to the true values (thick gray lines). Values of εa,φ, f shown are in the same order as lines in legend, corresponding to direct[WFT] (blue), direct[SWFT] (red),
ridge[WFT] (green), ridge[SWFT] (brown). In (a,d), ridge reconstruction from the SWFT is not shown as it is not appropriate for amplitude (see Part I). In (b,e),
the difference between the reconstructed and true phase is shown. The signal was sampled at 50 Hz for 100 s.
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Figure 22: Left four panels in each row show (S)WFT-based amplitude (1-2 rows), phase (3-4 rows) and frequency (5-6 rows) reconstruction errors for the noise-
corrupted tone s(t) = cos νt + (σ/
√
2)ζ(t) in dependence on the noise-to-signal ratio σ and Gaussian window resolution parameter f0. For each f0 and σ, the
errors shown are averages over ten noise realizations. We used ν/2pi = 5, but results do not depend on its value. Estimation of amplitude from SWFT ridges is
not appropriate, and so the corresponding results are discarded. Thin black lines indicate the levels of 0.001, 0.01, 0.1, 1, and the behavior of errors < 0.001 and
> 1 for simplicity is not shown. The right panels in each row show regions in parameter space where each method is optimal, i.e. gives the smallest estimation
error; if the resultant errors of two methods differ on less than 0.001, they are regarded as having similar performance (the corresponding regions are denoted
as ‘’method1/method2‘’). Comparison does not make much sense when all reconstruction errors are > 0.1, i.e. all methods fail; the corresponding regions are
white-filled in the right-hand panels. The signal was sampled at 50 Hz for 100 s.
pendences of the reconstruction errors on noise intensity and
the resolution parameter f0 for the different methods. As can be
seen, for both the (S)WFT- and (S)WT-based reconstructions,
ridge methods are superior to direct ones. Interestingly, for
(S)WFT with the direct method, εa and ε f are ≈ σ for f0 ≈ 0.1
and ≈ σ/10 for f0 ≈ 10. For any method and characteristic,
synchrosqueezing does not provide any significant advantages
in terms of reconstruction. Note that, for (S)WT-based recon-
struction, the error rapidly and nonlinearly increases for small
f0 and then saturates, which is related to the fact that, below
some f0, the properties of the Morlet wavelet remain almost
the same (see Part I); this does not happen for the lognormal
wavelet.
Remark 5.1. The reconstruction errors in the present case will
generally depend on the scheme used for the extraction of the
tone’s TFS. Here we employ the “maximum-based” scheme, se-
lecting the time-frequency support around the maximum TFR
amplitude peak over the whole frequency range. Such a TFS
is closer to what one might encounter in a real situation, but
might contain the spurious noise peaks located far from the ac-
tual frequency ν (thus giving rise to frequency discontinuities).
This relates especially to the case σ > 1, as can be deduced
e.g. from ε f in Figs. 22 and 23. If we instead select the TFS
around the TFR amplitude peak nearest to the actual tone fre-
quency ν (“frequency-based‘” scheme), thus modelling the best
possible curve extraction from the WFT/WT, this will reduce fre-
quency reconstruction errors for σ > 1, eliminating their rapid
increase after this point and making the dependence of ε f on
f0 more linear (resembling that for εa, εφ); the WFT/WT-based
εa and εφ, on the other hand, will not change significantly.
However, for SWFT/SWT frequency-based TFSs, selection will
not model the best possible extraction since, due to the syn-
chrosqueezed TFR’s non-smoothness, it will lead to the picking
up of small nearby noise flashes instead of the main curve, thus
introducing some additional complex error into εa, εφ, but re-
ducing the frequency error ε f due to the bias of the extraction
procedure. In any case, the conclusions remain the same for
both schemes.
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Figure 23: Same as Fig. 22, but all parameters are reconstructed from the signal’s WT/SWT. The direct frequency reconstruction for Morlet wavelet is not possible,
so we use hybrid reconstruction (see Part I). Note that the frequency reconstruction error for the WT (4.2) is defined in relation to the component’s mean frequency,
so ε f here is divided on ν/2pi = 5 in comparison to ε f in Fig. 22; this makes the dependences depicted consistent for different ν.
6. Optimal resolution
Summarizing the results of previous sections, the TFR be-
havior depends drastically on the choice of window/wavelet
parameters, which in turn strongly affects the extraction and
reconstruction of the components. Moreover, in the analysis
of real data, inappropriate resolution can even lead to wrong
conclusions, e.g. that there exist a number of oscillations while
there is actually only a single oscillation but with amplitude
and/or frequency modulation. Thus, the choice of appropriate
window/wavelet parameters is crucial for both the interpreta-
tion and quantitative estimation of the signal structure.
Unfortunately, there is no universal choice, and the opti-
mal resolution parameter depends on the signal composition.
It should be chosen in such a way as to resolve the indepen-
dent components (Regime I), e.g. tones, but at the same time
to represent AM/FM components as single curves in the TFR
(Regime IV). In other words, each component, with or with-
out amplitude/frequency modulation, should at each time be
mapped into a single individual TFS (i.e. an area where the TFR
is single-peaked and unimodal).
However, usually this cannot be achieved for all compo-
nents simultaneously, so the optimal choice requires compro-
mise. Furthermore, in real situations, one often does not know
for sure whether it is appropriate to represent the underlying
process as a single AM/FM component, or as separate tones.
This arbitrariness is unavoidable, but the TFR-based methods
give the possibility of specifying a criterion by choosing appro-
priate window/wavelet parameters. Methods that can be used
for this task are considered below. Note that, because syn-
chrosqueezing does not change the resolution properties of the
transform (see Sec. 8), the optimal parameters for the SWFT/SWT
will be the same as for the WFT/WT.
Remark 6.1. Although in what follows we consider optimiza-
tion of the (single) resolution parameter f0, the same meth-
ods can be used quite generally for choosing any set of win-
dow/wavelet parameters. For example, for some signals it might
be advantageous to use a chirped window in the WFT [4–8],
e.g. g(t) ∼ e−t2/2 f 20 eiαt2 , and selection of the optimal pair { f0, α}
in this particular case does not differ qualitatively from the se-
lection of f0 alone.
Remark 6.2. Because the signal can be highly nonstationary,
with characteristic amplitude/frequency modulation of the com-
ponents changing in time, it might be advantageous to use a
time-dependent f0(t) [9–13]; in addition, to achieve an accu-
rate representations of the components occupying different fre-
quency bands, one can allow the resolution parameter to de-
pend also on frequency [14, 15]. The optimal evolution f0(t) or
surface f0(ω, t) can be found in the same way as the global f0,
but localizing the corresponding criterion to the neighborhood
of each time or time-frequency coordinate. However, apart from
the significantly higher computational cost of such approaches,
selection of even a single resolution parameter for the whole
signal represents a challenging problem that still remains un-
solved for the general case, as will be seen below. Note also
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that the direct reconstruction of the component’s parameters
(see Part I) becomes problematic if f0 depends on ω. In what
follows we consider the case of a global f0 only.
6.1. “Monocomponent” approaches
Optimization of the TFR parameters for the representation
of a single AM/FM component (possibly embedded in noise)
was considered in [10, 16, 17]. The main aim of these ap-
proaches is usually to estimate the component’s instantaneous
frequency ν(t) = φ′(t) (see [18–20] for an overview of related
concepts and algorithms), which is reconstructed from the opti-
mized TFR. Real signals, however, are rarely monocomponent,
and such an assumption is often too restrictive. In fact, these are
the multicomponent signals for which time-frequency analysis
is most useful (see Part I) and, as will be shown below, the main
difficulty of adapting f0 lies in estimating the number of com-
ponents. We will therefore not consider the monocomponent
case but will proceed with a more general approach.
6.2. Functional approaches
A particular class of methods for selecting an appropriate f0
based on the signal’s structure was considered in [9, 14, 21–23].
According to these works, the optimal window/wavelet param-
eters can be selected as being those that minimize a suitably
chosen functional of the signal’s TFR. In mathematical terms,
one chooses an optimal resolution parameter f0, matching the
underlying structure of the signal, as
f0 = argmin
(
F[Hs[ f0](ω, t)]
)
(6.1)
where F[·] is the specified functional of the WFT/WT calcu-
lated with the chosen f0.
In practice, having chosen the functional (6.1), an optimal
f0 can be found by first calculating F[...] for logarithmically
sampled f0 = f
(min)
0 , 2
1/n˜v f (min)0 , 2
2/n˜v f (min)0 , ..., f
(max)
0 (we use n˜v =
2 unless otherwise specified) and finding the f0 corresponding
to the minimum. Then, from that starting point, one can ap-
proach the exact minimum iteratively. In the following tests,
however, for reasons of computational speed we will not per-
form this last step, restricting ourselves to the approximate min-
imum.
Obviously, one should search for optimal resolution param-
eter in some appropriate region: f0 ∈ [ f (min)0 , f (max)0 ]. Indeed, it
does not make much sense to consider parameters for which the
time length [0,T ] (frequency range [− fs/2, fs/2]) of the signal
can contain only limited part (e.g. 95%) of the window/wavelet
in time (frequency) domain. This gives the minimal (maximal)
values of f0 as
WFT: f (min)0 : ξ2(0.05)[ f
(min)
0 ] − ξ1(0.05)[ f (min)0 ] = 2pi fs,
f (max)0 : τ2(0.05)[ f
(min)
0 ] − τ1(0.05)[ f (min)0 ] = T,
WT: f (min)0 : ξ2(0.05)[ f
(min)
0 ] − ξ1(0.05)[ f (min)0 ] =
ωψ
ωmax
2pi fs,
f (max)0 : τ2(0.05)[ f
(min)
0 ] − τ1(0.05)[ f (min)0 ] =
ωmin
ωψ
T,
(6.2)
where [ωmin, ωmax] is the frequency range for which the TFR
is calculated, while ξ1,2() (τ1,2()) denote the -supports of the
window/wavelet in frequency (time), which depend on f0 (see
Part I).
Minimization/maximization of almost all functionals pro-
posed so far [9, 14, 21–23] can be reduced to the minimization
of
Fp,q[Hs(ω, t)] = log
(∫ |Hs(ω, t)|pdµ(ω)dt)q/p∫ |Hs(ω, t)|qdµ(ω)dt , q > p > 0.
(6.3)
For example, the Renyi entropy of order α, which was thor-
oughly investigated in [21, 24–26], corresponds to p = 2, q =
2α in (6.3); the measures proposed in [22] correspond to p =
1, q = 2; while maximization of the ratio of the fourth power of
L4-norm to the squared L2-norm proposed in [9, 14, 23] corre-
sponds to the minimization of F2,4. Note that, generally, p and
q are not restricted to integers.
In (6.3), the numerator power q/p and inequality q > p have
clear meanings. Thus, to provide meaningful results, the min-
imizing functional should not depend on window/wavelet nor-
malization, that can depend on the parameter to be optimized.
This is achieved by the q/p power of the numerator in (6.3),
which therefore cannot be changed to some other, independent
value. Next, for the case of a single tone signal s(t) = cos(νt+ϕ)
(delta-peak s(t) = δ(t − t0)) the optimal resolution parameter
should minimize the spread of window/wavelet in frequency
(time), corresponding to f0 → ∞ ( f0 → 0), so that the tone
(delta-peak) is maximally localized in the TFR. Therefore, the
minimum of Fp,q should appear at the corresponding asymp-
totic values for these cases. One can show that, for a Gaussian
window, the functional is Fp,q ∼ f 1−q/p0 for the WFT of a single
tone signal, and (approximately) Fp,q ∼ f q/p−10 for the WFT of a
delta-peak. Hence, to establish the required minima at f0 → ∞
and f0 → 0 one should have q/p > 1, i.e. Fp,q should repre-
sent the ratio of the lower-order norm to the higher-order norm.
Although hard to prove, it seems to be a general rule, valid for
WFT/WT with any window/wavelet functions.
To understand the influence of p and q used in (6.3) on the
results, it is useful to study a signal consisting of a sinusoid and
a delta-pulse. As discussed above, the maximum TFR concen-
tration for the former is achieved at f0 → ∞, while for the latter
at f0 → 0; when both are present, f0 must represent some com-
promise. The results are presented in Fig. 24 for the WFT with a
Gaussian window (qualitatively, one observes the same picture
for the WFT with other windows and for the WT). Evidently,
there are two possibilities, determined mainly by the value of p:
for p . 2, the minimum of Fp,q (6.3) occurs in the “middle”,
providing some compromise between the time and frequency
resolutions and trying to represent reliably both a sinusoid and
a delta-pulse while, for p & 2, minima occur at the limiting
values on both sides ( f0 → 0,∞), thus achieving the maximally
compressed representation of only one among two features (no
compromise). Due to these issues, which were also noted in
[22], the measure of [22] (p = 1, q = 2) seems to be more ap-
propriate in general than that of [9, 14, 23] (p = 2, q = 4) or the
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Figure 24: Adapting the WFT according to (6.3) for the signal s(t) =
√
2 cos(2pi · 5t) + δd(t − 25), where δd(t − t0) is the discrete analog of δ-function, constructed
by adding to s(t0) the square root of the total signal length
√
N; with such normalization, δd(t − t0) has the same energy
∫ |s(t)|2dt as √2 cos νt. (a): Signal in the
time domain. (b): Example of the signal’s WFT calculated for f0 = 1. (c): Examples of the dependencies of Fp,q (6.3) on f0 for different pairs of p, q (upper row);
optimal f0 minimizing Fp,q are shown by filled circles, with the WFTs calculated for these values being presented at the bottom. (d): Optimal f0 in dependence on
p and q in (6.3). The signal was sampled at 50 Hz for 50 s. The WFT was always calculated in the frequency range [0, 25] Hz, and the optimal f0 was searched in a
range [0.05, 20].
Renyi entropy [21, 24–26] (p = 2, q = 6).
Nevertheless, although seemingly promising, the functional
(6.3) is inappropriate in the general case. It was tested mainly
on signals consisting of Gaussian pulses, delta-pulses, sinusoids
and chirps (or at least components with frequency modulation
containing strong linear term ∼ t) [9, 14, 21, 22]. But in real ap-
plication one often deals with AM/FM components occupying
some particular band, in which case the functional (6.3) often
fails to give an appropriate TFR. This is illustrated in Fig. 25 for
the example of single AM component with sinusoidal ampli-
tude modulation. As previously discussed (see Sec. 5.2), such
an AM component can be represented as a sum of tones (5.10)
which, due to the particular relationships of amplitudes, phases
and frequencies, give rise to the amplitude modulation via mu-
tual interference. At the same time, minimizing Fp,q minimizes
any interference, without differentiating between the desirable
and undesirable one; this leads to a separation of AM/FM com-
ponents into maximally concentrated tones.
This issue is not restricted to simple amplitude/frequency
modulation, but occurs quite generally for persistent AM/FM
components occupying well-defined frequency bands (i.e. ex-
cluding chirps). This is illustrated in Fig. 26 for a real ECG
signal. As can be seen, although the heart rate modulation is
generally quite complex, minimizing Fp,q still tries to separate
it into tones, giving too large f0, similar to what was seen for a
component with simple sinusoidal amplitude modulation. This
leads to selection of an inappropriate f0, for which the TFR be-
comes unsuitable for the analysis, e.g. one cannot extract the
instantaneous heart frequency from it.
In conclusion, the functionals of [9, 14, 21–23] are useful
for particular types of signals (containing mainly chirps, tones,
Gaussian pulses and delta-peaks), but not in general. However,
the idea of adapting a TFR by minimizing a suitably chosen
functional is very powerful, and possibly some functional that
is more universal than 6.3 can be designed.
6.3. Other approaches
In addition to the methods already considered, there exist
many other ways of selecting optimal window/wavelet parame-
ters. For example, it has been proposed [11, 12, 27] to construct
an adaptive TFR based on certain characteristics (e.g. the ridge
frequencies) estimated from some initial TFR calculated for
particular f0. It is easy to see, however, that these approaches
are susceptible to the choice of the initial f0 whereas, if the
latter is chosen adaptively based on some variation of the func-
tional (6.3), as in [13], then the above-mentioned drawbacks of
the functional approach will apply.
Another idea is to optimize the WFT/WT based on its lo-
cal moments in the time-frequency plane [15]. This method is
very expensive computationally, however, being O(N3); though
the cost might possibly be reduced if estimating the global res-
olution parameter and not its time-frequency varying version
f0(ω, t), as originally. Some “monocomponent” methods can
also be generalized to the case of multicomponent signals by in-
troducing frequency dependence into the resolution parameter
[28], but this will at the same time increase the computational
complexity and give rise to additional issues.
Finally, there are various methods [21–23, 28–35] for opti-
mizing types of TFR other than the WFT/WT considered here.
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Figure 25: Same as Fig. 24, but for the AM component s(t) = (1 + 0.5 cos(2pit/5)) cos(2pit), sampled at 50 Hz for 50 s. The WFT was always calculated in the
frequency range [0, 2] Hz, and the optimal f0 was searched in a range [0.05, 20].
Figure 26: Same as Fig. 24, but for the first harmonic of the ECG signal obtained by bandpass filtering it in the region [0.5, 1.5] Hz. The signal was sampled at 40
Hz for 30 min, but only central 5 min part is taken for analysis, while other is used for padding to eliminate boundary effects. The WFT was always calculated in
the frequency range [0, 2] Hz, and the optimal f0 was searched in a range [0.05, 20].
Most of them represent a modification of one of the approaches
already mentioned, but tailored for a particular representation,
e.g. the Wigner-Ville distribution.
The majority of the existing approaches, however, are only
suitable for a particular class of signals, usually those neces-
sarily containing chirps or Gaussian pulses in addition to other
components. Thus, to the best of the authors’ knowledge, there
are at present no universal methods for selecting the optimal
window/wavelet parameters. The condition for universality in
the present case is that the approach tries to resolve any inde-
pendent components, e.g. tones, but at the same time favors
representation of the AM/FM components as single entities. In
other words, the interference between independent components
should be minimized, while the interference between AM/FM-
induced tones should be maximized.
Given the duality of the representation of AM/FM compo-
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nents as a single entity and as a sum of tones, it is questionable
whether such a universal approach can in principle be devel-
oped. However, what suggests that this may in fact be fea-
sible is that an adaptive signal decomposition method known
as basis pursuit [36] seem to have all the desirable properties,
albeit at a computational cost of O(N3). Therefore, it might
be possible that, for example, the approach (6.1) can be made
more universal by choosing instead of (6.3) a better functional,
which will distinguish between independent components and
AM/FM-induced ones by implicitly taking into account the spe-
cific relationships between their amplitudes, phases and fre-
quencies. This remains an open problem.
7. Optimal reconstruction
In previous sections we have investigated two possible meth-
ods of reconstructing components from their time-frequency
supports in the TFR. Ridge reconstruction appears to be more
robust to interference and noise, while direct reconstruction per-
forms better in the case of considerable amplitude/frequency
modulation. This is quite understandable, since, as we saw,
the AM/FM component can be represented as a sum of tones
with particular amplitude, phase and frequency relationships
(recall (5.10) and (5.17)), so the amplitude and frequency mod-
ulation can be viewed as arising due to interference between
these AM/FM-induced tones. The more the method is suscep-
tible to interference, therefore, the better it should pick am-
plitude/frequency modulation, and vice versa. The remaining
questions are how best to choose the method to use for a par-
ticular signal, and to decide whether there is any possibility of
combining the advantages while simultaneously eliminating the
drawbacks of both procedures.
Let us study analytically the errors of the direct and ridge
estimates. We will investigate only reconstruction from WFT
and WT bearing in mind that, as we saw in previous sections,
the SWFT- and SWT-based estimates usually have similar ac-
curacy. Consider a signal consisting of M + 1 AM/FM compo-
nents:
s(t) = s0(t) +
M∑
m=1
sm(t)
s0,m(t) = A0,m(t) cos φ0,m(t),
ν0,m(t) ≡ φ′0,m(t),
(7.1)
for which we want to estimate the parameters of s0(t), i.e. A0(t),
φ0(t), ν0(t). Evidently, the signal (7.1) is what one usually deals
with in real cases, i.e. there is some component of interest sur-
rounded by other ones; often noise is also present, but it can
be viewed as large number of tones densely distributed in fre-
quency (see Sec. 5.4). The WFT/WT of the summary signal
(7.1) can be represented as
Hs(ω, t) = Hs0 (ω, t) +
M∑
m=1
Hsm (ω, t), (7.2)
where Hs0 (ω, t) and Hsm (ω, t) denote the WFT/WT of the com-
ponent of interest (s0(t)) and side components (sm(t)) in (7.1),
respectively. To avoid dealing with the effects of badly chosen
window/wavelet parameters, for the remainder of this section
we assume that the behavior of Hs0 (ω, t) is of the IV type, i.e.
if the signal consisted of only the single s0(t) then it would be
perfectly represented in the TFR.
Suppose that we have successfully extracted the TFS
[ω−(t), ω+(t)] corresponding to the image of s0(t) in the cur-
rent TFR, with amplitude peaks at ωp(t). Then we can obtain
direct/ridge estimates of component’s amplitude, phase and fre-
quency A(direct|ridge)0 , φ
(direct|ridge)
0 , ν
(direct|ridge)
0 as described in Part
I. It is convenient to parametrize the errors of these estimates as
∆A(direct|ridge)(t) ≡A(direct|ridge)0 (t) − A0(t)
≡∆A(direct|ridge)T (t) + ∆A(direct|ridge)I (t),
∆φ(direct|ridge)(t) ≡φ(direct|ridge)0 (t) − φ0(t)
≡∆φ(direct|ridge)T (t) + ∆φ(direct|ridge)I (t),
∆ν(direct|ridge)(t) ≡ν(direct|ridge)0 (t) − ν0(t)
≡∆ν(direct|ridge)T (t) + ∆ν(direct|ridge)I (t).
(7.3)
In (7.3), ∆A(direct|ridge)T (t) is the theoretical, inherent inaccuracy
of amplitude reconstruction, i.e. the error it would have if there
were only one component in the signal (s(t) = s0(t)) and its
extracted TFS [ω−(t), ω+(t)] contained all of its power. The
second term, ∆A(direct|ridge)I (t), represents the error related to in-
terference with the other components sm(t) present in the sig-
nal. Due to this interference the extracted TFS [ω−(t), ω+(t)]
will usually contain only some proportion of the s0(t), mixed
with parts of other sm(t). The same classification applies to
the phase and frequency reconstruction errors. Below we as-
sume that both the theoretical and interference-related errors are
small enough that the first order expansion over them is valid.
7.1. Ridge reconstruction errors
Assuming for simplicity a continuous frequency scale (so
there are no discretization errors), the WFT/WT-based ridge es-
timates can be considered in the form (see Part I):
ν(ridge)(t) = ωp(t), A(ridge)(t)eiφ
(ridge)(t) =
2Hs(ωp(t), t)
hˆmax
. (7.4)
To the best of our knowledge, the latest theoretical estimates of
ridge errors are given in [37]:
∆A(ridge)T (t) =
1
2
P2
(
ν0(t)
)
A′′0 (t) + O(δ
2
NT ),
∆φ
(ridge)
T (t) =
1
2
P2
(
ν0(t)
)
ν′0(t) + O(δ
2
NT ),
∆ν
(ridge)
T (t) = P
2(ν0(t)) (12ν′′0 (t) + A′0(t)A0(t)ν′0(t)
)
+ O(δ3NT ),
P2(ω) ≡
∂2ν hˆν(ω)
hˆν(ω)

ν=ω
=
 −
gˆ′′(0)
gˆ(0) for the WFT,
−ω
2
ψ
ω2
ψˆ′′(ωψ)
ψˆ(ωψ)
for the WT,
(7.5)
where the value of δNT is determined by the strength of the am-
plitude/frequency modulation in relation to the window/wavelet
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parameters, see [37]. The latter is relatively small when the be-
havior of the WFT/WT Hs0 (ω, t) is of the IV type, as assumed
in this section, but might become non-negligible otherwise, re-
quiring one to take account of higher order terms in (7.5). The
magnitude of the error is additionally determined by the propor-
tionality factor P2(ω) in (7.5), which is P2(ω) = f 20 (P
2(ω) =
(2pi f0)2/ω2) for Gaussian window (lognormal wavelet).
By numerical simulation, we have found that the theoretical
prediction (7.5) matches extremely well with the actual ridge
reconstruction errors for both the WFT and WT, at least in the
case of Regime IV behavior. Importantly, the inaccuracy of
ridge frequency estimation ∆ν(ridge)T (t) (7.5) is of the second or-
der in δNT and so is its contribution to ∆A
(ridge)
T (t),∆φ
(ridge)
T (t)
[37]. Note that, for windows/wavelets with gˆ′′(0) = 0 and
ψˆ′′(ωψ) = 0, one has P(ω) = 0, and all theoretical ridge errors
(7.5) become of higher order in δNT ; however, the reconstruc-
tion accuracy is to a large extent determined by the TFR behav-
ior, so the time-frequency resolution of the window/wavelet is
the most important thing.
Remark 7.1. Only the WT was considered in [37], so that the
expression for the WFT (7.5) was not given. Its rigorous deriva-
tion requires cumbersome calculations based on the machinery
developed in [37], but from simple logical considerations based
on comparison of the linear/logarithmic frequency resolution of
WFT/WT one can infer the expressions given in (7.5); their cor-
rectness was also confirmed numerically.
Remark 7.2. Interestingly, for the case of AM component (which
can always be represented in the form s(t) = A(t) cos(νt + ϕ) =
(a0 +
∑
k ak cos(νkt + ϕk)) cos(νt + ϕ), where we assume all νk <
ν), one can derive an exact theoretical error for WFT-based
ridge reconstruction if gˆ(ξ) is symmetric. As discussed previ-
ously (see Sec. 5.2), there will be no errors of phase and fre-
quency estimation: ∆φ(ridge)T = ∆ν
(ridge)
T = 0. Next, the peak
in the WFT amplitude will always occur at ωp(t) = ν, with the
WFT there being Hs(ν, t) = (A/2)ei(νt+ϕ)[a0gˆ(0)+
∑
k akgˆ(νk) cos(νkt+
ϕk)], which gives the ridge amplitude estimate
A(ridge)(t) = 12pi
∫
gˆ(ξ)Aˆ(ξ)eiξtdξ.
Determination of the interference-related inaccuracy is a
highly non-trivial task. To approach it, let us make the very
rough assumption that the components of the TFRs (7.2) at the
ridge points ωp(t) are
Hs0 (ωp(t), t) ≈Hs0 (ω˜p(t), t)
=
A0(t) + ∆A
ridge
T (t)
2
hˆν0(t)(ν0(t))e
i(φ0(t)+∆φ
ridge
T (t)),
Hsm (ωp(t), t) ≈
Am(t)
2
hˆνm(t)(ν0(t)),
(7.6)
where ω˜p(t) = ν0(t) + ∆ν
(ridge)
T denote the positions of the ridge
points in Hs0 (ω, t).
The first approximation in (7.6) can be shown to be accurate
to the second order over the reconstruction errors. Thus, denot-
ing the TFR phase as φH(ω, t) ≡ arg[Hs0 (ω, t)], and taking into
account that ∆ν(ridge)I (t) = ωp(t) − ω˜p(t), one has
Hs0 (ωp(t), t) =Hs0 (ω˜p(t), t) +
[
|∂ωHs0 (ω˜p(t), t)|
+ i|Hs0 (ω˜p(t), t)|∂ωφH(ω˜p(t), t)
]
eiφH (ω˜p(t),t)∆ν(ridge)I (t)
+ O
(
[∆ν(ridge)I (t)]
2).
(7.7)
By definition |∂ωHs(ω˜p(t), t)| = 0, while for the assumed Regime
IV behavior of Hs0 (ω, t) the frequency-derivative of the TFR
phase at the peak ∂ωφH(ω˜p(t), t) is of the first order over the
theoretical ridge errors (7.5) [37] (while for tones it is exactly
zero at all frequencies).
The quality of the second approximation in (7.6) is in gen-
eral harder to estimate. However, e.g. for tones it can be easily
seen that 2Hsm (ωp(t), t) = Amhˆνm(t)(ωp(t)) = Amhˆνm(t)(ν0(t)) +
O
(
hˆνm(t)(ν0(t))
)
∆ν(ridge)(t). Therefore, since Hsm (ωp(t), t) is by
itself proportional to the interference-related error (so that hˆνm(t)(ν0(t))
can be assumed small), the expression for Hsm (ωp(t), t) (7.6) is
valid up to the second order over the reconstruction errors. So
it follows that, when sm(t) have slow amplitude and frequency
variations, the second approximation in (7.6) holds. Note, that
for the following derivations it does not need to be valid for all
sm(t), but only for those making some contribution to the inter-
ference errors, i.e. having non-negligible |Hsm (ωp(t), t)/Hs0 (ωp(t), t)|.
Based on (7.6) and the ridge reconstruction formulas, one
can show the interference-related errors of the ridge method to
be
∆A(ridge)I (t) ≈
∣∣∣∣∣∣∣A0(t) +
M∑
m=1
Am(t)
hˆν−1(t)(ν0(t))
hˆmax
ei(φm(t)−φ0(t))
∣∣∣∣∣∣∣ − A0(t)
≈
M∑
m=1
Am(t)
hˆνm(t)(ν0(t))
hˆmax
cos(φm(t) − φ0(t)),
∆φ
(ridge)
I (t) ≈arg
A0(t) + M∑
m=1
Am(t)
hˆνm(t)(ν0(t))
hˆmax
ei(φm(t)−φ0(t))

≈
M∑
m=1
Am(t)hˆνm(t)(ν0(t))
A0(t)hˆmax
sin(φm(t) − φ0(t)),
∆ν
(ridge)
I (t) =νH(ωp(t), t) − ν0(t) − ∆νridgeT (t)
≈
M∑
m=1
Am(t)hˆνm(t)(ν0(t))
A0(t)hˆmax
[νm(t) − ν0(t)] cos(φm(t) − φ0(t)),
(7.8)
where the expression for ∆ν(ridge)I (t) was derived using (3.4)
with ω = ν0(t), {an, νn} → {An(t), νn(t)} (the motivation be-
hind this being the same as for (7.6)), and the approximation
ωp(t) ≈ νH(ωp(t), t) ≈ νH(ν0(t), t), which is of second order
over the ridge reconstruction errors [37].
7.2. Direct reconstruction errors
When there is only one AM/FM component and the TFR
behavior is of the IV type, the direct estimates are by defini-
tion exact (up to the accuracy  with which Regime IV is deter-
mined), so that there are no theoretical errors:
∆A(direct)T (t) = ∆φ
(direct)
T (t) = ∆ν
(direct)
T = 0. (7.9)
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The interference-related errors are more sophisticated, and
to treat them we employ a rough simplification similar to (7.6)
used for the ridge case. Thus, we assume that∫ µ(ω+(t))
µ(ω−(t))
Hs0 (ω, t)dµ(ω) ≈
∫ µ(ω+(t))
µ(ω−(t))
A0(t)
2
hˆν0(t)(ω)e
iφ0(t)dµ(ω),∫ µ(ω+(t))
µ(ω−(t))
Hsm (ω, t)dµ(ω) ≈
∫ µ(ω+(t))
µ(ω−(t))
Am(t)
2
hˆνm(t)(ω)e
iφm(t)dµ(ω),
(7.10)
This approximation is evidently consistent in the sense that,
for µ(ω±(t)) = ±∞, it becomes exact, with the first line of
(7.10) being equal to sa0(t) (the analytic signal of the compo-
nent considered), and the second one equal to sam(t). Moreover,
(7.10) is also exact when all components are represented by
tones. Therefore, the approximation (7.10) holds in the case
when component have slowly-varying amplitudes and frequen-
cies (in respect to window/wavelet time resolution). Note that,
for the estimation of interference-related errors, the approxi-
mation (7.10) does not need to be valid for sm(t) with neg-
ligible
∣∣∣ ∫ µ(ω+(t))
µ(ω−(t))
Hsm (ω, t)dµ(ω)
/ ∫ µ(ω+(t))
µ(ω−(t))
Hs0 (ω, t)dµ(ω)
∣∣∣, which
thus almost do not interfere with the component of interest.
Substituting (7.2) and (7.10) into the direct estimation for-
mulas (see Part I), one obtains the interference-related errors
as
X(ω, t) ≡A0(t)hˆν0(t)(ω) +
M∑
m=1
Am(t)hˆνm(t)(ω)e
i(φm(t)−φ0(t))
∆A(direct)I (t) ≈
∣∣∣∣∣C−1h2
∫ µ(ω+(t))
µ(ω−(t))
X(ω, t)dµ(ω)
∣∣∣∣∣ − A0(t)
≈ − A0(t)
[
1 − Q˜ν0(t)
(
ω−(t), ω+(t)
)]
+
M∑
m=1
Am(t)Q˜νm(t)
(
ω−(t), ω+(t)
)
cos(φm(t) − φ0(t)),
∆φ(direct)I (t) =arg
C−1h2
∫ µ(ω+(t))
µ(ω−(t))
X(ω, t)dµ(ω)

=
M∑
m=1
Am(t)
A0(t)
Q˜νm(t)(ω−(t), ω+(t)) sin(φm(t) − φ0(t)),
∆ν(direct)I (t) = − ν0(t) − ωh + Re
(
D−1h /2
) ∫ µ(ω+(t))
µ(ω−(t))
X(ω, t)ωdµ(ω)
[A0(t) + ∆A(direct)(t)]ei∆φ
(direct)(t)
≈ − (ν0(t) + ωh)
∆A(direct)I
A0(t)
− D
−1
h
2
×
[ ∫ µ(ω−(t))
−∞
hˆν0(t)(ω)ωdµ(ω)
+
∫ ∞
µ(ω+(t))
hˆν0(t)(ω)ωdµ(ω) +
M∑
m=1
Am(t)
A0(t)
× cos(φm(t) − φ0(t))
∫ µ(ω+(t))
µ(ω−(t))
hˆν0(t)(ω)ωdµ(ω)
]
,
(7.11)
where we have denoted
ωh ≡
[
ωg ≡ (C−1g /2) ∫ ωgˆ(ω)dω for the WFT,
0 for the WT,
Dh ≡
[
Cg for the WFT,
Dψ ≡ ωψ2
∫ ∞
0 ψˆ
∗(ω) dω
ω2
for the WT,
(7.12)
and the expressions for ∆ν(direct)I (t) were derived assuming the
slightly modified form of (7.10) with dµ(ω) → ωdµ(ω), for
which the same considerations apply.
When Dψ = ∞, as for the Morlet wavelet, one is forced to
reconstruct the frequency by the hybrid method (see Part I). Un-
der the assumption that
∫ ω+(t)
ω−(t)
νH(ω, t)Hs(ω, t)dω ≈
∫ ω+(t)
ω−(t)
ν˜H(ω, t)Hs(ω, t)dω,
where ν˜H(ω, t) is given by νH(ω, t) in (3.4) with {an, νn} →
{An(t), νn(t)}, the hybrid frequency estimation errors are
∆ν
(hybrid)
T (t) ≈0,
∆ν
(hybrid)
I (t) ≈
M∑
m=1
Am(t)
A0(t)
[νm(t) − ν0(t)]Qνm(t)
(
ω−(t), ω+(t)
)
× cos(φm(t) − φ0(t)),
(7.13)
which can be derived in a similar way to that used for the ex-
pressions in (7.11).
7.3. Advantages and drawbacks of each method
Comparing (7.5) and (7.9), it is clear that direct method
outperforms ridge method in terms of theoretical error. At the
same time, as seen from (7.8) and (7.11), in the direct method
one picks the contribution of the side components over all TFS,
while ridge reconstruction accounts for interference only at the
peak. As a result, the ridge estimates are superior to the direct
ones in respect of the interference-related errors.
Therefore, the choice of the method depends very much on
the particular signal and the representation of the component of
interest in its TFR. When the noise is small and different com-
ponents are well-separated in the TFR, then the direct method
should be used; otherwise, if the noise and/or the interference
with other components is strong, the ridge method is the better
choice. Ridge reconstruction is also superior if the component
of interest has no or very weak (in terms of the window/wavelet
time-resolution) amplitude and frequency variations, implying
a small theoretical error (7.5). Thus, the latter is exactly zero for
tones, in which case ridge estimates are always the best. Recall
also, that ridge reconstruction is less susceptible to boundary
effects than the direct estimation (see Sec. 5.1).
Regarding the TFR and the form of the window/wavelet,
the (S)WFT with a window function gˆ(ξ) that is symmetric
in frequency provides clear advantages in terms of the accu-
racy of the resultant estimates. For example, as mentioned
above, there are no phase/frequency reconstruction errors for
the AM components in this case, while otherwise they exist.
This is because the AM/FM-induced tones appear symmetri-
cally around the main tone (see Sec. 5.2 and 5.3), so that a sym-
metric gˆ(ξ) is the best form to match this structure; the (S)WFT
with frequency-asymmetric windows, and the (S)WT (due to its
34
logarithmic frequency scale), do not reflect such a symmetry.
Note also, that ψˆ(ξ) that is symmetric on a logarithmic scale,
such as the lognormal wavelet, offers slightly better reconstruc-
tion possibilities as compared to other wavelets; this is because
at low ∆ν/ν one has log(1+∆ν/ν) ≈ − log(1−∆ν/ν) ≈ ∆ν/ν, so
that the symmetries of ν±∆ν around ν on linear and logarithmic
scales become nearly equivalent.
The most important characteristic of the window/wavelet,
however, is its time-frequency resolution. Thus, for a single
component one can usually adjust parameters to represent and
reconstruct it perfectly using any window/wavelet. But in real
cases, when the signal consists of a number of components,
there is usually no choice of parameters for which all compo-
nents can be recovered perfectly, and one needs to make a com-
promise. The time-frequency resolution determines how good
such compromise might be in principle, i.e. the best accuracy
with which all components can be reconstructed. The choice
between the (S)WFT and (S)WT, on the other hand, depends on
the signal properties, as discussed in Part I: (S)WT is to be pre-
ferred when the AM/FM components at lower frequencies are
closer to each other and less time-varying than those at higher
frequencies, while the (S)WFT is more suitable otherwise.
7.4. Adaptive choice of the method
To choose the best method automatically, one can devise
an empirical criterion as follows. Suppose we have calculated
the TFR of a signal and extracted from it the ridge curve ωp(t)
and TFS [ω−(t), ω+(t)] corresponding to some component. Its
associated parameters can then be reconstructed by both the
direct and ridge methods; the resultant estimates will be de-
noted as A(d,r)(t), φ(d,r)(t) and ν(d,r)(t), where “d” and “r” stand
for “direct” and “ridge”, respectively. To understand which re-
construction method is more accurate, we calculate the TFR
(using the same window/wavelet as originally) of the signal
s(d)(t) = A(d)(t) cos φ(d)(t), extract the ridge curve and TFS from
it (taking simple maxima ωp(t) = argmaxω |Hs(ω, t)| is suffi-
cient here), and reconstruct by the direct method the “refined”
parameters A˜(d)(t), φ˜(d)(t), ν˜(d)(t). The same procedure is per-
formed for the “ridge” signal s(r)(t) = A(r)(t) cos φ(r)(t), now
using the ridge method to reconstruct the refined estimates.
Obviously, if e.g. the direct estimates are accurate, one should
have {A˜(d)(t), φ˜(d)(t), ν˜(d)(t)} ≈ {A(d)(t), φ(d)(t), ν(d)(t)}. There-
fore, one can assess which method is better on the basis of the
discrepancies between the original and refined estimates, which
can be quantified using the corresponding relative errors (4.2)
as
ε˜(d,r)a ≡ κ(d,r)a
√
〈(A˜(d,r)(t) − A(d,r)(t))2〉
〈[A(d,r)(t)]2〉 ,
ε˜(d,r)φ ≡ κ(d,r)φ
√
1 − |〈ei(φ˜(d,r)(t)−φ˜(d,r)(t))〉|2,
ε˜(d,r)ν ≡ κ(d,r)ν
√〈(ν˜(d,r)(t) − ν(d,r)(t))2〉
2pi
,
(7.14)
where κ(d,r)a,φ,ν are the coefficients that can be used to tune the per-
formance of the approach (they were found empirically to be
κ(d)a,φ,ν = {3, 4, 2}, κ(r)a,φ,ν = 1). For each parameter, the choice be-
tween its direct and ridge estimate is then made based on the
corresponding discrepancy (7.14): the smaller it is, the more
accurate the reconstructed parameter is expected to be.
Despite being empirical, the approach outlined above works
very well in practice, selecting the best estimates in the major-
ity of cases. This is illustrated in Fig. 27, where the discrep-
ancies (7.14) are shown together with the actual reconstruction
errors (4.2) for each method. As can be seen, the values of
ε˜(d,r)a,φ,ν are proportional to the true errors and allow one to judge
reliably about the relative performance of the two reconstruc-
tion methods. Thus, as discussed previously, for a single tone
signal embedded in noise the ridge estimates are always pre-
ferred, and the criterion based on (7.14) correctly reflects this
fact (see Fig. 27(a-c)). Next, when amplitude/frequency mod-
ulation is present, at low noise levels the direct estimates are
preferred, but with increasing noise strength their inaccuracy
grows faster than in the case of ridge reconstruction. Therefore,
beyond some threshold noise level (indicated by gray vertical
dashed lines in Fig. 27) ridge estimates become the more accu-
rate; this threshold and the optimal method in each case can be
well recovered from the behavior of the discrepancies (7.14), as
is clear from Fig. 27(d,h,i).
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Figure 27: The actual reconstruction errors (4.2) of the direct and ridge methods (light-blue and light-red lines, respectively) and the corresponding discrepancies
(7.14) (direct – blue, ridge – red) in their dependence on the noise level σ. (a,d,g): Amplitude reconstruction errors. (b,e,h): Phase reconstruction errors. (c,f,i):
Frequency reconstruction errors. The signals associated with each row are given by the equations above the central panels (b,e,h), with ζ(t) denoting unit-deviation
Gaussian white noise; each signal was sampled at 50 Hz for 200 s. Where present, the gray (or black) points with the corresponding dashed lines indicate the
intersections between the true errors (4.2) (or the discrepancies (7.14)) of the direct and ridge methods.
8. Concentration or resolution? Do we really need syn-
chrosqueezing?
As we have seen, the behavior of the WFT/WT projects
onto the SWFT/SWT. Thus, if e.g. two tones are not well sep-
arated in the WFT/WT, then they will be not well separated in
the SWFT/SWT as well. Furthermore, in all examples studied
so far synchrosqueezing did not significantly improve (but often
worsened) the accuracy of parameters’ reconstruction by both
the direct and ridge methods. Taken together, this indicates that
synchrosqueezing does not increase time or frequency resolu-
tion, as might have seemed the case at the first glance: it only
improves the “readability” of the TFR [38], providing a more
visually appealing picture.
While not providing considerable advantages, the SWFT/SWT
has a few drawbacks in comparison to the WFT/WT, namely:
1. The SWFT/SWT amplitude depends on the discretiza-
tion of the frequency scale, making ridge amplitude re-
construction ill-defined. At the same time, for the usual
WFT/WT one can estimate the amplitude by both the di-
rect and ridge methods.
2. The behavior of the SWFT/SWT is more complicated
than that of the WFT/WT, being harder to study both an-
alytically and practically. Thus, even in the case when all
components are well represented and there is no noise,
synchrosqueezed TFRs might still have many side TFSs
containing a small amount of power. Additionally, com-
ponents with fast amplitude or frequency modulation might
be represented in the SWFT/SWT in a quite weird way
(see e.g. Fig. 17 and the related discussion).
3. For the WFT/WT, both ridge and direct estimates of the
component’s frequency are relatively unaffected by fre-
quency discretization effects, while accurate estimation
of instantaneous frequency from the SWFT/SWT by any
method requires very small frequency bins, thus increas-
ing its computational cost (see Part I).
Hence, the usefulness of synchrosqueezing is questionable, be-
cause in terms of components reconstruction it only introduces
additional complications, while not providing significant ad-
vantages. Even in terms of ridge curve extraction, i.e. tracing
the components in the time-frequency plane, the SWFT/SWT
also does not seem to be more suitable than the WFT/WT. Note,
however, that in mathematical terms synchrosqueezing does not
bring much disadvantage either, i.e. the results obtained from
the SWFT/SWT in an appropriate way are correct and will be
qualitatively, and to a large extent quantitatively, the same as
the corresponding results obtained from the WFT/WT.
Remark 8.1. As discussed in Sec. 2, in this (second) part of
the work we consider gˆ(ξ) and gˆ(ξ > 0) to be at least ap-
proximately unimodal. For multimodal windows/wavelets, on
the other hand, synchrosqueezing has the advantageous prop-
erty of joining together the component’s power contained in all
sidelobes into the one TFS in the SWFT/SWT, hence making the
latter more interpretable than the underlying WFT/WT. Thus,
in the process of synchrosqueezing one utilizes the relation-
ships between the instantaneous frequencies νH(ω, t), implic-
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itly determining and differentiating between the sidelobes cor-
responding to independent components and those correspond-
ing to the same one. However, in practice it appears that such a
property is greatly affected even by small interference between
components (or by considerable amplitude/frequency modula-
tion), in which case the behavior of the SWFT/SWT becomes
very complex, with the power of the component often being
distributed over few TFSs. Generally, the advantages of syn-
chrosqueezing for windows/wavelets which are multimodal in
frequency is a separate topic. In any case, multimodal gˆ(ξ) and
ψˆ(ξ > 0) are rarely used because of being inconvenient in terms
of the resultant representation, as well as usually having poor
time-frequency resolution.
The fact that synchrosqueezing increases the TFR concen-
tration, but at the same time does not give better results in terms
of resolving components in frequency or representing the time-
variability of their parameters, leads to reconsideration of a
more general question: does the concentration of the TFR alone
represent the main measure of its performance, as is often be-
lieved? Our results argue against such a view.
In general, the “ideal” representation of a signal s(t) =∑
k Ak(t) cos φk(t) can be regarded as being I(ω, t) ∼ ∑k Ak(t)δ(ω−
φ′k(t)). Hence, the inverse of the (somehow defined) “distance”
between the perfect representation I(ω, t) and the calculated
TFR can be considered as a measure of its performance. What
one aims to achieve, therefore, is not just to increase the TFR
concentration, but to increase it around the instantaneous fre-
quencies φ′k(t) and/or to improve the representation of the am-
plitude variations. For example, a TFR having peaks at ω =
φ′k(t), but not being too concentrated, is obviously to be pre-
ferred to an extremely concentrated TFR with peaks distant
from the true instantaneous frequencies. In other words, the
main goal is to represent appropriately all the components present
in the signal, so that their parameters can accurately be recov-
ered. The most important characteristics of the TFR are there-
fore its resolution properties and their conformity with the sig-
nal, and not simply the concentration.
Considering synchrosqueezing, from the previous sections
it is clear that the positions of the SWFT/SWT ridges are no
closer to the actual frequencies than the WFT/WT ridges. Thus,
“curves” in synchrosqueezed TFRs, although being more con-
centrated, are not located around the actual instantaneous fre-
quencies of the components (though the latter can be fully re-
covered from the full TFS). This is illustrated in Fig. 28, where
the SWFT is compared with the ridge/direct WFT skeletons.
For each time, the latter are constructed by partitioning the
WFT into regions of unimodal amplitude (time-frequency sup-
ports [ω(m)− (t), ω
(m)
+ (t)]), reconstructing from them the amplitudes
A(m)(t), phases φ(m)(t) and frequencies ν(m)(t) using the chosen
method, and then assigning A(m)(t)eiφ
(m)(t) to the frequency bin
where the estimated frequency ν(m)(t) lies; the WT skeletons
can be constructed in the same way. For example, up to fre-
quency discretization effects, the ridge-based WFT/WT skele-
ton is simply the WFT/WT with only peaks left (and multiplied
by 2/gˆ(0)), while other coefficients are set to zero. The MatLab
codes for calculating TFR skeletons can be downloaded from
[39] together with the other codes used in this work.
As can be seen from pairwise comparison of (b,f) and (c,g)
in Fig. 28, the SWFT is very similar to a simple ridge-based
WFT skeleton (which is additionally more concentrated and
easy to interpret): in both former and latter cases, the “curves”
are located not around the true component frequency, but have
similar deviations from it. On the other hand, the direct WFT
skeleton in the noiseless case provides almost perfect represen-
tation (Fig. 28(d)), being clearly superior to the SWFT or ridge
skeleton, though the picture becomes more complicated when
the noise is present (Fig. 28(e-h)). However, both skeletons are
constructed from the original WFT and obviously do not im-
prove neither time, nor frequency, nor joint time-frequency res-
olution (as the accuracy of the parameters’ estimates remains
the same), providing advantages mainly in terms of visual ap-
pearance, similarly to the case of the SWFT.
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Figure 28: Comparison of the WFT, SWFT and WFT skeletons based on ridge and direct reconstruction for: (a-d) the FM component s(t) = cos(10pit + sin(2pit/5));
(e-h) the same component additionally corrupted by white noise of
√
2 standard deviation. Magenta lines show the true frequency of the component. The small
intermittent components appearing at both sides of the main frequency in (c,d) are due to III type of TFR behavior. The signal was sampled at 100 Hz for 50 s.
9. Conclusions
The results of this work can be summarized as follows:
1. The appropriate choice of window/wavelet resolution pa-
rameter f0 is of crucial importance in time-frequency anal-
ysis. It determines the tradeoff between time and fre-
quency resolutions of the TFR, with different choices lead-
ing to different TFR behaviors, and therefore different
quantitative and qualitative results. If the frequency reso-
lution is too high, the AM/FM component might be rep-
resented in the TFR as a number of independent tones,
whereas if it is too low, then two interfering tones can be
merged together and appear as a single component. We
have considered and illustrated this issue on a numerous
examples, and provided the conditions for each type of
TFR behavior (see Tables 2, 3 and 4).
2. The optimal f0 depends on the signal. Several adapta-
tion schemes have been reviewed, but none of them is
fully universal. The question of how best to select the ap-
propriate window/wavelet parameters for a given signal
remains open.
3. In the absence of an adaptation scheme, one can choose
f0 based on the desired resolution properties of the TFR.
For the Gaussian window WFT and lognormal wavelet
WT, in order to resolve two tones at frequencies ν1,2 with
relative error , one needs f0 ≥ 2nG()|ν2−ν1 | and f0 ≥
2nG()
2pi| log(ν2/ν1)| ,
respectively (nG() is the number of standard deviations
within which the 1 −  part of the normal distribution re-
sides, e.g. nG(0.05) ≈ 2, see Part I). Next, from (4.2),(7.5)
it follows that to recover the AM/FM component with er-
ror .  using the ridge method, one should choose f0 ≤√
2/max
[ 〈[A′′(t)]2〉1/2
〈[A(t)]2〉1/2 , 〈2[ν′(t)]2〉1/2
]
and f0 ≤ (2pi)−1×√
2/max
[ 〈[A′′(t)/ν2(t)]2〉1/2
〈[A(t)]2〉1/2 , 〈2[ν′(t)/ν2(t)]2〉1/2
]
for a Gaus-
sian window and lognormal wavelet, respectively; pro-
vided  is small enough (e.g.  = 0.05), this will guaran-
tee that the component is represented reliably in the TFR.
Note that, in respect of different kinds of signals (having
different characteristic frequency bands), the choice of f0
for the WT seems to be slightly more universal than for
the WFT (with the most widespread being f0 = 1).
4. The relative performance of the direct and ridge recon-
struction methods depends on the signal and the confor-
mity of the TFR resolution properties with its structure.
Direct estimates are exact when the component is reli-
ably represented in the TFR and there is no noise or in-
terference; ridge estimates are more robust to such com-
plications (as well as to boundary distortions), but have
inherent errors related to amplitude/frequency modula-
tion. Hence, direct methods are to be preferred in the
case of relatively clean signals with frequency compo-
nents that are well-separated (as they appear in the TFR),
while ridge reconstruction is superior for signals consid-
erably corrupted by noise or with highly interfering com-
ponents. We have suggested a simple automatic proce-
dure for selection of the optimal reconstruction method
in Sec. 7.4.
5. Synchrosqueezing does not provide significant advantages
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in terms of components’ reconstruction, at least for the
windows/wavelets which are unimodal in frequency, but
it introduces additional complications. Thus, although
being more concentrated, the SWFT/SWT actually has
the same time and frequency resolutions as the WFT/WT
from which it is constructed, and therefore does not of-
fer the possibility of better tracking of parameters’ time-
variations or of the resolution of components that lie closer
in frequency.
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