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Abstrak: Teknik SMOTE dan Gini Score dalam Klasifikasi Kanker Payudara. 
Kanker payudara merupakan keganasan pada jaringan payudara yang dapat berasal dari 
epitel duktus maupun lobulusnya. WHO menyebutkan 30 % - 50 % kasus kanker dapat 
dicegah. Pencegahan kanker payudara dapat dilakukan dengan cara skrining atau 
diagnosis awal. Tujuan dari diagnosis awal tersebut agar jika muncul benjolan dapat 
dilakukan prediksi apakah tergolong kategori ganas atau jinak. Prediksi kanker payudara 
dapat dilakukan dengan menggunakan kumpulan dataset yang berisi parameter terkait 
kanker. Akan tetapi terkadang dataset yang digunakan juga memiliki permasalahan 
seperti jumlah data tidak seimbang dan penggunaan fitur yang tidak relevan. Pada 
penelitian ini bertujuan untuk meningkatkan hasil prediksi kanker payudara dengan 
menyeimbangkan jumlah kelas data dan menggunakan rank fitur. Metode yang digunakan 
yaitu SMOTE untuk data tidak seimbang dan gini score untuk peringkat fitur. Model 
klasifikasi yang digunakan yaitu random forest dan naïve bayes. Hasil yang didapatkan 
model klasifikasi random forest lebih unggul dibandingkan naïve bayes. 
 




Abstract: SMOTE Technique and Gini Score in Breast Cancer Classification. Breast 
cancer is a malignancy in breast tissue that can originate from the epithelium of the ducts 
and lobules. WHO says 30% - 50% of cancer cases can be prevented. Breast cancer 
prevention can be done utilizing screening or early diagnosis. The purpose of the initial 
diagnosis is that if a lump appears, predictions can be made whether it is classified as 
malignant or benign. Breast cancer prediction can be done using a dataset containing 
cancer-related parameters. However, sometimes the dataset used also has problems such 
as the amount of data is not balanced and the use of irrelevant features. This study aims to 
improve breast cancer prediction results by balancing the number of data classes and 
using the rank feature. The method used is SMOTE for imbalanced data and Gini score 
for rank features. The classification model used is random forest and naïve Bayes. The 
results obtained by the random forest classification model are superior to Naïve Bayes.  
 




History &License of Article Publication: 
Received: 17/10/2021 Revision: 13/11/2021 Published: 18/12/2021 
 
DOI: https://doi.org/10.37971/radial.v9i2.229  
 
 





Vol. 9 No. 2, Desember 2021, Hal. 125-134 
Available at https://stitek-binataruna.e-journal.id/radial/index ISSN: 2337-4101 
Published by STITEK Bina Taruna Gorontalo E-ISSN: 2686-553X 
   
 






Kanker payudara adalah keganasan pada jaringan payudara yang dapat berasal dari 
epitel duktus dan lobulus (Indonesia, 2021). Faktor risiko yang berkaitan erat dengan 
peningkatan kejadian kanker payudara antara lain jenis kelamin perempuan, usia> 50 
tahun, riwayat keluarga dan genetika (pembawa mutasi gen BRCA1, BRCA2, ATM atau 
TP53 (p53)), riwayat penyakit payudara sebelumnya (DCIS pada payudara serupa, LCIS, 
kepadatan tinggi pada mamografi), riwayat menstruasi dini (<12 tahun) atau menstruasi 
lanjut (> 55 tahun), riwayat reproduksi (tidak ada anak dan tidak menyusui), hormon, 
obesitas, konsumsi alkohol, riwayat radiasi dinding dada, dan faktor lingkungan 
(Indonesia, 2021). Pencegahan kanker payudara dapat dilakukan dengan salah satu cara 
yaitu skrining atau diagnosa dini. Menurut WHO, antara 30% - 50% kasus kanker dapat 
dicegah (Organization, 2019). Diagnosis dini kanker payudara seringkali berupa keluhan 
adanya benjolan di area payudara dan benjolan di area ketiak (Indonesia, 2021). Tujuan 
diagnosis awal adalah jika benjolan muncul, dapat diprediksi apakah benjolan itu tergolong 
ganas atau jinak. 
Prediksi kanker payudara dapat dilakukan dengan menggunakan dataset yang berisi 
parameter terkait kanker. Namun terkadang dataset yang digunakan juga mengalami 
kendala seperti jumlah data yang tidak seimbang dan penggunaan fitur yang tidak relevan. 
Oleh karena itu, penelitian ini bertujuan untuk meningkatkan hasil prediksi kanker 
payudara dengan cara menyeimbangkan jumlah kelas data dan menggunakan fitur rank. 
Dalam studi sebelumnya, ada banyak prediksi kanker payudara menggunakan dataset 
terbuka dari repositori UCI, seperti pada pembahasan makalah-makalah referensi 
penelitian ini. Makalah (Mishra, Arnab Kumar, Pinki Roy, 2021) menyajikan pendekatan 
pemilihan fitur berdasarkan Particle Swarm Optimization (BPSO) yang dapat digunakan 
untuk meningkatkan kinerja CDSS dalam prediksi kanker payudara otomatis. Makalah 
(Jabbar, 2021) membahas pembangunan sistem pendukung keputusan menggunakan model 
ensemble yang dibangun sdengan Bayesian Tissue dan Radial Basis Functions untuk 
masalah kanker payudara. Makalah (Grover, Ankit, Nitesh Pradhan, 2021) menyajikan 
studi perbandingan untuk memprediksi kanker payudara pada dataset Kanker Payudara 
Wisconsin Diagnostic dengan menerapkan enam algoritma pembelajaran mesin yang 
berbeda seperti CART, Logistic Regression, Support Vector Classifier, Hard Voting 
Classifier, Extreme Gradient Boosting, dan Artificial Neural Network. 
Penelitian (Dubey, Ashutosh Kumar, Umesh Gupta, 2016) bertujuan untuk 
mengetahui pengaruh algoritma pengelompokan k-means dengan ukuran komputasi yang 
berbeda seperti sentroid, jarak, metode split, epoch, atribut, dan iterasi serta untuk 
mempertimbangkan dan mengidentifikasi kombinasi pengukuran yang berpotensi memiliki 
akurasi sangat tinggi. akurasi pengelompokan. Dalam artikel (Chaurasia, Vikas, 2021) 
mengembangkan teknik ensembel berbasis tumpukan dan metode pemilihan fitur untuk 
kinerja algoritma yang komprehensif dan analisis komparatif dari kumpulan data kanker 
payudara dengan atribut yang dikurangi dan semua atribut. Penelitian (Laghmati, Sara, 
2020) menerapkan dan membandingkan empat algoritma pembelajaran mesin (KNN, 
 





pohon keputusan, SVM Biner, dan Adaboost) untuk memprediksi apakah pasien menderita 
tumor payudara ganas atau jinak. 
Makalah (Kumar, Vivek, 2020) berfokus pada penerapan teknik klasifikasi yang 
berbeda untuk data mining dalam memprediksi kanker payudara ganas dan jinak. Dataset 
Breast Cancer Wisconsin dari repositori UCI telah digunakan sebagai dataset 
eksperimental sedangkan ketebalan rumpun atribut digunakan sebagai kelas evaluasi. Studi 
(Mushtaq, Zohaib, 2020) melibatkan eksplorasi kinerja KNN menggunakan berbagai 
fungsi jarak dan nilai K untuk menemukan KNN yang efektif. Dataset Wisconsin Breast 
Cancer (WBC) dan Wisconsin Breast Cancer Diagnostic (WDBC) dari repositori 
pembelajaran mesin UC Irvine digunakan sebagai sumber data utama. Sebuah studi 
(Prastyo, Pulung Hendro, 2020) membandingkan delapan algoritma pembelajaran mesin: 
Gaussian Naïve Bayes (GNB), K-Nearest Neighbours (K-NN), Support Vector Machine 
(SVM), Random Forest (RF), AdaBoost, Gradient Boosting (GB), XGBoost, dan Multi-
Layer Perceptron (MLP). Eksperimen dilakukan dengan menggunakan dataset Breast 
Cancer Wisconsin. Makalah (Mohammed, Siham A., 2020) mengusulkan pendekatan yang 
meningkatkan akurasi dan kinerja tiga pengklasifikasi yang berbeda: Decision Tree (J48), 
Naïve Bayes (NB), dan Sequential Minimal Optimization (SMO). Masalah yang diangkat 
di penelitian (Mohammed, Siham A., 2020) adalah data yang tidak seimbang. 
Tujuan dari penelitian (Ojha, 2017) adalah untuk mengetahui seberapa tepat 
algoritma data mining ini dapat memprediksi kemungkinan kekambuhan penyakit di antara 
pasien berdasarkan parameter yang dianggap penting. Makalah (Silva, Jesús, 2019) 
membahas integrasi teknik klasifikasi data mining dan pembelajaran ensemble untuk 
memprediksi jenis kekambuhan kanker payudara. Makalah (Sharma, Alpna, 2021) telah 
melakukan upaya untuk mendeteksi kanker payudara menggunakan jaringan saraf dalam 
menggunakan dataset kanker payudara Wisconsin. Studi (Nguyen, Cuong, Yong Wang, 
2013) bertujuan untuk mendiagnosis dan prognostik kanker payudara menggunakan 
metode pembelajaran mesin berdasarkan pengklasifikasi hutan acak dan teknik pemilihan 
fitur. 
Pada penelitian ini bertujuan untuk klasifikasi dataset kanker payudara dengan 
menyelesaikan permasalahan pada proses pre-processing (data tidak seimbang dan 
pemilihan fitur). Tabel 1 merupakan perbandingan kontribusi penelitian ini dengan 
beberapa penelitian yang telah dilakukan. 
 
Tabel 1. Perbandingan Kontribusi 
Penulis Data Tidak 
Seimbang 
Pemilihan Fitur 
(Mishra, Arnab Kumar, Pinki Roy, 
2021), (Chaurasia, Vikas, 2021), 
(Ojha, 2017), (Nguyen, Cuong, 
Yong Wang, 2013) 
Tidak Iya 
(Mohammed, Siham A., 2020) Iya Tidak 
Penelitian ini Iya Iya 
 







Penelitian ini akan menggunakan metode SMOTE oversampling untuk masalah data 
tidak seimbang dan skor Gini untuk fitur peringkat. Pada gambar 1 adalah diagram alir 











Gambar 1. Skema Usulan 
Dataset  
Penelitian ini menggunakan dataset terbuka dari UCI Repostiroy yaitu Breast Cancer 
Wisconsin Diagnostic (BCWD) (Indrawati, 2021). Dataset tersebut berisi 569 baris data, 
31 fitur yang berkaitan dengan kanker payudara, dan dua jenis golongan, yaitu ganas 
(malignant) dan jinak (benign). 
 
Tabel 2. Deskripsi Dataset 
No Fitur Tipe 
1 radius_mean Float 
2 texture_mean Float 
3 perimeter_mean Float 
4 area_mean Float 
5 smoothness_mean Float 
6 compactness_mean Float 
7 concavity_mean Float 
8 concave points_mean Float 
9 symmetry_mean Float 
10 fractal_dimension_mean Float 
11 radius_se Float 
12 texture_se Float 
13 perimeter_se Float 
14 area_se Float 
 





No Fitur Tipe 
15 smoothness_se Float 
16 compactness_se Float 
17 concavity_se Float 
18 concave points_se Float 
19 symmetry_se Float 
20 fractal_dimension_se Float 
21 radius_worst Float 
22 texture_worst Float 
23 perimeter_worst Float 
24 area_worst Float 
25 smoothness_worst Float 
26 compactness_worst Float 
27 concavity_worst Float 
28 concave points_worst Float 
29 symmetry_worst Float 
30 fractal_dimension_worst Float 




Synthetic Minority Oversampling Technique (SMOTE) merupakan algoritma 
preprocessing yang sering digunakan untuk masalah ketidakseimbangan data (Fernández, 
2018). Dataset yang digunakan tidak seimbang di kelasnya dengan 212 baris ganas dan 357 
baris jinak. 
 
Tabel 3. SMOTE 
Sebelum Penerapan SMOTE Setelah Penerapan SMOTE 
Ganas: 212 baris Ganas: 312 baris 
Jinak: 357 baris Jinak: 357 baris 
 
Tabel 3 menunjukkan hasil penerapan teknik SMOTE yang berhasil meningkatkan 
jumlah kelas ganas yang sebelumnya memiliki persentase yang sangat jauh dibandingkan 
dengan kelas jinak. 
 
Gini Score 
Proses ini mencari nilai Gini ini untuk mendapatkan peringkat fitur. Pemeringkatan 
fitur merupakan suatu teknik dalam pemilihan fitur yang mencari nilai hubungan antara 
fitur dan kelas (Khalid, 2014). Hasil yang diperoleh peringkat fitur setelah menerapkan 
algoritma indeks Gini adalah fitur 7, 27, 22, 6, 20, 23, 26, 2, 13, 3, 10, 0, 1, 25, 12, 21, 24, 
29, 28, 5, 11, 19, 17, 8, 18, 4, 9, 15, 14, 16 dengan mengacu pada urutan tabel fitur 
sebelumnya yaitu Tabel 2. 
 
Random Forest 
Random forest adalah metode pembelajaran ensemble untuk klasifikasi atau regresi 
yang beroperasi dengan membangun banyak pohon keputusan selama proses pelatihan dan 
memberikan output berupa mode kelas (klasifikasi) atau prediksi rata-rata (regresi) pohon 
individu (Saru, 2019). 
 
















Gambar 2. Proses Random Forest 
Sumber: (Saru, 2019) 
 
Naïve Bayes 
Naïve bayes merupakan metode machine learning yang menggunakan pendekatan 







HASIL DAN PEMBAHASAN 
Proses selanjutnya akan dilakukan dengan melakukan eksperimen dengan 
menerapkan skema yang diusulkan dan asli yang kemudian diklasifikasikan menggunakan 
model pembelajaran mesin random forest untuk melihat hasil presisi dan recall yang 
diperoleh di masing-masing kelas. Rumus presisi dan recall dapat dilihat pada rumus (2) 
dan (3) (Ramadhan, 2019).  














Sumber: (Ramadhan, 2019) 
 
Tabel 4 merupakan bentuk matriks konfusi yang memiliki arti True Positive (TP) 
yaitu prediksi kanker dan aslinya kanker. True Negative (TN) adalah prediksi non-kanker 
dan sebenarnya bukan kanker. False Positive (FP) adalah prediksi kanker dan bukan 
















Tabel 6. Hasil Original 
Class Precision Recall 
Ganas 94 % 97 % 
Jinak 98 % 96 % 
 
Tabel 5 adalah nilai matriks konfusi yang diperoleh. Tabel 6 adalah hasil yang 
diperoleh sebelum metode yang diusulkan diterapkan. 
 






Tabel 8. Hasil Skema Usulan 
Class Precision Recall 
Ganas 93 % 98 % 
Jinak 99 % 95 % 
 
Tabel 7 adalah nilai matriks konfusi yang diperoleh setelah model yang diusulkan 
diterapkan. Tabel 8 menunjukkan hasil yang diperoleh setelah metode yang diusulkan 
diterapkan. Pada eksperimen tabel 5 sampai tabel 8 menggunakan model klasifikasi 
random forest. 
Hasil yang diperoleh menunjukkan bahwa metode yang diusulkan dalam penelitian 
ini mampu menurunkan nilai FN dan meningkatkan nilai TN, namun metode yang 
diusulkan masih belum mampu meningkatkan nilai TP dan menurunkan nilai FP. Hal ini 
terjadi karena kurangnya pengujian sampel yang digunakan. 
 
 






Gambar 3. Hasil Perbandingan Metode Lainnya 
Gambar 3 merupakan perbandingan menggunakan model klasifikasi lain yaitu Naïve 
Bayes. Hasil yang diperoleh dengan model random forest dengan menerapkan metode 
yang diusulkan lebih unggul dari kelas ganas (malignant) dan jinak (benign). Berdasarkan 
gambar 3 membuktikan bahwa metode usulan penelitian ini mampu menghasilkan presisi 
yang sangat tinggi sebesar 93% dan 99%, sedangkan untuk recall sebesar 98% dan 95% 
dibandingkan tanpa menggunakan metode usulan penelitian. Metode klasifikasi random 
forest mampu menghasilkan gap presisi sebesar 6%, recall sebesar 5% dibandingkan 
metode klasifikasi Naïve Bayes. 
Hasil lain menunjukkan juga bahwa penerapan pre-processing menggunakan teknik 
SMOTE mampu menghasilkan kenaikan nilai presisi kelas jinak (benign) dan recall kelas 
ganas (malignant) sebesar 1%, sedangkan pada nilai presisi kelas ganas (malignant) dan 
recall kelas jinak (benign) mengalami penurunan sebesar 1%. Hal tersebut menunjukkan 
ada beberapa nilai yang teknik SMOTE ini tidak dapat melakukan penyeimbangan kelas. 
 
KESIMPULAN 
Penelitian ini bertujuan untuk klasifikasi dataset kanker payudara dengan 
menyelesaikan permasalahan pada proses pre-processing (data tidak seimbang dan 
pemilihan fitur). Sehingga, berdasarkan hasil yang didapatkan kesimpulan dalam penelitian 
ini adalah teknik SMOTE dan Gini dapat meningkatkan ketelitian hasil pada kelas jinak 
(benign) dan juga dapat meningkatkan hasil recall pada kelas ganas (maligna). Untuk 
metode klasifikasi yang dihasilkan yaitu random forest lebih unggul daripada Naïve Bayes. 
Untuk saran kerja kedepannya dapat dianalisa terkait masalah missing value pada dataset 
penelitian ini. 
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