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Introduction 
    Let r be a discrete subgroup of the real Mobius group PSL(2;IR). 
and Q be a closed subset of the extended real line IR = 30 ..){031 which is 
invariant under F and contains the set {0,1,co}- We denote by D the 
connected component of C - a containing the upper half-plane U, that is, 
D = U or C - a according as o = IR or not. Let M(r) be the Banach 
space of those bounded measurable functions u on D which satisfy 
p(yz)y'(z)/y'(z) = }1(z) for all y E t and a. e. z E D, 
and furthermore 
p(z) = j(z) for a. e. z E D 
provided that a IR. We set 
R.4.erc'•v-ed J-7 z7, !1e7
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 M1(r) = { p E M(F) ; Mull = ess sup 111(z)I < 1 }-
                                             z E D 
For p in M1(F). w
p denotes the unique quasiconformal self-mapping of U 
which satisfies the Beltrami equation w- _ pw
zon U and leaves the points 
                                                   0, 1, co fixed. We set 
M(r,6) = { p E M1(F);w
u(x) = x for all x E 6 }_ 
Two elements p and v in M
1(F) are equivalent and written p ^,v  if 
there exists T E M0(r,6) for which w
uowT= wv . The Teichmuller space 
T(r,6) is defined by 
T(r,6) = M1(r)/M0(r,G) = Mi(r)/^' 
and the equivalence class of M0(r,a) is called the origin of T(r,6). 
Note that T(r,]R) is the Teichmuller space T(r) in the usual sense, and 
T(r,A(r)) is the reduced Teichmuller space T(F) if the limit set A(r) 
of r contains more than two points. We assume that T(r,o) is not reduced 
to a single point. The excluded case occurs only when Dr/r is ( conformally 
equivalent to ) C - {0, 1}, where Dr is the domain deleted from D the 
fixed points of all elliptic elements in F The Teichmuller space T(r,6)
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carries the  TeichmUller metric dT ( for the pricise definition see Section 2) 
The canonical projection: M1(F) -- M1(r)/M0(r,a) = T(r,6) is open as well as 
continuous with respect to dT. 
     Let V be a subset of D which is invariant under r and has positive 
measure, and let E= D- V. When 6 i ]R, we assume that V= { z ; z E V }, 
that is, V and E are symmetric with respect to R. We set 
M(V,r) = { p E M(r) ; PIE = 0 }, 
M1(V,r) = M(V,r) n M1(r), 
and 
M0(V,r,6) = M0(r,o)/1 M(V,r) 
In this paper we investigate the following two problems; 
     (A): Under what conditions for V is the set { p E M1(V,r) ; hull < 8}, 
S > 0, projected to a neighborhood of the origin of T(F,G)? 
     (B): Under what conditions for V is the origin not an interior point 
of the image of Ml (V, r) by the canonical projection: M1(r) -- T (r,cr) ? 
When E is a null set, the restriction of the projection to M1(V,r) is
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obviously open and surjective. We remark that the projection does not 
generally map  M1(V,F) onto T(F,G) ( Savin [27] ), moreover the image of 
M1(V,F) is not necessarily open in T(r,a) ( Oikawa [23] ), and that if 
dim T(F,G) < co, then, for every V with positive measure and every positive 
6, { p E M1(V,P) ; Hull < S } is projected to an open neighborhood of the 
origin of T(r,a) ( Gardiner [7] ) 
    Our answers to problem (A) are Theorem 1 and Corollaries 1 and 2 in 
Section 1, and those to problem (B) are Theorems 2, 3 and 3' in Section 4. 
We shall prove Theorem 1 and its corollaries in Section 3, after some 
preliminary facts provided in Section 2. Theorems 2, 3 and 3' will be proved 
in Section 5. In Section 6 we shall give examples. 
    The author would like to express his sincere gratitude to Professor Y. 
Kusunoki for his encouragement and advice, and to Doctors M. Taniguchi and 
K. Sakan for their comments and suggestions.
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§1. Statements of the answers to problem (A) 
     Let  0 be a domain in the extended complex plane C which is invariant 
under a discrete subgroup  r of PSL(2;1R) and satisfies 0 0 and MO) 
> 3. We denote by A(z)Idzl = AQ(z)Idzl the hyperbolic metric on 0 with 
constant curvature -4, and by dAQ(z) = AQ(z)2dxdy the hyperbolic area 
element. A measurable automorphic form on 0 of weight -4 for F is a 
measurable function p on 0 which satisfies 
11(1z)Y1(z)2 = 11(z) for all y E r and a. e. z E Q. 
Such an automorphic form p is called integrable ( resp. bounded ) if 
Ilulll fXQ(z)-2lu(z)IdAQ(z) < 
             ( resp. 111-111.0 = ess sup Vz)-2lu(z) I < °O ) 
                                 z E 0 
We denote by L10-2,r) ( resp. Lm(0,F) ) the complex Banach space of all 
integrable ( resp. bounded ) automorphic forms on 0 of weight -4 for F 
The closed subspace consisting of all holomorphic elements in Lp(Q,F), p = 
1 or 00, is denoted by Ap(2,r). Furthermore, if 0 is symmetric with 
respect to Et, then we define the real Banach spaces of symmetric elements 
in Lp (S2, r) and Ap (0, F) by
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             Lp(S2,r)sym= { pE Lp(Q,F) ; p(z) =P(z) for a.e. zEQ }, 
and 
             Ap(Q,r)sym= Ap(Q,r)()Lp(Q,r)Sym, 
respectively. 
    Let D, V and E be the sets as in introduction. For simplicity, 
we sometimes write LP ( resp. AP ) instead of Lp(U,r) ( resp. Ap(U,r) ) 
when D = U, and Lp(D,r)sym( resp. AV(D,r)sym) when D # U. We define 
LP(V) = { pELV ; PIE = 0 } 
and 
            AVIV = { X(V)(/) ; qb E AV }, 
where X(X) stands for the characteristic function of a measurable set X. 
Our assumption that T(F,G) does not consist of a single point is 
equivalent to A~0{0}- 
    Let X and Y be complex ( resp. real ) Banach spaces, and 0 be an 
open set in X. A mapping f:0 } Y is called complex ( resp. real ) 
analytic if for each a E 0 there exist a positive r and continuous C-
( resp. ]R-) multilinear mappings Am:Xm - Y, m E NL, such that f has the
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power series expansion 
 f(x) = f(a) + 1 Am((x - a)m) 
m=1 
converging absolutely and uniformly on the ball (11x- all < r}, where 
(x- a)mis the element in Xm each entry of which is x- a. Standard 
arguments show that an analytic mapping is of class C1, that is, it is 
( Frechet ) differentiable and the derivative is continuous as a mapping of 
0 into the Banach space consisting of all bounded linear operators of X 
into Y. When X and Y are complex Banach spaces, f is analytic if and 
only if it is holomorphic, i.e., f is differentiable at each point in 0 
( Mujica [20, Theorem 13.16]). On the other hand, when X and Y are real 
Banach spaces, f is analytic if and only if there exist an open set 0' in 
XC, the complexification of X, and a holomorphic mapping F:0'YC                                                            -- such
that 0 = O'n X and f = F1O. 
    The following facts are known; the former is implicitly shown in Bers 
[1] and Earle [3,4]. For a proof of the latter, see Section 2 ( also cf. 
Kra [13]). 
    Theorem A. In case of D = U ( resp. D U ), there exists an open
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complex ( resp. real ) analytic mapping  OD : Ml(r) , A (L,r) ( resp. 
e(D,r)
sym) such that OD induces a homeomorphism called the Bers embedding 
of T(r,o) = M1(r)/M0(r,6) onto a bounded domain in A (L,r) ( resp. 
co 
A (D,r)
sym), where L is the lower half-plane. 
    From now on we identify T(r,6) with the bounded domain, namely, the 
image of T(F,G) by OD. 
    Theorem B. There exists a unique function F = FDron D X D with 
                                                                                                   , the following properties: 
F(,z) = F(z,C), 
F(11z,110f' (z)2f' (C)2 = F(z,C)for every conformal 
self-mapping D of D with rirn-1 = r, 
F(-,c) E Al(D,r) n A.(D,r) for each E D, 
           
11F(-,0111<3X (0 , 
and 
                                             1 
        ~(z) = I AD(c)-4F(z,C)~(~)dAD(C) forE A(D,r)UA~(D,r). 
    We define a density function w on D/r by
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                w(z) = AD(z)-2sup AD(0-2IFDr(z,W. 
 C  E  D' 
 We can now state our answers to problem (A) in introduction; these are 
 generalizations of facts shown and used in Krushkal' [14, p.66], Gardiner 
 [7, 8], Sakan [25, 26], Fehlmann [6] and others. 
      Theorem 1. Let F be a discrete subgroup of PSL(2;IR), and a, D, V; 
E be the sets as in introduction. Suppose that 
 (1.1)fmax(w(z)2,1)dAD(z) < m , 
             /r 
Then there exists 60> 0 such that 0
D({ p EM(V,r) ; IIuII < 6 }), 0 < 6 
< 6is a neighborhood of the origin of T(r
,a) and the restriction of 
        -2- co 
0D to { x(V)AD IP ; E A , II III< 60} is an analytic homeomorphism onto 
an open subset of T(r,a) Furthermore, to each p E M
1(V,r) satisfying 
             ff pcpdxdy = 0 for all q E A1, 
D/r 
there exists an analytic curve:(-6
0,60) t+ p(t) E M0(V,r,a) such that 
             p(0) = 0 and tp = p(t) + 0(t2), 
where the remainder term is uniform with respect to p, in particular, 
du(t)  
                               = 
           dt t=0u'
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    Corollary 1. If  Area(E/F) = f dAD(z) < co and the condition 
                                    E/I' 
 (1.2): either a Fuchsian model G of r contains no hyperbolic elements or 
inf { 'trace gl ; g is hyperbolic and in G } > 2, 
 is fulfilled, then the conclusion of Theorem 1 holds. 
In general, the hypothesis of Corollary 1 is not quasiconformally invariant; 
namely, there exist F, 6, E and a curve { p(t) E M0(V,P,a) ; t > 0 } 
such that F and w
p(t)(E) satisfy the hypothesis for t > 0 but do not 
 for t = 0. We shall show this in Section 6. 
     Corollary 2. If E/F is relatively compact in the Riemann surface 
obtained by adding the punctures of D/F to it, then the conclusion of 
Theorem 1 holds. 
 The Riemann surface R obtained from D/r by adding the punctures may have 
 punctures, e. g., when D/r = C - 72, R = C. The hypothesis of Corollary 2 
 is quasiconformally invariant, hence, in this case, 0D1Ml(V,F) is an open 
mapping, in particular, (pD(Ml(V,r)) is open in T(F,a)
§2. Preliminaries 
    ForPin Lland  v in L the Petersson scalar product is 
by 
             (p,v) = f AD(z)-4p(z)v(z)dAD(z) 
                   D/r 
Obviously 
(2.1)i (P,v) I<'HH1HvIic • 
Note that, when D is symmetric with respect to IR , we have 
(p,v) = 2 Re f AD4(z)p(z)v(z)dAD(z) E R. 
U/r 
This scalar product establishes isometric isomorphisms; (L1)' = L 
L1(V)'Lco(V), where (L1)' and L1(V)'are the dual spaces of 
L1(V), respectively. We set 
             (A1)1 = { v E L ; (4,v) = 0 for all in Al }_ 
    Let p be a universal covering map: U -> D and H the covering 
of p. For z and in U we set 
(2.2)KU(z,0 = 3/{7(z - z)4}, 
and define a function KD on D x D by
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 KD(pz,p0p'(z)2p'(c)2  = 1 Ku(hz,Oh'(z)2 
hEH 
This function is well-defined and independent of the choice of p ( cf. Kra 
[13, p.106]), in addition, it has the properties in Theorem B for the case 
where r = {id.}, the trivial group ( cf. [13, p.89]) It is not difficult 
to see that the function FD r of Theorem B is given by 
             FD,r(z,C) = y KD(Yz,C)Y'(z)2 
yEr 
( cf. [13, p.101] and [22]) 
   For p in L U L, define an operator S = SD by 
(2.3)1SD[u](z) = f XD(C)-4FD,r(z,C)1_1(C)dAD(C) D/F 
                      = f AD(C)-4 KD(z,c)p(OdAD(c), z E D. 
                        D This operator is a bounded linear projection of L1 ( resp. L ) onto Al 
( resp. Am ) of norm < 3 ( cf. [13, p.90, p.101], [22]), and satisfies 
(2.4)(S[p]•v) = (p,s[v]) for u E Ll, v E Lam, 
and 
(2.5)L°11 kern = (AY-
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     To prove Theorem 1 we need an explicit representation of the derivative 
 of  0D at U = 0, which turns out to have a close connection with S
D_ 
     The case a = : For p in M1(r), let w1 be the unique quasicon-
formal self-mapping of C which is conformal in the lower half-plane L, 
satisfies wZ = pwz in U, and leaves the points 0, i, 00 fixed. Let {w'} 
_ (wu)"/(wu)' - 3{(wu)"/(wu)'}2/2, the Schwarzian derivative of wu in L. 
The mapping 0U: M1(r) -> e(L,r) is defined by 0(p) = {wu}- For a proof 
that ~ is a mapping in Theorem A, see Bers [1] or Lehto [17] Here we 
only check that the ( Frechet ) derivative of 0
U at p = 0 is given by 
the formula (2.6) below. 
   For p in M1(r), v in M(r) and t in CC with Itl small, let 
     u+tvu-1 f
t = wo(w). Then ft is a quasiconformal mapping leaving 0, i, 00 
fixed, whose Beltrami coefficient Tt vanishes on wu(L) and satisfies 
Tt = tT+0(1t12), where 
                                 2 
                               (wu) z  
       T°Wu = ------------- 
                1 - Ipl2 l (wu)z12 •
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From the variational formula 
 ft(z) = z - ff z(z— i)T(C)  d dU + 0(ItI2), = + irl, 
w(U) C(C - i) (c — z) 
where the remainder term is uniform for z in each compact subset of t 
( cf., for example, Krushkal' [14, p.59]). it follows that 
{ft}(z) _- 6t  ff uT(c)4ddrl+ 00t12)w(U) (c- z) 
Since {wu+ty} _ {ft w} = ({ft}owu) ((wu)')2 + {wu} 
we have 
                               6 u,2T(C)dEdrl            lim—(~(u+tv) (z) -(u) (z) )--(w)(z) ff 
t}0tUUw11(U) (c-wu(z))4 
Thus the mapping: t ^-> OU(u+tv)(z) is holomorphic in {t E U ; Ilu+tvll < l} 
for each fixed z in L. It follows from the Cauchy integral formula that 
co 
t (u + tv) is an A (L,F)-valued holomorphic mapping, in other words, 
~U: M1-(T) -A~(L,F) is Gateaux differentiable. Since~U is continuous, 
which is seen from the boundedness of (DU by using Schwarz's lemma, (DU 
turns out to be ( Frechet ) differentiable in Mi(r) ( Hille [11, Theorem 
4.8.1] or Mujica [20, Theorem 8.7]). The derivative at p = 0, d(DU(0) : 
co 
M(r) -; A (L,I'), is given by
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(2.6) d(1) U(0)  [v]  (z) = — 6 ff v(° ddfl. 
                           U—z)4 
   The case a # 7R : Let j(z) = z and J(z) = —z, that is, j ( resp. J ) 
is the reflection in the real ( resp. imaginary ) axis. Take a universal 
covering map p = pU :U -- D so that poJ = jop on U. Set pL = jopoj on 
L. Since J commutes with j, pi
, is a universal covering map: L-*D with 
p-J = jopL Let G be the Fuchsian model of r induced by p. Note 
that G is also that of r induced by pL For p in M(r) and v in 
co 
L (D,r), we set 
(2.7) P*(p) = (uop)P'/P' and q(v) = (voPX)(PX)2 X = U, L. 
Standard arguments show that p* : M(r) { v E M(G) ; voJ = v } and 
pX: Aco(D,r)--Aco(X,G) are linear isometric isomorphisms, and that 
              p*(Aco(D,r)sym) = ( E A(X,G) ; 11)0.3= T }- 
The mapping OD is defined by (1)D = (pt)—lo(Uop*. Note that 
(1)({ p E M1(G) ; poJ =u})C{E Am(L,G) ;ioJ = T }. The derivative 
at p = 0 is given by 
            d~D(0) [P] = (PL)—lo d(1)U(0) [P* (u) } •
16
   We define a mapping  'PD: { v E L~ ; I I v I I < 1 } -~ A~ by 
              D(v) _ DD2v))OJ• 
When a = ]R , 'YD is complex analytic. On the other hand, when a 
'PD is only real analytic, however, it is canonically extensible to 
complex analytic mapping of the open unit ball in the complex Banach 
~o0 
L (D,F) to the complex Banach space A (D,F). We have 
              d'YD(0) [v] = d~D(0) [AD-2-v]ojfor v E Lam. 
Hence, in the case D = U, by (2.6), (2.2) and (2.3), we see that 
(2.8) d'YU(0)[v] = -2~U[v] for v in L (U,F). 
Next, let us consider the case D U. It follows from (2.7) that 
             p*(AD2v)~U2pU(v)for v in L~(D,1').
Furthermore, it is not difficult to see that 
                                                                                                    00 
pL(l~loj) = (pU(1)oj)for in A (D,F), 
((pL)-1(~oj)) of = (pU)-1(~) for in A~(U,G), 
and 
pUoSD = SUopUon L (D,F)
a
space
                                                              17 
( cf. Kra [13, p.108]). Thus, also in this case, we see 
(2.9)d`PD(0) [v] (z) = ((PL)-1(a)U(0) [_2())])())_ 
                                              = ((0)-1(d`Y(0)[10U(v)]oj)(z)) 
 = -2(3
D[v]  (z)  . 
     Remark. 1) The Teichmuller distance dT([po],[v0]) between two points 
[p0] and [v0] of T(F,a) = M1(r)/M0(r,o) ( }.i0, v0 E M1(r) ) is defined 
by 
             dT([p0],[vI)=2inf{ log K(w0(w )-1) ;uu'v ~-v} 
            u vo0 
                 1 l+II(p-v)/(1-7\70II              = 2inf{ log;uu
0,v ^-v0}, 1- II(u-v)/(1-3u)II 
here K(') denotes the maximal dilatation of a quasiconformal mapping. 
Since a family of quasiconformal self-mappings of U with uniformly bounded 
maximal dilatation is normal, there exist p and v attaining the infimum of 
above definition, and they can be taken so that p = p0. This shows that the 
canonical projection: M1(r)>M1(P)/M0(P,a) is open as well as continuous. 
     2) Since both cl)D and the canonical projection are open and continuous, 
by verifying that p ,,v if and only if {w'} = {wv} for p, v E Ml (I') ,
th,
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we see that  1)D induces an embedding of T(F,a). It is well-known that 
n these two conditions are equivalent when 6 = ]R or A(r). Suppose that 
n A(r)a 7R. Then Cl(a - A(r)) D A(r). Hence it suffices to verify that 
w
u= wvon a - A(r)if and only if wP*(u)= wP(v)on ]R. This can 
however be seen by the same argument as used in showing that the Teichmuller 
space of a Riemann surface is canonically isomorphic to that of a Fuchsian 
group uniformizing the surface ( cf. Lehto [17, Theorem V.1.4]).
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§3. Proofs of Theorem 1 and its corollaries 
                                   co co 
    Recalling the definitions of  L  , L (V) and other abbreviations, we see 
that the mapping : vyXD-2—v ( resp. ti) '> Toj ) is an isometric isomorphism of 
co~~~ 
   onto M(F), and of L(V) onto M(V,F) ( resp. of A onto A L(U, 
  co00 
and of A (D,F)
sonto A (D,F)s). Hence, by using 'D defined in the     ymym 
preceding section, we can restate Theorem 1 as follows: 
    Theorem 1'. Under the hypothesis of Theorem 1, there exists a positive 
SOfor which TD({ v E Lco(V) ; llvll~<(5}),0 < S < SO,is an open 
co 
neighborhood of the origin of A , and the restriction of TD to 
{ v E AVIV ; llvlL < SO } is an analytic homeomorphism onto an open 
co 
neighborhood of the origin of A . Furthermore, there exists an analytic 
mapping T: { V E L(V)n(A1).1._; Ilvll< SO } ->Lco(V) such that T(0) = 0, 
TD(TN)) = 0 and dT(0) = id on Lco(V) (1 (A1)1 . 
We use the following facts to prove Theorem 1'. 
    Theorem C. Let N be an open set in a Banach space X and 0 E N. 
Let f be a C1—mapping of N into a Banach space Y with f(0) = 0. 
Suppose that the derivative df(0) :X -> Y is surjective and kerdf(0) splits 
in X, that is, there is a closed subspace X1 of X such that X1 +
n.
 ker  df(0) = X and Xl n ker df(0) = {0}. Then there exist open sets N' 
N1 and N2 with 0 E N' C: N, 0 E N1 C X
1 and 0 E N2 C ker df (0) , and 
there exist C1—homeomorphisms h of N1 x N2 onto N' with h(0,0) = 0, 
and g of N1 onto an open subset of Y with g(0) = 0 such that the 
restriction of h to N1 x {0} is a C1—homeomorphism onto N'C1X
1 , 
             dh(0,0) [(xl,x2) ] = x1+ x2 for (xl,x2) E X1 x ker df(0) 
and 
f°h(xl,x2) = g(x1)for (xl,x2) E N1 N2 . 
In particular, the restriction of f toN'(1 X1 is a C1—homeomorphism 
onto g(N1). If f is analytic, then h and g can be taken so that 
they are analytic. 
    For a proof of this theorem, see, for example, Lang [15, Chapter I]. 
    Theorem D. ( Bers [2] ) The Petersson scalar product induces a 
linear isomorphism between Acoand (A1)', the dual space of Al 
co 
    Lemma 1 Under the hypothesis of Theorem 1, the mapping SD : L (V) ->
20
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cococo 
A is surjective, and AIV  is a closed subspace of L (V) such that 
AI V + (Lw(V) (1 (A1)1" ) = L~(V) and A~I V n (A1)1 = {0} - 
    Proof. It has been shown in [22, Theorems 1 and 3] that under the 
hypothesis of Theorem 1 the second conclusion and 
(3.1) sup { II0I1/IIX(v)CbII1 ; q) E Al } < co 
hold. Hence it suffices to show that (3.1) yields the surjectivity of RD 
above. Let IP be an arbitrary element in A. By (3.1) and (2.1). the 
linear functional : A1IV 3 X(V)I4) 1-r ((PM is bounded. Thus, by the Hahn—Banach 
m extension theorem and the F Riesz representation theorem, there is v E L (V) 
such that (X(V)(1),v) = ((P.M for all in Al. By using (2.3), Theorem B 
and (2.4). we see that (X(V)(1),v) = (cP,v) = (8.D[(15],v) = (cP,8D[v]) for all 
cp in Al. Theorem D yields tp = 8D[v], therefore, SD : L~(V) + A is 
surjective,q.e.d. 
co 
    Proof of Theorem 1'. We apply Theorem C as follows; let X = L (V), 
    mco 
N = the open unit ball in L(V), f =DIN and Y = A. Then we have 
df(0) = —28DIL~(V) and ker df(0) = L~(V) n (A1)1 by (2.8), (2.9) and
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(2.5) Lemma 1 implies that the hypothesis of Theorem C is satisfied. It 
is easily seen that the conclusion of Theorem C yields that of Theorem 1'. 
We may take  h(0,v) as T(v),q.e.d. 
    The function w is bounded under the condition (1.2) ( cf. [22, Propo-
sition 2]) Hence Corollary 1 immediately follows from Theorem 1. 
    Proof of Corollary 2. Let 7 be the natural projection: D -> D/r It 
is shown in the proof of Lehner [16] that there are mutually disjoint 
punctured disks An with finite area in D/r and a constant C such that 
the Riemann surface D/I' — Un(A' UaAn) has no punctures and 
IIX(N)000 < CII01 for all in A1(D,F), 
where N= 7-1(UnA'). Hence, by Theorem B, for all (z,C) E NXD we have 
           XD(z)-2AD(C)-2IFD,r(z,~)I IIX(N)XD(~)-2FD,r(",~)II00 
< CPD(c)-2FD,r(',0II1< 3C, 
or 
w(z) < 3C for z E N.
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If  E/r is relatively compact in the Riemann surface obtained by adding 
the punctures of D/r to it, then so is E/r - U A' in D/r and 
n n 
E/r (1 A' # 0 only for finitely many n. In particular, Area(E/r) is 
n finite. Furthermore, since w is locally bounded in D ([22,Proposition 
1]), w is bounded on E - N. Consequently w is bounded on E. The 
condition (1.1) in Theorem 1, therefore, holds. This completes the proof.
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§4. Statements of the answers to problem (B) 
    In the following sections we study problem (B). If  dim  T(F,G) < co, 
then , as stated in introduction and seen in the sections 2 and 3, (I)
D(Ml(V,F)) 
is open in T(F,a) for every V with positive measure, hence we deal only 
with the case where dimT(T,6) = co, i.e., dimAl = co. 
   Let K E M(P). A sequence {(1) }c° in Al is called a Hamilton 
n n=1 
sequence for K if 
       Il(1)nll1 = 1 for all n and lim if 0n dxdy = IIKII. 
n— D/r 
Such a sequence is said to be degenerate if it converges to zero locally 
uniformly in D. A Beltrami coefficient K in M1(r) ( or a quasiconformal 
mapping wK) is said to be extremal ifMA> IIKII for all v in M1(r) 
with V ,•-K, that is, wKhas the smallest maximal dilatation in its 
equivalence class. Hamilton, Reich, Strebel and others have shown that K is 
extremal if and only if it has a Hamilton sequence. 
    Remark. 1) If dim A1 < co, then no Hamilton sequences are degenerate. 
co 
2) Let {fin}n=1 be a Hamilton sequence for an extremal K, and lim=1;1).
11-00n
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If  IIO1 > 0, then K = IIKIIT/I(PI Moreover, if 0 < 1141 < 1, then 
K has a degenerate Hamilton sequence {(q)n -~)/Ilan -~II1}n_1 ( Harrington-
Ortel [10]). 
 3) Suppose that r1 be a normal subgroup of F such that the quotient 
group r/r1 is finitely generated and abelian. If K E M1(r) is extremal 
with respect to MO(r,a), then K, as an element in M1(r1), is also 
extremal with respect to MO(r1,G) ([21]). In particular, there exists an 
extremal Beltrami coefficient for which all Hamilton sequences are degenerate. 
    Let (A,dA) be the unit disk A equipped with the hyperbolic distance 
dA, I = An 111  and dI = dAII. For K in M(r) with IIKII = 1, let 
A(K) = { ZK ; E A } and 1(K) _ { tic ; t E I } The following theorem 
is one of our answers to problem (B). 
    Theorem 2. Let r, D and V be as in introduction. Suppose that 
(4.1)f w(z)dAD(z) < co_ 
V/F 
Then for every K in M(r), IIKII = 1, with a degenerate Hamilton sequence
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we have 
 (I)
D(M1(V'r))  n  oD(A(K)) = {0} when D = U, 
and 
cl)
D(M1(V,r))(1 oD(I(K)) = {0} when D U. 
     The other answer of ours is Theorem 3 below. For simplicity we restrict 
ourselves to the case where F contains no elliptic elements. To make state-
ments clear, we set R = U/r, R* = D/r, and simply denote by V both subsets 
(V()U)/r and V/r of R and R*. respectively. Similar abbreviation is 
also used for E. We, in addition, define 
              M(R) = { (-1,1)-differentials v on R ; Ilvll < - } 
and, when D U, 
          M(R*) _ { (-1,1)-differentials v on R* ; 114 11 < -, voJ = v }, 
where 11v11 = ess suplvl and J is the anti-conformal involution of R* 
= D/r induced by that of D: z -- z. We identify these two spaces with M(r), 
and use the same letters to represent elements in them. The notations M1(R). 
M1(V,R) etc. are self-explanatory.
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   Let  A
r =  {  z  < r 1, A' = { 0 <   < r } , A = Al and A' = A'  A. 
Let 0 be a Riemann surface satisfying the following condition: 
(4.2) there exist an analytic mapping p of 0 into A' and a 
       sequence {a }c° C A' with lim
n= 0 such that         n n=1nan 
        i) (0,p) is a covering surface of A', 
ii) everypointin-1              p(a
n) is a branch point for each n, 
±i) (0- p-1({a
n; n E 1\11),p) is a regular ( i.e., smooth and complete 
        covering surface of A' - {a
n;n E El, and 
        iv) the number of sheets of the covering is finite. 
     Theorem 3. (a) Suppose that R contains 0 above, and the relative 
boundary 30 in R consists of finitely many Jordan curves none of which 
are homotopic to zero in R. Let K be the canonical extension to R of 
the lift to 0 of the Beltrami differential z/z on A', that is, K E M(R) 
is given by 
KIR-0 = 0 and K(w)dw=zdzfor z = p(w), w G Q. 
                       dw - dz 
If a measurable subset V of R satisfies
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 (4.3)ff dxdy= o( logras r0, 
p(Q(1V)-Ar Izi 
then we have 
           0D(Ml(V,R))fl0(0(K)) = {0} 
and the mapping: ~r cD(cK) is an isometry of (A,dA) into (T(F,6),dT) 
     (b) Let V be a measurable subset of R* which is invariant under 
the anti-conformal involution J of R*. Suppose that R* contains S2, 
and aQ consists of finitely many Jordan curves none of which are homotopic 
to zero in R*. If (4.3) and the following condition: 
(4.4)A' - { an ; n E N[ } is symmetric with respect to ]R, J(Q) = Q and 
J I0 is projected by p to the involution of A' - { an ;n E NC } : z z, 
hold, then we have 
D(M1(V,R*)) n D(I(K)) = {0} 
and the mapping: t y 013(tK) is an isometry of (I,d1)into (T(F,a),dT). 
    The condition (4.3) does not necessarily imply the hypothesis (4.1) of 
Theorem 2. We shall show this in Section 6. 
    Theorem 3 is generalized as follows:
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      Theorem 3'. Let 0., 0'  (  j = 1,..., N,  k = 1,..., N',  1 < N + N'                     j  k= 
< 00. and N' = 0 if R* = R ) be mutually disjoint N + N' subdomains of R* 
satisfying (4.2). Suppose that, for each j and k, S2 C R, 0' satisfies 
(4.4), andSQ.,aszkconsist of finitely many Jordan curves none of which are 
homotopic to zero in R*. Let V be a measurable subset of R* satisfying 
(4.3) for each S2.,S2k,and furthermore J(V) = V if R* R. Then we have 
(4.5)~D(M1(V,R)) (1 (I)D({
j~lC.K. ; C.E A } ) = {0} when R = R*. 
and 
                        N  N' 
                                       __       ~D(M(V,R*))(1 ~D({ (~.K.+~7Kj°J) + tkKk~jEA,tkEI}) 
j=1k=1 
                         = {0}when R R*, 
where K. and K' are the Beltrami differentials as in Theorem 3 for S2. 
7 kj 
andk 1S2',respectively. Mo ov r,AN 3 (Cj)(LNjK) E T(F,a) and 
                                     j C _ _ ' ANx IN((Cj) , (tk))y1) (2, (c .K3+~jKj°J)+ 2,tkK')ET(F,G) are isometries, 
where the distance between (c.) and (C!) in AN( resp. ((Cj),(tk)) and 
((C~).(tk)) in ANx IN) is defined by sup.dA(C.,C!) ( resp. 
max{sup.d~(C.,C~),supkdl(tk,tk)}).
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§5. Proofs of Theorems 2, 3 and 3' 
     Let S be a Riemann surface whose universal covering surface is U, 
and K be the covering transformation group. We denote by  b(S) the 
border (ii- A(K))/K of S = U/K; b(S) may be empty. Every quasiconformal 
mapping of S onto another Riemann surface S' extends to a homeomorphism 
between the bordered Riemann surfaces S U b(S) and S'U b(S'). 
     Let X0C X C S U b (S) and Y C S'Ub (S') Two continuous mappings f 
and g of X into Y are said to be homotopic relative to X0if there is 
 a homotopy h: X X [0,1] } Y from f to g such that 
               h(x,t) = f(x) = g(x)for all (x,t) E X0x [0,1] 
 We then write f = g :X -> Y rel X0 or f = g rel X0 for short, and if 
 XO= 0 then we often omit " rel X0". 
     Let r, 6 be as in introduction. For p E M1(r)let f be the quasi-
 conformal mapping of the Riemann surface Dr/r induced by the quasiconformal 
 mapping wu of D, where wu is regarded to be extended to L by symmetry 
 when D is symmetric with respect to P. Then, for p and v in M1(r),
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p and  v are equivalent with respect to M0(r,6) if and only if  fand f
v 
are homotopic relative to (a— A(r))/r (cf. Lehto [17, p.180] and Marden [19]) 
    Theorem E. ( A short form of the main inequality of Reich and Strebel ) 
Let f and g be quasiconformal mappings of a Riemann surface S which 
are homotopic relative to a closed subset S of b(S). Let K and v
l be 
the Beltrami coefficients of f and-1                                       grespectively. Then for every 
integrable holomorphic quadratic differential on S which is real 
on b(S) - S, we have 
1K/2 -1 + I vl g l  
     II 1 1 dxdy < II 1 I -------------------dxdy 
SS1- lKl2 1-Iv1ogl 
    Note that an integrable holomorphic quadratic differential on S is real 
on b(S) - S if and only if it can be lifted to ( the restriction to U 
of ) an element in A (C - S,K)
s ym 
    For a proof of the above theorem, see Strebel [28]. 
    Lemma 2. ([22, Lemma 3]) Under the hypothesis of Theorem 2, for a 
sequence {kn}n=1in Al with llci)n111 = 1 and 1imn(1)n = 0 , we have
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 limn  I  I  X(v)  ~n  Il  l = 0 
    As a by-product of Lemma 2 we immediately obtain the following, which is 
well-known for the case where V/F is relatively compact in D/F 
    Proposition 1 Let F, D, V be as in Theorem 2. If K E M1(F) has a 
degenerate Hamilton sequence, then every V E M1(r) satisfying 
VID—V = KID-V and IIVIVII < IIKII 
is extremal. 
    Proof of Theorem 2. Suppose that there exist CK E A(K) and V < M1(V,F) 
such that (D,D(CK) _ (DD(V) 0. Let {qhn} be a degenerate Hamilton sequence 
for K, then so is {Zybn/IrI} for CK. Applying Theorem E to wv, wV and 
Zen/ICI, we have 
----------- IfIRIK~2 1+Wl+IIVII            1 <
1—c2JE/rI~nI 1 ----------------I~nIdxdy +1---------II 1-HHVllllX(v)~nlll            I 
We note that Vl wV = 0 on E. Lemma 2 implies 
2 1 - ICl2 < If I~nl 1-ICIOn/I)n1 dxdy + o(1) 
D/F 
< 1 +ICl2 - 21C1 Re ffOndxdy + o(1)
                    = (1 -  ICI )2 + o(1), 
a contradiction to C 0, 
   Lemma 3. Let Cz,a) = 1/{z(z- a)} ( 0 < Ial 
(Q,p) be as in Theorem 3. Then we have 
(5.1)ff  qb.(z,a)dxdy = 2frlloglall, 
A z 
(5.2)11“-,a)111 = 2TrIloglal I + 0(1) as 
and 
(5.3)ff I(gz,a) Idxdy = o(I1oglal I) 
P(Vil0) 
    Proof. The left-hand side of (5.1) is equal to 
            1 11 dr r dz-2nrl dr              1 0rI zI=r z- a J lal r 
This yields the equality (5.1). Next, since IcP(z,a) 
A = {z; 2IaI < IzI < 1}, we have 
(5.4)ff I~(z,a) I -IzI-2 dxdy < 2fT. 
              A The estimate (5.2) follows from 
ff IzI-2dxdy = 2frllog(2IaI) I, 
              A
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and 
(5.5) fJ  Iq)(z,a)Idxdy = const. 
                  A-A 
The last estimate (5.3) follows from (5.4), (5.5) and (4.3) similarly, q.e.d. 
     Lemma 4. Let S be a Riemann surface, and b = U .n b be a union of 
                                              J1 j 
components of b(S) such that each b, is a closed curve. Let f and g 
be continuous mappings of S Lib into another Riemann surface S' Then 
f = g : SU b -> S' if and only if fIS = gIS : S ± S'. 
     Proof. For each j, let A. be an annular half-neighborhood of b., 
  JJ 
i.e., A. is an annular subdomain of S such that one component of b(A.) 
is bj_ We can assume that Al, .., A
n are mutually disjoint. Let zj : 
A.0 b. --> { 1/2 < Izl < 2 } be a homeomorphism. We define a continuous 
J J- 
mapping r : SU b - S by 
                    z-1(z.(P)/Iz.(P) I) for pEUz-1({1<Izl< 2} ), 
77Jj=1 J-- 
r(p) = 
          potherwise. 
Obviously, r = ids U b. Hence, if fIS = gIS, then f = (fIS)or = (gIS)or 
= g. The converse is trivial,q.e.d.
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     Let C be an analytic Jordan curve in a Riemann surface S which does 
not bound a disk nor a one-punctured disk. Take a closed parametric annular 
neighborhood  (N,z) of C such that N = { p ; 1/a< I z (p) I < al and C = { p ; 
z(P) I = 1 }- For a non-negative smooth function A on (1/a,a) with 
compact support and f(1/a,a)A(r)dr = 27, we define a quasiconformal 
self-mapping TC of S by 
TCIN: z14-zexp (ifI z I A dr) and TC I S-N idS-N' 
                         1/a 
This mapping TC is called a Dehn twist about C. The homotopy class of 
TC does not depend on the assignment of an orientation of C nor the choice 
of (N,z). 
     Lemma 5. Let S be a Riemann surface whose universal covering surface 
is U, and C1,.. , Cn be mutually disjoint analytic Jordan curves in S 
such that no components of S -j-U_1Cjare disks nor one-punctured disks. 
Let f and g be quasiconformal mappings of S onto another Riemann surface 
5'. Suppose that, for each component SA of S - U n1CfISA= gISA: SA 
                                              j=j~ 
} S' Then f = goTC(1)~•••GTC(n) :S}5' for some (m(l),...,m(n)) Ean 
    n
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     Proof. Without loss of generality we may assume that g  = idS. Let y 
be a directed arc in S - U n C intersecting C = C1 one point, say 
       j=2 j1 
q, and whose initial and terminal points, say p1 and p2 respectively, 
lie outside the annular neighborhood N of C. Let yl ( resp. y2 ) be the 
subarc of y with the initial point p1 ( resp. q ) and the terminal point 
q ( resp. p2 ). Let Sk ( k = 1, 2 ) be the component of S- Lfn_1 C.in                                                                                            j- 
which pk lies. We first treat the case where S1 S2, that is, C is a 
dividing curve of S1U C US2. By Lemma 4 there is a homotopy hk : (SkU C) x 
[0,1] -- S from idSu Cto f I SkUC. Set ak( hk(pk,t); 0 < t < 1 } 
                k and (3k = { hk(q,t) ; 0 < t < 1 }- Then there is an integer m = m(1) for 
which [a.-21f(y)a1] = [y2a21131y1] = [TC(y)], where square brackets denote an 
equivalence class with respect to homotopies fixing the initial and terminal 
points. It is not difficult to see that [a11f(a)a1] = [TC(a)] for such m 
and every closed curve a in S0= S1UC US2 whose initial and terminal 
point is p1, that is to say. (*): aTc(a) and a H a11f(a)a1 define the 
same injective homomorphism of the fundamental group rr1(S0,p1) of S0with 
base-point pl into 71(S,p1). A slight modification of the above argument
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shows that (*) is valid also for the case where S
1 =  S2, i.e., C is a 
non-dividing curve of SO = S1 U C. 
     Let Tr: U -> S be a universal covering map, and K be the covering 
transformation group of Tr. Take a component S0ofTr-1(S0),and let K0 
= { U 6 K; rl(S
O) =SO},the stabilizer ofS0.Fix a point C 6SOover 
p1, and let Ti be the lift of such thatT(C) = C. Let C' be the 
N terminal point of that lift of a1 whose initial point is C, andf be 
the lift of f such that f (C) = C'. Then one can see that K0e Uyfor of-1 
and K03UI+TafoT-1define the same isomorphism 0 of KOonto a subgroup 
K' of K. Hence there is a homotopy h: U X [0,1] ÷ U from T to f such 
that h(riz,t) = 0(rl)(h(z,t)) for rl 6 K0, z 6 U and t 6 [0,1] ( cf. Lehto 
[17, Theorem IV 3.5] or Marden [19] ) This homotopy can be projected to a 
homotopy h: (U/K0) X [0,1] -> U/K'. Let Tr' be the canonical projection: 
U/K' i U/K = S, and consider a continuous mapping: (SO/KO)x [0,1] (p,t) 
Tr'(h(p,t)) E S. This is a homotopy: SOX [0,1] } S from TnIS0 to fjS0. 
By repeating this argument n times, we obtain the conclusion,q.e.d.
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     Lemma 6. Let S be a Riemann surface which is different from a disk 
and a one-punctured disk, and whose border  b(S) consists of finitely many 
closed curves b1,..,bn,and let A1,. , An be mutually disjoint annular 
half-neighborhoods of b1,..., bn. Let f and g be quasiconformal mappings 
of S onto another Riemann surface S' such that f = g: S } S' and f = g 
on b(S). Then there is a quasiconformal mapping g' of S onto S' such 
that g' = g on S- Un A and g' = f: SUb(S) } S'Ub(S') rel b(S). 
J=1 j 
     Proof. We may assume g = idSagain. Let p be a point in S- U1A j, 
and set a = f h(p,t) ; 0 < t < 1 }, where h is a homotopy from idS to 
f ( not necessarily fixing the points in b(S) ). For each j, take a point 
x,in b., and choose an analytic Jordan curve C.and an annular neigh- 
)JJ 
borhood N.of C.
jso that NC A.and C.is freely homotopic to b..  JJ7JJ 
Then there is an integer m(j) such that [Tm(J)(y)] = [f(y)al for every 
                                       J 
arc y connecting p and x.. This yields that [TC(1).•••.TC(n)(y)] = 
               1n 
[f(y)a] for all arcs y connecting p and points in b(S). Furthermore, 
it is obvious that, for all closed curves y with initial and terminal point
                                                              39 
p,  Ia 1f(Y)a] = [Y] = [TC(1)o".oTC(n)('y)]. Hence similar argument as in 
       1n 
the proof of Lemma 5 shows that TC(1)o...oTC(n)is the required mappingg', 
         1n 
                                                                                                      q.e.d. 
     Lemma 7. Let S be a Riemann surface whose universal covering surface 
is U, and W be a subdomain of S such that the relative boundary aW in 
S consists of finitely many Jordan curves, none of which are homotopic to 
zero in S. Suppose that f and g are continuous mappings of another 
Riemann surface S0into W such that f = g: S0-- S and the image of the 
homomorphism f* : rr1(S0' p) } Tr1(W, f (p)) , derived from f, is not cyclic. 
Then f = g : So -> W. 
     Proof. Let 7:U i S be a universal covering map, and K be the 
covering transformation group ofTr. Let WD be a component of7-1(W), 
and K0be the stabilizer of W0. SetS= U/K0,W = W0/K0'and letr: 
S - S be the canonical projection. Then S is a regular covering surface 
of S, T'W is a conformal homeomorphism of W onto W, aW consists of 
N N N 
finitely many Jordan curves, and each component ofS- (W U aW) is an annulas.
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Let  h: SOX [0,1] -} S be a homotopy from f to g. Since there is a lift 
i'= jrI W) -lo f : SO-WCSof f: S0 ->W C S , the homotopy h can be lifted 
to a homotopy h: SOX [0,1] --> S from f to a lift g of g. Suppose that 
Z(S0) 414. Since g(S0) C W, g(SO) is contained in a component of 
S- (W UN).  Then g* (Tr1(S0 ,p)) is a cyclic subgroup of Trl (S , g (p)) . This 
and the factsg* = f*, Trl(S) Tr1(W) ^ - Trl(W) imply that f*(Tr1(S0,p)) is 
a cyclic subgroup of Trl(W,f(p)), which contradicts to the hypothesis. 
Consequently. g(SO) C W. Let r: S X[0,1] --> S be a homotopy from idsto 
a continuous mapping: S --0. W as in the proof of Lemma 4. For p E S0, define 
                         Tr(r(f(p),3t)),0 < t < 1/3, 
                 NN 
h'(p,t) =Tr(r(h(p,3t-1),1)), 1/3 < t < 2/3, 
                          TNr(r(g(p) , 3-3t)) , 2/3 < t < 1.
Then this is the required homotopy: SOX [0,1] 4- W from f to g, q.e.d. 
    Proposition 2. Let R, V. Q and K be as in Theorem 3 (a). Let f be 
a quasiconformal mapping of R whose Beltrami coefficient is equal to CK 
on 0 for some C E A. Then, for every quasiconformal mapping g of R
41
onto  f(R) with g = f : R -> f(R),  its Beltrami coefficient usatisfies 
          g
                IIugIR-VII_ RI. 
     Proof. The proof is divided into three steps. 
    1) Take r1E (0,1) - { I a
nI;n E IN }so that C1(g (p-1(A' )))Cf (S2) ,
                                                     1 where Cl(-) denotes the closure. Set01= p-1(A' ) and let R
1be an 1 
arbitrary component of CZ- Cl(S2
1). Then R1is topologically finite, and 
the border b(R1) is divided into two parts b = b(R
1)fb(0) and b1= 
b(R1)np-1({ z  =r11). We first claim that there is a quasiconformal 
mapping gl of R1 onto a component RI of f(Q) - Cl (g (S21)) such that 
g1= fIR1: R1÷ f(0),  gl= f on b andg1= g on bl. In fact, since 
R1 and R'1 of the same type, there is a quasiconformal mapping gl of 
R1 onto RI with gl = fIR1 (cf. Fehlmann [5]). Furthermore, by Lehto-
Virtanen [18, p.96] or Kelingos [12, Theorem 1], such gl can be deformed 
in an annular half-neighborhood of each component of b(R1) so that gl = 
f on b and gl = g on bl. 
    2) The above gl's for all the components of Q - Cl(Q1) and
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 g  I  C1(Q1) define a quasiconformal mapping g2 of Q onto f(Q) such that 
g2IQ1 g1Q1 = flQl' g2IR1 g1IR1 = fIR1 for each component R1 of 
S2 - C1(Q1) and g2 = f on b(Q).  Note that, by Lemma 7, as a homotopy from 
f I S21 to g 1521, we can take one whose range is in f(Q).  By Lemmas 5 and 6 
we obtain a quasiconformal mapping g3 of 0 onto f(S2)such that g3 f: 
S2 -} f(Q) rel b(Q) and g3 = g on Q2 = p-1(A' ) for some r2, 0 < r2 < rl. 
2 
    3) Let v, vbe the Beltrami coefficients of-1        1g
3,g3respectively, 
and set k = IIvI02-VII. We have k = IIu
gIS22-VII < IIug1R-VII, and k = 
Ill g3IQ2 -VII Let {cn}n=1be a sequence of quadratic differentials on 
52obtained by lifting {q(-,an)}°°n=1,where {an} is the sequence in the 
definition (4.2) of Q and $(-,•) is the integrable holomorphic quadratic 
differential on A1- {an; n E E} defined in Lemma 3. Then, since all points 
of p-1(an) are branch points ( or punctures ) and m = the number of sheets 
of the covering p is finite, every VII holomorphic and integrable, in 
fact, Il(1)nlll = mllg( ,an)ll1 = 2mTr1loglan11 + 0(1), by Lemma 3. To show 
Proposition 2, we may assume C 0 0, for otherwise the assertion is trivial.
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Set  ci)n  (I~Ii~)~nill~nll Obviously (Pn converges to zero uniformly 
S2 - 02, and by Lemma 3, we have 
          II 
vn s2 I bn I dxdy < 114) (- , an)1111IIp (vn MI cb (z , an) I dxdy 
                             = o(1) 
and 
II condxdy =I I(.,al) I Iffz(z , an) dxdy 
            0n1 A 
                    = Icl + o(l) 
Hence {1:Pn} is a Hamilton sequence for CKIs2. We have by Theorem E 
   1<1±k 
1_lzIIIcnI 1—~K42dxdy           S22—Vn 
+ l+k' 1+  IIIq5Idxdy, 
                1—k' 1—(Q — s2
2) U (S2(1V)n 
where k' = IIv1II. We see by the same way as in the proof of Theorem 2 
the first integral is equal to (1- ICI)2 + o(1) and the second o(1) 
Thus we obtain 
1<1+ k 1- or k> I C I = 1 - k 1+ C 
This completes the proof.
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and some  C  E A. Then by Proposition 2 above we have ICI < IIvIR-VII = 0, 
thus q)(M1(V,R))(1 (D(A(K)) = {0}- Proposition 2 also yields that CK is 
extremal in the class { v E M1(R) ; v ti CK }- Hence dA(0,C) = dT(0,4)(CK)) 
( = dT([0],[CKJ) ). 
    For C E A we denote by f a quasiconformal mapping of R whose 
Beltrami coefficient is CK. The quasiconformal mapping f is conformal in 
R- Cl(Q) and fIQ is projected to a quasiconformal mapping F of A' 
whose Beltrami coefficient is Cz/z. We may assume that F is a self-mapping 
of A' with F(1) = 1. Then the explicit form of F is 
w= F(z) = zexp f l2C----------log l z I J, 
in particular, zwz = w/( 1-C). Let C and C' be in A, then the 
Beltrami coefficient of FC,0F1 at w = F(z) is 
C' - C z wz1- C' - C w 
1- z w- 1- C 1- C' C w 
Consequently, by the same argument as above, we see that fc,of is 
extremal and dA(c,C) = dT(q)(CK),(1)(C'K)). Thus we have (a) 
    The proof of (b) is now easy. Noting that tK E M1(R*) for t E I
                                                            45 
and that  T(F,a) is isometrically embedded in T(G,]R), where G is a Fuchsian 
model of F ( cf. Earle [3] ), we obtain (b) by (a),q.e.d. 
     Proof of Theorem 3' First, let us consider the case where R = R*. 
Let (C.) E AN and v E M(R). If K = C.K.v, then supIC I 
J1J]JJ J — 
                                                                       IIvIR-VII by Proposition 2, in particular, K is extremal. If furthermore 
V E M1(V,R). then all ?.
Jare zeros, hence we have (4.5). The proof for 
the case where R R* is the same. The second conclusion follows from the 
same argument as in the proof of Theorem 3,q.e.d.
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§6. Examples 
  We first give an example showing that the hypothesis of Corollary 1 is 
not quasiconformally invariant in the following sense: 
    Proposition 3 Let  (I',a) be an arbitrary pair of a Fuchsian group F 
and a boundary condition a for which Area(D/I') = co and w is bounded. 
Then there is a measurable subset E, invariant under P, of D with 
Area(E/T) = 00, and for each K > 1 there is a K-quasiconformal self-mapping 
f ofT such that the Beltrami coefficient of f belongs to M0(D-E,F,a) 
and Area(f (E) /I') < 00. 
hA 
Proof. In case of aIt ( resp. cT = IR ) . let P be a Dirichlet 
fundamental region whose center is in R- a ( resp. inU and fixed by no 
                                                                                                                     co 
elements in r ). Since Area(P) = 00, there is a sequence {An}n=1of 
mutually disjoint hyperbolic disks with ( hyperbolic ) radii rn and centers 
c
nsuch that AnCP(\U, 
             coco 
(6.1)sup rn< m and Area(U An)  = 7 sinh2rn= 00 . 
nn=1 n=1 
For each n, let Trn be a universal covering map : A = { Izi < 1 } - D
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with 7n = c,and A' = {  IzI < a} be the component ofTr-1(A )  nnnn n 
 containing the origin. Then there is a sequence {b }c° with 0 < b<1 
                       n n=1n =
suth thatLn (anbn)2 = co andGn (anbn)2 <a) for all K > 1. In fact, 
 from a a
n= tanh rnand (6.1)it follows that a = supnan< co and 
2 
a = 00 ,hence there is a sequence {n(j)}._of natural numbers such n n1 
that n(1) = 1 and a2 < 711(j+1)-1a2 < 2a2 Let b= j-1/2 for j > 1 
n=n(j) nn— 
and n(j) < n < n(j+l), then {b
n} is the required sequence. 
    Set En = Trn({ IzI < anbn } ) and E = Uy e Iy(Un(EnU {z E D ;z E En}) ). 
Let gbe a self-mapping of A' defined by g(z) = bK-1z for IzI < anb nnnnn 
               1-K1K-1 and g(z) = azIz for a b < IzI < anthen gis K-quasi-  nnn n=nn 
conformal. These mappings g's and the covering mapsTr
n's canonically 
induce a K-quasiconformal self-mapping f of Un An . Extend f to 
Cl(P f1 U) so that f fixes all points in Cl(P fl U) - Un An , and after 
to P symmetrically ( when a iIR), finally, toT so that fis 
compatible with F The extended mapping f is well-defined and a K-quasi- 
                              n conformal self-mapping ofC whose complex dilatation belongs to
n
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M0(D— E,F,a) by definition. In addition, 
            Area(E/F) >nArea( { I zI< anbn }) 
                      G(ab)                           nnn2  =
on the other hand, 
 Area(f  (E)  /F) < 2 GnArea(gn({I z I < anbn}) ) 
                       = 21
n Area({ I z I < anbn} ) 
< const.1n(anbKn)2< co. 
Thus we have our assertion. 
    Our second example is concerned with Theorems 2 and 3. 
    Proposition 4. There exist a Riemann surface R which contains Q 
satisfying (4.2), and a measurable subset V for which the condition (4.3) 
in Theorem 3 holds but the hypothesis (4.1) of Theorem 2 does not. 
Proof. Consider the case F is the trivial group {id} and 6 = 
{ 2n ; nE7l }U{0, col- Let R = O—a ( = D ) and SZ = { z`R ; Izi </2 }- ( One 
consider the case where F is a Fuchsian group of the first kind such that 
U/F _ c - ( { 2n ; n E 7L } U{ 0 } ) . In such a case it is not necessary that
may 
V
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is assumed to be symmetric with respect to  M. ) Fix a S, 0 < S < 7, and 
set S = { z = rele E R ; S < 0 < 27 - S }_ We then claim that 
(6.2)m = inf{ Izj2xR(z)2w(z) ; z E S } > 0. 
Let T be the conformal self-mapping of R: z ~ 2z, and X = S(){1/2 < IzI 
< 1} . Since w(z) as well asIzI2A
R(z)2 is invariant under <T> by Theorem 
B and the definition of w(z), we have m = inf {IzI2AR(z)2w(z) ; z E X }_ 
The set X is compact in R, the function w is lower semi-continuous and 
infXaR >0, hence if m = 0 then there is a point z0in X at which w 
vanishes. This implies that F(z0,C) = 0 for all C in R. It follows 
from the reproducing property of F in Theorem B that all functions in 
A1(R,{id}) vanish at z0, but this is absurd because 1/{z(z- 1)(z- 2)} 
belongs to A1(R,{id}) Thus we see (6.2). 
    Let 0 : [0,T] -> [0,7- 5] be a continuous function such that 0(0) = 0 
and f (0 , l] (0 (t) / t) dt = . Let V be a measurable subset of S(Q such 
that V is symmetric with respect to 111 and fV/1{Iz1=1} d0 = 20(r). 







 p(z) = z/-, and 
       f wdA > m f f 
  VV 
completes the proof.
  r/1 = 2Jt-l0(t)dt = 
  /Tr 
IzI-2dxdy = co .
o(Ilog r )
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