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Abstract
We improve the range of exponents for the restriction problem for the 3-d paraboloid
over finite fields. The key new ingredient is a variant of the Bourgain-Katz-Tao finite field
incidence theorem derived from sum-product estimates. In prime order fields, we give an
explicit relationship between the exponent in this incidence theorem and restriction estimates
for the paraboloid.
1 Introduction
Given a hypersurface S ⊂ Rn with measure dσ, the (Euclidean) restriction problem asks one to
determine for which p and q does the following inequality hold:
||(fdσ)∨||Lq(Rn) ≪p,q ||f ||Lp(S,dσ).
If one takes S to be the the sphere or paraboloid and n ≥ 3, this is a challenging open problem.
We refer the reader to [18] for a more thorough account of work related to these problems
(through 2003).
In 2002, Mockenhaupt and Tao formulated a finite field analogue of this problem. Let F
denote a finite field, and Fn the n-dimensional cartesian product of F. We let e(·) denote a
non-principal character on F and for x = (x1, . . . , xn), ξ = (ξ1, . . . , ξn) ∈ F
n we define the dot
product by x · ξ = x1ξ1 + x2ξ2 + . . . + xnξn. We endow the vector space F
n with the counting
measure dx, and its (isomorphic) dual space Fn∗ with the normalized counting measure dξ that
assigns measure |Fn|−1 to each point. For a complex-valued function f on Fn the Lp norm is
given by ||f ||Lp(Fn,dx) =
(∑
x∈Fn |f(x)|
p
)1/p
and its Fourier transform (defined on the dual space
F
n
∗ )
fˆ(ξ) =
∑
x∈Fn
f(x)e(−x · ξ)dx.
Given a non-empty set S ⊂ Fn∗ , we may define the measure (‘normalized surface area’) dσ which
assigns the measure |S|−1 to each point so that∑
ξ∈S
g(ξ)dσ :=
1
|S|
∑
ξ∈S
g(ξ)
and the inverse Fourier transform on S is given by
(gdσ)∨(x) =
1
|S|
∑
ξ∈S
g(ξ)e(x · ξ).
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For 1 ≤ p, q ≤ ∞, we define R∗(p→ q) to be the best constant such that, for all g supported
on S, we have
||(gdσ)∨||Lq(Fn,dx) ≤ R
∗(p→ q)||g||Lp(S,dσ).
By duality, this is also equal to the best constant in the inequality
||fˆ ||Lp′ (S,dσ) ≤ R
∗(p→ q)||f ||Lq′ (Fn,dx).
When S is an algebraic variety (and hence has a natural interpretation over every finite field)
the restriction problem for S seeks to classify the pairs of exponents (p, q) for which R∗(p→ q)
is bounded independent of the field size. In the finite field setting, the restriction phenomenon
has already received a fair amount of attention, see [7], [8], [9] [13], [14], [16].
Here we will be interested in the case of the 3 dimensional paraboloid, S = {(ω, ω · ω) : ω ∈
F
2
∗} (which we’ll denote as P). The Stein-Tomas method (described in the next section) gives
R∗(2 → 4) ≪ 1. In general, this is the best one can hope for with p = 2, which can be seen
by testing the extension operator (fdσ)∨ on the characteristic function of the affine subspace
(ξ, iξ, 0) ⊂ P if −1 = i2 is the square of an element i ∈ F. If such an i does not exist (that is
the characteristic of the field is p = 3mod 4), then it is conjectured that R∗ (2→ 3) ≪ 1. In
this direction, Mockenhaupt and Tao were able to show that R∗
(
2→ 185 + ǫ
)
≪ 1. This has
been improved (see [14]) to R∗(2 → 185 ) ≪ 1 using a bilinear version of the Mockenhaupt and
Tao argument (this was first proved by Bennett, Carbery, Garrigos, and Wright in unpublished
work). Apart from this endpoint, however, the exponent of 185 has stood for over a decade. Our
first result is the following:
Theorem 1. Let F be a field such that −1 is not a square. There exists a δ > 0 such that
R∗(2→ 185 − δ)≪ 1.
In the Euclidean setting, it is known that the restriction problem is closely connected with
the Kakeya problem in geometric measure theory. Roughly speaking, the Kakeya (family of)
problems seek to quantify the extent to which tubes in Euclidean space can overlap. Indeed,
an affirmative solution to the restriction problem implies an affirmative solution to the Kakeya
(maximal) problem. Conversely, much of the progress on the Euclidean restriction problem has
made use of progress on the Kakeya (maximal) problem. We refer the reader to [18] for a more
detailed discussion. In the finite field setting, however, there seems to be less of a connection
between the restriction and Kakeya problems. Indeed, in 2008 Dvir [4] proved the full finite
field Kakeya conjecture, however neither his result nor its proof technique have yet yielded any
progress on the finite field restriction problem.
Note added: The author recently found a formal connection between the finite field Kakeya
and restriction conjectures. Indeed, it can be shown that the finite field restriction conjecture
(in fields in which −1 is a square) implies the finite field Kakeya conjecture (Dvir’s theorem).
Moreover, the finite field Kakeya maximal operator estimates of Ellenberg, Oberlin and Tao [5]
proven using Dvir’s polynomial method can in turn be used to make progress on the finite field
restriction conjecture. See [15] for details.
The main contribution of our current work is to connect the finite field restriction problem
not with the finite field Kakeya problem, but with the related finite field Szemere´di-Trotter
incidence problem. Thus, the main new ingredient here will be (a variant of) the finite field
Szemere´di-Trotter-type theorem of Bourgain, Katz, and Tao [1]. Let P be a set of points and
L a set of lines in F2. We define the set of incidences as
I(P,L) := {(x, ℓ) ∈ P × L : x ∈ ℓ}.
An easy and well-known argument gives |I(P,L)| ≤ min
(
|P |1/2|L|+ |P |, |P ||L|1/2 + |L|
)
. In
their breakthrough paper [1], Bourgain, Katz, and Tao proved that if F is a prime order finite
2
field and N = |F|β for 0 < β < 2 then for any set of points P and lines L such that |L| = |P | = N
one may improve the previous estimate to:
|I(P,L)| ≪ N3/2−ǫ
for some ǫ(β) > 0. If we wish to quantify the exponent in our restriction theorem, we will need
a quantitative version of the above result. Here, we introduce the notation I(α, β) to denote
the claim that if N ≤ |F|β then for all sets of points P and L such that |P | = |L| = N , we have
|I(P,L)| ≪α,β N
α.
In prime order finite fields, we give the following relationship between I(α, β) and restriction
estimates:
Theorem 2. Let F be a prime order finite field such that −1 is not a square. Furthermore,
assume I
(
α, 8(α−3)(α−2)9α−6
)
. Then
R∗
(
2→
12− 2α
4− α
+ ǫ
)
≪ 1
for all ǫ > 0.
It appears the best result to date is I(32 −
1
662 + ǫ, 1) for all ǫ > 0 due to Jones [12]
(which improves on prior explicit estimates of Helfgott and Rudnev [6] and Jones [10]). Taking
α = 32 −
1
662 =
496
331 , we have that
8(α−3)(α−2)
9α−6 =
47144
68587 ≤ .805 ≤ 1. Thus, we derive the following
restriction theorem:
Corollary 3. Let F be a prime order finite field such that −1 is not a square. Then,
R∗
(
2→
18
5
−
1
1035
+ ǫ
)
≪ 1
for any ǫ > 0.
We note (see Remarks 17 and 18 below) that the conclusion of Theorem 2, does not require
the full strength of the claim I
(
α, 8(α−3)(α−2)9α−6
)
, but rather only I (α, β) for β = 24−α and
then progressively weaker values of α as β increases to 8(α−3)(α−2)9α−6 (at which point the trivial
incidence theorem is sufficient). We avoid such a formulation for simplicity. One may check
that if one can take α = 43 (which seems the best one can hope for) for sets of size ≤ |F|
40
27 (or,
as noted, some weaker variant of this), then we would obtain
R∗
(
2→
7
2
+ ǫ
)
≪ 1,
which still falls short of the full conjectured estimate R∗ (2→ 3)≪ 1. In the fourth section we
show how to use a more complicated incidence theorem in fields not of prime order to obtain
Theorem 1. Here we do not quantify the argument to produce an explicit value of δ.
3
2 The Stein-Tomas method
In this section we will reprove the Stein-Tomas theorem from [16], and derive some related
estimates which we will need later. First recall the notion of Fourier dimension. Given S ⊂ Fn∗
with normalized surface measure dσ, the inverse Fourier transform of dσ is given by
(dσ)∨(x) =
1
|S|
∑
ξ∈S
e(x · ξ).
Note that (dσ)∨(0) = 1, however for certain S we may hope that |(dσ)∨(x)| is small for x 6= 0.
In particular, we define the (Fourier) dimension of S to be the largest d˜ such that
|(dσ)∨(x)| ≤ |F|−d˜/2
for all x 6= 0. It is also convenient to define the Bochner-Riesz kernel K associated to S by
K(x) = (dσ)∨(x)− δ0(x) (where the delta function δ0 is defined to be 1 at 0 and 0 otherwise).
We will use the following well-known fact (see [16]) which follows from elementary Gauss sum
estimates:
Proposition 4. The Fourier dimension of the 3-dimensional paraboloid is 2. That is,
|(dσ)∨(x)| ≪ |F|−1
for x 6= 0.
We are now ready to revisit the Stein-Tomas argument. Let f : Fn → C and S and dσ be
as above.
Lemma 5. Let p, q ≥ 2 and 0 ≤ θ ≤ 1. Furthermore, let ||f ||L∞ ≤ λ and ||f ||L(q/θ)′ = 1 ,then
||fˆ ||Lp′ (S,dσ) ≤ R
∗(p→ q)λ(1−θ)/(q−θ).
Proof. Letting ||f ||L(q/θ)′ = 1 and using that (q/θ)
′ = qq−θ we have:
||f ||q′ = (
∑
x∈Fn
|f(x)|q/(q−1))(q−1)/q ≤
(∑
x∈Fn
|f(x)|q/(q−θ)λq/(q−1)−q/(q−θ)
)(q−1)/q
≤ λ(1−θ)/(q−θ),
Thus
||fˆ ||Lp′ (S,dσ) ≤ R
∗(p→ q)||f ||Lq′ ≤ R
∗(p→ q)λ(1−θ)/(q−θ)
which implies the lemma.
For convenience, let us also record the following related result:
Lemma 6. Let 1/2 ≤ |f | ≤ 1 on its support E satisfying |E| = |F|γ , and R∗(p → q) ≪ |F|α.
Then
||fˆ ||Lp′ (S,dσ) ≪ ||f ||L
qγ
qγ−γ+αq (F3,dx)
.
Proof. We have
||fˆ ||Lp′ (S,dσ) ≪ |F|
α||f ||Lq′ (F3,dx) ≪ |F|
α|F|
(q−1)γ
q
= |F|γ(1−1/q)+α ≪ ||f ||
L
qγ
qγ−γ+αq (F3,dx)
.
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Lemma 7. Let p, q ≥ 2 and 0 ≤ θ ≤ 1. Let |f | ≥ λ and ||f ||L(q/θ)′ = 1 then
||fˆ ||Lp′ (S,dσ) ≪ 1 + ||K||
1/2
L∞(Fn,dx)λ
−θ/(q−θ).
Proof. We decompose (dσ)∨ = δ0+K where δ0(x) is 1 for x = 0 and 0 otherwise. By Plancherel
we have
||fˆ ||2
Lp′ (S,dσ)
≤ ||fˆ ||2L2(S,dσ) ≤ |
〈
f, f ∗ (dσ)∨
〉
|.
By Young’s inequality we then have
≤ ||f ||2L2(Fn,dx) + |F |
−d˜/2||f ||2L1(Fn,dx).
Notice that ||f ||L2(F3,dx) ≤ ||f ||L(q/θ)′ = 1. Now |supp(f)|
(q−θ)/qλ ≤ 1 so |supp(f)| ≤ λ−q/(q−θ)∑
x∈Fn
|f(x)| ≤ (
∑
x∈Fn
|f(x)|q/(q−θ))(q−θ)/q|supp(f)|θ/q ≤ λ−θ/(q−θ).
Thus we have
||fˆ ||Lp′ (S,dσ) ≪ 1 + ||K||
1/2
L∞(Fn ,dx)
λ−θ/(q−θ)
which completes the proof of the claim.
Taking λ = |F|−d˜(q−θ)/4(R∗(p → q))−(q−θ) in the two lemmas above, we conclude the for-
mulation of Stein-Tomas theorem given in [16]:
Lemma 8. Let p, q ≥ 2 and assume that S has Fourier dimension d˜ > 0. Then for any
0 < θ < 1 we have that
R∗(p→ q/θ)≪ 1 +R∗(p→ q)θ|F|
−d˜(1−θ)
4 .
We also find it useful to use the following consequence of Lemma 7:
Corollary 9. Let 1/2 ≤ |f | ≤ 1 on its support E ⊆ F3 satisfying |E| = |F|γ. Then
||f̂ ||L2(P,dσ) ≪ ||1E ||L2(Fn,dx) + ||1E ||
L
2γ
2γ−1 (Fn,dx)
. (1)
In addition, we will use the following consequence of Lemma 8:
Lemma 10. (ǫ-removal lemma) Let S have Fourier dimension d˜ > 0 and assume that R∗(p→
q)≪ǫ |F|
ǫ, then R∗(p→ q + δ)≪δ 1.
The strategy of [16] proceeds by first proving the following local restriction estimate R∗(2→
16/5) ≪ǫ |F|
1/16+ǫ. In turn, a key ingredient in the proof of this local restriction estimate, is
the estimate R∗(8/5 → 4) ≪ǫ |F|
ǫ which is proved by expanding out an L4 norm (in the dual
extension formulation) and using some combinatorics (we will revisit this argument shortly).
This has been improved to R∗(8/5 → 4) ≪ 1 (see [14], although this was first proved by
Bennett, Carbert, Garrigos and Wright in unpublished work) which when combined with the
argument of [16] gives the slightly stronger local estimate:
Proposition 11. Let S be the 3-d paraboloid. Then:
R∗(2→ 16/5)≪ |F|1/16.
From this estimate, one may then recover R∗(2 → 185 ) by applying Lemma 8 with p = 2,
q = 16/5, d˜ = 2 and θ = 8/9. One can view our current approach to improving theR∗(2→ 18/5)
result as isolating the bottleneck in the argument just described. This turns out to occur when
the function f the restriction operator is being applied to is essentially the characteristic function
of a set of dimension 9/5 (and has some additional regularity properties). We are then able to
improve the L4 analysis in the case of functions of this form by inserting a nontrivial incidence
estimate into the argument.
5
3 The L4 estimate revisited
As previously mentioned, the following extension estimate was proven in [14]:
||(fdσ)∨||L4(F,dx) ≤ ||f ||L8/5(P,dσ).
where P is the 3-dimensional paraboloid and dσ is the normalized surface measure. This is
sharp in the sense that the L8/5 norm can’t be replaced with a smaller Lp norm. However, we
will show that if the the support of f is contained in a set that satisfies a nontrival incidence
estimate then this estimate can be improved somewhat. More precisely:
Proposition 12. Let E ⊂ F × F such that for all sets of points A ⊂ F × F and lines L of
comparable size (say, 12 |E| ≤ |L|, |A| ≤ 2|E|) one has |I(A,L)| ≪ |A|
α, then
||(fdσ)∨||L4(F3,dx) ≪ |E|
(1+α)/4|F |−5/4
for any |f | ≤ 1E.
Note that using the trivial incidence inequality |I(A,L)| ≪ |A|3/2 (for |A| ∼ |L|) allows one
to recover ||(1Edσ)
∨||L4(F3,dx) ≪ ||1E ||L8/5(S,dσ). The proof closely follows the exposition of the
L4 estimate in [14], with adjustments to involve the incidence hypothesis.
Proof. Expanding the L4 norm (as we will do below) one easily sees that ||(fdσ)∨||L4(F3,dx) ≤
||(1Edσ)
∨||L4(F3,dx). Thus we can replace f with 1E throughout the following. Expanding the
L4 norm and using the definition of (1Edσ)
∨, we have:∣∣∣∣(1Edσ)∨(1Edσ)∨∣∣∣∣2L2(F3,dx) = ∑
x∈F3
∣∣(1Edσ)∨(x)(1Edσ)∨(x)∣∣2 .
=
∑
x∈F3
∣∣∣∣∣∣ 1|P|
∑
ξ1∈P
χA(ξ1)e(x · ξ1) ·
1
|P|
∑
ξ2∈P
χB(ξ2)e(x · ξ2)
∣∣∣∣∣∣
2
.
We can rewrite this as:
1
|P|4
∑
x∈F3
∣∣∣∣∣∣
∑
ξ1∈P
1E(ξ1)e(x · ξ1) ·
∑
ξ2∈P
1E(ξ2)e(x · ξ2)
∣∣∣∣∣∣
2
=
1
|P|4
∑
x∈F3
∑
a,b,c,d∈P
1E(a)1E(b)1E(c)1E(d)e(x · a)e(x · b)e(−x · c)e(−x · d).
=
1
|P|4
∑
a,c∈E
b,d∈E
∑
x∈F3
e(x · (a+ b− c− d)) =
|F|3
|P|4
∑
a+b=c+d
a,c∈E
b,d∈E
1.
Using the fact that E ⊆ P, we observe:∑
a+b=c+d
a,c∈E
b,d∈E
1 =
∑
a−d=c−b
a,c∈E
b,d∈E
1 ≤
∑
a−d=c−b
a∈E
b,d∈E
c∈P
1.
6
This can be bounded above by:
≤ |E| ·max
b∈E
∑
a−d=c−b
a∈E
d∈E
c∈P
1 ≤ |E| ·max
b∈P
∑
a−d=c−b
a∈E
d∈E
c∈P
1.
We now consider the quantity inside the maximum for an arbitrary, fixed b ∈ P. To bound this,
we will use the Galilean transformation gδ : P → P, which is defined for each δ ∈ F
2
∗ by:
gδ(γ, τ) := (γ + δ, τ + 2γ · δ + δ · δ),
where (γ, τ) ∈ F2∗ × F∗ = F
3
∗. We note that for each δ ∈ F
2
∗, this is a bijective map from P to
itself. It now easily follows that (see Claim 5 in [14] for a proof):
Claim 13. We write b ∈ P as b = (ν, ν · ν), for ν ∈ F 2∗ . We also define E
′ := g−ν(E). We
then have: ∑
a−d=c−b
a∈E
d∈E
c∈P
1 =
∑
a′−d′∈P
a′∈E′
d′∈E′
1.
Thus it suffices to bound the quantity ∑
a′−d′∈P
a′∈E′
d′∈E′
1.
We note that the contribution to this sum from terms where d′ = 0 is at most |E′| = |E|. On
the other hand, there can be no contribution from terms where a′ = 0 and d′ 6= 0, since having
both of d′,−d′ in P is impossible for d′ 6= 0. Hence, we have:∑
a′−d′∈P
a′∈E′
d′∈E′
1 ≤ |E|+
∑
a′−d′∈P
a′∈E′−{0}
d′∈E′−{0}
1.
We now define the set XE′ := {γ ∈ F
2
∗ : (γ, γ · γ) ∈ E
′ − {0}}. Letting a′ = (x, x · x) and
d′ = (y, y · y), we note that a′ − d′ ∈ P is equivalent to x · y = y · y. For each y ∈ F2∗, we
can define a line in F2∗ by ℓ(y) := {x ∈ F
2
∗ : y · x = y · y}. We now prove that these lines
are distinct, i.e. y and ℓ(y) are in bijective correspondence. We suppose that ℓ(y) = ℓ(y′) for
y, y′ ∈ F2∗. We note that y ∈ ℓ(y) and y
′ ∈ ℓ(y′). Since these lines are the same, we must also
have y ∈ ℓ(y′) and y′ ∈ ℓ(y). By definition of ℓ(y), ℓ(y′), this implies that y · y = y′ · y = y′ · y′.
Hence, (y − y′) · (y − y′) = y · y − 2y′ · y + y′ · y′ = 0. However, since −1 is not a square in F,
this implies that y − y′ must be the zero vector in F 2∗ . Thus, y = y
′. We define LE′ to be the
collection of lines LE′ := {ℓ(y) : y ∈ XE′}. Since these lines are distinct and a
′ − d′ ∈ P if and
only if the corresponding x, y satisfy x ∈ ℓ(y), we have that:∑
a′−d′∈P
a′∈E′−{0}
d′∈E′−{0}
1 = |{(ℓ(y), x) ∈ LE′ ×XE′ : x ∈ ℓ(y)}| .
= |I(E′, LE′)|
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Thus ∑
a+b=c+d
a,c∈E
b,d∈E
1 ≤ |E|
(
|E|+ I(E′, LE′)
)
and recalling that ||(χEdσ)
∨||4L4(F3,dx) =
|F|3
|P|4
∑
a+b=c+d
a,c∈E
b,d∈E
1 we see that
∣∣∣∣(χEdσ)∨∣∣∣∣4L4(F3,dx) ≤ 2 · |E||F|3|P|4 (|E|+ I(E′, LE′)) .
Finally, from the incidence hypothesis we have
∣∣∣∣(χEdσ)∨∣∣∣∣L4(F3,dx) ≪ ( |F|3|F|8 |E|1+α
)1/4
.
which completes the proof.
4 Reduction to regular functions
First we introduce the notion of a regular set and a regular function. First we define a regular
set, A ⊆ F3. Let 0 ≤ γ ≤ 3 such that |A| = |F|γ . We define Az ⊆ F
2 to be the restriction of
A to the hyperplane {(x1, x2, x3) : x3 = z}. We say A is regular (or, when we wish to be more
precise, (γ, s, t)-regular) if the following holds. We have γ = s + t where t is defined to be the
number |{z ∈ F : |Az| > 0}| = |F|
t and if |Az| ≥ 0 then |F|
s ≤ |Az| ≤ 2|F|
s. Furthermore, we
will call g : F3 → C a (γ, s, t) -regular function if g is supported on a (γ, s, t)-regular set, and
1/2 ≤ |g| ≤ 1 on its support. Recall our goal is to prove an inequality of the form
||f̂ ||Lp′ (S,dσ) ≪ ||f ||Lq′ (Fn,dx).
The first part of the argument is the familiar dyadic pigeonholing to level sets. More precisely,
we fix ||f ||Lq′ (Fn,dx) = 1 and decompose f =
∑
0≤i≤10 log(|F |) 1Sif + E where Si := {x ∈ F
3 :
2i−1 < |f(x)| ≤ 2i} and E = f if |f | ≪ |F|−10, and 0 otherwise. The contribution from E is
easily seen to be neglige by Ho¨lder’s inequality (or Lemma 5). Since there are only O(log(|F |))
terms in the sum, if we show that (uniformly) ||f̂1Si ||L2(S,dσ) ≪ log
O(1)(|F|)||f1Si ||Lq′ (Fn,dx) for
all i, then it follows that ||fˆ ||Lp′ (S,dσ) ≪ log
O(1)(|F|)||f ||Lq′ (Fn,dx) and we may then apply the ǫ
removal lemma (Lemma 10) to conclude that R∗(2→ q+ ǫ) for any ǫ > 0. Moreover, by scaling
it suffices to show that ||f̂1Si ||L2(S,dσ) ≪ log
O(1)(|F|)||1Si ||Lq′ (Fn,dx) with 1/2 ≤ |f | ≤ 1. We
now claim that it suffices to only consider regular functions. To see this let g = f1S for some
1/2 ≤ |f | ≤ 1. For z ∈ F we define gz := g(x1, x2, z) to be the restriction of g to the hyperplane
{(x1, x2, x3) : x3 = z}. We let Az ⊆ F
2 denote the support of gz. Clearly, 0 ≤ |Az| ≤ |F|
2. For
each 0 ≤ i ≤ 10 log(|F|) we may partition F (the domain of the z parameter) into sets Ji such
that 2i ≤ |Az| < 2
i+1 for all z ∈ Ji. We now define Bi = ∪z∈JiAz. This gives a decomposition
of g =
∑10 log(|F|)
i=1 g1Bi where each term, g1Bi , has disjoint support and is a regular function.
Now if we have
||ĝ1Bi ||Lp′ (S,dσ) ≪ log
O(1)(|F|)||1Bi ||Lq′ (Fn,dx)
for each Bi, then clearly
||ĝ1Bi ||Lp′ (S,dσ) ≪ log
O(1)(|F|)max
i
||1Bi ||Lq′ (Fn,dx) ≪ log
O(1)(|F|)||f1S ||Lq′ (Fn,dx)
which, as discussed above, is sufficient for our purposes. We have thus proved that
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Lemma 14. If the inequality
||f̂ ||Lp′ (S,dσ) ≪ log
O(1)(|F|)||f ||Lq′ (Fn,dx)
holds for all regular functions f , then
||f̂ ||Lp′ (S,dσ) ≪ǫ ||f ||Lq′−ǫ(Fn,dx)
holds for all functions and every ǫ > 0.
5 Proof of Theorem 2
We start by proving some estimates for regular functions.
Lemma 15. Let h be a (γ, s, t)-regular function. Furthermore, assume that for any set E ⊆ F2
of size 12 |F|
s ≤ |E| ≤ 2|F|s, we have that ||(1Edσ)
∨||L4(F3,dx) ≤ |E|
(1+α)/4|F |−5/4. Then
||hˆ||L2(S,dσ) ≪ ||h||L2(F3,dx) + ||h||
L
8(s+t)
7t−1+s(4+α) (F3,dx)
.
Proof. Define hz(x1, x2, x3) = h(x1, x2, x3) for x3 = z and 0 otherwise. Thus h =
∑
z hz. We
start by estimating
||hz ∗ (dσ)
∨||L4(F3,dx).
Note by translation symmetry, we may assume that z = 0. Recall that (dσ)∨ = δ0 +K where
K is the Bochner-Riesz kernel associated to P. From its definition we have that K(x, x3) =
|F|−2S(x3)
2e(x · x/4x3) where S(x3) =
∑
ξ∈F e(xξ
2) is a Gauss sum. Thus
||hz ∗K||L4(F3,dx) =
 ∑
x3∈F,x3 6=0
∑
x∈F2
∣∣∣∣∣∣|F|−2|S(x3)|2
∑
y∈F2
h0(y, 0)e((x − y) · (x− y)/4x3)
∣∣∣∣∣∣
4 .
Using the pseudo-conformal transformation (for x3 6= 0) t := 1/4x3 and z := −x/2x3, we have
that
(x− y) · (x− y)/4x3 = z
2x3 + x · y + ty
2.
Additionally noting that |S(x3)|
2 = |F| (for x3 6= 0) by standard Gauss sum estimates (see [16],
for instance). We now have that
||hz ∗K||L4(F3,dx) ≪ |F|
 ∑
(z,t)∈F3
|(hzdσ)
∨(z, t)|4
1/4
≪ |F|−1/4+s(1+α)/4.
where we have used the hypothesis that ||(1Edσ)
∨||L4(F3,dx) ≤ |E|
(1+α)/4|F |−5/4. Thus,
||h ∗K||L4(F3,dx) ≤
∑
z
||hz ∗K||L4(F3,dx) ≪ |F|
t−1/4+s(1+α)/4.
Since ||h ∗ δ0||L4(F3,dx) ≪ ||h||L4(F3,dx) ≪ |F|
(s+t)/4 by Young’s inequality, it follows that
||h ∗ (dσ)∨||L4(F3,dx) ≪ |F|
t−1/4+s(1+α)/4 + |F|(s+t)/4.
9
By Ho¨lder’s inequality this implies
|
〈
h, h ∗ (dσ)∨
〉
| ≪
(
|F|t−1/4+s(1+α)/4 + |F|(s+t)/4
)
||h||L4/3(F3,dx).
which gives
|
〈
h, h ∗ (dσ)∨
〉
| ≪
(
|F|t−1/4+s(1+α)/4 + |F|(s+t)/4
)
|F|3(s+t)/4
or
||hˆ||L2(S,dσ) ≪ |F|
(s+t)/2 + |F|7t/8−1/8+s(1/2+α/8) .
We want to write this last expression in the form |E|1/r = |F|
s+t
r . In other words, r is given by
7t/8− 1/8 + s(1/2 + α/8) = s+tr . Thus:
||hˆ||L2(S,dσ) ≪ ||h||L2(F3,dx) + ||h||
L
8(s+t)
7t−1+s(4+α) (F3,dx)
.
Clearly the estimate
||hˆ||L2(S,dσ) ≪ ||h||
L
8(s+t)
7t−1+s(4+α) (F3,dx)
+ ||h||L2(F3,dx). (2)
gets better as the exponent 8(s+t)7t−1+s(4+α) increases. Fixing s + t (and recalling that 0 ≤ t ≤ 1),
and assuming 4/3 ≤ α ≤ 3/2 we see that the exponent 8(s+t)7t−1+s(4+α) is smallest (that is least
favorable) at t = 1. Generally we’ll set t = 1 in the following to capture the potential worse
case behavior. However, we note that the hypothesis of Proposition 12 requires the hypothesis
I(α, s) or I(α, γ− t). As we decrease t we see that the hypothesis I(α, γ− t) becomes stronger.
Thus we can only reason that t = 1 is the worst case if I(α, γ − t) holds for all 0 ≤ t ≤ 1.
However, we also always have the trivial hypothesis I(3/2, γ − t), regardless of γ and t. Thus,
to reduce to the case when t = 1 it suffices to only require I(α, γ− t) for values of t bigger than
those for which assuming I(3/2, γ − t) would provide a sufficient estimate. More precisely, we
have
Lemma 16. Let h be a (γ, s, t)-regular function. If I(α, 23(3γ − αγ − 3 + α)) holds then
||hˆ||L2(S,dσ) ≪ ||h||
L
8γ
6+(γ−1)(4+α) (F3,dx)
+ ||h||L2(F3,dx).
Proof. If I(α, γ) holds then the conclusion is just Lemma 15 with t = 1, by the previous
discussion. Now, for fixed γ, lets assume we have I(α, β) for some α < 3/2 and β ≤ γ, as well
as the trivial estimate I(3/2, γ). We set the implied exponents in (2) equal and compute how
small t must be before the estimate implied by the trivial bound is superior.
8γ
6 + (γ − 1)(4 + α)
=
8γ
7t− 1 + (γ − t)(4 + 3/2)
which gives
6 + (γ − 1)(4 + α) = 7t− 1 + (γ − t)(11/2)
Solving for t we have
t =
2
3
α(γ − 1)− γ + 2.
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We may conclude that whenever t ≤ 23α(γ − 1)− γ + 2 we have
||hˆ||L2(S,dσ) ≪ ||h||
L
8γ
6+(γ−1)(4+α) (F3,dx)
.
Thus we only require the hypothesis I(α, β) on sets of size smaller than γ−t = 23(3γ−αγ−3+α),
which is the claim.
Remark 17. As one can see from the above argument, one only needs I(α, γ− 1) to hold when
t = 1 and a family of weaker claims such as I(α(t), γ − t) where α(t) increase as t decreases to
carry out the above argument.
Thus assuming I(α, 23(3γ − αγ − 3 + α)), we have the estimate:
||hˆ||L2(S,dσ) ≪ ||h||
L
8γ
6+(γ−1)(4+α) (F3,dx)
+ ||h||L2(F3,dx)
which, for fixed 4/3 ≤ α ≤ 3/2, improves as γ increases (since ddγ
8γ
6+(γ−1)(4+α) =
8(2−α)
(α(γ−1)+4γ+2)2
).
On the other hand, by Corollary 9 we have, for all sets E with |E| = |F|γ , that
||1̂E ||L2(S,dσ) ≪ ||1E ||
L
2γ
2γ−1 (Fn,dx)
+ ||1E ||L2(F3,dx) (3)
This estimate improves as γ decreases. Setting the exponents in our two estimates equal we
have
2γ
2γ − 1
=
8γ
6 + (γ − 1)(4 + α)
.
Solving for γ we have
γ =
6− α
4− α
.
Thus by applying Lemma 9 when 0 ≤ γ ≤ 6−α4−α and Lemma 16 when
6−α
4−α ≤ γ ≤ 3 we can
conclude (for 12−2α8−α ≤ 2) that
||1̂E ||L2(S,dσ) ≪ ||1E ||
L
12−2α
8−α (Fn,dx)
if I(α, 23 (γ(3 − α) − 3 + α) holds for γ ≥
12−2α
8−α . Of course, this won’t hold for very large γ
if α < 32 . On the other hand, for large enough γ the estimate implied by the trivial incidence
theorem I(32 , γ), will be sufficient. This will occur when γ satisfies
12− 2α
8− α
=
8γ
6 + (γ − 1)(11/2)
.
Solving this gives γ = 6−α3α−2 . Thus to have the conclusion of Theorem 2 we need I(α,
2
3(3γ −
αγ−3+α)) to hold only for 6−α4−α ≤ γ ≤
6−α
3α−2 . Since
2
3(3γ−αγ−3+α) is an increasing function
of γ we see that it suffices to require I(α, 23 (3γ − αγ − 3 + α)) for γ =
6−α
3α−2 . That is:
I
(
α,
8(α − 3)(α− 2)
9α − 6
)
.
We thus conclude that if I
(
α, 8(α−3)(α−2)9α−6
)
we have
||f̂ ||L2(S,dσ) ≪ ||f ||
L
12−2α
8−α (Fn,dx)
for all regular functions f . By Lemma 14, we may now conclude:
11
Theorem 2. Let F be a finite field such that −1 is not a square. Furthermore, assume
I
(
α, 8(α−3)(α−2)9α−6
)
. Then
R∗
(
2→
12− 2α
4− α
+ ǫ
)
≪ 1
for all ǫ > 0.
Remark 18. It is clear from the above argument that we only need the full strength of the of the
estimate I(α, β) at γ = 6−α4−α , and then progressively weaker values of α as γ increases to
6−α
3α−2 .
In turn, by the previous remark we see that at γ = 6−α4−α we only need the full strength of I(α, β)
at β = γ − 1 = 24−α , and then progressively weaker values of α as β increases to
8(α−3)(α−2)
9α−6 .
6 General finite fields with −1 not a square
We will now consider the case in which the finite field F might not be of prime order. Essentially
none of the previous discussion explicitly required the finite field to be of prime order, however
in general finite fields statements such I(α, γ) with α < 32 can fail if the field contains a subfield
of a certain size. In the appendix we will prove an incidence theorem in general finite fields
which will be able to combine with the previous arguments. The argument closely follows the
original argument of Bourgain, Tao and Katz [1]. Our goal now is to prove the following:
Theorem 1. Let F be an arbitrary finite field such that −1 is not a square. Then
R∗
(
2→
18
5
− ǫ
)
≪ 1
holds for some ǫ > 0.
First, we describe a few adjustments to the setup used in the previous section. We let
0 < δ < 11000 be a small parameter to be set later. We set the problem up as before, applying
Lemma 14 to reduce to the case of regular functions. We let f be a (γ, s, t)-regular function
supported on the (γ, s, t)-regular set E. If γ ≤ 95 − δ then by Corollary 9, we have that
||f̂ ||L2(S,dσ) ≪ ||f ||L
18
13+δ
′
(Fn,dx)
.
Similarly, by Lemma 6 and Proposition 11 if γ ≥ 95 + δ we have
||f̂ ||L2(S,dσ) ≪ ||f ||L
18
13+δ
′′
(Fn,dx)
.
Thus it suffices to consider regular functions with 95 − δ ≤ γ ≤
9
5 + δ. Now let
θ
100 = δ > 0,
t ≥ 1− θ and assume that s+ t = γ ∈ (9/5 − δ, 9/5 + δ). By Lemma 15, we have
||fˆ ||L2(S,dσ) ≪ ||f ||
L
8(s+t)
7t−1+s(11/2) (F3,dx)
just from the trivial incidence bound at α = 3/2. Now we claim that if δ > 0 is sufficiently small
this will be ≪ ||f ||
L
18
13+δ
′′′
(Fn,dx)
for some small δ′′′ > 0 in the range of parameters specified. To
see this we note that the exponent on the right is lower bounded by
8 · (9/5 − δ)
7(1− θ)− 1 + (4/5 + δ + θ)(11/2)
≥
72− 2θ/5
52− 289θ/40
≥
18
13
+
74θ
6760 − 91θ
≥
18
13
+ δ′′′.
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Thus we have reduced to the case of (γ, s, t)-regular functions, where γ ∈ (9/5− δ, 9/5 + δ) and
t > 1−θ. We can then conclude the proof by an application of Lemma 15 if we can improve the
trivial incidence bound for all sets of dimension 4/5− ǫ ≤ s ≤ 4/5 + ǫ for some ǫ > 0. Roughly
speaking, it turns out that the only case in which one does not have a non-trivial incidence
estimate is when (an appropriate transformation of) the set E is contained in the Cartesian
product G × G of a subfield G ⊆ F with itself. However, we can never have a subfield of F of
dimension near 2/5 since if |F| = pℓ, then |G| = pj for some integer j | ℓ. More precisely, we
have that:
Theorem 19. Let P ⊆ F2 of a finite field F, and L a set of lines in F2 such that |P | = |L| = N .
Moreover, assume that
|I(P,L)| ≥ |F|−ǫN3/2.
Then, for some large absolute constant C, there exists the following: (i) a subfield G ⊆ F such
that |G| ≤ C|F|ǫC |P |1/2 (ii) sets of the form S1 = a1 + b1 · G and S2 = a2 + b2 · G, (iii) a
projective transformation1 T , such that
| (S1 × S2) ∩ T (P )| ≥ C
−1|F|−ǫC |P |.
Here we’ve taken K = |F|ǫ (and noted that we may take G1 = G2) in the formulation
below. Essentially, this follows from the arguments of Bourgain, Katz and Tao [1], using the
sum-product theorem in general finite fields from [17]. Lacking a reference to such a formulation
in the literature, we have included a proof in the appendix.
Appendix: A General Incidence Theorem
This appendix is devoted to proving a variant of the Bourgain-Katz-Tao incidence theorem.
While this is a statement about incidences in the finite plane F2, to properly state the result
we need to introduce projective space PF3. Our description will be somewhat brief, and we
refer the reader to, for instance, Dvir’s survey article [3] for a more thorough description in
this context. Recall that PF3 is the set of points in F3 \ (0, 0, 0) modulo dilations. We can
embed F2 into this space by mapping (x, y)→ (x, y, 1). Thus PF3 is equivalent to F2 union the
‘line at infinity’. Now the mapping of F2 into PF3 maps points to points, lines to lines, and
preserves incidences. By a projective transform we will mean a 3× 3 invertible matrix acting in
the natural way on PF2 = F3 \ (0, 0, 0). We note that this also maps points to points, lines to
lines and preserves incidences. To allow us to state the result in terms of F2 instead of PF3 we
will define a projective transformation of a subset A ⊆ F2 as follows. We let T be a projective
transform on PF3 and we embed A into PF2 using the natural mapping (x, y) → (x, y, 1). We
then apply T to this set and then map back into F2 using the mapping (x, y, 1) → (x, y). The
unfortunate complication, is that it is possible that T maps some of the points onto the ‘line
at infinity’, and thus ‘applying a projective transformation to a set A ⊆ F2’ has a number of
undesirable properties, such as possibly reducing the cardinality of the set. It turns out that
the number of points we lose in this process will always be negligible for our purposes. We now
may state the result:
Theorem 19. Let F be a finite field. Let P be a set of points and L a set of lines in F2 such
that |P | = |L| = N . Moreover, assume that
|I(P,L)| ≥ K−1N3/2.
1See the discussion in the appendix for a definition of this.
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Then, for a large absolute constant C, there exists the following: (i) subfields G1, G2 ⊆ F such
that |G1|, |G2| ≤ CK
CN1/2 (ii) sets of the form S1 = a1 + b1 ·G1 and S2 = a2 + b2 ·G2, (iii) a
projective transformation T , such that
| (S1 × S2) ∩ T (P )| ≥ C
−1K−C |P |.
We follow the expositions in [1] and [3]. The existence of a result of this form is alluded to
in [1], however no precise formulation is given there. In addition, Jones has given an explicit
incidence theorem in general finite fields [11], however his formulation and parameters aren’t
sufficient for our purpose. First we need the following sum-product theorem, as given it is
Theorem 2.55 from [17]. This is a slight strengthening of the results of Bourgain, Katz and Tao
[1] and Bourgain, Glibichuk and Konyagin [2].
Theorem 20. (Sum-product theorem) Let A be a finite non-empty subset of a field F , and let
K ≥ 1. Then the following statements are equivalent in the sense that if the first statement
holds with constant C1, then the second holds with some other constant C2 (depending only on
C1) and vise versa. (i) |A+A| ≤ C1K
C1 |A| and |A ·A| ≤ C1K
C1 |A| (ii) There exists a subfield
G of F, a non-zero element x ∈ F, and a set X of F such that |G| ≤ C2K
C2 |A|, |X| ≤ C2K
C2
and A ⊆ x ·G ∪X.
Next we will need the following sum-set estimate, which can be found as Lemma 2.2 in [1].
Lemma 21. (Sumset theorem) Let A,B be non-empty finite subsets of an additive group such
that |A+B| ≤ Kmin (|A|, |B|). Then
|A±A| ≤ CKC |A|
for some absolute constant C.
We also need the Balog-Szemere´di-Gowers lemma. This can be found, for instance, as
Theorem 2.29 in [17].
Lemma 22. (Balog-Szemere´di-Gowers)Let A,B be finite subsets of an additive group with
cardinality |A| = |B|, and let G be a subset A×B with cardinality |G| ≥ |A||B|/K such that
|{a+ b : (a, b) ∈ G}| ≤ K|A|.
From some large universal constant C, there exists subsets A′, B′ of A and B respectively with
|A′| ≥ CK−C |A| and |B′| ≥ CK−C |B| such that |A′ −B′| ≤ CKC |A|.
Finally, we recall the trivial incidence inequality:
|I(P,L)| ≤ min
(
|P |1/2|L|+ |P |, |P ||L|1/2 + |L|
)
. (4)
Lemma 23. Let A,B ⊂ F such that |A|, |B| ≤ N1/2 and assume that
|{y, x0, x1) ∈ B ×A×A : (1− y)x0 + yx1 ∈ A; y 6= 0, 1}| ≥ K
−1N3/2.
Then, there exists a subfield G of F, elements x, τ ∈ F (x 6= 0), and a set X ⊆ F such that
|G| ≤ CKC |A|, |X| ≤ CKC and A ⊆ (x ·G+ τ) ∪X.
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Proof. Let A′ ⊂ A be the set of x1 ∈ A such that:
|{(y, x0) ∈ B ×A : (1− y)x0 + yx1 ∈ A; y 6= 0, 1}| ≥ K
−3N.
Since |A| ≤ N1/2, we have that
|{(y, x0, x1) ∈ B ×A×A
′ : (1− y)x0 + yx1 ∈ A; y 6= 0, 1}| ≥ CK
−1N3/2. (5)
Moreover,
|A′| ≥ CK−1N3/2/|A||B| ≥ CK−1N1/2.
Now by the pigeonhole principle, there exists y0 ∈ B (y0 6= 0, 1) such that
|{(x0, x1) ∈ A×A
′ : (1− y0)x0 + y0x1 ∈ A}| ≥ CK
−1N3/2/|B| ≥ CK−1|N |.
This implies that
|{(x0, x1) ∈ A×A
′ : (1− y0)x0 + y0x1 ∈ A}| ≥ CK
−1|A||A′|.
Now by Lemma 22 we may find a subset (1 − y0)A˜ of (1 − y0)A and y0A
′′ of y0A
′ such that
|A˜|, |A′′| ≥ C1K
−C1N1/2 and satisfying
|(1− y0)A˜− y0A
′| ≤ C2N
1/2KC2 .
Applying Lemma 21 we further may conclude that |A′+A′| ≤ C3K
C3N1/2. Again applying the
pigeonhole principle to (5), we see that there must exist x0 ∈ A such that
|{(y, x1) ∈ B ×A
′ : (1− y)x0 + yx1 ∈ A; y 6= 0, 1}| ≥ CK
−1N.
By translating x0, x1, A,A
′ we may assume that x0 = 0. We let A
′
∗, A∗ denote the translations
of A′ and A, respectively and we have that
{(y, x1) ∈ B \ {0} ×A
′
∗ \ {0} : yx1 ∈ A
′; y 6= 0, 1}| ≥ CK−1N
since that contributions at 0 are easily seen to be of a lower order. Applying Lemmas 22 and
21 in multiplicative form, there exists a subset A′′ ⊆ A′∗ \ {0} with |A
′′| ≥ C4K
−C4N1/2 such
that
|A′′ · A′′| ≤ C5K
C5N1/2.
On the other hand |A′′ + A′′| ≤ C3K
C3N1/2 still holds. Applying the Sum-product Theorem
(Theorem 20) now completes the proof.
Lemma 24. Let A,B ⊂ F such that |A|, |B| ≤ N1/2. Consider the Cartesian product A×B ⊆
F
2, and let P ⊂ A×B and L a set of lines such that |P |, |L| ≤ N . Then either
|I(P,L)| ≤ K−1N3/2
or there exists a large constant C, subfields G0, G1 of F, non-zero elements x0, x1, τ0, τ1,∈ F, and
sets X0, x1 ⊆ F such that |G0|, |G1| ≤ CK
C |A|, |X0|, |X1| ≤ CK
C and A ⊆ (x0 ·G0 + τ0) ∪X0,
B ⊆ (x1 ·G1 + τ1) ∪X1.
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Proof. We assume that |I(P,L)| ≥ K−1N3/2. By symmetry it suffices to prove the conclusion
only for the set A. Let L0 ⊆ L be the set of lines which are not horizontal. Since the number
of incidences involving the lines in L \ L0 is at most N , we may assume that
|{(p, l) ∈ P × L0 : p ∈ L}| ≥
1
2
K−1N3/2,
for large N . Furthermore, if we let L1 denote the lines in L0 such that
|{(p, l) : p ∈ ℓ}| ≥ C2K
−2N1/2
then we have that
|{(p, l) ∈ P × L1 : p ∈ L}| ≥ C3K
−1N3/2.
Now we define P (b) to be the intersection of P with the horizontal line at b. That is, P (b) =
P ∩ (A× {b}). Since L1 contains no horizontal lines we have that
|{(b, l) ∈ B × L1 : P (b) ∩ l 6= ∅}| = |{(p, l) ∈ P × L1 : p ∈ L}| ≥ C3K
−1N3/2.
Now by an easy argument involving the Cauchy-Schwarz inequality (see Lemma 5.1 of [1] for a
detailed proof) it follows, for some large universal constant C4, that
|{(b, b′, l) ∈ B×B×L1 : P (b)∩l 6= ∅, P (b
′)∩l 6= ∅}| = |{(p, l) ∈ P×L1 : p ∈ L}| ≥ C
−1
4 K
−C4N2.
Since |B| ≤ N1/2, we may now find b, b′ ∈ B (b 6= b′) such that
|{l ∈ L1 : P (b) ∩ l 6= ∅, P (b
′) ∩ l 6= ∅}| ≥ C−15 K
−C5N
Now we let τ(y) = (b′ − b)−1(y − b) denote an affine transformation of F and consider the
mapping of B under τ , τ(B). Clearly, τ(b) = 0 and τ(b′) = 1. We define τ(L1) by replacing the
line x = cy + d with x = cτ−1(y) + d. Clearly, the new set of lines τ(L1) continues to exclude
horizontal lines. Now if we define τ(P ) ⊂ A × τ(B) to be the image of P under the mapping
(x, y) → (x, τ(y)). We see that this τ transformation preserves incidences. Now each line in
τ(L1) contains ≥ C2K
−2N points of the form (x, y) in τ(P0) all but at most 2 of which have
y 6= 0, 1 (since τ(L1) contains no horizontal lines). Thus
|{(x, y, l) ∈ A× τ(B)× L1 : P (0) ∩ l 6= ∅;P (1) ∩ l 6= ∅; (x, y) ∈ l; y 6= 0, 1}| ≥ C
−1
6 K
−C6N3/2.
In other words,
|{(x, y, l, x0, x1) ∈ A× τ(B)×L1×A×A : (x0, 0), (x, y), (x1 , 1) ∈ l; y 6= 0, 1}| ≥ C
−1
6 K
−C6N3/2.
Note that the points (x0, 0) and (x1, 1) determine l and (x, y) must satisfy x = x0+ (x1− x0)y.
Thus we may rewrite the above as
|{y, x0, x1) ∈ B ×A×A : (1− y)x0 + yx1 ∈ A; y 6= 0, 1}| ≥ C6K
−C6N3/2.
Now the proof is complete by applying Lemma 23.
Lemma 25. Let P ⊆ F2 and L a set of lines in F2 such that |P | = |L| = N . Furthermore,
assume that
|I(P,L)| ≥ K−1N3/2. (6)
Then there exists a large constant C, sets A,B ⊆ F such that |A|, |B| ≤ CKCN1/2, subsets
P ′ ⊆ P and L′ ⊆ L such that |P ′|, |L′| ≥ C−1K−CN , and a projective transformation T such
that T (P ′) ⊆ A×B. Moreover,
|I(P ′, L′)| ≥ C−1K−CN3/2. (7)
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Proof. First we let L1 ⊆ L denote the subset of lines each of which contain at least K
−2|N |1/2
points. Clearly,
|I(P,L1)| ≥ C
−1
3 K
−1N3/2.
Moreover we may assume that |L1| ≥ C
−1
4 K
−1N , since otherwise an application of (4) would
contradict the hypothesis (6). Next, we let L2 ⊆ L1 be the subset of lines each containing at
most K2N1/2 points. Consider L∗ = L1 \ L2. Now |L
∗| ≤ K−1N3/2/K2N1/2 = K−3N . Thus,
|L2| ≥ C
−1
5 |L1| ≥ C
−1
5 K
−C5N . Now since each l ∈ L2 ⊆ L1 intersects at least K
−2|N |1/2
points, we have that
|I(P,L2)| ≥ C
−1
6 K
−C6N3/2
where each l ∈ L2 satisfies K
−2|N |1/2 ≤ |l ∩ P | ≤ K2N1/2. Now an analogous argument
allows us to replace P with P1 ⊆ P , |P1| ≥ C
−1
7 K
−C7N1/2, such that for each p ∈ P1 we have
K−C8 |N |1/2 ≤ |{ℓ ∈ L2 : p ∈ L}| ≤ K
C8N1/2. Since this procedure only removes points, clearly
each line satisfies |l ∩ P1| ≤ K
2N1/2 (however we will no longer claim the lower bound on this
intersection). In summary, we may conclude that there is a constant C˜ such that
|I(P1, L2)| ≥ C˜
−1K−C˜N3/2
for a set of lines |L2| ≥ C˜
−1K−C˜N each of which satisfies |l ∩ P1| ≤ C˜K
C˜N1/2, and a set of
points |P1| ≥ C˜
−1K−C˜N each of which satisfies C˜−1K−C˜N1/2 ≤ |l ∈ L2 : p ∈ l| ≤ C˜K
C˜N1/2.
Now let L(p) := {l ∈ L2 : p ∈ l} and P (l) := {p ∈ P1 : p ∈ l}. We now consider what is known
as a bush construction. Let p ∈ P1 and define
U(p) := {p′ ∈ P1 : ∃l ∈ L2 s.t. p, p
′ ∈ l}.
We now estimate the expected size of |U(p) ∩ U(q)| over all points p, q ∈ P1. That is
Ep,q|U(p) ∩ U(q)| ≥
1
N2
∑
p,q∈P1
∑
r∈P1
∑
l0,l2∈L(r)
1p∈l01q∈l1
=
1
N2
∑
r∈P1
∑
l0,l2∈L(r)
|P (l0)||P (l1)| =
1
N2
∑
r∈P1
 ∑
l0∈L(r)
|P (l0)|
2
≥
1
N3
∑
r∈P1
∑
l∈L(r)
|P (l)|
2 = 1
N3
∑
l∈L2
|P (l)|2
2 ≥ 1
N5
∑
l∈L2
|P (l)|
4
≥
1
N5
(
C˜−1K−C˜N1/2
)4
= C˜−4K−4C˜N.
Thus we can find p0, q0 satisfying |U(p0) ∩ U(q0)| ≥ C˜
−4K−4C˜N . We let W = U(p0) ∩ U(q0)
and embed this set into projective space PF2 with the mapping (x, y)→ (x, y, 1). We may now
find a projective transformation which maps the points in PF2 corresponding to p0 and q0 to
(the equivalence classes represented by) (1, 0, 0) and (0, 1, 0), respectively. Now it is possible
that we have moved some of the points to the line at infinity. However, this can only happen if
all of these points lie on a single line passing through p0 and q0, which would then have to be in
L2. However, we then see that there are at most ≤ C˜K
C˜N1/2 such points which can be readily
disregarded. Ignoring these points, we may pass back to F2 via the map (x, y, 1) → (x, y).
We now see that each of the lines (obtained from those) passing through p0 are horizontal
and each of the lines (obtained from those) passing through q0 are vertical. Thus we have a
projective transformation T , a large constant C2, and a cartesian grid of the form A×B, where
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|A|, |B| ≤ C2K
C2N1/2 such that P˜ := T (W ) ∩A×B satisfies |P˜ | ≥ C−12 K
−C2N1/2. Moreover,
for each p ∈W we have that |L(p)| ≥ K−C8 |N |1/2. Thus if we let L˜ = T (L2) we have that
|I(P˜ , L˜)| ≥ C−12 K
−C2N ×K−C8 |N |1/2 ≥ C−1K−CN3/2.
Taking P ′ and L′ to be the preimage of P˜ and L˜, respectively, under the projective mapping T
(and, perhaps, worsening some of the constants) completes the proof.
We now deduce Theorem 19 from Lemma 24 and Lemma 25. We start with a set of points
and lines with |P |, |L| = N and satisfying |I(P,L)| ≥ K−1N3/2. Let us define M := C2K2CN
and J := C4K4C . Applying Lemma 25 and taking L∗ = T (L
′) and P∗ = T (P
′), we have sets A
and B such that |A|, |B| ≤M1/2 with P∗ ⊆ A×B and satisfying |I(P∗, L∗)| ≥ J
−1M3/2. Now
applying Lemma 24 completes the proof.
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