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Abstract
Low-dimensional semiconductors have properties different from their bulk counterparts
and are thus attractive components for future electronic devices. This thesis presents
work on ZnO nanostructures and ZnO/ZnMgO nano-heterostructures grown by molecular
beam epitaxy (MBE) for electronics applications.
ZnO nanostructures are grown by gold-catalysed MBE. We show that the cut of sap-
phire used as a substrate determines the orientation of one-dimensional nanostructure
growth. On C-plane sapphire we grow ZnO nanowires and on R-plane sapphire we grow
ZnO nanobelts. The morphology of nanobelts is shown to depend on temperature with
tapering reduced at higher temperatures. Field-effect transistors based on ZnO nanobelts
are fabricated to characterize the electronic properties of single nanobelts.
ZnO/ZnMgO heterostructure nanowires and nanobelts are grown and characterized.
We show abrupt ZnO/ZnMgO interfaces and demonstrate that the core-shell structures
in nanowires increase the luminescence intensity of nanowires. Nanobelt heterostructures
are characterized optically at both room temperature and cryogenic temperatures showing
evidence of quantum confinement in these structures.
Scanning transmission electron microscope cathodoluminescence (CL) is performed
on single ZnO nanowires. We perform hyperspectral mapping of CL, in which a single
nanowire is spatially mapped with full CL spectra collected at each spatial co-ordinate
on the nanowire. We achieve record resolution for hyperspectral mapping and deconvolve
full spectra into constituent components. This allows us to distinguish surface and defect
peaks as well as CL from inter-band processes in ZnO.
We perform proof-of-principle studies combining high quality RF superconducting cir-
cuits with epitaxial ZnO layers on single sapphire substrates. Such chips can be used for
future experiments coupling mechanical degrees of freedom to superconducting qubits for
quantum opto-mechanical experiments.
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Chapter 1
Introduction
Semiconductor electronics have changed the world we live in. The computer used to write
this thesis uses a silicon central processing unit with 22 nm transistors. The screen on
the computer is made of light emitting diodes (LEDs) which can produce rich colours,
mimicking the whole visible spectrum, which are made of AlInGaP, GaN and InGaN. It
has an in-built camera which has a semiconducting charge-coupled device. If a picture
is taken on that camera it can be sent anywhere in the world by fibre-optic internet
whereby information is transmitted as pulses of light which are produced and re-amplified
on its journey by semiconductors. Semiconducting lasers, chemical sensors, and electronic
amplifiers each facilitate further applications and this paragraph is far from an exhaustive
account of the applications of semiconductors.
A semiconducting technological revolution began in Bell Laboratories when they made
the first semiconducting transistor in 1947 for which the Nobel prize for physics was
awarded. Work on semiconducting electronics has not stopped since and developments
have been driven by an increasing control over semiconductor growth and an increase in
the ability to process the resultant materials. Significant recent research has focused on
the use of nanoscale semiconductors.
Semiconducting devices have reached the nanoscale for two reasons. The first is a di-
rect consequence of Moores Law [1]. As the number of transistors on an integrated circuit
increases, the size of the transistor decreases. If the number of transistors doubles every
two years, then, given a two-dimensional integrated circuit, this implies that the in-plane
dimensions of the transistors halves every four years. Exponential growth in transistor
number therefore very rapidly leads to very small transistors and hence nanoscale semi-
conductors. Given 71 years since the first transistor was made, and scaling in accordance
with Moore’s law, in plane dimensions of transistors should be 2−71/4 = 4.5 × 10−6 of
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the size of the first transistor. The electrically active region in the first transistor was
∼ 2.5 × 10−4 m [2] which implies that transistor dimensions should be ∼1 nm today. In
2017 IBM revealed 5 nm transistor technology not significantly larger than the estimated
transistor size assuming only Moore’s law. However nanoscale semiconductors are not only
interesting just because they dont occupy much space. The properties of semiconductors
(and indeed many other classes of materials) change when they reach the nanoscale.
The birth of nanotechnology is attributed, with some controversy, to Richard Feyn-
man and his 1959 talk titled ‘There is plenty of room at the bottom’ [3]. As materials
become smaller, their properties change. In some cases, this is due to how they interact
with external fields e.g. semiconductor nanowires can act as optical waveguides [4]. The
properties of nanomagnets can be controlled by varying their shape on the nanoscale [5].
Nano-structured catalysts are highly efficient (for example in water splitting [6]) due to
the increased surface area. Nanostructuring materials provides the engineer with a new
tool-box which can be used to create materials with new functional properties.
Moore’s law is approaching physical limits set by silicon technology since transistors
are now at length scales where quantum tunneling is important and further reductions in
size increase such effects. Instead of maintaining exponential growth in transistor num-
ber, developments in computing hardware have started to also focus on new horizons, one
of which is referred to as ‘More than Moore’ (MTM) computing [7]. In MTM comput-
ing, rather than increasing the transistor number, new functionality is interfaced directly
with silicon. This includes interfacing optical sensors and emitters with silicon technol-
ogy allowing new optical computing paradigms or interfacing directly with chemical and
biological signals.
For a number of MTM components, silicon is not a suitable material. For example,
silicon has an indirect band-gap and is thus not suitable for many types of optical device.
Materials other than silicon have a number of desirable properties beyond silicon including
direct band gaps, large piezoelectric coefficients and surface states with energies suitable
for water splitting to name a few such properties.
This thesis details work performed using semiconducting ZnO in thin films (one di-
mension at the nanoscale) and in nanowires and nanobelts (two or three dimensions on
the nanoscale). We grow and characterize ZnO nanostructures with the aim of modifying
functional properties of ZnO for electronic or opto-electronic applications.
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1.1 ZnO Material Properties
ZnO is a wide band-gap (3.37 eV), natively n-type, polar semiconductor composed of earth
abundant, non-toxic elements [8]. It has been claimed that it forms the largest variety
of nanostructures of any material [9]. It can be alloyed with Mg to form Zn1−xMgxO
where the band gap and polarization are tuned by the fractional Mg content (x) [10]. It is
piezoelectronic allowing for coupling between electrical and mechanical degrees of freedom
in ZnO based devices [11]. It has a high-energy exciton (63 meV) [12] which is stable at
room temperature and increases the optical efficiency of ZnO. The combination of these
properties make ZnO an extremely attractive material system with which to work.
The promise of p-type doping caused intensive research into ZnO in the late 2000s but
despite this intensive research, stable p-type doping with significant carrier concentration
has not been realised. This limits the possible applications of ZnO and derived materials
excluding the possibility of e.g. electrically pumped semiconductor UV lasers in all-ZnO-
devices. The intensive research programme, despite not achieving reliable p-type doping,
resulted in a large body of work on ZnO (building on the initial work performed in the
1960s). It also resulted in significant investment in ZnO related technologies. Based on this
investment, ZnO seed crystals for hydrothermal growth have been grown and increased in
size so that very recently 2“ wafers became commercially available [13].
ZnO is an ionic crystal and is made up of a regular arrangement of Zn2+ cations
and O2− anions in the wurtzite structure. The wurtzite structure consists of interlocking
tetrahedra of anions and cations. This means that the unit cell has a small dipole. When
tiling the unit cell, the dipole of neighbouring unit cells cancel meaning that no net-
polarization occurs. However, when applying an electric field, all positive cations move in
one direction whilst the negative anions move another - i.e. ZnO is polarizable.
The polarization of ZnO has a number of interesting, and useful, consequences. When
the ions move the ZnO crystal deforms since it is piezoelectric and the electric field in
the ZnO is coupled to its mechanical deformation. The formation energy of polar and
non-polar faces differ due to different unscreened electric fields at the different surfaces.
This determines how ZnO nanostructures grow and results in a number of different nanos-
tructures.
The piezoelectricity intrinsic to the polar ZnO crystal structure makes ZnO a suitable
material for piezoelectric devices. There is a huge class of devices which make use of
the coupling between electric field and mechanical motion. ZnO is not ideally suited to
all of these applications. Energy scavenging devices which translate mechanical energy
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into a current are an attractive proposal but require p-type material which is not readily
achieved in ZnO. Piezoelectric materials are also used for precise electrically controlled
motion for example in atomic force microscope stages. However, as ZnO is natively n-type
(and therefore conductive) applying a large voltage across ZnO at room temperature will
induce a current to flow.
One area which may exploit the piezoelectric properties of ZnO is as a layer for sur-
face acoustic wave (SAW) devices. A SAW device typically contains two interdigitated
electrodes, one of which is connected to an RF voltage. The RF voltage creates a periodic
deformation of the ZnO beneath it which creates an acoustic wave in the surface of the
ZnO. These waves travel at the speed of sound in the material. These electrodes have
a resonant frequency when the spacing of electrode fingers is equal to the wavelength of
SAWs. SAW transducers are used to add time delays into RF circuits for example in mo-
bile phones. They have also comparatively recently been used in quantum circuits where
qubits have been read out by SAWs rather than by coupling to electronic degrees of free-
dom [14]. ZnO single crystal films have been used as piezoelectric substrates for cryogenic
SAW generation [11]. Thin film ZnO offers an attractive alternative as they may be grown
on different substrates including silicon and sapphire (neither of which are piezoelectric).
1.2 ZnO Nanostructures
ZnO is likely the material system with the largest variety of derivative nanostructures.
These nanostructures include nanoparticles, nanowires, nanobelts, nanospirals, nanote-
trapods, nanorings and hollow nanocylinders, to give a non-exhaustive list [9]. The most
common nanostructure in ZnO is the nanowire, a quasi one-dimensional object which
grows along the [0001] crystal axis. ZnO nanowires have been synthesized by a number of
techniques including MBE [15, 16], chemical vapour deposition[17], solution processes[18]
and metalorganic vapour phase epitaxy (MOVPE)[19].
As already mentioned, the polarization of ZnO allows for a number of promising en-
gineering applications. Therefore, combining the advantages of nanostructuring with po-
larization engineering may allow for novel devices to be realized. However, in order to
exploit the polarization of ZnO in nanostructures the direction of polarization relative
to the nanostructure must be considered. In nanowires the long axis is the same as the
polar axis which allows for applications such as piezoelectric energy harvesting [20]. How-
ever, other classes of polarization engineered nanostructures are possible and may require
different relative orientations such as ZnO nanobelts where the polarization axis may be
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perpendicular to the growth axis [21].
1.3 Structure of this Thesis
In this thesis we use molecular beam epitaxy (MBE) to grow high quality ZnO thin
films and nanostructures. We perform structural, optical and chemical analysis on these
structures using a variety of analytical techniques. We then fabricate devices from the
nanostructures and thin films, characterizing their electronic properties and demonstrating
proof-of-principle devices.
Chapters 2-5 provide a background on semiconductor nanowires (chapter 2), ZnO/ZnMgO
interfaces in thin films and nanowires (chapter 3), techniques used to characterize nanos-
tructures and thin films (chapter 4) and details on cleanroom fabrication techniques and
fabrication protocols used to fabricated devices (chapter 5).
Chapter 6 details experimental results growing ZnO nanostructures. It starts by
demonstrating some new characterization on ZnO nanowires grown by MBE. It then details
work demonstrating the first reported growth of ZnO nanobelts by MBE. These nanobelts
are characterized structurally, optically and electronically having been fabricated into field
effect transistor devices.
The growth and characterization of ZnO/ZnMgO heterostructure nanostructures are
reported in chapter 7 with energy dispersive X-ray spectroscopy measurements on core
shell nanowires and optical characterization (both cryogenic and room temperature) of
single, and ensembles of, core-shell nanobelts.
Chapter 8 presents work performed on MBE grown ZnO nanowires in which a scanning-
transmission-electron-microscope (STEM) is used to generate a cathodoluminescence (CL)
signal which is then mapped with 10 nm resolution across the nanowire. We spatially
resolve CL across a nanowire showing distinct signals from the nanowire core, surface and
defects.
Chapter 9 is a proof of principle experiment. We aim to show the compatibility of
high quality microwave superconducting devices (ubiquitous in circuit quantum electro-
dynamics) with epitaxial thin film ZnO on sapphire substrates. This experiment will pave
the way to have (on a single chip) high quality superconducting electronics for quantum
information processing as well as quantum devices based on SAWs and phonons which
may, for example, present opportunities building time delays into quantum circuits.
In Chapter 10 we summarize the conclusions from this work and suggest future work
which may be of particular interest in furthering this field.
31
Chapter 2
Semiconductor Nanowires
Despite their first synthesis over 50 years ago [22], semiconductor nanowires have only
been subject to intensive research for the last 10-15 years. This is due to the difficulties
in their rational synthesis where progress has been made only comparatively recently. In
this section an overview on semiconductor nanowires and other one dimensional nanos-
tructures is given including their growth and the growth of derivative heterostructures
and their possible applications. Many review articles have been written on this topic
[23, 24, 25, 26] although this is not an exhaustive list. As semiconductor nanowire re-
search has matured, distinct research areas have emerged and more current reviews tend
to focus more specifically on these research areas.
2.1 Why Nanowires?
Semiconductor nanostructures are a class of matter where interesting, novel physics can
be found and exploited for technological advantage. By nanostructuring a material the
physical properties change. These changes occur as one or more of the dimensions of
the nanostructure drop below characteristic lengths in the bulk semiconductor. As the
dimensions of nanowires change, it is therefore possible to alter the properties of nanowires
(and how they grow) relative to the bulk materials depending on the relative cross sectional
dimensions of nanowire and the pertinent lengthscales in question.
2.1.1 Synthesis
Inherent in the small dimension of nanowires is a small contact area between nanowire
material and the substrate which the nanowire grows upon. When growing high quality
thin film semiconductors it is necessary to use an appropriately lattice matched substrate.
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This means that it has only been possible to interface specific materials in thin film
geometry. Heteroepitaxial films are almost always not perfectly lattice matched and this
places constraints on the thickness of the film which may grow whilst being coherently
strained. Above critical thicknesses the film relaxes and defects are introduced to the film.
It is sometimes possible to subsequently reduce the number of defects by growing a thicker
film since when defects meet they can mutually terminate. These types of constraints mean
that the growth of thin films and complex thin film structures can be challenging.
On the other hand, as nanowires have such a small contact area to the substrate,
nanowires may grow on substrates which are not lattice matched to the nanowire material.
This allows, in principle, the combination of a number of different materials together on a
single sample and offers an obvious advantage of nanowires over thin film geometries. For
example ZnO nanowires have been synthesized on silicon [27], c-plane sapphire [28, 29],
a-plane sapphire [29], m-plane sapphire [30], GaN [31], carbon fibre cloth [32] and even
paper [33], to give a non-exhaustive list. Furthermore, nanowires may be synthesized
without a substrate, either in solution [34] or from an aerosol of nanoparticles in precursor
gases called aerotaxy [35], a process being commercialised by Solvotaics, a spinout from
Lund university.
Not only can nanowires be synthesized on a number of substrates or without substrates,
but once synthesized nanowires may be removed from their substrate and rationally con-
tacted by nanofabrication processes for further application. These processes are often
used for research purposes, but since they take a significant amount of time (from hu-
mans and equipment) this approach is not likely to be useful outside a laboratory for
applications requiring many nanowires, such as energy harvesting. However, for high
value, low-nanowire-number applications, this may be a suitable strategy which allows
the physics of nanowires to be introduced to different material systems. This strategy
has been successfully employed to generate on-chip masers by interfacing the properties
of a III/V nanowire with high quality superconducting circuits on a silicon substrate for
quantum information applications [36].
A particularly interesting example application of interfacing different classes of material
is the integration of nanophotonic structures directly into silicon processors. Traditional
computing is based on silicon, the material at the heart of practically all modern com-
puters and all PCs. However, silicon has an indirect band gap. This makes it unsuitable
for optical applications. When interfacing with light (such as fibre-optic broadband) ad-
ditional semiconductor materials are required, typically III/V semiconductors which can
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form light sources and detectors. Nanowires allow the on-chip combination of III/V tech-
nology and silicon computing for enhanced optical capabilities. The on-chip combination
of silicon and III/V materials has been realised in a CMOS-compatible process named
template assisted selective epitaxy (TASE) pioneered by IBM [37].
2.1.2 Material Properties
As the dimensions of nanowires change, so can the physical properties of the nanowire.
A good example of this is how, as the nanowire cross-sectional dimensions drop below
the mean-free-path of phonons in the bulk material, phonon scattering at the edge of
nanostructures increases. This means that, for example, the thermal conductivity in
silicon nanowires decreases with nanowire diameter [38]. The mean-free-path of electrical
carriers in these materials is typically much shorter than that of phonons, and so surface
scattering of electrons is not increased as much as that of phonons [39]. This allows the
relative thermal and electrical conductivities to be engineered by changing the dimensions
of the nanostructures. This is of great importance for applications such as thermoelectrics
where waste heat is scavenged and converted into electricity. For a good thermoelectric
figure of merit a large electrical conductivity and small thermal conductivity are desirable.
Additionally quantum confinement in low-dimensional systems may further increase the
electrical conductivity without increasing thermal conductivity [39, 40].
Nanowires are ideally suited to any application where a large surface area is required
due to the large surface:volume ratio inherent in nanowire geometry. Obvious examples
where this is advantageous are (photo)catalysis (where reactions occur at the surface of the
catalyst) or for chemical and biological sensing (where the state of the nanowire surface
will change its properties in a way which may be readily read out). Additionally, the
surface of nanowires necessarily breaks translational symmetry of the underlying crystal
lattice. This causes a number of surface states which are often involved in catalysis and
sensing. These applications have been demonstrated in nanowires: ZnO nanowires have
been fabricated into ethanol sensors [41]; GaN nanowires have been used as photocatalysts
[42]; and TiO2 nanowires have been used for water splitting [43].
Semiconductor nanowire lasers are enabled by the geometry of the nanowire combined
with the semiconducting properties of the nanowire. In a nanowire laser, the nanowire
acts as an optical cavity confining light due to reflections at the ends of the nanowire
from refractive index contrast (this is despite the lateral dimensions of the nanowire being
smaller than the wavelength of light generated by the laser). The nanowire also acts
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as a gain medium where coherent radiative recombination across the band gap of the
semiconductor provides the gain mechanism for the laser. This was first demonstrated
with ultraviolet (UV) nanowire lasers using ZnO nanowires which were optically pumped
[44]. Since that first demonstration, nanowire lasers operating at a variety of different
wavelengths have been realised. Importantly, electro-luminescence has been realised in
nanowire lasers [45] allowing, in principle, integration and operation of nanowire lasers.
These nanolasers are promising as low footprint sources of coherent light on chips or for
low-power sensing applications. This application is enabled due to the shape and size of
the nanowire meaning that it couples to external fields and allows waveguiding, which
would not be the case in a bulk material.
2.2 Why not nanowires?
Despite the positive attributes of nanowires highlighted in the previous section, nanowires
have been slow to be commercially exploited. Clearly there are significant obstacles which
are hindering the transition from lab-based technologies to on-the-shelf technologies. There
are many challenges relating to the production of nanowire-based hardware due to the cost
and consistency of their synthesis and the ease of integration with existing fabrication
technologies.
There are two strategies for synthesizing nanowires: bottom up and top down ap-
proaches [46], both of which face challenges. In a bottom up approach nanowires self as-
semble. A good example of this is self-catalysed GaAs nanowires, where nanowire growth
occurs spontaneously often from a Ga droplet which forms on the substrate [47]. ZnO
nanowires grown by self-assembled gold nanoparticles are also good examples of bottom
up synthesis in ZnO [15]. Bottom up approaches allow very fine nanowires with high
yields to grow over large areas. These approaches do not allow the rational placement of
nanowires and often results in a spread in nanowire properties. Top down approaches such
as TASE [37] allow rational placement and design of nanowires. They struggle to achieve
the ultra-small dimensions of the finest nanowires grown by bottom up processes and are
inherently expensive, requiring an extra stage of lithography to define where the nanowires
are to grow. A strategy which has had significant success and become widespread is ra-
tional deposition of a periodic array of catalyst particles [48] or the etching of an array of
periodic holes through a surface layer on the substrate [49]. This defines where nanowires
grow (setting their spacing) so that each nanowire nominally grows in the same environ-
ment thereby reducing the variation in nanowire properties.
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Additionally, when discussing more than Moore technologies, it is essential that nanowire
growth be CMOS compatible. This provides an additional challenge since if nanowires are
to be directly synthesized onto silicon chips, significant constraints are imposed on the
nanowire growth (e.g. limits on temperature and materials used). If nanowires are not
grown directly onto silicon, there are challenges in deterministically combining them with
an existing chip in a relatively low cost process.
The challenges of growing nanowires, with good properties and small nanowire-to-
nanowire variation and making them into functional devices are significant. No perfect
strategy has yet emerged and nanowires remain an expensive technology to commercialise.
Current commercial ventures include the Swedish company ‘glo’ which manufactures GaN
nanowire LEDs and another Swedish company, Solvotaics, which makes nanowire pho-
tovoltaics. Anecdotally, nanowire photovoltaics have been targeted at specific markets
where high efficiency products can justify higher costs. These are applications such as
photovoltaics for space missions or focusing on the Japanese market where the high popu-
lation density and mountainous geography mean that the availability of land suitable for
solar is limited and thus efficiency more important.
2.3 Nanowire Heterostructures
Combining different materials in a single nanowire to form a heterostructure allows the
functional properties of nanowires to be further enhanced beyond the bulk properties [50].
The dopant density can be varied within a single nanowire to embed devices into single
nanowires [51] or this can be done by the addition of an entirely new material. Sometimes
the new material enhances the existing properties of the nanowire – for example if a new
material is grown as a shell layer around the nanowire, surface traps are passivated thereby
improving the carrier mobility [47]. Sometimes the interface between different material
allows entirely new properties to be achieved such as the formation of quantum wells or
dots inside the nanowire [52]. Sometimes heterostructures are used to grow poorly lattice-
matched crystals where an intermediate, nanowire stub with a better lattice match is used
to start growth before subsequent growth of the required material [53]
Given the geometry of nanowires there are two distinct types of heterostructure which
may be formed in a nanowire. Axial heterostructures result when the chemistry of the
nanowire is modulated along the length of the nanowire. A nanowire-embedded axial
heterostructure is shown schematically in Figure 2.1 (a). Radial heterostructures, on the
other hand, result when the chemistry of the nanowire is modulated along the radius of the
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Figure 2.1: Schematics of (a) axial and (b) radial heterostructure nanowires with cylin-
drical geometry. The two materials are indicated by the two colours.
nanowire. A nanowire-embedded radial heterostructure is shown schematically in Figure
2.1 (b). Simple heterostructures involve only two materials with a single interface such
as those shown in Figure 2.1. However, more complicated heterostructures may be grown
which incorporate more than two chemistries or where the chemistry changes multiple
times.
Radial heterostructures of semiconductor nanowires coated by epitaxial superconduc-
tors have been grown [54]. The superconducting layer proximitises the semiconductor and
these materials have been used for experiments on Majorana Fermions. Additional radial
structures include radial p-i-n junctions where doping profiles are modulated in the radial
direction for possible photovoltaic applications [55, 56].
By translating heterostructures, typically used in thin films, into the nanowire ge-
ometry, the mobility of electrons has been significantly enhanced above the mobility in
the bare nanowire. This has been done with GaAs/AlGaAs core shell nanowires where
the chemistry and doping profile is radially modulated [57] resulting in mobilities of
2200 cm2V−1s−1 at room temperature. In Ge/Si heterostructure nanowires, 77 K mobil-
ity increases from 100–280 cm2V−1s−1 in bare nanowires to 700–1,800 cm2V−1s−1 in het-
erostructure nanowires [58]. Polarization induced 2DEGs have been shown in GaN/AlN/AlGaN
triangular-nanowire core-shell heterostructures [59] with mobilities of 3,100 cm2V−1s−1 at
room temperature and 21,000 cm2V−1s−1 at 5 K. Therefore the heterostructures tradi-
tionally used in thin films can be successfully translated into nanowires to modify the
electron mobility with record mobilities arising due to polarization induced 2DEGs.
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Chapter 3
ZnO/ZnMgO Heterointerfaces
3.1 ZnO Ternary Compounds
There are multiple ternary and quarternary compounds based on ZnO. These compounds
allow the properties of the material to be tuned for specific applications. Notable ternary
compounds are ZnMgO where the band gap increases with Mg concentration [60] and
ZnCdO where the band gap drops with Cd concentration [61]. The quarternary compound
ZnBeMgO allows the band gap to be increased whilst countering some of the strain that
arises due to in-plane lattice mismatch at high Mg concentrations in ZnMgO [62].
In addition to modifying the band gap, these compounds have different polarization
from the virgin ZnO. For instance, in ZnMgO the Mg atomic radius is smaller than Zn.
This means the lattice parameter of ZnMgO is smaller than ZnO so the same charge
imbalance is maintained over smaller distance resulting in a larger polarization. In this
work we focus on ZnMgO as a ternary compound. A large body of work studying ZnMgO
heterostructures has been published. At small Mg concentrations the in-plane lattice
mismatch between ZnO and ZnMgO is sufficiently small to allow coherent epitaxial growth
with little strain. Coherent growth has also been demonstrated with much higher Mg
concentrations in strained films [63].
In Zn1−xMgxO the band gap and the polarization change with the fractional Mg con-
centration x. A review of the literature on ZnMgO luminescence[64] found the relationship
between fractional Mg content in Zn1−xMgxO and the band gap to be
EZn1−xMgxO = (3.38 + 1.55x)eV (3.1)
where x is the fractional Mg content. The polarization in Zn1−xMgxO is given for epitaxial
samples by
PZn1−xMgxO = (0.0322 + 0.024x)Cm
−2 (3.2)
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[65]. These equations are valid for fractional Mg concentrations up to 0.2.
The crystallographic orientation of the heterointerface is important in determining how
the heterointerface forms and its properties. There are three different types of heteroint-
erface between ZnO and ZnMgO. The interface can be non-polar (i.e. the normal to the
face is perpendicular to [0001]) or polar. If the heterointerface is polar it may there are
two non-equivalent polar faces of ZnO, the Zn-polar and O-polar faces. These faces can
are sometimes referred to as n-type (Zn-polar) and p-type (O-polar) faces due to the type
of carriers required at the interface to compensate for the polarization mismatch.
3.1.1 Band Structure at Interfaces
The band profile at the different interfaces is influenced by the band mismatch, the po-
larization mismatch and also the free carriers in the material which may flow to screen
electric fields. Using a 1d Poisson-Schro¨dinger equation solver [66] we calculate example
band profiles (Figure 3.1 a) and corresponding free charge distributions (Figure 3.1 b).
The simplest interface is the non-polar interface, at which there is a band misalignment
between the ZnO and the ZnMgO and the carrier density of the respective materials.
At the Zn-polar interface the effects of band misalignment and polarization mismatch
are additive. A triangular quantum well forms and the abundant free electrons from native
shallow donors fall into the quantum well and become confined a shown in the blue line in
Figure 3.1. The accumulation of electrons at this interface is why it is referred to as n-type.
At low temperatures electrons are confined in the lowest energy level in this quantum well.
The structures are similar in band structure to those found at GaAs/AlGaAs modulation
doped interfaces where, in addition to the heterointerface, a series of layers with carefully
controlled doping profile are used to create electric fields due to the separation of ionised
donors and the free carriers [67].
At the O-polar interface the effects of band misalignment and polarization oppose each
other. In the calculated profiles here electrons flow away from the p-type interface and
redistribute (green line in Figure 3.1). This process in reality is quite complex and will
also depend on the density of free electrons which varies from sample to sample. However,
schematically the band profile shows that at this interface there is a very shallow quantum
well in the valence band rather than the conduction band.
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Figure 3.1: Solutions to self-consistent 1D Poisson-Schro¨dinger Equation showing (a) band
profiles and (b) free carrier density of non-polar (red), Zn-polar (blue) and O-polar (green)
heterostructures at 4K as a function of the distance from the abrupt ZnO/ZnMgO inter-
face. ZnMgO (ZnO) is on the left (right) hand side.
3.1.2 Optical Properties of Interfaces and Heterostructures
ZnO is a wide band semiconductor which has rich optical properties including non-linear
optical properties, a number of defect-related luminescence peaks from native defects and
impurity atoms, phonon replica peaks and excitonic and biexcitonic recombination. The
combination of band mismatch and polarization mismatch at heterointerfaces allows for
structures which modify the optical properties of the ZnO in a number of manners based
on the band alignment at these interfaces. Here we consider how these heterostructures
may modify the luminescence spectra of ZnO.
The simplest modification of luminescence is the addition of peaks from ZnMgO. Zn-
MgO is a wider band-gap material and so if ZnMgO is present it may contribute higher
energy luminescence. This has nothing to do with the heterointerface and is simply due
to the presence of different materials with different band gaps.
At heterointerfaces quantum wells may form either due to electric fields at polar inter-
faces caused by a polarization mismatch or from rationally designed quantum wells where
ZnO wells are placed between ZnMgO barriers. In a quantum well, the energy levels of
electrons are quantized. Radiative transitions starting and/or ending in quantum wells
will therefore have different energy based on the extra energy from quantum confinement
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Figure 3.2: Schematic showing optical transitions which may occur at a Zn polar het-
erostructure. ZnO and ZnMgO refers to transitions between conduction and valence band
in the respective materials. QW refers to optical transitions with higher energy due to
quantum confinement in wells and QCSE refers to optical transitions at lower energy due
to the quantum confined Stark Effect.
[68].
At polar interfaces it is also possible that the quantum confined Stark effect (QCSE)
occurs [69]. Due to the finite size of electron and hole wave functions, there is an overlap
between electrons confined within a polar quantum well and holes in the valence band
of the narrow band material. In polarization-induced quantum wells the quantum well
is at lower energies than the conduction band of ZnO and so transitions from the well
into the valence band will be at lower energy than transitions from conduction band to
valence band away from the quantum well. This means that peaks in luminescence from
QCSE occur at energies below the band gap of ZnO. All of these processes are shown
schematically in Figure 3.2.
3.2 ZnO/ZnMgO Thin Film Heterostructures
Thin film heterostructures of ZnO/ZnMgO have been grown by MBE [70], MOVPE [71],
PLD [72], CVD [73] on many different substrates including c-plane [74] and a-plane [75]
sapphire, ScAlMgO4 (SCAM) [76] and single crystal ZnO [70]. The band mismatch and
polarization mismatch at the heterointerface allows for the formation of quantum wells
which spatially confine carriers and excitons and thus modifies the optical and transport
properties at the interface.
The growth method and the substrate both have important effects for the resulting het-
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erostructures. For example, high quality ZnMgO with donor concentration < 1015 cm−3
can be grown by MBE [77]. Typically MBE allows for the highest quality interfaces and
best control over the materials grown and in ZnO it has allowed the growth of interfaces
with the highest electron mobility by several orders of magnitude with electron mobilities
exceeding 106 in MBE [70] with values of a few hundred to a few thousand typically re-
ported by other techniques. The choice of substrate has important effects on the film that
grows. Substrates with poor lattice matching will strain the film which will, at certain
thicknesses, relax forming defects. The substrate also controls the orientation of ZnO
which grows, including the polarity of the ZnO. Different cuts of sapphire have different
lattice matching with ZnO. C-plane sapphire is poorly lattice matched but oxygen polar
(0001¯) ZnO grows on c-plane sapphire. By growing a thin MgO buffer on the c-plane sap-
phire polarity can be inverted to Zn-polar (0001) ZnO [78]. ZnO grows oxygen-polar on
a-plane sapphire [79]. On single crystal ZnO substrates ZnO and ZnMgO layers grow with
the same orientation as the substrate and therefore their orientation may be controlled by
using substrates with different cuts. ZnO substrates are commercially available with Zn
and O-polar faces as well as with non-polar faces.
3.2.1 Non-polar Heterostructures
In non-polar ZnO/ZnMgO heterostructures, there is a band-gap mismatch at the interface
but no polarity mismatch. The band mismatch allows ZnO quantum wells to form between
ZnMgO barriers. There are internal electric fields at polarization mismatched interfaces
which tilt bands in ZnO. The band profiles of such an interface are shown in red in
Figure 3.1. In cases where this is not desirable, non-polar interfaces are used. Quantum
well structures have been grown on a-plane ZnO with excellent structural properties and
controllable quantum well widths [80]. Recently abrupt wells have also been demonstrated
on m-plane ZnO substrates [81, 82].
These non-polar heterostructures have been thoroughly structurally characterized by
a combination of x-ray diffraction [82], transmission electron microscopy [80, 81] and atom
probe tomography [81] showing abrupt interfaces between materials and consistent well
width but also elemental segregation at interfaces. As well as structural characteriza-
tion, the optical properties of such heterostructures are typically measured by techniques
such as photoluminescence which show transitions between levels in the quantum well
with increased energy in accordance with ’particle in a box’ models. Due to the lack
of polarization in these heterostructures there is no luminescence from the QCSE [80].
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Polarization tilts the bands of the quantum wells which isolates electrons on one side of
the quantum well and holes on the other. This reduces the electron-hole wave-function
overlap and thus reduces the chance they recombine. These properties have meant that
a number of groups are seeking to exploit non-polar heterostructures in which there is no
band-tilting, for optical applications.
ZnO is a particularly attractive material for some optical applications, such as quantum
cascade lasers (QCLs) and photodetectors, as the 72 meV optical phonon in ZnO is stable
at room temperature. Empirically, many QCLs only operated at temperatures such that
~ω/kB < T . This is because thermal broadening of quantum well levels means that
it electrons do not selectively tunnel into the upper energy level for lasing and thus a
population inversion can not be generated at temperature above this temperature. This
can be circumvented by using LO phonons to assist the tunneling across barriers in the
QCL and allows operation at temperatures greater than ~ω [83]. This however limits the
operating temperature so that ~ωphonon/kB < T . The large LO phonon energy in ZnO
therefore could allow room temperature operation of QCLs. Groups are therefore aiming
to develop cascade lasers based on ZnO for room temperature THz emission [84].
3.2.2 Polar Heterostructures
In polar heterostructures very narrow triangular wells form due to the electric field from
the polarization mismatch. These heterostructures have typically been used to form two
dimensional electron gases (2DEGs) which have been achieved at both O-polar [85] and
Zn-polar interfaces [86] although with much lower mobilities at O-polar interfaces. The
polarity of the interface not only effects the electronic properties, but can also effect
the Mg distibution at the interface. Abrupt compositional changes at O-polar interfaces
would cause a region of p-type ZnO due to the polarization mismatch. This can drive Mg
redistribution at these interfaces to avoid the formation of these p-type regions [87].
The polarization mismatch at the heterointerface causes sufficient quantum confine-
ment that 2DEGs are present even at room temperature [88]. The room temperature
mobility is typically a few hundred cm2V−1s−1 and depends on the Mg concentration
showing an increasing mobility with higher Mg concentration in the ZnMgO layer. This
is promising for devices operating at room temperature based upon this 2DEG. At lower
temperature mobilities in excess of one million cm2V−1s−1 have been reported [70]. These
high mobility heterostructures typically have lower Mg concentration mismatches since at
lower temperatures the depth of the quantum well is not important. At these tempera-
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tures an optimal Mg concentration of x ∼ 0.01 was found. Below this value scattering
charge impurity limited and increasing the Mg content and hence the depth of the well
improved the screening from these charged impurities. For x ≥ 0.01, an increase in surface
roughness due to the epitaxial mismatch between ZnO and ZnMgO was found to limit the
mobility [89].
At these interfaces the high mobility and correspondingly long electron scattering times
have allowed low-temperature experiments on these interfaces to probe new, fundamental
physics. The first demonstration of the quantum Hall effect in oxide materials [86] was
at the ZnO/ZnMgO heterointerface. Even-denominator fractional quantum Hall states
have been observed at the ZnO/ZnMgO heterointerface, including a number of states
previously never observed [90] and new spin-dependent transport at the interfaces not
well understood by current models [91].
As well as transport measurements, these interfaces have been extensively studied by
using optical techniques. These heterostructures show luminescence from ZnO and ZnMgO
as well as more complex peaks due to recombination between states induced by band
bending and electron confinement at the heterointerface. As in non-polar heterostructures
there is luminescence from transitions between quantum well levels. At these interfaces
there is also a polarization-induced quantum well and corresponding QCSE [92]. There are
also more complex transitions between quantum well levels and different valence sub-bands
which can be resolved at low temperatures [93].
3.3 ZnO/ZnMgO Nanostructure Heterostructures
Experiments on heterostructures in nanostructures face further complexities, both in
their growth and their subsequent characterization. Nanostructures, particularly quasi
1d nanostructures are highly anisotropic and have a number of different exposed faces.
When growing nano-heterostructures, there are distinct types of heterostructure which
will modify the nanostructure’s properties in different ways and will typically grow in
tandem.
For nanoheterostructures based on ZnO/ZnMgO all previous work has been on het-
erostructures in ZnO nanowires which grow along [0001]. This has implications for the
different functionalities which may be achieved by these heterostructures. Axial nanowire
heterostructures will have polar quantum wells where 2DEGs may form since the mod-
ulation in chemistry occurs along [0001]. The 2DEG will be perpendicular to the axis
of the nanowire and thus will not increase the mobility of carriers along the length of
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the nanowire (the typical device geometry). Such a heterostructure may act as a barrier
for carriers moving along the nanowire. These 2DEGs will have corresponding optical
emission including QCSE. Radial nanowire heterostructures will be along non-polar axes
and thus no polarization-induced quantum wells will form. However, non-polar quantum
wells may still confine electrons and modify transport properties. Quantum wells may also
confine electrons and modify the optical properties of the nanowires, or simply passivate
the nanowire surface increasing the optical efficiency of such nanowires [94].
To complicate matters further, in nanostructures, the electronic bands typically bend at
the semiconductor/vacuum interface. In ZnO, due to the n-type conductivity and surface
trap states, the bands bend upwards. When interfaces are close to the nanowire surface,
band bending can therefore further modify the band structure across these interfaces.
ZnO/ZnMgO heterostructures have been previously been embedded into nanostruc-
tures. In all reports this has been in ZnO nanowires. Both axial [95, 96, 97] and radial
[96, 97] ZnO/ZnMgO heterostructures have been grown, where often both occur simulta-
neously. These heterostructures have typically been characterized by transmission electron
microscopy (TEM) where in scanning TEM (STEM) it is possible to generate atomic num-
ber contrast so that ZnMgO and ZnO give different contrast [95, 97]. An example of such
TEM characterization showing axial heterostructures in a nanowire is shown in Figure 3.3.
In these images Z-contrast and constrast in TEM images are used to distinguish ZnO and
ZnMgO regions.
Once grown, the heterostructure nanowires are then typically characterized by opti-
cal techniques with either cathodoluminescence or photoluminescence measurements of
emission with reports of transitions in both ZnO and ZnMgO. In axial quantum wells
the QCSE is reported whereas it is absent in radial wells. This shows that polarization
induced 2DEGs do occur within these nanowires in the axial direction [97].
Additionally peaks at energies above the band gap of ZnO, caused by quantum well
levels, have been reported in axial [95] and radial [97, 96] quantum wells. In figure 3.4 we
show CL spectra acquired on a single core-shell nanowire showing CL emission at increased
energy due to carrier confinement by radial quantum wells.
ZnO/MgO core-shell nanostructures show increased external quantum efficiency above
plain ZnO nanowires grown by the same technique [98]. ZnO/ZnMgO core-shell nanowires
show increased integrated PL signals above plain ZnO nanowires [99]. A high quantum
efficiency has been shown for core-shell ZnO/ZnMgO nanowires, where the quantum effi-
ciency drops above a critical Mg concentration due to the introduction of misfit dislocations
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Figure 3.3: TEM characterization of axial ZnO/ZnMgO heterostructures reproduced from
[95]. Low (a, b, d, e) and high (c, f, h) resolution images are shown in both TEM (a-c)
and STEM (d-h) imaging modes. (g) Shows analysis of the STEM image in (f) resolving
the crystal planes.
Figure 3.4: Cathodoluminescence spectra acquired on a single core-shell nanostructure
reproduced from [96]. CL spectra are acquired at a series of locations indicated in (a) and
shown in (b). This shows CL components from quantum wells, ZnMgO and the ZnO.
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[97].
3.4 Summary and Outlook
As only n-type doping has reliably been achieved in ZnO, any future ZnO devices must be
unipolar devices or composite devices where p-type channels made of a different material
are used in combination with n-type ZnO.
Unipolar devices include sensors [100] and amplifiers [101]. Miniaturizing such devices
is desirable, for instance nano-amplifiers could be placed on-chip to amplify signals close
to their generation before any attenuation occurs. And nano-scale force sensors could be
used to measure small forces on the nanoscale such as in nanoscale biological systems.
ZnO and especially heterostructured ZnO could potentially offer benefits in both of these
applications. In order to understand why it is instructive to consider how heterostructures
may grow at the nanoscale.
In ZnO there are mutliple pertinent crystal directions. When forming heterointerfaces
along these directions the properties of the interface depends on the crystallographic face
in which the interface occurs. In order to modify the transport properties by heterostruc-
turing, the ‘best’ face to use for the heterointerface is the Zn-polar (0001) face. At this face
a band mismatch and a polarization mismatch act together to create a quantum well which
confines electrons to two dimensions forming a 2DEG. These 2DEGs have exceptional low
temperature mobilities at low Mg concentrations and also show significant increases in
mobility relative to ZnO, even at room temperature, allowing both fundamental physics
experiments and possible room temperature device applications.
Embedding this into a 1D nanostructure would be particularly interesting for higher
temperature applications. This is because the depth of the quantum well which forms
at this interface is determined by the Mg concentration in the ZnMgO layer a deeper
quantum well is achieved with a larger Mg concentration. In the planar geometry there
is a trade-off between the depth of the quantum well and the strain at the interface.
The interfaces hosting the highest mobility 2DEGs have been achieved using very low Mg
doping concentrations [ref] as these interfaces have small lattice mismatches and therefore
little strain or defects due to relaxation of the films. However, the small Mg concentration
means that the quantum well is shallow and therefore in order to ensure that the electrons
remain confined in these quantum wells, low temperatures are required. This is to ensure
that the thermal energy is small compared to the well depth and that electrons are confined
at the interface. However, in 1D nanostructures there are different strain relief mechanisms
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and strain may be relieved at the nanowire surface. This, in principle, allows higher Mg
concentrations in ZnMgO layers without hampering the mobility due to scattering from
defects.
In ZnO nanowires and other 1D nanostructures, the directions of crystal planes and
the long, growth axis of the nanowire are important for determining which different het-
erostructures can be grown. As the Zn-polar (0001) face is the face where transport prop-
erties are most modified by heterostructuring, the mutual direction of the growth axis and
[0001] will be important determining how the transport properties are modified. If, as is
normal for device applications, transport occurs along the axis of the nanostructure, then
to form a heterostructure which modifies the transport properties of the nanostructure
it is important that [0001] is perpendicular to the growth axis. For nanowires, the most
common of ZnO nanostructures, this is not the case as they grow along [0001]. A different
nanostructure is required as the basis of these heterostructures in order to modify the
transport properties.
If such an interface were embedded within a nanostructure and realised high mobilities
electrons within a nanowire this could form the channel of a field effect transistor for
applications as a high electron mobility transistor used for amplifying microwave signals
or for fast switches with low power consumption [59].
Electrons at these interfaces are confined due to the polarization mismatch at an inter-
face which creates a quantum well. ZnO is piezoelectric and so the mechanical deformation
of the ZnO couples to the internal electric fields. Therefore deforming such a quantum
well would affect the band structure at the quantum well and affect the resistance of the
2DEG channel.
Piezoelectronic force sensors based on ZnO nanowires have previously been realised
[20] where piezoelectric effects in the nanowire induce depletion regions and affect the
resistance. These nanowires were highly resistive meaning that drain-source currents were
small affecting the sensitivity of these sensors. Heterostructure nanostructures with em-
bedded 2DEG channels could be more conductive, allow higher currents and therefore
offer a potential improvement in sensitivity.
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Chapter 4
Experimental Methods - Sample
Growth and Characterization
The growth, characterization and subsequent device fabrication and measurement of thin
film ZnO and 1D ZnO nanostructures involves a number of experimental techniques which
are detailed in this chapter.
4.1 MBE Growth
ZnO nanostructures and thin films discussed in this thesis have been grown in a II/VI
SVTA Oxide MBE system at UCL. A schematic of the MBE used is shown in figure
4.1. The main MBE chamber operates at ultra-high vacuum (UHV) with base pressures
typically of order of magnitude 10−10 Torr. Beams of reactants are provided by Knudsen
effusion cells (metals) and an RF plasma source (oxygen). Whilst growing, the sample is
radiatively heated to temperatures up to a maximum nominal temperature of 900 ◦C.
The main chamber is pumped by an ion pump and a cryo-pump in order to achieve
the base pressure. To achieve UHV it is necessary to bake the chamber after the internal
surfaces of the chamber have been exposed to atmosphere. When baking the chamber, it
is wrapped in insulating blankets and heated to ∼160◦C for 2-4 days. In this time gases
adsorbed to surfaces in the chamber when it was exposed to atmosphere are desorbed
comparatively rapidly. If a bake is not performed adsorbed gases desorb slowly into the
chamber and act as a ’virtual leak’, limiting the vacuum to 10-8 to 10-9 Torr. The load
lock is pumped by a combination of scroll and turbo pumps. Rough pumping the load
lock by the scroll pump before fine pumping on the turbo allows a rapid pump down
from atmosphere to a base pressure of order of magnitude 10-8 Torr in less than an hour.
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This allows the main chamber to be kept at UHV whilst samples are rapidly loaded and
unloaded. UHV in the main growth chamber ensures that beams of reactants are ballistic
(i.e. collide with no gas molecules before hitting the sample) and that there is a very low
level of impurity atoms which become incorporated into the sample.
Liquid nitrogen is flowed through a cryo-shield on the main chamber during growth.
This cools the surfaces of the chamber which provides some additional cryo-pumping dur-
ing growth when pressures are increased. Cooling the chamber walls with liquid nitrogen
also decreases the rate of desorption from the chamber walls of any remaining adsorbed
gases. More importantly, it also increases the sticking coefficient of any incident reactants
on the chamber walls. This means that they stick to the walls rather than being mobile
within the chamber. Mobile reactants in the chamber may interfere with growth as reac-
tants not in the primary molecular beams may be incident on the sample. Additionally,
if reactants do not always stick to chamber walls then metals may collide with a number
of surfaces before being deposited elsewhere within the MBE chamber. This means that
surfaces such as vacuum windows may be coated by a layer of metal meaning they cannot
be seen through and require removal to clean. More harmful to the smooth operation of
the MBE are short circuits which may build up between internal electrical connections e.g.
between filaments on ion gauges. Whilst the MBE may be operated when certain win-
dows are partially obscured, inoperational ion gauges require fixing which in turn requires
venting the MBE and may be avoided by the use of liquid nitrogen.
Knudsen effusion cells are used to provide beams of elemental zinc and magnesium
at beam equivalent pressures (BEP) 10-8 to 10−6 Torr. The pressure of these beams is
controlled by the temperature of the cells. The cells are dual filament meaning there are
two proportionalintegralderivative (PID) controlled heaters in each cell. One heater is
positioned around the crucible holding the material, the body of the effusion cell, and
the other at the tip of crucible. If the material becomes molten and then solidifies upon
cooling, then the hot tip stops re-crystallisation around the opening of the cell. If such
recrystallization were to occur it would block the desired beams of reactants in future
growth and may require venting or significant heating to unblock. The tip is therefore al-
ways operated 50◦C hotter than the body of the cell. In figure 4.2 we show the relationship
between tip temperature and the beam equivalent pressure (BEP) of the cells.
Oxygen is supplied as RF plasma at powers 100 - 500 W and is leaked into the chamber
at a rate of 1 - 3 standard cubic centimetres per minute (SCCM) as controlled by a mass
flow controller. This results in a pressure of ∼ 5× 10−5 Torr in the chamber.
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Figure 4.1: Schematic of the UCL Oxide MBE provided courtesy of Dr. James Sagar.
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Figure 4.2: Calibration curves showing the beam equivalent pressure against the tip tem-
perature of the effusion cells (two Zn cells and one Mg cell). The body of the effusion cells
is always run 50◦C colder than the tip.
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During growth the samples are held at elevated temperatures as the sample temper-
ature affects growth dynamics. Measuring the temperature of a sample in UHV MBE
is known to be technically challenging due to the rotating sample stages meaning that
electrically contacting a thermocouple physically on the sample holder is difficult [102]. A
schematic diagram of the sample heating and thermometry in the MBE is shown in figure
4.3. Samples are back heated using a radiative heater - a graphite coil which is Joule
heated. The temperature of the sample is measured in two ways: by using a thermocouple
and by measuring the radiation emitted by the sample. A thermocouple is placed the
same distance from the heater as the sample and measures temperature. As the heating is
radiative and the heater is equidistant from the sample and thermocouple, it is supposed
that the temperature of the thermocouple is the same as the sample temperature. This is
not necessarily true and the thermocouple temperature does not necessarily provide a true
reading of sample temperature although it does provide a good run-to-run comparison of
the true sample temperature. The output of the thermocouple is fed into a PID loop which
controls the power to the graphite heater and allows stable temperatures to be achieved.
In addition to the thermocouple there is a pyrometer which measures the black body
spectrum of the sample and thus calculates its temperature. This is a primary measure of
the sample temperature although it has limitations. Firstly, it is only capable of measuring
the sample temperature when above some threshold when the sample emits sufficient
black body radiation. Pyrometry is also very sensitive to the material which it measures
as these samples will have different emissivities at specific wavelengths. Two notable
effects of this are that when rotating the sample the temperature (as measured by the
pyrometer) oscillates at the rotation frequency. This is due to sampling more of the sample
or the Molybdenum sample holder which have different emissivities. When switching from
growing ZnO to ZnMgO the apparent temperature jumps since Mg increases the emissivity
at wavelengths pertinent for the pyrometer. The pyrometer reading is very sensitive to
the cleanliness of the window shown in Figure 4.3. If this window becomes coated (which
may happen during growth or from small pieces of debris) then this affects the reading of
the pyrometer. This changes over time but very little between consecutive growths and is
a good way to compare growths performed within a short time frame of each other. Using
these two methods together allows for better run-to-run consistency of sample temperature.
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Figure 4.3: A schematic of the sample heating and thermometry in the MBE. A ther-
mocouple is placed equidistant from a heating element as the sample to be heated and
acts as a thermometer active over a large temperature range which is used for feedback in
PID loops. A pyrometer measures the black body spectrum of the sample and provides
the primary measure of the sample temperature. The black box indicates the boundary
between vacuum and atmospheric pressure.
4.1.1 Substrate Preparation
In this thesis nanostructures have been grown on sapphire substrates and thin films on
sapphire and silicon substrates. Sapphire substrates of various planes are bought as 2”
wafers and silicon wafers in a variety of sizes (2”-6”). Wafers are diced into 10 mm× 10 mm
samples. The diced samples are then cleaned by subsequently being subjected to 5 minutes
sonication in acetone, 5 minutes sonication in 2-propanol and 5 minutes sonication in
deionized (DI) water. They are then baked at ∼200◦ C to drive off residual moisture. For
nanostructure growth a thin film of gold is deposited on the surface to act as a catalyst.
This film is deposited in a thermal evaporator where a 3-5 nm thin film (as determined
by a quartz-crystal microbalance) of gold is thermally evaporated onto the substrates.
4.1.2 Nanostructure Growth Procedure
Typically when growing nanostructures, a sapphire substrate coated with a thin film of
gold is loaded into the loadlock and the flow of ∼ 3 litres/hour liquid nitrogen around
the cryo-shield is begun. The loadlock is then pumped (first roughing on the scroll then
fine pumping using the turbo) to its base pressure whilst a radiative heater heats the
sample to 200 ◦C in order to outgas any adsorbed gas species (in particular water) on the
sample and sample holder. During this pump down time the Knudsen effusion cells are
heated to the temperature set points corresponding to desired pressures from determined
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from calibration measurements shown in Figure ??. Once the set point temperatures
are achieved, and have been held for at least ten minutes allowing the temperature (and
consequent flux) to stabilize, the Zn and Mg pressures are measured using a beam flux
monitor (BFM). The BFM is a Bayard Alpert ion gauge similar to those described in
[103]. If the pressures are not the desired values the temperature of the cells is adjusted
and left to reach their new set point and settle before being measured again. After the
cells have been left to stabilize for another 30 minutes the pressures are measured again.
Once pressures are stable and at the desired values then the sample is loaded into the main
chamber. An oxygen plasma is then struck by introducing a flow of oxygen and tuning a
variable capacitor (which connects the UHV RF electrode via a vacuum feed-through to
the ground of the chamber) to minimise the reflected power to the RF generator. Oxygen
flow is ‘burst’ into the chamber by shutting the mass flow controller (MFC), allowing
chamber pressure to drop as pressure builds up behind the MFC, before re-opening the
MFC allowing a sudden ‘burst’ of pressure which causes the ignition of the plasma. The
sample is heated to its desired temperature (as determined using the thermocouple and
the pyrometer) at which point the zinc cell and oxygen plasma shutters are opened and
growth starts. Once growth is completed (typically after two hours) the cells are shut and
the sample is cooled. The sample may either be cooled to room temperature and unloaded
from the MBE or it may be cooled to a new temperature at which heterostructures are
grown. At this temperature the zinc, magnesium and oxygen shutters are opened and
closed in a sequence determined by the desired heterostructure. Once the heterostructure
growth is complete all shutters are shut, the oxygen plasma is turned off and the sample is
cooled. Once at T ≤ 150◦C the sample is unloaded from the chamber. When the residual
pressure in the chamber is lower than the zinc and magnesium beam equivalent pressures,
their respective fluxes are re-measured using the beam flux monitor to ensure that they
have been constant throughout growth.
4.1.3 Nanostructure Growth Mechanisms
The growth of one dimensional nanostructures is described by the vapor-liquid-solid (VLS)
growth mechanism which allows for exchange of materials between vapor, liquid and solid
phases resulting in an enhanced growth rate in one dimension. The VLS model was first
proposed in 1964 [22] as a mechanism to explain the growth of Si whiskers. Comparatively
recently more general models which unify a family of three phase growth models [104]
have been proposed which focus on the underlying mechanisms behind enhanced one
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dimensional growth in three-phase systems.
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Figure 4.4: Schematic showing the different processes occurring during VLS nanowire
growth. The catalyst, wire, substrate and thin films are labeled along with the processes
occuring during VLS growth. λw and λs refer to the mean free path of adatoms on the
walls of the wire and substrate respectively. In general these may be different for different
species.
In one-dimensional VLS growth a liquid catalyst particle (often gold) acts as a reservoir
of reactants. As the liquid catalyst dissolves the incident reactants, the liquid becomes
super-saturated with one of the reactants. It then becomes energetically favourable for
some of the dissolved reactants to crystallize and form a solid reducing the concentration
of reactants within the liquid particle. When 1D nanostructures grow there is a smaller
energy cost for this crystallization to happen epitaxially at the interface between the liquid
droplet and the top of the nanowire meaning that this deposition lengthens the nanostruc-
ture in one direction resulting in the growth of a 1D nanostructure. Deposition may occur
where an entire monolayer at the interface between the droplet and the nanostructure is
simultaneously deposited or the deposition of an island covering a small fraction of the
interface which subsequently grows into a monolayer. When deposited as an island, there
is a number of places where the island may nucleate; importantly it may nucleate at the
three-phase boundary or a two-phase liquid/solid boundary [104].
A schematic highlighting a number of the important processes occurring in VLS growth
is shown in figure 4.4. Here a flux of reactants is directed at the substrate where they are
adsorbed as adatoms. The flux also impinges directly upon the liquid catalyst where it
may be directly absorbed. Adatoms are mobile on the substrate and have characteristic
mean free paths λ which may be different on different parts of the sample so we define λw
and λs where the mean free path of adatoms on the wire is λw and on the substrate is λs.
This may be different for different species of adatom, and, on a faceted nanostructure, λw
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may depend on the nanowire facet. The mean free path of adatoms characterizes the rate
at which adatoms either re-evaporate or transition directly to the solid phase without first
being absorbed by the liquid catalyst. Vapour to adsorbed reactant to solid transitions
can occur and result in sidewall growth on nanowires or thin film/boulder growth on the
substrate which does not result in 1D nanostructures.
In addition to mechanisms described by the VLS model relating to growth there may
be other processes which occur whilst a sample is being grown. For example when growing
a ZnO/ZnMgO heterostructure it is possible that Mg migrates into the ZnO as a thermally
activated process. When growing nanowires on a substrate of different chemistry there
may also be epitaxial effects to consider where the epitaxial relationship of nanowires and
substrate causes non-vertical growth of nanostructures.
Due to the many processes which may occur and are all interdependent, it is difficult to
use VLS growth to a priori predict how nanostructures will grow. However, the VLS model
provides a very successful model of nanostructure growth which can aid understanding of
what processes have occurred during nanowire growth. Once understood in terms of
VLS growth, the growth of future nanowires can in some cases be tailored in order to
control the rate of different processes and thus control the growth of nanowires. Detailed
analyses of VLS growth for GaAs nanowires grown in MBE have allowed the explanation
of a number of phenomena observed in nanowire growth including switches of crystal
structure, variations in dimensions and growth rates [105, 106].
4.1.4 Sample holders
Two generations of sample holders were used in this thesis. The way the sample is mounted
within the system will affect the transport of heat into the sample. This affects the tem-
perature of the sample surface for a given temperature reading of the thermocouple/power
supplied by the radiative heater shown in Figure 4.3. The steady state solution to trans-
port of heat into and out of the sample will also affect the uniformity of temperature
across the sample. The first generation of sample holders was a disc of molybdenum with
a 10 mm × 10 mm beveled hole cut into it (Figure 4.5 a, b). A 10 mm × 10 mm sample
sits in this hole, supported by the lip and is the left hand sample holder in figure 4.5.
The back of samples were coated with a thick film of titanium in order to better absorb
electromagnetic radiation from the radiative heater. (This is particularly important when
growing onto transparent substrates.)
The first generation of sample holder resulted in large thermal gradients across the
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Figure 4.5: Two generations of sample holder. (a) The first generation of sample holder
with the beveled lip which holds the sample in place. (c) The second generation of sample
holder which has molybdenum clips to hold the sample and a thick molybdenum back
plate. (b, d) respectively show schematic cross sections of the old and new sample holders
with the radiative heater.
sample. The first clue to these thermal gradients was visible to the naked eye since
the apparent colour of the sample depends upon the local density of nanostructures - a
high density of nanostructures results in an apparent darkening of the substrate due to
scattering of incoming light. Samples grown in this sample holder had a dark ring around
the edge close to where the sample was in physical contact to the sample holder showing
a systematic variation in nanostructure density which is shown schematically in 4.6 (a).
This is verified by SEM images at the edge of the sample, where there is a high density of
nanostructures (Figure 4.6 d), and at the centre, where there is not (Figure 4.6 e).
The uneven growth across the sample was demonstrated to be an effect due to temper-
ature variations across the sample by a simple experiment in which a sheet of molybdenum
foil was placed behind the sample holder and held in place using a second sample holder
- a ‘sandwich structure’ as shown in Figure 4.7. This sandwich structure meant that the
top sample holder was radiatively heated. This heat was then conducted into the sam-
ple through the molybdenum foil. When samples were when mounted in this sandwich
structure for growth the samples were seen to be evenly coloured (schematically shown
in Figure 4.6 (b) indicative of even nanostructure growth. This was demonstrated by
SEM images taken at a number of sites across the sample all showing similar densities of
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Figure 4.6: Schematic showing the distribution of nanowires (darker regions) on (a) sam-
ples grown in the old sample holder and (b) the new sample holder and when performing
proof of principle tests using sandwich structures with molybdenum foil (see main text
for details). (d, e) show SEM images taken at two points on a nanowire sample grown
using the old sample holder showing the significantly different sample morphology. (c, f)
show SEMs of two similar areas taken on a sample grown using a molybdenum sandwich
structure with similar morphology.
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Figure 4.7: The ‘sandwich’ holder, where a piece of molybdenum foil is placed behind
a substrate which is then held in place by a second sample holder. This improves heat
transfer across the sample although drops the absolute temperature at the sample growth
face due to increased reflection and radiative losses.
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nanostructures and sample morphologies such as those in Figure 4.6 (c, f).
The non-uniform heating was a significant problem for a number of reasons. Firstly
it meant that the number of nanowires in a single sample was significantly reduced as
they only grow in a ∼1 mm strip around the edge of the sample. There were therefore
fewer nanowires for subsequent experiments and processing. More importantly it made
it challenging to relate nanowire properties to growth temperature. For instance, SEMs
of nanowire samples (measuring the local morphology) could vary significantly depending
where on the sample the SEM is taken due to temperature variations. When performing
ensemble measurements, depending on the area averaged by the ensemble measurement,
there is either systematic variation depending on where on the nanowire sample is mea-
sured, or the ensemble measurement averages over a number of different local growth
temperatures. When nanostructures are removed from the substrate there is not any evi-
dence where they originally came from meaning there is no information on the temperature
the individual nanostructure grew at.
Based upon the experiment using sandwich structures a new sample holder was made
which could provide uniform heating across the sample. The new sample holder consists
of two pieces of molybdenum; a back and front piece. The back piece is a 2“ disk which
has a 10 mm × 10 mm groove cut into the disk. The front piece is attached to the bottom
and has clips and openings cut into it. The sample sits in the groove in the front piece and
the clips push it down onto the back piece so that there is Molybdenum in contact with
the back side of the sample. This sample holder heats from the back rather than from the
sides generating a uniform temperature across the sample. The sample holder is shown in
Figure 4.5 (c, d). There is still a small amount of extra heating in the very local vicinity
of the clips but this is a small effect when compared to the previous sample holder.
4.2 Sample Characterization
Following growth, samples are subsequently characterized using a number of techniques.
These techniques give us information about the morphology of nanostructures and films,
their crystallographic growth directions and orientations with respect to the substrate as
well as information about their band structure and defect states.
4.2.1 Scanning Electron Microscopy and Helium Ion Microscopy
Scanning Electron Microscopes (SEMs) and Helium Ion Microscopes (HIMs) allow high
resolution (both < 10 nm) imaging of as-grown nanostructures. Both techniques use a
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primary beam of charged particles (electrons for SEM and helium ions for HIM) which
rasters across a sample. When these charged particles collide with the sample they generate
secondary electrons the intensity of which is measured. A SEM/HIM image is a map of
secondary electron (SE) yield, and as SE yield depends on the sample morphology, it shows
the morphology of nanostructures, their local density and what directions they grow in.
HIM allows for higher resolution imaging particularly on insulating substrates. HIM
gives higher resolution images since the beam of helium ions remains very narrow even
when it enters the sample. Therefore SEs are generated from a small area of the sample.
In SEM the electrons scatter and even a narrow beam of primary electrons can excite SEs
from a large area. HIM is particularly good for insulating samples since when performing
charged particle microscopy an electric current is delivered to the sample by the primary
beam. If this charge cannot dissipate then it repels the like charge in the primary beam
causing deformation in the image. Typically HIM uses beams with a lower current than
SEM which means that charge builds up more slowly. Additionally as He ions are positively
charged the charging effects can be neutralised by negative electrons. A flood gun is used
to spray low energy electrons across a sample neutralising the charge built up by the He
ions allowing for the compensation of charging.
In this work a Carl Zeiss 1540 Cross beam SEM was used. In order to image semicon-
ductors often grown on insulating samples a lower accelaration voltage of ∼2 kV was used.
The HIM was a Carl Zeiss Orion Nanofab which has a dual gas system so that either He
or Ne may be used as the ion species.
The HIM uses an atomically sharp tungsten needle in an electric field as a gas ionisation
source. The needle is made from a single tungsten crystal which is then cut to a sharp
tip by Ga+ FIB. This needle is installed in the microscope and is then further sharpened
by heating in an electric field. This is then further sharpened by the user who pulses an
electric field in steps up to 50 kV pulling single atoms off of the tip to leave a trimer, a
tip which is only three atoms. The user then chooses one of these atoms and aligns it to
the optical axis of the microscope.
4.2.2 Transmission Electron Microscopy
Transmission electron microscopes (TEMs) are different from SEMs as the electrons which
generate the signal used to create the final image are electrons from the primary beam.
This is possible since the electrons pass through the sample and are incident on detectors
further down the column, hence the ‘transmission’ in TEM. TEM is a broad field of
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research and a full description beyond the scope of this thesis. Williams and Carter is an
excellent textbook describing a number of TEM imaging techniques [107].
In order to be suitable for TEM, samples must be electron transparent (.100 nm) as
otherwise the sample will block out the electron beam and no image will be generated.
Fortunately the individual nanostructures considered in this thesis are of dimensions suffi-
ciently small that they are electron transparent. However in order to image these samples
in TEM it is necessary to remove the nanostructures from the substrate upon which they
are grown. This is done by placing a piece of as-grown nanostructure sample in a small
amount of 2-propanol. The solution is then placed in an ultra-sonic bath for 1-3 minutes.
Nanostructures break off from the substrate during sonication and become suspended in
solution. This solution is then pipetted on to TEM grids and allowed to dry. TEM grids
used in this thesis are meshes of copper or gold covered with a thin carbon film which
supports the nanostructures and is also electron transparent.
There are two modes in which a TEM can be operated. The traditional broad-beam
operation involves a wide beam of electrons traveling down the optical axis. The electron
beam passes through the sample, and electrons in the beam pick up additional phase as
they pass through the sample, this extra phase allows the electron beam to be refocused
showing an image of the sample. In this mode the image generated is a projection of
the sample into the 2-dimensional imaging plane. Using a high voltage primary electron
beam (100 - 300 kV) and high quality focusing optics in this mode it is possible to resolve
individual lattice planes in high resolution TEM (HRTEM). HRTEM is TEM performed
at higher magnifications and typically made possible by higher quality electron-optics.
In order to resolve lattice planes, in addition to high quality optics, the sample must be
tilted so that a zone axis (or crystallographic axis) is aligned with the optical axis of the
microscope. Columns of atoms are then projected in the TEM image.
Alternatively the electron beam can be focused into a narrow divergent beam with
the narrowest spot size at the sample which is rastered across the sample which is called
scanning-transmission-electron-microscopy (STEM). With STEM a number of different
signals can be collected (and where appropriate spectrally analysed) each of which gives
information local to the primary electron beam. Notably for this thesis these signals
include: high angle incoherently scattered electrons; characteristic x-rays; the spectrum of
electrons which have interacted with the sample; and photons produced in electron-hole
pair recombination.
High angle (> 3◦ [107]) incoherently scattered electrons are used in high angle annular
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dark field imaging (HAADF). The amount of electrons which are scattered incoherently to
these angles depends on the thickness of the sample and the atomic number of the material
[108]. If there is more material then there are more scattering centres and thus more
scattered electrons. As these electrons are Rutherford scattered (scattering of electrons
due to Coulomb potential of the nucleus) the scattering cross section depends on the
atomic number of the elements giving more scattered electrons from higher atomic number
elements. Together these effects give thickness and atomic number contrast in HAADF
images.
High energy electron beams knock electrons out of low lying energy levels. When an
electron is emitted there is an empty electronic state at lower energy in the atomic nucleus
and a higher energy electron will fall into the lower lying energy level. These electronic
transitions emit x-rays dependent on the difference in energy between the higher and lower
levels. The energies of the x-rays are characteristic of the element and so their spectrum
can give information on elemental composition. In energy-dispersive x-ray spectroscopy
(EDS), x-rays emitted under electron-beam-irradiation are analysed giving information
about elemental composition coincident with the electron beam. As the electron beam
rasters the sample this information can be mapped providing elemental composition maps.
After interacting with the sample, electrons will lose some energy which is transferred
to the sample. By spectral analysis of the electrons which have passed through the sample
we can find out how much energy electrons have lost by interacting with the sample. This
is called electron energy loss spectroscopy (EELS) [109]. A highly monochromatic electron
beam is required to perform EELS as the initial energy of the electrons must be well known
to determine how much energy the electrons lose. EELS can be performed either in the
high loss or low loss regime both of which give different pieces of information. High loss
EELS allows measurement of elemental composition by looking at the losses associated
with core electron transitions which produce the x-rays measured in EDS. Low loss EELS
focuses on energy regimes below that of characteristic x-rays. It can give some limited
information on band gap but also on plasmonic resonances in the sample. These techniques
are limited in resolution by probe size and collector efficiency but state-of-the-art EELS
measurements have allowed atomic resolution elemental mapping - see for example [110].
Energetic electrons in the primary electron beam can excite a number of quasiparticles
in the sample. Some of these quasiparticles will be excitons or electron hole pairs which can
recombine radiatively and emit photons. Collecting and spectroscopically analysing the
photons generated in electron hole pair recombination is known as cathodoluminescence
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(CL). It gives local information about band gap and defect states. It is typically limited
in spatial resolution by the minority carrier diffusion length in the material being studied.
A number of TEMs have been used for data in this thesis including a JEOL 2100 at
Brunel University London (CL maps) and an abberation corrected FEI TITAN 80/300 at
Imperial College London (HRTEM and EDX).
4.2.3 X-Ray Diffraction
In x-ray diffraction (XRD) a beam of x-rays of fixed wavelength are shone on to a sample.
The x-rays then scatter off of crystal planes in the sample in accordance with Bragg’s law
2d sin(θ) = nλ (4.1)
where λ is the wavelength of the incident x-rays, d the spacing between crystal planes
and θ the angle between the incident beam and the sample surface as shown in Figure
4.8. In XRD there are a number of measurements which may be performed. These
measurements give different information about the samples and may be more or less useful
characterizing different samples. In this thesis θ − 2θ , 2θ − ω, x-ray reflectivity and
pole figure measurements are used to characterize nanostructures and thin films. A brief
overview of these different techniques is given here. These techniques are applied to thin
films and nanostructures grown on single crystal substrates. A Rigaku Smartlab x-ray
diffractometer which uses Cu Kα x-rays with a wavelength of 1.5406 A˚was used to perform
measurements.
The basic configuration of an XRD set up is shown in figure 4.8. The simplest XRD
measurement which can be performed is a θ − 2θ[111] scan. In this measurement the
sample and detector are moved (changing θ and 2θ) and the intensity of scattered x-rays
is collected. When the angles of source, collector and sample satisfy Bragg’s law for crystal
planes in the sample the scattered x-ray signal is intense, otherwise it is weak. This allows
a measurement of the spacing of crystal planes in the sample and (given knowledge of the
crystal structure) the lattice parameters of the sample. It is, however, only sensitive to
crystal planes oriented such that their normal points vertically upwards in this geometry.
In order to measure θ− 2θ scans it is necessary to carefully align the sample. We first
align to the flat surface of the sample. This is done by aligning the x-ray source so that
it shines directly into the detector (θ = 0) and moving the sample up and down so that
it cuts the x-ray beam. As the sample cuts the x-ray beam the intensity of x-rays drops
and the surface of the sample is found at half the maximum intensity. The sample is then
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Figure 4.8: Schematic configuration of XRD measurement setup.
tilted so that so that more or less of the beam is cut by the sample. At the maximum
intensity the sample is determined to be flat. These steps are iterated to align the sample.
Additional alignment can be achieved by moving the x-ray source and detector to a small
value of θ so that x-rays are reflected from the surface of the sample. The sample is then
tilted so that x-rays are reflected into the detector (when the surface is flat) and misses
the x-ray detector otherwise. The position of maximum reflected intensity is the aligned
position.
When using crystalline substrates of high quality, it is best to align the single crystal
substrate to the XRD. This is done by referencing one of the diffraction peaks of the single
crystal substrate. As the substrate is typically a high quality, bulk sample the location
of diffraction peaks is known. Therefore any errors in alignment can be accounted for by
aligning to the diffraction peak of the crystal. This allows for better comparisons between
samples as measurement is aligned to a known value, the substrate peak, and is called a
2θ − ω measurement [112].
A related measurement is x-ray reflectivity [113], where shallow angle x-rays (small θ)
are reflected off of the surface of the sample. When reflected off a thin film, reflections
occur at the film/air interface and the film/substrate interface meaning that there are two
reflected beams with some phase difference. These beams interfere with each other and
constructive/destructive interference will occur depending on the incident angle, the film
thickness and the film density. Therefore, with a thin film, when scanning the incident
angle of x-rays, the intensity of reflected x-rays will oscillate as a function of the angle the
x-rays make to the sample. Additionally, x-rays will be lost due to surface roughness where
x-rays are reflected but not towards the x-ray detector, resulting in a drop in intensity.
By fitting to these oscillations the surface roughness and the thickness of these films can
be characterized.
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Figure 4.9: Schematic of x-ray reflectivity measurement. Incident x-rays are reflected by
the surface of the film and at the interface between film and substrate. X-rays are also
’lost’ to specular reflection and diffuse scattering or by propagating into the substrate.
As θ − 2θ or 2θ − ω scans give information about crystal planes which are oriented in
the plane of the substrate, they are of limited use for the analysis of nanostructures since
they often grow with crystal planes not parallel to the substrate surface meaning they
do not contribute to diffracted intensity in these geometries. Nanostructures do not form
a film which can be coherently reflected off and so x-ray reflectivity is also of little use.
Additional XRD techniques can however provide extensive information about samples.
One such technique is the pole plot.
In a pole plot [114] the x-ray source and detector are fixed at a value of θ corresponding
to a known Bragg reflection in the material. The sample is then tilted and rotated and as
the sample moves an intensity map is collected. The sample rotates around the normal to
the sample (φ) and is tilted (χ) as shown in figure 4.10. In a single pole figure we look at a
single set of equivalent crystal planes that we choose when selecting the Bragg peak when
setting up the experiment. When the normal to the crystal planes points vertically within
the XRD set up they will satisfy the Bragg condition and contribute to the scattered x-ray
intensity.
This technique is a powerful tool when determining how nanostructures grow on a
substrate. When growing 1D nanostructures then if we align the XRD to the Bragg
peak corresponding to the growth axis of the nanostructures a pole figure is a map of
nanostructure growth directions. We can also use pole figures or partial pole figures
to align the sample so that nanostructures are pointing vertically in the XRD before
performing a θ− 2θ scan so that in the subsequent measurement scattered x-ray intensity
comes from the nanostructures rather than secondary growths on the sample.
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Figure 4.10: A schematic diagram showing the sample orientation during the acquisition
of a pole-plot. The red lines shows the x-ray beam aligned to a Bragg peak. Rotations in
φ are about the normal to the sample. Rotations in χ are about the a vector in the plane
of the sample and also the plane of the x-ray beams (i.e. the x-ray beam at θ = 0).
4.2.4 Photoluminescence
Photoluminescence (PL) is a technique used to characterize the band structure of semi-
conductors. Electron-hole pairs are generated in the sample using a light source (typically
with energy above the band gap of the semiconductor). These electron hole pairs then
recombine; either directly across the band gap, across the band gap but mediated by an
exciton, or via defect states. Recombination may be radiative (giving out photons) or
non-radiative (no photons emitted). The photons emitted by radiative recombination are
collected and spectrally analysed. These spectra have peaks at different energies associ-
ated with these different emission processes. A schematic of these different recombination
mechanisms is shown in Figure 4.11 (b). The PL spectrum contains information about
the band gap, excitonic structure and defect states present in a semiconductor material.
PL spectra are temperature dependent - at high temperature thermal energy may wash
out fine structure in PL spectra meaning that features, such as exciton peaks, cannot be
resolved. PL at cryogenic temperatures allows for this structure to be better resolved.
A Renishaw fluorescence microscope was used to perform room temperature PL. The
PL setup uses UV light at 325 nm (3.81 eV) produced by a HeCd laser. The laser power
is 2-3 mW and is focused to a spot 1-2µm wide although no power-meter operating at
325 nm is available meaning this is not well calibrated. The full power density of the laser
is therefore 600-4,000 Wcm−2 although probably in the lower end of this window as the
beam is likely 2µm wide. The intensity of the incident light may be controlled as may
collection times. A filter may be used to cut out a portion the laser light dropping the
power density of the laser beam. A schematic of the confocal PL set-up is shown in Figure
4.11 (a). By increasing the collection time we improve signal to noise in the measurements.
66
Excitation 
 
Light Valence Band 
Conduction Band 
Defect states 
Excitons 
h+ 
e- 
PL spectrum 
HeCd 
Laser 
Objective 
lens 
Sample 
Filter 
PL spectrum 
(a) (b) 
Figure 4.11: (a) Schematic diagram showing the Renishaw confocal PL microscope. A
HeCd laser is used to generate light which excites carriers. This is then focused onto
the sample. The PL spectrum is collected by the same objective lens that focuses the
light onto the sample. This then passes through a filter which cuts out parts of the
spectrum (typically the wavelengths of excitation light). This passes through a prism and
the detector moves collecting counts from different parts of the spectrum. (b) Schematic
of the PL process showing how incident light excites electron hole pairs which recombine
via different defect/exciton states and give off a PL spectrum.
However, the CCD used to count the PL intensity is also sensitive to cosmic rays so we
increase the number of cosmic rays within each spectrum. Increasing the intensity of pump
light increases the signal, but may also change the PL spectrum as defects are saturated.
The excitation beam can be focussed into a small spot by the powerful objective in
the Renishaw confocal system so that PL spectra may be collected from small regions of
the sample. We use the narrow beam to perform single nanostructure PL after having
dispersed nanowires on a pre-patterned substrate. The substrate has a labelled array of
crosses which are large enough to resolve in the confocal microscope on the Renishaw.
Imaging the dispersed nanowires by SEM/HeFIB allows us to determine where (relative
to the markers) nanostructures are distributed on the substrate. Care is taken to minimise
exposure to electron/helium beams in case they cause damage to the samples. Therefore
few images (at low magnifications) are taken.
Once the nanostructures are located on the sample, the PL laser is aligned to the region
where we know there is a nanostructure and a luminescence spectrum is collected. An
example SEM image used to locate nanostructures is shown in Figure 4.12. 1D nanostruc-
tures can act as waveguides for light and therefore depending on the precise orientation of
the nanostructures on the sample there may be variations in the amount of light that is
emitted towards the objective lens and thus reaches the detector. This means that mak-
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Figure 4.12: SEM image of a Cr/Au grid on Si which is used to locate nanostructures in
PL.
ing inferences based on the absolute intensity of PL spectra from single nanowires must
be made with care. Once room temperature PL measurements are performed on these
nanowires, further analytical techniques may be performed, such as cryogenic PL, higher
resolution imaging or SEM-EDS.
4.2.5 Cathodoluminescence
Cathodoluminescence (CL) is a similar technique to PL except an energetic electron beam
is used to excite electrons from valence to conduction band rather than photons in PL.
The electron beam is typically the beam from an electron microscope. CL allows for the
collection of spatially resolved luminescence data even on the nanoscale. This is difficult
to achieve with PL as beams of light cannot readily be focused to spots below the Abbe
limit of λ/2 (hundreds of nanometres for UV wavelengths). Electron beams typically have
spot sizes which are ≈10 nm in SEM and ≈1 nm in STEM. This means that even within
single nanowires it is possible to get spatially resolved luminescence measurements. In
this thesis we present data which have been collected by STEM CL which is a recently
developed technique which allows ultra-high resolution luminescence maps to be collected
from nanostructures. In STEM CL, the electron beam from a scanning transmission
electron microscope is used to excited carriers highly locally. An optical fibre is fed into
the STEM column and used to collect the CL spectrum which is fed to a spectrometer.
This is discussed further in chapter 8.
4.2.6 X-ray Photoelectron Spectroscopy
In x-ray photoelectron spectroscopy (XPS) a sample is irradiated by monochromated x-
rays which cause electrons to be ejected from the sample. The spectrum of kinetic energy of
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the ejected electrons is measured and thus the binding energy of the electron is determined
by the difference between the kinetic energy of the electron and the energy of the x-rays
which caused it to be ejected, less the work function of the material. As the binding
energy of electrons depends on the element then the energy of emitted electrons gives
information about the elemental composition of the sample. XPS is (in a crude manner)
EDS backwards. In XPS monochromated x-rays come in and the spectrum of electrons
gives information on elemental composition whereas in EDS monochromated electrons
come in and the spectrum of x-rays gives information on elemental composition.
XPS is a surface sensitive technique since only the electrons that escape the sample are
detected. If an x-ray collides with an electron deep within the sample it will likely undergo
some form of collision and consequent re-trapping before being ejected from the sample.
The chance of an electron escaping decays exponentially with distance from the sample
surface making XPS highly surface sensitive (only the top few nanometres although this
is sample dependent). Adding an angle between the normal to the surface and the x-ray
detector increases the surface sensitivity of the measurement as electrons excited at the
same depth traveling towards the detector must travel through more material to reach the
surface than when being ejected at the normal to the surface.
The XPS system used for measurements in this thesis is a Thermo Scientic K-Alpha
instrument using a monochromated x-ray source of Al Kα radiation at 1486.6 eV. The
measurements were performed by Matthew Sparks of UCL.
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Chapter 5
Experimental Methods - Device
Fabrication and Characterization
In this thesis electrical devices have been fabricated from MBE grown ZnO nanowires and
films. These devices allow the properties of ZnO nanowires to be measured in the nanowire
field-effect transistor (FET) geometry. We also explore the use of ZnO films for future
piezoelectric devices. This chapter details the fabrication and analysis of these devices.
5.1 Cleanroom Fabrication Techniques
Nanodevices are fabricated using a variety of lithography techniques in which layers of
metal contacts or dielectrics are selectively deposited or etched. Aligning these layers to
each other and nanomaterials deposited on substrates allows the fabrication of nanodevices
out of these active layers or nanomaterials. This occurs in a cleanroom at the London
Centre for Nanotechnology.
5.1.1 Electron-Beam- and Photo- lithography
In both electron beam lithography (EBL) and photolithography a resist material is selec-
tively irradiated and consequently undergoes some physical change. This physical change
allows the irradiated regions of resist to be selectively developed thereby transferring pat-
terns into a resist layer. In EBL the irradiation is done by a beam of high energy electrons.
A combination of precise sample movements and electron beam rastering allows compara-
tively large areas to be exposed selectively defining patterns in the resist. In photolithog-
raphy UV light is used to irradiate the resist. The UV light is either shone uniformly
over the sample and then selectively blocked by a photo-mask (typically a chrome pattern
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printed on glass) or focused into a fine beam which is then rastered across the sample. All
of the photolithography discussed in this thesis is performed using a photo-mask.
In EBL the electron beam is precisely rastered by deflecting the beam using electric
fields in the fixed electron beam column. Electrons may be deflected by a maximum
distance and so when the sample is stationary only a certain area directly underneath
the column may be exposed. In order to expose patterns larger than the distance which
the electron beam may be deflected the stage must move. The pattern to be exposed is
therefore split up into a series of ‘write fields’. Each write field is exposed with the sample
stationary and the electron beam rastering within the write field. Once the write field
exposure is complete, the stage moves, centering the next write field within the area the
electron beam may raster. The next write field is then exposed. A write-field alignment
procedure allows the deflection of the beam to be calibrated to the stage motion. This can
either be done using any random feature on the sample which gives SEM contrast or using
pre-fabricated arrays of alignment markers, patterned for this specific purpose. Write-field
alignment with patterned alignment markers will typically result in smaller misalignments
than that using random markers as they are designed to interface with image recognition
software allowing computer aided alignment and arrays of markers allow for corrections
to rotational misalignement.
In both EBL and photolithography positive and negative tone resists may be used,
schematics of which are shown in Figure 5.1. The same patterns can be made in positive
and negative resists by inverting the exposed patterns. This is straightforward in mask
based photolithography where the negative of the image is simply printed onto the mask.
In EBL inverting the pattern can result in significant increases in exposure times. A
positive tone resist is one which becomes more soluble in developer after exposure and so
the exposed regions are washed away. In a negative tone resist the opposite is true and the
exposed resist remains after development. Resists consist of a chemical which interacts
with the radiation which is dissolved in a solvent. The liquid resist can be spun onto
substrates forming a uniform thin layer of resist. In spinning a sample is coated in the
liquid resist and then rotated at speeds typically exceeding 1000 rpm for approximately
one minute.
Positive tone resists are selectively developed due to the breaking of chemical bonds
in a polymer under irradiation. A typical example of positive tone resist is polymethyl
methacrylate (PMMA), a long chain polymer and widely used EBL resist. Long chain
PMMA dissolved in anisole is used as a resist. In this thesis PMMA with molecular
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Figure 5.1: Schematic showing exposure and development of positive and negative resists.
The arrow indicates the incident radiation which exposes the resist.
weights 950,000 and 495,000 are used where the 950,000 is composed of longer chain
polymers. When electron beams irradiate the sample, it breaks the long chain molecules
into monomers which are then removed by a developer which is a mix of methyl isobutyl
ketone (MIBK) and 2-propanol (IPA) in the ratio 1:3. In a negative tone resist the
irradiation cross-links monomers in the resist resulting in something with lower solubility
than the unexposed resist. An example of negative tone resist is hydrogen silsesquioxane
(HSQ) - often referred to as liquid glass. When exposed to electron irradiation silicon in
the HSQ cross links and a silicon oxide layer forms.
Typically functional devices are not composed of resists and instead the resist is used
to transfer a pattern to active layers. This can be done by lift-off or etching. In lift-off
a resist is exposed and developed before an active layer is deposited uniformly over the
sample. Where the resist has been removed the active layer is deposited directly onto the
sample and elsewhere remains on top of a resist layer. The resist layer is then dissolved
(in, for example, acetone) and anything deposited on top of it floats away leaving behind
the pattern defined by the resist. When etching the resist layer acts to protect an active
layer beneath the resist layer, transferring the resist pattern into the active layer.
Lift-off is typically performed with a positive tone resist, shown schematically in Figure
5.2, meaning wherever the resist is exposed to radiation the deposited layer will remain.
Often when performing lift-off, bi-layer resists are used, where the bottom layer of the
resist is more sensitive to the radiation than the top. Due to back scattering of electrons
or diffraction of light, regions around the intentionally exposed area will receive a smaller
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Figure 5.2: Schematic of deposition using bi-layer resist for lift-off.
dose of radiation than the intentionally exposed regions. The lower dose is sufficient to
expose the more sensitive bottom layer of resist and so, when developing, the region around
the exposed area will also be removed in the bottom layer. This results in an undercut
which can be advantageous when performing lift-off. The undercut means that any of the
deposited layer which coats the side walls of the resist are not physically connected to the
material intended to remain. This means that when performing lift-off the solvent which
dissolves the resist can access the resist rather than having a protective layer which stops
access. It also prevents ’lily-padding’, where the deposited layer coats the sidewall of the
resist and results in a lip which remains after lift-off.
In work presented in this this thesis one EBL system (Raith150Two) and two mask
aligners (a Karl Suss MJB3 and a Quintel mask aligner) were used. The EBL system
can be operated with acceleration voltages up to 30 kV and an aperture ranging from
10 to 120 µm diameter. Increasing the diameter of the aperture increases the spot size
which decreases the resolution but also increases the current which decreases the exposure
time. A tradeoff between the finesse of features required and a reasonable exposure time
must therefore be made when determining the EBL operation parameters. For optical
lithography, the Karl Suss is better suited for precise alignment to small samples due to
better contrast in the optical microscope (making alignment easier) and a better controlled
stage where fine x, y, z and rotational alignments can be made to align to the sample. The
Quintel mask aligner can be used with larger wafers and up to 6” wafers can be exposed
(up to 4” were processed for work presented in this thesis).
5.1.2 Magnetron Sputtering
Magnetron sputtering is a thin film deposition technique which, for devices discussed
in this thesis, has been used to deposit metallic layers. An SVS 6000 DC magnetron
sputterer with a number of metallic targets has been used. In magnetron sputtering a
sample is loaded into a vacuum chamber. Once pumped to sufficient vacuum, a gas of
argon, nitrogen or a mixture of the two is leaked into the chamber to reach a set point
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pressure. A voltage is applied between two electrodes, the cathode of which is the metallic
contact to be sputtered. The voltage causes the ignition of a plasma and the positive ions
in the plasma are accelerated towards the cathode and collide with it. In these energetic
collisions small pieces of material are knocked off (or sputtered) from the metallic anode
which forms a broad beam within the chamber. When these sputtered particles collide
with a solid surface (the sample or chamber sides) they are deposited. However, as the
pressure of the carrier gas is a few mBar the mean free path of gas atoms is significantly
smaller than the size of the chamber and sputtered material will collide a number of times
with gas atoms before reaching a solid surface and being deposited. This means that
atoms in the beam of sputtered material are not highly directional which can have effects
when performing lift-off. As the sputtered material is not in a directional beam it will coat
resist side-walls as well as exposed regions. Side-wall coating may stop lift-off chemicals
from reaching the side-walls to dissolve resist and thus hamper lift-off.
In the SVS 6000 there is additionally an in-situ ion gun. The ion gun has a cathode
and an accelerator plate. Gas atoms have outer electrons stripped by the cathode and
are accelerated towards the sample. This is typically done using argon - an inert, massive
gas - which bombards the surface of the sample, milling away the top layer. Controlling
the accelerator voltage and beam current changes the rate at which this happens. This
can be useful to perform before depositing films by sputtering as it cleans the surface and
any contaminants before metallization which may help to minimise the contact resistance
between the sample and metal layers or adhesion of layers.
5.1.3 Thermal Evaporation
Thermal evaporation is conceptually simple - a source of material (often a metal) is heated
and, as it approaches its boiling point the vapour pressure of the material increases evap-
orating the metal. This is done in a vacuum (typically < 10−6 mBar) so the evaporated
metal is transported ballistically to the sample which is placed above the source. When
colliding with the sample the evaporated metal loses thermal energy and re-solidifies coat-
ing the sample. As this is all done at high vacuum the mean free path of the evaporated
metal molecules is typically longer than the dimensions of the vacuum chamber meaning
that they do not collide (and react) with other molecules and that the evaporation is
highly directional. Directional evaporation can be advantageous when performing lift-off
as there is less sidewall covering of resist by metal.
In order to evaporate a metal it is necessary to heat it. This may be done in a
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number of configurations. In this thesis the most common is by loading the material to
be evaporated onto a piece of a different material with a melting point significantly above
the evaporated material - often tungsten - and Joule heating this second material. The
heated material may be formed either into a dimple boat, a coil or a rod. A dimple boat
is a flat narrow piece of material which has a dimple in its centre. Rods are cylinders of
metal which are electroplated with the material to be evaporated. Rods are typically used
for chrome evaporation as chrome sublimes and therefore is not raised to a temperature
where it melts. Coils are spirals of the high melting point material which has wire of the
evaporated material hung off the spiral. When the material melts the surface tension of
the liquid material means that it coats the wire. In addition to Joule heating it is possible
to directly heat the material with radiation such as an electron beam. The material must
be placed in a crucible with high melting point and then heated. Thermal evaporation is
used to deposit catalyst materials for nanowire growth.
5.1.4 Reactive Ion Etching
Reactive ion etching (RIE) is a dry etching technique in which a sample is etched using a
chemically reactive plasma. A sample is placed in a vacuum chamber which is pumped to
base pressure (< 1 × 10−5 mBar) before a mixture of gases is leaked in to a pressure set
point. A plasma with controllable power is struck by applying an RF potential difference
between the sample plate and a plate at the top of the chamber. Ions in the plasma collide
with the sample which etches the surface of the sample where the collisions occur.
RIE is different to ion beam milling (such as that performed in the SVS) as the gases
typically used in RIE are chemically reactive. For example, a gas used to fabricate devices
discussed in this thesis is SF6. When a plasma of SF6 is excited, fluorine radicals are
generated. These fluorine radicals are highly reactive with some materials and therefore
etch the material much more quickly than physical ion bombardment alone. By choosing
the gas chemistry for the material it is possible to optimize the relative etch rates of
different materials - we can perform selective etching. This is useful when, for example,
PMMA patterned by EBL is used as an etch mask. PMMA layers are < 300 nm thick and
are rapidly milled through in a physical etch (such as argon milling). However, PMMA
is comparatively resistant to chemical etching by fluorine radicals (especially relative to
metals such as niobium) meaning that in RIE using fluorine chemistries it is possible
to etch niobium films at a sufficiently high rate that a PMMA mask allows a ≈100 nm
film to be etched through before the PMMA layer. This would not be possible using ion
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milling. The RIE used to fabricated devices discussed in this thesis is an Oxford Instrument
PlasmaProNGP80 RIE which has a number of gas chemistries available including SF6 and
CHF3 which are used for Niobium and Niobium Nitride etching recipes.
5.2 Nanowire Devices
In order to determine the electrical properties of nanostructures, they must be electrically
contacted and thus incorporated into electrical devices. In order to characterize semicon-
ductor nanostructures they are fabricated into a field effect transistor (FET). FETs are
three-terminal devices in which a current flows from a source electrode to a drain electrode
through the nanostructure. An electrical field may be applied by a gate electrode. The
electrical properties of the nanostructure are measured as a function of both drain-source
voltage and applied gate voltage.
5.2.1 Fabrication
In order to fabricate single nanostructure FETs we use a procedure established by a
previous PhD student, Dr. Marion Sourribes [115].
FETs are fabricated on a carrier chip which has macroscopic electrodes patterned onto
it allowing contact to be made to the FET. Making the carrier chips is a multi-stage
process which is shown schematically in Figure 5.3. It starts with a highly doped Si wafer.
A thermal oxide is grown on this silicon wafer which ultimately separates the nanowire (on
top of the oxide) from the highly doped Si which acts as a universal back gate in the final
device. Macroscopic contact pads for wire bonding (or contacting via probe needles) and
alignment markers are then patterned by photolithography using a bi-layer resist (LOR
10B and S1805). The 2-layer resist results in an undercut in the resist sidewall giving
improved liftoff. A Cr/Au (5/50nm) layer is then thermally evaporated, before lift-off is
performed in 1165 microposit remover.
Next a layer of thick photoresist (S1818) is spun onto the whole wafer. Tweezers are
used to carefully scratch away a small piece of resist on each chip exposing the underlying
substrate. The wafer is then submerged in hydrofluoric acid (HF) to etch any exposed SiO2
which was thermally grown on the top of the wafer, exposing the highly doped substrate.
The wafer is then rapidly (< 10 minutes exposure to atmosphere) loaded into a thermal
evaporator where another Cr/Au (5/50nm) layer is thermally evaporated. This is then
lifted off and the remaining metal acts as a good electrical contact to the highly-doped
back gate.
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Figure 5.3: Schematic of step by step fabrication of pre-patterned carrier chips for nanowire
devices.
The wafer is then diced into 10x10mm chips and further processing occurs by EBL.
After aligning to large alignment markers deposited in the photolithography stage, finer
alignment markers are patterned by EBL. This allows the alignment necessary in order
to make contact to single nanowires in subsequent processing steps. A final thermal
evaporation deposits the alignment markers and after lift-off the chip is ready for nanowire
devices to be fabricated upon it.
As shown schematically in Figure 5.4 we start with a pre-patterned chip. Nanowire
devices are then made by taking a piece of as-grown nanowire substrate and sonicating
it in a small amount (∼2 ml) 2-propanol (IPA). This causes nanowires to break off the
substrate and enter suspension in the IPA similar to the process for preparing nanowires
for TEM section 4.2.2. This nanowire solution is then pipetted onto the pre-patterned chip
and the IPA allowed to evaporate leaving behind nanowires randomly deposited upon the
substrate.
The nanowire-covered chip is then loaded into the EBL where SEM micrographs are
taken of the surface. These show the location of nanowires relative to EBL patterned
alignment markers which allows patterns to be designed which will connect the nanowire
to the contact pad. These patterns are automatically generated using a piece of software
developed by Dr. Marion Sourribes, a previous PhD student within the group [115].
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Figure 5.4: Schematic of step by step fabrication of nanowire devices.
Once the nanowires are imaged the sample is unloaded and a layer of PMMA is spun
onto the device (PMMA 950 A4 ≈ 300nm thick). By aligning to the chip (first to the large
alignment markers made by photolithograpy and subsequently to the small EBL alignment
markers close to the nanostructure) we ensure that the pattern overlays the nanowire and
macroscopic alignment markers. After EBL exposure (using a dose of 150nC/µm2) the
chips are developed in a mixture of MIBK and IPA (1:3) for 60s.
The developed sample is loaded into a DC magnetron sputter with an in-situ argon
ion mill (SVS 6000). After ≈ 2 hours of pumping the ion gun is switched on and the
nanowires are milled for 60 s with an acceleration voltage of 390 V resulting in an ion
current of 10 mA. This cleans the surface of the nanowire in preparation for metallization
and improves contact resistance [116]. After the ion mill step the chamber is allowed to
pump briefly before metallization. A 10 nm Ti film is sputtered first after a ∼5 minute
pre-sputter/getter stage. This is followed by a 50 nm Au film being sputtered in situ.
Ti/Au contacts have previously been used to create ohmic contacts to ZnO [117, 118].
The titanium layer aids adhesion and also makes the contacts ohmic as a thin layer of
titanium dioxide forms at the Ti/ZnO interface due to the greater electron affinity of Ti
than Zn. This leaves some oxygen vacancies (donors) at the interface between the contact
and ZnO. Increasing the free electron density at the contact promotes ohmic behaviour.
A final stage of lift-off is performed using 1165 microposit remover before a rinse in
acetone followed by IPA (to remove 1165 residues). The chip is blowed dry using a dry
nitrogen gun. At this point the device is ready for measurement.
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5.2.2 Field Effect Transistors
Having fabricated single nanostructure FETs we perform electrical measurements on the
device in order to infer properties of the nanostructure. We initially characterize the
resistance of nanowires without the application of a gate voltage typically in a two-point
configuration. We then apply a gate voltage at fixed drain-source voltage and measure
the current flowing through the nanostructure. We keep the subsequent analysis, where
possible, sufficiently generic that the geometry of the nanostructure only becomes relevant
when calculating the capacitance between the nanostructure and the gate electrode.
Within a nanostructure the net charge is zero. For n-type nanostructures such as ZnO,
there is positive charge associated with ionized shallow donors, surface states and charge
on the back gate capacitor. Negative charges are free electrons in the nanowire which may
carry current. We may therefore write
Qelectrons = qL
∫
n(
→
x)dS = QSS + CVG + qLndA (5.1)
where Qelectrons is the charge associated with free carriers, n(
→
x) is the charge carrier
number density at the position
→
x allowing for variations across the nanostructure cross
section, QSS is the charge of surface states on the nanowire, C is the capacitance between
the nanostructure and the gate electrode, L is the length of the conduction channel, A is
the cross sectional area of the nanostructure, nd is the donor density and q the charge of
the carriers.
We may write, in general, the drain source current through the nanostructure
Ids =
qVds
L
∫
µ(
→
x)n(
→
x)dS (5.2)
where Vds is the drain source voltage and µ(
→
x) is the position dependent mobility across
the nanostructure cross section. If there is significant contact resistance then the voltage
across the nanowire will be smaller than the drain source voltage which will modify these
results. Previous measurements [64] on ZnO nanowires using the same contact materials
have shown negligible contact resistances relative to nanowire resistance by electrical mea-
surements in four-point configurations and thus we neglect contact resistance in subsequent
analysis.
We introduce the effective mobility
µeff =
∫
µ(
→
x)n(
→
x)dS∫
n(
→
x)dS
(5.3)
which is the mobility averaged across carriers. By substituting equation 5.3 into 5.2 we
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may write
Ids =
µeffVds
L
q
∫
n(
→
x)dS (5.4)
which we may substitute into equation 5.1 into to get
Ids =
µeffVds
L2
[QSS + CVG + qLndA] (5.5)
which we may write as
Ids =
µeffC
L2
[VG + VT ]Vds (5.6)
where VT is a threshold voltage. This means that when plotting Ids against gate voltage,
the threshold voltage is the magnitude of the gate voltage intercept. We have therefore
written the equation for current through the nanostructure in the form of an FET, allowing
standard FET analysis to be applied. The threshold voltage VT is given by
VT =
QSS
C
+
ndqAL
C
(5.7)
There is a region of transistor operation where the drain source current Ids is linear
with gate voltage. By fitting a line to this region we may extract the threshold voltage
and the transconductance from the x intercept and the gradient of the line respectively.
The transconductance, gm is defined as
gm =
∂Ids
∂VG
(5.8)
From the transconductance the mobility may be calculated as
µeff =
gmL
2
CVds
(5.9)
The calculated mobility is not affected by the presence (or lack of) surface charge on
the nanostructure. This means that the experimentally extracted field-effect-mobility does
not require any assumptions about surface states.
We may calculate the number density of charge carriers in the nanowire in two manners.
The threshold voltage gives a measure of the number of shallow donors in the nanostructure
nd =
CVT
qAL
− Qss
qAL
(5.10)
In the limit that there are few surface states the second term can be neglected and we may
determine the number of shallow donors from the threshold voltage. In this calculation
the threshold voltage is the voltage applied to one plate of the capacitor (the substrate
back gate) in order to deplete the nanowire or add charge to the ground plane equal the
free charges in the nanowire.
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Alternatively the resistance of the nanostructure at zero applied gate voltage and its
dimensions can be used to compute the conductivity σ as
σ = ncarrierseµeff (5.11)
Having calculated the effective mobility from the transconductance we can compute the
free carrier density at zero applied gate voltage. This is related to, but different from, the
number of shallow donors in the nanowire. When the surface state density is small these
two values should be equal. When there the surface state density is high these numbers
will differ as the number of free carriers at zero applied gate voltage will be significantly
lower than the number of shallow ionized donors since the electrons from these donors will
be trapped at surfaces.
Once fabricated transistors are measured using a Keithley SCS 4200, a system which
contains a number of precision voltage and current sources and meters designed to char-
acterize the electrical properties of semiconductors. It has a ground connection as well as
four versatile ports which may be configured to source or measure voltage or current over
a wide range of values. The SCS is used to simultaneously apply a gate voltage as well
as measure the drain-source channel. Preamplifiers on the input to the SCS mean that
it is able to measure currents as small as a few picoamps. The SCS is connected to the
nanowire chip using a probe station. In the probe station probe tips (metallic needles)
are positioned using three-axis positioner and touched onto the nanowire sample contact
pads.
5.2.3 Capacitance Models
In order to infer material properties from gate-dependent transport measurements we need
to know the capacitance between the nanostructure and the back gate. The capacitance
is geometry dependent and will depend on the nanostructure being measured, as well as
the thickness and permittivity of the oxide coating of the Si wafers. These capacitances
are very small and hard to measure and are therefore estimated numerically. Calculating
the capacitance between the nanostructure and the gate electrode is a routine problem for
nanowire and other 1D nanostructure device measurements. However, there are a number
of different gate geometries and nanostructure shapes and dimensions. Depending on the
gate geometry and relative dimensions in the device, different models of capacitance are
appropriate.
The most common model used for calculating the capacitance in 1D nanostructures is
that used for nanowires. Assuming an approximately circular cross section of a nanowire
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we may write the capacitance of the nanowire as [119]
Cnanowire =
2pi0rL
cosh−1
(
r+tox
r
) (5.12)
where r is the radius of the nanowire, 0 and r are the permittivity of free space and
the relative permittivity of the oxide respectively, L is the length of the nanowire channel
and tox is the oxide thickness which is the capacitance for an infinite metallic cylinder
above a plane. This model, whilst widely used, has a number of limitations: it assumes
the nanowire is metallic where it is typically semiconducting, causing an over-estimation
in capacitance [120]. It also assumes that the material is uniformly encased within a
dielectric. In the back-gate geometry there is an asymmetry to the device; beneath the
nanostructure is one dielectric (SiO2) and above and around the nanostructure another
(air). These two materials have different relative permittivity which, again, affects the
calculated capacitance where the assumption that it is surrounded by SiO2 over-estimates
the value of capacitance relative to finite element models [121]. A detailed discussion of
these issues is presented in a previous PhD thesis by Dr. Marion Sourribes [115].
In addition to these issues, some nanostructures have geometry significantly different
to nanowires with a circular cross section considered to arrive at equation 5.12. Nanobelts
have an approximately rectangular cross section. The simplest models for these is to
consider them as parallel plate capacitors with the gate electrode.
Cnanobelt =
0rwL
tox + tnanobelt/2
(5.13)
where w is the width of the nanobelt, L the length of the conduction channel and tnanobelt
the thickness of the nanobelt. As the nanobelt is semiconducting, the Thomas-Fermi
screening length is long compared to typical nanobelt thicknesses, meaning that we model
the electrode as being half-way through the nanobelt.
This simple model doesn’t account for any fringing fields which may occur in the device
and assumes that the nanobelt is quasi-infinite in both width and length (which is typically
not true). Therefore, this model of capacitance may be improved to incorporate the
geometry better. Firstly, the highly doped back-gate is effectively infinite in comparison
to the nanobelt. Therefore, using the method of image charges, we may compute the
capacitance between the nanobelt and back gate as the capacitance between the nanobelt
and an identical virtual nanobelt spaced the same distance behind the surface of the back
gate. Still using the equation for parallel plate capacitors, this doubles the separation
between the the plates of the capacitor from equation 5.13 giving
Cnanobelt =
0rwL
2tox + tnanobelt
(5.14)
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This equation still assumes that the two nanobelts may be treated as quasi-infinite
plates in a parallel plate capacitor and does not account for any fringing fields. Fringing
fields are important when the dimensions of the nanobelt in the plane of the oxide are
small compared to the thickness of the oxide layer. There are two limits which we may
consider this in: (i) the oxide layer is much thicker than the width of the nanobelt but
shorter than the length of the conducting channel (ii) the length and the width of the
nanowire are shorter than the channel. As the length of the nanobelt conductive channel
drops the importance of fringing fields (which increase the capacitance) increases. This has
been investigated numerically in [122] where it has been found that, for radially symmetric
nanowires, as the length to radius ratio drops Equation 5.12 becomes less accurate and
significantly over-estimates the capacitance of the nanowire.
We consider the limit where both dimensions are small relative to the thickness of the
oxide layer since this is the case for devices discussed later in this thesis. As the oxide layer
is thick compared to the dimensions of the nanobelt (width, length and consequently also
thickness), the nanobelt and its image will be separated by a large distance compared to
the dimensions of the nanobelt. It therefore cannot be modeled as two plates in a parallel
plate capacitor. Nevertheless, the precise shape of the nanobelt becomes less important.
We therefore may use a higher symmetry model and approximate the geometry of the
nanobelt as spherical where the capacitance of two spheres is known analytically [119] to
be
CSphere = 4pi0rr sinh(β)
∞∑
n=1
cosech(2nβ) (5.15)
where β = cosh−1(d/2r), d is the separation of the centres of the two spheres and r is
the radius of the two spheres. We set r to preserve the volume of the nanobelt (i.e.
w × t× l = 43pir3. When d  r this may be expanded in powers of r/d to be [123]
CSphere = 4pi0rr
[
r
d
+
r3
d3
+
3r5
d5
+ ...
]
(5.16)
to give an expression for the capacitance between the two spheres. This will better account
for fringing fields when the oxide thickness is large compared to the nanobelt dimensions.
We use a relative permittivity of SiO2 r = 3.9 [124]. As the oxide layer is thick
compared to the nanobelt dimensions we approximate that the electric field will mostly
be confined to the oxide dielectric rather than in air although this is an approximation.
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5.2.4 Surface States
We may use Equation 5.10 to determine the number of shallow donors if there are few
surface states on the nanostructure, however, the anisotropy inherent in surface states
means that their effect on the electrostatics of a nanostructure is more complicated than
uniformly depleting the density of carriers. This effect depends on the nature of the
surface states and the dominant carrier type. In ZnO, surface defects act as locations for
chemisorption of oxygen where O2 molecules bond to a conduction band electron becoming
negatively charged and adsorbed to the surface [125].
This adsorbed layer changes the distribution of charge within the nanostructure causing
band-bending. Qualitatively, oxygen adsorbed to the surface takes electrons from the
conduction band, depleting the free carriers in the nanostructure and forming a negative
surface charge QSS . There is then a residual positive charge (from the shallow donors)
in the core of the nanostructure which is balanced by a negative surface charge from the
surface states. The charge distribution causes an electric field which causes the electronic
bands to bend upwards at the nanostructure surface. This means that it is energetically
costly for the remaining free electrons to be at the surface (i.e. close to a negative surface
layer) and they move towards the centre of the nanostructure leaving a depletion region at
the nanostructure surface. The band profiles of such a nanobelt are shown schematically
in Figure 5.5.
Carriers flow within a region which is smaller than the physical dimensions of the
nanostructure due to the surface depletion region. The shape and size of the depletion
region will depend on the respective shape and size of the nanostructure. In addition
the surface charge may change depending on the exposed facet of ZnO. This complicates
analysis of transport properties of nanostructures where the approach detailed above as-
sumes a uniform transport channel, the dimensions of which are the same as the nanobelt
dimensions. Band bending may also affect luminescence, particularly in heterostructures
where the heterointerface occurs in a region of band bending.
5.3 Superconducting Resonators
Superconducting resonators are high quality-factor circuit elements made from thin film
superconductors (typically Nb, Al or related compounds). They are ubiquitous in circuit
quantum electrodynamics (cQED) and are often used to read out and address supercon-
ducting [126], and other [127, 128], qubits.
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Figure 5.5: (a) Schematic of negatively-charged surface-adsorbed oxygen on a nanobelt
with dimensions thickness t, width w, and length L. The shading indicates the free electron
density in the nanobelt cross section. The dashed red line indicates where a band profile
cross section has been taken in (b). (b) Schematic of the band profile of a cross section
across a nanobelt with negative surface charges QSS , a depletion region with ionised
shallow donors of thickness Wd and a core with negatively charged free electrons and
positive ionised donors.
Superconducting resonators have been fabricated as part of a proof of principle exper-
iment demonstrating the compatibility between high quality cQED elements on-chip with
piezoelectric ZnO for future quantum devices where both photons and phonons interact.
This work is detailed in chapter 9.
Superconductivity is a rich field of fundamental and applied physics. As it is not the
focus of this thesis, only a brief introduction focusing on the aspects of superconductiv-
ity pertinent to the devices discussed in this thesis will be given here. There are many
textbooks which cover the theory of superconductivity [129, 130] and a number of excel-
lent PhD theses which summarise (and add valuable contributions to) work on applied
superconductivity in particular, superconducting resonators [131, 132].
5.3.1 Brief introduction to superconductivity
Superconductivity is a phase of matter. It is characterized by zero DC resistance and the
expulsion of magnetic fields. When a superconductor is cooled through its superconducting
transition temperature (Tc) it under goes a phase transition, its DC. resistivity drops to
zero and any magnetic flux which penetrates the superconductor is expelled.
In 1957 Bardeen, Cooper and Schrieffer proposed BCS theory to explain superconduc-
tivity [133]. In BCS theory an attractive potential emerges between pairs of electrons due
to the exchange of virtual particles (e.g. phonons as initially proposed). Due to the at-
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tractive potential electrons bond together and form Cooper pairs. Cooper pairs are bosons
as opposed to electrons which are fermions. As bosons have integer spin, the exclusion
principle does not apply to them and they may form a condensate. Electrons condense
into a Cooper pair condensate where an energy gap separates Cooper pair states from
unpaired electronic states. In this condensate oscillations of atomic potential do not have
enough energy to affect the condensate as a whole, nor break apart electrons. Current may
therefore flow without dissipation as carriers are not scattered. In BCS superconductors
the energy gap, ∆ is related to the critical temperature of the superconductor and at zero
temperature is given by [129]
∆(T = 0) = 1.764kBTc (5.17)
Higher critical temperature BCS superconductors therefore have larger superconduct-
ing gaps. It is worth mentioning that ‘High Tc’ superconductors have a complicated
anisotropic band structure and that these statements about superconducting gaps are sig-
nificantly more complicated for these systems and well beyond the scope of this thesis.
At finite temperature Cooper pairs can be broken and these broken Cooper pairs form
quasiparticles. Using a higher Tc BCS superconductor means that the superconducting
gap is larger and consequently at a given temperature there will be fewer quasiparticles.
5.3.2 Theory of superconducting resonators
Superconducting microwave resonators are RF superconducting elements which support
standing electronic waves which oscillate at microwave frequencies. The low dissipation of
superconductors allows for high quality elements.
The simplest superconducting resonator is an LC tank circuit which is a lumped el-
ement resonator. This is an inductor of inductance L which connects the two plates of
a capacitor of capacitance C. Energy oscillates from being stored in an electrical field on
the plates of the capacitor to the magnetic field around an inductor. This occurs at a
frequency ω = 2pif = 1√
LC
.
Often superconducting resonators are made in a distributed geometry. A distributed
resonator is a strip of a superconductor in the proximity of a superconducting ground
plane. The strip of superconductor has an inductance per unit length, l, and capacitance
to ground per unit length, c. The resonator can be modeled as a transmission line where
microwave radiation travels along a transmission line with a phase velocity
vphase =
1√
lc
(5.18)
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There are two geometries of distributed resonator, quarter-wave and half-wave resonators.
In a quarter-wave resonator one side of the transmission line is open circuit and the other
end is shorted to ground. In a half-wave resonator both ends of the resonator are open
circuit. These different geometries impose different boundary conditions on the resonator.
At open circuit ends of the resonator no current may flow but a voltage between ground
may be sustained - i.e. the open circuit is a voltage antinode and current node. The
converse is true at grounded ends of resonators - a current may flow but no voltage may
be sustained i.e. is a voltage node and current antinode. The resonant frequency of the
resonator is determined by the time it takes for a wave of microwave radiation to travel
the length of the transmission line at the phase velocity above in accordance with the
boundary conditions imposed by the geometry of the resonator.
Although at DC superconductors have no dissipation, at microwave frequencies super-
conducting resonators do dissipate energy. This occurs due to a complex surface resistance
as described by Mattis-Bardeen theory and will limit the quality factor of a resonator.
The Mattis-Bardeen limited quality factor (QMB) depends on temperature (higher QMB
at lower temperature). Resonators should be operated at a small fraction of critical tem-
perature in order to exhibit high internal quality factors.
The quality factor will saturate with decreasing temperature as other mechanisms
become the limiting factor. In particular at low resonator power (the regime pertinent for
quantum applications) resonators couple to two level fluctuators on or in the substrate.
These two level fluctuators are random quantum systems due to imperfections in the
substrate or on the surface of the substrate. On sapphire substrates these have been
identified as physisorbed hydrogen [134]. When the resonator (in the low power limit)
couples to these random quantum systems it loses energy to these quantum systems. This
acts as a dissipation mechanism whch reduces the internal quality factor of the resonator.
The coupling between superconducting resonators and their electronic environment
also affects their resonant frequency and quality factor. A typical geometry to read out
resonators is to capacitively couple the resonators to a 50Ω feedline. The capacitive
coupling between the resonator and feedline means that the resonator can absorb energy
from the feedline and also means that, having absorbed energy, it can be fed back into the
feedline. This provides another route for resonators to lose energy and reduces the quality
factor. The loaded quality, Ql, factor of a resonator is related to the coupling quality
factor, Qc and the internal quality factor Qi by
1
Ql
=
1
Qi
+
1
Qc
(5.19)
87
Al2O3 Al2O3 
ZnO 
Al2O3 
ZnO 
NbN 
Al2O3 
ZnO 
NbN 
PMMA 
Al2O3 
ZnO 
NbN 
PMMA 
MBE growth 
DC Sputter 
Spin on resist 
Expose 
Al2O3 
ZnO 
NbN 
PMMA 
Develop 
Al2O3 
ZnO 
NbN 
PMMA 
SF6 + CF3H 
RIE 
Al2O3 
ZnO 
NbN 
1 2 3 4 
8 7 6 5 
60oC acetone 
Figure 5.6: Schematic of steps (1) - (8) required to fabricate superconducting resonators
on ZnO epitaxial films.
5.3.3 Superconducting resonator fabrication
Fabricating superconducting resonators is a multistage process which is shown schemati-
cally in Figure 5.6.
In order to fabricate superconducting resonators a superconducting film must first be
deposited on top of the substrate (either ZnO overgrown or bare). This is done by DC
magnetron sputtering. Substrates are initially cleaned by three stages of 5 minutes of
sonication in acetone then 2-propanol and finally deionised water before being blown dry
by dry nitrogen.
Once cleaned the samples are loaded into the sputter system on a Si carrier wafer. The
chamber is pumped overnight achieving a pressure < 8 × 10−7 mBar. At this pressure
argon and nitrogen (50:50 mix) are flowed into the chamber to a pressure of 3 mBar the
relative flows being controlled by a mass flow controller and a 200 W plasma is struck
on a niobium target. The sample shutter remains closed and the target is sputtered for
∼ 10 minutes before the gases are turned off and pumping continues. This getter stage
reduces the final pressure achieved as Nb reacts with residual gases in the chamber.
Once the final pressure of 6 × 10−7 mBar is achieved the same process as the getter
stage begins. The 50:50 Ar:N gas mix flows into the chamber and a plasma is struck.
The target is pre-sputtered for 5 minutes to remove any contamination on the top of the
Nb target and present a clean surface. The sample shutter is then opened and sputtering
occurs for a time set by the target film thickness. A NbN film is deposited on the surface
of the substrate. Once the film is deposited the plasma is turned off and the gas flow
stops. The chamber is subsequently vented.
88
500μm 
Figure 5.7: A series of optical micrographs stitched together showing the NbN supercon-
ducting resonator device. A feed line is used as a microwave through. The superconducting
resonators are the meandering structures and are capacitively coupled to the feedline.
The samples are then covered in PMMA A4 950 resist with a resist spinner. The
speed of the spinner is optimized to achieve a 300 nm thick resist layer. The samples are
then loaded into an electron beam lithography system where the resist is exposed with
the desired pattern. The sample is unloaded and developed with exposed resist being
removed.
Once the pattern is transferred into the resist the sample is loaded into a reactive ion
etcher (RIE). A 100 W plasma composed of 14 SCCM SF6 and 35 SCCM CHF3 at a
pressure of 100 mTorr is struck. Radicals in the plasma attack the NbN and etch away
any exposed NbN. This transfers the pattern made in the resist to the superconducting
film. Etching is done in 1 minute steps with 1 minute wait between etches. This prevents
the sample overheating and the resist hard baking. This is also important as at high
temperature other plasma processes such as deposition or reactions between the resist
and radicals may occur. The total mill time depends on the total thickness to be etched
through. The recipe has a typical etch rate of ∼50 nm/min It is possible to vent the
system, check that etching has completed, and if not reload the system and continue the
process.
Samples are then placed in a 60 ◦C acetone bath which dissolves remaining resist
leaving the finished sample. An optical micrograph of a finished device is shown in Figure
5.7.
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5.4 Cryogenic Measurement
In order to perform measurements at cryogenic temperatures we use a 3He system with a
base temperature of 300 mK. In order to achieve a base temperature of 300 mK a number
of cooling stages are required. First, the sample is mounted on the end of the probe
inside a vacuum jacket. The vacuum jacket is then pumped using a scroll pump to a base
pressure of ≈2 mBar. Once the vacuum jacket is evacuated a controlled amount of 4He
is put into the vacuum jacket. This He is gaseous and provides a heat leak between the
sample (at the centre of the vacuum jacket) and the walls of the jacket.
The 3He system is a ‘wet’ system where a probe is slowly lowered into a dewar of liquid
4He. The boiling point of 4He is 4.2 K and so this provides a comparatively straightforward
route to achieve 4.2 K where the gaseous 4He provides a heat leak between the liquid 4He
and the sample. As the probe cools down the gaseous 4He in the vacuum jacket is pumped
by the sorb inside the vacuum jacket. The sorb is a piece of charcoal which acts as a
sorption pump where at low temperatures He gas is adsorbed to the surface of the sorb.
Once the sample has cooled to ∼5 K the heat link between between the sample and the
liquid 4He bath is removed as the exchange gas is pumped out which allows further cooling.
The needle valve is then opened allowing some liquid 4He to be sucked into the 1 K
pot. The scroll pump is opened onto the 1 K pot and the relative positions of the needle
valve and the valve connecting the 1 K pot to the scroll are adjusted to control the vapour
pressure of the 4He in the 1 K pot. A schematic of the phase diagram is shown in Figure
5.8. By pumping on the 4He and driving the vapour pressure down, the boiling point of
the 4He is also driven downwards. This allows the 1 K pot to be cooled to ≈2 K. The 3He
provides a heat link between the sample and the 1 K pot so the sample is also cooled to
this temperature.
At 2K 3He will liquefy. When the 1 K pot is at temperatures below the boiling point
of 3He, the gaseous 3He condenses on the 1 K pot and collects above the sample. Once all
of the 3He is condensed then the heat link between the 1 K pot and the sample is broken.
In order to cool further we need to pump on the 3He.
The 3He is extremely expensive and therefore must form a closed cycle. We therefore
use a sorption pump in the 3He chamber to pump on the 3He. The rate of sorption onto
the surface of the charcoal depends on the temperature with the sorption rate increasing
at lower temperatures. Therefore by cooling the sorb we can start to pump on the 3He.
Just as when cooling the 1 K pot, by driving down the vapour pressure of the 3He we
drive down its boiling point and cool to ≈300 mK.
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Figure 5.8: Schematic of the phase diagram of 4He showing gaseous, liquid, solid and
superfluid phases following London 1954. The boiling point of He at atmospheric pressure
is shown on the axis as is the temperature of the triple point of gas, liquid and superfluid
helium.
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Figure 5.9: Schematic of the 3He system showing components important for reaching the
base temperature of ≈300 mK.
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Figure 5.10: Cryogenic and room temperature microwave circuitry used for the measure-
ment of superconducting resonators.
The microwave circuitry schematic of the cryostat is shown in Figure 5.10. There is
60dB of attenuation on the in-line to thermalize inbound signals. The outline consists
of small attenuators before a cryogenic HEMT. The constraints that the probe must fit
inside a dewar neck imposed significant restraints on space and precluded circulators as
isolators and the 9dB of attenuation between sample and HEMT is used to thermalize
these lines.
The signal is further amplified and filtered to improve the signal to noise ratio. Samples
are mounted onto the probe by wirebonding the resonator to a PCB which is connected
to the probe using SMPM push connectors.
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Chapter 6
Zinc Oxide Nanostructure Growth
Understanding and controlling the growth of ZnO nanostructures is an important step
in tailoring these nanostructures for functional properties. Despite the VLS model of 1d
nanostructure growth, the number of competing processes in VLS means that a priori
understanding of how nanowires will grow is not practical and the growth of nanowires
must be characterized and optimized by experimental feedback.
There is a number of properties of 1d nanostructures which it is desirable to control
at the point of growth. The properties will depend on ultimate application but will often
include morphological properties (length, width, tapering, sidewall roughness), crystallo-
graphic properties (crystallographic growth axis and side faces, orientation with respect to
substrate) and properties relating more directly to the intended function of the nanowires
such as electrical properties (resistivity, mobility, freeze out temperature).
Control of growth dynamics and kinetics, in principle, allows some degree of control
over these different properties and is detailed in this chapter. When growing nanostruc-
tures by metal-catalysed plasma-assisted molecular beam epitaxy (PAMBE) there are
some obvious methods by which nanostructures may be tailored:
• substrate choice and preparation;
• catalyst chemistry and preparation;
• sample temperature;
• incident fluxes of reactants.
The parameter space of growth optimization is consequently large given the number of
inter-related parameters which may be adjusted in order to control the numerous properties
we may want to tailor. It is therefore necessary to have a rational way to test this
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parameter space. This typically involves correlating one property (or type of property such
as morphology) to a growth condition which we can change experimentally (e.g. growth
temperature) and performing a series of growths changing one parameter to determine the
effect of the growth condition on the property in question.
In this thesis sapphire substrates were predominately used as substrates for nanostruc-
ture growth. This is due to the abundance of high-quality sapphire substrates. Epitaxial
relationships between ZnO and sapphire at nucleation will determine the mutual crystal-
lographic orientations of the ZnO grown upon the different cuts of sapphire, and will affect
growth directions of nanowires. Sapphire has the space group R3c and has the corundum
crystal structure. Substrates with a number of crystalline cuts are commercially available.
Growth on two cuts of sapphire (c- and r-plane sapphire) is investigated.
6.1 Growth on c-plane sapphire
Prior research has established a technique for growing ZnO nanowires on c-plane sapphire[64,
15]. These nanowires grow along the [0001] direction of ZnO. A TEM image of an ex-
ample nanowire is shown in Figure 6.1. This nanowire is typical of nanowires grown by
Au-catalysed PAMBE. They are quasi-one dimensional, 500nm-2µm long, and slightly ta-
pered. Due to the ’forest’ growth of nanowires there is often substantial spread in nanowire
dimensions and electrical properties [64]. A high resolution TEM inset is shown in Figure
6.1. This shows the highly crystalline structure common to these nanowires and previously
reported. The overlay to the high resolution inset shows the atomic reconstruction of the
ZnO crystal structure from the centre of the nanowire.
In this section we present some new analysis on ensembles of ZnO nanowires grown on
c-plane sapphire to complement previous work. This work was made possible by the new
generation of sample holder where the growth temperature was constant across a large area
of the sample (excepting corners close to clips). This allowed the precise investigation of the
effect of growth temperature on samples and combining this with ensemble measurement
techniques which sample a large region of the sample. Previously ensemble measurement
techniques would average over a large growth temperature range which makes it more
challenging to assign changes in these measurements to temperature changes.
In order to determine how growth temperature affects the growth modes of nanowires,
XRD pole plots of nanowires grown at different temperatures are collected. In Figure
6.2 we present XRD pole plots of nanowires grown on c-axis sapphire at three different
temperatures. As described in 4.2.3, XRD pole plots can allow the determination of the
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Figure 6.1: TEM of a single ZnO nanowire grown on c-plane sapphire. The gold nanopar-
ticle has likely fallen off during sonication for TEM sample preparation. The inset shows
a HRTEM section of ZnO nanowire showing the [0001] growth direction of the nanowire
with an atomic reconstruction superimposed above the TEM image. TEM is perfomed by
Dr. Edward White of Imperial College London.
growth directions of nanostructures. We know that nanowires grown on c-plane sapphire
grow along [0001]. This is shown by HRTEM of nanostructures grown on c-plane sapphire
shown in figure 6.1 and widely reported in the literature. Therefore, when the diffrac-
tometer is aligned to the (0002) diffraction peak of ZnO, a pole figure will be a map of
the growth direction of these nanowires.
The XRD pole figures in Figure 6.2 have some common features: they all have three-
fold symmetry, the most intense peaks are at χ=39◦ and there are six much weaker peaks at
χ ≈ 70◦. One such peak is circled in Figure 6.2 (b). The common intense peaks at χ = 39◦
are due to diffraction from the dominant growth mode of nanowires on c-plane sapphire
and are present with the same symmetry in samples grown at all shown temperatures. It
is instructive to plot, in combination with polar contour plots, intensity plots at specific
χ and φ values as well as the maximum intensity integrated across all φ values at given χ.
Such plots are shown in Figure 6.3. The dominant nanowire growth mode is seen as the
intense peak at χ = 39◦ in Figure 6.3 (a) and the three intense peaks in (b) and is present
at approximately the same intensity in all samples. The breadth of the dominant nanowire
growth mode in Figure 6.3 (a) shows that there is a spread in orientations which nanowires
may point w.r.t. the substrate. The FWHM of the peak related to the dominant growth
mode is ∼6◦ for all growth temperatures. This is consistent with nanowires being able
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Figure 6.2: Pole figures of ZnO nanowires grown on c-axis sapphire at (a) 750◦C (b) 800◦C
and (c) 850◦C. These are plots of diffracted intensity as a function of φ (increases around
the circle) and χ (increases out along the radius of the circle). The figures are collected with
the diffractometer aligned to the (0002) diffraction peak of ZnO. Low intensity satellite
peaks are circled at χ = 39◦ in (a) and χ = 70◦ in (b).
to relieve epitaxial strain on their sidewalls and thus being less constrained by epitaxial
relations than their thin film counterparts. The low intensity satellite peaks at χ = 70◦ are
also more readily visible in Figure 6.3 (a). We attribute this additional peak to another
epitaxial relationship between ZnO and the sapphire substrate allowing ZnO to grow in
additional configuration.
There is variation between pole figures of samples grown at different temperatures. At
the lowest growth temperature (750◦C) there is a comparatively intense peak at the centre
of the pole figure (Figure 6.2 a). This central peak is approximately one order of magnitude
more intense in this sample than in samples grown at higher temperature and is the peak
at χ = 0 in Figure 6.3 (a). This peak indicates that there is growth with (0001) of the ZnO
parallel to (0001) of the Sapphire. As well as the three intense peaks at χ = 29◦ which
we assign to the dominant nanowire growth there are three additional weak peaks which
also occur at χ = 39◦ and 60◦ misaligned in φ from the dominant nanowire growth mode.
These peaks are only present in the sample grown at 750◦C but not for samples grown at
higher temperature. One of these weak peaks is circled in Figure 6.2 (a) and are the three
low intensity peaks in the line for the sample grown at 750◦C in Figure 6.3 (b) at φ = 90◦,
210◦ and 330◦. As these satellites have the same χ value as the dominant nanowire growth
mode it is likely that they also relate to nanowire growth. These additional growth modes
(χ = 0◦ and χ = 39◦) are suppressed at higher temperature as, although these orientations
of ZnO are local minima in potential energy for adsorbed reactants, at higher temperature
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Figure 6.3: (a) the maximum intensity value for all φ values against χ. (b) The XRD
intensity as φ is swept from 0 to 360◦ and χ is held at 39◦.
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Figure 6.4: SEM micrographs of nanowires grown at (a) 750◦C , (b) 800◦C, (c) 850◦C.
Samples are the same samples for which pole figures are collected in Figure 6.2. Scale bar
is 500nm.
there is sufficient thermal energy to escape these local minimum and reach a more stable
configuration (i.e. the dominant nanowire growth).
XRD pole figures are a measure of the amount of crystalline substance with crystal axes
in different orientations. They do not contain any information about what the morphology
of the material is. For instance a polycrystalline film with different preferred epitaxial
relations may look identical in a pole figure to nanowires. We therefore collect a series of
electron micrographs of these samples (figure 6.4) allowing us to relate the XRD peaks to
different growth modes.
The SEMs of these samples show that although the pole figures of these samples have
the same dominant peaks, these peaks are caused by ZnO with different morphology. At
lower temperature (Figure 6.4 a) very few nanowires grow, and those that do are relatively
short (typically <500 nm). The dominant growth morphology is ’boulder’ growth. The
dominant peaks in the XRD are the same for low and high temperature so we can determine
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Figure 6.5: (a) Θ− 2Θ scan of nanowires grown on r-plane sapphire at 800◦C with peaks
labeled. (b) SEM of the sample showing a high density of oriented nanostrutures.
that the boulders are growing with the same epitaxial relationships as the nanowires. This
may indicate that nucleation is identical in samples grown at different temperatures but
that the temperature is not high enough to ensure continued VLS growth. This may be
because catalysts solidify or that adsorbed reactants mean free path drops meaning that
they are deposited on the nanowire sidewall before reaching the catalyst for nanowire
growth. At higher temperatures (Figure 6.4 b, c) there are a significantly more nanowires
and those nanowires are longer. The growth direction of these nanowires has the same
three-fold symmetry as that seen in the pole figures.
It is hard to relate features in the SEMs to secondary growth modes. The quantitative
analysis of pole figures presented in Figure 6.3 shows that even when secondary growth
modes are relatively abundant (compared to sampled grown at lower temperature) the
intensity of their corresponding XRD peaks are significantly lower (orders of magnitude)
than the dominant growth mode. Therefore there is significantly less ZnO growing with
this configuration and identifying it from a SEM reliably is impracticable. It is likely that
the increase in ZnO growing with [0001] normal to the substrate at lower temperature is
part of the boulder growth seen on the substrate.
6.2 Growth on r-plane sapphire
Changing the cut of the substrate changes the epitaxial relationship between the nanos-
tructures and the substrate. The cut of substrate therefore plays an important role deter-
mining the nanostructures that grow. In order to study this we grow ZnO nanostructures
(using an identical growth procedure) on r-plane sapphire.
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Figure 6.6: HeFIB microraphs of a sample grown at 750◦C. Images are taken at (a) 40◦
and (b,c) 31◦ tilt. The tilt axis in (a) is perpendicular to that in (b,c). Inset to (a) are
cartoons of nanostructures showing crystallographic orientations determined by HRTEM
(Figure 6.9) and XRD pole figures (Figure 6.8).
Samples are initially grown for 90 minutes at 800◦C. We perform a Θ − 2Θ scan on
the sample for initial characterization (Figure 6.5 a). This confirms that the substrate
is r-plane sapphire and that the ZnO grows with [112¯0] pointing vertically out of the
substrate (aligned with [11¯02] of sapphire). SEM micrographs (Figure 6.5 b) show that
quasi-1d nanostructures grow with high density with specific growth directions. In order
to characterize these nanostructures further we use a combination of high resolution TEM,
XRD pole figures and He FIB micrographs.
6.2.1 Characterizing nanostructures grown on r-plane sapphire
Initially we collect high magnification HeFIB micrographs. These high resolution images
allow us to better understand the nanostructure morphology and growth orientaion with
respect to the substrate. By tilting the samples as they are imaged we can measure the
growth direction with respect to the substrate. As nanostructures grow predominately
along one axis we tilt along this axis and another axis perpendicular to this to investigate
their growth directions.
In Figure 6.6 (a) the sample is tilted about an axis perpendicular to the wide base of
the nanostructures. This shows the 2d triangular lamellar shape of these nanostructures.
In Figure 6.6 (b) we tilt the sample along an axis 90◦ misaligned to the first axis until the
nanostructures growing with one of the two dominant orientations align with the primary
ion beam. When the nanostructures are aligned with the ion beam they appear brighter
than their surroundings. This is because ions penetrate an appreciable depth into the
nanostructure and therefore the secondary electron emission occurs along the length of
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Figure 6.7: Histogram of nanostructure thickness measured from HeFIB image shown in
Figure 6.6 (b). The resolution on the HeFIB image is ∼1 nm pixels meaning error bars
are small relative to bin widths.
the nanowire rather than just at the surface. This image is taken at a tilt of 31◦, the angle
these nanostructures make to the normal of the substrate.
When the nanostructures are aligned to the primary ion beam we may also measure
the thickness. The thickness of a number of nanostructures shown in Figure 6.6 (b) are
measured using freeware ImageJ and a histogram of nanostructure thicknesses is shown
in Figure 6.7. As 1d nanostructures can relieve strain at the surface there is a spread in
growth directions (shown by breadth of peaks in Figure 6.8) and so this may systematically
increase the measured thickness. This shows that most of these nanostructures have a
thickness of ∼ 25 nm but with some significant variation in thicknesses of nanostructures.
The rectangular cross section, tapered lamellae have a very different morphology from
the nanowires which were grown on c-axis sapphire and this may be indicative that these
nanostructures grow with different crystallographic orientation.
We collect pole figures on a sample grown at 800◦C with the diffractometer aligned
to two different reflections of ZnO. This allows us to map different crystallographic orien-
tations across the substrate. In the pole figure with the diffractometer aligned to (11¯00)
(Figure 6.8 a) there are two peaks. These peaks are at χ = 31◦ and separated by 180◦ in
φ. This matches the dominant nanostructure growth direction seen by HeFIB. We there-
fore conclude that these nanostructures grow along [11¯00]. In Figure 6.8 (c) we show a
schematic of the nanostructures as the x-ray beam diffracts off them causing the peak in
the pole figure. There are two additional peaks in this pole figure at χ = 90◦ which we
attribute to a different growth mode.
When the diffractometer is aligned to (0002) planes there are a number of peaks. Two
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Figure 6.8: Pole figures collected on nanostructures grown on r-plane sapphire with the
diffractometer aligned to the (a) (11¯00) and (b) (0002) reflections of ZnO. (c) and (d)
show cartoons of the nanobelt orientation at the peaks in diffraction circled in (a) and (b)
respectively.
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peaks are located at χ=90◦ and are separated from each other in φ by 180◦ and from
the peaks in the (11¯00) pole figure by 90◦. If [0001] is in the plane of the lamellae then
this peak in the (0002) pole figure 90◦ misaligned from the dominant peak in (11¯00) pole
figures would also be caused by diffraction from nanostructures growing in the dominant
growth mode. This seems likely and may be confirmed by TEM of such nanostructures.
From these pole figures we infer that the dominant growth mode is nanostructures
growing along [11¯00], a different crystallographic orientation from the nanowires which
grow on c-axis sapphire. Nanostructures which grow along this axis are referred to as
nanobelts [135, 21, 136]. There are additional peaks in the XRD pole figures which have
not been accounted for. We attribute these to secondary growths of either nanowires,
nanobelts or thin film ZnO.
We perform HRTEM on these nanostructures in order to confirm the crystallographic
orientation which has been inferred from a combination of HeFIB and pole figures. A
sample of nanostructures grown at 750◦C is prepared for TEM as described in 4.2.2. First
a low resolution TEM (inset to Figure 6.9) shows that this is one of the approximately
triangular nanostructures which we have identified as nanobelts. Subsequent HRTEM
of the nanostructure (Figure 6.9) confirms its crystallographic orientation. By Fourier
transforming the lattice fringes (inset) in the TEM it is possible to determine the crys-
tallographic orientation of the nanobelt. This shows that it grows along [11¯00] and that
[0001] is perpendicular to this direction and in the plane of the nanobelt lamella.
HRTEM (Figure 6.9) shows extended defects within the nanobelt. These have been
widely reported in these ZnO non-polar nanostructures [137, 21, 138] and have been iden-
tified as Wurtzite I2 basal plane stacking faults [138].
In addition to the dominant nanostructures growing on r-plane sapphire ([11¯00] nanobelts,
a number of other nanostructures also grow on these substrates including nanowires which
grow along [0001] and nanobelts growing along [112¯0]. These nanostructures all grow in
specific directions with respect to the substrate determined by the epitaxial relationships
between ZnO and sapphire.
These nanobelts are candidates for subsequent heterostructure growth. ‘Radial’ het-
erostructures where ZnMgO is grown around a ZnO nanobelt would result in a ZnO/ZnMgO
interface which (i) has a component of the polar vector perpendicular to the interface and
(ii) extends along the length of the nanowire. As two dimensional electron gases (2DEGs)
form at ZnO/ZnMgO heterointerfaces due to a mismatch in polarization, (i) means that
a 2DEG may in principle form at these interfaces. As these interfaces would extend the
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Figure 6.9: HRTEM of a nanobelt grown at 750◦C collected by Dr. Edward White of
Imperial College. The growth direction is labelled and a small gold catalyst nanoparticle
is visible at the top of the nanobelt. Also labelled is an extended defect along the growth
direction of the nanobelt. Inset is an FFT of the HRTEM showing that the nanobelt grows
along [11¯00] and perpendicular to that (in the plane of the nanobelt) is [0002]. Another
inset shows a low resolution TEM of the same nanobelt showing its morphology.
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Figure 6.10: Top down He FIB micrographs of nanobelts grown at (a) 750◦C, (b) 800◦C
and (c) 900◦C. The arrows show the in plane direction of the dominant growth direction
of nanobelts and red boxes in (c) indicate nanobelts with virtually no tapering.
length of the nanowire this possible confined electron space may meaningfully modify the
transport properties of such nanowires.
6.2.2 Morphology control of ZnO nanobelts
It is desirable to be able to control the morphology of nanobelts at the point of growth.
The nanobelts grown often exhibit significant tapering in one plane. This means that the
side faces of these nanowires are not the polar (0001) face but instead are at some oblique
angle to the polar face. For future heterostructure applications this is not desirable.
Samples are grown for 90 minutes at a number of temperatures. We present He FIB
images of these samples in Figure 6.10. The sample with the lowest growth temperature
(Figure 6.10 a) shows significant tapering. The nanobelts are triangular.
At an intermediate temperature of 800◦C (Figure 6.10 b) the tapering has significantly
decreased. At the highest achieveable growth temperature of ≈ 900◦C (Figure 6.10 c)
several nanowires show virtually no tapering and are rectangular in shape.
By adjusting the growth temperature of nanobelt samples we can tailor their morphol-
ogy. At high temperature we achieve approximately rectangular nanowires which have
side faces of either the polar (0001) facet or a face only marginally misaligned from this
facet. This means that the polar vector is approximately normal to these faces, ideal for
subsequent heterostructure growth.
Tapering in quasi one-dimensional nanostructures occurs due to sidewall growth[139].
As the tapering is reduced at higher temperatures we take this as evidence that we suppress
sidewall growth at elevated growth temperatures. We believe this is due to a reduction in
surface adsorption due to elevated growth temperatures.
The triangular lamellar shape of samples grown at lower temperature shows that side-
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Figure 6.11: (a) He FIB micrograph of a two terminal nanobelt device. Some ’lily-padding’
has occured on the bottom electrode and results in an increase in contrast on this sample.
(b) Schematic showing the same device where two Ti/Au leads contact a nanobelt (pink).
The highly doped Si substrate acts as a universal back gate.
wall growth occurs preferentially on the polar side face of the nanobelt. This occurs as
the surface energy of the polar face is larger than that of non-polar faces [140]. When
an island nucleates on the polar sidewall the total area of exposed polar face does not
increase as the new polar face of the island has the same area as the polar face the island
overgrows. If an island nucleates on the non-polar face, two of the sidewalls of the island
are polar. The energy of the polar surfaces is greater than non-polar surfaces which gives
rise to preferential sidewall growth on polar surfaces. It therefore costs more energy to
nucleate onto non-polar sidewalls. Results pertaining to growth of these nanobelts has
been published [141].
6.2.3 Electrical characterization of nanobelts
Nanobelts were fabricated into transistors using the method described in subsection 5.2.1.
A nanobelt sample was grown for four hours at 850◦C to create long nanostructures which
are easier to use in subsequent fabrication.1 An example FET device is shown in Figure
6.11 where a gate voltage is uniformly applied by a back gate.
Ti/Au contacts are used to make ohmic contact to ZnO nanobelts. Titanium contacts
have previously been shown to make ohmic contacts to ZnO nanowires [142, 64]. In
1850◦C is a best guess temperature based on power supplied to the sample by radiative heating and
the heating profile below 800◦C as there were technical issues with the thermocouple meaning that it cut
out at temperatures above 800◦C.
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Figure 6.12: Room temperature electrical characterization of a ZnO nanobelt. (a) Two
terminal IVs of the NBFET with a gate voltage ranging from 0 to 10V. Gate voltages
of -10V were applied but lines overlie each other on these axes. (b) The resistance as
calculated by fitting a line to the IVs in (a) as a function of applied gate voltage. Colors
match those in (a).
particular in [64] nanowires grown by the same MBE technique are fabricated into four
terminal devices. These devices allow the contact resistance to be measured and it was
found to be a small fraction of the nanowire resistance (< 5%) in room temperature
measurements. We therefore neglect contact resistance effects in the subsequent analysis
of room temperature electrical measurements.
This is shown by the linear IVs in Figure 6.12 (a). By applying a gate voltage to the
nanobelt the resistance of the nanobelt may be tuned. The resistance of the nanobelt is
fit as a function of applied gate voltage and is shown in Figure 6.12 (b). The resistance
changes by a factor of 20 when the gate voltage changes from -10V (R=3.69MΩ) to 10V
(R=178kΩ). The steepest change in resistance occurs around VG = 0V where by a change
in gate voltage of 4V can switch the resistance from 3.2MΩ to 1.2MΩ.
In order to determine the mobility of electrons in these nanostructures we measure
the transconductance by fixing the drain source voltage and measuring the drain source
current as a function of gate voltage. This is shown in Figure 6.13 where a line is fit to
the linear portion of the graph to extract the transconductance (gradient) and threshold
voltage (x-intercept). The increase in conductance with a positive gate voltage shows that
these are n-type semiconducting nanobelts (as expected for ZnO).
The physical dimensions of the nanobelt must be measured to determine the the mo-
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Figure 6.13: Room temperature drain-source current across the nanobelt FET as a func-
tion of applied gate voltage in ambient conditions. A line is fit to the linear portion of the
curve. The gradient of this line is the transconductance (4.31nA/V) and the x intercept
is the threshold voltage (-1.40V).
bility and number density of nanostructures. The length of the conduction channel and
the width can be rapidly measured by He FIB/SEM. However these techniques do not
give information on the thickness of the nanobelt. In order to determine this AFM was
performed on the nanobelts (e.g. Figure 6.14) and height profiles collected. A spread of
nanobelt thicknesses from 30 - 45 nm was found. These nanobelts are thicker than mea-
surements by tilted He FIB (Figure 6.7), likely as these nanobelts have been grown for
longer than those measured by He FIB. Sidewall growth during this longer growth time is
likely the cause of this increased thickness. With physical dimensions of the nanobelt we
can model the capacitance between the nanobelt and the back gate as described in 5.2.2.
As the oxide layer is thick (400 nm) compared to the nanobelts, we use Equation 5.15 for
the capacitance.
The physical and room temperature electrical properties of the nanobelt devices mea-
sured are summarised in table 6.1. Of six devices measured the average mobility is
20cm2V−1s−1. The un-gated resistance of nanobelts shows substantial variation from
180 kΩ to 45 MΩ. These are two terminal measurements of the nanobelts and so will
include contact resistance between the metal electrodes and the semiconductor nanowire.
The resistance in each of these nanobelts is significantly reduced by the application of
positive gate voltages (which does not strongly affect the contact resistance). Measure-
ments on nanowire FETs fabricated by the same technique found contact resistance to
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be negligible in comparison to nanowire resistance [64]. We therefore believe that the
variation in ungated resistance to be a genuine measurement of nanobelt properties rather
than simply a measurement of nanobelt contact resistance.
We compute two values of electron density n1 and n2 as described in 5.2.2, where n1 is
calculated considering the threshold voltage (Equation 5.10) and n2 the conductivity and
mobility (Equation 5.11). For these devices we find that n1 varies significantly (including
negative values of electron density). Previous PhD students have previously found that
in MBE grown nanowires, electrical properties exhibit order of magntitude nanowire to
nanowire variation [64]. Therefore variation in electron density between different nanobelts
is not in and of itself troubling. However, negative electron densities are non-physical (in
an n-type material) and this shows that there is a problem with this method of measuring
electron density. In order to derive Equation 5.10 (the equation used to determine n1
from the threshold voltage) we have assumed that the total charge on the nanowire from
surface states is negligible. Due to the large surface to volume ratio of the thin nanobelts,
the charge from surface states will be significant. We therefore attribute the significant
variation in n1 to surface states. This suggests that this is not a suitable method for
extracting the electron density in these nanobelts. The presence of surface states should
only effect the intercept of the line fit to the transconductance (Figure 6.13). The electron
mobility is extracted from the gradient to this line and we therefore believe the values ex-
tracted here to be genuine. The mobilities extracted are similar to nanowires grown by this
technique further supporting that the genuine electron mobility is extracted here. This is
supported by observations on ZnO nanowire FETs in the literature where a change in sign
in threshold voltage based on different environmental conditions has been demonstrated
[143]. Here in the presence of oxygen the threshold voltage switched from negative (air
and vacuum) to positive in the presence of oxygen due to the increased adsorbed surface
oxygen acting as surface traps for electrons.
There is less variation between nanowires in n2 (and no negative values of electron
density). However the values found for n2 are significantly lower than values often found
for electron density in ZnO. This is likely again due to surface states. When calculating
n2 we consider a uniform channel where electrons, with the mobility already determined
from the transconductance, flow. This does not allow for a non-uniform channel where
surface states have caused band bending and carriers are confined to flow in a region at
the nanobelt core much smaller than the nanobelt dimensions. As pointed out in 5.2.2 n2
is also not a measure of the donor density, rather it is a measure of the free carriers in
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Figure 6.14: (a)AFM image of a nanobelt FET device. The dashed line indicates where
a height profile has been taken allowing the thickness of the nanobelt to be measured as
30nm. (b) The height profile along the dashed line. AFM is performed by Mr Adrian
Hodel.
the nanowire at zero gate voltage. Therefore, significant numbers of surface states may
deplete the nanowire of carriers so that, even given ’normal’ doping levels in intrinsic ZnO
(≈ 1017cm−3) the total free carriers at zero gate voltage may be smaller.
6.3 Conclusion
In this chapter we study the growth of ZnO nanowires and nanobelts. We provide some
new characterization of nanowire growth and secondary growth modes for nanowires be-
fore focussing on ZnO nanobelts - the growth of which we demonstrate by MBE for the
first time [141]. We characterize the structural properties of these nanobelts and demon-
strate morphology control with growth temperature. By changing the temperature we
reduce tapering in the nanobelts which means that the polar direction of ZnO is closer
to perpendicular to the side face of the nanobelt. This is important for heterostructures
based on these nanobelts which exploit the polarization mismatch at heterointerfaces. As
these polarization mismatched interfaces would run along the length of the nanostructure
they may modify the transport properties of nanobelts.
We characterize the electrical properties of ZnO nanobelts by fabricating single nanobelt
FET devices. Nanobelts show signifcant variation in electrical properties showing order-
of-magnitude variations in ungated resistance and significant mobility variations between
nanobelts. The donor and carrier densities extracted from gated measurements on the
nanobelts demonstrate the significant effect of surface states on the nanobelt’s electrical
properties. Passivating the nanowire surfaces may be one route to achieving more reliable
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Length
(nm)
Width
(nm)
Thickness
(nm)
gm
(nA/V)
Vth
(V)
R(Vg = 0)
(MΩ)
µ
(cm2V−1s−1)
n1
(cm−3)
n2
(cm−3)
134 191 30 4.29 -1.34 1.85 29.9 -5.6×1016 2.65±0.52 ×1012
145 235 40+ 4.05 0.13 1.16 20.7 4.9×1015 4.03±0.80 ×1012
124 184 45* 3.40 8.48 0.18 19.1 2.8×1017 2.76±0.56 ×1013
161 212 35 1.08 0.08 0.71 33.8 3.3×1015 5.67±1.1 ×1012
158 187 40 17.23 -2.19 12.1 12.1 -8.3×1016 2.42±0.48 ×1011
129 257 40 1.34 -1.93 5.6 5.6 -7.29×1016 5.82±1.1 ×1011
Table 6.1: Summary of electrical properties of nanobelt devices measured. Length, width
and thickness are all dimensions of the nanobelt channel. Length and width are measured
from He FIB images. Thicknesses are measured by AFM. At the time of AFM some
devices were damaged making some measurements impossible. Thicknesses marked + are
inferred from other nanobelts as they could not be measured. Thicknesses marked * use an
inference between the height profile measured when the nanobelt is covered in gold to an
uncovered profile (subtract 10nm) based on other nanobelts. As the oxide layer is 409nm
(significantly larger than nanobelt dimensions) we use the approximation of Equation 5.16.
gm is the transconductance and Vth is the threshold voltage, both found by fitting to the
drain-source current at fixed bias whilst varying the gate voltage (Figure 6.13. R(Vg = 0)
is the resistance at zero gate voltage. µ is the electron mobility. n1 and n2 are measures
of the donor density and free electron density at zero applied gate voltage respectively.
Errors in n2 are predominately due to uncertainty in the thickness of the nanobelt as
determined by AFM.
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nanobelt electrical properties [143].
The nanobelt FETs have an on/off current of ≈ 20 which is not very large when com-
pared to other FETs. However, these devices are not designed to have a large on/off
current and are instead fabricated to measure the electronic properties of these nanos-
tructures. Passivating ZnO nanowires has been shown to improve FET properties (such
as subthreshold swing) and would be interesting to do in future devices. Additionally
different FET geometries (such as wrap gates or top gates) can lead to much improved
FET properties should this be desired.
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Chapter 7
Nanowire and Nanobelt
Heterostructures
In this chapter we study the growth and characterization of nanowire and nanobelt het-
erostructures using a combination of transmission electron microscopy and photolumines-
cence performed on nanostructure ensembles as well as single nanostructures.
7.1 Nanowire Heterostructures
We first investigate the growth of heterostructures in nanowires grown on c-plane sapphire
focusing on simple axial and radial heterostructures.
7.1.1 Axial heterostructures
To grow an axial heterostructure the chemistry must change during growth of the nanos-
tructure. For ZnO/ZnMgO heterostructures grown by molecular beam epitaxy this means
that Mg flux must be introduced part way through the growth of the nanostructure. In
order to achieve an axial heterostructure axial growth must continue after the Mg flux is
introduced. In order to continue axial growth it is necessary to maintain a high growth
temperature so that gold catalysts do not solidify and we continue VLS growth.
Using the ‘old’ sample holder shown in Figure 4.5 we grow nanowires on c-axis sapphire
at 750◦C. Nanowires were grown with Zn BEP of 3.7× 10−7 Torr and an oxygen plasma
with a flow rate of 3SCCM and a power of 300W. After one hour of growth a low Mg flux
was introduced with a BEP of 5.9 × 10−9 Torr and growth continues for another hour.
Note that temperatures with different sample holders are not directly comparable and for
the same thermocouple reading, samples in the old sample holder are hotter than in the
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Figure 7.1: Photoluminescence spectrum of attempted axial heterostructures (blue labelled
ZnMgO) with plain ZnO nanowires for reference (black labelled ZnO).
new sample holder by ∼ 100 ◦C.
PL on these nanowires (blue line in Figure 7.1) shows emission centered at 3.33eV.
There are no distinct peaks from ZnO and ZnMgO indicating that heterostructures may
not have been formed. The PL emission of the intended axial heterostructures is 30meV
above PL emission from ZnO nanowires grown in similar conditions without the addition
of Mg which is shown in Figure 7.1 for reference. The energy difference between the PL
peaks can be translated into a Mg concentration of ∼1% which is close to the 1.6 % of the
fractional Mg flux during the second phase of growth.
We collect STEM-EDS maps of the nanowires grown using this technique (Figure
7.2). These EDS maps show no variation in elemental concentration, rather a uniform Mg
incorporation throughout the nanowire consistent with PL analysis showing only a single
luminescence peak. This is seen for a number of nanostructures from the same batch. At
the elevated growth temperature Mg is mobile and may diffuse into the nanostructures.
This means that as well as being incorporated by VLS growth Mg diffuses into the ZnO
nanowire bases which were grown initially. This does demonstrate how annealing under a
Mg flux allows for retroactive nanowire doping and band gap control.
An obvious solution to stop Mg diffusing into nanowires is to drop the growth tem-
perature as this is a thermally activated process. However, at lower growth temperature
gold catalysts solidify stopping axial VLS growth. Using the ‘old’ sample holder nanowires
did not grow very efficiently (short nanowires with a low yield [64]) at temperatures be-
low 700 ◦C. Given that Mg diffuses throughout the nanostructure at this temperature we
conclude that it is not possible to grow axial heterostructures by this technique (gold-
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Figure 7.2: Maps of (a) Oxygen (b) Magnesium (c) Zinc K edge intensity and (d) Gold L
edge collected by STEM EDS. STEM EDS was performed by Edward R. White of Imperial
College London. The kink at the base of the nanowire is a defect introduced during the
initial growth of the ZnO nanowire.
catalysed PAMBE on sapphire) and a lower temperature growth technique is required.
This could, for example, be nanowire growth catalysed by silver which has a lower melting
point than gold and can thus be used to grow at lower temperatures [144, 145].
7.1.2 Radial heterostructures
In order to grow radial heterostructures a core must be grown with one chemistry before a
shell is subsequently grown around the core with a different chemistry. In PAMBE when
the growth temperature drops we cease axial growth as the catalyst particles solidify and
instead promote sidewall growth. We should therefore be able to achieve core-shell het-
erostructures by first growing 1d nanostructures as discussed in Chapter 6 before dropping
the growth temperature and changing the chemistry of the reactants. In order to grow
core-shell ZnO/ZnMgO nanowires we introduce a flux of Mg during the shell growth. It is
important that temperatures are sufficiently low as to ensure that there is no Mg diffusion
into the nanowires as seen at high temperatures e.g. Figure 7.2.
We investigate two samples where shells are grown for different times. The first sample
with shorter shell growth (630s) is grown with a Zn flux of 2.9×10−7 Torr and Mg flux
2.9×10−8 Torr. For the second sample shells are grown for longer (9000s) with a Zn flux
of 2.0×10−7 Torr and Mg flux 2.3×10−8 Torr (both samples have a Zn:Mg ratio of ≈10:1).
PL spectra of both samples are shown in Figure 7.3. The sample with short shell growth
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Figure 7.3: Photoluminescence on two nanowire heterostructure samples with shells grown
for 630s (blue) and 9000s (black). A Gaussian profile is fit (red) to the ZnMgO peak after
a Jacobian transformation is performed giving a central energy of 3.62 eV and σ = 0.11
eV.
shows an peak from excitonic emission in ZnO but no higher energy ZnMgO peaks. The
sample with the long shell growth also shows a peak associated with excitonic emission with
slightly higher central energy. This slightly higher energy is within the range commonly
observed for nanowire samples where there is some small sample to sample variation and
therefore is not taken as evidence of Mg diffusing into the nanowires. The PL spectra
for nanowires with long shell growths also shows a ZnMgO peak at higher energies. The
distinct luminescence peaks indicates that ZnO and ZnMgO co-exist on the sample.
Equation 3.1 allows us to determine the Mg content of the ZnMgO shell from the PL
peak energy. Fitting to the ZnMgO peak we extract the central energy to be 3.62 eV
which gives a fractional Mg concentration of 16%.
In order to investigate these heterostructures further we perform STEM EDS on
nanowires from both samples (Figure 7.4). The EDS maps show that both samples have
nanowires with core-shell geometry despite there being no PL signal from the shell in the
sample with the shorter shell growth.
The nanowire from the sample with the shorter shell growth has a ZnMgO shell which
is ≈3nm thick (Figure 7.4 a-c). These shells may be too thin to give a luminescent response
as carriers may diffuse out of the shell either, into the ZnO core or, to the surface where
they recombine via surface states, faster than they recombine in the shell.
The sample with shells grown for 9000s also shows ZnMgO shells (Figure 7.4 d-f) and
these are substantially thicker. Although there are a significant number of counts at the
centre of the nanowire, this does not indicate diffusion but is due to the projection of the
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Figure 7.4: STEM EDS maps of the amplitude of the (a,d) Zn and (b,e) Mg K edge and
(c,f) the Oxygen L edge of a core shell nanowire where shell growth occurred at 550◦C
occurred over a 630s (a-c) and 9000s (d-f). STEM EDS was performed by Edward R.
White of Imperial College London.
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Figure 7.5: (a) EDS map shown in Figure 7.4 (e) with a region marked where an intensity
profile has been extracted using ImageJ. (b) Schematic of model where a ZnMgO shell
(thickness = r2 - r1) coats a circular ZnO core (radius = r1). Assuming a point like
electron beam (shown in red) the intersection of the beam and the shell can be calculated
analytically. (c) The line scan of Mg counts from (a) (black crosses) and a plot of equation
7.1 using r2 = 12.7 nm r1 = 9.9 nm in red.
core-shell into two dimensions meaning that the shell wraps the whole nanowire. This can
be confirmed by taking an intensity profile of EDS maps such as is done in Figure 7.5 (the
area mapped is shown in (a) and the results in (c)). We can calculate the intersection
of the electron beam with a ring shell surrounding a circular core. Assuming a point-like
beam (the beam has minimal physical width) the intersection between the beam and the
shell layer is given by
I(x) =

0, if |x| > r2.√
r21 − x2, if r2 > |x| > r1.√
r21 − x2 −
√
r22 − x2, if x < r1.
(7.1)
where r1 and r2 are the radii of the core and the whole nanowire respectively. This ge-
ometry is shown schematically in Fiure 7.5 (b). We plot the measured intensity and the
model using a nanowire radius of 13.2nm and a core radius of 10 nm in Figure 7.5 (c)
and show excellent agreement between the model and results showing that these struc-
tures are indeed core-shell nanowires with abrupt heterointerfaces and a shell thickness of
3.2 nm ± 0.5 nm. These thicker shells from the nanowires with longer shell growth do
provide luminescent signatures as shown in Figure 7.3.
EDS maps were performed on a number of nanowires from the sample with longer shell
growth. The thickness of the ZnMgO shell for each nanowire is extracted as above, consid-
ering the intensity of EDS counts across a line-scan and using the model in Equation 7.1.
The shell thickness is plotted as a function of nanowire diameter in Figure 7.6 and shows
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Figure 7.6: The thickness of ZnMgO shells as a function of nanowire diameter measured
from EDS maps of nanowires with shells grown for 9000s. The thickness of shells is
measured from EDS maps such as those presented in Figure 7.4 by modeling EDS line-
scan profiles according to Equation 7.1. Error bars are approximately the same size as
markers.
that in this sample the shell thickness increases with nanowire diameter. Assuming that
the same flux of reactants were present to each nanowire then more material would be
required to make a shell of the same thickness on a nanowire with larger diameter and
we would expect the converse - thinner shells for larger diameter nanowires. A simple
explanation for variation between nanowire diameters is that there is significant variation
in catalyst size as the nanoparticles are formed randomly by de-wetting an evaporated
film. However, the observation that we have thicker shells on larger diameter nanowires
indicates that thicker nanowires may form due to a greater local flux of adsorbed reac-
tants to the nanowire and that nanowire growth is influenced significantly by the local
environment and not the catalyst. Using Mg shells as markers we may therefore explore
the growth dynamics of nanowires.
7.1.3 Passivation
We perform PL measurements from 1.6 - 3.6 eV on the heterostructure sample with a
600s shell growth (thin shells) and some ZnO nanowires grown under similar conditions
with no heterostructures and present this data in Figure 7.7. The heterostructure sample
has a significantly more intense near band edge (NBE) emission at 3.3 eV than the plain
nanowires. Despite the increased NBE intensity of the heterostructures the absolute in-
tensity of the defect peaks is decreased relative to the plain nanowires. Despite the thin
ZnMgO layer not contributing an independent PL peak, clearly the capping layer of Zn-
MgO significantly affects the PL spectrum of the nanowires. This is due to the passivation
of the nanowire surfaces.
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Figure 7.7: Ensemble PL measurements on a heterostructure nanowire sample with 600 s
shell growth (blue) and a plain nanowire sample (red). The PL is collected in two mea-
surements as different filters are required to access different regions of the electromagnetic
spectrum and are both acquired at room temperature. The dashed line indicates the
spectral regions in each acquisition.
7.2 Nanobelt Heterostructures
Core-shell nanobelt heterostructures are particularly interesting due to the polar mismatch
at the heterointerface which would extend the length of these nanostructures. Schematics
of such nanobelts are shown in Figure 7.8 with a 3d image in (a) and a cross section
showing crystallographic orientations in (b). Using lessons from nanowire heterostructure
growth, we attempt to grow nanobelt heterostructures. It is important to note that
the sample holders used changed between the nanowire heterostructure growth and the
nanobelt growth. This has the benefit of more uniform growth across the sample but means
that it is necessary to recalibrate the sample temperature. For the same temperature
reading of the MBE thermocouple the sample surface temperature is systematically lower
in the new sample holder than in the old by approximately 100◦C.
The mechanism for sidewall growth may be different between nanowires and nanobelts.
ZnO nanowires have sidewalls which are non-polar. Therefore uniform sidewall coverage is
expected. However, ZnO nanobelts have distinct sidewall faces - a polar and a non-polar
face. Indeed, as shown by the tapering of ZnO nanobelts grown at lower temperatures,
sidewall growth occurs predominately on the polar face due to the different energy costs
of island formation on polar and non-polar surfaces. The two polar faces are also not
identical with a Zn- and an O-polar face and ZnO grows differently along the two polar
directions. In thin films the two polarities of ZnO grow on different substrates and in
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Figure 7.8: Schematics of nanobelt heterostructures with (a) 3d image of the heterostruc-
ture and (b) cross section showing crystallographic directions in the nanobelt.
bulk crystals the growth on O-polar faces results in a higher defect density [13]. The
difference in energy associated with island nucleation on the different faces means that
we may expect correspondingly different sidewall growth for different ZnO faces with
less sidewall growth on faces with higher nucleation energy. This means when growing
heterostructure nanobelts we expect more ZnMgO growth on the polar sidewalls than the
non-polar sidewalls.
We grow ZnO nanobelts as described in section 6.2.1 for 5400 seconds. The target
growth temperature is 900◦C. The growth temperature is then reduced and a ZnMgO
shell is grown for 1800 seconds with a Zn:Mg flux ratio of ≈12:1. There is some variation
between flux ratios based on drift in fluxes across the day resulting in fluctuations in
fractional Mg flux of a few percent.
7.2.1 Ensemble Photoluminescence
To initially characterize the samples we perform ensemble photoluminescence on the sam-
ples which is presented in Figure 7.9. Since ZnMgO has a larger band gap than ZnO, PL
from the ZnMgO will occur at higher energies.
Each of the nanobelt samples has a peak in PL corresponding to exciton emission from
ZnO (≈3.3eV). Samples grown at 600◦C or lower have distinct ZnMgO peaks in addition
to the ZnO exciton emission. This shows that there is ZnMgO on the sample in addition
to the ZnO but, as this is an ensemble average, it does not confirm that the ZnMgO is in
the core/shell configuration intended.
Three samples show ZnMgO emission at similar energies (those with shells grown at
500◦C, 550◦C and 600◦C with a Zn:Mg ratio of 16:1). In these samples there is a trend
where the ZnMgO peak becomes more intense at higher growth temperatures up to 600◦C
although the peak energy doesn’t change. This may be indicative of higher quality ZnMgO
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Figure 7.9: Photoluminescence spectra of ZnO/ZnMgO heterostructure nanobelts with
the ZnMgO shell grown at different temperatures and slightly different Zn:Mg flux ratios.
Temperatures and beam flux ratios are listed in the figure. Each curve is offset vertically
for clarity. Data are plot on (a) a linear scale and (b) a logarithmic scale.
due to the higher growth temperature.
Of the two samples with ZnMgO grown at 600◦C, both show well resolved ZnMgO
peaks which have different central energies for the ZnMgO peak (red and black lines
in Figure 7.9). Additionally the sample with the higher Mg flux (red) gives off lower
energy emission and hence has a lower band gap presumably resulting from less Mg being
incorporated. As temperatures are controlled by a PID controller taking as its input the
temperature measured by a thermocouple not located on the sample surface, temperatures
are not perfectly controlled. In the sample which has a lower energy ZnMgO peak the
temperature (as read out by the pyrometer) increased slightly during growth and so the
true growth temperature may be slightly higher than the other sample by 2–5 ◦C.
For samples with ZnMgO grown above 600◦C, a PL signal corresponding to the ZnMgO
band gap is not obvious when plotted on a linear scale. When PL for these samples with
shells grown at higher temperature is plotted on a logarithmic scale (Figure 7.9 b) a
shoulder on the high energy portion of the ZnO PL peak is apparent which is not present
for samples with shells grown at lower temperatures. This shoulder we attribute to the
presence of ZnMgO either directly due to luminescence of the wide band material or
indirectly due to luminescence processes allowed by the heterointerface. We confirm that
Mg is present on the surface by performing XPS on the samples with shells grown at high
temperature where Mg XPS peaks are found as discussed in section 7.2.2.
Whilst the central energy and intensity of the ZnO peak remains approximately con-
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stant, the ZnMgO peak shows non-monotonic behaviour in intensity with temperature,
increasing with shell growth temperature up to 600 ◦C before reducing. The central energy
of the peak is constant at ∼3.65 eV with temperature up to shell growth temperatures of
∼600 ◦C when it falls to become a shoulder to the ZnO peak.
One explanation of the trend in PL with ZnMgO growth temperature is that at higher
temperature the shell growth rate falls. As the growth rate falls, the shell thickness
decreases. From nanowires we have seen that thinner shells do not provide a PL peak
(e.g. Figure 7.3) and this would likely be the same for nanobelts. This doesn’t explain
the change in central energy but does explain the non-monotonic change in intensity. The
change in central energy could relate to the epitaxial quality of the ZnMgO. At higher
temperatures we expect higher quality, more epitaxial ZnMgO to grow. If ZnMgO shells
are strained by the ZnO core then this may reduce the incorporation of Mg in the shell,
leading to a reduction of the central energy of the luminescence.
We perform PL as a function of the pump laser excitation power on the sample with
shells grown at 550 ◦C and compare this with a reference spectrum of ZnO nanobelts in
Figure 7.10. The reference ZnO nanobelts only showed a change in absolute intensity with
pump power with the normalised spectra remaining the same up to changes in signal to
noise ratio. For the heterostructure nanobelts, at 100% power (∼600 Wmm−2) the PL
spectrum has a low number of counts at low energies, a ZnO peak and a higher energy
ZnMgO peak. The ZnO peak from the heterostructure nanobelts and the plain nanobelts
look qualitatively similar, although there are fewer counts for the ZnO nanobelt sample
at energies below the band gap of ZnO.
As the pump power decreases from its maximum power of ∼2mW the PL spectra of
the heterostructure nanobelts change. The absolute counts of the spectra are shown in
Figure 7.10 (a). All spectra are acquired with the same acquisition time and averaging
meaning that the PL spectra are non-monotonic with pump power.
The PL spectra are acquired by shining laser light at the sample and then measuring
the emitted light. We measure the PL properties of the sample when illuminated by light
of a given fluence. Continuous illumination can change the properties of the sample, for
instance, under intense illumination surface traps may on average be empty as photons free
electrons from the traps faster than they are re-trapped. This can affect the band structure
of the nanostructures and the consequent PL spectra acquired. The power dependent
PL spectra are therefore capturing luminescence features due to carrier dynamics in the
nanostructures.
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Figure 7.10: Power dependent PL spectra taken of a heterostructure nanobelt ensemble
and a plain ZnO nanobelt sample (black line) at room temperature. The percentage of the
maximum applied laser power (2 mW laser power 2 µm spot) is indicated on the graph.
The plain ZnO nanobelt is taken at 10% power; the normalised spectrum showed no
measurable power dependence between 100 and 0.1% power except for a change in signal
to noise ratio. We plot (a) the absolute number of counts and (b) the counts normalised
to the ZnO peak.
In 7.9 (b) we show the PL spectra normalised by the ZnO peak at 3.3 eV. The nor-
malised counts show that the relative intensity of the ZnO peak and the ZnMgO peak
remain roughly constant. However, the counts at lower energies of 2.9–3.2 eV become
more intense relative to the ZnO peak before saturating with decreasing laser pump power
at 10% of the maximum applied power. There is therefore some luminescence process at
energies below the band gap of ZnO which does not occur in plain ZnO nanobelts and
also does not occur under intense excitation. A potential candidate for this luminescence
process is the quantum confined stark effect.
QCSE occurs when electrons (holes) confined in a quantum well recombine with holes
(electrons) from the narrow-gap material on one side of the well. QCSE luminescence
occurs at energies below the band gap of the narrow gap material and may only occur
when a quantum well forms. This luminescence process is qualitatively at the correct
energy (<3.3 eV) and occurs in heterostructures but not plain nanobelts supporting the
suggestion that it arises due to QCSE.
If the luminescence is due to QCSE then this is suppressed at high power. This cannot
be due to saturation of the QCSE (i.e. the maximum intensity due to QCSE emission
is reached) as Figure 7.10 (a) shows non-monotonicity. Therefore it must be due to a
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change in the band structure under intense illumination. This could include screening
of potentials due to large numbers of charge carriers affecting the band structure and
confining potentials resulting in the lack of a quantum well.
QCSE emission was measured in polar quantum wells at the tips of nanowires by CL
at 5 K with peak energies ∼140meV below the main ZnO peak [97]. The measurements
presented here are performed on ensemble nanobelts at room temperature meaning broader
peaks are to be expected. The luminescence peak here is 300meV below the band gap
of ZnO although the details of QCSE will depend on the exact band-misalignment. We
discuss QCSE related PL later in the thesis where cryogenic PL and single-nanostructure
PL are reported.
7.2.2 X-ray Photoelectron Spectroscopy
In order to test whether Mg is present on these samples XPS measurements are performed
on the nanobelt samples where only low intensity shoulders are seen on the ZnO peak
in ensemble PL and also upon the sample grown at 600◦C with a 12:1 Zn:Mg ratio for
reference. As XPS is an ensemble measurement when performed on nanostructures it will
average over many nanostructures as well as any material on the surface that is not part
of a nanostructure (e.g. thin film or boulder growth). We show the Mg peaks in the XPS
spectra (Figure 7.11 a) and the whole XPS spectrum (Figure 7.11 b). XPS is performed
by Matthew Sparks.
The significant counts from surface carbon contamination and adsorbed oxygen make
extracting a true Zn:Mg ratio difficult. These XPS measurements do confirm that there
is surface Mg present in all of the samples, even when there is a low intensity PL peak
from ZnMgO. We may also fit the peaks and find the ratio between the area under the Zn
and Mg XPS peaks as shown in Table 7.1. Whilst there is variation in this ratio between
samples, the variation is not monotonic and likely due to significant surface contamination.
However, the ratios are comparable in magnitude.
7.2.3 Single Nanobelt PL
Ensemble PL measurements of the nanobelts show distinct ZnO and ZnMgO peaks (Figure
7.9) indicating that there may be heterostructures present. However this is far from
conclusive. Alternatively there could be ZnMgO in close proximity to the ZnO but not in
the heterostructure geometry. This ZnMgO could possibly be in the form of boulder growth
on the substrate. A better measurement indicating nanobelt heterostructures would be
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Figure 7.11: XPS spectra of nanobelt heterostructures. (a) Zoom on Mg 1s peak in the
XPS spectrum for samples grown at three temperatures. A small Mg peak is present in
all samples measured. A Gaussian is fitted to each of the magnesium peaks after first
subtracting a linear background. Fit parameters are shown in table 7.1. (b) A full XPS
spectrum of the sample grown at 700◦C with pertinent peaks labeled. XPS is performed
by Matthew Sparks of UCL.
Shell Growth
Temperature (◦C)
Mg A
fit
Mg σ
fit
Mg
Aσ
√
2pi
Zn (1022 eV)
Aσ
√
2pi
Zn:Mg peak ratios
600 340±30 0.93±0.09 790 36,400 46.1
650 670±35 0.99±0.06 1650 41,300 25.0
700 410±33 1.05±0.1 1080 41,400 38.3
Table 7.1: Table summarizing XPS results for samples with shells grown at 600, 650 and
700 ◦C. The fit parameters for Mg peaks are given as well as the ratio of areas under the
Zn and Mg peaks for all samples showing similar values for all samples. The fits are shown
in Figure 7.11. An exact quantification is more difficult and includes equipment-specific
parameters.
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Figure 7.12: Room temperature PL measurements on single nanobelt samples grown at
600◦C with a Zn:Mg ratio of 12:1 (a) A number of normalised PL spectra offset for clarity
(b-e) several characteristic spectra. (b) A PL peak at 3.3eV as expected for ZnO. (c) A
PL peak from both ZnO (3.3eV) and ZnMgO (∼3.5eV) (d) One peak at ∼3.3eV from
ZnO and another peak at lower energies. (∼3.2eV). (e) A single, lower energy peak. Due
to a less intense signal the spectrum in (c) is collected for a longer a time. this improves
the signal to noise ratio allowing the peaks to be resolved but also results in the higher
intensity background. Red lines show fits to the spectra where (b, e) are fit using a single
Gaussian, (c) has a linear background subtracted before being fit by the linear sum of two
Gaussians and (d) is fit by the linear sum of two Gaussians.
PL spectra from single nanobelts containing ZnO and ZnMgO peaks. This would show
that there is ZnO and ZnMgO in a single nanobelt showing that at least the different
chemistries coexist within single nanobelts, meaning that some form of heterostructure
is formed. There are additionally luminescence signatures which are characteristic of
quantum confinement of the heterointerface such as quantum confined stark effect (QCSE)
and quantum well luminescence. At room temperature these spectra may be broad (or
not present) due to thermal broadening.
We perform PL on single nanobelts as described in section 4.2.4. We disperse nanobelts
from two of samples whose ensemble measurements are shown in Figure 7.9. One sample
has shells grown at 550◦C (green curve in Figure 7.9) with a Zn:Mg ratio of 16:1; and the
other at 600◦C with a Zn:Mg ratio of 12:1 (red curve in Figure 7.9). Spectra from single
nanobelts grown at 600◦C collected at room temperature are shown in Figure 7.12.
Spectra from different nanobelts (Figure 7.12 a) show substantial variation despite all
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coming from the same growth run with shells grown at 600 ◦C. This is likely due to a com-
bination of factors: Firstly, we know that there is nanostructure to nanostructure variation
in the shape and size of the nanobelt. Probably more important than variations in shape
and size for luminescence properties are variations in the heterostructure, including the
thickness of shell growth and Mg concentration of the shell. Variation in heterostructure
dimensions was shown for nanowires in Figure 7.6 and therefore likely occurs for nanobelts
as these heterostructures are grown by the same technique.
In Figure 7.12 (b-e) we present a series of archetypal spectra collected on single
nanobelts. Figure 7.12 (b) shows a PL spectrum with a single peak which is charac-
teristic of excitonic emission from ZnO. It is fit by a single Gaussian which has a central
energy of 3.30eV and a standard deviation, σ = 0.05eV. The fit is not perfect and does
not capture tails in the spectrum, nor the maximum intensity. This may be due to small
levels of additional luminescence processes also occuring.
Figure 7.12 (c) shows a PL spectrum with a low intensity. Due to the low intensity
the spectrum has been measured with an integration time five times longer than the other
spectra. There is a comparatively large background which is characteristic of these PL
measurements when low intensity sources are measured for longer times. This spectrum
shows two peaks, one characteristic of excitonic emission from ZnO and another which
has an energy associated with ZnMgO with lower intensity. This spectrum looks very
similar to ensemble measurements once the background is disregarded. We take these two
peaks as evidence that this is a spectrum from a heterostructure where both the ZnO
and ZnMgO are luminescing. We subtract a linear background from the spectrum and
then fit it by the sum of two Gaussians. The Gaussian which fits the ZnO peak has a
central energy of 3.32 eV and σ = 0.05 eV (similar to the excitonic spectrum in Figure
7.12 b). The ZnMgO peak has a central energy of 3.52 eV and σ = 0.05 eV. Based on
the difference in central energies of the two peaks (0.19 eV) and Equation 3.1 this gives a
fractional magnesium concentration of the shell of x=0.12.
Figure 7.12 (d) shows a spectrum which clearly also has two peaks. One of the peaks,
as expected, is characteristic of excitonic emission from ZnO with central energy 3.31eV
and σ = 0.03eV. The second peak is, however, at lower energy than the ZnO peak. It
has central energy 3.20eV and σ = 0.12eV. This is significantly broader than any of the
excitonic peaks in the other spectra. The different central energy and width indicate that
this peak is caused by a different mechanism. This second peak at lower energies is seen in
a number of spectra. These peaks are separated by 110meV meaning that the low energy
127
2.9 3.0 3.1 3.2 3.3 3.4 3.5 3.6 3.7
Energy (eV)
N
o
rm
a
lis
e
d
 c
o
u
n
ts
Figure 7.13: Normalised single nanobelt PL spectra taken from a different sample (grown
at 550◦C with a Zn:Mg ratio of 16:1 - green curve in Figure 7.9. Lines offset vertically for
clarity.
peak is not a phonon replica of the main peak since the LO phonon in ZnO is 72 meV.
Figure 7.12 (e) is fit by a single Gaussian. This peak however resembles the lower
energy peak seen in Figure 7.12 (d) more than excitonic emission from ZnO – the central
energy is lower(3.25 eV) and the peak is broad (σ =0.11 eV).
The variety of PL spectra which we find in nominally similar nanobelts is intriguing.
These different spectra are also found when performing single nanobelt PL on nanobelts
from a different sample (Figure 7.13). Spectra with two peaks with the second peak
being at either higher or lower energy, are seen as well as nanobelts giving only excitonic
ZnO emission. The variation in PL spectra between nanostructures shows that ensemble
measurements alone are insufficient in order to determine the optical properties of single
nanostructures.
7.2.4 Low Temperature Nanobelt Photoluminescence
At room temperature, features in photoluminescence spectra are blurred out by the signif-
icant thermal energy (300 K ×kB = 26meV). By cooling the sample to lower temperature
and reducing the thermal energy of carriers in the sample, we may resolve features which
are obscured at room temperature. Maximillian Zapf, a collaborator at Jena University,
Germany, performed cryogenic photoluminescence on the single nanobelts discussed in the
previous section. These measurements are performed using a HeCd laser at 4.2 K and are
performed both on single nanobelts using a narrow (∼0.5 µm) excitation beam and also on
ensembles of as-grown heterostructure nanobelts using a broad (∼1 mm) excitation beam.
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The ensemble measurements will average over millions of nanobelts as there are many
nanobelts per square micron. Together these measurements give a better understanding
of the luminescence processes occurring in nanostructures.
Ensemble Measurements
We first perform ensemble PL measurements on two samples which have previously been
discussed: the sample with shells grown at 600 ◦C and a Zn:Mg ratio of 12:1 (Figure 7.14
a, b) and the sample with shells grown at 550 ◦C with a Zn:Mg ratio of 16:1 (Figure
7.14 c, d). These samples have distinct room temperature ensemble PL spectra which are
representative of different samples. The sample with shells grown at 600 ◦C has a narrow
PL peak associated with the ZnMgO which at room temperature is a shoulder to the main
peak. The sample with shells grown at 550 ◦C has a much broader ZnMgO peak which is
centred at higher energy (Figure 7.9). The PL spectra in Figure 7.14 are collected with
an excitation power of 0.3W cm−2, over 1000 times lower excitation power than the room
temperature measurements.
At 300 K both samples have a PL peak from ZnO at 3.32 eV which arises due to
transitions across the band gap of ZnO. As the samples cool this peak narrows and moves
to higher energies and at 4K is centred at 3.37 eV. The narrowing of peaks with decreasing
temperature is a normal feature of PL as the carriers have less thermal energy to broaden
transitions. The increase in energy of the ZnO PL peak is something that has been
reported upon previously [146] and is due to a temperature dependent band-gap. As the
temperature drops the main broad PL peak from ZnO narrows, revealing a family of peaks.
The emission from ZnO is known to have a number of components from free excitons
(FX), neutral donor bound excitons (D0X) and the phonon replicas of these excitonic
peaks [147]. At high temperatures the FX peaks dominate the zero-phonon line and at low
temperatures the D0X peaks become dominant. This occurs as at higher temperatures the
donors become thermally activated. Therefore FX emission freezes out with the intrinsic
carriers in ZnO which occurs at ∼100 K. In Figure 7.14 (a, b) the zero-phonon peak at
100K shows split peaks since at this temperature both the FX and D0X peak occur with
significant intensity. The FX peak is at slightly higher energy than the D0X.
At energies lower than the ZnO zero-phonon line there are further peaks which are well
resolved at lower temperatures. These peaks are phonon replicas – i.e. when electrons
and holes recombine they emit a phonon as well as a photon. The phonons generated here
are linear optical (LO) phonons which have energies in the range 70–72 meV [148, 147].
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Figure 7.14: Temperature dependent photoluminescence measurements performed with a
broad ∼1 mm excitation beam on an ensemble of ZnO/ZnMgO nanobelt heterostructures
with (a, b) shells are grown at 600 ◦C and (c, d) shells grown at 550 ◦C. The spectra
are off-set for clarity and plotted on (a, c) linear (b, d) logarithmic intensity scales. Each
spectrum is normalised to the most intense point within the spectrum. Measurement
temperatures are labeled. Spectra are collected with a pump power density of 0.3 Wcm−2
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The LO-phonon coupling is much greater for the FX than D0X, meaning that the phonon
replicas are of the free exciton peak, which is entirely suppressed by D0X at cryogenic
temperatures in these nanobelts. When closely expecting the FX-LO peak on logarithmic
scales there appears to be a shoulder to the peak at lower energies. This much lower
intensity peak is ∼70 meV below the D0X peak indicating that it is likely a phonon
replica of the donor-bound exciton peak and is labelled D0X - LO. It is at much lower
intensity due to the weaker phonon-exciton coupling for the donor bound exciton.
The two samples differ predominately in the central energy, and width of the ZnMgO
peak from the shell luminescence. For the sample with shells grown at 600 ◦C (Figure
7.14 a, b), at room temperature the shell luminescence is at energies just above the broad
ZnO peak and is a shoulder to the peak. At lower temperatures the peaks split and
become well resolved. At temperatures of 100 K and below the ZnMgO peak splits into
two peaks, a main peak and a lower energy shoulder separated by ∼50 meV. This is similar
to the 47meV separation between the D0X peak and FX-LO peak. We therefore think it
reasonable to suggest that this peak is an LO-phonon replica of the ZnMgO peak. The
broad ZnMgO peak has no obvious structure. The broad luminescence band may indicate
a spread in ZnMgO concentrations between samples and thus any fine structure will be
washed out by averaging over millions of nanostructures. The narrower peak and LO
phonon replica indicates that the ZnMgO has higher crystal quality in the sample where
shell growth occurs at 600 ◦C.
The LO-phonon replicas of the FX peak give information about the ZnO crystal qual-
ity and tell a different story about crystal quality from that indicated by the ZnMgO
peak. The sample where the shell is grown at 550◦C has three LO-phonon replicas which
can be resolved as opposed to the two LO phonon replicas seen in the sample with shell
growth at 600 ◦C. As these are ensemble measurements interpreting this is challenging.
One suggestion is that the shells grow more epitaxially at higher temperature – i.e. the
heterointerface is more extended, higher quality and the materials on either side are epi-
taxially related for larger regions. Epitaxial shells with different lattice constants would
strain the core and strain broadens LO phonon replicas. The shorter lattice constant of
the ZnMgO will compressively strain the ZnO core. Whilst epitaxial matching improves
the quality of the ZnMgO layers, it strains the ZnO layers reducing the crystalline quality
of the core.
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Figure 7.15: Single nanowire photoluminescence performed at 4 K on (a) linear and (b)
logarithmic scales. Features from cosmic rays are removed and spectra are offset for clarity.
Spectra in black are of nanowires where the shell growth was performed at 600 ◦C and
the shells were grown at 550 ◦C for spectra in red. All spectra were collected using a
pump power of 95 Wcm−2. Spectra are processed before plotting on a logarithmic axis
since noise in the CCD can cause counts below the noise floor to be recorded as a negative
value which cannot be plotted on a logarithmic scale. Therefore the absolute value of the
counts is plotted (i.e. no negative values) with a small offset of 1 extra count (i.e. no zero
counts).
Single Nanobelt Measurements
We present cryogenic PL measurements on a number of single nanowires from both batches
of nanowires in Figure 7.15. These spectra show a rich variation in features which deviate
significantly from the ensemble measurements, as they do at room temperature. Common
to all PL spectra is a ZnO peak centred at 3.37 eV. In three of the measured nanobelts this
3.37 eV peak has fine structure with a very narrow, very intense peak. Most nanobelts
have PL from energies higher than the ZnO band gap showing that in the single nanos-
tructures there are heterostructures i.e. both ZnO and ZnMgO are present in the same
nanobelt. More importantly these spectra have fine structure which cannot be straightfor-
wardly explained by a combination of emission from different excitons and phonon replicas.
Together the fine structure and the emission from ZnO and ZnMgO from the same nanos-
tructure indicate that there is complex luminescence arising from quantum confinement
and complex band profiles at heterointerfaces in these single nanostructures.
At 4.2 K we acquire PL spectra using different excitation powers which we show for
three nanobelts in Figure 7.16 on linear and logarithmic scales. In addition to showing
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power dependence, these higher magnification spectra more clearly show the features of
spectra characteristic of different nanobelts. These nanowires are all from the sample
where shells are grown at 600 ◦C. These spectra all show luminescence from ZnO. The
D0X peak for the ensemble measurement has an FWHM of ∼10 meV at a pump power of
0.27 Wcm−2. Even at substantially higher pump powers of 95Wcm−2 the nanobelt which
shows no fine structure (Figure 7.16 c, d) has an FWHM of ∼6 meV. The nanobelts are
high quality single elements with some scatter in properties and so averaging over many
nanobelts broadens the spectrum and explains why single nanobelts have a narrower PL
peak than ensemble measurements. Two of the nanobelts have ZnO PL peaks with not
only a narrower FWHM but also very sharp, intense components and additional fine
structure (Figure 7.16 a, b and e, f). The most intense peak for the nanowire with spectra
shown in Figure 7.16 (a, b) has a FWHM of ∼1 meV ±0.5 meV where errors arise due to
the spectral resolution of this measurement and the existence of overlapping peaks. This
is similar to the 0.7 meV FWHM of the most intense excitonic peaks measured on high
quality single crystal substrates [149] indicating that the ZnO which composes the core of
these nanobelts is of high quality.
The nanobelt spectrum shown in Figure 7.16 (c, d) has a series of peaks separated
by ∼70 meV which are therefore attributed to LO phonon replicas. These peaks are
marked by a dot-dashed line in red. However, these spectra are replicas of the D0X peak
rather than the FX peak. This shows that in this nanobelt there is significant coupling
between the linear optical phonon and the donor bound exciton. For single crystal ZnO
and ensemble measurements on the same sample this is not the case.
There are many features in these spectra which aren’t well described by phonon replicas
of different excitons in just ZnO. Each of the spectra show significant PL intensity at
energies above the band gap of ZnO. Some of these peaks are due to the presence of the
wider band ZnMgO. These ZnMgO peaks confirm that we have heterostructure nanobelts -
where there is ZnO and ZnMgO in a single nanobelt. As well as containing a ZnMgO peak,
the spectra collected at 95 Wcm−2 shown in Figure 7.16 (b, f) both show fine structure
at energies above the ZnO peak. The fine structure is not well explained by the presence
phonon replicas of the main ZnMgO peak as they are not separated by constant energy,
nor periodic and are narrower than the ZnMgO peak. We interpret the emission peaks
at energies above the ZnO peak and below the ZnMgO peak as being due to transitions
between quantum-well-levels where the energy of the transition is increased due to the
quantum confinement.
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There are also features in the luminescence at energies lower than the D0X transition
which are not well explained by the phonon replicas of the D0X or FX excitons. Examples
of these peaks badly explained by ZnO, ZnMgO and phonon replicas are the peak in the PL
at 3.337eV in Figure 7.16 (d) and many peaks in 7.16 (f). These we attribute to quantum
confined stark effect (QCSE) allowing transitions at energies lower than the band gap of
ZnO.
As the excitation power is increased the spectra qualitatively change. Peaks, as ex-
pected, broaden due to the more intense pumping populating the valence band with holes
of a spread of different energies. The relative intensity of different peaks is highly power
dependent. For instance when pump power density increases from 95 to 3183 Wcm−2 the
intensity of the D0X - LO peak increases relative to the D0X peak by ∼50% whereas the
FX - LO peak increases by ∼2000% for the nanobelt shown in Figure 7.16 (c, d). This
may be due to the saturation of donors with increased pump power. Many of the features
attributed to quantum-well luminescence and QCSE are washed out with increasing pump
power. This is likely due to the saturation of transitions associated with quantum well
levels.
These spectra are complex, and vary significantly between nanobelts. It is important
to consider why this is the case. Firstly, as already discussed, even single crystal ZnO
has a rich family of luminescence peaks which may be resolved at low temperatures.
This includes a series of excitonic peaks and phonon replicas of the peaks. Whilst the
central energy of these peaks is determined by the structure of ZnO, it is known that the
band gap of ZnO nanowires can be modulated by, for instance, strain [150]. Therefore,
even knowing the nominal energy of these excitons and transitions, the central energies
of these peaks can vary slightly between nanowires. As demonstrated by EDS maps of
nanowire heterostructures in section 7.1.2, the thickness of heterostructures varies between
nanostructures when grown using this technique. The fractional Mg content of shells
also varies between nanobelts as shown by the low temperature PL measurements on
single nanobelts presented in Figure 7.15 where the central energy of ZnMgO peaks varies
between nanobelts.
As well as transitions occurring solely in the ZnO or solely in the ZnMgO there are
multiple luminescence processes which occur due to the interface between the ZnO and the
ZnMgO where there is both a polarization mismatch and a band-gap mismatch. These are
transitions between quantum well levels (i.e. at energies above ZnO) and QCSE emission
(i.e. at energies below ZnO).
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Figure 7.16: Power dependent PL spectra of three nanobelts where each pair (a, b), (c, d)
and (e, f) show the same spectra on linear and logarithmic scales. Spectra are collectred
with 100, 3 and 0.3 µW excitation beams corresponding to power densities of 3183, 95
and 9.5Wcm−2 which are shown in green, blue and red respectively. Spectra are recorded
at 4.2 K. Black lines indicate the position of D0X, FX - LO and FX - 2LO as determined
from ensemble measurements on the same sample. Red dot-dashed lines mark the position
of D0X - LO and D0X - 2LO as determined from the spectrum in (b).
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Figure 7.17: Schematics of band profiles at polar interfaces including the effects of band
bending. (a, b) show the Zn-polar interface and (b, d) show the O-polar interface. (a, c)
show the band profile with flat bands and (b, d) show schematically the addition of band
bending.
Due to the crystallography of these nanobelts there are at least three qualitatively
different faces in the nanostructure as shown in the schematic in Figure 7.8. The two side
faces of the lamella are both polar, one is Zn polar and the other O-polar. The top and
bottom faces of the lamella are non-polar. The band structure at each of these interfaces is
different due to the combination of polarization and band gap mismatch at these different
interfaces. Given that the luminescence processes depend on the local band structure, this
means each of these faces may have a different luminescence characteristic. The Mg content
of shells also varies between nanostructures meaning the polarization and band offset
at these three distinct faces will vary between nanostructures. Furthermore, electronic
bands bend upwards at the surface of ZnO nanostructures due to the n-type conductivity
and negative surface traps. Band bending may further influence the band structure at
these interfaces. In Figure 7.17 we show schematic band profiles at both Zn and O-polar
interfaces between ZnO and ZnMgO in the presence and absence of surface band bending.
Given all this, we expect that interfaces with a number of different band structures are
present in each nanostructure and that there is variation between the nanostructures.
More complex processes such as QCSE or quantum-well luminescence depend sensitively
on the depth of the quantum well (which affects the energy of luminescence) and the spatial
overlap of electron and hole wave functions (which affects the intensity of the transitions).
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Therefore, it is not surprising that we see such variation between nanostructures and that
single heterostructure nanobelt PL spectra may be hard to interpret.
There have been previous reports of luminesce arising due to QCSE at polar ZnO/ZnMgO
interfaces. In [97] CL is recorded at polar ZnO/ZnMgO interfaces within nanowires At
the polar interface in these nanowires there is QCSE luminesce at 3.24 eV (140 meV be-
low the band gap) with approximately 1/7th of the intensity the ZnO peak. In [92] the
same interface is investigated in thin film geometry. At 5 K QCSE is observed 40-50meV
below the ZnO luminescence and the peaks here are also approx. 1/7th of the intensity
of the ZnO peak. In the nanostructures investigated here there are un-explained peaks
in Figure 7.16 at 100 meV below the ZnO peak with intensity ∼1/7th of the ZnO peak,
in Figure 7.16 30 meV below the ZnO peak with intensity 1/25th the intensity. These
peaks are consistent in energy shift and magnitude with previous measurements of QCSE
but further measurements are required to be definitive in assigning their cause. These
measurements could include CL measurements where luminescence is spatially resolved
so that it is possible to determine whether the luminescence signal associated with QCSE
comes from regions where QCSE is expected.
7.3 Conclusion
In this chapter we demonstrate the growth of ZnO/ZnMgO heterostructure nanowires
and nanobelts in a two-stage process. By STEM-EDS mapping and ensemble photolu-
minescence we show that at temperatures above 700◦C Mg diffuses into ZnO forming
homogeneous ZnMgO. We show that by growing at a lower temperature this Mg diffusion
does not occur and heterostructures with distinct ZnO and ZnMgO result. We demon-
strate the growth of abrupt ZnO/ZnMgO nanowire heterostructures and show that these
core-shell structures have improved PL, with sharper, more intense emission across the
band gap and a less intense defect peak as compared to plain ZnO nanowires.
We show, for the first time, the growth of heterostructure nanobelts. We demonstrate
the growth of nanobelt heterostructures by PL measurements of single nanobelts. At cryo-
genic temperatures, fine structure is seen in single nanowire PL, indicative of quantum
confinement at the heterointerfaces. Future work should include characterisation of these
nanobelts by STEM-EDS, an experiment we were unable to perform due to limited access
to STEM facilities. Once well characterised, further experiments on these heterostructure
nanobelts should focus on performing transport measurements showing a modification of
the electron mobility in the nanowire. Further optimizing the growth of these heterostruc-
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tures, possibly using patterned catalyst arrays, should decrease the variation in properties
between nanobelts.
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Chapter 8
Nanoscale Cathodoluminescence
Mapping of Single Nanowires
In this chapter we report cathodoluminescence measurements on single nanowires, where
CL properties are mapped in a scanning-transmission-electron-microscope (STEM). CL
maps are collected on a number of ZnO nanowires. Different luminescence signals are
spectrally resolved and spatially mapped showing the spatial dependence of CL signals
within single nanostructures and allowing correlation of luminescence features with struc-
tural features in a single nanowire. This allows deeper understanding of luminescence data
and demonstrates a powerful technique for investigating the properties of semiconductor
nanostructures.
There are a number of techniques which may be used in (S)TEM. Many of these
techniques may be performed simultaneously as CL is collected. This adds to the power of
CL STEM as techniques such as EELS which give information about the local chemistry
(i.e. oxidation states) may be correlated to CL signals.
8.1 Experimental Setup
The STEM-CL mapping was performed by Dr. Edward White of Imperial College London
using a JEOL2100 field emission gun TEM which has a CL sample holder (Gatan Vulcan)
and EELS diffractometer and is located at Brunel University, London. In STEM mode
the microscope has a beam diameter of ∼2 nm. The electron beam interacts with the
sample and excites electron hole pairs as described in section 4.2.5. This set up is shown
schematically in Figure 8.1 (b).
Photons are generated by electrons interacting with the sample and are coupled into an
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Figure 8.1: Schematic of the experimental setup (a) showing the mirrors coupling the
light into optical fibres (figure reproduced from [151]) and (b) showing the excitation of
electron hole pairs in the nanowire by the primary electron beam and their subsequent
recombination.
optical fibre (Figure 8.1 a). The optical fibre leads out of the microscope to a spectrometer.
In order to increase the collection efficiency, a number of mirrors are placed around the
sample. A high collection efficiency is necessary in order to collect spatially resolved maps
on a nano-scale as the total electron beam dose incident on the nanowires will limit the
total measurement time since high doses cause beam damage to the sample.
ZnO nanowires are prepared for TEM as described in chapter 4. The nanowire coated
TEM grid is loaded into the microscope where an 80kV primary electron beam with a
beam current of 1 nA is used to probe the nanowires. A nanowire is located on the TEM
grid. A raster is defined by splitting the area around the nanowire up into a number of
pixels. These pixels will be larger than the size of the electron beam and so the electron
beam then rasters across these CL pixels just as it rasters a sample in STEM. The beam
will be incident on each pixel for a specified amount of time before moving on to the next
CL pixel. As the electron beam rasters the pixel, CL data is collected and a CL spectrum
for the pixel is recorded.
Despite high quality CL maps nominally requiring a long acquisition time (long expo-
sures giving better signal to noise and high resolution maps containing more CL pixels),
there are factors which limit the acquisition time for each CL map. First is a consideration
of machine access (and user) time. There is a trade off between the quality of each map
and the number of different nanostructures mapped given finite access to the equipment.
There are also limits imposed by the measurement and processes occuring to the nanowire
as it is exposed to the 80keV electron beam. The electron beam can cause beam damage
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to the nanowire and the longer the nanowire is exposed to the electron beam the more
damage is caused. Beam damage can either be sputtering of atoms from the surface by the
electron beam, atomic displacement due to energy transfer in elastic collisions or structural
damage from inelastic scattering [152]. This means there is a maximum dose (charge/unit
area) which the nanowire may be exposed to. Given constant beam current this provides
a limit to the total time of data acquisition. If this time is exceeded the measurement
may cause significant damage to the nanowire and thus change the CL properties and ul-
timately destroy the nanowire. For each acquisition there is therefore a trade-off between
spatial resolution and spectral quality subject to the constraint that the dose is limited to
not cause (too much) beam damage to the nanowire being measured.
The stage may be cooled by liquid nitrogen and reaches a temperature of 103K dur-
ing operation. This reduces the knock-on damage to the sample thereby increasing the
maximum time which spectra may be acquired for. Cooling additionally affects the lumi-
nescence spectrum, reducing thermal broadening of luminescence peaks allowing different
signals to be better distinguished and enhancing radiative recombination. However, in-
elastic scattering of primary electrons with the sample can cause heating in the sample
[152] and the TEM grid has poor thermal conduction meaning it is hard to determine a
precise sample temparature.
STEM CL was performed on a number of nanowire samples. In order to confirm
that CL signals are robust and present in different samples STEM CL was performed
on nanowires grown in two batches and these measurements were performed on different
days. The nanowires were both grown with the same growth conditions, a ‘normal’ recipe
where growth occurs using the first sample holder type at 750 ◦C with BEP Zn pressure
of ∼3×10−7 Torr and a 300W oxygen plasma with a flow rate of 3SCCM. A summary
of nanowires measured by STEM CL is presented in table 8.1. These nanowires were
rastered with different schedules, some optimised for spectral resolution and others for
spatial resolution.
8.2 CL on nanowire A
Nanowire A (figure 8.2) is a tapered nanowire from Batch 1. CL maps are collected at
the top of this nanowire. The map includes the area where the nanowire has broken off
from the substrate (flat edge at the top of Figure 8.2). This is a nanowire grown on
c-plane sapphire and as such grows along [0001]. The top broken face of this nanowire
is therefore a polar face. Figure 8.2 is a HAADF (high angle annular dark field) image
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Name
CL pixel
size (nm)
Pixel Acquisition
time (s)
Dose
(pAnm−2)
Batch Collection date
Results
section
Nanowire A 16 16 62.5 1 21/04/15 8.2
Nanowire B 10.2 3 28.8 2 29/05/15 8.3
Nanowire C 7.2 5 96.1 2 29/05/15 8.4
Table 8.1: Summary of nanowires discussed in this thesis. This includes information on
the growth-batch of nanowires,and when the data is collected.
a) b) 
Figure 8.2: (a) HAADF image of nanowire A. The red line indicates where the intensity
profile in (b) is taken. (b) HAADF intensity across top face of nanowire in (a).
in which contrast is proportional to thickness (for a constant chemical composition). As
shown in Figure 8.2 (b) the HAADF intensity drops from its maximal value to almost zero
intensity across ≈ 3 nm. This distance is similar to the dimensions of the electron beam
meaning that the polar face is approximately parallel to the electron beam.
The raster for nanowire A is optimized so that CL pixels are comparatively large
(16nm) and low noise spectra are collected. Each spectrum on nanowire A is collected for
16s.
8.2.1 CL spectra
CL spectra collected at three points on the nanowire are presented in Figure 8.3. The
spectra are collected at a polar nanowire face (blue curve), a non-polar face (green curve)
and from the nanowire core (red curve). The same spectra are plotted on a linear axis
(Figure 8.3 a) and a logarithmic axis (Figure 8.3 b). Each spectrum is collected for the
same time with the same electron beam parameters.
All of the CL spectra in Figure 8.3 have a (typically intense) peak corresponding
to photons produced by pair recombination across the band gap of ZnO. In ZnO this
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Figure 8.3: CL spectra on (a) linear (b) and logarithmic scales. Spectra collected at three
points on nanowire A where the colours of crosses on the HAADF insert to (a) correspond
to the plot colours of the CL spectra. The blue cross is at the polar top face of the
nanowire, the red cross in the core of the nanowire and the green on a non-polar side. CL
is collected at 100K.
recombination is mediated by excitons at room temperature (and below) due to the high
exciton energy of ZnO (≈60meV [17]). These transitions are referred to as near band edge
(NBE) emission. The NBE component is much stronger in the core of the nanowire than
at the surfaces. Additionally the NBE component is stronger at the non-polar face than
at the polar face of the nanowire. The naive expectation from the HAADF image (inset to
Figure 8.3) is that the NBE should be stronger at the polar face as the HAADF is brighter
meaning the nanowire is thicker and there is therefore more material to contribute to NBE
emission. There is therefore some difference between the polar and non-polar sides which
affects the NBE emission.
There are also counts in the spectra at energies below the band gap of ZnO. This
luminescence is due to sub-gap states (defects) which mediate recombination. The sub-
gap luminescence is more intense at the non-polar face than in the core of the nanowire
despite the less intense HAADF signal at the edge than the centre (meaning there is less
ZnO to contribute to this luminescence). This shows that the subgap luminescence is
stronger at the surface of the nanowire rather than from the bulk as the CL intensity is
not affected by the total volume of ZnO. The subgap luminescence is significantly more
intense (greater by a factor of two to three) at the polar face of the nanowire than at the
non-polar face. As sub-gap luminescence is stronger at the surface, the increased intensity
of subgap luminescence could simply arise from the nanowire geometry. That is, the
integrated surface area within the pixel at the polar face could be greater than that at the
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(g) (h) (i) (j) (k) (l) 
Figure 8.4: (a) HAADF STEM image of region of nanowire A mapped by CL. (b-l)
Intensity maps of nanowire A. Each map is integrated over the indicated wavelengths,
normalised to the most intense point in the map and colourized to the colour of the
central wavelength within the integration range where that is within the visible spectrum
and is grey-scale otherwise. Each normalised map is linear in intensity with normalised
counts.
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non-polar face. Without a 3d model of the nanowire this cannot be precisely determined,
however, due to the pixel size being comparatively large compared to the nanowire radius.
It is nevertheless unlikely that this discrepancy gives rise to as much as a factor of two. A
more likely explanation is that sub-gap CL is stronger at polar faces than non-polar faces.
This could be due to a greater amount of surface traps or as carriers excited within the
nanowire more often diffuse to the surface due to electric fields caused by the polarization
discontinuity at the vacuum interface.
8.2.2 CL intensity maps
In order to further investigate the spatial variation of luminescence in this nanowire we
plot CL intensity maps. These maps are generated by integrating intensity across a fixed
number of neighbouring wavelength bins at each pixel. Each map is then normalised by
the most intense point in the map as shown in Figure 8.4. The CL intensity maps show
a trend (repeated in nanowires B, C and others not presented in this thesis) where NBE
emission (Figure 8.4 b, c) is most intense at the core of the nanowire and is suppressed
at the nanowire edges. There is increased sub-band luminescence(Figure 8.4 d, i) at the
surface of the nanowire. And deep-sub-band luminescence (Figure 8.4 j, l) is approximately
uniform across the nanowire.
Maps of nanowire A show CL around polar and non-polar surfaces in the same nanowire.
We can therefore compare the effects of polar surfaces on CL emission in a nanowire. As
observed in individual spectra, subgap CL in the range 2.39 - 2.99 eV is stronger at the
polar surface than at the non-polar surface. The NBE emission (Figure 8.4 b, c) is sup-
pressed for approximately three pixels (48nm) in from the polar face, significantly further
than suppression from non-polar faces. The sub-gap CL is increased in intensity not only
in the top line of CL pixels where the electron beam is incident with the cleaved face,
but also for two to three pixels into the nanowire where the electron beam is not incident
with significant amounts of nanowire surface. This indicates that carriers excited up to
50 nm into the nanowire diffuse to the surface where they recombine (mediated by surface
states). The diffusion in the nanowire seems to occur over longer distances towards the
polar face rather than the non-polar face. This may be due to internal fields within the
nanowire.
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50 nm
20 nm
Protrusion
Figure 8.5: HAADF STEM of the section of nanowire B mapped by CL. In the HAADF
image intensity is proportional to thickness (assuming constant chemical composition) and
so the bright areas are the nanowire and the dark areas the nanowire surrounding/TEM
grid. The approximately uniform intensity across the nanowire shows uniform thickness
along the nanowire. The zoom shows a region with a ‘dark spot’ where the electron beam
was held causing local beam damage.
8.3 CL on nanowire B
CL is collected with smaller CL pixels for nanowire B which is shown in Figure 8.5.
Nanowire B was additionally intentionally damaged using the electron beam and chosen
due to a protrusion visible in HAADF likely coincident with some form of defect in the
nanowire. This allows us to map the CL variation across a region with increased defects
with high spatial resolution. In order to achieve higher spatial resolution the raster has
been optimised so that each spectrum is collected in a comparably short time (3 s/pixel).
This means that each individual spectrum has a high noise floor.
A HAADF STEM image of nanowire B is shown in Figure 8.5. In order to understand
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Figure 8.6: linescan of the normalised HAADF intensity in nanowire B. Inset is the
HAADF image where these data were collected.
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the spatial variation of CL, and relate it to nanowire morphology, it is important to have
a clear idea of nanowire geometry. In the HAADF image the contrast corresponds roughly
to nanowire thickness. A line-scan of the HAADF intensity across nanowire B is shown in
Figure 8.6. Within the core of the nanowire the thickness is approximately uniform with
only a slight increase across the direction perpendicular to the nanowire. The edges are
comparatively sharp with an increase from minimum to maximum intensity in ≈ 5 nm
which is less than a single CL pixel.
There are additional noteworthy features on the nanowire which can be seen in Figure
8.5: a protrusion on the side of the nanowire - likely coincident with some defects in the
nanowire - and a dark spot half way down the nanowire which is shown in the zoom in
Figure 8.5. The dark spot is where the primary electron beam of the STEM has been held
for a ∼10 s to intentionally induce vacancies into the ZnO lattice.
Spectra in this map are systematically affected by an automated dark-count correction
applied by the software used for data correction. Due to the low signal levels in our spectra
this is particularly noticeable when comparing spectra - peaks with similar magnitude to
the noise floor occur in all spectra (Figure 8.7 b). The techniques used in the subsequent
analysis have therefore been chosen to not be adversely affected by a poor dark count
correction and a high signal to noise ratio. The limitations imposed by worse spectra may
be circumvented by some general strategies. Integrating across neighbouring energy bins
reduces noise but also compromises spectral resolution. So long as the integrated energy
range is small compared to the width in energy of CL features then we may improve the
SNR and still resolve pertinent spectral features. Comparing the number of counts in
different CL pixels at the same energy is not sensitive to poor dark count correction as
at each energy the counts have been ’corrected’ in the same way. We may also use fitting
routines to consolidate high dimensional spectra into lower dimensional, lower noise data
which is constrained by counts at a number of energies.
8.3.1 Cathodoluminescence and Photoluminescence spectra
In Figure 8.7 (b) we present CL spectra taken on nanowire B at locations shown by in
Figure 8.7 (the colour of squares in (a) corresponds to the colour of lines in (b)). The three
spectra are collected at: the core of the nanowire (red), close to the protrusion (green)
and with an aloof beam condition (blue). An aloof beam condition is where the primary
electron beam passes close to the nanostructure but does not directly impinge upon it
[153, 154, 155]. The spectrum taken at the core has intense NBE emission (3.40 eV) and
147
STEM 
50 nm 
(a) (b) 
Figure 8.7: (a) Repeat of Figure 8.5 for reference. The location of spectra shown in (b)
are indicated by coloured squares. (b) CL spectra on a linear intensity axis collected with
electron beam at points indicated by squares of the same colour in (a). The spectrum in
red is presented twice (once with a dashed and once with a solid line). The solid line is
multiplied by 10 for presentational purposes. A 5 point moving average is applied to this
data so that trends in CL spectra are visible and not masked by noise.
small amounts of emission at lower energies. The 3.40 eV NBE emission is consistent
with band gaps widely reported for ZnO [156, 157, 158]. The spectrum taken close to the
protrusion also has intense NBE emission but additionally has a peak in luminescence at
sub-gap energies above the base-line counts. The aloof spectrum has no NBE emission
but still contains CL counts at energies below the ZnO band gap. CL is generated in an
aloof beam condition by the excitation of surface plasmons which subsequently decay into
excitons. These spectra are different from those collected when the beam is incident with
the nanowire which we interpret as evidence that electron-hole pairs are recombining at
the surface of the nanowire via surface states.
A PL spectrum is collected at room temperature on the as-grown sample from which
nanowire B is taken and shown in Figure 8.8. The PL spectrum is collected using a
He-Cd excitation laser at 325 nm as described in 4.2.4. Two filters are used to collect
data at different wavelengths (326-413 nm and 413-776 nm). The spectra are plotted on
the same axis with no further processing (no normalisation/amplitude correction is ap-
plied). The PL spectrum provides complementary data to the CL. Intense NBE emission
(376 nm/3.30 eV) is present but at slightly lower energy (longer wavelength) than the
CL. We attribute this difference to the difference in temperature between the two mea-
surements. CL is performed at 103 K whereas PL is performed at ≈300 K. An increase
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Figure 8.8: Room temperature photoluminescence spectrum collected on the as-grown
sample from which nanowire B and C are taken. The spectrum is composed of two separate
measurements where the red line indicates the break between the two measurements. This
is necessary as different filters are required in order to measure in different parts of the
UV/visible spectrum.
in the energy of NBE emission with decreasing temperature has previously been reported
for ZnO with shifts in central energy of ≈ 70 meV between room temperature and 100 K
[146]. There is also sub-gap luminescence in the PL measurement, an intense broad peak
with a maximum at ≈ 600 nm and also a low intensity peak between the NBE emission
and 600 nm emission. The 600 nm emission occurs at approximately the same wavelength
as the increase in sub-gap CL emission around the protrusion and the low intensity peak
is at similar energies to the aloof beam spectra.
The 600 nm emission in the PL is much more intense than the slight increase in sub-
gap emission in the spectrum taken at the protrusion. This may be due to temperature
dependence of this recombination pathway or due to the fact that CL is taken on a high
quality nanowire whereas the PL spectrum spatially averages over high quality nanowires
as well as other growth on the substrate which may be more strained (due to epitaxy with
the substrate) or lower crystal quality. Alternatively different recombination pathways
may be favoured due to the different excitation mechanism (80 keV electrons vs. ≈ 4 eV
photons) or local pump fluence (electron beam confined to ≈ 2 nm spot laser spot confined
to ≈ 1 µm spot). Differences between PL and STEM-CL spectra have previously been
reported for SnO2 nanowires [159].
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8.3.2 Intensity Maps
In order to investigate the spatial dependence of luminescence with high spatial resolution
(i.e. small CL pixels), we plot maps of integrated CL intensity (Figure 8.9 (b-k)). These
maps show that CL intensity is not homogeneous - there is spatial variation in CL intensity
and the spatial variation is energy dependent. NBE emission is stronger in the core of the
nanowire but drops at the surface of the nanowire as seen for different nanowires grown
and measured on different days (e.g. Figure 8.4). The NBE intensity is suppressed at
the point where the electron beam was held at the nanowire inducing knock-on damage
and at the base of the protrusion. Emission at energies just below NBE (2.76 - 2.99 eV)
are particularly bright at the nanowire surfaces. At lower energies (2.11 - 2.56 eV) the
intensity of emission is also increased at the nanowire surface. However, at these energies
the base of the protrusion and the dark spot also have more intense emission - precisely
where NBE emission drops in intensity. At the lowest energies shown (1.80 - 1.99 eV)
there is no increase in intensity at the nanowire surface, although there is some increase
in emission at the base of the protrusion and the beam damage. There is also low level
uniform emission across the nanowire.
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Figure 8.9: (a) HAADF of nanowire for reference repeated from Figure 8.5. (b-k) Inte-
grated CL maps at indicated energy/wavelength windows. Each map is normalised to the
most intense pixel within the map and colourised according to the wavelength of light at
each bin.
The intensity maps may be qualitatively explained by the presence of four components
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of luminescence: NBE emission, a component associated with nanowire surfaces, another
component from defects and a final component which is approximately uniformly present
across the nanowire and has a low energy. As spectral features are broad in energy
each of these raw maps contains components originating from a number of overlapping
components. In order to better understand the spatial distribution of luminescence we
deconvolve the spectrum into constituent components.
8.3.3 Mapping Luminescence Processes
The deconvolution routine we perform assumes that the spectrum at each CL pixel is
composed of a linear sum of different luminescence components. In order deconvolve that
spectrum into its constituent components we: identify how many spectral components
make up the CL spectrum; characterize the spectrum of each luminescence component
and; fit the CL spectrum to a linear sum of the different components where the amplitude
of each component is a free fitting parameter. The result of this deconvolution is a spatial
map of different luminescence components, meaning we can map the strength of different
luminescence processes across a single nanowire.
As mentioned previously, from intensity maps we determine there are four components
to the CL spectra. This assumption may be subsequently tested by adding additional
components to the deconvolution routine and considering the errors in the subsequent fits.
If adding more components increases the total errors in the deconvolved fit parameters,
then we are over-fitting the spectra and should use fewer components.
Spectral Characterization
In order to characterize the spectrum of each of the components we fit to both CL and
PL spectra. We fit these spectra to Gaussians, this is a minimal model which makes no
assumptions about the physical cause of luminescence. The functional form is given by
I(E) = I0 exp
(
− (E − E0)
2
2σ2
)
(8.1)
where E0 is a central energy and σ is the standard deviation of the Gaussian.
The Gaussian is a function of energy, whereas spectra are intensity counts collected
at regular intervals of wavelength. In order to fit a functional form in energy to such a
spectrum it is necessary to first perform a Jacobian transformation where
I(E) =
∂λ
∂E
I(λ) =
−hc
E2
I(λ) (8.2)
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where the partial derivative of λ with respect to E is the Jacobian, h is Planck’s constant
and c is the speed of light. The negative prefactor in I(E) can be ignored as it just
indicates a direction of integration [160]. As the bins are relatively wide (in particular
for CL), rather than applying the Jacobian transformation (strictly valid as δE → 0) we
instead divide the counts in each bin by the width (in energy) of the bin. This converts
the units of the spectrum into counts/unit energy rather than counts/unit wavelength as
they are collected. This approach is valid even in the limit that the width in energy of the
bin is non-vanishing. Once this transformation is complete the spectra can be fit.
Accurately characterizing all of the spectral components by fitting to the CL spectra
can be difficult due to the high signal to noise ratio in the individual spectra and the low
intensity, overlapping components which make up each spectrum. However, the relative
intensity of components varies across the hyperspectral map. Therefore, by choosing
spectra from specific locations on the nanowire we may, in some instances, improve the
SNR and reduce the contribution from overlapping components.
NBE is significantly more intense than other luminescence spectra so it is easy to fit
to the NBE in the core of the nanowire where it has good signal to noise and is more
intense than any other components which may overlap with it. Aloof spectra (where the
beam is near the surface but not incident with the nanowire) do not contain overlapping
components but have a spectrum which we identify as being characteristic of the nanowire
surface. This CL is caused by surface states of the nanowire. This allows us to fit to the
aloof spectra despite the comparatively low intensity. We refer to this surface luminescence
as S luminescence. These fits are shown in Figure 8.10 (a) for NBE emission and (b) for
an aloof spectrum. The fit parameters are given in Table 8.2.
The NBE fits well to a single Gaussian with central energy 3.40 eV. The S luminescence
is broad and fit by a Gaussian with central energy of 2.53 eV. Broad signals from surface
states have previously been reported from PL measurements with central energies of 2.4-
2.54 eV [161, 162, 163] and 2.2 eV [164] as well as from CL measurements with central
energies of 2.5 eV [165].
The data become more noisy at lower energies (particularly obvious in Figure 8.10
b) due to the transformation which is applied. In order to transform counts collected at
equal wavelength bins are divided by the energy width of each wavelength bin. At lower
energies (higher wavelengths) the energy width of each bin becomes smaller. Dividing by
smaller numbers makes the adjusted counts larger - this amplifies noise already present
in the spectra. The noise in the spectrum results in larger error bars on the spectral
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Figure 8.10: Fits to the CL spectra. (a) shows a Gaussian fit to a CL spectrum collected
at the core of the nanowire after a Jacobian transformation. (b) A Gaussian curve fit to
an aloof spectrum after a Jacobian transformation is applied to the data. Thicker crosses
are the same data with a five point moving average applied.
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Figure 8.11: PL spectrum transformed into units of counts/eV fit by a linear sum of three
Gaussians (blue, red, green lines). The magenta line shows a linear sum of the three
Gaussians accurately reproducing the PL spectrum.
characteristics of the aloof spectrum given in Table 8.2.
Close to structural defects (the protrusion and beam damage on nanowire B) there
is an increase in sub-gap luminescence around 600nm (similar wavelength to the high
wavelength peak in the PL data). This is shown by the green line in Figure 8.7 (b).
The peak in the CL has low intensity relative to other spectral features and at sub-gap
energies there are several overlapping components. Therefore, in order to get high quality
spectral information on these sub-gap peaks we fit to sub-gap luminescence of the PL.
Assuming that this luminescence has the same physical origin as the CL spectrum, we can
characterize the spectrum of this emission using the intense peak in PL and then use this
spectral characteristic when analyzing the CL data.
The PL is fit at energies < 3 eV as shown in Figure 8.11. A number of overlapping
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Component PL/CL E0 (eV) σ (eV)
NBE CL 3.40 ± 0.01 0.106 ± 0.001
S CL 2.53 ± 0.05 0.61 ± 0.05
DE1 PL 2.08 ± 0.01 0.194 ± 0.001
DE2 PL 1.82 ± 0.01 0.091 ± 0.001
Table 8.2: Fit parameters of different components which are subsequently used in decon-
volution. The data (PL or CL) which is fitted to and the name used to refer to each
component are given.
Gaussians are used to fit the PL spectrum. First, a low intensity peak just below the NBE
(likely S) is fit in order to remove its contribution to the lower energy peaks. The residual
data cannot be fit well by a single Gaussian. We therefore use two Gaussian profiles to
fit to this spectrum (green and red curves in Figure 8.11). These two components are
referred to as DE1 (green) and DE2 (red) and the fit parameters are listed in table 8.2.
Deconvolution
Having characterized the spectrum of the different luminescence components we can de-
convolve the CL spectra into these components. This is done by fitting the CL spectrum
at each CL pixel to a linear sum of these different Gaussians (Eq. 8.3) where the amplitude
of each component is a fit parameter.
I(E) =
∑
i
Aif(E,E0,i, σi) (8.3)
The result of this fit routine is the spatial variation of each of these different com-
ponents. This allows the spatial variation of these distinct luminescence processes to be
mapped. The deconvolved spectra are presented in Figure 8.12 showing how the spectra
can be accurately reproduced using the four components which we identify here even at
points within the nanowire where the CL spectra differ significantly.
We can map the strength of the different components across the nanowire (Figure 8.13
b-e). These deconvolved CL maps clarify the relationship between the CL components
and structural features that is obscured by component mixing in the raw integrated maps
of Figure 8.9. The NBE component (Figure 8.13 b) is brightest along the central axis of
the nanowire and is suppressed near the nanowire surface and up to ∼50 nm from the
protrusion and beam induced defect.
Emission with central energies coincident with S emission (attributed to surface traps)
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(e)(b)(a)
(d)(c)
Figure 8.12: (a-d) Example CL spectra (black crosses) and the results of the deconvolution
routine (magenta line). Individual components are shown; NBE in cyan, S in blue, DE1
in green and DE2 in red. (e) HAADF image of the nanowire, reproduced from Figure 8.5
with the location where each spectrum (a-d) were collected indicated on the nanowire.
have previously been assigned to adsorbed oxygen [166], Zn vacancies [165] and neutral
oxygen vacancies [161]. The significant S intensity when the electron beam is aloof (nearby
but not intersecting with the nanowire) is likely due to the excitation of surface plasmons
which decay to excitons and subsequently recombine via surface traps in the ZnO. [167]
The yellow/green defect emission, DE1 (Figure 8.13 d), is strongest near the two
structural defects in the nanowire, the same regions where NBE is less intense. Far away
from structural defects the DE1 emission is non-zero, indicating the trap is likely present
throughout the nanowire but at higher concentrations around structural defects. DE1
is centred at 2.08 eV and luminescence at this energy has previously been attributed to
oxygen vacancies, consistent with vacancies induced by knock-on damage [168].
The orange/red defect emission, DE2 (Figure 8.13 e), has a central energy of 1.82eV
and is approximately uniform across the nanowire with one small peak above the beam-
induced knock-on damage region. Luminescence at this energy has been associated with
Zn interstitials [169] although other work has questioned the stability of Zn interstitials
in ZnO [170].
The suppression of NBE emission around defects is a measure of the exciton diffu-
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Figure 8.13: (a) STEM HAADF for reference. Maps of (b) NBE (c) S (d) DE1 (e)
DE2 amplitude of each component in the deconvolution routine. Intensity in each map is
normalised to the largest value in that map and then smoothed by applying a Gaussian
blur of pixels with a radius equal to half the CL pixel size (5.1 nm).
sion length in this nanowire as ’dark’ regions in NBE emission indicate the region where
excitons may diffuse to a defect rich region and recombine via defect states rather than
excitonically. Exciton diffusion lengths have previously been measured using a number
of e-beam techniques [171]. Previous measurements of exciton diffusion length in single
nanowires have shown similar orders of magnitude with a reasonable amount of scatter.
200nm diffusion lengths in 400nm diameter were reported for nanowires at 300 K with a
diameter dependence in the diffusion length (shorter diffusion lengths for smaller diameter
nanowires) [171] and a diffusion length of ∼ 200 nm in a ∼ 50 nm nanowire at 5 K [172].
Given the nanowires approximately uniform thickness across the direction perpendic-
ular to the nanowire axis (Figure 8.6), the strong surface suppression of NBE cannot be a
thickness effect, and must be related to competing recombination mechanisms. Given that
S is brighter across the nanowire surface and NBE is suppressed we infer that the process
giving rise to S luminescence (luminescence via surface traps) competes with NBE emis-
sion close to nanowire surfaces. Similarly, alternative recombination routes explain the
NBE suppression at the defects. The suppression of NBE emission shows that the exciton
lifetime is longer than the lifetime associated with recombination across these defects.
Transient absorption spectroscopy (TAS) on ZnO has shown rich recombination dy-
namics which vary even within single tapered nanowires [173]. In tapered nanowires, trap
lifetimes are short at tips and longer in the core, due to the effects of cross section and
available surface. Spatial resolution in single nanowires is achieved using confocal mi-
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Figure 8.14: Reproduced maps of deconvolved components (top row) with NBE, S, DE1
and DE2 from left to right. The corresponding errors from the fit to Equation 8.3 (bottom
row) with NBE, S, DE1 and DE2 from left to right.
croscopy on large nanowires (∼ 2µm maximum diameter and > 10µm long). These data
are consistent with surface traps having shorter lifetimes than bulk traps as indicated by
our measurements. The same work showed the lifetime of NBE emission was much shorter
than the lifetime of trap states. Despite this, our measurements show that traps suppress
NBE emission which may indicate that although trap lifetimes are long, carrier trapping
occurs on short time scales comparable to or faster than NBE emission.
We calculate the errors on the amplitudes of each luminescence process when fitting
to Equation 8.3 and plot these in Figure 8.14. The errors in the amplitude are much lower
than the absolute amplitude of the signal. Typically, the errors are less than 10% of the
signal and are much lower at regions of interest where the amplitude of the signal is high.
Adding additional peaks to fit the broad defect peak in the PL increases the errors relative
to signal in the deconvolved maps due to over-fitting the spectrum (Figure 8.15). The NBE
and S components remain largely unchanged but the magnitude in errors increases from
∼225 for each component to >250 for each component due to the addition of an extra
component. This further justifies the choice of four components for deconvolution.
8.3.4 Non-radiative recombination
As well as intensity from specific components of CL we can map the total CL intensity
produced. By considering the total counts we can understand the degree of non-radiative
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Figure 8.15: Deconvolved maps (rop row) with corresponding errors (bottom row) where
the PL peak has been fit to the sum of three Gaussians.
recombination occurring in the nanowire. When the electron beam excites an electron-
hole pair in the nanowire, that pair may combine radiatively (resulting in photon emission)
or non-radiatively (no photon). Therefore areas with lower total counts are areas where
non-radiative recombination is occurring at elevated rates. This assumes that the electron
beam is generating electron-hole pairs uniformly across the nanowire. We believe this
assumption to be reasonable given the approximately uniform nanowire thickness shown
in Figure 8.6.
In Figure 8.16 (b) we plot the integrated CL intensity across all energies (3.97 eV -
1.71 eV) with a HAADF STEM image for reference (Figure 8.16 a). This shows that
non-radiative decay is not constant across the nanowire. There is a suppression of total
luminescence intensity at nanowire surfaces and around the protrusion. The largest sup-
pression is at the area damaged by the electron beam. These are all areas where there is
increased sub-gap luminescence. At surfaces there is an increase in S luminescence whereas
at the protrusion and the beam-damaged region there is an increase in DE1. There are
therefore other non-radiative recombination mechanisms spatially coincident with sub-gap
radiative processes.
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Figure 8.16: (a) HAADF STEM for reference. The nanowire growth direction is vertically
upwards. (b) Intensity integrated across all CL energies. The same Gaussian smoothing
algorithm as used for deconvolved maps in Figure 8.13 is applied with a radius equal to
half the CL pixel size (5.1 nm).
8.4 CL on nanowire C
We also consider CL maps collected on nanowire C which is shown in Figure 8.17 (a).
This nanowire has a gold catalyst nanoparticle still attached (the nanoparticle likely fell
off in sonication for nanowires A and B). It is also slightly tapered with a thicker base
than tip as is quite common for nanowires grown by this technique. This allows us to
map the effect of the gold nanoparticle on luminescence. This is pertinent as gold is the
most common metal catalyst for VLS nanowire growth [174] and there have been number
of experiments where nanowires are decorated with metal nanoparticles affecting band
bending at the surface [125, 175].
8.4.1 Intensity Maps
As done for previous nanowires, we show maps of CL intensity at the indicated wavelengths
(Figure 8.17) with a CL pixel size of 7.2nm. In the ZnO nanowire far from the gold
nanoparticle the trend in luminescence is very similar to that shown in previous nanowires
with NBE intensity confined to the core (Figure 8.17 b-c) and sub-gap luminescence at
the edges of the nanowire (Figure 8.17 d-g). The gold catalyst nanoparticle on the tip
of the nanowire emits at energies below the bandgap of ZnO (Figure 8.17 d-k). This we
attribute to surface plasmons of the gold nanoparticle as has previously been observed
[176].
Similar trends in luminescence are seen for nanowire C as other nanowires. NBE
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emission is confined to the core of the nanowire and suppressed at edges. S lumines-
cence is brightest at nanowire edges and at low energy DE2 is present uniformly across
the nanowire. No structural defects are obvious from the HAADF image in nanowire C
(Figure 8.17 a) and, as expected if DE1 is caused by defects, no areas of increased DE1
luminescence are present. Nanowire C differs from nanowire A and B by the presence of
the gold nanoparticle - therefore it is interesting to compare the CL intensity around the
gold nanoparticle. S and DE2 luminescence are unaffected by the gold nanoparticle as far
as can be determined from these relatively low intensity maps. However, close to the gold
nanoparticle the NBE intensity is significantly suppressed (Figure 8.17 b-c).
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Figure 8.17: (a) STEM HAADF of nanowire. (b-k) Integrated CL maps at indicated
energy/wavelength windows. Each map is normalised to the most intense pixel within the
map and colourised according to the wavelength of light at each bin where that wavelength
falls within the visible spectrum. Otherwise a grey scale is used.
8.4.2 NBE suppression at gold nanoparticle
In order to investigate the suppression of NBE intensity around the gold nanoparticle we
integrate the NBE CL intensity (3.10 - 3.65 eV) across the central three CL pixels of the
nanowire (Figure 8.18). The core of the nanowire is where NBE emission is strongest and
so we may track changes in NBE emission moving away from the gold nanoparticle.
At the gold nanoparticle the NBE intensity is zero. Below the gold nanoparticle (red
dashed line Figure 8.18) the NBE intensity starts to increase rapidly. This increase is
approximately linear for ≈ 30nm (blue dashed line Figure 8.18) before the rate of increase
drops to a smaller value which is approximately constant along the nanowire. The small
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(a)
(b)
~30nm
50nm
Figure 8.18: (a) CL intensity integrated from 3.65 eV (340nm) to 3.10 eV (400nm) along
the axis (central 3 CL pixels) of nanowire C. (b) HAADF image of the nanowire for
reference. The red dashed line shows the base of the gold nanoparticle. The blue dashed
line shows the kink in CL intensity between nanoparticle limited CL and a gradual increase
in CL due to nanowire tapering. The semi-transparent yellow box shows the region where
the CL has been integrated.
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increase is likely due to the tapering of the nanowire (it is thicker at the bottom and
therefore has higher CL emission).
The linear increase in luminescence intensity shows the effect of the gold nanoparticle
upon the local NBE CL. For ≈ 30nm the NBE CL is suppressed. We attribute this to band
bending in the nanowire due to a Schottky contact between the gold and the ZnO [125].
This band bending cause internal fields within the nanowire which causes the separation
of electrons and holes in the nanowire. When electrons and holes are separated they may
not recombine radiatively and will find alternate recombination paths. The interfaces
between ZnO nanowires and gold catalyst nanoparticles have been previously studied by
electrical transport. It was shown that gold nanoparticles with lateral dimensions similar
to the width of the nanowire, the growth of which they catalysed, act as rectifying contacts
[177]. This is consistent with the measurements presented here where band bending at a
rectifying contact would cause carrier separation and suppress CL.
8.5 EELS
One of the most powerful things about STEM-CL is that it is possible to perform a number
of additional STEM techniques simultaneously. An example is the collection of HAADF
maps where thickness information is encoded as has been discussed previously. Energy
electron loss spectroscopy (EELS) is a powerful analytical technique where spectroscopy
is performed on electrons transmitted through the sample.
Different energy ranges of electrons contain information relating to different physical
processes. EELS may either be performed by analysing electrons which have lost a small
amount of energy (low loss or valence EELS) or electrons which have lost significant energy
(high loss or core-shell EELS).
Low loss EELS contains information about transitions between valence states excited
in the sample as well as low energy excitations such as plasmons or inter-band transitions
caused by electrons in the primary beam. The low loss spectrum is dominated by a zero-
loss peak (ZLP) which is composed of electrons which have lost no energy (i.e. passed
through the sample without any inelastic scattering). This intense peak can hide the
lowest energy excitations and so the better monochromated the beam, the lower energy
the signals which may be observed.
High loss EELS contains information about core-shell transitions excited in the sam-
ple and can contain information about the chemical composition of the sample. EELS
measurements can in fact be performed with the energy resolution matching (or beating)
162
that found in synchrotrons [178, 179] and can not only give information about elemental
composition but also probe information about the oxidation states of ions within samples.
8.5.1 Low loss EELS - excitation mechanisms
In CL photons produced by electron-hole pair recombination are collected and measured.
Electron hole pairs need not be directly excited by the primary electron beam but could
be the result of the decay of some other excitation induced by the primary beam. These
excitations may be probed using low loss EELS. In EELS we probe the loss of energy of
electrons after interacting with the sample. This allows us to probe low energy interactions.
We present a low loss EELS spectrum in figure 8.19. The intense peak centred at
0eV seen in figure 8.19 (a) is the zero loss peak which is caused by electrons passing
directly through the sample without interacting and have consequently lost no energy. If
the electron beam were directly exciting electron hole pairs then there would be a peak at
energies around the band gap of ZnO. The zoom of the low energy loss regime in figure
8.19 (b) shows what might be a low intensity peak (just above the base line) at energies
corresponding to these energies ( 3.4eV). The comparatively low intensity of the peak
shows that this is not the dominant excitation mechanism. There are additional peaks at
9.1eV, 18.05eV and 34.5eV including some shoulders to these peaks. The peak at 9.1eV
has been correlated to the surface plasmon in ZnO [164], [180]. The most intense peak at
18.05eV is caused by the excitation of bulk plasmons in the nanowire [164]. Additional
peaks predominantly seen as shoulders are attributed to transitions of core-shell electrons
to the conduction band. We conclude that the primary mechanism of energy transfer from
electron beam to sample is by the excitation of plasmons in the ZnO. There is then some
decay from plasmons to electron hole pairs which recombine and emit photons.
As well as providing valuable information on excitation mechanisms in STEM CL, this
is an important proof of principle experiment for future measurements as we demonstrate
the simultaneous collection of STEM CL and STEM EELS spectra. In future experiments
high quality EELS data may be correlated with CL data for further materials insights.
8.6 Conclusion
A number of CL maps have been collected on different nanowires. Common to all
nanowires mapped is intense NBE emission at the core of the nanowire and an increase in
sub-gap luminescence at the nanowire surface. Where defects are present sub-gap lumi-
nescence increases around the defect.
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Figure 8.19: Low loss EELS collected simultaneously with CL. In (a) the whole spectrum
is shown whilst (b) higher energy transitions (excluding ZLP). At 10 eV is the ZnO surface
plasmon and 19 eV is the ZnO bulk plasmon.
Polar and non-polar surfaces can be distinguished by their CL response; polar surfaces
have more intense sub-gap luminescence than their non-polar counterparts. Additionally
a polar interface between nanowire and vacuum is different from a polar interface between
nanowire and gold. At gold/nanowire interfaces no sub-gap CL is emitted, although NBE
is suppressed as in the nanowire/vacuum interface.
By fitting to CL and PL spectra CL maps may be deconvolved allowing components
of luminescence to be plot across the nanowire. Mapping these components within a sin-
gle nanowire is in and of itself interesting as we may determine where each component
comes from within a nanowire, which physical features correlate to which spectral features
and gain a nanoscopic understanding of luminescence in a nanowire. This spatial infor-
mation may aid future simulations of ZnO nanostructures. For example band structure
calculations may help understanding of transport or photocatalytic properties. Further-
more, by examining the relative strengths of components within the nanowire we may
infer things about the interplay of different luminescence processes where different recom-
bination mechanisms compete for minority carriers which are mobile within a nanowire.
In Figure 7.7 we show that coating a ZnO nanowire in a ZnMgO shell reduces the
intensity of the broad PL peak at lower energies. This is interesting as the CL analysis in
this chapter shows that this peak is not directly caused by the surface states of nanowire
(which would be passivated by the ZnMgO shell). Therefore, passivating the nanowire
effects the defects within the nanowire as well as at the surface. This is likely due to
decreased band bending (and corresponding electric fields) within passivated nanowires
makin charger defect migration less likely.
EELS spectra are recorded simultaneously as CL is collected and this gives information
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about the excitation mechanisms in STEM EELS. In future work EELS signals collected
simultaneously with CL signals could be correlated allowing the assignment of CL signals
to chemical complexes identified either in low loss or high loss EELS. This will be aided by
developments in electron monochromator technology - electron beams with sub 10 meV
energy resolution are being developed [181].
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Chapter 9
Superconducting Microwave
Resonators on Epitaxial ZnO
9.1 Motivation
Hybrid quantum devices which couple different forms of quantum excitation allow funda-
mental scientific exploration as well as offering attractive technological features in partic-
ular for quantum computing applications. A strategy which has had significant success is
coupling quantum excitations to superconducting circuits - either superconducting qubits
or superconducting resonators. For example superconducting circuits have been coupled to
impurity spins in silicon [182] and diamond [127], collective excitations such as magnons in
ferrimagnets [183] and, most pertinently for this chapter, phonons or collective mechanical
excitations [184].
Many types of mechanical oscillators have been coupled to superconducting circuits
such as membranes [185], beams [186] and recently numerous experiments with surface
acoustic waves (SAWs) [187, 184, 188]. Surface acoustic waves are attractive collective
mechanical oscillations to use in a hybrid circuit as they may be coherently excited at
frequencies of several GHz which propagate along the surface of the substrate at the speed
of sound in the material. Interdigitated transducers (IDTs) are used to excite SAWs.
They are pairs of electrodes with a series of interlocking ‘fingers’ of electrodes. If IDTs
are fabricated on a piezoelectric substrate, applying a potential difference to the two
electrodes induces a mechanical deformation in the underlying substrate. If the electrodes
are periodic, then the mechanical deformation is also periodic. Therefore, by fabricating
IDTs on a piezoelectric substrate it is possible to excited SAWs with a wavelength λ = 2d
where d is the pitch of fingers in the IDT.
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Given the speed of sound in relevant single crystal substrates (typically 2,000-3,000 ms−1
[14]), and fabrication limits due to EBL processing (finger pitch≥100 nm) this gives a SAW
frequency of ν = c/λ = c/2d ≤ 10 GHz where c is the speed of propagation of the SAW.
This means that the thermal occupation of SAW modes at dilution fridge temperatures is
negligible (10-30 mK = 200-600 MHz). SAW cavities therefore only exhibit zero-point fluc-
tuations and experiments in which mechanical oscillations are in the quantum regime are
possible. It is important to note that quantum optomechanical experiments have allowed
lower frequency mechanical oscillators to reach the quantum regime of only a few phonons
by active side-band cooling of the mechanical resonators [185]. For higher frequency SAWs
this active side-band cooling is not required.
The necessary components for a SAW device are a smooth piezoelectric substrate which
can be used to fabricate electrodes. These requirements are quite simple and thus readily
allow piezoelectric-only devices to be fabricated. In [188] a superconducting qubit is fab-
ricated on a piezoelectric substrate and is read out mechanically instead of electronically
as is standard practice for superconducting qubits. It is necessary to read the qubit me-
chanically because the piezoelectric substrate necessary for SAW devices is detrimental to
the superconducting architecture conventionally used in circuit quantum electrodynam-
ics (cQED). This is because radio-frequency (RF) superconducting elements couple to the
piezoelectric substrate, providing additional loss mechanisms [189]. This means that whilst
some experiments where resonators are fabricated onto piezoelectric substrates have been
successful [187] no long coherence-time qubits have been demonstrated. For examples, in
[187] a relaxation time, T1 = 46 ns is found which compares poorly to the state of the art
which is tens of microseconds. Anecdotal accounts detail how coplanar-waveguide (CPW)
resonators have had quality factors of 50 on lithium niobate due to piezoelectric losses.
A strategy to avoid this would be to use epitaxial films of piezoelectric material on a
non-piezoelectric substrate. The epitaxial film could be either selectively grown, or selec-
tively etched meaning that piezoelectric zones could be created on the chip. High quality
superconducting electronics could be fabricated on non-piezoelectric zones where there is
no coupling, and thus loss, between the RF superconducting electronics and mechanical
modes of the substrate. Acoustic devices could be fabricated on piezeoelectric regions of
the sample with electrodes straddling the two allowing these to be coupled.
Regions of piezoelectric films on non-piezoelectric substrates are used with AlN grown
on sapphire in [184]. In [184] the T1 is 6 µs indicating this strategy may be more suitable
for long coherence time qubits. In this work the qubit is only coupled to longitudinal
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Fabry-Perot modes of a disk of piezoelectric material which are not suitable for propagating
quantum information. Also, the qubit is measured in a 3d cavity which strongly suppresses
losses from the qubit and hence increases T1. This is not compatible with multiplexed qubit
geometries where on-chip superconducting microwave resonators act as cavities coupled to
the qubits. Indeed recent experiments where superconducting qubits are coupled to surface
acoustic waves have used separate chips of sapphire (for qubits) and lithium niobate (for
SAWs) with wire-bonds linking the two chips [190].
In future devices quality superconducting electronics could be fabricated on the non-
piezoelectric areas, and coupled to SAW devices fabricated on piezoelectric areas. It has
been suggested that transmitting quantum information in slowly propagating phonons
could be used in order to implement feedback mechanisms [14] where SQUIDs are used to
tune qubits in and out of resonance with the propagating quanta based on the outcome
of measurements. Superconducting qubits fabricated on non-piezoelectric areas of the
substrate could have long coherence times allowing coherence to be maintained as the
SAWs propagate. It will take a SAW travelling at 3000 m/s 3 µs to travel 1 cm (a typical
chip size). This is much longer than reported coherence times of qubits fabricated on
piezoelectric substrates. A sketch is shown in Figure 9.1 where a fast flux line is used
to tune a qubit in and out of resonance with a SAW cavity based upon the outcome of
measurements either on the first (or other) qubits.
The substrate material used to fabricate superconducting circuits (qubits and res-
onators) strongly impacts the quality of the subsequent superconducting device. Typically
for high quality resonators or long coherence time qubits either intrinsic silicon or sap-
phire substrates are used. At low power, and low temperatures, as is necessary for qubit
operation, the limiting factor for resonator technology is coupling to two level systems
(TLS) intrinsic to the sample. Qubits also couple to TLS which introduce noise processes
and decoherence and have limited the coherence time of qubits to ∼ 100 µs. A full under-
standing of TLS is still to be developed but recent experiments have started to uncover the
chemical nature of some TLS on specific substrates; hydrogen from disassociating water
on the surface of sapphire has been identified as a major cause of TLS [191]. The re-
moval of these by thermal annealing has been shown to decrease noise in superconducting
resonators [134].
We propose a technology where epitaxial ZnO is grown onto sapphire substrates and
subsequently partially etched away. This would allow for piezoelectric zones on sapphire
substrates which are compatible with long coherence-time qubits. However, the growth
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Figure 9.1: Schematic of a possible chip layout allowing the implementation of feedback
into a SAW-based quantum circuit. The blue zone indicates the epitaxial ZnO creating
piezoelectronic areas. Otherwise the substrate would be sapphire. Bragg mirrors define
a SAW cavity on the piezoelectric region of the substrate. The interdigitated fingers
galvanically contacted to each of the qubits allows them to interact with SAWs in the
cavity. The fast flux line would be used to tune the second qubit in and out of resonance
with the SAW cavity based on the results of measurements allowing feedback based on
the measurement of the first (or other) qubits.
and subsequent etching of ZnO on sapphire could modify the sapphire or the surface
of sapphire, introducing TLS and making the substrate less suitable for long coherence
time qubits. It is therefore important to carefully characterize superconducting elements
fabricated on such a substrate in order to determine that they can be fabricated without
introducing significant additional losses at low r.f. power.
9.2 Materials Growth and Characterization
We grow epitaxial ZnO films on a-plane sapphire since ZnO grows with [0001] normal to
this substrate [79]. We characterize these ZnO films by XRD and AFM and use these
samples as substrates for further superconducting resonator fabrication. Films are grown
at 600◦C with a Zn flux of ≈ 3× 10−7 Torr using an oxygen plasma power of 300 W and
an oxygen flow of 2 SCCM.
XRD of an example film is shown in Figure 9.2. The 2Θ/ω scan in Figure 9.2 (a)
shows peaks from the film and the substrate. Peaks in ZnO match reflections from (0002)
and (0004) showing that the films are growing with [0001] normal to the surface of the
substrate as expected for a-plane sapphire.
Shallow angle x-ray reflectometry measurements (Figure 9.2 b) show intensity oscilla-
169
20 30 40 50 60 70 80 90 100
2 /  (deg)
100
101
102
103
104
105
106
107
In
te
ns
ity
 (c
ou
nt
s)
(a)
Al2O3
(2240)
ZnO
(0002)
Al2O3
(1120)
ZnO
(0004)
0.5 1.0 1.5 2.0 2.5 3.0 3.5
2 /  (deg)
102
103
104
105
106
107
108
In
te
ns
ity
 (c
ou
nt
s)
(b)
16.6 17.1 17.6
 (deg)
0
1000
2000
3000
Co
un
ts
(c)
Figure 9.2: XRD of example ZnO film. (a) 2θ/ω scan of film with XRD peaks of the film
and substrate labelled. (b) Shallow angle x-ray reflectance showing thickness oscillations.
(c) Rocking curve of ZnO (0002) peak.
tions due to the finite thickness of the film. The period of oscillations show that the film
is 52.5 nm thick and the amplitude of oscillations and slope give a roughness of 0.6 nm,
i.e. approximately one unit cell. The rocking curve on the (0002) peak (Figure 9.2 c) is
broad with a low intensity central peak. This indicates some mosaicity in the film which
is likely due to imperfect lattice matching between the ZnO and the a-plane sapphire.
In order to better characterize the surface roughness we take AFM scans on the surface
of the ZnO films (Figure 9.3). This allows us to determing the topography of the film and
provides a complementary measure of surface roughness. The AFM scans show that there
is a very low surface roughness on the films. There are some regions which are slightly
elevated (≈ 2 nm above the rest of the film). These islands may also be resist residue as
the film was coated with resist as a protective layer prior to dicing the sample before AFM
was performed. The films we grow by this technique are low roughness films growing with
[0001] normal to the substrate as required for SAW devices. There is some strain from
epitaxial mismatch resulting in mosaicity in the ZnO in these films.
9.3 Results
We first fabricate resonators on a series of on substrates which have undergone different
treatments. The sequence of material deposition for these four samples is shown in Figure
9.4. These substrates are: untreated sapphire (REF); thin film ZnO (ZNO); sapphire
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200nm 
Figure 9.3: AFM of the surface of a ZnO film grown for 1 hour with above conditions.
This AFM image was taken by Mr Adrian Hodel of UCL.
where ZnO has been grown and then subsequently etched by HCl (ETCH); and a sample
where ZnO is grown and then selectively etched leaving behind some ZnO (ZONE). The
ZnO is etched away by immersing the samples in 1:200 HCl for ≈10 s, which is sufficient
time to entirely etch any exposed ZnO. 100 nm NbN films are then deposited by DC
magnetron sputtering and resonators are etched into the NbN film in accordance with the
process outlined in section 5.3.3. We measure these devices at cryogenic temperatures to
characterize their performance.
In [192] NbN resonators are fabricated using the same technique and undergo similar
characterization and may be compared to results obtained here. Importantly the res-
onators in [192] are made from thinner films of NbN (which may have some effect on
resonator properties) and are fabricated on c-plane sapphire instead of a-plane sapphire
which may affect the TLS on the substrate.
9.3.1 Temperature Dependent Transmission
As each device is cooled we measure RF transmission through the feed-line. As the prop-
erties of the feedline change with temperature, the transmission through the feed-line also
changes. This allows us, for example, to measure the critical temperature of the super-
conductor. As the NbN undergoes its superconducting transition the attenuation of the
feed-line drops significantly, resulting in a sharp increase in transmission through the feed-
line. The transmission through the microwave circuitry as a function of temperature is
shown for three samples in Figure 9.5. For all transmission measurements the power sup-
plied by the vector network analyzer (VNA) is set to a high power (-20dBm) and frequency
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1) Sapphire substrate 
2) ZnO overgrown
3) ZnO etched
4) NbN deposited
Sample name ZONE
Figure 9.4: Schematic showing the stages in material deposition for resonator fabrication in
four samples. These samples are a reference sapphire sample (REF); a sample where ZnO
is grown on sapphire and subsequently etched away (ETCH); a sample where resonators
are fabricated on ZnO (ZNO); and a sample where zones of ZnO and NbN are deposited
separately (ZONE).
is swept in 1001 points from 3 to 8GHz with a 1kHz bandwidth.
In all three samples there is a sharp increase in transmission at ≈ 12.2 K. This shows
that all films undergo a superconducting transition and that the critical temperature of
the superconductor is consistent with widely measured critical temperatures for NbN and
consistent between the different samples.
As well as showing that films deposited on all substrates are superconductors, we may
compare the transmission as a function of temperature between different samples. For
both REF and ETCH transmission rises from an extremely low transmission of -75dB
(etched) and -78dB (unprocessed) above Tc to a transmission of -51dB immediately below
the superconducting transition. They then slowly increase at the same rate to a maximum
transmission of -42dB at ≈ 2 K. Sample ZNO shows different behaviour with transmission
above Tc of -65dB, an order of magnitude higher than the other samples. DC measurements
on similar films deposited in the same equipment are reported in [193] where 100 nm films
had a sheet resistance of ∼100 Ω/ only weakly dependent on temperature. As the
feedline is composed of ∼130 squares this is a ∼13 kΩ resistor. This will have a significant
impedance mismatch with the 50Ω wiring and thus most RF energy will be reflected
backwards. What little energy is not reflected will be significantly attenuated by the
resistive feedline. We therefore neglect transmission through the feedline at temperatures
above the critical temperature of the NbN. Instead we attribute this higher transmission
to a different transmission mechanism for the sample ZNO.
The VNA provides an RF voltage which is transmitted down the wire bond to the
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Figure 9.5: Transmission through the feed-line as a function of temperature for REF
(blue), ZNO (yellow) and ETCH (green). For all curves an input power of -20dBm is
applied by the VNA and the transmission is averaged from 3 to 8 GHz.
bond pad of the transmission line. This bond pad is fabricated on top of ZnO and so
the RF voltage from the VNA is applying an RF voltage across the ZnO. Although the
electrode is not fabricated into a resonant cavity, SAWs may still be excited incoherently
as the RF voltage causes the ZnO to deform. SAWs may the travel outwards from the
bond pad and a small fraction of these SAWs will arrive at the other bond wire. This
bond wire is also connected to an electrode fabricated on ZnO. As SAWs pass through
this ZnO and the ZnO is piezoelectric, there will be a voltage induced at the second bond
wire. This allows energy to be transmitted from port 1 to port 2 and results in a larger
transmission (value of S21) for the sample ZNO above Tc.
At temperatures below the superconducting transition, the situation is reversed and
the transmission in ZNO is -56dB compared to ETCH and REF where it is -51dB. This is
clear evidence that the extra transmission above Tc is not due to, for example, connectors
on the sample holder, but is a physical effect caused by something happening on the chip.
We attribue the lower transmission in ZNO relative to ETCH and REF to the same
incoherently excited SAWs as cause the converse effect above Tc. This is because below Tc
the transmission line is superconducting, well impedance matched and a small attenuator.
Therefore, a significant fraction of the RF power delivered to port 1 is coupled out of port
2 through the transmission line. As SAWs are incoherently excited by the RF voltage on
the transmssion line in ZNO, and not all of these SAWs couple back into the second port,
RF energy is lost due to these SAWs. Therefore in this instance the SAWs reduce the
transmission below Tc.
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Figure 9.6: The magnitude of S21 in dB as a function of the frequency. Data are shown as
red-crosses and the fit to the resonance notch is shown in red. The fit is performed using the
circle fit routine described in [194]. The resonance notch is collected at a power of -125dBm
which corresponds to an average photon number in the resonator of 〈n〉 ∼600 photons.
The internal quality factor of the resonator is ∼ 3× 105. This resonance is from a CPW
on the ZONE sample.
9.3.2 Low Temperature Resonances
Once the samples are cooled to the base temperature of the cryostat (≈ 300 mK substan-
tially below the 12K critical temperature), we search for resonance features caused by the
superconducting CPW resonators. This is done by sweeping the frequency of the VNA
and looking for dips in transmission. On both sample REF and ETCH resonance notches
were found and characterized. An example resonance notch is shown in Figure 9.6.
For the sample ZNO despite sweeping the VNA frequency from 2-8.5 GHz in 25kHz
steps, no evidence of any resonators was seen. To not see resonators with such small
frequency steps would indicate a loaded resonator quality factor  1× 105 even at 2GHz.
Even if the internal quality factor were significantly larger for resonators fabricated on
ZnO, the coupling quality factor is designed to limit the loaded quality factor to values
below this. We therefore find it implausible that these resonators are too high quality
factor to have been detected by the VNA sweep and conclude that no resonance notches
were present.
From the transmission shown in Figure 9.5 we know that the NbN film deposited on
the ZnO is a superconductor. We propose two explanations which may plausibly account
for the resonators on ZnO not working. Firstly, the piezoelectric substrate introduces a
new loss mechanism, i.e. the incoherent excitation of SAWs. This is a sufficiently lossy
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process that the quality factor of resonators made on ZnO drops so that no resonance
notch can be discerned from the background. For resonators with the same geometry
as these devices measured in this setup, resonators with internal quality factor ∼2000
have resonance notches of only a few dB and so a Qi much lower will not be resolvable.
Secondly, the ZnO layer may interfere with device fabrication (particularly the RIE stage)
and result in incomplete etching of the NbN in the area surrounding the resonator. This
may leave shorts between the central conductor and ground which effectively kill the
resonator. We do not see obvious signs of such shorts when inspecting devices under an
optical microscope.
For the samples ETCH and REF we measure the resonance notch as a function of
power. At each power we can fit to the resonance notch which is done using a traceable fit
routine [194] as shown by the red line in Figure 9.6. The fit routine fits to the complex S21
transmission as a function of frequency in order to characterize the resonance features.
S21(f) = ae
iθe−2piifτ
[
1− (QL/|QC |)e
iφ
1 + 2iQL(f/f0 − 1)
]
(9.1)
where θ is a phase shift of microwaves and τ is the electronic delay, a an amplitude
term, QL is the loaded quality factor of the resonator, QC the coupling quality factor,
φ is determined by impedance mismatch, f the applied frequency and f0 the resonance
frequency.
The terms in Equation 9.1 before the square brackets are determined by the environ-
ment of the resonator. By processing the data we can calibrate out the effects of phase
shifts, electronic delays and the amplitude of transmitted microwaves.
The fit routine described in [194] performs this calibration in a number of steps. First,
the resonance is plot in the real-imaginary plane. Ideally this should be a circle, but time
delays on the cable can result in deformations. By correcting the time delay the S21 is
transformed to a circle. The circle is then fit. The intersection of the circle with the real
axis is 1 far from resonance, the ‘off resonant point’. The circle is then translated to have
a centre on the real axis and a phase shift is applied to maintain the position of the off
resonant point.
Once the calibration is performed, the circle may be fit to. This allows the properties
of the resonator to be determined. This then returns the resonant frequency and quality
factors. Full details of the fit routine are given in [194].
The fit to comples S21 data allows us to determine the internal and coupling quality
factors of each resonance as a function of the drive power. As the coupling quality factor
describes how energy is coupled between the feedline and the resonator and the internal
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Frequency (GHz) 〈n〉 Qi
2.42 29 6.5× 104
2.50 30 1.9× 105
3.35 12 1.0× 105
5.56 22 1.2× 105
6.36 18 3.0× 105
7.23 22 2.0× 105
Table 9.1: Low power quality factors for the sample ETCH recorded at 320 mK.
quality factor of the resonator describes how quickly the resonator loses power to its
surroundings we can use these values to determine the energy stored in the resonator at
each value of drive power.
The energy stored in the resonator is given by
Eres(ω0) = 2PappSminQL/ω0 (9.2)
where Papp is the power applied, Smin is the normalised minimum of the resonator mag-
nitude response where normalisation is performed by making the radius of the circle of
the resonance response in the real imaginary plane have a radius of 1, QL is the loaded
quality factor of the resonator and ω0 is the resonant frequency of the resonator. Once the
energy inside the resonator is known then this can be converted into an average number
of microwave photons, 〈n〉 at the resonant frequency since
〈n〉 = Eres
~ω0
(9.3)
The low power (single photon) limit of resonators is of particular interest for techno-
logical applications since many circuit QED experiments take place in this limit. At these
low powers two level systems (TLS) couple with the resonator and allow energy transfer
between the TLS and the resonator – i.e. they act as a loss mechanism. TLS are known to
be material dependent and recent experiments have begun to identify different microphys-
ical causes of TLS with physisorbed atomic hydrogen being identified as the main source
of TLS on c-axis sapphire [191].
In table 9.1 we show the internal quality factor of all resonances measured from sample
ETCH. This shows that at the low power limit of tens of photons the quality factors of
these resonators are typically hundreds of thousand with higher quality factors at higher
frequencies. The state of the art for internal quality factors at single photon powers at mK
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Figure 9.7: (a) Photograph of the device showing a region of patterned superconductor,
a region of un-covered sapphire and a region of ZnO where a piezoelectric device may in
due course be fabricated. (b) Schematic of the same region showing the different ’zones’.
Inset is a cross section of the chip across the red dashed line.
temperatures is ∼ 1×106 [195]. The resonators in ETCH are therefore not state of the art,
but have quality factors approaching state of the art. This shows that a-plane sapphire
substrates where ZnO is overgrown and subsequently etched are suitable substrates for
subsequent resonator fabrication.
9.3.3 Zoned Chips
Having demonstrated that high quality resonators may be fabricated on substrates over-
grown by ZnO and subsequently etched away, we fabricated ’zoned’ chips as shown schemat-
ically in Figure 9.4 using kapton tape to mask regions during HCl etching and NbN depo-
sition. This results in a zoned chip called ZONE with regions of ZnO, exposed sapphire
and superconductor such as shown (photograph and schematic) in Figure 9.7. The su-
perconducting layer can then be patterned into devices as has been done in Figure 9.7
(a).
Having fabricated the device we measure the chip in the same manner as for the
previous chips. We measure a critical temperature of ∼13 K, slightly higher than for
previous chips but still within the bounds commonly found for NbN. We then identify
resonances. We find five resonance modes, where three are first harmonics and two are
second harmonics of the resonators. The second harmonic of the third resonator is at higher
frequency than the VNA maximum operating frequency and thus cannot be measured. Of
the three first harmonics, only two are reported as due to impedance mismatching the
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final resonance notch is not well fit by the same equations making subsequent analysis
impossible. The FWHM of the resonator is comparable to the other resonances and
therefore has a similar loaded quality factor.
The internal quality factor of the higher frequency resonances are 1.88×105 (7.25 GHz)
and 2.37×105 (6.30 GHz) when 10 photons are stored in the resonator. This is similar
to the internal quality factors in the sample ETCH where the substrate has been treated
the same up to being masked in kapton tape. The lower frequency resonances have lower
quality factors of 5.3×103 (2.42 GHz) and 5.2×104 (2.11 GHz) at 10 photons. Lower
quality factors for lower frequency resonators was also seen in ETCH although the 2.42GHz
resonator has a particularly low quality factor.
9.4 Two Level System Loss Fits
We can further characterize the low-power losses in CPW resonators due to the interaction
of TLS with the resonators. Models of loss due to interacting TLS and quasiparticles as
a function of photon number have been developed [196, 197] and are given by
δi ≡ 1
Qi
= FPγχ ln
(Cnc
n
+ δ′QP
)
tanh
( ~ω0
2kBT
)
(9.4)
where F is a geometric filling factor, Pγ depends on the TLS switching rate, χ is a
dimensionless TLS parameter, C a (typically large) constant, nc is the number of photons
which saturate TLS effects, and n is the number of photons in the resonator, and δ′QP is
the log-scaled quasiparticle loss. FPγχ which characterizes TLS on the substrate is plotted
for different resonators in Figure 9.9.
We plot the losses as a function of average photon number in the resonator for samples
REF, ETCH and ZONE in Figure 9.8. We fit equation 9.4 to the losses to determine the
TLS induced losses. There is a significantly more pronounced up-turn in the losses for
REF (Figure 9.8 a) than ETCH and ZONE (Figure 9.8 b, c). This indicates that the
ZnO over-growth and subsequent etching actually improves the low-power operation of
these resonators over the un-processed substrate. This could be due to the heating during
growth desorbing adsorbed gases which removes some TLS species on the substrate.
When fitting the losses to the TLS model given in equation 9.4 we extract a prefactor
FPγχ which relates to the total TLS losses. We collect this for resonators from the different
samples discussed in this chapter as well as those reported in [192] where resonators
are fabricated on c-plane sapphire. We then plot these values as a function of resonant
frequency in Figure 9.9.
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Figure 9.8: Intrinsic resonator losses as a function of the mean photon number stored
within the resonators for (a) REF (b) ETCH and (c) ZONE. Fits to the TLS model of
equation 9.4 are shown. Due to the almost imperceptible up-turn in losses one resonance
in (b) has not been fit. One resonance on the sample ZONE has larger internal losses and
thus is not shown on these axes but is shown in Figure 9.9
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Figure 9.9: FPγχ found by fitting losses as a function of mean photon number in the
resonator by Equation 9.4 for resonators from different samples: REF (yellow squares),
ETCH (blue circles), ZONE (green up-triangles) and resonators reported in [192] (red
sideways triangles).
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The TLS factor from REF are flat with frequency and systematically higher than
those from other samples. The TLS factor for samples ETCH and ZONE show the same
frequency dependence with more TLS losses at lower frequencies. This indicates that TLS
are not evenly spaced in frequency and that there are greater numbers of TLS on a-plane
sapphire at lower frequencies, inducing more losses. The resonators from [192] fall on the
line of TLS factors found in ZONE and ETCH. This may indicate that there is similarity
between c-plane and a-plane sapphire for TLS densities. To say this conclusively, a more
systematic study where identical resonators are fabricated on these different substrates
would be required.
9.5 Conclusion
We have fabricated resonators on a-plane sapphire, ZnO thin films on a-plane sapphire,
and a-plane sapphire where an over-grown film of ZnO has been etched away. We show
that resonators may be fabricated on sapphire but not on ZnO either due to piezoelectric
losses or fabrication problems introduced by the ZnO film. Resonators fabricated on both
a plane sapphire and overgrown then etched sapphire have high quality factors at high
powers. At low powers the quality factor for the untreated sapphire sample decreases
significantly faster than for the sample where ZnO is overgrown and etched away.
We made a zoned chip, featuring both ZnO over-grown regions, regions where ZnO has
been etched away to leave sapphire and regions of superconductor deposited directly onto
sapphire where ZnO has been etched away. On this chip we fabricated superconducting
resonators and measured their quality factor as a function of applied RF power. In agree-
ment with the sample where ZnO is uniformly etched we find high quality factor resonances
for higher frequency resonances and find lower quality factors at lower frequencies.
By fitting a model motivated by TLS-induced losses to the internal losses of resonators
as a function of energy in the resonator, we characterize the TLS-induced losses for the
three samples. We find that TLS limited losses are significantly higher for the un-treated
sapphire, possibly because adsorbed gases are desorbed during the ZnO growth reducing
the TLS density. For the samples where ZnO is etched away we find losses at low photon
powers that are comparable to resonators fabricated on c-plane sapphire for high frequency
resonances. We also find that losses are significantly increased for lower frequency reso-
nances. This may be evidence that the TLS spectrum is frequency dependent on these
substrates and there are more TLS in with energies 2-3 GHz than 5-7 GHz.
Importantly for future applications, we demonstrate superconducting circuits on the
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same chip as piezoelectric films. These superconducting circuts can be of extremely high
quality, even in the low-power-limit, and couple weakly to TLS. Future experiments are
required to fully measure the effects of TLS, likely involving new samples and definitely
requiring measurement at dilution fridge temperatures where TLS effects dominate.
In future, lift off processes could be used to fabricate SAW devices on the piezoelectric
portion of this chip. The SAW electrodes could extend into the sapphire portion of the
chip where they couple, likely via on-chip capacitors, to superconducting elements such as
resonators or qubits, for hybrid devices.
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Chapter 10
Conclusion and Further Work
In this thesis we present work focusing on the growth by MBE and characterization of
ZnO nanowires and nanobelts and ZnO/ZnMgO heterostructures based on these nanos-
tructures. We also present an additional study on epitaxial ZnO films grown on a-plane
sapphire used as substrates for RF superconducting circuits as a route to future opto-
mechanical experiments coupling mechanical and RF superconducting oscillators on a
single chip.
10.1 Conclusions
The growth of ZnO nanobelts by MBE was demonstrated for the first time. These MBE
grown nanobelts were characterized structurally by HRTEM and XRD. We demonstrated
morphology control of nanobelts where tapering is reduced with increasing growth temper-
ature. We also characterized the electrical properties of the ZnO nanobelts by fabricating
field effect transistors showing n-type conductivity. We find a large variation both in
donor density and free carrier density between different nanobelts which we ascribe to
large numbers of surface states and a large surface-to-volume ratio.
We demonstrate the growth of ZnO/ZnMgO nanowire and nanobelt heterostructures.
For nanowires, using STEM-EDS, we demonstrate abrupt heterointerfaces in core-shell
nanowires, and show that these core-shell structures give rise to intense luminescence
with small defect-related peaks relative to plain ZnO nanowires. These structures may be
promising for optical applications such as nanowire lasers. We also show for the first time
ZnO/ZnMgO heterostructures embedded within ZnO nanobelts. These heterostructures
are particularly interesting since they include polarization-mismatched interfaces which
extend along the length of these nanostructures. These interfaces are promising for future
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applications where the electron mobility in nanostructures is increased by heterostructur-
ing because 2DEGs form at these polarization mismatched interfaces. We show evidence
of the quantum confined Stark effect and quantum well luminescence in cryogenic pho-
toluminescence spectra taken on single nanobelt heterostructures. These phenomena are
indicative of the presence of 2DEG interfaces.
We use scanning-transmission-electron-microscopy cathodoluminescence, a new analyt-
ical technique, to provide hyperspectral CL maps of ZnO nanowires with record spatial-
resolution. These maps allow us to relate the CL spectra to structural features on single
ZnO nanowires including luminescence from the surface of the nanowire, luminescence
from intrinsic and extrinsic defects and luminescence from the core of the nanowire. We
show the interplay of the different luminescence signals and demonstrate that increases in
non-radiative recombination are coincident with defect peaks in the nanowire. We develop
data processing techniques allowing CL maps to be deconvolved into individual compo-
nents which we map across nanowires. We also show the effects of gold nanoparticles and
polar faces on the CL from nanowires.
We finally present work where we selectively grow and selectively etch ZnO grown on
a-plane sapphire and subsequently fabricate RF superconducting circuits on these sub-
strates. We demonstrate that although films deposited on top of ZnO are still supercon-
ducting, they do not support resonance modes after being fabricated into quarter wave
resonators. We attribute this either to complications in fabrication induced by the ZnO
layer or to increased losses due to incoherent mechanical coupling between the resonator
and the piezoelectric substrate. We show that RF superconducting resonators with high
quality factors can be fabricated on substrates where ZnO has been grown and subse-
quently etched and that this may also be done with chips where ZnO has been selectively
etched. This allows us to develop zoned chips where on part of the chip high quality
factor superconducting circuits are fabricated, and another part is overgrown with ZnO
and suitable for piezoelectric applications.
10.2 Future work
Further characterization of nanobelt heterostructures by TEM will allow the heterointer-
face to be better understood. A combination of high resolution imaging and analytical
techniques will allow the heterointerface to be precisely characterized, with elemental maps
across the interface, imaging of any defects which arise at the heterointerface, and pre-
cise determination of the crystallographic orientation of the interface. Fabricating and
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measuring nanobelt FETs from heterostructure nanobelts will allow the electron mobility
at nanobelt-embedded heterostructures to be determined. These interfaces should have
a high electron mobility and remain conductive down to cryogenic temperatures. This
experiment would be the first demonstration of a polarity-induced 2DEG embedded along
the long axis of a nanostructure modifying the electrical properties in ZnO.
Further STEM CL measurements in which the STEM CL data are combined with
other STEM signals or high resolution imaging would be extremely interesting. We at-
tempted to perform high resolution imaging in tandem with STEM CL but found that
the HRTEM, if performed before CL, degraded the CL intensity and if performed after
CL was not a true measure of the structure of a pristine nanowire. Therefore a good
candidate structure for these measurements would be ZnO nanobelts. In ZnO nanobelts
extended defects, which are well characterized by HRTEM and found in all nanobelts, can
be seen in low resolution TEM. Therefore it should be comparatively straightforward to
relate luminescence properties of these well-understood defects to CL spectra. Addition-
ally, CL STEM on heterostructure nanobelts and nanowires would be an interesting study
and allow the effects of the heterointerface on optical properties to be mapped locally.
This could be correlated with EELS or EDS to allow elemental maps to be simultaneously
collected.
The superconducting circuits discussed in this thesis have been measured at ∼300 mK
due to the availability of cryostats. At these temperatures it is possible to see the effects
of two-level fluctuators. These are typically found to limit the low temperature, low
power quality factor of superconducting circuits. Performing systematic power dependent
measurements on the quality factor of superconducting resonators, fabricated on sapphire
with ZnO overgrown and subsequently etched, at∼30mK would allow the suitability of this
substrate for quantum applications to be assessed. Future devices, featuring mechanical
oscillators fabricated on the ZnO which are coupled to the superconducting architecture
to form hybrid quantum devices offer many opportunities for future study.
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