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a b s t r a c t
In this paper we consider elliptical random vectors X in Rd, d ≥ 2 with stochastic
representation ARU , where R is a positive random radius independent of the randomvector
U which is uniformly distributed on the unit sphere of Rd and A ∈ Rd×d is a given matrix.
Denote by ‖·‖ the Euclidean norm inRd, and let F be the distribution function of R. Themain
result of this paper is an asymptotic expansion of the probability P{‖X‖ > u} for F in the
Gumbel or the Weibull max-domain of attraction. In the special case that X is a mean zero
Gaussian random vector our result coincides with the one derived in Hüsler et al. (2002)
[1].
© 2009 Elsevier Inc. All rights reserved.
1. Introduction
Let X be a mean zero Gaussian random vector in Rd, d ≥ 2 with underlying covariance matrix Σ . If λ(m) := λ1 ≥
λ2 ≥ · · · ≥ λd are the ordered eigenvalues of the matrix Σ , then in the light of Theorem 1 in [1] we have the asymptotic
expansion (set C∗ :=∏dj=m+1(1− λj/λ(m))−1/2 and C∗ := 1 ifm = d)
P
{
‖X‖ > √uλ(m)} = C∗ 21−m/2
Γ (m/2)
um/2−1 exp(−u/2), u→∞, (1.1)
where ‖x‖ stands for the Euclidean norm of x ∈ Rd,m is the multiplicity of λ1 i.e.,m := #{j : λj = λ1, 1 ≤ j ≤ d}, and Γ (·)
is the Gamma function.
It is well known (see e.g., [2], or [3]) that X possesses the stochastic representation
X d= ARU , (1.2)
with R > 0 such that R2 is Chi-squared distributed with d degrees of freedom being further independent of U which is
uniformly distributed on the unit sphere of Rd and A is a d× d real matrix satisfying AA> = Σ . Here d= and> stand for the
equality of distribution functions and the transpose sign, respectively.
If we drop the distributional assumption on R assuming simply that R > 0 almost surelywith some unknowndistribution
function F with upper endpoint xF ∈ (0,∞], then the random vector X with stochastic representation (1.2) is an elliptical
random vector (see [2]).
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In this paper we focus our interest in possible generalisation of (1.1) considering some general elliptical random vector
X . It is clear that the asymptotics in (1.1) is related to the tail asymptotics of F . In the special case that R2 is Chi-squared
distributed with d degrees of freedom we have
1− F(u) = (1+ o(1))u
d−2 exp(−u2/2)
2d/2−1Γ (d/2)
, u→∞ (1.3)
implying that F is in the max-domain of attraction of the unit Gumbel distribution functionΛ i.e.,
lim
u↑xF
1− F(u+ x/w(u))
1− F(u) = exp(−x), ∀x ∈ R, (1.4)
wherew(u) = u, u > 0.
Under the max-domain of attraction assumption (1.4) on F we generalise (1.1) in our main result below (see Theorem 1)
to the following asymptotic expansion
P{‖X‖ > u√λ(m)} = (1+ o(1))C∗ Γ (d/2)
Γ (m/2)
(
2
uw(u)
)(d−m)/2
[1− F(u)], u ↑ xF (1.5)
and obtain also an asymptotic expansion of the density function of ‖X‖. We derive similar asymptotic results when the
distribution function F is in theWeibullmax-domain of attraction. Further, considering an elliptical randomsamplewe apply
our asymptotic expansions in order to derive convergence in distribution, density convergence and almost sure convergence
of the maximum norms.
Brief outline of the rest of the paper: We proceed with a short section dedicated to our notation and some preliminary
results. The main results are presented in Section 3. The proofs of all the results are relegated to Section 4.
2. Preliminaries
In this sectionwe introduce several notation and briefly discuss elliptical random vectors andmax-domain of attractions.
Given a random variable R with distribution function F (write R ∼ F ) we denote by F the survivor function. If X is Beta
distributed with positive parameters a, b, then we denote this by X ∼ Beta(a, b). The Beta distribution Beta(a, b) possesses
the density function xa−1(1− x)b−1Γ (a+ b)/(Γ (a)Γ (b)), x ∈ (0, 1).
If I is a non-empty subset of {1, . . . , d}, d ≥ 2, then |I| denotes the number of its elements. For any vector x =
(x1, . . . , xd)> ∈ Rd we define the subvector xI with respect to I by xI := (xi, i ∈ I)>. The Euclidean norm of xI ∈ Rm is
‖xI‖ :=
√∑
i∈I x
2
i .
In what follows, we write U (k) := (U1, . . . ,Uk)>, k = 1, . . . , d for a random vector uniformly distributed on the unit
sphere of Rk. For notational simplicity we write U instead of U (d).
Basic distributional results for spherical randomvectors are derived in [2]. By Lemma2 therein for twonon-emptydisjoint
sets I, J such that I ∪ J = {1, . . . , d}, and a uniformly distributed random vector U we have the stochastic representation
UI
d= √Wm,dU (m), UJ d= (1−Wm,d)1/2U (d−m), (2.1)
withWm,d ∼ Beta(m/2, (d− m)/2). Furthermore, U (m),U (d−m),Wm,d are mutually independent. For our investigation it is
crucial that the random vector U is distributional invariant with respect to orthogonal transformations, i.e.,
DU d= U (2.2)
for any orthogonal matrix D ∈ Rd×d. Furthermore, for two square matrices A, B
AU d= BU (2.3)
whenever BB> = AA> ∈ Rd×d is valid.
Next we mention some facts from the univariate extreme value theory: A distribution function F is said to belong to the
max-domain of attraction of a univariate extreme value distribution function H , if for constants an > 0, bn, n ≥ 1
lim
n→∞ supx∈R
∣∣F n(anx+ bn)− H(x)∣∣ = 0. (2.4)
Only three choices for H are possible (see e.g., [4–8], De Haan and Ferreira (2006), or [9]), namely the Fréchet distribution,
the Gumbel distribution, or the Weibull distribution.
It is well known that if F with upper endpoint xF is in the max-domain of attraction of the Fréchet distributionΦγ (x) =
exp(−x−γ ), x > 0, γ ∈ (0,∞), then necessarily xF = ∞, and furthermore
lim
u→∞
F(xu)
F(u)
= x−γ , ∀x > 0. (2.5)
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If H = Λ with Λ(x) = exp(− exp(−x)), x ∈ R, then as mentioned in the Introduction (2.4) is equivalent to (1.4).
Alternatively we write F ∈ MDA(Λ, w)whenever (1.4) is satisfied.
When (2.4) holds with H the Weibull distribution function Ψγ (x) = exp(−|x|γ ), x < 0, γ ∈ (0,∞), then necessarily xF
is finite, and furthermore
lim
u→∞
F(xF − x/u)
F(xF − 1/u)
= xγ , ∀x > 0. (2.6)
Clearly, (2.4)means that the samplemaxima converges in distribution (after normalisation). If F possesses a density function
f , then the convergence in (2.4) can be strengthened in several instances to local uniform convergence of the corresponding
density functions. In the Gumbel case local uniform convergence follows if for some positive scaling functionw
lim
u↑xF
f (u+ x/w(u))
f (u)
= exp(−x), ∀x ∈ R, (2.7)
whereas for F in the Weibull max-domain of attraction it suffices that
lim
u↓0
uf (xF − u)
F(xF − u)
= γ . (2.8)
See e.g., [10] or [9] for more details.
3. Main results
Let X = (X1, . . . , Xd)> be an elliptical random vector in Rd with stochastic representation (1.2), where R ∼ F , F(0) = 0,
and A ∈ Rd×d is a given square matrix. We set throughout this paperΣ := AA> and denote its eigenvalues by
λ1 ≥ λ2 ≥ · · · ≥ λd ≥ 0
which exist since the matrix Σ is semi-positive definite. In the following m stands for the multiplicity of the largest
eigenvalue λ1 =: λ(m).
As already shown in [1] for the Gaussian setup the tail asymptotics of interest depends only on the eigenvalues of Σ ,
but not on the covariance matrixΣ itself. This must be the case also when X is an elliptical random vector with stochastic
representation (1.2). Indeed, first note that by (2.3) the matrix Σ specifies the distribution of X (and not the matrix A).
Furthermore (2.2) implies
‖X‖2 d= R2
(
λ1U21 + · · · + λdU2d
)
,
hence by (2.1)
‖X‖2 d= λ(m)R2
(
Wm,d + [V 21
λm+1
λ(m)
+ · · · + V 2d−m
λd
λ(m)
](1−Wm,d)
)
is valid with Vd−m
d= U (d−m) and Wm,d ∼ Beta(m/2, (d − m)/2). Furthermore, R,Wm,d,Vd−m are mutually independent.
Clearly, for any u > 0
F(
√
u/λ(m)) = P{λ(m)R2 > u} ≥ P{‖X‖2 ≥ u} ≥ P{λ(m)R2Wm,d > u}. (3.1)
We show next that for F in the Gumbel or the Weibull max-domain of attraction the asymptotic behaviour of P{‖X‖2 > u}
is similar to that of P{λ(m)R2Wm,d > u}. If F is in the max-domain of attraction ofΦγ , γ ∈ (0,∞), which is equivalent with
X1 has distribution function in the max-domain of attraction of Φγ (see [11,12]), it follows easily that the random vector
(X21 , . . . , X
2
d )
> is regularly varying with index γ /2. Hence the asymptotic behaviour of P{‖X‖ > u}, u ↑ ∞ can be easily
determined. In particular ‖X‖ has distribution function in the max-domain of attraction ofΦγ . In what follows, we discuss
therefore only the Gumbel and the Weibull cases.
3.1. Asymptotics in the Gumbel Model
In this section we assume that the distribution function F of the associated random radius R is in the Gumbel max-
domain of attraction. Simple instances of distribution functions F in the Gumbel max-domain of attractions are univariate
distributions with exponential tails. In our investigation the scaling functionw (see (1.4)) plays a crucial role. The following
asymptotic properties ofw are well known (see e.g., [9])
lim
u↑xF
uw(u) = ∞, and lim
u↑xF
w(u)(xF − u) = ∞ if xF <∞. (3.2)
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Furthermore,w can be defined asymptotically via the mean excess function (see e.g., [6]) as
w(u) = 1+ o(1)
E{R− u|R > u} , u ↑ xF . (3.3)
Throughout the rest of the paper xF ∈ (0,∞] denotes the upper endpoint of F , and C∗ is a positive constant (also defined in
the Introduction) given by
C∗ :=
d∏
j=m+1
(1− λj/λ(m))−1/2, (3.4)
where C∗ := 1 ifm = d.
Since X/xF , with xF ∈ (0,∞) is again an elliptical random vector, and moreover F(s/xF ), s ∈ R is in the Gumbel or
Weibull max-domain of attraction if F is in the Gumbel or Weibull max-domain of attraction, respectively, we assume in
the following without loss of generality that xF = 1 or xF = ∞. Next, we state the main result for the Gumbel setup.
Theorem 3.1. Let X = ARU be an elliptical random vector in Rd, d ≥ 2, with A a d × d real matrix, R ∼ F a positive random
variable independent of U . If F(0) = 0, xF ∈ {1,∞} and F ∈ MDA(Λ, w) withw some positive scaling function, then we have
P{‖X‖ > u√λ(m)} = (1+ o(1))C∗ Γ (d/2)
Γ (m/2)
(
2
uw(u)
)(d−m)/2
F(u), u ↑ xF . (3.5)
Furthermore, ‖X‖ possesses the positive density function h with asymptotic behaviour
h(u) = (1+ o(1))w(u)P{‖X‖ > u}, u ↑ xF . (3.6)
We have now the following result:
Corollary 3.2. Let X,X (1), . . . ,X (n), n ≥ 1 be independent elliptical random vectors in Rd, d ≥ 2 with common distribution
function G such that X satisfies the assumptions of Theorem 3.1. Assume for simplicity that λ(m) = 1. Then we have the
convergence in distribution
max
1≤j≤n
‖X (j)‖ − an
bn
d→ Y ∼ Λ, n→∞, (3.7)
where
an := 1/w(bn), bn := H−1(1− 1/n), n > 1,
with H−1 the generalised inverse of the distribution function of ‖X‖.
Furthermore, (3.7) can be strengthened to the local uniform convergence of the corresponding density functions.
Remark 3.3. 1. The scaling functionw is self-neglecting (see e.g., [5] or [9]) i.e.,
lim
n→∞w(u+ x/w(u))/w(u) = 1, u ↑ xF (3.8)
uniformly for x in compact sets of R. In view of (3.2) under the assumptions of Theorem 3.1
lim
u↑xF
P{‖X‖ > u√λ(m)}
F(u)
= 0.
Hence the upper bound for P{‖X‖ > u} in (3.1) is not accurate for u close to xF . However, the lower bound therein turns
out to be asymptotically accurate.
2. Clearly, the local uniform convergence of the density functions of the sample maxima implies the convergence in
distribution stated in (3.7). See [9] for deeper results on the density convergence of the univariate sample extremes.
We provide next three illustrating examples:
Example 1 (Gaussian random vectors). Let X ∈ Rd, d ≥ 2 be Gaussian random vector with covariance matrix Σ = AA>
and mean zero. As mentioned in the Introduction X possesses the stochastic representation (1.2), and furthermore R2 is
Chi-squared distributedwith d degrees of freedom. Since F ∈ MDA(Λ, w), with the scaling functionw(u) = u, u > 0 (recall
(1.3)) Eq. (3.5) yields (1.1) which is obtained in Theorem 1 of [1].
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Example 2 (F with finite upper endpoint). Let X d= RAU , R ∼ F be an elliptical random vector in Rd, d ≥ 2. Assume that F
has upper endpoint 1, and furthermore
F(u) = (1+ o(1))c1 exp(−c2/(1− u)), u ↑ 1,
with c1, c2 two positive constants. Since forw(u) = c2/(1− u)2, u ∈ (0, 1) and any s ∈ Rwe have
F(u+ s/w(u))
F(u)
= (1+ o(1)) exp(−c2[1/(1− u+ s/w(u))− 1/(1− u)])→ exp(−s), u ↑ 1,
then F ∈ MDA(Λ, w). For this example
P{‖X‖ > u√λ(m)} = (1+ o(1))c1C∗ Γ (d/2)
Γ (m/2)
(2c2/(1− u))(d−m)/2 exp(−c2/(1− u)), u ↑ 1.
Example 3 (Kotz Type III elliptical random vectors). Let X = ARU be a d dimensional elliptical random vector. Assume that
the survivor function F of R satisfies
F(u) = (1+ o(1))cuN exp(−δuτ ), u→∞, (3.9)
where c, δ, τ are given positive constants andN ∈ R. We refer to such X as a Kotz Type III elliptical random vector. It follows
easily that F ∈ MDA(Λ, w)with the scaling functionw given by
w(u) := δγ uτ−1, u > 0. (3.10)
In view of Eq. (3.5) we may thus write
P{‖X‖ > u√λ(m)} = (1+ o(1))C∗ Γ (d/2)
Γ (m/2)
(2/(δτ))(d−m)/2uτ(m−d)/2+N exp(−δuτ ), u→∞
=: (1+ o(1))Kuα exp(−δuτ ), u→∞. (3.11)
Let X (1), . . . ,X (n), n ≥ 1 be independent random vectors in Rd with the same distribution function as X , and assume for
simplicity that λ(m) = 1. Then the convergence in distribution
(max
1≤j≤n
‖X (j)‖ − an)/bn d→ Y ∼ Λ, n→∞
holds with constants an, bn defined by
an := (δ−1 ln n)1/τ−1/(δτ), bn := (δ−1 ln n)1/τ + an
[
α ln(δ−1 ln n)/τ + ln K
]
, n > 1.
The above convergence in distribution implies the convergence in probability
max
1≤j≤n
‖X (j)‖
(ln n)1/τ
p→ δ−1/τ , n→∞.
By the Barndorff–Nielsen criterion for the almost sure stability of the samplemaxima (see [13,14] or [15])we retrieve further
the almost sure convergence
max
1≤j≤n
‖X (j)‖
(ln n)1/τ
a.s→ δ−1/τ , n→∞. (3.12)
Borrowing the idea of [1] we provide next a refinement of (3.12).
Theorem 3.4. Let X,X (1), . . . ,X (n) be independent Kotz Type III random vectors in Rd, d ≥ 2 with distribution function G.
Assume that X = RAU is such that the associated random radius R has tail asymptotics given by (3.9)with c, δ, τ ∈ (0,∞),N ∈
R. Assume for simplicity that λ(m) = 1 and define its multiplicity m as in Theorem 3.1. If δτ = 1, then we have
P
{
max
1≤j≤n
‖X (j)‖ ≥ b∗n i.o.
}
=
{
1 if s ≥ (d−m)/2+ N/τ + 1,
0 if s < (d−m)/2+ N/τ + 1, (3.13)
where b∗n := [τ(ln n+ s ln(ln n))]1/τ , n > 1.
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Remark 3.5. 1. A Kotz Type III random vector X (see Example 3) is a mean zero Gaussian random vector with covariance
matrixΣ = AA> if N = d− 2, δ = 1/2, τ = 2 implying that (3.13) holds with
b∗n := [2(ln n+
m
2
ln(ln n))]1/2, n > 1,
which is shown in Theorem 3 of [1].
2. Under the Gaussian setup as shown in [1] the result of Theorem3.4 can be utilised as a diagnostic tool to detect departure
from the Gaussian distribution. In view of ourmore general result this same tool can be employed for detecting departure
from the Kotz Type III multivariate distribution. In the Gaussian case the term N/τ equals d/2 − 1. In the more general
setup of Kotz Type III multivariate distribution N/τ is in general unknown and needs to be estimated.
3. Further refinements of (3.13) dealing also with the case δτ 6= 1 can be achieved by borrowing the ideas presented in [6];
see Example 3.5.6 and Example 3.5.8 therein.
3.2. Asymptotics in the Weibull Model
Next we consider elliptical random vectors X = ARU where R has distribution function F in the Weibull max-domain
of attraction. Necessarily the upper endpoint xF of F is finite. Specifically, we suppose that xF = 1 and (2.6) holds for some
γ ∈ (0,∞). A canonical example of F in the Weibull max-domain of attraction is the Beta distribution (see Example 4
below). As we show in the next result, the asymptotic behaviour of ‖X‖ is determined by the eigenvalues ofΣ and the tail
asymptotics of F .
Theorem 3.6. Under the assumptions and the notation of Theorem 3.1 if further xF = 1 and F is in the max-domain of attraction
of Ψγ , γ ∈ (0,∞), then we have (u ↓ 0)
P{‖X‖ > (1− u)√λ(m)} = (1+ o(1))C∗ Γ (γ + 1)
Γ (γ + (d−m+ 2)/2)
Γ (d/2)
Γ (m/2)
(2u)(d−m)/2F(1− u). (3.14)
Furthermore, ‖X‖ possesses the positive density function h with asymptotic behaviour
h(1− u) = (1+ o(1))(γ + (d−m)/2)P{‖X‖ > 1− u}/u, u ↓ 0. (3.15)
As in the Gumbel setup we utilise (3.14) to derive the asymptotics of the sample maxima.
Corollary 3.7. Let X,X (1), . . . ,X (n), n ≥ 1 be independent elliptical random vectors in Rd, d ≥ 2 with common distribution
function G such that X satisfies the assumptions of Theorem 3.6 and λ(m) = 1. Then the convergence in distribution
max
1≤j≤n
‖X (j)‖ − 1
H−1(1− 1/n)
d→ Y ∼ Ψγ+(d−m)/2, n→∞ (3.16)
holds with H−1 the generalised inverse of the distribution function of ‖X‖.
Furthermore, (3.16) can be strengthened to the local uniform convergence of the corresponding density functions.
We give next an illustrating example.
Example 4. Let X = ARU be an elliptical random vector in Rd, d ≥ 2. We consider the special case that R ∼ Beta(a, b)with
a, b two positive constants. Since
P{R > 1− u} = (1+ o(1)) Γ (a+ b)
Γ (a)Γ (b+ 1)u
b, u ↓ 0
it follows that R has distribution function in the Weibull max-domain of attraction with index b. Consequently, under the
assumptions of Theorem 3.6 we obtain
P{‖X‖ > (1− u)√λ(m)} = (1+ o(1))2(d−m)/2C∗ Γ (a+ b)
Γ (a)Γ (b+ (d−m+ 2)/2)
Γ (d/2)
Γ (m/2)
u(d−m)/2+b, u ↓ 0.
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4. Related results and proofs
Theorem 4.1. Let R ∼ F , X ∼ H, Za,b ∼ Beta(a, b), a, b > 0 be three independent random variables. Suppose that
xF ∈ {1,∞}, F(0) = H(0) = 0 and H has upper endpoint 1. Assume further that H is in the max-domain of attraction of
Ψλ, λ ∈ (0,∞) and set Y := R[(X − δ)Za,b + δ] with δ ∈ [0, 1).
(a) If F ∈ MDA(Λ, w) with some positive scaling functionw, then we have
P{Y > u} = (1+ o(1))Γ (λ+ 1)Γ (a+ b)
Γ (a)
[(1− δ)uw(u)]−bF(u)H(1− 1/(uw(u))), u ↑ xF . (4.1)
Furthermore, the random variable Y possesses a positive density function q such that
lim
u↑xF
q(u)
w(u)P{Y > u} = 1. (4.2)
(b) Suppose that F satisfies (2.6) with γ ∈ (0,∞) and xF = 1. Then we have
P{Y > u} = (1+ o(1))Γ (a+ b)
Γ (a)
Γ (λ+ 1)Γ (γ + 1)
Γ (γ + b+ λ+ 1) [(1− δ)/(1− u)]
−bF(u)H(u), u ↑ 1. (4.3)
Moreover, the density function q satisfies
lim
u↑1
(1− u)q(u)
P{Y > u} = γ + λ+ b. (4.4)
Proof. (a) We show next the proof only for xF = ∞. When F has a finite upper endpoint the proof follows with similar
arguments utilising further (3.2), therefore is omitted here. Since F is rapidly varying (see e.g., [9]) i.e., limu→∞ F(uc)/F(u) =
0 for any c ∈ (1,∞), and recalling that R is independent of the random variable (X − δ)Za,b + δ, as in the proof of Theorem
12.3.1 in [16] for any ε > 0 we have (set Y := R[(X − δ)Za,b + δ])
P{Y > u} = (1+ o(1))
∫ u(1+ε)
u
P{(X − δ)Za,b + δ > u/r}dF(r), u→∞.
Define for any u, s, y ∈ (0,∞)
η(u) := (uw(u))−1, δu := η(u)/(1− δ), Hu(y) := H(1− yη(u)), Fu(s) := F(u+ s/w(u)).
Transforming the variables we have
P{Y > u} =
∫ ε/η(u)
0
∫ s+o(1)
0
P{Za,b > ((1+ sη(u))−1 − δ)/(1− yη(u)− δ)}dHu(y)dFu(s)
=
∫ ε/η(u)
0
∫ s+o(1)
0
P
{
Za,b > 1− δu(s− y)(1+ o(1))
}
dHu(y)dFu(s).
By the assumptions on F and H we may write
lim
u↑xF
Fu(s)− Fu(t)
F(u)
= exp(−t)− exp(−s), lim
u↑xF
Hu(s)− Hu(t)
H(u)
= tλ − sλ, ∀s, t ∈ R.
Furthermore, since Za,b ∼ Beta(a, b) for any s, y ∈ R such that s ≥ ywe have (recall (3.2))
lim
u↑xF
δ−bu P
{
Za,b > 1− δu(s− y)(1+ o(1))
}
= ca,b(s− y)b,
with ca,b := Γ (a+ b)/(Γ (a)Γ (b+ 1)). Hence Fatou Lemma implies
lim inf
u↑xF
P{Y > u}
δbuF(u)H(1− η(u))
≥ ca,bλ
∫ ∞
0
exp(−s)
∫ s
0
(s− y)byλ−1dyds
= ca,bλ
∫ ∞
0
exp(−s)sb+λ
∫ 1
0
(1− y)byλ−1dyds
= ca,bλΓ (λ+ b+ 1)Γ (b+ 1)Γ (λ)
Γ (λ+ b+ 1)
= Γ (λ+ 1)Γ (a+ b)
Γ (a)
.
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The proof for the lim sup (which coincides with lim inf) can be established utilising Lemma 7.5 an Lemma 7.7 in [12].
Next, the independence of X and Za,b and the fact that Za,b possesses a positive density function in (0, 1) implies that the
random variable X∗ := (X − δ)Za,b + δ possesses a positive density function in (0, 1)which we denote by g . Consequently,
since X∗ and R are independent and X∗ possesses the density function g it follows that Y possesses the density function q
given by
q(u) =
∫ xF
u
g(u/r)
1
r
dF(r), u ∈ (0, xF ). (4.5)
The asymptotic behaviour of q(u), u ↑ xF can be establishes with similar arguments as the proof above leading thus to (4.2).
(b) Define next for any u ∈ (0, 1)
Hu(y) := H(1− yu), Fu(s) := F(1− su), s, y ∈ (0,∞), δu := u/(1− δ).
Wemay further write (u ↓ 0)
P{Y > 1− u} =
∫ 1
0
∫ 1−s+o(1)
0
P
{
Za,b > 1− δu(1− s− y)(1+ o(1))
}
dHu(y)dFu(s).
By the assumptions on F and H we have
lim
u↓0
Fu(s)− Fu(t)
F(u)
= tγ − sγ , lim
u↓0
Hu(s)− Hu(t)
H(u)
= tλ − sλ, ∀s, t ∈ R.
As above for any s, y ∈ R such that s+ y ≤ 1
lim
u↓0 δ
−b
u P
{
Za,b > 1− δu(1− s− y)(1+ o(1))
}
= ca,b(1− s− y)b.
Hence we obtain applying Lemma 4.2 in [17]
P{Y > 1− u}
δbuF(1− u)H(1− u)
= (1+ o(1))ca,bλγ
∫ 1
0
sγ−1
∫ 1−s
0
(1− s− y)byλ−1dyds
= (1+ o(1))ca,bλγ Γ (b+ 1)Γ (λ)
Γ (b+ λ+ 1)
∫ 1
0
sγ−1(1− s)b+λds
= (1+ o(1))ca,bλγ Γ (b+ 1)Γ (λ)
Γ (b+ λ+ 1)
Γ (b+ λ+ 1)Γ (γ )
Γ (γ + b+ λ+ 1)
= (1+ o(1))Γ (a+ b)
Γ (a)
Γ (λ+ 1)Γ (γ + 1)
Γ (γ + b+ λ+ 1) , u ↓ 0.
The proof of (4.4) follows with similar arguments utilising further (4.5). 
In the next theorem we derive the asymptotic tail behaviour of the product XZa,b. Its proof is similar to that of Theorem
12.3.1 of [16] (also [18,19,12]), therefore we omit it here. See [20–22] for recent results on the tail asymptotics of products
of random variables.
Theorem 4.2. Let X ∼ F , Za,b ∼ Beta(a, b), a, b > 0 be two independent random variables and let Y := X[1 − δZa,b]τ , δ ∈
(0, 1], τ ∈ (0,∞). Suppose that xF ∈ {1,∞} and F(0) = 0.
(a) If F ∈ MDA(Λ, w) with some positive scaling functionw, then we have
P{Y > u} = (1+ o(1))Γ (a+ b)
Γ (b)
(δτuw(u))−aF(u), u ↑ xF . (4.6)
Furthermore, the random variable Y possesses a positive density function q and
lim
u↑xF
q(u)
w(u)P{Y > u} = 1. (4.7)
(b) Suppose that F satisfies (2.6) with γ ∈ (0,∞) and xF = 1. Then we have
P{Y > u} = (1+ o(1))Γ (γ + 1)Γ (a+ b)
Γ (b)Γ (γ + a+ 1) ((1− u)/(τδ))
aF(u), u ↑ 1. (4.8)
Moreover, the density function q satisfies
lim
u↑1
(1− u)q(u)
P{Y > u} = γ + a. (4.9)
934 E. Hashorva / Journal of Multivariate Analysis 101 (2010) 926–935
Proof of Theorem 3.1. If the multiplicity of λ(m) is d, i.e., λ1 = λ2 = · · · = λd, then
‖X‖2 = λ(m)R2‖U‖2 = λ(m)R2,
hence the claim follows. Assume next thatm < d, and define a random vector VK such that VK
d= R√Wm,dU (m),with R ∼ F
being independent of the random variableWm,d ∼ Beta(m/2, (d−m)/2). We have
‖VK‖2 d= R2Wm,d‖U (m)‖2 d= R2Wm,d = R2m,
with Rm := R
√
Wm,d. Consequently since R andWm,d are independent applying Theorem 4.2 we obtain
P{‖VK‖ > u} = (1+ o(1)) Γ (d/2)
Γ (m/2)
(
2
uw(u)
)(m−d)/2
F(u), u ↑ xF .
By the self-neglecting property (recall (3.8)) of the scaling function w we conclude that the random variable ‖VK‖ has
distribution function in the Gumbel max-domain of attraction with the same scaling functionw.
Next, since X d= ARU is an elliptical random vector we may write
‖X‖2 d= λ(m)‖Y‖2,
where Y d= DRU with D a diagonal matrix with dii = 1, i = 1, . . . ,m and dii =
√
λi/λ(m), i = m + 1, . . . , d. Note that
dii ∈ (0, 1) for all i > m. Define Ki := Ki−1 ∪ {i}, i := m+ 1, . . . , d, with Km := K . In the light of (2.1)
YKm+1
d= Rm
(
U (m)
√
Wm,m+1, I1
√
(1−Wm,m+1)λm+1/λ(m)
)
,
where I1 assumes only two values −1, 1 with equal probability, Wm,m+1 ∼ Beta(m/2, 1/2) and the random variables
I1, Rm,U (m),Wm,m+1 are mutually independent. Consequently,
‖XKm+1‖2 = λ(m)R2m[Wm,m+1 + λm+1/λ(m)(1−Wm,m+1)] d= λ(m)R2m[1− (1− λm+1/λ(m))W ∗m,m+1]
holds withW ∗m,m+1 ∼ Beta(1/2,m/2) being independent of Rm. Hence applying again Theorem 4.2 we obtain
P{‖XKm+1‖ > u
√
λ(m)} = (1+ o(1))(1− λm+1/λ(m))−1/2P{‖VK‖ > u}, u ↑ xF .
Similarly
‖XKm+2‖2 d= (λ(m)R2m[1− (1− λm+1/λ(m))W ∗m,m+1])W ∗m+1,m+2 + λm+2(1−W ∗m+1,m+2),
where Rm,W ∗m,m+1,W
∗
m+1,m+2 are independent andW
∗
m+1,m+2 ∼ Beta((m+ 1)/2, 1/2). Applying Theorem 4.1 we have
P{‖XKm+2‖ > u
√
λ(m)} = (1+ o(1))(1− λm+1/λ(m))−1/2(1− λm+2/λ(m))−1/2P{‖VK‖ > u}, u ↑ xF .
The proof follows now by applying Theorem 4.2 iteratively and utilising (2.1). 
Proof of Corollary 3.2. The proof follows from the result of Theorem 3.1 and the self-neglecting property ofw in (3.8). 
Proof of Theorem 3.4. The proof follows by formula (3.11) utilising further Lemma 1 in [1]. 
Proof of Theorem 3.6. The proof follows along the lines of the proof of Theorem 3.1 utilising further Theorem 4.2 and
making use of the asymptotic condition (2.8). 
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