Abstract-The analysis of real-world complex networks has been the focus of recent research. Detecting communities helps in uncovering their structural and functional organization. Valuable insight can be obtained by analyzing the dense, overlapping, and highly interwoven k-clique communities. However, their detection is challenging due to extensive memory requirements and execution time. In this paper, we present a novel, parallel k-clique community detection method, based on an innovative technique which enables connected components of a network to be obtained from those of its subnetworks. The novel method has an unbounded, userconfigurable, and input-independent maximum degree of parallelism, and hence is able to make full use of computational resources. Theoretical tight upper bounds on its worst case time and space complexities are given as well. Experiments on real-world networks such as the Internet and the World Wide Web confirmed the almost optimal use of parallelism (i.e., a linear speedup). Comparisons with other state-of-the-art k-clique community detection methods show dramatic reductions in execution time and memory footprint. An open-source implementation of the method is also made publicly available.
Ç

INTRODUCTION
C OMPLEX networks-in the sense in which they are used in this paper-are essentially graphs modeling realworld complex systems. Detecting communities from these networks may be decisive in the understanding of their structural and functional properties [1] , [2] . Examples include, but are not limited to, the Internet [3] , [4] and the World Wide Web [5] as well as mobile phone [6] , collaboration [7] , citation [8] , and biological [7] networks.
Specifically, the Internet topology at the Autonomous System (AS) 1 level has several zones which are extremely rich of connections. A study of such well interconnected zones can be helpful in the understanding of the complex dynamics at play in the business realm of the Internet. These dynamics can be to some extent inferred from the connections between ASes since they are the natural consequences of meticulous market strategies pursued by a myriad of interplaying forces. In one of our first analyses, we studied the cliques of ASes as we believe they represent the most tight concept of community-all possible pairs of ASes in a clique are interacting each other. In addition, it has been shown in [9] that the main properties of networks may be viewed as consequences of their underlying clique structure. We found that cliques of ASes were large in number, big-sized and highly overlapped. Leveraging on this result, we decided to adopt the k-clique community [2] definition to investigate the structure and the properties of the Internet at the AS level. The rationale behind this choice is that k-clique communities are unions of cliques wellinterwoven and reachable each other through paths involving other cliques only. To the best of our knowledge, that of k-clique community is the only definition which is based on the concept of clique and at the same time:
. Is formally defined, i.e., is based on topological properties and uses neither heuristics nor function optimizations; . Is totally deterministic, i.e., has no stochastic elements embedded and communities are not executiondependent; . Allows overlap, i.e., communities can be partially or also almost completely superimposed; . Is local, i.e., each community exists independently of the other communities. We used the k-clique community definition to analyze the Internet from a new perspective [4] . Nevertheless, this definition was successfully applied also in other areas. For example, in [10] Hui and Crowcroft identify k-clique communities among the participants of Infocom06 and the students in the MIT Media Laboratory and exploit this information to design efficient forwarding algorithms for mobile networks. Similarly, in [11] Hui et al. propose a distributed k-clique community detection method to be used for social-based message forwarding. k-clique communities also find application in social sciences. For example, 1 . At the AS level, the Internet topology consists of Internet service providers and Internet users (each one corresponding to an AS), interconnected through Border Gateway Protocol sessions, with the aim of exchanging traffic.
in [12] they are used to capture the relationships characterizing the collaboration between scientists and the calls between mobile phone users.
The first method for extracting k-clique communities is the Clique Percolation Method (CPM) [13] , which is prohibitively memory and time expensive. To the best of our knowledge, this had prevented k-clique communities from being extracted from large-scale networks such as those considered here. In this paper, we address CPM scalability issues and present the novel CPM On Steroids (COS). COS is the refinement of a working proof-ofconcept, which is presented first to clarify the problem of parallel k-clique community detection. COS exploits parallel processing to reduce execution time and has a low memory footprint. Its maximum degree of parallelism, unbounded, user-configurable and input-independent, enables hardware resources to be used efficiently. In addition, we provide analytical tight upper bounds on its execution time and space requirements, which are given as function of: 1) the number of maximal cliques in the network; 2) the size of the maximal cliques; and 3) the number of processors available. These bounds prove that COS has a linear space dependence on the number of maximal cliques and a worst case execution time inversely proportional to the number of processors. By means of the aforesaid bounds we can answer questions such as "Is memory available on this hardware enough to extract k-clique communities from this network?" or "If the number of processors installed on a particular machine is doubled, would COS halve its execution time?". Therefore, we are providing a framework with which it is possible not only to extract k-clique communities efficiently, but also to estimate in advance the required amount of computing resources. These theoretical bounds are validated in a series of experiments. We experimentally measured a linear speedup: COS execution time halves when the number of processors it uses is doubled. Dramatic reductions in execution time and memory footprint are brought to light by comparisons with other state-of-the-art k-clique community detection methods. The implementation of COS is open-source and freely available [14] .
Another major contribution of this paper is the innovative CONNECted componenTs MErging (CONNECT_ME) technique. By taking advantage of CONNECT_ME, it is possible to split a network into an arbitrary number of subnetworks with arbitrary topologies, and still be able to obtain its connected components. This novel low-complexity technique plays a key role in COS, by combining together partial results from all processors.
The remainder of this paper is structured as follows: The next section contains a brief overview of the efforts toward efficient community detection, with special emphasis on k-clique communities. In Section 3, we formulate the problem of k-clique community detection. We discuss CPM in Section 4, highlighting its scalability issues. In Section 5, we present the novel CONNECT_ME technique. A working proof-of-concept parallel k-clique community method and its worst case complexities are presented in Section 6. In the same section, we propose COS and two enhancements at the basis of its functioning. In Section 7, we examine COS performances via experiments. The paper concludes with a short summary in Section 8.
RELATED WORK
Traditionally, the relevance of the discovered network communities has been traded off with the complexity required for their extraction. For example, k-core communities [15] can be obtained with low complexity [16] but they are loosely connected and nonoverlapping. Conversely, k-clique communities [2] are fine-grained, overlapping, and tightly connected but their extraction is extremely demanding in terms of computational resources [13] . Very little work has been done to avoid trading off the quality of the extracted communities for complexity. Parallelism has been proposed in [17] and [18] as a means to alleviate computational costs. In [17] Zhang et al. heuristically evaluate the propinquity, i.e., the probability that a pair of nodes is involved in a coherent community. They update the original network by adding (removing) edges if the propinquity is higher (lower) than a given threshold. A parallel method is used to update propinquity incrementally, to reflect network changes. Through this, they were able to extract meaningful communities from the huge Wikipedia linkage network. Rather than introducing a new definition of community, in [18] Sadi et al. propose a method to reduce the size of the networks. In parallel, they use a heuristic to locate quasicliques and assign them as nodes in a reduced graph to be used with standard community detection methods. These reduced graphs have a size which is approximately one half of the original size. Alternatively than exploiting parallelism, computational costs can be mitigated by designing efficient heuristics and greedy local function optimizations. To the best of our knowledge, methods proposed in [19] and [20] are two of the fastest (and best-performing according to [21] ) optimization-based community detection methods. In Appendix B in the Supplemental Material, which can be found on the Computer Society Digital Library at http://doi.eeecomputersociety.org/10.1109/ TPDS.2012.229, we analyse their performance on realworld networks.
The first k-clique community detection method is the CPM [13] . It first lists all the maximal cliques from the input network and then analyses the overlap between each possible pair of them. Although the number of maximal cliques in a network could be exponential with the number of nodes [22] , none of the real-world networks we studied has a number of maximal cliques greater than few millions-this means that their actual number is from tens to tens of thousands orders of magnitude smaller that their maximum theoretical number. As a consequence, we were able to obtain the whole list of maximal cliques from the networks considered in this paper in at most a couple of minutes with a serial algorithm [23] . Therefore, we do not add anything new to this point and we refer the interested reader to [24, Section 5] for a review of such algorithms (or to [25] , [26] , and [27] for parallel algorithms). The real challenge is finding an efficient way to store and analyse the overlap between maximal cliques. In Section 4, we show that this has a complexity proportional to the square of the number of maximal cliques.
In [28] the first effort toward efficient k-clique community detection was made. The authors proposed the Sequential Clique Percolation (SCP) method, which enables k-clique communities to be detected at multiple weight thresholds in a single run. Although SCP can detect communities on weighted networks, it cannot produce k-clique communities for each possible k in a single execution. Moreover, since it enumerates cliques rather than maximal cliques, it only works well on sparse networks. In fact, as also highlighted by the authors, given that a clique with size h contains
k =k! smaller cliques with size k, the huge number of cliques it generates on networks with fairly large maximal cliques-as those considered in this paper-prevents communities to be obtained in a reasonable amount of time.
In [29] , we drew our first ideas on how to enhance CPM and proposed a simple parallel k-clique community detection method. Although this method is parallel and has a reduced memory footprint with reference to CPM, it does have several drawbacks. For example, its maximum degree of parallelism is: 1) upper bounded by the size of the largest maximal cliques; 2) strongly affected by maximal cliques distribution; and 3) a decreasing function of the execution time.
PROBLEM FORMULATION
Let G ¼ ðV ; EÞ be an undirected, unweighted graph without isolated nodes (vertices) and self-edges. V is its vertex set and E V Â V its edge set. A k-clique in G is a subset of the vertex set c V such that there is an edge ði; jÞ 2 E between any two nodes i; j 2 c and jcj ¼ k. A clique is a kclique for some k. Two k-cliques are adjacent if they have ðk À 1Þ nodes in common. Based on this notion of adjacency, we can define a k-clique community as follows: Definition 1. A k-clique community is the union of all the kcliques that can be reached by each other through a series of adjacent k-cliques. À Á ¼ 4 adjacent 3-cliques: f1; 2; 3g, f1; 2; 4g, f1; 3; 4g, and f2; 3; 4g and therefore is in a 3-clique community. Similarly, it has 4 2 À Á ¼ 6 adjacent 2-cliques and hence is also in a 2-clique community. Furthermore, if the h-clique is not contained in any other larger clique, i.e., it is a maximal hclique, it can belong only to k-clique communities with k h. This is because it cannot share a number of nodes greater than or equal to its size with any other clique. Otherwise it should be contained in a larger clique and it could therefore not be a maximal clique. For instance clique f6; 9; 10g of Fig. 1 , which is maximal since there not exists another larger clique containing it, is in a 3-clique community as well as in a 2-clique community, but it cannot belong to any community with size greater than or equal to 4. Instead, the clique f3; 4; 5g, which is not maximal, belongs also to a 4-clique community. These observations allow us to formulate an equivalent definition of k-clique community.
Definition 2. A k-clique community is the union of all the maximal h-cliques, k h, that can be reached by each other through a series of adjacent k-cliques.
Accordingly, the problem of k-clique community detection on networks i) is to find all the possible unions of maximal cliques satisfying Definition 2; equivalently, ii) it is to find all the possible unions of cliques satisfying Definition 1. In the remainder of this paper we concentrate on formulation i).
From formulation i), it follows that the lower the k, the higher the number L k of maximal h-cliques, k h, among which to search for k-clique communities. If l k denotes the number of maximal k-cliques in G, we can express this number as L k ¼ P k max h¼k l h , where k max is the maximal cliques maximum size. L k is maximum for k ¼ 2. In fact, L 2 is equal to the number l ¼ P k l k of maximal cliques in G.
CPM AND RELATED ISSUES
In this section, we discuss the CPM, pointing out its scalability issues. We partition CPM into three subsequent phases for the sake of simplifying the presentation, namely: maximal cliques listing; clique-clique overlap matrix construction; k-clique community extraction. However, as already discussed in Section 2, maximal cliques listing does not represent an issue when dealing with real-world networks, at least with the ones we considered. For that reason, in the remainder of this section we concentrate only on the latter two phases.
Clique-Clique Overlap Matrix Construction
Given the whole list of maximal cliques, CPM builds a clique-clique overlap matrix as described in [30] . Each maximal clique is associated with a row (column) and the elements of the matrix represent the number of shared nodes between the corresponding maximal cliques. In the remainder of this paper, we assume maximal clique c i to be always associated with row (column) i. Fig. 2a shows the list of the l ¼ 6 maximal cliques extracted from the graph in Fig. 1 , whereas Fig. 2b shows the resulting clique-clique overlap matrix. The clique-clique overlap matrix is symmetric and diagonal elements represent the size of the maximal cliques. It is clear that with a standard storage format, the space complexity of the matrix scales quadratically with l; this is in spite of simple optimizations that take into account, for example, the symmetry of the matrix. More efficient storage formats have been proposed for sparse matrices [31] , however experimental results have shown that cliqueclique overlap matrices can be very dense, i.e., have almost all nonzero elements. This quadratic dependence on l represents the first scalability issue that makes CPM inapplicable on graphs that model real-world complex systems. The second issue concerns the worst case time complexity for computing the clique-clique overlap matrix which is in ðl 2 Þ since overlap has to be computed for each of the l 2 À Á possible pairs of maximal cliques.
k-Clique Community Extraction
CPM extracts k-clique communities starting from the cliqueclique overlap matrix as follows: It 1) puts at 1 every ondiagonal element greater than or equal to k and every offdiagonal element greater than or equal to ðk À 1Þ, and then, it 2) zeroes each other element, obtaining a binary matrix. Finally, it extract communities by carrying out a component analysis of this binary matrix.
Rather than accomplishing such analysis, we can relate k-clique communities to the connected components of a graph G k , which we call henceforth the clique-clique graph. More precisely, if G k ¼ ðV k ; E k Þ is a graph whose adjacency matrix is obtained according to 1 and 2, and if no node whose row (column) has all zero elements is in V k , then kclique communities are the unions of maximal cliques associated with nodes in the connected components of G k . Indeed, it is easy to check that 1 and 2 assure that an edge exists between two nodes of G k iff the corresponding maximal cliques have size greater than or equal to k and share at least ðk À 1Þ nodes. Fig. 3b shows the binary matrix obtained from the clique-clique overlap matrix of Fig. 2b for k ¼ 3. The row with index 5 contains only zeros since it relates to c 5 ¼ f1; 6g, which cannot share ðk À 1Þ ¼ 2 nodes with any other maximal clique. The resulting clique-clique graph G 3 ¼ ðV 3 ; E 3 Þ is shown in Fig. 3b . It has jV 3 j ¼ L 3 ¼ 5 nodes. Edges represent the condition of having 2 nodes in common. The two connected components of G 3 , highlighted with different colors, contain maximal cliques corresponding to the two 3-clique communities of G.
CONNECTED COMPONENTS MERGING
In Section 4.2, we showed a relation between k-clique communities and the connected components of a graph. Here, we propose the innovative CONNECted componenTs MErging (CONNECT_ME) technique, which enables the connected components of the union of two graphs to be obtained without knowing their topologies. CONNECT_ME will be used in the next sections when combining parallel processors' partial results. Since CONNECT_ME has to manipulate disjoint sets to efficiently maintain the connected components, in this section, we also briefly discuss the set union problem and a well-known algorithm for its solution.
Connected Components as a Solution to the Set Union Problem
Connected Components, which are disjoint sets of nodes, can be obtained using any algorithm for solving the set union problem [32] . This problem consists in maintaining a collection F of disjoint sets under an intermixed sequence of find F and union F operations. find F ðpÞ returns the canonical element of the set containing element p-the canonical element is an arbitrary but unique element identified within each set, which is used to represent the set. union F ðP ; QÞ combines the sets whose canonical elements are P and Q into a single set, and make P the canonical element of the new set. If we initialize F with jV j singleton sets fvg such that v 2 V , we can obtain the connected components of a graph in F after MERGE SET SðF ; p; qÞ has been called on each edge ðp; qÞ 2 E [33] . MERGE SET S, which is presented in Method 1, retrieves the canonical elements P and Q of the sets containing p and q via two find F operations. If P 6 ¼ Q, then p and q are in two different sets which are merged with a union F . Fig. 2. (a) The l ¼ 6 maximal cliques c 0 ; Á Á Á ; c 5 extracted from the graph in Fig. 1. (b) The resulting clique-clique overlap matrix. Maximal clique c i is associated with row (column) i. Fig. 3. (a) The binary matrix obtained from the clique-clique overlap matrix of Fig. 2b for k ¼ 3. (b) The resulting clique-clique graph G 3 .
To the best of our knowledge, the fastest algorithm for the solution of the set union problem is presented and analyzed in [34] . This algorithm represents each set in F as a rooted tree 2 whose nodes are the elements in the set and whose root is the canonical element. Each node has an outgoing link to its father-node-itself if the root-in the tree. find F ðpÞ returns the root of the tree containing p and union F ðP ; QÞ combines the trees whose roots are P and Q, by making P the new root of Q. If two simple optimization rules are applied, this algorithm reaches an Oðfðf; gÞÞ worst case time complexity for f operations on g initially singleton sets, assuming f ¼ ðgÞ. is a functional inverse of Ackermann's function. This function grows very slowly and for all practical purposes is a constant no larger than four [32] . In Appendix D.1 in the Supplemental Material, which is available online, we give an example of the dynamic evolution of a collection F of disjoint sets.
The CONNECT_ME Technique
We now present CONNECT_ME which, starting from the connected components of two graphs H 1 ¼ ðV 1 ; E 1 Þ and H 2 ¼ ðV 2 ; E 2 Þ, V 2 V 1 , enables the connected components of their union H 1 [ H 2 to be obtained. If F 1 and F 2 contain disjoint sets equivalent to the connected components of H 1 and H 2 , respectively, CONNECT MEðF 1 ; F 2 Þ, produces the connected components of the union of the two graphs without any information neither on the edges E 1 nor on the edges E 2 . CONNECT ME is described in Method 2. For each element u 2 V 2 , the canonical element U of the set containing u is found in F 2 and both U and u are merged in F 1 . The basic idea behind this method is: "given that u and U are in the same connected component of H 2 , they must also be in the same connected component of H 1 [ H 2 ". The idea is formalized in the following theorem. Proof. See Appendix C.1 in the Supplemental Material, which is available online. t u A general approach, which uses CONNECT_ME to merge the connected components of an arbitrary number of subgraphs, is developed in the next section.
DETECTING k-CLIQUE COMMUNITIES IN PARALLEL
In this section, we first present a k-clique community detection method which serves as a working proof-ofconcept for addressing the following issues:
1. the ability to reduce the execution time by exploiting parallel architectures; 2. the need to efficiently distribute the load between the processors; 3. the ability to drastically reduce memory requirements by avoiding the use of clique-clique overlap matrices; 4. the need to analytically determine the set of resources to be provisioned. Then, we describe the COS which includes some additional mechanisms that further reduce execution time.
A Working Proof-of-Concept
The proof-of-concept CPM On Steroids (COSpoc) is described in Method 3. COSpoc is designed for a pprocessor shared-memory architecture. The method takes as input c 0 ; . . . ; c lÀ1 , where c i contains the list of nodes in the ith maximal clique in G and c i 0 c j iff c i has a size greater than or equal to the size of c j .
Immediately after the beginning, in line 2, p processors start their execution in parallel. At first, each processor q, q 2 ½0; p À 1, initializes ðk max À 1Þ collections F q;k max ; . . . ; F q;3 ; F q;2 on which it will be the only one to operate on. Collection F q;k has size L k . Processor q uses F q;k for extracting the connected components of a subgraph G q;k ¼ ðV k ; E q;k Þ of the clique-clique graph G k . This subgraph has the same vertex set V k of G k and an edge set E q;k E k which is determined by the condition in line 5. Formally, E q;k ¼ fði; jÞ 2 E k : q ¼ imodp^j > ig. Processor q obtains the connected components of each subgraph G q;k as follows: First, it executes OV ERLAP ðc i ; c j Þ 3 to obtain the number ov i;j of nodes in common between maximal cliques c i ; c j . Then, since c i and c j belong to the same k-clique community for each k 2 ½2; ov i;j þ 1, it merges disjoint sets containing i and j in F q;2 ; . . . ; F q;ovi;jþ1 .
When each processor p has terminated its parallel execution, connected components of the subgraphs G q;k are merged together in the loop starting at line 10. For each k, F 0;k is updated with the connected components of G q;k , q 2 ½1; p À 1, through CONNECT MEðF 0;k ; F q;k Þ. Therefore, after the ith iteration of the loop, according to Theorem 1, F 0;k contains the connected components of a graph S q2½0;i G q;k . Now, by observing that the remainder of a division by p is always a number between 0 and p À 1, each possible pair of maximal cliques is processed since we have p processors with indices q 2 ½0; p À 1. Hence, S q2½0;pÀ1 G q;k ¼ G k and F 0;k contains the connected components of G k after the loop starting at line 10 has completed. These connected components are equivalent to the k-clique communities of G. COSpoc worst case time complexity is given in the following theorem-the assumptions, reasonable, and well-supported by the experiments, are discussed in Appendix C.2 in the Supplemental Material, which is available online.
Theorem 2. If operations on collections of disjoint sets are in Oð1Þ,
perfect load balancing is achieved and overlap is calculated through binary searches, then COSpocðc 0 ; . . . ; c lÀ1 Þ worst case time complexity is in:
Proof. See Appendix C.2 in the Supplemental Material, which is available online. t u
Although COSpoc complexity is inversely proportional to the number of processors, the bound derived does not allow to analytically determine the speedup, i.e., the ratio between the execution time of the sequential method and the execution time of the parallel method. However, as we discuss in Section 7, we experimentally measured a linear speedup of the method, which is as good as we can possibly hope for. Worst case space complexity is given in the following theorem.
Theorem 3. COSpocðc 0 ; . . . ; c lÀ1 Þ worst case space complexity is in:
This complexity depends linearly on l, while in CPM this dependence is quadratic. The substantial reduction in the space required enabled COS to extract k-clique communities from real-world networks, such as those shown in Section 7. The advantages arising from the linear dependence of the space on l far outweigh the disadvantages arising from the linear dependence on p. In fact, l 2 ) p in any realistic case. The lack of dependence of CPM on p is due to the fact that it is not a parallel algorithm.
CPM on Steroids
In this section, we introduce COS. Compared to the proofof-concept COSpoc, in COS we drastically reduce the number of operations on collections of disjoint sets, by ensuring that MERGE_SETS is called at most one time for each possible pair of maximal cliques. To achieve this improvement we: 1) use a sliding window over the cliqueclique overlap matrix, and 2) exploit the fact that k-clique communities are nested [35] -nested in the sense that each k-clique community is contained in one and only one h-clique community for each h < k.
The enhanced method COS, designed for a p-processors shared-memory architecture, uses a sliding window to efficiently process the clique-clique overlap matrix in chunks of configurable size. Indeed, when multiple flows of execution are available, the clique-clique overlap matrix can be used to facilitate cooperation between threads. However, we reduced the standard Oðl 2 Þ worst case space complexity to OðW Þ, with W constant and user-configurable. We achieved this reduction with a negligible worst case time complexity since the most expensive operation consists in solving a second-order equation. For a detailed description of the sliding window see Appendix A.1 in the Supplemental Material, which is available online.
For each chunk, parallel operations are divided into two blocks. Two synchronization points are introduced at the end of each block. In the first parallel block the OV ERLAP ðc i ; c j Þ is computed for each pair of maximal cliques associated with rows of the matrix in the current chunk. When the overlap is computed, it is written to the buffer. Write operations are performed simultaneously since no two processors ever write to the same location. In the second parallel block the overlap is analyzed to extract the connected components of the clique-clique graphs G k , according to a strictly decreasing order of k, i.e., from k max down to 2. More precisely, for each chunk, processors keep updated the connected components of subgraphs of G k max . Then, they exploit the information already encoded in these connected components to keep updated the connected components of a subgraph G k max À1 and so on until G 2 . This information can be exploited in accordance to the theorem in [35] . The theorem guarantees that each k-clique community is contained in one and only one h-clique community, h 2 ½2; k, implying G k G kÀ1 for each k.
A comprehensive description of COS, including its complexity analysis, is omitted here due to space limits but is given in Appendix A in the Supplemental Material, which is available online. We demonstrate that COS has a worst case space complexity in Oð l Á ðp þ k max Þ þ W Þ. In addition, we prove that COS can achieve the same worst case time complexity of COSpoc. Nevertheless, by comparing COSpoc and COS in Appendix B.2 in the Supplemental Material, which is available online, we highlighted great reductions in execution time. This is mainly due to the strongly reduced number of operations on collections of disjoint sets.
EXPERIMENTAL RESULTS
We implemented COSpoc and COS in Appendix C, which is available online, in a freely and publicly available software [14] . Maximal Cliques were listed using the open-source implementation of the (serial) Bron-Kerbosh (BK) algorithm available in the igraph library [36] . For parallel programming we used the standard POSIX Threads. 4 We used a CPM implementation available in CFinder 5 [2] and a python SCP implementation retrieved from http://www.lce.hut.fi/~mtkivela/kclique.html. The machine on which we ran the experiments has four Intel Xeon processors E7-4850 6 and 128 GB RAM. It runs a GNU/ Linux Operating System (OS) with a kernel Linux 3.0.6.
Graphs used in the experiments, together with the type of complex system they model, their references and their number of nodes jV j and edges jEj are reported in Table 1 . LINX graph was obtained according to [37] whereas the others were retrieved from [38] and [47] . All the graphs were considered undirected, unweighted, without isolated nodes and without self-and multiple-edges. Table 2 reports the total number of maximal cliques l in each graph, their maximum size k max , their average size ¼ l
and the number l 2 of maximal cliques with size 2. In addition, a fine estimations of the size of the clique-clique overlap matrix CPM has to build is reported. This estimation was computed as the square of the number of maximal cliques with size strictly greater than 2, assuming that a byte is used for each element. With this estimation it is possible to know, a priori, which graphs can be processed by CPM on our 128 GB memory machine. The accuracy of this estimation was experimentally validated by monitoring CPM runtime memory footprint in Appendix B in the Supplemental Material, which is available online. In the experiment we compare CPM runtime memory footprint with that of COS. We show that COS maximum memory footprint is, at most, approximately equal to the size of the sliding window buffer. Therefore, the upper bound on its worst case space complexity can actually be considered W in practice. In the aforementioned Appendix B, we also compare COS and COSpoc execution time, with the aim of demonstrating that the techniques introduced in COS dramatically improve the overall performance. In fact, COS is from one to two orders of magnitude faster than COSpoc. In addition, still in Appendix B, which is available in the online supplemental material, we performed an experiment to determine how changes in the sliding window buffer size W impact on the execution time. We observed that for buffer sizes greater than 8 GB the execution time is minimized and its almost constant values suggest a low sensitivity of COS to changes in the sliding window buffer size in this range. We have chosen the size W ¼ 32 GB as the default size for subsequent experiments.
In Fig. 4 , we show the execution time of COS versus an exponentially increasing number of threads. Plotted values do not include the time to list maximal cliques with the BK algorithm. LINX, NDWWW, and AstroPh were chosen as inputs since their execution times always differ for at least one order of magnitude, regardless of the number of threads. An ideal case reference (dashed line), where doubling the number of threads halves the execution time, is drawn for each input. It is worth noting how COS reaches-or is very close to-the ideal case, at least up to 32 threads. The distance from the ideal case that is experienced for 64 and 80 threads is due to the fact that our hardware's physical degree of parallelism is 40. Hence, we can conclude that COS speedup on our machine is linear with the number of physical cores available. In Fig. 5 , we show the time COS took to execute on graphs for which it was not possible to run CPM on. In particular, it was not possible to execute CPM on SFwww, Amazon, and HepTh due to their clique-clique overlap matrix size, exceeding the amount of memory available on our hardware. Conversely, despite matrix sizes of LINX, AstroPh, and EmlEnron would allow CPM to run, we (on LINX and AstroPh after two days) or the OS (on EmlEnron after 12 hours) stopped the execution. Values plotted include the time taken by serially extracting maximal cliques. Even with the inclusion of this time, COS continues to achieve a very good speedup. Hence-as also stated in Section 2-maximal cliques listing time is negligible if compared with the total time.
In Fig. 6 , we compare COS, CPM, and SCP execution times. On our hardware, we were able to execute successfully CPM on NDwww, CAquery, Yeasy, NetSci, Erdos, Geom, and CondMat. We were able to run also SCP on all these graphs except NDwww. Since SCP is designed to extract k-clique communities for a given k, we obtained its execution time by summing the times it takes to extract kclique communities for each possible value of k. Execution times of both CPM and SCP are given in the bottom right corner of Fig. 6 . In the other plots of the same figure, we show the values of two execution time ratios, namely: CPM/COS (in red), and SCP/COS (in blue). For each number of threads in the x-axis, we computed the ratio CPM/COS (SCP/COS) by dividing the execution time of CPM (SCP) with that of COS executed with the corresponding number of threads. These ratios, which are always greater than 1, reveal that COS is always faster than both CPM and SCP. In particular, it is always more than 10 times faster than SCP on any input, even when run with 1 thread. By increasing the number of threads, we see that it becomes 100 to more than 1,000 times faster. Best performance is obtained for CondMat where COS terminate its 80-threaded execution in one 10,000th the time it takes SCP. Very good execution time reductions are experienced also with reference to CPM. In this case, shortening in the execution time starts from a few units for single threaded executions, and reach 10-20 when the number of threads is increased. Although these reductions are important in both cases, absolute execution times are too small (only NDwww takes more than 10 seconds) to enable the identification of a clear link between number of threads and COS execution time variations. Finally, with this experiment we can say that SCP, although designed to overcome its drawbacks, it is actually slower than CPM and differences in their execution time always exceed the order of magnitude. In Appendix B in the Supplemental Material, which is available online, we also compare COS with other state-of-the art methods, detecting communities different from the k-clique communities. For the comparison we carefully selected 6 of the best-performing methods available in the literature. We observed that COS performance is as good as the fastest methods on some graphs, even when it is not executed in parallel. Performance degradations are observed on graphs with an extremely high number of maximal cliques with large sizes.
DISCUSSION AND CONCLUSIONS
In this paper, we addressed the problem of extracting kclique communities in parallel from real-world networks such as the Internet and the World Wide Web. We theoretically analyzed the existing CPM, highlighting its scalability issues. The identification of these scalability issues enabled us to design and develop COS. COS efficiently extracts k-clique communities, with low memory requirements and has an unbounded, user-configurable degree of parallelism. Analytical tight upper bounds on COS execution time and space requirements, providing strong evidence about its efficiency, are presented as well. A key role in COS is played by the innovative CONNECted ComponenTs MErging (CONNECT_ME) technique. With this technique we can obtain the connected components of a network, even if it has previously been split into and arbitrary number of subnetworks that could be processed in parallel. Through extensive experiments run on real-world networks, we showed that COS has a linear speedup and constantly outperform all the other state-of-the-art k-clique community detection methods in terms of both space requirements and execution time. In our opinion, it should be the method of choice for k-clique communities extraction aiming at very high performance and low resource requirements. As a future work we plan to extend the design of COS for a message-passing architecture and to investigate its performance on mega-scale networks such as Wikipedia, Facebook, and Twitter.
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