Networked systems in the world have been shown to possess remarkable degree of organization which emerges from the mechanisms present behind their growth. In general, there are five important characteristics that can quantify this organization. One of them is the degree distribution p(k), that denotes the probability that a randomly picked node in a network has 2 degree k. Many real networks are scale free in nature with few highly connected nodes called hubs along with many less connected nodes, giving rise to the power law type of degree
2 degree k. Many real networks are scale free in nature with few highly connected nodes called hubs along with many less connected nodes, giving rise to the power law type of degree distribution (p(k) ~ k α ) 1, 2 . This is understood as due to growth of networks with preferential attachment 3, 8 . It has been shown that the scale-free nature in simple networks can also explain small average path length for the networks 9, 10 . Another important property of real networks is the existence of high clustering implying that there is an enhanced probability that two of the neighbours of a node are themselves connected than being connected just by chance 1,2 .
Moreover, several networks like social networks, World Wide Web, internet at system level, languages, metabolic and protein interaction networks exhibit hierarchical community structure 5 .
To the best of our knowledge, the physical mechanism behind such hierarchical organization is not yet understood. It has been suggested that several small groups keep connecting to each other to form larger groups 5 but it is not clear why groups of similar sizes form first and then connect to each other sparsely. So also, nodes of real networks often show nonzero correlations between their degrees. Networks in which degrees of nodes are anticorrelated are called dissortative in nature while those with correlated degrees are called assortative networks. Naturally occurring networks intrinsically develop into dissortative structure while social networks show assortative nature 6 . One suggestion is that existence of groups of unequal sizes could be the reason behind the assortative nature and high clustering of social networks 11 . However, the growth mechanisms responsible for such structure, along with scale free nature, remain unclear.
Here we present a mechanism, which we call 'mediated attachment', for the structural growth of complex networks. In this mechanism, while new nodes entering the network can connect to existing nodes more or less with equal probability, existing nodes act as mediators of new 3 connections. In the case of social networks like acquaintance, friendships, co-authorships or face book networks, mediated attachment is obviously present since usually people get to know other people through a common neighbour in the network. Languages are also viewed as complex network of words which are connected to each other if they occur in the same sentence 12, 13 .
During the evolution of a particular language, when words A and B start appearing together in a sentence and if the same happens for words B and C, with a fairly high probability words A and C would appear in the same sentence indicating the presence of mediated attachment process. In it is easy to see that same protein can make substrates A and C react with each other under certain conditions. Since proteins themselves keep evolving because of gene duplication 16 , they can establish new links in metabolic networks through the mediated attachment process as described above.
In traditional network evolution models, this crucial and ubiquitous mechanism has either been regarded to be a secondary mechanism to the direct preferential attachment or has not been implemented with a view to explain community structure or assortative nature 14, 17, 18 . We claim 4 that preferential attachment is a direct result of mediated attachment. This is because an already well connected node has more neighbours and hence more number of second neighbours on an average and through mediated attachment process it can acquire more number of neighbours.
Obviously this mechanism would also lead to highly clustered networks. Many real networks also show hierarchical community structure 5, 19, 20 . This means such networks are divided into communities or groups at all size scales, with nodes in every group densely connected among them. There is relatively less number of links among the groups themselves and they are connected mainly through hubs. Therefore if mediated attachment is the main mechanism at work, hubs should be weak mediators in making new connections. The underlying reasons for this can be system dependent but in general this would imply that highly connected nodes tend to connect less number of their neighbours with each other. To implement this, we assume that the number of connections that a node establishes between two of its neighbours at a given time varies as
, where k is the degree of the node and n' > 0. Since the total number of possible links for this node ~ k 2 , the connection probability should vary as n k 1 , where n = n'+2. Since n' > 0, n has to be > 2. In general for maximum flexibility, n can be considered as a parameter and in the analysis presented below, we take n = 4.
Thus the growth of network with mediated attachment mechanism involves two processes:
1. Starting with a single node at t = 0, a new node is added to the network at every discrete time t and it connects to one of the old nodes with uniform probability.
2. At every time step, every existing node i of degree k i ( > 1) connects every pair of its neighbours (j, l) with probability,
where A is a tunable parameter.
This mechanism is shown schematically in Fig. 1a . We find that this "mediated network" grows into a scale-free topology and also has high clustering coefficient as indicated in Fig. 1b . It has been shown that the networks with power law type of degree distribution have a small average path length 9, 10 and hence the mediated networks are also small-world networks though we are not reporting the exact values of path length here. As mentioned earlier, many real networks show hierarchical community structure along with high value of clustering coefficient. If such hierarchical community structure is present in a network, then the average local clustering coefficient, C(k), would decrease with degree k. In 6 fact, for many real networks 5 , C(k) ~k -1 . In the model presented here, high degree nodes connect their neighbours with each other with less probability. Consequently, this decreases the clustering coefficient of high degree nodes giving rise to hierarchical community structure along with scale-free nature as shown in Fig. 2 . Fig. 2d shows local clustering coefficient as a function of degree k which is in close agreement with real world networks 5, 19, 20 . while negative values, dissortative nature. Except social networks, most other networks like biological networks, ecological networks and technological networks are dissortative in nature 6 .
It has been shown that dissortative state is the most likely state of scale-free networks 21 . Hence the presence of assortative structure in social networks indicates the presence of additional mechanisms responsible for such correlations. We note that the mediated attachment model described so far generates a slightly dissortative network, with r ~ -0.05 for a network of 1000 nodes.
We argue that the assortative nature in social networks can arise from the tendency of people to connect to others of similar age. This means, when a particular link tries to establish itself through mediated attachment process, age factor of the nodes also has to be taken into account.
Since one node is born at every time step, age can be directly related to the time at which it is born. Also since older nodes in the network have higher probability to have high degree than new nodes, the nodes of the similar age would have approximately similar degrees. Therefore connecting nodes of similar age is equivalent to connecting nodes of similar degree. To accommodate this age effect into the model, we modify the second step of the growth process by taking the probability that a node i connects two of its neighbours j and l at a given time as
where t j and t l are the times at which the nodes j and l are born. To make the connection between nodes of similar age more probable, we take ϕ to be the Gaussian function:
Since the parameter σ controls the width of the Gaussian, we expect that smaller value of σ should make the network more assortative. Our simulations incorporating age factor into mediated attachment indeed results in assortative networks. We believe that this solves the long standing puzzle of assortative nature of social networks.
Interestingly, we find that the same concept of age could be used to make the network dissortative too. If nodes are connected with higher probability when the difference between their ages is large, the network would become dissortative. Although unlike social networks, the exact reasons behind such tendency in any particular network are not known, this is a very plausible mechanism which could give rise to anti-correlation between degrees of nodes. To implement this idea in the mediated attachment model, we connect nodes to each other with
The resulting network grows into dissortative structure as expected. At the same time, the assortatve or dissortative nature can vary depending on the tunable parameter σ. In Fig. 3 we show the variation of r with σ for both the cases. We note that the other main properties of the resulting network are preserved even when age factor is included. In summary, we show that the mediated attachment mechanism presented here could be the main unifying force behind the seemingly different topological properties of various real world networks. We also find that positive correlation between degrees of connected nodes in social networks can be explained using a tendency of mixing by age in mediated attachment. The same mechanism can explain negative correlation observed in other networks as well. Our model is quite powerful and realistic and its applicability goes beyond social networks. The study of scale-free networks generated by preferential attachment model has revealed important information about robustness and attack tolerance properties of real networks 7 . We anticipate 10 that similar studies on mediated networks could provide even deeper insights about these important properties. Because of the markedly different evolution mechanism, the mediated networks can have nontrivial effect on the processes like epidemics and rumor spreading taking place on them, on dynamical properties like synchronization and also on our ability to search information on them.
Methods
Network generation. The network is constructed as follows. We start with a single node and at every time step we add a new node which connects to one of previously present nodes with uniform probability. To accommodate mediated attachment, at every time step, for every node its neighbours are located by going through every node of the network. Then for every node with two or more neighbours, mediated attachment process is run as per the probability mentioned in the text by going through every possible link between those neighbours. At each time step, changes in the adjacency matrix of the network are stored in a temporary adjacency matrix and at the end of the time step this temporary matrix is copied into main adjacency matrix. For each set of parameters, 1000 different random networks each of size N = 1000 are generated and all the quantities averaged over these 1000 runs.
Size dependence. To see the dependence of average degree and clustering coefficients of the network on the size, 100 realizations of the network of size N = 5000 are generated as described 
