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PREFACE
In January 1996, as an undergraduate student, I was walking in the corridors
of the main building of the Helsinki University of Technology when I no-
ticed an announcement on an noticeboard about a queueing theory course.
I had no prior knowledge about the topic but as it seemed interesting and
I had some free time in my schedule I decided to take the course. The
next year I found myself working as an assistant of the same course. The
course was led by Professor Jorma Virtamo, who since then has become my
supervisor.
This dissertation is a result of work that started in 1997, when I started
to work at the Laboratory of Telecommunications as a research assistant in
the COST 257 project, funded by Nokia, Sonera, and Tekes. The labora-
tory was later renamed as the Networking Laboratory in order to reflect the
change in the focus of the laboratory’s research. Soon after I completed my
Master’s thesis, the Optical Access Networking project, funded by Nokia,
Elisa, and Tekes was started, and this provided me with a chance to con-
tinue with my studies. For the last year I have been working in the FIT
project, funded by the Academy of Finland. Additionally, I have received
financial support in the form of scholarships from the Nokia Foundation,
TAES Foundation, and Heikki and Hilma Honkanen Foundation.
Throughout my studies I have had the privilege of working with my su-
pervisor Professor Jorma Virtamo. His valuable insight into different topics
and numerous discussions with him have made this thesis possible and I
indeed owe him gratitude. In addition, I would like to thank M.Sc. Laura
Nieminen for her efforts as a co-author of publications. Additionally, the
whole staff of the Networking Laboratory deserve special thanks for provid-
ing a good atmosphere and facilities for the research.
Espoo, November, 2004
Esa Hyytia¨
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1 INTRODUCTION
1.1 Wavelength Division Multiplexing, WDM
The rapid growth of Internet traffic has been the driving force for faster and
more reliable data communication networks. The volume of packet traffic
has been increasing at a much higher pace than traditional voice traffic and
hence it has been predicted that in the future almost all traffic will be IP
traffic. Wavelength division multiplexing (WDM) is a very promising tech-
nology to meet these ever-increasing demands. In aWDM network, several
optical signals are transmitted on the same fibre using different wavelength
channels. Traditionally only a small fraction of the fibre capacity has been
in use, but by using WDM it is possible to exploit this huge capacity more
efficiently. In fact, the capacity of WDM link can be as large as terabits per
second in a single fibre. Furthermore, the possibility of using the existing
fibres more efficiently makes WDM a commercially very attractive alterna-
tive, as it is often very expensive to install new fibres in the ground. This
is especially the case in densely-populated areas such as cities, where fibres
must be installed under streets etc. WDM technology has been recognised
as one of the key components of the future networks and the commercial-
isation of WDM technology is progressing rapidly. There is also consider-
able interest in optical networking in the academic community, as it offers
a rich research field for scientists, from the component level up to network
protocols.
Optical Spectrum
WDM systems can be classified further on the basis of the channels used.
The first WDM systems were so-called broadband WDM systems, using
two widely-separated signals (typically at 1310 nm and 1550 nm). On the
other hand, the term dense wavelength division multiplexing (DWDM)
refers to a technology used in backbone networks, where up to 40 or 80
signals are combined in the same fibre. Furthermore, there is also so-
called coarse wavelength division multiplexing (CWDM), where the chan-
nel spacing is 20nm in the range of 1270nm to 1610nm, giving up to 18
channels in total. Unlike the other two, CWDM is targeted at metropolitan
area networks.
The International Telecommunication Union (ITU) has standardised
the use of wavelength channels. Standard G.692 (see [ITU98]) defines the
channel spacing for DWDM systems as 50 GHz or 100 GHz around the
reference frequency of 193.10 THz, as depicted in Fig. 1.1. The reference
frequency 193.10 THz corresponds to about 1550 nm, and hence the pro-
posal is meant for the 1540 nm - 1560 nm pass band of the optical fibre.
All-Optical Networks
Initially, the WDM technique was used to increase the capacity of point-to-
point optical links. At the end of each link, the signal is converted back to
the electrical domain and the gain is simply a larger link capacity.
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Figure 1.1: The optical spectrum and 8 wavelength channels.
However, the trend has been towards transparent all-optical networks,
where the signal is routed through the network in the optical domain.
Something that was especially important for the development of all-optical
WDM networks was the invention of the optical fibre amplifier (Erbium
doped fibre amplifier, EDFA) in 1987. The optical fibre amplifier is a
component capable of amplifying several optical signals at the same time
without converting them first to the electrical domain (opto-electronic am-
plification). It is also worth noting that EDFA can be used to amplify signals
of different bit rates and modulations. Other important WDM components
include, among others, lasers, receivers, wavelength division multiplexers,
wavelength converters, optical splitters and tunable filters. Together these
components enable us to build transparent all-optical networks to meet the
ever increasing capacity demands that the future will bring.
1.2 IP over Optical
The telecommunication field has a variety of standards defining different
layers for the whole infrastructure. In the past, the end users were people
making phone calls or using fax machines etc. However, according to the
current understanding, it seems that in the future almost all the traffic will
be IP-based. The evolution will tend towards IP-over-WDM networks, for
which several alternative approaches have been proposed in the literature
[BRM00, GDW00, Dix03]. In Fig. 1.2, some of the possible layering alter-
natives are depicted. Consider first the IP over ATM over SONET/SDH
over optical solution. Roughly speaking the role of each layer from bottom
to top is as follows:
• Physical layer provides the optical fibres between the network nodes
including possible optical fibre amplifiers.
• Optical layer provides transparent all-optical lightpaths between node
pairs for a higher layer. Each physical link (or fibre) is capable of car-
rying several lightpaths using WDM technology, and each lightpath
corresponds to an optical link for the SONET/SDH node.
• SONET/SDH layer provides constant bitrate transmission pipes from
point A to point B over the SONET/SDH network. Furthermore,
SONET/SDH network’s protection and restoration capabilities can
be used to ensure effectively uninterrupted bit flows.
• ATM layer can be used to provide virtual connections (VC) of arbi-
trary bitrate from point A to point B with different QoS parameters.
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Optical layer
IP/MPLS
ATM
Physical layer
Optical layerOptical layer
IP/MPLS
IP/MPLS
IP/MPLS
SONET/SDH SONET/SDH
Figure 1.2: Possible alternatives for IP-over-WDM solutions.
ATM can be used for traffic engineering purposes, but it has become
somewhat redundant as IP/MPLS routers tend to provide similar fea-
tures.
• IP/MPLS layer only expects transmission links for IP packets.
Each additional layer naturally brings some extra overhead to the trans-
mission. Hence, the typical IP over ATM over SONET/SDH over WDM
mapping can be considered to be an inefficient solution.
Eventually the trend is towards IP-over-Optical solutions, where IP pack-
ets are transferred directly on the optical layer without any intermediate
layer, i.e. IP/MPLS over WDM solution. One such proposal is a so-called
λ-labelling presented in [Gha00]. Also in the IETF work is going on for
standardising the so-called generalised multi protocol label switching (GM-
PLS), which is supposed to unify the management of the optical networks
and allow interoperability between different manufacturers.
For completeness, Fig. 1.3 tries to illustrate the currently used solutions
to carry IP traffic using an underlying WDM network.
1.3 Wavelength-Routed Networks
A wavelength-routed network (WRN) is an all-optical network, where the
routing at the network nodes is based on the wavelength of the incoming
signal [Muk97, RS98, Wil97, SB99, Dix03]. The optical connection be-
tween a node pair is referred to as a lightpath and the optimisation of a
WRN consists of choosing a feasible route and wavelength for each light-
PPP
SDL
SONET/SDH/PDH
GbE
ATMFrame RelayHDLC
Ethernet
FDDI
Channel
Fibre
PoS
Wavelength Division Multiplexing
Internet ProtocolLayer−3
Layer−0
Layer−1
Layer−2
Figure 1.3: Different approaches for IP-over-Optical (WDM).
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path. WRNs are very scalable1 and can achieve a high degree of utilisation
in an arbitrary mesh network. In other words, one can exploit the vast band-
width of the optical fibre throughout the network more efficiently. A WRN
also makes possible fast restoration schemes and modifications of the under-
lying network without the need for any reconfiguration of the upper layers.
Hence the optical layer is used to build a so-called virtual/logical topology
over the physical network for the logical layer (e.g. ATM or IP). The vir-
tual topology can remain the same even if the physical network changes for
some reason, such as a failure in some part of the network.
1.4 Logically-Routed Networks
The layered approach leads to the concept of logically-routed networks
[SB99]. In a logically-routed network (LRN), a given logical topology is
realised over a physical optical topology (see Fig. 1.4). Thus, transparent
all-optical connections, i.e. lightpaths, are established in the physical net-
work and logical switching nodes (LSN) see the logical topology instead of
the physical one. In other words, the physical layer provides optical chan-
nels from point A to point B, and, from the logical layer point of view, it
does not matter how the lightpath is routed on the physical layer. This
mapping allows the physical network to be changed, e.g. in the event of
some network failures, without changing the logical topology seen by the
upper layers. Hence, it simplifies the description of the network to the
upper layers. A typical LSN could be an ATM or IP switch.
Layer
Physical
Layer
Logical
NAS
LSLSN
ONN
Logical Switching Node
Figure 1.4: A logically-routed network (LRN) where a logical topology is
built over a physical topology. The logical switching nodes (LSN) operate
on a logical topology, e.g. ATM or SONET switches (adapted from [SB99]).
In LRN, the connections end users request can be created between any
(end user) node pair, i.e. there is full connectivity. In the logical layer, the
(ATM/IP) switch finds a feasible route via zero or more intermediate LSNs
between the LSNs the end users are connected to. Similarly, the optical
1In comparison, broadcast and select optical networks do not scale well with the number
of end systems.
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Physical Layer
Logical Layer
Layer
Optical
Layer
Fibre
Optical/Waveband Path
Fibre Section
Fibre Link
Virtual Connection
Logical Path
Logical Connection
Transmission Channel
Optical Connection
− channelλ
Figure 1.5: Layered architecture of the optical networks (adapted from
[SB99]).
layer supports the optical connections for the logical layer. The layered
architecture of the optical networks is depicted in Fig. 1.5 [SB99]. From
bottom to up the layers are roughly as follows:
• Fibre layer corresponds to physical fibres between two ONNs. Each
fibre link consists of one or more fibre sections.
• Optical connection, i.e. a lightpath consists of 1) a λ-channel (i.e. a
wavelength channel) and 2) optical path. The λ-channel is a basic
“transmission capacity unit” the optical layer can provide (typically
2.5-10 Gbit/s). Transmission channel sublayer in figure includes a
conversion from logical signal (e.g. ATM cells, IP packets etc.) to
transmission signal [SB99].
• Logical connection corresponds to a unidirectional connection be-
tween two external ports of network access stations (e.g. IP router).
• Logical path, on the other hand, consists of one or more consecutive
logical connections, i.e. for example a route for an IP packet.
• Virtual connection corresponds to, e.g. a label switched path (LSP)
in MPLS network, or a virtual path/connection in an ATM network.
For more details, see [SB99].
In practice, the bandwidths the end users require are far below that of
the optical channel. Depending on the logical topology chosen, the end
user’s requirements can either be fulfilled or not. The limitations on the
logical topology are set by the underlying physical network. Hence, on a
generic level one can consider the problem where there are (time depen-
dent) traffic flows between optical network nodes (ONN). These flows can
be of any size, from a fraction of a single optical channel up to several
channels. Once the logical topology is fixed, the logical layer is supposed
to route the data flows using the established lightpaths. This means that
data flows are aggregated at the optical layer, where they travel to the next
LSN, which then demultiplexes them to different data streams for the next
hop etc.
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1.5 Logical Topology Design Problem
Generally, the capacity requirements for data flows (packet flows) are not
integer multiples of the capacity of a single wavelength channel, but arbi-
trary multiples or fractions of that capacity. Furthermore, these flows can
be aggregated at any node to a single flow and later split again at some
intermediate node and then forwarded to other directions.
By a multihop network we mean a network where each data flow uses
possibly more than one optical hop. This causes an extra processing load
for the intermediate nodes and increases the delays packets experience, but
makes possible more efficient use of the optical resources. The aggregation
process corresponds to routing at the logical layer. Note that it is not usually
practical to configure the network so that the logical and physical layers
are topologically equivalent, because then the conversion between layers
causes unnecessary delays to the traffic [RS96, MBRM96, ZA95].
The problem of deciding on both the lightpath establishment and the
routing at the logical layer is often referred to as the logical topology design
problem (LTD), while in [SB99] it is called the Multihop Network Config-
uration Problem. This kind of problem can be solved in a hierarchical way,
as presented in Fig. 1.6. At the first step, current (average) data streams be-
tween the nodes are mapped to lightpath requests, i.e. the requirements for
the logical topology are set (topology definition, TD). If there are enough
resources available in the network, each lightpath request can be fulfilled
and a feasible solution has been found.
A common approach is to first fix the logical topology and packet level
routing, i.e. the TD and TR problems in Fig. 1.6. This step essentially de-
fines the lightpath(s) each packet uses to travel through the network towards
the destination node. Once this decision has been made, the problem is re-
duced to the establishment of lightpaths in the network (the third box from
the top in Fig. 1.6).
In summary, the TD step defines a set of lightpath requests, i.e. by using
the mean traffic flows between the node pairs (and possibly the knowledge
about physical network) as an input it determines the number of lightpaths
to be established between each node pair, which allows, in some sense, the
most efficient transmission of data packets. The lightpath establishment
step gets the lightpath requests (number of lightpaths to be established be-
tween each node pair) as an input and determines a feasible route and
wavelength for each request.
The establishment of lightpaths in the network, i.e. the routing and
wavelength assignment problem (RWA), is traditionally solved in one or two
phases. By one-phase solution we mean an algorithm where both the route
(for the lightpath) and its wavelength(s) are determined simultaneously. Al-
ternatively the RWA problem can be further decomposed into lightpath
routing (LR) and wavelength assignment (WA) steps and, consequently, by
two-phase solution we mean an algorithm where the path is first fixed for
each lightpath and then a feasible wavelength is assigned to each lightpath
(see Section 2.5). Generally, shorter paths are usually good candidates.
The optimisation of the physical network layer, i.e. the RWA problem, is
discussed in detail in Chapter 2 and the LTD problem in Chapter 3.
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in one phase
wavelength    (RWA)
assignment
problem   (TR)
Traffic routing
Routing and
RWA problem
definition (TD)
Logical topology
(lightpaths)
Wavelength
routing  (LR)
Lightpath
(packets)
assignment (WA)
Figure 1.6: Hierarchical model of WDM network configuration.
1.6 Optical Packet Switching
In contrast to circuit-switched WDM networks, optical packet switching of-
fers even more flexibility. A frequently-proposed idea is to build local area
networks using optical packet switching (OPS). Photonic packet switch-
ing, however, involves many open questions [YMD00, PMMB00, BGD01].
The proposals for OPS can be divided into two categories, namely slot-
ted and un-slotted. In the slotted solution, each packet has a constant
length and the operation is synchronous, while in the un-slotted case packet
lengths can vary and the operation is asynchronous. Generally, controlling
the delay in photonic packet switched networks is an important issue.
In the electronic domain, the contention occurring in packet switching
is resolved by a store-and-forward technique [YMD00]. Packets are stored
in a queue from which they are forwarded later. In the case of optical trans-
mission, the buffering is a complex task as there is no optical random access
memory (RAM) available. The lack of optical RAM can be compensated
for by using a set of fibre delay lines (FDL) to resolve contention. Other
possible schemes to deal with contention include deflection routing, where
otherwise lost packets are sent in some other direction in the network, from
where they will be forwarded once again towards their original destination.
The header format must be chosen carefully as the capacity of optical
networks is huge and the processing of the headers must be accomplished
in a shorter time interval than is the case in electronic networks. It is likely
that header processing must first be done electronically, which means a
conversion from the optical to the electronic domain for the making of a
routing decision, and then later back to the optical domain.
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1.7 Optical Burst Switching
Optical burst switching (OBS) can be seen as an intermediate step from
circuit-switched WDM networks towards optical packet switching. In an
optical burst switched network (OBSN), the data are transferred using op-
tical bursts consisting of several (IP) packets going to the same destina-
tion. Thus, OBSNs can be seen as a halfway technology towards all-optical
packet switched networks (OPSN). Fig. 1.7 illustrates the evolution of op-
tical networks. The OBS scheme has been proposed for metropolitan area
ring networks (MAN) as well as to backbone networks (wide area networks,
WAN).
Before sending the actual burst, the source node sends a control packet
which will reserve the necessary resources. The reservation schemes can be
divided into two classes [Dix03]. The first class consists of schemes where
the reservation is made for a certain time period. Thus, the control packet
includes information on both the arrival time of the burst and its length.
The second class consists of schemes where the reservations are explicitly
torn down by another control packet at some later point.
One popular proposal is the so-called Just-Enough-Time (JET) protocol
originally proposed by Qiao and Yoo in [QY99]. In the JET protocol, the
source node first sends a control packet, whose task is to reserve the nec-
essary resources along the route for a certain time period. Then, without
waiting for a positive acknowledgement, the source node sends the actual
burst along the same route [QY99, DG01, Bat02].
The control packet is processed at every intermediate node to see if
there are enough free resources available at the next link. If there is a free
wavelength channel available the control packet is sent further. The total
time it takes for the control packet to reach the destination node is simply
the sum of the propagation times over the links and the processing times at
the intermediate nodes.
As the actual burst is not processed at the intermediate nodes, the burst
cuts through the network and and reaches the destination node faster than
the control packet. Thus, the offset time between sending the control
packet and the burst must be long enough to ensure that the destination
node has processed the control packet before the actual burst arrives. In
the JET protocol, the source node knows the route and hence the number
of intermediate nodes in it. Thus, the source node can determine the min-
imum possible offset time before sending each burst. The OBS protocol is
discussed in more detail in Chapter 5.
1.8 Contents of the Thesis
This thesis focuses on certain issues in resource allocation and the perfor-
mance evaluation of backbone wavelength-routed (WR) networks and the
metropolitan area optical burst switched networks (OBSN). In particular,
first we consider heuristic algorithms for the static routing and wavelength
assignment (RWA) and logical topology design (LTD) problems arising in
the context of WR networks. Then, in the next part we apply the theory
of Markov decision processes (MDP) to the dynamic RWA problem in WR
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Figure 1.7: The optical network evolution (adopted from [BP03,
DGSB01]).
networks including a novel decision analysis using importance sampling
techniques. The topic of the final part is OBS networks where the focus is
on fairness issues.
Static RWA and LTD Problems
The network topologies considered are generally arbitrary mesh networks,
but regular structures, such as ring networks are also discussed. In back-
bone networks, both static and dynamic cases are considered. In a static
RWA problem, one is asked to set up a given set of lightpaths (or light trees)
in an optical WR network with given constraints, where often the objective
is to minimise the number of wavelength channels required. In Publica-
tion 1 (and [HV98, HV99]), our contribution is the introduction of heuris-
tic algorithms for static RWA problems. In particular, in [HV98, HV99]
the present author has studied the applicability of several well-known com-
binatorial algorithms (e.g. simulated annealing and genetic algorithms) to
the wavelength assignment (sub)problem in single and multifibre networks.
In Publication 1, we formulate a generalisation of the standard static RWA
problem (GRWA), where the request set may consist of anycast and multi-
cast requests as well. Furthermore, several heuristic algorithms are gener-
alised to the GRWA problem and compared by means of numerical exam-
ples.
Finally, in Publication 2 a slightly more generic problem called the
logical topology design (LTD) problem is considered. In the LTD problem,
one is asked to decide on the lightpaths to be established as well as the
routing at the packet layer (e.g. IP). The complexity of the LTD problem
is very high and in practice heuristic solutions are used. In Publication 2,
two improved heuristic algorithms for LTD are proposed. The proposed
changes allow us to use alternative routes, which is not a trivial task as the
longer routes consumemore resources and should generally be avoided. To
this end we propose a heuristic order in which the different route candidates
are tried in a greedy manner (first-fit).
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Dynamic RWA Problem
In the dynamic control problem, connection requests, i.e. lightpath re-
quests, arrive according to a certain traffic pattern and the task is to establish
one lightpath at a time in the WR optical network so that the expected rev-
enue rate is maximised or the expected cost rate is minimised. Typically the
optimisation goal is to minimise some infinite time horizon cost function,
such as the blocking probability.
In this thesis, the analysis of dynamic RWA policies is performed within
the framework ofMarkov Decision Processes (MDP). In Publications 3 and
4, we study several heuristic algorithms and propose a very generic frame-
work for improving any given RWA algorithm by using a so-called first pol-
icy iteration (FPI). In FPI, one has few good candidates to choose from and
proceeds by evaluating the expected change in future costs resulting from
each decision by short simulations. In simulations, consecutive decisions
are made using a so-called standard policy.
The usability of the FPI approach is limited by the computational ef-
fort involved in the estimation of the changes in future costs. In order to
alleviate this, in Publications 5 and 6 we combine the importance sam-
pling technique (IS) with FPI and propose an adaptive algorithm which
estimates the optimal IS parameters at the same time as it collects data for
the decision-making analysis.
OBS Networks
The last part of the thesis considers OBS networks, which are an interme-
diate step towards full optical packet switching networks. In OBS networks,
the data are transferred using optical bursts consisting of several (IP) pack-
ets going to the same destination. On the route of the burst temporary
reservations are made only for the time during which the burst is transmit-
ted. While several OBS protocols have been proposed in the literature, this
thesis mainly deals with the Just-Enough-Time protocol (JET), in which
the link reservations are made by a control packet and the actual burst is
sent after a certain offset time without waiting for any acknowledgement of
the reservations. Our contributions to the OBS paradigm mainly deal with
fairness issues, which tend to be a weak point of OBS protocols. In Pub-
lication 7, we study how fibre delays lines (FDL) affect the JET protocol
and demonstrate that they not only lower the blocking probability but also
improve the fairness between long and short connections. This is a side
effect of the increasing offset time as the bursts get delayed.
In Publication 8, we propose anOBS-aware routing scheme, which tries
to minimise the link loads at the same time as ensuring fairness. The rout-
ing problem is formulated as a mixed integer linear programming (MILP)
problem, where we explicitly deny new connections on the same route and
wavelength channel after a certain number of hops. Thus, each burst com-
petes for resources at most on the first m hops and consequently different
traffic flows are treated more equally.
OBS has also been proposed for metropolitan area ring networks, which
typically operate either on fixed transmission channels, or, alternatively, us-
ing fixed receivers. The edge router connected to the ring collects arriving
packets and assigns them to different queues on the basis of their destina-
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tion address. A scheduling algorithm then decides which queues are to be
served and when. In Publication 9, we derive analytical models for the
blocking probability of some MAC protocols using either random order or
a round-robin order scheduling policy.
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2 STATIC ROUTING AND WAVELENGTH ASSIGNMENT PROBLEM
2.1 Introduction
In this chapter, we consider the problem where a given set of lightpaths
is to be established in a given physical network. This is called the static
routing and wavelength assignment (RWA) problem. The RWA problem
in wavelength-routed WDM networks (WRN) consists of choosing a route
and a wavelength (RW-pair) for each connection so that no two connections
using the same wavelength share the same fibre [BM96, Bar98]. The re-
quirement that connections sharing the same fibre must use different wave-
length channels is referred to as distinct channel assignment requirement,
or shortly DCA (see, e.g. [SB99, RS98, Muk97]):
Definition 2.1 (Distinct Channel Assignment [DCA])
Connections sharing a common fibre must use distinct wavelengths.
A violation of the DCA constraint is often referred to as a wavelength
conflict. Furthermore, if wavelength conversion is not possible at the
network nodes, then an additional constraint, called wavelength continuity,
must be satisfied, i.e. each connection must use the same wavelength on
every link. This constraint together with DCA gives the RWA problem in
all-optical network its special characteristics.
In this chapter, it is assumed that traffic is static, i.e. the problem is to
establish a given static set of connections between the given nodes in the
network. The network itself can be a single or multifibre network. This
kind of approach is relevant in the backbone networks, where it may be
reasonable to assume that the traffic is static.
2.2 Problem Formulation
The static case of the routing and wavelength assignment problem has been
widely studied in the literature. For the reference see, e.g. [TP95, BB97,
GSM97, Bar98].1 Formally the static RWA problem can be stated as fol-
lows:
Problem: Static Routing and Wavelength Assignment[S-RWA]
For a given
– physical network G = (V,E), where V is the set of network
nodes and E the set of links, and each link e ∈ E has a certain
number of bidirectional (or unidirectional) fibres, and
– set of bidirectional (or unidirectional) lightpath requests L,
determine a feasible RWA with a minimal number of wavelength
channels, Wmin.
1Another kind of problem formulation arises in the context of Linear Lightwave Networks
(LLN) where wavelength selective routing at the nodes is replaced by Linear Divider Com-
biners (LDC) [BSSLB95, SB99]. This case is not considered in this thesis.
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By a bidirectional lightpath request we mean a request for a lightpath in
both directions along the same route. The problem can be further classified
based on the type of optical crossconnects (OXC),
WSXC: the wavelength conversion is not possible, or
WIXC: the wavelength conversion is possible.
In general, the nodes may consist of a mixture of these two types as well
as nodes having a partial wavelength conversion. With a wavelength con-
version capable nodes the maximum number of lightpaths sharing a link
(fibre) defines the number of wavelength channels required and the WA
subproblem also becomes trivial.
The absence of wavelength conversion means that the so-called wave-
length continuity constraint must be satisfied in addition to the DCA con-
straint. The used technology sets a bound to the maximum number of
wavelengths available, and if the solution requires more than that it can-
not be realised in practice. Hence, by solving the S-RWA problem one
knows whether a given set of lightpaths can be established into the current
physical network, or whether new links (or fibres) have to be added to the
network.
Typically several lightpath establishments using only Wmin wavelength
channels exist. In [PKG02b] Puech et al. propose a procedure where one
first determines the minimum number of required wavelength channels,
Wmin, and then solves a secondary optimisation problem within the set of
solutions yielding the optimal solution in the sense of wavelength channels
required. In particular, the authors propose minimising the mean number
of physical links a lightpath traverses. This can be motivated by the fact
that such a solution leaves more resources available for the future lightpath
demands and thus possibly allows one to establish more lightpaths before a
reconfiguration of the whole network required.
Furthermore, the problem definition can be extended to include instal-
lation of new fibres with a certain cost and then the aim of the optimisation
becomes the minimisation of the costs. This problem is often called as a
physical topology design problem and is out of the scope of this thesis.
2.3 Integer Linear Programming Formulation
The static RWA problem can be formulated as an integer linear program-
ming problem (ILP). For simplicity let us consider the case where the light-
path requests are unidirectional and the OXC’s are not capable of perform-
ing wavelength conversions. Let bij denote the number of lightpaths to
be established from node i to node j. Furthermore, in order to prune the
search space we introduce an additional constraint, viz. we require that the
paths used to establish a lightpath from i to j may consist at most hij opti-
cal hops, where the hij are some appropriately chosen constants. The rest
of the symbols are described briefly in Table 2.1. With these notations the
ILP formulation is straightforward:
Objective: minimise the number of used wavelength channels W , i.e.,
min W, (2.1)
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constant explanation
bij number of lightpaths i→ j.
pij number of physical fibres i → j, 0 if none.
hij physical hops constraint, the maximum number of links a
lightpath i → j can use.
variable explanation
c
(k)
ij number of lightpaths i → j using the wavelength channel k.
c
(k)
ij (l, m) number of lightpaths i → j using the wavelength channel k
on link l → m.
Table 2.1: Notation.
Subject to:
(channel assignment)
WX
k=1
c
(k)
ij = bij , ∀ (i, j) (2.2a)
(consistency) c(k)ij (l,m) ≤ c(k)ij , ∀ (i, j), (l,m), k (2.2b)
(distinct channel)
X
(i,j)
c
(k)
ij (l,m) ≤ plm, ∀ (l,m), k (2.2c)
(lightpath continuity)
WX
k=1
X
m
“
c
(k)
ij (l,m)− c(k)ij (m, l)
”
=
8><
>:
bij , if l = i,
−bij , if l = j,
0, otherwise.
∀ (i, j) l (2.2d)
(hop constraint)
X
(l,m)
c
(k)
ij (l,m) ≤ hij , ∀ (i, j), k (2.2e)
(value range) c(k)ij ∈ {0, 1}, ∀ (i, j), k (2.2f)
c
(k)
ij (l,m) ∈ {0, 1}, ∀ (i, j), (l,m), k (2.2g)
Example
In Fig. 2.1, an example of a wavelength-routed network is depicted. The
network consists of N = 9 nodes and L = 13 links, where each link is
assumed to consist of a single bidirectional fibre, F = 1.
In the example network, a lightpath is established between each node
pair, i.e. the resulting logical topology is a fully connected mesh. It is as-
sumed that the OXCs are not capable of performing wavelength translation,
i.e. they are of the type WSXC. The illustrated lightpath establishment uses
5 wavelengths, which also turns out to be the optimal solution in this case
[Hyy01].
23
Maximal cut
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Figure 2.1: A hypothetical WDM network in Finland with a connection
between every node pair.
2.4 Bounds for the Number of Wavelengths Required
Partition Bound
A lower bound for the number of wavelength channels required can be
found by cutting the network into two parts (see e.g. [Bar98, SB99] and
[HV98]). Let c denote an arbitrary cut of the physical topology into two
sets. For any cut c a certain number of connections, denoted by Zc, cross
it. By dividing the number of connections crossing the cut by the number of
physical fibres going through the cut we get the average number of connec-
tions per fibre, which is clearly a lower bound for the number of wavelength
channels required in order to avoid wavelength conflicts in those fibres, i.e.
we get the so-called partition (or maximal cut) bound,
Wmin ≥ max
c
⌈
Zc
Fc
⌉
, (2.3)
where x denotes the smallest integer greater than or equal to x, Zc the
number of connections through cut c and Fc the number of fibres crossing
the cut.
In the example network depicted in Fig. 2.1, the optimal cut divides the
network horizontally just above the city of Jyva¨skyla¨. There are 4 links cross-
ing the cut and 4 ·5 connections using those links, i.e. at least 5 wavelength
channels are required to establish a fully connected logical topology.
In the case of a fully connected network, the number of connections
crossing the cut is generally NA · (N − NA) where N is the total number
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of nodes and NA is the number of nodes in part A. Hence, assuming N
is even, the maximum number of connections crossing a cut is obtained
by dividing the nodes into two equally large groups, giving a total number
of N2/4 connections. However, the number of fibres crossing such a cut
can be great and generally the tightest lower bound is found by exhaus-
tively considering all possible cuts. This is clearly infeasible in practice as
the number of possible cuts can be enormously large. However, a heuris-
tic algorithm can be used to find a reasonably good cut within a practical
amount of time [SB99].
Distance Bound
Another lower bound for Wmin can be obtained by considering the mini-
mum number of link channels needed for establishing the set of lightpath
requests. Assuming unidirectional lightpath requests {s, d} let dsd denote
the length of the shortest path, in number of optical hops, from s to d.
Then, the total number of link channels needed to support the given set of
lightpaths must be at least
∑
(s,d) dsd, which yields the so-called distance
bound, [Bar98, SB99]
Wmin ≥
⌈∑
(s,d) dsd
2 · LF
⌉
, (2.4)
where L denotes the total number of links and F the number of (bidirec-
tional) fibres on each link.
It is easy to see that in the example network of Fig. 2.1 at least 128 link
channels are required to establish full logical connectivity. The network
has L = 13 links and thus the distance bound is 5, i.e. Wmin ≥ 5.
Bounds for Regular Ring Topologies
In addition to general mesh topologies, also regular topologies such as rings
have been widely studied. A ring network is particularly appealing because
it can provide full protection against any cable cut and at the same time is
easy to configure. For these reasons it has been used in, e.g., self-healing
SDH/SONET rings (SHR) [SB99].
For bidirectional WDM rings with arbitrary number of nodes the opti-
mal lightpath establishment providing a full connectivity by a single light-
path between each node pair is known exactly [LS00b, LH03]. Namely,
the minimum number of wavelength channels required to establish a full
connectivity in a single fibre optical ring network with N nodes is
Wmin =
{
N+24 + N(N−2)8  for even number of nodes N ,
N(N−1)
2 for odd number of nodes N ,
(2.5)
where x denotes the highest integer lower than or equal to x. In [LH03]
the authors also propose an elegant algorithm for determining the optimal
lightpath establishment without using any complex calculations or data
structures.
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2.5 Decomposition of the Static RWA Problem
indexRWA!decomposition
The static RWA problem can be solved either in one phase, where both
a route and a wavelength are determined at the same time, or alternatively
in two phases, where first the routes are fixed and then a feasible wave-
length assignment (WA) is determined for the given routing. One can find
algorithms based on both approaches in the literature. In this section we
consider the two phase approach, i.e. decompose the static RWA into two
subproblems. Later in Section 2.7 we present a so-called layered algorithms
which represents the other approach, i.e. where both the route and wave-
length channel are determined at the same time.
Routing
The traditional strategy to solve the static RWA problem is to first deter-
mine a route for each lightpath and then assign feasible wavelengths to
them. Even though the problems are not independent, this is likely to
yield moderately good solution to static RWA problem. The usual way to
decide on the routes is to choose (one of) the shortest path(s) for each con-
nection. This is justified by the fact that the longer routes use more network
resources and are thus more likely to lead to a less efficient overall solution
(c.f. the distance bound in Section 2.4). If there are several equally long
shortest paths, then typically one of them is chosen randomly [HV98]. The
optimal solution is often obtained by using short routes, but not necessary
by the shortest path for every lightpath request (in order to avoid unnec-
essary congestion on some links). As the number of lightpaths sharing an
optical link sets an lower bound for the number of wavelength channels
needed, it can be used as a temporary objective for routing step (cf. MNH
algorithm [BB97, Bar98]). However, the final quality of the chosen rout-
ing is only known after the wavelength channel assignment step has been
accomplished.
Wavelength Assignment
The unique feature of WDM networks is that wavelength conflicts are not
allowed (DCA constraint, Def. 2.1), i.e. no two connections using the same
wavelength may share a common link (or fibre to be exact). Once routing
is fixed the problem is to assign a feasible wavelength for each route using
a minimum number of wavelength channels. This is called the wavelength
assignment (WA) problem. In the general case, there are several fibres be-
tween some of the links. A straightforward approach is to assign the lowest
possible2 wavelength to one connection at a time in some order (first-fit
algorithm). The order in which the wavelengths are assigned can be a
critical factor for greedy algorithms. A good rule of thumb is to assign a
wavelength first to those connections which have the most dependencies,
i.e. share most links with other connections. This is presented formally in
Algorithm 1.
2a wavelength that does not cause a wavelength conflict
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Algorithm 1 Static wavelength assignment (WA) algorithm
1: let X be a predetermined set of routes for lightpath requests
2: let dj =
X
i∈X
I(i and j share a common link) ∀j ∈ X
3: sort routes in the decreasing order of dj
4: start from an empty network
5: for each j ∈ X in sorted order do
6: set up a lightpath using route j on the lowest feasible wavelength(s)
7: end for
Iterative Improvements
A straightforward way to improve the current solution is to change the set
of routes a little and then assign the wavelengths again3. If the wavelength
assignment is not computationally a too expensive operation, then well-
known local search techniques such as simulated annealing, genetic algo-
rithms, or tabu search can be applied to obtain the optimal set of routes (for
a given wavelength assignment policy). Thus, the result from wavelength
assignment is fed back to the upper level algorithm as the value of the cost
function in the current point (=routing). However, as stated before, this
requires a moderately fast wavelength assignment algorithm.
2.6 Single Fibre Networks
Graph Node Colouring Problem
The wavelength assignment in a single fibre network4 is equivalent to the
node colouring problem, which is a well-known graph theoretic NP-hard
problem (see e.g. [SK77, AH77, BM76]). In the node colouring problem,
the task is to assign a colour to each node of the given graph with minimal
number of colours so that no neighbour nodes have the same colour. Graph
node colouring problems arise in many different context and in practice
one often must rely on heuristic algorithms. Greedy node colouring algo-
rithms are typical lightweight approaches where the algorithms assigns the
lowest possible colour to one node at a time at a certain order. For details
see, e.g. [Mit76, Bre´79]. Also several novel heuristic algorithms have been
applied to solve the node colouring problem including simulated anneal-
ing, tabu search and genetic algorithms [HdW87, Ree95, RSORS96].
The relation between the wavelength assignment and graph node colour-
ing problem is the following. When the set of routes is fixed the task is to
assign a feasible wavelength to each connection, i.e. no two connection
using the same link may use the same wavelength. Let each connection
represent a node in a so-called (WA) conflict graph G and set such con-
nections that share at least one link (fibre) as neighbours in the graph. By
finding the optimal colouring for this graph, we have also found the optimal
wavelength assignment for the given routing.
In [HV98], the present author has studied the applicability of the pro-
3The opposite, changing wavelengths little and then finding a feasible routing, is usually
harder to solve.
4Or in multifibre network if the routing step has fixed also the used fibre on every link.
27
posed heuristic graph node colouring algorithms for the wavelength assign-
ment problem. In particular, we have considered simulated annealing
(SA), genetic algorithms (GA) and tabu search (TS) heuristic algorithm
and compared their performance to several well-known greedy algorithms.
With random network topologies the Tabu search version turned out to give
the best results in terms of the number of wavelength channels required.
Graph theory also provides some bounds for the number of wavelengths
required. For example, an upper bound for the number of wavelengths
required is obtained from
Wmin ≤ ∆ + 1,
where ∆ is the maximum degree (the number of neighbours a connection
has) of the conflict graph G. A more strict lower bounds can be obtained
by considering cliques in the conflict graph G. Graph theoretic bounds,
however, are usually not very strict and thus not very useful in this context.
Greedy RWA Algorithm
Next we briefly present a simple greedy algorithm, Algorithm 2, which can
be used to obtain a reasonable good solution to the static RWA problem.
The algorithm solves the static RWA problem in two parts. First it uses a
shortest path algorithm to obtain a single path for each lightpath request,
and then assigns the wavelength channels using an arbitrary node colour-
ing algorithm. A reasonably good greedy node colouring algorithm can be
found, e.g. from [Bre´79]. If the problem size permits it may be possible to
use more sophisticated node colouring algorithms, such as tabu search or
simulated annealing, or even to do an exhaustive search [HV98]. Note that
Algorithm 2 uses only (one of) the shortest path(s) for each lightpath.
Algorithm 2 Greedy RWA Algorithm for Single Fibre Networks
1: find (one) shortest path for each lightpath request (si, di) ∈ L
2: form WA graph G where each node represents one lightpath, and lightpaths
3: form conflict graph G for WA where each node represents one lightpath, and
lightpaths sharing a link are set as neighbours
4: use greedy node colouring algorithm (e.g. [Bre´79]) to colour the nodes of G
5: return paths and chosen wavelengths
2.7 Layered Approach for Static RWA
For the rest of this chapter we do not limit ourselves to the single fibre case.
The algorithm described next tries to solve the static RWA problem so that
the chosen routing takes into account the restrictions from the wavelength
assignment, while still being very fast. The layered RWA algorithm pro-
posed by the present author in Publications 1 and 2 resembles closely the
CP1 algorithm (Algorithm 5) originally proposed in [ZA95]. The CP1 al-
gorithm is a logical topology design algorithm which has to decide on the
logical topology as well. To this end, CP1 algorithm first fixes one route for
each node pair. Then each node pair (s, d) is given a rank based on the
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Figure 2.2: Layered view: WRN consists of W identical layers each having
the same set of links.
amount of single hop traffic, i.e. the volume of traffic from s to d. At each
step, CP1 sets up a lightpath for a node pair having the highest rank with a
free lightpath using the previously determined route.
Thus, CP1 algorithm tries to set up as many lightpaths as possible in
the order defined by how much single hop traffic a new lightpath between
a given node pair would carry. The layered RWA algorithm, on the other
hand, tries to establish a certain set of lightpaths using any feasible routes.
Wavelength Layers
In the absence of the wavelength conversion, a WRN with W wavelength
channels consists of W identical layers as illustrated in Fig. 2.2. In other
words, each layer represents available links at the respective wavelength
and, without wavelength conversion, a lightpath must remain at the same
wavelength layer throughout the path from the source to the destination.
Lexicographic Order for Paths
First-fit algorithms with alternate routes require a well-defined order be-
tween the alternative paths. A convenient way to express this is to define a
unique number sequence for each path and then use the so-called lexico-
graphic order:
Definition 2.2 Let A and B be arbitrary sequences of real numbers, a =(
a1, a2, . . .
)
and b =
(
b1, b2, . . .
)
. Then, a < b in lexicographic
order iff
∃ i : ai < bi and aj = bj ∀ j < i.
In other words, the order of two sequences is defined by the first differ-
ent number in the sequence (smaller first).
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Path Candidates
The RWA algorithm presented in Publication 2 utilises a so-called alternate
routing strategy. That is, for each lightpath request we determine one or
more possible path candidates in advance. These can be obtained by using
a k-shortest path algorithm first to obtain a path candidate set. The set is
then ordered using a heuristic rule, which tends to lead close to optimal
solutions. In particular, we define a unique number sequence S(p) for
each path p = (a0, a1, . . . , a(p)),
S(p) = (∆(p), −(p), −b(p), a0, a1, . . . , a(p), 0, . . .) (2.6)
where b(p) is 2 if path p is to be reserved in both directions (i.e. a bidirec-
tional request) and 1 otherwise, (p) is the length of path p (in hops), and
∆(p) is the number of additional hops the path p uses when compared to
the shortest path in the sense of number of hops,
∆(p) = (p)− min (p),
where min (p) is the length of the shortest path between the same node
pairs.
The path candidates are then sorted using S(p) and the lexicographic
order given by Def. 2.2. Note that the number sequence in (2.6) sorts the
paths in a certain, usually favourable, order. The primary key is the num-
ber of additional hops, i.e. the paths using additional hops are given a lower
priority (c.f. the distance bound in Section 2.4). The second criterion is the
length of the path, i.e. longer paths come before shorter ones. This is mo-
tivated by the fact that it tends to be harder to find a free wavelength for a
longer connection than for a shorter connection (c.f. greedy node colouring
algorithm in [Bre´79]). If these two criteria are still equal, then possible bidi-
rectional requests are given a higher priority over unidirectional requests. If
all three criteria are equal, then the order is defined by the first different
node along the paths; smaller node number comes first.5 The last criterion
is only needed to ensure an unambiguous ordering, which makes it possible
to reproduce the simulation results.
Hence, the first set consists of the shortest paths, the second set of paths
with one additional hop and so on. Within each set the order is such that
the longer paths come first. The order of equally long paths is defined by
the nodes’ numbers.
Determination of the RW-pairs
Similarly as in [ZA95], after the route candidates have been determined the
problem is split into several subproblems in which the objective is to use the
resources of one wavelength layer maximally. First we take the wavelength
layer 1 and establish as many lightpaths there as possible. After that layer
1 is considered “frozen” and we are left with a new smaller problem where
the established lightpaths are removed from the demand list. By doing this
we hope to find a good lightpath establishment for one wavelength layer at
a time leading to a satisfactory overall solution.
5When searching the k shortest paths we use the same logic in case of equally long paths.
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Algorithm 3 Layered RWA, L-RWA
1: letL = {(si, di)} be a set of node pairs corresponding to the lightpath requests
2: find the k shortest paths for each (si, di) ∈ L, and store the triples (si, di, pi),
where pi is the corresponding path, to a list X
3: sort the list X = {si, di, pi} in lexicographic order defined by S(pi)
4: set W ← 0
5: while X = ∅ do
6: set W ← W + 1
7: for each (s, d, p) ∈ X do
8: if p fits in layer W then
9: assign path p at layer W for lightpath (s, d)
10: remove all paths s → d from X
11: end if
12: end for
13: end while
14: return W
The layered RWA algorithm proposed in Publication 2 is described for-
mally in Algorithm 3. The algorithm also closely resembles the greedy
node colouring algorithm described earlier. The difference is that here we
fix both the route (node) and the colour, and only one node corresponding
to each s− d pair is given a colour [LS00a].
The algorithm can easily be extended to the case where there is more
than one lightpath request for some s−d pairs. Namely, instead of immedi-
ately removing all the paths s → d after assigning one path, one decreases a
“multiplicity” counter for s → d. Then the paths s → d are only removed
from the working set X when the corresponding counter reaches zero.
The performance of the presented algorithm is limited by the set of
paths defined by the parameter k and, especially, by their ordering. Indeed,
there always exists a constant k < N and some order for the candidates
routes, which leads to the global minimum. Thus, we have the following
proposition.
Proposition 1
An optimal solution in the sense of the required number of channels can
always be reached by the layered RWA algorithm for some order of paths.
Proof:
Let Zi be the set of paths at layer i in the optimal solution. Clearly any
ordered set beginning with {Z0 Z1 . . . ZW } leads to the optimal solution.
2.8 Results with RWA Heuristics
In order to validate the performance of the presented heuristic RWA algo-
rithms, we use the network illustrated in Fig. 2.3. The logical topology to
be established consists of a lightpath between every node pair. Table 2.2
contains the numerical results obtained with different heuristic algorithms.
The bidirectional case corresponds to the situation where each lightpath is
used in both directions. Similarly, unidirectional case corresponds to the
situation where the lightpath a → b can traverse a different route than the
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Figure 2.3: UKNet, a telephone network located in UK consisting of 21
nodes and 39 links.
lightpath b → a. Clearly the bidirectionality is an additional constraint and
the optimal solution to unidirectional problem will use at most the same
number of wavelength channels as any feasible solution to the bidirectional
version of the same problem.
It can be noted from the results that the simple greedy heuristics with
the shortest path routing does not perform very well. On the other hand,
the layered RWA algorithm gives reasonably good results. The results of
[Bar98] presented here for comparison were obtained with a moderately
complex heuristic algorithm (MNH, see [BB97, Bar98] or Publication 1 for
details). As a conclusion we can expect that the layered RWA algorithm,
while being very fast, also provides near optimal solutions.
Algorithm unidirectional bidirectional
Greedy 32 31
Layered 22 23
Baroni [Bar98] - 20
Table 2.2: Results of fully-connected UKNet (Publication 2).
2.9 Generalised Routing and Wavelength Assignment Problem
In Publication 1, the present author generalises the static RWA problem to
include both multicast and anycast requests in addition to standard unicast
requests (lightpaths between given node pair). The resulting problem is
called the generalised routing and wavelength assignment (GRWA) prob-
lem.
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t(a) = type of request (unicast, anycast or multicast),
s(a) = source node of request a,
D(a) = set of destination nodes of request a,
m(a) = multiplicity, number of wavelength channels,
b(a) = bidirectionality: 2 (bidirectional) or 1 (unidirectional).
Table 2.3: The notation in GRWA problem for a request a.
Note that an optical multicast request corresponds to a light-tree from a
root node to a given set of destination nodes. Such a tree can be used to de-
liver the same data to several destinations simultaneously. For example, one
could consider using an optical multicast tree to broadcast multiple video
streams to several locations at the same time, or to distribute huge amounts
of scientific or backup data to several locations. Alternatively a light-tree
can be used as a shared medium with an appropriate MAC protocol (cf.
passive optical networks).
Similarly, an anycast request corresponds to a lightpath request from a
given source node to any destination node. Anycast request can be used,
e.g. as an optimisation tool, in order to allocate remaining resources in
a reasonable way. On the other hand, an operator-to-operator interface
may consist of several alternative edge nodes, which clearly corresponds
to an anycast request. Other possible applications could be distributed data
storage and backup services.
In summary, for a given optical network G one is suppose to establish a
given set of connections consisting of three different types:
1. unicast lightpath requests (point-to-point),
2. anycast requests, i.e. the destination node can be any of the given set
(one-to-any),
3. multicast requests, i.e. the optical signal is routed to several destina-
tions (one-to-many).
In each case the request can be for one or more channels, where each
channel can be routed independently of others using a different route and
wavelength. Furthermore, requests may be bidirectional, where the same
route and wavelength is used in both directions, or unidirectional. Denote
the set of connection requests with A = {a1, a2, . . . , an}. The multiplicity
of request a is denoted with m(a) and it defines the number of requested
wavelength channels. For example in case of normal bidirectional lightpath
request the multiplicity defines the number of requested lightpaths between
the node pair. The notation is presented in Table 2.3.
Formally the generalised (static) RWA problem can be stated as follows:
Problem: Generalised Routing and Wavelength Assignment[GRWA]
For a given
– physical network G = (V,E), where V is the set of network
nodes and E the set of links, and each link e ∈ E has a certain
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number of bidirectional (or unidirectional) fibres, and
– set of optical connection requestsA consisting of both unidirec-
tional and bidirectional unicast, anycast, and multicast requests
determine a feasible RWA with a minimal number of wavelength
channels, Wmin.
2.10 Heuristic Algorithms for GRWA Problem
In Publication 1 the present author also proposes two efficient heuristic lay-
ered algorithms (L-GRWA and DL-GRWA) for the GRWA problem. Both
algorithms use the same layered approach as described earlier, i.e. they es-
tablish one connection (unicast, anycast or multicast) at a time in the cur-
rent wavelength layer until the layer is fully utilised and then move to the
next layer. In addition to layered algorithms several other heuristic RWA
algorithms proposed in the literature are extended to GRWA problem (e.g.
a so-called minimum hop heuristic (MNH) by Baroni et al. in [BB97] and
anycast algorithms by Tang et al. in [TJWW03]).
Layered GRWA Algorithm
The layered GRWA algorithm (L-GRWA) is a straightforward extension of
L-RWA Algorithm 3. In particular, each request can fulfilled by allocating a
set of links and at the start the L-GRWA algorithm determines a set of possi-
ble routes or trees for each request a ∈ A. Then these route/tree candidates
are ordered similarly as in L-GRWA based on the number of additional
links reserved, the number of links reserved, etc. After that the algorithm
proceeds similarly as the L-RWA algorithm. For details see Publication 1.
Dynamic Layered GRWA Algorithm
For simplicity let us first assume that the request set only consists of normal
lightpath requests. The dynamic layered GRWA (DL-GRWA) algorithm
proceeds as follows. At each step DL-GRWA first picks one connection
request and establishes a lightpath for it using the shortest free path at the
current wavelength layer. Once no new connection can be established at
the current layer the algorithmmoves to the next layer and repeats the same
procedure. This is repeated until all the requests have been set up. In order
to reach the optimal configuration the algorithm should always pick “the
right connection”. In Publication 1 the present author proposes a heuristic
order similar to the one used with L-GRWA, i.e. at each step the longest
connection using the least amount of “extra links” is set up. This can be
achieved as follows. Let (s, d) denote the length of the shortest path (in
hops) from s to d in an empty network and, similarly, let ′(s, d) denote the
respective length at the current state. At each step the request a = (s, d) to
be established next is the one which minimises the quantity,
c(s, d) =
(
N−1
N
) · ′(s, d)− (s, d)
= (′(s, d)− (s, d))− 1N · ′(s, d).
(2.7)
Clearly the first term, ′(s, d)− (s, d), corresponds to the number of extra
hops and the second term, 1N ·′(s, d), is a normalised path length less than
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1 (note that for all reachable (s, d)-pairs ′(s, d) < N ). Thus, the number
of extra hops, ′(s, d) − (s, d), serves as the primary key (less extra hops
first) and the ties are broken by the length of the path (longer paths first).
The DL-GRWA algorithm is formally described in Algorithm 4 for a
general case where A consists of both unidirectional and bidirectional re-
quests. If there are both unidirectional and bidirectional requests one needs
to determine the shortest paths (and the respective criteria) for both cases
separately. To this end, let H1(P) = H1 denote the unidirectional “hop
matrix”, and H2(P) =H2, respectively, the bidirectional “hop matrix”,
h1(i, j) =
{
1, if pij > 0
∞, otherwise.
h2(i, j) =
{
1, if pij > 0 and pji > 0
∞, otherwise.
By using an all-pairs shortest path algorithm for H1 and H2 one obtains
the lengths of the shortest unidirectional and bidirectional lightpaths, i.e.
let matrixD1 contain the number of optical hops along the shortest unidi-
rectional lightpath from i to j, and matrixD2 contain the shortest distances
for the bidirectional lightpaths, respectively. At each round the algorithm
determines a path selection criterion c(a) for each request a ∈ A based
on the appropriate hop metric (D1 orD2) in an empty network and at the
current state.
Furthermore, an optional constraint on the maximum number of extra
hops allowed, ∆, is introduced. Note that setting ∆ = ∞ means that all
feasible paths are accepted. However, setting a finite limit on the number of
extra hops might turn out to be useful when more connections are expected
later.
Note that there are no additional parameters, like for pruning the routes,
or successive iterations involved, which makes this approach particularly
attractive.
It is straightforward to extend the DL-GRWA algorithm to handle any-
cast requests. For anycast request a = {s,D} one must evaluate each pos-
sible destination and the path selection criterion must be adjusted slightly
to take into account the alternative destinations. In particular, for anycast
request a and (s, d) ∈ a we suggest using the shortest path in an empty
network to the nearest node from D as the reference length,
c(a, s, d) =
(
N − 1
N
)
· ′(s, d)− min
i∈D(a)
(s, i). (2.8)
Multicast connections could be handled by the dynamic routing algo-
rithm as well, but that would increase the complexity considerably. Thus,
in Publication 1 we propose using a fixed set of routes for multicast con-
nections along the lines of L-GRWA algorithm and set up them first before
continuing with DL-GRWA. It is assumed that this approach does not hin-
der the final solution much as long as the proportion of multicast requests
is reasonably small.
Complexity of DL-GRWA Algorithm
For now assume that there are no multicast requests. At each step of Algo-
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Algorithm 4 Dynamic Layered GRWA, DL-GRWA.
1: find all-pairs shortest paths for H1(P) and H2(P)⇒ distances {D1,D2}
2: W ← 1
3: P′ ← P
4: whileA = ∅ do
5: find all-pairs shortest paths for H1(P′) and H2(P′)⇒ distances {D′1,D′2}
6: Ci ←
`
N−1
N
´ ·D′i −Di, i = 1, 2
7: set c(a) =
`
Cb(a)
´
s(a),d(a)
∀ a ∈ A {path selection criteria}
8: A′ ← {a ∈ A : c(a) < ∆ − 1}
9: if A′ = ∅ then
10: W ← W + 1
11: P′ ← P
12: else
13: a ← arg min
a∈A′
c(a)
14: set up request a using the respective shortest path p to layer W
15: reduce the number of free fibres in P′ along path p
16: decrement multiplicity m(a) by one
17: if m(a) = 0 then
18: remove request a from A
19: end if
20: end if
21: end while
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Figure 2.4: Example network: MCI backbone network in US [TJWW03].
rithm 4 the all-pairs shortest path algorithm is executed (twice in the case of
mixed directions) having a complexity of the order of |V |3. Assuming that
the final configuration requires W wavelengths the main loop is repeated
|A|+W − 1 times. However, when the algorithm moves to the next wave-
length layer the shortest paths are already known. Thus, the complexity of
the algorithm is |V |3 · |A|.
2.11 Results with GRWA Heuristics
The numerical results presented next are obtained using the MCI back-
bone network depicted in Fig. 2.4 consisting of 19 nodes and 32 links. All
links are assumed to have a single fibre in both directions and no wave-
length conversion is available.
The traffic scenario is generated as follows. At start the network is empty
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request
set
no. of
requests SP BWC MNH MNH+ L-GRWA DL-GRWA
20 8.64 8.16 8.10 7.82 7.94 7.55
uni/any/ 40 16.19 15.43 15.16 15.03 15.06 14.55
multi- 60 23.71 22.56 22.19 22.19 22.13 21.55
cast 80 31.24 29.63 29.22 29.35 29.19 28.57
100 38.75 36.67 36.24 36.49 36.24 35.60
Table 2.4: Numerical results with the MCI backbone network.
and a set of n requests is generated. Then the chosen algorithm sets up the
requests and the number of wavelength channels used is recorded. The av-
erage number of used wavelength channels is estimated by running 10000
independent request realisations.
In this scenario nodes 5, 7, 12, 18 and 19 serve as a “destination set”
D ⊂ V and the set of requests consists of unicast, anycast and multicast
requests. For each request first the source node s ∈ V is picked randomly.
If s ∈ D then the request is interpreted as a bidirectional multicast request
from s to V \ D. Otherwise we pick a random destination node d ∈ V \
{s} and if d ∈ D then the request is interpreted as a bidirectional anycast
request from s to D, and otherwise as a normal lightpath request from node
s to node d.
From the numerical results, presented in Table 2.4, it can be seen that
the layered algorithms L-GRWA and DL-GRWA perform well. See Publi-
cation 1 for details on other algorithms and for numerical results with other
traffic scenarios.
2.12 Summaries
Summary of Publication 1
All the previous work considers either normal lightpath connections be-
tween given node pairs, or anycast connections from certain nodes to any
destination node, or multicast connections from a given node to several
destination nodes. In Publication 1, the present author formulates a gen-
eralised RWA problem (GRWA), where the connection requests are a mix-
ture of normal unicast requests, anycast requests and multicast requests. In
addition, we extend several previously proposed algorithms to the GRWA
problem and compare their performance by means of numerical simula-
tions. From the tested algorithms the so-called layered GRWA algorithm
seems to yield the best results in terms of the number of wavelength chan-
nels used.
In contrast to the other Publications in this thesis, Publication 1 has not
been subject to a peer review.
Author’s Contribution to Publication 1
Publication 1 is the sole work of the present author.
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3 LOGICAL TOPOLOGY DESIGN
3.1 Introduction
In wavelength-routed optical networks (WRN), each lightpath constitutes a
so-called logical link to the logical topology (LT). In other words, the optical
layer provides a logical topology for a higher layer protocol, e.g. ATM or IP.
The topic of this chapter is logical topology design (LTD), where the aim
is to determine the optimal set of lightpaths. In general, the LTD problem
in optical networks is a multilayer network optimisation problem, where
one has to take into account the constraints set by the packet, optical and
physical layers.
Logical Topology Design Problem
Generally, in the logical topology design (LTD) problem one must decide
on logical links, i.e. the virtual links visible to a higher level protocol like
IP. The set of logical links constitute the logical topology (LT) and fixing
the LT is referred to as the topology definition (TD).
Typically one optimises some quantity such as congestion in the net-
work, the average packet delay or the total number of electronical inter-
faces. Usually the problem is formulated as a mixed integer linear pro-
gramming (MILP) problem. The proposed formulations tend to lead to
intractable problems. Hence, one often decomposes the problem into sev-
eral subproblems, each of which may be expressed as an MILP problem.
Then each subproblem is solved either exactly or approximately, e.g. by
using some heuristic algorithms.
Shared-Channel Networks
Initially the LTD problem was studied in context of optical network with-
out wavelength routing [BFG90, LA91]. In a given physical topology, e.g. a
tree or a bus, the optical signals are guided to every node regardless of des-
tination of individual wavelengths and thus there is no spatial wavelength
re-use. The problem itself consists of choosing a wavelength channel to
each transmitter and receiver which constitutes the logical topology, and
then determining the optimal routing at the packet level. Note that the
number of transmitters and receivers to be used in every node is assumed to
be given and, assuming each wavelength is assigned to exactly one transmit-
ter and one receiver, the number of wavelength channels thus gets defined.
Wavelength-Routed Networks
A WRN is an attempt to use the best of both the optical and electronical
world. In WRN, we have a wavelength re-use, i.e. several connections may
use the same wavelength as long as they do not use a common link (or
fibre to be exact). Thus, in WRN the LTD problem involves also the deter-
mination of routes and wavelength channels for lightpaths and the overall
problem becomes even more challenging.
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Figure 3.1: One view on relationships between TD, RWA and TR in the
joint LTD problem.
Typical decomposition of the joint problem is that one first decides
on the set of lightpaths (TD) which constitute the links for the logical
layer, and then tries to establish the set of lightpaths in the network (RWA
problem) and determine a (sub)optimal routing at the logical layer which,
e.g., minimises the maximum traffic load on the logical links (TR prob-
lem). Note that the joint LTD problem involves two routing problems (see
Fig. 3.1): routing of lightpaths as a part of the RWA problem and routing of
(packet) traffic (TR problem).
The optical layer provides enormous capacity, while the electronical
layer allows much finer granularity. In the LTD problem, the objective is
to find such set of lightpaths that can be realised at the optical layer and
for which a routing at the logical layer minimises, e.g., the mean delay in
the network. During the network optimisation a tradeoff must be made
between the huge capacity in the fibre with the electro-optic conversion
and electronical processing time at the logical layer.
3.2 Problem Formulation
One can find several formulations of the LTD problem in the literature
and different papers also tend to use slightly different terminologies. In this
work we consider the following LTD problem:
Problem: Logical Topology Design [LTD]
For a given,
– physical network G = (V,E)
– traffic matrix T
find
– a set of lightpaths (TD)
– traffic routing at the logical topology (TR)
– routing and wavelength assignment of the lightpaths (RWA)
that minimises, e.g. the mean packet delay in the network.
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In [LMM00, MNG+01, MGL+02] a slightly different approach is con-
sidered, where the authors assume that the routing policy for the logical
layer is already given (e.g. OSPF,BGP) and thus the TR step becomes triv-
ial:
Problem: Logical Topology Design [LTD2]
For a given,
– physical network G = (V,E)
– traffic matrix T
– multi-hop routing strategy
find
– a set of lightpaths (TD)
– routing and wavelength assignment of the lightpaths (RWA)
that minimises, e.g. the mean packet delay in the network.
The authors also argue that WA step can be neglected as the new trans-
mission equipment is capable of handling a very high numbers of wave-
length channels and if necessary the wavelength continuity constraint can
be relaxed by using wavelength converters in some nodes. Furthermore, in
[MNG+01] the multicast traffic flows are also considered.
3.3 MILP Formulation
In this section we give an MILP formulation for the joint LTD problem
where the objective is to minimise the average number of optical hops a
packet traverses in a WR optical network without wavelength conversion.
The main difference to the most formulations is that in [KS01] and Publi-
cation 2 any number of physical fibres is allowed between each node pair,
as well as, any number of lightpaths between each node pair. Furthermore,
the formulation includes all three subproblems: TD, RWA and TR. The
used notation and variables, following [RS96, DR00, LMM00, BM00b,
KS01, MGL+02, PKG02a, PKG02b], is presented in Table 3.1. With these
definitions the LTD problem can be formulated as follows:
Objective: minimise the average number of hops, i.e.,
min
1∑
(s,d) λ
(sd)
∑
(i,j)
λij , (3.1)
Subject to:
Topology Definition: (logical layer)
(links in)
X
j
bji ≤ ∆(in)max, ∀ i (3.2a)
(links out)
X
j
bij ≤ ∆(out)max , ∀ i (3.2b)
(value range) bij ∈ {0, 1, 2, . . .}, ∀ (i, j) (3.2c)
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Traffic Routing: (logical layer)
(congestion) λij ≤ λmax · bij , ∀ (i, j) (3.2d)
(total flow) λij =
X
(s,d)
λ
(sd)
ij , ∀ (i, j) (3.2e)
(existance) λ(sd)ij ≤ λ(sd)bij , ∀ (i, j), (s, d) (3.2f)
(flow conservation)
X
j
λ
(sd)
ij − λ(sd)ji =
8><
>:
λ(sd), if i = s,
−λ(sd), if i = d,
0, otherwise.
∀ (s, d), i (3.2g)
(value range) λ(sd)ij ≥ 0, ∀ (i, j), (s, d) (3.2h)
Routing and Wavelength Assignment: (optical layer)
(channel assignment)
X
k
c
(k)
ij = bij , ∀ (i, j) (3.2i)
(consistency) c(k)ij (l,m) ≤ c(k)ij , ∀ (i, j), (l,m), k (3.2j)
(distinct channel)
X
ij
c
(k)
ij (l,m) ≤ plm, ∀ (l,m), k (3.2k)
(lightpath continuity)
X
k,m
c
(k)
ij (l,m)− c(k)ij (m, l) =
8><
>:
bij , if l = i,
−bij , if l = j,
0, otherwise.
∀ (i, j), l (3.2l)
(hop constraint)
X
lm
c
(k)
ij (l,m) ≤ hij , ∀ (i, j), k (3.2m)
(value range) c(k)ij ∈ {0, 1}, ∀ (i, j), k (3.2n)
c
(k)
ij (l,m) ∈ {0, 1}, ∀ (i, j), (l, m), k (3.2o)
Note that the formulation allows dividing the logical layer traffic be-
tween a pair of nodes to any number of flows. However, in practice it is
very unlikely that the network operators will allow this but instead use one
(or few) route(s) for all the traffic between each s − d pair. Not allowing
the division, however, makes the traffic routing subproblem even harder to
solve. Therefore, in the LTD problem formulations it is typically allowed
to split each traffic flow to any number of routes.
Alternative Objective Functions
The presented MILP formulation minimises the average number of hops
a packet takes [BM00a], i.e. the average number of times a packet needs
to be processed at the electronical layer before it reaches its destination.
Parameter λmax defines the maximum allowed level of link load. Note that
objective (3.1) is a linear function, as the factor in front of the summation
is a constant for a given traffic matrix.
Alternatively one can minimise the maximum congestion λmax as in
[RS96, LMM00, MGL+02], where the authors have limited themselves to
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constant explanation
pij number of physical fibres i→j, 0 if none.
λ(sd) average traffic load in logical layer from s to d, e.g. pkt/s.
hij physical hops constraint, the number of links a lightpath i→j
can traverse.
∆
(in)
max max. logical in degree, i.e. number of optical receivers.
∆
(out)
max max. logical out degree, i.e. number of optical transmitters.
λmax max. congestion in the logical layer, λmax ≤ max
i,j
λij .
variable explanation
bij number of lightpaths i→j.
c
(k)
ij number of lightpaths i→j using the wavelength channel k.
c
(k)
ij (l,m) number of lightpaths i→j using the wavelength channel k on
link l→m.
λ
(sd)
ij proportion of traffic from s to d routed through lightpath i→j.
λij virtual traffic load in lightpath i→j, consists of fractions λ(sd)ij .
Table 3.1: Notation.
the case of a single fibre per link and at most one lightpath between any
node pair. With these restrictions the (almost) identical formulation turns
out to be an MILP problem. These restrictions are dropped in formulation
presented in [KS01].
Also in [PKG02a, PKG02b, KPG02] the authors have proposed to pri-
marily minimise the maximum congestion λmax. As this objective func-
tion typically leaves a plenty of freedom on how to deal with non-congested
links/lightpaths the authors propose to minimise the average packet hop dis-
tance as a secondary objective once the minimal λmax has been obtained.
The problem that the presented MILP formulation allows the traffic to bi-
furcate onto numerous lightpaths in arbitrary proportions is also addressed
in [PKG02a].
Furthermore, in the designing phase one could ask howmany electron-
ical interfaces are needed to support a given traffic matrix, i.e. the number
of electronical interfaces could be the objective function to be minimised.
Taking one step further would allow one to install new fibres between the
nodes leading to physical topology design problem.
Other Versions of the LTD Problem
In [LA91, RS96] the authors consider a version of the problem where the
number of transmitters and receivers that must be used is fixed. Conse-
quently, the total number of lightpaths to be established is fixed as well.
That is, Eqs. (3.2a) and (3.2b) have equality,
(links in)
∑
j
bji = ∆(in)max, ∀ i (3.3)
(links out)
∑
j
bij = ∆(out)max , ∀ i (3.4)
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In a general case, the number of transmitters and receivers can vary be-
tween the nodes. This corresponds to the case when the number of trans-
mitters and receivers limit the optimal solution.
3.4 Approximate Solutions for the LTD Problem
Decomposition of LTD
The MILP formulation presented is generally intractable and one must try
other approaches to tackle the problem. A straightforward approach is to
solve the joint LTD problem in parts. A commonly used approach is to
decompose the problem into the following subproblems (see Fig. 3.1):
i) Topology Definition (TD), i.e. Eqs. (3.2a)-(3.2c).
ii) Traffic routing (TR), i.e. Eqs. (3.2d)-(3.2h).
iii) Lightpath RWA, i.e. Eqs. (3.2i)-(3.2o).
Fixing the logical topology (LT), i.e. fixing the lightpaths, is in a way the
hardest step to take as one does not know the final value of the objective
function until the other subproblems, traffic routing and lightpath estab-
lishment, are solved. Nonetheless, one is supposed to decide on the logical
topology before these later steps are taken based on the available informa-
tion. For the logical topology we have two requirements. Firstly, the logical
topology must be realisable, that is one must be able to solve the resulting
RWA problem without violating the physical constraints (e.g. not exceed-
ing the number of wavelengths available). Secondly, the resulting logical
topology should allow an efficient routing at logical layer (e.g. IP layer).
Basically, one can first fix some LT and then try to find a feasible RWA
and TR for it. This can be repeated iteratively; the LT can be modified
based on the current set of lightpaths and then steps ii) and iii) can be
repeated again (see, e.g. [PKG02b]).
An often used approach is to assume that the maximum logical in/out
degrees limit the number of lightpaths (Eqs. (3.2a) and (3.2b)) and, conse-
quently, the resulting RWA problem can be easily solved. Thus, one com-
putes a solution to the TD and TR problems and neglects the constraints set
by the RWA problem. For example, in [RS96, PKG02a, PKG02b, KPG02]
the authors propose decomposition of the joint LTD problem into the three
subproblems which can solved separately in sequence and present anMILP
formulation for the joint TD and TR problem.1
On the other hand, in LTD approaches based onmaximisation of single-
hop traffic the traffic routing step (TR) is neglected and the algorithms typ-
ically compute TD and RWA. The single-hop approximation is discussed
in more detail in the next section.
Single-Hop Approximation
Single-hop traffic corresponds to traffic flows that reach their final destina-
tion in one logical hop, i.e. there is a direct lightpath from the source node
to the destination node.
1In [PKG02a, PKG02b] authors refers to joint TD and TR problem as “LTD” problem.
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In [LA91] and later, e.g., [ZA95, RS96, BYC97, BM00b], the authors
have proposed maximisation of the single-hop traffic as an alternative ob-
jective function. This simplifies the joint problem considerably by allowing
one to neglect the traffic routing at the logical layer when deciding on the
set of lightpaths. In [ZA95] the single-hop traffic maximisation problem is
referred to as the CP problem2:
Problem: Single-Hop Maximisation [CP]
For a given,
– physical network G = (V,E)
– traffic matrix T
find
– a set of lightpaths (TD)
– routing and wavelength assignment of the lightpaths (RWA)
that maximise the total volume of packet traffic reaching its destina-
tion using a single lightpath.
In [ZA95] also a simple greedy heuristic algorithm, called CP1, to solve
the single-hop maximisation problem is presented. The algorithm creates
one lightpath at a time between such nodes where the volume of traffic on
single-hop increases the most.
In Publication 2, we propose two alternative greedy heuristics. The first
heuristic algorithm, iterative CP1, is a combination of CP1 and any static
RWA algorithm. The static RWA algorithm is used to “pack” the current
lightpaths more efficiently when needed in order to allow CP1 to establish
additional lightpaths in the network. The second heuristic algorithm, de-
noted with CP1e, is similar to CP1 but uses a novel dynamic order in which
it sets up the lightpaths. Both proposed algorithms are shown to be superior
to CP1.
Multihop Traffic and Other Related Approaches
If the solution to LTD problem is based on single-hop traffic maximisation
and the proportion of multihop traffic is considerable, the result may be far
from optimal. In [BM00b, LMM00] the authors have proposed heuristic
algorithms which also take into account the multihop traffic. The short-
coming of these algorithms is that they allow only a single lightpath to be
established between any s− d pair.
Furthermore, in [RS96] an algorithm called TILDA is proposed which
creates a logical topology without any a priori knowledge of the actual traffic
matrix. Instead it is assumed that the traffic matrix exhibits a high level
of locality and thus the algorithm starts by creating a lightpath from each
node to all neighbouring nodes. After that the algorithm tries to establish
lightpaths to nodes which are two hops away etc.
Alternatively one can relax the MILP formulation. In [RS96, LMM00,
KS01] it is proposed that one first solves a relaxed LP problem and then
rounds the solution variables to the nearest integers according to some
2CP is assumed to refer to “connectivity problem”, as in [LA91].
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procedure. The resulting algorithm is referred to as a rounding heuristic,
LPLDA, or LPLTDA, depending on context.
Summary of Solutions to LTD Problems
In summary, the proposed solutions to LTD problem can be categorised as
follows:
• MILP formulations: A complete formulation of the whole prob-
lem as an MILP problem [RS96, DR00, LMM00, BM00b, KS01,
MGL+02, PKG02a, PKG02b]. The most formulationsmake assump-
tions which lead to somewhat easier problems, while in [KS01] an ex-
act formulation taking into account multiple fibres and logical links
as well as RWA is presented. Generally MILP formulations, however,
lead to intractable problems.
• Relaxed MILP formulation: The integer constraints on bij , c(k)ij and
c
(k)
ij (l,m) are relaxed and the problem is first solved as a normal LP-
problem and then the solutions variables are rounded using some
procedure to integer values [RS96, KS01].
• Neglecting RWA: Assuming that the logical degrees are the real con-
straint and one can neglect RWA constraints (3.2i)-(3.2o) first and
then later find a feasible set of routes and wavelength assignment
[RS96, LMM00, MGL+02] (and also [LA91]). This is a valid ap-
proach when the resulting static RWA problems can be solved.
• Single-hop formulation: Consider first only the amount of single-
hop traffic and solve the traffic routing problem [ZA95, RS96, BYC97,
BM00b]. In MILP formulation, this means that TR subproblem and
the objective function are replaced by a simpler set of linear equa-
tions.
• Multihop heuristics: Multihop heuristic algorithms try to set up
such lightpaths that the multihop traffic also benefits from [BM00b,
LMM00].
3.5 Maximisation of Single-Hop Traffic
One possibility to simplify the MILP formulation is to consider only the
total volume of the traffic carried with one optical hop as proposed in
[LA91, ZA95]. That is, we assume that one is only interested in the traffic
which reaches its destination without electronical processing at the inter-
mediate nodes. Then we do not have to determine the routes at the logical
layer, which simplifies the problem considerably. In this case, the con-
straints (3.2d)-(3.2h) defining the traffic routing (TR) can be replaced with,
(single-hop traffic) λone =
∑
(s,d)
λ(sd) · bsd. (3.5)
As a new objective we try to maximise the single-hop traffic, i.e.
maxλone,
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which is clearly a linear function. Note that this formulation leaves the
traffic routing (TR) at the logical layer open, but fixes the logical topol-
ogy (LT) and routing and wavelength assignment (RWA). Thus, solving the
“single-hop maximisation” problem gives a logical topology for which one
must solve, exactly or approximately, the traffic routing problem.
This approach of decomposing the joint problem was first proposed in
[ZA95], where the MILP formulation assumed a fixed set of paths consist-
ing of (one of) the shortest paths for each node pair. The authors named
the problem as the CP problem. When the set of lightpaths is determined
in order to maximise the total volume of single-hop traffic one can use the
following principle:
Principle 1 (Set up fully used direct lightpaths first)
Let tsd be the traffic flow s → d and let t′sd denote the traffic which requires
exclusively the total bandwidth of one lightpath, i.e.,3
t′sd = tsd .
It is clearly advantageous to route the traffic corresponding to the t′sd di-
rectly to its destination if possible. This can be seen as a traditional static
RWA problem, where the objective is to minimise the number of used wave-
lengths. These lightpaths are already fully used and thus can be neglected
when routing the remaining traffic in the logical layer.
Thus, the solution of the RWA problem can be used as a starting point
for any heuristics. The remaining problem is to determine how to route the
(residual) traffic matrix,
t
(r)
sd = tsd − tsd ,
where each component is less than one. Typically the small traffic flows are
combined at some node (traffic grooming) and routed further together.
As was mentioned earlier, the maximisation of the single-hop traffic in
context of WR optical networks was initially proposed by Zhang et al. in
[ZA95]. First the authors formulated the problem as an MILP problem
with some additional restrictions (e.g. the routes were fixed beforehand),
which was named as the CP problem. Even though the CP problem is con-
siderably easier to solve than the whole joint problem, the formulation can
still lead to an intractable problem when the number of the network nodes
is large. Thus, the authors in [ZA95] also suggested an approach where
lightpaths are established on one wavelength layer at a time. The problem
of maximising single-hop traffic at one wavelength layer was named as CP1
and it is, by definition, equivalent to CP with one wavelength layer. Once
no new lightpath can be set up to the current wavelength layer the traf-
fic matrix is updated by subtracting the traffic carried at the current layer.
Then the same steps can be taken for the next layer, if available.
CP1 Heuristics
The authors of [ZA95] also suggested a heuristic algorithm to solve the
CP1 problem, i.e. a greedy heuristic algorithm which assigns lightpaths at
3or tsd + δ, where δ is some small constant.
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Algorithm 5 Heuristic Algorithm for CP1 [ZA95]
1: letN be the set of network nodes
2: set tsd ← λ(sd) {the initial traffic intensity s → d}
3: X ← (one of) the shortest path p for each node pair (sd) ∈ N ×N
4: set W ← 0
5: while W < Wmax do
6: set W ← W + 1
7: sort X in the descending order of traffic intensity tsd
8: for each p ∈ X do
9: if path p is free at layer W then
10: assign a lightpath to path p at layer W
11: tsd ← max{0, tsd − C} {remaining traffic}
12: end if
13: end for
14: end while
the current wavelength layer in the order defined by the (residual) traffic
matrix.
Note that this order agrees with Principle 1, namely the greedy algo-
rithm sets up first such lightpaths s → d which will be used solely by
the single-hop traffic s → d. Once no more lightpaths can be estab-
lished to the current layer the traffic matrix is updated and the algorithm
moves to the next layer. This is repeated until the last available wave-
length layer is reached. Formally the heuristic algorithm is described in
Algorithm 5. Note that the Algorithm 5, as presented in [ZA95], assumes
∆(in)max = ∆
(out)
max = ∞, but it is straightforward to extend the algorithm to
the case of finite ∆(in)max and ∆
(out)
max .
Heuristic LTD Algorithm HLDA
In [RS96], another heuristic LTD algorithm called HLDA is proposed with
the aim of maximising the amount of single-hop traffic. Instead of creating
lightpaths to one wavelength layer at a time, at each step HLDA assigns
the lightpath the lowest available wavelength, if any. Furthermore, in its
original form, it uses a heuristic rule to decrease the “remaining traffic” by
amount of the next highest traffic intensity. One could as well decrease
the amount of remaining traffic by the capacity of one wavelength channel,
similarly as CP1 does. The last step, which uses the remaining resources,
can be performed with other algorithms as well.
Iterative CP1
In Publication 2, we propose an iterative approach to improve the solutions
obtained by CP1 algorithm. In particular, the CP1 heuristics can be im-
proved by using a static RWA algorithm to “pack” the current LT when the
CP1 algorithm is no longer able to set up more lightpaths. Several good
and fast algorithms for the static RWA problem are presented in Chapter 2.
If the used static RWA algorithm manages to find more “space”, then the
CP1 heuristic can continue and establish additional lightpaths. This can
be repeated until no new lightpath can be established in the network.
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Algorithm 6 Heuristic LTD algorithm HLDA [RS96]
1: letN be the set of network nodes and λ(sd) the traffic intensities s → d
2: set tsd ← λ(sd) {the residual traffic intensities s → d}
3: set δsO = ∆
(out)
max and δdI = ∆
(in)
max for all s,d
4: loop
5: find (s, d) = arg max
sd
tsd
6: if tsd = 0 then
7: break
8: end if
9: if δsO = 0 and δdI = 0 then
10: find the lowest available wavelength on the shortest (propagation-delay)
path between s and d (scan paths sequentially if several)
11: if wavelength available then
12: establish lightpath s → d
13: find the next highest traffic intensity, (s′d′) = arg max
s′d′ =sd
ts′d′ ,
14: set tsd = tsd − ts′d′
15: set δsO = δsO − 1 and δdI = δdI − 1
16: else
17: set tsd = 0
18: end if
19: else
20: set tsd = 0
21: end if
22: end loop
23: establish as many lightpaths as possible at random
The idea is simple and is formally presented in Algorithm 7. It is clear,
that as the iterative version only sets up additional lightpaths to the solu-
tion(s) of the basic CP1, the amount of single-hop traffic will never be less
than what CP1 alone would manage to set up. Note that, as the RWA al-
gorithm only creates lightpaths between the given set of s − d pairs, the
solution will never violate the logical degree constraints as long as the orig-
inal solution is feasible.
Enhanced CP1
In addition, in Publication 2 we propose an enhanced version of the CP1
algorithm which is presented in Algorithm 8. The main difference is that
CP1e uses k shortest paths instead of one. Also the order in which light-
Algorithm 7 Iterative CP1
1: determine a set of lightpaths using CP1
2: repeat
3: re-establish the current LT using, e.g., the static RWA Algorithm 3 (“pack”)
4: if more than W wavelength layers is used then
5: return the previous set of established lightpaths
6: end if
7: continue with CP1
8: until no new lightpaths can be established
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Algorithm 8 Enhanced CP1
1: X ← k shortest routes for each s− d pair
2: let tij be the (residual) traffic from i to j
3: let z(p) = (∆(p), −min{1, ta0a(p)}, −(p), a0, . . . , a(p), 0, . . .)
4: W ← 1
5: while W ≤ Wmax do
6: X ′ ← X
7: repeat
8: take path p ∈ X ′ with the smallest z(p) (c.f. Def. 2.2)
9: if path p is free at layer W then
10: set up a lightpath p at layer W
11: update: tij ← max{0, tij − 1}, where i = a0 and j = a(p)
12: end if
13: until X ′ is empty
14: W ← W + 1
15: X = {p ∈ X : ta1a(p) > 0}
16: end while
paths are established is slightly different and resembles closely the ideas
behind the layered RWA Algorithm 3.
In particular, we sort the path candidates using the lexicographic order
according to Def. 2.2 by defining a unique number sequence for each path
p = (a0, a1, . . . , a(p)) as follows:
S(p) = (∆(p), −min{1, ta0a(p)}, −(p), a0, . . . , a(p), 0, . . .),
where ∆(p) is the number of additional hops the path p uses when com-
pared to the shortest path in the sense of number of hops, tij is the residual
traffic from i to j, (p) is the length of path p (in hops), and the ai are
the node numbers along the path. Note that the term corresponding to the
residual traffic matrix is modified to be min{1, tij} to reflect the fact that
one wavelength can carry at most one unit of traffic (i.e. it does not matter
which connection is established as long as the lightpath channel is fully
utilised). The order of two different paths p1 and p2 is clearly well-defined
by using the lexicographic order for sequences S(p1) and S(p2).
The fact that Algorithm 8 sets up the longer paths (which need more re-
sources) first instead of shorter paths may lead to worse overall results when
the problem itself is ill-posed in that the available resources are inadequate
with regard to the traffic demand. Otherwise, setting up the longer light-
paths first seems to be a good strategy as they are clearly harder to set up
than the shorter lightpaths at later steps of the algorithm.
Note that for each layer the order is dynamical which is not the case
for the CP1 algorithm. Furthermore, as the order of the paths resembles
closely the order used in the layered RWA Algorithm 3 the iterative version
using Algorithm 3 to reconfigure the current LT is unlikely to give any
improvement. However, using a more sophisticated RWA algorithm may
turn out to be successful.
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Connectivity
When blindly maximising the single-hop traffic, the solution does not nec-
essarily result in a connected logical topology. The following approaches
have been suggested in the literature to guarantee a connected logical
topology:
i) In [ZA95] it is proposed that before filling the last wavelength layer
one makes sure that the graph is connected by adding necessary light-
paths. Then the algorithm proceeds normally and fills the last wave-
length layer normally.
ii) In [RS96] and [BM00a] it is proposed that if the (maximum) logical
degree is greater than the physical degree then one initially sets up
a lightpath to each physical link before establishing any other light-
paths. This clearly ensures a fully connected logical topology. If the
traffic is highly localised this should not hinder the solution much.
Note that if the heuristic algorithm solving LT includes RWA, as is
the case with, e.g. [RS96], one should not assign a wavelength for
these short lightpaths yet but instead just reserve one channel, and
fix the wavelength when the number of free channels in the corre-
sponding link decreases to one.
3.6 Summaries
Summary of Publication 2
The topic of this publication is logical topology design (LTD) problems,
where the emphasis is on studying alternative greedy heuristic algorithms
in order to maximise the single-hop traffic. The MILP formulation of LTD
leads to computationally intractable problems for any network of reason-
able size and leaves approximate and heuristic approaches as the only pos-
sible practical solution. Maximisation of the single-hop traffic resembles
closely the objectives set by the logical topology design problem and seems
to be a good alternative design objective.
In [ZA95] a simple and robust algorithm, CP1, was presented for the
maximisation of the single-hop traffic. In Publication 2, the present au-
thor proposes two improved versions of the CP1 algorithm: CP1i (iterative)
and CP1e (enhanced). The iterative version combines CP1 with any static
RWA algorithm, while CP1e incorporates new heuristic rules which im-
prove the performance of the algorithm when compared to the basic CP1.
By means of numerical simulations both versions are shown to improve the
performance of CP1.
Author’s Contribution to Publication 2
Publication 2 is the sole work of the present author.
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4 DYNAMIC ROUTING AND WAVELENGTH ASSIGNMENT PROBLEM
4.1 Introduction
In this chapter, it is assumed that traffic is not static but that the light-
path requests arrive randomly according to some traffic process. Hence, the
routing and wavelength assignment constitutes a typical stochastic decision-
making problem. When a certain event occurs, one has to decide on some
action. In our case, the set of possible actions is finite: either reject the
call or accept it and assign a feasible combination of route and wavelength
(RW) to it. A feasible RW combination is such that along the route from
the source to destination the wavelength is not already in use on any of
the links. If no feasible RW combination exists, the call is unconditionally
rejected. Furthermore, the accepted connections cannot be interrupted.
In general, one is interested in the optimal policy which maximises or
minimises the expectation (infinite time horizon) of a given objective func-
tion. Here we assume that the objective is defined in terms of maximising
or minimising some revenue or cost function. The cost may represent e.g.
the loss of revenue due to blocked calls, where different revenue may be
associated to each type of call.
The schemes considered under dynamic traffic can be divided into two
cases: reconfigurable and non-reconfigurable. If it is possible to reconfig-
ure the whole network when blocking would occur, the blocking probabil-
ity can be considerably reduced. Such an operation, however, interrupts
all (or at least many) active lightpaths and requires a lot of coordination
between all the nodes. Thus, the reconfiguration seems infeasible in large
networks. In any case, the reconfiguration algorithm should try to minimise
the number of reconfigured lightpaths in order to minimise the amount of
interruptions in the service [MM99].
The other case occurs when active lightpaths may not be reconfigured.
In this case, it is important to decide which route and wavelength are as-
signed to an arriving connection request in order to balance the load and
minimise the future congestion in the network.
As in the previous chapter, we consider wavelength-routed networks
(WRN) where the network nodes are assumed to be WSXC’s, hence with-
out any capability to do wavelength conversions. Furthermore it is assumed
that reconfiguration of network is not allowed, i.e. once a request has been
accepted and a lightpath set up we are not allowed to tear it down before-
hand.
Many reasonably well working heuristic policies have been proposed
in the literature, such as the first-fit wavelength and most-used wavelength
policies combined with shortest path routing or near shortest path routing,
see e.g. in [KA98, MA98, RS95], while in [SB97] a wavelength assignment
algorithm for a fixed routing is presented. Furthermore in [BH96, SB99,
RRP99, ZRP98a, ZRP98b, Bir96, SB97] several approximate methods are
proposed for estimating the blocking probability with a fixed routing. Some
of the heuristic algorithms are described in Section 4.3. Common to all
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these heuristic policies is that they are rather simple. The choice of the ac-
tion to be taken at each decision epoch can usually be described in simple
terms and does not require much computation. These algorithms, how-
ever, do not take into account the traffic characteristics, such as unequal
costs of different requests or inhomogeneous arrival rates.
4.2 Problem Formulation
Formally, the dynamic RWA problem can be stated as follows:
Problem: Dynamic Routing and Wavelength Assignment [D-RWA]
For a given,
– physical network G = (V,E), where each link has certain num-
ber of bidirectional fibres (i.e. fibre pairs), and
– lightpath requests pattern (either unidirectional or bidirectional
connections)
where active connections yield revenue, (or alternatively the blocked
connection requests generate costs)
find dynamical control for the network such that the expected rev-
enues are maximised (or alternatively the costs are minimised).
Connection requests between a given source-destination pair with a cer-
tain revenue per a carried call constitute a traffic class, which is indexed by
k, k ∈ K, where K is the set of all traffic classes. In the basic form of the
problem all traffic classes have the same unit revenue per a carried call and
one can as well try to minimise the mean blocking probability, but in a
general case the revenues may be different and correspond to, e.g. different
levels of QoS or other similar factors.
When the arrival process of class-k calls is a Poisson process with inten-
sity λk, the holding times of those calls are distributed exponentially with
mean 1/µk, and the revenue rate per active class-k connection is wk , the
system constitutes a Markov Process and the problem of determining the
optimal policy belongs to the class of Markov Decision Processes (MDP)
described, e.g. in [Tij94] and [Dzi97]. Section 4.4 contains a brief intro-
duction to the MDP theory.
A policy, usually denoted with α, defines for each possible state of the
system and for each traffic class k of an arriving call which of the possi-
ble actions is taken. Unless there are not enough resources available and
the request is blocked, the RWA algorithm typically sets up a lightpath in
the network, i.e. the algorithm unconditionally accepts requests whenever
possible. This is, however, not always the optimal policy.
In this thesis, the dynamic routing and wavelength assignment problem
(D-RWA) is studied mainly in the setting of Markov Decision Processes
(MDP). The application of MDP theory in the context of routing prob-
lems is not new. For example, Krishnan and others have applied the MDP
theory with traditional circuit switched networks [Kri90, ZAA+97, Rum00,
Ahl00]. The same problem arises in the context of WDM networks as with
traditional circuit switched networks, i.e. the astronomical size of the state
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space makes it impossible to solve the optimal policy in most cases. Hence,
more or less heuristic algorithms are the only option in practice.
Within MDP framework the optimal policy can be obtained using so-
called policy iteration, where, as the name says, one tries to find the optimal
policy by starting from some policy and iteratively improving it (see e.g.
[Tij94, Dzi97]). The policy iteration is known to converge rather quickly
to the optimal policy. Even the first iteration often yields a policy which
is rather close to the optimal one. In practice, it is seldom possible to go
beyond the first iteration. Also in this work, we will restrict ourselves to
the first policy iteration. In order to avoid dealing with the huge size of
the state space in calculating the relative state costs needed in the policy
improvement step, in Publications 3 and 4 we suggest to estimate these
costs on the fly by simulations for the limited set of states that are relevant
at any given decision epoch. Informally the first policy iteration proceeds
as follows. Upon a lightpath request arrival we make a decision analysis for
a small number of alternative actions. Alternative actions are evaluated by
a set of numerical simulations for a finite time interval T after making the
initial action. During the simulation the consecutive decisions are made
according to an arbitrary heuristic policy. The same set of simulations is
run for each action and from the simulations we obtain estimates for future
costs which corresponds to so-called relative value of state. Then, based on
the simulation results, the most promising action is chosen.
The main concern with the first policy iteration is its computational
complexity. This can be alleviated to some degree by using so-called im-
portance sampling (IS) technique. The crucial step in IS in general is to
find an even nearby optimal twisting for sample probabilities. In Publi-
cations 5 and 6, we propose an adaptive importance sampling (AIS) algo-
rithm, which, as the name suggests, adaptively adjusts the chosen twisting
parameters towards the global optimum.
4.3 Heuristic Algorithms
Several quick heuristic algorithms for the dynamic RWA problem have
been proposed in the literature. Here we briefly present some of them.
The first set of algorithms assumes that a fixed set of possible routes for
each connection is given in advance. Some papers refer to this as an alter-
nate routing strategy. In practice, the set of routes usually consists of the
shortest or nearly shortest paths. These algorithms are greedy and accept
the first feasible RW pair they find (first-fit).
• The basic (or FF-RW) algorithm goes through all the routes in a fixed
order and for each route tries all the wavelengths in a fixed order. The
routes are sorted in the shortest route first order. The new connection
is routed on the first path on which a wavelength channel is available.
Among the available wavelength channels the first feasible channel
is selected (see e.g. [KA96, RS95]).
• The porder (or FF-WR) algorithm is similar to basic-algorithm, but it
goes through all the wavelengths in a fixed order and for each wave-
length tries all the routes in a fixed order.
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• The pcolour (or FF-W+R) algorithm works like porder, but wave-
lengths are searched in the order of their current usage instead of a
fixed order, so that the most used wavelength is tried first.
• The lpcolour (or FF-W+R+) algorithm is the “smartest” algorithm
in this set. It packs colours, but the primary target is to minimise the
number of used links. The algorithm first tries the most used wave-
length with all the shortest routes, then the next often used wave-
length and so on. If no wavelength works, the set of routes is ex-
panded to include routes having one link more and wavelengths are
tried again in the same order.
The above set of heuristic algorithms in slightly different forms are pre-
sented, e.g. in [SB97, MA98, KA98].
Another set of heuristic algorithms, referred to as adaptive unconstrained
routing (AUR) algorithms, are described in [MA98]. These algorithms
search a route based on the current state of the network (dynamic routing)
instead of relying on a fixed set of routes, and are thus a little bit slower.
• The aurpack is similar to pcolour, but without the limitations of a
fixed set of routes, i.e. routes of any length are acceptable.
• The aurexhaustive finds a shortest route for each wavelength (if possi-
ble) and chooses the shortest RW pair among them, i.e. it is identical
to lpcolour except that the set of routes is not fixed.
Thus, AUR-algorithms will search for a free route dynamically based on
the current state of the network. There is no need to store possible routes
(which without any limitations can form a very large set) in advance. Other
heuristics are also given in [MA98], e.g. random (tries wavelengths in ran-
dom order) and spread (tries least used wavelength first), but they were
reported to work worse than the ones described above.
4.4 Markov Decision Processes
The theory of Markov decision processes (MDP) is fundamental to the
analysis of many stochastic systems. It deals with stochastic systems where
decisions are made and the aim is to find an optimal strategy in some
sense. In this section a brief introduction to the MDP theory with main
results is given. A more thorough treatment can be found for example in
[Ros70, Tij94, Dzi97].
Markov Chain
Stochastic processes with a discrete state space can generally be classified
into two categories, namely discrete time and continuous time processes
[Law95, Coo81, Saa61]. Assume that the set of states where the system can
be is finite or at least countable. A discrete time Markov process (or Markov
chain) is a stochastic process whose state at time t + 1 only depends on its
current state at time t. This memoryless property is fundamental to Markov
processes. Formally, let Xt denote the state of the process at time t. Process
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Xt is a Markov chain if
P{Xt+1 = x|Xt = xt, Xt−1 = xt−1, . . .} = P{Xt+1 = x|Xt = xt}.
The Markov chain is defined by the initial state distribution π(0) and the
transition probability matrix P,
P =


p1,1 p1,2 . . .
p2,1 p2,2 . . .
...
...
. . .

 ,
where pi,j is the probability that the system being in state i moves to the
state j in the next step. Note that the row sums
∑
j pi,j are equal to one.
The steady state probability distribution, denoted by a row vector π,
satisfies the following equation,
π = πP,
which together with the normalisation requirement,
∑
i πi = 1, defines
the steady state distribution of the system.
Markov Process
The continuous time Markov process is defined similarly as Markov chains.
Let p(j, t; i, s) be the conditional probability that the system will be in state
j at time t if it was in state i at time s. Then the system is said to be a
Markov process if the Chapman-Kolmogorov equations hold:
p(j, t; i, s) =
∑
k
p(j, t; k, u) p(k, u; i, s),
where s < u < y, i, j ∈ S and S is the set of possible states. A similar
memoryless condition holds also for the continuous time Markov process,
i.e. the future of the system depends only on the current state.
The infinitesimal generator or transition rate matrixQ of the process,
Q =


q1,1 q1,2 . . .
q2,1 q2,2 . . .
...
...
. . .

 ,
where qi,i = −qi = −
∑
j =i qi,j defines the transition probabilities per
time unit. The state probability distribution satisfies the differential equa-
tion
d
dt
π(t) = π(t)Q,
where π(t) defines the probability distribution at time t. The steady state
distribution π of Markov process defined by matrixQ can obtained from
πQ = 0,
augmented with the normalisation condition. The sojourn times in each
state i are exponentially distributed with mean
τi = 1/
∑
j =i
qi,j .
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Poisson Process
The Poisson process is probably the most used traffic (arrival) model in data
communications as well as in many other areas. The Poisson process is a
pure birth process with Markovian property. In this context we talk about
arrivals. Briefly, the probability of an arrival during a small time interval of
∆t is proportional to the length of time interval and the arrivals in different
time intervals are independent, i.e.
P{one arrival during ∆t} = λ ·∆t + o(∆t), (4.1)
where constant λ is called arrival rate. From (4.1) it follows that the inter
arrival times are exponentially distributed with parameter λ. This can also
be expressed by saying that during a fixed length time interval t the number
of arrivals Nt obeys Poisson distribution with parameter λt,
P{i arrivals during time t} = P{Nt = i} = (λt)
i
i!
e−λt.
Markov Decision Processes
AMarkov decision process (MDP) in discrete time is a stochastic process on
which a user has some control, i.e. the user can make decisions at certain
time steps of the process. Typically, it is assumed that the decision is made
after each transition. The chosen decision affects the transition probabilities
from the current state and furthermore may incur an immediate cost (or
revenue) associated with the decision [Ros70, Tij94, Dzi97]. Formally,
1. After a transition to state i a decision a ∈ A is made
2. Each decision,
• generates an immediate cost C(i, a), and
• defines the transition probabilities pij(a).
Typically it is also assumed that the immediate costs are bounded,C(i, a) <
M, ∀ i, a. Due to the memoryless property the actions taken in some state
i can also be assumed to be time independent, i.e. at a given state the same
decision is always made. Decisions in each possible state together form a
(stationary) policy α,
α = {ai}i∈S .
Once a policy α is fixed, the resulting stochastic process is a Markov process
(or Markov chain) Xt with some mean cost (or revenue) rate ri in each
state i. The problem is to find the optimal policy α which minimises the
expected cost rate r, (or maximises the revenue rate)
r =
∑
i
πi · ri.
Note that in practice the costs originate, e.g. from the blocked calls and in
such a case the immediate cost for decision a in state i corresponds to the
expected number of blocked calls before the system moves to another state.
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Semi-Markov Decision Processes
A more general framework for decision processes is known as semi-Markov
decision processes (SMDP) [Ros70, Tij94, Dzi97]. In SMDP, the dura-
tions between the transitions are no longer fixed but obey some probability
distribution. Formally, [Ros70]
1. A process starts at time t = 0 at some state i = 0, 1, 2, . . . and some
action a is chosen
2. The next state of the process is chosen according to the transition
probabilities pij(a)
3. Conditional on the event that the next state is j, the time until the
transition i → j occurs is a random variable with probability distri-
bution Fij(· |a).
4. After the transition, steps 2 and 3 are repeated indefinitely.
Similarly, the cost model is extended appropriately, i.e. action a in state
i incurs an immediate cost C(i, a) and, in addition, a cost rate c(i, a) until
the next transition.
Note that when distributions Fij(· |a) are exponential distributions, the
resulting system with a fixed policy α is a continuous time Markov process.
Howard’s Equations
Howard’s equations provide a systematic procedure to obtain the average
revenue of aMarkov chain or process (i.e. a policyα has been fixed) without
first solving the steady state probability distribution.
The relative value, or the relative cost, of state i, denoted with vi, is the
difference in the expected costs between a process that starts from state i
and another process that starts from the equilibrium. Formally,
vi =
∞∑
t=0
(E [rXt |X0 = i]− r)
=
∞∑
t=0

 n∑
j=1
P{Xt = j|X0 = i}rj − r


=
∞∑
t=0
n∑
j=1
(P{Xt = j|X0 = i} − πj) rj ,
which can be assumed to be finite, as
E [rXt |X0 = i] t→∞→ r ∀ i.
The difference in costs between the two processes is essentially collected
during a transition phase, when the system tends towards the equilibrium
from the initial state i.
The discrete time Howard’s equation for state i is
vi(α) = ri(α)− r(α) +
∑
j
pij(α) · vj(α). (4.2)
59
The formula can be explained in the following way. In the current state,
before the departure, the immediate relative value is ri − r. After that the
system moves to state j with probability of pij and from that point onwards
the incurred relative values are vj (due to the lack of memory property).
Taking the sum over j includes all the possible cases. Formally,
vi =
∞∑
t=0
(E [rXt |X0 = i]− r)
= ri − r +
∞∑
t=1
(E [rXt |X0 = i]− r)
= ri − r +
∞∑
t=1



∑
j
pijE [rXt |X1 = j]

− r


= ri − r +
∑
j
pij
∞∑
t=1
(E [rXt |X1 = j]− r)
= ri − r +
∑
j
pijvj .
Hence, there areN linear equations andN+1 unknown variables. Any
of the relative values vi can be fixed to be 0 (or any other finite value). If a
constant C is added to each relative value, they still satisfy equation (4.2).
Hence, a constant offset in relative costs {vi} has no effect on r. Once one
of the relative values is fixed, we are left with N unknown variables so that
the interesting quantity, the average relative cost r, can be obtained.
Continuous Time Howard’s Equations
Howard’s equations can also be used with continuous time processes. De-
note the relative costs again with vi, i.e.
vi = lim
T→∞
∫ T
0
(E [rXt |X0 = i]− r) dt,
where r is the average cost rate in the long run and E [rXt |X0 = i] is the
expected cost rate at time t when the process starts initially from state i (see
Fig. 4.1). We can assume that the above limit exists and is finite for each i.
We proceed by considering the embedded Markov chain (so-called jump
chain). The transition probabilities of the embedded Markov chain are
pij =
{ qij
qi
, when i = j,
0, when i = j.
Assume that while the system is in state i the rate at which costs are incurred
is ri. Then the equivalent immediate relative value of state i in embedded
Markov chain is
ri − r
qi
.
Substituting these into (4.2), gives
vi =
ri − r
qi
+
∑
j =i
qij
qi
vj .
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Figure 4.1: Illustration of relative costs vi of a continuous time MDP.
Recalling that qi =
∑
j =i qij , we get the continuous time Howard’s equa-
tions:
ri − r +
∑
j =i
qij(vj − vi) = 0, ∀ i (4.3)
Since qii = −
∑
j =i qij , the Howard’s equations can be expressed as
ri − r +
∑
j
qijvj = 0, ∀ i (4.4)
As in the discrete time case, one of the relative cost vi can be arbitrarily
fixed, after which the rest of the relative costs and the average cost rate r
can be solved.
Equation (4.4) can be explained in the following way. The difference in
income rates in the current state equals to ri − r, and the summation gives
the transition rates to other states weighted with the appropriate relative
values.
As one of the relative values can be given an arbitrary value, we can set
v0(α) = 0. Then the set of linear equations can be written in the familiar
form, 

1 −q1,2 −q1,3 . . . −q1,n
1 −q2,2 −q2,3 . . . −q2,n
...
. . .
...
1 −qn,2 −qn,3 . . . −qn,n

 ·


r
v2
...
vn

 =


r1
r2
...
rn

 ,
which is an equation of the form Ax = b, where x is an unknown vector.
It has the formal solution
x = A−1b,
but the inverse of a huge matrix is difficult to compute. If n× n matrix A
is sparse and of moderate size then the computation is feasible.
Policy Iteration
Next a systematic procedure to obtain the optimal policy iteratively is pre-
sented. The procedure starts from an arbitrary initial policy α and in each
round a new better policy is obtained by using the so-called policy im-
provement step [Dzi97, Tij94]. Recall that the relative values vi represent
61
rate
cost
time
time
rate
cost
i
r
r
j1
j2
Figure 4.2: The two possible decisions depicted. After the decision is made
(and paid the immediate cost) the future (relative) costs, assuming policy
α, are given by vj1 and vj2 accordingly.
the difference in the expected future costs for the system starting from cer-
tain state i rather than from the equilibrium. The decisions the user makes
define the policy.
Consider that the alternative policy α′ is used until the next transition
occurs. In particular, define the new policy so that the action to be taken
in state i is
a(i) = argmin
α′

ri(α′) +
∑
j
qij(α′) · vj(α)

 , ∀ i. (4.5)
By taking argmin over all the possible “temporary” policies α′, we get a
new policy which is never worse than the current policy. This so-called
policy improvement step is repeated until the policy does not change (or
the average cost r does not decrease in case there are two or more optimal
policies).
Event Model
When MDP is applied to the dynamic RWA problem a decision means
deciding whether to accept or reject a lightpath request, and if accepted,
which route and wavelength to use. This can be expressed explicitly by
defining a policy α as a mapping
α : S × K → S,
where K is a set of possible requests (a stationary policy is implicitly as-
sumed). We require that α(i, k) ∈ Ai,k where the subset Ai,k ⊂ A corre-
sponds to the possible decisions for a type k request in state i. Note that this
is just a more convenient notation for MDP in this case.
The policy α defines decisions in each state i for every event k, where a
decision may incur some immediate costC(i, k, a) and possibly a transition
i → j if request k is accepted. Note that in our case a policy is explicitly
defined by the state the system is in after the decision. Thus, we can denote
with ci,j(k) the cost of the decision to move to state j when type k event
occurs in state i.
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Furthermore, assuming that lost calls incur the costs the immediate cost
of class-k request is wk if the request is blocked and otherwise zero, i.e.
ci,i(k) = βk,
where βk is the average loss of revenues βk per class-k call. Similarly, the
cost rate in state i is
ri(α) =
∑
k:α(i,k)=i
λk · βk,
i.e. the sum of the arrival rates of the traffic classes which are blocked in
given state multiplied with appropriate weights βk.
The first step in policy iteration in this case goes as follows. When in
state i an event k occurs the action ai,k to be taken should be the one
which minimises the expected future costs. Assuming that once the action
is taken the system reverts back to the standard policy α, the optimal action
is clearly
ai,k = argmin
j∈Ai,k
{ci,j(k) + vj(α)} = argmin
j∈Ai,k
{1i=j · βk + vj(α)} , ∀ i, k,
(4.6)
where the immediate cost ci,j(k) = 1i=j · βk from blocking the class-k
request is explicitly added as it is not included in the relative costs vj
The equation defines the action for each possible state i and event k, i.e.
a new policy α′. For the original policy α the expected relative future costs
are known. So, taking a minimum over all the possible actions, a better
or at least equal policy is obtained. Repeating the iteration the optimal
policy will be finally reached. The policy iteration algorithm is presented
in Algorithm 9. Note that the same algorithm holds for the discrete and
continuous MDP cases.
Algorithm 9 Policy Iteration for Event Model
1: Let α be an arbitrary policy
2: loop
3: solve Howard’s equations for the current policy α ⇒ relative values vi and
the average cost rate r for the current policy
4: if average cost rate r did not improve then
5: break
6: end if
7: determine a new policy α′, for each state i and event k as
arg min
j∈Ai,k
{ci,j(k) + vj(α)} .
8: α ← α′
9: end loop
Exact Calculation of the Optimal Policy
In [Hyy01] the present author describes a procedure to obtain the optimal
policy for dynamic RWA problem. The steps taken can be summarised as
follows:
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1. First enumerate all possible routes for each traffic class k ∈ K.
2. Considering one wavelength layer, form so-called connection graph
G, where each node corresponds to one route and routes sharing a
common link are set as neighbours.
3. Identify the set of states S0 one wavelength layer can be by enumer-
ating all independent sets of G.
4. Thus, each state s ∈ S corresponds to a certain set of active light-
paths.
5. The (global) system state space is a Cartesian product, S = S0 ×
. . .×S0 = SW0 , from what some states can be pruned by combining
them with other states due to symmetry (layers are identical).
6. By applying the event model and policy iteration as described in the
previous section the optimal policy can be determined.
However, in practice the huge size of the state space prohibits the de-
termination of the optimal policy. For further details see [Hyy01].
4.5 First Policy Iteration Applied in the Dynamic RWA Problem
In Section 4.4 the D-RWA problem was discussed in the context of MDP
theory. First Howard’s equations were solved for the current policy and then
a method called policy iteration was used to obtain a better policy α′. This
was repeated until the optimal policy was obtained and the average revenue
rate no longer improved.
As observed in Section 4.4 the size of the state space of any realistic
size network is intractable, and though Howard’s equations are just a set of
linear equations for relative costs vi and the average cost rate r(α) of the
standard policy, their solution cannot be obtained. Hence, it is practically
impossible to determine the optimal policy for any realistic size network
and other solutions must be sought.
In Section 4.3 several heuristic algorithms were presented. A deficiency
in all the presented heuristic algorithms is that they do not take into ac-
count the possible additional information about the arrival rates, the distri-
bution of holding times, or the priorities of traffic classes (different costs/rev-
enues). Also the duration of the call when it arrives could be known (for
example one channel is reserved for a certain event which lasts exactly two
days), which conflicts slightly with the original assumptions about the traf-
fic process (memoryless property). We could of course try to come up with
better heuristics which would somehow take into account the additional
information, but that means that we would need a new heuristic policy for
each new case.
The first policy iteration (FPI) algorithm we propose in Publication 3
relies on the MDP theory. In FPI, we take one of the heuristic policies
(e.g. one of those presented in Section 4.3) as a starting point and call it
the standard policy. Then the first round of the policy iteration is taken to
make the actual decision. The policy resulting from the first policy iteration
64
is referred to as the iteration policy. As stated before, it is not possible
to solve all the relative values vi due to the prohibitive size of the state
space. However, at any decision epoch the relative values vi are needed
only for the small set of states Ai,k reachable from the current state (linear
function of the number of traffic classes) when class-k arrival has occurred.
In Publication 3, we propose to estimate these values on the fly by means
of simulations.
Briefly, our idea in the FPI is the following: at each decision epoch
we make a decision analysis of all the alternative actions. For each of the
possible actions, i.e. decision alternatives, we estimate the future costs by
simulation. Thus, assuming that a given action is taken we let the system
proceed from the state where it is after that action and use the standard pol-
icy to make all subsequent decisions in the simulation. The iteration policy
is the policy which is obtained when at each decision epoch the action is
chosen for which the estimated cost is the minimum. The procedure to ob-
tain the iteration policy, i.e. the policy resulting from the FPI, is presented
in Algorithm 10.
By doing the FPI we have two goals in mind. 1) Finding a better D-
RWA algorithm which, being computationally intensive, may or may not
be calculable in real time, depending on the time scale of the dynamics of
the system. 2) Estimating how far the performance of a heuristic algorithm
is from the optimal one, even in the case the algorithm is not calculable in
real time.
In summary, our contribution in this context is as follows. In Publica-
tion 3, we propose using the FPI algorithm for dynamic RWA problems.
Publication 4 is a continuation of the same work in which we demon-
strate the applicability of the FPI to dynamic RWA problem and show how
well the resulting heuristic algorithm automatically adapts to the new sit-
uations and takes into account all the peculiarities of the system. Thus,
even though the FPI approach is very simple, it is very powerful due to its
flexibility.
Relative Costs of States
In the MDP theory, the FPI consists of the following steps: With the stan-
dard policy one solves the Howard’s equations (see, e.g. [Tij94, Dzi97]) to
obtain the relative costs of the states, vi, which for each possible state i of
the system describe the difference in the expected cumulative cost from
time 0 to infinity, given that the system starts from state i rather than from
the equilibrium. Assume that we are considering costs from the blocked
connection requests instead of revenues from accepted connections. Then,
given that the current state of the system is i and a type k call is offered,
one calculates the costs for different actions using Eq. (4.6), i.e. βk + vi,
where βk = wk/µk, for the action that the call is rejected, and vj , where
j ∈ Ai,k and j = i, for the case the call is accepted. The set Ai,k is the
set of possible states after decision when the current state is i and type k
connection is assigned a feasible RW pair or rejected. By choosing always
the action which minimises the expected cost, one gets the iteration policy,
i.e. the policy resulting from the FPI.
Given that the system starts from state i at time 0, i.e. X0 = i, and the
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standard policy α is applied for all the decisions, the cumulative costs are
accrued at the expected rate ct(i) at time t,
ct(i) = E [rXt |X0 = i] =
∑
k
λkβkP{Xt ∈ Bk|X0 = i}, (4.7)
i.e. the expected rate of lost revenue, where βk is average revenue of carried
class-k connection and P{Xt ∈ Bk} is the probability that at time t the
state Xt of the system is a blocking state for class-k calls under the standard
policy. When Xt ∈ Bk, class-k calls arriving at time t are blocked by the
standard policy because, either no feasible RW pair exists, or the policy
otherwise deems the blocking to be advantageous in the long run. The
expected cost rate ct(i) depends on the initial state i. However, no matter
what the initial state is, as t tends to infinity, the expected cost rate tends
to a constant r, which is specific to the standard policy, and corresponds to
(4.7) with steady state blocking probabilities P{Xt ∈ Bk}.
ct(i)
ct(i1)
ct(i2)
1/µ t
c
Figure 4.3: Expected costs with different initial choices as a function of
time.
The behaviour of the function ct(i) is depicted in Fig. 4.3 for two dif-
ferent initial values i1 and i2. The relative cost vi is defined as the integral
vi =
∫ ∞
0
(ct(i)− r) dt,
i.e. the area between the curve ct(i) and the line at level r. So we are inter-
ested in the transient behaviour of ct(i); after the transient no contribution
comes to integral. The length of the transient is of the order 1/µ, where 1/µ
is the maximum over {1/µk}, k ∈ K. After this time the system essentially
forgets the information about the initial state. So we can restrict ourselves
to an appropriately chosen finite interval (0, T ). The actual choice of T is
a tradeoff between various considerations as will be discussed later.
One easily sees that in the policy improvement step Eq. (4.6), only the
differences of the immediate costs and the values vi between different states
are important. Therefore, in Publication 3 we neglect the constant r in the
integral, as it is common to all states, and consider the expected cumulative
cost in the interval (0, T ) including the immediate cost cij(k) in the initial
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decision a to move from state i to state j,
Va = cij(k) +
∫ T
0
ct(j) dt. (4.8)
Note that the relation between the cumulative costs Va and the relative
values vj is simply,
Va ≈ cij(k) + vj + rT,
which is accurate for large values of T .
Estimation of the Cumulative Costs by Simulation
In practice, it is not feasible to calculate the cost rate function ct(i) or the
cumulative costs Va analytically even for the simplest policies. Therefore,
we estimate the mean cumulative costs Va by simulations. In each sim-
ulation, the system is initially set in state i and then the evolution of the
system is followed for the period of length T , making all the RWA decisions
according to the standard policy.
In collecting the statistics, one has two alternatives. Either one records
the time intervals when the system is in a blocking state of class-k calls, for
all k ∈ K. If the cumulative time within interval (0, T ) when the system is
in the blocking state of class-k calls is denoted by τk(i), then the integral in
(4.8) is simply ∑
k
λkβkτk(i). (4.9)
Alternatively, one records the number νk(i) of blocked calls of type k in
interval (0, T ). Then we have ∑
k
βkνk(i). (4.10)
In these equations, we have written explicitly τk(i) and νk(i) in order to
emphasise that the system starts from the state i. Both (4.9) and (4.10)
give an unbiased estimate for vi(T ). In either case, the simulation has to
be repeated a number of times in order to get an estimator with a small
enough confidence interval.
The estimates of future costs obtained in the nth simulation replication,
being denoted by Vˆ (n)a , are obtained using (4.9) or (4.10) as the case may
be. Then our final estimator for Va is
Vˆa =
1
N
N∑
n=1
Vˆ (n)a , (4.11)
whereN is the number of simulation replications. For policy improvement,
the interesting quantity is the difference
d(a1, a2) = Va2 − Va1 ,
(when T →∞) for which we have the obvious estimate
dˆ(a1, a2) = Vˆa2 − Vˆa1 . (4.12)
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From the samples Vˆ (n)a1 and Vˆ
(n)
a2 , n = 1, . . . , N , we can also derive an
estimate for the variance σˆ2(a1, a2) of the estimator dˆ(a1, a2)
σˆ2(a1, a2) =
N
∑
n(Vˆ
(n)
a2 − Vˆ (n)a1 )2 −
(∑
n Vˆ
(n)
a2 − Vˆ (n)a1
)2
N2(N − 1)
=
Sˆ2a1,a2 − (dˆ(a1, a2))2
N − 1 ,
where Sˆ2a1,a2 =
1
N
∑
n
(
Vˆ
(n)
a2 − Vˆ (n)a1
)2
.
The choice between the alternative statistics collection methods is based
on technical considerations. Though estimator (4.9) (blocking time) has a
lower variance per one simulation replication, it requires much more book-
keeping and the variance obtained with a given amount of computational
effort may be lower for estimator (4.10) (blocking events).
The important parameters of the simulation are the length of the simu-
lation period T and the number of simulation replications N used for the
estimation of each Va. In practice, we are interested in the smallest possi-
ble values of T and N in order to minimise the simulation time. However,
making T and N too small increases the simulation noise, i.e. error in the
estimates Vˆa, occasionally leading to decisions that differ from that of the
true iteration policy, consequently deteriorating the performance of the re-
sulting algorithm.
No matter how the parameters are selected, some uncertainty in the es-
timators Vˆa is unavoidable. In order to deal with this uncertainty of the esti-
mators Vˆa, we do not blindly accept the action with the smallest estimated
cost, but give a special status for the decision which would be chosen by the
standard policy. Let us index this action with a0. Based on the simulations
we form estimates dˆ(a0, a) for each possible action a.
Eq. (4.6) defines the policy iteration step for state i and arrival k,
a(i, k) = argmin
j∈Ai,k
{1i=j · βk + vj(α)} , ∀ i, k.
where th term 1i=j · βk corresponds to the blocking and is so-called imme-
diate cost of the action i → j. There is no uncertainty involved in the im-
mediate costs, which are either zero if the connection request is accepted,
or βk if the connection request is blocked.
When two alternative actions leading to states j1 and j2 are compared,
only the difference in immediate costs, βk · (1j2=i − 1j1=i), is important.
Note that the information indicating whether either action blocked the con-
nection request is included in the destination states j1 and j2 (the knowl-
edge of i is not necessary). The difference in the number of active connec-
tions between the states j1 and j2 determines possible blocking (is there
one connection less in either state). Hence, the difference in immediate
costs can be expressed as a function of j1 and j2.
Then, as the decision we choose the action a = ai,k leading to state j
which minimises the quantity
D(a) = dˆ(a0, a) + κ · σˆ(a0, a), (4.13)
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Algorithm 10 First policy iteration in D-RWA
1: a connection request between some nodes arrives
2: let a0 be the standard policy action, and a1, . . . , aM alternative actions
3: generate N independent sets of future arrivals, Aj
4: D0 ← 0
5: for j = 1 to N do
6: make initial action a = a0
7: run simulation with arrivals Aj
8: store the total costs to V (j)0 {Reference costs}
9: end for
10: for i = 1 to M do
11: for j = 1 to N do
12: make initial action ai
13: run simulation with arrivals Aj
14: store the difference d(j) = V (j)i − V (j)0
15: end for
16: D ← mean(d) + κ · std(d)
17: if D < D0 then
18: a ← ai {set new action}
19: D0 ← D
20: end if
21: end for
22: a is the action resulting from FPI
where κ is an adjustable parameter. Note that for a = a0 this quantity
is equal to 0. Thus, in order for action a = a0 to replace the action a0
of the standard policy, we must have dˆ(a0, a) < −κ · σˆ(a0, a), i.e. we
require a minimum level of confidence for the hypothesis that a indeed is
a better action than a0. An appropriate value for κ has to be determined
experimentally.
If κ is too small, one often switches to an action which is worse than
standard action. On the other hand, a too high value of κ prevents the
choice of other alternative action totally.
4.6 Importance Sampling in Policy Iteration
In this section we study the possibility to accelerate the cost estimation in
first policy iteration (FPI). In the first policy iteration, N different future
realisations are generated. The set of possible future events is huge (or actu-
ally non-countable) and only a very small number of them can be included
in the simulations. Also the revenues or the costs of different realisations
may differ a lot. Assuming we are estimating the cost due to lost calls, we
would like to favour such realisations which are more likely to cause costs.
In particular, it is not useful to sample such realisations which do not give
any contribution to the costs. Therefore, in applying importance sampling,
we try to make the more important events more probable in the simulation.
Next a brief introduction to the importance sampling is presented, and
then the technique is applied to the FPI approach in order to reduce the
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number of future replications (=samples) required in the simulations1.
Importance Sampling
Importance sampling (IS) is a well-known method to reduce the variance
in Monte Carlo simulations, see e.g. [Hei95, Hee97, Ros00, Rub97]. Sup-
pose we are trying to estimate the expectation of some random variable. In
a problematic case, the samples can have a high variance, which leads to a
need of many samples or a poor estimate. Such a problem can be avoided
to some degree with appropriate variance reduction methods presented e.g.
in [Ros00].
LetX = (X1, X2, . . . , Xn) be a set of random variables and h(x) some
function of them. We are interested in the mean of A = h(X):
θ = E [A] = E [h(X)] .
Assume that it is not possible to analytically calculate the above mean, but
it is still possible to run simulations in order to get samples of A.
The obvious estimator for θ is obtained by directly taking k samples
from the given probability distribution and averaging them,
Aˆ = 1/k ·
k∑
i=1
Ai,
where Ai are i.i.d. random variables, Ai ∼ h(X). Then,
E
[
Aˆ
]
= θ,
V
[
Aˆ
]
= E
[
(A− θ)2] = V [Ai] /k.
Generally, the smaller the variance of the estimator, the better the esti-
mate is and, e.g. fewer samples are sufficient to achieve a given confidence
interval. Several techniques to reduce the variance of the estimator are pre-
sented, e.g. in [Ros00]. In this work, we concentrate on the importance
sampling where the events having a greater contribution to the expectation
are made more probable in the sampling and vice versa. This technique
is supposed to give a better estimate with the same number of samples
(or even fewer) than the direct estimator. Especially, those x for which
h(x) = 0 can be excluded from the sample space as their contribution to
final estimate is zero.
Let f(x) be the probability density function ofX. Then,
θ = E [h(X)] =
∫
h(x)f(x)dx.
The discrete case is treated identically, but instead of integration an n-fold
summation is taken.
Let g(x) be another probability density function for which it holds2
g(x) = 0 ⇒ f(x) = 0.
1The importance sampling technique is also applicable when the performance of an arbi-
trary heuristic algorithm is evaluated.
2It would be even better to have, g(x) = 0 iff h(x)f(x) = 0, as it is useless to take
samples with no contribution to the estimate.
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The requirement guarantees that every possible event in the original distri-
bution, i.e. an event that occurs with a non-zero probability, is also taken
into account under the new probability distribution. Denote by Y a ran-
dom variable whose pdf is g(x).
Then the quantity θ can be expressed as
θ =
∫
h(x) f(x)
g(x)
g(x) dx = E
[
h(Y) f(Y)
g(Y)
]
(4.14)
where the quantity q(x) = f(x)/g(x) in the equation (4.14) is so-called
likelihood ratio. Thus, the interesting quantity θ can be estimated by gen-
erating samples of random variable Y with pdf g(x) and estimating the
expected value of
B = q(Y) · h(X),
where B is so-called observed random variable. In other words, when tak-
ing the samples of Y with the new pdf g(x) each outcome h(x) is simply
multiplied with the appropriate likelihood ratio q(x) in order to get an un-
biased estimator:
θ = E [h(X)] = E [q(Y) · h(Y)] = E [B] . (4.15)
Assuming we have k i.i.d. samples Bi ∼ B, then an obvious estimator for θ
is,
Bˆ =
1
k
∑
i
Bi.
The variance of the observed random variable B is,
V [B] = E
[
B2
]− θ2 = ∫
Ω
(q(x)h(x) − θ)2 · g(x) dx,
which is to be minimised by a proper choice of the importance function.
Thus, the optimal choice for new pdf g(x) minimising the variance V [B]
is the one which also minimises the second moment of B. It is well-known
that the optimal biasing is,
g(x) =
|f(x) · h(x)|∫
Ω
|f(x) · h(x)| dx .
In particular, if h(x) ≥ 0 for all x ∈ Ω, then using the above formula
results in a zero variance estimator. This is, however, not practical as it
requires the knowledge of the quantity one is interested in. Thus, we are
looking for importance functions which are approximately optimal. From
the Chebyshev inequality,
V [Y ∗] ≥ a2 P{|Y ∗ − θ| ≥ a},
it follows that it is important that for all x ∈ Ω,
|p(x)h(x) − θp∗(x)|  p∗(x),
is not true, or otherwise the variance can become very large, even infinite.
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Importance Sampling Applied to the FPI Approach
In Publication 6, we apply the IS technique to the FPI approach. The
aim is to get a reasonably good estimate about the future costs with fewer
samples leading to a faster decision-making process.
Assume that connection requests from each traffic class k, k ∈ K, con-
stitute a Poisson process with arrival rate λk. LetAk be the random variable
representing the number of class-k arrivals during the time interval (0, T ).
The Poisson process has the following nice property (see Section 4.4):
Theorem 4.1 Given that a certain number of arrivals from a Poisson pro-
cess have occurred during a time interval (0, T ), these arrivals are uniformly
and independently distributed in the same interval.
This property will be useful when characterising the likelihood ratio in im-
portance sampling within the first iteration framework. The interesting
quantity here are the average cumulative costs c during a finite time inter-
val (0, T ):
c = Ef [c(X)] ,
where f(x) is the pdf of the finite time future events (arrivals and depar-
tures) and c(x) is the cumulative incurred costs during the time interval
(0, T ) with the future realisation x of the process.
Altering Arrival Rates
The problem with simulating a typical network is that blocking is a rare
event. An obvious idea is to increase the arrival rates for some or for all the
traffic classes, i.e. instead of using the original arrival rates {λk}k∈K a new
set of arrival rates {λ∗k}k∈K is used, where λ∗k > 0 ∀ k ∈ K. The holding
time distributions as well as the revenue rates/average losses of missed calls
wk are kept the same. Clearly the realisations generated with the new ar-
rival parameters have new probabilities, or probability densities g(x) to be
more precise.
Let g(x) be the pdf of the finite time future events with altered arrival
rates. According to (4.15) the average cumulative costs during the time
interval (0, T ) then become
c = Eg [q(X)c(X)] ,
where the q(x) is the likelihood ratio. Thus, certain realisations with new
arrival parameters are more likely to occur than they used to be, and vice
versa. Hence, the cost estimate obtained in a direct way with the new arrival
process would give false results. To correct this we must weight the cost
from each realisation appropriately with the likelihood ratio, which will
depend only on the number of arrivals as will be seen in the following.
For the Poisson process determining the likelihood ratio is indeed fairly
easy. The arrival realisations can be classified according to the number of
arrivals from each traffic class. Let nk be the number of class-k arrivals in
a given realisation, i.e. Ak = nk. For the Poisson process these arrivals are
uniformly distributed in the given time interval (0, T ), as stated by Theo-
rem 4.1. Thus, as every realisation x with the same number of arrivals from
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each traffic class k are equally likely to occur, we can concentrate on the
number of arrivals and neglect the actual arrival times. A more formal proof
follows.
Number of Arrivals
The probability that there are nk class-k arrivals from the original arrival
process Ak is
P{Ak = nk} = (λk · T )
nk
nk!
e−λk·T ,
i.e. a Poisson distribution with parameter λk · T . The arrivals from the
different traffic classes are independent and thus the probability of having
n = (n1, . . . , nK) arrivals from the original arrival processes is simply the
product
P{A = n} =
∏
k∈K
(λk · T )nk
nk!
e−λk·T = T ne−λ·T
∏
k∈K
λnkk
nk!
,
where n =
∑
nk and λ =
∑
λk.
Similarly, the same number of arrivals from each traffic class with the
new arrival processA∗ would occur with the probability
P{A∗ = n} = T ne−λ∗·T
∏
k∈K
(λ∗k)
nk
nk!
.
The costs we want to estimate can be written as
c = E [c(X)] = E [E [c(X)|A]] = E [c˜(A)] ,
where c˜(n) = E [c(X)|A = n] is the average cumulative costs during the
time interval (0, T ), when nk uniformly distributed class-k arrivals, for each
k ∈ K, occur during the given time period.
Similarly as in the continuous case, the importance sampling with ar-
rivalsA∗ having a different point probability distribution becomes
E [c˜(A)] =
∑
n
P{A = n} · c˜(n) =
∑
n
P{A = n}c˜(n)
P{A∗ = n} P{A
∗ = n}
= E∗
[
p(A∗)
p∗(A∗)
c˜(A∗)
]
,
where the subscript ∗ denotes that the expectation is to be taken with re-
spect to the alternative point probability distribution of the arrivalsA∗. Sim-
ilarly, the likelihood ratio q(n) is
q˜(n) =
P{A = n}
P{A∗ = n} = e
−(λk−λ∗k)T
∏
k∈K
(
λk
λ∗k
)nk
.
Likelihood Ratio with Future Realisations
Next it will be shown that for any future realisation x the likelihood ratio
q(x) depends only on the number of arrivals from different traffic classes.
To be exact, for each n it holds that
∀ x ∈ Ωn q(x) = q˜(n),
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where Ωn denotes the class of future realisations with n arrivals from the
respective traffic classes.
Formally, let (Ω,F , µ) be a probability triple, i.e. Ω is a sample space,
F its σ-algebra and µ a probability measure µ : F → R [Wil91, Dud89].
Here the sample space Ω consists of the possible arrivals and departures
during the finite time interval (0, T ). The sample space is divided into sub-
spaces Ωn according to the number of arrivals nk from each traffic class k,
k ∈ K. According to Theorem 4.1, the probability measure (or rather its
density) µ is constant within each Ωn.
There are two probability measures here:
∫
f and
∫
g, which, as stated
before, have a constant density within each Ωn, i.e. also the likelihood ratio
q(x) is constant: q(x) = f(x)/g(x) = cf/cg where cf and cg are some
constants. Furthermore, it holds that
P{A = n} =
∫
x∈Ωn
f(x) =
∫
x∈Ωn
cf , and
P{A∗ = n} =
∫
x∈Ωn
g(x) =
∫
x∈Ωn
cg.
Thus, for each x ∈ Ωn the likelihood ratio q(x) becomes
q(x) =
cf
cg
=
∫
x∈Ωn cf∫
x∈Ωn cg
=
P{A = n}
P{A∗ = n} = q˜(n).
Next the likelihood ratio is determined for some simple cases.
In Publications 5 and 6, we consider a constant increase in arrival rates
by multiplying them with a common factor α > 1
λ∗k = α · λk.
Then the likelihood ratio q˜ is
q˜ =
∏
k∈K
(
λk
α · λk
)nk
e−(λk−αλk)T = C ·
(
1
α
)n
,
where C =
∏
k∈K
e(α−1)λk·T = e(α−1)A, A = λT is the expected number
of arrivals from the original process, and n =
∑
k nk is the total number of
arrivals in a given realisation. Thus, the likelihood ratio can be written as
q˜ =
(
eα−1
)A
αn
.
The advantage with this choice of biasing is its simplicity; there is only
one constant to be determined. Alternative choices are also possible (see
[Hyy01]).
4.7 Adaptive Importance Sampling
Generally, the problem with IS is finding a good biased distribution which
minimises the variance of Y ∗. In Publications 5 and 6, we develop a novel
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approach for adaptively adjusting the chosen biasing parameters in FPI
with IS approach. We refer to this method as adaptive importance sam-
pling (AIS). ,
It turns out that the variance of Y ∗ can be expressed in terms of the
original random variable X and functions q(x) and h(x). Namely, it holds
for any function z(x) that
E [z(X)] = E [q(X∗) · z(X∗)] , (4.16)
and hence,
V [Y ∗] = E
[
(Y ∗)2
]− E [Y ∗]2
= E
[
q2(X∗)h2(X∗)
]− θ2
= E
[
q(X)h2(X)
]− θ2, (4.17)
where q(x) is an arbitrary likelihood ratio to be chosen.
Generally, let {X∗i } be a set of biased random variables with the cor-
responding likelihood ratios qi(x). Then for any z(x) and for all i it holds
that,
E [z(X)] = E [qi(X∗i ) · z(X∗i )] , (4.18)
and, in particular, we have the unbiased estimator for θ,
θˆ =
1
m
m∑
i=1
qi(X∗i ) · h(X∗i ).
From equation (4.18) it follows for z(x) = q(x)h2(x) that,
E
[
q(X)h2(X)
]
= E [z(X)]
= E [qi(X∗i ) · z(X∗i )]
= E
[
qi(X∗i ) · q(X∗i ) · h2(X∗i )
]
. (4.19)
Combining (4.17) and (4.19) gives,
V [Y ∗] = E
[
qi(X∗i ) · q(X∗i ) · h2(X∗i )
]− θ2. (4.20)
This relation between the random variables can be used to adjust biasing
adaptively. As only the first term in equations (4.17) and (4.20) depends on
the chosen importance function q(x) minimising the variance with respect
to q(x) is equivalent to minimising the first term.
Assume that the original random variable X belongs to some family
of distributions parametrised by β and that we are trying to find the op-
timal pdf from the same family, i.e. we are looking for the optimal value
for β. Furthermore, we assume that there are already m biased samples,
each from a possibly different biased distribution p(βi, x), parametrised
by β1, . . . , βm, and want to find the optimal importance function p(β, x)
parametrised by β. From (4.20) it follows that minimising the variance of
Y ∗ is equivalent to minimising,
rˆ(β) =
∑
i
q(β,X∗i ) · q(βi, X∗i ) · h2(X∗i ).
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If all the samples are from the original distribution the function to be min-
imised with respect to β reduces to,
rˆ(β) =
∑
i
q(β,Xi) · h2(Xi).
The above equations are very similar to those proposed by Rubinstein
in [Rub97]. He proposed a two-stage procedure where in the first stage
one estimates the optimal sampling distribution and in the second stage
obtains the final solution. Our approach in Publications 5 and 6, how-
ever, is slightly different. Namely, we are dealing with a dynamic system
where decisions are made based on replications, and the biasing parame-
ters are based on the samples from the previous decision epoch. By doing
this we hope that the dynamically changing sampling distribution follows
the changes in the system state appropriately.
Biasing poissonian arrivals
Recalling that when applying FPI to the RWA problem one is interested
in estimating the blocking probability during a short time interval (0, T ),
a natural idea is to increase the arrival rates (assuming blocking events are
rare, as they usually are).
For Poisson arrivals the posterior distribution of arrival instants given the
number of arrivals during a time interval, is uniform. Thus, the likelihood
ratio is the same for any sample path with the same number of arrivals. Let
λ be the original arrival intensity, i.e. distribution parameter, and αλ the
biased arrival intensity where the parameter α is to be determined. Then,
the likelihood ratio for a sample path x becomes
q(x) = q˜(n(x)) = e(α−1)λT · α−n(x).
where n(x) is the total number of arrivals. Assuming biased sample paths
X∗i , we need to find α which minimises,
rˆ(α) = e(α−1)·λT
∑
i
q(αi, X∗i )h
2(X∗i ) ·
1
αn(X
∗
i )
,
= e(α−1)·λT
∑
i
Y ∗i ·
h(X∗i )
αn(X
∗
i )
. (4.21)
The factors q(αi, X∗i ) are not expanded because the terms Y ∗i = q(αi, X∗i )·
h(Xi) are determined anyway when an estimate for θ is obtained. The op-
timal α minimising (4.21) can be easily found by using, e.g. the Newton-
Raphson method.
Other approaches
It can be assumed that the correlation between the number of blocked cus-
tomers and the number of arrivals is quite strong, e.g. something like
h(x) ≈ b · n(x),
where b is the blocking probability during (0, T ) starting from the current
state. In the optimal biasing, the probability of outcome x should be pro-
portional to the product h(x)p(x). Hence, taking the samples could be first
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conditioned on the number of arrivals n. Let p˜∗(n) be the probability that
there are n arrivals. Then one could use,
p˜∗(n) = b · (λT )
n
(n− 1)! · e
−λT ,
to draw the number of arrivals. In this thesis, however, we do not consider
this kind of approach and leave it for future study.
Adaptive biasing of arrivals
As was suggested in Section 4.7 biasing the arrival rates in the simulation
can be used to reduce the variance of the estimator. In particular, sample
paths with no blocking events should be avoided. However, too high (or
low) an arrival rate can lead to very high values for the likelihood ratio
q(x) and thus deteriorate the overall performance of the algorithm. The
adaptive biasing technique, presented first in Publication 5, can be used to
overcome this.
We choose to increase all arrival rates with a common multiplier α (see
Section 4.7). At each decision epoch, we can use a constant biasing pa-
rameter αt, initially set to 1.0. Assuming the system dynamics change only
little between decisions epochs, the previous N samples used to make the
previous decision can be used to estimate the next optimal αt+1. Assume
that the system is in state j and a class-k request arrives. Our algorithm
becomes,
1. RunN samples using the previously computed biasing parameter αt.
2. Choose the action using (4.13) where costs resulting from the biased
sample paths must be multiplied with appropriate likelihood ratios.
3. Update the value of the biasing parameter α by minimising (4.21)
based on the latest N samples for the chosen action a.
Example WDM network
In Publication 6, an example case is presented. Fig. 4.4 illustrates the hy-
pothetical WDM-network which is assumed to have 8 wavelength channels
available on each link. The offered traffic is uniform between all node-pairs
with load a = 0.4. The used FPI parameters are:
• the length of simulation in each replica, T , equals one holding time
and the number of replications, N , is 50,
• the confidence parameter in (4.13) is k = 1.0.
Note that, as explained above, the simulations are actually made on
two levels. The upper level represents the real system where the actual
lightpath requests arrive. Then for each request we are supposed to decide
on some action, i.e. what RW-pair to choose or whether to reject the request.
In order to make that decision, a set of simulations are run starting from
each network state resulting from different initial actions. These lower level
simulations will be run similarly in practice, i.e. the network management
unit would run the simulations in order to determine the optimal action to
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Figure 4.4: Hypothetical WDM-network in Finland.
the current request. The AIS is used in these inner replications to improve
the quality of the cost estimates needed in FPI.
As the FPI algorithm can be used together with any (quick) heuristic
algorithm, we do not compare the differences in performance between the
different standard policies, but rather choose to use a simple standard policy
FF-RW (see Section 4.3 for details). The set of routes was chosen to consist
of all the shortest paths (one or more) in terms of number of hops.
The numerical results can be seen in Table 4.1. FPI reduces the block-
ing probability considerably, while the improvement using the adaptive
importance sampling is less, from 4.90% to 4.79%. However, as using
AIS does not increase computational effort, the improvement is “free” and
policy blocking probability
standard 5.94%
FPI 4.90%
FPI with AIS 4.79%
Table 4.1: Simulation results with the hypothetical WDM-network of
Fig. 4.4 residing in Finland. Using the AIS improves the quality of the
cost estimates and leads to a better iteration policy. (Publication 6)
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should not be left unused. Also, the number of samples N = 50 is quite
small and the algorithm adjusting α could benefit from more samples. For
example the next value for α could be based on the last two decisions
epochs instead of considering only the last one.
4.8 Summaries
The topic of this chapter is the dynamic RWA problem in a WR optical
network. For any moderate size or larger network the state space is huge and
the exact optimal policy cannot be determined. In practice, the solution is
to use heuristic algorithms and several reasonably good heuristic algorithms
can be found in the literature (see, e.g. [KA96, RS95, SB97,MA98, KA98]).
In Publications 3, 4, 5 and 6 a systematic approach is developed to im-
prove any given heuristics by applying the first policy iteration step of the
MDP theory with on-the-fly simulation of the relative costs of states.
Summary of Publication 3
The weak point of most (if not all) heuristic algorithms is their inflexibil-
ity in adapting to new situations. In Publication 3, we propose a novel ap-
proach to improve any given heuristic RWA algorithm by applying so-called
first policy iteration (FPI) step. In FPI, one has a set of possible actions to
choose from and proceeds by estimating the expected cost due to each ac-
tion. The cost estimates are obtained by numerical on-the-fly simulations
of the system after each possible action where the consecutive decisions are
made using some simple heuristic rule, i.e. so-called standard policy. As
an example case we consider a mesh network with a homogeneous traffic
pattern.
Summary of Publication 4
In Publication 4, we demonstrate the effectiveness of the FPI approach
in the case of inhomogeneous traffic. By means of numerical examples it
is shown that the policy resulting from FPI is superior to the considered
standard policies. Hence, policy resulting from the FPI step is capable of
choosing such routes which are unlikely to be congested with the current
traffic matrix.
Summary of Publication 5
Importance sampling (IS) is a well-known technique for variance reduc-
tion. The key problem with IS is in determining a good bias. In Publica-
tion 5, we propose an algorithm for adaptively adjusting biasing parameters
based on the past samples. The algorithm is shown to work well by means
of numerical examples. As an example we consider biasing poissonian ar-
rival process in the standard Erlang loss system. The objective is to obtain
a better estimate for the mean number of blocked customers during a finite
time interval (0, T ) when there is initially a certain number of customers
in service.
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Summary of Publication 6
The drawback with the FPI approach is the considerably longer running
time when compared to the standard policy. This problem can be alleviated
to some degree by using the IS method, in which one tries to favour events
having the largest contribution to the estimated quantity. In Publication 6,
we combine the IS technique of Publication 5 with the FPI approach. In
particular, the relative values needed in FPI are evaluated using process
simulation with biased arrival rates.
Author’s Contribution to Publications 3, 4, 5 and 6
In Publications 3 and 4, we present a method to improve any given dynamic
RWA algorithm by applying the first policy iteration. The idea of the first
policy iteration with on-the-fly simulations of the relative values of states was
developed in collaboration with the supervisor. The paper is jointly written
by the present author and Virtamo. Publication 5 presents a novel approach
where twisting parameters of importance sampling technique can be iter-
atively improved based on the previous samples. The presented updating
formula for biasing parameters was first discovered by Virtamo and then re-
formulated and simplified by the present author. Publication 6 contains a
summary of the previous work and presents numerical examples, where the
adaptive IS technique is applied to dynamic RWA problem. The numerical
examples as well as the simulator code are the work of the present author.
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5 OPTICAL BURST SWITCHING
5.1 Introduction
In the previous chapters we have been dealing with wavelength- routed net-
works (WRNs), where optical lightpaths are established between certain
node pairs. Each lightpath serves as a virtual link with a constant capacity
between its endpoints. At the end of each lightpath, the optical signal is
converted to the electronical domain and processed accordingly and trans-
mitted further if necessary.
In this chapter, we consider optical burst switching (OBS) which is seen
as an intermediate step on the way from the wavelength-routed networks
towards the optical packet switched networks (OPSNs). The OBS scheme
was originally proposed by Yoo and Qiao in [YQ97, QY99]. Since then,
OBS has been a topic of active research, see e.g. [Tur99, DG01, XPR01,
DGSB01, BP03]. Generally, it can be said that optical burst switching
networks (OBSN) overcome the quasi-static nature of WRNs while taking
into account the limitations imposed by the current technology.
In an OBS network, the data are transmitted in bursts consisting of
several packets going to the same destination. An often made assumption
is that the packets are IP packets, while the OBS scheme itself does not
depend on this. At the edge nodes, the incoming packets are gathered into
bursts and then transmitted together over the OBS network (see Fig. 5.1).
The process where an edge node forms a burst is often referred to as the
burstification or the burst aggregation process and can have a great impact
on the overall performance.
One specific characteristic of OBS is the strong separation between the
control and the data plane. The control plane, carrying the control pack-
ets, is typically realised by a low capacity out-of-band channel, e.g. a dedi-
cated wavelength channel. At each intermediate node, the control packets
are converted into the electronical domain and then processed electroni-
cally. The data plane, on the other hand, consists of one or more all-optical
wavelength channels, i.e. the bursts travel throughout the network in the
optical domain.
One weak point of many proposed OBS schemes is the fairness. In
this thesis, we study possibilities to promote fairness in different kinds of
OBS networks. Publication 9 deals with OBS in ring networks and Publi-
cations 7 and 8 deal with OBS in mesh networks.
5.2 OBS in Mesh Networks
Edge Nodes and Burst Aggregation
The OBSN consists of two kinds of nodes, edge nodes and core nodes (see
Fig. 5.1). Edge nodes are devices which gather the incoming packets and
sort them based on the destination address to different output queues. The
edge node then forms a burst and transmits it to the core network. Analyti-
cal models for edge nodes have been developed in [XPR03b, XPR03a].
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Figure 5.1: Optical burst switching (OBS) network. Edge nodes aggregate
several packets going to the same destination and then send them through
the OBS network in one burst.
The burst assembly process in each edge node is controlled by a timer
which expires after a certain time interval [Dix03]. If the expiry interval
is a constant the assembly process is deterministic and is referred to as the
constant assembly time (CAT). Alternatively, the assembly time interval
can be uniformly distributed with some parameters, which is referred to as
the variable assembly time (VAT). Whenever the timer expires, the burst
assembler checks whether any packets reside in the assembly buffer or not.
If there are packets, the burst assembler moves the corresponding packets
out of the assembly buffer and forms a burst.
The burstification process can have a great impact on the overall perfor-
mance. The two key performance measures of the burst assembly process
are the variance of the burst interarrival time and the mean burstification
delay, and, in general, the aim is to minimise both of them at the same
time [Dix03]. A smaller variance means that the offered traffic to the core
OBS network is not as bursty as it would otherwise be. On the other hand,
a small burstification delay is also desirable as it allows smaller buffer sizes
and a higher throughput with TCP [DL02, CLCQ02, GSSC03].
Core Node Architectures
The core nodes have two main functions. Firstly, they schedule the re-
sources, i.e. the use of outgoing links and possible FDLs. Secondly, they
control the switching fabric accordingly.
Several slightly different protocol versions have been proposed for the
resource scheduling. Firstly, the setup can be either explicit, i.e. the outgo-
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ing link is reserved from the current instant of time onwards, or estimated,
where the outgoing link is reserved from the estimated time of burst arrival
onwards. The latter option leads to a more efficient use of resources but is
also more complex to implement, especially in hardware. Similarly for the
release, two options exist, explicit release and estimated release. The func-
tions the core nodes perform are strongly related to the used reservation
scheme, which we will describe in Section 5.4.
5.3 Contention Resolution
The contention resolution plays an important role also in OBS networks.
For example, assume that each burst consists of several (IP) packets. Then,
each dropped burst corresponds to a loss of several consecutive TCP pack-
ets which can detoriate the performance of the TCP protocol [CLCQ02,
DL02, GSSC03].
Thus, in order to avoid severe performance degradation, the blocking
probability in the network must be kept low. This, however, means that
the sustainable level of offered load, and hence also the throughput, must
be considerably lower than what the network could handle with a more
sophisticated reservation scheme. Especially important is the problem of
contention resolution in OBS networks without wavelength conversion as
the lack of wavelength conversion induces a high blocking rate on paths
which consist of several links. In this section we will give a brief introduc-
tion to different contention resolution schemes proposed for OBS networks.
Fibre Delay Lines
One major deficiency with OBSN (and OPSN) is the lack of optical mem-
ory, which leaves us with two options. Either accept OEO-conversion and
buffer the packets/bursts in the electronical domain, or use fibre delay lines
(FDL) as a temporary memory. The latter option seems more appealing as
it does not require OEO-conversion and is thus blind, e.g. to the used mod-
ulation and bit rate. FDL delays the actual burst and the OBS protocol
must be revised accordingly. Generally, two alternative FDL scheduling
mechanisms exist: PreRes and PostRes [Gau02, BP03]. In practice, the
PreRes scheme has better performance and is typically chosen in the stud-
ies.
In the PreRes scheme, the node checks if suitable FDL lines exist for
which also the respective output link will have a free channel at the time
the burst exits the FDL and then chooses the shortest of them. The control
packet with updated information is passed further as soon as it has been
processed. Thus, in this scheme the offset time, which also corresponds to
the priority, gets increased each time the burst is delayed.
In the PostRes scheme, the control packet is also delayed by the same
amount of time as the burst. After the delay, the control packet is repro-
cessed and only at this point is a free channel on the output link checked.
Thus, it is possible that a burst is guided to an FDL unnecessarily. On the
other hand, in this scheme the offset times remain the same and possible
QoS classes based on extended offsets are not affected.
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Deflection Routing
The simplest approach to dealing with contention and avoiding burst losses
is to deflect the otherwise dropped burst to some other direction with a free
port. This scheme, proposed by Wang et al. in [WMA00b, WMA00a], is
known as deflection routing protocol for OBS networks. The idea of us-
ing deflection to resolve contention, however, has been proposed earlier in
the context of ATM, but also for optical networks. Note that the deflection
routing and FDL are quite similar methods to resolve contention as in both
cases a burst to be dropped is “delayed” by guiding it into a free fibre in-
stead. Thus, loosely speaking, the idea with the deflection routing is to use
the idle time of fibre links as optical memory. Also analytical models have
been developed for evaluating the performance of deflection routing, see,
e.g., [CWXQ03].
Generally, when the network load is reasonably low the use of deflec-
tion routing can improve the throughput considerably, but as the load in-
creases above a certain threshold, the situation however, becomes the oppo-
site and the throughput suddenly collapses [WMA00b, WMA00a]. Thus,
with deflection routing additional care must be taken in order to keep the
load under a certain limit and the network operational.
Burst Segmentation
An alternative method to deal with contention resolution is so-called burst
segmentation proposed by Vokkarane et al. in [VJS02]. In burst segmen-
tation, each burst can be divided into segments. When contention occurs,
instead of dropping an entire burst, the node drops only the overlapping
segments. By doing this, the non-overlapping parts of the bursts can be
transmitted succesfully and a higher overall throughput is achieved. Typi-
cally, the burst segmentation scheme is combined with the deflection rout-
ing, which together have been shown to achieve a significantly reduced
packet loss rate [VJS02]. The burst segmentation scheme can be further
developed to take into account QoS aspects by burst priorisation [VJ03].
5.4 Reservation Schemes
In OBS networks temporary reservations are made for each fibre section a
burst traverses by an out-of-band control packet, which is sent before the
burst in a dedicated control channel. Several different reservation schemes
have been proposed for OBS networks (see Fig. 5.2), which can be clas-
sified into centralised or distributed signalling schemes. In a centralised
signalling scheme each reservation is processed by a centralised scheduler,
which is responsible for resource scheduling for the whole OBS network.
In distributed signalling schemes the resource scheduling for each fibre
section is handled by the network core nodes in a distributed fashion. The
most commonly proposed protocols employ one-way reservation schemes.
One-Way Reservation Schemes
The one-way reservation scheme is a tell-and-go protocol and is illustrated
in Fig. 5.3. Prior to sending the actual burst the source node sends a control
packet on a dedicated control channel along the same path as the burst will
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Figure 5.2: Classification of different OBS schemes for mesh networks.
traverse. The control packet reserves the resources and acknowledges the
corresponding nodes about the coming burst so that the intermediate nodes
have time to configure their switching fabrics before the actual burst arrives.
Meanwhile, after a certain offset time, the source node begins to send
the actual burst without waiting for a positive acknowledgement message.
The minimum possible offset time depends on the number of intermediate
nodes along route as illustrated in Fig. 5.3. The offset time must be long
enough to ensure that the control packet reaches the destination node in
time before the actual bursts arrives. The basic idea behind the one-way
reservation scheme is to share the available network resources efficiently
without introducing any complex capacity reservation schemes. In order
to do this, one accepts the possibility of bursts being blocked occasionally.
The main advantage of the one-way reservation scheme, when compared
to other schemes, is the reduced latency due to the fact that the burst does
not have to wait for a positive acknowledgement.
Optionally, in cases when there is congestion on some link, a NAK
packet is sent back to the source node along the same route. In each in-
termediate node, the NAK packet cancels the reservation and the burst is
dropped at the point it meets the NAK packet.
JIT protocol
Just-In-Time protocol (JIT), proposed in [WPRT99], uses estimated setup
and explicit release. Thus, the control packet contains information about
the arrival time of the burst, but not about the burst length, and the reser-
vation remains active until it is released by an in-band terminator at the
end of each burst. Thus, each core node needs to maintain information
only about which wavelength channels are reserved on each outgoing link
[WPRT99, DGSB01].
Horizon
Horizon reservation scheme proposed by Turner in [Tur99], assumes a full
wavelength conversion. In the Horizon concept, each core node main-
tains information about the time when each wavelength channel will be
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Figure 5.3: The one-way reservation scheme, e.g. JET (adopted from
[BP03]).
free (horizon). Upon the arrival of a new burst, the scheduler allocates
the burst to such a wavelength channel that has the largest horizon time
less than the arrival time of the burst, i.e. the scheduling algorithm tries to
pack the outgoing bursts so that the void time between consecutive bursts
is minimised [DGSB01].
JET protocol
Just-Enough-Time protocol (JET), proposed by Qiao and Yoo in [QY99],
is probably the most common one-way reservation scheme. In contrast to
previous protocols, the JET protocol utilises estimated setup and estimated
release resource reservation, which intuitively sounds efficient. Hence, in
comparison to Horizon protocol, the JET protocol is capable of using the
idle time between two already made reservations.
The initial offset time of burst must be at least equal to the sum of
control packet processing times in intermediate nodes and the switch setup
time at the destination node. As reservations are made in the same order
as they arrive, the reservations made earlier have a higher probability of
success. Thus, by using different additional offset times for different bursts,
one can provide multiple classes of service (CoS) within the JET protocol,
as proposed in [YQ99]. Note that the same approach could be applied with
other one-way reservation schemes as well.
Two-Way Reservation Schemes
The two-way reservation schemes (i.e. a parallel reservation) by Ogushi et
al. [OAMiK01] are distributed schemes where the control packet first trav-
els from the source node to the destination node and “scans” the available
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wavelength channels on the route. Then, the destination node chooses
one of the free wavelength channels, if any, and completes the reservation
process by sending a control packet with the reservation back to the source
along the same route. The two-way reservation schemes can be further clas-
sified into forward and backward reservation schemes. The difference is that
the forward reservation scheme first reserves all free wavelength channels
and then on its way back the control packet releases all except one of them.
In the backward reservation scheme, on the other hand, the control packet
first collects the information about the free channels on its way to the des-
tination node, and then at the second step, it tries to reserve one of the free
channels on its way back to the source node. In [AMMM99, OAMiK01],
it is reported that the backward reservation scheme seems to be a better
alternative.
Centralised Reservation Schemes
Other possible schemes include centralised signalling with end-to-end reser-
vation, e.g. WR-OBS protocol proposed by [DB02]. The end-to-end reser-
vation scheme uses a centralised scheduler which finds and allocates the
necessary resources for the burst. The scheduler acknowledges the respec-
tive nodes and calculates the needed offset time. The WR-OBS protocol
does not assume a wavelength conversion.
Burst Switching in Electronic Networks
It is worth noting that solutions similar to OBS have been also proposed
earlier for both electronic and optical networks (see [HR96]). Especially,
within ATM framework the so-called fast reservation protocol (FRP), i.e.,
the ATM block transfer mode in ITU terminology [ITU04], is very similar
to OBS schemes in many respects. Firstly, in ATM block transfer mode the
allocated capacity can be adjusted per block basis to match the instanta-
neous bandwidth requirements and thus it suits well for transmitting bursty
traffic. Secondly, the (capacity) reservation process is similar to OBS. How-
ever, the separation between the data and the control plane in ATM block
transfer mode is weaker than in the case of OBS.
In order to cope with different kind of situations two versions of FRP
have been proposed, i.e., FRP with delayed transmissions (FRP/DT) and
FRP with immediate transmissions (FRP/IT). In both versions, the source
can initiate a request to increase the amount bandwidth to be allocated to
the connection temporarily (peak cell rate). The request is then processed
at each intermediate node, which checks if there is enough free capacity
on the next link, and if so, allocate the requested capacity and send the
request further. If some link has insufficient capacity, the request is dropped
and a time-out mechanism takes care of clearing the capacity allocations
already made on previous links. If the reservation process is succesful, the
destination node sends a positive acknowledgement back to the source.
In the FRP/DT protocol, the source node has to wait for a positive ac-
knowledgement before it is allowed to start the transmission with a new
bandwidth. Hence, FRP/DT protocol is very similar to two-way reservation
scheme for OBS networks proposed by Ogushi et al.
On the other hand, the other version of the FRP protocol, FRP/IT, tries
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to eliminate the need to buffer the increased traffic volume at the source
waiting for the positive acknowledgement for the increased bandwidth re-
quest. In particular, in the FRP/IT protocol the source can start to use the
requested capacity immediately after sending the request for the bandwidth
increase. If there is not enough capacity available at some link along the
path, the corresponding blocks may be discarded. Thus, FRP/IT is similar
to one-way reservation schemes for OBS networks with the distinction that
in FRP/IT there is no offset time between the request and the “burst”.
5.5 Fairness
The OBS paradigm may lead to unfairness among the different connec-
tions, e.g. typically the long connections suffer from a higher loss prob-
ability than the short ones. In [QY99], the authors proposed the use of
an additional offset time before sending the actual burst for higher priority
traffic flows. When the offset difference is large enough (when compared
to maximum burst length) the traffic classes become fully isolated, while
with a smaller difference in offset the system has “soft priorities”. Note that
the same mechanism can be also used to balance the blocking probability
among the different traffic classes. Similarly in [OAMiK01], Ogushi et al.
have proposed a parallel wavelength reservation protocol, where only the
longest connections are allowed to use the entire set of wavelength chan-
nels.
The author’s contributions in this thesis deal mainly with the fairness
issue. In Publication 7, we show that fibre delay lines (FDL) have a pos-
itive effect on the fairness in an OBS network. This is mainly due to the
fact that the FDLs “shuffle” the priorities and actually, on average, raise the
priorities of long connections along the route. In Publication 8, we pro-
pose an alternative method to ensure fairness by choosing the routes and
wavelengths in a special way. The routing problem formulation enforces
the resulting routes to be chosen so that no burst can get blocked after m
optical hops. In this way we have managed to improve two factors: longer
bursts do not suffer from a much higher blocking probability and also the
possible NAK packet in case of burst loss reaches the source faster on aver-
age, allowing a faster retransmission cycle (if implemented).
5.6 OBS in Ring Networks
Typically, OBS is associated with mesh networks, but the use of OBS has
been proposed for ring topology as well, see e.g. [XPR02, XPR03c] and
Publication 9. The architecture proposed in [XPR02, XPR03c] is cost ef-
fective and suitable for metropolitan area networks (MANs). It is assumed
that links are unidirectional and that each network node has a fixed trans-
mitter on a dedicated wavelength channel and a tunable receiver. Thus,
together with a control channel there are W = N + 1 wavelength chan-
nels, where N is the number of network nodes. In the control channel, K
control packets circulate. They are processed electronically at each node.
Prior to sending a burst, the node writes the respective information into a
control packet (or frame). Thus, all intermediate nodes will be aware of the
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transmission as well, while the nodes residing before the source node and
after the destination node in the ring will only know about the transmis-
sion afterwards. Note that operation of the network is slotted due to a fixed
number of control frames circulating in the control channel.
Since the channels are dedicated, no bursts clash in the fibre. How-
ever, as there is only one receiver in each node, at most one burst can be
received successfully at a time. Thus, when several concurrent bursts arrive
at a node, it chooses (typically randomly) one of them and the others are
blocked.
The proposed scheme in [XPR02, XPR03c] employs so-called only des-
tination delay (ODD) protocol, where at each node the incoming bursts
are delayed using an appropriate fibre delay line by an amount which is
equal to the processing delay of the control packet. Thus, the offset time
between the control packet and the burst is kept constant as they pass each
node along the route. This is reported to achieve a shorter mean packet
delay than using, e.g. JET [XPR02].
Several MAC protocols for this architecture have been proposed and
studied in [XPR02, XPR03c]. Some of them use tokens to coordinate the
transmissions between the nodes in order to avoid congestion in the re-
ceivers, while other protocols are based on the partial information they have
collected from the past control packets. The proposed OBS protocols are
as follows:
• Round-Robin with Random Selection (RR/R): The outgoing pack-
ets are stored in queues based on the destination node. The queues
are served in round-robin fashion. At the receiving side, a random
burst is chosen in case there are concurrent transmissions (random
selection).
• Round-Robin with Persistant Service (RR/P): This protocol is sim-
ilar to RR/R with the distinction that the nodes maintain a so-called
“earliest-free-time” structure for each destination node based on the
control frames. Before transmitting the chosen burst, the node, based
on the partial information it has, waits until the receiver at the desti-
nation node is free.
• Round-Robin with Non-Persistant Service (RR/NP): This protocol
is a variant of the RR/P protocol, where instead of waiting for the
destination receiver to become free, the sending node moves to the
next queue in case the given receiver is known to be reserved (based
on the same partial information as in the case of RR/P).
• Round-Robin with Tokens (RR/T): This protocol is the only con-
tention free protocol among these. In the RR/T protocol, n tokens
circulate in the network and the nodes are allowed to send bursts to
a given node only if they are holding the corresponding token.
The above access protocols have been evaluated by means of numerical
simulations in [XPR02, XPR03c]. In Publication 9, we develop analytical
models for estimating the burst blocking probability of the RR/R protocol,
as well as, of the random-order-with-random-selection protocol, where each
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node serves the burst aggregation queues in random order instead of round-
robin. It turns out that the round-robin order achieves a lower throughput
than the random order protocol under the assumed high traffic load sce-
nario.
Also other related studies have been published, see, e.g., [FK03, Whi02,
WRSK03]. For example, in the Hornet project, a test bed of bidirectional
ring network has been developed using OPS [Whi02, WRSK03]. Their
protocol is tailored for transporting IP traffic. Fairness is guaranteed by ap-
plying Distributed Queue Bidirectional Ring , which essentially transforms
the bidirectional ring into a distributed FCFS queue [BG92].
5.7 Summaries
Summary of Publication 7
In Publication 7 (and [NH02]), we study different delay line configurations
and their effects on blocking probability and fairness in OBS networks using
a revised JET protocol with no wavelength conversion. An OBS network
without FDLs cannot sustain very high traffic loads as each link is essen-
tially a blocking system without any waiting place with either W servers
(with wavelength conversion) or one server (without wavelength conver-
sion). Thus, by adding a few FDLs into each node, the blocking probability
can be remarkably reduced and the overall performance of the network
improved.
The main problem with protocols such as JET is that long connections
have a high priority at the beginning of their journey but lose the edge as
they progress further, while in fact the opposite behaviour would be desir-
able. However, when there is congestion and a burst gets delayed by an
FDL, the time between its header and the actual burst increases, which
corresponds to a higher priority. This phenomenon tends to compensate
for the negative effect which is due to the offset time normally becoming
shorter as the burst gets closer to its destination.
Summary of Publication 8
In Publication 8, we approach the fairness issue by altering the routing
decisions from the standard shortest paths routes. The proposed OBS-aware
routing formulation guarantees that no burst gets blocked after m hops,
where m is an adjustable parameter.
The routing problem is formulated as an MILP problem where the ob-
jective function is to minimise the maximum channel load. Together with
the m-hop clash constraint, it is shown to lead to considerably better overall
configurations than the standard approach.
Summary of Publication 9
In Publication 9, we develop an analytical loss model for some MAC pro-
tocols proposed in [XPR02, XPR03c, Bat02] for OBS optical ring networks.
The models have been verified and shown to be accurate by means of nu-
merical simulations. The models consider both random and round robin
order in burst transmission, of which the random order schedule achieves
a higher throughput especially when the network load is high.
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Author’s Contribution to Publications 7, 8 and 9
The present author’s contribution in Publication 7 has been in the analy-
sis of the numerical results obtained by simulations together with the co-
author. In Publication 8, the routing formulation and the analytical results
are mainly a work by the present author, while the numerical results with
mesh topology are a work by the co-author. Similarly, in Publication 9,
the analytical models are derived by the present author and the numerical
examples are a result of a joint effort.
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