Introduction
When monochromatic electromagnetic waves with electric and magnetic vectors* E% H* are incident on a perfectly reflecting screen $, the waves are scattered at the surface of the screen. The problem of reflexion and diffraction consists in determining the scattered field Es, Hs, which satisfies the following conditions:
(i) it is a solution of Maxwell's equations ikE = curlH, ikH = -curlE, d iv E = 0
(ii) on S, (E* + E8) x N = 0, (H* + H8) . N = 0, where N is the outward normal unit vector to ; (iii) it satisfies Sommerfeld's radiation condition a t infinity. There is only one field E8, H8 which satisfies these conditions. The simplest form of the radiation condition is to assume th a t k where p and q are positive and q is small, and to require each field component to vanish at infinity. This corresponds physically to assuming th at the medium has a small conductivity. The imaginary part of k can be made zero at the end of the analysis. I t is im portant to note th a t a field which satisfies the radiation condition and which has no singularity anywhere in space is null.
If Vi s a rectangular cartesian component of E8 or of H8, it satisfies the wavee1uation W + F 7 = 0 and the radiation condition, and is therefore completely determined by the values on S either of V or of its normal derivative. The explicit formulae are ( 1 ' 2 ) where N ' is the outward normal unit vector to S at the integration point P', and G1 and 6r2 are the Green's functions of the first and second kinds. These formulae have been little used in diffraction theory| for two.reasons. First, if is a component * H ere and th roughout th e paper, a tim e factor eiwt (w > 0) is understood. | The only case I know is Schwarzschild's w ork (1902) on diffraction by a slit.
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of Es or H s, the boundary conditions do not determine V or dV/dN on Secondly, the determination of the Green's functions is difficult and is equivalent to the solution of a scalar diffraction problem.
I t was for the first of these reasons th at recourse has been had to vector solutions of Maxwell's equations, such as the Larmor-Tedone formulae (Baker & Copson 1939) . But these formulae are no better suited to the solution of diffraction pro blems, since they require a complete knowledge of the scattered field at the surface of the screen. There is no special merit in a vector solution; for if the correct boundary values could be inserted in (1*1) or (1*2), the resulting expressions for Es and Hs would satisfy Maxwell's equations automatically, since these boundary value prob lems have unique solutions. Unfortunately it is not, in general, possible to do this.
The problem of reflexion by a perfectly conducting plane is quite exceptional. If the plane is z = 0 and if P lies in z > 0
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where integration is over the plane 2' -0 and (f> -
When z = 0, we have E% = Sx, Es y = <oy, Hs s -3%,,
where Sx, $ y ,3^z are functions of (x, y) k so (1*3) gives the components E%, Ey,Hs z of the reflected Again, by Maxwell's equations, one can express the values on z 0 of dHs x/dz, dHs yldz, dEs zjdz in terms of S" x and &y, and (1*4) will give the remaining field com ponents in z > 0. A complete solution of the problem of reflexion of electromagnetic waves by a perfectly conducting plane z = 0 is thu (1*3) and (1*4). A similar procedure will solve the reflexion problem in z < 0, provided th at the signs of the expressions on the right-hand sides of (1-3) and (1-4) are changed. Now consider the problem when the screen lies in the plane 2 = 0 but does not cover the whole plane. It has one or more holes say; the metal of the screen will be denoted by S2, so that Sx and S2 fill up the whole plane. The E% , Es y, H%, dHs Jdz,dH y/dz, dEs sjdz are the same as before on S2, but are unknow on 8V Equations (1*3) and (1*4) will still give the scattered field in 2 > 0 but will involve certain functions unknown on Sx; and similarly in 2 < 0. The continuity of the field through the holes 8X gives a set of integral equations to determine these unknown functions. These integral equations are found below, and turn out to be of an unusual type. They are, in effect, of the form x',y' = where integration is over the whole plane; the nucleus K is singular, is zero on S2 and unknown on Sv and F(x, y) is unknown on S2 but known on Sv This formulation of the problem of diffraction by a perfectly conducting plane screen is equivalent to assuming that the scattered field is due to a magnetic charge and current sheet over the holes S1 in the screen, a device used successfully by Bethe (1944) in connexion with diffraction by a small circular hole.
By using properties of the scattered field revealed in this new formulation of the diffraction problem, a second set of integral equations involving functions unknown on the screen S2 is obtained. This second formulation of the problem is equivalent to assuming th at the scattered field is due to electric charges and currents induced in the screen by the incident field, an idea originally suggested by Poincare and recently used by W. Magnus (1941) is his solution of Sommerfeld's diffraction problem.
Section 5 shows how the two methods may be applied to the Sommerfeld problem of the diffraction of plane polarized waves by a perfectly conducting half-plane. They can also be used to solve approximately the problems of diffraction by a narrow slit, a narrow blade, a small circular disk or a small circular hole. All these problems were solved by Rayleigh (1897) nearly fifty years ago for incident plane waves; the last has recently been solved by Bethe* for a general incident field. Both authors make considerable use of physical arguments. Bethe uses a fictitious magnetic charge and current sheet. Rayleigh, on the other hand, in dealing with diffraction by a small ellipsoid (of which a circular disk is a limiting form) assumes th at the field near the obstacle can be calculated by the methods of electrostatics and magnetostatics; the field at large distances is then deduced by comparing the field near the obstacle with th a t due to a Hertzian oscillator. The methods developed here make no appeal to physical intuition.
The two formulations of the problem of diffraction by a plane screen are comple mentary, in the sense that one involves functions unknown on the screen, the other functions unknown on the gaps in the screen. I t is shown in § 7 th at this leads at once to the rigorous form of Babinet's principle recently enunciated by H. G. Booker. 2 2 . The fundamental formulae I t was seen in § 1 that, under certain conditions, an electromagnetic field can be expressed in terms of the values on the plane z 0 of the two tangential components of E and the normal component of H. Theorem 1 shows this dependence on the boundary values explicitly. 
By saying th a t the field is regular in z0 , it is meant E and H and their first and second partial derivatives are continuous in ^ 0. This implies th a t $x, $y,are continuous functions of (x',y'), a restriction whic have to be removed later. The radiation condition is assumed to hold only in 0, and fighter conditions are applied to the boundary values.
Under the conditions of the theorem, (1*3) and (1*4) can be applied to each rect angular cartesian component of E and H, and the formula for Ex, Ey, Hz follow a t once. Next, by Maxwell's equations, it follows th at
so th at But the integral of d(3^z(j))ldx' over the whole plane vanishes by (Gree since 3^fze~ikr' tends to zero as r'-»oo uniformly in all directions. Hence
The formulae for Hy, Ez can be obtained in a similar way. The formula (2-3) is also a consequence of Green's theorem and Maxwell's equations. I t should be noted th at if U, V, W are any solutions of the wave-equation, the expressions (2-1) satisfy Maxwell's equations if, and only if, U, V, satisfy (2*3). The corresponding theorem for the half-space < 0 is Theorem 2.
Let E, H be an electromagnetic field which i satisfies the radiation condition in z < 0. Let Sx, <ay, deno at the boundary point (pc', y', 0), and let <axe~ikr\ Sye~ikr', tend to zero as r'->oo, uniformly in all directions. Then the field in < 0 is given by
where U, F, W are defined by (2-2) and are connected by (2-3).
One would expect th a t the field defined by (2*4) would be the analytical con tinuation of th a t defined by (2-1), but this is not so. For if it were, (2T) and (2*4) would define a field regular in all space and satisfying the radiation condition; it would therefore be a null field which is certainly not the case. The explanation is, as will be seen in § 3, th a t (2T) and (2-4) define a field due to a magnetic charge and current sheet in the plane z -0.
It will be necessary later to use the fact th at Ex, Ey, Hs defined by (2T) and (2-4) are even functions of z, whereas Hx, Hy, Ez are odd functions of z.
Since Maxwell's equations are invariant under the transformation E -> H, H -> -E. a second set of fundamental formulae involving the boundary values of Hx, Hy, Ez can be written down without proof. 
The functions U', H', W' are connected by the relation axr dy ' (2-7)
The corresponding formulae for the half-space 0 are
The field defined by (2-8) is not the analytical continuation of the field defined by (2*5). The physical reason is th at both are due to an electric charge and current sheet in the plane
When these theorems are applied to diffraction problems, the boundary values will not be continuous. For example, in the applications of theorem 1, will be discontinuous on certain curves which are the boundaries of the metal screen. The formulae of the theorem will, however, still hold provided th at the integrals (2*2) converge;
Ex,Ey, Hz will tend respectively to <ax, <oy, JC as tends to any boundary point + 0) at which these functions are continuous.
Connexion with the Larmor-Tedone formulae
The formulae of § 2 may also be deduced from the Larmor-Tedone vector solution of Maxwell's equations, which has the advantage of showing the physical meaning of the formulae. The Larmor-Tedone vector solution (Baker & Copson 1939) of the boundary value problem for the half-space 0 is E = -grad 0 -ilcA -curl B, H = -grad W -+ cu where 0 and A are the scalar and vector potentials of an electric charge and current sheet in the plane z -0, whereas W and B are the scalar and vector anti-p of a magnetic charge and current sheet. When 0, the expressions on the righthand sides of equations (3-1) are identically zero. In the notation of § 2, the explicit formulae for the potentials are
Equations (3*1), then give for z > 0 (3-2)
v~ 02 lk u u dy , dz ex dy '
but when z <0, the expressions on the right-hand sides of equations (3* identically zero. Now 0 , X F, A x, A y, Bx, By are all even functions of and so, when the s changed, the sign of all the derivatives with respect to 2 must be changed. Hence, when 2 > 0, the first term on the right-hand side of each of equations (3*3) is equal to the sum of the second and third terms. I t follows th a t the components of E and H can be expressed either in terms of the magnetic potentials or in terms of the electric potentials, the two sets of formulae being 106 E. T. Copson where the upper or lower sign is taken according as 0 or < 0. Therefore, by (4-2),
du Ex = E i + Er x + dz'
and similarly for the other components.
It is at this point th at the fact th at E% H1 is incident on the screen in the half space 2 > 0 comes into the argument. If there were no holes in the screen, the total field would be null in z < 0, bu t would be E°, H°, say, in 0. independent of the form of the holes Sv and u, v, w are identically zero when there are no holes. Hence E* + Er = E° or 0, IH + H r = H° or 0, according as z > 0 or < 0. In fact, Er, Hr is the ordinary reflected field whe is incident in z > 0 on a perfectly reflecting plane = 0. I t has thus bee th at the total field (4*2) is given by 
E. T. Copson
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where F(x, y) is given on 81 but unknown on S2. The radiation condition does, how ever, give some information about the asymptotic behaviour of F(x, y) on when S2 extends to infinity, and this may be of importance in a rigorous solution.
The three integral equations are not independent, since (4*17) is a consequence of (4-15) and (4-16). I t is, nevertheless, useful to retain all three with a view to finding appfoximate solutions. Theorem 4 is very suitable for dealing with diffraction by small holes in a plane screen, but would be of little use in the case of a small obstacle. The complementary formulation given below in theorem 5 is suitable for small obstacle problems. Using the notation of the proof of theorem 4, it is known th at H%, Hs y, E% are odd functions of z, and so H8 x->±hx, Hy->±hy, E%->±ez, * I f S 2 extends to infinity, th e expressions H l xe~ikr, H l ye~ikT, w ith 0 are assumed to tend to zero as r -^(a^ + y^-xX), uniform ly in all directions on S 2. as z -> + 0. But since Hs x, Ha y, E% are continuous across the holes in the screen, hx, hy and e2 vanish on Sx. I t follows from theorem 3 that, if are (4-42), then
everywhere. The total field E = E* + Es, H = H* + Hs is therefore given by (4*41) everywhere. Since, however, Ex, Ey,Hs vanish on S2, t ", du dv' v' dx + dy -H* when z = 0 and (x, y , 0) is a point of S2; and these are the integr (4-46) and (4*47) of theorem 5.
The expressions which would occur on the right-hand sides of the integral equations if (x, y, 0) were a point of Sx are unknown; for example, dw' ikv' -E s x(x, y, 0), and E8 X is unknown on 8X . The three integral equations are not independent, since (4*47) is a consequence of (4-45) and (4-46). Again all three are retained with a view to finding approximate solutions.
Sommerfeld's diffraction problem
Theorems 4 and 5 will now be applied to Sommerfeld's problem of the diffraction of plane-polarized waves by a perfectly conducting half-plane. The axes are chosen so th at the screen lies in the plane 2 = 0 and so th at the waves are incident on it in z >0 ; the edge of the screen is taken to be the axis of y so th a t the hole is = 0, x > 0, and the metal of the screen S2 is z = 0, In the first case, the plane of polarization is parallel to the edge of the screen, the incident field beinĝ i sill a + k COS a) C O S a+iite sin a where 0 < a < n .The problem is a two-dimensional one; in the total field E will be everywhere perpendicular to the axis of y, H everywhere parallel to the axis of y, and both vectors will be independent of y. Hence the functions ,ex, ey, hz of theorem 4 will not involve y ' , and also ey, and therefore hs, will be identically zer then, only the function ex to be found.
The integral equation (4-15) of theorem 4 will be satisfied identically, and (4-17) will be an immediate consequence of (4-16). There is then only one integral equation to solve, namely, _ e_ikp -e x-----dx'dy' = 2neikxcoaa, JJs, P when (x, y, 0) is a point of Sx\ here p2 -(x -+ {y -A one can integrate with respect to y ',to obtain f ex(x')H^2\ k | x -x'|) dx Jo ŵ hen x >0 . When (5-1) has been solved for ex(x'), the total field behind the screen will be given by equations (4*11).
I t is well known th a t this case of Sommerfeld's problem is mathematically identical with an acoustical problem in which plane waves with velocity potential In the second case, the plane of polarization is perpendicular to the edge of the screen, the incident field, being Ei j g ik x cos oc+ikz sin a H< = (i sin a -k cos a) eikx cos a+ikzsln where 0 < cc< tt.The problem is again a two-dimensional one, with E and H independent of y and E parallel to the axis of y. The function hx of theorem 5 is independent of y' and hy and ez are identically zero.
The integral equation (4-45) of theorem 5 will be satisfied identically, and (4*47) will be an immediate consequence of (4*46). Thus, again, there is only one integral equation to solve, namely, dx' dy' = 2neikx cos a, when (x, y, 0) is a point of S2. After integration with respect to y', this becomes J hx(x')H ffX lc \x -x' \) dx' = | eikxcoaa, (5-when x < 0. When (5*2) has been solved for hx{x'), the total field everywhere is given by (4-41).
It will be seen that the integral equations (5-1) and (5-2) are almost identical. I t will be seen later th at each implies the other, in virtue of the rigorous form of Babinet's principle to be proved in §7. The equation (5-2) was first obtained by Magnus (1941) , who solved it by rather difficult analysis involving series of Bessel functions and verified that the solution led to Sommerfeld's formula in the case of normal incidence. The Fourier integral solution is much simpler and more direct.
6. Diffraction by a small circular hole and a small circular disk These problems were first solved by Rayleigh in 1897 on the assumption th a t the radius of the hole or disk is small compared with the wave-length, by his method of regarding the field near the hole or disk as quasi-static. The hole problem has recently been solved again by Bethe (1944) , who regarded the field behind the screen as being due to a fictitious magnetic charge and current sheet in the hole. Both methods lead to the same result, which differs surprisingly from the classical results for the case when the radius of the hole is large compared with the wave length. It will now be shown th a t the methods developed in the present paper lead very simply to the solution of both problems.
In the first problem, suppose th at the field E 1 ', H* is incident in > 0 on the perfectly conducting plane z -0, which is pierced by a sm x2 + y2 < a2, where ka<^l. Theorem 4 gives three integral equations, which will be solved approximately, making, as Bethe does, the following assumptions:
(i) since ka<^ 1, H l x, Hy, E\ may be regarded as constant over (ii) since <pQ = e~ikP/p, where p2 -(x -x 2 ka, where (x,y) and (x',y') are points of Sv $60 is replaced by 1/p. The integral equations then become
when ( x, y) is a point of Sx; here //*/ denotes the value of the other equations.
The three integral equations are evidently not independent, nor are the three unknown functions, since ikhz = -0* d y'
but it is desirable to keep all three equations in an approximate solution. The equations will be solved by using the formulae* V(a2-
x' dx'dy' r'2)p dx' dy' ) P kn2x, * The first form ula is suggested by th e expression for th e potential of a uniform solid ellipsoid a t an internal point and can be proved by direct in tegration using polar co-ordinates w ith (x, y) as pole. The second and th ird follow from th e first. The analysis is suggested by th a t of B ethe.
when (x, y) is a point of Sx; for brevity r2 and r'2 have and x'2 + y'2. These formulae and (6-3) suggest th at a duitable solution would be From (7-1) and (7*5) the equations E 1 + H 2 = F, H 1 -E 2 = G follow. This completes the proof of Babinet's principle.
