One of the bottlenecks in molecular simulations is to treat large systems involving electrostatic interactions. Computational time in conventional molecular simulation methods scales with Om2), where N is the number of atoms. With the emergence of the cell multipole method (CMM) and massively parallel supercomputers, simulations of 10-million atoms have been performed. In this work, the optimal hierarchy cell level and the algorithm for Taylor expansion were recommended for fast and accurate molecular dynamics (h4D) simulations of three-dimensional (3D) systems. CMM was then extended to treat quasi-two-dimensional (2D) systems, which is very important for condensed matter physics problems. In addition, CMM was applied to grand canonical ensemble Monte Carlo (GCMC) simulations for both 3D and 2D systems. Under the optimal conditions, our results show that computational time is approximately linear with N for large systems, average error in total potential energy is less than -l%, and RMS force is about 0.0 15 for 3D and 2D systems when compared with the Ewald summation.
INTRODUCTION
The accurate treatment of the long-range Coulombic interactions for large systems is one of the most challenging tasks in computer simulations of charged particles. For a three-dimensional periodic system, the Ewald summation method (EW3D) has been widely used to handle the long-range electrostatic interactions between charged particles.
However, the Ewald summation method is computationally very expensive since its complexity is 0 @I1.') in a N-particle system. A common approach is to truncate the interactions at a certain cutoff distance. This reduces the operation count to 0 0 , but significantly scarifies the accuracy, particularly for long-range Coulombic interactions. ['] Recently, much effort has been devoted to improving the efficiency of the Ewald summation method and developing alternative methods for large systems, such as the particle-particle and particle-mesh method (PPPM)[4.51 and the cell multipole method [12, 31 (CMM). Both PPPM and CMM are more efficient than the Ewald summation. However, CMM is much more efficient than PPPM for large systems involving 100,000 or more -atoms. Furthermore, CMM is well suited to massively parallel supercomputers due to its hierarchy tree structure. In particular, its multipole-based and hierarchical cell structures are well suited to calculating the long-range interactions in large systems. The cost reduces from Ow2) to O(N1ogN). With growing interest in surface and interfacial systems, it is desirable to apply CMM to quasi-two-dimensional (2D) systems, where periodicity exists in only two dimensions.
In this work, the optimal hierarchy cell (e.g. level 2 or 3) and the algorithm for Taylor expansion (e.g., complex or simple downward) were recommended for fast and accurate molecular dynamics (MD) simulations of three-dimensional (3D) systems.
CMM was extended to MD simulations for 2D systems and grand canonical ensemble Monto Carlo (GCMC) simulations for both 3D and 2D systems. These methods were tested on pure, binary, and ternary systems. The next section describes the basic ideas of CMM and reduced cell multipole method (RCMM) for periodic systems in MD simulations, and the extension of CMM to confined systems and to GCMC simulations.
In the third section, various simulation results of pure and mixed components (e.g., water, methane, and dendrimers) in bulk and confined systems by MD and GCMC simulations are given. Conclusions are presented in the final section.
II. METHODOLOGY A. Multipole Approximation
The key feature of CMM is that by dividing a system into cubic cells and using multipoles (Le., charges, dipoles, and quadruoles) to represent the cells, a large Cell decomposition. The simulation system is decomposed into a hierarchy of cells like a tree structure. The root of the tree is the original system that is defined as level 0 while the leaf of the tree is at the deepest level. The effect of each cell will be represented by multipole expaniions.
Multipole expansion. The multipole moments for all the cells at the deepest level are first determined. Then, the multipoles at the higher level are calculated by combining the corresponding multipole moments of eight children cells at the lower level. This process starts fiom the deepest level, then moves upward to the root level (level 0).
Far-Beld multipole Taylor expansion. The multipole moments in the far-field are the same for each atom in a given leaf cell. To calculate force and energy of each atom within a leaf cell, it needs to sum all of the Taylor expansion coefficients by expanding the multipole moments fiom all distant cells in the far-field to the center of the given cell instead of to each atom. The systems. But, the periodic boundary condition is eliminated in the z direction, and the conventional EW3D summation used in RCMh4 to deal with the fictitious charges was replaced by the Heyes method. In the Heyes method, the surface lattice is constructed from layers of unit cells infinite in the x and y directions. The 2D real-space lattice vector n is denoted as n = (n,L,n,,L, L ) with n,, ny integers and reciprocal lattice vector . Re denotes the real part of a complex quantity.
--*
The existence of a distinct nonzero term when K = 0 is one of the features of surface formula that distinguishes it from the corresponding bulk Ewald expression [16] , for which the comparable term is equal to zero for an overall charge neutral system. The self-energy term should be subtracted fkom the total potential energy as for the bulk case.
The frnal result for Coulombic interactions in quasi-2D systems is
In order to check our CMM2D simulation results, we applied the EW3D technique to quasi-2D systems by adding a large vacuum space on the top of the slab. It was concluded that results for this approach converged to those of EW2D when the vacuum height was large in the z direction. By increasing the height of the vacuum space in the z direction, the slab with the vacuum space on its top can be modeled as a strict slab system. The real-space lattice sum decreases quickly because 1 rg+ n falls off very fast in the z direction. The reciprocal vector K = 2n n/L also leads to a decrease in both exp(-K2/4q2) and 47r2/K2 terms due to the large vacuum in the z direction. Thus,
interactions between the original simulation box and its image cells in the z direction with large vacuum height for a bulk system were small. Potential energy will converge within a range of the vacuum height.
C . CMM in GCMC simulations
In grand canonical ensemble MC ( Each simulation step consists of one of the three attempts described above. For a move attempt, the probability of a movement attempt being accepted is
The probability of creation attempt being accepted is
The probability of deletion being accepted is
(9)
Here, AU(r) is the change in configuration energy; Ni is the number of molecules; V is the volume; and B is defined as
where pi is the configurational chemical potential of component i.
For a creation attempt, when a new molecule is inserted to the original simulation box, it is assigned to a specific cell based on its coordinates. Then, both the molecule coordinates and the cell number for the inserted molecule are labeled. The new trial configuration is updated in the original simulation box and copied to the image cells.
From the hierarchy tree structure, it is easy to identify near, far and 00 -27 reduced cells for the labeled cell. Finally, potential energy between this molecule in the labeled cell and the updated system including the inserted molecule and its image cells is calculated using the methods discussed above. The same procedure is used for deletion and movement attempts. The GCMC-CMM program was tested for a binary system including dendrimer and water.
RESULTS AND DISCUSSION
In this work, applications of the CMM method to MD and GCMC simulations of bulk and confined systems will be discussed. The computational speed and accuracy of the CMM method fox evaluating potential energy and force were compared with those from the Ewald summation, minimum image, and Massively Parallel Simulation (MPSim).
The calculations with the Ewald summation and the minimum image (half-box cutoff)
were achieved using the commercial software package Cerius2. We also have studied dendrimers, water-methane binary mixtures, as well as watermethane-dendrimer ternary mixtures with various compositions. The optimal results for bulk systems are given in Table 4 . Results show that the level of CMM (or average atom occupancy) is a key parameter in determining computational time and accuracy. The optimal value for average atom occupancy in the leaf cell is 3-10 atoms. Under the optimal condition, the complex downward algorithm was preferred since it is generally faster than the simple downward method without losing its accuracy.
B. MD simulations of confined systems
PAh4AM dendrimer has an ammonia core and -CH2CH2CONHCH2CH2NH2 monomer units. Additional layers of monomer units can attach to the nitrogen atoms of monomers such that the dendrimer grows like a tree (in contrast to single chain polymer).
PAMAMs of generation 3 (G-3), 4, 5, and 6 have 382, 814, 1678, and 3406 atoms, respectively. Nonbond interactions come from both inter-and intra-molecular contributions, excluding 1-2 and 1-3 interactions. PAMAM dendrimers were built using POLYGRAF fiom Professor William A. Goddard III at California Institute of Technology. The universal force field (UFF) was used to obtain LJ parameters, and the charge equilibration (QEq) method was applied to assign charge to each atom in PAMAM dendrimers. In this work, the EW3D as applied to quasi-2D systems was used to check CMM2D results. Figure 2 shows that van der Waals and Coulomb potential energies converge within a certain range of vacuum height in the z direction using the Comparing the accuracy of CMM with that of the Ewald summation, the error in energy at levels 2 and 3 is comparable and is less than 1% for various systems. RMS force is about 0.012. Relatively large error in energy was observed at level 1. The optimal value for average atom occupancy is 3-10 atoms at the deepest level. The complex downward algorithm is generally faster than the simple one without losing its accuracy.
Furthermore, we applied our CMM2D method to a more complex ternary system containing one G-4 PAMAM dendrimer, fourteen water and seven methane molecules.
For all LJ cross-term parameters, the geometric mean combing rule was used, namely, Figure 4 illustrates that the EW3D simulation does produce a converged region beyond 200 A in the z direction for van der W a a l s and Coulombic potential energies. Figure 5 shows that potential energy and RMS force at the level 1 are more accurate than those at levels 2 and 3. However computational time at level 1 significantly increases when compared with that at levels 2 and 3. As shown in Table 6 , an optimal result with accurate potential energy and R M S force, as well as fast computational time can be achieved at level 2. Final optimal results for pure components (water or dendrimer), water-methane binary mixtures, and water-methane-dendrimer ternary systems are listed in Table 7 , in which the optimal level (or average atom occupancy) and the complex downward algorithm are shown. The percentage error in total energy is about 1 % and the RMS force is about 0.014.
C. GCMC simulations of confined systems

0
A system with a dimension of 46.7 x 59.6 x 57.3 A was tested for a binary mixture of G-5 PAMAM dendrimer and water in a confined system using our CMM-GCMC program. The difference in energy AE between two different configurations was calculated at each level for each GCMC move. Results in Table 8 show that potential energies calculated from our CMM-GCMC program for various GCMC moves are consistent with those from our CMM-MD program. The slight difference among different levels for each move is due to approximations used in the calculation of far-field contributions.
IV. CONCLUSIONS
The CMM method is efficient in calculating both van der W a a l s and Coulombic interactions with significantly low computational time and good accuracy. It is well suited to handling large systems with long-range interactions in molecular simulations. Simulation results show that the level of the cell hierarchy tree (or average atom occupancy) in the deepest cell is a key factor in determining computational time and accuracy. The optimal number of atoms in the deepest cell is 3-10. The complex Taylor expansion algorithm is faster than the simple one without losing its accuracy. Under the optimal conditions, average error in total potential energy is less than 1% and RMS force is about 0.015 when compared with the Ewald summation method while computational efficiency improves significantly. Results also show that computational time of the CMM method scales almost linearly with the number of atoms in the cell for large systems.
The C M M method was extended to confined systems from bulk systems in MD simulations. Potential energies calculated from our CMM2D program are consistent with those from the EW3D technique applied to quasi-2D systems by adding a sufficiently large vacuum space on the top of the slab. The difference in total potential energy between these two methods is -1%. Moreover, the CMM method was applied to GCMC simulations for both 3D and 2D systems. Our CMM code is readily incorporated in the GCMC, MD, and grand canonical molecule simulation (GCMD) programs for applications, such as studies of adsorption and diffision in pores.
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