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help with the draft document review.
3
Resumen
En este art́ıculo se sugiere una metodoloǵıa que per-
mite cuantificar las asimetŕıas presentes en los proce-
sos de transmisión de volatilidad entre los mercados fi-
nancieros, esto mediante la transformación de los precios
de los activos en series de choques acumulados positivos
y negativos, reconociendo además matrices de covarian-
zas dinámicas en el tiempo. Se calculan los ı́ndices de
spillovers asimétricos para los mercados colombianos de
bonos soberanos, interbancario, cambiario, de acciones
y de swaps de incumplimiento crediticio, tomando como
variable control el ı́ndice del mercado accionario de Es-
tados Unidos para evitar sesgos en la estimación. La
frecuencia de la información es diaria y la muestra com-
prende el periodo 2006 -2016. Los resultados sugieren
la existencia de asimetŕıas en el mecanismo de difusión
de volatilidad de los mercados financieros en Colombia,
la magnitud de los spillovers en presencia de choques
negativos es mayor que cuando los choques son posi-
tivos. El CDS alcanzó los mayores picos de transmisión
neta de volatilidad debida a choques adversos, sin em-
bargo fue la volatilidad del mercado de acciones esta-
dounidense la que en promedio más se propagó en el
peŕıodo analizado, especialmente en periodos de turbu-
lencia financiera. Finalmente, se compararon los resulta-
dos con aquellos obtenidos a partir de la estimación de un
modelo GARCH multivariado para los retornos de los ac-
tivos sin transformar. Se muestra también un algoritmo
propuesto para evaluar la robustez de la metodoloǵıa.
Palabras clave: efectos asimétricos, transmisión de volatilidad, fun-
ciones de impulso-respuesta generalizadas, mercados financieros.
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Abstract
In this article we suggest how to quantify asymmetric
volatility transmission between financial markets by trans-
forming asset prices into cumulative positive and nega-
tive changes, while recognizing a time-varying covariance
matrix. We compute the asymmetrical spillover indices
for the Colombia’s sovereign bond, interbank overnight,
foreign exchange, equity, and credit default swaps mar-
kets. The US stock market index was also included to
avoid a possible omitted variable bias. Daily data for the
period 2006-2016 was used. Our findings support the
asymmetric connectedness among Colombia’s financial
markets as spillovers in presence of adverse shocks are
larger than the observed with positive innovations. CDS
achieved the largest transmission levels of downside risk,
whereas transmission from US stock market to the other
markets was higher on average, especially in periods of
financial turmoil. We compare the results with those ob-
tained from the estimation of a multivariate asymmetric
GARCH model for the total asset returns. An algorithm
for robustness analysis is presented.
Keywords: asymmetric effects, volatility transmission, generalized IRF,
financial markets, market linkages
JEL Codes: C18, C58, G10, G32.
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1 Introduction
Financial crises, sudden stops in capital flows and bubble episodes have shown the importance of
understanding not only systemic and trend-reinforcement effects, but also the sources of risk and the
intensity of transmission among different financial markets. Determining the volatility behavior of each
market during booms and crashes and its connections with other markets has become more important
than before for investors and policymakers. For the former, to measure portfolios’ exposure to systemic
risk to devise hedging strategies against it, and for the latter, to limit the financial agents’ excessive
risk-taking to ensure the financial and economic stability.
Different econometric methodologies to address these objectives have been proposed in the literature
over the last two decades, most of them focused in the estimation of pairwise correlations through
time (Forbes and Rigobon, 2002; Caporale et al., 2006; Beirne et al., 2013). Nevertheless, these
methodologies have difficulties disentangling the role of each market under analysis. As an alternative,
Diebold and Yilmaz (2012) have proposed a methodology based on a vector autoregressive model
and generalized forecast-error variance decompositions invariants to the variable ordering, which allow
them to identify which market is a receiver or a transmitter of risk through time.
However, their proposal does not consider the presence of asymmetries in the volatility transmission
process. Large negative returns are more correlated than large positive returns, which results on a
stronger dependence in the presence of negative shocks (Longin and Solnik, 2001; Ang and Chen, 2002).
Therefore, including asymmetries on volatility transmission measurements is important as volatility
spillovers across markets are larger when market interdependence is high (Baruník et al., 2016). In
fact, Wu (2001) recognized that the presence of asymmetries is most apparent during stock market
downturns, episodes in which a large decline in stock price is associated with a significant increase in
market volatility.
Since there is empirical evidence of a differential effect between positive and negative shocks on volatil-
ity, it could be considered the fact that volatility transmission processes present evidence of asymme-
tries as well. As this topic has not yet received enough attention in the literature, in this document
we try to fill out this possibility.
This article will focus on three contributions. First, we intend to integrate asymmetric effects of risk
transmission on spillover indices proposed by Diebold and Yilmaz (2012). For this purpose, we use the
asymmetric generalized impulse response functions and variance decompositions suggested by Hatemi
(2014). Hatemi’s impulse response functions (2014) are computed by transforming the underlying
variables into cumulative positive and negative changes. Traditional impulse response functions are
then obtained for each group of cumulative negative or positive shocks.
Computation of reponses to shocks coming from different directions has not been emphasized enough
yet. However, Hatemi’s contribution (2014) promises to be a practical methodology for an easy es-
timation of a differencial reaction in response to both positive and negative shocks of the underlying
variables.
The asymmetric spillovers indexes we will present recognize also the time-variant nature of the co-
variance matrix through the approach developed by Gamba-Santamaria et al. (2017). They use a
DCC-GARCH model to estimate the dynamic multivariate relationships among the asset returns and
compute spillover indexes directly on the series of asset returns.
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Second, we examine the asymmetries of volatility spillovers among Colombian money, sovereign bond,
exchange rate and stock markets using daily data for the period 2006-2016. The US stock market
index was also included to avoid a possible omitted variable bias. The relevant literature has focused
on considering the cross-country volatility spillovers, but specifically in Colombia, the way how risk
spreads through local markets has not been fully explored. This methodology then could be useful
for designing better financial stability policies and for a more accurate measurement of local systemic
risk.
We present the findings of both exercises: applying the traditional and the asymmetrical impulse
response functions. The first were obtained by estimating a multivariate Asymmetric Dynamic Con-
ditional Correlation (ADCC-GARCH) model, developed by Cappiello et al. (2006), instead of the
DCC-GARCH model as propose Gamba-Santamaria et al. (2017). This estimation is justified in so
far as computation of both conditional volatilities and correlations takes into account the asymmet-
ric effect of negative shocks. Although ADCC-GARCH is an accepted generalization of multivariate
volatility models in the literature, it has not been applied for adjusting Diebold and Yilmaz’s spillovers
indices by asymmetric volatility and correlations either.
Third, we present a strategy for the model validation as limitations of the Hatemi’s impulse response
functions have not been evaluated yet. Hatemi’s methodology assumes an independent multivariate
autoregressive process for each group of cumulative shocks, positive and negative. Nevertheless it
could be thought that there is no independence actually. In order to evaluate the changes in spillovers
estimation when this assumption is relaxed, we follow a simulation procedure in which we compute
the asymmetric impulse response functions for a sample of simulated data from two sets of known
parameters, one set related to responses of the system to positive shocks and the other to negative
ones. The two sets of parameters interacts in an only dependent process.
Our findings suggest that there are asymmetries in the direction of volatility transmission mecha-
nisms among local markets. Downside risk spillovers are larger than those of upside risk most of the
time, asymmetrical effect grew up during high volatility episodes. We also find that the asymmetric
generalized impulse response functions are greater than those obtained from a dependent process.
This article is organized as follows. Section 2 shows a review of the related literature, section 3
introduces the theoretical model, section 4 describes the variables included in the estimation, section
5 analyzes the results and section 6 concludes.
2 Literature review
Contagion and transmission of volatility are terms usually used indistinctly, however it is important
to clarify their differences. The most relevant literature defines contagion as the increase in cross-
market linkages due to the spread of disturbances from one market to the others (Forbes and Rigobon,
2002; Pesaran and Pick, 2007). There are two group of causes of contagion episodes (Dornbusch
et al., 2000)(Claessens and Forbes, 2004). The first is fundamental-based and refers to the natural
interdependence across markets either through real or financial linkages. Although commovements
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related with those kinds of sources are not contagion events by themselves, they would be if they take
place during periods of crisis and if their effects are adverse.
The second, associated with pure contagion, refers to investors’ behavior and changes in their sen-
timents or beliefs that drive them to rebalance their portfolio across markets, thus transmitting the
shock. Changing the portfolio asset allocation could be done for individually rational motivations such
as liquidity constraints or investment management policies, but on aggregate those incentives are not
rational to the extent that they are not linked to observed changes in economic fundamentals (Forbes
and Rigobon, 2002).
Other authors, such as Pritsker (2001), suggest that contagion could be originated by both sources:
fundamental or non-fundamental. This approach is refused due to the fact that researchers have never
reached agreement about what the right fundamentals for controlling models are.
Following Forbes and Rigobon (2002)’s definition, empirical studies about financial contagion have
been focused on testing whether cross-markets correlations on turmoil periods are significantly higher
than during quiet periods. These authors test the presence of stock market contagion for the time of the
East Asian crisis in 1997, the Tequila crisis in 1994 and the US crash in 1984. Their findings show that
correlation coefficients are upward biased given that they are conditioned on market movements, after
adjusting for this bias the authors concluded there were not contagion episodes, only interdependence
between stock markets affected by the last crisis events.
The first variety of formal models with the purpose of studying correlations structure appeared with
the CAPM model, which was widely spread in the literature. Bekaert et al. (2005) examined the
residuals correlation between the US and other stock markets after applying a world CAPM two factor
model with time-varying loadings, however results may not necessarily indicate pure contagion given
the presence of heteroskedasticity and endogeneity.
After the introduction of conditional volatility models by Engle (1982), researchers focused on how
markets are interrelated through the correlation analysis of conditional volatilities. Volatility trans-
mission is referred to as a more general concept: dependencies and possible contagion on the second
moments (Beirne et al., 2013).
For example Caporale et al. (2006) and Beirne et al. (2013) tested the presence of both volatility trans-
mission and contagion of returns in mature, regional emerging and local emerging markets through
a trivariate GARCH-BEKK estimation. A dummy variable to capture dependence shifts during tur-
bulence periods was included in the model. After applying Wald tests to evaluate the change of the
estimated parameters over time, the authors concluded that spillovers from mature stock markets
influenced the vast majority of the 41 emerging markets returns volatility involved in the study.
In 2012, Diebold and Yilmaz proposed measures for net and directional volatility spillovers. These were
obtained from forecast error variance decompositions of a VAR model of the US stock, exchange rate,
money and commodity market volatilities. Following Koop et al. (1996)’s framework, the invariance of
the methodology to the variable ordering is guaranteed. The authors highlighted that the stock market
had the greatest volatility transmission to others during the most severe episode of the international
financial crisis, while the FX was the market which had the most significant level of volatility reception
during this time.
8
Apostolakis and Papadopoulos (2015) evaluated the volatility spillovers across G7 members using the
volatilities of the most representative indicators of the interbank, stock and exchange markets. They
found the stock market and the interbank market have the greatest impact on the others in the short
term and the cross-country shocks transmission higher in magnitude than cross-market.
Louzis (2013); Claeys and Vašíček (2014) and Fernández-Rodríguez et al. (2015) calculated spillovers
measures with the purpose of estimate volatility spreading through EMU economies during the Euro-
zone crisis. The authors agreed that central countries were the net transmitters in the pre-crisis period
and a higher interdependence across bond markets since the Greek sovereign crisis started in late 2009.
Peripheral countries were the net transmitters during and after the turmoil period, although there is
no consensus about the time of the shift.
Balli et al. (2015) tested the spillover effect for some emerging markets and its relation with the most
important developed markets over the period 2000-2013. They tried to find what the causes of that
connection were. They found cultural variables such as common language and geographical distance
to be determinants of cross-countries spillover effects. The authors realized that US was the developed
market which generated the greatest flows of volatility spillovers towards Asian and Latin American
economies.
Indeed, allowing a time-varying covariance matrix, Gamba-Santamaria et al. (2017) evaluated the
volatility spillovers between the most important stock markets in Latin America. They concluded that
Colombia, Mexico and Chile were the net receivers of volatility shocks during the period 2008-2012,
in contrast to Brazil which resulted to be the net transmitter during the same time.
Despite of the versatility of the Diebold and Yilmaz’s approach, it does not take into account the
possible presence of asymmetries on volatility diffusion across markets. In fact, asymmetries effects on
risk transmission have not been evaluated deeply in the literature.
The first attempts to test the asymmetric volatility spillovers were made by employing a multivariate
EGARCH estimation. Koutmos and Booth (1995) by means of the analysis of daily stock returns
across the equity indices of New York, Tokyo and London markets, found that a negative innovation
in a given market has a greater impact on the returns volatility of the other markets than a positive
innovation. Following the same methodology, Kanas (1998) found the presence of asymmetric volatility
transmission across London, Frankfurt and Paris stocks markets.
Other efforts were based on the generalization of the Dynamic Conditional Correlation (DCC-GARCH)
model of Engle (2002), suggested by Cappiello et al. (2006). The asymmetric generalized dynamic
conditional correlation (AG-DCC) is a formal methodology to recover dynamic correlations and it
builds on the premise that negative shocks usually have higher impact than positive shocks on both
volatility and correlation levels of markets returns.
On the other hand, according to Baruník et al. (2016), asymmetries of volatility spillovers can be
captured through the distinction between good and bad volatility. This can be possible by means of
the realized variance estimator, which is defined as the sum of the squared returns for high frequency
data (Andersen et al., 2001; Barndorff-Nielsen and Shephard, 2002), and the realized semivariance
(RS) concept developed by Barndorff-Neilsen et al. (2010). Negative RS or bad volatility measures
risk coming from negative returns, it is called positive RS or good volatility if it comes from positive
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returns. Baruník et al. (2016) proposed examining the asymmetric effect through the contrast of the
computed spillover indexes for both positive and negative realized semivariances.
After applying their proposed methodology to high-frequency intra-day data on the set of the most
actively traded currencies against the U.S. dollar, Baruník et al. (2017) found that there is significant
presence of asymmetries across the forex market. Symmetric connectedness through stock markets
were rejected as well. (Baruník et al., 2016)
The copula approach has also been evaluated for determining asymmetric effects on conditional de-
pendence. Hu (2010), Wang et al. (2011) and more recently, Wu et al. (2017) estimated a time-varying
copula to recover the joint conditional distribution where the lower and the upper tails are assessed
separately. All these works found a significant time varying nature in the correlations structure and
a left-tail dependence stronger than upper tail dependence among China and other emerging and
developed countries.
3 Empirical Methodology
Asymmetric volatility spillovers among financial markets are measured by transforming the asset prices
into their cumulative positive and negative changes. This allows spillovers measures to be calculated by
estimating the generalized variance decompositions for a set of cumulative shocks which make markets
go up or down. Estimation takes into account a time-dependent covariance matrix.
In subsection 3.1 we introduce the theoretical framework, proposed by Capiello et. al (2006), to retrieve
the dynamic conditional volatilities and correlations across a set of asset returns, whether they are
the total returns, the associated to the cumulative postive or negative changes. Then, in subsection
3.2, we present the Hatemi’s asymmetric generalized impulse response functions (2014) in which the
time-varying covariance matrix is incorporated under the Gamba-Santamaria et al.’s scheme (2017).
Finally, the Diebold and Yilmaz’s spillover indexes (2012) we compute from the asymmetric impulse
response functions are presented in subsection 3.3.
3.1 Asymmetric Generalized Dynamic Conditional Correlation AG-DCC-
GARCH




πirt−i + εt (1)
where rt = [r1t, r2t, ..., rkt]′is a k× 1 vector of dependent variables and {πi, i = 1, , 2, ..., p} are k× k
coefficient matrices. Following Capiello et. al (2006), it is assumed that
εt|Ωt−1
iid∼ N(0, Ht) (2)
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Where Ωt−1is the information set in time t-1 and Ht is a time-varying covariance matrix which can
be decomposed as follows
Ht = DtRtDt
Where Dt is a k × k diagonal matrix with the time-varying standard deviations of εt, they are repre-
sented as
√
hi,t for the i-th asset and the time t. Rt is the time-varying correlation matrix which is
calculated from a three-stage procedure, as it is proposed by Cappiello et al. (2006).
In the first stage, univariate GARCH models for each residual series are fitted in order to retrieve
the conditional volatilities
√
hi,t. The standardized innovations, denoted as vi,t = εi,t√
hi,t
, are used
to estimate the correlation parameters. In the second stage, intercept parameters of the conditional
correlation equation are obtained through the standardizations of the estimated residuals given the
results of stage one. Finally, the third phase conditions on the correlation intercept estimation to
compute the parameter matrices which outline the dynamics of correlations.



















Rt = Q∗−1t QtQ∗−1t (4)
WhereQt is the k×k covariance matrix of the standardized residuals. In equation (3), ηt = I [vt < 0]◦vt
is a k × 1 vector which takes the values of the standardized residuals vi,t if they are negative and 0
otherwise. I [.] is a k × 1 indicator function which takes on value 1 if the argument is true and
0 otherwise, “◦” is the Hadamard product of two identically sized matrices. A,B and G denotes


















In equation (4), Q∗t is a k×k matrix which guarantees that Rt is a correlation matrix with ones on the
diagonal and every other element less than 1 in absolute value, thus Q∗t = [q∗iit] = [
√
qiit] is diagonal
and its elements are the square root of the diagonal elements of Qt.





R̄B −G′N̄G, is positive semi-definite and the inicial covariance matrix Q0 is positive definite.
If A , B and G are supposed to be scalars, equation (3) can be written as:




t−1 + b2Qt−1 (5)
for the scalar specification a sufficient condition which ensure Qt to be positive definite for all t is that
R̄ − a2R̄ − b2R̄ − g2N̄ is a positive semi-definite matrix. A necessary and sufficient condition for this
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and (5) characterize the ADCC GARCH model.
Moreover, it is feasible to obtain the conventional DCC GARCH proposed by Engle (2002) as a special
case of the AG-DCC GARCH model expressed in equations (4) and (5), being required that G = 0
and A and B be scalars.
The cost of the Capiello, Engle and Sheppard’s generalization of the multivariate GARCH is related
with the number of parameters to be estimated when many series are included in the model, these
increase quadratically with an added variable. However, estimation of the scalar ADCC is no more
computationally expensive than the scalar DCC.
Concerning the model consistency, Capiello et. al. (2006) emphasize on the correct identification of the
univariate models. If they are not well-specified the correlation matrix estimation will be inconsistent.
3.2 Asymmetric generalized impulse response functions
Pesaran and Shin (1998) introduced the generalized impulse response functions -as an alternative
approach to the decomposition of the residuals covariance matrix-, in order to deal with the composition
problem, which causes not only a response of r1,t but also of r2,t to a innovation on the standardized
residual v1,t. They suggest to shock only one of the system residuals and integrate out the effects of
the other shocks using the historical observed distribution of the errors.
However Pesaran and Shin (1998) assume that the response to a negative shock is the same as the
response to a positive innovation in absolute terms. To deal with this issue, Hatemi (2014) suggests
the distinction between how data reacts to negative and positive shocks by transforming the variables
into cumulative positive and negative changes and then, estimating the generalized impulse response
functions for each of them.
Following Hatemi (2014), it is assumed k integrated time series: S1t, S2t, ...Skt, by using the recursive
method each variable can be expressed as is shown in equation (6)




for i = 1, 2, ..., k and t = 1, 2, ..., T . Denoting ξ+it = max(ξit, 0) and, equivalently, ξ−it = min(ξit, 0), in
where ξit = ξ+it + ξ−it , it is possible to restate equation (6) as follows







The computation of the cumulative values of positive (S+it ) and negative shocks (S−it ) for each variable











The following VAR(p) model will be considered for estimating the dynamic interaction between values






t−i + εt (9)




2,t, ... and r+k,t are assumed to be the stationary components of
S+1,t, S
+
2,t, ... and S+k,t, respectively.
Hatemi (2014) proposes estimating a level VAR, as we are not interested in long-run dynamics of
asset returns, we have opted for working with stationary data. In Appendix A it is explained why
this methodology is valid even if there are a hidden cointegration across cumulative shocks. For the
cumulative negative shocks, the same specification as for the cumulative positive shocks is assumed.
Pesaran and Shin (1998) make the following standard assumptions for deriving the generalized impulse
response functions.
Assumption 1: E(εt) = 0, E(εtε′t) = Σ for all t, where Σ is a k×k positive definite matrix, E(εtε′s) = 0
for all t 6= s
Assumption 2: All the roots of |Ik −
∑p
i=1 πiz
i | = 0 fall outside the unit circle.
Assumption 3: r+t−1, r+t−2, ..., r+t−p with t = 1, 2, ..., T are not perfectly collinear.





where Ai are k × k coefficient matrices which are computed recursively as Ai =
∑p
j=1 πjAi−j , with
A0 = Ik and Ai = 0 for i < 0.
Following Gamba-Santamaria et al. (2017), Assumption 1 is relaxed such that E(εtε′t) = Ht. The
dynamic covariance matrix is estimated as shown in subsection 3.1. Therefore, the forecast error at











The generalized impulse response function, GIr(.), of r+t at horizon n is defined as follows
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GIr(n, δ,Ωt−1) = E(r+t+n|εt = δ,Ωt−1)− E(r+t+n|Ωt−1) (13)
Where δ = (δ1, ..., δk) is a k × 1 vector of shocks which are supossed to hit the dynamical system at
time t. If it is assumed a shock only on the j − th element, εjt, we have that equation (13) can be
rewritten as
GIr(n, δj ,Ωt−1) = E(r+t+n|εjt = δj ,Ωt−1)− E(r+t+n|Ωt−1) (14)
Asumming that εt has a multivariate normal distribution, the expected value of the residual vector,
conditional on the j − th shock, can be written as
E(εt|εjt = δj) =
(σ1jt+n, σ2jt+n, ..., σmjt+n)′δj
σjjt+n
(15)
Where σjjt+n denotes the element of the i − th row and the j − th column of Σet+n. Defining dj
as a column vector whose j − th element is equal to unity and zero otherwise, equation (15) can be
expressed in matrix notation as follows.




Using equation (14) in equation (9), and replacing equation (16), we have









The latter is the unescaled vector of responses on r+t+n of the effect of a shock in the j-th disturbance
term at time t. Moreover, by setting δj =
√
σjjt+n one may obtain the scaled1 impulse response
function, given by equation (18)
ψgj (n) = σ
− 12
jjt+n An Σet+n|Ωt dj n = 0, 1, 2, ... (18)
The estimation of the fraction of the n-step ahead forecast error variance of r+i which is accounted for










i Al Σet+l|Ωt A
′
l di
i, j = 1, 2, ..., k (19)






1It refers to a one standard error shock on the j-th equation at time t.
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3.3 Spillover indices
For dealing with the last trouble of variance decompositions, Diebold and Yilmaz (2012) propose






i, j = 1, 2, ..., k (20)





The total spillover index at horizon n, Sg(n), which accounts for the contribution of all the assets







∗ 100 i 6= j (21)
Through the directional volatility spillover indices it is possible to know the total amount of received
Sgi.(n) or transmitted S
g















∗ 100 i 6= j (23)
The net directional spillover indices, Sgi (n), measures the difference between the spillovers contribution
caused first, by a given market i on the others and second, by the rest of the system on i. Therefore if
the former is greater than the latter, the index is positive and the market is net-transmitter, otherwise
it would be net-receiver,





The net pairwise volatility spillover between two makets i and j is defined as the difference between
the gross volatility shocks transmitted from market i to market j and those transmitted from j to i.






∗ 100 i 6= j (25)
Spillovers indexes should be calculated for both: values of the cumulative positive and the cumulative
negative shocks of asset prices. Measures of asymmetric volatility transmission can also be computed
for other risk factors such as bond yields and credit spreads.
15
4 Data
We use daily data of the Colombian sovereign bond, interbank overnight, foreign exchange, equity,
credit default swaps markets and of the US stock market for the period from 2 January 2007 to 19
December 2016, totaling 2363 observations. We take trading common days in the sample.
Specifically, we use the TES spot 10-year rate (r10yt ), the TIB interest rate for the interbank overnight
lending market (rONt ), the TRM index (st) which is the weighted average rate at which forex trans-
actions have taken place2, the Colcap index (colcapt) as the representative stock market index which
follows the 20 most actively traded shares of the Colombia Stock Exchange, the 5-year credit default
swap spread (cds5yt ), which reflects the perception of investors on Colombia’s default risk in foreign
currency and the S&P 500 (SPX500t) as the most representative index of the US stock market. The
bond yields data, interbank interest rate, TRM and Colcap indexes were taken from the website of
the Colombia’s central bank. The exchange rate, stock market indexes and CDS spread were obtained
from Bloomberg.
Colcap index is only available since 15 January 2008. Previous values of this variable were recovered
from the IGBC index returns (i.e. Índice General de la Bolsa de Valores de Colombia), which represents
the nearest proxy for equity market fluctuations before that date. Proxies for colombian default risk
were also considered such that 10-year CDS spread and Embi Latam.
Historical behavior of the series is presented in figure 1. We identify four ad hoc episodes to characterize
the trend shifts of the data. First, since January 2008 until the beginning of the international financial
crisis in September 2008, commodities and stocks values declined due to the higher risk perception.
Colcap index was not the exception, reaching the worst performance in the last decade one month
after the Lehman Brothers’ bankruptcy announcement, thus showing daily losses of up to -8.9%.
As less risky securities began to be preferred, capital flows to emerging markets decreased, its currencies
depreciated and their country risk premiums were higher. The growth rate of the colombian exchange
rate between September and November in 2008 was 15,8%, the 10-year funding rate rose 230 bps
during these two months while the CDS spread increased in 416 bps.
The second episode refers to the expansive monetary policy that central banks of the most relevant
developed economies followed after the bubble burst. With economic panic, poor confidence in the
financial system and short term interest rate ineffectiveness as a monetary policy tool -which in the
peak of the turbulence period in US was close to zero-, the Fed and the European Central Bank began
buying mortgage-backed securities. The use of this unconventional tool, also known as quantitative
easing intended to estimulate the economic recovery in developed countries, caused a global excess of
liquidity.
This context led to high world capital flows which in Colombia resulted on a generalized assets ap-
preciation. In effect, the 10-year sovereign interest rate decreased about 800bps between the begining
of the US monetary expansion in November 2008 and before the tapering announcement on 19 June
2013. The 5Y-CDS declined 480 bps in the same period and the Colcap index achieved its historical
record of 1942 unities in November 2010.
2Exchange rate is expressed as colombian pesos per dollar
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Figure 1: Historical behavior of data


































Credit Default Swap Market
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This figure shows the historical behavior of the time series between 2 January 2007 and 19 December 2016. Interest
rates are in percentage, exchange rate is expressed as colombian pesos per US dollar and CDS spread is in basis points.
Common trading days are considered.
Table 1: Statistics of Selected Variables
Variable Mean Std. Dev Min Max Skew Kurt ADF test ARCH test
Levels
rONt 5,26% 2,36% 0,56% 10,48% 0,48 2,37 -0,75
r10yt 8,4% 1,69% 4,95% 14,09% 0,66 3,22 -0,65
st 2138,88 425,83 1655,03 3440 1,38 3,71 -1,53
Colcapt 1397,15 304,03 686,64 1942,37 -0,29 1,83 -0,02
cds5yt 157,39 72,02 64,7 600,37 2,11 8,69 -2,49
SPX500t 1512,63 391,5 6765,3 2271,72 0,18 1,93 0,93
Differences/ Log-returns
4rONt -0,0005% 0,19% -1,14% 1,14% 0,14 8,69 -12,95*** 220,62***
4r10yt -0,0006% 0,09% -0,58% 0,54% 0,39 8,92 -11,93*** 182,09***
4log(st) 0,01% 0,87% -7,6% 5,16% -0,14 8,98 -22,23*** 114,29***
4log(Colcapt) 0,008% 1,11% -8,92% 8,73% -0,34 8,86 -43,65*** 607,27***
4log(cds5yt ) 0,01% 3,91% -37,37% 38,23% 0,10 17,15 -16,07*** 104,26***
4log(SPX500t) -0,01% 1,36% -10,42% 9,47% 0,42 12,25 -54,37*** 253,73***
This table reports descriptive statistics of the representative risk factors for each market. The ARCH test is performed
following Engle (1982). For the Augmented Dickey–Fuller (ADF) test, the choice of lag length is based on Schwarz
Information Criterion.
Statistical significance at 10% (*), 5% (**) and 1% (***) level.
17
Subsequently, Ben Bernanke’s announcements regarding the intention to begin tapering the bonds
purchase program is the third event which characterizes the series performance. The reversion of
portfolio capital flows led to the depreciation of about 8% of the colombian currency between mid-
2013 to 29 October 2014, date that one officially finished purchases of assets. Although stock index
and CDS spread remained stable between these dates, the former decreased 6% during the next five
days of the first Fed annoucement, while the latter increased 8%.
The fourth event refers to the sharp fall of international oil prices of 62% between august 2014 up to
2015, as a result of higher inventories due to the excessive supply over global demand. Colombia’s oil-
price dependence was reflected in a downturn of 35% in the Colcap index, an additional depreciation
in 68% of the colombian peso and a higher 10-year bond yield in 188 bps.
Table 1 provides summary statistics for the data. The series exhibit a leptocurtic distribution, showing
strong departures from normality. The previous evidence is in line with the rejection of the null
hypothesis of homoscedasticity for the returns of all variables. It would be considered that interest
rates are mean and variance stationary as their levels are bounded by their nature. However, from a
risk perception, what matters are interest rates variations since they lead the gains or losses in market
value of assets (Nawalkha and Soto, 2009). In addition, the results of the ADF test suggest that risk
factors should be modeled in differences for interest rates and log-returns for the others.
5 Results
In this section we present the results after applying the proposed methodology for the Colombian
interbank, sovereign bond, foreign exchange, securities and default swaps markets and the US stock
market. The fact that negative risk takes place where the variables are rising is not applicable to
stock markets, for this reason we work with the inverse performance of the Colcap and the SPX 500
indexes (i.e. 1colcapt ,
1
SPX500t ). Volatility spillovers computed from the series decomposition into their
cumulative positive and cumulative negative shocks will be denominated in subsequent sections as
downside and upside risks spillovers, respectively.
Subsection 5.1 presents the spillover indices calculated from the unconditional covariance matrix of
the VAR residuals for the full data set and those obtained by estimating the cumulative values of
positive and negative shocks for each variable. Net volatility spillovers indexes computed from the
ADCC-GARCH estimation given the original database will be presented in subsection 5.2. Net asym-
metric volatility spillovers indices are shown in subsection 5.3, they are computed from the conditional
covariance matrix estimated for both the cumulative positive and negative changes of risk factors.
Finally, subsection 5.4 explains the methodology we follow in order to identify the limitations of the
asymmetric impulse response functions.
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5.1 Full-sample asymmetric volatility spillovers
Table 2: Total volatility spillover index (full sample)
rONt r
10y
t st colcapt cds
5y
t SPX500t Total Reception*
rONt 99.46 0.22 0.06 0.12 0.04 0.09 0.54
r10yt 0.16 75.07 9.43 6.58 6.53 2.22 24.93
st 0.04 8.04 64.05 7.09 13.44 7.34 35.95
colcapt 0.08 5.35 6.76 61.11 13.32 13.38 38.89
cds5yt 0.02 4.55 10.97 11.4 52.3 20.76 47.71
SPX500t 0.05 1.68 6.5 12.43 22.54 56.78 43.22
Total Transmission** 0.36 19.85 33.74 37.62 55.87 43.79
Total spillover
index*** = 31.87
This table presents the estimated forecast errors variance decompositions parting from the unconditional covariance
matrix of residuals and the respective calculated indices proposed by Diebold and Yilmaz (2012).
Gross directional volatility spillover from others (*) and to others (**) and total spillover indices (***) are expressed in
percentage.
The lag specification for each VAR model is selected by minimizing the Schwarz and the Hannan–Quinn
information criterions. Estimation of VAR process is performed by means of maximum likelihood.
Generalized impulse response functions are calculated from the unconditional covariances matrices.
Table 2 reports the total spillover index calculated from the full sample. The ij−th entry is the
estimated contribution to the forecast error variance of variable i coming from shocks to market j.
Further, the off-digonal row sums indicate the total reception of spillovers from the other markets
as shown in Equation 22, while the off-diagonal column sums refer to the total transmission of each
market to the others (Equation 23).
The differences between the total reception and the total transmission are the net volatility spillovers,
they are computed as described by Equation 24. If net spillovers are negative the market will be
called net receptor as the others’ forecast error variance explained by this market is lower than the
own forecast error variance explained by the others. The market will be denominated net transmittor
if net spillovers are positive.
The total spillovers index corresponds to the sum of the total reception of all markets, which equals
the sum of total transmission of all markets, relative to the sum of total reception if the own effect
is included as shown in Equation 21. The generalized variance decompositions are performed over an
horizon of 10-days as is suggested by Diebold and Yilmaz (2012).
In order to illustrate this, with respect to the spillover indices calculated for the full sample, it is
evident that the largest gross directional volatility spillovers to others (labeled Total Transmission)
comes from the default swaps market, it is of 55.87%, followed by the US stock market, which explains
in 43.79% the forecast error variance of the other markets. However, the latter is compensated for the
gross directional volatility spillover from others (labeled Total Reception) which is about 43.22%, for
the US stock market thus the net directional transmission is close to 0.6%.
The default swaps market has also the highest net directional spillovers (55.87%-47.71% = 8.16%).
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Although US stock market has a low net transmission of volatility, it is only exceeded by the money
market with an index of -0.18% (0.36%-0.54%).
The total spillover index points that, on average, 31.87% of the forecast error variance for all markets
can be explained by spillovers. However if it is taking into account only local markets, the total
spillovers effect is reduced to 29.5%.
Table 3 shows the total spillover indices calculated by the asymmetric approach. Spillovers presented
in panel A are called “downside risk spillovers” as they come from shocks which make risk factors rise
or asset prices go down, whereas those coming from shocks which make risk factors decrease or asset
prices go up are named “upside risk spillovers” and are shown in panel B.
Table 3: Total asymmetric volatility spillover indices
(A) Downside risk spillovers (cumulative positive shocks)
rONt r
10y
t st colcapt cds
5y
t SPX500t Total Reception*
rONt 99.55 0.07 0.09 0.05 0.10 0.14 0.45
r10yt 0.03 66.24 9.95 8.20 9.42 6.16 33.76
st 0.14 8.32 62.57 7.70 12.32 8.94 37.43
colcapt 0.07 5.69 6.95 57.74 14.97 14.59 42.26
cds5yt 0.02 4.60 9.70 11.49 55.09 19.09 44.91
SPX500t 0.07 1.92 6.68 11.64 20.37 59.32 40.68
Total Transmission** 0.33 20.61 33.36 39.09 57.17 48.93
Total spillover
index*** = 33.24
(B) Upside risk spillovers (cumulative negative shocks)
rONt r
10y
t st colcapt cds
5y
t SPX500t Total Reception*
rONt 97.69 0.62 0.01 0.47 0.22 1.00 2.31
r10yt 0.50 72.64 7.32 5.20 8.75 5.59 27.36
st 0.00 6.20 69.08 4.93 12.27 7.52 30.92
colcapt 0.33 4.12 4.40 66.15 12.00 13.00 33.85
cds5yt 0.11 4.52 8.76 9.58 55.93 21.10 44.07
SPX500t 0.62 2.46 4.84 10.05 21.57 60.45 39.55
Total Transmission** 1.57 17.92 25.32 30.23 54.81 48.22
Total spillover
index*** = 29.68
This table shows the estimated forecast errors variance decompositions parting from the unconditional covariance matrix
of residuals of two estimated VARs, one for the cumulative values of the positive shocks (panel A) and the other for the
cumulative values of the negative shocks (panel B). The table contains also the calculated indices proposed by Diebold
and Yilmaz (2012).
Gross directional volatility spillover from others (*) and to others (**) and total spillover indices (***) are expressed in
percentage.
In this regard all markets exhibit directional spillovers indices (Total Transmission and Total Reception)
associated to downside risk larger than those of upside risk, excepting the money market. This market
appears to be a net spillovers receptor for both downside and upside risks, nevertheless this index for
upside risk transmission (-0.74%) is larger than for downside risk transmission (-0.12%). The findings
from the presented exercises also show that innovations in the money market are the least influenced
and the ones that have the least influence on forecast error variance of other markets.
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The fact that the default swaps market appears to have the highest net transmission of downside risk
(57.17%-44.91% = 12.26%) also draws attention and could be explained by the fact that CDS spread is
a variable directly affected by global uncertainty. The highest net volatility spillovers from this market
also holds for upside risk although the index magnitude is lower: 10.74%. It is worth to highlight that
CDS spread plays a dominant role in spillovers transmission even when it is compared with the US
stock market. The CDS spread forecast error variance explained by SPX index shocks is lower than
the SPX index forecast error variance explained by the CDS spread innovations for both risks.
The bond market presents the highest net reception of volatility, being this higher for downside risk (-
13.15%) than for upside risk (-9.44%). The most important risk transmittors for 10-year bond yield are
the default swaps and FX markets. Colombia stock and FX markets also are net volatility receptors,
but its net spillovers magnitude is lower than that of the bond market.
As it was expected, the total spillover index for downside risk (33.24%) is larger than the obtained
for upside risk (29.68%). However, it is not possible to conclude that their difference is statistically
significant.
5.2 ADCC-GARCH spillovers
Asymmetric dynamical conditional deviations and correlations, as shown in Appendix B, are com-
puted for the full dataset (Equations 4 and 5). VAR-GARCH process is estimated through maximum
likelihood technique. Lag specification of the VAR representation and model selection for univari-
ate GARCH estimations (i.e. GJR GARCH and threshold GARCH) are selected by minimizing the
Schwarz and the Hannan–Quinn information criterions. Net volatility spillovers (Equation 24) with
asymmetric GARCH effects are presented in Figure 2 . We also calculate the net pairwise spillovers be-
tween two markets (Equation 25) and present these plots for this exercise in Appendix C. As proposed
by Diebold and Yilmaz (2012), negative (positive) values at time t in the presented graphs correspond
to a net receiver (transmitter) position at that time.
As we have already introduced the net spillover and net pairwise spillover plots, we now provide a
detailed analysis of the spillovers from each market to the others using Figure 2 and Appendix C.
The role played by the US stock market as a net transmitter is remarkable, especially during the
previous months to 2008 Great Recession and during 2011 (Fig. 2.VI). When policymakers warned
about European Debt Crisis spreading in the third quarter of 2011, net forecasting-error variance
transmission from this market was around 6%. The US stock market has its greatest influence during
the European fiscal solvency crisis, while is the credit default swap market the one with the strongest
transmission to the others in the time of Great Recession, in fact its net spillovers index reached a
value of 7% in July 2008 (Fig. 2.V). As the higher global risk perception leads to the devaluation of
local assets as a consequence of capital flight, stock and money markets appear to be net receivers of
downside risk over the same period.
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Figure 2: Net volatility spillover indices ADCC-GARCH
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In this figure are ilustrated the differences between the directional spillover “to others” and “from others” indices, they
are estimated by computing the standard generalized impulse response functions. Conditional correlations and volatilies
are obtainded from fitting a multivariate ADCC-GARCH model.
As it was expected from the findings in subsection 5.1, the bond market is the most influential (Fig.
2.II), reaching the lowest values of net spillovers in the same period in which CDS and US stock
markets registered the highest net spillover indexes . Bond market is a volatility transmitter only to
the money market, net pairwise spillovers between them are around 0.15%.
Likewise, the money market is a net spillovers receptor (Fig. 2.I). During 2008 the CDS was the most
influential market also on money market volatility (Fig. 7.IV), however the highest transmission of
volitility to the latter during the end-2015 came from FX market (Fig. 7.II). In fact, the FX market
is a net receptor of volatility in most of the period evaluated excepting the time the oil prices were
reaching its minimum level (towards the end of 2015 and beginning of 2016), in which the net index
was about -3% (Fig. 2.III).
Colombia stock market seems to be a net volatility receptor for the whole sample period (Fig. 2.IV),
the US stock market has the highest value of spillovers to local securities market with a mean of 0.5%
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(Fig. 7.XIV). This index reached a value of 2% by the time of Lehman Brothers’ bankruptcy. During
the same episode the pairwise spillover index between CDS and local stock markets presented a lower
but not less important level (Fig. 7.XIII), it was around 0.9%.
5.3 Net asymmetric volatility spillovers
Figure 3 shows the asymmetric time-varying net volatility spillover indices. Panel A shows the results
obtained for the cumulative positive shocks while Panel B presents the findings for the cumulative
negative shocks. These indexes will be called downside and upside risk spillovers, respectively.
The dynamics of net asymmetric volatility spillovers indexes is given by the time-varying covariance
matrix of forecast errors, which are obtained by estimating multivariate DCC-GARCH models. VAR-
GARCH processes are estimated through maximum likelihood technique. Lag specification for each
VAR representation and model selection for univariate GARCH estimations (i.e. GJR GARCH and
threshold GARCH) are selected by minimizing the Schwarz and the Hannan–Quinn information cri-
terions.
Our findings show that the credit default swaps market was a net volatility transmitter for both down-
side and upside risks during the whole period (Fig. 3.A.V, 3.B.V). This result is strongly reinforced
since the appearance of the first non-US entities affected by the subprime mortgage financial crisis in
July 2008 and during this episode. In that period bond spreads and CDS volatilities increased sharply,
which led to a net downside and upside risk spillover indexes of 19% and 7.2%, respectively. By the
same time the US stock market had also high levels of net downside risk transmission, in fact this
index grew up to 8.7% at the end of 2008 (Fig. 3.A.VI).
Downside risk spillovers reached higher levels in absolute value than upside risk excepting the money
market (Fig. 3.A.I, 3.B.I). During the two months after the Lehman Brothers’ bankruptcy the money
market achieved a reception of 6% of upside risk transmission, which came mainly from the CDS
market (Fig. 9.IV). Given the external pressures the interbank rate had a fast decrease from november
2008, even the TIB rate began to fall earlier than the monetary policy rate did. In contrast, net
dowsinde risk transmission reached only a value of -1.5% (Fig. 8.IV).
The bond market is a net volatility receptor, however it presents important falling net spillover indexes
by the time of the Great Recession. These presented more negative levels for downside risk transmission
(-10%) (Fig. 3.A.II) than for upside risk (-5%) (Fig. 3.B.II). Behavior of spillovers is similar for the
Colombian stock and FX markets in the same period, whose minimum levels of net downside risk
reception were of -6.8% and -4% and of net upside risk spillovers were -1.6% and -2%, respectively
(Fig. 3). While CDS market achieved the highest transmission to bond, Colombia stock and FX
markets, spillovers from the US stock market was higher on average.
An interesting connection to analyze is among international and local equities. US stock market
dominated the pairwise volatility tranmission with the Colombia stock market for both downside and
upside risks (Fig. 8.XIV, 9.XIV). We identify three episodes in which spillovers aymmetries become
more evident: from July and August 2007, from September 2008 to march 2009 and between August
and September of 2011. The first round of volatility spillovers took place when the mortgage-backed
securities market dried up and began the expansive monetary policy by the FED. Net downside risk
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spillovers reached close to 2.3%, while the same index for upside risk had presented values of 0.5%.
During the second episode which refers to the months after the Lehman Brothers’ bankruptcy, net
pairwise spillovers for downside and upside risks showed levels up to 3% and 0.7%, respectively.
During the third episode, between August and September 2011, when the European Debt Crisis began
to spread and increased the global uncertainty as S&P downgraded U.S credit rating, pairwise spillovers
between equities markets reached values of 1.9% for downside risk and 0.5% for upside risk. At the
same time net spillovers of downside risk from CDS, US stock and forex markets arose. Net pairwise
spillovers indexes show the bond market as the net receptor of volatility during that episode. For
downside risk, spillovers to this market from both the swaps and the US stock markets grew up to 4%
(Fig. 8.VIII, 8.IX), while upside risk transmission was around 1.5% (Fig. 9.VIII, 9.IX). Transmission
from the TRM index was lower as their net pairwise index was 1.2% for downside risk (Fig. 8.VI).
With the Fed announcements related to tapering of asset purchases in June 2013, both volatility level
of cumulative positive shocks and downside risk spillovers from the CDS market increased (Fig. 3.V),
while the FX and local stock markets showed a higher volatility reception (Fig. 3.III, 3.IV). In fact,
pairwise spillovers of downside risk transmission from swaps market arose up to 2.4% for Colcap index
and to 1.4% for TRM index (Fig. 8.XIII, 8.XI).
In the fourth quarter of 2014, risk appetite was triggered by uncertainty about monetary policy in the
US, aditionally the decline in international oil prices led the markets volatility during that period. The
net upside volatility transmission from the swaps market began to increase from late December 2014,
within an attempt of the WTI price stabilization and therefore of the CDS 5Y. Money and sovereign
bond markets were net receptors (Fig. 9.IV, 9.VIII). Net upside risk spillover indexes presented
maximum magnitudes of -5.3% and -3,5% respectively, while 10 year TES bonds appreciated over the
same period.
With respect to pairwise spillovers among Colombia stock and FX markets, the results point out that
the foreign exchange rate is a net receptor of downside risk since end-2014 up to March 2016 (Fig. 8.X),
period in which commodities prices decreased -in fact, WTI oil price presented a variation of -70%-.
Pairwise downside risk spillover index reached a value of 0.19%, whereas upside risk transmission was
around 0.05% (Fig. 9.X).
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Figure 3: Net asymmetric volatility spillover indices
(A) Cumulative positive shocks (B) Cumulative negative shocks
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This figure shows the differences between the directional spillover “to others” and “from others” indices, they are
estimated by computing the asymmetric generalized impulse response functions for both cumulative positive (panel A)
and cumulative positive (panel B) shocks.
As an additional exercise, a Mann-Whitney U-test is carried out in order to prove if net upside and
downside volatility spillover indices are similar or whether one index has higher or lower values than
the other. This test, unlike the t-test, does not require the assumption of normal distributions. The
null hypothesis is that the median of the two indices equals. Results by market are presented in table
4.
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Sovereign bond r10yt -28.15***
(0.0004)
Exchange rate st 8.91***
(0.001)
Colombia Stock colcapt -28.42***
(0.000)
Credit default swaps cds5yt 21.58***
(0.000)
US stock SPX500t 16.78***
(0.000)
Total spillover index 23.49***
(0.000)
This table displays the results of the Mann-Whitney U-test for each market. This is performed by means of MATLAB®
ranksum function.
.
Statistical significance at 10% (*), 5% (**) and 1% (***) level.
Results show the strongly rejection of the null hypothesis for all markets, by this way there is evidence
that net upside and downside risks transmission follow different patterns.
5.4 Robustness checks
Hatemi’s methodology assumes independent autoregressive processes for each group of cumulative
shocks, positive and negative. In this subsection we will compare the asymmetric generalized impulse
response functions with those obtained when the assumption is relaxed, this in order to understand
how independence would affect spillovers estimations. The methodology for the model validation shall
include a Monte Carlo simulation procedure in which two different vector autoregressive processes are
assumed, one for the data affected by negative shocks and other affected by positive ones. We suppose
data responds asymmetrically to a system shock, the reaction depends on the sign of the innovation.
Impulse response functions are computed given a set of assumed parameters for each VAR process.
A large number of samples are generated through the known parameters in order to follow Hatemi’s
(2014) estimation procedure. We finally compare both the known and the estimated impulse response
functions. The following algorithm is implemented:
• 1. Two known coefficient matrices are assumed for a 5-dimensional VAR(1) process, one asso-
ciated to the reaction of asset prices changes to negative , π−, and other to positive shocks,
π+.
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• 2. Parameter matrices of the vector moving average (VMA) representation are computed by
following the recursive method. Following the same notation as in Section 3, A+i are k × k
coefficient matrices which are computed recursively as A+i = π+A+i−1, with A+0 = Ik and A+i = 0
for i < 0. The same procedure is followed for computing A−i .
• 3. Given a correlation matrix, five random vectors of independent and identically distributed
residuals are drawn from the normal distribution. The data length is 2500 observations, then
ε = [ε1, ε2, ε3, ε4, ε5]′ is a 2500× 5 matrix of simulated innovations.
• 4. Series rt = [r1t, r2t, r3t, r4t, r5t]′ are recovered from both the simulated residuals and the
VMA parameters, this considering that data responds asymetrically depending on the system






Where every element of Ai, may belong to either A+i or A−i , depending on the sign of each element
in the vector of residuals εt−h.




rij i = 1, ..., 5. (27)
• 6. Asymmetric generalized impulse response functions are obtained by equations (6)-(10) and
(18).
• 7. Steps 3 to 6 are repeated in a continuous loop up to 10000 trials.
The asymmetric generalized impulse response functions for the assumed VMA parameter matrices in
steps 1 and 2 are compared with those estimated in step 6. Figures 4 and 5 illustrate the results
for the 10-step ahead forecast horizon. Our findings show that for most cases -about the 54% of the
total- estimations of the IRF adjust to the real, however the remaining proportion seems to be over-
estimated. Results hold even for other forecast horizons. Several initial configuration parameters (i.e.
π−1 and π+1 ) for the VAR processes were considered, conclusions do not differ significatively.
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The blue solid line shows the Impulse Response Functions (IRF) calculated from the assumed autoregressive process for
the cumulative values of positive shocks, while the grey shaded zone represents the interval where the estimated IRF
from simulated samples lie. X axis is the forecast horizon while Y axis shows the response level measured in standard
deviations.
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The blue solid line shows the Impulse Response Functions (IRF) calculated from the assumed autoregressive process for
the cumulative values of negative shocks, while the grey shaded zone represents the interval where the estimated IRF
from simulated samples lie. X axis is the forecast horizon while Y axis shows the response level measured in standard
deviations.
To this respect, there are still several issues to address in order to estimate the asymmetric effect on
volatility transmission. The task which has become directly involved with our findings is to estimate
the bias correction of the asymmetric generalized impulse response functions estimation, this for a
better measurement and identification of the asymmetric volatility spillovers. But progressing in the
integration of asymmetries and volatility transmission quantification is the most important task since
we find evidence that upside and downside risks transmissions follow different patterns.
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6 Conclusions
In this document we aim to integrate the asymmetries of risk transmission on the Diebold and Yilmaz’s
spillovers measures. For this purpose we use the asymmetric generalized impulse response functions
proposed by Hatemi (2014). They are constructed by identifying and computing the generalized im-
pulse response functions over the returns of the cumulative positive and the cumulative negative shocks
for each variable. After evaluating the effects of independence assumption on volatility transmission
estimates, we find that asymmetric impulse-response functions are biased if it is assume that data
comes from an only dependent process. This could lead spillover indexes to be also biased.
We also find strong evidence of asymmetries presence on volatility transmission. Results exibit that
spillovers in presence of adverse shocks are larger than the observed with optimistic innovations. We
estimate and test the differences among the asymmetrical spillover indexes for the Colombia’s money,
sovereign bond, foreign exchange, stock and credit default swaps markets between January 2007 and
December 2016. We also include the US stock index to avoid omitted variable bias.
Our findings support volatility conectedness among Colombian markets. We identify the interbank as
the less influenced market and the one which has the less influence on others. CDS is a net transmitter
market of downside risk, whose spillovers to others increased during the financial international crisis.
While volatility spillovers from US stock market became more important during the European Debt
Crisis and the downgrading of US credit rating.
Conversely, sovereign bond market is found to present the highest levels of volatility reception for
both, upside and downside risks. Financial stability and the strenght of government finances are
codependent. Not only because sovereign debt is a benchmark for the efficient pricing of the private
sector credit but also because a vulnerable debt structure inhibits the sovereign’s ability to conduct
effective countercyclical macroeconomic-financial policy (Das et al., 2010). Those are enough reasons
for identifying alternatives which make bond market more resilient to external shocks, specially in the
presence of adverse shocks, when volatility reception is largest. Colombia’s stock and FX markets are
also net receivers of spillovers.
As we consider two different autoregressive processes for modeling the positive and negative shocks on
markets, our findings depend on the independence assumption. Estimating the asymmetric impulse
response functions bias is one of the most important tasks for future work. Moreover, it is necesary
to continue researching and developing new methodologies not only to identify the differences between
upside and downside risk spillovers, but also to examine their connections and common features.
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Appendix
A VEC and VAR generalized impulse response functions com-
parison
Firstly, in this Appendix, is defined the impulse response functions obtained from a VEC model.
Secondly, assuming two random cointegrated variables, we estimate a VEC model and compute the
underlying generalized impulse response functions and a 99% confidence interval by means a boot-
strapping procedure. Finally, we compare the responses with those calculated by a first-differences
VAR estimation.




γist−i + εt (28)
Where st = [S1t, S2t, ...Skt]′ is a k × 1 vector of cointegrated variables which contains asset prices
instead of asset returns. {γi, i = 1, , 2, ..., p} are k × k coefficient matrices. Assumption 2 of Section
3 is replaced by Assumption 4 for dealing with the cointegration and the unit roots.
Assumption 4: The roots of |Ik −
∑p
i=1 γiz
i| = 0 satisfy |z| ≥ 1.











i=1 γi, and Γi = −
∑p
j=i+1 γi i = 1, .., p are k × k coefficient matrices which are
computed recursively. If system of equation (29) is cointegrated, there exists a k × r matrix β such
that the r × 1 vector zt = β′st is stationary, with r ε[0, k]. The cointegration relation is expressed as∏
= αβ′.
Supposing both α and β as k×r matrices of full rank r, which implies rank(
∏
) = r, we have that st will




Ciεt−i t = 1, 2, ..., T. (30)
Following the notation of Section 3, it is defined the effect of the shock to the j − th equation in (30)
on 4st as is shown in equation (31)
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ψg4s j(n) = σ
− 12
jjt+n Cn Σet+n|Ωt dj n = 0, 1, 2, ... (31)
The authors also set the generalized impulse response functions of st with respect to a shock in the
j − th equation (equation 32)
ψgs j(n) = σ
− 12
jjt+n Bn Σet+n|Ωt dj n = 0, 1, 2, ... (32)
where Bn =
∑n
j=0 Cj are k × k matrices of the cumulative effect, with B0 = C0 = Ik. The matrices
{Bn, n = 1, 2, ...} are computed recursively from the VAR coefficient matrices as Bn =
∑p
j=1 γjBn−j ,
with n = 1, 2, ..., where Bn = 0 for n < 0.
Given a set of assumed parameters for a VEC model representation, two cointegrated variables are
simulated. Once the VEC model is fitted, impulse response functions are computed on changes in the
variables following equation (31). A large number of samples are generated through the estimated
parameters from the original simulated series in order to construct a 99% confidence interval of the
generalized impulse response functions. We finally compare both the bootstrapped estimates and the
computed impulse response functions from a VAR in first differences. Results are shown in Figure 6.
The procedure was performed using a wide range of initial parameters.
Figure 6: VAR and VEC generalized IRF comparison
Horizon

















































VEC - IRF Expected Value
VAR - IRF Estimation
The blue solid lines denote the expected generalized IRF computed from the estimated VEC model, the shadow gray
area gives the corresponding 99 percent confidence interval. Meanwhile generalized IRF from the VAR estimated in
first-differences are represented by the black dashed line.
35
The results exhibit that omission of hidden cointegration relations given the methodology presented in
Section 3, does not affect significantly the asymmetric spillovers indexes as generalized impulse response
functions obtained by means of equation (18), are close to those obtained if long term stationary
relations across cumulative shocks are taken into account.
B Asymmetric conditional deviations and correlations
Figure 7: Conditional standard deviations and correlations




















































































































































This figure shows the estimated conditional deviations in the diagonal and the conditional correlations above the diagonal.
The dotted line indicates the unconditional estimations of the same indicators.
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C Net pairwise total volatility spillovers
Figure 8: Net pairwise spillovers
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This figure ilustrates the net pairwise volatility spillovers, they are computed by estimating the ADCC GARCH of
original series returns.
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D Net pairwise asymmetric volatility spillovers
Figure 9: Net pairwise spillovers: cumulative positive shocks
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This figure ilustrates the net pairwise downside volatility spillovers, they are estimated by computing the asymmetric
generalized impulse response functions for cumulative positive shocks.
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Figure 10: Net pairwise spillovers: cumulative negative shocks
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This figure ilustrates the net pairwise upside volatility spillovers, they are estimated by computing the asymmetric
generalized impulse response functions for cumulative negative shocks.
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