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tuntemattomia.
ACM Computing Classification System (CCS):
G.3 [Probability and Statistics]: Contingency table analysis / Statistical computing
J.3 [Life and Medical Sciences]: Biology and genetics
Tiedekunta — Fakultet — Faculty Laitos — Institution — Department
Tekija¨ — Fo¨rfattare — Author
Tyo¨n nimi — Arbetets titel — Title
Oppiaine — La¨roa¨mne — Subject
Tyo¨n laji — Arbetets art — Level Aika — Datum — Month and year Sivuma¨a¨ra¨ — Sidoantal — Number of pages
Tiivistelma¨ — Referat — Abstract
Avainsanat — Nyckelord — Keywords
Sa¨ilytyspaikka — Fo¨rvaringssta¨lle — Where deposited
Muita tietoja — o¨vriga uppgifter — Additional information
HELSINGIN YLIOPISTO — HELSINGFORS UNIVERSITET — UNIVERSITY OF HELSINKI
ii
Sisa¨lto¨
1 Johdanto 1
1.1 Johdatus kromosomeihin ja periytymiseen . . . . . . . . . . . . . . . 2
1.2 Saatavilla oleva perima¨aineisto . . . . . . . . . . . . . . . . . . . . . . 4
2 Assosiaation mittaaminen 7
2.1 Alleeliassosiaatio . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
2.2 Tavalliset asymptoottiset riippumattomuustestit . . . . . . . . . . . . 18
2.3 Satunnaistestaus . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
2.4 Tarkka maksimipoikkeamatesti . . . . . . . . . . . . . . . . . . . . . 28
2.5 Genotyyppikohtainen tarkka testi . . . . . . . . . . . . . . . . . . . . 32
3 Merkitsevien assosiaatioiden valinta 34
3.1 FWER-kontrollointi . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37
3.2 FDR-kontrollointi . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38
4 Koetuloksia 43
4.1 Kokeet keinotekoisella aineistolla . . . . . . . . . . . . . . . . . . . . 45
4.2 Kokeet aidolla aineistolla . . . . . . . . . . . . . . . . . . . . . . . . . 51
5 Yhteenveto 63
La¨hteet 64
11 Johdanto
Ihmisten ominaisuudet siirtyva¨t ja¨lkela¨isille perima¨n va¨lityksella¨. Perima¨sta¨ tunne-
taan paljon kohtia, joissa esiintyy vaihtelua. Na¨ita¨ kohtia kutsutaan markkereiksi.
Suuri osa markkereista sijaitsee geeneissa¨, perima¨n informaatiota sisa¨lta¨vissa¨ osissa.
Sanomme, etta¨ kahden markkerin va¨lilla¨ on assosiaatio, jos niiden arvojen va¨lilla¨
on tilastollinen riippuvuus. Markkerien va¨listen assosiaatioiden mittaamiseen on pe-
rinteisesti liittynyt kaksi erilaista tavoitetta: yhta¨a¨lta¨ yksitta¨isien tautigeenien pai-
kantaminen, toisaalta taas ihmisen perima¨n rakenteeseen ja populaatioihin liittyva¨n
yleisen tieta¨myksen lisa¨a¨minen.
Ensimma¨iset tieteelliset teoriat geenien va¨lisista¨ assosiaatioista ilmestyiva¨t 1900-
luvun alkupuolella [Mor07]. Aineistoihin perustuvat havainnot geenien va¨lilla¨ ilme-
nevista¨ assosioitumisesta johtivat spekulointiin geenien keskina¨isesta¨ vuorovaikutuk-
sesta. La¨heisten geenien va¨listen assosiaatioiden tutkimisesta muodostui vuosisadan
kuluessa oma tieteenalansa ja alleeliassosiaation suuruuden havainnointiin kehitet-
tiin useita eri mittalukuja. Teoreettisen tutkimuksen lisa¨ksi assosiaatioiden mittaa-
miselle alettiin lo¨yta¨a¨ ka¨yta¨nno¨n hyo¨tykohteita. Kerem ja kumppanit [KRB+89]
onnistuivat 1980-luvun lopulla paikantamaan kystisen fibroosin aiheuttajageenin al-
leeliassosiaation avulla. Myo¨hemmin lukuisia muita tautigeeneja¨ on paikannettu sa-
maan tapaan. Viime aikoina erityisesti kansainva¨lisessa¨ HapMap-projektissa [Con03]
on mm. assosiaatioita mittaamalla avulla pyritty muodostamaan parempi kuva ih-
misen perima¨n sisa¨isesta¨ rakenteesta ja vaihtelusta.
Assosiaatiota on tutkittu pa¨a¨asiassa yksitta¨isten kromosomien sisa¨lla¨ la¨hekka¨isten
markkerien va¨lilla¨. Toisaalta pidemma¨lle ulottuvista ja jopa kromosomirajat ylitta¨-
vista¨ assosiaatioistakin on olemassa havaintoja. Ta¨ssa¨ tutkielmassa keskitymmekin
juuri na¨iden kromosomien va¨listen assosiaatioiden etsimiseen. Painotamme menetel-
mia¨, jotka toimivat hyvin laajasti saatavilla olevalla perima¨aineistotyypilla¨. Lisa¨ksi
pyrimme kiinnitta¨ma¨a¨n huomiota menetelmien ka¨yta¨nno¨n tehokkuuteen; tavoittee-
na on suorittaa koko genomin laajuinen haku kaikkien kromosomien va¨listen mark-
keriparien kesken.
Tutkielman rakenne ta¨sta¨ eteenpa¨in on seuraavanlainen. Johdantoluvun loppuosas-
sa ka¨ymme la¨pi ihmisen DNA:han ja sen periytymiseen liittyvia¨ peruska¨sitteita¨ seka¨
tutustumme saatavilla olevaan aineistoon. Luvussa 2 ka¨sittelemme markkerien va¨-
lisen assosiaation mittaamista eri menetelmilla¨. Pa¨a¨osin keskitymme genotyyppien
va¨lisiin assosiaatioihin tavallisesti mitattavan alleeliassosiaation sijaan. Luvussa 3
2tutustumme moninkertaiseen testaukseen liittyva¨a¨n merkitsevyyskynnyksen valin-
taan. Lopuksi nelja¨nnessa¨ luvussa sovellamme lukujen 2 ja 3 menetelmia¨ assosiaatioi-
den etsimiseen seka¨ keinotekoisesti muodostetusta etta¨ aidosta markkeriaineistosta
ja analysoimme saatuja tuloksia.
1.1 Johdatus kromosomeihin ja periytymiseen
Ta¨ssa¨ ja seuraavassa osiossa ka¨ymme la¨pi tarvittavat perustiedot ihmisen perima¨sta¨
ja saatavilla olevasta aineistosta. Seuraavat tiedot perustuvat pa¨a¨osin Strachanin ja
Readin kirjaan [SR96] seka¨ Collinsin kirjan johdantoartikkeliin [Col07].
Ihmisen perima¨ on on varastoituna DNA-ketjuun. Suurin osa DNA:sta on puolestaan
jakautunut 23 kromosomiin, joista kukin koostuu yhdesta¨ pitka¨sta¨ DNA-rihmasta.
Kromosomeista 22 on autosomeja, ja niihin viitataan yleensa¨ numeroilla 1–22. Ja¨l-
jelle ja¨a¨va¨ 23. kromosomi on sukupuolikromosomi, ja siita¨ on kahta eri tyyppia¨: X ja
Y. Normaalisti ihmisella¨ on kaksi la¨hes identtista¨ versiota jokaisesta kromosomista:
yhteensa¨ siis 46 kromosomia, jotka muodostavat 22 autosomiparia ja yhden sukupuo-
likromosomiparin. Naisilla kummatkin sukupuolikromosomit ovat X-kromosomeja,
kun taas miehilla¨ toinen on X- ja toinen Y-kromosomi. Kromosomipari voi tarvit-
taessa kiinnittya¨ yhteen tietysta¨ kullekin parille ominaisesta kohdasta, jota kutsu-
taan sentromeeriksi.
DNA-rihman sisa¨lta¨ma¨ tieto on varastoitunut miljooniin pera¨kka¨isiin ema¨spareihin.
Erilaisia mahdollisia ema¨spareja on nelja¨, ja na¨ita¨ merkita¨a¨n kirjaimin A, C, G ja
T. Vain arviolta kymmenyksella¨ ema¨spareista on periytyvia¨ ominaisuuksia koodaa-
va merkitys; loppuja kutsutaan usein roska-DNA:ksi. Yhdessa¨ koodaavat ema¨sparit
muodostavat geeneja¨ eli perinto¨tekijo¨ita¨, joita voidaan pita¨a¨ era¨a¨nlaisina periytymi-
sen perusyksiko¨ina¨. Geenista¨ voi olla olemassa useita hieman toisistaan poikkeavia
muotoja, jotka eroavat toisistaan yhdessa¨ tai useammassa ema¨sparissa. Tietyn gee-
nin sijainnista kromosomissa ka¨yteta¨a¨n nimitysta¨ lokus. Kromosomiparin jokaisessa
lokuksessa on kaksi vastingeenia¨ eli alleelia.
Kromosomin sisa¨ista¨ rakennetta ka¨sitelta¨essa¨ on usein tarpeellista mitata lokusten
va¨lisia¨ eta¨isyyksia¨. Kromosomien pituus vaihtelee kymmenista¨ miljoonista satoihin
miljooniin ema¨spareihin. Eta¨isyyden yksikko¨na¨ ka¨yteta¨a¨n usein kiloema¨sta¨ (kb, engl.
kilobase) eli tuhannen ema¨sparin pituista DNA-jaksoa.
3Kuva 1: Tekija¨invaihdunnassa kromosomiparin vastinkromosomit vaihtavat keske-
na¨a¨n geneettista¨ materiaalia. Na¨in syntyy uusia geeniyhdistelmia¨.
Periytyminen ja kytkenta¨
Ihmisen jokainen solu sisa¨lta¨a¨ oman kopionsa koko perima¨sta¨. Poikkeuksen ta¨ha¨n
muodostavat sukusolut, joilla on vain yksi versio kustakin kromosomista. Sukuso-
lut muodostuvat meioosiksi kutsutussa solunjakautumisessa, jossa ne saavat kopion
jokaisen kromosomiparin jommastakummasta vastinkromosomista. Mukaan tulevat
kromosomit valikoituvat satunnaisesti, joten pelka¨sta¨a¨n ta¨ma¨n ansiosta mahdollisia
sukusolun saamia kromosomiyhdistelmia¨ on va¨hinta¨a¨n 223. Hedelmo¨ityksessa¨ mu-
nasolun ja siittio¨n perima¨t yhdistyva¨t ja muodostavat kokonaisen kromosomiston.
Siten ja¨lkela¨iset periva¨t kustakin kromosomiparista toisen kromosomin a¨idilta¨a¨n ja
toisen isa¨lta¨.
Usein kromosomit eiva¨t kuitenkaan periydy sellaisenaan. Sukusolujen muodostu-
misen yhteydessa¨ saattaa meioosin ensimma¨isessa¨ vaiheessa kromosomiparin va¨lilla¨
tapahtua tekija¨invaihduntaa (geenienvaihdunta, engl. crossing-over). Siina¨ vastink-
romosomit vaihtavat keskena¨a¨n osia kytkeytyma¨lla¨ ristiin yhdesta¨ tai useammasta
kohdasta (katso kuva 1). Todenna¨ko¨isyys, etta¨ kahden lokuksen va¨lilla¨ tapahtuu
vaihdos, on karkeasti ottaen suoraan verrannollinen lokusten va¨liseen eta¨isyyteen.
Tekija¨invaihdunta aiheuttaa siten etenkin toisistaan kaukana olevien lokusten uu-
delleenyhdistelya¨. Toisaalta la¨heisten lokusten va¨lilla¨ tapahtuva vaihdunta on har-
vinaista, ja ne periytyva¨t useimmiten yhdessa¨. Ta¨ta¨ la¨heisten lokusten yhdessa¨ pe-
riytymisen ilmio¨ta¨ kutsutaan kytkenna¨ksi (engl. linkage).
Lokuksien va¨lilla¨ olevasta kytkenna¨sta¨ saattaa seurata eri alleeliyhdistelmien poik-
keavia esiintymisma¨a¨ria¨ verrattuna tilanteesta, jossa kytkenta¨a¨ ei olisi. Alleeliassosi-
aatio eli LD (kytkenta¨epa¨tasapaino, engl. linkage disequilibrium) tarkoittaa ta¨llaista
kahden lokuksen alleelien va¨lilla¨ ilmeneva¨a¨ assosiaatiota. Assosiaatioita aiheuttavia
tekijo¨ita¨ ovat muun muassa sisa¨siittoisuus, mutaatiot ja luonnonvalinta. Na¨iden li-
4sa¨ksi assosiaatioita voivat aiheuttaa esimerkiksi geneettinen ajautuminen eli satun-
naisuudesta aiheutuva muutos alleelien suhteellissa frekvensseissa¨, seka¨ geenivirta eli
alleelien levia¨minen eri populaatioiden va¨lilla¨. Kytkenta¨ ei itsessa¨a¨n muodosta uusia
alleeliassosiaatioita, vaan ylla¨pita¨a¨ jo muodostunutta epa¨tasapainoa. Kytkenta¨a¨n
liittyva¨ alleeliassosiaatio ulottuu normaalisti kymmenien tai satojen kiloema¨sten
eta¨isyyksille. Tekija¨invaihduntatahti ja siten myo¨s kytkenna¨n voimakkuus kuiten-
kin vaihtelee voimakkaasti kromosomien sisa¨lla¨. Ta¨ma¨ vaikuttaa merkitta¨va¨sti LD:n
ulottuvuuteen, ja se onkin selva¨sti va¨ha¨isempa¨a¨ kohdissa, joissa tekija¨invaihdunta
on tihea¨a¨. Lisa¨ksi assosiaatioeta¨isyydet riippuvat suurelta osin populaation ia¨sta¨ se-
ka¨ sen perustajien ma¨a¨ra¨sta¨. Varsinkin eristyksissa¨ olleilla populaatioilla LD:n on
havaittu ulottuvan tavanomaista pidemma¨lle. Alleeliassosiaatioita on jonkin verran
havaittu myo¨s kytkenna¨n vaikutuseta¨isyyden ulkopuolella seka¨ kromosomien sisa¨lla¨
etta¨ niiden va¨lilla¨ [Hed05, PGC+05].
1.2 Saatavilla oleva perima¨aineisto
Ta¨ssa¨ tutkielmassa esitelta¨va¨t assosiaatioiden etsinta¨a¨n liittyva¨t menetelma¨t ka¨-
sitteleva¨t markkeriaineistoa, jota on suhteellisen runsaasti saatavilla. Markkerit eli
geenimerkit ovat tunnettuja DNA-ketjun kohtia, joissa esiintyy merkitta¨va¨a¨ popu-
laation sisa¨ista¨ vaihtelua. Niiden fyysinen sijainti kromosomissa tiedeta¨a¨n, ja DNA
luetaan na¨ista¨ sijainneista. Markkereiden tiheys kromosomin sisa¨lla¨ saattaa vaihdel-
la, ja erityisesti sentromeerien ympa¨risto¨sta¨ niita¨ ei normaalisti ole saatavilla.
Markkereita on olemassa useaa eri tyyppia¨. Yleisimpia¨ ovat yhden ema¨ksen moni-
muotoisuudet eli SNP :t (engl. single nucleotide polymorphism). Na¨ma¨ ovat yhden
ema¨sparin lokuksia, joissa esiintyy useaa eri alleelia. Tyypillisesti SNP:t voivat saa-
da kaksi eri arvoa, esimerkiksi A ja G. Muita markkerityyppeja¨ ovat esimerkiksi
mikrosatelliitit, jotka puolestaan ovat lyhyita¨ vaihtelevan ma¨a¨ra¨n toistuvia ema¨s-
jaksoja. Ta¨sta¨ eteenpa¨in markkereilla viitataan nimenomaan kaksialleelisiin SNP-
markkereihin. Markkereiden kahta mahdollista arvoa merkitsemme isolla ja pienella¨
kirjaimella, esimerkiksi kirjaimilla A ja a tai kirjaimilla B ja b.
Haplotyyppi ja genotyyppi
Usean markkerin arvojen yhdistelma¨a¨ yhdessa¨ vastinkromosomissa sanotaan haplo-
tyypiksi. Esimerkiksi kaksi markkeria, jotka saavat arvoja A/a ja B/b, voivat yh-
dessa¨ muodostaa nelja¨ eri haplotyyppia¨: AB, Ab, aB ja ab. Na¨issa¨ ensimma¨inen
5kirjain tarkoittaa ensimma¨isen markkerin sisa¨lta¨ma¨a¨ arvoa ja vastaavasti toinen kir-
jain toisen markkerin arvoa. Vastaavalla tavalla voidaan muodostaa pidempia¨kin
haplotyyppeja¨, esimerkiksi ABcDe.
Genotyyppi on kahdesta alleelista muodostettu ja¨rjesta¨ma¨to¨n pari, jolla merkita¨a¨n
markkerin arvoa kromosomiparissa. Markkerin genotyyppi voi siten saada kolme ar-
voa: AA,
A
a seka¨
a
a. Koska genotyypin sisa¨lta¨ma¨n alleeliparin ja¨rjestyksella¨ ei ole mer-
kitysta¨, ovat Aa ja
a
A sama genotyyppi. Na¨ista¨ kahdesta pyrimme ka¨ytta¨ma¨a¨n en-
simma¨ista¨ merkinta¨a¨. Haplotyypin tapaan genotyyppi yleistyy usealle markkerille
jonoksi ja¨rjesta¨ma¨tto¨mia¨ pareja. Ta¨ssa¨ on huomattava, etta¨ esimerkiksi merkinna¨t
A
a
B
b ja
A
a
b
B tarkoittavat siten ta¨sma¨lleen samaa kahden markkerin genotyyppia¨. Ta¨ma¨
genotyyppi voi kuitenkin muodostua kahdesta erilaisesta haplotyyppiparista. Ge-
notyyppien perusteella ei na¨in ollen voi kaikissa tapauksissa pa¨a¨tella¨ alla piilevia¨
haplotyyppeja¨. Toisaalta jos yksilo¨n kummatkin haplotyypit tiedeta¨a¨n, saadaan ge-
notyypit unohtamalla kunkin markkerin alleeliparin sisa¨inen ja¨rjestys. Jos haluam-
me viitata haplotyyppipariin, ka¨yta¨mme genotyyppimerkinta¨a¨, jossa haplotyypit on
erotettu viivalla. Ta¨ssa¨ tapauksessa siis merkinna¨t Aa
B
b ja
A
a
b
B vastaavat eri haplotyyp-
pipareja, vaikka niita¨ vastaavat genotyypit ovatkin samoja.
Tarvittaessa ka¨yta¨mme symbolia ∗ merkitsema¨a¨n mielivaltaista alleelia tai geno-
tyyppia¨. Esimerkiksi A∗ sisa¨lta¨a¨ siis haplotyypit AB seka¨ Ab ja haplotyyppipari ∗aB∗
puolestaan kattaa nelja¨ mahdollista yhdistelma¨a¨: Aa
B
B,
A
a
B
b ,
a
a
B
B seka¨
a
a
B
b .
Jos populaation parinmuodostuksen oletetaan olevan satunnaista, ovat yksilo¨lle pe-
riytyneen kromosomiparin kromosomit toisistaan riippumattomia. Ta¨sta¨ seuraa suo-
raan, etta¨ kunkin yksitta¨isen markkerin vastinalleelit ovat riippumattomia. Na¨in ol-
len, jos eri alleelien frekvenssit populaatiossa ovat tiedossa, voidaan na¨iden perusteel-
la laskea myo¨s vastaavien genotyyppien frekvenssit. Ta¨llo¨in sanotaan, etta¨ markkeri
on Hardy–Weinberg-tasapainossa (ka¨yta¨mme myo¨s lyhennetta¨ HW-tasapaino).
Aineistokokoelmat ja niiden ka¨ytto¨
Nykyisin yleisesti ka¨ytetta¨va¨t markkeriaineiston kera¨ysmenetelma¨t lukevat markke-
reiden genotyypit eiva¨tka¨ osaa erottaa haplotyyppeja¨ toisistaan. Ta¨ma¨ on ongelmal-
lista alleeliassosiaation mittaamisen kannalta, silla¨ ilmio¨ on nimenomaan yksitta¨isen
kromosomin sisa¨inen, ei niinka¨a¨n koko kromosomipariin liittyva¨. Yksilo¨n haplotyyp-
pijako voidaan ainakin osittain selvitta¨a¨ sopivien sukulaisten genotyyppien avulla
[Sev04, MCP+06]. Usein sukulaisten genotyyppeja¨ ei kuitenkaan ole saatavilla, tai
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sia menetelmia¨ todenna¨ko¨isten haplotyyppien pa¨a¨ttelemiseksi genotyyppiaineistos-
ta [SD03, MCP+06]. Kyseista¨ prosessia kutsutaan vaiheistamiseksi (engl. phasing)
ja siihen ka¨yteta¨a¨n laajalti etenkin PHASE-nimista¨ ohjelmistoa [SD03]. Vaiheista-
mismenetelma¨t toimivat tyypillisesti hyvin kuitenkin vain lyhyille pa¨tkille genomia
[Sev04, MCP+06]. Lisa¨ksi on kehitetty tapoja mitata alleeliassosiaatiota suoraan
genotyyppien perusteella [Wei79]. Sen sijaan mahdollisiin puhtaasti genotyyppien
va¨lisiin assosiaatioihin ei ole samassa ma¨a¨rin kiinnitetty huomiota. Tietynlaiset ge-
notyyppiassosiaatiot eiva¨t va¨ltta¨ma¨tta¨ erotu alleeliassosiaatiota mitattaessa, joten
ta¨ha¨n on ta¨ha¨n voidaan kuitenkin na¨hda¨ perusteita.
Nykyiset tehokkaat markkeriaineiston kera¨ysmenetelma¨t ovat mahdollistaneet uusia
tutkimustapoja ja -kohteita. Ta¨rkea¨ esimerkki ovat koko genomin laajuiset assosi-
aatiotutkimukset, joissa LD:n avulla pyrita¨a¨n paikantamaan esimerkiksi taudeille
altistavia geeneja¨ [CM98]. Kansainva¨linen HapMap-projekti [Con03] puolestaan on
pyrkinyt kartoittamaan ihmisen genomin eri kohtien vaihtelua ja siina¨ sivussa luo-
maan koko genomin laajuisen LD-kartan. Projektia varten on kera¨tty noin sadan–
kahdensadan henkilo¨n aineistokokoelmia useista eri populaatioista eri mantereilta ja
kera¨tyt kokoelmat on asetettu vapaasti saataville.
Ta¨ssa¨ tutkielmassa esitelta¨vissa¨ kokeissa on ka¨ytetty pa¨a¨osin aineistokokoelmaa, jo-
hon viittaamme jatkossa NFBC:na¨ (Northern Finland Birth Cohort). Kokoelma sisa¨l-
ta¨a¨ 335 118 markkerin genotyypit 5363:lta vuonna 1966 syntyneelta¨ pohjoissuoma-
laiselta henkilo¨lta¨. Jotkin kokeet on vertailukohdan saamiseksi ja tulosten yleisty-
misen tarkistamiseksi suoritettu myo¨s muutamalla HapMap-projektin populaatioko-
koelmalla1. Na¨ma¨ sisa¨lta¨va¨t genotyypit noin miljoonalle markkerille. Kokeissa tosin
on rajoituttu 264 680 markkeriin, jotka esiintyva¨t myo¨s NFBC-kokoelmassa. Ka¨yte-
tyt HapMap-kokoelmat ovat CHB (137 na¨ytetta¨; ei-sukulaisia, Han-kiinalaisia, Bei-
jing, Kiina), MEX (86 na¨ytetta¨; vanhemmat-lapsi-kolmikkoja, meksikolaista alkupe-
ra¨a¨, Los Angeles, Kalifornia), MKK (184 na¨ytetta¨; ei-sukulaisia seka¨ vanhemmat-lapsi-
kolmikkoja, Maasai-kansaa, Kinyawa, Kenia) ja YRI (203 na¨ytetta¨; vanhemmat-
lapsi-kolmikkoja, Joruba-kansaa, Ibadan, Nigeria).
1Ka¨ytimme vapaasti saatavilla olevia HapMap 3 release 3 -julkaisun aineistoja, jotka ovat la-
dattavissa osoitteessa http://www.sanger.ac.uk/humgen/hapmap3/.
72 Assosiaation mittaaminen
Ta¨ssa¨ luvussa ka¨sittelemme erilaisia menetelmia¨ markkerien va¨listen assosiaatioiden
mittaamiseen. Assosiaatiota ka¨yta¨mme synonyymina tilastolliselle riippuvuudelle.
Markkereita ajattelemme era¨a¨nlaisina diskreetteina¨ satunnaismuuttujina, jotka voi-
vat tilanteesta riippuen saada arvoiksi joko alleeleita tai genotyyppeja¨. Sanomme
kahden markkerin olevan assosioituneita, jos niiden saamien arvojen va¨lilla¨ on tilas-
tollinen riippuvuus.
Markkeriparit ja piirreassosiaatiot
Assosiaation mittaamisella voidaan yleisesti viitata paitsi kahden markkerin va¨listen
riippuvuuksien, myo¨s markkerin ja ulkoisen piirteen va¨lisen yhteyden tutkimiseen.
Jos tutkittava piirre on selkea¨sti nominaalinen eli saa vain muutamia diskreette-
ja¨ arvoja, voidaan na¨ihin tyypillisesti soveltaa samoja menetelmia¨. Nominaalinen
piirre voi olla esimerkiksi perinno¨llinen sairaus. Vahva motivaatio piirre–markkeri-
assosiaatioiden mittaamisen takana onkin esimerkiksi tiettyyn sairauteen altistavien
geenien etsiminen [CM98, Sev04]. Ta¨ssa¨ hyo¨dynneta¨a¨n kromosomin sisa¨ista¨ kytken-
ta¨a¨; jos geenin ja piirteen va¨lilla¨ on selkea¨ riippuvuus, heijastuu se usein myo¨s geenia¨
la¨hella¨ sijaitsevien markkerien assosioitumiseen piirteen kanssa.
Markkeri–markkeri-assosiaatioiden avulla puolestaan voidaan esimerkiksi pyrkia¨ tut-
kimaan perima¨n sisa¨ista¨ rakennetta ja organisoitumista. Esimerkiksi kytkenna¨n voi-
makkuuden vaihtelua kuvaavat LD-kartat perustuvat tyypillisesti la¨heisten markke-
rien va¨lisen alleeliassosiaation mittaamiseen. Yleista¨ LD:n voimakkuutta eri kromo-
someissa on ka¨ytetty pohjana myo¨s vaikkapa arvioitaessa efektiivista¨ populaation
kokoa eli parametria, joka ma¨a¨ritta¨a¨ geneettisen muuntelun ja geneettisen ajautu-
misen ma¨a¨ra¨n populaatiossa [TNH+07]. Ta¨ssa¨ tutkielmassa tavoitteenamme on etsia¨
kromosomien va¨lisia¨ riippuvuuksia, joten jatkossa assosiaatioilla viitataan nimeno-
maan markkerien va¨lisiin assosiaatioihin.
Koko kromosomiston markkeriaineisto saattaa sisa¨lta¨a¨ satoja tuhansia tai miljoo-
nia markkereita. Jotta kaikki mahdollisesti olemassa olevat assosiaatiot lo¨ydetta¨i-
siin, halutaan luultavasti ka¨yda¨ kaikki markkeriparit la¨pi. Etsinna¨n rajoittaminen
eri kromosomeissa sijaitsevien markkerien va¨lille pienenta¨a¨ hieman la¨pika¨yta¨vien pa-
rien ma¨a¨ra¨a¨. Va¨hennys ei kuitenkaan ole merkitta¨va¨, ja joka tapauksessa testattavia
markkeripareja saattaa olla kymmenista¨ miljardeista jopa biljooniin. Esimerkiksi ko-
keissa pa¨a¨asiassa ka¨ytetty NFBC-aineisto sisa¨lta¨a¨ yhteensa¨ 335 118 markkeria. Kro-
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ma¨a¨ra¨sta¨ johtuen on toivottavaa, etta¨ yksitta¨inen markkeriparia koskeva testi on
mahdollisimman yksinkertainen ja nopea suorittaa. Ta¨ma¨ asettaa rajoituksia ka¨y-
tetta¨ville tekniikoille.
Useamman markkerin assosiaatiot
Myo¨s monimutkaisempia esimerkiksi kolmen tai nelja¨n markkerin interaktioita voi-
taisiin haluta etsia¨. Kaiken kaikkiaan eri kolmikkoja tai nelikkoja alkaa kuitenkin
olla liian paljon la¨pika¨yta¨va¨ksi. Toisaalta esimerkiksi kahden markkerin seka¨ piirteen
va¨lisia¨ assosiaatioita on jonkin verran tutkittu[MDC05, EMMC06, MSL+07, KL08].
Ta¨llaisessa tapauksessa kaikkien mahdollisten markkeriparien la¨pika¨yminen saattaa
viela¨ olla tilanteesta riippuen mahdollista ja ja¨rkeva¨a¨. Vaihtelevalla menestyksella¨ on
kokeiltu myo¨s strategiaa, etta¨ markkeripareihin valitaan ainoastaan sellaisia mark-
kereita, jotka jo yksina¨a¨n osoittavat jonkin asteista assosiaatiota piirteen kanssa.
Samankaltaista ahnetta menetelma¨a¨ voitaisiin luonnollisesti soveltaa myo¨s useiden
geenien va¨listen riippuvuuksien hakuun: Ensin haettaisiin kaikki valitun merkitse-
vyyskynnyksen ylitta¨va¨t markkeriparin assosiaatiot. Merkitsevyyskynnyksen aset-
tamisen sijaan voitaisiin myo¨s valita ennalta pa¨a¨tetty lukuma¨a¨ra¨ vahvimpia assosi-
aatioita. Ta¨ma¨n ja¨lkeen kaikista lo¨ydetyista¨ pareista muodostettaisiin markkerikol-
mikkoja. Ta¨ma¨ tehta¨isiin esimerkiksi liitta¨ma¨lla¨ kuhunkin pariin vuorollaan kaikki
muut yksitta¨iset markkerit. Siis parista XY muodostettaisiin kaikki kolmikot muo-
toa XYZ, missa¨ Z on mielivaltainen. Vaihtoehtoisesti voitaisiin vaatia, etta¨ myo¨s
YZ, XZ tai molemmat olisivat lo¨ytyneiden assosiaatioiden joukossa. Muodostetuille
kolmikoille suoritettaisiin ta¨ma¨n ja¨lkeen vastaava assosiaatiotestaus kuin markkeri-
pareille. Samaan tapaan voitaisiin jatkaa nelja¨- ja korkeampiasteisiin assosiaatioihin.
Ahne haku perustuu oletukseen, etta¨ korkeampiasteiset assosiaatiot havaittavissa
ma¨a¨rin heijastuvat myo¨s matalimpiin asteisiin, ja na¨in varmasti onkin useissa ta-
pauksissa. Ainakin teoriassa on kuitenkin mahdollista muodostaa assosiaatioita, jois-
sa ta¨llaista ei ilmene. Esimerkiksi ta¨llaisesta on pariteettifunktio: Olkoot X, Y ja Z
markkereita, jotka kukin voivat saada kaksi arvoa. Merkita¨a¨n kaikkien kahta mah-
dollista arvoa kirjaimilla A ja a. Kuvitellaan, etta¨ aineistossa esiintyy tasaisesti sel-
laisia na¨iden kolmen markkerin yhdistelmia¨, joissa arvojen A ma¨a¨ra¨ on parillinen.
Sen sijaan parittomia A:n ma¨a¨ria¨ ei esiinny ollenkaan. Ta¨llo¨in kolmikon keskina¨inen
assosiaatio on eritta¨in vahva; kolmannen markkerin arvo voidaan pa¨a¨tella¨ varmasti,
kun kahden muun arvo tiedeta¨a¨n. Sen sijaan esimerkiksi X:n arvo ei yksina¨a¨n kerro
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Usean markkerin assosiaatiot olisivat mielenkiintoinen tutkimuskohde. Ta¨ssa¨ tutkiel-
massa keskitymme kuitenkin ainoastaan kahden eri sijainnin va¨lisiin riippuvuuksiin.
Markkeriryhmien va¨liset assosiaatiot
Kytkenna¨n ansiosta haplotyyppien monimuotoisuus kromosomin lyhyella¨ osalla on
usein rajoittunut muutamaan populaatiossa esiintyva¨a¨n alleelisekvenssiin [Sev04].
Esimerkiksi voi olla, etta¨ kolmessa pera¨kka¨isessa¨ markkerissa esiintyy kaikista kah-
deksasta mahdollisesta haplotyypista¨ vain kolmea: ABc, Abc ja aBC. Tyypillisesti
na¨ma¨ tietyssa¨ kromosomin kohdassa esiintyva¨t eri haplotyyppisekvenssit on tunnis-
tettavissa muutaman la¨hekka¨isen markkerin arvojen perusteella, mutta mika¨a¨n yk-
sitta¨inen markkeri ei ta¨ha¨n identifioimiseen va¨ltta¨ma¨tta¨ riita¨. Ehka¨pa¨ muutamasta
ta¨llaisesta la¨hekka¨in sijaitsevasta markkereista koostuva genotyyppiyhdistelma¨ saat-
taisi siten olla assosioitunut toisessa kromosomissa sijaitsevan markkerin tai mark-
keriryhma¨n kanssa, vaikka yksitta¨isten markkerien va¨lilla¨ ei olisi havaittavissa mer-
kitseva¨a¨ riippuvuutta. Ta¨ma¨n idean motivoimana kokeilemme assosiaatioiden hake-
mista yksitta¨isten markkerien lisa¨ksi myo¨s muutamasta pera¨kka¨isesta¨ markkerista
koostuvilla markkeriryhmilla¨.
Markkeriryhmien va¨lisia¨ assosiaatioita voisi a¨kkiselta¨a¨n pita¨a¨ pelka¨sta¨a¨n karsittuna
versiona ylla¨ mainitusta useamman markkerin assosiaatiosta; mukaan olisi otettu
ainoastaan sellaisia markkerien kokoelmia, jotka muodostavat markkeriryhmia¨. Ero-
na on, etta¨ toisin kuin useamman markkerin assosiaatioissa, ta¨ssa¨ tapauksessa mit-
tauksen kohteena on ainoastaan ryhmien va¨linen assosiaatio, ja sisa¨inen assosiaatio
ja¨teta¨a¨n huomiotta. LD-ilmio¨n ansiosta nimenomaan ryhma¨n sisa¨inen vierekka¨isten
markkerien riippuvuus on hyvin todenna¨ko¨ista¨. Ta¨sta¨ emme kuitenkaan kromoso-
mien va¨lilla¨ tapahtuvia assosiaatioita mitatessamme ole kiinnostuneita.
Ristiintaulu ja assosiaation havaitseminen
Assosiaatioita mitattaessa on luonnollista olettaa genotyyppina¨ytteiden olevan riip-
pumattomia ja samoin jakautuneita (iid). Koska na¨ytteiden ja¨rjestyksella¨ ei ole va¨-
lia¨, voidaan kaikki markkeriparin kannalta oleellinen tieto ta¨llo¨in esitta¨a¨ ristiintaulun
(usein myo¨s kontingenssitaulu) avulla. Ristiintaulu on taulukko, joka sisa¨lta¨a¨ ka¨si-
telta¨vien muuttujien kaikkien eri arvoyhdistelmien esiintymisma¨a¨ra¨t eli frekvenssit.
Se siis kuvaa muuttujien empiirisesti havaittua yhteisjakaumaa.
10
Taulukko 1: Kaksi esimerkkia¨ mahdollisista markkerien X ja Y ristiintaulusta: en-
simma¨isessa¨ esiintymisma¨a¨ra¨t on laskettu haplotyypeille, toisessa genotyypeille. Lai-
doille on summattu kummankin markkerin reunafrekvenssit ja oikeassa alakulmassa
on na¨ytteiden kokonaisma¨a¨ra¨.
(a) Alleelit
X Y
B b ∗
A 6 2 8
a 2 5 7
∗ 8 7 15
(b) Genotyypit
X Y
B
B
B
b
B
b ∗
A
A 43 54 22 119
A
a 16 101 34 151
a
a 49 63 19 131
∗ 108 218 75 401
Taulukot 1a ja 1b ovat esimerkkeja¨ alleeleihin ja genotyyppeihin perustuvista ris-
tiintauluista. Ensimma¨iseen taulukkoon on kirjattu markkeriparin kaikkien nelja¨n
haplotyypin havaitut frekvenssit. Haplotyyppeja¨ AB ja ab esiintyy aineistossa sel-
va¨sti enemma¨n kuin haplotyyppeja¨ Ab ja aB, vaikka yksitta¨in alleelit ovat kum-
massakin markkerissa suurin piirtein yhta¨ yleisia¨. Ta¨ma¨n perusteella na¨ytta¨isi, etta¨
markkereiden va¨lilla¨ olisi selva¨ assosiaatio. Toinen taulukko on puolestaan esimerkki
mahdollisista genotyyppien frekvensseista¨. Myo¨s ta¨ssa¨ taulussa vaikuttaisi ilmene-
va¨n jonkin asteista epa¨tasapainoa: etenkin genotyyppia¨ Aa
B
B esiintyy selva¨sti va¨hem-
ma¨n, kuin mita¨ reunafrekvenssien perusteella saattaisi odottaa.
Kuten olemme todenneet, tyypillisesti assosiaatiotestauksissa on keskitytty alleelien
ja piirteen tai kahden alleelin va¨lisiin riippuvuuksiin. Genotyyppeja¨ ka¨sitteleva¨ ja
erityisesti ne huomioon ottava tutkimus sita¨ vastoin on ja¨a¨nyt merkitta¨va¨sti va¨hem-
ma¨lle huomiolle. Genotyyppien va¨lilla¨ voisi kuitenkin ainakin teoriassa olla assosi-
aatioita, jotka eiva¨t na¨y alleeleihin perustuvassa analyysissa¨. Taulukko 1b on esi-
merkki ta¨ma¨n tyyppisesta¨ assosiaatiosta, kuten myo¨hemmin na¨emme. Lisa¨ksi koska
saatavilla oleva perima¨aineisto on pa¨a¨asiassa genotyyppiaineistoa ja vaiheistamisella
saadaan tyypillisesti vain approksimaatio haplotyypeista¨, keskitymme genotyyppias-
sosiaatioihin.
Taulukoissa 2a ja 2b on NFBC-aineistosta satunnaisesti valituille muuttujapareille
muodostetut ristiintaulut. Ensimma¨isen taulun muuttujat ovat yksitta¨isia¨ mark-
kereita, toisessa taulussa puolestaan kolmen pera¨kka¨isen markkerin muodostamia
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Taulukko 2: Kaksi todellisesta genotyyppiaineistosta satunnaisesti poimittua ristiin-
taulua. Muuttujien eri arvoja (genotyyppeja¨) on merkitty numeroin. Ja¨lkimma¨isesta¨
taulukosta on ja¨tetty pois ne rivit ja sarakkeet, joita vastaavia muuttujien arvoja
ei esiinny aineistossa (eli reunafrekvenssit olisivat nollia). Taulut ovat samasta ai-
neistosta vaikka ruutujen yhteenlaskettu summa na¨issa¨ poikkeaakin. Ero johtuu ai-
neiston epa¨ta¨ydellisyydesta¨: testattavissa markkereissa puuttuvia arvoja sisa¨lta¨va¨t
na¨ytteet on ja¨tetty laskuista pois. Ensimma¨isessa¨ taulussa muuttujat ovat yksit-
ta¨isia¨ markkereita, toisessa puolestaan kolmen pera¨kka¨isen markkerin muodostamia
markkeriryhmia¨. Ja¨lkimma¨inen taulu on suhteellisen harva: osa reunafrekvensseista¨
on pienia¨, ja siten useiden solujen odotusarvo on eritta¨in la¨hella¨ nollaa. Esimerkik-
si vasemman yla¨kulman yhdistelma¨n X = 1 ja Y = 1 frekvenssin odotusarvo on
3 · 1/5350 = 0.00056.
(a) Yksitta¨iset markkerit
X Y
1 2 3 ∗
1 21 102 179 285
2 99 682 1204 1790
3 165 1006 1897 3280
∗ 302 1985 3068 5355
(b) Kolmen pera¨kka¨isen markkerin ryhma¨t
X Y
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 ∗
1 0 0 0 0 0 0 0 0 1 0 0 1 0 0 0 1 3
2 0 0 0 9 2 0 11 0 6 15 8 11 22 4 15 13 116
3 0 0 0 0 0 0 0 0 0 1 0 1 0 0 0 0 2
4 0 1 0 9 0 0 14 0 16 24 11 18 17 9 20 10 149
5 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 1
6 0 0 0 2 0 0 1 0 5 5 1 0 9 1 4 3 31
7 0 0 0 0 0 0 0 0 1 0 0 1 0 0 0 1 3
8 0 1 0 15 2 1 34 0 31 39 21 31 36 19 43 23 296
9 0 0 0 3 0 0 10 0 3 4 3 7 6 6 9 3 54
10 0 0 0 1 0 0 0 0 1 0 0 1 1 0 1 0 5
11 0 1 1 22 2 2 62 1 50 82 37 81 91 28 83 48 591
12 0 0 0 22 2 1 65 0 42 76 32 54 81 19 83 40 517
13 0 1 0 17 1 1 23 0 34 28 13 29 38 12 46 24 267
14 0 0 1 13 2 2 20 0 28 31 19 29 32 16 32 24 249
15 0 0 0 9 0 0 19 0 11 20 14 17 30 9 18 16 163
16 0 0 0 6 0 1 7 0 5 6 3 8 7 6 11 4 64
17 0 0 0 0 0 0 0 0 0 0 0 0 4 2 2 0 8
18 0 2 0 30 1 2 58 0 44 70 34 60 80 23 77 55 536
19 0 4 0 25 3 1 64 0 50 89 37 76 88 33 83 62 615
20 0 0 0 6 1 2 9 0 10 9 5 9 9 6 13 4 83
21 1 1 0 20 1 0 45 0 26 41 25 43 59 26 65 38 391
22 0 2 0 39 3 4 85 0 73 101 43 78 117 40 122 85 792
23 0 0 1 19 4 2 39 0 46 53 24 45 56 27 46 52 414
∗ 1 13 3 267 24 20 566 1 483 694 330 600 783 286 773 506 5350
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markkeriryhmia¨. Huomattavaa on, etta¨ ja¨lkimma¨isessa¨ taulussa on paljon nollafre-
kvensseja¨. Ta¨ma¨ on seurausta pienista¨ reunafrekvensseista¨, jotka aiheuttavat nollan
la¨hella¨ olevia odotusarvoja taulukon soluille. Ta¨llaista taulua sanotaan harvaksi.
Markkeriryhmia¨ muuttujina ka¨ytetta¨essa¨ voivat muuttujat saada suuren ma¨a¨ra¨n eri
arvoja, ja siten ristiintauluista muodostuu tyypillisesti suuria ja harvoja.
Assosiaation vahvuus ja merkitsevyys
Assosiaatioita tutkittaessa tulisi erottaa kaksi asiaa toisistaan: assosiaation vahvuus
ja sen tilastollinen merkitsevyys. Vahvuudella tarkoitetaan ta¨ssa¨ suhteellista poik-
keamaa riippumattomuudesta. Merkitsevyys puolestaan viittaa havainnon harvinai-
suuteen. Esimerkiksi taulukossa 1a markkerien va¨lilla¨ na¨ytta¨isi olevan varsin vahva
riippuvuus. Koska na¨ytteiden ma¨a¨ra¨ on kuitenkin pieni, voi ta¨llainen na¨enna¨inen
assosiaatio kuitenkin hyvin olla sattumaa, eika¨ poikkeama ole siten tilastollisesti ko-
vinkaan merkitseva¨. Assosiaatioita etsiessa¨mme emme halua, etta¨ mahdolliset lo¨y-
do¨ksemme sekoittuvat ta¨llaiseen satunnaiskohinaan, joten tarvitsemme keinon mi-
tata merkitsevyytta¨. Tavoitteista riippuen voidaan haluta etsia¨ esimerkiksi tietyn
vahvuuden ylitta¨via¨ assosiaatioita, tai sitten vahvuus voidaan ja¨tta¨a¨ kokonaan huo-
miotta. Ta¨ssa¨ tutkielmassa meita¨ kiinnostaa pa¨a¨asiassa assosiaatioiden olemassaolo,
eika¨ niinka¨a¨n niiden vahvuus, joten keskitymme ainoastaan merkitsevyyteen.
Jotta voisimme mitata merkitsevyytta¨, kiinnita¨mme nollahypoteesin. Se on tapauk-
sessamme oletus, etta¨ tarkasteltavat markkerit ovat riippumattomia. Vaihtoehtoisen
hypoteesin mukaan puolestaan jonkinlainen riippuvuus on olemassa. Mahdollisen
riippuvuuden tyyppiin emme ota kantaa. Hypoteesin testausta varten ta¨ytyy kuiten-
kin ma¨a¨ritella¨ tarkemmin mita¨ tarkoitamme markkerien tai markkeriryhmien va¨li-
sella¨ riippumattomuudella. Ristiintaulujen tuottamiseen voidaan liitta¨a¨ kaksi mallia
[Zar99].2 Vapaiden reunojen mallissa oletetaan na¨ytteiden kokonaislukuma¨a¨ra¨ n en-
nalta valituksi ja reunafrekvenssit pa¨a¨seva¨t vaihtelemaan vapaasti. Nollahypoteesin
vallitessa na¨ytteet ovat riippumattomia ja samoin jakautuneita. Ta¨llo¨in kumpaan-
kin muuttujaan liittyva¨t reunafrekvenssit noudattavat multinomijakaumaa. Ristiin-
taulun sisa¨solut noudattavat na¨ita¨ vastaavaa tulomultinomijakaumaa (engl. product
multinomial distribution) eli multinomijakaumaa, jonka todenna¨ko¨isyydet saadaan
2Oikeastaan ristiintauluihin liittyvia¨ tyypillisia¨ malleja on ainakin nelja¨: Kolmannessa mallissa
vain toinen marginaali oletetaan ennalta valituksi [Zar99]. Tapauksessamme muuttujat ovat tasa-
arvoisia, joten kolmannelle mallille ei ole perusteita. Nelja¨nnessa¨ mallissa puolestaan myo¨s na¨yt-
teiden kokonaisma¨a¨ra¨ voi vaihdella ja solujen arvot ovat Poisson-jakautuneita [Agr02]. Oletamme
kuitenkin na¨ytteiden ma¨a¨ra¨n olevan ennalta valittu.
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reunatodenna¨ko¨isyyksien tuloina. Kiinnitettyjen reunojen mallissa oletetaan na¨yt-
teiden ma¨a¨ra¨n lisa¨ksi myo¨s reunafrekvenssit ennalta kiinnitetyiksi, jolloin nollahypo-
teesin vallitessa taulukon sisa¨solujen frekvenssit noudattavat moninkertaista hyper-
geometrista jakaumaa (engl. multiple hypergeometric distribution). Kyseinen jakau-
ma saadaan, kun tulomultinomijakauma ehdollistetaan havaituilla reunafrekvens-
seilla¨. Kiinnitettyjen reunojen mallissa na¨ytteet eiva¨t oikeastaan ole ta¨ysin riippu-
mattomia, vaikka ovatkin samoin jakautuneita. Isolla na¨ytekoolla ta¨lla¨ ei kuitenkaan
pita¨isi olla suurta merkitysta¨.
Ylla¨ mainituista vapaiden reunojen malli tuntuisi vastaavan tilannettamme parem-
min. Siihen liittyy kuitenkin tuntemattomia parametreja, nimitta¨in yksitta¨isen muut-
tujan (markkerin) arvojen todenna¨ko¨isyydet. Toisaalta kiinnitettyjen reunojen ta-
pauksessa nollajakauma ma¨a¨ra¨ytyy suoraan tunnettujen reunafrekvenssien perus-
teella, mista¨ on apua jatkossa. Ta¨ta¨ myo¨s ka¨yteta¨a¨n yleisesti vaikka todellisuudessa
aineisto noudattaisi vapaiden reunojen mallia. Esimerkiksi yleisesti ka¨ytetty satun-
naisotosmenetelma¨, na¨ytteenotto ilman takaisinpanoa tuottaa na¨ytteita¨ lukittujen
reunojen mallin mukaisesta jakaumasta. Jatkossa esittelemme testeja¨ kummallekin
mallille.
Tilastollisen merkitsevyyden mittana ka¨yteta¨a¨n p-arvoa, joka on reaaliluku va¨lilta¨
[0, 1]. Merkitsemme p-arvoa symbolilla p. Havainnon p-arvo kertoo todenna¨ko¨isyy-
den saada va¨hinta¨a¨n yhta¨ a¨a¨rimma¨inen tai poikkeava havainto, kun nollahypoteesi
oletetaan todeksi. Pienet p-arvot kuvaavat siis erityisen poikkeavia havaintoja, ta-
pauksessamme siis tilanteita, joissa markkereiden va¨lilla¨ na¨ytta¨isi olevan jokin riip-
puvuus. Ongelmana on ”¨aa¨rimma¨isyyden” ma¨a¨ritteleminen formaalisti siten, etta¨
p-arvo on mahdollista laskea – mieluusti viela¨pa¨ helposti ja nopeasti. Yksinkertai-
sissa tapauksissa havainnon a¨a¨rimma¨isyytta¨ voidaan mitata esimerkiksi suoraan sen
tapahtumistodenna¨ko¨isyydella¨, tai a¨a¨rimma¨isyytta¨ kuvaava arvo voidaan jopa ma¨a¨-
ritella¨ erikseen jokaiselle mahdolliselle havainnolle. Tyypillisesti kuitenkin ka¨yteta¨a¨n
havainnon perusteella laskettavaa tunnuslukua, tilastollista suuretta, jonka mittaa
a¨a¨rimma¨isyytta¨ halutulla tavalla. Merkitsemme jatkossa havaittua tunnuslukua kir-
jaimella t ja nollahypoteesin vallitessa vastaavaa satunnaismuuttujaa T . Tavallisesti
a¨a¨rimma¨isina¨ tapauksina pideta¨a¨n niita¨, joilla tunnusluku on tarpeeksi suuri (tai pie-
ni). Siis p-arvo on p = Pr(T ≥ t) tai p = Pr(T ≤ t). Ta¨ssa¨ merkinta¨ Pr(·) tarkoittaa
tapahtuman todenna¨ko¨isyytta¨ nollahypoteesin mukaisessa tilanteessa. Kaksipuolei-
sessa testissa¨ a¨a¨rimma¨isyytta¨ mitataan kumpaankin suuntaan. Ta¨llo¨in p-arvo voi-
daan ma¨a¨ritella¨ usealla tavalla [Agr02]. Ta¨ssa¨ tutkielmassa ka¨yta¨mme ma¨a¨ritelma¨a¨
p = 2 min(Pr(T ≥ t),Pr(T ≤ t)).
14
Jatkuva-arvoisten havaintojen tapauksessa p-arvon on suoraan ma¨a¨ritelma¨n mukaan
tasaisesti jakautunut. Koska tapauksessamme erilaisten ristiintaulujen ma¨a¨ra¨ on ra-
jattu, on p-arvon jakauma kuitenkin diskreetti. Ka¨yta¨nno¨ssa¨ ta¨ma¨ na¨kyy p-arvon
konservatiivisuutena, mika¨ johtaa p-arvojen jakauman painottumiseen la¨hemma¨s lu-
kua yksi. Diskreetin tunnusluvun tapauksessa valitsemamme kaksipuoleisen p-arvon
laskumenetelma¨ saattaa saada ykko¨sta¨ suuremman arvon. Na¨issa¨ tapauksissa pyo¨ris-
ta¨mme luvun alaspa¨in ykko¨seksi. Koska mielenkiintomme kohteena ovat pa¨a¨asiassa
pienet p-arvot, ei asialla ole juuri merkitysta¨.
Jos tunnusluvun jakauma nollahypoteesin vallitessa tiedeta¨a¨n, voidaan havainnon
perusteella laskea vastaava yksi- tai kaksipuoleinen p-arvo. Tarkasti laskettavia p-
arvoja ka¨sittelemme luvuissa 2.4 ja 2.5. Usein tunnetaan vain approksimaatio tun-
nusluvun todellisesta jakaumasta, mutta sen avulla saadaan riitta¨va¨n tarkka arvio
p-arvosta. Luvut 2.1 ja 2.2 liittyva¨t ta¨ma¨n tyyppisiin tunnuslukuihin. Mika¨li tun-
nusluvun jakauma ei ole tiedossa, voidaan sita¨ yritta¨a¨ arvioida na¨ytteenotolla. Ta¨ta¨
ka¨sitella¨a¨n luvussa 2.3.
2.1 Alleeliassosiaatio
Alleeliassosiaation mittaamiseen on vuosien varrella esitelty lukuisia eri tunnusluku-
ja. Eri mittoja on vertailtu esimerkiksi Devlinin ja Rischin artikkelissa [DR95]. Tu-
tustumme ta¨ssa¨ yleisesti ka¨ytettyyn ∆-mittaan. Olkoot tarkasteltavana kaksi SNP-
markkeria X ja Y . Markkeri X voi saada arvon A tai a ja vastaavasti Y voi saada
arvon B tai b. Erilaisia mahdollisia haplotyyppeja¨ on siis nelja¨: AB, Ab, aB seka¨ ab.
Tarkastellaan aineistoa, joka sisa¨lta¨a¨ yhteensa¨ n na¨ytetta¨. Merkita¨a¨n haplotyyppien
esiintymisma¨a¨ria¨ nAB, nAb, naB seka¨ nab. Na¨ma¨ muodostavat markkerien havaitun
yhteisjakauman. Vastaavasti merkita¨a¨n yksitta¨isten alleelien A, a, B ja b kokonais-
ma¨a¨ria¨ nA, na, nB ja nb. Nyt esimerkiksi nA = nAB + nAb ja toisaalta n = nA + na.
Ka¨ytetyt merkinna¨t on koottu taulukkoon 3a.
Voidaan ajatella, etta¨ kukin na¨yte on poimittu riippumattomasti alla piileva¨sta¨ nol-
lahypoteesin mukaisesta todenna¨ko¨isyysjakaumasta. Merkita¨a¨n haplotyyppien ja al-
leelien todenna¨ko¨isyyksia¨ samaan tapaan kuin frekvensseja¨ ka¨ytta¨en n:n sijaan p:ta¨:
siis esimerkiksi pAb ja pB. Jakamalla havaintojen lukuma¨a¨ra¨t n:lla¨ saadaan arviot
kunkin haplotyypin ja alleelin todenna¨ko¨isyyksista¨. Ka¨yteta¨a¨n na¨ista¨ merkinto¨ja¨
pˆAb = nAb/n, pˆB = nB/n, jne. Kiinnitettyjen reunojen mallissa saadut arviot tark-
koja, ja vapaiden reunojen mallissa ne ovat suurimman uskottavuuden estimaatteja
alla oleville todenna¨ko¨isyyksille.
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Taulukko 3: Merkinna¨t markkerien X ja Y arvojen havaituille frekvensseille seka¨
kummankin markkerin reunafrekvensseille. Vastaavat empiiriset todenna¨ko¨isyydet
saadaan jakamalla havaintojen ma¨a¨ra¨t n:lla¨.
(a) Frekvenssit haplotyypeille
X Y
B b ∗
A nAB nAb nA
a naB nab na
∗ nB nb n
(b) Frekvenssit genotyypeille
X Y
B
B
B
b
B
b ∗
A
A n
A
A
B
B n
A
A
B
b n
A
A
b
b n
A
A
A
a n
A
a
B
B n
A
a
B
b n
A
a
b
b n
A
a
a
a n
a
a
B
B n
a
a
B
b n
a
a
b
b n
a
a
∗ nBB nBb nbb n
Nyt jos markkerit X ja Y ovat toisistaan riippumattomia, saadaan tietyn haplotyy-
pin todenna¨ko¨isyys alleelien todenna¨ko¨isyyksien tulona: pAB = pA · pB. Merkita¨a¨n
poikkeamaa D = pAB−pA ·pB. Voidaan helposti havaita, etta¨ poikkeaman itseisarvo
on sama kaikille nelja¨lle haplotyypille:
D = pAB − pA · pB
= pab− pa · pb
= −pAb + pA · pb
= −paB + pa · pB.
Ma¨a¨ritella¨a¨n korrelaation vahvuutta kuvaava ∆-mitta normalisoimalla D:
∆ =
D√
pApapBpb
. (1)
Ajatellaan seuraavaksi alleelien lukuarvoiksi A = B = 1 ja a = b = 0. Huomataan,
etta¨
∆ =
pAB − pA · pB√
pA(1− pA)
√
pB(1− pB)
=
Cov(X, Y )√
Var(X)
√
Var(Y )
= Corr(X, Y ).
Siis ∆ on itse asiassa markkerien X ja Y va¨linen korrelaatiokerroin ja vaihtelee siten
va¨lilla¨ [−1, 1]. Jos ∆ = 0, ovat X ja Y riippumattomia. Muussa tapauksessa ∆:n
itseisarvo kertoo markkereiden va¨lisen korrelaation suuruuden. Selkea¨sti ∆:aa voi-
daan ka¨ytta¨a¨ nimenomaan aiemmin mainitun assosiaation vahvuuden mittaamiseen,
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kunhan tuntemattomien todenna¨ko¨isyyksien p tilalta ka¨yteta¨a¨n arvioita pˆ. Tyypilli-
sesti saatu ∆ korotetaan toiseen, jolloin pa¨a¨sta¨a¨n eroon ”turhasta” etumerkista¨. Jos
nelio¨ kerrotaan viela¨ na¨ytteiden ma¨a¨ra¨lla¨ n, saadaan tuloksena Pearsonin khii toi-
seen -testin tunnusluku, joka X:n ja Y :n ollessa riippumattomia noudattaa likimain
χ2-jakamaa yhdella¨ vapausasteella [Wei79]:
T∆ = n∆
2 approx∼ χ2(1).
Havaituille poikkeamille saadaan tunnetun jakauman ansiosta laskettua helposti p-
arvot. Esitellyn mitan avulla voidaankin siten ka¨teva¨sti mitata seka¨ markkerien
va¨lisen korrelaation vahvuutta etta¨ sen merkitsevyytta¨. Esimerkiksi taulukosta 1a
saadaan ∆ = 0.4643 ja edelleen ka¨ytta¨ma¨lla¨ χ2-jakaumaa p = 0.0721. Esimerkin
assosiaatio on suhteellisen vahva, kuten aiemmin todettiin, mutta p-arvo ei alita
tyypillista¨ merkitsevyysrajaa 0.05.
Alleeliassosiaatio genotyypeille
Ylla¨ esitelty ∆ lasketaan haplotyyppien frekvenssien perusteella. Haluaisimme kui-
tenkin mitata assosiaatiota vaiheistamattomalla genotyyppiaineistolla. Pa¨a¨asialli-
seksi ongelmaksi muodostuu ta¨ssa¨ se, ettei esimerkiksi haplotyyppiyhdistelmia¨ Aa
B
b
ja Aa
b
B voida erottaa toisistaan. Na¨in ollen haplotyypin AB frekvenssia¨ ei voida laskea.
Merkita¨a¨n jatkossa genotyyppien ja haplotyyppiparien frekvensseja¨ ja todenna¨ko¨i-
syyksia¨ samaan tapaan kuin haplotyypeilla¨kin: genotyypille Aa
B
b esimerkiksi n
A
a
B
b ja
pAa
B
b ja haplotyyppiparille
A
a
B
b vastaavasti n
A
a
B
b ja p
A
a
B
b . Genotyyppien merkinna¨t on
koottu taulukkoon 3b.
Jos markkeri on HW-tasapainossa, ovat alleeliparin osapuolet riippumattomia. Siten
genotyyppien todenna¨ko¨isyydet saadaan pAA = pA
2, pAa = 2pApa ja p
a
a = pa
2. Markke-
rin Hardy–Weinberg-poikkeama (HW-poikkeama) ma¨a¨ritella¨a¨n samaan tapaan kuin
kytkenta¨poikkeama: DA = pAA− pA2.
Weirin [Wei79] esittelema¨ komposiittipoikkeama Dc on summa suoran alleeliparin
∗
A
∗
B (eli haplotyypin AB) poikkeamasta seka¨ ristikka¨isen alleeliparin
∗
A
B
∗ vastaavasta
poikkeamasta. Ta¨ta¨ puolestaan voidaan arvioida genotyyppien avulla seuraavasti:
Dc = (p ∗A
∗
B − pApB) + (p ∗AB∗ − pApB)
= (p ∗A
∗
B + p
∗
A
B
∗ )− 2pApB
= 2pAA
B
B + p
A
A
B
b + p
A
a
B
B +
1
2
pAa
B
b − 2pApB.
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Nyt ma¨a¨ritella¨a¨n edella¨ esiteltya¨ ∆-mittaa vastaava komposiittikorrelaatio
∆c =
Dc√
(pA∗pa∗+DA)(p∗Bp∗b +DB)
.
Jos kumpikin markkeri on Hardy–Weinberg-tasapainossa, on DA = DB = 0, ja
jakaja on siten sama kuin ∆:ssa. Lisa¨ksi ta¨llo¨in p∗AB∗ = pA∗p∗B, joten D
c = D ja siis
∆c = ∆. HW-tasapainon vallitessa komposiittikorrelaatio palautuu siten yksitta¨isen
haplotyypin sisa¨ista¨ assosiaatiota mittaavaan ∆-korrelaatioon.
Samoin kuin aiemmin alleelien tapauksessa, annetaan genotyypeille nyt vastaavalla
tavalla lukuarvot AA =
B
B = 0,
A
a =
B
b =
1
2
ja aa =
b
b = 1. Ja¨lleen voidaan osoittaa, etta¨
∆c = Corr(X, Y ) [Zay04]. Komposiittikorrelaatio siis mittaa markkerien alleelien
lukuma¨a¨rien va¨lista¨ lineaarista riippuvuutta. Samoin kuin n∆2, myo¨s T∆c = n(∆
c)2
on riippumattomuusoletuksen vallitessa likimain χ2(1) -jakautunut [ZPW08].
Komposiittikorrelaatio mahdollistaa LD:n vahvuuden ja merkitsevyyden laskemisen
genotyyppiaineistolle ilman vaiheistusta ja toimiikin siina¨ tehta¨va¨ssa¨ varsin hyvin.
Se on tarkoitettu kuitenkin edelleen vain alleeliassosiaation mittaamiseen, eika¨ siten
va¨ltta¨ma¨tta¨ havaitse kaikkia puhtaasti genotyyppeihin perustuvia assosiaatioita. Ta¨-
ma¨ seuraa suoraan ylla¨ mainitusta korrelaatiotulkinnasta: kaikki muuttujien va¨liset
riippuvuudet eiva¨t va¨ltta¨ma¨tta¨ heijastu lineaarista assosiaatiota mittaavaan korre-
laatiokertoimeen. Esimerkiksi taulukosta 1b komposiittikorrelaation arvoksi saadaan
∆c = 0.0753. Ta¨sta¨ puolestaan saadaan p-arvoksi 0.1313, joten taulukon suhteellisen
selkea¨ assosioituminen ei siis juurikaan heijastu komposiittikorrelaatioon.
Alleeliassosiaation yleistyksia¨
Eri LD-mitoista on kehitetty yleistyksia¨ esimerkiksi markkeriryhmille [NFR02, BB07],
useammalle kuin kahdelle markkerille [KFZ08] seka¨ markkereille, jotka voivat saa-
da useampia kuin kahta eri arvoa [ZPW08]. Na¨ma¨ kaikki on kohdennettu kuitenkin
nimenomaan alleeliassosiaation mittaamiseen, eiva¨tka¨ tyypillisesti joko yleisty geno-
tyypeille tai toimi muuten hyvin genotyyppiassosiaation mittaamisessa. Ta¨sta¨ syys-
ta¨ emme ka¨sittele niita¨ enempa¨a¨. Seuraavissa luvuissa tutustumme yleisempiin ris-
tiintauluja koskeviin riippumattomuustesteihin, joita voidaan helposti ka¨ytta¨a¨ myo¨s
genotyyppien va¨lisen assosiaation havaitsemiseen.
18
2.2 Tavalliset asymptoottiset riippumattomuustestit
Edella¨ tutustuimme nimenomaan alleeliassosiaation mittaamista varten suunnitel-
tuihin tunnuslukuihin. Seuraavaksi ka¨ymme la¨vitse muutaman yleisemma¨n kahden
muuttujan va¨lisen assosiaation mittaamiseen tarkoitetun assosiaatiotestin, ja pereh-
dymme na¨iden hyviin ja huonoihin puoliin sovelluskohteemme kannalta. Esitelta¨va¨t
testit ovat paljolti toisiaan muistuttavat khii-toiseen-testi ja G-testi. Kummatkin tes-
tit toimivat seka¨ vapaiden, etta¨ kiinnitettyjen reunojen mallissa, joten emme kiinnita¨
tarkasteltavaa mallia. Tiedot perustuvat Zarin [Zar99] ja Agrestin [Agr02] kirjojen
osioihin aiheesta.
Khii-toiseen-testi
Ehka¨ yleisin ristiintaulujen yhteydessa¨ ka¨ytetty riippumattomuutta mittaava tilas-
tollinen testi on Pearsonin khii-toiseen-testi, johon viittaamme jatkossa myo¨s ly-
hyemmin khii-toiseen-testina¨ tai χ2-testina¨. Olkoot X ja Y muuttujia, jotka voivat
saada vastaavasti r ja c eri arvoa. Merkita¨a¨n muuttujien saamia arvoja 1, 2, . . . , r ja
1, 2, . . . , c. Tarkastellaan n:n na¨ytteen otosta muuttujaparin arvoista ja merkita¨a¨n
na¨ytteen k ∈ {1, 2, . . . , n} havaittuja arvoja xk ja yk. Otoksen perusteella saadaan
muodostettua ristiintaulu, joka sisa¨lta¨a¨ r rivia¨ ja c saraketta. Merkita¨a¨n taulukossa
rivilla¨ i ja sarakkeessa j olevaa arvoa nij. Siis nij on niiden na¨ytteiden k ∈ {1, . . . , n}
lukuma¨a¨ra¨, joille pa¨tee xk = i ja yk = j. Ka¨yteta¨a¨n nij:ta¨ vastaavasta satunnais-
muuttujasta isolla kirjaimella varustettua merkinta¨a¨ Nij.
Ma¨a¨ritella¨a¨n eˆij = ni∗n∗j/n. Kiinnitettyjen reunojen mallissa Nij noudattaa nol-
lahypoteesin vallitessa hypergeometrista jakaumaa, joten eˆij on Nij:n odotusarvo.
Vapaiden reunojen mallissa odotusarvo olisi npi∗p∗j, missa¨ pi∗ ja p∗j ovat tunte-
mattomia multinomijakauman parametreja. Toisaalta tiedeta¨a¨n, etta¨ pˆi∗ = ni∗/n
ja pˆ∗j = n∗j/n ovat suurimman uskottavuuden estimaatteja na¨ille reunatodenna¨ko¨i-
syyksille. Siten eˆij = npˆi∗pˆ∗j on ta¨ssa¨kin tapauksessa hyva¨ arvio Nij:n odotusarvosta.
Nyt Pearsonin khii-toiseen-testin tunnusluku ma¨a¨ritella¨a¨n seuraavasti:
Tχ2 =
∑
i
∑
j
(Nij − eˆij)2
eˆij
.
Koska arvot eˆij ovat positiivisia, on saatu tunnusluku aina ei-negatiivinen. Jos ha-
vaitut frekvenssit vastaavat suurin piirtein odotusarvojaan eli Nij ≈ eˆij kaikilla ij,
niin tunnusluku saa arvon la¨helta¨ nollaa. Toisaalta mita¨ enemma¨n havainnot Nij
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poikkeavat nollahypoteesin mukaisista odotusarvoistaan, sita¨ suurempi arvosta Tχ2
tulee.
Koska reunafrekvenssit sa¨ilytta¨via¨ ristiintauluja on rajallinen ma¨a¨ra¨, on saadun tun-
nusluvun Tχ2 jakauma diskreetti. Fisher [Fis22] osoitti, etta¨ riippumattomuuden val-
litessa se la¨hestyy asymptoottisesti khii-toiseen-jakaumaa (r − 1)(c − 1) vapausas-
teella kun na¨ytteiden lukuma¨a¨ra¨ n kasvaa. Siis, jos n on suuri, niin
Tχ2
approx∼ χ2((r − 1)(c− 1)).
Ta¨ma¨ pa¨tee siis seka¨ vapaiden etta¨ kiinnitettyjen reunojen mallissa. Approksimointi
toimii varsin hyvin, kun kaikkien frekvenssien arvot eˆij ovat tarpeeksi suuria. Ku-
vassa 2a on verrattu teoreettista jakaumaa havaittuun todelliseen jakaumaan 3× 3
-ristiintaululla, jossa on ka¨ytetty taulukon 2a reunafrekvensseja¨. Valitut reunafre-
kvenssit ovat varsin suuria. Perinteisesti riitta¨va¨na¨ alarajana frekvenssien odotusar-
voille on pidetty lukua viisi, vaikkakin myo¨s lo¨yhempia¨ rajoja on esitetty. Kuitenkin
kun odotusarvot painuvat riitta¨va¨n alas, huonontuu approksimaatio merkitta¨va¨sti.
Erityisesti muuttujien saamien arvojen lukuma¨a¨ra¨n lisa¨a¨minen pienenta¨a¨ reunafre-
kvensseja¨ ja edelleen odotusarvoja, kun na¨ytteiden ma¨a¨ra¨ n pideta¨a¨n vakiona. Na¨in
ka¨y, jos muuttujiksi valitaan yksitta¨isten markkerien sijaan muutaman markkerin
ryhmia¨. Kuvassa 2b on tehty vastaava vertailu taulukon 2b reunafrekvenssien mu-
kaisille todelliselle ja teoreettiselle jakaumalle. Approksimaatio vaikuttaa selva¨sti
liian huonolta. Ta¨ma¨ havaitaan myo¨s vertaamalla jakaumista saatavia p-arvoja: esi-
merkiksi tapaukselle tχ2 = 450 teoreettinen jakauma antaa p-arvoksi 1, 2 · 10−5. kun
se todellisuudessa on noin 4, 3 · 10−2. Erityisesti koska todellisen jakauman ha¨nta¨ on
selva¨sti paksumpi kuin teoreettisella jakaumalla, ovat suurilla tunnusluvun arvoilla
teoreettisesta jakaumasta saadut p-arvot merkitta¨va¨sti liian pienia¨.
G-testi
Khii-toiseen-testia¨ vastaava toinen yleinen merkitsevyyden mittaukseen ka¨ytetty
testi on G-testi (usein myo¨s uskottavuusosama¨a¨ra¨testi). Sen tunnusluku ma¨a¨ritel-
la¨a¨n seuraavasti:
TG = 2
∑
i
∑
j
Nij ln
Nij
eˆij
.
G-testin tunnuslukua on luonnollista ajatella informaatioteoreettisesta na¨ko¨kulmas-
ta. Merkitsema¨lla¨ nij = pˆijn seka¨ eˆij = pˆi∗pˆ∗jn ja sijoittamalla ma¨a¨ritelma¨a¨n saa-
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(a) Tχ2 taulukon 2a reunafrekvensseilla¨.
200 300 400 500
(b) Tχ2 taulukon 2b reunafrekvensseilla¨.
0 5 10 15 20
(c) TG taulukon 2a reunafrekvensseilla¨.
200 300 400 500
(d) TG taulukon 2b reunafrekvensseilla¨.
Kuva 2: Khii-toiseen-testin tunnusluvun Tχ2 seka¨ G-testin tunnusluvun TG todelliset
jakauma (harmaa histogrammi) seka¨ teoreettinen jakauma (musta ka¨yra¨) kahdella
eri muuttujaparilla. Muuttujien arvojen frekvensseiksi on valittu taulukkojen 2a ja
2b reunafrekvenssit.
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daan
tG = 2n
∑
ij
pˆij ln
pˆij
pˆi∗pˆ∗j
= 2n
(∑
ij
pˆij ln pˆij −
∑
i
pˆi∗ ln pˆi∗ −
∑
j
pˆ∗j ln pˆ∗j
)
= 2n(H(x) +H(y)−H(x, y)),
missa¨ H(x) on muuttujan X havaitun jakauman entropia ja vastaavasti H(x, y)
muuttujien X ja Y yhteisjakauman entropia. Tiedeta¨a¨n, etta¨ muuttujan arvojen
koodaamiseen vaadittava minimitallennustila saadaan kertomalla muuttujan jakau-
man entropia tallennettavien arvojen ma¨a¨ra¨lla¨. Na¨in ollen TG kertoo oleellisesti pal-
jonko tallennustilaa sa¨a¨steta¨a¨n, kun muuttujien X ja Y arvojen koodaamisessa voi-
daan ka¨ytta¨a¨ hyo¨dyksi tietoa na¨iden va¨lisista¨ assosiaatioista.
Kuten khii-toiseen-testin tunnusluku, myo¨s G-testin tunnusluku noudattaa seka¨ va-
paiden etta¨ kiinnitettyjen reunojen mallissa likima¨a¨rin samaa khii-toiseen-jakaumaa
[Wil35, Agr02]:
TG
approx∼ χ2((r − 1)(c− 1)).
Saadulla tunnusluvulla TG on kuitenkin sama ongelma kuin khii-toiseen-testin tun-
nusluvulla: Approksimaatio ei toimi, jos frekvenssien odotusarvot ovat liian pienia¨.
Kuvissa 2c ja 2d on laskettu TG:lle jakaumat vastaavilla reunafrekvensseilla¨ kuin
kuvissa 2a ja 2b tunnusluvulle Tχ2 . Ja¨lkimma¨isessa¨ tapauksessa esimerkiksi havain-
non tG = 350 todellinen p-arvo olisi 5.0 · 10−5, mutta approksimointi χ2-jakaumalla
antaa arvoksi 0.22. Toisin kuin khii-toiseen-tunnusluvun tapauksessa, ta¨lla¨ kertaa
teoreettisesta jakaumasta saadut p-arvot ovat selva¨sti liian suuria.
2.3 Satunnaistestaus
Kuten edella¨ huomasimme, sopivan tunnusluvun lo¨yta¨minen saattaa olla hankalaa
etenkin, jos ka¨sitelta¨va¨t ristiintaulut ovat harvoja. Ongelmana on tunnusluvun ja-
kauman tarkka selvitta¨minen riitta¨va¨lla¨ tarkkuudella. Jakauman analyyttisen johta-
misen sijaan toinen vaihtoehto on pyrkia¨ approksimoimaan tunnusluvun jakaumaa
na¨ytteenotolla. Ta¨llo¨in assosiaatiota mittaava tunnusluku voidaan valita merkitta¨-
va¨sti vapaammin. Huonona puolena on na¨ytteenoton raskaus; tarkkaa approksimaa-
tiota varten ta¨ytyy tyypillisesti arpoa suuri ma¨a¨ra¨ nollahypoteesin mukaisia na¨yt-
teita¨. Seuraavassa tutustumme muutamaan erilaiseen na¨ytteenottoon perustuvaan
p-arvon approksimointitapaan.
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P-arvon approksimointi
Olkoot X ja Y ja¨lleen muuttujat, joiden va¨lista¨ assosiaatiota pyrimme mittaamaan.
Tarkastellaan mielivaltaista tunnuslukua. Olkoon t havaittu tunnusluvun arvo. Nyt
jos ka¨yto¨ssa¨ on menetelma¨ riippumattomien na¨ytteiden arpomiseen nollahypoteesin
mukaisesta tunnusluvun jakaumasta, voidaan p-arvoa arvioida seuraavasti [AWB79]:
1. Arvo tunnusluvusta satunnaisesti m nollahypoteesin mukaista riippumatonta
otosta t1, t2, . . . , tm.
2. Arvioi p-arvoa: pˆ = h/m, missa¨ h = #{ti ≥ t | i = 1, 2, . . . ,m} on havaittua
tunnuslukua t suurempien na¨ytteiden ti lukuma¨a¨ra¨.
Lemma 1. Saatu arvio pˆ = h/m on suurimman uskottavuuden estimaatti p-arvolle.
Todistus. P-arvon ma¨a¨ritelma¨n mukaan Pr(Ti ≥ t) = p. Na¨in ollen h on noudattaa
binomijakaumaa parametrein p ja m. Siispa¨ p-arvon uskottavuus on
L(p) =
(
m
h
)
ph(1− p)m−h.
Voimme ottaa logaritmin puolittain, silla¨ aidosti kasvavana funktiona se sa¨ilytta¨a¨
maksimin sijainnin. Saadaan
lnL(p) = ln
(
m
h
)
+ h ln p + (m− h) ln(1− p).
Saatu log-uskottavuusfunktio on konkaavien funktioiden summana konkaavi. Siispa¨
se saa suurimman arvonsa derivaatan nollakohdassa, eli kun
h
p
− m− h
1− p = 0
p =
h
m
.
Arvion pˆ = h/m sijaan p-arvolle saatetaan joissain tapauksissa ka¨ytta¨a¨ myo¨s ap-
proksimaatiota pˆ = (h+1)/(m+1) [BC91, DH97]. Joka tapauksessa kun na¨ytteiden
lukuma¨a¨ra¨ on m, voi estimaatti pˆ saada m+ 1 eri arvoa. Na¨ma¨ ovat jakautuneet ta-
saisin va¨lein yksikko¨va¨lille [0, 1]. Jos haluamme arvioida p-arvoa vaikkapa viiden de-
simaalin tarkkuudella, tarvitaan na¨ytteita¨ siis ainakin 105. Riippumatta na¨ytteiden
tuottamismenetelma¨sta¨ on na¨in suuren ma¨a¨ra¨n la¨pika¨yminen jo itsessa¨a¨n tyo¨la¨sta¨.
Koko genomin laajuisessa assosiaatioiden etsimisessa¨ tarvittava tarkkuus on viela¨
selva¨sti ta¨ta¨ suurempi, luokkaa 10–15 desimaalia. Ta¨ma¨n vaatiman na¨ytema¨a¨ra¨n
tuottaminen jokaiselle testattavalle parille ei selva¨stika¨a¨n ole mahdollista.
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Adaptiivinen na¨ytteenotto
Tietyissa¨ tapauksissa voimme helposti muuttaa na¨ytteenoton adaptiiviseksi. Olkoon
α valittu kynnysarvo nollahypoteesin hylka¨a¨miselle. Hylka¨ys siis tapahtuu, jos kor-
keintaan a = bαmc na¨ytteen tunnusluku on suurempi kuin t. Mika¨li tieda¨mme kyn-
nysarvon jo valmiiksi, voidaan na¨ytteenotto keskeytta¨a¨ heti, jos hk > a, missa¨ hk on
t:ta¨ suurempien na¨ytteiden ma¨a¨ra¨ k:n na¨ytteen ja¨lkeen. Olkoon L satunnaismuuttu-
ja, joka kertoo tarvittavien na¨ytteiden lukuma¨a¨ra¨n. Nollahypoteesin vallitessa na¨yt-
teiden ma¨a¨ra¨lle saadaan seuraava odotusarvo [BC91]:
Lemma 2. Mika¨li na¨ytteenotto keskeyteta¨a¨n heti, jos hk > a, tarvitaan nollahypo-
teesin vallitessa odotusarvoisesti noin αm(1− lnα) na¨ytetta¨.
Todistus. Nollahypoteesin vallitessa havaittu tunnusluku T noudattaa na¨ytteiden
T1, T2, . . . kanssa samaa jakaumaa. Olkoon l ∈ {1, 2, . . . ,m}. Tapahtuma L ≥ l edel-
lytta¨a¨, etta¨ T on a:n suurimman joukossa arvoista T, T1, T2, . . . , Tl−1. Symmetrisyy-
desta¨ seuraa siten, etta¨ arvoille l = 1, 2, . . . ,m on
Pr(L ≥ l) =
1 jos l ≤ aa/l jos l > a.
Nyt na¨ytteiden ma¨a¨ra¨n odotusarvoksi saadaan
E[L] =
m∑
l=1
Pr(L ≥ l) = a+ a
m∑
l=a+1
1
l
≈ a (1 + lnm− ln a) ,
missa¨ on viimeisessa¨ vaiheessa ka¨ytetty tietoa
∑n
i=1 1/i ≈ lnn. Sijoittamalla ta¨ha¨n
a:n paikalle αm saadaan haluttu tulos.
Jos esimerkiksi m = 105 ja kynnysarvo α = 10−4, tarvitaan na¨ytteita¨ keskima¨a¨rin
noin 100. Parannus on huomattava, mutta esimerkiksi myo¨hemmin osiossa 3.2 esi-
telta¨va¨ssa¨ FDR-valintametodissa tarkka kynnysarvo riippuu havaituista p-arvoista,
eika¨ sita¨ voida siten tieta¨a¨ etuka¨teen. Luonnollisesti selkea¨ nopeutus saataisiin jo
asettamalla kynnysarvolle ennalta karkea yla¨raja, jonka ylitta¨va¨t p-arvot voidaan yl-
la¨ mainitulla tavalla karsia pois laskuista jo ennen lopullista merkitsevien p-arvojen
valintaa.
P-arvon adaptiivinen approksimointi
Kuten totesimme, tietoa kynnysarvosta ei va¨ltta¨ma¨tta¨ ole etuka¨teen saatavilla eika¨
edella¨ esitelty adaptiivinen na¨ytteenotto sellaisenaan onnistu. Koska pienet p-arvot
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ovat kuitenkin suuria kiinnostavampia, haluaisimme arvioida niita¨ tarkemmin, kun
taas suurille p-arvoille riitta¨isi karkea approksimaatio. Besagin ja Cliffordin [BC91]
kuvailemassa menetelma¨ssa¨ pyrita¨a¨n rajoittamaan estimaatin pˆ keskihajontaa alle
kynnysarvon cp, missa¨ c > 0 on ennalta valittu vakio. Na¨ytteita¨ tuotetaan yksi
kerrallaan, ja aina uuden na¨ytteen ja¨lkeen arvioidaan p-arvoa pˆk = hk/k, missa¨ k
on na¨ytteiden lukuma¨a¨ra¨ siihen mennessa¨. Tarkoituksena on jatkaa na¨ytteenottoa,
kunnes lopetusehto Var[pˆk] ≤ (cp)2 ta¨yttyy.
Koska hk noudattaa binomijakaumaa, saadaan Var[pˆk] = Var[hk]/k
2 = p(1 − p)/k.
Nyt sijoittamalla arvio pˆk aidon p-arvon paikalle saadaan lopetusehdoksi
hk
k2
(
1− hk
k
)
≤
(
c
hk
k
)2
,
ja ta¨sta¨ edelleen
hk ≥ 1
k−1 + c2
.
Lopetukseen vaadittavien t:ta¨ suurempien na¨ytteiden lukuma¨a¨ra¨ siis la¨hestyy al-
haalta pa¨in rajaa c−2 sita¨ mukaa, kun na¨ytteiden lukuma¨a¨ra¨a¨ lisa¨ta¨a¨n. Jos p-arvo
on erityisen pieni, kasvaa ta¨ha¨n vaadittavien otosten ma¨a¨ra¨ turhan suureksi. Ta¨sta¨
syysta¨ on ja¨rkeva¨a¨ ja¨lleen asettaa jokin yla¨raja m na¨ytteiden ma¨a¨ra¨lle. Na¨in saa-
tu menetelma¨ muistuttaa suuresti edella¨ esiteltya¨ adaptiivista na¨ytteenottoa arvolla
α = c−2, tosin alussa lopettamiskriteeri on lo¨ysempi.
Vaikka esitetyt kaksi adaptiivista menetelma¨a¨ voivat olla merkitta¨va¨sti nopeampia
kuin naiivi toteutus, ta¨ma¨ka¨a¨n ei va¨ltta¨ma¨tta¨ riita¨. Jos vaadittu tarkkuus on suuri,
voi jo yhden nollaa riitta¨va¨n la¨hella¨ olevan p-arvon laskeminen olla liian tyo¨la¨sta¨.
P-arvon jakauman arviointi
Era¨s vaihtoehto va¨henta¨a¨ tarvittavien otosten ma¨a¨ra¨a¨ on pyrkia¨ aluksi arvioimaan
p-arvoja jollakin yksinkertaisella (esimerkiksi heuristisella) tavalla ja tarkentaa ar-
vioita vain tarvittaessa. Kustra ja kumppanit [KSM+08] ovat kehitta¨neet ta¨ma¨n
tyyppisen menetelma¨n. Se on tarkoitettu nimenomaisesti tilanteisiin, joissa p-arvoja
ta¨ytyy laskea suuri ma¨a¨ra¨. Menetelma¨ palauttaa kutakin p-arvoa kohden toden-
na¨ko¨isyysjakauman, joka toivon mukaan on keskittynyt tiukasti todellisen p-arvon
ympa¨rille.
Olkoon M assosiaatiotestien lukuma¨a¨ra¨. Menetelma¨ jakautuu kolmeen vaiheeseen:
Ensimma¨isessa¨ vaiheessa valitaan pieni osa testeista¨ opetusdataksi ja rakennetaan
na¨iden avulla ennustaja, jonka avulla puolestaan toisessa vaiheessa muodostetaan
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kunkin testin i = 1, . . . ,M p-arvolle priorijakauma. Lopuksi kolmannessa vaiheessa
saatuja jakaumia pa¨iviteta¨a¨n na¨ytteenotolla, kunnes saavutetaan haluttu tarkkuus-
taso. Seuraavaksi ka¨ymme hieman yksityiskohtaisemmin kunkin vaiheen la¨pi.
Ensimma¨isessa¨ vaiheessa pyrita¨a¨n oppimaan sa¨a¨nno¨t, joilla ristiintaulun reunafre-
kvenssien perusteella saadaan ennustettua tunnusluvun Ti nollajakauman 95. pro-
senttipiste, siis kohta x, jossa Pr(Ti < x) = 0.95. Algoritmi on seuraava:
Algoritmi 1 Opi ennustaja tunnusluvuilta 95. prosenttipisteille
1: Valitse opetusdata L ⊂ {1, . . . ,M}.
2: for i ∈ L do
3: Laske nollajakauma tunnusluvulle Ti ka¨ytta¨ma¨lla¨ na¨ytteenottoa.
4: Laske jakauman 95. prosenttipiste.
5: Opi ennustaja testien suuruusja¨rjestykseen ja¨rjestetyilta¨ reunafrekvensseilta¨ las-
ketuille prosenttipisteille.
Opetusdataksi L valitaan satunnaisesti pieni osajoukko kaikista testeista¨. Kustra ja
kumppanit ka¨yttiva¨t esimerkiksi artikkelinsa kokeissa opetusdatana 3000 satunnai-
sesti valittua testia¨, kun yhteensa¨ testeja¨ oli noin 400 000. Ennustajan oppimiseen
Kustra ja kumppanit ka¨yttiva¨t satunnaismetsa¨menetelma¨a¨. Tehta¨va¨a¨n voisi luon-
nollisesti soveltaa muitakin koneoppimisalgoritmeja.
Menetelma¨n toisessa vaiheessa muodostetaan ennustajien avulla arvioidut toden-
na¨ko¨isyysjakaumat kunkin tunnusluvun Ti todelliselle p-arvolle pi. Ta¨ma¨ tehda¨a¨n
seuraavasti:
Algoritmi 2 Laske todenna¨ko¨isyysjakaumat p-arvoille
1: for i← 1 to M do
2: Ennusta opitulla ennustajalla tunnusluvun Ti jakauman 95. prosenttipiste reu-
nafrekvenssien perusteella.
3: Valitse opetusdatasta h nollajakaumaa, joiden 95. prosenttipisteet ovat la¨him-
pa¨na¨. Laske na¨iden avulla h arviota ti:n p-arvolle.
4: Laske arvioiden geometrinen keskiarvo pˆi.
5: Muodosta pˆi:n perusteella priorijakauma p-arvolle pi.
Keskiarvo pˆi on ennustajien avulla laskettu arvio tunnusluvun todellisesta p-arvosta.
Priorijakauma muodostetaan siten, etta¨ se antaa suuren todenna¨ko¨isyyden pˆi:n la¨-
histo¨lla¨ sijaitseville p-arvoille. Priorijakaumana ka¨yteta¨a¨n Kustran ja kumppaneiden
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artikkelissa kahden pˆi:n ympa¨rille keskittyneen sopivasti valitun beeta-jakauman se-
koitetta. Vaiheen 3 vakiona h Kustra ja kumppanit ka¨yttiva¨t arvoa 10.
Kun kullekin p-arvolle on muodostettu jakauma, halutaan kolmannessa vaiheessa
tarkentaa na¨ita¨ halutulle tasolle. Ta¨ta¨ varten asetetaan raja q, jota pienemmista¨ p-
arvoista olemme erityisen kiinnostuneita. Kuten aiemmin ta¨ma¨ voisi siis olla valittu
merkitsevyysraja, jos se on tiedossa etuka¨teen. Lisa¨ksi asetetaan yla¨raja m testia¨
kohden otettavien na¨ytteiden ma¨a¨ra¨lle. Ka¨yteta¨a¨n p-arvoja pi vastaavista satun-
naismuuttujista merkinta¨a¨ Pi. Nyt Pr(Pi < q) eli todenna¨ko¨isyys, etta¨ Pi alittaa
kynnysrajan, voidaan laskea priorijakaumasta. Pa¨a¨ma¨a¨ra¨na¨ on laskea maksimitark-
kuudella p-arvot, joilla ta¨ma¨ todenna¨ko¨isyys on suuri, ja tarkentaa loppuja p-arvoja
vain va¨ltta¨ma¨to¨n ma¨a¨ra¨. Rajan q alittavien, alle m:lla¨ na¨ytteella¨ tarkennettujen
p-arvojen lukuma¨a¨ra¨n odotusarvo on∑
i:ki<m
Pr(Pi < q),
missa¨ ki on tunnusluvusta Ti otettujen na¨ytteiden lukuma¨a¨ra¨. Algoritmi pyrkii pie-
nenta¨ma¨a¨n ahneesti ta¨ta¨ odotusarvoa arpomalla na¨ytteita¨ sopivasti valituista tun-
nusluvuista ja pa¨ivitta¨ma¨lla¨ p-arvojen jakaumia na¨iden avulla. Jos priorijakaumana
ka¨yteta¨a¨n beeta-sekoitejakaumaa, kuuluu pa¨ivitta¨misen tuloksena saatava posterio-
rijakauma samaan perheeseen. Kun odotusarvo on laskenut ennalta ma¨a¨ritellyn ra-
jan alle, lopettaa algoritmi pa¨ivitta¨misen.
Kustran ja kumppaneiden kuvaaman menetelma¨n lopputuloksena saadaan kullekin
p-arvolle todenna¨ko¨isyysjakauma. Na¨ita¨ jakaumia voidaan edelleen ka¨ytta¨a¨ suoraan
merkisevien assosiaatioiden valintaan. Vaihtoehtoisesti voitaisiin arvioida p-arvoja
jakaumien perusteella lasketuilla odotusarvoilla. Heuristisen priorijakauman ansiosta
suuret p-arvot voidaan tiputtaa entista¨ nopeammin pois laskuista. Pienille p-arvoille
menetelma¨ tarvitsee silti edelleen suuren ma¨a¨ra¨n na¨ytteita¨, joten ta¨ssa¨ suhteessa se
ei eroa aiemmin esitellyista¨ adaptiivisista menetelmista¨.
Satunnaisten otosten tuottaminen
Kaikissa ta¨ssa¨ osiossa kuvatuissa menetelmissa¨ on ollut ta¨rkea¨ssa¨ osassa riippumat-
tomien nollahypoteesin mukaisten otosten arpominen tunnusluvusta. Yleinen tapa
otoksen tuottamiseen on sekoittaa toisen testattavan muuttujan havaitut arvot sa-
tunnaiseen ja¨rjestykseen. Permutoinnin seurauksena muuttujien va¨liset mahdolliset
assosiaatiot ha¨via¨va¨t. Sekoitetuille muuttujille voidaan ta¨ma¨n ja¨lkeen muodostaa
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ristiintaulut ja laskea tunnusluvun arvo normaaliin tapaan. Permutointi sa¨ilytta¨a¨
ristiintaulun reunafrekvenssit, ja se noudattaa siten kiinnitettyjen reunojen mallia.
Se onkin na¨ytteenotosta ilman takaisinpanoa erikoistapaus, jossa otettava na¨yte on
koko aineiston kokoinen.
Vapaiden reunojen mallin mukaisten na¨ytteiden arpominen ei onnistu samaan ta-
paan, silla¨ tarvittavat parametrit ovat tuntemattomia. Ka¨ytta¨ma¨lla¨ n:n na¨ytteen
otantaa takaisinpanolla kummallekin muuttujalle saataisiin ristiintaulun arvoille kyl-
la¨ tulomultinomijakauma, jonka parametrit ovat suurimman uskottavuuden esti-
maatteja todellisille parametreille.
Seka¨ permutoinnissa etta¨ otannassa takaisinpanolla otoksen muodostamiseen kuluva
aika on lineaarinen na¨ytteiden ma¨a¨ra¨a¨n n seka¨ ristiintaulun kokoon na¨hden – siis
O(n + rc), missa¨ r ja c ovat muuttujien X ja Y erilaisten arvojen ma¨a¨ra¨. Jos n on
suuri, olisi houkuttelevaa keksia¨ arpomiseen nopeampi menetelma¨. Jos tunnusluvun
jakauma olisi tiedossa, voitaisiin toisaalta p-arvot laskea suoraan, eika¨ na¨ytteenottoa
tarvittaisi lainkaan.
Va¨limaastosta oleva keino olisi arpoa ristiintauluja. Kahden yksitta¨isen markkerin
va¨lista¨ assosiaatiota mitattaessa sisa¨lta¨a¨ ristiintaulu korkeintaan yhdeksa¨n arvoa,
joten parannus saattaisi olla useita suuruusluokkia. Toisaalta jos osapuolina ovat
useamman markkerin ryhma¨t, kasvavat ristiintaulut helposti niin isoiksi, etta¨ etu
voitaisiin menetta¨a¨. Vapaiden reunojen mallissa ristiintaulujen arpominen olisi suh-
teellisen helppoa – ainakin, jos tulomultinomijakauman parametrit tunnettaisiin.
Jos reunafrekvenssit on kiinnitetty, ei ristiintaulujen arpominen halutusta jakau-
masta kuitenkaan ole helppoa. Itse asiassa annetuilla reunafrekvensseilla¨ pelka¨sta¨a¨n
erilaisten mahdollisten taulujen lukuma¨a¨ra¨n selvitta¨minen on eritta¨in vaikeaa. Joi-
takin Markovin ketjuihin perustuvia menetelmia¨ taulujen arpomiseen on kehitet-
ty. Esimerkiksi Raymondin ja Roussetin [RR95] algoritmilla uusi ristiintauluna¨yte
voidaan arpoa vakioajassa. Useissa tapauksissa myo¨s tunnusluvun laskeminen arvo-
tulle na¨ytteelle voidaan sisa¨llytta¨a¨ ta¨ha¨n vakioaikaan, jolloin saavutettu nopeusetu
permutointiin na¨hden on teoriassa varsin merkitta¨va¨. Lyhyiden testien perusteella
algoritmin ka¨ytta¨ma¨ Markovin ketju sekoittuu kuitenkin niin hitaasti, etta¨ otoksia
tarvitaan moninkertainen ma¨a¨ra¨ permutoinnilla saataviin riippumaattomiin otok-
siin verrattuna. Ta¨ma¨n seurauksena tietyn tarkkuuden saavuttamiseen kuluu ka¨y-
ta¨nno¨ssa¨ suunnilleen saman verran laskenta-aikaa kuin permutoinnillakin.
Johtopa¨a¨to¨ksena¨ satunnaistestaukseen liittyen voimme todeta, etteiva¨t esitetyt sa-
tunnaistestausmenetelma¨t vaikuta olevan riitta¨va¨n nopeita assosiaatioiden etsimi-
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seen koko kromosomistosta. Ta¨sta¨ syysta¨ emme ka¨yta¨ niita¨ myo¨hemmissa¨ kokeissa.
Seuraavaksi tutustumme muutamaan tapaan laskea p-arvoja tarkasti sopivasti vali-
tuille tunnusluvuille.
2.4 Tarkka maksimipoikkeamatesti
Ehka¨ helpoiten mieleen juolahtava tapa tutkia ristiintaulun poikkeavuutta olisi mi-
tata arvojen nij poikkeamia odotusarvoistaan ja valita suurin na¨ista¨ poikkeamista.
Ta¨ma¨n innoittamana ma¨a¨rittelemme maksimipoikkeama-tunnusluvun
T˙ = max
ij
|Nij − eij|,
missa¨ eij = npi∗p∗j on Nij:n odotusarvo. Merkinna¨ssa¨ T˙, symboli  viittaa havai-
tun arvon virheeseen odotusarvoon na¨hden ja ˙ sen maksimiin. Khii-toiseen-testista¨
poiketen minka¨a¨nlaista normalisointia ei tehda¨ ja summaamisen tilalla on maksi-
min ottaminen. Voidaan ajatella, etta¨ normalisoinnin puutteesta johtuen T˙ painot-
taa enemma¨n absoluuttisesti suuria poikkeamia. Tavoitteista riippuen ta¨ma¨ voidaan
na¨hda¨ hyva¨na¨ tai huonona asiana.
Kuten olemme aiemmin todenneet, odotusarvot eij valitettavasti tunnetaan yleisesti
vain kiinnitettyjen reunojen mallissa. Oletetaan kuitenkin, etta¨ ne olisivat tiedossa
myo¨s vapaiden reunojen tapauksessa. Oletetaan lisa¨ksi, etta¨ reunafrekvensseja¨ ei ole
lukittu. Ta¨llo¨in khii-toiseen-testin ja G-testin tunnuslukuihin verrattuna maksimi-
poikkeamalla on era¨s selkea¨ etu: maksimipoikkeaman tarkka p-arvo voidaan laskea
dynaamisella ohjelmoinnilla ka¨ytta¨en tapaa, jonka kuvaamme seuraavaksi.
Tarkastellaan havaittuja ristiintaulun ruutujen arvoja. Merkinto¨jen helpottamiseksi
ja¨rjesteta¨a¨n ruutujen indeksit 11, 12, . . . , 1c, 21, 22, . . . , rc mielivaltaiseen ja¨rjestyk-
seen, ja nimeta¨a¨n ne yksitta¨isilla¨ luvuilla 1, 2, . . . ,m, missa¨ m = rc on ristiintau-
lun ruutujen ma¨a¨ra¨. Havaittuihin ruutujen arvoihin viitataan nyt siis muuttujilla
n1, n2, . . . , nm. Merkita¨a¨n vastaavia satunnaismuuttujia N1, N2, . . . , Nm. Havainnon
t˙ p-arvo on nyt
p = Pr(max
k
|Nk − ek| ≥ t˙)
= 1− Pr (|Nk − ek| < t˙ ∀ k) .
Kuten olemme aiemmin reunafrekvenssivapaasta mallista todenneet, ruutujen ar-
vot noudattavat siina¨ multinomijakaumaa parametrein p1, p2, . . . , pm ja n, missa¨ pi
on ruutua i vastaava todenna¨ko¨isyys. Jos arvot N1, N2, . . . , Nm olisivat keskena¨a¨n
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riippumattomia, voitaisiin todenna¨ko¨isyys Pr (|Nk − ek| < t˙ ∀ k) hajottaa helposti
yksitta¨isia¨ muuttujia koskevien todenna¨ko¨isyyksien tuloiksi. Multinomijakauman ta-
pauksessa na¨in ei kuitenkaan ole, joten joudumme ottamaan riippuvuudet jotenkin
huomioon.
Riippuvuuksien hallitsemiseksi esita¨mme multinomijakauman toisessa muodossa sa-
maan tapaan kuin Levin [Lev81] johtaessaan tapaa laskea multinomijakauman ker-
tyma¨funktio. Tiedeta¨a¨n yleisesti, etta¨ multinomijakauma voidaan esitta¨a¨ riippumat-
tomien Poisson-jakautuneiden satunnaismuuttujien avulla
Pr(N1 = n1, . . . , Nm = nm) = Pr
(
X1 = n1, . . . , Xm = nm
∣∣∣∣ ∑
k
Xk = n
)
,
missa¨ Xk ∼ Poisson(ek) ja ek = npk. Siis kun Poisson-jakautuneiden satunnais-
muuttujien summa kiinniteta¨a¨n arvoon n, saadaan tuloksena haluttu multinomija-
kauma. P-arvolle saadaan siten lauseke
p = 1− Pr
(
|Xk − ek| < t˙ ∀ k
∣∣∣∣ ∑
k
Xk = n
)
.
Merkitsema¨lla¨ Ek = |Xk− ek| ja ka¨ytta¨ma¨lla¨ ehdollisen todenna¨ko¨isyyden ma¨a¨ritel-
ma¨a¨ saadaan ta¨ma¨ edelleen muotoon
p = 1− Pr ((Ek < t˙ ∀ k) ∩ (
∑
kXk = n))
Pr (
∑
kXk = n)
.
Saadussa lausekkeessa on kaksi todenna¨ko¨isyytta¨, jotka haluamme ratkaista. Tarkas-
tellaan ensin nimitta¨ja¨a¨. Riippumattomien Poisson-satunnaismuuttujien summa on
tunnetusti Poisson-jakautunut; siis
∑
kXk ∼ Poisson(
∑
k ek) ∼ Poisson(n). Siispa¨
nimitta¨ja¨ saa arvon nn/n! · exp(−n). Saadaan siis
p = 1− n!
nn
exp(n) · Pr
(
(Ek < t˙ ∀ k) ∩
(∑
k
Xk = n
))
.
Ja¨ljella¨ olevan todenna¨ko¨isyyden laskeminen osoittautuu hieman monimutkaisem-
maksi. Olkoot l ∈ {0, . . . ,m} ja h ∈ {0, . . . , n}. Merkita¨a¨n
P (l, h) = exp
(
l∑
k=1
ek
)
· Pr
((
l⋂
k=1
(Ek < t˙)
)
∩
(
l∑
k=1
Xk = h
))
.
Nyt haluttu p-arvo on siis p = 1 − P (m,n) · n!/nn. Muodostamme seuraavak-
si dynaamista ohjelmointia hyo¨dynta¨va¨n algoritmin arvojen P (l, h) laskemiseen.
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Tarkastellaan ensin tapausta l = 0. Ta¨llo¨in ylla¨ olevassa lausekkeessa konjunk-
tion vasen puoli muodostaa tyhja¨n konjunktion ja siten aina tosi. Oikealle puo-
lella tyhja¨ summa saa arvon nolla, joten tapahtumaksi tulee 0 = h. Na¨in ollen
P (0, 0) = exp(0) · Pr(0 = 0) = 1 ja P (0, h) = exp(0) · Pr(0 = h) = 0, kun h > 0.
Olkoon nyt l ∈ [1, n]. Osoitamme seuraavaksi, etta¨ arvot P (l, 0), . . . , P (l, n) saadaan
laskettua arvojen P (l − 1, 0), . . . , P (l − 1, n) avulla. Huomataan, etta¨ konjunktion
oikealla puolella oleva tapahtuma
∑l
k=1Xk = h voidaan osittaa erillisiin tapauk-
siin i = 0, . . . , h, joissa kussakin aina Xl = i ja
∑l−1
k=1 Xk = h − i. Todenna¨ko¨isyys
voidaan siten hajottaa na¨iden erillisten tapausten todenna¨ko¨isyyksien summaksi. Li-
sa¨ksi konjunktion vasemman puolen konjunktioketjusta voidaan erottaa tapahtuma
Ek < t˙ erikseen. Saadaan siis
P (l, h) = exp
(
l∑
k=1
ek
)
·
h∑
i=0
Pr
((
l−1⋂
k=1
(Ek < t˙)
)
∩ (El < t˙) ∩(
l−1∑
k=1
Xk = h− i
)
∩ (Xl = i)
)
=
h∑
i=0
exp(el) Pr((El < t˙) ∩ (Xl = i)) ·
exp
(
l−1∑
k=1
ek
)
Pr
((
l−1⋂
k=1
(Ek < t˙)
)
∩
(
l−1∑
k=1
Xk = h− i
))
=
h∑
i=0
exp(el) Pr((El < t˙) ∩ (Xl = i)) · P (l − 1, h− i).
Toisessa yhta¨suuruudessa on hyo¨dynnetty oletusta, jonka mukaan muuttuja Xl (ja
siten myo¨s El) on riippumaton edelta¨vista¨ muuttujista X1, . . . , Xl−1 (ja siten myo¨s
muuttujista E1, . . . , El−1).
Tapahtuma El < t˙ toteutuu, jos Xl ∈ (el−t˙, el+t˙). Siis Pr((El < t˙)∩(Xl = i)) saa
arvon Pr(Xl = i) = (el)
i ·exp(−el)/(i!), jos i ∈ (el−t˙, el+t˙), ja arvon nolla muuten.
Na¨in ollen summaaminen voidaan rajoittaa kyseiselle va¨lille, jolloin saadaan
P (l, h) =
bl∑
i=al
(el)
i
i!
P (l − 1, h− i),
missa¨ al = max(0, bel − t˙c+ 1) ja bl = min(h, del + t˙e − 1). Arvojen P (l, h) laske-
miseksi muodostetaan nyt seuraava algoritmi.
31
Algoritmi 3 Laske taulukko P (0 . . .m, 0 . . . n)
1: P (0, 0)← 1 ja P (0, h)← 0 kaikilla h = 1, . . . , n.
2: for l← 1 to m do
3: for h← 0 to n do
4: P (l, h)← 0
5: for i← max(0, bel − t˙c+ 1) to min(h, del + t˙e − 1) do
6: P (l, h)← P (l, h) + P (l − 1, h− i) · (el)i/(i!)
Rivilla¨ 6 tarvittavat kertoimet (el)
i/(i!) voidaan laskea etuka¨teen kaikille mahdolli-
sille arvoille l = 1, . . . ,m ja i = 0, . . . , n ajassa O(mn). Siten ylla¨ oleva taulukon P
laskeva algoritmi 3 vaatii selva¨sti ajan O(mn · t˙). Koska t˙ ≤ n, on aikavaativuus
erityisesti luokkaa O(mn2).
On huomattava, etta¨ mainitut aikavaativuudet pa¨teva¨t vain, jos tarvittavat yksit-
ta¨iset peruslaskutoimitukset voidaan suorittaa vakioajassa. Jos laskuissa ka¨yteta¨a¨n
vakiotarkkuuden liukulukuja, ovat tarvittavat laskut vakioaikaisia. Toisaalta, mika¨-
li laskut halutaan suorittaa tarkasti suurilla rationaaliluvuilla, ei ta¨ma¨ yleisesti ole
mahdollista ja aikavaativuus kasvaa jonkin verran. Esimerkiksi pelka¨sta¨a¨n lukujen i!
esitta¨miseen voidaan tarvita Ω(log(n!)) = Ω(n log n) bittia¨, joten aikavaativuuskin
kasvaa va¨hinta¨a¨n vastaavalla kertoimella. Lisa¨ksi murtolukuversion edellytyksena¨
on, etta¨ odotusarvot el voidaan esitta¨a¨ rationaalilukuina tarpeeksi pienessa¨ tilassa.
Saimme siis muodostettua ajassa O(mn·t˙) toimivan algoritmin p-arvon laskemiseen
havaitulle maksimipoikkeamalle t˙. Menetelma¨ voidaan myo¨s varsin suoraviivaisesti
yleista¨a¨ normalisoidulle maksimipoikkeamalle, jossa Ek = |Nk − ek| korvataan nor-
malisoidulla versiolla Ek = |Nk − ek|/fk. Normalisointivakioiksi fk voidaan valita
vaikkapa arvojen Nk keskihajonta. Lopullisessa yleistetyssa¨ algoritmissa ainoastaan
taulukon P laskennan sisimma¨ssa¨ silmukassa ta¨ytyy la¨pika¨yta¨vien muuttujan i arvo-
jen rajat ma¨a¨ritella¨ uudelleen muotoon max(0, bel−flt˙c+1) ja min(h, del+flt˙e−1).
Muilta osin yleistetty algoritmi vastaa ta¨ysin esitettya¨.
Esitelty p-arvon laskeva algoritmi seka¨ itse asiassa jo pelka¨n maksimipoikkeama-
tunnusluvun laskeminen vaativat, etta¨ ristiintaulun ruutujen odotusarvot eij tun-
netaan. Ta¨ma¨ saattaa joissain tapauksissa olla mahdollista, mutta yleisesti na¨in ei
ole. Oikeiden odotusarvojen tilalla voidaan ka¨ytta¨a¨ luvussa 2.2 esiteteltya¨ arvioita
eˆij = ni∗n∗j/n. Jos n on suuri, on na¨iden suhteellinen virhe todellisesta odotusar-
vosta todenna¨ko¨isesti pieni. Tunnusluvun jakauma on ta¨llo¨in sama kuin jakauma,
joka saataisiin na¨ytteenotolla takaisinpanolla.
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Jos laskettavat p-arvot ovat kovin pienia¨, muodostuu ongelmaksi myo¨s rajallinen liu-
kulukujen tarkkuus ja siihen liittyen myo¨s jatkuvasta summaamisesta mahdollises-
ti kera¨a¨ntyva¨t pyo¨ristysvirheet. Erityisesti koska p-arvo lasketaan komplementtito-
denna¨ko¨isyyden 1−p kautta, ei tarkkuus pa¨a¨se kasvamaan p-arvojen pienentymisen
myo¨ta¨. Tarkoilla rationaaliluvuilla laskettaessa ta¨ta¨ ongelmaa ei luonnollisesti ole.
Kolmas merkitta¨va¨ ongelma maksimipoikkeamatestilla¨ on hitaus. Vaikka saavutettu
aikavaativuus on huomattavasti parempi, kuin mita¨ saavutettaisiin kaikki mahdolli-
set ristiintaulut luettelemalla, on jo liukulukuversiokin silti ka¨yta¨nno¨ssa¨ liian hidas
koko kromosomiston kaikkien markkeriparien la¨pika¨ymiseen. Emme siis ka¨yta¨ sita¨
myo¨hemmissa¨ kokeissa.
2.5 Genotyyppikohtainen tarkka testi
Ta¨ha¨n saakka olemme puhuneet markkerien va¨lisista¨ assosiaatioista. Vuorovaikutuk-
sen voidaan kuitenkin ajatella tapahtuvan myo¨s yksitta¨isten genotyyppien va¨lilla¨.
Koko ristiintaulua vastaavan p-arvon sijaan voimmekin laskea kukin taulun ruudulle
erikseen merkitsevyytta¨ kuvaavan p-arvon. Siis markkeriparin XY sijaan tarkastel-
laan erikseen kaikkia sen saamia arvoja eli genotyyppipareja AA
B
B,
A
A
B
b ,
A
A
b
b jne. La¨-
hestymistavalla on seka¨ hyvia¨ etta¨ huonoja puolia. Ta¨rkein saavutettava etu lienee
p-arvojen laskemisen helpottuminen. Lisa¨ksi saatavat tulokset kertovat tarkemmin
siita¨, miten markkeriparin va¨linen assosiaatio rakentuu.
Olkoon nij havaittu arvo yksitta¨isessa¨ ristiintaulun ruudussa ij. Ka¨sitella¨a¨n mallia,
jossa reunafrekvenssit on lukittu. Ta¨llo¨in vastaava satunnaismuuttuja Nij noudattaa
nollahypoteesin vallitessa hypergeometrista jakaumaa [Zar99]:
Nij ∼ HypGeom(n, ni∗, n∗j).
Vapaiden reunafrekvenssien mallissa noudattaisi Nij vastaavasti binomijakaumaa
parametrein pij seka¨ n, ja jatko menisi ta¨ysin samaan tapaan. Ka¨sittelemme ta¨ssa¨
kuitenkin vain lukittua mallia, jossa kaikki jakauman parametrit ovat tunnettuja.
Koska assosiaatiot voivat ilmeta¨ seka¨ liian suurina etta¨ pienina¨ ruudun arvoina, tulee
merkitsevyyden testaukseen ka¨ytta¨a¨ kaksipuoleista p-arvoa. Ta¨ha¨n on useita hiukan
poikkeavia la¨hestymistapoja [Agr02], joista ka¨yta¨mme yksipuoleisen p-arvon kaksin-
kertaistamista. Merkita¨a¨n tavanomaisia vasemman- ja oikeanpuoleisia p-arvoja vas-
taavasti p≤ = Pr(Nij ≤ nij) ja p≥ = Pr(Nij ≥ nij), missa¨ nij on ruudun havaittu
arvo ja Nij on sita¨ vastaava satunnaismuuttuja. Nyt ma¨a¨rittelemme kaksipuoleisen
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p-arvon na¨iden avulla
p = 2 min(p≤, p≥).
Vaihtoehtoisesti voitaisiin summata p-arvot niista¨ tapauksista, joissa Nij poikkeaa
odotusarvostaan eij va¨hinta¨a¨n havaitun verran. Yleinen tapa on myo¨s laskea yh-
teen kaikkien korkeintaan yhta¨ todenna¨ko¨isten tapausten todenna¨ko¨isyydet. Vali-
tussa ma¨a¨ritelma¨ssa¨ on kuitenkin etuna, etta¨ oikeanpuoleinen p-arvo voidaan laskea
helposti, jos vasemmanpuoleinen p-arvo on tiedossa: koska Nij voi saada vain koko-
naislukuarvoja, on p≥ = 1−p≤+Pr(Nij = nij). Vasemmanpuoleinen p-arvo saadaan
suoraan ma¨a¨ritelma¨n mukaan laskettua summaamalla nij +1 pistetodenna¨ko¨isyytta¨
p≤ =
nij∑
k=0
Pr(Nij = k).
Hypergeometrisen jakauman pistetodenna¨ko¨isyydet saadaan tunnetusti laskettua
kaavalla Pr(Nij = k) =
(
ni∗
k
)(
n−ni∗
n∗j−k
)
/
(
n
n∗j
)
[Agr02]. Binomikertoimien laskemisessa
tarvittavat kertomat puolestaan voidaan laskea etuka¨teen kaikille mahdollisille ar-
voille 0, 1, . . . , n ajassa O(n), joten pistetodenna¨ko¨isyydet saadaan itse algoritmissa
laskettua vakioajassa. Nyt koska
∑
ij nij = n, voidaan kaikkien ristiintaulun ruutu-
jen p-arvot laskea ajassa
∑
ij O(nij + 1) = O(n+ rc), missa¨ r ja c ovat taulun rivien
ja sarakkeiden ma¨a¨ra¨t. Ristiintaulun muodostaminen aineiston perusteella vaatii
jo itsessa¨a¨n saman ajan, joten kokonaisaikavaativuus ei kasva esimerkiksi aiemmin
esiteltyihin khii-toiseen-testiin ja G-testiin verrattuna. Kuten maksimipoikkeama-
testin tapauksessa, myo¨s ta¨ssa¨ mainitun aikavaativuuden saavuttaminen edellytta¨a¨
lukuarvojen ka¨sittelemista¨ vakioajassa – siis ka¨yta¨nno¨ssa¨ liukulukujen ka¨ytta¨mis-
ta¨. Tarkassa murtolukuversiossa aikavaativuuteen vaikuttaisivat myo¨s ka¨sitelta¨vien
lukuarvojen suuruudet.
Ka¨yta¨nno¨ssa¨ liukulukujen rajallinen tarkkuus saattaa rajoittaa tilanteita, joissa yl-
la¨ kuvattua laskentatapaa voidaan ka¨ytta¨a¨. Ongelmia tarkkuuden kanssa syntyy,
jos havaitut arvot ovat merkitseva¨sti odotusarvoaan suurempia. Ta¨llo¨in p≤ on la¨-
hella¨ ykko¨sta¨, ja pyo¨ristysvirheet muodostuvat siten suuriksi. Ratkaisuna on na¨is-
sa¨ tilanteissa laskea aluksi vasemmanpuoleisen p-arvon sijaan oikeanpuoleinen p≥
summaamalla nij:ta¨ suurempien arvojen pistetodenna¨ko¨isyydet. Vasen ha¨nta¨toden-
na¨ko¨isyys p≤ saadaan analogisesti laskettua oikeanpuoleisen avulla. Ka¨yta¨nno¨ssa¨
tarvittava suoritusaika pysyy suunnilleen samana kuin aina vasemmalta puolelta
summattaessa.
Genotyyppikohtainen tarkka testi (tarvittaessa ka¨yta¨mme testista¨ jatkossa lyhen-
netta¨ E-testi) on ka¨yta¨nno¨ssa¨ suora yleistys Fisherin [Fis22] tarkalle testille 2×2-
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ristiintauluille: Kun ij on testattava genotyyppiyhdistelma¨, niin voidaan ajatella,
etta¨ kummastakin markkerista loput genotyypit ic = {i′ = 1, . . . , r | i′ 6= i} ja
jc = {j′ = 1, . . . , c | j′ 6= j} yhdisteta¨a¨n. Na¨in saadaan 2×2-ristiintaulu arvoilla
nij, nijc , nicj ja nicjc . Yksitta¨inen genotyyppikohtainen tarkka testi vastaa saadulle
taululle tehtya¨ Fisherin tarkkaa testia¨.
Genotyyppikohtainen tarkka testi vaikuttaa etenkin yksinkertaisuutensa ja nopeu-
tensa ansiosta houkuttelevalta. Siina¨ on kuitenkin pari huonoa puolta: Ensinna¨kin
suoritettavien testien ma¨a¨ra¨ moninkertaistuu. Yksitta¨isten markkerien va¨lisissa¨ as-
sosiaatioiden mittauksissa ka¨sitella¨a¨n tyypillisesti 3x3-ristiintauluja, ja testeja¨ tulee
siten yhdeksa¨nkertainen ma¨a¨ra¨. Kahden markkerin ryhmien va¨lilla¨ puolestaan ris-
tiintaulut voivat teoriassa sisa¨lta¨a¨ jopa 9 · 9 = 81 ruutua. Todellisuudessa kaikkia
mahdollisia reunayhdistelmia¨ ei esiinny, mutta testeja¨ tulee tavallisesti joka tapauk-
sessa useita kymmenia¨ taulua kohden. Testien ma¨a¨ra¨n lisa¨a¨ntyminen puolestaan
hankaloittaa merkitsevien p-arvojen havaitsemista kohinan seasta.
Toinen lievempi ongelma on, etta¨ saman markkeriparin genotyyppiyhdistelmien fre-
kvenssit riippuvat selkea¨sti toisistaan. Riippuvuuksien syntyminen vaikeuttaa teo-
riassa merkitsevien assosiaatioiden valintaa, jota ka¨sitella¨a¨n luvussa 3. Toisaalta
koska LD-ilmio¨n ansiosta korrelaatiota esiintyy myo¨s la¨heisten markkeriparien kes-
ken, ei markkerien tarkasteleminen aiempaan tapaan kokonaisuuksina ha¨vita¨ riip-
puvuusongelmaa.
3 Merkitsevien assosiaatioiden valinta
Edella¨ olemme ka¨yneet la¨pi erilaisia menetelmia¨ yksitta¨isen markkeriparin assosi-
aation merkitsevyyden mittaamiseen. Yksitta¨isissa¨ merkitsevyystesteissa¨ ka¨yteta¨a¨n
tavallisesti ennalta sovittua merkitsevyysrajaa, esimerkiksi 0.05 tai 0.01 halutusta
varmuudesta riippuen. Jos saatu p-arvo on alle valitun kynnysarvon, hyla¨ta¨a¨n nolla-
hypoteesi – tapauksessamme siis oletus testatun markkeriparin riippumattomuudes-
ta. Muussa tapauksessa todistusaineiston ei katsota riitta¨va¨n nollahypoteesin hyl-
ka¨a¨miseen.
Tavoitteenamme on lo¨yta¨a¨ mahdollisimman monta aineistossa esiintyva¨a¨ todellista
assosiaatiota, mutta va¨ltta¨a¨ silti valitsemasta mukaan liian paljon sellaisia riippu-
mattomia markkeripareja, jotka vain sattuvat na¨ytta¨ma¨a¨n assosioituneilta. Valin-
nassa tehdyt virheet voidaan jakaa kahteen luokkaan:
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• Hylka¨ysvirhe (tyypin I virhe) tarkoittaa havaintoa, joka tuomittiin merkitse-
va¨ksi (nollahypoteesi hyla¨ttiin) vaikka todellista riippuvuutta ei ole. Jos hyl-
ka¨ysvirheiden ma¨a¨ra¨ on pieni, sanotaan valintaprosessia (ja testia¨) tarkaksi.
• Hyva¨ksymisvirhe (tyypin II virhe) puolestaan on ei-merkitseva¨ksi tuomittu
pari, joka sisa¨lta¨a¨ todellisen riippuvuuden. Valintaprosessi on voimakas, jos
hyva¨ksymisvirheita¨ on va¨ha¨n eli suuri osa riippuvuuksista lo¨ydeta¨a¨n.
P-arvo mittaa suoraan ma¨a¨ritelma¨n mukaan hylka¨ysvirheen todenna¨ko¨isyytta¨ yksit-
ta¨isen testin tapauksessa. Merkitsevyysrajaa muuttamalla voidaan siis suoraan vai-
kuttaa hylka¨ysvirheiden ma¨a¨ra¨a¨n ja siten valinnan tarkkuuteen. Tyypillisesti ta¨ma¨
muuttaa hyva¨ksymisvirheiden ma¨a¨ra¨a¨ pa¨invastaiseen suuntaan. Jos vaihtoehtoinen
hypoteesi on riitta¨va¨n hyvin rajattu, hyva¨ksymisvirheisiin voidaan merkitsevyysra-
jan lisa¨ksi pyrkia¨ vaikuttamaan esimerkiksi sopivan tunnusluvun valinnalla: tunnus-
luku valittaisiin niin, etta¨ nimenomaan vaihtoehtoisen hypoteesiin mukaiset tapauk-
set saisivat mahdollisimman pienia¨ p-arvoja. Ta¨ma¨ on kuitenkin ongelmallista, jos
vaihtoehtoinen hypoteesi on liian laaja. Esimerkiksi tapauksessamme, jos assosiaa-
tioiden etsinna¨ssa¨ mahdollisten riippuvuuksien tyypista¨ ei etuka¨teen tiedeta¨ mita¨a¨n,
ta¨ytyy tunnusluvun valinta tehda¨ muilla perusteilla. Oletamme jatkossa, etta¨ tun-
nusluku ja p-arvon laskutapa on etuka¨teen valittu, ja keskitymme hylka¨ysvirheiden
rajoittamiseen.
P-arvolla voidaan siis hallita yksitta¨isen testin hylka¨ysvirhetodenna¨ko¨isyytta¨. Kun
sama testi suoritetaan kaikille halutuille markkeripareille, saadaan kuitenkin suu-
ri ma¨a¨ra¨ p-arvoja. Merkita¨a¨n na¨ita¨ p1, p2, . . . , pm, missa¨ m on suoritettujen testien
ma¨a¨ra¨. Nyt tavallinen tapa on valita jokin merkitsevyysraja α, jonka alapuolelle ja¨a¨-
va¨t p-arvot tuomitaan merkitseviksi. Kuitenkin jos merkitsevyysraja valitaan liian
suureksi, aiheuttaa todenna¨ko¨isesti jo pelkka¨ satunnaisheilahtelu lukuisia na¨enna¨i-
sia¨ lo¨ydo¨ksia¨. Ajatellaan esimerkiksi tilannetta, etta¨ testattavia markkeripareja olisi
1010 kappaletta ja merkitsevyysrajaksi valittaisiin α = 0.01. Ta¨llo¨in, vaikka kaik-
ki parit olisivat riippumattomia, alittaisi p-arvon tasaisesta jakautumisesta johtuen
odotusarvoisesti 1010 · 0.01 = 108 paria merkitsevyyskynnyksen. Ta¨ma¨ ei selva¨sti-
ka¨a¨n ole toivottavaa.
Merkitsevien tulosten valintaan monien testien joukosta on kehitetty lukuisia erilai-
sia menetelmia¨. Tyypillisesti na¨ma¨ valitsevat jollain perusteella sopivan kynnysar-
von ja toteavat sen alapuolelle ja¨a¨va¨t p-arvot tilastollisesti merkitseviksi. Yksitta¨ista¨
piirretta¨ (tai markkeria) koskevia koko genomin laajuisia assosiaatiotesteja¨ varten
on myo¨s yritetty lo¨yta¨a¨ yleisesti ka¨ypa¨a¨ merkitsevyyskynnysta¨ [DG08, HCDI+08].
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Taulukko 4: Kukin riippumattomuustesti voidaan sijoittaa yhteen nelja¨sta¨ luokasta
sen mukaan, onko parin va¨lilla¨ riippuvuutta ja tuomittiinko havainto merkitseva¨ksi.
Taulukon kirjaimet merkitseva¨t kunkin tulostyypin kokonaisma¨a¨ra¨a¨. Isolla kirjoi-
tetut ovat satunnaismuuttujia, pienella¨ kirjoitetut puolestaan vakioita. Testien ko-
konaisma¨a¨ra¨ m on luonnollisesti tiedossa, mutta tosien nollahypoteesien ma¨a¨ra¨ m0
on tuntematon. Lisa¨ksi kun valinta on suoritettu, tunnetaan R, mutta ei muiden
satunnaismuuttujien arvoja.
tuomittu epa¨merkitseva¨ksi tuomittu merkitseva¨ksi yhteensa¨
ei riippuvuutta U V m0
riippuvuus T S m−m0
yhteensa¨ m−R R m
Tyypillisesti na¨issa¨ on pa¨a¨dytty suuruusluokkaa 10−8 tai 10−7 olevaan kynnysarvoon.
Ta¨ma¨ ei luonnollisesti suoraan ka¨y markkeriparien assosiaation testaamiseen, silla¨
tapauksessamme testien ma¨a¨ra¨ on moninkertainen. Olemmekin keskittyneet yleisiin
merkitsevien p-arvojen valintamenetelmiin.
Kun merkitsevien tulosten valinta on tehty, voidaan testit jakaa taulukon 4 mukaises-
ti nelja¨a¨n kategoriaan. Taulukon mukaisesti hylka¨ysvirheiden ma¨a¨ra¨a¨ merkitsemme
V :lla¨. Tutustumme seuraavaksi muutamaan eri V :ta¨ rajoittavaan valintamenetel-
ma¨a¨n, jotka perustuvat kahden hylka¨ysvirheisiin liittyva¨n suureen – koekohtaisen
virhetodenna¨ko¨isyyden ja hylka¨ysvirheasteen – pita¨miseen halutuissa rajoissa.
P-arvojen riippuvuus
Kuten kohta na¨emme, merkitsevien p-arvojen valinta hylka¨ysvirheiden ma¨a¨ra¨a¨ halu-
tulla tavalla kontrolloiden on suhteellisen yksinkertaista, jos nollahypoteesin mukai-
set testit (ja niista¨ saadut p-arvot) ovat keskena¨a¨n riippumattomia. Koska geneetti-
sen kytkenna¨n ansiosta vierekka¨isten markkerien arvot ovat vahvasti assosioituneita,
eiva¨t testit kuitenkaan todellisuudessa ole riippumattomia. Jos esimerkiksi eri kro-
mosomeissa sijaitsevien markkereiden A ja B va¨lilla¨ na¨ytta¨isi olevan jonkinasteinen
riippuvuus, on todenna¨ko¨ista¨, etta¨ A na¨ytta¨a¨ olevan assosioitunut myo¨s B:n vieressa¨
sijaitsevan markkerin C kanssa. Vastaavasti jos A ja B ovat ta¨ysin riippumattomia, ei
A:n ja C:n va¨lilla¨ka¨a¨n luultavasti ole havaittavaa riippuvuutta. La¨hekka¨isten testien
p-arvot ovat siis positiivisesti korreloituneita. Ka¨yta¨nno¨ssa¨ positiivinen korrelaatio
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va¨henta¨a¨ testien efektiivista¨ ma¨a¨ra¨a¨; a¨a¨rimma¨isen vahvan kytkenna¨n tapauksessa
kaikki kromosomin markkerit olisivat kopioita toisistaan, jolloin kaikki testit antai-
sivat saman tuloksen ja testien efektiivinen ma¨a¨ra¨ olisi siten yksi.
Samankaltainen riippuvuusilmio¨ voidaan havaita pienoiskoossa genotyyppikohtaista
tarkasta testista¨ saaduille saman markkeriparin eri genotyyppien p-arvoille: Jos yksi
ristiintaulun ruutu poikkeaa selva¨sti odotusarvostaan, ta¨ytyy poikkeama kompen-
soitua jotenkin muissa ruuduissa. Myo¨s ta¨ssa¨ tapauksessa p-arvot na¨ytta¨isiva¨t siis
olevan positiivisesti korreloituneita.
3.1 FWER-kontrollointi
Perinteinen tapa suorittaa valinta moninkertaisen testauksen yhteydessa¨ on rajoit-
taa koekohtaista virhetodenna¨ko¨isyytta¨, josta ka¨yteta¨a¨n lyhennetta¨ FWER (engl.
familywise error rate). FWER ma¨a¨ritella¨a¨n todenna¨ko¨isyytena¨, etta¨ merkitseviksi
valitut testit sisa¨lta¨va¨t va¨hinta¨a¨n yhden hylka¨ysvirheen:
FWER = Pr(V ≥ 1).
Tarkoituksena on rajoittaa FWER halutun kynnysarvon α alapuolelle. Ta¨ha¨n on
kehitetty lukuisia menetelmia¨, joista ka¨sittelemme lyhyesti muutamaa. Yksinkertai-
sin tapa on ka¨ytta¨a¨ Bonferroni-korjausta [Sha95], eli valita merkitseviksi ne testit i,
joilla pi < α/m. Bonferroni-korjatuilla p-arvoilla viitataan arvoihin mpi, joita voi-
daan suoraan verrata kynnysarvoon α. On helppo na¨hda¨, etta¨ Bonferroni-korjauksen
ka¨ytto¨ rajoittaa FWER:a¨a¨ halutulla tavalla: Olkoon T0 ⊂ {1, 2, . . . ,m} niiden tes-
tien joukko, joilla nollahypoteesi on tosi. Ta¨llo¨in koekohtainen virhetodenna¨ko¨isyys
on FWER = Pr(∪i∈T0(pi < α/m)). Arvioimalla yhdisteen todenna¨ko¨isyytta¨ ylo¨s-
pa¨in todenna¨ko¨isyyksien summalla saadaan edelleen
FWER ≤
∑
i∈T0
Pr(pi < α/m) = |T0| α
m
≤ α.
Holmin [Hol79] esittelema¨ssa¨ versiossa p-arvot ja¨rjesteta¨a¨n aluksi pienimma¨sta¨ suu-
rimpaan. Olkoot p1, p2, . . . , pm na¨ma¨ ja¨rjestetyt p-arvot. Ta¨ma¨n ja¨lkeen ensimma¨i-
nen na¨ista¨ valitaan merkitseva¨ksi, mika¨li p1 < α/m. Jos p1 ei ollut merkitseva¨, lo-
petetaan. Muussa tapauksessa valitaan seuraava merkitseva¨ksi, jos p2 < α/(m− 1).
Jos myo¨s p2 oli merkitseva¨, jatketaan vertailulla p3 < α/(m − 2). Na¨in jatketaan,
kunnes kohdataan ensimma¨inen p-arvo, jota ei todeta merkitseva¨ksi. Holm osoitti,
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etta¨ myo¨s ta¨ma¨ menettelytapa rajoittaa koekohtaisen virhetodenna¨ko¨isyyden kyn-
nysarvon α:n alapuolelle.
Esitetyt perusversiot Bonferroni-korjauksesta ja Holmin proseduurista eiva¨t tee mi-
ta¨a¨n oletuksia p-arvojen va¨lisista¨ suhteista. Jos p-arvojen tiedeta¨a¨n olevan riippu-
mattomia, voidaan kummassakin tapauksessa ehtoja hieman lo¨ysenta¨a¨ korvaamalla
α/k arvolla 1 − (1 − α)1/k kaikilla k = 1, 2, . . . ,m. Kuten aiemmin olemme toden-
neet, riippumattomuus ei kuitenkaan tarkalleen ottaen pa¨de markkerien va¨lisissa¨
assosiaatiomittauksissa. Lisa¨ksi pienilla¨ p-arvoilla lo¨ysennyksesta¨ saatava parannus
on ka¨yta¨nno¨ssa¨ merkitykseto¨n.
3.2 FDR-kontrollointi
Edellisen luvun menetelmissa¨ merkitsevien p-arvojen valinta tehda¨a¨n siten, etta¨
FWER pysyy tarpeeksi pienena¨. Ta¨ma¨ on ehka¨ liiankin tiukka rajoitus, jonka ta-
kia valintaprosessin voimakkuus ka¨rsii turhaan. Jos merkitsevia¨ p-arvoja saataisiin
lo¨ydettya¨ paljon, ei muutaman hylka¨ysvirheen eksyminen valittujen joukkoon va¨lt-
ta¨ma¨tta¨ olisi kovinkaan haitallista. Merkita¨a¨n Q:lla virheellisten valintojen ma¨a¨ra¨n
suhdetta kaikkien valintojen ma¨a¨ra¨a¨n. Siis Q = V/R. Jos yhta¨a¨n valintaa ei tehda¨,
on R = 0. Ta¨llo¨in ma¨a¨ritella¨a¨n erikseen hylka¨ysvirheiden osuudeksi Q = 0. Koska
V :n arvoa ei tiedeta¨, on myo¨s Q satunnaismuuttuja, jonka arvoa ei tunneta eika¨
voida suoraan kontrolloida. Benjaminin ja Hochbergin [BH95] esittelema¨ hylka¨ysvir-
heaste eli FDR (engl. false discover rate) on odotusarvoinen hylka¨ysvirheiden osuus
kaikista merkitseva¨ksi valituista:
FDR = E [Q] = Pr(R > 0) E
[
V
R
| R > 0
]
.
Jos m0 = m eli nollahypoteesi pa¨tee kaikilla testeilla¨, on V = R. Ta¨ssa¨ tapauksessa
siis E[Q] = Pr(V > 0), eli FDR:n kontrollointi kontrolloi suoraan myo¨s ylla¨ esiteltya¨
koekohtaista virhetodenna¨ko¨isyytta¨. Toisaalta jos osalla testeista¨ nollahypoteesi ei
pa¨de, on FDR pienempi kuin FWER, ja sen kontrollointi on siten helpompaa.
Riippumattomien p-arvojen tapaus
Olkoot p-arvot ja¨rjestetty pienimma¨sta¨ suurimpaan p1, p2, . . . , pm. Nyt hylka¨ysvir-
heastetta voidaan kontrolloida valitsemalla merkitseva¨t p-arvot seuraavasti: Olkoon
q ennalta valittu kynnysarvo ja k suurin i ∈ {1, 2, . . . ,m}, jolle pa¨tee
pi ≤ i
m
q. (2)
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Merkitseva¨ksi valitaan k pieninta¨ p-arvoa, eli arvot p1, p2, . . . , pk. Jos ta¨llaista k ei
ole, ei yhta¨a¨n p-arvoa valita merkitseva¨ksi. Kutsumme jatkossa ta¨ta¨ menetelma¨a¨
FDR-valintamenetelma¨ksi.
Benjamini ja Hochberg osoittivat, etta¨ jos p-arvot ovat nollahypoteesin vallitessa
keskena¨a¨n riippumattomia, pyrkii FDR-valintamenetelma¨ maksimoimaan valittujen
lukuma¨a¨ra¨n R = k pita¨en silti FDR:n annetun kynnysarvon alapuolella:
E[Q] ≤ m0
m
q ≤ q,
missa¨ m0 on tosien nollahypoteesien lukuma¨a¨ra¨. Kuten ylla¨ olevasta epa¨yhta¨lo¨sta¨
voidaan huomata, on kontrollointi itse asiassa hieman konservatiivinen. Kuitenkin
jos suurimmalla osalla testeista¨ nollahypoteesi pa¨tee, on raja varsin tiukka. Huomioi-
tavaa on, etta¨ riippumattomuusvaatimus koskee ainoastaan nollahypoteesin mukais-
ten testien p-arvoja eika¨ ota kantaa p-arvoihin, joille vaihtoehtoinen hypoteesi pa¨tee.
FDR:n toimintaa voidaan helposti havainnollistaan seuraavan erityistapauksen avul-
la: Ajatellaan tilannetta, jossa suoritetaan yhteensa¨ m testia¨ ja na¨ista¨ m0 noudattaa
nollahypoteesia. Oletetaan, etta¨ lopuillam1 = m−m0 vaihtoehtoista hypoteesia nou-
dattavalla testilla¨ saatu p-arvo on todella pieni (niin pieni, etta¨ FDR-tulee sen var-
masti valitsemaan). Merkita¨a¨n na¨ita¨ vaihtoehtoiseen hypoteesiin liittyvia¨ p-arvoja
suuruusja¨rjestyksessa¨ 1, 2, . . . , m1 . Tehda¨a¨n lisa¨ksi oletus, etta¨ nollahypoteesin mu-
kaisten testien p-arvot muodostavat ja¨rjestettyna¨ jonon 1
m0
, 2
m0
, . . . , m0
m0
sijoittuen
siten tasaisin va¨lein yksikko¨va¨lille [0, 1]. Koska nollahypoteesin vallitessa p-arvo
on tasaisesti jakautunut, voidaan kyseista¨ sijoittelua ajatella edustavana esimerk-
kina¨. Kaikki p-arvot muodostavat siis ja¨rjesta¨misen ja¨lkeen jonon (p1, p2, . . . , pm) =
(1, 2, . . . , m1 ,
1
m0
, 2
m0
, . . . , m0
m0
). Merkita¨a¨n FDR:n valitsemien p-arvojen lukuma¨a¨ra¨a¨
R = m1 + j. Nyt koska pm1+j = j/m0, seuraa FDR:n kynnysehdosta (2), etta¨
j
m0
≤ m1 + j
m
q.
Vaihtamalla tekijo¨ita¨ sopivasti ristiin saadaan ehto muotoon
j
m1 + j
≤ m0
m
q ≤ q.
Koska valittujen kokonaisma¨a¨ra¨ on R = m1 + j ja ta¨sta¨ V = j on hylka¨ysvirhei-
den ma¨a¨ra¨, on hylka¨ysvirheiden osuus Q = j/(m1 + j) ≤ q. Saimme siis ta¨ssa¨ eri-
koistapauksessa Benjaminin ja Hochbergin osoittamaa yleista¨ odotusarvoista tulosta
vastaavan yla¨rajan hylka¨ysvirheiden osuudelle.
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Riippuvuuden huomioiminen
Alun perin Benjamini ja Hochberg osoittivat FDR-valintamenetelma¨n kontrolloivan
hylka¨ysvirheastetta vain tapauksessa, jossa nollahypoteesin mukaiset p-arvot (tai
tunnusluvut) ovat riippumattomia. Myo¨hemmin Benjamini ja Yekutieli [BY01] kui-
tenkin todistivat menetelma¨n toimivan myo¨s tietynlaisen positiivisen riippuvuuden
vallitessa tunnuslukujen va¨lilla¨. Tarkempaa luonnehdintaa varten ma¨a¨rittelemme
PRDS-ominaisuuden (engl. positive regression dependency on a subset) suoritettu-
jen testien mielivaltaiselle osajoukolle I0 ⊂ {1, 2, . . . ,m}.
Ma¨a¨ritelma¨ 1. Joukolla I0 on PRDS-ominaisuus, jos mille tahansa kasvavalle jou-
kolle D ja kaikille i ∈ I0 pa¨tee, etta¨ Pr(X ∈ D | Xi = x) on ei-va¨heneva¨ x:n
suhteen.
Ylla¨ olevassa ma¨a¨ritelma¨ssa¨ X = (X1, X2, . . . , Xm) koostuu testien tunnuslukuja
vastaavista satunnaismuuttujista, ja joukon D alkiot ovat siten mahdollisia tunnus-
lukujen arvoasetuksia. Joukon D kasvavuusvaatimus tarkoittaa, etta¨ jos x ∈ D ja
y ≥ x, niin myo¨s y ∈ D.
Oletetaan, etta¨ tunnusluvuille suoritettava merkitsevyystestaus on yksipuoleinen
(muuten tunnuslukujen riippuvuuksien jaottelu positiivisiin ja negatiivisiin ei oli-
si edes mieleka¨sta¨). Benjamini ja Yekutieli osoittivat, etta¨ jos testien tunnusluku-
jen yhteisjakauma noudattaa PRDS-ominaisuutta tosia nollahypoteeseja vastaavalla
testien osajoukolla I0, rajoittaa ylla¨ esitelty FDR-valintamenetelma¨ hylka¨ysvirheas-
teen edelleen saman rajan m0/m · q alapuolelle. Tunnuslukujen jakauman sijaan
PRDS-ominaisuus voidaan vaatia suoraan myo¨s p-arvoilta. On helppo na¨hda¨, et-
ta¨ ta¨ssa¨ tapauksessa alkupera¨isen tunnusluvun ei tarvitse ena¨a¨ olla yksipuoleinen,
silla¨ p-arvo on itsessa¨a¨n era¨s yksipuoleinen tunnusluku. Markkeripareille tehtyjen
assosiaatiotestien va¨listen riippuvuuksien luonteesta on vaikea sanoa mita¨a¨n ta¨ysin
varmaa. Kuitenkin intuitiivisesti ajatellen PRDS-ominaisuuden voisi olettaa ainakin
pa¨a¨piirteitta¨in pa¨teva¨n na¨ille testeille.
FDR-valintamenetelma¨a¨ voidaan helposti muokata toimimaan myo¨s tapauksissa,
joissa PRDS-ominaisuus ei pa¨de. Benjamini ja Yekutieli osoittivat, etta¨ jos valin-
tamenetelma¨ssa¨ kynnysarvo q korvataan arvolla q/(
∑m
i=1 1/i), on hylka¨ysvirheaste
aina korkeintaan m0/m · q. Koska
∑m
i=1 1/i ≈ lnm, on muunnetun valintaprosessin
voimakkuus selva¨sti aiempaa heikompi. Toisaalta, jos valintoja tulee enemma¨n kuin
lnm kappaletta, on menetelma¨ silti voimakkaampi kuin Bonferroni-korjaus.
Kuvassa 3 on havainnollistettu FDR-valintamenetelmien seka¨ Bonferroni-korjauksen
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Kuva 3: Kuvassa on havainnollistettu eri valintamenetelmien toimintaa 50 keino-
tekoisesti tuotetulla p-arvolla. P-arvoista 40 on arvottu nollahypoteesin mukaisesti
tasaisesta [0, 1]-jakaumasta, ja loput 10 vaihtoehtoista hypoteesia edustavat p-arvot
puolestaan on arvottu beeta-jakaumasta parametrein 2 ja 100. Ta¨ma¨n ja¨lkeen p-
arvot on ja¨rjestetty pienimma¨sta¨ suurimpaan. Jokaista valintamenetelma¨a¨ edustaa
kuvassa oma viiva tai ka¨yra¨. Kynnysarvoiksi on valittu α = q = 0.2. Bonferroni-
korjauksen tapauksessa merkitseviksi valitaan kaikki viivan alapuolelle ja¨a¨va¨t p-
arvot. Holmin menetelma¨ etsii vasemmalta alkaen ensimma¨isen p-arvon, joka on
ka¨yra¨n yla¨puolella, ja valitsee kaikki sen vasemmalle puolelle ja¨a¨va¨t p-arvot. FDR-
valintamenetelma¨t etsiva¨t viimeisen viivan alapuolelle ja¨a¨va¨n p-arvon ja valitsevat
merkitseviksi sen seka¨ kaikki siita¨ vasemmalle. Vasemmanpuoleinen kuva sisa¨lta¨a¨
kaikki 50 p-arvoa ja oikeanpuoleisessa on kuvattu suurennettuna na¨ista¨ 15 pieninta¨.
Esimerkin tapauksessa huomataan, etta¨ ainoa va¨hinta¨a¨n yhden valinnan tekeva¨ me-
netelma¨ on riippumattomille ja positiivisesti korreloituneille p-arvoille tarkoitettu
FDR-valintamenetelma¨, joka poimii kymmenen ensimma¨ista¨ p-arvoa. Na¨ista¨ kaksi
kappaletta on todellisuudessa nollahypoteesin mukaisia. Hylka¨ysvirheiden osuus on
siis 20 %, joka ta¨ssa¨ tapauksessa vastaa ta¨sma¨lleen asetettua kynnysarvoa. Hyva¨k-
symisvirheita¨ on myo¨s ta¨ssa¨ tapauksessa kaksi.
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ja Holmin menetelma¨n toimintaa keinotekoisilla p-arvoilla. Selva¨sti on na¨hta¨vissa¨,
etta¨ Holmin menetelma¨lla¨ saavutettu voimakkuuden kasvu verrattuna Bonferroni-
korjaukseen on mita¨to¨n, ellei merkitsevia¨ p-arvojen osuus ole todella suuri. FDR-
menetelmista¨ saavutetaan huomattavaa etua verrattuna FWER:n rajoittamiseen eri-
tyisesti tilanteissa, joissa merkitsevia¨ p-arvoja on useita ja ne ovat samaa suuruus-
luokkaa kuin pienimma¨t ei-merkitseva¨t p-arvot.
Toisaalta, jos vaihtoehtoisesta hypoteesista saatavat p-arvot ovat la¨hes aina kerta-
luokkia pienempia¨ pienimma¨t nollahypoteesista saatavat p-arvot, lo¨ytyva¨t ne myo¨s
Bonferroni-korjausta ka¨ytta¨ma¨lla¨. Ta¨llo¨in, mika¨li nollahypoteesin mukaiset p-arvot
ovat tasaisesti jakautuneet, valitsee FDR oikeasti merkitsevien p-arvojen lisa¨ksi mu-
kaan myo¨s suurin piirtein kynnysarvoa q vastaavan osuuden ”turhia”, todellisuudessa
ei-merkitsevia¨ p-arvoja.
Muunnelmat
FDR-valintamenetelma¨sta¨ on kehitetty lukuisia erilaisia muunnelmia. Esitetty valin-
tamenetelma¨ pita¨a¨ hylka¨ysvirheasteen kertoimen m0/m verran haluttua pienempa¨-
na¨. Korvaamalla valinnassa kynnysarvo q arvolla q∗ = qm/m0 pa¨a¨sta¨isiin tiukkaan
rajaan. Adaptiivisissa FDR-menetelmissa¨ [BH00, BKY06] valintaprosessi suorite-
taan tyypillisesti kaksi kertaa: ensimma¨isen kerran tuloksen perusteella muodoste-
taan arvio tosien nollahypoteesien ma¨a¨ra¨sta¨ m0, ja arviota ka¨yteta¨a¨n hyva¨ksi toisella
valintakierroksella. Adaptiivisuudella saavutetaan merkitta¨va¨a¨ hyo¨tya¨ vain, jos to-
sien nollahypoteesien ma¨a¨ra¨ m0 on paljon pienempi kuin kaikkien testien ma¨a¨ra¨ m.
Ta¨ma¨ tuskin pita¨a¨ kromosomien va¨lisilla¨ genotyyppipareilla paikkansa: oletettavasti
kromosomien pita¨isi olla ainakin pa¨a¨osin ta¨ysin riippumattomia.
Jos nollahypoteesin mukaiset p-arvot ovat keskena¨a¨n vahvasti riippuvia, saattaa ta-
vanomainen FDR-menetelma¨ toimia tarpeettoman konservatiivisesti. Yekutieli ja
Benjamini [YB99] ovat ehdottaneet na¨ytteenottoon perustuvaa FDR:n arviointia
ratkaisuna ratkaisuna ta¨ma¨nkaltaisiin tilanteisiin. Luonnollisesti na¨ytteenoton hait-
tapuolena on sen suhteellinen raskaus verrattuna tavanomaiseen FDR-valintaan.
FDR:n muunnelmia on ka¨sitelty hieman tarkemmin ja vertailtu FWER:n kanssa
esimerkiksi Reinerin ja kumppaneiden [RYB03] seka¨ Verhoevenin ja kumppaneiden
[VSM05] artikkeleissa.
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Kuva 4: Markkerien jakautuminen eri kromosomeihin NFBC-aineistossa.
4 Koetuloksia
Ta¨ssa¨ osiossa tavoitteenamme on testata edella¨ esiteltyja¨ menetelmia¨ oikealla mark-
keriaineistolla. Ta¨ta¨ ennen suoritamme kuitenkin muutamia kokeita keinotekoisilla
aineistokokoelmilla ja na¨yta¨mme, etta¨ testit toimivat na¨issa¨ tapauksissa oletetulla
tavalla. Sen ja¨lkeen haemme assosiaatioita ka¨yto¨ssa¨ olevasta NFBC-aineistokokoel-
masta seka¨ vertailun vuoksi myo¨s muutamasta pienemma¨sta¨ HapMap-projektin ai-
neistokokoelmasta. Lopuksi vertailemme lo¨ytyneita¨ assosiaatioita ja pohdimme nii-
den syita¨.
Kuten johdannossa totesimme, ka¨yta¨mme kokeissa pa¨a¨asiassa reilun 5300 na¨ytteen
NFBC-aineistoa. Ta¨ma¨n lisa¨ksi vertailukohtana on nelja¨ erillista¨ HapMap-projektin
aineistoa, CHB, MEX, MKK seka¨ YRI, joiden koot vaihtelevat vajaasta sadasta noin
kahteensataan yksilo¨o¨n. NFBC sisa¨lta¨a¨ kaikkiaan noin 340 000 markkeria. HapMap-
aineistot ovat alkujaan suurempia, yli miljoona markkeria, mutta na¨ista¨ ka¨yteta¨a¨n
vain noin 260 000 markkeria, jotka sisa¨ltyva¨t kaikkiin viiteen testiaineistoon. Jat-
kossa HapMap-aineistoista puhuttaessa viittaamme karsittuun na¨ma¨ 260 000 yh-
teista¨ markkeria sisa¨lta¨viin aineistoihin. NFBC-aineiston tapauksessa kokeet koskevat
kuitenkin pa¨a¨osin kaikkia 340 000 markkeria poikkeuksena luonnollisesti vertailut
HapMap-aineistosta saatuihin tuloksiin.
Kaikki ka¨ytetyt aineistot sisa¨lta¨va¨t likima¨a¨rin yhta¨ paljon na¨ytteita¨ kummaltakin
sukupuolelta. Suurin suhteellinen ero on CHB-aineistossa, joka sisa¨lta¨a¨ 53 miesta¨ ja
84 naista. Kaikissa aineistoissa markkerit ovat jakautuneet eri kromosomeihin suurin
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Kuva 5: Kuvassa on NFBC-aineiston harvinaisemman alleelin suhteellisien osuuksien
jakauma. Kaikilla markkereilla kumpaakin alleelia esiintyy va¨hinta¨a¨n 80 kertaa, ja
harvinaisemman alleelin osuus on siten kaikissa tapauksissa ainakin 0.77 %.
piirtein kromosomien kokojen mukaisessa suhteessa. Kromosomijako on koko NFBC-
aineiston osalta esitetty kuvassa 4. Rajoittuminen yhteisiin markkereihin ei juuri
vaikuta kromosomien suhteellisiin osuuksiin. Poikkeuksena on X-kromosomi, jonka
suhteellinen osuus markkereista laskee noin kolmasosaan. X-kromosomista on hy-
va¨ huomata myo¨s, etta¨ miespuolisilla na¨ytteilla¨ ainoastaan kaksi genotyyppia¨ ovat
mahdollisia. Testiaineistoissa na¨ita¨ on merkitty heterotsygooteilla genotyypeilla¨ (AA
ja aa). Ta¨sta¨ aiheutuu luonnollisesti selkea¨ ero mies- ja naispuolisten na¨ytteiden geno-
tyyppijakaumien va¨lille. Koska ero esiintyy vain X-kromosomin markkereilla, ei sen
kuitenkaan pita¨isi aiheuttaa ylima¨a¨ra¨isia¨ kromosomien va¨lisia¨ assosiaatioita. Poik-
keus ta¨ha¨n luonnollisesti olisi, jos markkerin arvo jossain muussa kromosomissa olisi
assosioitunut sukupuolen kanssa, mika¨ itsessa¨a¨n olisi mielenkiintoinen lo¨yto¨. Kokeis-
sa on pidetty X-kromosomi mukana ilman minka¨a¨nlaista erikoiskohtelua.
Kuvassa 5 oleva histogrammi na¨ytta¨a¨ harvinaisemman alleelin suhteellisen osuu-
den jakautumisen NFBC-aineistossa. Pienimpien osuuksien puuttumista lukuun ot-
tamatta jakauma on suhteellisen tasainen. Huomattavaa on, etta¨ toisin kuin NFBC-
aineistossa, kaikissa kolmessa HapMap-aineistossa pienimpia¨ alleelifrekvensseja¨ ei
ole leikattu pois, ja jopa ta¨sma¨lleen yhden kerran esiintyvia¨ alleeleja lo¨ytyy na¨ista¨
aineistoista.
Kolmen mahdollisen genotyypin lisa¨ksi aineistoissa esiintyy myo¨s puuttuvia arvo-
ja. Tyypillisesti genotyyppi puuttuu muutamalta yksilo¨lta¨ markkeria kohden, mutta
joillakin markkereilla arvoista saattaa puuttua noin 5 %. Markkeriparin va¨lista¨ as-
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sosiaatiota testattaessa on hyo¨dynnetty na¨ytteista¨ vain sita¨ osaa, jolla kummankin
markkerin arvo on saatavilla. Vastaavasti markkeriryhmien va¨lisen assosiaation ta-
pauksessa on poistettu na¨ytteet, joilla puuttuu yksikin arvo jommastakummasta
testin kohteena olevasta markkeriryhma¨sta¨. Puuttuvien arvojen suhteellisen pienes-
ta¨ ma¨a¨ra¨sta¨ johtuen ta¨ma¨n ei pita¨isi vaikuttaa merkitta¨va¨sti testien voimakkuuteen.
Toinen vaihtoehto olisi ta¨ytta¨a¨ puuttuvat arvot jotenkin, esimerkiksi arpomalla na¨i-
hin genotyypit markkerissa esiintyva¨n genotyyppijakauman mukaisesti. Suurta hyo¨-
tya¨ ta¨sta¨ ei kuitenkaan saataisi ja keinotekoisesti ta¨ydennetyt arvot voisivat pahim-
massa tapauksessa va¨a¨rista¨a¨ saatavia tuloksia.
Kokeissa on ka¨ytetty pa¨a¨asiassa genotyyppikohtaista tarkkaa testia¨, mutta tuloksia
on vertailtu myo¨s khii-toiseen-testin ja G-testin kanssa. Merkitsevien tulosten valin-
taan on ka¨ytetty tavanomaista Bonferroni-korjausta seka¨ FDR-valintamenetelma¨a¨
riippumattomille ja positiivisesti riippuville testeille. Genotyyppikohtaisen testin ta-
pauksessa valintaprosessi on suoritettu kaikille genotyyppien p-arvoille ja mahdolli-
nen saman markkeriparin pa¨a¨llekka¨iset valinnat on yhdistetty ja¨lkika¨teen.
Kokeet suoritettiin 64-bittisessa¨ Linux-ympa¨risto¨ssa¨. Suurelta osin kokeissa ka¨y-
tettiin MATLAB-ohjelmistoa, mutta suorituskyvyn kannalta kriittiset ohjelmaosat
kirjoitettiin C-kiella¨. Ka¨ytettyjen koneiden ominaisuuksista on kerrottu tarkemmin
ajankulutuksesta kertovien mainintojen yhteydessa¨.
4.1 Kokeet keinotekoisella aineistolla
Keinotekoisella aineistolla suoritettujen kokeiden tarkoituksena on osoittaa kontrol-
loiduissa olosuhteissa, etta¨ testit toimivat halutulla tavalla. Ka¨yto¨ssa¨ oli kahdenlai-
sia aineistoja: ta¨ysin satunnaisesti tuotettuja seka¨ aidosta NFBC-genotyyppidatasta
muokattuja otoksia. Kaikissa kokeissa ka¨ytettiin kahta samankokoista (esimerkiksi
sadasta markkerista koottua) kromosomia, joiden va¨lilta¨ laskettiin p-arvot kaikkien
mahdollisten markkeriparien va¨lisille riippumattomuuksille. Keinotekoisissa testiai-
neistoissa na¨ytekokona ka¨ytettiin tuhatta yksilo¨a¨, joka on sopivasti NFBC-aineiston
reilun 5000 na¨ytteen ja HapMap-aineistojen parin sadan na¨ytteen va¨limaastossa.
Ta¨ysin riippumaton aineisto
Aluksi testeja¨ kokeiltiin aineistolla, jossa minka¨a¨nlaisia assosiaatioita ei esiinny. Ta¨y-
sin ideaalista riippumatonta genotyyppiaineistoa tuotettiin seuraavasti. Ensin arvot-
tiin kullekin markkerille alleelifrekvenssit (pA ja pa = 1 − pA) riippumattomasti ta-
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saisesta jakaumasta va¨lilta¨ [0, 1]. Alleelijakaumista laskettiin genotyyppien jakaumat
Hardy–Weinberg-tasapainoehdon mukaisesti: pAA = (pA)
2, pAa = 2pApa ja p
a
a = (pa)
2.
Ta¨ma¨n ja¨lkeen kullekin yksilo¨lle arvottiin genotyypit riippumattomasti na¨ista¨ ja-
kaumista.
Ta¨lla¨ tavalla muodostettiin kaksi sadan markkerin kromosomia, joiden va¨lilta¨ mi-
tattiin assosioitumista ristiin kaikkien 10 000 markkeriparien va¨lilla¨. Yksitta¨isten
markkerien parien lisa¨ksi kokeiltiin myo¨s kolmen pera¨kka¨isen markkerin ryhmien
va¨listen assosiaatioiden mittaamista. Kolmen markkerin ryhmista¨ kromosomien va¨-
lisia¨ markkeripareja saadaan muodostettua yhteensa¨ 982 = 9604 kappaletta. Ko-
keessa ka¨ytettiin kolmea eri testimenetelma¨a¨: G-testia¨, khii-toiseen testia¨ ja geno-
tyyppikohtaista tarkkaa testia¨. Kuvassa 6 on esitetty tuloksena saatujen p-arvojen
jakautuminen eri testeilla¨. Yksitta¨isten testien va¨lisissa¨ assosiaatioissa G-testin ja
khii-toiseen testin asymptotiikat toimivat varsin hyvin, mutta suuremmat markke-
riryhma¨t aiheuttavat vakavia ongelmia. Genotyyppikohtaisella testilla¨ p-arvot ovat
kummassakin tapauksessa selva¨sti konservatiivisia, mutta markkerien ryhmittelysta¨
seuraavat ongelmat eiva¨t ole yhta¨ pahoja kuin kahdella muulla testilla¨.
Kullakin testilla¨ saaduista p-arvoista valittiin merkitseva¨t ka¨ytta¨en seka¨ tavallis-
ta Bonferroni-korjausta etta¨ normaalia FDR-valintamenetelma¨a¨. Valintakynnykse-
na¨ kummallakin valintamenetelma¨lla¨ ka¨ytettiin arvoa α = q = 0.10. Taulukossa 5a
on luetteloitu kullakin testaus- ja valintamenetelma¨lla¨ saavutettavat keskima¨a¨ra¨inen
merkitseva¨ksi valittujen p-arvojen lukuma¨a¨ra¨ seka¨ hylka¨ysvirheaste, kun assosiaa-
tioita mitattiin yksitta¨isten markkerien va¨lilla¨. Lukemat on saatu toistamalla kukin
koe 500 kertaa ja laskemalla na¨ista¨ saatujen tulosten keskiarvot. Taulukko 5b si-
sa¨lta¨a¨ vastaavat lukemat kolmen markkerin ryhmien va¨lisille assosiaatioille. Koska
aineisto ei sisa¨lla¨ yhta¨a¨n todellista assosiaatiota, ovat kaikki valinnat hylka¨ysvirhei-
ta¨. Na¨in ollen FDR on ta¨ssa¨ erikoistapauksessa sama kuin FWER ja kertoo suoraan,
kuinka suuressa osassa tapauksia va¨hinta¨a¨n yksi p-arvo tuli valittua merkitseva¨ksi.
Taulukoista voidaan havaita, etta¨ yksitta¨isten markkerien tapauksessa G-testi toi-
mii hyvin halutulla tavalla ja kummatkin valintamenetelma¨t saavuttavat suunnilleen
kynnysarvoa vastaavan FDR:n ja FWER:n. Genotyyppikohtaisella testilla¨ valinnat
toimivat jossain ma¨a¨rin konservatiivisesti rajoittaen FDR:n alle puoleen kynnysar-
vosta. Khii-toiseen-testilla¨ sen sijaan ka¨yta¨nno¨ssa¨ aina tuli va¨hinta¨a¨n yksi p-arvo
tuomittua merkitseva¨ksi ja valintamenetelma¨sta¨ riippuen valituksi tuli keskima¨a¨rin
muutama promille kaikista pareista. Ongelmat johtuvat pienista¨ genotyyppifrekvens-
seista¨. Kolmen markkerin ryhmilla¨ G-testi on selva¨sti liian konservatiivinen ja myo¨s
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(b) Assosiaatiot kolmen markkerin ryhmien va¨lilla¨.
Kuva 6: P-arvojen jakautuminen eri testeilla¨, kun ka¨ytetty riippumatonta ta¨ysin kei-
notekoista testiaineistoa. Arvot on piirretty vasemmalta oikealle pienimma¨sta¨ suu-
rimpaan, jolloin muodostuu p-arvojen jakauman kertyma¨funktion ka¨a¨nteisfunktio.
Ideaalitapauksessa jakauman tulisi olla tasainen ja arvojen kulkea diagonaalia pit-
kin. Ta¨ta¨ on merkitty pisteviivalla. G-testilla¨ ja khii-toiseen testilla¨ on etenkin suu-
remmilla ryhmilla¨ selva¨sti havaittavissa asymptoottisen jakauman va¨a¨ra¨n muodon
ja sijainnin aiheuttamat ongelmat. G-testilla¨ p-arvoista tulee ja¨rjesta¨a¨n liian suu-
ria ja khii-toiseen-testilla¨ puolestaan suurelta osin liian pienia¨. Khii-toiseen-testilla¨
muodostuu vasempaan alakulmaan myo¨s yksitta¨isilla¨ markkereilla vastaavanlainen
p-arvojen notkahdus kuin alemmassakin kuvassa. Ta¨ma¨ on kuitenkin liian pieni na¨-
kya¨kseen kuvassa. Genotyyppikohtaisella tarkalla testilla¨ on huomattavissa diskree-
teista¨ tapauksista aiheutuva p-arvojen selkea¨ arvioiminen ylo¨pa¨in.
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Taulukko 5: Taulukoissa on tarkasteltu merkitsevyystestien ja valintamenetelmien
toimivuutta tilanteissa, joissa kromosomien va¨lilla¨ ei ole riippuvuuksia. Kullekin
testimenetelma¨–valintamenetelma¨-parille on listattu keskima¨a¨ra¨inen valittujen p-
arvojen lukuma¨a¨ra¨ seka¨ hylka¨ysvirheaste. Valintakynnyksena¨ on seka¨ FDR- etta¨
Bonferroni-menetelma¨lla¨ ka¨ytetty arvoa α = q = 0.1.
(a) Riippumaton keinotekoinen aineisto, yksitta¨iset markkerit
FDR-valinta Bonferroni-valinta
G-testi χ2-testi E-testi G-testi χ2-testi E-testi
Hylka¨ysvirheita¨ 0.104 19.250 0.058 0.092 9.334 0.046
Hylka¨ysvirheaste (FDR) 0.090 0.998 0.042 0.088 0.996 0.040
(b) Riippumaton keinotekoinen aineisto, kolmen markkerin ryhma¨t
FDR-valinta Bonferroni-valinta
G-testi χ2-testi E-testi G-testi χ2-testi E-testi
Hylka¨ysvirheita¨ 0.000 1579.410 0.012 0.000 744.052 0.012
Hylka¨ysvirheaste (FDR) 0.000 1.000 0.012 0.000 1.000 0.012
(c) Permutoitu otos NFBC-aineistosta, yksitta¨iset markkerit
FDR-valinta Bonferroni-valinta
G-testi χ2-testi E-testi G-testi χ2-testi E-testi
Hylka¨ysvirheita¨ 0.208 3.196 0.224 0.090 1.946 0.066
Hylka¨ysvirheaste (FDR) 0.078 0.768 0.056 0.058 0.742 0.046
(d) Permutoitu otos NFBC-aineistosta, kolmen markkerin ryhma¨t
FDR-valinta Bonferroni-valinta
G-testi χ2-testi E-testi G-testi χ2-testi E-testi
Hylka¨ysvirheita¨ 0.006 855.710 0.046 0.002 414.190 0.022
Hylka¨ysvirheaste (FDR) 0.004 1.000 0.018 0.002 1.000 0.016
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genotyyppikohtaisella testilla¨ konservatiivisuus lisa¨a¨ntyy jonkin verran. Khii-toiseen-
testilla¨ valittujen p-arvojen ma¨a¨ra¨ pyo¨rii kymmenen prosentin kummallakin puolel-
la, mita¨ ei voi pita¨a¨ mitenka¨a¨n hyva¨ksytta¨va¨na¨. Kaiken kaikkiaan G-testi na¨ytta¨isi
suoriutuvan erinomaisesti yksitta¨isten markkerien tapauksessa ja genotyyppikohtai-
nen testi suhteellisen hyvin markkeriryhmien koosta riippumatta.
Ta¨ysin keinotekoisen aineiston lisa¨ksi toistettiin kokeet myo¨s muunnetulla otoksel-
la NFBC-aineistosta. Testiaineisto muodostettiin valitsemalla 100 pera¨kka¨ista¨ mark-
keria kromosomeista 1 (markkerit 1001–1100) ja 2 (markkerit 1001–1100). Ta¨ma¨n
ja¨lkeen na¨ytteet ja¨rjestettiin uudelleen satunnaisesti toisessa kromosomissa ha¨vit-
ta¨en siten mahdolliset kromosomien va¨liset riippuvuudet. Saatu testiaineisto erosi
ta¨ysin keinotekoisesta pa¨a¨asiassa nelja¨lla¨ tavalla: Ensinna¨kin na¨ytteiden lukuma¨a¨ra¨
oli noin viisinkertainen. Toiseksi aineisto sisa¨lsi puuttuvia arvoja. Kolmas, ehka¨ ta¨r-
kein eroavaisuus oli geneettisen kytkenna¨n sa¨ilyminen la¨heisten markkerien va¨lilla¨.
Nelja¨nneksi alleelifrekvensseilla¨ oli aiemmin mainittu alaraja (kuva 5). Tulokset on
esitetty taulukoissa 5c ja 5d. Saadut arvot muistuttavat suurelta osin keinotekoisella
aineistolla saatuja lukuja. Hylka¨ysvirheaste pysyy G-testilla¨ ja genotyyppikohtai-
sella testilla¨ edelleen kynnysarvon ma¨a¨ra¨a¨missa¨ rajoissa, mutta etenkin valittujen
lukuma¨a¨ra¨ on hieman aiempaa korkeampi. Ta¨ma¨ on luultavasti suoraa seurausta
kytkenna¨sta¨ aiheutuvasta testien riippuvuudesta. Khii-toiseen-testin tulokset puo-
lestaan olivat selva¨sti parempi kuin ta¨ysin keinotekoisella aineistolla, mutta eiva¨t
edelleenka¨a¨n pysyneet halutuissa rajoissa. Toisena havaintona muutokset ovat pie-
nempia¨ siirrytta¨essa¨ kolmen markkerin ryhmiin yksitta¨isten markkerien sijaan. Myo¨s
ta¨sta¨ on kiitta¨minen kytkenta¨a¨, jonka ansiosta erilaisia genotyyppiyhdistelmia¨ esiin-
tyy tyypillisesti va¨hemma¨n ja frekvenssit ovat siten suurempia.
Riippuvuuksien simuloiminen
Riippumattoman datan lisa¨ksi kokeiltiin testi- ja valintamenetelmia¨ myo¨s aineis-
tolla, johon oli lisa¨tty keinotekoisia assosiaatioita. Ta¨ssa¨ ka¨ytettiin ja¨lleen muokat-
tua otosta NFBC-aineistosta. Testiaineisto muodostettiin seuraavalla tavalla: Aluksi
NFBC-aineistosta poimittiin sama 100 + 100 markkerin otos kuin riippumattoman
aineiston tapauksessakin ja sekoitettiin toisen kromosomin yksilo¨t vastaavasti. Ta¨-
ma¨n ja¨lkeen kromosomeista arvottiin 10 satunnaista markkeriparia. Kutakin arvot-
tua markkeriparia kohden valittiin satunnainen ma¨a¨ra¨ muutettavia yksilo¨ita¨ seka¨
genotyyppi, jonka osuutta haluttiin muuttaa. Muutettavien yksilo¨iden osuus kaikis-
ta yksilo¨ista¨ arvottiin beeta-jakaumasta parametrein (2, 8). Muutettavaksi genotyy-
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Taulukko 6: Merkitsevyystestien ja valintamenetelmien toimivuus tilanteissa, joissa
kromosomien va¨lille on lisa¨tty keinotekoisia riippuvuuksia. Kullekin testimenetelma¨–
valintamenetelma¨-parille on listattu keskima¨a¨ra¨iset oikein ja va¨a¨rin valittujen p-
arvojen lukuma¨a¨ra¨t seka¨ keskima¨a¨ra¨inen hylka¨ysvirheaste. Genotyyppikohtaiselle
tarkalle testille (E-testi) listatut pa¨a¨asialliset tulokset koskevat tilannetta, jossa jo-
kaisen genotyypin p-arvoa on ka¨sitelty erillisena¨ ja valittu genotyyppi luetaan oi-
keaksi valinnaksi, vaikka juuri kyseisen genotyypin todenna¨ko¨isyys ei olisikaan ai-
neistoa tuotettaessa muunnettu. Suluissa on lueteltu vastaavat lukemat, kun samaan
markkeripariin liittyva¨t moninkertaiset valinnat on yhdistetty.
FDR-valinta Bonferroni-valinta
G-testi χ2-testi E-testi G-testi χ2-testi E-testi
Oikeita hylka¨yksia¨ 8.692 8.748 48.870 (8.798) 8.550 8.612 43.730 (8.554)
Hylka¨ysvirheita¨ 1.128 4.950 4.064 (3.256) 0.128 1.928 0.062 (0.050)
Hylka¨ysvirheaste 0.092 0.310 0.071 (0.231) 0.011 0.160 0.001 (0.005)
piksi poimittiin satunnaisesti yksi kaikista yhdeksa¨sta¨ mahdollisesta vaihtoehdosta.
Ta¨ma¨n ja¨lkeen kunkin markkeriparin genotyyppien jakaumassa muutettiin valitun
genotyypin todenna¨ko¨isyytta¨ satunnaisesti pienemma¨ksi tai suuremmaksi, ja vali-
tuille yksilo¨ille arvottiin uudet genotyypit saadun muunnetun jakauman mukaan.
Muunnettu jakauma muodostettiin kertomalla valitun genotyypin todenna¨ko¨isyys
Gamma(4, 1/4)-jakaumasta ja normalisoimalla todenna¨ko¨isyydet todenna¨ko¨isyysja-
kaumaksi.
Kuten aiemmin, laskettiin ja¨lleen kaikkien markkeriparien va¨liset p-arvot G-testilla¨,
khii-toiseen-testilla¨ seka¨ genotyyppikohtaisella testilla¨, ja valittiin kullakin testil-
la¨ saaduista p-arvoista merkitseva¨t ka¨ytta¨en seka¨ Bonferroni-korjausta etta¨ FDR-
valintamenetelma¨a¨ ja kynnysarvoa 0.10. Taulukossa 6 on listattu keskima¨a¨ra¨iset oi-
keiden valintojen ja virheellisten valintojen ma¨a¨ra¨t seka¨ na¨ista¨ laskettu hylka¨ysvir-
heaste. Ja¨lleen G-testilla¨ ja genotyyppikohtaisella testilla¨ FDR:n kontrollointi toimii
halutulla tavalla. Ja¨lkimma¨isen kohdalla on kuitenkin huomattava, etta¨ koska valin-
nat koskevat yksitta¨isia¨ genotyyppeja¨, voi sama markkeripari tulla valituksi useam-
man kerran. Ta¨ma¨ myo¨s na¨kyy selva¨sti suurempana valintojen kokonaisma¨a¨ra¨na¨.
Jos samaan markkeripariin osuvat valinnat yhdisteta¨a¨n, kasvaa FDR jonkin verran
eika¨ pysy ena¨a¨ kynnysarvon alapuolella. Ta¨ma¨ johtuu siita¨, etta¨ todelliset assosiaa-
tiot ovat muodostetussa aineistossa tyypillisesti vahvoja ja na¨kyva¨t herka¨sti useassa
genotyypissa¨.
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4.2 Kokeet aidolla aineistolla
Markkerien va¨lisia¨ assosiaatioita etsittiin koko NFBC-aineistosta ka¨ytta¨en p-arvojen
laskemiseen genotyyppikohtaista tarkkaa testia¨. Testinmenetelma¨n valintaan on usei-
ta syita¨: Ensinna¨kin se on tarpeeksi nopea koko perima¨aineiston la¨pika¨ymiseen. Toi-
seksi saadut tulokset ovat tarkkoja, silla¨ menetelma¨a¨n ei sisa¨lly jakauman approk-
simointia. Ta¨ma¨n ansiosta testi toimii oikein kaikissa tilanteissa, myo¨s useamman
markkerin ryhmien va¨lisen assosiaation mittaamisessa. Kolmantena perusteena voi-
daan pita¨a¨ hienoista epa¨tavallisuutta; la¨hestymistapa on tavallisesta poikkeava ver-
rattuna esimerkiksi yleisesti ka¨ytettyihin khii-toiseen-testiin ja G-testiin.
Merkitsevien p-arvojen valintaan ka¨ytettiin normaalia FDR-valintamenetelma¨a¨, jo-
ka aiempien kokeiden perusteella na¨ytta¨isi toimivan hyvin myo¨s geneettisen kytken-
na¨n aiheuttamien riippuvuuksien kanssa. Kynnysarvoksi asetettiin q = 0.01, jonka
pita¨isi riitta¨a¨ takaamaan korkeintaan muutaman prosentin hylka¨ysvirheaste viela¨ sa-
man markkeriparin eri genotyyppeja¨ koskevien p-arvojen yhdista¨misen ja¨lkeenkin.
NFBC-aineistosta haettiin seka¨ yksitta¨isten markkerien va¨lisia¨ assosiaatioita (1–1),
etta¨ korkeintaan kolmen markkerin kokoisten ryhmien va¨lisia¨ assosiaatioita. Ja¨lkim-
ma¨isessa¨ tapauksessa siis kokeiltiin kaikkia mahdollisia ryhma¨kokojen yhdistelmia¨
(1–1, 1–2, 1–3, 2–1, . . . , 3–3). Koska kaikkien tuloksena saatujen p-arvojen tallenta-
minen olisi vienyt liikaa tilaa (teratavuluokkaa jo pelka¨sta¨a¨n yksitta¨isten markkerien
tapauksessa), tallennettiin vain p-arvot, jotka olivat pienempia¨ kuin 10−5. Jos ole-
tetaan, etta¨ lopullinen merkitsevyysraja on ta¨ta¨ pienempi, ei suurempien p-arvojen
unohtaminen vaikuta valintaprosessien toimintaan.
Kokeet suoritettiin koneilla, jotka oli varustettu kahdella 2.83 GHz Intel Xeon ne-
liydinsuorittimella. Ta¨rkeimma¨t osat laskennasta oli kirjoitettu C-kielella¨ ja sa¨ikeis-
tetty hyo¨dynta¨ma¨a¨n kaikkia kahdeksaa ydinta¨. Yksitta¨isten markkerien va¨linen tes-
taus vei aikaa noin 20 konetyo¨pa¨iva¨a¨ (5 pa¨iva¨a¨ nelja¨lla¨ koneella) ja ryhmien va¨linen
testaus noin 270 konetyo¨pa¨iva¨a¨ (reilut 12 pa¨iva¨a¨ 22 koneella).
Yksitta¨isten markkerien va¨liset assosiaatiot
Yksitta¨isten markkerien va¨lisilla¨ assosiaatioilla suoritettujen testien kokonaisma¨a¨ra¨
oli 4.7 · 1011. FDR-valinta kynnysarvolla 0.01 johti merkitsevyysrajaan 2.5 · 10−9,
jolla yhteensa¨ 121 873 p-arvoa tuomittiin merkitseva¨ksi. Erillisia¨ markkeripareja na¨-
ma¨ muodostavat 36 143 kappaletta. Koska merkitseva¨ makkeripari sisa¨lta¨a¨ keski-
ma¨a¨rin noin 3.4 merkitseva¨a¨ p-arvoa, pita¨isi todellisen hylka¨ysvirheasteen siten olla
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korkeintaan luokkaa 0.034.
Kuvassa 7 on havainnollistettu lo¨ydettyjen assosiaatioiden jakautumista kromoso-
mien va¨lille. Voidaan huomata, etta¨ assosiaatioita na¨ytta¨isi lo¨ytyva¨n melko tasai-
sesti kaikkien kromosomien va¨lilta¨. Silmiinpista¨va¨sti erottuva piirre on useimpien
assosiaatioiden ryhmittyminen selkeiksi rivi- ja sarakelinjastoiksi. Jotkin markkerit
na¨ytta¨isiva¨t siten olevan vahvasti assosioituneita todella monien muiden eri kromo-
someissa sijaitsevien markkerien kanssa. Toisaalta myo¨s rivi-sarakekuvion va¨leissa¨
sijaitsee useita yksina¨isia¨ assosiaatioita. Seuraavaksi pyrimme luokittelemaan lo¨y-
dettyja¨ assosiaatioita.
Alipopulaatiot
Kuvitellaan tilanne, jossa ka¨ytetta¨vissa¨ oleva aineisto koostuisi kahdesta eri populaa-
tiosta poimituista na¨ytteista¨. Nyt, jos na¨issa¨ populaatioissa joidenkin markkerien al-
leelijakaumat ja/tai genotyyppijakaumat poikkeaisivat merkitta¨va¨sti toisistaan, oli-
sivat kyseiset markkerit kaikki keskena¨a¨n assosioituneita koko aineistossa. Kuvan 7
kaltaisessa kartassa na¨ma¨ assosiaatiot muodostaisivat ruudukkomaisen kuvion. Ky-
seisessa¨ kuvassa na¨ytta¨isi ka¨yva¨n juuri ta¨lla¨ tavalla – suurin osa assosiaatioista on
sijoittunut yhteisille vaaka- ja pystysuuntaisille linjoille.
Suurin osa kuvan 7 linjamuodostelmista voidaan todella selitta¨a¨ mainitun kaltaisilla
alipopulaatioilla. Na¨ma¨ alipopulaatiot voidaan erottaa seuraavanlaisella karkealla
menetelma¨lla¨:
1. Yhdisteta¨a¨n la¨hekka¨in sijaitsevat merkitseva¨t assosiaatiot.
2. Olkoon k sellaisten merkitsevien genotyyppiassosiaatioiden ma¨a¨ra¨, joilla ge-
notyypin frekvenssi on liian suuri, ja olkoon m na¨ytteiden ma¨a¨ra¨. Luodaan
m×k -bina¨a¨rimatriisi, joka kohdassa (i, j) sisa¨lta¨a¨ arvon 1, jos na¨ytteella¨ i on
assosiaatiota j vastaava genotyyppi.
3. Ja¨rjesteta¨a¨n muutamaan (esim. 10) kertaan vuorotellen matriisin rivit ja sa-
rakkeet leksikografiseen ja¨rjestykseen suurimmasta pienimpa¨a¨n.
4. Matriisista on erotettavissa sarakeryhmia¨, joissa tietyilla¨ na¨ytteilla¨ esiintyy la¨-
hes yksinomaan ykko¨sta¨ ja muilla la¨hes yksinomaan nollaa. Valitaan ta¨llainen
ryhma¨ sarakkeita. (Lopetetaan, jos selkea¨a¨ sarakeryhma¨a¨ ei voida erottaa.)
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Kuva 7: Kuvaan on merkitty E-testilla¨ ja FDR-valinnalla NFBC-aineistosta lo¨ydetyt
merkitseva¨t yksitta¨isten markkerien va¨liset assosiaatiot. Diagonaalilla olevat nelio¨t
ovat eri kromosomeja; X-kromosomia on merkitty numerolla 23. Kukin piste tarkoit-
taa vastaavalla kohdalla vaaka- ja pystysuunnassa sijaitsevista kromosomeista lo¨yty-
vien markkerien va¨lista¨ merkitseva¨a¨ assosiaatiota. Pisteen suhteellinen sijainti kro-
mosomien sisa¨lla¨ vastaa assosioituneiden markkereiden fyysista¨ sijoittumista kromo-
someissa. Mita¨ suurempi ja punaisempi piste on, sita¨ vahvempi on kyseinen havaittu
assosiaatio. Kartan taustalla oleva harmaan sa¨vy kertoo kromosomien markkeriti-
heyden eri kohdissa. Tummanharmaat raidat vastaavat ka¨yta¨nno¨ssa¨ sentromeereja,
joiden alueelta markkereita ei ole juuri saatavilla.
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5. Valitulle sarakeryhma¨lle etsita¨a¨n ne na¨ytteet, joilla ykko¨sten lukuma¨a¨ra¨ ylitta¨a¨
sopivasti valitun kynnysarvon. Na¨ma¨ na¨ytteet muodostavat alipopulaation.
6. Ka¨yda¨a¨n koko genotyyppiaineiston la¨pi, ja etsita¨a¨n kaikki markkerit, joilla
genotyyppien frekvenssit poikkeavat tilastollisesti merkitseva¨sti muodostetun
alipopulaation ja muiden na¨ytteiden va¨lilla¨.
7. Poistetaan lo¨ydetyista¨ assosiaatioista ne, joilla ainakin toinen osapuoli kuuluu
na¨ihin alipopulaation kanssa assosioituneisiin markkereihin.
8. Jatketaan vaiheesta 2 seuraavan alipopulaation etsimiseksi.
Ensimma¨isessa¨ vaiheessa yhdistettiin aluksi kaksi alle kymmenen markkerin eta¨i-
syydella¨ toisistaan olevaa markkeria samaksi, jos ne kummatkin ovat osallisena va¨-
hinta¨a¨n yhdessa¨ merkitseva¨ssa¨ assosiaatiossa. Ta¨ma¨n ja¨lkeen kaikista markkeriryh-
ma¨parin assosiaatioista valittiin aina merkitsevimma¨n edustamaan koko assosiaatio-
joukkoa. Pa¨a¨ma¨a¨ra¨na¨ ensimma¨isessa¨ vaiheessa on assosiaatioiden ma¨a¨ra¨a¨ va¨henta¨-
ma¨lla¨ helpottaa seuraavia vaiheita ja esta¨a¨ pelka¨sta¨a¨n na¨enna¨isten alipopulaatioi-
den muodostaminen. Jos menetelma¨lla¨ lo¨ydetta¨vissa¨ olevia selkeita¨ alipopulaatioita
esiintyy, niin vaiheen 3 tuloksena saadaan kuvan 8 kaltainen matriisi. Esimerkki-
kuvan tapauksessa matriisin oikean puoliskon keskella¨ on suuri joukko pera¨kka¨isia¨
sarakkeita, jotka muutaman na¨ytteen kohdalla sisa¨lta¨va¨t pa¨a¨osin arvoa 1 ja muilla
na¨ytteilla¨ pa¨a¨osin arvoa 0. Siis on olemassa muutama yksilo¨, joilla on (la¨hes) na¨i-
ta¨ kaikkia sarakkeita vastaavissa markkeripareissa tietty genotyyppiyhdistelma¨, kun
taas muilla yksilo¨illa¨ vastaavissa markkeripareissa (la¨hes) aina jokin muu genotyyp-
piyhdistelma¨. Vaiheessa 6 ka¨ytettiin genotyyppikohtaista tarkkaa testia¨ assosiaatioi-
den etsimiseen lo¨ydetyn alipopulaation ja aineiston markkerien va¨lilla¨. Merkitseva¨t
assosiaatiot valittiin FDR-menetelma¨lla¨ ka¨ytta¨en kynnysarvoa q = 0.05.
Ylla¨ kuvatulla tavalla saatiin erotettua kolme selkea¨a¨ alipopulaatiota, kooltaan 7,
82 ja 76 na¨ytetta¨. Kuvaan 9 on merkitty na¨iden kanssa merkitseva¨sti assosioitunei-
den markkerien sijainnit kromosomeissa. Merkitseva¨sti assosioituneita markkereita
alipopulaatioille lo¨ytyi 505, 1426 ja 62 kappaletta. Kun lo¨ytyneista¨ assosiaatioista
poistetaan sellaiset, joilla ainakin toinen kuuluu na¨ihin vajaaseen 2000 alipopulaa-
tioiden kanssa assosioituneiden markkereiden joukkoon, ja FDR-valinta suoritetaan
uudelleen, ja¨a¨ edelleen ja¨ljelle 21 475 assosioitunutta markkeriparia. La¨hes puolet
aiemmin valituista assosiaatiosta liittyi siis kolmeen havaittuun osapopulaatioon.
Kuvaan 12a on piirretty ja¨ljelle ja¨a¨neet riippuvuudet.
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Kuva 8: Esimerkki tekstissa¨ esitetyn, alipopulaatioiden erottamiseen ka¨ytetyn me-
netelma¨n vaiheessa 3 saatavasta genotyyppimatriisista, jonka rivit ja sarakkeet on
ja¨rjestetty uudelleen. Valkoinen piste tarkoittaa arvoa 1, musta arvoa 0. Piste on
siis valkoinen, mika¨li sen rivia¨ vastaavalla yksilo¨lla¨ on sen saraketta vastaava ge-
notyyppi. Matriisin oikean puoliskon keskella¨ on joukko genotyyppeja¨ (sarakkeita),
joita esiintyy vain muutamalla tietylla¨ yksilo¨lla¨. Kuva on skaalattu pienemma¨ksi
valitsemalla matriisista mukaan vain joka viidestoista rivi ja sarake.
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Alipop. 1
Alipop. 2
Alipop. 3
Kuva 9: Kolmen lo¨ydetyn alipopulaation kanssa assosioituneiden markkerien sijain-
nit eri kromosomeissa. X-akselilla on fyysinen sijainti perima¨ssa¨, pystyviivat ovat
kromosomien va¨lisia¨ rajoja. Ryhmien sisa¨lla¨ Y-koordinaatilla ei ole merkitysta¨, sa-
tunnainen hajauttaminen on pelka¨sta¨a¨n esitystekninen keino. Kromosomin 6 alku-
pa¨a¨ssa¨ olevat tihentyma¨t sijaitsevat niin kutsutulla HLA-alueella, jossa aineiston
markkeritiheys oli moninkertainen muihin paikkoihin verrattuna.
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Tapamme poistaa alipopulaatioihin liittyva¨t assosiaatiot on jossain ma¨a¨rin ylimal-
kainen, ja se saattaa teoriassa poistaa myo¨s alipopulaatioihin liittyma¨tto¨mia¨ havain-
toja. Oikeaoppisempi tapa olisi poistaa vain sellaiset assosiaatiot, joiden kumpikin
osapuolimarkkeri on assosioitunut saman alipopulaation kanssa. Koska poistettujen
markkereiden osuus kaikista on vain noin 0.6 %, on satunnaisesti valitun markkeripa-
rin todenna¨ko¨isyys tulla poistetuksi alle 1.2 %. Ylimalkaisuudesta aiheutuva haitta
on siten varsin pieni.
Alipopulaatioselitys on oikeastaan vain yksi tapa tarkastella havaittua ilmio¨ta¨. Vas-
taavasti voitaisiin myo¨s va¨itta¨a¨, ettei oikeastaan mita¨a¨n alipopulaatiorakennetta ole
olemassa, ja havaitut markkerit vain ovat jostain muusta syysta¨ kaikki keskena¨a¨n as-
sosioituneita. Koska tapauksessamme ta¨llaisia poikkeavia markkereita on suuri ma¨a¨-
ra¨ – kymmenia¨ tai satoja – vaikuttavat alipopulaatiot kuitenkin luontevammalta se-
litykselta¨. Alipopulaatioita voisivat muodostaa esimerkiksi sukulaiset tai muualta
saapuneet ihmisryhma¨t.
Assosiaatiot HapMap-aineistossa
Yksitta¨isten kromosomien va¨lisia¨ assosiaatioita etsittiin NFBC-aineiston lisa¨ksi sa-
malla menetelma¨lla¨ myo¨s mainituista nelja¨sta¨ HapMap-aineistosta. Kuvassa 10 on
esitetty vastaavat lo¨ydettyjen assosiaatioiden sijoittumista kuvaavat kartat kullekin
nelja¨lle aineistolle. Kartoista voidaan tehda¨ muutamia mielenkiintoisia havaintoja.
Ensinna¨kin MKK-aineistolla ilmenee saman tyyppista¨ ruudukkokuviota kuin NFBC-
aineistollakin, joten sekin sisa¨lta¨a¨ luultavasti jonkinlaista alipopulaatiojakoa. Jostain
syysta¨ ilmio¨ ei na¨yta¨ koskevan X-kromosomia. Kolmella muulla aineistolla puoles-
taan havaittujen assosiaatioiden lukuma¨a¨ra¨ on varsin pieni ja niiden sijainnit na¨yt-
ta¨va¨t toisistaan riippumattomilta. Huomattavaa on kuitenkin se, etta¨ suuri osa as-
sosiaatioista na¨ytta¨isi olevan samoja kaikilla kolmella aineistolla. Testatuista NFBC-
ja HapMap-aineistoista voidaankin mittaustavasta riippuen lo¨yta¨a¨ noin 30–40 kai-
kille viidelle aineistolle yhteista¨ markkeriparien va¨lista¨ assosiaatiota, tai noin 10,
jos la¨hekka¨in sijaitsevat assosiaatiot lasketaan yhdeksi. Havainto vaikuttaa eritta¨in
mielenkiintoiselta. Valitettavasti na¨ma¨ kaikki yhteiset assosiaatiot johtuvat kuiten-
kin melko varmasti markkereista, jotka on jostakin syysta¨ sijoitettu va¨a¨ra¨a¨n kromo-
somiin. Ta¨ta¨ virhesijoittelua ka¨sittelemme seuraavaksi.
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(b) MEX
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(c) MKK
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(d) YRI
Kuva 10: Vastaavat assosiaatiokartat yksitta¨isten markkerien va¨lisille assosiaatioille
HapMap-aineistoissa (vertaa kuvaan 7).
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Virheellisesti sijoitetut markkerit
Kuten olemme todenneet, geneettinen kytkenta¨a¨ aiheuttaa tyypillisesti vahvan riip-
puvuuden kromosomissa la¨hekka¨in sijaitsevien markkereiden va¨lille. Mahdollisten
omituisuuksien lo¨yta¨miseksi mitattiin kullekin aineiston markkerille naapurikytken-
na¨n voimakkuutta laskemalla komposiittikorrelaation tunnusluvun T∆c arvon kum-
maltakin puolelta kymmenen la¨himma¨n markkerin kanssa ja valitsemalla saaduista
lukemista suurimman. Merkita¨a¨n ta¨ta¨ Tmax∆c . Koska T∆c mittaa alleeliassosiaation
merkitsevyytta¨, on Tmax∆c sita¨ suurempi, mita¨ merkitseva¨mpi riippuvuus markkerin
ja sen naapuruston va¨lilta¨ lo¨ytyy.
Kuvaan 11 on piirretty pisteina¨ kaikki NFBC-aineiston markkerit. Pystyakselille on
sijoitettu Tmax∆c ja vaaka-akselille harvinaisemman alleelin suhteellinen frekvenssi. Jos
alleelijako on eritta¨in epa¨tasapainoinen, ei merkitta¨va¨a¨ assosioitumista tapahdu yh-
ta¨ helposti. Ta¨ma¨ na¨kyy vasemman reunan pienempina¨ Tmax∆c -arvoina. Suurimmalla
osalla markkereista kytkenta¨ naapureiden kanssa on kuitenkin suhteellisen selkea¨a¨.
Muutamat markkerit sijoittuvat kuvassa epa¨tavallisen alas, mika¨ tarkoittaa, etta¨
kytkenta¨a¨ naapureiden kanssa ei ilmene. Kytkenna¨n kynnysarvoksi valittiin 35 (ku-
vassa vaakaviiva), mika¨ vastaa korjaamatonta p-arvoa 2.5 · 10−10, kun nollahypo-
teesina on riippumattomuus naapureiden kanssa. Koska markkereita testattiin noin
340 000 ja kutakin markkeria kohden 20 naapuria, on vastaava Bonferroni-korjattu
p-arvo 3.3 · 10−9 · 340000 · 20 = 0.022.
Yhteensa¨ 103 markkerin maksiminaapuriassosiaatio ja¨a¨ valitun kynnysarvon ala-
puolelle. Erityisesti aiemmin havaituilla kaikissa viidessa¨ aineistossa assosioituneilla
markkeripareilla jokaisella toinen toinen markkeri sijoittuu kynnysviivan alapuolelle.
Na¨ille markkereille siis assosioituminen naapurimarkkereiden kanssa on olematonta
ja assosioituminen jonkin muun sijainnin kanssa epa¨tavallisen voimakasta. Na¨ytta¨i-
si selva¨lta¨, etta¨ markkerit on jostain syysta¨ sijoitettu va¨a¨ra¨a¨n paikkaan. Pa¨a¨telma¨a¨
vahvistaa haku NCBI:n ylla¨pita¨ma¨sta¨ SNP-tietokannasta3: suunnilleen puolet to-
denna¨ko¨isesti va¨a¨rin sijoitelluista markkereista on tietokannassa sijoitettu paikkaan,
jonka kanssa selkea¨a¨ riippuvuutta on havaittavissa. Oletettavasti myo¨s loput ovat
va¨a¨rin sijoiteltuja ja tieto sijainnista tietokannassa ei pida¨ paikkansa.
3Yhdysvaltojen NCBI:n (The National Center for Biotechnology Information) ylla¨pita¨ma¨a¨n
dbSNP-tietokantaan voi tehda¨ kyselyja¨ web-ka¨ytto¨liittyma¨n kautta osoitteessa http://www.ncbi.
nlm.nih.gov/projects/SNP/.
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Kuva 11: Naapurikytkenna¨n merkitsevyys markkereilla. Mita¨ korkeampana piste si-
jaitsee, sita¨ merkitseva¨mpi kytkenta¨ markkerilla lo¨ytyy la¨himpien naapureiden kans-
sa. Kuvaan on piirretty valittu merkitsevyysraja kohtaan Tmax∆c = 35.
Muita syita¨
Varsin pieni osa havaituista assosiaatioista – muutama kymmenen kappaletta —
liittyy todenna¨ko¨isesti va¨a¨rin sijoiteltuihin markkereihin. Vaikka alipopulaatioihin
liittyvien assosiaatioiden lisa¨ksi poistetaan joukosta sellaiset markkeriparien assosi-
aatiot, joiden toinen markkeri na¨ytta¨isi olevan va¨a¨ra¨ssa¨ paikassa, ja¨a¨ assosiaatioita
edelleen suuri suuri ma¨a¨ra¨ ja¨ljelle.
Suurin osa, yli 80 %, ja¨ljelle ja¨a¨neista¨ liittyy kromosomiin X. Na¨ma¨ assosiaatiot
muodostavat kuvassa 12a kolme X-kromosomin la¨pi ulottuvaa pystysuuntaista rai-
taa. Kromosomeissa 1, 6 ja 8 na¨ytta¨isi siten kussakin olevan kohta, joka on mer-
kitseva¨sti assosioitunut koko X-kromosomin kanssa. Ta¨ma¨ viittaisi markkerin arvon
riippuvuuteen sukupuolesta. Voidaan havaita, etta¨ kaikkien kolmen kohdalta asia
myo¨s on na¨in; markkerit rs3767423 (kromosomissa 1), rs6917603 (kromosomissa 6)
ja rs6989593 (kromosomissa 8) ovat selva¨sti assosioituneita sukupuolen kanssa. Tau-
lukoissa 7a ja 7b on na¨ista¨ kahdelle ensimma¨iselle muodostettu ristiintaulut suku-
puolen kanssa.
Sukupuoleen liittyva¨ suuri assosiaatioma¨a¨ra¨ aiheuttaa FDR-valinnan kanssa ika¨-
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(a) Alipopulaatioihin liittyva¨t assosiaatiot pois-
tettu ja merkitsevien valinta tehty FDR-
menetelma¨lla¨.
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(b) Alipopulaatioihin seka¨ va¨a¨rin sijoiteltui-
hin markkereihin liittyva¨t assosiaatiot poistet-
tu ja merkitsevien valinta tehty Bonferroni-
menetelma¨lla¨.
Kuva 12: Karsitut assosiaatiokartat NFBC-aineistolle.
va¨n sivuilmio¨n ja veta¨a¨ mukanaan joukon luultavasti todellisuudessa riippumatto-
mia markkeripareja. Ongelman kierta¨miseksi kuvassa 12b on ka¨ytetty Bonferroni-
valintaa kynnysarvolla α = 0.05 testituloksiin, joista on karsittu alipopulaatioihin
ja va¨a¨rin sijoiteltuihin markkereihin liittyva¨t assosiaatiot. Ja¨ljelle ja¨a¨ kromosomiin
X liittyvien assosiaatioiden lisa¨ksi 526 assosioitunutta markkeriparia. Jos alle 100
markkerin pa¨a¨ssa¨ olevat assosiaatioiden osapuolet yhdisteta¨a¨n, ja¨a¨ ja¨ljelle 74 eril-
lista¨ riippuvuutta. Kuvasta na¨hda¨a¨n, etta¨ edelleen osa assosiaatioista muodostaa
pysty- ja vaakasuuntaisia linjoja ja niiden perusteella voisi varmastikin muodos-
taa ainakin yhden alipopulaation lisa¨a¨. Toisaalta, jos ryhma¨n genotyyppifrekvenssit
poikkeavat valtavirrasta vain muutaman markkerin kohdalla, voi alipopulaatiosta
puhumisen mielekkyyden kyseenalaistaa. Joka tapauksessa myo¨s linjojen ulkopuo-
lelle ja¨a¨ muutamia assosiaatiopisteita¨. Taulukoissa 7c ja 7d on kaksi esimerkkia¨ ta¨l-
laisesta assosiaatiosta kromosomien 5 ja 8 seka¨ vastaavasti kromosomien 2 ja 20
va¨lilla¨. Kumpaankin esimerkkiin on valittu markkeripari, joka tuottaa vahvimman
assosiaation kyseisten kromosomien va¨lilla¨.
Taulukkoon 8 on koottu yhteenvetona assosioituneiden markkeriparien lukuma¨a¨rien
jakautuminen eri selitysten kesken. Toisin kuin aiemmin tekstissa¨, taulukon arvoissa
FDR-valintaa ei ole suoritettu uudelleen aina selityksien eliminoimisen ja¨lkeen.
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Taulukko 7: Esimerkkeja¨ ja¨ljelle ja¨a¨vista¨ assosiaatioista. Markkerin tunnuksen ja¨l-
keen on suluissa kromosomin numero.
(a) sukupuoli ja rs3767423 (1)
sukupuoli rs3767423
B
B
B
b
b
b
∗
mies 0 787 1799 2586
nainen 103 781 1893 2777
∗ 103 1568 3692 5363
(b) sukupuoli ja rs6917603 (6)
sukupuoli rs6917603
B
B
B
b
b
b
∗
mies 210 2317 3 2530
nainen 176 1 2592 2769
∗ 386 2318 2595 5299
(c) rs30341 (5) ja rs4150895 (8)
rs30341 rs4150895
B
B
B
b
b
b
∗
A
A
0 3 1118 1121
A
a
0 117 2410 2527
a
a
6 317 1303 1626
∗ 6 437 4831 5274
(d) rs4082157 (2) ja rs6115178 (20)
rs4082157 rs6115178
B
B
B
b
b
b
∗
A
A
33 31 7 71
A
a
38 803 274 1115
a
a
7 348 3818 4173
∗ 78 1182 4099 5359
Taulukko 8: Lo¨ydettyjen assosioituneiden markkeriparien lukuma¨a¨ra¨t eri selityksien
mukaan jaoteltuna. FDR-valinnassa on ka¨ytetty kynnysarvoa q = 0.01 ja Bonferroni-
valinnassa vastaavasti kynnysarvoa α = 0.05.
Selitys FDR-valinta Bonferroni-valinta
Alipopulaatiot 14235 5708
Va¨a¨rin sijoitettu markkeri 2589 1612
Sukupuoleen liittyva¨ 17635 14699
Ei selitysta¨ 1684 526
Yhteensa¨ 36143 22545
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Kuva 13: Assosiaatiokartta korkeintaan yhden, kahden ja kolmen markkerin ryh-
mille. Kaikki yksitta¨isten markkerien va¨liset assosiaatiot seka¨ niiden pa¨a¨lle osuvat
ryhmien assosiaatio poistettu.
Markkeriryhmien va¨liset assosiaatiot
Markkeriryhmien va¨lisia¨ assosiaatioita haettiin yhden, kahden ja kolmen markkerin
ryhmilla¨. Eriasteisesta ryhmittelysta¨ aiheutuu luonnollisesti huomattavasti pa¨a¨llek-
ka¨isyytta¨ testien kesken. Ta¨ma¨ pa¨a¨llekka¨isyys aiheuttaa entista¨ enemma¨n ongelmia
merkitsevyysvalinnan kannalta. Ta¨sta¨ syysta¨ pa¨a¨dyttiinkin ka¨ytta¨ma¨a¨n konserva-
tiivisesti Bonferroni-korjausta kynnysarvolla α = 0.05, jotta va¨a¨rien valintojen riski
olisi mahdollisimman alhainen.
Markkeriryhmien tapauksessa kiinnostavinta on na¨hda¨, lo¨ytyyko¨ niiden avulla asso-
siaatioita, joita yksitta¨isten markkerien tapauksessa ei havaita. Merkitseviksi valit-
tujen joukosta poistettiin siis kaikki aiemmin FDR-menetelma¨lla¨ valitut yksitta¨isten
markkereiden va¨liset assosiaatiot seka¨ na¨iden kanssa pa¨a¨llekka¨in meneva¨t markke-
riryhmien assosiaatiot. Ja¨ljelle ja¨a¨ suuri joukko valintoja, jotka ovat na¨kyvissa¨ ku-
vassa 13. Jonkin asteista linjoihin ja¨rjesta¨ytymista¨ on edelleen havaittavissa. Joka
tapauksessa markkereita ryhmittelema¨lla¨ on selkea¨sti mahdollista lo¨yta¨a¨ assosiaa-
tioita, jotka eiva¨t erotu tarpeeksi voimakkaasti yksitta¨isten markkereiden va¨lisissa¨
testeissa¨.
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5 Yhteenveto
Kromosomissa la¨hekka¨in sijaitsevien markkereiden va¨lisen seka¨ markkereiden ja piir-
teiden va¨lisen tilastollisen riippuvuuden voimakkuutta on mitattu lukuisissa eri tut-
kimuksissa. Tyypillisesti na¨issa¨ on keskitytty alleeliassosiaatioon, mika¨ usein vaa-
tii, etta¨ na¨ytteiden haplotyypit ovat tiedossa. Koska useimmiten saatavilla olevat
markkeriaineistot sisa¨lta¨va¨t genotyyppeja¨, ta¨ytyisi haplotyypit yritta¨a¨ pa¨a¨tella¨ ti-
lastollisesti. Ta¨ssa¨ tutkielmassa keskityttiin assosiaation mittaamiseen suoraan ge-
notyypeista¨. Ta¨llaisessa testauksessa pita¨isi na¨kya¨ paitsi alleelien va¨liset assosiaa-
tiot, myo¨s puhtaasti genotyyppeihin liittyva¨t assosiaatiot, jos sellaisia on olemassa.
Suhteellisen hyvin tunnetun, geneettisesta¨ kytkenna¨sta¨ johtuvan toisiaan la¨hella¨ ole-
vien alleelien assosioitumisen sijaan mittasimme riippuvuutta eri kromosomeissa ole-
vien markkereiden va¨lilla¨. Koska kromosomit periytyva¨t riippumattomasti, teoriassa
minka¨a¨nlaista assosiaatiota niiden va¨lilla¨ ei pita¨isi ilmeta¨.
Alleeliassosiaation mittaamiseen kehitettyja¨ lukuisia testeja¨ ja testisuureita ei yleen-
sa¨ voi helposti yleista¨a¨ genotyypeille. Ta¨sta¨ syysta¨ vertailimme pa¨a¨asiassa yleisia¨
kahden kategorisen muuttujan va¨lisia¨ riippuvuustesteja¨. Valintamme mahdollistaa
samojen testien ka¨ytta¨misen yksitta¨isten markkerien sijaan suoraan markkeriryh-
mien va¨listen assosiaatioiden etsimiseen. Vertaillut testimenetelma¨t voidaan jakaa
kolmeen ryhma¨a¨n: tarkan p-arvon kertovat testit, tunnettuun testisuureen asymp-
toottiseen jakaumaan perustuvat testit seka¨ satunnaista na¨ytteenottoa ka¨ytta¨va¨t
testit. Na¨ytteenotto on na¨ista¨ joustavin ja mahdollistaa mielivaltaisen testisuureen
valinnan, mutta testiaineiston suuresta koosta ja p-arvoilta vaaditusta suuresta tark-
kuudesta johtuen siihen perustuvat menetelma¨t ovat tapauksessamme liian hitaita.
Pienemma¨lla¨ aineistolla ne ovat kuitenkin varteenotettava vaihtoehto. Asymptoot-
tiset khii-toiseen-testi ja G-testi ovat yleisesti ka¨ytettyja¨ tilastollisen riippuvuuden
mittareita, jotka on eritta¨in nopea laskea. Harvat ristiintaulut kuitenkin aiheutta-
vat tunnetusti niille ongelmia, ja etenka¨a¨n markkeriryhmien tapaukseen ne eiva¨t
kokeiden mukaan sellaisenaan sovellu. Ainakin G-testi vaikuttaisi kylla¨kin toimi-
van suhteellisen hyvin yksitta¨isten markkerien tapauksessa ka¨yto¨ssa¨ olleen aineiston
suhteellisen suurella reilun 5000 henkilo¨n na¨ytekoolla. P-arvojen tarkka laskeminen
vaatii yleisesti eksponentiaalisen ajan, mutta sopivalla tunnusluvun valinnalla myo¨s
siita¨ voidaan saada nopeaa. Esittelimme kaksi tarkkaa testia¨: maksimipoikkeama-
testin ja genotyyppikohtaisen tarkan testin. Koko ka¨yto¨ssa¨ olleen NFBC-aineiston
laajuiseen assosiaatioiden hakuun valittiin genotyyppikohtaisen tarkka testi, joka on
samaa nopeusluokkaa khii-toiseen ja G-testien kanssa, mutta toimii suhteellisen hy-
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vin myo¨s harvoilla ristiintauluilla. Tilastollisesti merkitsevien p-arvojen valintaan
sovellettiin suosittua FDR-valintamenetelma¨a¨ seka¨ joissakin tapauksissa myo¨s pe-
rinteista¨ Bonferroni-korjausta.
Kokeissa ka¨ytetty testimenetelma¨ lo¨ysi suuren ma¨a¨ra¨n eri kromosomeissa sijaitse-
vien markkereiden va¨lisia¨ assosiaatioita. Lo¨ydo¨ksista¨ vajaa puolet oli selitetta¨vissa¨
aineiston sisa¨isella¨ alipopulaatiorakenteella, ja yli puolet muutamalla sukupuolen
– ja siten ka¨yta¨nno¨ssa¨ koko X-kromosomin – kanssa assosioituneella markkerilla.
Na¨iden lisa¨ksi ja¨ljelle ja¨i pienempi joukko assosiaatioita, joista osa vaikuttaisi ole-
van seurausta aineistossa va¨a¨ra¨a¨n paikkaan sijoitetuista markkereista. Joillekin as-
sosiaatioille ei minka¨a¨nlaista selitysta¨ lo¨ytynyt. Mahdollisia muita selityksia¨ na¨ille
voisivat olla virheet genotyyppauksessa eli genotyyppien lukemissa, aineiston sisa¨i-
set sukulaisuussuhteet, luonnonvalinta seka¨ jokin tuntematon biologinen mekanismi.
Alipopulaatioihin seka¨ sukupuoleen liittyvien assosiaatioiden selityksetkin ovat vain
osittaisia. Avoin kysymys onkin myo¨s, mista¨ na¨iden kaltainen rakenteisuus perim-
milta¨a¨n johtuu.
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