Building explainable systems is a critical problem in the field of Natural Language Processing (NLP), since most machine learning models provide no explanations for the predictions. Existing approaches for explainable machine learning systems tend to focus on interpreting the outputs or the connections between inputs and outputs. However, the fine-grained information is often ignored, and the systems do not explicitly generate the human-readable explanations. To better alleviate this problem, we propose a novel generative explanation framework that learns to make classification decisions and generate fine-grained explanations at the same time. More specifically, we introduce the explainable factor and the minimum risk training approach that learn to generate more reasonable explanations. We construct two new datasets that contain summaries, rating scores, and fine-grained reasons. We conduct experiments on both datasets, comparing with several strong neural network baseline systems. Experimental results show that our method surpasses all baselines on both datasets, and is able to generate concise explanations at the same time.
Introduction
Deep learning methods have produced state-ofthe-art results in many natural language processing (NLP) tasks (Vaswani et al., 2017; Yin et al., 2018; Peters et al., 2018; Hancock et al., 2018; Ma et al., 2018) . Though these neural network models achieve impressive performance, it comes to a vital issue that whether people should trust the predictions of such neural networks since they are actually black boxes for human beings (Samek et al., 2017) . For instance, if an essay scoring system only tells the scores of a given essay without providing explicit reasons, the users can hardly be convinced of the judgment. Therefore, the ability to explain the rationale is an important aspect of an NLP system, a need which requires traditional NLP models to provide human-readable explanations.
In recent years, lots of works have been done to solve text classification problems, but few of them have explored the explainability of their systems. Ribeiro et al. (2016) try to identify an interpretable model over the interpretable representation that is locally faithful to the classifier. Samek et al. (2017) directly build connections between the inputs and the outputs, using heatmap to visualize how much each hidden element contributes to the predicted results. Although these systems are promising in some ways, they typically do not consider the fine-grained information (e.g. textual explanations for the labels) that may contain sufficient hints for interpreting the behavior of models. However, if a human being wants to rate a product, s/he may first write down some reviews to express his/her opinions towards this product. After that, s/he may score or summarize some attributes of the product, like price, packaging, and quality. Finally, the overall rating for the product will be given based on the fine-grained information. Unfortunately, existing text classification models typically utilize the original review texts to predict the overall results (Tang et al., 2015b; Asghar, 2016; Xu et al., 2017) directly, but none of them provides fine-grained explanations about why the decisions are made. From human beings' perspective, we could hardly understand or trust such models that provide almost no reasons for decision making. Therefore, it is crucial to build an explainable text classification model that is capable of explicitly generating fine-grained information for predictions.
To achieve these goals, we propose a novel generative explanation framework for text classification, where our model is capable of not only pro-viding the classification predictions but also generating fine-grained information as explanations for decisions. The novel idea behind our hybrid generative-discriminative method is to explicitly capture the fine-grained information inferred from raw texts, utilizing the information to help interpret the predicted classification results and improve the overall performance. Specifically, we introduce the notion of an explainable factor and a minimum risk training method that learn to generate reasonable explanations for the overall predict results. Meanwhile, such a strategy brings stronger connections between the explanations and predictions, which in return leads to better performance. To the best of our knowledge, we are the first to explicitly explain the predicted results by utilizing the abstractive generative finegrained information.
In this work, we regard the summaries (texts) and rating scores (numbers) as the fine-grained information. Two datasets that contain these kinds of fine-grained information are collected to evaluate our method. More specifically, we construct a dataset crawled from a website called PCMag 1 . Each item in this dataset consists of three parts: a long review text for one product, three short text comments (respectively explains the property of the product from positive, negative and neutral perspectives) and an overall rating score. We regard the three comments as fine-grained information for the long review text. Besides, we also conduct experiments on the Skytrax User Reviews Dataset 2 , where each case consists of three parts: a review text for a flight, five sub-field rating scores (seat comfortability, cabin stuff, food, in-flight environment, ticket value) and an overall rating score. As for this dataset, we regard the five sub-field rating scores as fine-grained information for the flight review text.
Empirically, we evaluate our model-agnostic method on several neural network baseline methods for both datasets, including the CNN-based model (Kim, 2014) , the LSTM-based model and the CVAE-based sequence-tosequence model (Zhou and Wang, 2018) . Our experimental results suggest that our approach substantially improves the performance over baseline systems, illustrating the advantage of the usage the fine-grained information. Meanwhile, by provid-ing the fine-grained information as explanations for the classification results, our model is an understandable system that is worth trusting. Our contributions are three-fold:
• We are the first to leverage the generated finegrained information for building a generative explanation framework for text classification, propose an explanation factor, and introduce minimum risk training for this hybrid generative-discriminative framework;
• We evaluate our model-agnostic explanation framework with different neural network architectures, and show considerable improvements over baseline systems on two datasets;
• We provide two new publicly available explainable NLP datasets that contain finegrained information as explanations for text classification.
Generative Explanation Framework
In this part, we present our Generative Explanation Framework (GEF), including the task definition, notations, and detailed model descriptions.
Task Definition and Notations
The research problem investigated in this paper is defined as: How can we generate fine-grained explanations for the decisions our classification model makes? To answer this question, we may first investigate what are good fine-grained explanations. For example, in sentiment analysis, if a product A has three attributes: i.e., quality, practicality, and price. Each attribute can be described as "HIGH" or "LOW". And we want to know whether A is a "GOOD" or "BAD" product. If our model categorizes A as "GOOD" and it tells that the quality of A is "HIGH", the practicality is "HIGH" and the price is "LOW", we can regard these values of attributes as good explanations that illustrate why the model judges A to be "GOOD". On the contrary, if our model produces the same values for the attributes, but it tells that A is a "BAD" product, we then think the model gives bad explanations. Therefore, for a given classification prediction made by the model, we would like to explore more on the fine-grained information that can explain why it comes to such a decision for the current example. Meanwhile, we also want to figure out whether the fine-grained information inferred from the input texts can help improve the overall classification performance. We denote the input sequence of texts to be S{s 1 , s 2 , . . . , s |S| }, and we want to predict which category y i (i ∈ [1, 2, . . . , N ]) the sequence S belongs to. At the same time, the model can also produce generative fine-grained explanations e c for y i (Notice that e c can be in any kinds of forms, including texts, numerical scores, etc.). Figure 1 illustrates the architecture of our method. vector v e . Predictor P gives the probability distribution P pred for categories. We extract the ground-truth probabilityp pred from P pred . Generator G takes v e as input and generates explanations e c . Then pretrained classifier C will respectively take e c and e g as input, output the ground-truth probabilityp classif ied andp golden . The explanation factor EF (S) is calculated through p pred ,p classif ied andp golden .
Base Text Encoder and Explanation Generator
A common way to do text classification tasks is using an Encoder-Predictor architecture (Zhang et al., 2015; Lai et al., 2015) . As shown in Figure  1 , a text encoder E takes the input text sequence S, and encodes S into a representation vector v e . A category predictor P then gets v e as input and outputs the category y i and its corresponding probability distribution P pred . As mentioned above, a desirable model should not only predict the overall results y i , but also provide generative explanations to illustrate why it makes such predictions. A common way to generate explanations is to feed v e to an explanation generator G to generate fine-grained explanations e c (Here, G can be a text decoder if e c is in the form of texts, or G can be a multi-layer neural network if e c is in the form of numerical scores). This procedure is formulated as:
where Encoder maps the input sequence [s 1 , s 2 , · · · , s |S| ] into the representation vector v e ; the P redictor takes the v e as input and outputs the probability distribution over classification categories by using the sof tmax.
During the training process, the overall loss L is composed of two parts, i.e., the classification loss L p and explanation generation loss L e :
where θ represents all the parameters in the network.
Explanation Factor
The simple way to generate explanations, as demonstrated in the previous subsection, is quite straightforward. However, there is a significant shortage during the generating process: it fails to build strong connections between the generative explanations and the predicted overall results. In other words, the generative explanations seem to be independent of the predicted overall results. Therefore, in order to generate more reasonable explanations for the results, we propose to use an explanation factor to help build stronger connections between the explanations and predictions. As we have demonstrated in the introduction, fine-grained information will reflect the overall results more intuitively than the original input text sequence. For example, given a review sentence, "The product is good to use", we may not be sure if the product should be rated as 5 stars or 4 stars. However, if we see that the attributes of the given product are all rated as 5 stars, we may be more convinced that the overall rating for the product should be 5 stars.
So in the first place, we pretrain a classifier C, which also learns to predict the category y by directly taking the explanations as input. More specifically, the goal of C is to imitate human beings' behavior, which means that C should predict the overall results more accurately than the base model that takes the original text as the input. We will further prove this assumption in the experiments section.
We then use the pretrained classifier C to help provide a strong guidance for the text encoder E, making it capable of generating a more informative representation vector v e . During the training process, we first get the generative explanations e c by utilizing the explanation generator G. We then feed this generative explanations e c to the classifier C to get the probability distribution of the predicted results P classif ied . Meanwhile, we can also get the golden probability distribution P gold by feeding the golden explanations e g to C. The process can be formulated as:
In order to measure the distance among predicted results, generated explanations and golden generations, we extract the ground-truth probabilityp classif ied ,p pred ,p gold from P classif ied , P pred , P gold respectively. They will be used to measure the discrepancy between the predicted result and ground-truth result in minimum risk training.
We define our explanation factor EF (S) as:
There are two components in the formula of EF (S):
• The first part |p classif ied −p gold | represents the distance between the generated explanations e c and the golden explanations e g .
Since we pretrain C using golden explanations, we hold the view that if similar explanations are fed to the classifier, similar predictions should be generated. For instance, if we feed a golden explanation "Great performance" to the classifier C and it tells that this explanation means "a good product", then we feed another explanation "Excellent performance" to C, it should also tell that the explanation means "a good product". In this way, we hope that e c can express the same or similar meaning as e g .
• The second part |p classif ied −p pred | represents the relevance between the generated explanations e c and the original texts S. The generated explanations should be able to interpret the overall result. For example, if the base model predicts S to be "a good product", but the classifier tends to classify e c to be the explanations for "a bad product", then e c cannot properly explain the reason why the base model gives such predictions.
Minimum Risk Training
Minimum risk training (MRT) aims to minimize the expected loss, i.e., risk over the training data (Ayana et al., 2016) . Given a sequence S and golden explanations e g , we define Y(S, θ) as the set of predicted overall results with parameter θ.
We define ∆(y,ỹ) as the semantic distance between predicted overall results y and ground-truth y. Then, the objective function is defined as:
where dataset D presents the whole training dataset.
In our experiment, E Y(S,θ) is the expectation over the set Y(S, θ). Explanation Factor EF (S) represents the joint distance of input texts, generated explanations and golden explanations. Therefore, the objective function of MRT can be further formalized as:
MRT exploits EF (S) to measure the loss, which learns to optimize GEF with respect to the specific evaluation metrics of the task. In order to avoid the total degradation of loss, we define our final loss function as:
The whole training process of GEF is described in Algorithm 1.
Algorithm 1 Generative Explanation Network
Require: Text Sequence S, Golden Explanations eg, Classifier C, Overall Ground-truthỹ 1: Calculate representation vector ve of S 2: Generate explanations ec using ve 3:p pred = f (ve,ỹ) 4:p gold = fC (eg, ve,ỹ) 5:p classif ied = fC (ec, ve,ỹ) 6: EF (S) = |p classif ied −p gold | + |p classif ied −p pred | 7: Calculate the explanation generation loss Le 8: Calculate the prediction loss Lp 9: L(eg, S, θ) = Lp + Le 10: LMRT (eg, S, θ) = L(eg, S, θ)EF (S) 11: L f inal = L(eg, S, θ) + LMRT (eg, S, θ) 12: Update θ using gradient g ∝ ∇L f inal
Example 1: Text Explanations
Generally, the fine-grained explanations are in the form of texts in a real-world dataset. In order to test the performance of GEF on generating text explanations, we apply GEF to Conditional Variational Autoencoder (CVAE) (Sohn et al., 2015) . CVAE is found to be capable of generating emotional texts and capturing greater diversity than traditional SEQ2SEQ models. As mentioned in the introduction section, text explanations usually express emotional feelings to some extent. The variable ways to express the same meaning of an explanation make CVAE suitable to be the base model to generate emotional and varied explanations.
We give an example of the structure of CVAE+GEF in Figure 2 . For space consideration, we leave out the detailed structure of CVAE. In this architecture, golden explanations e g and generated explanations e c are both composed of three text comments: i.e., positive comments, negative comments, and neutral comments. We regard these three comments as fine-grained explanations for the final overall rating. The classifier is a skipconnected model of bidirectional GRU-RNN layers (Felbo et al., 2017) . It takes the positive, negative and neutral comments as inputs, outputs the probability distribution of the predicted results.
Example 2: Numerical Explanations
Another frequently used form of the fine-grained explanations for the overall results is numerical scores. For example, when a user wants to rate a product, s/he may first rate some attributes of the product, like the packaging, price, etc. After rating all the attributes, s/he will give an overall rating for the product. So we can say that the rating for the attributes can somewhat explain why
is cheap , but too heavy . it e c e c1 : pricy . e c2 : heavy . e c3 : just good . e g e g1 : cheap . e g2 : heavy . e g3 : worthy to buy . Figure 2 : Structure of CVAE+GEF. There are totally 4 categories for the classification, and the ground-truth category is 2 in this example. the user gives the overall rating. LSTM and CNN are shown to achieve great performance in text classification tasks (Tang et al., 2015a) , so we use LSTM and CNN models as the encoder E, respectively. The fine-grained numerical explanations are also regarded as a classification problem in this example. We will report the detailed structure of input data and results in the following sections.
Dataset
We conduct experiments on two datasets where we use texts and numerical ratings to represent finegrained information respectively. The first one is crawled from a website called PCMag, and the other one is the Skytrax User Reviews Dataset. Note that all the texts in the two datasets are preprocessed by the Stanford Tokenizer 3 .
PCMag Review Dataset
This dataset is crawled from the website PCMag. It is a website providing reviews for electronic products, like laptops, smartphones, cameras and so on. Each item in the dataset consists of three parts: i.e., a long review text, three short comments, and an overall rating score for the product. Three short comments are summaries of the long review respectively from positive, negative, neutral perspectives. An overall rating score is a num- ber ranging from 0 to 5, and the possible values that the score could be are {1.0, 1.5, 2.0, ..., 5.0}.
Since long text generation is not what we focus on, the items where review text contains more than 70 sentences or comments contain greater than 75 tokens are filtered. We randomly split the dataset into 10919/1373/1356 pairs for train/dev/test set. The distribution of the overall rating scores within this corpus is shown in Table 1 .
Skytrax User Reviews Dataset
We incorporate an airline review dataset scraped from Skytraxs Web portal. Each item in this dataset consists of three parts: i.e., a review text, five sub-field scores and an overall rating score. The five sub-field scores respectively stand for the user's ratings for seat comfortability, cabin stuff, food, in-flight environment, and ticket value, and each score is an integer between 0 and 5. The overall score is an integer between 1 and 10.
Similar to the PCMag Review Dataset, we filter out the items where the review text contains more than 300 tokens. Then we randomly split the dataset into 21676/2710/2709 pairs for train/dev/test set. The distribution of the overall rating scores within this corpus is presented in Table 2.
Experiment Results and Analyses
In this section, we first report the experimental settings. Then, we show the general results of the GEF, including the comparison with the base model. Finally, we give some cases to take a closer look at the quality of the generated explanation using GEF.
Experimental Settings
As the goal of this study is to propose an explanation framework, in order to test the effectiveness of proposed GEF, we use the same experimental settings on the base model and on the base model+GEF.
We use GloVe (Pennington et al., 2014) word embedding for PCMag dataset and minimize the objective function using Adam (Kingma and Ba, 2014) . The hyperparameter settings for both datasets are listed in Table 3 . 
Experiment Results

Text Explanations on PCMag Review Dataset
We use BLEU (Papineni et al., 2002) scores to evaluation the quality of generated text explanations. There are considerable improvements on the BLEU scores of explanations generated by CVAE+GEF over the explanations generated by CVAE, which demonstrates that the explanations generated by CVAE+GEF are of higher quality. CVAE+GEF can generate explanations that are closer to the overall results, thus can better illustrate why our model makes such a decision.
Our goal is that the generated fine-grained explanations should provide the extra guidance to the classification task, so we also compare the performance of classification on CVAE and CVAE+GEF. We use top-1 accuracy and top-3 accuracy as the evaluation metrics for the performance of classification. In Table 5 , we compare the results of CVAE+GEF with CVAE in both test and dev set. As shown in the table, CVAE+GEF has better classification results than CVAE, which indicates that the fine-grained information can really help enhance the overall classification results. As aforementioned, we have an assumption that if we use fine-grained explanations to do the classification, we shall get better results than using the original input texts. So we list the performance of the classifier C in Table 5 to make the comparison. As we have elaborated in the previous section, the input of C is the text explanations. Experiments show that C has better performance than both CVAE and CVAE+GEF, which proves our assumption to be reasonable.
Numerical Explanations in Example 2
In the Skytrax User Reviews Dataset, the overall ratings are integers between 1 to 10, and the five sub-field ratings are integers between 0 and 5. All of them can be treated as classification problems, so we use accuracy to evaluate the performance.
The accuracy of predicting the sub-field ratings can indicate the quality of generated numerical explanations. In order to prove that GEF can help generate better explanations, we show the accuracy of the sub-field rating classification in Table  6 . The 5 ratings evaluate the seat comfortability, cabin stuff, food, in-flight environment, and ticket value, respectively. As we can see from the results in Table 6 , the accuracy for 5 sub-field ratings all get enhanced comparing with the baseline. Therefore, we can tell that GEF can improve the quality of generated numerical explanations. s% c% f% i% t% LSTM 46.59 52.27 43.74 41.82 45.04 LSTM+GEF 49.13 53.16 46.29 42.34 48.25 CNN 46.22 51.83 44.59 43.34 46.88 CNN+GEF 49.80 52.49 48.03 44.67 48.76 Then we compare the result for classification in Table 7 . As the table shows, the accuracy or top-3 accuracy doesn't differ too much when using LSTM or CNN as the base model. When the models are combined with GEF, accuracy gets improved. Moreover, the performances of the classifier are better than LSTM (+GEF) and CNN (+GEF), which further confirms our assumption that the classifier C can imitate the conceptual habits of human beings. Leveraging the explanations can provide guidance for the model when doing final results prediction. 
Case Study
Lastly, we show several cases to illustrate the explainability of our proposed Generative Explanation Framework.
Text Explanation Cases
First, we show the examples of text explanations generated by CVAE+GEF in Table 8 . We can see that our model can accurately capture some key points in the golden explanations. And it can learn to generate grammatical comments that are logically reasonable.
Numerical Explanation Cases
In order to show the effectiveness of our model, we also randomly sample some cases from the generated explanations on the Skytrax User Review Dataset. Since the performance is similar using Neutral Generated: A solid, gorgeous 4k screen that offers a sharp 4k picture, but it's missing some features for the competition. Neutral Golden: A solid 4k television line, but you can get an excellent 1080p screen with more features and better performance for much less.
Flash Drive, 3.0
Positive Generated: Simple, functional design. Handy features.
Positive Golden: Charming design. Reasonably priced. Capless design.
Negative Generated: All-plastic construction. No usb or color protection. Negative Golden: All-plastic construction. On the slow side. Crowds neighboring ports. flash drives geared toward younger children don't have some sort of password protection.
Neutral Generated: The tween-friendly UNK colorbytes are clearly designed and offers a comprehensive usb 3.0, but it's not as good as the competition. Neutral Golden: The kid-friendly dane-elec sharebytes value pack drives aren't the quickest or most rugged flash drives out there, but they manage to strike the balance between toy and technology. Careful parents would be better off giving their children flash drives with some sort of password protection. Table 9 , when the overall rating is high, GEF tends to predict higher ratings for the 5 sub-field attributes. And if GEF predicts low ratings for the 5 sub-field attributes, it also gives a low overall rating. 
Error and Analysis
We focus on the deficiency of generation for text explanation in this part. First of all, although our proposed GEF can capture the key points in the explanation, as we can see from the given example in Table 8 , the generated text explanation tend to be shorter than golden explanations. This is because longer explanations tend to bring more loss, so GEF tends to leave out the words that are of less informative, like some function words, conjunctions, etc. In order to solve this problem, we may consider adding length reward/penalty by using reinforcement learning to control the length of generated texts.
Second, as we can see from Table 8 , there are UNK s in the generated explanations. Since we are generating abstractive comments for product reviews, there may exist some domain-specific words. The frequency of these special words is low, so it is relatively hard for GEF to learn to embed and generated these words. A substituted way is that we can use char-embedding structure to more detailedly describe the information contained in these words.
Related Work
Our work is closely aligned with Explainable Artificial Intelligence (XAI) (Gunning, 2017) , which is claimed to be essential if users are to understand, appropriately trust, and effectively manage this incoming generation of artificially intelligent partners. In artificial intelligence, providing an explanation of individual decisions is a topic that has attracted attention in recent years. The traditional way of explaining the results is to directly build connections between the input and output, and try to figure out how much each dimension or element in the input contributes to the final output. Some previous works explain the result from two ways: evaluating the sensitivity of output if input changes and analyze the result from a mathematical way by redistributing the prediction function backward using local redistribution rules (Samek et al., 2017) . There are some works connecting the result with the classification model. Ribeiro et al. (2016) try to explain the result from the result itself and provide a global view of the model. Although the method is promising and mathematically reasonable, they cannot generate explanations in natural forms. They focus more on how to interpret the result. Some of the previous works have similar motivations as our work. Lei et al. (2016) rationalize neural prediction by extracting the phrases from the input texts as the explanations. They conduct their work in an extractive approach, and focus on rationalizing the predictions. However, our work aims not only to predict the results, but also to generate abstractive explanations, and our framework can generate explanations both in the forms of texts and numerical scores. Ouyang et al. (2018) apply explanations to recommendation systems, integrating user information to generate explanation texts and further evaluating these explanations by using them to predict the result. The problem of their work is that they don't build strong interactions between the explanations and recommendation results, where the strongest connection of the recommendation result and explanations is that they have the same input. Hancock et al. (2018) proposes to use a classifier with natural language explanations that are annotated by human beings to do the classification. Our work is different from theirs in that we use the natural attributes as the explanations which are more frequent in reality.
Conclusion
In this paper, we investigate the possibility of using the fine-grained information to help explain the decision made by our classification model. More specifically, we design a Generative Explanation Framework (GEF) that can be adapted to different models. Minimum risk training method is applied to our proposed framework. Experiments demonstrate that after combining with GEF, the performance of the base model can be enhanced. Meanwhile, the quality of explanations generated by our model is also improved, which demonstrates that GEF is capable of generating more reasonable explanations for the decision.
