Abstract. The paper discusses stable boundary conditions for the two-dimensional Leap-Frog scheme and the Modified Leap-Frog scheme introduced by the authors in a former work.
and B = bG/bu, and it has been assumed that A and B are simultaneously symmetrizable.
In [1] it has been shown that the stability condition (1. and (1.6) G¡;k = G(Huj+Xtk+uhXik)).
Not only does (1.4) have the better stability condition Ax Ay ) (1-7)
Ai < min.
¡P(A) P(B)
but it also has a smaller phase error than the standard L.-F. scheme, (1.2) .
In this work we intend to present several stable ways of treating the boundary conditions for the Modified Leap-Frog (M.L.-F.) scheme. In deriving these boundary conditions it was found that there is also a need to explore what kind of boundary treatments are stable for the standard two-dimensional L.-F. scheme (1.2).
2. Stability Results. In this section we consider the equation shown by Kreiss that the initial boundary value problem for (2.2) (even if A and B do not commute) can be analyzed by means of Fourier transforming in one direction.
We will follow this method of analysis in order to determine stable treatment at the boundaries.
Gustafsson, Kreiss and Sundström [2] considered the one-dimensional case,
where A is a positive diagonal matrix. They have shown that determination of the boundary values by space extrapolation on the same time level is an unstable procedure. They did present three stable "boundary treatment" schemes (at x = 0):
(ii) un0 + 1 =u"0+(At/Ax)A(u"x-un0),
(iii) u"0 + 1 +unx + l -(At/Ax)A(unx + 1 -un0 + i) = un0 +u"x -(At/Ax)A(unx -un0).
All three leave the pure initial-value stability condition unaltered, At < Ax/p(A).
In this paper we will discuss extensions of (i) and (ii) to the two-dimensional case. It is readily seen that such extensions (and generalizations) of the boundary conditions (i) and (ii) are not unique. For example, condition (i) may be extended as (2-3> <*!=k.»-«r*1-On the other hand, one may view (i) as an extrapolation in the characteristic direction in the x -t plane, and then it is reasonable to extend (i) as an extrapolation along the characteristic in the x -y -t space. This will result in the boundary condition (2-4) uok = 2uxk+x -u2>k+2-Similarly, the one-dimensional boundary condition (ii) may be generalized to có\¡.-i)
where the F's and the G's are defined by (2-7> Fi,k=FQA(uXtk+x +ui>k)), G0,fc+1 = G(K(ux¡k+x + «0,fc+1)).
As far as condition (iii) is concerned, we feel that it is much harder to apply it in the two-dimensional case since it involves the inversion of a matrix in the linear case and the solution of nonlinear algebraic equations, otherwise. Therefore, we shall not consider the extension of (iii) to the two-dimensional case.
At this stage we would like to discuss briefly the way of checking stability. The analysis is based on assuming that the finite-difference equations (1.2) and (1.4) have solution of the type
where the indices n, j, k are those appearing in the finite-difference schemes and i = yj-l. We will look for solutions such that Izl > 1, Ik I < 1 in order to establish instability. If we get a solution such that Izl = 1, Ik I = 1, we will check the origin of this solution, i.e., how does a perturbation in z affect k. Substituting (2.8) into Ar At (2-5> »o,V = <,k + -W,k-F"o,k) + £gC<ft*+i or, it may be extended to
Proof. Boundary condition (2.3) leads to the resolvent equation
Equation (2.9) together with (2.11) yields (2.12) z2_2lY^_sinT,V_1=0)
where -1 < sin rj < 1 and, from (1.3), 0 < X < V-. Solving for z, we get (2-13) z = /7 ± Vi -72, where X (2.14) 7 =-sinr?, i.e. -1<7<1.
Thus Izl = 1, and there is no eigenvalue Izl > 1 for this problem. There remains to check for the possible existence of a generalized eigenvalue. Let 6 he defined by 7 = sin 6, and therefore z = e'e. Assume that (2.11) implies that for some 6 we have k0 = z0, and let us now check what happens if we perturb z by a small real number, e. Take z = z0 + e; then k =k0 +5 =z0 +5. Substituting these expressions into (2.9) and neglecting terms which are 0(e2), 0(82), 0(e8) and higher, one gets
where ß = 2X sin 77. Using the fact (see Eq. (2.12)) that ißz0 = (1 -X)(Zq -1), we get from (2.15)
Thus, for a z-value approaching z0 from outside the unit circle there corresponds a k approaching k0 also from outside the unit circle. We conclude, therefore, that there are no generalized eigenvalues and the scheme is stable.
and then k = k0 + ô = zQ + 5. We substitute these values of z and k into (2.10) and collect terms in powers of e and S to get z0Kzo -0 -Xz2e/,î + XTlr>] + ô(z2 -1 -2\z20eir>) + e(2z2 -Xz2/'" + Xe^)
+ O(e2,o2,eô) = 0.
The expression in the square brackets vanishes by virtue of (2.17); and to first order in e and 6 we have S 2z2 -Xz2e/T) + Xe~iT) e 1 -z2 + 2Xz2eiT) which, upon using (2.17) and rearranging, reduces to (2.18) S = 2J1XcosjL e X (cos t? -X)
Recall that (with F = G = u) for the M.L.-F. the initial-value stability condition is X < 1 rather than X < XA as for the standard L.-F. For 0 < X < 1 and -1 < cos tj < 1 we can for each X find r¡ such that ô/e < 0. In particular, for t? = 7r/2 we have 8/e = -1/X2 ; and thus z = -1 is a generalized eigenvalue of (2.11) and the boundary condition (2.3) renders the scheme unconditionally unstable. The value z = -1 (k = 1) is a root of (2.20). Perturbing (2.9) with z = -1 -e (e > 0) and k = 1 + 6, one gets ô = -e/X and, therefore, Ik I < 1. Thus, we have just shown that k = 1, z = -1 is a generalized eigenvalue. This is sufficient for stability. To show that (2.33) is also a necessary condition we show that for X > .4 we can find a generalized eigenvalue. Take rj = rr/2, and we find that for X > .4, X = Real k0 < 0; and hence (2.30) is violated. This completes the proof.
As far as we are aware, this is the first known example that the boundary treatment modifies the stability condition rather than negating or leaving it unaltered.
Lemma 6. The M.L.-F. scheme (1.4) with the boundary condition (2.5) is unconditionally unstable.
Proof. We give a counterexample to stability. Take r¡ = it and the appropriate characteristic and resolvent equations, respectively, (2.10) and (2.22) take the form u(x, y, t) = sin 27r(x + f)sin 2n(y + t).
The numerical solution was carried on the square 0<x<l,0<y<l.
Since the initial condition is periodic in y with period 1, and since the analysis assumed Fourier transformation in the y direction, we have to give periodic conditions on the y = constant boundaries. The characteristics of the transformed equation have negative slope in the x -t plane; and hence, we must specify a solution on x = 1 and a boundary condition at x = 0. The various conditions were, then, chosen as follows: The tabulated values amply verify the theoretical results. We used for the L.-F. calculation the known solution that is (3.5) u(x, 0, t) -u(x, 1, t) = sin 2(x + t)sin 2t.
The results for the M.L.-F. are for the periodic condition u(x, 0, t) = u(x, 1, t).
It is interesting to note that if, instead of (3.5), we used the periodicity condition u(x, 0, t) -u(x, 1, t), then the numerical computations failed to show the instability for X > .4 in the case of the L.-F. with boundary condition (2.5). This is due, we think, to the fact that the dissipation introduced by the extrapolation overcomes the weak instability due to the existence of a generalized eigenvalue for X > .4. Since only one characteristic is positive, u cannot be specified at x = 0 (see [3] ) and will be determined by the extrapolation (2.3).
We set in (4.1) Having found that we need only two of the four k 's, the solution must be of the form Eliminating a, ß, y and 5 from (4.10) to (4.13), we get (4.14) aVk4 + X(X -2)(z2 -1)z2k2 -X2z4 = 0.
If we now rewrite (4.6) with k = kx and eliminate k. between (4.14) and (4.6), we get the following eighth-order algebraic equation for z : We made a (numerical) parametric study of (4.15) with 0 < X < '/£, 1 < 0 < 3 and for each z, Izl > 1, so found we computed kx from (4.14). We found no solution of (4.15) with Izl > 1 such that the corresponding k, computed from (4.14) was smaller than 1 in magnitude. This shows stability. A similar analysis shows that the M.L.-F.
for (4.1) with boundary scheme (2.4) is stable. 
