This paper describes a generalization of the LowerUnits algorithm [8] for the compression of propositional resolution proofs. The generalized algorithm, called LowerUnivalents, is able to lower not only units but also subproofs of non-unit clauses, provided that they satisfy some additional conditions. This new algorithm is particularly suited to be combined with the RecyclePivotsWithIntersection algorithm [8]. A formal proof that LowerUnivalents always compresses more than LowerUnits is shown, and both algorithms are empirically compared on thousands of proofs produced by the SMT-Solver veriT.
Introduction
Propositional resolution is among the most successful proof calculi for automated deduction in propositional logic available today. It provides the foundation for DPLL-and CDCL-based Sat/SMT-solvers [4] , which perform surprisingly well in practice [10] , despite the NP-completeness of propositional satisfiability [5] and the theoretical difficulty associated with NP-complete problems.
Resolution refutations can also be output by Sat/SMT-solvers with an acceptable efficiency overhead and are detailed enough to allow easy implementation of efficient proof checkers. They can, therefore, be used as certificates of correctness for the answers provided by these tools in case of unsatisfiability.
However, as the refutations found by Sat/SMT-solvers are often redundant, techniques for compressing and improving resolution proofs in a post-processing stage have flourished. Algebraic properties of the resolution operation that might be useful for compression were investigated in [7] . Compression algorithms based on rearranging and sharing chains of resolution inferences have been developed in [1] and [12] . Cotton [6] proposed an algorithm that compresses a refutation by repeteadly splitting it into a proof of a heuristically chosen literal and a proof of , and then resolving them to form a new refutation. linear time compression algorithms are introduced. One of them is a partial regularization algorithm called RecyclePivots. An enhanced version of this latter algorithm, called RecyclePivotsWithIntersection (RPI), is proposed in [8], along with a new linear time algorithm called LowerUnits. These two last algorithms are complementary and better compression can easily be achieved by sequentially composing them (i.e. executing one after the other).
In this paper, the new algorithm LowerUnivalents, generalizing LowerUnits, is described. Its achieved goals are to compress more than LowerUnits and to allow fast non-sequential combination with RPI. While in a sequential combination one algorithm is simply executed after the other, in a non-sequential combination, both algorithms are executed simultaneously when the proof is traversed. Therefore, fewer traversals are needed.
The next section introduces the propositional resolution calculus using notations that are more convenient for describing proof transformation operations. It also describes the new concepts of active literals and valent literals and proves basic but essential results about them. Section 3 briefly describes the LowerUnits algorithm. In Sect. 4 the new algorithm LowerUnivalents is introduced and it is proved that it always compresses more than LowerUnits. Section 5 describes the non-sequential combination of LowerUnivalents and RPI. Lastly, experimental results are discussed in Sect. 6.
Propositional Resolution Calculus
A literal is a propositional variable or the negation of a propositional variable. The complement of a literal is denoted (i.e. for any propositional variable p, p = ¬p and ¬p = p). The set of all literals is denoted L. A clause is a set of literals. ⊥ denotes the empty clause.
Definition 1 (Proof ). A directed acyclic graph V, E, Γ , where V is a set of nodes and E is a set of edges labeled by literals (i.e. E ⊂ V × L × V and v 1 − → v 2 denotes an edge from node v 1 to node v 2 labeled by ), is a proof of a clause Γ iff it is inductively constructible according to the following cases:
where v is a new node and ρ(ϕ) denotes the root node of ϕ.
If ψ = ϕ L ϕ R , then ϕ L and ϕ R are direct subproofs of ψ and ψ is a child of both ϕ L and ϕ R . The transitive closure of the direct subproof relation is
