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Abstract
Generic layout analysis–process of decomposing document image into homogeneous re-
gions for a collection of diverse document images–has many important applications in
document image analysis and understanding such as preprocessing of degraded warped,
camera-captured document images, high performance layout analysis of document im-
ages containing complex cursive scripts, and word spotting in historical document im-
ages at page level. Many areas in this field like generic text line extraction method are
considered as elusive goals so far, still beyond the reach of the state-of-the-art meth-
ods [NJ07, LSZT07, KB06]. This thesis addresses this problem in such a way that it
presents generic, domain-independent, text line extraction and text and non-text seg-
mentation methods, and then describes some important applications, that were devel-
oped based on these methods. An overview of the key contributions of this thesis is as
follows.
The first part of this thesis presents a generic text line extraction method using a com-
bination of matched filtering and ridge detection techniques, which are commonly used in
computer vision. Unlike the state-of-the-art text line extraction methods in the literature,
the generic text line extraction method can be equally and robustly applied to a large
variety of document image classes including scanned and camera-captured documents,
binary and grayscale documents, typed-text and handwritten documents, historical and
contemporary documents, and documents containing different scripts. Different standard
datasets are selected for performance evaluation that belong to different categories of doc-
ument images such as the UW-III [GHHP97] dataset of scanned documents, the ICDAR
2007 [GAS07] and the UMD [LZDJ08] datasets of handwritten documents, the DFKI-
I [SB07] dataset of camera-captured documents, Arabic/Urdu script documents dataset,
and German calligraphic (Fraktur) script historical documents dataset. The generic text
line extraction method achieves 86% (n = 23, 763 text lines in 650 documents) text line
detection accuracy which is better than the aggregate accuracy of 73% of the best per-
forming domain-specific state-of-the-art methods. To the best of the author’s knowledge,
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it is the first general-purpose text line extraction method that can be equally used for a
diverse collection of documents.
This thesis also presents an active contour (snake) based curled text line extraction
method for warped, camera-captured document images. The presented approach is ap-
plied to DFKI-I [SB07] dataset of camera-captured, Latin script document images for
curled text line extraction. It achieves above 95% (n = 3, 091 text lines in 102 doc-
uments) text line detection accuracy, which is significantly better than the competing
state-of-the-art curled text line extraction methods. The presented text line extraction
method can also be applied to document images containing different scripts like Chinese,
Devanagari, and Arabic after small modifications.
The second part of this thesis presents an improved version of the state-of-the-art mul-
tiresolution morphology (Leptonica) based text and non-text segmentation method [Blo91],
which is a domain-independent page segmentation approach and can be equally applied
to a diverse collection of binarized document images. It is demonstrated that the pre-
sented improvements result in an increase in segmentation accuracy from 93% to 99%
(n = 113 documents).
This thesis also introduces a discriminative learning based approach for page segmen-
tation, where a self-tunable multi-layer perceptron (MLP) classifier [BS10] is trained for
distinguishing between text and non-text connected components. Unlike other classifi-
cation based page segmentation approaches in the literature, the connected components
based discriminative learning based approach is faster than pixel based classification
methods and does not require a block segmentation method beforehand. A segmentation
accuracy of 96% (n = 113 documents) is achieved in comparison to the state-of-the-art
multiresolution morphology (Leptonica) based page segmentation method [Blo91] that
achieves a segmentation accuracy of 93%. In addition to text and non-text segmentation
of Latin script documents, the presented approach can also be adapted for document im-
ages containing other scripts as well as for other specialized layout analysis tasks such as
digit and non-digit segmentation [HBSB12], orientation detection [RBSB09], and body-
text and side-note segmentation [BAESB12].
Finally, this thesis presents important applications of the two generic layout analysis
techniques, ridge-based text line extraction method and the multi-resolution morphology
based text and non-text segmentation method, discussed above. First, a complete prepro-
cessing pipeline is described for removing different types of degradations from grayscale
warped, camera-captured document images that includes removal of grayscale degra-
dations such as non-uniform shadows and blurring through binarization, noise cleanup
iii
applying page frame detection, and document rectification using monocular dewarping.
Each of these preprocessing steps shows significant improvement in comparison to the
analyzed state-of-the-art methods in the literature. Second, a high performance layout
analysis method is described for complex Arabic script document images written in differ-
ent languages such as Arabic, Urdu, and Persian and different styles for example Naskh
and Nastaliq. The presented layout analysis system is robust against different types of
document image degradations and shows better performance for text and non-text seg-
mentation, text line extraction, and reading order determination on a variety of Arabic
and Urdu document images as compared to the state-of-the-art methods. It can be used
for large scale Arabic and Urdu documents’ digitization processes. These applications
demonstrate that the layout analysis methods, ridge-based text line extraction and the
multi-resolution morphology based text and non-text segmentation, are generic and can
be applied easily to a large collection of diverse document images.
iv
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Chapter 1
Introduction
Layout analysis is the process of decomposing a document image into homogeneous re-
gions such as text, graphics, and line drawings. It is a major performance limiting step
in document analysis and understanding. A large number of layout analysis methods
have been proposed for typed-text, handwritten and historical document images in the
literature over the last four decades. Many of them have got community recognition and
are being used in a variety of applications. However, one of the common limitations of
most of these methods is that they are domain-specific or difficult to apply robustly on a
variety of document images. Layout analysis of a collection of diverse document images,
generic layout analysis, is an open challenging problem. This thesis presents generic text
line extraction and text and non-text segmentation approaches that can be equally ap-
plied to a diverse collection of document images such as books, magazines, newspapers,
handwritten and historical documents. Moreover, these documents may be scanned or
camera-captured, binary or grayscale, typed-text or handwritten, and containing different
scripts like Latin, Chinese, and Arabic.
The rest of this chapter is organized as follows. Section 1.1 briefly introduces the
reader to the field of document image processing. Section 1.2 outlines the scope of this
thesis by defining diverse collection of document images. Section 1.3 briefly describes
the problem of text line extraction, and discusses various text line extraction methods
and associated challenges in the sub-domains of camera-captured, complex scripts, and
handwritten/historical documents. Section 1.4 highlights the need of a generic text line
extraction method and finally Section 1.5 enlists the main contributions of this thesis.
3
4 1.1. DOCUMENT IMAGE PROCESSING
1.1 Document Image Processing
Document image processing is a subfield of digital image processing. It mainly deals with
the transformation of digitized document images into electronic/symbolic form for stor-
age, transmission, reuse, and modification. There are many different types of documents,
such as books, magazines, newspapers, archives, forms, invoices, envelops, engineering
drawings, maps, and music sheets. Together with some common preprocessing steps,
different documents may have different document image processing goals. For exam-
ple, document image processing goal for a book may be to recognize text, while the
document image processing objective for maps may be to extract GIS (Geographic Infor-
mation Systems) representation. Traditionally, the field of document image processing
is distinguished between mostly text image processing and mostly graphics image pro-
cessing [Nag00]. Categorization of mostly text and mostly graphics document images
and their corresponding document image processing goals is as follows. Mostly text
document images are composed of plain/illustrated text (books, magazines, newspaper,
archives) and structured text (forms, invoices, envelop), where plain/illustrated texts are
usually processed for OCR in reading order and link to illustrations [MR05,APBP09] and
structured texts are processed for generating executable form together with OCR [YJ96,
NBO09]. Mostly graphics document images are composed of maps, engineering drawings,
and music sheets; their correspoding document image processing goals are GIS (Geo-
graphic Information Systems) representation for maps [CA09], CAD (Computer Aided
Design) format for engineering drawing [Tom98,WZY07], and MIDI (Musical Instrument
Digital Interface) representation for music scores [BB01]. This thesis deals with docu-
ment image processing (layout analysis) of diverse collection of mostly (plain/illustrated)
text document images including books, magazines, newspaper, archives, handwritten and
historical documents; hereafter they are referred to as document images.
1.2 Diverse Collection of Document Images
Traditionally, scanners are used for document digitization. They produce planar surface
document images with slight variations in skew angle. Sample scanned document images
are shown in Figure 1.1(a) and 1.1(b), where the document layout in Figure 1.1(a) is called
Manhattan (rectangular) layout and the document layout in Figure 1.1(b) is referred to
as non-Manhattan layout. With the advent of less expensive and widely used digital cam-
corders, digital cameras, cell-phone cameras and PC-cams, consumer-end digital cameras
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(a) Scanned, Binary,
Typed-Text Latin Script,
Manhattan Layout
(b) Scanned, Color,
Typed-Text Latin
Script, Non-Manhattan
Layout
(c) Camera-Captured,
Grayscale, Typed-Text
Latin Script, Warped
Document
(d) Scanned, Bi-
nary, Typed-Text
Telugu Script [tel],
Manhattan Layout
(e) Scanned, Grayscale,
Typed-Text Kannada
Script [kan], Manhattan
Layout
(f) Camera-Captured,
Grayscale, Typed-Text
Urdu Script [urd],
Warped Document
(g) Scanned, Grayscale,
Handwritten/Historical
English Script, Back-
ground Noise [lib]
(h) Scanned, Color,
Handwritten/Historical
Arabic Script, Irregular
Layout [har]
(i) Scanned, Grayscale,
Handwritten/Historical
Arabic Script, Irregular
Layout [har]
Figure 1.1: A diverse collection of document images.
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are also being used for document digitization nowadays [TZND99,Bre05]. Cameras have
several advantages over scanners with respect to document digitization, such as they
support fast, flexible, and non-contact document imaging which is especially helpful for
the digitization of historical documents in libraries. In general, camera based document
image processing systems are more flexible than scanner based systems [DLL03]. A sam-
ple grayscale, camera captured document image is shown in Figure 1.1(c), where the
surface of document image is curvilinear because of non-planar surface of the page. All
of the document images which are shown in Figures 1.1(a), 1.1(b), and 1.1(c) are com-
posed of typed-text Latin (English) script. Latin script is one of the simplest scripts
with respect to document image processing [Nag00] as compared to complex scripts like
Arabic, Persian, African, Urdu, and Indic scripts (like Kannada and Telugu) [KSK06].
Sample document images of typed-text complex scripts like Telugu, Kannada, and Urdu
scripts are shown in Figures 1.1(d), 1.1(e), and 1.1(f), respectively. Besides typed-text
documents, there exits a huge amount of handwritten document images especially in the
form of historical manuscripts in libraries all over the world [LSZT07, KB06]. Sample
handwritten/historical document images are shown in Figure 1.1(g), 1.1(h), and 1.1(i).
Document images with typed-text scripts generally follow some regular/structured layout
as shown in the top two rows of Figure 1.1. On the other side, handwritten document
images usually consist of irregular layouts as shown in the bottom row of Figure 1.1.
Based on the discussion above it can be concluded that, document images can be
categorized into different classes with respect to the following features: i) writing style
(typed-text or handwritten), ii) scripts and languages (like Latin, Chinese, and Arabic),
iii) digitization method (scanner or camera), and iv) intensity values (binary, grayscale,
color). In this dissertation, a corpus of document images consisting of a variety of these
features, as shown in Figure 1.1, is referred to as diverse collection of document images.
1.3 Text Line Extraction
A document image usually consists of text and non-text regions. The first step of doc-
ument image processing in the pipeline of information retrieval from a document image
is geometric layout analysis. Geometric layout analysis is the process of document im-
age decomposition into homogeneous regions and determination of their reading order.
Document images as shown in the Figure 1.1(a) consist of rectangular blocks/zones,
whereas non-Manhattan layout (Figure 1.1(b)) and camera-captured document images
(Figure 1.1(c)) do not contain rectangular blocks, but contain uniform segments. Hand-
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written/historical document images, on the other hand, mostly contain irregular layout
as shown in the bottom row of Figure 1.1. Therefore, instead of blocks, text line is the
dominant geometrical layout structure in the context of diverse collection of document
images [LSZT07].
Text line extraction is considered as one of the most important document image anal-
ysis steps. In general, extracted text lines [BB08], or further segmented words [Vin02],
or characters [AYV01], either machine printed or handwritten, are fed into recognition
engine which converts them into appropriate format (like ASCII and UTF-8). Be-
sides that, extracted text lines also provide important information for implementing
other specialized tasks for different categories of document images. Text line based
skew and orientation detection [KD05, AKR07, vBSB10], zone segmentation [O’G93],
and document cleanup using page frame detection [SvBKB08] are common preprocess-
ing steps in scanned typed-text document images. For camera-captured warped doc-
ument images, text line based monocular dewarping methods are applied for rectifi-
cation [ZT01, DLL03, LT06a, GPN07, FWL+07, SB07], so that the dewarped document
images can be processed by traditional scanner based OCR systems. For handwritten
document images, text line information helps in writer’s identification [MMB01]. For
historical document images, where automatic reading of a complete image is still a long-
term objective because of a large vocabulary and unusual fonts, text line extraction is
an important step for indexing and word spotting [LSZT07,SSG05,KB06,ASS07,MR05].
Additionally, before word spotting, the geometric rectifications in historical document
images can also be corrected by using text lines information [BYHKD09]. In short, re-
gardless of the categories of document images, text line extraction is the first and the
most critical step for document image processing.
Over the last four decades, several text line extraction methods have been pro-
posed. Comprehensive overview of the state-of-the-art page segmentation / text line
extraction methods has been provided in [CCMM98b, Nag00, LSZT07]. Some of these
algorithms have come to widespread use for analyzing documents in different scripts
and languages [SKB08b], such as smearing [WCW82], whitespace analysis [BJF90], X-
Y cut [NSV92], Docstrum [O’G93], Voronoi [KSI98], and constrained text line extrac-
tion [Bre02b]. These algorithms perform well for scanned, binarized, cleaned document
images with simple layouts and scripts, but usually fail on warped camera-captured
document images [BSB10b], complex scripts document images [KKJ07], and handwrit-
ten/historical document images [LZDJ08, LSZT07] because of the specific challenges
in these types of documents images. Some of these documents and their associated
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challenges are described as follows. Hand-held camera-captured document images (Fig-
ure 1.1(c) and 1.1(f)) usually consist of degradations like geometric and perspective dis-
tortions, low resolution, uneven lighting, wide-angle lens distortion, complex backgrounds
(noise), zooming and focusing. Complex scripts document images (Figure 1.1(d), 1.1(e)),
and 1.1(f)) may contain variations in spatial distribution of the components within a
line structure, positional variation of a modifier component, variation of size of con-
nected component within a line, lack of four-line rule standard, and overlapping of con-
nected components from neighboring lines. Historical/handwritten document images
(Figure 1.1(g), 1.1(h), and 1.1(i)) usually consist of irregular page layouts, curvilinear
lines, touched and/or overlapped components, character size variations, smudges, bleed-
through, faded print, as well as hand-held camera-captured document imaging artifacts
(noise, skew, geometric/perspective distortions, and uneven lighting).
Text line extraction for complex document images, like camera-captured, complex
script, and handwritten/historical document images, is an open challenging field. Every
year, different text line extraction methods are being proposed for solving specific prob-
lems in each of these categories of complex document images. Detailed overview of the
state-of-the-art text line extraction methods for warped camera-captured document im-
ages has been provided in [BSB10b] and for handwritten and historical document images
in [LSZT07], and some of the specialized script-specific text line extraction approaches
for complex script document images can be found in [KKJ07, SHKB06]. However, most
of these algorithms rely on certain assumptions about the structure of target document
images for which they are designed and fail on other types of document images, where
the underlying assumptions are not hold.
1.4 A Generic Text Line Extraction Method and Ap-
plications
There is no universal or generic text line extraction method that can be robustly applied
to a diverse collection of document images. However, a generic text line extraction method
can solve a variety of document image processing problems/tasks such as it can be used:
i) to overcome the requirement of specific text line extraction methods for different cate-
gories of document images, ii) to improve the performance of existing OCR software for
complex typed-text document layouts (like non-Manhattan), iii) to remove geometric and
perspective distortions of warped camera-captured document images, so that dewarped
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document images can be directly processed by traditional/existing scanner based OCR
software, iv) to solve layout analysis problems for document images containing complex
script (like Urdu, Telugu, and Kannada), v) to upgrades/promotes the document image
processing pipeline for handwritten/historical document images to page level, which tra-
ditionally focuses on the recognition at line, word, or character levels because of complex
(irregular) page layouts. A universal/generic text line extraction method has remained an
elusive goal so far [NJ07,LSZT07,KB06] and still beyond the reach of the state-of-the-art
in the field.
1.5 Contributions of this Dissertation
The main contributions of this dissertation are:
 A generic text line extraction method is presented (Chapter 3). This method is
based on two standard computer vision algorithms: matched filtering and ridge
detection. To the best of the author’s knowledge, the generic text line extrac-
tion method is the first general purpose text line extraction technique that can
be directly applied on a large variety of document image classes (typed-text, hand-
written and historical documents, scanned and camera-captured documents, binary
and grayscale documents, and document images containing different scripts such as
Latin, Chinese, Arabic, and Indic). Different standard datasets are selected for per-
formance evaluation that belong to different categories of document images such as
the UW-III [GHHP97] dataset of scanned documents, the ICDAR 2007 [GAS07] and
the UMD [LZDJ08] datasets handwritten documents, the DFKI-I [SB07] dataset
camera-captured documents, Arabic/Urdu script documents dataset, and German
calligraphic (Fraktur) script historical documents dataset. A text line detection
accuracy of 86% (n = 23, 763 text lines in 650 documents) is achieved, which is
significantly better than the aggregate accuracy of 73% of the best performing
domain-specific state-of-the-art methods.
 A novel coupled snakelets model is introduced for document image segmentation
(Chapter 2). The coupled snakelets model is an extension of a traditional ac-
tive contour (snake) model. It introduces an automatic initialization of multiple
weighted-coupled pairs of snakes on discrete points and their deformation in evolv-
ing fashion. In this thesis, the coupled snakelets model is adapted for extracting
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curled text lines from typed-text warped camera-captured documents through es-
timating their x-lines and baselines pairs. Above 95% (n = 3, 091 text lines in 102
documents) text line extraction accuracy is achieved on the DFKI-I [SB07] dataset,
which is significantly better than previously reported results on this dataset.
 The modifications to the Leptonica’s text and halftone segmentation algorithm [Blo91]
are presented in Chapter 5 for making it a generic text and non-text image segmen-
tation algorithm, where non-text elements can be halftones, drawings, maps, and
graphics. For performance evaluation, standard datasets like the UW-III [GHHP97]
dataset, the ICDAR 2009 page segmentation competition test dataset [APBP09]
and the circuit diagrams dataset are selected that contain texts, halftones, line
drawings, maps and graphics elements. The presented improvements result in a
significant performance gain from 93% to 99% (n = 113 documents).
 A novel discriminative learning based text and non-text segmentation method is
introduced in Chapter 4, where a self-tunable multi-layer perceptron (MLP) classi-
fier [BS10] is trained for distinguishing between text and non-text connected com-
ponents using a combination of shape- and context-based features. A segmentation
accuracy of 96% (n = 113 documents) is achieved in comparison to the state-of-the-
art multiresolution morphology based Leptonica’s text and halftone segmentation
method [Blo91] that achieves a segmentation accuracy of 93%.
 A novel foreground-background guided local adaptive binarization method is in-
troduced for degraded camera-captured document images (Chapter 6). Unlike us-
ing the same values of free parameters in a traditional local adaptive binarization
method for both foreground and background regions , the concept of applying dif-
ferent values of free parameters for prior-estimated-foreground and prior-estimated-
background regions is introduced in this work. A better OCR-based and image-
based performance is achieved as compared to the state-of-the-art local thresholding
(Sauvola [SP00]) and global thresholding (Otsu [Ots79]) binarization methods on a
subset of the DFKI-I [SB07] dataset.
 A document cleanup using page frame detection method is developed using text line
and text/non-text information for camera-captured document images (Chapter 7).
A better performance is achieved on the DFKI-I [SB07] dataset as compared to the
state-of-the-art Shafait et. al [SvBKB08] and Stamatopoulos et. al [SGK07] page
frame detection methods for camera-captured document images.
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 A text line based monocular dewarping method is presented for hand-held camera-
captured document images (Chapter 8). A better performance is achieved on the
DFKI-I [SB07] dataset as compared to the participants’ methods in CBDAR 2007
page dewarping contest [SvBKB08].
 An image based performance evaluation method is presented in Chapter 9 for page
dewarping algorithms using SIFT features. The performance evaluation metrics
measure how well a dewarping algorithm works on both text and non-text regions in
warped documents. Unlike other image based performance evaluation methods for
page dewarping algorithms, the presented performance evaluation method requires
less manual assistance in ground-truth generation process and measures vectorial
performance evaluation score that identifies important classes of dewarping errors.
 A high performance layout analysis method is introduced for Arabic document
images in Chapter 10. The layout analysis system is developed for segmenting
text and non-text elements and extracting text lines in reading order from scanned
Arabic script document images written in different languages (like Arabic, Urdu,
and Persian) and different styles (like Naskh and Nastaliq). A significantly better
text line detection accuracy of 95% (n = 3, 595 text lines in 45 documents) is
achieved as compared to 85% accuracy of the RAST based text line detection
method [SHKB06] and 75% accuracy of the X-Y cut method [NSV92].
1.6 Dissertation Overview
An overview of the organization of this thesis that highlights the relationship between
different chapters of the thesis is shown in Figure 1.2.
Part I (Chapter 2 and Chapter 3) describes two novel text line extraction methods.
The coupled snakelets based text line extraction method, which is described in Chapter 2,
is designed for extracting curled text lines from typed-text camera-captured document
images. It performs better than previously reported curled text line extraction methods
for Latin script document images. In addition to Latin script, the coupled snakelets based
text line extraction method can be applied to different scripts like Chinese, Devanagari,
and Arabic with specialized script-specific adaptations. In contrast to that, the matched
filtering and ridge detection based text line extraction method, which is described in
Chapter 3, is a domain-independent, generic text line extraction algorithm that can be
equally applied to a large variety of document image classes (typed-text, handwritten and
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historical documents; document images containing complex scripts like Latin, Chinese,
and Arabic; scanned and camera-captured documents, binary and grayscale documents).
It achieves better performance as compared to the aggregate results of domain-specific
state-of-the-art methods on a large collection of diverse document images.
Part II (Chapter 4 and Chapter 5) describes two different text and non-text segmen-
tation methods. In Chapter 4, a text/non-text segmentation method is presented using
connected component based classification, which is faster than pixel based classification
methods and does not require a block segmentation beforehand unlike other classifica-
tion based page segmentation approaches in the literature. In this thesis, this method
is tested with Latin script document images, however, it can be adapted for document
images containing others scripts as well as for other specialized layout analysis tasks,
such as digit and non-digit segmentation [HBSB12], orientation detection [RBSB09], and
body-text and side-note segmentation [BAESB12]. In Chapter 5, an improved version
of multiresolution morphology based text/non-text segmentation method is presented,
which is a domain-independent page segmentation method and it can be equally applied
to a diverse collection of document images.
Part III (Chapter 6 - Chapter 9) presents a complete preprocessing of grayscale,
warped camera-captured document images for removing their inherent degradations (like
non-uniform shadows, noise, perspective and geometric distortions) through binarization,
noise cleanup and dewarping steps. All of these preprocessing steps are mainly designed
using the generic, domain-independent, text line extraction method (Chapter 3) and/or
text and non-text segmentation method (Chapter 5). Part IV (Chapter 10) presents a
high performance layout analysis system for complex Arabic and Urdu script document
images which is a combination of the presented domain-independent text line extraction
(Chapter 3) and text/non-text segmentation (Chapter 5) methods.
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Figure 1.2: A visualization of the structure of this thesis illustrating the relationship be-
tween different chapters and their contribution to different areas of generic
layout analysis.[Note*: here, domain refers to a specific document class that
is defined by a combination of following attributes: digitization method (scan-
ner or camera-captured), intensity value (color, grayscale, or binary), writing
style (printed text or handwritten), type of script (like Latin, Chinese, and
Arabic). For example a domain of scanned, binarized, printed text, Latin
script document images, and a domain of camera-captured, grayscale, hand-
written, Arabic script document images.]
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Part I
Text Line Extraction
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Chapter 2
Coupled Snakelets for Curled Text
Line Extraction from Warped
Document Images1
Summary: camera-captured, warped document images usually contain curled text lines
because of distortions caused by camera perspective view and page curl. Warped doc-
ument images can be transformed into planar document images for improving optical
character recognition (OCR) accuracy and human readability using monocular dewarp-
ing techniques. Curled text lines segmentation is a crucial initial step for most of the
monocular dewarping techniques. Most of the existing curled text line segmentation ap-
proaches are sensitive to geometric and perspective distortions. In this chapter, a novel
curled text line segmentation algorithm is presented by adapting active contour (snake).
The presented method performs text line segmentation by estimating pairs of x-line and
baseline. It estimates a local pair of x-line and baseline on each connected component by
jointly tracing top and bottom points of neighboring connected components, and finally
each group of overlapping pairs is considered as a segmented text line. The presented al-
gorithm has achieved curled text line segmentation accuracy of above 95% on the DFKI-I
(the CBDAR 2007 dewarping contest) dataset, which is significantly better than previously
reported results on this dataset.
1This work was published in Bukhari et al. [BSB11e] “S. S. Bukhari, F. Shafait, and T. M. Breuel.
Coupled snakelets for curled text line segmentation from warped document images. International Journal
on Document Analysis and Recognition, pages 1-21, October 2011. Copyright ©Springer-Verlag Berlin
Heidelberg 2012”. This chapter is an adapted version of the published work.
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(a) straight, horizontal text lines (b) skewed text lines (8◦ skew
angle)
Figure 2.1: Examples of scanned document images.
2.1 Introduction
Text line extraction is one of the important layout analysis steps in document image
understanding systems. It is usually applied before feeding text to an optical character
recognition (OCR) system. Text lines information can also be used for implementing
most of the other document image processing tasks such as binarization [BSB09c], doc-
ument cleanup [SvBKB08, BSB11a], skew correction [KD05, AKR07, vBSB10], zone seg-
mentation [O’G93], indexing/retrieval based on word and character recognition [MB01],
dewarping of camera-captured warped document images [BSB09a] etc. Dewarping is
relatively a new document image pre-processing step as compared to others which are
mentioned here. It is a process of rectifying camera-captured document images that suf-
fer from perspective and geometric distortions. It can be done either by applying stereo
vision techniques [TZZX06] or by using monocular dewarping techniques [BSB09a] – a
dewarping technique that is developed for images which are captured by single cam-
era is called a monocular dewarping technique. Most of the stat-of-the-art monocular
dewarping methods are based on text line extraction.
Documents are traditionally digitized using scanners. When a page containing straight,
horizontal text lines is scanned, the resulting scanned image may have horizontal or
skewed text lines owing to the paper positioning distortions introduced by the scanning
process, as shown in Figure 2.1. These types of document images are referred to as planar
document images. There is a large number of state-of-the-art techniques for planar doc-
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(a) straight, horizontal text lines (b) skewed text lines due to per-
spective distortion
(c) curled text lines due to per-
spective and geometric distor-
tions
Figure 2.2: Examples of camera-captured document images.
ument image segmentation [SKB08b], such as projection profile [Gla56, NSV92], Hough
transform [FK88], run-length smearing [WCW82], Docstrum [O’G93], branch and bound
method [Bre02a]. Most of the commercial and open-source OCR systems work on the
assumption that input document images are planar in nature.
Nowadays cameras are available widely at low cost and offer fast, flexible, and non-
contact document imaging. These advantages make cameras a potential substitute of
scanners for document digitization. Liang et al. [LDL05] presented a brief compari-
son between scanners and cameras and concluded that camera-based document analysis
systems are more flexible than scanner-based systems. The camera-captured document
image of a planar document surface is shown in Figure 2.2(a), where the captured image
looks like a scanned image.
However, some image degradations come along with the flexibility of using digital
cameras for document imaging. For a planar document surface, a digital camera may
produce a distorted image due to perspective distortion that arises from the perspective
viewpoint of the camera, as shown in Figure 2.2(b). Furthermore, for a thick book page,
a digital camera can produce a distorted image because of geometric distortion that is
caused by the curled document surface. In such a case, the distorted image is composed
of curled text lines with multiple skew angles as shown in Figure 2.2(c). Therefore, the
quality of camera-captured document images generally declines due to perspective and/or
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Figure 2.3: The typographic lines and points of a sample text line.
geometric distortions.
Camera-captured document images that contain perspective and/or geometric dis-
tortions are usually called warped document images. The main problem with a warped
document image is that, it reduces not only human readability, but also causes prob-
lems for document image processing, like layout analysis and character recognition.
Consequently, dewarping is a necessary step in camera-captured document image pro-
cessing. Most of the monocular dewarping techniques are based on text line informa-
tion [ZT01, LT06a, GPN07, FWL+07, SB07, BSB09a, OLT+10]. Therefore, text line seg-
mentation is an important step in camera-captured document image processing.
A text line is composed of different typographic lines, i.e. ascender-line, x-line, base-
line and descender-line. For each connected component in a text line, its top point is
defined here as the coordinate of its top most pixel and bottom point as the coordinate
of its bottom most pixel. These terms, being frequently used in the rest of this chapter,
are illustrated in Figure 2.3 for a sample text line.
Curled text line detection in warped, camera-captured document images (Figure 2.2(c))
is a challenging problem. Planar document image segmentation techniques, like Doc-
strum [O’G93], X-Y cut [NSV92] etc., can not be robustly applied for curled text line
segmentation [LDD08]. For example, Docstrum is one of the state-of-the-art and widely
used planar/straight document image segmentation algorithms, but it performs poorly
on warped document image segmentation as shown in Figure 2.4.
In recent years, several curled text line finding methods are proposed in the literature
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(a) planar (scanned) document image (b) accurate text line segmentation results of the
Docstrum algorithm
(c) curled (camera-captured) document image (d) text line segmentation failures of the Doc-
strum algorithm
Figure 2.4: Text line extraction results of the Docstrum [O’G93], a state-of-the-art planar
document image segmentation technique, for a planar document image and
a curled document image. For the curled document image, the Docstrum
produced a lot of segmentation errors and failed to extract text lines.
[GA99,ZT01,LT02,LT06a,GPN07,FWL+07,BSB08,BSB09b,BBS09,OLT+10] mainly in
the context of monocular dewarping approaches. Most of these methods use nearest neigh-
bor based grouping of connected components for detecting text lines, but these methods
usually produce under-segmentation failures in the presence of high degree of curl/skew
in document images. Another general observation about the existing approaches is that,
they estimate x-line and baseline pairs after segmenting text lines by using regression over
top and bottom points of segmented text lines, respectively, that may result in inaccurate
estimation. A brief overview of these methods is given in Section 2.2.
In this chapter, a curled text line segmentation method applying active contours
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(snakes) [KWT88] is presented. Here, snakes are adapted for estimating a local pair
of x-line and baseline at each connected component in a document image, where each
connected component may represent a character, a broken piece of a character or a
bunch of joined characters. Afterwards, each group of overlapping pairs is considered as
a segmented text line that also provides x-line and baseline information of the segmented
text line. The presented curled text line segmentation method is less sensitive to high
degree of curl and skew in document images and produces better segmentation results
than existing curled text line segmentation approaches as shown in the performance
evaluation section (Section 2.5). Furthermore, unlike other approaches, the presented
algorithm performs segmentation of text lines and estimation of their x-lines and baselines
together at the same time, which also gives more precise x-lines and baselines information
than regression based methods.
The presented text line detection algorithm is designed for hand-held camera-captured
images of isolated or bound pages that contain straight text lines of typed-text Latin
script. As mentioned earlier, hand-held camera-captured images usually suffer from per-
spective distortion (due to camera view angle) and/or geometric distortion (due to curled
document surface). Therefore, straight text lines in documents (as shown in Figure 2.2(a))
are transformed into skewed and/or curled text lines in camera-captured images (as shown
in Figure 2.2(b) and 2.2(c), respectively). The presented algorithm can handle skew
and/or curl angle up to ±45◦. It can also deal with variable character sizes within a
document image with a minimum (average) character size (length/height) of 10 pixels.
The presented algorithm can also work in the presence of figures, tables, equations, and
noise.
The rest of this chapter is organized as follows. A brief description of existing curled
text line segmentation approaches is presented in Section 2.2. The presented coupled
snakelets model is described in Section 2.3. Implementation details of the reported
curled text line segmentation algorithm applying coupled snakelets model are presented
in Section 2.4. Performance evaluation and experimental results are given in Section 2.5,
followed by a conclusion in Section 2.7.
2.2 Related Work
Several curled text line segmentation approaches are proposed in the literature [GA99,
ZT01,LT02,LT06a,GPN07,FWL+07,BSB08,BSB09b,BBS09,OLT+10] for camera-captured
warped/curled document images. Most of these curled text lines extraction approaches
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are mainly proposed as a pre-processing step of monocular dewarping of camera-captured
document images. Some of these approaches are briefly discussed here.
Goto and Aso [GA99] proposed a text line segmentation method for a document image
that may contain curved text lines with arbitrary orientations. Their algorithm is based
on linking of locally linear components. First, the primitive rectangles are estimated from
the connected components of a document image. Then, these rectangles are grouped
together on the basis of a predefined criteria to achieve segmented text lines.
Zhang et al. [ZT01] introduced a curled text line finding algorithm using box-hand
[SPC97] approach. In this algorithm, connected components are first combined to form
words using nearest neighbor analysis. Then, a pair of left and right rectangular box-
hands are attached with each word. Each chain of overlapping words is considered as a
segmented text line.
Loo and Tan [LT02] proposed a word and sentence extraction method for a document
image that may contain a wide variety of text line orientations and layouts. Their algo-
rithm is based on the irregular pyramid structure that help in merging characters into
words and then words into sentences.
Lu and Tan [LT06a] proposed a curled text line segmentation approach, where top
and bottom points of connected components are first estimated by using morphological
operations. Then, text line detection is performed by tracking either top or bottom
points. For a point, left and right nearest neighbors are searched and this process is
repeated for neighbors until no more neighbor is found. The same process is repeated
for remaining points. Each group of connected components is considered as a segmented
text line.
Gatos et al. [GPN07] proposed a smearing based curled text line detection algorithm.
In this approach, horizontal run-length smearing is used to combine characters into words.
The height corresponding to the maximum peak of connected components’ height his-
togram (H) is used as a threshold for smearing. After smearing, left and right neighboring
words are searched for each word within a limited distance (D) such that D < 5H, and
the search is repeated until no more neighbors are found. The same process of word
grouping is repeated for the remaining words. Each group of words is referred to as a
segmented text line. It has been observed that, the algorithm works well on clean docu-
ment images where the parameter H can be reliably estimated. However, in the presence
of salt-and-pepper noise or a large number of broken characters, the estimated value of
H is usually too small. This badly affects the performance of their algorithm. Here, a
slight modification is proposed in this algorithm such that if H is less than a predefined
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threshold (T ), all values less than T are removed from the height histogram and the
height corresponding to the maximum peak of the remaining histogram is selected as H.
The value of T can be set equal to the mean height of a character in a targeted dataset
of document images.
Fu et al. [FWL+07] proposed a curled text line segmentation technique using nearest-
neighbor analysis over text lines portions. In this approach, portions of text lines are
first estimated using wavelet based enhancement technique [HLW03]. These portions are
then grouped together using nearest-neighbor approach, where each group is considered
as a segmented text line.
Oliveria et al. [OLT+10] proposed a rule-based method for warped text line segmen-
tation. In this algorithm, a same-size nearest-neighbor is found for each connected com-
ponent. All pairs are added into a priority-queue. Then for each pair, nearest-neighbors
are iteratively searched in both right and left directions using moving-window analysis
which holds the following conditions: same-size, smaller than window, in-between parallel
line with offset and distance is less than maximum distance between letters. Each group
of connected components is referred to as a text line. Afterwards, detected text lines are
further improved by using the following steps. Each text line is selected one by one in a
decreasing text line’s length priority order, and upper and lower text lines are searched
for its each component. Two upper and/or lower text lines are merged together if they
satisfy some predefined thresholding criteria. The final step is the removal of those text
lines that contain connected components less than some predefined threshold or contain
connected component on 10% of image border. Together with some predefined threshold,
all of the above italicized terms are defined using some empirically selected values.
Most of the above curled text lines segmentation methods (like [GA99, ZT01, LT02,
LT06a, GPN07]) are based on grouping of connected components using some predefined
nearest neighbor criteria. The main limitation of a nearest neighbor based curled text
line finding method is that, it can only handle a moderate skew/curl angle, and it pro-
duces a number of over- and under-segmentation errors under a high degree of skew/curl.
In contrast to nearest neighbor based text line finding methods, the proposed method
comparatively produces less number of undersegmentation errors. The curled text line
segmentation method of Oliveria et al. [OLT+10] performs well even in the presence of
high degree of skew/curl, but it contains a large number of free parameters. The proposed
method contains around six free parameters, where most of them are non-sensitive. In
section 2.5, the performance of the presented coupled snakelets based curled text line
segmentation method is compared with: i) nearest-neighbors (Gatos et al. [GPN07]), ii)
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baby-snakes (Bukhari et al. [BSB08]), and iii) rule-based (Oliveria et al. [OLT+10]), and
iv) Docstrum [O’G93]. The main reason of selecting these method for comparison is to
show the performance of different categories of curled text line detection techniques on a
common dataset.
2.3 Coupled Snakelets for Curled Text Line Segmen-
tation
Coupled snakelets model for curled text line segmentation is based on active contour
(snake) [KWT88], which is one of the state-of-the-art image segmentation techniques
in computer vision. First, a brief description of basic active contour (snake) model is
presented in Section 2.3.1 and then salient features of the presented coupled snakelets
model are explained in Section 2.3.2.
2.3.1 Review of Active Contours (Snake) Model
Active contour (snake) was introduced by Kass et al. [KWT88] for image segmentation. A
snake is a closed curve of points S(s) = [x(s), y(s)], where s ∈ [0, 1], that moves through
the spatial domain of an image to minimize the energy function (E):
E =
∫ 1
0
Eint{S(s)}+ Eext{(S(s)}ds (2.1)
E =
∫ 1
0
1
2
[α{S ′(s)}+ β{S ′′(s)}] + Eext{S(s)}ds (2.2)
The snake slithers towards a targeted object under the influence of internal energy
(Eint) and external energy (Eext), where the internal energy is estimated from the snake
points and the external energy is computed from image contents. The internal energy
tries to keep the snake’s points close to each other and the external energy tries to move
the snake towards the boundary of a targeted object. These internal and external energies
are defined in such a way that, the snake deforms iteratively towards a targeted object
and finally wraps around the object’s boundary. Internal energy is further decomposed
into two factors: i) S ′(s) (first order derivative of S(s)) represents tension within snake’s
points, ii) S ′′(s) (second order derivative of S(s)) represents rigidity within snake’s points.
The weighted parameters α and β are used for controlling snake’s tension and rigidity,
respectively. The snake remains more rigid for a big value of β than a small value.
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The weight of the external energy can also be controlled by a free parameter that
can take a value in between 1 to 0. In this chapter, this parameter is defined as γ. The
Equation 2.1 can be rewritten as:
E =
∫ 1
0
Eint{S(s)}+ γEext{(S(s)}ds (2.3)
In general, external energy can be calculated from the edge map of an image by using
gradient, Gaussian of gradient or Gradient Vector Flow (GVF) [XP98]. The gradient
vectors or Gaussian of gradient vectors have large magnitudes only in the immediate
vicinity of the edges; but these vectors are zero in homogeneous regions where image
data is nearly constant. Therefore, the range of gradient or Gaussian of gradient based
external energy is limited and it only exists near the edges. In such a case, manual
assistance is required for initializing snake near a targeted object. In contrast to these
types of external energies, GVF is calculated by using the computational diffusion of
gradient vectors iteratively, where it maintains the gradient vectors near the edges and
at the same time extends these vectors farther away from the edges into homogeneous
regions. Therefore, GVF covers a large range of energies (gradient vectors) around edges
that helps to diverge the snake towards the boundary of a targeted object even if it is
initialized far away from the object. In such a case, manual assistance is not required for
snake initialization.
A simple example to illustrate the basic concept of object’s boundary detection using
active contour (snake) is illustrated in Figure 2.5. Traditional active contour mechanism
of image segmentation, which is illustrated in Figure 2.5, can not be directly applied for
text lines segmentation in document images as shown in the Figure 2.6. In this chapter,
active contour (snake) is adapted for text line segmentation. For this purpose, a coupled
snakelets model is introduced that is derived from active contour (snake) model. Detailed
discussion about coupled snakelets model is given in the next section (Section 2.3.2).
2.3.2 Coupled Snakelets Model
In this section, some relevant features are introduced and added in the basic active contour
(snake) model [KWT88] for making it applicable for text line segmentation problem.
Here, the adapted active contour (snake) model is referred to as coupled snakelets model.
Some salient features of coupled snakelets model are explained below.
 Open-Curve Snake: A text line can be represented by a close-curve boundary
around it or simply by typographic lines, for example x-line, baseline, ascender-line
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(a) image of an alpha-
bet
(b) edge map of the al-
phabet
(c) GVF [XP98] vec-
tors of the edge map
(d) initial close-curve
snake
(e) deformed snake
Figure 2.5: An example of image boundary detection using active contour (snake) model.
or descender-line. Traditional close-curve snakes, as show in Figure 2.5(d), can not
be used to find close-curve boundary of a text line due to the close proximity of a
text line to its neighboring text lines. A concept of open-curve snakes is introduced
for text line segmentation. In contrast to a close-curve snake, an open-curve snake
is a straight line snake. For example, a group of open-curve snakes are shown in
Figure 2.7(b).
 Multiple Snakes: Each text line of a document image consists of several con-
nected components. Furthermore, there are many text lines in a single document
image. Coupled snakelets model uses multiple snakes to cope with this problem.
These snakes are deformed independently with respect to one another.
 Automatic Initialization of Pair of Snakes: Coupled snakelets model uses au-
tomatic initialization of snakes over connected components in a document image.
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Figure 2.6: A traditional process of active contour (snake) based image segmentation, as
shown in Figure 2.5, can not be applied directly for text line segmentation in
document images.
For each connected component, a pair of open-curve snakes is initialized over it such
that one snake is initialized at its top point and another one at its bottom point.
Multiple open-curve pairs of snakes that are initialized automatically over connected
components of Figure 2.7(a) are shown in Figure 2.7(b).
 External Energy Calculation from Discrete Points: Instead of using an edge
map of connected components, coupled snakelets model uses discrete top or bottom
points of connected components for GVF (external energy) calculation.
 Deformation of Snakes in Targeted Direction: In Latin scripts, text lines are
usually horizontal in nature. Neighboring snakes can be joined together for seg-
menting text lines by deforming them in vertical direction only. Coupled snakelets
model deforms a snake only in vertical direction such that x-coordinates of the
snake points are kept static and y-coordinates of the snake points are deformed
with respect to the vertical components of GVF of discrete points.
For comparison, GVF vectors that represent only vertical components and both
vertical and horizontal components are shown in Figure 2.7(c) and Figure 2.7(d),
respectively. In coupled snakelets, an open-curve snake is deformed using only ver-
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(a) a word image (b) pairs of open-curve snakes over connected
components
(c) vectors corresponding to vertical components
of GVF of top points
(d) vectors corresponding to vertical and horizon-
tal components of GVF of top points
Figure 2.7: Coupled Snakelets Features: a) an example image, b) multiple open-curve
snakes are initialized automatically over the top and bottom points of con-
nected components, which are shown here by square symbol (red color), c)
vertical components of GVF vectors that were calculated using top points
(shown in red color, square symbol) of connected components; it is visible in
the enlarged portion that each of theses vectors either points downwards or
upwards with some amplitude. d) both vertical and horizontal components
of GVF vectors for top points, it is visible in the enlarged portion that theses
vectors are pointing towards all directions. Both of these images (c and d)
are shown here for illustration.
tical components of GVF vectors.
 Evolving Snakes: Coupled snakelets model introduces a concept of evolving snake.
As mentioned earlier, a pair of snakes is initialized at each connected component.
For a connected component, both of its top and bottom snakes are deformed in-
dependently with respect to the top and bottom points, respectively, in evolving
fashion which is described as follows. First, a small rectangular region that cen-
tered around the connected component is selected. Then, the top (bottom) snake
is deformed with respect to the vertical components of GVF that is calculated from
the top (bottom) points of connected components inside the selected area. After
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the first cycle of deformation, a second cycle is started such that the top (bottom)
snake’s length and the selected area are increased before deformation. The same
process is repeated for a few number of deformation cycles. The main motivation
behind this approach is that there exist a number of left, right, top and bottom
neighboring connected components around a particular connected component in a
document image. For a small rectangular region around the connected component,
almost all of these points belong to the same text lines to which the connected
component belongs. For a big rectangular region, some of these points belong to
the same text line to which the connected component belongs, and others belong
to the neighboring top and/or bottom text lines. If all of these top (bottom) points
within a big rectangular region are initially used for external energy calculation, the
top (bottom) snake may deform in a wrong upward or downward direction and may
cause segmentation failures. In contrast to that, evolving snake criteria expands
the top (bottom) snake in a corresponding text line direction even in the presence
of a high degree of skew and/or curl and prevents segmentation failures.
 Weighted-Coupled Pair of Snakes: Two or more snakes can also be simultane-
ously used for a image segmentation such that each of them is deformed indepen-
dently and then all of them are adjusted before further deformation steps [GN97,
HH03, WRS+09]. This type of snakes are referred to as coupled snakes. The pre-
sented coupled snakelets model adapts this idea for curled text line segmentation.
Here two general observations of Latin script document images are exploited for
defining the presented coupled snakelets idea:
– Observation #1: for a text line in Latin scripts, where ascenders are more
frequent than descenders [vBSB10], majority of the bottom points of the con-
nected components lie over its baseline as compared to the top points of con-
nected components over its x-line.
– Observation #2: within a text line, the same distance exists between the
pair of its x-line and baseline, as long as the complete text line has the same
font.
For a connected component, a pair of evolving snakes is first initialized over it.
Then, on the basis of observation #1, the top snake is deformed using a small
weighted percentage of the external energy of top points within a initial selected
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region, and the bottom snake is deformed using a comparatively large weighted
percentage of bottom points. After each deformation step, the top and bottom
snakes in the pair are coupled such that, first the average distance is calculated
from the distances between corresponding pairs of points in the top and bottom
snakes and then each corresponding pair of points in these snakes is updated to
make its distance equal to the average distance. This type of coupling between the
top and bottom evolving snakes is done on the basis of observation #2. In this
way, the top and bottom snakes estimates a local pair of x-line and baseline at the
connected component after a few number of deformation cycles. The same process
is repeated for other connected components as well, and each group of overlapping
pairs of snakes represents a segmented text line.
2.4 Curled Text Line Segmentation Algorithm
The steps of the presented curled text line segmentation algorithm on the basis of above
described coupled snakelets model are shown in Figure 2.8. Each of these steps is de-
scribed here in detail.
Binarization and Noise Cleanup
An input grayscale camera-captured document image is first binarized by using
adaptive thresholding technique. The binarization method is defined as follows: “for
each pixel, the background intensity B(p) is defined as the 0.8-quantile in a window
shaped surrounding; the pixel is then classified as background if its intensity is above
this constant fraction of B(p)”. Note that, this binarization scheme is the same as
used in [ULB05]. An example binarized image is shown in Figure 2.9(a). The
binarized document image may contain marginal as well as salt-and-pepper noise.
A heuristic based noise cleanup process is applied as follows. Let Hdoc and Wdoc
represent the height and width of the document image, respectively; Havg and Wavg
represent the mean height and width of connected components, respectively; σH and
σW represent standard deviation of heights and widths of connected components,
respectively. A connected component, whose height and width are represented by
Hcc and Wcc, respectively, is removed as a large noisy component if any of the
conditions specified in Equation 2.4 is true or as a small noisy component if the
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Figure 2.8: The coupled Snakelets based curled text line segmentation algorithm.
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(a) an example image
(b) initial pair of coupled snakelets on a con-
nected component
(c) snakes’ pair after first deformation cycle
(d) snakes’ pair after second deformation cy-
cle
(e) snakes’ pair after the third (last) defor-
mation cycle
Figure 2.9: Coupled Snakelets Features: illustration of evolving and weighted coupling
nature of a pair of snakes (N = 3). Note that the snakelets were not misled
by the ascenders “b” and “d” due to their coupling.
condition specified in Equation 2.5 is true:
Hcc > (0.1×Hdoc) or Hcc > (7× σH)
Wcc > (0.1×Wdoc) or Wcc > (7× σW )
(2.4)
(Hcc ×Wcc) < (1
3
×Havg ×Wavg) (2.5)
After removing noisy connected components, let mean width and mean height of
all the remaining connected components be represented by W and H, respectively.
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(a) before snakelets coupling (b) after snakelets coupling
Figure 2.10: An illustration of snakelets coupling procedure. a) a pair of snakelets, b)
the points of the top and bottom snakelets are adjusted with respect to the
average distance between them.
Snakelets Initialization
All the connected components of the binarized document image are marked as un-
processed. Then, a connected component is selected randomly. A pair of horizontal
open-curve snakes is initialized over the selected connected component, such that
one snake is initialized at its top point and another one at its bottom point. By
keeping the connected component at center, a small rectangular region is selected
around it. The initial length of the snakes (L) and the size of the rectangular region
(WR × HR) are selected in such a way that both of them cover a few neighboring
connected components around the selected connected component. Let Hcc and Wcc
represent the height and width of the connected component, respectively. L, WR,
and HR are defined as:
L := Wcc + 2×W
WR := Wcc + 4×W
HR := Hcc + 2×H
(2.6)
The main reason of selecting the width greater than the height of the rectangular
region is that, text lines in a document are usually horizontal in nature. An ex-
ample of an initial pair of snakes and a selected rectangular region for a connected
component is shown in Figure 2.9(b).
Snakelets Deformation
Gradient vector flow (GVF) is calculated by using the top points of all connected
components inside the selected region around the connected component. Then the
top snake is deformed by using the vertical components of the GVF with γ/2 (Equa-
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Figure 2.11: A few example images of curled text line segmentation using coupled
snakelets algorithm where a pair of snakes estimates a local pair of x-line and
baseline and a group of overlapping pairs of snakes represents a segmented
text line with its x-line and baseline information. The presented method
can handle different fonts sizes within a document image (top figure) and
high degree of different directions of curls/skews.
tion 2.3). Similarly bottom snake is deformed by using the vertical component of
the GVF with γ, where the GVF is calculated form the bottom points of all con-
nected components within the selected region.
Snakelets Coupling
The top and bottom snakes are composed of the same number of points with simi-
lar values of x-coordinates. For each common value of x-coordinate of the top and
bottom snakes, absolute distance is calculated from the corresponding values of y-
coordinates. Then, average distance is computed. Now, for each common value of
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x-coordinate of both snakes, the corresponding values of y-coordinates are increased
or decreased proportionally such that the distance between them becomes equal to
the average distance. Snakelets coupling procedure is illustrated in Figure 2.10.
Snakelets Extension
First, the average slope of the pair of snakes is calculated. Then, each of the top and
bottom snake is extended by a length equal to the average width (W ) from both
left and right sides and the slope of these extended lengths is kept the same as the
average slope. Similarly, the rectangular region around the connected component
is extended, such that its width and height become twice as big compared to its
previous width and height after extension.
After snakelets deformation, coupling and extension steps, the first deformation cycle
of the snakes’ pair is completed, which is shown in Figure 2.9(c). The pair of snakes
is further processed by a few number (N) of deformation cycles. We empirically found
that three iterations of snakelets extension are sufficient for printed Latin script docu-
ments. The results of coupled snakelets for two more deformation cycles are shown in
Figure 2.9(d) and Figure 2.9(e), respectively.
The pair of snakes approximates a local pair of x-line and baseline on the connected
component, as shown in Figure 2.9(e). Now all the connected components that are
overlapped/touched by the pair of snakes are marked as processed. Afterwards, the
same process is repeated for another unprocessed connected component and is continued
until no more unprocessed connected components are left. Some example images with
all computed pairs of coupled snakelets are shown in Figure 2.11. In these example
images, each group of overlapping/touching pairs of coupled snakes can be considered
as a segmented text line. In these example images, it is also visible that the presented
method can handle a high degree of curl/skew and different font sizes within a document
image.
Coupled snakelets based text line segmentation algorithm may also cause underseg-
mentation failures. Some examples of undersegmentation failures of the presented algo-
rithm are shown in Figure 2.12(a). Such type of segmentation failures occur because of
some badly deformed pairs of snakes, as marked in Figure 2.12(a). Here, a badly deformed
pair of snakes is defined as follows: a pair of snakes that is not correct with respect to
the estimation of its corresponding local x-line and baseline pairs and is not uniform with
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(a) under-segmentation errors due to badly deformed coupled snakelets (marked ones)
(b) improved text line segmentation results after post-processing
Figure 2.12: Example of under-segmentation failures of the presented algorithm due to
badly deformed coupled snakelets and their improvement through snakelets
cleaning (post-processing) a) [Left] a badly deformed coupled snakelet due to
the presence of a superscript letter in between text lines that have different
ending positions, a) [Right] a badly deformed coupled snakelet due to a big
connected component near to comparatively small connected components.
b) improved text line segmentation results after removing badly deformed
coupled snakelets through snakelets cleaning (post-processing).
respect to its neighboring pairs of snakes. Such type of badly deformed pairs of snakes
mainly occur because of some inherent properties of a document image:
 a document image may contain text lines with different starting and ending positions
with respect to each other, as shown in the left image of Figure 2.12(a).
 a document image may contain slightly big connected component(s) near to compar-
atively small connected component(s) as shown in the right image of Figure 2.12(a).
A post-processing step is introduced here for cleaning/filtering badly deformed pairs
of snakes and for achieving better segmentation results.
Snakelets Cleaning (post-processing)
The following observations are developed from a close examination of the coupled
snakelets (pairs of snakes) in Figure 2.12(a): i) the slope of each pair, except the
marked ones, is approximately the same as that of the neighboring pairs, ii) the
thickness (average distance) of each pair, except the marked ones, is approximately
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the same as that of other neighboring pairs. Both or either of these observations do
not hold for badly deformed coupled snakelets as shown in Figure 2.12(a). There-
fore, badly deformed coupled snakelets can be removed by using slope and thickness
based statistical analysis. Each coupled snakelet is removed as a badly deformed
pair if the difference between its slope and the mean slope of neighboring coupled
snakelets is greater than a predefined threshold, or if the difference between its
thickness value and the mean thickness value of neighboring coupled snakelets is
greater than a predefined threshold. The slope threshold can be set equal to a small
value such as 10◦ or 15◦ and can be represented by TS. The thickness threshold can
be relatively selected with respect to the average height of connected components
(H) and can be represented by TT ×H. The height and length of the neighboring
window for estimating the mean thickness and mean slope can also be relatively
selected with respect to H and can be represented by Rpp × H. Altogether, the
snakelets cleaning (post-processing) step contains three free parameters: TS, TT ,
and Rpp. The snakelets cleaning process is applied to the examples in Figure 2.12(a)
for predefined values of these free parameters, and the remaining coupled snakelets
are shown in Figure 2.12(b). It is clearly visible from these examples that, the post-
processing cleaning step removed badly deformed coupled snakelets and overcame
undersegmentation failures. Furthermore, the performance of the presented text
line segmentation algorithm is evaluated for different possible values of TS, TT , and
Rpp in Section 2.5.
Text Lines Labeling
As shown in Figures 2.11 and 2.12(b), each group of overlapping or touching pairs
of snakes represents a group of connected components that belong to a particular
text line. Each group of connected components is assigned a unique text line label.
Each small noisy components that was removed in the noise cleanup step is assigned
the label of its nearest text line. A few example results of curled text lines segmen-
tation using coupled snakelets algorithm followed by post-processing and text lines
labeling are shown in Figure 2.13.
All steps of the coupled snakelets based curled text line extraction algorithm is
shown in Figure 2.8.
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Figure 2.13: Accurate curled text line segmentation results of coupled snakelets algorithm
for camera-captured document images of the DFKI-I dataset. [Note: text
line segmentation results are shown in color coded form using repetition of six
different colors. Two or more text lines with same color do not necessarily
mean undersegmentation error. In order to avoid this confusion, coupled
snakelets are also drawn here to mention the boundary of each segmented
text line.]
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Behavior of Coupled Snakelets under Challenging Conditions:
The presented algorithm is designed for text lines segmentation which can not han-
dle tables and/or formulas segmentation, but it detects text lines correctly even
in the presence of tables and/or formulas as shown in Figure 2.14(a) and Fig-
ure 2.14(b), respectively. Grayscale camera-captured document images are usually
composed of shadows that are captured using a hand-held camera in an uncon-
strained environment. A local adaptive thresholding produces a small amount of
noise from shadows, but a global thresholding technique produces a large amount
of shadow based noise. The presented text line detection algorithm starts with bi-
narization step using a local adaptive thresholding technique, and then, it performs
cleanup step in order to remove noise (that are originated from shadows, borders,
etc.) and other non-text components (like graphics, drawings, etc.). It is also possi-
ble that the cleanup process is unable to remove noise and/or non-text components
completely. The presented algorithm works well even in the presence of the re-
maining amount of non-text noise and/or shadow noise as shown in Figure 2.14(c)
and Figure 2.14(d), respectively. A binarized camera-captured document image
may also contain broken or joined characters. Coupled snakelets algorithm can give
satisfactory text lines segmentation results under these conditions as shown in Fig-
ure 2.14(e) and Figure 2.14(f), respectively, until characters are broken into a large
number of pieces and/or a large number of characters are joined together. In the
presence of big connected components of joined characters, text line segmentation
results can further be improved by using a character segmentation algorithm like
dynamic programing based curved-cut segmentation [Bre01].
2.5 Performance Evaluation
The performance of coupled snakelets based curled text line segmentation algorithm
is evaluated on the publicly available DFKI-I (the CBDAR 2007 dewarping contest)
dataset [SB07] by using Shafait et al. [SKB08b] performance evaluation metrics.
The DFKI-I dataset [SB07] consists of 102 document images. These images are cap-
tured from several technical books by using hand-held camera in an office environment
and are composed of curled text lines due to geometric and perspective distortions. This
dataset contains ASCII-text ground-truth and pixel-based ground-truth for zones, text
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(a) an example image with table (b) an example image with formulas
(c) an example image after incomplete non-text
noise cleanup
(d) an example image after incomplete shadow
noise cleanup
(e) an example image with broken characters (f) an example image with joined characters
Figure 2.14: Behavior of coupled snakelets text line detection method under challeng-
ing conditions. Coupled snakelets based text line segmentation algorithm
segments text lines correctly in the presence of tables, formulas, remaining
portions of non-text noise, or remaining portion of shadow noise as shown
in Figures (a) to (d). Here, It is also important to note that, the snakelets
over tables, formulas, or remaining amount of noise produce false alarms.
Coupled snakelets based text line segmentation algorithm also work well in
the presence of broken and/or joined characters as shown in Figures (e) and
(f), respectively.
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lines, formulas, tables and figures. Pixel-based, color-coded ground-truth is defined as
follows: i) red channel contains zone class information, ii) blue channel contains zone
number (in reading order) information, iii) green channel contains textline number in-
formation which is equal to zero for formulas, tables and figures and iv) marginal noise
and foreground objects outside page boundary are marked with black color (all three
color channels are set equal to zero). For curled text line segmentation performance
evaluation, text line based ground-truth images are generated automatically using color-
coded information. A text line based ground-truth image contains labeling only for text
lines such that all other foreground objects within page boundary where green channel
equals to zero, like formulas, tables and figures, are marked as noisy pixels with black
color. An example image from the DFKI-I dataset and its corresponding text lines based
ground-truth image are shown in Figure 2.15.
Performance evaluation is based on vectorial performance evaluation metrics that
were presented in Shafait et al. [SKB08b], which are described as follows. Consider two
segmented images, the ground truth G and hypothesized segmentation H. A weighted
bipartite graph is computed called “pixel-correspondence graph” between G and H for
evaluating the quality of the segmentation algorithm. Each node in G represents a text
line (ground-truth component), and each node in H represents a segmented text line (seg-
mented component). An edge is constructed between two nodes such that the weight of
the edge equals the number of foreground pixels in the intersection of the regions covered
by the two segments represented by the nodes. The matching between G and H is con-
sidered perfect if there is only one edge incident to each component of G or H, otherwise
it is not perfect, i.e. each node in G or H may have multiple edges. The edge incident to
a node is significant if the value of wi/P ≥ tr and wi ≥ ta, where wi is the edge-weight, P
is the number of pixels corresponding to a node (segment), tr is a relative threshold and
ta is an absolute threshold. In practice, tr = 0.1 and ta = 100 are good choices for text
lines based performance evaluation for typed-text document images [SKB08b]. The same
parameter values are used here for the performance evaluation of the coupled snakelets
and other text line segmentation algorithms. However, for handwritten document images
tr = 0.15 and ta = 500 are good choices.
Let Ng represents total number of ground-truth components and Ns represents total
number of segmented components. Based on the above description, the performance
evaluation metrics are:
 Total correct segmentation (No2o): the number of one-to-one matches between
the ground-truth components and the segmented components. The one-to-one
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match accuracy is calculated by Po2o = No2o/Ng.
 Over-segmented components (Nocomp): the number of ground truth lines having
more than one significant edge. The percentage of over-segmented components is
calculated by Pocomp = Nocomp/Ng.
 Under-segmented components (Nucomp): the number of segmented lines having
more than one significant edge. The percentage of under-segmented components is
calculated by Pucomp = Nucomp/Ng.
 Missed components (Nmcomp): the number of ground truth components that
match the background in the hypothesized segmentation. The percentage of missed
components is calculated by Pmcomp = Nmcomp/Ng.
 Total over-segmentations (Noseg): the number of significant edges that ground
truth lines have, minus the number of ground truth lines.
 Total under-segmentations (Nuseg): the number of significant edges that seg-
mented lines have, minus the number of segmented lines.
 False alarms (Nfalarm): the number of components in the hypothesized segmen-
tation that did not match any foreground component in the ground-truth segmen-
tation.
One of the main advantages of this vectorial metric is that, it represents not only one-
to-one segmentation accuracy (Po2o), but also most important classes of segmentation
errors, such as over-, under-, and miss-segmentation.
The presented coupled snakelets based curled text line segmentation algorithm con-
tains three free/tunable parameters (α, β, and γ) for the coupled snakelets estimation,
and three parameters (TS, TT , and Rpp) for the post-processing step. All of these param-
eters have been explained in detail in Section 2.3. A brief description of these parameters
are as follows. Parameters α and β are used to control snake’s internal energy during
deformation, and γ is used to control snake’s external energy. The parameter α is usually
set to a value like 0.05, 0.5, 5, etc. The parameter β is set to a small value when no
stiffness is required and to a large value when high snake’s stiffness is required during
deformation steps (like the presented coupled snakelets model). The possible range of
values for parameter γ is in between 0 to 1. The parameter TS is the slope threshold, TT
is the relative thickness threshold (with respect to the mean height of connected compo-
nents in a document image H), and Rpp is the relative window size with respect to H.
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(a) original Image (b) labeled text lines
Figure 2.15: An example image of the DFKI-I dataset [SB07] and its corresponding text
line based ground-truth image. Note that non-text elements (equation,
graphics) as well as partial text lines from the neighboring page have been
considered as “noise” in the ground-truth.
Experimental results show that the post-processing step does not require a very small
value (like 0◦) or a comparatively large value (like 45◦) for parameter TS. Similarly, the
relative values for TT and Rpp can be set in between 1 to 10.
For optimization of these parameters and showing their effects on text line detection
accuracy, the presented coupled snakelets based curled text line segmentation algorithm
is evaluated on a subset of 11 images from the DFKI-I dataset (that start with name
dsc00 ) for different values of these free parameters. The one-to-one text line segmentation
accuracy (Po2o) of the presented algorithm for the different values of these free parameters
is shown in Figure 2.16. Here a sequential procedure is adopted for evaluating and
optimizing the performance of the presented text line detection method with respect to
the different values of these parameters. In Figure 2.16(a) the text line detection accuracy
is shown for different values of α and β with empirically chosen values for other parameters
(γ = 1, TS = 10
◦, TT = 30 pixels (absolute value), Rpp = 150 pixels (absolute value)).
Similarly, in Figure 2.16(b) the text line detection accuracy is represented for different
values of γ with optimized values for α = 0.05 and β = 10000 (from Figure 2.16(a)),
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and chosen values for other parameters (TS = 10
◦, TT = 30 pixels, Rpp = 150 pixels).
Likewise, in Figure 2.16(c) the text line detection accuracy is shown for different values of
TT and TS with optimized values for α = 0.05, β = 10000 and γ = 1(from Figure 2.16(a)
and Figure 2.16(b)), and chosen value for Rpp = 150 pixels. Finally, in Figure 2.16(d)
the text line detection accuracy is shown for different values of Rpp with optimized values
for others (α = 0.05, β = 10000 and γ = 1, TT = 1 and TS = 10
◦; from Figure 2.16(a)
to 2.16(c)).
From Figure 2.16, it can be concluded that the performance of the presented text line
segmentation method is not sensitive to the values of most of the free parameters (like
α, γ, TT and Rpp), except β and TS. The optimized values of these parameters for a
subset of 11 images from the DFKI-I dataset are as follows: α = 0.05, β = 10000, γ = 1,
TS = 10
◦, TT = 1, and Rpp = 5.
On the complete DFKI-I dataset, the performance of the presented coupled snakelets
based curled text line segmentation algorithm is also compared with other competing
curled text line segmentation algorithms: i) nearest-neighbors (Gatos et al. [GPN07]), ii)
baby-snakes (Bukhari et al. [BSB08]), iii) rule-based (Oliveria et al. [OLT+10]), iv) Doc-
strum [O’G93]. In the literature review (Section 2.2), a minor modification for the nearest
neighbor based algorithm [GPN07] is also proposed by introducing the free parameter T .
The average height of a connected components in the DFKI-I dataset is approximately
equal to 20, therefore we set T = 20 for the modified version of nearest neighbor based
algorithm [GPN07]. The performance of a state-of-the-art straight text line segmentation
algorithm (Docstrum [O’G93]) is also evaluated for curled text line segmentation from
camera-captured document images. Docstrum is one of the state-of-the-art page segmen-
tation algorithm for scanned document images with straight text lines. The main reason
of including it here is to show that how challenging the dataset is, and that straight text
lines segmentation algorithms can not be directly applied for curled document images.
Performance evaluation results of all of these algorithms for the DFKI-I dataset are shown
in Table 2.1.
Among all curled text line segmentation algorithms that are shown in Table 2.1,
the presented coupled snakelets algorithm achieved the highest percentage of one-to-one
segmentation accuracy and the lowest percentages of oversegmentation and missed text
line errors. The presented algorithm also achieved the second lowest percentage of un-
dersegmentation errors. Almost all of the algorithms have produced large numbers of
false-alarm errors. In general, a large number of false-alarms can be reduced by using
an appropriate pre-processing or post-processing step, for example a page boundary de-
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Table 2.1: Performance evaluation results of the presented coupled snakelets based and
competing state-of-the-art curled text line segmentation algorithms as well
as a straight text line segmentation algorithm (Docstrum [O’G93]) on binary
camera-captured document images of the DFKI-I dataset [SB07] by using per-
formance evaluation metrics [SKB08b]. This dataset contains 102 document
images captured using hand-held camera in an uncontrolled environment. The
coupled snakelets method achieved the highest one-to-one text line segmenta-
tion accuracy as compared to other methods.
Performance Evaluation Metrics a
Algorithm Ng Ns No2o Nfalarm Nuseg Noseg Pucomp Pocomp Pmcomp Po2o
Docstrum [O’G93] b 3091 6852 657 6066 2096 4383 51.05% 66.90% 0% 21.26%
Nearest-Neighbor [GPN07] 3091 6983 898 307601 16 1365 0.49% 22.94% 44.74% 29.05%
Neighbor modified [GPN07] c 3091 3256 2780 4215 102 208 3.17% 6.05% 0.03% 89.93%
Rule-Based [OLT+10] 3091 2924 2816 785 57 682 1.81% 21.71% 4.43% 91.10%
Baby-Snakes [BSB08] 3091 3371 2707 13199 117 294 2.91% 5.79% 0% 87.58%
Coupled Snakelets 3091 3106 2940 3328 51 61 1.58% 1.84% 0% 95.12%
a Ng:ground-truth components; Ns:segmented components; No2o:one-to-one matched components;
Nfalarm: false alarms; Nuseg: undersegmentations; Noseg: oversegmentations; Nucomp: undersegmented
components; Pucomp = Nucomp/Ng; Nocomp:oversegmented components; Pocomp = Nocomp/Ng; Nmcomp:
missed components; Pmcomp = Nmcomp/Ng; Po2o = No2o/Ng;
bDocstrum [O’G93] is used for scanned document image segmentation with straight text lines. Here
it is used for curled text lines segmentation to show that: i) straight text lines algorithm are not directly
application on camera-captured documents and ii) the the DFKI-I dataset is challenging with respect to
curled text lines.
cThe original version of Gatos et al. [GPN07] nearest-neighbor based curled text line detection algo-
rithm and the proposed modification are described in Section 2.2.
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(a) accuracy vs α and β (b) accuracy vs γ
(c) accuracy vs TT and TS (d) accuracy vs Rpp
Figure 2.16: Curled text line segmentation accuracy (Po2o) of the presented coupled
snakelets based algorithm for different values of free parameters, α, β, γ,
TS, TT , and Rpp, on a subset of 11 images from the DFKI-I dataset.
tection method [SGK07,SvBKB08] can help in removing textual and non-textual border
noise.
A few sample documents from the DFKI-I dataset having the largest number of text
line segmentation errors for the presented coupled snakelets algorithm are shown in the
top row of Figure 2.17, and for comparison the corresponding results of the modified
nearest-neighbor based algorithm [GPN07] are shown in the bottom row of Figure 2.17.
Even in these examples, the presented algorithm has overall performed better than mod-
ified nearest-neighbor based algorithm [GPN07]. The document image in Figure 2.17(a)
contains total 43 text lines, and the presented method detected 35 of them correctly. In
this example, most of the errors belong to oversegmentation category. These overseg-
mentation errors mainly occur because of big gaps between words within some text lines,
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(a) Po2o = 81.40% (b) Po2o = 88.64%
(c) Po2o = 69.77% (d) Po2o = 86.36%
Figure 2.17: Text Line Segmentation Failures: Top Row: the largest number of text
line segmentation errors on some sample documents from the the DFKI-I
dataset for the presented coupled snakelets algorithm. Bottom Row: the
corresponding results of modified version of nearest-neighbor based curled
text line segmentation algorithm [GPN07] for comparison. [Note: in order
to highlight the segmentation results, the color coded segmented text lines
are also underlined manually by black line.]
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which can be seen in the middle of the page. The document image of Figure 2.17(b)
contains very small gaps between text lines resulting in undersegmentation errors. For
this image, the presented coupled snakelets method detected 39 text lines correctly out
of 44 text lines, and produced some undersegmentation errors, which can be seen in the
top area of the document image in Figure2.17(b).
The average size of a document image in the DFKI-I dataset is around 8 Mega-pixels,
and the average size of a character is this dataset is 19 pixels wide (with a standard
deviation of 11 pixels) and 25 pixels tall (with a standard deviation of 9 pixels). The
execution time of the presented coupled snakelets text line detection method is directly
proportional to the size and the number of connected components in a document image.
Since the coupled snakelets method takes a lot of deformations, it is slow. On weighted
average with respect to the number of connected components, the presented algorithm
takes around 38 minutes per page with text line detection accuracy of around 95%. The
code is implemented using Python programming language without using any Python
specific and/or active contour specific optimization techniques. The execution time can be
reduced by using these types of optimization techniques, which is one of a future research
goals. Here, a basic strategy is tested for reducing the execution time of the presented
method such that, a document image is downscaled for coupled snakelets calculation
and then the estimated snakelets are upscaled proportionally for text lines labeling step.
Figure 2.18 shows the text line detection accuracy of the presented coupled snakelets
method and the corresponding average execution time for different size of downscaled
images for the DFKI-I dataset. This process also demonstrates how well the presented
text line segmentation algorithm can perform for small character sizes. Around three
3-fold speed gain (i.e. 13 minutes per page) is achieved with around 1% reduction in text
line detection accuracy (i.e. 94%) for around 2-fold image downscaling factor. It also
shows that, the presented algorithm can work gracefully up to a minimum character size
of around 10 pixels wide and around 12 pixels tall.
2.6 Adaptation to Other Scripts
In addition to Latin scripts, the presented text line extraction method can be applied to
other scripts. Here, the adaptation of the coupled snakelets based text line extraction
method to different scripts like Chinese, Devanagari and Arabic is described.
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Figure 2.18: The execution time and the corresponding text line detection accuracy of
the presented coupled snakelets method for different downscaling factors on
the DFKI-I dataset.
2.6.1 Chinese
Chinese characters are composed of small strokes and geometric shapes, as shown in
Figure 2.19(a). Unlike Latin script, a collection of top and bottom points of connected
components of a text line can not represent the uniform top and bottom line of the text
line, respectively, which are required for properly estimating baseline and x-line pairs
through coupled snakelets method. In order to solve this problem, a Chinese script doc-
ument image is smeared before top and bottom points estimation. For this purpose, a
smearing method, which is a sequence of dilation, fill-holes and erosion operations, is
applied. For a sample document image (Figure 2.19(a)), the smeared document image is
shown in Figure 2.19(b). Now the top and bottom points of the smeared connected com-
ponents can give better information about top and bottom lines of text lines, respectively.
Two further modifications are made for adapting coupled snakelets method to Chinese
script: (i) all top and bottom points of each connected component are used instead of
using only one top and one bottom point of each connected component; (ii) in first de-
formation cycle, each pair of snakes is deformed without extra length and neighborhood
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area. In this way, the initial pair of snakes for each connected components is aligned to
its slope direction. The remaining deformation cycles follow the same additional length
and growing neighborhood area criteria as mentioned in the algorithm (Figure 2.8). For
the smeared document image (Figure 2.19(b)), the deformed pairs of coupled snakelets
are shown in Figure 2.19(c) and the corresponding extracted text lines result is shown in
Figure 2.19(d).
2.6.2 Devanagari
Devanagari script contains big characters as compared to Latin and Chinese scripts as
shown in Figure 2.20(a). Here the same approach as mentioned for Chinese document
images is followed except smearing, because Devanagari connected components do not
have multiple non-touching components. For a sample document image, the deformed
pairs of coupled snakelets are shown in Figure 2.20(b) and the corresponding extracted
text lines are shown in Figure 2.20(c).
2.6.3 Arabic
The Coupled snakelets method is mainly designed to follow the uniform top and bottom
points of connected components. Here, the potential of coupled snakelets based text line
extraction method is shown for a case where the characters within a text line do not
contain smooth top and bottom points. Unlike Latin, Chinese and Devanagari scripts,
Arabic script document images contains non-uniform top and bottom lines within a text
line, as shown in Figure 2.21(a). Additionally, Arabic script document images contain big
connected components like Devanagari script document images. Here, the same approach
is applied for Arabic script curled text line extraction as described for Devanagari script.
For a sample document image (Figure 2.21(a)), the deformed pairs of coupled snakelets
are shown in Figure 2.21(b). Extracted text lines are shown in Figure 2.21(c).
2.7 Conclusion
Hand-held camera-captured document images usually contain warped/curled text lines
because of geometric and/or perspective distortions. In this chapter, a novel curled text
line segmentation algorithm is introduced by adapting active contour (snake) [KWT88].
Here, the adapted active contour (snake) model for text line segmentation is referred to
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as coupled snakelets. The presented algorithm uses only top and bottom points of con-
nected components within a document image for detecting text lines. It jointly estimates
a local pair of x-line and baseline on each connected component using top and bottom
points and then each group of overlapping and/or touching pairs of x-line and baseline is
considered as a segmented text line. The DFKI-I (the CBDAR 2007 dewarping contest)
dataset [SB07] is used for performance evaluation of the presented method and com-
parison with other state-of-the-art approaches: i) nearest-neighbors - original(Gatos et
al. [GPN07]) and the proposed modified version, ii) baby-snakes (Bukhari et al [BSB08]),
iii) rule-based (Oliveria et al. [OLT+10]), and iv) Docstrum [O’G93]. The presented
method is less sensitive to high degree of curl and skew and produces a less number
of over- and under-segmentation errors as compared to other state-of-the-art curled text
line segmentation methods. Unlike existing approaches, the presented algorithm performs
text lines segmentation and their x-line and baseline pairs estimation simultaneously that
results in improved segmentation with better estimation of x-lines and baseline than other
approaches. The performance evaluation results are shown in Table 2.1. The presented
coupled snakelets algorithm achieved the highest one-to-one text line segmentation ac-
curacy as compared to other methods. It also yields the lowest oversegmentation and
missed text lines errors, and a small number of undersegmentation errors. The presented
method contains six free/tunable parameters. Most of these parameters are non-sensitive
with respect to the performance the presented method.
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(a) A sample Chinese script document image
(b) smeared image
(c) coupled snakelets
(d) extracted text lines
Figure 2.19: Example of curled text lines extraction of camera-captured document image
of Chinese script using coupled snakelets.
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(a) A sample Devanagari script document image
(b) coupled snakelets
(c) extracted text lines
Figure 2.20: Example of curled text lines extraction of camera-captured document image
of Devanagari script using coupled snakelets.
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(a) Arabic script document image
(b) coupled snakelets
(c) extracted text lines
Figure 2.21: Example of curled text lines extraction of camera-captured document image
of Arabic script using coupled snakelets.
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Chapter 3
A Generic Text Line Extraction
Method
Summary: text line extraction is an essential step in many OCR systems. Failures
in text line extraction can result in strong increase in overall system error rates. For
decades, a large number of text line finding approaches have been proposed in the litera-
ture. However, there is no general-purpose text line finding method that can be robustly
applied to a large variety of document classes. This chapter presents a novel text line ex-
traction technique using matched filtering and ridge detection, that can be equally applied
to a diverse collection of documents, and therefore, can be considered as a generic text
line extraction technique. For the performance evaluation of the presented text line ex-
traction method, different standard datasets are selected that belong to different categories
of document images: the UW-III dataset of scanned documents, the ICDAR 2007 and the
UMD datasets handwritten documents, the DFKI-I dataset camera-captured documents,
Arabic/Urdu script documents dataset, and German calligraphic (Fraktur) script docu-
ments dataset. In total, there are 650 document images that collectively contain 23763
text lines. For each of these domain-specific datasets, the text line detection accuracy of
different domain-specific state-of-the-art methods are analyzed. Experiments show that
the presented method achieves significantly better text line detection accuracy (86%) than
aggregate accuracy of the best performing domain-specific state-of-the-art methods (73%).
3.1 Introduction
Text line is the most dominant geometrical layout structure in the context of a diverse
collection of document images [LSZT07]–a corpus of document images consisting of a
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large variety of binary and grayscale, scanned and camera-captured, typed-text, hand-
written and historical document images of various different scripts. A sample collection
of a diverse document images is shown in Figure 3.1. Text line extraction is considered
as one of the most important document image analysis steps. A large number of text
line extraction methods are available in the literature. Almost all of the traditional text
line extraction algorithms rely on certain assumptions about target class of documents
with respect to writing styles (typed-text or handwritten), digitization methods (scanner
or camera), intensity values (binary, gray or color), or scripts (Latin, Chinese, Arabic,
. . . ). These traditional algorithms usually fail where the underlying assumptions are not
satisfied. Therefore, they are referred to as domain or class specific text line extrac-
tion methods. In general, generic text line methods are especially important for both
camera-based and historical document analysis, both of which are increasingly becom-
ing important with the advent of less expensive and widely used digital cameras and
digitization of a huge amount of historical documents in libraries all over the world.
This chapter introduces a generic text line extraction method using matched filtering
and ridge detection approaches, which are very popular in computer vision but so far
have not been applied in document image processing.
Over the last four decades, several text line extraction methods have been proposed.
Comprehensive overview of the traditional state-of-the-art text line extraction meth-
ods has been provided in [CCMM98b, Nag00]. Some of these algorithms have come to
widespread use for analyzing documents in different scrips and languages [SKB08b], such
as X-Y cut [NSV92], smearing [WCW82], whitespace analysis [BJF90], constrained text
line extraction [Bre02b], Docstrum [O’G93], and Voronoi [KSI98]. These algorithms per-
form well for scanned, binarized, cleaned document images with simple script, but fail
on warped camera-captured document images [BSB10b], complex scripts document im-
ages [KKJ07], and handwritten/historical document images [LZDJ08, LSZT07] because
of their specific challenging problems as shown in Figure 3.1. Hand-held camera-captured
document images usually consist of high degree of curl with a variety of curl direc-
tions, as shown in Figure 3.1(c) and 3.1(e), which is one of the most difficult problem
for curled text line finding [BSB10b]. Bukhari et. al [BSB10b] shows that the Doc-
strum [O’G93], which is one of the state-of-the-art text line finding methods, does not
work for warped, camera-captured document images. Free-style handwritten text lines
finding can be considered as the most difficult task because of the following significant
challenges [LGPH08, KAAKD10]: irregular layout, lack of a well-defined baseline, vari-
ability in skew angle between different text lines and along a single text line, interline
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overlap and touching, noise and distortion, such as smudges, smears, faded print, and
bleed-through. Some of these challenging problems for handwritten text line segmenta-
tion are shown in Figure 3.1(f), 3.1(g), and 3.1(h). Li et al. [LZDJ08] described that the
X-Y cut [NSV92] and Docstrum [O’G93], which are well-known layout analysis algorithms
for machine-printed document images, do not perform well for text line segmentation from
freestyle handwritten document images. Latin script is considered as one of the most sim-
plest script in the world with respect to document image processing [Nag00] as compared
to other complex scripts like Arabic, Persian, African, Urdu, and Indic (Figure 3.1(d)
and 3.1(e)), Kumar et al. [KKJ07] also demonstrated that the successful page segmenta-
tion algorithms for Latin Scripts [SKB08b] such as X-Y cut [NSV92], smearing [WCW82],
Docstrum [O’G93], Voronoi [KSI98], constrained text line detection [Bre02b] and whites-
pace analysis [BJF90] do not give good results for complex Indic scripts.
Text line extraction for complex document images, like camera-captured, complex
script, and handwritten/historical document images, is an open challenging problem.
Every year, several researchers proposed different text line extraction methods for solv-
ing specific problems in each of these categories of complex document images. Detailed
overview of the state-of-the-art text line extraction methods for warped camera-captured
document images has been provided in [BSB10b] and for handwritten and historical
document images in [LSZT07, GAS07, LGPH09, ASES11], and some of the specialized
script-specific text line extraction approaches for complex script document images can
be found in [KKJ07,SHKB06]. Beside the sophisticated nature of most of these domain
specific methods, some of them also require preprocessing steps (such as binarization, doc-
ument cleanup, zone segmentation, skew correction etc.) before moving towards text line
extraction step and/or some post-processing steps after applying text line extraction.
Most of these approaches also consist of a few or many, but ambiguous or ill-defined,
free-parameters and their tunning/optimization is a difficult task. Even most of these
specialized domain/class specific methods rely on certain assumptions about the struc-
ture of target document images for which they are designed, and fail on other types of
document images within the same domain where the underlying assumptions are not
satisfied. For example, even if an algorithm is designed for Arabic handwritten text line
segmentation problem (domain specific method), there is no guarantee that it can work
robustly for different varieties of Arabic handwritten document images.
Currently, there is no universal or generic text line finding method that can be robustly
applied without modifications to a diverse collection of document images. Figure 3.1
shows a diverse collection of documents. Many researchers [NJ07, LSZT07] highlighted
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(a) (b) (c) (d)
(e) (f) (g) (h)
Figure 3.1: A collection of diverse document images. a) Scanned, Binary, Printed-Text
Latin Script, Manhattan Layout. b) Scanned, Color, Printed-Text Latin
Script, Non-Manhattan Layout. c) Camera-Captured, Grayscale, Printed-
Text Latin Script, Warped Document. d) Scanned, Grayscale, Printed-
Text Kannada Script, Manhattan Layout. e) Camera-Captured, Grayscale,
Printed-Text Urdu Script, Warped Document. f) Scanned, Color, Handwrit-
ten/Historical Arabic Script, Irregular Layout. g) Scanned, Grayscale, Hand-
written/Historical English Script, Background Noise. h) Scanned, Grayscale,
Handwritten/Historical Arabic Script, Irregular Layout.
the major challenging problem of a universal/generic text line extraction method as an
elusive goal so far, which is still beyond the reach of the state-of-the-art in the field.
This chapter presents a novel text line extraction method using standard computer
vision approaches: matched filtering and ridge detection. The presented method is a
generic text line extraction algorithms that can be equally applied to a large variety of
document image classes (as shown in Figure 3.1), which include binary and grayscale
intensity values, scanned and camera-captured documents, different scripts, and different
text line structures, such as typed-text straight, skewed and curled text lines, and free-
style handwritten text lines (that may contain interline touching, inter-line overlapping,
irregular layout, and noise). Unlike the sophisticated nature of most of the domain
specific text line finding methods, the generic text line finding technique consists of two
standard, simple, and easy to understand and implement image processing algorithms:
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(i) matched filtering and (ii) ridge detection. Because of that, it contains well-defined
free-parameters, which will be discussed in Section 3.2. The tuning/optimization of these
free-parameters is a simple task. In this chapter, performance of the ridge-based text line
extraction method is evaluated on a collection of diverse document images and compared
with several domain-specific state-of-the-art methods. This chapter shows that the ridge-
based text line extraction method achieves significantly better text line detection accuracy
than different state-of-the-art methods.
The rest of this chapter is organized as follows. The presented generic text line finding
method is described in Section 3.2. Performance evaluation and experimental results are
discussed in Section 3.3, followed by a conclusion in Section 3.4.
3.2 The Generic Text Line Finding Algorithm
The generic text line finding algorithm consists of two main steps: (i) text lines structure
enhancement using matched filtering approach, and (ii) text line extraction using ridge
detection over the enhanced image. Section 3.2.1 describes the motivation behind using
matched filtering for text lines structure enhancement and its technical details. Similarly,
section 3.2.2 describes the reason for using ridge detection method for the first time in
document image processing for finding text line regions on the enhanced/smoothed image
along with technical details. Section 3.2.3 presents approach of labeling text lines using
detected ridges.
3.2.1 Step 1: Text line Structure Enhancement
Matched filtering is a very popular approach in computer vision especially for blood ves-
sel detection in retinal images [CCK+89, HKG00, ARQA07], fingerprint image enhance-
ment [GN88,SAJ10], and image smoothing and segmentation [OCDK04,BKMA10,LW06].
Matched filtering is the concept of using a bank/set of filters, instead of one, for a given
data processing task, such that a set of filters is applied to each pixel of an input image,
and the maximum filter response at each pixel is selected for the output image. Here,
Gaussian filter bank smoothing, which is motivated by the concept of matched filtering
approach, is used for enhancing text lines structure in document images. The main mo-
tivation behind using the Gaussian filter bank smoothing instead of a single Gaussian
filter is described below.
Document images contain lots of fine-scale details like character strokes, punctuation
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(a) document image with vari-
able font sizes
(b) single isotropic Gaussian fil-
ter
(c) single anisotropic Gaussian
filter with small scales
(d) single anisotropic Gaussian
filter with big scales
(e) Gaussian filter bank (Sec-
tion 3.2.1)
(f) document image with differ-
ent direction of skew/curl
(g) single anisotropic Gaussian
filter with small scale
(h) single anisotropic Gaussian
filter with big scale
(i) Gaussian filter bank (Sec-
tion 3.2.1)
Figure 3.2: Different possible ways of text lines structure enhancement/smoothing in doc-
ument images and their effects. Single isotropic Gaussian filter smoothing,
where σx = σy in Equation 3.2; the structure of text line is completely lost
(Figure 3.2(b)), because text lines are horizontal/vertical in nature. Single
anisotropic Gaussian filter smoothing, where σx > σy in Equation 3.2; also the
details of text lines structure is lost (Figure 3.2(c), 3.2(d), 3.2(g), and 3.2(h))
mainly because document images consists of multiple font sizes and/or multi-
ple skew/curl. Multi-scale, multi-orientation Gaussian filter bank smoothing
(Section 3.2.1) enhanced text lines structure well without mixing them with
their neighboring text lines (Figure 3.2(e) and 3.2(i)).
marks, dots etc. Smoothing of a document image can transform its text lines structure
into a high level coarse lines structure by blending their inter-line white spaces with
fine-scale details. This type of transformation is referred to as text lines structure en-
hancement.
In different scripts, text lines are either arranged horizontally (like English, Arabic,
etc.) or vertically (like Japanese). Therefore, a single isotropic Gaussian filter neither
with a small nor with a big value of standard deviation (σ) is suitable for enhancing
text line structure (as shown in Figure 3.2(b)). For text line structure enhancement, a
better choice is to use an anisotropic Gaussian filter, but with different pair of values of
standard deviations depending upon the targeted document’s class, such as σx > σy for
horizontally aligned text lines and σx < σx for vertically aligned text lines. Based on this
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consideration, even a single pair of σx and σy values are not sufficient for a collection of
both horizontally and vertically aligned scripts.
A document image may also consist of a diversity of font sizes (as shown in Fig-
ure 3.2(a)), different text line orientations (as shown in Figure 3.2(f)), and variable
spaces between characters, words and text lines. In such cases, each foreground pixel
may have specific scales for x- and y-axis standard deviations and orientation with re-
spect to neighboring white spaces. In such a case, a pair of small values of σx and σy can
only enhance text lines structure with small fonts but not with big fonts (as shown in
Figure 3.2(c)), or a pair of big values of σx and σy can enhance text lines structure of big
fonts; for the case of text lines with small fonts, the details are mixed with neighboring
text lines (as shown in Figure 3.2(d)). Therefore, even if all text lines are either aligned
horizontally or vertically, a single pair of σx and σy values is not sufficient for text lines
structure enhancement in the presence of multiple font sizes. Furthermore, as mentioned
above, document images may also contain multiple skew/curl (such cases mainly occur
in camera-captured, warped document images as shown in Figure 3.2(f)), and therefore a
single anisotropic Gaussian filter with horizontal orientation can not enhance the struc-
ture of multi-orientation curled text lines (as shown in Figure 3.2(g) and 3.2(h)). These
problems of text line structure enhancement under the cases of multiple font sizes and/or
multiple text orientations can be solved by applying the matched filtering concept of
multi-scale, multi-orientation anisotropic Gaussian filter bank smoothing (described in
the following section). The results of text line structure enhancement using Gaussian fil-
ter bank are shown in Figure 3.2(e) and Figure 3.2(i). It is clearly visible in these figures
that Gaussian filter bank properly enhances the structure of text lines in the presence of
different font sizes and different directions of curl, respectively. It is the main motivation
of using Gaussian filter bank smoothing approach for text lines structure enhancement
in document images for text line detection. The technical details of Gaussian filter bank
smoothing techniques is explained in the following section.
Anisotropic Gaussian Filter Bank Smoothing
The formula of isotropic Gaussian filter and oriented anisotropic Gaussian filter is given
in Equation 3.1 and 3.2, respectively.
G(x, y; σ) =
1
2piσ2
exp{−1
2
(x2 + y2)
σ2
} (3.1)
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G(x, y, σx, σy, θ) =
1
2piσxσy
exp{−1
2
(
(x cos θ + y sin θ)2
σx2
+
(−x sin θ + y cos θ)2
σy2
)} (3.2)
Isotropic Gaussian filer consist of a single well-defined parameter for defining stan-
dard deviation (σ). Oriented anisotropic Gaussian filter consists of three well-defined
parameters; σx: x-axis standard deviation, σy: y-axis standard deviation and θ: orien-
tation angle. In contrast to isotropic Gaussian filter, oriented anisotropic Gaussian filter
is a more general form and it can also be transformed into isotropic Gaussian filter by
defining σx = σy and θ = 0.
For generating a bank of oriented anisotropic Gaussian filters, the ranges are first
defined for these parameters: σx, σy and θ. A suitable range for θ can be −45◦ to 45◦,
that can cover all possible line orientations. The ranges for σx (wstart → wend) and σy
(hstart → hend) can be selected relatively and automatically for a binary document image
using its connected components statistics such as median width (Wmed cc) and median
height (Hmed cc), like: wstart = wweight×Wmed cc, wend = (wweight+wweight offset)×Wmed cc,
hstart = hweight×Hmed cc, and hend = (hweight + hheight offset)×Hmed cc. The values of the
following free parameters wweight, hweight, wweight offset, and hheight offset can be chosen
empirically. For grayscale documents, the absolute values can be selected empirically for
the ranges of σx (wstart → wend) and σy (hstart → hend). After defining these ranges, a
set of filters is generated for different possible combinations of σx, σy and θ from their
predefined ranges. This set of oriented anisotropic Gaussian smoothing filters is then
applied to each pixel of an input image. The maximum filter response for a particular
pixel corresponds to the pixel’s local orientation and scales of x- and y-axis standard
deviations. Therefore, the maximum filter response at each pixel is selected for the
smoothed or enhanced text lines image. For blending the fine discontinuities in the
smoothed image, the smoothed image can be finally processed by an isotropic Gaussian
filter with a small value of standard deviation. The block diagram of Gaussian filter bank
smoothing is shown in Figure 3.3(a). A simple example image to illustrate the concept of
Gaussian filter bank smoothing is also shown in Figure 3.3(b). The algorithm of text lines
structure enhancement method using oriented anisotropic Gaussian filter bank smoothing
is shown in Figure 3.4(a). For a sample document image (Figure 3.5(a)), the result of
anisotropic Gaussian filter bank smoothing is shown in Figure 3.5(b).
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(a) Block diagram of oriented anisotropic Gaussian filter bank
smoothing
(b) Illustration
Figure 3.3: a) Processing flow of image smoothing using oriented anisotropic Gaussian
filter bank approach. b) Example image for illustrating the basic principle of
multi-orientation, multi-scale Gaussian filter bank smoothing; a filter bank
over a pixel; result of filter bank smoothing.
A New Line Filter Bank Smoothing Technique
As mentioned above, anisotropic Gaussian filter bank smoothing is suitable for text line
structure enhancement. However, it takes a large number of computational operations
for a large number of filters. In order to overcome this problem, a novel concept of line
averaging filter bank smoothing is introduced here for enhancing text line structure. The
line averaging filter bank smoothing requires fewer computational operations for a large
number filters as compared to anisotropic Gaussian filter bank smoothing.
A novel principle is presented here which states that “an oriented anisotropic Gaussian
filter (Equation 3.2) can be approximated by a convolution of an isotropic Gaussian filter
(Equation 3.1) and a simple line averaging filter”. The main concept of line averaging
filter bank smoothing is based on that novel principal. Here, the line averaging filter is
defined as a function of length (L pixels) and orientation (θ degrees as slope) of a line,
and it works as follows. For a pixel (x, y) in the smoothed image, the center point of a
line filter is first placed over the pixel. By doing that, the line filter coincides with that
pixel and its neighboring pixels. This way, the line averaging filter simply returns an
average intensity value corresponding to all of these pixels. The line averaging filter is
represented as Avg(x, y; L, θ).
According to the presented principle, for approximating the smoothing affect of an ori-
ented anisotropic Gaussian filter (G(x, y; σx, σy, θ), as show in Equation 3.2) for an image,
the image is first smoothed by an appropriate isotropic Gaussian filter (G(x, y; σ)), and
then the smoothed image is processed by an appropriate line averaging filter (Avg(x, y; L, θ)).
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(a) Anisotropic Gaussian filter bank smoothing (b) Line averaging filter bank smoothing
Figure 3.4: Algorithms of text lines structure enhancement using i) multi-orientation,
multi-scale anisotropic Gaussian filter bank smoothing. and ii) line averaging
filter bank smoothing.
Some approximation examples are shown in Figure 3.6.
Using the presented convolution of isotropic Gaussian filter with line averaging filter,
the main concept of the line filter bank smoothing technique is described as follows: an
input image is first smoothed by an isotropic Gaussian filter with a predefined value of
standard deviation (σ). For grayscale document image the value of σ can be chosen
empirically. For binary image, the value of σ can be selected relatively with respect
to median height of connected components (Hmed cc) such that σ = σweight × Hmed cc,
where the value of σweight can be chosen empirically. After smoothing image by applying
isotropic Gaussian filter, a set of line averaging filters is generated with varying lengths
(L) and slopes (θ). Similar to anisotropic Gaussian filter bank smoothing, a suitable
range of θ can be −45◦ to 45◦ for generating a bank of line averaging filter. For grayscale
documents, the absolute values can be selected empirically for defining the range of L
(lstart → lend). It can be selected relatively and automatically for a binary document image
using median width of connected components (Wmed cc), like: lstart = lweight ×Wmed cc,
lend = (lweight + lweightoffset)×Wmed cc, where the values of lweight and lweightoffset can be
set empirically.
After generating the set of line averaging filters from predefined ranges of θ and L,
it is applied to the smoothed image, and for each pixel the maximum filter response is
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(a) Camera-captured docu-
ment
(b) Anisotropic Gaussian
filter bank smoothing
(c) Line averaging filter
bank smoothing
Figure 3.5: A sample camera-captured document image and its smoothed text lines re-
sults using both anisotropic Gaussian filter bank and line filter bank smooth-
ing methods and their corresponding detected ridges. (a) sample camera-
captured image, (b) result of anisotropic Gaussian filter bank smoothing, (c)
result of line filter bank smoothing.
selected for the resulting smoothed image. The resulting image is further smoothed by
an isotropic Gaussian filter with a small value of standard deviation. The block diagram
of the filter bank smoothing technique is shown in Figure 3.7(a). A simple example
image to illustrate the concept of line averaging filter bank smoothing is also shown in
Figure 3.7(b). In contrast to anisotropic Gaussian filter bank smoothing technique, it
is interesting to note that the line filter bank smoothing method just requires a single
isotropic Gaussian filter followed by a set of line averaging filters. The algorithm of
text lines structure enhancement method using line filter bank smoothing is shown in
Figure 3.4(b).
A sample camera-captured document and its corresponding smoothed text lines results
for anisotropic Gaussian filter bank smoothing and the new line filter bank smoothing
are shown in Figure 3.5. It is clearly visible in Figure 3.5 that both of the smoothing
techniques enhances the text lines structure well. It is, however, important to note
that the outputs of both smoothing methods may not be exactly the same (at pixel
level) because of their different smoothing techniques. The theoretical aspects of their
differences is out of scope of this chapter. In performance evaluation section (Section 3.3),
the performance of text line detection for both smoothing techniques (with different
possible values of their free/tunable parameters) are evaluated.
In order to compare the computational complexities of the filter bank smoothing ap-
proaches (oriented anisotropic Gaussian filter bank and the newly presented oriented
line averaging filter bank), their basic implementations are considered without any opti-
68 3.2. THE GENERIC TEXT LINE FINDING ALGORITHM
Figure 3.6: Sample results for the approximation of an oriented anisotropic Gaussian
filter (G(σx, σy, θ)) using the presented linear combination of an isotropic
Gaussian filter (G(σ)) and a line averaging filter (A(L, θ)). a) θ = 45◦, b)
θ = 0◦, c) θ = −45◦.
mization. Computational complexity of anisotropic Gaussian filter bank, with F number
of oriented anisotropic Gaussian filters of W × W window size, for an N × N image
is equal to O(F × W 2 × N2). Similarly, computational complexity of line averaging
filter bank, with an isotropic Gaussian filter of W × W window size and a set of F
number of oriented line averaging filters of L pixels, for an N × N image is equal to
O(W 2 ×N2 + F × L×N2). Therefore, a large number of computational operations are
required for oriented anisotropic Gaussian filter bank than the new line averaging filter
bank.
Sample document images and their corresponding smoothed text lines images are
shown in Figure 3.8. In contrast to a single isotropic or a single anisotropic Gaussian
smoothing, the filter bank smoothing, either anisotropic Gaussian filter bank smoothing
or line filter bank smoothing, enhances text lines structure well. After text line enhance-
ment, text lines regions in the smoothed image are detected by applying ridge detection
method. The following section describes the motivation behind using ridge detection
method for text line detection and its technical details.
3.2.2 Step 2: Text Line Detection
Ridge detection approach has been widely used in computer vision for representing shapes
of objects and producing symbolic descriptions of significant features [Ril87b, EGM+94,
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(a) Block diagram of isotropic Gaussian filter with line
averaging filter bank
(b) Illustration
Figure 3.7: a) Processing flow of image smoothing using the presented line filter bank
smoothing technique. b) Example image for illustrating the basic principle
of lien averaging filter bank smoothing, image smoothing using an isotropic
Gaussian filter, illustration of multi-orientation, multi-scale line averaging
filters over a point, result of the line filter bank smoothing technique.
Dam99]. A basic ridge detection function can be defined as follows: consider a 3D image,
such as x-coordinate, y-coordinate and intensity value for each pixel. The ridge detection
is a function of these three variables which results in a set of curves, where the points on
the curves are the local maximum of the ridge detection function in one dimension, i.e.
intensity.
In case of document images, each enhanced text lines in the smoothed document image
as shown in Figure 3.8 can be interpreted as ridge like structure, where the imaginary line
that passes through the center of each enhanced text line represents ridge. Therefore, text
line regions (these are the lines passing through the center of text lines) can be detected
in the smoothed image using ridge detection technique, where each continuous/connected
ridge can represent a segmented/detected text line. This is the main motivation of using
ridge detection technique for the first time in document image processing for text line
extraction. Here, a ridge detection method is used that is based on standard ridge
detection techniques [Ril87b,EGM+94,Dam99]. The ridge detection method is described
in detail below.
Consider an image I for which intensity value at the location (x, y) is represented as
I(x, y). The ridge detection method is based on the analysis of gradient vectors (∇I) and
greatest downward curvatures (symbol Iˇ is chosen for representing the greatest downward
curvatures). For a pixel I(x, y), gradient vector (∇I(x, y)) is defined in Equation 3.3:
∇I(x, y) =
(
∂I(x, y)
∂x
,
∂I(x, y)
∂y
)
(3.3)
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(a) camera-captured, Latin
script image
(b) enhanced text lines
(c) scanned, handwritten,
Hindi script image
(d) enhanced text lines
Figure 3.8: Example images of typed-text, camera-captured, Latin script and scanned,
handwritten, Hindi script document images and their corresponding en-
hanced/smoothed text lines images.
For a pixel I(x, y), greatest downward curvature (Iˇ(x, y)) is defined as the local direc-
tion in which surface curves the most downward from the tangent plane. Precisely stated,
a local greatest downward curvature is defined as the direction vector of the minimum
second directional derivative at a given point, which can be estimated by using Hessian
matrix (H). The definition of Hessian matrix at point I(x, y) is given in Equation 3.4.
H(x, y) =
(
∂2I(x,y)
∂x2
∂2I(x,y)
∂x∂y
∂2I(x,y)
∂x∂y
∂2I(x,y)
∂y2
)
(3.4)
Let λ1(x, y) and λ2(x, y) be the two Eignevalues of H(x, y). Define λs(x, y) as the
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minimum Eignevalue i.e. λs(x, y) = min(λ1(x, y), λ2(x, y)) and λb(x, y) as the maximum
Eignevalue i.e. λb(x, y) = max(λ1(x, y), λ2(x, y)). Let es(x, y) be the Eignevector cor-
responding to λs(x, y) and eb(x, y) be the Eignevector corresponding to λb(x, y). The
greatest downward curvature at that point (Iˇ(x, y)) is defined as the Eignevector corre-
sponding to the smaller Eignevalue as shown in Equation 3.5.
Iˇ(x, y) =
es(x, y)
| es(x, y) | (3.5)
A simple example image to illustrate the concept of ridge detection is shown in Fig-
ure 3.10(a), where a black pixel corresponds to the largest intensity value and a white
pixel corresponds to the smallest intensity value. This image is composed of two objects:
one object contains horizontally aligned ridge points in the middle of that object and
another one contains an isolated point. The gradient vectors ∇I, greatest downward
curvatures Iˇ, small negative Eignevalues and small positive Eignevalues are shown in
Figure 3.10(b) with red, blue, yellow, and green colors, respectively. A close examina-
tion of gradient vectors, greatest downward curvature vectors, and the signs of small
Eignevalues at ridge and non-ridge points in Figure 3.10(b) describes the following facts.
The gradient vectors move away from the ridge’s points and the greatest downward cur-
vatures point perpendicularly to the gradient vectors in the overall neighborhood of the
ridges. Therefore, if both gradient and greatest downward curvature vectors at a point
are perpendicular to each other then the point is considered as a candidate ridge’s point.
If the small Eignevalue at that point is negative i.e. es(x, y) < 0, the point is selected
as ridge’s point. Based on the above description, the ridge’s points are the set of points
which satisfy the following conditions: ∇I.Iˇ = 0 and es < 0. The dot product of ∇I
and Iˇ is zero where these vectors are perpendicular to each other and es < 0 ensures
that the points are ridges points, not trough points. The ridge detection using only these
conditions can also produce ridges points around an isolated point (like salt-and-pepper
noise), which is shown in Figure 3.10(c). Such type of noisy ridges is removed by adding
another condition such that a point is a ridge’s point if at least one of its 4-neighboring
points ((x+dx, y+dy), i.e. either (x+1, y+0), (x−1, y+0), (x+0, y+1), or (x+0, y−1))
is also a ridge’s point. For checking either a point is a ridge’s point or not, all of these
three conditions are combined together that results into a set of rules that are shown in
Equation 3.6. For detecting ridge points in the smoothed image, each point I(x, y) is an-
alyzed for a ridge’s point at a time with one of its 4-neighboring point (I(x+ dx, y+ dy))
based on the rules mentioned in Equation 3.6. The ridge detection algorithm is shown in
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R(x, y, dx, dy) =

1 if

1. es(x, y) < 0 and ‖es(x, y)‖ > ‖eb(x, y)‖
2. es(x+ dx, y + dy) < 0 and
‖es(x+ dx, y + dy)‖ > ‖eb(x+ dx, y + dy)‖
3. ∇I(x, y).∇I(x+ dx, y + dy) < Iˇ(x, y).Iˇ(x+ dx, y + dy)
4. ∇I(x, y).Iˇ(x, y) ∗ ∇I(x+ dx, y + dy).Iˇ(x+ dx, y + dy)∗
Iˇ(x, y).Iˇ(x+ dx, y + dy) < 0
0 else
(3.6)
Figure 3.9.
For the example image in Figure 3.10(a), detected ridges are shown in Figure 3.10(d).
The detected ridges over a sample smoothed document image (Figure3.10(f)) is also
shown in Figure 3.10(g). It i interesting to note in Figure 3.10(g) that, each connected
ridge line represents the complete region of a particular text line. The detected ridges of
the enhanced/smoothed text line images of Figure 3.8(b) and 3.8(d) are also shown in
Figures 3.11(a) and 3.11(c), respectively, where the detected ridges are mapped over the
input images for viewing clarity. Detected ridges for some of the challenging cases, espe-
cially in grayscale document images, like smudge (Figure 3.12(a)) and bleed-through (Fig-
ure 3.12(e)) are also shown in the Figure 3.12(b) and 3.12(f), respectively. Even in such
complex cases, most of the detected ridge represent segmented text lines regions, except
some small noise ridges which mostly lie on document background. These noisy ridges can
be removed by using size based filtering. It is visible in Figures 3.11(a), 3.11(c), 3.12(b),
and 3.12(f) that, each ridge covers the complete region of a particular text line. The
ridges based text line regions detection method can be applied equally on both binary
and grayscale document images.
After detecting text lines regions, i.e. ridge detection over the smoothed image, the
final labeling step, which assign a unique label to text associated with each particular
text line using detected text lines regions (ridges), is described in the following section.
3.2.3 Step 3: Text Line Labeling
The text line labeling procedure using detected ridges is defined as follows. First of all,
each connected ridge line is assigned a unique label. Some examples of labeled ridges with
different colors are shown in Figure 3.11(a), 3.11(c), 3.12(b), and 3.12(f). It is important
to note that, each ridge covers a complete region of a particular text line. Labeling of
characters (connected components) in a document image with respect to their text lines
association can be considered as a trivial task, such that each connected component in the
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Figure 3.9: Algorithm of text line detection using ridge detection method. The formula
for R(x, y, dx, dy) is given in Equation 3.6.
document image is assigned the label of its overlapping ridge, and then each unlabeled
connected component (like dots, punctuation marks that could not overlap with any
ridge) are assigned the label of nearest neighbor (labeled) component. This type of trivial
labeling is only possible for document images which do not contain overlapping and/or
touching characters in-between text lines. However, free-style handwritten document
images usually contain a lot of overlapping and/or touching components in-between text
lines, as well as other challenging problems like smudge, bleed-through, etc. In such
cases, more than one ridges can lie over a single connected component. For example,
the whole text in the document image of Figure 3.11(c) is considered as single connected
component (because of the page lining and inter-line touching text). Therefore, text line
labeling under these challenging conditions is still an open problem. Here, a simple and
effective text lines labeling algorithm is introduced for document images with overlapping
and/or touching connected components, smudge, etc., which is defined as follows. If a
single ridge lies over a single connected component then the connected component is
assigned the label of that particular ridge. If more than one ridges lie over a single
connected component, then a connected component is cut from the center between each
of the two consecutive ridges in the orientation approximately similar to the orientation
of consecutive ridges. The illustration of this cutting procedure for sample document
image with inter-line touching is shown in Figure 3.13. By doing that, each segment of a
particular connected component overlaps with a single ridge (as shown in Figure 3.13(b)),
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(a) (b) (c) (d)
(e) sample document image (f) smoothed document image (g) detected ridges
Figure 3.10: Illustration of ridge detection principle using an example image and its result
on a sample document image. a) grayscale image where black pixels repre-
sent the maximum intensity and white pixel represents the minimum inten-
sity value. b) ∇I (red arrows), Iˇ (blue arrows), and signs of small Eigneval-
ues (yellow dots represent -ve sign and green dots represents +ve sign). c)
detected ridges: each pixel is examined for ridge point in conjunction with
its four neighboring pixels and a pixel is reported as ridge’s point if the pixel
itself and at least one of its neighboring pixel hold ridge criteria. d) curled
text lines in camera-captured document image. e) smoothed/enhanced text
line structure. f) detected ridge; it is important to note that, each connected
ridge represent a complete region of a particular text line.
and therefore is assigned the label of that particular ridge as shown in Figure 3.13(c).
Some examples of labeled text lines result using the above mentioned procedure are shown
in Figures 3.11(b) and 3.11(d). Additionally, text line finding results of the ridge-based
text line detection algorithm in the presence of some other challenging problems are also
shown in Figure 3.14. As shown in these results, the ridge-based text lines extraction
algorithm is robust to different problems such as small inter-line gaps, large amount of
border noise, inter-line touching and overlapping components, curled text lines, etc.
As mentioned above, the presented smoothing and ridge detection method can also
be directly applied to grayscale documents (as shown in Figure 3.12(b) and 3.12(f)),
where each detected ridge corresponds to the region of a particular text line. However,
so far no grayscale text line labeling method has been developed that is also an open
challenging problem in grayscale document image processing. In order to cope with
this problem, after detecting ridges, the grayscale input image is first converted into
binarized image and then the detected ridges of the grayscale image are overlapped into its
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(a) detected ridges (b) labeled image
(c) detected ridges (d) labeled image
Figure 3.11: Text line labeling using detected ridges. a) and c): Detected ridges from
enhanced text lines document images of Figure 3.8 are mapped over their
corresponding original images. b) and d): Text line detection results where
text line labeling is performed by using detected ridges.
corresponding binarized document image for labeling purpose. Sample results are shown
in Figure 3.12(d) and 3.12(h). It is also important to note that, the same ridges, that
are detected from a grayscale document image, may produce different text line labeling
results for different qualities of the corresponding binarized images. For example, text
line labeling under the challenging cases of smudge and bleed-through for two different
qualities of their corresponding binarized images are shown in Figures 3.12(c) and 3.12(d),
and Figures 3.12(g) and 3.12(h), respectively.
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(a) smudge (b) detected ridges (c) labeled image (d) labeled image
(e) bleed-through (f) detected ridges (g) labeled image (h) labeled image
Figure 3.12: Ridge detection results over grayscale document images for challenging cases.
These detected ridges are mapped over the two different qualities of corre-
sponding binarized images for text line labeling.
(a) inter-line touching text, de-
tected ridges
(b) illustration of cut portions (c) labeled image
Figure 3.13: Illustration of text line labeling method under the challenging cases of inter-
line touching text.
3.3 Performance Evaluation
The performance of the presented generic text line finding algorithm, that is also referred
to as ridge-based method, is evaluated for different categories of standard datasets. These
datasets include typed-text scanned document images (the UW-III dataset [GHHP97]),
binary and grayscale camera-captured document images (the DFKI-I dewarping con-
test dataset [SB07]), free-style handwritten scanned document images (the ICDAR 2007
handwritten segmentation contest dataset [GAS07] and the UMD handwritten docu-
ments dataset [LZDJ08]), Arabic/Urdu scripts typed-text dataset [buk], and calligraphic
German script (Fraktur) dataset [buk]. In these datasets, ground-truth is presented in
color-coded image format, such that text lines in a ground-truth image are assigned
unique labels and all the other components, like graphics, rulings, tables, text outside
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(a) (b) (c)
Figure 3.14: Accurate text line finding results of the presented algorithm in the pres-
ence of challenging problems: free-style handwritten text lines with interline
touching, noise and distortions, straight text lines merged with border noise,
and curled text lines.
(a) (b) (c)
(d) (e) (f)
Figure 3.15: Conditions that are considered as errors based on the metrics defined
in [SKB08b]. a-c) over-segmentations and under-segmentations errors be-
cause of wrong labels. d) over-segmentation and under-segmentation errors
due to a large number of strokes. e) over-segmentation error that is a result
of using small size x- and y-axis standard deviation ranges for Gaussian fil-
ter bank smoothing, and can be overcome by using appropriate large size
ranges. f) False alarms: text outside page border and noise are also detected
as text lines. These type of errors can be removed by using some prepro-
cessing or post-processing step, like text line labeling within page border or
document image cleaning.
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page border etc., are treated as noise. Here, the performance of the ridge-based text line
extraction method is compared with other state-of-the-art text line extraction methods.
As described in Section 3.2.1,the ridge-based text line detection method has two differ-
ent forms: i) ridge detection with anisotropic Gaussian smoothing (having free parameters
wweight, hweight, wweight offset, and hweight offset), ii) ridge detection with line filter bank
smoothing (having free parameters σweight, lweight, and lweight offset). Some experiments
have been conducted for both of these different types of smoothing methods on a large
variety of document images, and found that, for anisotropic Gaussian smoothing wweight
and hweight are more critical than wweight offset and hweight offset, and for line filter smooth-
ing σweight and lweight are more critical than lweight offset. Based on these experiments,
wweight offset and hweight offset are set equal to values 2 and 0.4, respectively, for Gaussian
filter bank smoothing for evaluating its performance with respect to different values of
wweight and hweight on each dataset separately as well as all documents together. Here, the
wweight can be set equal to any of the following values: 1, 2, 3, 4, 5 or 6, and hweight can
be set equal to any of the following values: 0.1, 0.2, 0.3, 0.4, 0.5 or 0.6. Similarly, for line
filter smoothing, lweight offset is empirically set equal to 2 for evaluating its performance
with respect to different values of σweight (0.25, 0.3 or 0.5) and lweight (1, 2, 3, 4, 5 or 6)
on each dataset separately as well as all documents together. These range of values are
chosen empirically in order to balance a trade-off between text line finding accuracy and
execution time speed. The range of θ for both smoothing methods can be set to 0 for
straight text line documents, and for curled text line document images the range of θ can
be set in-between ±10.
This section is further divided into two subsections. Performance evaluation on differ-
ent standard datasets and comparison with the state-of-the-art algorithms is presented
in Section 3.3.1. In Section 3.3.2, execution time of the ridge-based text line detection
algorithm with both different types of smoothing methods is analyzed.
3.3.1 Performance Evaluation and Comparison on Standard
Datasets
Performance evaluation of the ridge-based text line finding algorithm is based on vectorial
performance evaluation metrics that were presented in Shafait et al. [SKB08b], which are
described in Section 2.5 of Chapter 2.
Here, the following standard datasets are selected that belong to different cate-
gories of document image classes for the evaluation of the ridge-based text line finding
CHAPTER 3. A GENERIC TEXT LINE EXTRACTION METHOD 79
method and its comparison with other state-of-the-art methods: i) the UMD handwrit-
ten documents dataset [LZDJ08], ii) the ICDAR 2007 handwritten segmentation contest
dataset [GAS07], iii) the UW-III dataset [GHHP97], iv) Arabic/Urdu script dataset [buk],
v) Fraktur dataset [buk], vi) the DFKI-I 2007 dewarping contest dataset [SB07].
For the performance evaluation of the ridge-based method on a collection of diverse
documents, all of the document images in these different datasets are combined into a
single dataset, which contains 650 document images with 23763 text lines. This single
dataset represents a collection of diverse document images. For finding the default values
of free parameters of the ridge-based method that can be applied equally to different types
of document images, the text line detection accuracy of the ridge-based method is evalu-
ated with both anisotropic Gaussian filter bank smoothing and line filter bank smoothing
for different possible values of their free parameters (wweight and hweight for anisotropic
Gaussian filter bank smoothing, and σweight and lweight for line filter bank smoothing).
Figure 3.16 shows the one-to-one text line finding accuracy (Po2o%) of the ridge-based
text line finding algorithm for different values of their free parameters. According to
Figure 3.16, the best text line detection accuracy (84.89%) for anisotropic Gaussian filter
bank smoothing is achieved with wweight = 3 and hweight = 0.4, which can be considered
as dataset-independent/default values of free parameters of anisotropic Gaussian filter
bank smoothing. Similarly, the best text line detection accuracy (86.10%) for line filter
bank smoothing is achieved with σweight = 0.3 and lweight = 5, which can be considered
as dataset-independent/default values of free parameters of line filter bank smoothing.
It is also important to note that, both of the filter bank smoothing techniques achieved
almost similar text line detection results. Therefore, it can also be conclude that the line
filter bank smoothing technique approximates the affect of oriented Gaussian filter bank
smoothing technique but with less number of computational operations, which was one
of the main motivations of introducing the line filter bank smoothing.
Here, for each of the domain-specific dataset, the performance of the ridge-based
method (with its dataset-dependent/optimized values of free parameters) is compared
with different domain-specific stat-of-the-art methods.
The UMD Handwritten Documents Dataset
The UMD handwritten document images dataset [LZDJ08] was developed by the Lan-
guage and Media Processing Laboratory at the University of Maryland, which consists
of around 300 document images of Chinese, Korean and Hindi scripts. Document im-
ages in this dataset consist of a lot of touching and overlapping characters, background
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Table 3.1: Text line extraction accuracy of the ridge-based method (with both anisotropic
Gaussian filter bank smoothing and line filter bank smoothing) on a large
number of standard dataset that belongs to a diverse collection of documents
and its comparison with a variety of domain-specific state-of-the-art methods
by using performance evaluation metrics that are defined in [SKB08b]. For
each dataset, the text line detection accuracy of the ridge-based method is
better than the text line detection accuracies of the domain-specific state-of-
the-art methods.
Dataset Method
Performance Evaluation Metricsa
Ns No2o Nfalarm Nuseg Noseg Pucomp% Pocomp% Pmcomp% Po2o%
UMD [LZDJ08] Adapted Levelset [LZDJ08] 6242 4595 527 757 864 8.04 7.97 0.0 52.85
(Docs: 300)
Ridge-based (Aniso/Line)
7981 6063 759 680 915 7.04 9.44 1.29 69.74
(Ng: 8694) 8408 6461 1229 635 1000 6.6 9.97 0.32 74.32
ICDAR07 [GAS07] ILSP-LWSeg [GAS07] 1773 1713 - - - - - - 96.73
(Docs: 80)
Ridge-based (Aniso/Line)
1767 1719 1 31 25 1.13 1.41 0.0 97.06
(Ng: 1771) 1807 1731 3 22 27 1.19 1.41 0.0 97.74
X-Y cut [NSV92] 3836 2611 375 322 2204 5.06 53.24 7.76 72.63
Arabic/Urdu [buk] RAST [SHKB06] 3564 3058 190 198 1202 4.7 30.13 3.23 85.06
(Docs: 45)
Ridge-based (Aniso/Line)
3648 3373 437 72 129 1.97 2.25 0.95 93.83
(Ng: 3595) 3782 3377 516 59 158 1.64 2.42 1.06 93.94
Fraktur [buk] RAST [Bre02b] 2827 1545 0 133 193 2.95 5.97 1.28 90.38
(Docs: 22)
Ridge-based (Aniso/Line)
2857 2760 6 6 56 0.21 1.46 0.32 98.01
(Ng: 2816) 2858 2761 11 4 53 0.14 1.46 0.28 98.05
Smearing [WCW82] 3281 2952 7637 69 25 1.05 0.66 19.60 77.77
UW-III [GHHP97] RAST [Bre02b] 3812 3618 2398 97 60 2.24 1.58 0.58 95.31
(Docs: 100)
Ridge-based (Ansio/Line)
3725 3566 1649 94 71 2.40 1.53 1.24 93.94
(Ng: 3796) 3879 3609 4641 128 184 3.29 3.45 0.08 95.07
Nearest-Neighbor [GPN07] 3293 2753 4264 103 241 3.20 7.02 0.03 89.07
DFKI-I [SB07] Rule-Based [OLT+10] 2924 2816 785 57 682 1.81 21.71 4.43 91.10
(Docs: 102)
Ridge-based (Aniso/Line)
3032 2805 1762 125 86 3.66 2.39 0.65 90.75
(Ng: 3091) 3296 2882 2830 72 277 2.04 3.75 0.03 93.24
aNg:ground-truth components; Ns:segmented components; No2o:one-to-one matched components;
Po2o% = No2o/Ng;Noseg: over-segmentations;Nuseg: under-segmentations;Nocomp:over-segmented com-
ponents; Pocomp% = Nocomp/Ng; Nucomp: under-segmented components; Pucomp% = Nucomp/Ng;
Nmcomp: missed components; Pmcomp% = Nmcomp/Ng; Nfalarm: false alarms;
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(a) Ridge with anisotropic Gaussian filter bank
smoothing
(b) Ridge with line filter bank smoothing
Figure 3.16: Collection of Diverse Documents: plot against one-to-one segmentation ac-
curacy of the ridge-based text line finding algorithm with anisotropic Gaus-
sian filter bank smoothing and line filter bank smoothing for different values
of their free parameters on a diverse collection of document images dataset
(650 document images with 23763 text lines).
noise (signatures, check marks, drawings, lined paper etc.), irregular layout, and multi-
orientation text lines. Example images are shown in Figures 3.8(c), 3.14(b), 3.15(c)
and 3.15(d). From Figure 3.17, the optimized values of free parameters for this dataset
are: wweight = 2 and hweight = 0.5 for ridge detection with anisotropic Gaussian smooth-
ing, and σweight = 0.5 and lweight = 5 for ridge detection with line filter bank smoothing.
The performance evaluation results of the ridge-based text line finding algorithm and
adapted levelset algorithm of Li et al. [LZDJ08] are shown in Table 3.1, where the ridge-
based method performs much better than the levelset method. A few examples of over-
segmentation and under-segmentation errors for this dataset are shown in Figures 3.15(c)
and 3.15(d).
The ICDAR 2007 Handwritten Segmentation Contest Dataset
The ICDAR 2007 handwritten segmentation contest dataset [GAS07] consists of 80 hand-
written document images of English, French, German and Greek scripts. Document im-
ages in this dataset consist of irregular layout, multi-orientation text lines and overlapping
and touching characters. Sample image is shown in Figures 3.15(a). From Figure 3.18, the
optimized values of free parameters for this dataset are: wweight = 5 and hweight = 0.4 for
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(a) Ridge with anisotropic Gaussian filter bank
smoothing
(b) Ridge with line filter bank smoothing
Figure 3.17: the UMD handwritten documents dataset: plot against one-to-one seg-
mentation accuracy of the ridge-based text line finding algorithm with
anisotropic Gaussian filter bank smoothing and line filter bank smooth-
ing for different values of their free parameters on the UMD handwritten
documents dataset [LZDJ08].
ridge detection with anisotropic Gaussian smoothing, and σweight = 0.25 and lweight = 6
for ridge detection with line filter bank smoothing. This dataset was used in the ICDAR
2007 handwritten segmentation contest [GAS07] where 5 methods had participated. This
contest used different performance evaluation metrics, but one of the main performance
evaluation metrics is exactly similar to the Po2o. The performance of the ridge-based
algorithm is better than the winner of the ICDAR 2007 contest participants methods, as
shown in Table 3.1. An over-segmentation error for an example image of this dataset is
shown in Figure 3.15(a).
The UW-III Dataset
The University of Washington III (UW-III) typed-text scanned document images
dataset [GHHP97] consists of scanned English script document images. A subset of 100
single column document images is selected for the performance evaluation. Document
images in the UW-III dataset consist of straight text lines with interline touching and
border noise. Example images are shown in Figures 3.14(a), 3.15(b) and 3.15(f). From
Figure 3.19, the optimized values of free parameters for this dataset are: wweight = 2 and
hweight = 0.5 for ridge detection with anisotropic Gaussian smoothing, and σweight = 0.25
and lweight = 2 for ridge detection with line filter bank smoothing. The performance
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(a) Ridge with anisotropic Gaussian filter bank
smoothing
(b) Ridge with line filter bank smoothing
Figure 3.18: the ICDAR 2007 handwritten segmentation contest dataset: plot against
one-to-one segmentation accuracy of the ridge-based text line finding algo-
rithm with anisotropic Gaussian filter bank smoothing and line filter bank
smoothing for different values of their free parameters on the ICDAR 2007
handwritten segmentation contest dataset [GAS07].
evaluation results of RAST [Bre02b], smearing [WCW82] and the ridge-based text line
finding algorithms are shown in Table 3.1. As shown in the Table 3.1, the ridge-based
algorithm achieves better accuracy than smearing [WCW82] and close to RAST [Bre02b].
Arabic/Urdu Script Dataset
Total 25 images of Arabic documents mostly in Naskh script is collected from books,
newspapers, and multi-script (English and Arabic) documents. Together with that, 20
images from Urdu documents dataset [SHKB06] (Nastaliq script) are also selected, which
belong to the following categories: books, poetries, digests, and magazines. All together,
the Arabic and Urdu dataset consists of 45 Arabic and Urdu scripts document images with
a variety of multi-column layouts. This dataset can be downloaded from [buk]. For better
performance of ridge-based method, column segmentation is done by using the state-
of-the-art whitespace cover [Bre02b] before applying text line finding methods. From
Figure 3.20, the optimized values of free parameters for this dataset are wweight = 4 and
hweight = 0.4 for ridge detection with anisotropic Gaussian smoothing, and σweight = 0.3
and lweight = 2 for ridge detection with line filter bank smoothing. The performance
evaluation results of the X-Y cut [NSV92], the RAST [SHKB06], and the ridge-based
text line finding algorithms are shown in Table 3.1. As shown in the Table 3.1, the
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(a) Ridge with anisotropic Gaussian filter bank
smoothing
(b) Ridge with line filter bank smoothing
Figure 3.19: the UW-III dataset: plot against one-to-one segmentation accuracy of the
ridge-based text line finding algorithm with anisotropic Gaussian filter bank
smoothing and line filter bank smoothing for different values of their free
parameters on the UW-III dataset [GHHP97].
ridge-based method achieved significantly better text line detection accuracy other two
state-of-the-art methods.
Fraktur Dataset
This dataset consists of 22 document images with multi-column layouts of Fraktur script,
which is one of the famous German calligraphic scripts, and it can be downloaded
from [buk]. From Figure 3.21, the optimized values of free parameters for this dataset are
wweight = 2 and hweight = 0.3 for ridge detection with anisotropic Gaussian smoothing,
and σweight = 0.25 and lweight = 6 for ridge detection with line filter bank smoothing.
The performance evaluation results of the RAST [Bre02b] and the ridge-based text line
finding algorithms, with column segmentation as a preprocessing step using whitespace
cover [Bre02b], are shown in Table 3.1. As shown in the Table 3.1, shown in the Ta-
ble 3.1, the ridge-based method achieved better text line detection accuracy than the
state-of-the-art method.
The DFKI-I 2007 Dewarping Contest Dataset
The DFKI-I dataset [SB07] contains 102 grayscale and binarized document images of
pages from several technical books captured by an off-the-shelf hand-held digital camera
in a normal office environment. Document images in this dataset consist of warped
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(a) Ridge with anisotropic Gaussian filter bank
smoothing
(b) Ridge with line filter bank smoothing
Figure 3.20: Arabic/Urdu Script Dataset: plot against one-to-one segmentation accuracy
of the ridge-based text line finding algorithm with anisotropic Gaussian filter
bank smoothing and line filter bank smoothing for different values of their
free parameters on Arabic/Urdu script dataset.
(a) Ridge with anisotropic Gaussian filter bank
smoothing
(b) Ridge with line filter bank smoothing
Figure 3.21: Fraktur Dataset: plot against one-to-one segmentation accuracy of the
ridge-based text line finding algorithm with anisotropic Gaussian filter bank
smoothing and line filter bank smoothing for different values of their free
parameters on Fraktur dataset.
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(a) Ridge with anisotropic Gaussian filter bank
smoothing
(b) Ridge with line filter bank smoothing
Figure 3.22: the DFKI-I 2007 dewarping contest dataset: plot against one-to-one seg-
mentation accuracy of the ridge-based text line finding algorithm with
anisotropic Gaussian filter bank smoothing and line filter bank smoothing
for different values of their free parameters on the DFKI-I 2007 dewarping
contest dataset [SB07].
text lines with high degree of curl, different directions of curl within an image, non-text
(graphics, halftone, etc.) components and a lot of textual and non-textual border noise.
Example images of the dataset are shown in Figures 3.8(a), 3.14(c), and 3.15(e). From
Figure 3.22, the optimized values of free parameters for this dataset are: wweight = 3 and
hweight = 0.5 for ridge detection with anisotropic Gaussian smoothing, and σweight = 0.3
and lweight = 2 for ridge detection with line filter bank smoothing. The performance
evaluation results of the ridge-based text line finding algorithm and other two curled
text line finding algorithms (rule-based method [OLT+10] and nearest neighbor (NN)
based method) are shown in Table 3.1. As shown in the Table 3.1, the ridge-based
algorithm achieved better one-to-one text line finding accuracy than nearest-neighbor
based [GPN07] and rule-based [OLT+10] algorithms.
An additional experiment is also conducted on the DFKI-I dataset for showing the
affect of number of filters within predefined fixed range of values of free parameters on
text line detection accuracy. As mentioned above, the optimized values of free parameters
for anisotropic Gaussian smoothing are wweight = 3 and hweight = 0.5, and therefore the
corresponding ranges of standard deviations for Gaussian filter bank are: wstart = 3 to
wend = 5, and hstart = 0.5 to hend = 0.9. Different number of filters are generated
within these selected ranges and the corresponding text line detection accuracy of the
ridge-based method is evaluated for each different number of filters. Similarly, for the
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(a) ridge detection with anisotropic Gaus-
sian filter bank smoothing
(b) ridge detection with line filter bank
smoothing
Figure 3.23: Plot against one-to-one segmentation accuracy of the ridge-based text line
finding algorithm with anisotropic Gaussian filter bank smoothing and line
filter bank smoothing for different number of filters within the predefined
ranges of their values of free parameters on the DFKI-I dataset (102 docu-
ment images with 3091 text lines). Here, there is no significant change in the
text line detection accuracies with respect to the increased/decreased num-
ber of filters within the fixed ranges. The main reason is that, the DFKI-I
dataset is only compose of few different types of font sizes.
optimized range of lstart = 2 to lend = 4 for line filter bank smoothing, different number
of filters are generated and their corresponding affect on text line detection accuracy are
evaluated. The results for both of these cases are shown in Figure 3.23. It is important
to note that, the text line detection accuracies do change significantly with respect to the
increased/decreased number of filters within the fixed ranges. The main reason is that,
the DFKI-I dataset does not compose of many different types of font sizes.
The ridge-based text line finding method is also tested on grayscale camera-captured
document images from the DFKI-I dewarping contest dataset. For grayscale images of
this dataset, the values of free parameters are selected empirically. There is no text line
based ground-truth generation and performance evaluation techniques for grayscale doc-
ument images, which are still the open challenging areas in grayscale document image
processing. Therefore, the detected text line regions (ridges) from grayscale camera-
captured document images are mapped over their corresponding binary images for text
line labeling and performance evaluation purpose. The text line detection accuracy of
91.17% is achieved for ridge-based method with anisotropic Gaussian filter bank smooth-
ing, and 92.75% for ridge-based method with line filter bank smoothing. For comparison,
no state-of-the-art text line detection method is found in the literature for grayscale
camera-captured document images.
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A Collection of Diverse Documents Images
The text line detection accuracy of the ridge-based method (with their default values
of free parameters) is already evaluate in the beginning of this section on the combined
collection of diverse documents (n = 23, 763 text lines in 650 documents): 84.89% (Gaus-
sian filter bank smoothing) and 86.10% (line filter bank smoothing). From Table 3.1,
the aggregate accuracy of the ridge-based method with dataset-specific optimized values
of free parameters can also be calculated: 85.37% (Gaussian filter bank smoothing) and
87.62% (line filter bank smoothing). One important thing to notice here is that, the text
line detection accuracy of the ridge-based method with its default values of free param-
eters are nearly same as the text line detection accuracy with dataset-specific optimized
values of free parameters. Additionally, from Table 3.1, the aggregate text line detec-
tion result of the best performing dataset-specific state-of-the-art methods of different
datasets is also calculated, i.e. 72.99%. From these results, two important conclusions
can be made: i) there is no major difference between the text line detection accuracies
of ridge-based method with dataset-independent/default and dataset-specific/optimized
values of free parameters, and ii) the text line detection accuracy of ridge-based method
is significantly better than the aggregate results of the best performing state-of-the-art
methods (as shown in Figure 3.24).
3.3.2 Execution Time Analysis
A controlled experiment is also conducted for analyzing the execution times of the
main steps of the ridge-based text line finding methods, these are ridge detection with
anisotropic Gaussian filter bank smoothing and ridge detection with line filter bank
smoothing methods, on the DFKI-I dataset. Here, the reason of selecting only the DFKI-
I dataset is that a document image in this dataset contains a biggest size (i.e. around 8
mega pixels) as compared to other datasets. In this experiment, the same number of filters
are used with similar range of values of parameters for both smoothing techniques. The
computational complexities of both smoothing techniques have been already explained in
Section 3.2.1. The anisotropic Gaussian filter bank smoothing step (without any compu-
tational optimization) takes around 17 min. per image on the DFKI-I dataset. Whereas,
the line filter bank smoothing technique (also without any computational optimization)
takes around 3.24 min. per image. However, the ridge detection method is common in
both ridge-based text line detection versions, and its running time is also independent
on the number of filters. It takes around 5.78 sec. per document image. The machine,
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Figure 3.24: Aggregate text line detection accuracy of the state-of-the-art methods (those
who performed the best for each datasets), as shown in Table 3.1. Similarly,
aggregate text line detection accuracies of the ridge-based method for both,
anisotropic Gaussian and line based, filter bank smoothing techniques with
their default/dataset-independent values of free parameters. Firstly, it is
important to note that, the text line detection accuracies of both versions
of the ridge-based method are nearly same (i.e. 86%). Secondly, the text
line detection accuracy of the ridge-based method is much better than the
aggregate accuracy of best performing domain-specific methods (i.e. 73%).
[Note: out of total 23763 text lines, the number of correctly detected text
lines for the state-of-the-art methods are 17347 (73%) and for the ridge-
based method are 20436 (86%), which are statistically significant than the
number of correctly detected text lines for the state-of-the-art methods.]
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that was used for the execution time analysis, had following specifications: 2.53 GHz pro-
cessor and 40 GB RAM with Linux (Ubuntu) operating system. This means, line filter
bank smoothing technique is competitively faster than oriented anisotropic Gaussian fil-
ter bank smoothing. The execution time of oriented anisotropic Gaussian smoothing can
be reduced by using fast implementations of anisotropic Gaussian filter [GSW03,LW06],
and the execution time of line averaging filter bank smoothing can also be reduced by
using integral images [SKB08a].
3.4 Conclusion
A large number of text line finding algorithms have been introduced in the literature.
Each one of them is designed for document images that hold certain assumptions about
writing styles, scripts, digitization methods, intensity values and text line structures, and
fails when these assumptions are not satisfied. In this chapter, a generic text line find-
ing algorithm is introduced and experimentally tested that can be robustly and equally
applied on a large variety of document image categories with respect to writing styles
(typed-text or handwritten), digitization methods (scanner or camera), intensity values
(binary and grayscale), scripts (Latin, Chinese, Arabic, . . . ) and text lines structures
(straight, skewed, curled and freestyle handwritten text lines). To the best of author’s
knowledge, the ridge-based text line extraction method is the first general-purpose text
line finding algorithm for document image analysis that can handle the following chal-
lenging problems; skewed and/or curled text lines, touching and/or overlapping text
lines, free style handwritten text lines, irregular layout, noise and distortions. The ridge-
based text line finding algorithm consists of two standard, easy to understand and easy
to implement computer vision algorithms: (i) matched filtering and (ii) ridge detection.
Unlike most of the state-of-the-art text line finding approaches, the ridge-based method
does not require any preprocessing, like zone-segmentation, skew-correction etc., and
post-processing steps. The ridge-based text line detection method is so far tested on
handwritten, typed-text scanned binary images, and typed-text camera-captured binary
and grayscale images having different scripts, and compared its performance with other
domain-specific state-of-the art algorithms for different document image classes. The
performance evaluation and comparison results are mentioned in Figure 3.1 and Fig-
ure 3.24. Either for each separate dataset or a diverse collection of document images in
all datasets, the ridge-based text line finding algorithm performs better than the domain-
specific best performing state-of-the-art methods as shown in Figure 3.1 and Figure 3.24,
CHAPTER 3. A GENERIC TEXT LINE EXTRACTION METHOD 91
respectively. In general, most of the over-segmentation and under-segmentation errors
of the ridge-based text line finding algorithm, mainly under the challenging condition
of interline touching, can be reduced by investigating a more efficient text line labeling
technique that is an open research field. Similarly, most of the false alarm errors in
typed-text camera-captured and scanned document images can be reduced by using an
effective document cleanup step. The execution time of the ridge-based text line finding
algorithm can be reduced by using optimization techniques for filter bank smoothing.
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Part II
Text and Non-Text Segmentation
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Chapter 4
Text and Non-Text Segmentation
using Discriminative Learning1
Summary: segmentation of a document image into text and non-text regions is an im-
portant preprocessing step for a variety of document image analysis tasks, like improving
OCR, document compression etc. Most of the state-of-the-art document image segmen-
tation approaches perform segmentation using pixel-based or zone(block)-based classifi-
cation. Pixel-based classification approaches are time consuming, whereas block-based
methods heavily depend on the accuracy of block segmentation step. In contrast to the
state-of-the-art document image segmentation approaches, the presented segmentation ap-
proach introduces a connected component based classification, thereby not requiring a block
segmentation beforehand. Here a self-tunable multi-layer perceptron (MLP) classifier is
trained for distinguishing between text and non-text connected components using shape
and context information as a feature vector. Experimental results prove the effectiveness
of the presented method. It has been evaluated on subset of the UW-III, the ICDAR 2009
page segmentation competition test images and circuit diagrams datasets and compared
with the state-of-the-art Leptonica’s 2 page segmentation method.
1This work was published in Bukhari et al. [BSB10a] “S. S. Bukhari, F. Shafait, and T. M. Breuel.
Document Image Segmentation using Discriminative Learning over Connected Components. In Proceed-
ings 9th IAPR Workshop on Document Analysis Systems, pages 183-190, Boston, Massachusetts, USA,
2010. Copyright ©2012 ACM, Inc”. This chapter is an adapted version of the published work.
2http://code.google.com/p/Leptonica/
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Fruit shed with all tepals attached.
(b) OCR result
Figure 4.1: The OCR result of an in-correctly segmented zone containing both images and
text. The OCR system generates many garbage symbols from the non-text
parts of the input page segment.
4.1 Introduction
Document image segmentation is the problem of classifying the contents of a document
image into a set of text and non-text classes. Non-text class consists of following cate-
gories: halftone, drawing, maths, logos, tables, etc. Document image segmentation is one
of the most important preprocessing steps before feeding the specific contents to an op-
tical character recognition (OCR) system otherwise OCR engine produces lot of garbage
characters originated from non-text components, as shown in Figure 4.1.
Document image segmentation approaches in the literature can generally be classi-
fied into two groups: (i) block or zone based classification and (ii) pixels based clas-
sification. Block based segmentation approaches apply page segmentation [SvBKB08]
on the document image and then classify the obtained blocks into a set of determined
classes [KSB07]. On the other hand pixel based approaches attempt to classify individual
pixels [MBA08,MB08] according to predefined classes.
Several block classification algorithms have been proposed over the years. For a more
detailed overview of related work in the field of document block classification please refer
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to Okun [ODP99] and Wang [WPH06]. Okun et al. [ODP99] proposed an approach for
document block classification based on connected components and run-length statistics.
Wang et al. [WPH06] presented the block classification system, each block with a 25
dimensional feature vector and use an optimized decision tree classifier to classify each
block into one of different target classes. The most recent and detailed block classification
approach is introduced by Keysers et. al [KSB07] which showed that a document block
classification system can be constructed using run-length histogram feature vector alone.
That work includes several classes of blocks (math, logo, text, table, drawing, halftone,
ruling and speckles). In general, the approaches that classify blocks depend heavily on
the result of page segmentation into blocks. The blocks may be segmented in a wrong
way leading to miss-classification.
Moll et al. [MBA08, MB08] classify individual pixels instead of regions, to avoid the
constriction of the limited classes of region shapes. The approach is applied on hand-
written, machine printed and photographed document images. Pixel based classification
approaches are slow with respect to execution time. The approach by Won [Won08] fo-
cuses on a combination of a block based algorithm and a pixel based algorithm to segment
a document image into text and image area.
Together with block based and pixel based image segmentation approaches, there is
another state-of-the-art text and halftone segmentation approach reported by Bloomberg
et al. [Blo91] based on multi-resolution morphological operations. This approach com-
prises three steps: 1) at first step, seed image is generated by sub-sampling input image
such that the resulting seed image mainly contains halftone pixels. 2) Then mask image
is produced by using morphological operations such that together with all image pixels
there is a sufficient connectivity of halftone seed pixels with other pixels covering halftone
regions. 3) In last step binary filling operation is used to transform seed image with the
help of mask image into final halftone mask image. The open-source version of this al-
gorithm is presented in Leptonica library developed by Dan Bloomberg. This method
produces promising results for halftone objects but is unable to recognize thin halftone
and drawing like objects as non-text objects.
In this chapter, the main aim is to perform text and non-text classification based on
connected components, instead of pixels or blocks. For this purpose, a simple and easy
to compute feature vector is used. For training, a multi-layer perception (MLP) classi-
fier is applied which has already been used in different document image pre-processing
tasks [MGS05], like binarization [CW01], deskewing [RB95]. Classifier tuning is con-
sidered as one of the hard problem with respect to the optimization of parameters. In
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order to get rid of this problem a self-tunable MLP classifier [BS10] is used. the pre-
sented method is independent of block segmentation and equally applicable to different
categories of non-text objects if they were included in the training data. One can ana-
lyze the ease of implementation and accuracy of the presented method in the algorithm
description and the experimental evaluation sections, respectively.
The rest of this chapter is organized as follows. In Section 4.2 the presented text and
non-text document image segmentation method is described. Section 4.3 deals with the
experimental results. Section 4.4 describes conclusion.
4.2 The Text and Non-Text Segmentation Method
Here the document image segmentation algorithm is described which segments document
image into text and non-text regions. The main target is to classify each connected
component as either text or non-text component. In Section 4.2.1 the feature extraction
process is described. In Section 4.2.2 the training of extracted features using a self-tunable
multi-layer perceptron (AutoMLP) classifier is described.
4.2.1 Feature Extraction
Instead of extracting complex features from a connected component, the raw shape of a
connected component itself is an important distinguishable feature for classifying struc-
tured text and random/irregular non-text components, as shown in Figure 4.2. Together
with the shape of connected component, the surrounding area (context) of a connected
component can also play an important role for text and non-text classification, similarly
because of the structured text and non-structured non-text surrounding areas, respec-
tively. Figure 4.2 shows neighborhood surrounding areas (context) for text and non-text
regions. Based on the above mentioned hypothesis, the feature vector of connected com-
ponent is composed of shape and context information. Detail description of the feature
vector is presented below.
 shape of connected component: In document images, most of the text compo-
nents are smaller than non-text components. Therefore size information can play
an important role in the text and non-text components classification. But only size
information is not enough for classifying the big text and the small non-text compo-
nents. Therefore, together with size information some other discriminative features
are required. As already mentioned, the shapes of non-text connected components
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Figure 4.2: Sample image from the ICDAR 2009 page segmentation competition. This
image shows the structured shapes of text components and random shapes of
non-text components.
are irregular, random and vary a lot form one image to another and on other hand
the shapes of text components are uniformly structured in document images. The
structured and random shapes of text and non-text components respectively can
be learned by the MLP classifier. For generating feature vector, each connected
component is rescaled to a 40× 40 pixel window size. This rescaling performs only
downscaling, such that a connected component is downscaled if either length or
height of component is greater than 40 pixels otherwise it is fit into the center of
a 40 × 40 window. The advantage of doing this type of rescaling is to distinguish
the shape of small components from large components. This type of rescaling can
produce different feature vectors for a same components, for example small and
big font ‘a’. Here, the target is not to classify each characters but to classify the
text and non-text components. Therefore, this type of rescaling works better than
normal rescaling for text and non-text classification because of incorporating im-
plicit size information of text and non-text components. Samples of rescaled text
and non-text connected components are shown in Figure 4.3(a) and Figure 4.3(b),
respectively. Together with raw rescaled connected component, the shape based
feature vector is also composed of four other size based features, mentioned below.
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So all together the size of the shape-based feature vector is 1604.
1. normalized length (length of a component divided by the length of an input
image).
2. normalized height (height of a component divided by the height of an input
image).
3. aspect ratio of a component (length divided by height).
4. number of foreground pixels in a rescaled area divided by total rescaled area.
 surrounding context of connected component: Usually the text components
are aligned horizontally in the document images which results in structured sur-
rounding area for a text component as compared to the non-structured surrounding
area for non-text components. Therefore, the surrounding context of a connected
component can play an important role in classifying the text and the non-text com-
ponents. Each connected component with its surrounding context area is rescaled
to a 40 × 40 window size for generating context-based feature vector. Here the
surrounding context area is not fixed for all of the connected components for calcu-
lating feature vectors, but it is a function of component’s length(l) and height(h).
Such that, for each connected component the area of dimensions 5 × l by 2 × h
is chosen empirically by keeping a connected component at center for rescaling.
The rescaled text and non-text context components are shown in Figure 4.3(c) and
Figure 4.3(d), respectively. The size of the context-based feature vector is 1600.
In this way, the size of a complete feature vector is 3204 which consist of raw rescaled
shape (dimension 1600), raw rescaled context (dimension 1600) and four size based fea-
tures.
4.2.2 Classification
In general, classifier tuning is a hard problem with respect to the optimization of their
sensitive parameters, for example learning rate of MLP classifier, ‘C’ and gamma of SVM
classifier, confidence of decision tree classifier, maximum depth and number of attributes
of random forest classifier, ‘k’ of K nearest neighbor classifier etc. Here, MLP classifier
is used for text and non-text classification. Performance of MLP classifier is sensitive to
the chosen parameters values. The optimal parameters values depend upon the dataset.
The parameters optimization problem can be solved by using grid search for classifier
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Figure 4.3: Text and non-text connected components shape and context features, (a)
and (b) show rescaled (no upscaling, either downscale or fit into the center
to preserve size) connected component’s shape features. (c) and (d) show
rescaled connected component’s context features.
training, but grid search is a slow process. Therefore in order to overcome this problem
AutoMLP [BS10] classifier (a self-tuning classifier) is used.
AutoMLP combines ideas from genetic algorithms and stochastic optimization. It
trains a small number of networks in parallel with different learning rates and different
numbers of hidden layers. After a small number of training cycles the error rate of
each network is determined with respect to a validation dataset according to an internal
validation process. Based on validation errors, the networks with bad performance are
replaced by the modified copies of networks with good performance. The modified copies
are generated with different learning rates and different numbers of hidden layers using
probability distributions derived from successful rates and sizes. The whole process is
repeated a few number of times, and finally the best network is selected as an optimally
trained MLP classifier.
Feature vectors for training AutoMLP classifier have been extracted from the UW-III
dataset. The UW-III dataset contains zone-level ground truth for text, halftone, ruling,
drawing and logo. From this zone-level ground-truth information, the text and the non-
text (halftone, drawing and logo) regions are extracted form document images. Non-text
regions were small in number, which have been increased up to four times by rotating
each non-text region in four different orientations. Around 0.7 million text samples and
0.1 million non-text samples are used for training AutoMLP classifier.
For testing and evaluation purpose, the feature vector for each connected component
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Table 4.1: Performance evaluation of the presented discriminative learning based method
and the Leptonica’s page segmentation method on the UW-III dataset (95 doc-
ument images), the ICDAR 2009 page segmentation competition test dataset
(8 document images) and the combined UW-III and ICDAR 2009 datasets
(103 document images). The document images in these datasets contains only
text and halftone elements. Both of the methods achieved nearly same seg-
mentation accuracy of these dataset.
UW-III ICDAR-2009 Combined
Leptonica discriminative learning Leptonica discriminative learning Leptonica discriminative learning
non-text classified as non-text 95.36% 98.91% 84.91% 96.70% 94.77% 98.79%
non-text classified as text 4.64% 1.09% 15.09% 3.30% 5.23% 1.21%
text classified as text 99.79% 95.93% 99.87% 93.31% 99.79% 95.72%
text classified as non-text 0.21% 4.07% 0.13% 6.69% 0.21% 4.28%
segmentation accuracy 97.57% 97.42% 92.39% 95.01% 97.28% 97.25%
of a test document image is extracted in the same way as described in Section 4.2.1. Then
a class label is assigned to each connected component based on classification probabilities
of text and non-text.
In order to improve the segmentation results, a nearest neighbor analysis by using
class probabilities is also performed for refining the class label of each connected compo-
nent. For this purpose, a region of 70×70 (empirically chosen) is selected from document
image by keeping targeted connected component at center. The probabilities of connected
components within the selected regions are already computed during classification. Al-
ready assigned class labels of the connected components are updated using the average
text and non-text probabilities of connected components within selected region. Some of
segmented results are shown in Figure 4.4.
4.3 Experimental Results
The presented text and non-text segmentation method is evaluated on the publicly
available UW-III [GHHP97] and the ICDAR-2009 page segmentation competition test
dataset [APBP09] and the private circuit diagrams dataset. The main reason for using
different datasets is to check the accuracy of the presented approach on different types of
images which have not been used in training as well as to have a variety of text and non-
text components. For example, majority of the document images in the UW-III dataset
contain Manhattan-layout but the ICDAR 2009 dataset also contains documents with
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(a) image with text and
halftone only (UW-III)
(b) Leptonica (c) discriminative learning
(d) image with text and
halftone only (ICDAR 2009)
(e) Leptonica (f) discriminative learning
(g) image with text and
halftone only (Circuit Dia-
gram)
(h) Leptonica (i) discriminative learning
Figure 4.4: Document image segmentation results of the presented discriminative learning
based method and Leptonica’s method in non-text mask format.
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non-Manhattan layout. All non-text components, except halftone, have been removed
from the UW-III and the ICDAR-2009 test datasets. In contrast to this, the circuit dia-
grams dataset mainly composed of text and drawing components having no other types
of non-text components. The UW-III dataset consists of zone level ground-truth infor-
mation. Total 95 documents have been selected from the UW-III dataset. The publicly
available ICDAR 2009 dataset contains 8 test images with zone level ground truth in-
formation. The circuit diagrams dataset composed of 10 selected images from a circuit
diagram book; zone level ground-truth information is also generated for these document
images.
For each dataset, pixel-level ground truth has been generated using zone-level ground
truth information. Each pixel in ground-truth images contains either text or non-text la-
bel. Different types of metrics have been used for the performance evaluation of document
image segmentation method which are defined below:
1. non-text classified as non-text: percentage of intersection of non-text pixels
in both segmented and ground truth image with respect to the total number of
non-text pixels in ground truth image.
2. non-text classified as text: percentage of intersection of text pixels in segmented
image and non-text pixels in ground truth image with respect to the total number
of non-text pixels in ground truth image.
3. text classified as text: percentage of intersection of text pixels in both segmented
and ground truth image with respect to the total number of text pixels in ground
truth image.
4. text classified as non-text: percentage of intersection of non-text pixels in seg-
mented image and text pixels in ground truth image with respect to the total
number of text pixels in ground truth image.
5. segmentation accuracy: average percentage of text classified as text accuracy
and non-text classified as non-text accuracy.
Based on the matrices defined above, the presented method is compared with Lep-
tonica’s page-segmentation method. Leptonica algorithm is exclusively designed for seg-
menting text and halftone components. Performance comparison results of the presented
method and the Leptonica methods on the UW-III and the ICDAR 2009 test datasets
(which contain only text and halftone components) are shown in Table 4.1. The presented
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Table 4.2: Performance evaluation results of the presented discriminative learning based
method and Leptonica’s page segmentation algorithms on circuit diagrams
dataset (10 document images). Note: Leptonica method is designed for text
and halftone segmentation. Here it has been used for evaluation on circuit
diagrams dataset to show that usually text and halftone based segmentation
methods can not be directly applied on other types of non-text components
segmentation. The discriminative learning based method achieved significantly
better segmentation accuracy as compared to the Leptonica’s method on cir-
cuit diagram dataset.
Leptonica discriminative learning
non-text classified as non-text 0% 89.79%
non-text classified as text 100% 10.21%
text classified as text 100% 89.29%
text classified as non-text 0% 10.72%
segmentation accuracy 50% 89.54%
method has also been evaluated on circuit diagrams dataset in order to show its potential
as compared to Leptonica; results are shown in Table 4.2.
4.4 Conclusion
A new method for document image segmentation into text and non-text regions based
on discriminative learning over connected components is described and experimentally
evaluated here. The self-tuning MLP classifier (AutoMLP) [BS10] is applied for clas-
sification which automatically optimized learning parameters. The presented method
is independent of preprocessing step of zone segmentation which is usually the case in
zone based classification approaches. The presented method is evaluated on the UW-III,
the ICDAR 2009 page segmentation competition test dataset and circuit diagrams and
also compared with the state-of-the-art Leptonica’s page segmentation method [Blo91].
In general, both the text and non-text components are equally important in document
image analysis operations. For example, OCR exclusively requires text components and
the document image compression or symbol recognition approaches exclusively require
non-text components. The performance evaluation results of the presented method and
Leptonica method are shown in Table 4.1 and Table 4.2. It is obvious from the results
that Leptonica method has better text classification accuracy than non-text classification.
Leptonica method missclassifies the small non-text components as the text components,
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as shown in Figure 4.4(b) and Figure 4.4(e). On the other hand, the presented method
gives equal importance to both the text and non-text components during the classifica-
tion. Unlike Leptonica method, the presented method can also classify between the small
non-text and text components, as shown in Figure 4.4(c) and Figure 4.4(f). Leptonica
method is designed for the text and halftone segmentation and is not specifically de-
signed for the drawing objects segmentation. Therefore, it is unable to recognize drawing
images in circuit diagram dataset, as shown in Table 4.2 and Figure 4.4(h). Together
with halftone components segmentation, the presented method also has a potential of
segmenting drawing components (for example circuit diagrams), as shown in Table 4.2
and Figure 4.4(i). It achieved the aggregated segmentation accuracy of 96% (n = 113
documents), which is better than the 93% segmentation accuracy of the state-of-the-art
multiresolution morphology (Leptonica) based page segmentation method. The segmen-
tation results of the presented method can be improved by increasing training samples
and/or by using some post-processing operations.
Chapter 5
Text and Non-Text Segmentation
using Multiresolution Morphology1
Summary: Bloomberg’s page segmentation algorithm [Blo91] is a text and halftone im-
age separation approach that is unable to segment other type of non-text elements such as
line drawings, graphs, and maps. This chapter describes improvements to the Bloomberg’s
text/halftone segmentation algorithm to make it a general text and non-text image seg-
mentation approach, where non-text components can be halftones, line drawing, maps,
and graphs. The modifications result in significant improvements over Bloomberg’s algo-
rithm on the UW-III, the ICDAR 2009 page segmentation competition test images and
the circuit diagrams datasets.
5.1 Introduction
Bloomberg [Blo91] described an approach to page segmentation based on multiresolution
morphology. Bloomberg’s approach is simple and performs well for separating halftone
images from text. Furthermore, an open source implementation is available as part of the
Leptonica library [Blo]. Bloomberg’s text/image segmentation approach was specifically
designed for separating text and halftone components. It is often unable to differentiate
between text and non-text components other than halftones, like drawings, graphs, maps
etc. In this chapter, improvements in Bloomberg’s text/image segmentation algorithm
1This work was published in Bukhari et al. [BSB11c] “S. S. Bukhari, F. Shafait, and T. M. Breuel.
Improved document image segmentation algorithm using multiresolution morphology. In Proceedings
SPIE Document Recognition and Retrieval XVIII, San Jose, CA, USA, Jan. 2011. Copyright ©2012
SPIE”. This chapter is an adapted version of the published work.
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are introduced to generalize it for separating text and non-text components including
halftones, drawings, graphs, maps, etc.
The rest of the chapter is organized as follows. In Section 5.2, Bloomberg’s text/image
segmentation algorithm is described in detail. In Section 5.3, the improvements to
Bloomberg’s algorithm are explained. Section 5.4 deals with the experimental results
and Section 5.5 discusses conclusions.
5.2 Bloomberg’s Text and Halftone Image Segmen-
tation
Multiresolution morphology is the main technique used in Bloomberg’s text/image seg-
mentation algorithm. Bloomberg [Blo91] first defined the outline of the text/image seg-
mentation algorithm using basic morphological operations before introducing his mul-
tiresolution morphology based algorithm, such that: i) an image can be morphologically
closed with a sufficiently large structuring element intending to solidify halftone compo-
nents, ii) then the image can be morphologically opened with an even larger structuring
element intending to remove the text blobs and to preserve some portions of halftone
components, iii) the residual portions or seeds of the halftone image can be used for gen-
erating the halftone mask from the original image. Bloomberg [Blo91] has highlighted the
importance of the multi-scale image representation by emphasizing that it can be used
for efficient analysis of image contents as well as speeding up image processing operations
(like morphology). He updated the aforementioned basic outline of the text and halftone
segmentation algorithm using multi-scale image representation such that: i) an image
can be closed or dilated before subsampling, in order to coalesce halftone components,
ii) the image can be opened or eroded before further subsampling to intend to preserve
only halftone portions. As it is expensive to use large structuring element at full or high
image resolution, he introduced the key concept of “threshold reduction” for implement-
ing the subsampling based text/image segmentation algorithm. The threshold reduction
is defined as follows.
Threshold Reduction: consider a binary image where each foreground pixel is
represented by ‘1’ and each background pixel is represented by ‘0’. The image is tiled
into 2 × 2 pixel blocks. Each 2 × 2 block of four pixels is replaced by a single pixel in
subsampled image. The value of each subsampled pixel is either ‘1’ or ‘0’ depending on
the chosen threshold, that ranges between one and four. The subsampled pixel value is ‘1’
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(a) 4× 1 Threshold Reduction (b) Formula of 4× 1 Threshold Reduction
Figure 5.1: Definition of multiresolution morphology based threshold reduction opera-
tion: (a) each 2 × 2 block of four pixels is subsampled to one pixel (4 × 1
Reduction). (b) the value of subsampled or reduced pixel is ‘1’ if the sum
of the values of four pixel within 2 × 2 block is greater than or equal to the
threshold (T), otherwise ‘0’. The threshold can be set between one and four.
if the sum of the values of four pixels is greater than or equal to the threshold, otherwise
‘0’. The subsampling operation of each 2 × 2 block into single pixel with the threshold
equal to one mimics the dilation of image with 2 × 2 structuring element followed by
subsampling of upper-left pixel of each 2 × 2 pixel block. Similarly, subsampling with
the threshold equal to four mimics the erosion of image with 2 × 2 structuring element
followed by subsampling of upper-left pixel of each 2× 2 pixel block. Besides thresholds
of one for dilation and four for erosion, the threshold can be set equal to two or three as
well. This type of threshold selection is referred as threshold convolution or rank order
filter. Bloomberg [Blo91] referred the combination of threshold convolution followed by
subsampling as “threshold reduction”. After a single threshold reduction (also called 4×1
reduction) operation, the number of image pixels is reduced from 2n to 2n−2. The concept
of threshold reduction is illustrated in Figure 5.1. Bloomberg’s text/image segmentation
algorithm is described below.
5.2.1 The Original Bloomberg’s Algorithm
As mentioned before, Bloomberg’s algorithm is based on the aforementioned threshold
reduction (multiresolution morphology) concept and basic morphological operations. It
also uses the trivial 1 × 4 expansion operation in which each pixel value is copied into
2×2 pixel block of four pixels. Bloomberg’s halftone mask image generation algorithm is
described as follows. Consider a binary image in which the foreground pixel value is ‘1’
and the background pixel value is ‘0’. At first an input image is processed by two threshold
reduction operations with thresholds equal to one. This operation subsamples the input
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(a) input image (b) 16 × 1 subsam-
pled image
(c) seed image (d) halftone mask
image
Figure 5.2: Snapshots of Bloomberg’s text and halftone image segmentation algorithm.
image from 2n to 2n−4 pixels by preserving the density of low as well as high frequency
components within document image. This image can then be referred to as a 16 × 1
subsampled image, as shown in Figure 5.2(b). The subsampled image is further reduced
by two threshold reduction operations with thresholds equal to four and three respectively
and then followed by morphological opening by using a 5× 5 structuring element. These
further threshold reductions of the 16× 1 subsampled image and morphological opening
are intended to remove the text components and preserve some portions of halftone
components, as shown in Figure 5.2(c). The image in Figure 5.2(c) is referred to as
the seed image. The seed image is expended by using two 1 × 4 expansions to become
equal in size to the 16× 1 subsampled image of Figure 5.2(b). Finally, the halftone mask
image is generated by comparing the 16× 1 subsampled image (Figure 5.2(b)) with the
seed image (Figure 5.2(c)) and selecting only fully or partially overlapping components
between them. After morphological dilation (structuring element 3 × 3), the halftone
mask image is expended by two 1×4 expansions to become equal to the dimension of the
input image. The halftone mask image is shown in Figure 5.2(d). The data flow diagram
of Bloomberg’s text/image segmentation algorithm is shown in Figure 5.3(a).
5.3 The Modifications to Bloomberg’s Algorithm
Bloomberg’s text/image segmentation algorithm is specifically designed for separating
text and halftone image from a document image. It is unable to discriminate between
text and drawing type non-text components and therefore fails to separate both of them
from each other. Here, it is first described why Bloomberg’s algorithm is unable to
distinguish between text and non-text components except text and halftone components.
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(a) The original Bloomberg’s
algorithm
(b) First modified version (c) Second modified version
Figure 5.3: Data flow diagrams of Bloomberg’s text/image segmentation algorithm and
the modified versions (‘T’: threshold; ‘SE’: structuring element).
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(a) input image (b) subsampled (16×
1) image
(c) empty seed image
(no seed for drawing
type elements)
(d) empty seed im-
age fails to produce
correct halftone
mask image
Figure 5.4: Bloomberg’s text/image segmentation algorithm often fails to separate draw-
ing type non-text components from text components.
Then, the proposed modifications to Bloomberg’s text/image segmentation algorithm are
described mainly to improve it for efficiently separating text and non-text components,
including halftones, drawings, maps, graphs, etc.
Bloomberg’s algorithm is intended to preserve some portion(s) of the halftone image
components in the seed image, which is later used for generating the halftone image mask.
The seed image is generated by using four consecutive threshold reduction operations
with thresholds equal to one, one, four and three, respectively. The threshold reduction
with the threshold equals to one preserves low as well as high frequency details of an
image while a threshold greater than one drops fine or minor image details. On one
hand, if a non-text component in an original image contains some solid bunch of pixels,
then it will be preserved in the seed image, even after the threshold reductions with
thresholds greater than one. On another hand, if a non-text component only composed
of thin drawing lines, then it will vanish after the high value threshold reductions in the
seed image. Therefore, Bloomberg’s algorithm often fails to separate text and non-text
components where non-text components do not contain any solid bunch of pixels, as
shown in Figure 5.4.
First Modification: Hole-filling Morphological Operation: it has been ob-
served that non-text components, such as drawings, maps, graphs and even halftones, are
often composed of hollow contours of geometric and irregular shapes, as shown in Fig-
ure 5.4(a). The threshold reduction operations with high thresholds remove these hollow
contours. But if these hollow contours can be filled before the high value threshold reduc-
tion operations, then they will remain present in the seed image. Another consequence of
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(a) input image (b) subsampled
(16 × 1) image fol-
lowed by hole-filling
operation)
(c) seed image (d) non-text mask
image
Figure 5.5: First modified Bloomberg’s text/image segmentation algorithm: hole-filling
based improved Bloomberg’s algorithm produces accurate non-text mask
for drawing type components as compared to the result of the original
Bloomberg’s algorithm as shown in Figure 5.4.
using the image filling operation is that it only fills hollow shape image components and
preserve other text and non-text components as before. For this purpose, the well known
“hole-filling” morphological operation is used, which is briefly described here as, (i) an
input image with foreground pixels ‘1’ and background pixels ‘0’ is used as mask image,
ii) the filled-image is initialized with all ‘0’ pixels except the top-left pixel with ‘1’, iii)
the filled-image is dilated using a 3× 3 structuring element, iv) after dilation, all of the
pixels that are ‘0’ in the mask image are set to ‘0’ in the filled-image, v) dilation followed
by resetting of the filled-image’s pixels is repeated until no more changes are made to the
filled-image. The hole-filling based modified Bloomberg’s algorithm is briefly illustrated
in Figure 5.3(b). The text/image segmentation results of the original Bloomberg’s’ algo-
rithm and modified version are shown in Figures 5.4 and 5.5 respectively for comparison.
Unlike the original Bloomberg’s algorithm, the improved version can accurately separate
text and non-text images including halftones, drawings, logos, graphs, maps etc.
Second Modification: Reconstruction of Broken Drawing Lines: It has also
been observed that sometimes non-text components consist of broken drawing lines, by
choice or because of document digitization errors (like low resolution, bad binarization
etc.). Hole-filling morphological operation only fills those hollow drawing components
which are composed of unbroken contour lines. Non-text components with broken drawing
lines remain unfilled, even after hole-filling operation. Therefore, even the first modified
version of Bloomberg’s algorithm misclassifies them as text components, which is shown
in the top row of Figure 5.6. The Bloomberg’s algorithm can further be improved by
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reconstructing broken drawing lines before the hole-filling operation. At first, one might
consider using a morphological closing operation with oriented structuring elements for
drawing lines reconstruction. However, a morphological closing operation can not han-
dle drawing line reconstruction and produces worse effect on the final non-text mask, as
shown in the middle row of Figure 5.6. Here an efficient and easy technique is intro-
duced for horizontal and vertical drawing line reconstruction, which can be generalized
for a variety of line orientations. The presented drawing line reconstruction algorithm
is described as follows: i) horizontal and vertical lines from the morphologically thinned
16 × 1 subsampled image are identified using a morphological hit-miss transform using
horizontal and vertical structuring elements respectively, ii) the broken horizontal lines
are blended together through anisotropic Gaussian smoothing with σx > σy, iii) the
smoothed image is converted into the binarized image using global thresholding, which
produces connected horizontal lines, iv) these line are labeled using connected compo-
nents analysis, v) the broken horizontal lines are labeled with respect to the labeling of
connected horizontal lines. vi) finally, all of the broken lines with the same label are
joined together, resulting in reconstructed horizontal drawing lines, vii) the same pro-
cedure is repeated for reconstructing vertical drawing lines by smoothing with σx < σy.
The modified Bloomberg’s algorithm with reconstruction of broken drawing lines before
hole-filling operation is shown in Figure 5.3(c). The results of reconstructed drawing
lines using the aforementioned approach and its positive effect on final non-text mask
separation are shown in the bottom row of Figure 5.6.
5.4 Experiments and Results
The performance of Bloomberg’s original text/image segmentation algorithm and the
modified versions are compared using standard datasets like the UW-III [GHHP97], the
ICDAR-2009 page segmentation competition test images [APBP09] and the private cir-
cuit diagrams images. The main reason for using different datasets is to compare the
text/image segmentation accuracy of these algorithms on different types of document
images with a variety of text and non-text components. A total of 95 documents, mainly
composed of text and halftone components, were selected from the UW-III dataset. The
circuit diagrams dataset composed of 10 images having text and drawing components.
The ICDAR 2009 dataset contains 8 test images with non-Manhattan layout, unlike the
other selected datasets. For each dataset, pixel-level ground-truth images were generated
using zone-level ground truth information. Each pixel in a ground-truth image contains
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Broken Line Reconstruction Fill Holes Seed Image Non-Text Mask Image
our line reconstruction (Section 3)
horiz. and vert. closing
Figure 5.6: Second modified Bloomberg’s text/image segmentation algorithm: recon-
struction of broken drawing lines followed by hole-filling based modified
Bloomberg’s algorithm. Top Row: hole-filling operation on broken draw-
ing lines image does not fill the hollow non-text components and therefore
misclassifies non-text components as text. Middle Row: horizontal and
vertical closing based line reconstruction produces a garbage image and a
garbage non-text mask. Bottom Row: the presented broken line recon-
struction method (described in Section 3) generates closed contour drawing
shapes, which help in producing an accurate non-text mask.
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Table 5.1: Performance evaluation of the original Bloomberg’s text/halftone segmenta-
tion algorithm and the improved versions on the UW-III dataset (95 document
images) and the ICDAR 2009 page segmentation competition test dataset (8
document images). The improved versions achieved better segmentation ac-
curacy than the original version.
UW-III ICDAR-2009
Original 1st version 2nd version Original 1st version 2nd version
non-text classified as non-text 95.36% 99.39% 99.51% 85.62% 91.44% 98.41%
text classified as text 99.79% 99.28% 99.19% 100% 99.11% 99.42%
segmentation accuracy 97.58% 99.34% 99.35% 92.81% 95.28% 98.92%
either a text or non-text label.
Different types of metrics were used for the performance evaluation of text/image
segmentation algorithm, as defined below:
1. non-text classified as non-text: percentage of intersection of non-text pixels in
both segmented image and ground-truth image with respect to the total number of
non-text pixels in the ground-truth image.
2. text classified as text: percentage of intersection of text pixels in both segmented
image and ground-truth image with respect to the total number of text pixels in
the ground-truth image.
3. segmentation accuracy: average percentage of non-text classified as non-text
and text classified as text accuracy.
Based on the metrics defined above, the comparison among the original Bloomberg’s
text/image segmentation algorithm and the modified versions are shown in Table 5.1
and 5.2. It is clearly visible in Table 5.1 and 5.2 that the modified versions achieved
better segmentation accuracy as compared to the original Bloomberg’s algorithm.
5.5 Conclusion
Bloomberg’s text/image segmentation algorithm [Blo91] is specifically designed for text
and halftone image separation. It is simple and fast approach and performs well on text
and halftone image segmentation, but it is unable to segment text and non-text com-
ponents other than halftones, such as drawings, graphs, maps, etc. In this chapter, the
modifications to the original Bloomberg’s algorithm are presented for making it a gen-
eral text and non-text image segmentation approach, where non-text components can be
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Table 5.2: Performance evaluation of the original Bloomberg’s text/halftone segmenta-
tion algorithm and the improved versions on circuit diagram dataset (10 doc-
ument images). The improved versions achieved significantly better segmen-
tation accuracy than the original version.
Circuit Diagrams
Original 1st version 2nd version
non-text classified as non-text 0% 89.11% 90.31%
text classified as text 100% 100% 96.67%
segmentation accuracy 50% 94.56% 93.49%
halftones, drawings, maps, graphs, etc. The original Bloomberg’s approach and the mod-
ified versions are evaluated on standard datasets like the UW-III and the ICDAR 2009
page segmentation competition test images as well as the circuit diagram dataset. The
modifications result in significant improvements over the original Bloomberg’s text/image
segmentation algorithm, as shown in Table 5.1 and Table 5.2. The presented improve-
ments results in a increase in the aggregated segmentation accuracy of 93% (n = 113
documents) to 99%.
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Chapter 6
Binarization1
Summary: this chapter presents a new adaptive binarization technique for degraded
hand-held camera-captured document images. The state-of-the-art locally adaptive bina-
rization methods are sensitive to the values of free parameters. This problem is more
critical when binarizing degraded camera-captured document images because of distor-
tions like non-uniform illumination, bad shading, blurring, smearing and low resolution.
In this chapter, it is demonstrated that local binarization methods are not only sensitive
to the selection of free parameters values, but also sensitive to the constant values of free
parameters for all pixels of a document image. However, regarding binarization of de-
graded document, it has been observed that some range of values of free parameters are
better for foreground regions and some other range of values are better for background
regions. For improving binarization of degraded camera-captured documents, this chap-
ter presents an adaptation of a state-of-the-art local binarization method such that two
different set of free parameters values are used for foreground and background regions,
respectively. In a document image, foreground regions can be categorized into two main
classes, text and non-text. Text elements are more important than non-text elements with
respect to Optical Character Recognition (OCR) accuracy, which is one of the main fo-
cuses of this chapter. The ridge-based text line detection method, which is presented in
Chapter 3, can be applied directly to grayscale documents for detecting text regions.This
information is then used to calculate appropriate threshold using different set of free pa-
rameters values for the foreground and background regions, respectively. Evaluation of the
method using an OCR-based measure and a pixel-based measure show that the presented
1This work was published in Bukhari et al. [BSB09c] “S. S. Bukhari, F. Shafait, and T. M. Breuel.
Adaptive Binarization of Unconstrained Hand-Held Camera-Captured Document Images. Journal of
Universal Computer Science (JUCS), 15(18):3343-3363, 2009. Copyright ©J.UCS”. This chapter is an
adapted version of the published work.
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method achieves better performance as compared to the state-of-the-art global and local
binarization methods.
6.1 Introduction
Scanners are traditionally and widely used in document image capturing for document
analysis systems like OCR. Scanners produce planar document images with a high reso-
lution. For decades, many novel approaches have been proposed for planar document im-
age segmentation [SKB08b] and OCR [MSY92]. Nowadays cameras are available widely
at low cost and embedded with around all mobile devices, that offer fast, flexible and
non-contact document imaging. On one hand, these advantages make camera a poten-
tial substitute of scanner for document capturing and they also open doors for many new
applications such as mobile OCR, digitizing thick books, digitizing fragile historical docu-
ments, finding text-in-scene-images, etc. On the other hand, the quality of unconstrained
hand-held camera-captured document images is lower than the quality of scanned docu-
ment images because of degradations which are not very common in scanned images such
as perspective distortions, non-uniform shading, image blurring, character smearing (due
to low resolution) and lighting variations.
In the case of scanned document images, most of the state-of-the-art document analy-
sis systems have been designed to work on binary document images [CCMM98a]. There-
fore document image binarization is an important initial step in most of the scanned
document image processing tasks such as OCR [MSY92], page segmentation [SKB08b],
layout analysis [SBKB08], etc.
In the case of camera-captured document images, current OCR systems which are
designed for scanner based planar document images do not have a capability to deal
with geometric and perspective distortions. Therefore, current OCR systems give poor
performance when applied directly to warped camera-captured document images. De-
signing dewarping techniques for flattening warped document images is a possible so-
lution for improving the performance of OCR systems on camera-captured document
images. Over last decade, different approaches have been proposed for document image
dewarping [LDL05, SB07]. These approaches can be divided into two main categories
based on document capturing methodology: (i) approaches in which specialized hard-
ware arrangement like stereo-camera is required for 3D shape reconstruction of warped
documents [CDL03,BS04,TZZX06] and (ii) approaches in which dewarping method is de-
signed for images which are captured using a single hand-held camera in an uncontrolled
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environment [ZT03,LT06a,LCK05,FWL+07,ULB05,GPN07,BSB09a]; also referred to as
monocular dewarping techniques. Most of these monocular dewarping techniques work
on binarized images.
This discussion concludes that binarization is one of the most important initial steps
for both scanned and camera-based document image analysis. Binarization of hand-
held camera-captured document images is a more challenging task than binarization of
scanned document images because of one or more of the following common distortions in
camera-captured document images: bad shading, blurring, non-uniform illumination and
low resolution.
6.1.1 Related Work
In the literature, many different approaches have been proposed for binarization of
grayscale document images [Ots79, WR83, Ber86, Nib86, O’G94, SP00, Kim04, GPP06,
LT07,SKB08a] as well as color document images [SKPB00,TL02,BNP06]. Grayscale bi-
narization techniques are used more frequently than color binarization, because grayscale
binarization techniques can be applied to color documents by first converting them into
grayscale. Grayscale binarization approaches can be classified into two main groups: i)
global binarization methods and ii) local binarization methods.
Global binarization methods (like Otsu [Ots79]) estimate a single threshold value for
binarization of a document such that each pixel in the document is assigned either to
foreground or background based on the estimated threshold. Some researchers [SS04,
BP05] have evaluated different state-of-the-art global binarization methods and reported
that Otsu binarization method [Ots79] is better than other types of global binarization
techniques. Global binarization methods are computationally inexpensive and perform
better for typical scanned document images. However, they produce marginal noise
artifacts [SvBKB08] if grayscale documents contains non-uniform illumination, which is
usually present in the case of scanned thick book, scanned historical documents and
degraded camera-captured documents.
Local binarization methods [Ber86,Nib86,O’G94,WR83,SP00] try to overcome these
problems by calculating threshold values for each pixel differently using local neighbor-
hood information. Sauvola binarization method [SP00] is one the widely used local bi-
narization methods. Generally, local binarization methods perform better than global
binarization methods on degraded document images but are computationally slow, sensi-
tive to the selection of free parameter values [RSB09] and do not work well for degraded
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camera-captured document images.
In recent years, some special global binarization and local binarization techniques
[GPP06,LT07] have been proposed for improving the binarization of degraded historical
and camera-captured document images. Gatos et. al [GPP06] proposed local binariza-
tion method for scanned degraded historical document images. This technique has not
yet been tested on blurred and low-resolution camera-captured document images. Lu
and Tan [LT07] proposed global binarization method for camera-captured document im-
ages. Their method is based on the assumption that document image contains uniform
illumination and uniform background, which is not usually the case.
In the literature, researchers have also presented some guided binarization meth-
ods. Kim [Kim04] proposed multi-window based local binarization method for camera-
captured document images, which is a modification of Sauvola binarization method.
He highlighted that a single window size, with respect to a local adaptive binarization
method, is not good for a complete document image. Instead of that, he proposed that
the appropriate window size for each pixel is estimated using a preliminary binarization
result. This approach contains more free parameters than Sauvola binarization method.
A similar binarization approach is presented by Yang et. al [YKJ10] for barcode images,
where the window size for each pixel is guided by edge structure and other statistical
information.
Most of the state-of-the-art local binarization methods apply same values of free pa-
rameters for all pixels in a document image. It has been observed in this chapter that
the quality of binarization of degraded camera-captured documents can be improved
by applying different values of free parameters for foreground and background regions,
respectively. This chapter presents a local guided binarization technique for degraded
grayscale camera-captured document images that selects different values of free parame-
ters for pixels that belong to roughly estimated foreground regions and pixels that belong
to roughly estimated background regions, respectively. The presented method can handle
grayscale distortions like bad shading, blurring, low resolution and non-uniform illumina-
tion, and it is less sensitive to the selection of free parameter values as compared to other
well know existing local binarization methods. In this chapter, ridges based text line
regions detection method (as described in Chapter 3) is used for estimating foreground
(text and drawing-line) regions.
The rest of this chapter is organized as follows: Section 6.2 explains the sensitivity of
binarization over the selection of free parameters values. Section 6.3 describes the tech-
nical details of the presented binarization method. Section 6.4 deals with experimental
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results and Section 6.5 describes the conclusion.
6.2 Sensitivity of Local Binarization Methods to Se-
lection of Free Parameters Values
Each local binarization method contains some free or tunable parameters. Usually, the
suitable values of the free parameters of any local binarization method highly depend on
the context of targeted applications and type of documents. For achieving high perfor-
mance on heterogeneous documents, manual procedures for estimating free parameters
values can be used, though is not a suitable way. Some techniques have already been pro-
posed in the literature for automatic estimation of free parameters values [RSB09,BP05],
but the concern of their work is to estimate best parameter values which can be fixed for
all pixels in a document image.
This section demonstrates some issues related to local binarization methods due to
the use of fixed values of free parameters, found manually or automatically, for all the
pixels in a document image. For demonstration purpose, Sauvola binarization method
is used, which is one of the widely used local binarization methods [SS04, BP05]. For a
pixel (x, y), the threshold t(x, y) in Sauvola binarization method is computed using mean
µ(x, y) and standard deviation σ(x, y) of the pixel intensities in a w×w window centered
around the pixel (x, y). The formula for computing the threshold t(x, y) is shown in
Equation 6.1.
t(x, y) = µ(x, y)
[
1 + k
(
σ(x, y)
R
− 1
)]
, (6.1)
where R is the maximum value of the standard deviation (R = 128 for a grayscale
document), and k is a parameter which takes positive values. The formula (Equation 6.1)
has been designed in such a way that, the value of the threshold is adapted according
to contrast in the local neighborhood of the pixel using local mean µ(x, y) and local
standard deviation σ(x, y). Because of that, it tries to estimate an appropriate threshold
t(x, y) for each pixel under both possible conditions: high and low contrast. In the case
of high contrast region (σ(x, y) ≈ R), the threshold t(x, y) is nearly equal to µ(x, y). In
a quite low contrast region (σ << R), the threshold goes below the mean value thereby
successfully removing the relatively dark regions of the background. The parameter k
controls the value of the threshold in the local window such that the higher the value of
k the lower the threshold from the local mean m(x, y).
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(a) Camera-captured image with non-
uniform illumination.
(b) k = 0.5.
(c) k = 0.34. (d) k = 0.2.
(e) k = 0.05. (f) k = 0.02.
Figure 6.1: Sauvola binarization results for different values of k, with fixed w = 15.
Some of the best reported values of k are: k = 0.5 (Sauvola [SP00] and Sezgin
[SS04]) and k = 0.34 (Badekas et al. [BP05]). Some more values (like k = 0.2,
k = 0.05 and k = 0.02) are also added for this experiment. Observations:
for k >= 0.2 binarized results contain clean background regions and broken
foreground characters; for k <= 0.05 results contain unclean background
regions and unbroken/joined foreground characters.
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(a) Camera-captured image with blur-
ring.
(b) w = 7.
(c) w = 15. (d) w = 21.
Figure 6.2: Sauvola binarization results for different values of w with fixed k = 0.05.
The statistical constraint in Equation 6.1 gives acceptable results even for degraded
documents. But there is no consensus regarding the appropriate value of k in research
community. Badekas et al. [BP05] experimented with different values and found that
k = 0.34 gives the best results, but Sauvola [SP00] and Sezgin [SS04] proposed k = 0.5.
This indicate that a suitable value of parameter k should be found experimentally for a
targeted collection of documents.
Here, Sauvola binarization method is analyzed for different values of k (with fixed
w) and different values of w (with fixed k) for degraded camera-captured document
images. Some experimental results are shown in Figure 6.1 and Figure 6.2 for different
values of k and w, respectively. As shown in Figure 6.1, Sauvola binarization method
is sensitive to the selection of appropriate value of k. But, Sauvola binarization method
does not very much sensitive to the value of w, as shown in Figure 6.2. Therefore in
this chapter, the sensitivity of k for Sauvola binarization method is further analyzed.
Additionally, already reported values of k, i.e k = 0.5 [SS04,SP00] and k = 0.34 [BP05],
do not give acceptable results under blurring or non-uniform illuminations in degraded
camera-captured document images as shown in Figure 6.1.
From these experiments (Figure 6.1), it has been noticed that, on one hand small
values of k (like k <= 0.05) yield low noise in the background regions but they produce
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broken characters. On the other hand, relatively large values of k (like k >= 0.2) give
good results for foreground regions with unbroken characters but they produce noise in
background regions (Figure 6.1).
6.3 Foreground-Background Guided Binarization
The experiments in the previous section clarify that Sauvola binarization method can
perform better on degraded camera-captured document images if two different sets of
values of free parameters are used for binarization. For example, in case of Sauvola
binarization, a small value of k is used for those pixels which are roughly estimated as
foreground pixels and a large value of k is used otherwise. In this chapter, Sauvola
binarization method is modified to incorporate the stated logic. The presented approach
can also be applied to other types of local binarization methods. Technical details of the
presented method is described here.
6.3.1 Foreground Regions Detection
As a first step of the presented binarization method, foreground regions are roughly
estimated in a grayscale camera-captured document image. With respect to OCR per-
formance, text elements can be considered more important than non-text elements in a
document image. For detecting foreground text regions in the grayscale document im-
age, the ridge-based text line region extraction method is used, which is described in
Chapter 3.
Detected ridges over the smoothed image of Figure 6.3(b) are shown in Figure 6.3(c).
It is clearly visible in Figure 6.3(c) that, each ridge covers the central line structure of a
foreground object.
6.3.2 Foreground-Background Guided Local Binarization
It has already been discussed in Section 6.2 that no single value of parameter k in Sauvola
binarization method is suitable for different types of degraded camera-captured docu-
ments. However, according to the experiment in Figure 6.1, a small value of k (like
k <= 0.05) gives better results for foreground regions but with background noise and
a comparatively large value of k (like k >= 0.2) give noise free background regions but
with broken characters. As shown in Figure 6.3(c), the detected ridges are present near
foreground regions. Therefore, instead of using a fixed value of k for all pixels, different
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(a) (b)
(c) (d)
Figure 6.3: Snapshots of the presented binarization method. (a) Input Image, (b)
Smoothed Image generated by using match filter bank approach, (c) Horn-
Riley method [Hor70, Ril87b] is used for detecting ridges, which are visible
in the zoom area of document image, (d) Result of foreground-background
guided Sauvola binarization (zoom area of document image).
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(a) Input (b) Otsu (c) Sauvola (d) Guided Binarization
(e) Input (f) Otsu (g) Sauvola (h) Guided Binarization
Figure 6.4: Binarization results of Otsu, Sauvola and the presented guided binarization
methods. It is important to note that Otsu binarization results contain large
amount of noise. For Sauvola binarization, manually selected parameter val-
ues are used; these are w = 15 and k = 0.15. It is also important to note
that Sauvola binarization results contain broken characters for blurred doc-
uments. The presented guided binarization method shows better results in
the presence of document image degradations like blurring.
values of k can be used for foreground and background regions, respectively, to improve
binarization results. For this purpose, Sauvola binarization method is redefined in Equa-
tion 6.2.
t(x, y) = µ(x, y)
[
1 + k(x, y)
(
σ(x, y)
R
− 1
)]
, (6.2)
where k(x, y) = 0.05 if a ridge found in the local neighborhood window, otherwise
k(x, y) = 0.2. After thresholding, median filter can also be applied to further remove
the salt and pepper noise. A sample binarization results of the presented foreground-
background guided Sauvola method are shown in Figures 6.3(d). Binarization results
of Otsu, Sauvola and the presented foreground-background guided Sauvola binarization
methods on sample document images are shown in Figure 6.4 and Figure 6.7.
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Figure 6.5: High vs low resolution image comparison: (left) 6 mega-pixels high resolu-
tion camera-captured image and (right) 2 mega-pixels low resolution camera-
captured image.
6.4 Experiments and Results
The performance of the presented binarization method is evaluated on both low and high
resolution degraded camera-captured documents. Here, two different types of experiments
have been conducted for performance evaluation.
 OCR-based evaluation for high resolution degraded camera-captured documents
 pixel-based evaluation for low resolution degraded camera-captured documents
One can distinguish between the quality of high and low resolution of grayscale
camera-captured document images, which are used here, in Figure 6.5. For performance
evaluation, k = 0.05 is used for pixels near roughly estimated foreground regions and
k = 0.2 otherwise. The robustness of the presented method is also demonstrated over
different sets of values of k for foreground and background regions, respectively, for pixel-
based evaluation (Section 6.4.2).
6.4.1 OCR-based Evaluation
OCR-based evaluation is important for comparing the presented method with different
state-of-the-art binarization methods. OCR-based evaluation can also be considered as
goal-oriented evaluation, because OCR is usually the results in most of the document
analysis tasks.
Here, the presented binarization approach is evaluated on a subset of the hand-held
camera-captured document images dataset (the DFKI-I dataset) which were used in
the CBDAR 2007 document image dewarping contest [SB07]. The resolution of each
document image is around 6 mega-pixels. ASCII text ground-truth is provided with the
dataset. For performance evaluation, a subset of 10 degraded documents are selected
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from the DFKI-I dataset. The state-of-the-art Otsu and Sauvola binarization methods
are used for OCR-based comparative evaluation.
The OCR error rates of all three binarization methods are compared after dewarping.
As mentioned earlier in the introduction, so far commercially available OCR softwares are
designed for planar document images and may produce bad results for warped camera-
captured documents. Therefore, the binarization results are first converted into planar
form by applying a dewarping method. For this purpose, the dewarping method that
is introduced in Chapter 8 is used here. Then, the dewarped documents are processed
through the commercial OCR system ABBYY Fine Reader 9.0. Finally, the OCR error
rates of all three binarization methods (Otsu, Sauvola and the presented guided binariza-
tion method) are evaluated using the block edit distance2. Table 6.1 shows the compar-
ative results of all three methods with respect to mean edit distance and the number of
documents for each algorithm on which it has the lowest edit distance (in case of tie, all
algorithms having the lowest edit distance are scored for that document). It is visible in
Table 6.1 that the presented binarization method achieves lowest mean edit distance as
well as performed better than other methods on a large number of document images.
Table 6.1: OCR error rates of different binarization algorithms on a subset of the DFKI-I
dataset using ABBYY Fine Reader 9.0 as preferred OCR system. The guided
binarization method achieved the lowest error rate on the majority of docu-
ment images as compared to the state-of-the art binarization methods (Otsu
and Sauvola).
Algorithm Mean Edit Distance % Number of documentsa
Otsu Binarization 6.96 2
Sauvola Binarizationb 4.92 3
Guided-Binarization 4.62 5
aNumber of documents for each algorithm on which it has the lowest edit distance.
bmanually selected: (w = 15, k = 0.15); tested different values for k in between 0.1 to 0.5 and found
0.15 is the best for the given dataset.
6.4.2 Pixel-based Evaluation
Pixel-based evaluation has been inspired from Document Image Binarization COntest
(DIBCO-2009) [GNP09] in which the binarization result of an algorithm is compared with
2http://sites.google.com/site/ocropus/release-notes
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semi-automatically generated ground-truth binary image. DIBCO dataset consists of 10
scanned images with distortions like smudge, bleed-through, show-through and shadows.
As compared to degraded scanned document images, camera-captured document images
contain different types of degradations like non-uniform illumination, blurring, smearing
of characters at low resolution and bad-shading. Therefore, a custom dataset is used here
for pixel-based evaluation which is a representative of above mentioned degradations.
Similar to OCR-based evaluation, here also the presented binarization method is com-
pared with different state-of-the-art global (Otsu [Ots79]) and local (Sauvola [SP00]) bi-
narization methods. The custom dataset, ground-truth generation process and evaluation
measure are presented below.
Dataset
A small number of camera-captured texts are selected that contain distortions like bad-
shading, non-uniform illumination, blurring and smearing of characters at low resolution
from four different camera-captured document images. Furthermore, these document im-
ages have been captured at low resolution of two mega-pixels as compared to document
images captured at high resolution of six mega-pixels for OCR-based evaluation (Sec-
tion 6.4.1). The dataset and corresponding ground-truth images are shown in Figure 6.6.
Ground-Truth Generation
Ground-truth binarized images are generated through a semi-automatic process. In
this process, different binarized results, that were generated using Sauvola binarization
method with different combinations of parameter values of k and w, are manually ex-
amined. These results show that for the given dataset k = 0.02 and w = 15 preserve
character strokes at foreground regions better than other values of k and w. However, this
combination of k and w produces noise in background regions. Therefore, binary ground-
truth images are generated in two stages: first, Sauvola binarization method is applied
with k = 0.02 and w = 15. Then, noise is manually removed from background regions.
The semi-automatically generated binary ground-truth images are shown in Figure 6.6
with their corresponding grayscale images.
Evaluation Measure
One of the evaluation measures, ‘F-measure’, mentioned in [GNP09] is used here for
comparison among different binarization methods. The F-measure is described below
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(a) Image-1 (b) Ground-truth
(c) Image-2 (d) Ground-truth
(e) Image-3 (f) Ground-truth
(g) Image-4 (h) Ground-truth
Figure 6.6: Dataset and Ground-Truth: 4 image portions have been selected from low
resolution (2 mega-pixels) camera-captured document images, which con-
tain degradations like, blurring, non-uniform illumination, bad-shading and
smearing. Binary ground-truth images have been generated by using semi-
automatic process described in Section 6.4.2
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Table 6.2: Pixel-based performance evaluation of different binarization methods using low
resolution dataset mentioned in Figure 6.6. The guided binarization method
achieved better FMeasure (%) than the state-of-the-art binarization methods
(Otsu and Sauvola).
FMeasure (%)
Image-1 Image-2 Image-3 Image-4 Average
Otsu Binarization 32.71 22.41 27.64 54.79 34.39
Sauvola Binarizationa 90.33 89.77 87.82 93.55 90.37
Guided-Binarizationb 90.74 93.10 90.66 92.19 91.67
amanually selected: (w = 15 and k = 0.05); tested different values for widow-size and k and found
(w = 15 and k = 0.05) is the best for the given dataset.
bmanually selected: (w = 15 and k = 0.02 in the presence of ridge(s) otherwise k = 0.2)
in Equations 6.3, 6.4 and 6.5, where TP, FP, and FN represent the true-positive (to-
tal number of matched foreground pixels), false-positive (total number of misclassified
foreground pixels in binarization result as compared to ground-truth) and false-negative
(total number of misclassified background pixels in binarization result as compared to
ground-truth) values, respectively.
FMeasure =
2× Recall× Precision
Recall + Precision
(6.3)
Recall =
TP
TP + FN
(6.4)
Precision =
TP
TP + FP
(6.5)
Analysis
Based on the above mentioned setup for pixel-based evaluation, comparative results of
Otsu binarization, Sauvola binarization and the presented guided-binarization methods
are shown in Table 6.2. For Sauvola binarization method, k = 0.05 and w = 15 are
the best empirically selected values for given dataset. It is mentioned in the algorithm
description (Section 6.3.2) that median-filter can also be applied after binarization, but
for pixel-based evaluation, raw results are used to do a fair comparison. Binarization
results on some of the images in the dataset (Figure 6.6) are shown in Figure 6.7.
The sensitivity of Sauvola binarization method and robustness of the presented guided-
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(a) Input (b) Otsu
(c) Sauvola (d) Guided-Binarization
(e) Input (f) Otsu
(g) Sauvola (h) Guided-Binarization
Figure 6.7: Binarization results of different algorithms on the low resolution dataset men-
tioned in Figure 6.6. For the results of Sauvola and the presented guided-
binarization method in this figure, best parameter values for k have been
selected manually, which have given good compromise between character-
strokes and noise.
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Figure 6.8: Analysis of the sensitivity of Sauvola binarization method with respect to the
value of k over degraded low resolution camera-captured document images
shown in Figure 6.6.
binarization method are also analyzed with respect to the different values of k. These
experiment are also conducted on the same dataset shown in Figure 6.6. Figure 6.8
shows the pixel-based accuracy of Sauvola binarization method for different values of k.
Similarly Figure 6.9 shows the pixel-based accuracy of the presented guided-binarization
method for different values of pair of k. It is important to note that, Sauvola uses a
single value of k while the presented guided method uses two values of k i.e. (k r, k nr).
Therefore, the range of appropriate values of k is much larger for Sauvola’s method than
for the presented method. It can be concluded from Figure 6.8 that Sauvola binarization
method is sensitive to the parameter selection for k in the presence of degradations in
camera-captured document images, whereas the presented guided binarization method is
robust against parameter selection for the pair (k r, k nr).
6.5 Conclusion
In this chapter, the sensitivity of fixing free parameters values of local binarization meth-
ods for all pixels in a camera-captured document image is explored. It has been demon-
strated that no matter how to find the free parameters values (either manually or au-
tomatically), some range of values of free parameters gives better binarization results
for foreground regions and some other range of values gives better binarization result
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Figure 6.9: Analysis of the robustness of the presented guided binarization method with
respect to the value of pair of k over degraded low resolution camera-captured
document images shown in Figure 6.6 (Note: k r: value of k in the presence
of ridges; k nr: value of k in the absence of ridges).
for background regions. This sensitivity is overcome by introducing the idea of not us-
ing the constant values of free parameters for all pixels, but use different values of free
parameters for pixels belong to roughly estimated foreground and background regions.
For this purpose, the idea of applying ridge-based text line extraction method (Chap-
ter 3) for roughly estimating foreground text regions from grayscale documents. OCR-
based and pixel-based performance evaluation techniques are used for comparing the
presented foreground-background guided binarization method with other state-of-the-art
binarization methods (Otsu and Sauvola). Here, an improvement over Sauvola binariza-
tion method is shown by selecting different values of parameter k for foreground and
background regions, respectively. The presented idea of foreground-background guided
binarization is also adaptable with other types of local binarization methods.
Chapter 7
Page Frame Detection1
Summary: camera-captured document images usually contain two main types of marginal
noise: textual noise (coming from neighboring pages) and non-textual noise (resulting
from the page surrounding and/or binarization process). These types of marginal noise
degrade the performance of the preprocessing (dewarping) of camera-captured document
images and subsequent document digitization/recognition processes. Page frame detection
is one of the newly investigated areas in document image processing, which is used to
remove border noise and to identify the actual content area of document images. In this
chapter, a new technique is presented for page frame detection of camera-captured docu-
ment images by utilizing text and non-text contents information. The presented method is
evaluated on the DFKI-I (the CBDAR 2007 Dewarping Contest) dataset. Experimental
results show the effectiveness of the presented method in comparison to other state-of-the-
art page frame detection approaches.
7.1 Introduction
When a page of a book is photographed, the captured image usually contains undesired
parts of text from the neighboring page. Besides, some regions of background (table
surface etc.) also appear in the image. These undesired regions of the image are usually
referred to as border noise [SB11]. These types of border noise are called textual noise
1This work was published in Bukhari et al. [BSB12a] “S. S. Bukhari, F. Shafait, and T. M. Breuel.
An image based performance evaluation method for page dewarping algorithms using sift features. In
Masakazu Iwamura and Faisal Shafait, editors, 4th International Workshop, CBDAR 2011 Beijing,
China, September 22, 2011 Revised Selected Papers, volume 7139 of Lecture Notes in Computer Sci-
ence, Image Processing, Computer Vision, Pattern Recognition, and Graphics, pages 138-149. Springer
Berlin / Heidelberg, 2012. Copyright ©Springer-Verlag Berlin Heidelberg 2012”. This chapter is an
adapted version of the published work.
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and non-textual noise, respectively. When textual noise regions are fed to a character
recognition engine, extra characters appear in the output of the OCR system along with
the actual contents of the document. These extra characters in the OCR output result in
inaccurate retrieval results, since the keywords given by the user might match some text
from the textual noise instead of the actual document contents. Non-textual noise, on the
other hand, makes further processing of document like text line extraction or dewarping
a difficult task.
The problem of border noise is also well-known in the domain of scanned document
analysis. Many approaches have been reported in literature to deal with border noise of
scanned images. Most of the these approaches (e.g. [LTW96,AL04,FWL02]) focus only on
removal of non-textual noise. Cinque et al. [CLLT02] proposed an algorithm for remov-
ing both textual and non-textual noise from grayscale images based on image statistics
like horizontal/vertical difference vectors and row luminosities. The method presented
in [SB09] detects border noise using different black/white filters. These approaches rely
on certain assumption about scanned documents like an axis-aligned pattern of noise or
presence of thick black non-textual noise regions. However, these assumptions do not hold
for camera-captured documents since the document can be captured from any perspec-
tive (hence page border is not axis-aligned any more). Besides, the captured document is
binarized using a local thresholding method like [SKB08a] (hence no thick black regions
appear in the binarized image).
Instead of identifying and removing noisy components themselves, some methods fo-
cus on identifying the actual content area or the page frame of the documents [SvBKB08,
SGG10]. The page frame of a scanned document is defined as the smallest region (rectan-
gle or polygonal) that encloses all the foreground elements of the document image. The
method presented in [SvBKB08] finds the page frame of structured documents (journal
articles, books, magazines) by exploiting their text alignment property. The method by
Fan et. al [FZT10] estimates page frame using a rectangular active contour. This method
is not directly applicable to page frame detection of camera-captured documents due to
the presence of perspective distortions. Stamatopoulos et al. [SGG10] proposed a method
for splitting double-page scanned document images into two pages without noisy borders.
Their method is based on vertical and horizontal white runs projections.
So far very few approaches are developed for marginal noise removal using page frame
detection for camera-captured document images. Shafait et al. [SvBKB08] applied their
page frame detection approach to camera-captured document images. When applied to
camera-captured document images, the method focuses on finding the left and right page
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(a) grayscale image (b) binarized image (c) segmented text
parts
(d) after noise cleanup
Figure 7.1: Preprocessing: (a) a sample grayscale camera-captured document image, (b)
binarized document image, (c) segmented text parts of the binarized image,
(d) cleaned image after noise removal.
border lines only using a geometric matching method. The method gives good results for
camera-captured document images, but does not remove border noise on the upper and
lower sides of the document images. Stamatopoulos et al. [SGK07] proposed an algorithm
for detecting borders of camera-captured document images based on projection profile.
This method works well for a small degree of skew/curl in document images, but can not
handle document images with a large degree of skew/curl, which is usually present in
hand-held camera-captured documents.
In this chapter, a page frame detection method is presented for camera-captured doc-
ument images. The method starts with preprocessing steps which includes binarization
and text and non-text segmentation (Chapter 5). Then, text lines are detected by apply-
ing the ridge-based text line finding method that is described in Chapter 3. Finally, page
frame is detected by using text lines and text and non-text information. The presented
method can detect the upper and lower borders together with the left and right borders,
and is robust to a large degree of skew/curl in camera-captured document images.
The rest of the Chapter is organized as follows. The proposed page frame detection
method is described in Section 7.2. Experiments and results are discussed in Section 7.3.
Section 7.4 presents conclusions.
7.2 Page Frame Detection Method
The proposed page frame detection method consists of three main steps: i) preprocessing,
ii) text line detection, iii) page frame detection. Preprocessing (binarization and text and
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(a) smoothed image (b) detected ridges (c) cleaned/filtered
ridges
(d) aligned ridges
Figure 7.2: Text Line Detection: (a) the smoothed image is generated using Gaussian
filter bank smoothing, (b) ridges are detected from the smoothed image; most
of the ridges represent text lines, (c) small ridges and ridges near corners are
removed using heuristically applied rules, (d) ridges have been aligned (with
respect to their staring and ending positions) by projecting neighboring ridges
over each of them.
non-text segmentation) of camera-captured document images is discussed in Section 7.2.1.
Text line detection method is described in Section 7.2.2. Page frame detection method
using text line and text and non-text contents information is explained in Section 7.2.3.
7.2.1 Preprocessing
Here, the preprocessing approach mainly consists of binarization and text segmentation
steps. An input grayscale camera-captured document image is first binarized using the
adaptive thresholding technique mentioned in [ULB05], which is described as follows:
“for each pixel, the background intensity B(p) is defined as the 0.8-quantile in a window
shaped surrounding; the pixel is then classified as background if its intensity is above
a constant fraction of B(p)”. An example grayscale document and its corresponding
binarized document images are shown in Figure 7.1(a) and Figure 7.1(b), respectively.
The multiresolution morphology based text and non-text segmentation method, which
is presented in Chapter 5, is applied here for text and non-text segmentation. The seg-
mented text from the binarized document image (Figure 7.1(b)) is shown in Figure 7.1(c).
After text and non-text segmentation, a heuristic size based noise cleanup process is
applied for removing comparatively large marginal noise and small salt-and-pepper noise
elements as follows. A connected component is considered as a large noisy component if
its height/width is greater than 10% of document height/width or greater than 7 standard
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deviation above mean height/width. Similarly, a connected component is removed as a
small noisy component if its area is smaller than 1
3
rd
of the mean area of all connected
components in the document image. The document image in Figure 7.1(c) after noise
cleanup is shown in Figure 7.1(d).
7.2.2 Text Line Detection
A generic text line extraction method is presented in Chapter 3. This method can be
equally applied to a diverse collection of document images, including scanned, camera-
captures, binarized, grayscale, typed-text, handwritten, etc. The text line finding method
consists of two standard and easy to understand image processing algorithms: (i) matched
filtering and (ii) ridge detection. Figure 7.2(a) shows the result of matched filtering
for the document image in Figure 7.1(d). After smoothing, text lines are extracted by
detecting ridges from the smoothed image. Most of the detected ridges, that are shown
in Figure 7.2(c), are situated over text lines.
Some of the detected ridged are very small in size as compared to others, and some
on them also lie over marginal textual noise. These types of ridges are not useful for
further processing. A heuristic based method is applied for filtering/cleaning such types
of ridges as follows. A ridge is considered as a small-size ridge if its length is smaller than
1
10
th
of document width. Textual-noise is usually present in the left and right corners
of the document. Therefore, a ridge is considered as a ridge over textual-noise if its
starting/ending point exists very close (within ±25 pixels) to the left/right corner of
document image and its length is smaller than 1
5
th
of document width. After filtering
small-size ridges and ridges over textual-noise, the starting and ending points of the
remaining ridges can be used for approximating left and right borders, respectively. The
remaining ridges are shown in Figure 7.2(c). Most of these remaining ridges are present
over the actual content area of the page.
Another major problem in using these remaining ridges/text lines for left and right
borders approximation is that, their starting and ending positions are not aligned with
respect to each other. A ridges alignment method is presented in Chapter 8 for solving
this issue, which is described here as follows. For each ridge, the neighboring top and
bottom ridges are projected over it, and then are combined together to produce a new
(aligned) ridge. The aligned ridges are shown in Figure 7.2(d). Some more results of
ridges after alignment for document images in the DFKI-I dataset [SB07] are shown in
Figure 7.3.
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Figure 7.3: Sample results of aligned ridges for documents in the DFKI-I dataset.
7.2.3 Page Frame Detection
The left and right vertical borders are calculated by applying a straight-line approxima-
tion algorithm over the starting and ending points of the ridges, respectively. For this
purpose, RANdom SAmple Consensus (RANSAC) method is chosen, which approximates
slope and intercept parameters. The left and right borders are shown in Figure 7.4(a) in
blue color. The initial estimation of upper and lower borders are done by selecting the
top and bottom most ridges within the left and right borders, respectively. The upper
and lower horizontal borders are also shown in Figure 7.4(b) in red color, where the lower
border is correct, but upper border is incorrect with respect to the non-text content area
of the page.
The initial page frame possesses only non-text elements which lie between text lines
and misses others, as shown in Figure 7.4(b). The page frame is corrected by dragging
the upper and/or lower borders according to the non-text elements which were segmented
in the preprocessing step such that: i) if the top most pixel of non-text elements is above
the top most pixel of the upper border, the upper border is dragged up to the top most
pixel of non-text element, ii) similarly, if the bottom most pixel of non-text elements is
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(a) left and right bor-
ders (blue color)
(b) initial upper and
lower borders (red
color)
(c) dragged and
extended upper and
lower borders
(d) page frame
Figure 7.4: Snapshots of the presented page frame detection method. (a) left and right
borders (blue colors) are detected using starting and ending points of ridges
(green color), (b) the top most and the bottom most ridges inside vertical
borders are selected as upper and lower borders; non-text parts (black color),
that were deleted in preprocessing, are pasted back into the document image,
(c) the upper and lower borders are dragged up to the top most pixel and
bottom most pixel of the non-text elements, and finally both of them are
extended down to the page width, (d) page frame
below the bottom most pixel of the lower border, the lower border is dragged up to the
bottom most pixel of non-text element. Finally, the upper and lower borders are extended
across the document width using polynomial fitting. The upper and lower borders after
dragging and extending are shown in Figure 7.4(c). The final page frame is shown in
Figure 7.4(d). Some of example results of the presented page frame detection method on
the DFKI-I dataset are also shown in Figure 7.5.
Generally, the starting points of some of the text lines in a document image coincide
with the document’s left border line and similarly the ending points of some of the text
lines coincide with the right border line. The ridge alignment step helps in propagating
this information to neighboring text lines. Therefore, left and right borders estimation
using starting and ending points of text lines gives correct results. In a special case where
a document image contains only short or centered text lines with non-text elements
spanning throughout the page width, the left and right borders can not estimate the
actual page contents area. In order to solve this issue, the left and/or right borders can
also be dragged with respect to non-text elements, same as it is done in case of upper
and/or lower border dragging.
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Figure 7.5: Sample results of the presented page frame detection method for the DFKI-I
dataset.
7.3 Experiments and Results
The presented page frame detection method is compared with the state-of-the-art meth-
ods [SvBKB08, SGK07] by evaluating them on the publicly available DFKI-I (the CB-
DAR 2007 dewarping contest) dataset [SB07]. Two different experiments are conducted
for performance evaluation: i) text line based evaluation, ii) pixel based evaluation.
The DFKI-I dataset contains 102 grayscale and binarized document images of pages
from several technical books captured using an off-the-shelf hand-held digital camera in a
normal office environment. Document images in this dataset consist of warped text lines
with a high degree of curl, different directions of curl within an image, non-text (graphics,
halftone, etc.) components, and a lot of textual and non-textual border noise. Together
with ASCII-text ground-truth, this dataset also contains pixel based ground-truth for
zones, text lines, formulas, tables and figures. For text line based performance evaluation
method, text line based ground-truth images are generated from the original ground-
truth images. A text lines based ground-truth image contains labeling only for text lines
and all the other foreground objects, like formulas, tables and figures, are marked as
noise with black color. For pixel based performance evaluation method, ground-truth
images are generated by masking the actual page contents only. An example image and
its corresponding text lines and pixel based ground-truth images are shown in Figure 7.6.
In document images, text lines are the main source of information from optical charac-
ter recognition (OCR) point of view. For each text line in a text line based ground-truth
image, the pixel-correspondence (P ) is defined as the ratio of the number of overlapping
pixels between the ground-truth image and the corresponding cleaned image and total
number of pixels of a particular text line. Text line based performance evaluation metrics
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(a) labeled text lines (b) masked page con-
tents
Figure 7.6: Text line based and page contents based ground-truth images for an example
image in the DFKI-I dataset [SB07].
using pixel-correspondence (P ) were defined in [SB07]. In this work, the same metrics are
used. These metrics are defined as follows: i) TI: totally-in text line (P ≥ 90%), ii) TO:
totally-out text line (P = 0%), and iii) PI: partially-in text line (P < 90%). These met-
rics measure the percentage of totally-in, partially-in, and totally-out text lines within
page contents with respect to the page frame. The text line based performance eval-
uation of the presented page frame detection method, Shafait et. al [SvBKB08], and
Stamatopoulos et. al [SGK07] page frame detection methods are shown in Table 7.1.
The results show that the presented method outperforms the other two methods.
Table 7.1: Text line based performance evaluation of the presented page frame detection
method and the state-of-the-art methods [SvBKB08, SGK07] on the DFKI-
I dataset. The results of the Shafait et. al method [SvBKB08] have been
obtained from their paper. TI: totally-in text lines; TO: totally-out text lines;
PI: partially-in text lines. The presented method achieved the larger number of
TI and the smaller number of TO as compare to the state-of-the-art methods.
(Note: total number of document images = 102; total number of text lines =
3097.)
Method TI PI TO
Shafait et. al [SvBKB08] 95.6% 2.3% 2.1%
Stamatopoulos et. al [SGK07] 96.48% 0.71% 2.81%
the presented method 98.10% 1.13% 0.78%
Tex-line based performance metrics only measure the performance of a page frame
detection method for text within actual page content area. They report nothing about
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the performance of a page frame detection method for marginal noise as well as non-text
elements within page content area. Furthermore, text line based performance evaluation
is not a useful measure for the case where the boundary of a complete document image,
which contains both textual and non-textual noise, is marked as the page frame. In such
a case, text line based performance evaluation reports 100% totally-in text lines with
no partial-in or totally-out text lines. Therefore, text line based performance evaluation
alone is not enough for comparing the performance of different page frame detection algo-
rithms. In order to measure how well a page frame detection method works with respect
to both marginal noise and actual page contents, a pixel based performance evaluation
is used. The pixel based performance evaluation method, which is used here, measures
the pixel-correspondence (P ) for both actual page contents and marginal noise between
a ground-truth image and the corresponding cleaned image. Pixel correspondence for
page content is defined as the ratio of the number of overlapping pixels between the page
contents of ground-truth image and the corresponding cleaned image and total number
of page contents pixels in ground-truth image. Likewise, the pixel correspondence is de-
fined for marginal noise. The pixel based performance evaluation results of the presented
method and Stamatopoulos et. al [SGK07] method are shown in Table 7.2. It shows that
both methods give good performance for actual page contents, but the presented method
performs better for marginal noise cleanup.
Table 7.2: Pixel based performance evaluation of the presented page frame detection
method and the state-of-the-art method [SGK07] on the DFKI-I dataset.
‘Page Contents’ represents the percentage of page contents inside detected
page frame. ‘Marginal Noise’ represent the percentage of noise outside de-
tected page frame. The presented method achieved better results than the
Stamatopoulos et. al [SGK07] method. (Note: total number of page contents
pixels = 48188808 (88.52%); total number marginal noise pixels = 6247054
(11.48%)).
method Page Contents Marginal Noise
Stamatopoulos et. al [SGK07] 99.11% 36.04%
the presented method 98.96% 74.81%
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7.4 Conclusion
In this chapter, a page frame detection method is presented for warped camera-captured
document images. The method uses text lines and non-text contents information for
detecting page frame (left, right, upper, and lower borders). The ridge-based text line
finding method (Chapter 3) and the multiresolution based text/non-text segmentation
method (Chapter 5) are applied here for detecting text lines and non-text elements,
respectively. For the performance evaluation of the presented method and its comparison
with state-of-the-art methods, two different methodologies, text line based and pixel
based, have been used. For both performance evaluation methodologies, the presented
method has achieved better results than Shafait et. al [SvBKB08] and Stamatopoulos et.
al [SGK07] page frame detection methods, as shown in Table 7.1 and Table 7.2.
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Chapter 8
Monocular Dewarping1
Summary: traditional OCR systems are designed for planar (dewarped) document im-
ages and the accuracy is reduced when applied on warped document images. Therefore,
developing new OCR techniques for warped images or developing dewarping techniques are
the possible solutions for improving OCR accuracy of camera-captured document images.
Among different types of dewarping techniques, curled text lines information based de-
warping techniques are the most popular ones, but are sensitive to high degree of curl and
variable line spacing. In this chapter, a novel monocular dewarping approach is presented,
which is based on curled text lines information. The presented dewarping approach is less
sensitive to different direction of curl and variable line spacing. Experimental results show
that OCR error rate, from warped to dewarped documents, has been reduced from 5.15%
to 1.92% on the DFKI-I (the CBDAR 2007 document image dewarping contest) dataset.
The performance of the presented method in also compared with other state-of-the-art
monocular dewarping methods.
8.1 Introduction
For document analysis and recognition, flat-bed scanners are traditionally and widely
used for document capturing. They produce planar images with high resolution. From
decades, many approaches have been proposed for planar document image segmenta-
tion [SKB08b] and Optical Character Recognition (OCR) [MSY92]. Nowadays good
quality cameras are available at low cost, that offer fast, easy, flexible and non-contact
1This work was published in Bukhari et al. [BSB09a] “S. S. Bukhari, F. Shafait, and T. M. Breuel.
Dewarping of document images using coupled-snakes. In Proceedings of Third International Workshop on
Camera-Based Document Analysis and Recognition, pages 34-41, Barcelona, Spain, 2009”. This chapter
is an adapted version of the published work.
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imaging. These advantages make cameras a potential substitute of scanner for document
capturing and at the same time open doors for many new applications, like mobile OCR,
digitizing thick books, digitizing fragile historical documents, finding text in scene images,
etc. However, camera-captured document images suffer from various types of distortions,
like non-planar (warped) shape, uneven light shading, motion blur, perspective distor-
tion, under- and over-exposure. Therefore, current OCR systems, which are designed for
planar document images, are not capable to deal with these distortions and give poor
performance when applied directly to warped camera-captured document images. There
could be two possible solutions for improving the OCR performance of warped document
images: (i) design new camera-based document analysis techniques or (ii) design dewarp-
ing techniques for flattening document images such that current OCR systems can be
directly applied to them.
So far, much attention has not been given to developing special document image
analysis techniques for camera-captured document images. But over last decade, dif-
ferent approaches have been proposed for document image dewarping [LDL05, SB07].
These approaches can be divided into two main categories based on the document cap-
turing methodology: (i) approaches in which specialized hardware arrangement, like
stereo-camera, is required for 3D shape reconstruction of warped document [CDL03,
BS04, TZZX06] and (ii) approaches in which dewarping method is designed for images
which are captured using single hand-held camera in an uncontrolled environment, also re-
ferred to as monocular dewarping approaches [LDD05,LT06b,MM07,CM03,ZT03,ULB05,
LCK05, LT05, LT06a, GPN07, GN07, SGPP08]. Hand-held camera-based dewarping ap-
proaches can be further classified into two groups: (i) approaches based on document
geometry [LDD05, LT06b, MM07, CM03] and (ii) approaches based on curled text lines
information [ZT03,ULB05,LCK05,LT05,LT06a,GPN07,GN07,SGPP08].
The dewarping approach presented in this chapter falls under the category of curled
text line based monocular dewarping method. Literature review on curled text line based
dewarping approaches is given below.
Zhang and Tan [ZT03] proposed dewarping method for scanned document from thick
bound volumes. They consider that the major portion of the image is straight. They
estimate neighboring curved portions of each straight text line by clustering connected
components and then move these connected components parallel to their straight line
portion.
Ulges et al. [ULB05] proposed dewarping technique based on priori layout information
and local text line approximation using RAST [Bre02b]. After local text lines finding,
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they estimate quadrilateral cell for each letter and then map to a rectangle of appropriate
size and position in the dewarped image.
Lu et al. [LCK05] introduced a rectification technique for restoring documents with
perspective distortions. Their algorithm is based on tip-points and vertical stroke bound-
aries estimation using morphological operations. They use top points and bottom points
for estimating top and bottom text lines, respectively. They estimate source quadrilater-
als using vertical stroke boundaries and text lines pairs and then construct rectification
homography using each pair of source and target quadrilaterals.
Lu and Tan [LT05,LT06a] proposed dewarping algorithms which are the extension of
work presented in [LCK05]. These methods can remove skew, perspective and geometric
distortions.
Gatos et al. [GPN07] introduced dewarping techniques using text lines information.
They perform horizontal smoothing [WWC06] to combine characters into words and then
find lines by grouping neighboring words. They rotate each word of a line individually
based on its slope and then align all words of a line with respect to the left most word.
Gatos and Ntirogiannis [GN07] proposed dewarping approach based on the estimation
of words and text line by using the modified “box hand” [ZT01,SPC97] approach. Similar
to [GPN07], they rotate each word of a line and then align all words of a line with respect
to the left most word.
Dewarping technique by Fu et al. [FWL+07] starts by estimating sub lines using
characters combination method [HLW03].They cluster mid points of sub lines based on
a proximity criteria, which results in text lines. From these text lines, they estimate left
and right borders and top and bottom curves. They stretch cylinder surface area into
planar surface area based on the model presented in [CDL03].
Stamatopoulos et al. [SGPP08] introduced a two-step dewarping algorithm. They
estimate text lines using method introduced in [GPN07]. In coarse dewarping step, they
estimate left and right borders and top and bottom curves using text lines information
and then transform curve area into 2D rectangular area. In fine dewarping step, they
perform dewarping algorithm, presented in [GPN07], over coarse dewarped image.
In this chapter, a monocular dewarping approach based on curled text line informa-
tion is presented. The method starts by extracting text line using ridge-based text line
detection method (Chapter 3). Afterwards, for each detected text line, the x-line and
baseline pair is estimated by adapting coupled-snakes model (Chapter 2). For each curled
text line in a warped image, the starting position of its corresponding straight text line
for a dewarped image is calculated using neighboring curled text lines in the warped
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image. Then, geometric distortion or page curl is removed by mapping characters over
each curled x-line and baseline pair to its corresponding straight x-line and baseline pair.
Finally, perspective distortion is removed by using four point homography algorithm.
The rest of the chapter is organized as follows: Section 8.2 describes the technical and
implementation details of the presented dewarping algorithm. Section 8.3 comprises the
performance evaluation and experimental results. Section 8.4 discusses the results and
conclusion.
8.2 The Dewarping Algorithm
The presented dewarping algorithm comprises of three steps: (1) curled text line in-
formation extraction from binarized document images, (2) geometric distortion handling
using curled text line information and (3) perspective distortion handling using four point
homography algorithm. All of these steps are described below.
8.2.1 Curled Text line Information Extraction
For extracting curled text line information from camera-captured document images, the
ridge-based text line detection method is used that is presented in Chapter 3. Detected
ridges over the smoothed image of Figure 8.1(b) are shown in Figure 8.1(c). It is clearly
visible in the Figure 8.1(c) that each ridge covers the complete central line structure of a
text line, which results in text lines detection.
After detecting text lines, the task is to determine the x-line and baseline pair infor-
mation for each detected text line using the coupled-snakes model (Chapter 2). For this
purpose, the gradient of binary image is computed by using Sobel filter. Then, gradient
image is divided into two images: one contains positive magnitudes (top-image) and an-
other one contains absolute values of negative magnitudes (bottom-image). Top-image is
dominated by the top parts of curled text lines and similarly bottom-image is dominated
by the bottom parts of curled text lines. Then, gradient vector flow (GVF) [XP98] of
both images are calculated. Active contour (snake) [KWT88] is adapted for finding x-
line and baseline pairs information that is presented in Chapter 2. The process is briefly
describe here. First of all, the duplicated ridges are used as initial open-curve snakes
pairs for curled text lines. Each pair is deformed using GVFs of top- and bottom-image
in the weighted-coupled snakes fashion, describe as follows. For each pair, one snake is
deformed with respect to the vertical components of GVF of top-image and another one
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with respect to the vertical components of GVF of bottom-image. A large percentage
of GVF of bottom gradient image and a comparatively small percentage of GVF of top
gradient image are used during coupling, because of the assumption that more characters
lie on baseline than on x-line. After deformation, the distances between each pair of
snakes are adjusted to make them equal to average distance. The same deformation pro-
cess is repeated for few more iterations, where the length of snakes remain fixed during
each iterations. Figures 8.1(d) and 8.1(e) show the properly estimated pairs of x-line and
baseline pairs for curled text lines.
8.2.2 Handling of Geometric Distortions
One easy and efficient way of handling geometric (curl) distortion by using curled text
line pairs is to estimate corresponding straight text line pairs and then map all pixel
values from curled text line pairs to corresponding straight text line pairs. For each text
line, the starting and ending x-coordinate values of straight text line pair is set similar
to curled text line pair. Now the more critical task is the approximation of y-coordinate
values for straight text line pairs. One way of calculating y-coordinates for each straight
text line pair is to find the average y-coordinate values of top and bottom curled text
lines within a pair. However, in document image some text lines are small and some are
large and large text lines contain more information than smaller ones. Due to this fact,
estimated y-coordinates of small text lines are not accurate and results in overlapping
of text lines in dewarped image. Therefore, neighboring text lines information are used
here for estimating y-coordinate values for straight-line pairs. For each text line, top
and bottom curled lines from neighboring text lines are aligned or projected over the top
curled line and bottom curled line of targeted text line, respectively. Then, all these top
curled lines are combined together and bottom curled lines are combined together, which
results in an approximated curled text line pair for targeted text line. Approximated
curled text line pairs contain more curled information than actual curled text line pairs,
especially for small text lines. These approximated pairs are used only for calculating
y-coordinates for straight text line pairs. For each text line, the top and bottom y-
coordinates for corresponding straight text line pair are calculated from the approximated
curled text line pair through averaging y-coordinates of its top curled line and bottom
curled line. After estimating straight text line pairs, all pixels over curled-line pairs are
mapped to the corresponding straight-line pairs. Resulting dewarped image is shown in
Figure 8.1(f), in which text lines are straight as compared to curled text lines of input
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image (Figure 8.1(a)).
8.2.3 Handling of Perspective Distortions
After handling geometric (curl) distortion, the next step is to remove perspective distor-
tion in the image, as shown in Figure 8.1(f). For handling perspective distortion, the
four point homography algorithm [HZ04] is used here, in which homography matrix is
calculated from source and target quadrilaterals. Here, quadrilateral with perspective
distortion is used as source and quadrilateral without perspective distortion is used as
target. The process of removing perspective distortion starts by finding left and right ver-
tical borders of warped image. Left and right border are calculated by applying RANSAC
on staring and ending points of curled text line pairs. Resulting borders are shown in
Figure 8.1(d). For perspective distortion free rectangle, left border perpendicular to
page width is calculated by finding minimum x-coordinate value from left border shown
in Figure 8.1(d). Similarly right border perpendicular to page width, is calculated by
finding maximum x-coordinate value of right border shown in Figure 8.1(d). Resulting
source and target quadrilaterals are shown in Figures 8.1(f) and 8.1(g), in blue and red
colors, respectively. Rectifying homography matrix is calculated by using source and
target quadrilateral. Then, x-and y-coordinates of source quadrilateral are transformed
into target quadrilateral using homography matrix and bilinear-interpolation is applied
for calculating intensity values for dewarped image. Final dewarped image is represented
in Figures 8.1(g) and 8.1(h). One can compare the good quality of final dewarped image
(Figure 8.1(h)) with input warped image (Figure 8.1(a)). The presented method also
gives good dewarping results for two column document images as shown in Figure 8.2.
8.3 Experiments and Results
To demonstrate the performance of the presented algorithm on real world documents, the
DFKI-I (the CBDAR 2007 document image dewarping contest) dataset [SB07] is used.
The dataset consists of 102 documents, captured with hand-held camera. This dataset is
freely available with ASCII text ground-truth. Three methods participated in this con-
test: SEG [GPN07], SKEL [MM07] and CTM (un-cleaned results) and CTM2 (cleaned up
results) [FWL+07]. The presented dewarping method is referred to as “Ridges-Snakes”.
The results of all methods on some example documents from the dataset are shown in
Figure 8.3.
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(a) input image (b) smoothed image (c) detected ridges (d) snake-pairs
(e) closeup portion (f) rectification of geo-
metric distortion
(g) rectification of per-
spective distortion
(h) dewarped image
Figure 8.1: Different stages of the presented dewarping algorithm. i) a sample camera-
captured warped document image, ii) the smoothed image is generated by
using mutli-oriented anisotropic Gaussian smoothing, iii) ridges have been de-
tected from smoothed image, iv) snake-pairs have been estimated using ridges
based coupled-snakes model. Left and right vertical borders have been calcu-
lated using RANSAC on starting and ending points of each pair, v) closeup
portion of 8.1(d), vi) geometric distortion has been handled by straightening
curled text lines snake-pairs, shown in Figure 8.1(d). Red borders show that
document image still have perspective distortion. Blue rectangle has been
calculated using red borders, vii) perspective distortion has been handled by
using four point homography algorithm, viii) final dewarped image.
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(a) (b)
Figure 8.2: A sample two column document image and its dewarped results. a) Two
column document image. b) Dewarped document image.
The dewarped documents of all methods are processed through a commercial OCR
system ABBYY Fine Reader 9.0. After obtaining text from the OCR software, the
block edit distance2 with the ASCII ground-truth has been used as the error measure.
Table 8.1 shows the comparative results of all methods with respect to error rate by
mean edit distance, error rate by median edit distance and the number of documents for
each algorithm on which it has the lowest error rate by edit distance (in case of tie, all
algorithms having the lowest error rate by edit distance are scored for that document).
Together with comparative performance evaluation, mean edit distance error rates,
before and after dewarping, are also compared. Before dewarping, error rate is 5.153%.
After dewarping using the presented method, error rate is 1.917%, as mentioned in Ta-
ble 8.1. This demonstrates that, after dewarping average edit distance error rate is
reduced by 3.24%.
8.4 Summary
In this chapter, a new monocular dewarping approach is presented using curled text lines
information for warped, camera-captured document images. Unlike some other dewarping
approaches like [FWL+07], the presented dewarping method does not use any type of post-
processing step for cleaning resulting dewarped documents. After applying the reported
dewarping method on the DFKI-I (the CBDAR 2007 dewarping contest) dataset [SB07],
OCR error rate is reduced by 3.24%. Additionally, a fair comparison of the presented
dewarping method with other three participants of the dewarping contest [SB07] has been
2http://sites.google.com/site/ocropus/release-notes
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(a) Original Image (b) SEG (c) SKEL (d) CTM2 (e) Ridges-Snakes
(f) Original Image (g) SEG (h) SKEL (i) CTM2 (j) Ridges-Snakes
(k) Original Image (l) SEG (m) SKEL (n) CTM2 (o) Ridges-Snakes
Figure 8.3: Comparative results of different dewarping methods (SEG [GPN07],
SKEL [MM07], CTM [FWL+07] and Ridges-Snakes: For image 8.3(a) SEG
and CTM2 methods removed text-note, among all SKEL and Ridges-Snakes
have done proper dewarping. For image 8.3(f) SEG method failed to remove
geometric and perspective distortions, SKEL method removed only geometric
distortion; among all CTM2 and Ridges-Snakes have done proper dewarping
by removing both geometric and perspective distortions.
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Table 8.1: Comparative OCR error rate (block edit distance) results on the DFKI-I
dataset based on ABBYY Fine Reader 9.0. The presented approach achieved
the lowest error rate in the majority of document images as compared to the
state-of-the-art methods.
Algorithm Error rate Error rate Number of documents
by mean edit distance by median edit distance with the lowest error rate
SEG [GPN07] 4.088 2.122 02
SKEL [MM07] 2.162 0.972 29
CTM [FWL+07] 2.113 0.893 30
CTM2 [FWL+07] 1.758 0.827 38
Ridges-Snakes 1.917 0.733 41
done. The winning method [FWL+07] of that contest had submitted two different re-
sults: (i) dewarped results without post-processing (CTM) and (ii) dewarped results with
post-processing for removing graphics and images (CTM2). According to the statistics
presented in the Table 8.1, the performance of the presented method is nearly similar to
the cleaned dewarped results of winning method of the dewarping contest, i.e. CTM2, but
it is better than the un-cleaned dewarped results of winning method of the dewarping
contest, i.e. CTM. Furthermore, as shown in Figure 8.3, dewarped results of the pre-
sented method look more planar than other three methods and the presented dewarping
method performs better than the three other methods in the presence of margin-notes,
two-column documents and high degrees of perspective distortions.
Chapter 9
Image based Performance
Evaluation of Dewarping Methods1
Summary: dewarping of camera-captured document images is one the important pre-
processing steps before feeding them to a document analysis system. Over the last few
years, many approaches have been proposed for document image dewarping. Usually op-
tical character recognition (OCR) based and/or feature based approaches are used for the
evaluation of dewarping algorithms. OCR based evaluation is a good measure for the
performance of a dewarping method on text regions, but it does not measure how well the
dewarping algorithm works on the non-text regions like mathematical equations, graphics,
or tables. Feature based evaluation methods, on the other hand, do not have this prob-
lem, however, they have following limitations: i) a lot of manual assistance is required
for ground-truth generation, and ii) evaluation metrics are not sufficient to get meaning-
ful information about dewarping quality. In this chapter, an image based methodology is
presented for the performance evaluation of dewarping methods using Scale Invariant Fea-
ture Transform (SIFT) features. For ground-truths, the presented method only requires
scanned images of pages which have been captured by a camera. This chapter introduces
a vectorial performance evaluation score which gives comprehensive information for de-
termining the performance of different dewarping methods. The presented performance
evaluation methodology has been tested on the participating methods of the CBDAR 2007
1This work was published in Bukhari et al. [BSB12a] “S. S. Bukhari, F. Shafait, and T. M. Breuel.
An Image Based Performance Evaluation Method for Page Dewarping Algorithms using SIFT Features.
In Masakazu Iwamura and Faisal Shafait, editors, 4th International Workshop, CBDAR 2011 Beijing,
China, September 22, 2011 Revised Selected Papers, volume 7139 of Lecture Notes in Computer Science,
Image Processing, Computer Vision, Pattern Recognition, and Graphics, pages 138-149. Springer Berlin
/ Heidelberg, 2012. Copyright ©Springer-Verlag Berlin Heidelberg 2012”. This chapter is an adapted
version of the published work.
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(a) camera-captured document (b) scanned document
(ground-truth dewarped
image)
Figure 9.1: A sample camera-captured document and its corresponding scanned image
from the DFKI-I dataset. The scanned images in the DFKI-I dataset are
used here as ground-truth dewarped images.
document image dewarping contest, which illustrates its correctness.
9.1 Introduction
The goal of page dewarping is to flatten a camera-captured document such that it becomes
readable by current OCR systems. Page dewarping has triggered a lot of interest in the
scientific community over the last few years and many approaches have been proposed.
These dewarping approaches can be broadly divide into two main categories: i) 3-D
document shape reconstruction [CDL03, BS04, TZZX06] and ii) 2-D image processing
(monocular dewarping) [CM03,ZT03,ULB05,LDD05,GAS07,BSB09a].
Despite a large number of dewarping techniques, performance evaluation of page de-
warping methods is still an unsolved problem. Most of the time it has been done on the
basis of visual quality of dewarped images [GAS07,BT06], but it is a subjective evaluation
and gives no quantitative measure. In order to objectively compare dewarping methods,
OCR based [SB07,BSB09a] and feature based [SGP09] performance evaluation methods
have been proposed. OCR based performance evaluation is an indirect method which
can only measure the performance of a dewarping method on text regions. Nowadays
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commercial OCR software can handle degradations in documents to some extend, there-
fore, OCR based evaluation can not measure how well text elements have been dewarped
with respect to their shapes. On the other hand, feature based performance evaluation
do not have these problems and can measure the performance of a dewarping method
for both text and non-text regions. However, existing feature based performance evalu-
ation methods have following limitations: i) a cumbersome manual marking is required
for generating ground-truth data, and ii) a single performance evaluation metric is used
which may not be sufficient to compare the performance of different dewarping methods.
In this chapter, an image based performance evaluation methodology using SIFT
features [Low04] is presented for comparing dewarping methods. The presented technique
overcomes the limitations of the existing feature based performance evaluation methods.
The scanned images of pages, that were captured by camera, are used as ground-truth
dewarped images. In this way, no manual efforts are required for generating ground-truth
data for publicly available datasets that contain corresponding scanned documents as well
(like the DFKI-I [SB07]), or less manual efforts are required for preparing ground-truths
for new datasets. For performance evaluation, instead of a single performance evaluation
metric, a vectorial score is presented, which is particularly useful in analyzing the behavior
of different page dewarping algorithms. On the basis of the SIFT features matching
between a dewarped image and its corresponding ground-truth scanned/dewarped image,
the matching percentage and the matching error are estimated.
The rest of the chapter is organized as follows. The proposed image based perfor-
mance evaluation is described in Sections 9.2. Experiments and results are discussed in
Section 9.3. Section 9.4 presents conclusions.
9.2 Image based Performance Evaluation
The proposed performance evaluation metrics are described here in detail along with
the requirement of ground-truth dewarped images. This section is organized as follows.
Section 9.2.1 discusses about the ground-truth dewarped images. The performance eval-
uation metrics using the SIFT based matches are explained in Section 9.2.2.
9.2.1 Ground-Truth Dewarped Images
The presented image based performance evaluation method requires ground-truth de-
warped images. So far, the DFKI-I [SB07] and the IUPR [BSB11d] are the only two
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(a) camera-captured document (b) a ground-truth dewarped
image
(c) a good dewarped out-
put
(d) a relatively bad dewarped out-
put
Figure 9.2: A sample camera-captured document image and its corresponding ground-
truth dewarped image and a good and a bad dewarped images.
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publicly available datasets of camera-captured document images. These datasets were
prepared to compare different layout analysis approaches for camera-based document im-
age analysis. The following types of ground-truth were provided with these dataset: i)
ground-truth ASCII text in plain text format, ii) ground-truth page segments (text lines
and zones and their types) in color coded form, iii) scanned images of pages which have
been captured by a camera.
The DFKI-I dataset was used in a Document Image Dewarping Contest that was held
at the CBDAR 2007 workshop [SB07]. In that contest, several different dewarping meth-
ods participated, and they were compared through OCR based performance evaluation
methodology using ASCII text ground-truth. The DFKI-I dataset is also used here for
comparing these participated methods through the presented image based performance
evaluation methodology.
A sample camera-captured document and its corresponding scanned image from the
DFKI-I dataset are shown in Figure 9.1. The scanned document images in this dataset, as
shown in Figure 9.1(b), are flat and straight. Therefore, they can be used as ground-truth
dewarped images. For the purpose of performance evaluation, scanning of pages together
with capturing them through camera requires very less manual effort as compared to
marking images manually [SGP09] or to generate ASCII text ground-truth [SB07].
9.2.2 Performance Evaluation Methodology
To compare the quality of a dewarped document against a ground-truth dewarped docu-
ment, image based features are calculated using SIFT [Low04]. For an image, the SIFT
estimates key features and returns their corresponding locations and descriptors. Match-
ing between the features of two different images is done by calculating cosine inverse
of the dot product of their normalized descriptors. The bad matches are removed by
applying a thresholding criteria such as, a match is considered bad if the angle ratio
between first and second nearest neighbors is greater than a predefined threshold. Here,
this threshold is set equal to 0.6. It has also been noticed that there could be more wrong
SIFT matches between two similar document images at high image resolutions than at
low image resolutions. Therefore, document images are downscaled by the factor of 4
before the SIFT features based comparison.
A sample camera-captured, warped document image and its corresponding ground-
truth dewarped image are shown in Figure 9.2(a) and Figure 9.2(b), respectively. For
the camera-captured image (Figure 9.2(a)), two different, a good one and a bad one,
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(a) features matching of the ground-truth de-
warped image with itself
(b) features matching between the
ground-truth and the good dewarped im-
age
(c) features matching between the ground-truth
and the bad dewarped image
Figure 9.3: Matching between the SIFT features of: a) the ground-truth image (Fig-
ure 9.2(b)) with itself, b) the ground-truth image and the good dewarped
image (Figure 9.2(c)), c) the ground-truth image and the bad dewarped im-
age (Figure 9.2(d)).
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dewarped images are also shown in Figure 9.2(c) and Figure 9.2(d), respectively. Here, it
can be noticed that the good dewarped image visually looks similar to the ground-truth
image and contains both text and non-text elements, except slight non-linearity in text
lines and different aspect ratio. The bad dewarped image, on the other hand, missed
most of the non-text elements and some of the text elements along with irregularity/non-
linearity in text lines. The SIFT based matching between: i) the ground-truth image
with itself is shown in Figure 9.3(a), ii) the ground-truth image and the good dewarped
image is shown in Figure 9.3(b), and iii) the ground-truth image and the bad dewarped is
shown in Figure 9.3(c). The ground-truth image matches perfectly with itself as shown in
the Figure 9.3(a). Most of the matches in Figure 9.3(b) and Figure 9.3(c) are correct with
respect to the corresponding descriptors and their locations, and some of them are only
correct with respect to the corresponding descriptors, but not with the corresponding
locations. In order to remove these types of wrong matches, a filtering criteria is used,
according to which, all those matches that have distances greater than T% of document
diagonal are removed. The value of T can be set in-between 0% to 100%, where T = 0%
means that the matched descriptors should be at the perfectly same locations otherwise
discarded, and T = 100% means that the locations of matched descriptors can be far
apart. Both of these extreme values are not suitable for the case here. A reasonable
value can be set in-between 10% to 30%. It is also important to note that, the number
of matches between the ground-truth image and the good dewarped image are more
than the number of matches between the the ground-truth image and the bad dewarped
image. Therefore, the number of matches and other related metrics can be used for the
performance evaluation of page dewarping methods, which are discussed below.
Consider that two dewarped images are given, the dewarped image I, and the ground-
truth dewarped image G. Let, LI and DI represent the locations and normalized de-
scriptors of the SIFT features for the dewarped image I, and Lg and Dg represent the
SIFT features for the ground-truth dewarped image G. If the dewarped image I agrees
perfectly with the ground-truth dewarped image G, there will be a perfect matching be-
tween their corresponding SIFT features as shown in Figure 9.3(a). If there are differences
between the two dewarped images, then there will not be a perfect matching as shown in
Figure 9.3(b) and Figure 9.3(c).
Here, two different performance measures are defined to evaluate different aspects of
the behavior of a page dewarping algorithm using the SIFT based features matching.
These measures are defined as follows:
1. Matching Percentage Mp: let total number of matches between G and I is
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(a) ground-truth dewarped
image
(b) dewarped image with
missed non-text (Mp =
84.34% and Me = 0.0)
(c) dewarped im-
age with skew
(Mp = 37.72% and
Me = 0.13)
(d) dewarped image with
warped, missed and irregu-
lar text (Mp = 14.59% and
Me = 0.19)
(e) dewarped image with per-
spective distortions (Mp = 0%)
(f) dewarped
image with
incorrect as-
pect ratio
(Mp = 0%)
Figure 9.4: Behavior of the proposed performance evaluation metrics (matching percent-
age (Mp) and matching error (Me) in the presence of typical errors produced
by dewarping methods. A dewarped image with warped text, perspectively
distorted text, and/or incorrect aspect ratio can be considered as the much
more erroneous than missed non-text or global skew with respect to OCR
performance.
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represented by N , and total number of features in G is represented by NG. The
matching percentage (Mp) is defined as:
Mp =
N
NG
(9.1)
2. Matching Error Me: for a pair of matched descriptors p, let DG(p) represents a
descriptor in G, and DI(p) represent a corresponding matched descriptor in I. The
mean error of all matching pairs is calculated as follows:
Me =
N∑
p=1
arccos(DG(p) ·DI(p))
N
(9.2)
The effectiveness and correctness of the presented metrics can be analyzed by compar-
ing a ground-truth dewarped image with both a good and a bad dewarped images, such
an example is shown in the Figure 9.2. For the good dewarped image (Figure 9.2(c)),
the values of these metrics are as follows: Mp = 44.57% and Me = 0.15. Similarly,
these values for the bad dewarped image (Figure 9.2(d)) are as follows: Mp = 11.73%
and Me = 0.19. As shown in the Figure 9.2(c), the qualities of the good and the bad
dewarped images are consistent with their corresponding values of matching percentage
(Mp) and matching error (Me).
The proposed metrics are also effective in terms of indicating typical errors produced
by dewarping methods such as i) missed non-text parts as shown in Figure 9.4(b) where
Mp = 84.34% and Em = 0.0, ii) global skew as shown in Figure 9.4(c) where Mp = 37.72%
and Me = 0.13, iii) warped, missed, and irregular text as shown in Figure 9.4(d) where
Mp = 14.59% and Me = 0.19, iv) perspective distortion as shown in Figure 9.4(e) where
Mp = 0%, and v) incorrect aspect ratio as shown in Figure 9.4(f) where Mp = 0%. The
main purpose of dewarping is to transform warped, non-planar documents into planar
images so that traditional scanner based OCR software can also process them equally
like scanned documents. These results are consistent with the visual (planar) quality of
dewarped images as well as with respect to OCR accuracy.
In order to analyze some additional visual quality aspects of a dewarping method
that do not directly influence OCR accuracy, standard deviation of matching locations
can be estimated between a ground-truth image and its corresponding dewarped image.
For example, the standard deviations of plane, skewed and irregular document images as
shown in Figure 9.4 with respect to the ground-truth image are equal to 0, 8, and 4.65,
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(a) camera-captured
document
(b) CTM (c) CTM2
(d) SKEL (e) Ridge-Snake (f) SEG
Figure 9.5: Example results of different methods for a sample camera-captured docu-
ment of the DFKI-I dataset: b) CTM [FWL+07], c) CTM2 [FWL+07], d)
SKEL [MM07], e) Ridge-Snake (Chapter 8), f) SEG [GAS07].
respectively. It is important to note that, the skewed image (Figure 9.4(c)) has bigger
standard deviation as compared to the irregular text (Figure 9.4(d)), but the skewed
image may produce less number of OCR errors than the irregular text, mainly because a
skew correction step is a part of standard OCR pipeline.
9.3 Experiment and Results
As a first step towards comparative evaluation of page dewarping techniques, a page
dewarping contest using the DFKI-I camera-captured documents dataset was organized
along with the CBDAR 2007 workshop [SB07]. Three groups participated in the contest.
These three method are referred as CTM [FWL+07], SKEL [MM07], and SEG [GAS07].
The CTM method also used their programs to remove graphics and images from the
processed pages. The results thus produced are referred to as CTM2. For the description
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Table 9.1: OCR based error rate (by edit distance) of different dewarping methods on
the DFKI-I dataset.
Algorithm Error Rate (by edit distance)
CTM2 [FWL+07] 1.758
Ridge-Snake (Chapter 8) 1.917
CTM [FWL+07] 2.113
SKEL [MM07] 2.162
SEG [GAS07] 4.088
of the participating methods please refer to [SB07]. The text line based dewarping method
is also presented in Chapter 8, referred to as Ridge-Snake, and compared its performance
with those of contest participants. For a sample camera-captured document image of the
DFKI-I dataset, the dewarped images of all these methods are shown in Figure 9.5.
These different methods have been compared with each other through OCR based
error rate by edit distance using ASCII text ground-truth (Chapter 8). The OCR based
performance evaluation results are shown in Table 9.1. The CTM2 method performs the
best on the DFKI-I dataset, and its results are better than CTM, i.e. after post-processing
to remove graphics and images. This is because the ground-truth ASCII text contains
text coming only from the textual parts of the documents, so the text that is present
in graphics or images is ignored. Hence, the dewarped documents that contain text
inside graphics regions get higher error rate by edit distance. On the basis of OCR based
performance evaluation, CTM, CTM2, SKEL and Ridge-Snake have similar performance,
and SEG has relatively inferior performance.
From the descriptions of the dewarping methods, it has been determined that both
CTM and SKEL handle non-text elements together with text elements, but SEG and
Ridge-Snake methods mainly perform dewarping for text elements and do not handle
non-text elements. One of such examples for the DFKI-I dataset can be seen in Figure 9.5.
In this chapter, these dewarping methods are compared using the presented per-
formance evaluation metrics (matching percentage (Mp), matching error (Me)) on the
DFKI-I dataset. The SIFT features based performance evaluation results of the de-
warping methods for different values of T (10% to 100%) are shown in Figure 9.6. For
an empirically selected optimal value of T (i.e. T = 20%), the SIFT features based
performance evaluation results are shown in Table 9.2. CTM method has achieved the
best matching percentage (Mp) among all other methods. The matching percentage and
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Table 9.2: The SIFT features based performance evaluation results of different dewarping
methods on the DFKI-I dataset using proposed vectorial performance evalu-
ation metrics (matching percentage (Mp) and matching error (Me)). It is
also interesting to note that the SIFT features based performance evaluation
results are also closely consistent with the OCR based results.
Algorithm Mp% Me
CTM [FWL+07] 34.90% 0.13
CTM2 [FWL+07] 30.51% 0.14
SKEL [MM07] 25.45% 0.14
Ridge-Snake (Chapter 8) 21.52% 0.14
SEG [GAS07] 12.44% 0.15
matching error of CTM are better than the CTM2, which is also perfectly consistent
with the definition of CTM2 (i.e. removed graphics and images). CTM method has
also achieved the lowest matching error (Me) as compared to other methods. On the
other hand, SEG has comparatively achieved the lowest matching percentage and high-
est matching error in comparison to other methods. It is very interesting to note that
these SIFT features based performance evaluation results are also closely consistent with
the OCR based results. However, the SIFT features based results give more details about
the quality of dewarped images with respect to both text and non-text elements.
(a) Matching Percentage (Mp%) (b) Matching Error (Me)
Figure 9.6: Comparative performance evaluation of different methods for the DFKI-I
dataset by using the presented SIFT features based performance evaluation
metrics (matching percentage (Mp) and matching error (Me)) for different
values of T .
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9.4 Conclusion
This chapter has described a SIFT features based method for evaluating the performance
of dewarping algorithms. Unlike OCR based performance evaluation techniques [SB07,
BSB09a], a feature based technique indicates how well a dewarping method performs
on both text and non-text elements in warped images. Unlike previous feature based
performance evaluation techniques [SGP09], the presented feature based technique does
not require manual labeling for generating ground-truth images, and calculate vectorial
performance evaluation metrics (matching percentage (Mp) and matching error (Me)),
instead of a single score that may not be sufficient to compare the performance of different
dewarping methods. It has also been demonstrated that the SIFT features based per-
formance evaluation results are consistent with the OCR based performance evaluation
results.
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Layout Analysis of Complex Script
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Chapter 10
High Performance Layout Analysis
of Arabic and Urdu Documents 1
Summary: layout analysis–extraction of text lines from a document image and iden-
tification of their reading order–is an important step in converting the document into a
searchable electronic representation. Projection methods are typically employed for ex-
traction of text lines in Arabic script documents. Although projection methods achieve
good accuracy on clean, skew-free documents; their performance drops under challenging
situations (border noise, skew, complex layouts, etc.). This chapter presents a layout
analysis system for extracting text lines in reading order from scanned Arabic script doc-
ument images written in different languages (Arabic, Urdu, Persian, etc.) and different
styles (Naskh, Nastaliq, etc.). The presented system is based on a suitable combination of
different well-established techniques that have proven to be robust against different types
of document image degradations. The main contribution of this chapter is to show the
effectiveness of these techniques on a variety of Arabic script document images.
10.1 Introduction
Layout analysis deals with text lines detection and their reading order determination
in document images. A wide variety of layouts in large scale document digitization
1This work was published in Bukhari et al. [BSB11b] “S. S. Bukhari, F. Shafait, and T. M. Breuel.
High performance layout analysis of Arabic and Urdu document images. In Proceedings 11th International
Conference on Document Analysis and Recognition, pages 1275-1279, Beijing, China, 2011. Copyright
©2012 IEEE”, and Bukhari et al. [BSB12b] “S. S. Bukhari, F. Shafait, and T. M. Breuel. Layout anal-
ysis of arabic script documents. In Guide to OCR for Arabic Scripts. Springer-Verlag, 2012. Copyright
©Springer-Verlag Berlin Heidelberg 2012”. This chapter is an adapted version of the published work.
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projects poses stern challenges to document image analysis. A document image may
contain different types of contents like text, graphics, halftones, etc. The goal of optical
character recognition (OCR) is to extract text from a document image. This is achieved
in two steps. The first step, geometric layout analysis, locates text lines in the image
and identifies their reading order. In the second step, text lines identified by the layout
analysis step are fed to a character recognition engine which converts them into text in
an appropriate format (ASCII, UTF-8, etc.).
The Arabic script is used for writing several languages of Asia and Africa like Arabic,
Urdu, Persian, Pashto, Kurdi, Jawi, etc. After Latin script, it is the second most widely
used script in the world. It is a cursive script, i.e. individual characters are usually
combined to form ligatures. Although there are many styles for writing Arabic script,
the most widely used styles are Naskh and Nastaliq. Naskh writing style is dominant in
Arabic and Pashto languages, whereas Nastaliq is the standard style adopted for writing
Urdu and Persian. Examples of printed Arabic text written in Naskh script and Urdu
text written in Nastaliq script are shown in Figure 10.1. From layout analysis point of
view, the main differences of Nastaliq script as compared to Naskh script are: (i) very
small inter-line and inter-word spacing, (ii) tall ascenders and descenders that overlap
into adjacent text lines.
One of the primary goals of Arabic script OCR is word recognition [AM11]. Since
Arabic is generally written in Naskh script, text line segmentation using horizontal pro-
jections works quite well for machine printed documents mainly because of large inter-line
spacing [Kho02]. Therefore, very few approaches have been proposed for text line extrac-
tion from machine-printed Arabic script document images. However, horizontal projec-
tion is a basic approach that works only for clean, single-column documents with large
inter-line spacing, but does not handle multi-column documents. For handling multi-
column documents, some advanced horizontal projection based approaches are used like
X-Y cut [SSMSSS06], morphology [SSMSSS06], etc.. More sophisticated approaches for
text line extraction have been presented in the domain of segmenting handwritten and
historical Arabic documents [ZTMR01, BZA+10]. However, the key problem addressed
in these approaches is to handle local non-linearity of text lines.
Several layout analysis algorithms have been presented in the literature [CCMM98a,
Nag00] over the last two decades. Some of these approaches are quite robust to the
presence of noise and work for different document layouts, which come to widespread use
for analyzing document images in different scripts. The performance of six algorithms
for page segmentation on Nastaliq script was evaluated by Kumar et al. [KKJ07] that
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(a) Sample Arabic document written in Naskh script.
(b) Sample Urdu document written in Nastaliq script.
Figure 10.1: An example of printed Arabic text in Naskh script and Urdu text in Nastaliq
script. Text lines in Nastaliq have very little spacing between them as com-
pared to Naskh script.
include X-Y cut [NSV92], smearing [WCW82], whitespace analysis [Bai94], constrained
text line finding algorithm [Bre02b], Docstrum [O’G93], and Voronoi-diagram based ap-
proach [KSI98]. As shown by Shafait et. al [SKB08b], these algorithms perform very well
for segmenting documents in Latin script, but as shown by Kumar et al. [KKJ07] none
of these algorithms was able to achieve an accuracy of more than 70% on Nastaliq script
documents having simple book layouts with no font size variations within each page.
Urdu, a national language of Pakistan, is mostly written in Nastaliq script using more
than 20,000 ligatures [Wik]. There has been very little work in the area of Urdu or Persian
document analysis as compared to Arabic OCR. An Urdu character recognition method
is proposed by Husain et al. [HA02] for the Nastaliq script, where the layout analysis
step was skipped to concentrate more on the OCR part. Pal et al. [PS03] also presented
an approach for recognizing printed Urdu documents. In their system, first of all skew
correction is done using Hough transform. Then, text lines are segmented by horizontal
projection. For extracting text lines from printed Persian documents, a similar approach
is used by Jelodar et al. [JFMF05].
Shafait et al. [SHKB06] presented an adaptation of the layout system described
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Figure 10.2: Processing flow of a high performance generic layout analysis system. Filled
blocks show the areas to which this chapter discussed in detail.
in [Bre03] to Urdu script documents. First, they evaluated empty whitespace rectan-
gles as candidates for column separators or gutters. Text lines are then detected by
modifying the RAST based text line finding algorithm [Bre02b] where column separa-
tors are introduced as “obstacles”. Finally, text lines were analyzed for determining the
reading order using constraints on the geometric arrangement of text line segments on
the page. Particular advantages of their system are that it is nearly a parameter-free
approach and robust to the presence of noise in document images.
In this chapter, a layout analysis system is presented that is a combination of the mor-
phology based text/non-text segmentation method (Chapter 5), the ridge-based text line
extraction method (Chapter 3), and the reading order determination method [SHKB06].
The presented layout analysis system is applicable to a wide variety of Arabic scripts
binary document images. A grayscale document image can be first converted into binary
form using an appropriate binarization approach such as Otsu [Ots79] and Sauvola [SP00],
which are commonly used state-of-the-art binarization approaches. A possible flow of
generic layout analysis system is shown in Figure 10.2. Here, the following steps are
discussed: text and non-text segmentation, text lines detection and their reading order
determination. For a sample Arabic script document image, output of the layout analysis
system is shown in Figure 10.11.
The rest of the chapter is organized as follows. In Section 10.2, the multiresolution
morphology based text and non-text segmentation algorithm (Chapter 5) is briefly de-
scribed. The state-of-the-art X-Y cut [NSV92] and ridge-based (Chapter 3) text line
finding methods are explained in Section 10.3. A topological sorting based reading order
determination algorithm [SHKB06] is discussed in Section 10.4 followed by experimental
results and a conclusion in Section 10.5 and Section 10.6, respectively.
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Figure 10.3: A sample newspaper image printed in Arabic Naskh script and its cor-
responding layout analysis result: gray-region represents non-text compo-
nents, color-coded labeling represent segmented text lines and magenta-line
shows text lines reading order. [Note: left image has been taken from the
website [IJM].]
10.2 Text and Non-Text Segmentation
As mentioned in Chapter 5, Bloomberg [Blo91] presented a multiresolution morphology
based text and non-text segmentation method. It is a simple and script independent
text and non-text segmentation method. It is based on the assumption that the size
of non-text elements is larger than text elements in document images. It performs well
for halftone mask segmentation, for which it was designed, but most of the time fails
to accurately segment drawing type non-text elements such as line art, maps etc. An
improved multiresolution morphology based text and non-text segmentation algorithm
is presented in Chapter 5, that can handle halftones as well as drawing type non-text
elements.
Figure 10.4 shows sample Arabic script document images and their text and non-
text segmentations for the original version of multiresolution morphology based text
and non-text segmentation method [Blo91] and its improved version (Chapter 5). The
improved version performs well for these examples as compared to the original version.
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(a) an example book
image
(b) non-text mask
image (Bloomberg’s
method [Blo91])
(c) non-text mask
image (the improved
method)
(d) an example news-
paper image
(e) non-text mask
image (Bloomberg’s
method [Blo91])
(f) non-text mask
image (the improved
method)
Figure 10.4: Results of non-text masks using Bloomberg’s multiresolution morphology
based text and non-text segmentation method [Blo91] and the improved
version (Chapter 5). Top figure shows a simple case where non-text compo-
nents are larger than text components and can also be separated by using
median size of connected components analysis. Bottom figure shows a chal-
lenging condition where size of non-text components are comparable or even
smaller than text components. In contrast to [Blo91], improved multires-
olution morphology based text and non-text segmentation algorithm gives
correct result for both simple and challenging conditions.
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(a) Naskh Script
(b) Naskh Script
Figure 10.5: Horizontal projection of Arabic scripts. The top figure shows the case of
larger, well-defined inter-line spacing in Naskh script and there are between-
line zero-valleys in the projection profile. The bottom figure shows the
case of small inter-line spacing in Nastaliq script (Urdu) and there are no
between-line zero-valleys in the projection profile.
In Arabic script document images, like Latin script images, the size of text elements
is usually smaller than non-text elements and this situation fits well to the assumption
of multiresolution morphology based text and non-text segmentation. Therefore, this
approach also works well for Arabic script document images.
10.3 Text line Detection
Text line detection is an important layout analysis step in document image processing.
It is often used before feeding a page to character recognition engine. The performance
of text lines detection operation directly influences the accuracy of recognition engine.
In the literature, a large number of text line detection approaches are proposed for
Arabic document images. Among them, projection profile analysis is a widely used algo-
rithm for detecting text lines in Arabic script document images [Kho02]. It works well
for clean document images with large inter-line spacing (for example Figure 10.5(a)), but
fails on document images which contain noise, multi-column and small inter-line spacing
(for example Figure 10.5(b)). The X-Y cut [NSV92] is one of the state-of-the-art page
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segmentation approaches. It is based on project profile analysis. It can handle multi-
column documents with small inter-line spacing. However, it fails on skewed document
images as well as images with large amount of noise. A ridge-based generic text lines
detection method is presented in Chapter 3. The ridge-based text line finding method
is robust to the presence of noise, skew and small inter-line spacing. It can be used
equally for text line detection in different types document images. Both the X-Y cut and
ridge-based text lines detection methods are briefly described below.
10.3.1 The X-Y Cut Text Line Detection Method
The X-Y cut page segmentation method [NSV92] is a tree-based algorithm. An input
document image is considered as a rectangular block. The X-Y cut algorithm recursively
cuts a block into smaller blocks, until no block can be cut further. For splitting a block,
first, its horizontal and vertical projection profiles are computed. The noise removal
thresholds txn and t
y
n are then used for computing valleys in the projection profiles. The
bins of horizontal and vertical projection profiles are set to zero which contain values
less than linearly scaled threshold txn and t
y
n, respectively, with respect to the width and
height of the block. The valleys of horizontal (vx) and vertical (vy) projection profiles
are compared with the predefined thresholds tx and ty, respectively. The block is split
into two blocks at the mid-point of wider of vx and vy which are larger than tx and ty
respectively.
The horizontal projection profiles of sample paragraphs of Naskh and Natsaliq scripts
are shown in Figure 10.5. There are clear zero-valleys in the projection profile of Naskh
script corresponding to inter-line gaps between text lines. In contrast, there is no zero-
valley in the projection profile of Nastaliq script. The X-Y cut method can be used to
segment Nastaliq script documents. In such cases, the noise thresholds are set to a high
value for finding the main body of text lines. Afterwards, the remaining portions of text
lines are assigned to them through simple post-processing step. Sample document images
of Nastaliq script and their correctly segmented text lines are shown in Figure 10.6. The
following values of thresholds are used for generating these results: txn = 100, t
y
n = 100,
tx = 100 and ty = 10.
The X-Y cut algorithm usually fails on documents with a large amount of border noise
and reports the whole page as one segment. It also produces wrong text line segmenta-
tions for skewed document images. Failed cases of the X-Y cut text line segmentation
method are shown in Figure 10.7. The ridge-based text line finding algorithm (Chapter 3)
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(a) Naskh Script (b) X-Y cut (c) Labeled Text lines
(d) Nastaliq Script (e) X-Y cut (f) Labeled Text lines
Figure 10.6: The X-Y cut algorithm produces correct text line segmentation results for
sample Arabic script document images.
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Figure 10.7: The X-Y cut method produces text lines segmentation failures for sample
document images which contain challenging conditions, like border noise,
skew and a large number of joined characters.
presented in the following can be used in such cases.
10.3.2 The Ridge-based Text line Detection Method
A ridge-based generic text line finding algorithm is presented in Chapter 3. The ridge-
based text line finding method can be equally applied on different types of document im-
ages with respect to digitization methods (scanned or camera-captured), intensity values
(binary or grayscale), scripting languages (like Latin, Chinese, Arabic, ...), and writing
styles (typed-text or handwritten). It is composed of two standard image processing
techniques: (i) matched filtering and (ii) ridge detection. A sample document image,
its corresponding smoothed image, and the detected ridges from the smoothed image is
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shown in Figure 10.8(a)(a), 10.8(b)(b), and Figures 10.8(c)(c), respectively.
A ridge covers a complete region of a particular text line for single-column document
images. For multi-column documents, the filter bank may fill small gaps between text
lines in-between different columns. Therefore, a single ridge may cover either a single
text line or multiple text lines at same height (Figure 10.8(c)). This situation causes
over-segmentation errors. This type of over-segmentation errors can be corrected by
whitespace analysis as described here.
Whitespace analysis aims to find a set of maximal white rectangles in a document im-
age such that the union of these rectangles completely covers the document’s background.
It is usually used for page segmentation [Bai94] or multi-column separation [Bre02b]. An
algorithm for finding maximal whitespace rectangles is presented in [Bre02b]. The main
idea behind that algorithm is similar to quick-sort or branch-and-bound methods. The
whitespace rectangles are evaluated as candidates for column separators or gutters based
on their statistics, like aspect ratio, width, etc. Whitespace cuts that correspond to col-
umn separators are shown in Figure 10.8(d). Now, under-segmentation errors (as shown
in Figure 10.8(c)) can be corrected by cutting detected ridges at those points which lie
over whitespace rectangles. The output ridges are shown in Figure 10.8(e), where a single
ridge covers a single text line. These ridges are considered as detected text lines. Result
of labeled text lines in color-coded form is shown in Figures 10.8(f).
For some of the challenging problems like document skew and noise, text line detection
results of ridge-based text line extraction method are shown in Figure 10.9. As can be
seen in the figure, the ridge-based text lines detection method is robust to document
skew, small inter-line gaps, border noise and inter-line touching and/or overlapping as
compared to the X-Y cut method (whose results are shown in Figure 10.7).
10.4 Text line Reading Order Determination
A reading order determination method tries to find the order of text lines with respect to
their corresponding reading flow. Reading order can be determined by applying some or-
dering criteria over the positioning of text lines. In contrast to Latin script, reading order
of Arabic script is from right to left. A reading order determination method is presented
in [Bre03] for Latin script, which is modified for Nastaliq Arabic script in [SHKB06]. The
ordering criteria that was presented in [SHKB06] is stated as follows:
 “Text Line ‘a’ comes before text line ‘b’ if their ranges of x-coordinates overlap and
if text line ‘a’ is above text line ‘b’ on the page”.
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(a) Arabic Nastaliq script (b) Text line structure enhance-
ment
(c) Detected ridges from the
smoothed image
(d) Whitespace cuts (e) Detected text lines regions (f) Color-coded text lines label-
ing
Figure 10.8: Steps of the ridge-based text line finding algorithm. a) An example im-
age of Arabic Nastaliq script. b) Smoothed text lines (text lines enhanced)
image, which is generated by using oriented anisotropic Gaussian smooth-
ing filter bank approach. (c) Detected ridges from smoothed image us-
ing Riley based ridge detection [Ril87b, Ril87a] algorithm. There are over-
segmentation errors because of multi-column. (d) Column separators that
were detected through whitespace analysis; these separators help in correct-
ing over-segmentation errors. (e) Processed ridges using whitespace sepa-
rators; each ridge covers a complete region of a particular text lines. (f)
Color-coded labeled text lines result using detected ridges.
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Figure 10.9: The ridge-based text line finding method produces correct text line segmen-
tation results for sample document images with border noise, skew and a
large number of joined characters.
 “Text Line ‘a’ comes before text line ‘b’ if a is entirely to the right of ‘b’ and if
there does not exist a text line ‘c’ whose y-coordinates are between ‘a’ and ‘b’ and
whose range of x-coordinates overlaps both ‘a’ and ‘b’ ”.
The reading order determination method [Bre03, SHKB06] finds the partial ordering
of text lines through the above defined ordering criteria, and then finds a complete order
using a topological sorting algorithm [CLR90].
Examples of reading order determination on sample document images are shown in
Figure 10.10. The performance of reading order determination method decreases with
the decrease in text line detection accuracy and/or the presence of noise in document
images.
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(a) (b) (c)
(d) (e) (f)
Figure 10.10: Example images illustrating results of reading order for a newspaper and
a book page. Thin horizontal lines with different colors indicate detected
text line segments, and the magenta lines running down and diagonally
across the image indicate reading order.
For sample Arabic and Urdu documents, result of the presented layout analysis system
(text and non-text segmentation, text line extraction, and their reading order direction)
are shown in Figure 10.11.
10.5 Performance Evaluation
For the performance evaluation of the presented layout analysis system, 25 images of
Arabic documents are collected, mostly Naskh script, from books, newspapers, and multi-
script (English and Arabic) documents. These images contain both text and non-text
elements. For this dataset, text and non-text, text line, and reading order level ground-
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Figure 10.11: Sample images from Arabic and Urdu documents datasets and their
corresponding layout analysis results: the black-pixels represents non-
text components, the color coded labeling represent extracted text
lines and the magenta-line shows reading order of segmented text
lines. [top-left] Arabic-English book page; [top-right and bottom-
left] Arabic newspapers (these images have been taken from the web-
sites: http://www.alrostamanigroup.ae and http://www.mawred.org, re-
spectively; [bottom-right] Urdu poetry image.
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Table 10.1: Performance evaluation of the original multiresolution morphology based text
and non-text segmentation method [Blo91] and its improved version [BSB11c]
for Arabic dataset (25 documents). Both the original and improved versions
achieved nearly similar segmentation accuracy because the document images
in Arabic dataset are composed of only text and halftone elements.
Original [Blo91] Improved [BSB11c]
text classified as text 99.82% 99.80%
non-text classified as non-text 99.15% 99.60%
segmentation accuracy 99.49% 99.70%
truths are prepared in color coded pixel form. From Urdu (Nastaliq script) documents
dataset [SHKB06], 20 document images are also selected that belong to the categories
of books, poetries, digests, and magazines. These selected documents contain only text
elements. Like Arabic dataset, the text line and reading order level ground-truths are
also provided in color coded form in Urdu dataset. Both datasets contain a variety of
single- and multi-column layouts as shown in Figure 10.11, and hence they can be used
to evaluate the performance of a layout analysis algorithm for Arabic document images.
Here, the performance evaluation of the presented layout analysis systems is done in
three parts. The first part evaluates the performance of text and non-text segmentation
(Section 10.5.1), the second part analyzes the errors made in text line detection (Sec-
tion 10.5.2), and the third part evaluates the accuracy of reading order (Section 10.5.3).
10.5.1 Text and Non-Text Segmentation Accuracy
The performance evaluation metrics for text and non-text segmentation accuracy are de-
scribed in [BSB11c]. These metrics evaluates the percentage of non-text pixels classified
as non-text, text pixels classified as text, and the average of both is considered as seg-
mentation accuracy. Here, the same metrics are applied for evaluating the performance
of multiresolution morphology based text and non-text segmentation method [Blo91] and
its improved version [BSB11c] on Arabic documents dataset. Performance evaluation
results are shown in Table 10.1. Arabic dataset contains only text and halftone elements,
and no drawing or any other type of non-text elements. Therefore, both original and
improved versions achieved nearly similar and good segmentation accuracy.
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(a) Arabic Dataset (25 documents; 1358
text lines)
(b) Urdu Dataset (20 documents; 2237 text
lines)
Figure 10.12: Plot against one-to-one segmentation accuracy of the ridge-based text line
finding method for different values of its free parameters on (a) Arabic
documents and (b) Urdu documents.
10.5.2 Text Line Extraction Accuracy
The performance evaluation metrics for text line detection accuracy are defined in [SB11],
where a text line is said to be correctly detected if it does not fall into any of the follow-
ing types of errors: over-segmentation, under-segmentation, missed text lines, and false-
alarms. From these metrics, one-to-one correctly detected text lines accuracy (Po2o%) is
used here. For ridge-based text line finding method on Arabic dataset, a performance
gain, from 93.89% to 96.02%, is achieved after text and non-text segmentation. Fig-
ure 10.12 shows the one-to-one text line finding accuracy of the ridge-based text line
finding algorithm for different values of its free parameters for both Arabic documents
(after text and non-text segmentation) and Urdu documents datasets. The relative flat-
ness of the curves in Figure 10.12 indicates that the ridge-based text line detection method
is reasonably stable with respect to its free parameters. The performance evaluation re-
sults on both Arabic and Urdu datasets of ridge-based, adapted RAST [SHKB06] and
X-Y cut [NSV92] text line finding methods, with optimized values of their free param-
eters, are shown in Figure 10.13(a). The ridge-based method has achieved above 96%
text line finding accuracy for Arabic dataset and above 92% for Urdu dataset, which are
better than the performance of the adapted RAST [SHKB06] and the X-Y cut [NSV92]
methods on these datasets. The X-Y cut method usually fails due to small inter-line gaps
and presence of multiple columns. Under these conditions, the RAST works better than
the X-Y cut but gives errors for very small inter-line gaps and page curl. The ridge-based
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(a) text lines accuracy (b) reading order accuracy
Figure 10.13: (a) Performance evaluation results of one-to-one text line extraction ac-
curacy of the X-Y cut [NSV92], the adapted RAST [SHKB06], and the
ridge-based text line finding methods on Arabic and Urdu datasets. (b)
Performance evaluation results of reading order determination of topolog-
ical sorting based [SHKB06], the dummy and the reverse reading order
determination methods.
method performs better than both the X-Y cut and RAST under small inter-line gaps,
multiple columns and page curl, but fails for very small inter-line gaps.
10.5.3 Reading Order Accuracy
A reading order determination algorithm heavily depends on text line detection accuracy.
Here, an edit distance based reading order performance evaluation strategy is applied,
such that edit distance is calculated between a detected and the corresponding ground-
truth reading orders. Here, a dummy and a reverse reading order determination methods
are also defined for comparison with the topological sorting based reading order determi-
nation method [SHKB06]. The dummy method simply returns the sorted order of text
lines with respect to their baseline positions. The reverse-order method returns a com-
plete reverse reading order with respect to a given ground-truth information. For simple
document layouts, dummy method gives better reading order than reverse-order. How-
ever, for complex document layouts (like Urdu poetry as shown in Figure 10.11), both give
bad result. The performance evaluation results of topological sorting based [SHKB06],
dummy, and reverse reading order determination methods are shown in Figure 10.13(b).
Dummy method performs better than reverse-order method for Arabic dataset, but for
Urdu dataset both give almost same error, which is also comparatively larger than the
errors for Arabic dataset. This also demonstrates that, layouts in Urdu dataset are more
challenging than Arabic dataset with respect to reading order. The topological sort-
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ing based reading order determination method performs better than both dummy and
reverse-order methods. It gives an incorrect reading order if two text lines from different
text columns are merged, because in such a case they are interpreted as a separator. It
gives larger error for Urdu dataset than Arabic dataset, because it cannot handle Urdu
poetry written in two column format or other likewise layouts, as it is misinterpreted as
a two-column text.
10.6 Conclusion
In this chapter, a high performance layout analysis system is presented for machine
printed, scanned Arabic and Urdu document images, which are composed of a variety of
single- and multi-column layouts. The layout analysis system is composed of a suitable
combination of well-established and robust text and non-text segmentation, text line
extraction, and reading order determination techniques that have proven to be robust
against different types of document image degradations. The main contribution of this
chapter is to show the effectiveness of these techniques on a variety of Arabic script
document images. The presented layout analysis system is evaluated on 25 Arabic and
20 Urdu documents, which are composed of a variety of layouts as shown in Figure 10.11.
For text and non-text segmentation, multiresolution morphology based method [BSB11c]
is used. Above 99% text and non-text segmentation accuracy is achieved on Arabic
dataset. For text line extraction, ridge-based method is used (Chapter 3). For ridge-
based method, above 96% text line detection accuracy is archived for Arabic dataset
and above 92% for Urdu dataset, which are better than the performance of both the
X-Y cut [NSV92] and adapted RAST [SHKB06] based text line detection methods on
these datasets. For determining the reading order of extracted text lines, topological
sorting based reading order determination method [SHKB06] is used. A better reading
order accuracy is achieved as compared to the dummy and the reverse reading order
determination methods. Altogether, the layout analysis system showed good performance
for text and non-text segmentation, text line extraction, and reading order determination
on a variety of Arabic and Urdu document images, and it can be used for large scale Arabic
and Urdu documents digitization processes.
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Chapter 11
Conclusions and Future Work
The work presented in this thesis addresses the problem of generic layout analysis of a
diverse collection of document images, which is considered as an elusive goal so far, still be-
yond the reach of the state-of-the-art in the field [NJ07,LSZT07,KB06]. One of the main
goals of this thesis was to develop generic layout analysis methods that can be equally
applied to a large variety of document images including scanned and camera-captured
documents, binary and grayscale documents, typed-text and handwritten documents,
historical and contemporary documents, and documents containing different scripts. Ex-
perimental results in this thesis has shown that the goal of generic layout analysis is
successfully achieved to a great extent. Moreover, this thesis has also shown some im-
portant document image analysis applications of the presented generic layout analysis
methods. The work presented in this thesis has already caught the attention of the com-
munity which is evident by over 70 external citations. This thesis has made several key
contributions in the field of generic layout analysis, the most important of which are
outlined here.
This thesis has presented a generic text line extraction method that can be equally
used for a large variety of document image categories with respect to writing styles
(typed-text or handwritten), digitization methods (scanner or camera), intensity values
(binary and grayscale), scripts (like Latin, Chinese, and Arabic) and text lines structures
(straight, skewed, curled and freestyle handwritten text lines). The generic text-line
extraction method is based on two standard computer vision algorithms: matched filtering
and ridge detection. For the performance evaluation of the presented text line extraction
method, different standard and publicly available datasets have been selected that belong
to various categories of document images including typed-text and handwritten document
images, grayscale camera-captured document images, and historical document images
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with a large variety of scripts. Experimental results have shown that the presented generic
text line extraction method achieves significantly better text line detection accuracy than
aggregate accuracy of the best performing domain-specific state-of-the-art methods. To
the best of the author’s knowledge, it is the first general-purpose text line extraction
method that can be equally used for a diverse collection of document images.
This thesis has also presented a novel curled text line extraction method, referred to as
the coupled snakelets model, that is based on the state-of-the-art active contour (snake)
image segmentation model. Unlike existing curled text-line extraction approaches, the
coupled snakelets method extracts text lines and estimates their x-line and baseline pairs
simultaneously; resulting in better segmentation with more accurate estimation of x-lines
and baseline than competing approaches. The DFKI-I dataset [SB07], which is a publicly
available collection of camera-captured warped, Latin script document images, is used
for performance evaluation of the coupled snakelets method and comparison with the
competing state-of-the-art curled text-line extraction approaches. Experimental results
have shown that the coupled snakelets algorithm achieves the highest one-to-one text
line extraction accuracy. It also yields the lowest oversegmentation and missed text lines
errors, and a small number of undersegmentation errors. In addition to Latin script, the
coupled snakelets method can also be applied to different scripts like Chinese, Devanagari,
and Arabic. with specialized script-specific adaptations.
The modifications to the original Bloomberg’s text and halftone segmentation algo-
rithm [Blo91] have been presented in this thesis for transforming it into a general pur-
pose text and non-text image segmentation method, where non-text components can be
halftones, line drawings, maps, and graphics. The original Bloomberg’s method and the
modified method have been evaluated on standard datasets including the UW-III dataset,
the ICDAR 2009 page segmentation competition test dataset and the circuit diagrams
dataset. These datasets represent a collection of varied Latin script document images
that contain texts, halftones, line drawings, maps and graphics elements. Experiments
have shown that the modifications result in significant improvements over the original
Bloomberg’s page segmentation algorithm. The modified method, like the original one,
is a domain-independent page segmentation algorithm and it can be directly applied to
a diverse collection of document images.
A novel page segmentation method using discriminative learning over connected com-
ponents has been also presented in this thesis for segmenting a document image into text
and non-text regions. The discriminative learning based method has been evaluated on
the standard datasets (UW-III, ICDAR 2009, and circuit diagrams) that contain a large
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variety of text and non-text elements. It has achieved a better segmentation accuracy as
compared to the state-of-the-art Bloomberg’s page segmentation method [Blo91], which
is a text and halftone segmentation approach. In addition to Latin script, this method
can also be adapted for other scripts as well as for other specialized layout analysis tasks
such as digit and non-digit segmentation [HBSB12], orientation detection [RBSB09], and
body-text and side-note segmentation [BAESB12].
Finally, this thesis has presented two important document image analysis applications
using the generic layout analysis methods: the ridge-based text line extraction method
and the improved multi-resolution morphology based text and non-text segmentation
method. First, a preprocessing of hand-held camera-captured document images has been
presented for grayscale warped document images, which includes binarization, page frame
detection, and monocular dewarping steps. The presented binarization approach has
been able to handle grayscale degradations like non-uniform shading and blurring that
are common in hand-held camera-captured document images. The presented page frame
detection method has been used to remove border noise and to identify the actual content
area of document images, and the presented monocular dewarping method has been
developed to rectify warped document images. Experimental results have shown that
all the proposed modifications significantly improve the preprocessing steps. Second,
a high performance layout analysis system has been presented for typed-text, scanned
Arabic and Urdu document images, which are composed of a variety of single- and multi-
column layouts. The presented layout analysis system is robust against different types
of document image degradations. It has shown better performance for text and non-text
segmentation, text line extraction, and reading order determination on a variety of Arabic
and Urdu document images as compared to the state-of-the-art methods. The presented
layout analysis system can be used for large scale Arabic and Urdu documents’ digitization
processes. These applications demonstrate that the two layout analysis methods are
generic and can be applied easily to a large collection of diverse document images.
Overall, this thesis has presented high performance generic layout analysis methods
that can be equally applied to a collection of document images such as books, maga-
zines, newspaper, handwritten and historical document images. The work presented in
this thesis has been used for removing geometric and perspective distortions of warped
camera-captured document images so that dewarped document images can be directly
processed by existing scanner based OCR software, and solving the layout analysis prob-
lems of complex script (like Urdu, Telugu, and Kannada) document images and degraded
handwritten and historical document images.
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Moreover, the presented methods can potentially be adapted for other categories of
document images such as structured text document images (like forms, invoices, and
envelop) and mostly graphics document images (like maps, engineering drawings, and
music sheets) as well as other types of images like medical images and satellite images
for performing various image analysis tasks. The ridge-based generic text-line extraction
method can be applied for text line extraction in unstructured invoice images, line de-
tection in map and engineering drawing images, and music score segmentation in music
sheet images. The coupled snakelets based curled text line segmentation method can be
adapted for road segmentation in satellite images, structural line (like nerves and bones)
segmentation in medical images, and edge detection and recovery in natural images.
The multi-resolution morphology based text and non-text segmentation method can be
adapted for text and non-text separation in engineering drawing images like floor plans
and circuit diagrams. The discriminative learning based segmentation method can be
trained for separating multiple objects in document images such as text and line drawing
separation in map images.
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