Potential Examples for Non-Additivity of the Minimal Output Entropy by Nuwairan, Muneerah Al
ar
X
iv
:1
31
2.
22
00
v2
  [
ma
th-
ph
]  
9 J
an
 20
17
POTENTIAL EXAMPLES FOR NON-ADDITIVITY OF THE
MINIMAL OUTPUT ENTROPY
M. Al Nuwairan
King Faisal university
msalnuwairan@kfu.edu.sa
Abstract. In this paper, we study the minimal output entropy of EPOSIC chan-
nels. We determine the cases where their minimal output entropy is zero, and ob-
tain some partial results on the fulfillment of their entanglement breaking property.
Our results show that these channels provide potential examples for non-additivity
of the minimal output entropy.
1. introduction
The carrier of the states (information) from one part to another in quantum sys-
tems is known as a quantum channel. Ideally, a channel carries a state form one
system to another without losing information. However, the existence of noise in all
information processing systems affects the channel’s performance in any transmis-
sion of such information. One of the important open questions is that of determining
the capability of a channel to transmit classical information, which is known as the
classical capacity of the channel. In their attempts to increase the capacity of quan-
tum channels, scientists studied whether or not, running two channels in parallel will
increase the total classical capacity of two channels. Failing to do so, the capacity
is called additive. According to [7, Prop 8.2], and P. Shor in [12], the additivity
of another quantity known as the minimal output entropy (MOE) of the channel
implies the additivity of the classical capacity. Much research effort was directed
to prove the additivity of the minimal output entropy. It has been proved for some
1
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special classes of quantum channels such as channels with zero minimal output en-
tropy, tensoring the identity with any channel [2], and the entanglement breaking
channels [11]. However, an outstanding paper in 2008 by Hastings [4] disproved
this conjecture. By giving a randomized construction of channels that violates the
additivity of the minimal output entropy, he was able to show that there exists an
example of a channel Φ such that Smin(Φ⊗Φ) 6= Smin(Φ)+Smin(Φ). Since then, the
efforts redirected towards constructing an explicit example for the non-additivity of
the minimal output entropy. In this paper, we provide a potential solution of this
problem.
In [1], EPOSIC channels were introduced. They are non random quantum channels
that form the extreme points of all SU(2)-irreducibly covariant channels. Here, we
show that large classes of these channels have nonzero minimal output entropy, and
they are not entanglement breaking. Hence, they form potential examples for violat-
ing the additivity conjecture. The next section contains definition of EPOSIC chan-
nels, we precisely determine the cases where the EPOSIC channels have zero minimal
output entropy, and compute the minimal output entropy for some of EPOSIC chan-
nels. In section III, we obtain partial results on the fulfillment of the entanglement
breaking property of EPOSIC channels. All vector spaces considered in this paper
are finite dimensional.
Our main results are:
• For m,n, h ∈ N such h ≤ min{m,n}, the channel Φm,n,h has zero minimal
output entropy if and only if the index h is zero.
• For m,n, h ∈ N such h ≤ min{m,n}, the channel Φm,n,h is not entanglement
breaking whenever m > n.
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2. the minimal output entropy of eposic channels
2.1. Background definitions and results. A quantum system is represented math-
ematically by a Hilbert space H which is described by its state ̺ , a positive operator
in End(H) that has trace one. A pure state is a rank one state of H , such a state
can be written in the form ww∗ where w is a unit vector in H . If H and K are two
Hilbert spaces, then a quantum channel Φ : End(H) −→ End(K) is a completely
positive trace preserving map; such a map carries the states of H into states of K
[5, ch.5]. Any quantum channel Φ : End(H)→ End(K) has a Kraus representation
[14, p.54-p.56], i.e. a set of operators {Tj ∈ End(H,K) : 1 ≤ j ≤ n} satisfying
n∑
j=1
T ∗j Tj = IH and Φ(A) =
n∑
j=1
TjAT
∗
j
If Φ : End(H) −→ End(K) is a quantum channel that has Kraus operators {Tj :
1 ≤ j ≤ n}, then the image of a pure state ww∗ under Φ can be written in the form
Φ(ww∗) =
n∑
j=1
uju
∗
j where uj = Tjw ∈ K.
Notation 2.1. For a pure state ww∗ and a quantum channel Φ, we denote the
set{uj = Tjw : 1 ≤ j ≤ n} defined above, by UΦ,ww∗.
Remark 2.2. For a quantum channel Φ and a unit vector w, since Φ(ww∗) =
n∑
j=1
uju
∗
j
must be a state then UΦ,ww∗ must contain a nonzero vector.
Definition 2.3. [10, Ch.11] Let H,K be Hilbert spaces and Φ : End(H) −→
End(K) be a quantum channel. The minimal output entropy of Φ, denoted by
Smin(Φ) is defined by
Smin(Φ) = min
w∈H1
S(Φ(ww∗))
where H1 is the set of all unit vectors in H , and where S(̺) = −tr(̺ log̺) is the von
Neumann entropy of the state ̺.
POTENTIAL EXAMPLES FOR NON-ADDITIVITY OF THE MINIMAL OUTPUT ENTROPY 4
Remark 2.4. For a state ̺, the von Neumann entropy S(̺) =
∑
i
− λi log2 λi where
{λi}i are the eigenvalues of ̺. By convention, 0 ln 0 = 0.
The following lemma can be proved easily by contradiction.
Lemma 2.5. Let H be a Hilbert space. If u and v are two linearly independent
vectors in H, then uu∗ and vv∗are linearly independent.
Proposition 2.6. Let H and K be Hilbert spaces, and Φ : End(H) −→ End(K) be
a quantum channel. Then
(1) Smin(Φ) = 0 if and only if there exist a pure state ww
∗ of H such that Φ(ww∗)
is pure.
(2) If for each pure state ww∗ of H, the set UΦ,ww∗ contains at least two linearly
independent vectors, then Smin(Φ) 6= 0.
Proof.
By continuity of the von Neumann entropy, and compactness of the set of states
[14, p.29], the minimal output entropy is achieved. Thus, if Smin(Φ) = 0, then there
is a pure state ww∗ such that S(Φ(ww∗)) = 0. By [10, Thm 11.8], Φ(ww∗) is a
pure state. The other direction follows from the definition of Smin(Φ). To show the
second statement, let ww∗ be a pure state. As the set UΦ,ww∗ has at least two linearly
independent vectors, by Lemma 2.5, the state Φ(ww∗) =
∑
uj
uju
∗
j has rank at least
two. Hence, Φ(ww∗) is not pure for any pure state ww∗. The result follows from this
and (1). 
Definition 2.7. [3, 6] Let G be a group, and πH , πK be two representations of G on
the Hilbert spaces H and K. The quantum channel Φ : End(H) −→ End(K) is a
G- covariant channel, if
Φ(πH (g)Aπ
∗
H
(g)) = πK(g)Φ(A)π
∗
K
(g)
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for all A ∈ End(H) and g ∈ G. If both πH and πK are irreducible, the channel Φ is
called G-irreducibly covariant.
2.2. EPOSIC channels. In the following, we give the definition of EPOSIC channel
[1]. We begin by reviewing the irreducible representation of SU(2). For m ∈ N, let
Pm denote the space of homogeneous polynomials of degree m in the two variables
x1, x2. It is a complex vector space of dimension m + 1 with a basis consist of{
xi1x
m−i
2 : 0 ≤ i ≤ m
}
, the space P−1 will denote the zero vector space.
For m ∈ N, the compact group
SU(2) =
{[
a b
−b¯ a¯
]
: a, b ∈ C, |a|2 + |b|2 = 1
}
has a representation ρm on Pm given for f ∈ Pm and g ∈ SU(2) by
(2.1) (ρm(g)f) (x1,x2) = f ((x1,x2)g) = f(ax1 − b¯x2, bx1 + a¯x2)
For each m ∈ N, ρm is a unitary representation with respect to the inner product
on Pm given by
(2.2)
〈
xl1x
m−l
2 , x
k
1x
m−k
2
〉
Pm
= l! (m− l)! δlk
The set {ρm : m ∈ N} constitutes the full list of the irreducible representations of
SU(2), see [13, p.276-p.279].
To facilitate the computations, we choose the orthonormal basis of Pm given by
the functions {
fm
l
= almx
l
1x
m−l
2 : 0 ≤ l ≤ m
}
with alm =
1√
l!(m−l)!
. We call this basis, the standard basis of the SU(2)-irreducible
space Pm. The corresponding standard basis of End(Pm) will be
{Elk = fml−1fm
∗
k−1
: 1 ≤ l, k ≤ m+ 1}
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For the rest of this paper, we systematically use the following notations without
further mention.
Notation 2.8. For m,n, h, i, j ∈ N with 0 ≤ h ≤ min{m,n}, 0 ≤ i ≤ m + n − 2h,
and 0 ≤ j ≤ n. Let
• r = m+ n− 2h ,
• B(i) := {j:max{0,−m+i+h}≤j≤min{i+h, n}},
• lij := i− j + h ,
• βm,n,hi,s,j = (−1)s
√
cm,n,h r! m! n!
(ri) (
m
i−j+h) (
n
j)
(
h
s
)(
n−h
j−s
)(
m−h
i−j+s
)
(m−h)!
,
• εji (m,n,h) := εji =
min{h,j,j+m−i−h}∑
s=max{0,j−i,j+h−n}
β
m,n,h
i,s,j , and
• {fk
s
: 0 ≤ s ≤ k} be the standard basis of Pk.
Definition 2.9. For m,n, h ∈ N with 0 ≤ h ≤ min{m,n}. For 0 ≤ j ≤ n, define
the map Tj : Pr −→ Pm by
Tj(f
r
i ) =

 ε
j
if
m
lij
if j ∈ B(i)
0 otherwise
Proposition 2.10. [1] The operators {Tj : 0 ≤ j ≤ n} in the above definition form
Kraus operators for a quantum channel
Φm,n,h : End(Pr)→ End(Pm)
The channel Φm,n,h is called EPOSIC channel, and the Kraus operators given in
the above definition are called the EPOSIC Kraus operators.
Lemma 2.11. [1]
(1) The EPOSIC channel Φm,n,h : End(Pr) −→ End(Pm) is an SU(2)-irreducibly
covariant channel.
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(2) For each 0 ≤ i ≤ r, we have
Φm,n,h(f
r
i
f r
∗
i
) =
min{i+h,n}∑
j=max{0,−m+i+h}
(εji (m,n,h))
2fmlijf
m∗
lij
Lemma 2.12. [1, Remark 4.6] Let m,n, h ∈ N with 0 ≤ h ≤ min{m.n} , and
{Tj : 0 ≤ j ≤ n} be the EPOSIC Kraus operators of Φm,n,h.
(1) For 0 ≤ j ≤ n, we have
Tj =
min{r,m−h+j}∑
i=max{0,j−h}
ε
j
if
m
lij
f r
∗
i
.
(2) For w =
r∑
i=0
wif
r
i
∈ Pr, we have
Tjw =
min{r,m−h+j}∑
i=max{0,j−h}
wiε
j
if
m
lij
For more details about EPOSIC channel, we refer the reader to [1].
2.3. The minimal output entropy of Φm,n,h. In this section, we determine the
EPOSIC channels with zero minimal output entropy. Namely, we show that the
minimal output entropy is zero if and only if the index h in Φm,n,h is zero.
Proposition 2.13. For m,n ∈ N, the channel Φm,n,0 has zero minimal output en-
tropy.
Proof.
For k ∈ N, let {fk
i
: 0≤i≤k} denote the standard basis for Pk. By Lemma 2.11, we
have
Φm,n,0(f
r
0
f r
∗
0
) =
min{0,n}∑
j=max{0,−m}
(εj0(m,n,0))
2fmlijf
m∗
lij
= fm
0
fm
∗
0
i.e Φm,n,0(f
r
0
f r
∗
0
) is a pure state. The result follows by Proposition 2.6. 
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The proof of the following proposition is purely technical calculations, which we
defer to the appendix.
Proposition 2.14. Let m,n, h ∈ N with 0 < h ≤ min{m,n}, and Φm,n,h be the
associated EPOSIC channel. For any pure state ww∗ ∈ End(Pr), the set UΦm,n,h,ww∗
contains at least two linearly independent vectors.
By Proposition 2.14, and Proposition 2.6, we have
Corollary 2.15. For strictly positive integers m,n and for 0 < h ≤ min{m,n}, the
minimal output entropy Smin(Φm,n,h) is non zero.
The following theorem summarizes the results of this section.
Theorem 2.16. Let m,n, h ∈ N with 0 ≤ h ≤ min{m,n}, and Φm,n,h be the associ-
ated EPOSIC channel. Then Smin(Φm,n,h) = 0 if and only if h = 0.
2.4. Computing the minimal output entropy for special cases. In this section
we compute the minimal output entropy of Φm,1,1 for m ∈ N r {0}. We start by
computing the eigenvalues of Φm,1,1(ww
∗) for any pure state ww∗ then minimizing
S (Φm,1,1(ww
∗)) over such states.
As the channel Φm,1,1 : End(Pm−1) −→ End(Pm) has only two Kraus operators [1],
for any pure state ww∗ ∈ End(Pm−1), we have
Φm,1,1(ww
∗) = u0u
∗
0 + u1u
∗
1
By Proposition 2.14, the vectors u0, u1 are linearly independent in Pm. Complete
u0, u1 to a basis {u0, u1, u2, u3, ..., um} for Pm, where {u2, u3, ..., um} is an orthonormal
basis for {u0, u1}⊥. Writing the matrix Φm,1,1(ww∗) in the basis {u0, u1, .....um} we
get the (m+ 1)× (m+ 1) matrix given by
POTENTIAL EXAMPLES FOR NON-ADDITIVITY OF THE MINIMAL OUTPUT ENTROPY 9
ΛΦm,1,1 :=


〈u0 |u0 〉 〈u0 |u1 〉 0 · · · 0
〈u1 |u0 〉 〈u1 |u1 〉 0 · · · 0
0 0 0 · · · 0
...
...
...
...
0 0 0 · · · 0


whose nonzero eigenvalues are eigenvalues of
 〈u0 |u0 〉 〈u0 |u1 〉
〈u1 |u0 〉 〈u1 |u1 〉


By the definition of ΛΦm,1,1 , we have
Lemma 2.17. Let ww∗ be a pure state in End(Pm−1). The non zero eigenvalues of
Φm,1,1(ww
∗) are given by
λ1,2 =
1±√1− 4R
2
where R = ‖u0‖2 ‖u1‖2 − |〈u0 |u1 〉|2.
By concavity of von Neumann entropy [10, ch.11] and by [14, Prop.13.4], the von
Neumann entropy of Φm,1,1(ww
∗) achieves its minimum when the difference between
λ1 and λ2 is maximal, this is when R takes its minimal value. The following lemma
whose proof was deferred to the appendix, gives the minimal value of R.
Lemma 2.18. Let m ∈ N r {0}. For a pure state ww∗ ∈ End(Pm−1). If u0, u1
are the elements in UΦm,1,1,ww∗ then the minimal value of ‖u0‖2 ‖u1‖2 − |〈u0 |u1 〉|2 is
m
(m+1)2
.
Consequently, the state that minimize von Neumann entropy is the state with the
eigenvalues
λ1,2 = { 1
m+1
,
m
m+1
}
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By Definition 2.3 and Remark 2.4, we get
Smin(Φm,1,1) = −[ 1
m+1
log2
1
m+1
+
m
m+1
log2
m
m+1
]
3. entanglement breaking property of eposic channels
3.1. Background definitions and results. A property of quantum channels that
has been studied and used to classify the quantum channel is their ability to eliminate
the entanglement between the input states of composite systems. Such channels are
called the Entanglement Breaking Trace preserving channels denoted by E.B.T. Here
is a description by P.Shor [11] for the E.B.T channels
“ Entanglement breaking channels are channels which destroy entan-
glement with other quantum systems. That is, when the input state
is entangled between the input space Hin and another quantum sys-
tem Href , the output of the channel is no longer entangled with the
system Href .”
Lemma 3.1. Let H,K be Hilbert spaces and Φ : End(H) −→ End(K) be a quantum
channel. For n ∈ N, the map Φ ⊗ In : End(H ⊗ Cn) −→ End(K ⊗ Cn) defined by
taking A⊗B to Φ(A)⊗ B and extends by linearity is a quantum channel.
Definition 3.2. Let H1 and H2 be Hilbert spaces. A state ̺ ∈ D(H1⊗H2) is said to
be separable state if it can be written as a convex combination of states of the form
σ ⊗ τ where σ ∈ D(H1), τ ∈ D(H2). A non-separable state is called an entangled
state.
Definition 3.3. [8] LetH,K be Hilbert spaces. A quantum channel Φ : End(H) −→
End(K) is said to be entanglement breaking if Φ ⊗ In(̺) is separable for any ̺ ∈
D(H ⊗ Cn) and n ∈ N.
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Recall that in a finite dimensional setting, a characterization of a quantum channel
Φ is given by its Choi matrix [14], a matrix that is given by
C(Φ) =
dH∑
i,j=1
Φ(Eij)⊗ Eij
where Eij is the standard basis for End(H). The following proposition is rephrasing
of Theorem 4 in [8].
Proposition 3.4. Let H,K be Hilbert spaces and Φ : End(H) −→ End(K) is a
quantum channel. The following statements are equivalent
(1) Φ is an E.B.T channel.
(2) The Choi matrix of Φ is separable.
(3) Φ can be written in operator sum form using only Kraus operators of rank
one.
By [14, Prop 5.2 and Thm5.3], we have
Lemma 3.5. Let H and K be Hilbert spaces, and Φ : End(H) −→ End(K) be a
quantum channel. The rank of the Choi matrix of Φ is an achievable lower bound
for the number of Kraus operators of Φ.
The following proposition follows directly by [9, Thm 1] and Proposition 3.4. The
corollary to it, is just a generalization of [8, Theroem 6].
Proposition 3.6. Let H,K be Hilbert spaces of dimension dH, dK, and Φ : End(H)→
End(K) be a quantum channel. If rankC(Φ) < max{dH, rank(TrH(C(Φ)))} then Φ
is not E.B.T
By Lemma 3.5, and Proposition 3.6, we get
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Corollary 3.7. Let H,K be Hilbert spaces of dimension dH,dK respectively such that
dH ≥ dK. Let Φ : End(H)→ End(K) be a quantum channel. If Φ can be written in
Kraus operator fewer than dH then Φ is not E.B.T
Let H,K be Hilbert spaces, let Φ∗ denote the dual map of the quantum channel
Φ : End(H) −→ End(K). It is evident that if {Tj : 1 ≤ j ≤ k} is Kraus operators
for Φ then {T ∗j : 1 ≤ j ≤ k} will be Kraus operators for Φ∗. As
Tj = uv
∗ ⇐⇒ T ∗j = vu∗
then by Proposition 3.4(3), we have
Lemma 3.8. Let Φ be a quantum channel then Φ is an E.B.T map if and only if its
dual Φ∗ is an E.B.T map.
3.2. The E.B.T property of EPOSIC channels. In this section, we classify
EPOSIC channels according to their E.B.T property. We didn’t obtain a full classi-
fication, we state below the partial results that we obtained.
Theorem 3.9. For m ∈ N, the channel Φm,m,m and Φ0,m,0 are E.B.T channels.
Proof.
Let {Tj, 0 ≤ j ≤ m} be EPOSIC Kraus operators for Φm,m,m. By Lemma 2.12, we
have
rank(Tj) ≤ min {0, m, j, m− j}+ 1 = 1
for any 0 ≤ j ≤ m. So, by Proposition 3.4(3), the channel Φm,m,m is E.B.T. As by
[1, Sec.5] we have
Φ∗m,m,m =
1
m+ 1
Φ0,m,0
then by Lemma 3.8 the channel Φ0,m,0 is also E.B.T. 
Proposition 3.10. Let m,n, h ∈ N with 0 ≤ h ≤ min{m,n}
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(1) If n ≥ 2h then Φm,n,h is not E.B.T for any m > 2h.
(2) If n ≤ 2h then Φm,n,h is not E.B.T for any m > n.
Proof.
The channel
Φm,n,h : End(Pr) −→ End(Pm)
has n + 1 EPOSIC Kraus operators. If n ≥ 2h then dim(Pr) ≥ dim(Pm), and by
Corollary 3.7, we get that Φm,n,h is not E.B.T whenever m > 2h. If n ≤ 2h then
r ≤ m and by (1) the channel
Φr,n,n−h : End(Pm) −→ End(Pr)
is not E.B.T whenever r > 2(n− h) i.e whenever m > n. As by [1, Sec.5] we have
Φm,n,h = Φ
∗
r,n,n−h
then by Lemma 3.8 the channel Φm,n,h is not E.B.T whenever m > n. 
Corollary 3.11. Let m,n, h ∈ N with 0 ≤ h ≤ min{m,n}. The channel Φm,n,h is
not E.B.T whenever m > n. In Particular, Φm,h,h is not E.B.T for any 0 ≤ h < m.
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Appendix A.
A.1. Proof of Proposition 2.14. For the proof of Proposition 2.14, the following
lemmas are needed. The first one can be proved by direct computation using the
formula
ε
j
i (m,n,h) =
min{h,j,j+m−i−h}∑
s=max{0,j−i,j+h−n}
β
m,n,h
i,s,j
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Lemma A.1. For m,n, h ∈ N with 0 ≤ h ≤ min{m,n}, and r = m+ n− 2h , then
(1) ε0i 6= 0, for 0 ≤ i ≤ m− h.
(2) εi−m+hi 6= 0, for m− h ≤ i ≤ r.
(3) εi+hi 6= 0, for 0 ≤ i ≤ n− h.
(4) εni 6= 0, for n− h ≤ i ≤ r.
Lemma A.2. Let m,n, h ∈ N with 0 < h ≤ min{m,n} and r = m + n − 2h . For
any 0 ≤ i ≤ r, we have
max{0,−m+ i+ h} < min{i+ h, n}
Proof.
Let
j1 = max{0,−m+ i+ h}
=

 0 if 0 ≤ i ≤ m− hi−m+ h if m− h ≤ i ≤ r
and
j2 = min{i+ h, n} =

 i+ h if 0 ≤ i ≤ n− hn if n− h ≤ i ≤ r
If j1 = 0, then j1 < h ≤ j2. Otherwise,
j1 = i− (m− h) ≤ min{i, r −m+ h}
= min{i, n− h}
< min{i+ h, n} = j2

Recall the definition of
B(i) = {j : max{0,−m+ i+ h} ≤ j ≤ min{i+ h, n}}
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Corollary A.3. For m,n, h ∈ N with 0 < h ≤ min{m,n}, let r = m+ n− 2h. For
each 0 ≤ i ≤ r, there exist j1, j2 ∈ B(i) such that j1 < j2, and
ε
j1
i 6= 0, εj2i 6= 0
Proof.
Let j1 = max{0,−m+ i + h} and j2 = min{i+ h, n}. Both j1, j2 ∈ B(i), and by
Lemma A.2 we have j1 < j2. Lemma A.1 gives that both ε
j1
i and ε
j2
i are nonzero. 
Next we give the proof of Proposition 2.14.
Proposition A.4. Let m,n, h ∈ N with 0 < h ≤ min{m,n}, and Φm,n,h be the
associated EPOSIC channel. For any pure state ww∗ ∈ End(Pr), the set UΦm,n,h,ww∗
contains at least two linearly independent vectors.
Proof.
Let r = m + n − 2h and ww∗ be any pure state in End(Pr) for some unit vector
w ∈ Pr. Let w =
r∑
i=0
wif
r
i
where
r∑
i=0
|wi|2 = 1, and i1 be the smallest index i such that
wi 6= 0. By Corollary A.3, there exist j1 < j2 ∈ B(i1) such that εj1i1 6= 0 and εj2i1 6= 0.
Since j ∈ B(i1) if and only if
max{0, j − h} ≤ i1 ≤ min{r,m− h+ j}
then by Lemma 2.12, we have
uj1 = Tj1w =
min{r,m−h+j1}∑
i=max{0,j1−h}
wiε
j1
i f
m
i−j1+h
6= 0
and
uj2 = Tj2w =
min{r,m−h+j2}∑
i=max{0,j2−h}
wiε
j2
i f
m
i−j2+h
6= 0
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If UΦm,n,h,ww∗ = {uj : 0 ≤ j ≤ n} does not contain two linearly independent vectors,
then there exist α 6= 0 such that
uj2 = αuj1
In particular, comparing the coefficients of fm
i1−j2+h
, we obtain
0 6= wi1εj2i1 = αwi2εj1i2
for some i2, where i1 − j2 + h = i2 − j1 + h.
i.e. i2 = i1 − (j2 − j1) < i1 and wi2 6= 0, contradicting the minimality of i1. 
A.2. Proof of Lemma 2.18. Some elementary computational lemmas are needed,
the following one follows by direct computations. Item (3) follows from the fact that
Φm,1,1 is trace preserving.
Lemma A.5. Let m ∈ Nr {0} then
(1) For 0 ≤ l ≤ m− 1, we have
ε0
l
=
√
l+1
m+1
, ε1
l
= −
√
m−l
m+1
,and
(ε0
l
)2 + (ε1
l
)2 = 1
(2) For 1 ≤ l ≤ m− 1,
(ε0
l
)2 = (ε0
l−1
)2 + 1
m+1
,and
(ε1
l−1)
2 = (ε1
l
)2 + 1
m+1
(3) ‖u0‖2 + ‖u1‖2 = 1.
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Remark A.6. By Lemma 2.12 (2), the vectors u0, u1 for Φm,1,1 are given by
u0 =
m∑
l=1
ε0
l−1
wl−1f
m
l and u1 =
m−1∑
l=0
ε1
l
wlf
m
l
Lemma A.7. Let m ∈ N r {0}. For a pure state ww∗ ∈ End(Pm−1), let u0, u1 be
the elements in UΦm,1,1,ww∗ , and R = ‖u0‖2 ‖u1‖2− |〈u0 |u1 〉|2. The minimal value of
R
m
(m+ 1)2
Proof.
By Remark A.6, we have
u0 =
m∑
l=1
ε0
l−1
wl−1f
m
l and u1 =
m−1∑
l=0
ε1
l
wlf
m
l
So
〈u0 |u1 〉 =
m−1∑
l=1
ε0
l−1
wl−1ε
1
l
wl =
m−1∑
l=1
ε0
l−1
wlε
1
l
wl−1 = 〈v0 |v1 〉
where
v0 =
m−1∑
l=1
ε0
l−1wlf
m
l and v1 =
m−1∑
l=1
ε1
l
wl−1f
m
l
As ‖w‖2 =
m−1∑
l=0
|wl|2 = 1, Using Lemma A.5, we obtain
‖v0‖2 =
m−1∑
l=1
(
ε0
l−1
)2 |wl|2
=
m−1∑
l=1
(
ε0
l−1
)2 |wl|2 + ‖w‖2m+1 − ‖w‖2m+1
= 1
m+1
|w0|2 +
m−1∑
l=1
((
ε0
l−1
)2
+ 1
m+1
)
|wl|2 − ‖w‖
2
m+1
= (ε0
0
)2 |w0|2 +
m−1∑
l=1
(ε0
l
)2 |wl|2 − 1m+1 .
POTENTIAL EXAMPLES FOR NON-ADDITIVITY OF THE MINIMAL OUTPUT ENTROPY 18
Thus
‖v0‖2 =
m−1∑
l=0
(ε0
l
)2 |wl|2 − 1m+1
=
m∑
l=1
(
ε0
l−1
)2 |wl−1|2 − 1
m+ 1
= ‖u0‖2 − 1m+1
Similarly ‖v1‖2 = ‖u1‖2 − 1m+1 . So,
|〈u0 |u1 〉|2 = |〈v0 |v1 〉|2 ≤ ‖v0‖2 ‖v1‖2
= ‖u0‖2 ‖u1‖2 − m(m+1)2
Thus
R = ‖u0‖2 ‖u1‖2 − |〈u0 |u1 〉|2 ≥ m
(m+ 1)2
and
m
(m+ 1)2
is a lower bound for R.
For the minimal value of R, let w = (1, 0, . . . , 0)t to get
u0 =
√
1
m+ 1
fm
0
, u1 =
√
m
m+ 1
fm
1
and R = m
(m+1)2
. 
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