Suppose G is a complex, reductive algebraic group.
Introduction
Suppose G is a complex, reductive algebraic group. A real form of G is an antiholomorphic involutive automorphism σ of G, so G(R) = G(C) σ is a real Lie group. See Section 3 for more details. Let Γ = Gal(C/R) and write H i (Γ, G) for the Galois cohomology of G (if G is nonabelian i ≤ 1). If we want to specify how the nontrivial element of Γ acts we will write H i (σ, G). The equivalence (i.e. conjugacy) classes of real forms of G, which are inner to σ (see Section 3), are parametrized by H 1 (σ, G ad ) where G ad is the adjoint group. On the other hand, at least for G connected, Cartan classified the real forms of G in terms of holomorphic involutions as follows. We say a Cartan involution for σ is a holomorphic involutive automorphism θ, commuting with σ, so that σ c = θσ is a compact real form. If G is connected then θ exists, and is unique up to conjugacy by G σ . Following Mostow we prove a similar result in general. See Section 3.
Let H i (Z 2 , G) be the group cohomology of G where the nontrivial element of Z 2 = Z/2Z acts by θ. As above we denote this H i (θ, G), and we refer to this as Cartan cohomology of G. Conjugacy classes of involutions which are inner to θ are parametrized by H 1 (θ, G ad ). Thus the equivalence of the two classifications of real forms amounts to an isomorphism (for connected G) of the first Galois and Cartan cohomology spaces
It is natural to ask if the same isomorphism holds with G in place of G ad . For our applications it is helpful to know the result for disconnected groups as well. Theorem 1.1 Suppose G is a complex, reductive algebraic group (not necessarily connected), and σ is a real form of G. Let θ be a Cartan involution for σ. Then there is a canonical isomorphism H 1 (σ, G) ≃ H 1 (θ, G).
The interplay between the σ and θ pictures plays a fundamental role in the structure and representation theory of real groups, going back at least to Harish Chandra's formulation of the representation theory of G(R) in terms of (g, K)-modules. The theorem is an aspect of this, and we give several applications.
Suppose X is a homogeneous space for G, equipped with a real structure σ X which is compatible with σ G . Then the space of G(R) orbits on X(R) can be understood in terms of the Galois cohomology of the stabilizer of a point in X. Similar remarks apply to computing G θ -orbits. Note that these stabilizers may be disconnected, even if G is connected. See Proposition 5.4.
We use this principle to give simple proofs of several well known results, including the Kostant-Sekiguchi correspondence and Matsuki duality. Let G(C) be a connected complex reductive group, with real form σ and corresponding Cartan involution θ. Let G(R) = G(C) σ , and K(C) = G(C) θ . Let g 0 = g σ and p = g −θ . The Kostant-Sekiguchi correspondence is a bijection between the nilpotent G(R)-orbits on g 0 and the nilpotent K(C)-orbits on p. Matsuki duality is a bijection between the G(R) and K(C) orbits on the flag variety of G. See Propositions 6.1.5 and 6.2.8.
On the other hand Proposition 5.8 applied to the space of Cartan subgroups gives a simple proof of another result of Matsuki: there is a bijection between G(R)-conjugacy classes of Cartan subgroups of G(R) and K-conjugacy classes of θ-stable Cartan subgroups of G [19] . Also a well known result about two versions of the rational Weyl group (Proposition 6.3.2) follows.
If G is connected Borovoi proved H 1 (σ, G) ≃ H 1 (σ, H f )/W i where H f is a fundamental Cartan subgroup, and W i is a certain subgroup of the Weyl group [9] . Essentially the same proof carries over to give H 1 (θ, G) ≃ H 1 (θ, H f )/W i . We prove this as a consequence of Theorem 1.1 (Proposition 7.5).
Let Z be the center of G and let Z tor be its torsion subgroup. Associated to a real form σ is its central invariant, denoted inv(σ) ∈ Z σ tor /(1 + σ)Z tor . The formulation of a precise version of the Langlands correspondence requires the notion of strong real form. See Section 8 for this definition, and for the notion of central invariant of a strong real form, which is an element of Z This bijection is useful in both directions. On the one hand it is not difficult to compute the right hand side, thereby computing H 1 (σ, G). Over a p-adic field H 1 (σ, G) = 1 if G is simply connected. Over R this is not the case, and we use Theorem 1.1 to compute H 1 (σ, G) for all such groups. See Section 3 and the tables in Section 10. We used the Atlas of Lie Groups and Representations software for some of these calculations. See [10] for another approach.
On the other hand the notion of strong real form is important in formulating a precise version of the local Langlands conjecture. In that context it would be more natural if strong real forms were described in terms of classical Galois cohomology. The Theorem provides such an interpretation. See Corollary 8.18.
The authors would like to thank Michael Rapoport for asking about the interpretation of strong real forms in terms of Galois cohomology, and apologize it took so long to get back to him. We are also grateful to Tasho Kaletha for several helpful discussions during the writing of this paper and of [14] , and Skip Garibaldi for a discussion of the Galois cohomology of the spin groups.
Preliminaries on Group Cohomology
See [25] for an overview of group cohomology.
For now suppose τ is an involutive automorphism of an abstract group G. Define H i (Z 2 , G) to be the group cohomology space where the nontrivial element of Z 2 acts by τ . We will also denote this group H i (τ, G)
1 . If G is abelian these are groups and are defined for all i ≥ 0. Otherwise these are pointed sets, and defined only for i = 0, 1. Let
Then we have the standard identifications
. If G is abelian we also have the Tate cohomology groups H i (τ, G) (i ∈ Z). These satisfy
and (since τ is cyclic),
is an exact sequence of groups with an involutive automorphism τ . Then there is an exact sequence (2.1)
Furthermore if A ⊂ Z(B) (Z( * ) denotes the center of a group) then there is one
We will need the following generalization of H 1 (τ, G).
Definition 2.2
Suppose τ is an involutive automorphism of G, and A is a subset of Z(G). Define
These are pointed sets if 1 ∈ A. The map g → gτ (g) factors to a map from H 1 (τ, G; A) to A.
Taking A = {1} gives ordinary cohomology H 1 (τ, G). Write cl (g) for the image of g ∈ Z 1 (τ, G; A) in H 1 (τ, G; A). We make use of twisting in nonabelian cohomology [25, Section III.4.5] . Let Z = Z(G). For g ∈ G let int(g) be the inner automorphism int(g)(h) = ghg −1 . Fix an involutive automorphism τ of G, and z ∈ Z. Note that int(g) • τ is an involution if and only if g ∈ Z 1 (τ, G; Z).
, and this isomorphism is canonical if H 1 (τ, Z) = 1. Finally suppose τ ′ is conjugate to τ by an inner automorphism of G. Then
, and this isomorphism is canonical if
We omit the elementary proof. Write [τ ] for the G-conjugacy class of τ .
This is well-defined by the Lemma.
Real Forms and Cartan involutions
In the rest of the paper, unless otherwise noted, G will denote a complex, reductive algebraic group. Except in a few places we do not assume G is connected. Write G 0 for the identity component. We identify G with its complex points G(C) and use these interchangeably. We may view G either as an algebraic group or as a complex Lie group. The identity component of G as an algebraic group is the same as the topological identity component when viewed as a Lie group, the component group G/G 0 is finite.
A real form of G is a real algebraic group H endowed with an isomorphism φ : H C ≃ G, where H C denotes the base change of H from R to C. By an algebraic, conjugate linear, involutive automorphism of H C we mean an algebraic, involutive automorphism of H C (considered as a scheme over R) such that the induced morphism between rings of polynomial functions on H is conjugate linear, and compatible with the morphisms defining the group structure on H. Naturally associated to a real form H is an algebraic, conjugate linear, involutive automorphism σ H of H C . Transporting σ H to G via φ this is equivalent to having an algebraic, conjugate linear, involutive automorphism σ of G. Conversely, by Galois descent any such automorphism of G comes from a real form (H, φ), which is unique up to unique isomorphism. See [11, §6.2, Example B and §6.5] for details in a much more general situation.
It is convenient to work with a more elementary notion of real form, using only the structure of G as a complex Lie group. Any algebraic, conjugate linear, involutive automorphism of G induces an antiholomorphic involutive automorphism of G. In fact every antiholomorphic automorphism arises this way:
Lemma 3.1 Let G be a complex reductive algebraic group. Then any antiholomorphic involutive automorphism of G is induced by a unique algebraic conjugate linear involutive automorphism of G(C).
Proof. Fix a representation ρ : G → GL(V ), where V is a complex vector space of finite dimension, such that ρ is a closed immersion [6, Proposition 1.10]. Suppose that ϕ : G → G is an antiholomorphic involutive automorphism. Choose an arbitrary real structure on V , and let σ V denote complex conjugation GL(V ) → GL(V ) with respect to this real structure. Then σ V • ρ • ϕ is a holomorphic representation of G, so it is algebraic and ϕ is algebraic conjugate We say two real forms σ 1 , σ 2 are inner to each other, or in the same inner class, if
2 is an inner automorphism of G. This is well defined on the level of equivalence classes.
See Remark 8.2 for a subtle point regarding this notion of equivalence.
If σ is a real form of G, let G(R) = G σ be the fixed points of σ. This is a real Lie group, with finitely many connected components.
We turn now to compact real forms and Cartan involutions. If G is connected these results are well known. The general case is due to Mostow [20] . Mostow's definition [20, Section 2] of compact real form refers to the subgroup G σ , rather than the automorphism σ. Let us check that our definition is equivalent to this. Lemma 3.4 For any complex reductive group G, the map σ → G σ is a bijection between the set of compact real forms of G, in the sense of Definition 3.3, to the set of compact real forms of G, in the sense of [20] .
Proof. If σ is any real form of G, then dim R G σ = dim C G, by Hilbert's Theorem 90 applied to the action of σ on Lie(G). Choose a faithful algebraic representation ρ : G ֒→ GL(V ). If K is any compact subgroup of G, then V admits a hermitian form for which ρ(K) is unitary. In particular we see that Lie(K) ∩ iLie(K) = 0. These two facts imply that for any compact real form σ of G, G σ is a compact real form of G in the sense of [20] . Let us now check that σ → G σ is injective. The action of σ on G 0 is determined by its action on Lie(G) = Lie(G σ ) ⊕ iLie(G σ ). Once σ| G 0 is determined, σ is determined by the requirement that it fixes G σ pointwise, since G σ meets every connected component of G.
Finally we show that σ → G σ is surjective. Suppose K is a compact real form of G in the sense of [20] . Choose ρ and a hermitian form on V as above. Choosing an orthonormal basis for V , we can view ρ as a closed embedding
, and dτ fixes Lie(ρ(K)) ⊂ u(n) pointwise. Furthermore ρ(G) is stable under τ since τ fixes ρ(K) pointwise, and
This is a compact real form of G, and
Using the Lemma we will refer to σ or K = G σ as a compact real form of G.
The Cartan decomposition holds in our setting (see [20, Lemma 2.1] ). [20] . 
Fix a compact real form
is a vector group. Therefore in general we have
Since G = KG 0 we have (writing superscript for invariants):
This can be rewritten as
so by uniqueness of the Cartan decomposition, k ′ = k and Ad(k)(X) = X, so X is invariant under K. The fact that X is invariant under K 0 means that X ∈ Lie(A), and since K meets every connected component of G, X ∈ Lie(A)
Lemma 3.10 Let σ be a compact real form of a real reductive group G. Let H be a σ-stable algebraic subgroup of G. Then H is reductive and σ| H is a compact real form of H. Proof. The algebraic group H is clearly linear. The unipotent radical U of H is stable under σ and connected, and so U σ is Zariski-dense in U . Any unipotent element of G σ is trivial, thus U = {1} and H is reductive. Clearly H σ is compact, and we are left to show that H σ meets every connected component of H. For h ∈ H write h = k exp(X) where k ∈ G σ and X ∈ p. Then exp(2X) = σ(h) −1 h ∈ H, and thus exp(2nX) ∈ H for all n ∈ Z. Since H is Zariski-closed in G this implies exp(tX) ∈ H for all t ∈ C, which implies X ∈ h −σ , k ∈ H σ , and H σ meets every component of H. This argument is classical.
Definition 3.11 Suppose σ is a real form of a complex reductive group G.
A Cartan involution for σ is a holomorphic involutive automorphism θ of G, commuting with σ, such that θσ is a compact real form of G.
By Lemma 3.1 applied to σ and θσ, any Cartan involution is algebraic. In fact a simple variant of the proof of Lemma 3.1 shows directly that any holomorphic automorphism of a complex reductive group is automatically algebraic.
Theorem 3.12 Let G be a complex reductive group, possibly disconnected.
(1) Suppose σ is a real form of G.
(a) There exists a Cartan involution θ for σ, unique up to conjugation by an inner automorphism from
is a pair consisting of a σ-stable reductive subgroup of G and a Cartan involution θ H for σ| H . Then there exists a Cartan involution θ for G such that θ(H) = H and θ| H = θ H .
(2) Suppose θ is a holomorphic, involutive automorphism of G.
(a) There is a real form σ of G such that θ is a Cartan involution for σ, unique up to conjugation by an inner automorphism from
is a pair consisting of a θ-stable reductive subgroup of G and a real form σ H such that θ| H is a Cartan involution for σ H . Then there exists a real form σ of G such that σ(H) = H and σ| H = σ H .
For applications to the classification of real forms and to homogeneous spaces, the fact that the statement of Theorem 3.12 is symmetric in σ and θ is crucial.
We will deduce (1) and (2) Proof. Choose any compact real form σ c 1 of G and set
is another compact real form of G, so by Theorem 3.7 there exists g ∈ G 0 so that
Applying τ to both sides we see τ (g)g ∈ Norm G (K 1 ). By Lemma 3.9 we can write
Since this isomorphism is holomorphic or antiholomorphic and p 1 = iLie(K 1 ), this implies g −1 τ (P 1 )g = P 1 . By the Cartan decomposition G = K 1 P 1 we may assume g ∈ P 1 , in which case g −1 τ (g)g ∈ P 1 . Plugging in (b) we conclude g −1 ak ∈ P 1 , which by uniquess of the Cartan decomposition implies k = 1, so
After replacing g with ga − 1 2 we may assume τ (g) = g −1 (we are writing 1 2 for the square root in the vector group P 1 ). We observe that g
g is an element of P 1 and its square equals
This also implies τ (p) = p, and τ commutes with σ c , as one can check using the Cartan decomposition. Now suppose we are given (H, σ 
By uniqueness of the Cartan decomposition we conclude
H → G is a holomorphic automorphism which is the identity on K H , thus it is the identity on H (recall that Lie(H) = Lie(K H ) ⊕ iLie(K H ) and that K H meets every connected component of H).
Proof of Theorem 3.12. For existence in (1)(a) apply the Lemma to τ = σ to construct a compact real form σ c , commuting with σ, and set θ = σσ c . For (1)(b) apply Lemma 3.13(2) with τ = σ, σ c H = σ| H θ H to construct σ c , commuting with σ, and let θ = σσ c . We now prove the uniqueness statement in (1)(a). Suppose θ, θ 1 commute with σ, and σ c = σθ and σ c 1 = σθ 1 are compact real forms. By Theorem 3.7 there exists g ∈ G 0 so that
Let G = K exp(p) be the Cartan decomposition with respect to σ c . Then we can take g = exp(X) for X ∈ p, so gσ c (g −1 ) = exp(2X). Since σ c and σ c 1 commute with σ, so does int(gσ
Applying the Cartan decomposition for σ c again we conclude (2) is similar. We apply Lemma 3.13 with τ = θ. For existence in (2)(a) apply part (1) of the Lemma to construct σ c , commuting with θ, and let σ = θσ c . For (2)(b) apply part (2) of the Lemma with σ c H = σ H θ| H to construct σ c , commuting with θ, and let σ = θσ c . We omit the proof of the conjugacy statement, which is similar to case (1)(a).
Let Int(G) be the group of inner automorphisms of G, Aut(G) the (holomorphic) automorphisms, and set Out(G) = Aut(G)/Int(G). Let Int 0 (G) be the subgroup of Int(G) consisting of automorphisms induced by elements of G 0 , so that Int 
Borel-Serre's Theorem
In this section only G denotes a real Lie group. Since it requires no extra effort we work in the following generality.
Definition 4.1 We say a real Lie group G has a Cartan decomposition
It is easy to see that K is necessarily a maximal compact subgroup of G.
Recall we have a Cartan decomposition in the case that G is the group H(C) of complex points of a reductive group H viewed as a real group (Lemma 3.5): for any compact real form σ c of H, we have
. Although we will not use this fact, it is easy to deduce that if σ is a real form of a complex reductive group H, then for any Cartan involution θ of (H, σ), the Lie group
. More general real Lie groups G admit a Cartan decomposition, including many non-linear ones (for example the finite covers of SL 2 (R)) or non-reductive ones (for example G = H(R) where H is a real linear algebraic group). On the other hand the universal cover G of SL 2 (R) has a decomposition G = L exp(p) where L ≃ R is the universal cover of the circle, hence noncompact. Proposition 4.2 Suppose G is a real Lie group admitting a Cartan decomposition (K, p). Let τ be an involutive automorphism of G which preserves K and
which respects the maps to Z K .
The proof is adapted from [8, Théorème 6.8] (see also [25, Section III.4.5] ). This specializes to Borel-Serre's Theorem (see (4.7) ). Proof. It is enough to prove this when Z K is replaced by {z} ⊂ Z K where z is any single element of Z K . The left hand side of (4.3) is
and the right hand side is
Consider the map φ from (a) to (b) induced by inclusion. We first show that φ is surjective. Suppose g ∈ G satisfies gτ (g) = z. Let P = exp(p), and write g = kp with k ∈ K, p ∈ P . Then kpτ (kp) = z, which can be written
By uniqueness of the Cartan decomposition we conclude kτ (k) = z and
. The latter condition is equivalent to kpk
. The set of p ∈ P satisfying this condition is the exponential of the subspace
By uniqueness of the Cartan decomposition we conclude k ′ = x −1 kτ (x) with x ∈ K, i.e. k and k ′ are equivalent in (a).
Corollary 4.5 Suppose G is a real Lie group admitting a Cartan decomposition (K, p), and as before let Z K = Z(G) ∩ K. Let τ, µ be involutive automorphisms of G which preserve K and p, and assume that τ | K = µ| K . Then there are canonical isomorphisms
compatible with the maps to Z K . In particular there is a canonical isomorphism of pointed sets 
This admits the following natural generalization to arbitrary real forms.
Corollary 4.8 Suppose G is a complex, reductive algebraic group G, σ is a real form of G, and θ is a Cartan involution for σ. Let σ c = σθ. There are canonical isomorphisms
In particular there is a canonical isomorphism of pointed sets:
This
On the other hand H 1 (θ, G(R)) is the set of conjugacy classes of involutions in G(R), i.e. H(R) 2 /W . Since H(R) is compact this is equal to H 2 /W . So we recover [25, Theorem 6.1]:
Example 4.10 Suppose G = P SL(2, C). This has two real forms, P GL(2, R) ≃ SO(2, 1) and SO(3). Since G is adjoint |H 1 (σ, G)| = 2 for either real form.
On the other hand if G(R) = SL(2, R) then it is well known that H 1 (σ, G) = 1. Thus in contrast to the adjoint case, although SL(2, R) and SU (2) are inner forms of each other, their cohomology is different. See Lemma 8.11.
Rational Orbits
We use the results of the previous section to study rational orbits of G-actions for real reductive groups. Write
to indicate the following situation, which occurs repeatedly. First of all G is an abstract group equipped with an involutive automorphism τ G , and X is a set equipped with an involutive automorphism τ X . Furthermore there is a left action of g : x → g · x of G on X. We assume (τ G , τ X ) are compatible:
We will apply this with G a complex group, X a complex variety, and τ G and τ X each acting holomorphically or anti-holomorphically. When X is a homogeneous space the following description of the set of orbits for the action of G τG on X τX is well known.
Lemma 5.2
In the setting of (5.1) suppose X is a homogenous space for G.
Assume that X τX = ∅, choose x ∈ X τX and denote by G x the stabilizer of x. Then we have a bijection
If σ G is a compact real form of G then X σX is a homogeneous space for G σG :
Lemma 5.3 In the setting of (5.1), suppose G is a complex reductive algebraic group, X is a homogeneous space for G, and σ G is a compact real form of G.
(1) K acts transitively on X σX .
(2) Suppose H is a σ G -stable subgroup of G, and H = G x for some x ∈ X. Assume X σX = ∅. Then H = G y for some y ∈ X σX .
Proof.
For (1), if X σX is empty there is nothing to prove, so choose x ∈ X σX . By the previous lemma we have to show that
is trivial. By Lemma 3.10 σ G restricts to a compact real form of G x , so Proposition 4.2 implies (a) is isomorphic to
which is clearly trivial, proving (1). For (2) choose x ∈ X σX . The set of subgroups H in (2) is identified with the set of σ G -fixed elements of the homogeneous space G/Norm G (G x ). By (1) G σG acts transitively on this set. Thus for any such H there exists g ∈ G σG such that H = gG x g −1 . Then g · x ∈ X σX and H = G g·x .
We next consider homogeneous spaces for noncompact groups.
Proposition 5.4 Suppose G is a complex, reductive algebraic group, possibly disconnected, acting transitively on a complex algebraic variety X. Suppose we are given:
(1) a pair (σ G , θ G ) consisting of a real form, and a corresponding Cartan involution, of G;
(2) a pair (σ X , θ X ) of commuting involutions of X, with σ X antiholomorphic and θ X holomorphic.
Assume (σ G , σ X ) are compatible, and so are (θ G , θ X ) (see (5.1)(b)). Assume X σX ∩ X θX = ∅. Then the two natural maps
Similarly, Lemma 5.2 applied to (G, θ G , X, θ X ) gives
G acts transitively on X σX θX , so that we can also apply Lemma 5.2 to (G
By Corollary 4.8 we have the following commutative diagram:
Note that σ G and θ G coincide on G σ c G so in the middle term we can replace H 1 (σ G , * ) with H 1 (θ G , * ). This gives the two bijections of the Proposition. These bijections (which involve the choice of x) agree with those of the Proposition (which are canonical). This comes down to:
This completes the proof.
Remark 5.5 In Proposition 5.8, the hypothesis X σ ∩ X θ = ∅ is necessary. Consider for example G = X = C × , with G acting by multiplication, and
To apply the result it would be good to know that X σX = ∅ or X θX = ∅ implies that X σX ∩ X θX = ∅. As the Remark shows, this isn't always the case, but it holds under a weak additional assumption.
Lemma 5.6
In the setting of the Proposition, assume that X σX θX = ∅. Then the following conditions are equivalent: X σX = ∅, X θX = ∅, and X σX ∩ X θX = ∅.
Proof. If x ∈ X
σX θX then G x is σ c -stable so G x is reductive by Lemma 3.10. Since these groups are all conjugate this holds for all x ∈ X.
Let us now show that if
x is a reductive group stable under σ G , and thus it admits a Cartan involution θ ′ x . By Theorem 3.12 it extends to a Cartan involution θ ′ G of G, and there exists g ∈ G σG such that
has the property that G g·x is θ G -stable. In other words, after replacing x by g · x, we may assume G x is σ c -stable, and σ c | G x is a compact real form of G x . By Lemma 5.3 we can find y ∈ X σX θX so that Since
Similarly since G x = G y there exists unique n ∈ M y such that
Since σ X θ X fixes both y and σ X (y), applying this to both sides of (a) gives σ X (y) = σ c (m) · y, and comparing this with (a) gives m ∈ (M y ) σ c . On the other hand applying σ X to both sides of (a) gives
Finally apply σ X to both sides of (b) to give σ X (x) = σ G (n) · σ X (y). Using σ X (x) = x and (a) gives x = σ G (n)m · y, and comparing this with (b) gives σ G (n) −1 n = m. These three facts imply that m defines an element of
By Corollary 4.8 this kernel is trivial, so there exists
We can now formulate our result in its most useful form.
Proposition 5.8 Suppose G is a complex, reductive algebraic group, possibly disconnected, and X is a complex algebraic variety, equipped with an action of G. Suppose we are given:
(1) a pair (σ G , θ G ) consisting of a real form and a corresponding Cartan involution of G.
(2) a pair (σ X , θ X ) of commuting involutions, with σ X antiholomorphic and θ X holomorphic.
Assume that for all x ∈ X σX ∪X θX the G-orbit of x intersects X σX θX . Then the two natural maps
Proof. It is enough to prove this with X replaced by the G-orbit G · x of any x ∈ X σX ∪ X θX . By Lemma 5.6 we can apply Proposition 5.8 to G · x, which gives the conclusion.
Applications
Throughout this section we fix a connected complex reductive group G, a real form σ of G, and a corresponding Cartan involution θ. Set G(R) = G σ and K = G θ .
Kostant-Sekiguchi correspondence
Let g = Lie(G). The Jacobson-Morozov theorem (see [12, ch. VIII, §11]) gives a bijection between the nilpotent orbits of G on g and G-conjugacy classes of homomorphisms from sl(2, C) to g:
Then the same result applies to G(R), and gives a bijection between the G(R) conjugacy classes of nilpotent elements of g 0 and
Equivalently if σ 0 denotes complex conjugation on sl(2, C) with respect to sl(2, R), then (b) can be replaced with
Now write g = k ⊕ p where k = g θ = Lie(K) and p = g −θ . For X ∈ sl(2, C) define θ 0 (X) = − t X; this is a Cartan involution for σ 0 . Kostant and Rallis [16] showed that the nilpotent K-orbits on p are in bijection with
The Kostant-Sekiguchi correspondence is a bijection between the nilpotent orbits of G(R) on g 0 and the nilpotent K-orbits on p [24] .
Let X be the set of morphisms sl(2, C) → g. This has a natural structure of complex algebraic variety. Define an antiholomorphic involution σ X of X by
Also define a holomorphic involution θ X by
It is straightforward to check that (σ G , σ X ) and (θ G , θ X ) are compatible.
Lemma 6.1.4 Every orbit of G on X contains a σ X θ X -invariant point. In particular, σ X θ X acts trivially on X/G, and an orbit of G on X is σ X -stable if and only if it is θ X -stable.
Proof. We need to show that for any morphism φ : sl(2, C) → g, there exists g ∈ G such that the morphism Ad(g)•φ is σθ-equivariant. Any such φ integrates to an algebraic morphism ψ : SL 2 (C) → G 0 . Let SU (2) = SL(2, C) σ0θ0 , with Lie algebra su(2). Since SU (2) is compact, so is its image in G 0 , so by Theorem 3.7 there exists g ∈ G 0 such that gψ(SU(2))g
The Kostant-Sekiguchi correspondence is now an immediate consequence of Proposition 5.8. If it is the case we can apply Proposition 5.8 to X, and by the JacobsonMorozov theorem over R and the result of Kostant and Rallis recalled above, we obtain:
Remark 6.1.6 The set of orbits (X σX ∩ X θX )/(G σ ∩ G θ ) that appears as a middle term in Proposition 5.8, that is the set of K(R)-conjugacy classes of morphism sl(2, C) → g equivariant under σ and θ, does not have an obvious link to nilpotent orbits, since p 0 has no non-zero nilpotent elements.
Matsuki Duality
Matsuki duality is a bijection between the G(R) and K orbits on the space B of Borel subgroups of G [19] .
Unlike in the case of Kostant-Sekiguchi duality, G(R) and K are acting on the same space B. So to derive this from Proposition 5.8 we need to find (X, σ X , θ X ) so that X σX ≃ X θX ≃ B. This holds if we take X = B × B, and
). However with this definition the condition X σX ∩ X θX = ∅ of Proposition 5.8 does not hold. Also note that the stabilizer of a point in B is the intersection of two Borel subgroups, which is typically not reductive. Instead we use a variant of X.
Write σ G = σ, θ G = θ.
Let G act on X by conjugation on each factor. Define involutive automorphisms σ X and θ X of X as follows:
where -opp denotes the opposite Borel with respect to T , and
Thanks to the Bruhat decomposition [6, §14.12], for any (B 1 , B 2 ) ∈ B × B the algebraic subgroup B 1 ∩ B 2 of G is connected and solvable and contains a maximal torus of G. In particular the natural map X → B × B is surjective. Proof. The fact that σ X , θ X commute, and the facts that (σ G , σ X ) and (θ G , θ X ) are compatible is immediate. Let us check that each G-orbit in X contains a σ X θ X -fixed point. Let (B 1 , B 2 , T ) ∈ X. Since the real reductive group (G, σ G θ G ) has a maximal torus defined over R [6, Theorem 18.2], up to conjugating by an element of G we can assume that T is σ G θ G -stable. Since (T, σ G θ G ) is anisotropic we have σ G θ G (B i ) = B i -opp for i ∈ {1, 2}, and (B 1 , B 2 , T ) is automatically fixed by σ X θ X . Proposition 5.8 now applies to give a bijection (6.2.6) X/G(R) ←→ X/K. Lemma 6.2.7 Consider the projection p on the first factor, taking X to B.
(1) p restricted to X σX is equivariant with respect to G(R) and induces a bijection X σX /G(R) ≃ B/G(R).
(2) p restricted to X θX is equivariant with respect to K and induces a bijection
Proof. The fact that p is G-equivariant, and p| X σ X is G(R)-equivariant, are immediate. Let B be a Borel subgroup of G. Then B ∩ σ G (B) is an algebraic subgroup of G defined over R, and so it contains a maximal torus T which is defined over R. The Bruhat decomposition implies that T is also a maximal torus of G. This shows that B ∈ p(X σX ).
Moreover the unipotent radical U of B acts transitively on the set of maximal tori of B [6, Theorem 10.6], and since G is reductive this action is also free. Therefore U σG acts simply transitively on the set of σ G -stable maximal tori in B. This implies that p induces a bijection X σX /G(R) ≃ B/G(R). The proof of (2) is similar, except for the fact that B ∩ θ G (B) contains a maximal torus which is θ G -stable, which follows from [21, 7.6] 
Together with (6.2.6) this proves: Proposition 6.2.8 There is a canonical bijection B/G(R) ↔ B/K.
Weyl groups and conjugacy of Cartan subgroups
We next give short proofs of two well known facts about Weyl groups and conjugacy of Cartan subgroups.
Let X be the set of Cartan subgroups of G. This is a homogeneous space for the conjugation action of G, with σ X , θ X coming from σ and θ. It is well known that G has a σ-stable Cartan subgroup, that is X σX = ∅. This also applies to G equipped with its real form σθ, so that X σX θX = ∅. In particular we recover the fact that G admits a θ-stable Cartan subgroup H in every G(R)-conjugacy class of σ-stable Cartan subgroups.
Next, we recover the following description of the real or rational Weyl group of H. See also [30 Proposition 6.3.2 Let H be a Cartan subgroup of G which is both σ and θ stable. Then the two natural morphisms
Proof. Naturally σ and θ act on N = Norm G (H) and on the Weyl group W = N/H. Note that the three quotients in the Proposition are
, and thus are naturally subgroups of W σ (resp.
Denote by π the canonical surjective morphism N → W . By Lemma 3.10, N σθ meets every connected component of N . Since H = N 0 , this means that N σθ maps surjectively to W . In particular, σθ acts trivially on W , and so
. This is a torsor under H that contains a σθ-invariant point. By Corollary 4.8 the following conditions are equivalent: (N w ) σ = ∅,(N w ) θ = ∅, and (N w ) σθ = ∅.
Relation with Cohomology of Cartan subgroups
We continue to assume G is a connected complex reductive group. Suppose σ is a real form of G, and θ is a Cartan involution for σ.
We say a σ-stable Cartan subgroup H f of G is fundamental if H f (R) is of minimal split rank. Borovoi computes H 1 (σ, G) in terms of H 1 (σ, H f ) as follows. Before stating his result we make a few remarks about Weyl groups. Lemma 7.1 Suppose H is a σ-stable Cartan subgroup. There is an action of W σ on H 1 (σ, H) defined as follows. Suppose w ∈ W σ and h ∈ H −σ . Choose n ∈ N mapping to w. Then the action of w on
; this is well defined, independent of the choices involved. The image of
This is immediate. See [25, I.5.5, Corollary 1]. Suppose a Cartan subgroup H is σ-stable. Then σ acts on the roots of H in G. We say a root α of H in G is imaginary, real, or complex if σ(α) = −α, σ(α) = α, or σ(α) = ±α, respectively. The set of imaginary roots is a root system. Let W i denote its Weyl group. [28, Proposition 4.16] . Here W r is Weyl group of the real roots, and (W C ) σ is a certain Weyl group, generated by terms of the form s α s σα where α, σα are orthogonal. It is easy to see that W r acts trivially on H 1 (σ, H), and (W C ) σ does as well [4, Proposition 12.16] .
The Theorem in [9] is stated in terms of W σ , so we have used the preceding Lemma to replace this with W i .
Remark 7.4
Borovoi has pointed out that we can replace W i with another group, which is much smaller in the unequal rank case. Fix a pinning (H f , B, {X α }).
The inner class of σ corresponds to an involution δ ∈ Aut(G) which preserves the pinning (see Section 3). Thus δ defines an involution of the simple roots, It is easy to see that two real forms σ 1 , σ 2 are in the same inner class (Definition 3.2) if and only if θ 1 , θ 2 have the same image in Out(G), where θ i is a Cartan involution for σ i . So let Out(G) 2 be the set of elements δ of Out(G) such that δ 2 = 1, and write p for the natural map Aut(G) → Out(G). We say a (holomorphic) involution θ is in the inner class of δ if p(θ) = δ. We say a real form σ is in the inner class of δ if this holds for a Cartan involution for σ.
For example the inner class corresponding to δ = 1 is called the compact or equal rank inner class; a real form is in this class if and only if its Cartan involution is an inner automorphism.
Suppose σ is a real form in the inner class of δ. There are two natural choices of a basepoint for the set H 1 (σ, G ad ) of real forms in this inner class. One is the quasisplit (most split) real form. Because of our focus on θ, rather than σ, we prefer to choose the quasicompact (most compact) form, which we now define.
We say a real form is quasicompact if its Cartan involution preserves a pinning datum (H, B, {X α } α∈∆ ). Every inner class contains a unique distinguished involution, which is unique up to conjugation by an inner automorphism. See [4, Chapter 3] . Definition 8.3 Suppose δ ∈ Out(G) 2 . Let θ qc (δ) be a distinguished automorphism in the inner class of δ, and let σ qc (δ) be a corresponding real form by Corollary 3.15. We refer to [σ qc (δ)] or [θ qc (δ)] as the equivalence class of quasicompact real forms in the inner class of δ.
If δ is fixed we will write θ qc and σ qc .
Since any two choices of θ qc (δ) are conjugate by an inner automorphism [θ qc (δ)] and [σ qc (δ)] are well defined.
Lemma 8.4
There is a canonical isomorphism
These pointed sets canonically parametrize the equivalence classes of real forms in the inner class of δ, with the distinguished class going to the equivalence class of quasicompact real forms.
Example 8.6
The group G(R) = G σ is compact if and only if θ = 1. Then
is the set of conjugacy classes of involutions of G. Therefore, if we fix a Cartan subgroup H, with Weyl group W , then
where H 2 = {h ∈ H | h 2 = 1}. See Example 4.9.
Let Z = Z(G). The action of Aut(G) on Z factors to an action of Out(G) on Z. Let Z tor be the subgroup of Z consisting of all elements of finite order.
Lemma 8.7 Fix δ ∈ Out(G) 2 , and suppose σ is a real form in the inner class of δ. Let θ be a Cartan involution for σ. Note that the action of θ on Z coincides with δ.
Then Z σ tor = Z θ tor and there is a canonical isomorphism
Proof. The closure of Z tor is compact, so by Theorem 3.7 Z tor is a subgroup of every compact real form of G. Therefore σ c = θσ acts trivially on Z tor , i.e. θ, σ and δ all have the same action on Z tor . Also since 
A straightforward calculation shows that the map h → hg 1 g
induces the desired isomorphism, provided g 1 σ qc (g 1 ) = g 2 σ qc (g 2 ). Unwinding Definition 8.8 we see this condition is equivalent to inv(σ 1 ) = inv(σ 2 ). We leave the details to the reader.
is not necessarily surjective. This failure of surjectivity causes some difficulties in precise statements of the local Langlands conjecture. See [3] , [29] , and for the p-adic case [14] . This leads to the notion of strong real form of G.
Definition 8.12 Fix δ ∈ Out(G) 2 and a distinguished involution θ qc in the inner class of δ. A strong real form, in the inner class of θ qc , is an element g ∈ G satisfying gθ qc (g) ∈ Z tor , i.e. an element of Z 1 (θ qc , G; Z tor ). Two strong real forms g, h are said to be equivalent if h = tgθ qc (t −1 ) for some t ∈ G. Write [g] for the equivalence class of g, and let SRF θqc (G) = H 1 (θ qc , G; Z tor ) be the set of equivalence classes of strong real forms in the inner class of θ qc .
If g is a strong real form define inv(g) = gθ qc (g) ∈ Z δ tor . We refer to inv as the central invariant of a strong real form. This factors to a well defined map inv : SRF θqc (G) → Z δ tor .
Remark 8.13
In [4] strong real forms are defined as elements of the nonidentity component of extended group θqc G = G ⋊ θ qc , with equivalence being conjugation by G. The map taking a strong real form g of our definition to gθ qc ∈ Gθ qc is a bijection between the two notions.
We want to eliminate the dependence of SRF θqc (G) on the choice of θ qc . Lemma 8.14 Fix δ ∈ Out(G) 2 and distinguished involutions θ qc , θ ′ qc in the inner class of δ.
(1) There exists h ∈ G such that θ
, and for any such h we have a bijection
which is compatible with the maps inv to Z δ tor .
(2) The induced map
does not depend on the choice of h. In particular we get a canonical
Proof.
(1) This is an elementary computation.
(2) The element h is well defined up to multiplication on the right by an element of the preimage of (G ad ) θqc in G. By [17, Lemma 1.6], this preimage is Z(G)G θqc , and the result follows.
where the (projective or injective) limit is taken over all quasicompact involutions θ qc in the inner class, using Lemma 8.14.
We have a map g → int(g) • θ qc from Z 1 (θ qc , G; Z tor )/(1 − δ)Z to the set of holomorphic involutions of G in the inner class of δ, and it is easy to show that it is surjective. Moreover as θ qc varies in the set of distinguished involutions in the inner class of δ, these maps commute with the maps defined in Lemma 8.14 (1). We obtain a natural surjective map from SRF δ (G) to the set of equivalence classes of holomorphic involutions of G in the inner class of δ.
Remark 8.16
In [3] and [29] strong real forms are defined in terms of the Galois action, as opposed to the Cartan involution as in [4] (and elsewhere, including [1] ). The preceding discussion together with Corollary 4.8 show that these two theories are indeed equivalent. However the choices of basepoints in the two theories are different. In the Galois setting we choose the quasisplit form, and in the algebraic setting we use the quasicompact one.
The invariant of a Galois strong real form is defined [29, (2.8)(c)]. This differs from the normalization here by multiplication by exp(2πiρ ∨ ) ∈ Z. Note that the "pure" rational forms, which are parametrized by H 1 (σ, G), include the quasisplit one [29, Proposition 2.7(c)], rather than the quasicompact one.
We can now describe strong real forms in terms of Galois cohomology sets 
Tables
Most of these results can be computed by hand from Theorem 1.2, or using Proposition 9.2 and the classification of real forms (i.e. the adjoint case). By Theorem 1.2 the computation of H 1 (Γ, G) reduces to calculating the strong real forms of G and their central invariants. The Atlas of Lie Groups and Representations does this computation as part of its parametrization of (strong) real forms. This comes down to calculating the orbits of a finite group (a subgroup of the Weyl group) on a finite set (related to elements of order 2 in a Cartan subgroup). See [4, Proposition 12.9] and www.liegroups.org/tables/galois.
Classical groups
Group Here H is the quaternions, and Nrd H/R is the reduced norm map from H * to R * (see [23, Lemma 2.9] ). For more information on Galois cohomology of classical groups see [25] , [23 
Simply connected groups
The only simply connected groups with classical root system, which are not in the table in Section 10.1 are Spin(p, q) and Spin * (2n). Define δ(p, q) by the following table, depending on p, q (mod 4). 
Adjoint groups
If G is adjoint |H 1 (σ, G)| is the number of real forms in the given inner class, which is well known. We also include the component group, which is useful in connection with Corollary 9.3.
One technical point arises in the case of P SO * (2n). If n is even there are two real forms which are related by an outer, but not an inner, automorphism. See Remark 8. The groups E 8 , F 4 and G 2 are both simply connected and adjoint. Furthermore in type E 6 the center of the simply connected group G sc has order 3, and it follows that H 1 (σ, G ad ) = H 1 (σ, G sc ) in these cases. So the only groups not covered by the 
