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One ofthe main drawbacks in applying genetic algorithms (GAs)to
complexproblemshasbeenthehighcomputationalcostduetotheirslow
convergencerate.ThisfactgivesadifficultyinanattempttouseGAsfor
function optimization problem.To aleviatethisdifficulty,an island-model
based hybrid search method which combines a real-coded genetic
algorithm(RCGA)withasimplexsearchmethodispresented.Ourmotivation










제 1장 서 론
근래에 각종 산업분야에서는 효율을 높이고 비용 등을 절감하는 차원에서 시
스템의 최적화가 매우 중요한 문제로 대두되고 있다.최적화란 시스템에 포함된
주요 파라미터를 매개변수로 하는 목적함수(또는 성능지수)를 최소 또는 최대로
하는 것을 뜻한다.이런 최적화 문제에 접근하는 기존의 방법들은 목적함수 값
외에도 탐색공간에 대한 사전지식(aprioriknowledge)을 필요로 하는 경우가
대부분이며,특히 도함수(구배)를 이용하는 방법은 지역해에 수렴할 가능성이 높
다.이러한 단점을 보완하고자 진화전략(Evolutionstrategies:ES),시뮬레이티드
어닐링(Simulatedannealing:SA)등과 같은 자연현상을 흉내낸 알고리즘들이
개발되어 왔고,1975년에는 자연계의 적자생존(Naturalselection)원리와 유전학
(Genetics)의 개념을 기반으로 하는 확률적 탐색법인 유전알고리즘(Genetic
algorithm:GA)이 J.Holand[1]교수에 의해 제안되었다.GA는 목적함수 값 외
에 미분 가능성,연속성과 같은 탐색공간에 대한 부가적인 정보를 요구하지 않
고,전역탐색 하는 능력을 가지기 때문에 모든 학문 분야에서 최적화문제 해결
의 도구로서 폭넓게 응용되고 있으며,특히 시스템 식별 및 제어,기계학습,설
비배치,신경회로망,신호처리,생명공학 등에서 성공적으로 이용되고 있다[2][3].
전통적으로 GA는 이진코딩 염색체 상에서 돌아가도록 개발되었고 아직도 이
진코딩은 많은 연구자들의 관심의 대상이 되고 있지만,고정밀,다차원 문제에
적용할 때에는 몇 가지 단점이 불가피하다.하나는 고정밀도의 해를 요구하면
염색체 길이가 길어져 매우 큰 탐색공간이 만들어지고 계산부담이 급격히 증가
한다는 것이다.계산부담을 줄이기 위해서는 정밀도를 포기할 수밖에 없다.다른
하나는 해(문제)공간에서 가까운 두 점이 부호(염색체)공간에서도 항상 가깝도록
사상되지 않는다는 점이다.즉 해공간 상에서 인접한 점임에도 불구하고 부호공
간 상에서 해밍거리가 멀게 되는 해밍절벽(HammingCliff)문제가 발생하여 정
밀한 해를 탐색하는 것이 어렵게 된다.
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이런 문제들을 해결하기 위해 실수코딩을 채용하거나 다른 탐색 알고리즘과
GA를 접목시키는 연구들이 제안되고 있다[4][5].실수코딩 염색체와 특수 연산
자로 구현되는 실수코딩 유전알고리즘(Real-CodedGeneticAlgorithm:RCGA)
은 복호화에 소요되는 연산시간을 절약할 수 있고,흔히 이진코딩에서 직면하는
해밍절벽 문제를 해결할 수 있으며,불균등 돌연변이(Non-uniform mutation)를
채용하여 이와 같이 초기세대에는 전역적으로 탐색하고 세대가 경과할수록 국소
적으로 탐색하도록 함으로서 정밀도 개선이 가능하다[2].하지만 아직도 다른 지
역탐색 기법에 비해 고정밀도의 해를 얻는 능력이 부족하다.
한편 GA와 SA의 하이브리드화에 대한 연구가 진행되어 왔다[6-8].확률적 등
반능력을 가지면서 냉각스케쥴(Coolingschedule)때문에 해가 한 점에서 오랫동
안 머물지 않는 SA의 특성을 Sirag과 Weisser[9]는 기존 GA의 돌연변이확률을
지수함수 형태로 변경하는데 사용하였고,Jeong과 Lee[10]는 GA의 돌연변이 연
산자로 이용하였다.그러나 이 방법 또한 SA의 근원적인 속성 때문에 일반적으
로 탐색속도가 느린 경향이 있다.
따라서 본 논문에서는 탐색성능과 해의 정밀도를 개선하기 위해 RCGA의 전
역탐색능력과 단체법(SimplexSearchMethod)의 지역탐색능력을 결합한 새로운
형태의 하이브리드 탐색법을 제시한다.단체법은 n차원 문제에서 n+1개의 정점
과 이들을 잇는 선분으로 구성되는 단체(Simplex)의 크기를 조정해가며 최적점
을 탐색해가는 알고리즘으로서 간단하며 구현이 쉽고,기억장소가 적어도 되며,
조정할 매개변수가 적어 여러 최적화 문제에 이용되고 있다.그러나 이 알고리
즘은 지역해에 도달하면 이로부터 탈출하는 메커니즘이 없어 전역해를 찾지 못
하는 단점을 가진다.하이브리드 탐색법에서 RCGA와 단체법은 섬모델에 기반
으로 하는 병렬구조를 갖도록 설계된다.두 알고리즘은 서로 독립적으로 일정한
시간동안(고립시간)돌아가다가 서로간에 정보(이주자)를 주고받는다.여기서 단
체법은 RCGA로부터 좋은 개체들을 이주받아 해를 더욱 더 개선하도록 미세탐
색을 유도하고,RCGA는 단체법으로부터 집단 내에 성능이 좋고 새로운 유전자
를 받아드려 탐색공간을 전역탐색 하게된다.
하이브리드 탐색법의 성능은 각 연산자가 가지는 매개변수의 선정과 밀접한
관계를 가지므로,광범위한 컴퓨터 시뮬레이션을 통해 최적의 성능을 보이는 매
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개변수의 영역을 선정한다.제안한 탐색법을 두 최적화문제에 적용하여 그 유용
성을 확인한다.
본 논문의 내용은 다음과 같이 구성된다.제 2장은 제안될 하이브리드 탐색법
의 기본 요소가 되는 RCGA와 단체법의 원리와 GA의 병렬성에 대해 살펴본다.
제 3장에서는 RCGA와 단체법의 장점을 결합한 하이브리드 탐색법을 제안한다.
섬모델을 기반으로 알고리즘의 병렬성을 구현하고 서로간에 주고받는 개체들의
이주전략 등을 결정한다.제 4장은 제안한 하이브리드 탐색법의 성능을 두 최적
화문제에 적용하여 검증해 보고,제 5장에서 그 결과를 종합한다.
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제 2장 유전알고리즘과 단체법
이 장에서는 다음 장에서 제안할 하이브리드 탐색법의 기본 요소가 되는 유전
알고리즘과 단체법의 기본 이론과 원리에 대해서 알아본다.
2.1유전알고리즘
유전알고리즘(GeneticAlgorithm:GA)은 유전학과 자연선택 원리를 알고리즘
형태로 구현하여 복잡한 실세계 최적화 문제를 해결하려는 최적화 도구로서 염
색체 표현의 다양성,고급 연산자의 개발 등으로 여러 형태의 알고리즘이 제안
되고 있다[1].전통적으로 GA는 파라미터 자체를 다루기보다는 알고리즘 상에서
모의진화를 일으키는데 편리하도록 자연 파라미터(Naturalparameter)의 형태로
변형하여 사용해 왔고,이진코딩(Binarycoding)을 많이 사용하고있다.
그러나 이진코딩을 채용하면 탐색공간에 대한 사전지식이 부족하여 큰 정의영
역을 선택하거나 해의 정밀도를 높이게 되면 염색체 길이가 길어진다.긴 염색
체는 큰 탐색공간을 만들게 되어 계산부담을 증가시키고 경우에 따라서는 탐색
을 불가능하게 한다.또한 해(문제)공간에서 가까운 두 점이 부호공간에서도 항
상 가깝도록 사상되지 않는다는 단점을 가진다.이러한 문제점을 보완할 수 있
도록 실수코딩 염색체와 이를 다룰 수 있는 특수 연산자와 전략을 채용하는 실
수코딩 유전알고리즘(Real-codedgeneticalgorithm:RCGA)이 제안되고 있는데
여기서는 RCGA를 중심으로 그 원리를 알아본다.
2.1.1유전알고리즘의 구조
그림 2.1은 GAs의 일반적인 구조를 보여준다.다수의 염색체 개체로 구성되는
초기집단이 생성되면,목적함수를 기반으로 각 개체의 접합도가 평가되고,일련
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의 재생산,교배,돌연변이 연산을 통해 집단이 변경되고,다시 개체의 접합도가
















염색체(Chromosome)의 표현에 대해 알아보기 전에 다음과 같이 최대화 또는
최소화 문제 중 하나로 기술되는 다변수 최적화 문제를 생각하자.
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최적화 F(x) (2.1a)
탐색영역 Ω ={x|x(L)≤ x≤ x(U)}⊆ Rn (2.1b)
여기서 x(L)는 하한치 벡터,x(U)는 상한치 벡터,n은 벡터의 차원이다.전통적으로
이진코딩 유전알고리즘(Binary-codedgeneticalgorithm:BCGA)의 경우는 x를
이진수의 스트링으로 표시하게 되며,염색체 s는 벡터 x=[x1x2‧‧‧ xn]T∈Ω의
각 원소를 이진수로 표시한 다음 이들을 결합하게 된다.식 (2.2)는 이진코딩 염
색체의 한 예를 보여주고 있다.
x1 x2 xn
s=(0100101110‧‧‧11101) (2.2)
그러나 앞에서 언급하였듯이 탐색영역을 확대하거나 해의 정밀도를 높이게 되
면 BCGA의 염색체 길이가 길어져 계산부담이 증가하고,경우에 따라서 해밍절
벽(Hammingcliff)문제가 발생되어 비전역 최적해 쪽으로 수렴하는 문제를 일
으킨다.
기존의 이진코딩의 문제점을 해결하기 위한 한 방법이 실수코딩 표현법으로
서,실수코딩 염색체는 다음과 같이 표시된다.
s=(x1x2‧‧‧xn) (2.3)
실수코딩 염색체의 유전자는 정확히 해 벡터의 원소와 일대일 일치하는 특성을
가진다.
나.초기집단의 생성
BCGA과 마찬가지로 RCGA도 계속적으로 모의진화를 일으켜 해를 개선해 나
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가기 위해 앞에서 정의된 염색체들의 집합을 필요로 한다.N개의 염색체(개체)
로 구성되는 k세대의 집단은 다음과 같이 표시된다.
P(k)={s1(k),s2(k),‧‧‧,si(k),sN(k)} (2.4)
여기서 si(k)=(xi1(k)xi2(k)‧‧‧xij(k)‧‧‧xin(k))는 i번째 염색체,xij(k)는 i번째 염색
체의 j번째 원소,N은 집단의 크기이다.N은 세대와는 관계없이 일정한 것으로
간주한다.
본 논문에서는 RCGA가 가혹한 환경에서부터 출발하여 해를 찾는 능력을 확
인하기 위하여 초기집단 P(0)는 무작위적으로 초기화된다.따라서 염색체 원소
들은 난수발생기를 통해 발생되는 정의영역 x(L)j≤ xij(k)≤x(U)j(1≤i≤N,1≤j≤
n)내의 실수값으로 설정된다.
다.적합도 평가
자연계에서 한 생물의 생존능력은 그 환경에 대한 적합도(Fitness)를 반영하듯
이 GA에서도 개체의 적합도를 평가하는 과정을 통해 반영된다.GA에서는 기
본 유전 연산자를 통해 새로운 집단이 완성될 때마다 개체들의 적합도가 평가되
는데 이는 목적함수로부터 계산된다.환경에 대한 생물의 적합도는 장점을 의미
하며 크면 클수록 더 많은 더 많은 보상을 받듯이,GA에서도 적합도가 큰 개체
가 더 많은 보상을 받을 수 있도록 배려되어야 한다.그러기 위해서는 적합도
함수는 최대화 문제 형태로 기술되어야 하고 음의 값을 가져서는 안 된다.이
때문에 적합도 함수를 얻기 위해서는 목적함수의 적절한 사상(Mapping)이 요구
된다.
본 연구에서 사용할 RCGA는 다음 사상을 통해 적합도 값을 계산한다.
f(s)=-F(x)- γ                                             (2.5)
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여기서 F:Ω → R는 최소화 문제로 가정된 목적함수,f:S→ R는 적합도 함수,s∈S는
염색체,S는 염색체 공간, γ 는 항상 f(s)≥ 0의 관계를 만족시키는 상수이다.특히 γ는
성능에 영향을 끼치는 요소로서 부적절하게 선정되면 탐색효율을 저하시킨다.흔히 탐색
공간 내에서 목적함수의 최소값을 사전에 알 수 없기 때문에 γ는 경험에 의해 충분히 작
은 값으로 설정된다.그러나 세대 진행과 무관하게 항상 고정하게 되면 선택압(Selection
pressure)이 떨어지기 때문에 이를 보완 해줄 수 있는 스케일링 윈도기법(Scaling
window scheme)[11]이 필요하다.
라.유전 연산자
RCGA도 기존의 BCGA과 같이 재생산,교배,돌연변이를 기본 유전 연산자
(Basicgeneticoperator)로 채용하게 되는데,이들은 실수코딩 염색체를 효율적
으로 다룰 수 있도록 개선된 것이다.
(1)재생산 연산자(Reproductionoperator)
재생산은 더 적합한 개체가 더 높은 생존기회를 가지는 적자생존(Natural
Selection)의 현상을 모방하려는 인위적인 메커니즘이다.목적함수로부터 각 개
체의 적합도가 평가되면 그 크기에 비례하는 선택확률이 부여되고,이 확률에
따라 선택되어 교배급원(Matingpool)이 형성된다.일반적으로 적합도가 큰 개체
일수록 더 많이 선택될 기회를 갖게 된다.
문헌에는 다양한 재생산을 구현하는 연산자들이 발견되지만 루울렛휠 선택에
기초한 재생산 연산자가 폭넓게 이용되고 있다.이는 부모세대 개체들의 선택확
률에 따라 자손세대를 형성함으로써 몇 가지 단점이 발생된다[12-13].그 중 하
나는 세대 초기에 초우량 개체가 출현하게 되면 이것이 여러 번 선택되어 유전
적 다양성(Geneticdiversity)이 한정지워지고 준최적해(Suboptimalsolution)로
조기수렴 하게 된다.이를 보완하기 위해 흔히 집단의 크기는 약 30-200범위에
서 선정되나[14],다차원 최적화 문제에서는 염색체 길이가 길어져 연산시간이
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급격히 증가한다.
루울렛휠 재생산을 채용하는 GA가 작은 집단을 다룰 때 생기는 문제점들을
보완하기 위하여 진 등[15]은 구배와 유사한 재생산 연산자(Gradient-like
reproductionoperator)를 제안하였고 이 연산자는 다음 6단계를 통해 완성된다.






단계 3:i≤ N의 조건이 만족될 때까지 단계 3-6을 반복한다.
단계 4:다음 식으로 각 개체에게 새로운 값을 할당한다.
xij(k)=xij(k-1)+ ηi[fb(k-1)-fi(k-1)]fb(k-1) [xbj(k-1)-xij(k-1)](1≤j≤n) (2.7)
여기서 xij(k)는 재생산 후 i번째 염색체의 j번째 요소이며,재생산 계수
ηi는 평균이 η이고 분산이 σ2인 정규분포 N(η,σ2)를 따르도록 설정되는 난
수이다.
단계 5:재생산된 염색체 si(k)=(xi1(k)xi2(k)‧‧‧xin(k))를 교배급원에 복사한
다.
단계 6:i=i+1
본 논문에서는 이 연산자를 재생산 연산자로 사용한다.
(2)교배 연산자(Crossoveroperator)
교배는 자연계 생물들의 유성생식을 알고리즘의 형태로 흉내낸 것으로서 탐색
공간상의 새로운 점을 찾기 위하여 교배는 교배급원으로부터 어버이 염색체 쌍
-10-
을 임의로 선택하고,임의로 선택된 교배점 이후의 유전자들을 서로 교환,결합
하여 자손을 생성한다.이러한 연산은 생성된 자손의 수가 집단의 크기와 같을
때까지 반복된다.
RCGA에서 자주 채용되는 교배 연산자로는 단순교배(Simplecrossover)[16],
볼록교배(Convexcrossover)[17],선형교배(Affinecrossover)[18]등이 있다.본
논문에서는 단순교배와 선형교배를 결합한 연산자를 사용한다.이 연산자는 교
배점의 요소를 일차결합 형태로 변경하고,교배점 이후의 요소들을 서로 교환하
게 된다.다음 6단계를 거쳐 완성된다.
단계 1:i=1
단계 2:i≤ N/2조건이 만족될 때까지 단계 2-6을 반복한다.




단계 4:난수 r∈[0,1]을 발생시켜 r≤Pc이면,교배점 c∈[1,n]이 발생되고 교배가 이






여기서 λ는 매개변수로서 0과 1사이의 난수를 사용한다.반대로 r>Pc이면
교배가 일어나지 않고 s'v(k)=sv(k),s'w(k)=sw(k)가 된다.
단계 5:교배된 염색체를 임시집단에 복사한다.
단계 6:i=i+1
교배빈도는 교배확률(Pc)에 따라 달라진다.
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(3)돌연변이 연산자(Mutationoperator)
재생산과 교배는 세대가 진행되는 동안 지역탐색(Exploitation)을 통해 해집단
을 강하게 해주지만,속성상 전역탐색(Exploration)하는 능력이 부족하다.유전알
고리즘이 지역해(Localsolution)나 사점(Deadcorner)에 빠지게 될 경우에는 이
로부터 벗어나게 하고,더 넓은 영역을 탐색할 수 있게 해주는 돌연변이가 필요
하다.RCGA는 실수 유전자를 다루기 때문에 돌연변이 연산자는 기존의 BCGA
의 연산자와는 다른 형태가 되어야 한다.본 논문의 RCGA에서는 비균등 돌연
변이를 사용한다.






여기서 γ는 [0,1]사이의 임의 난수,T는 최대의 세대수,b는 반복횟수에 대
한 종속정도를 결정하는 파라미터이다.함수 Δ(k,y)는 세대수 k가 증가함에 따
라 0에 가까워지는 확률이 증가하며,[0,y]사이의 값을 돌려준다.한편 돌연변이
발생유무는 전적으로 돌연변이 확률 (Pm)에 따라 결정된다.
마.엘리트 전략
RCGA에서 채용하는 구배와 유사한 재생산은 최적개체의 생존을 보장해 주지
만 이후의 교배와 돌연변이 연산을 거치는 동안 파괴될 수도 있다.최적 개체의
소멸은 좋은 유전자를 잃게되는 요인이 되므로 다음 세대로 소멸되지 않고 전달
되는 것을 보장해 주는 엘리트 전략(Elitiststrategy)이 필요하다.엘리트전략은
이전 세대의 최적 개체를 저장하고 있다가 만약 현 세대의 마지막 단계에서 파
괴,소멸되면 저장된 최적 개체를 현 세대의 가장 약한 개체와 교환해 준다.그
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림 2.2는 이를 보여주고 있다.이 엘리트 전략은 일반적으로 유전알고리즘의 성
















그림 2.2엘리트 전략을 채택하는 RCGA
Fig2.2RCGA employingtheelitiststrategy
2.1.2유전알고리즘의 병렬화
GA를 적용할 때 고려되어야 할 중요한 두 요소는 집단의 다양성 유지와 계산
부담이다.이 둘 사이에 균형을 유지하기 위해서는 적절한 타협이 필요하다.작
은 집단을 취하면 연산시간은 짧아지지만 해를 탐색하지 못하는 경우가 발생된
다.이를 개선할 목적으로 큰 집단을 취하면 다양성의 확대로 더 좋은 해를 찾
을 수 있지만 계산량이 급격히 증가한다.계산량은 또 입력 변수의 규모에 비례
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해서 늘어난다.이러한 문제는 다수의 프로세서를 사용하여 계산량을 분산시키
거나 GA의 구조를 변경하여 병렬화가 원활하도록 함으로써 해결이 가능하다.
병렬성의 필요성은 자연환경에서 종들이 분화집단을 유지하며 생존해가는 것으
로부터도 유추할 수 있다.어떤 GA가 하나의 집단에서 모의진화가 일어나고,하
나의 프로세서가 모든 연산을 담당한다면 이를 직렬 유전알고리즘(Serial
geneticalgorithm)라 한다.만약 연산의 일부를 다수의 프로세서가 분담하여 동
시에 실행하거나,아니면 다수의 프로세서가 각자 직렬 유전알고리즘을 독립적
으로 실행하고 주기적으로 이들간에 정보를 교환하게 되면 탐색효율 개선이 가
능한데,이를 병렬 유전알고리즘(Paralelgeneticalgorithm:PGA)이라 한다.
GA의 병렬화는 세 가지 형태로 달성될 수 있는데,전역모델,이주모델,확산
모델이 그것이다[19-25].전역모델은 전체 집단을 단일 육종 단위로 취급하고
GA 안에 있는 본래의 알고리즘적인 병행을 이용함을 목적으로 한다.이주모델
은 집단을 수 개의 부집단(Subpopulation)또는 지역집단(Localpopulation)으로
나누고,각 집단은 기존의 직렬 유전알고리즘 제어 아래 독립적으로 다른 진화
과정을 겪게 되는 육종 단위로 취급된다.좋은 유전자가 증식되는 것을 돕기 위
하여 개체들은 시시각각으로 지역집단 사이를 이주한다.이러한 형태의 유전알
고리즘은 Coarse-grained으로 간주된다.확산모델은 각 개체를 하나의 분리된
육종 단위로 간주하고 한정된 영역 내에서 선택된 개체들과 교배하게 된다.확
산 유전알고리즘은 보통 Fine-grained으로 간주된다.
가.전역모델(Globalmodel)
환경안에서 개체들의 적합성이 개별적으로 평가되듯이 GA에서도 개체들의 적
합도 평가 작업이 개별적으로 행해지고 있기 때문에 병렬처리 시스템에 적용할
수 있다.흔히 개체의 적합도 평가 작업이 연산시간의 대부분을 소모하는 경향
이 있다.만약 개체 평가에 병렬연산을 적용하면 연산부담을 상당히 줄일 수 있
다.또한 교배와 돌연변이 역시 선택된 개체들에 대해 병렬처리될 수 있다.이와
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같은 GA가 가지는 본성적인 병렬성이 이용된다.전역모델에서는 하나의 전역
집단이 유지되고 여기에 전통적인 GA 연산자들이 수행된다.적합도 할당과 선
택이 전역 집단에서 이행되면 선택된 개체들의 교배와 돌연변이,함수의 평가가
병렬적으로 수행된다.
나.이주모델(Migrationmodel)
이주모델은 큰 집단을 많은 소규모,다소 덜 격리된 부집단(Semi-isolated
subpopulation)또는 격리된 부집단(Isolatedsubpopulation)으로 나눔으로써 지
리적인 집단 분포,즉 자연계에서 섬모델을 흉내내고 있다.각 부집단은 개체들
을 지역적으로 진화시키기 위하여 각자 지역경쟁과 재생산 법칙을 사용하는 분
리된 육종 단위가 된다.이 모델은 각 지역집단에 하나의 프로세서가 할당된다.
각 집단은 서로 다른 집단과 독립적으로 병렬적으로 정해진 세대,즉 고립시간
(Isolationtime)동안 돌아간다.각 프로세서는 서로 다른 초기 집단을 가지고
시작하기 때문에 유전적 부동은 이 집단들을 다른 방향으로 몰고 가게 된다.각
각은 지역 최소점 방향으로 동작할 수 있다.문제는 어떻게 하면 이러한 유전적
부동을 줄이면서 안정한 뎀(Deme)이 다른 적합도 피크치 주위에 형성되게 하
고,전체 집단을 지역해로부터 전역해쪽으로 움직이게 하는가 이다.
소집단 내에서 일어날 수 있는 유전적 부동에 의한 유전적 다양성이 감소되는
것을 막아주기 위하여 집단 사이에 유전자 교류(Geneflow)가 충분하게 일어나
도록 이주자를 서로 주고받는다.이 때 일어나는 문제로는 하나의 부집단이 어
떤 다른 집단과 교류할 것인지,무엇을 교류할 것인지,얼마나 자주 교류할 것인
지 등이 있다.주요 관점들은 요약하면 다음과 같다[26-29]:
∙ 이주할 집단의 결정
∙ 이주빈도(Migrationfrequency)또는 이주주기의 결정
∙ 이주율(Migrationrate)또는 이주할 개체들의 수
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∙ 이주할 개체들의 선택
∙ 교체될 개체들의 선택
2.1.3성능 지수와 테스트 환경
GA는 확률적인 배경에 기반하고 있기 때문에 탐색환경에 따라 달라질 수밖에
없기 때문에 어떤 환경에서 테스트할 것인지를 결정하는 것은 매우 중요하다.
많은 연구자들로부터 폭 넓게 수용되고 있는 환경은 최소화문제 내에서 구축된
DeJong[30]의 5개의 테스트 함수이다.
가.성능지수
GA의 성능은 적합한 성능평가 방법을 통해 측정된다.탐색환경(Search
Environment)과 탐색전략(Searchstrategy)이 정해진 상황하에서 GA의 유효성
을 정량화하기 위해서 채택되는 성능평가 방법으로는 여러 가지가 있을 수 있겠
으나 다음의 방법들이 자주 이용되고 있다.
정의 (최적성능):탐색환경 e에서 사용된 탐색전략 s의 k세대 최적성능
(Bestperformance)은 집단 내 최적 개체의 목적함수 값으로 정의된다.
F̂e(s,k)= best1≤i≤N{Fi(k)} (2.12)
여기서 “best”는 최적을 의미하는 연산자로서 최대화 문제에서는 “maximum”,
최소화 문제에서는 “minimum”이 된다.
□
정의 (지금까지의 최적성능):탐색환경 e에서 사용된 탐색전략 s의 지금까지
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의 최적성능은 초기세대부터 k세대까지 집단 중에서 발견된 최적 개체의 목적
함수 값으로 정의된다.
F*e(s,k)= best1≤j≤N{F̂e(s,j)} (2.13)
앞서 정의된 성능평가 기반으로 초기세대부터 T세대까지의 평균성능을 구할
수 있는데,지역 오프라인 성능(off-lineperformance)은 다음과 같이 정의된다
[30].
□
정의 (지역 오프라인 성능):탐색환경 e에서 탐색전략 s의 지역 오프라인 성











정의 (전역 오프라인 강인성):전체 탐색환경 E에서 탐색전략 s의 전역 오프라






지역 오프라인 성능은 오프라인 환경에서 유전알고리즘의 적응 능력을 측정할
때 사용된다.
주어진 테스트 환경에서 제안한 탐색법의 성능을 측정하기 위해서는 적절한 평




DeJong의 테스트 함수는 연속/불연속,볼록/비볼록.저차/고차,이차형식/비이
차형식,단봉/다봉,결정적/확률적 탐색특성이 내포되도록 선택되었기 때문에 아
직도 파라미터 선정 시 많이 이용되고 있다.여기서는 DeJong의 테스트 함수를





이 함수는 연속,볼록,단봉,저차원의 특성을 가지며,x=[000]T에서 최소값
을 가짐을 보인다.그림은 이 함수의 2차원 반전 그래프다.




이 함수는 연속,비볼록,단봉,저차원의 특성을 가지며,x=[11]T에서 최소값
0을 가진다. x2=x21을 따라 대단히 깊은 골짜기가 형성되므로 해를 얻기가 대
단히 까다로운 문제중의 하나이다.그림은 이 함수의 반전된 모습을 보여주고
있다.







이 함수는 제안한 유전알고리즘이 불연속구간을 탐색할 수 있는 지를 테스트
하기 위해 선택된 함수로 불연속,비볼록,단봉의 탐색특성을 가지며,x=[-5.12
-5.12-5.12-5.12-5.12]T 에서 최소값 -30을 가진다.연산자[x]는 x를 초과하지
않는 최대치 정수를 의미한다.그림은 이 함수의 2차원 형태를 그린 것이다.













이 함수는 연속,비볼록,다봉의 탐색특성을 보인다.25개의 지역해를 가지고,
x=[3232]T에서 전역 최소값 1을 가진다.그림은 이 함수의 반전된 모습을 보이
고 있다.







이 함수는 연속,볼록,다봉의 탐색특성을 가지고 있고,특성상 지역해에 빠질
가능성이 높다.x=[00]T에서 전역해 0을 갖는다.
그림 2.7테스트 함수 F5
Fig2.7TestFunction F5
2.2단체법
다차원 공간의 탐색법 중 하나인 단체법(Simplexsearchmethod)은 현재의
데이터 집합을 이용하여 정해진 탐색의 방향으로 전개해가면서 지역 탐색하는
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기법으로서 1962년 Spendly 등[31]에 의해서 처음으로 소개되었고,Nelder와
Mead[32]에 의해 더욱 보완되었다.단체법은 알고리즘이 간단하여 구현이 쉽고,
해를 찾는데 구배 정보를 필요치 않고 함수 값만을 이용하기 때문에 많이 이용
된다.
2.2.1탐색원리
단체법은 탐색공간의 차원 n보다 하나 더 많은 n+1의 정점(Vertex)의 집합
{x1,x2,‧‧‧,xn+1}을 적절히 전개함으로써 최적해를 탐색한다.이 때 n+1개의
정점과 이들을 연결하는 선분으로 형성된 기하학적 형태를 단체(Simplex)라 한
다.따라서 1차원의 경우에는 단체는 선이되고,2차원의 경우는 삼각형,3차원의
경우는 사면체(Tetrahedron)가 된다.
단체법의 탐색은 초기 정점으로부터 시작하고,대응되는 함수값의 정보를 이
용한다.매 반복 시 단체는 성능이 가장 나쁜 점(최소화 문제의 경우 함수값이
가장 큰 정점)을 교체할 새로운 점을 생성한다.성능이 가장 나쁜 점을 xW라 하
면 xW는 나머지 점들의 중심점 xM 건너편 쪽으로 반전에 의해 새로이 생성된
다.






따라서 새로운 단체는 {x1,x2,‧‧‧,xw-1,xw+1,‧‧‧,xn+1,xR}로 재설정 된
다.이러한 자리바꿈은 최적점으로 수렴할 때까지 계속적으로 반복된다.새로운
점은 현존하는 점들의 선형결합으로 생성되고 이 때 반사,확장 및 축소 세 가









그림에서 첨자 B(Best)는 최고의 성능,G(Good)는 좋은 성능,W(Worst)는 최
악의 성능을 가지는 점을 의미하며,xM는 xB와 xG의 중심점이다.xW는 xM을 가
로질러 새로운 단체의 xR(Reflect)를 생성한다.결국 단체는 최소값 쪽으로 공간
의 아래쪽으로 이동하게 된다.
2.2.2Nelder-Mead의 단체법
Nelder-Mead의 단체법은 Spendly[31]의 알고리즘을 수정한 것으로서 그림 2.9






























Nelder-Mead의 단체법은 다음의 세 가지 이유로 최적화 문제에 자주 이용된다
[33].
• 원리가 간단하고 프로그래밍 하기가 쉽다.
• 알고리즘이 수행된 후 단지 몇 번의 반복과정으로도 두드러지게 개선된 근사
해(또는 최적점에 가까워진 점)에 접근한다.
• 1회 반복과정에 적어도 차원 n만큼의 목적함수를 계산하는 방법들은 부단히
시간 소모적이다. 만일 이러한 방법들이 성공적이라면 이들 중에
Nelder-Mead단체법이 함수평가를 가장 적게 한다.
정점들에서의 함수값의 크기를 비교하여 단체의 크기를 조정해 가며 최적점을
탐색하는 Nelder-Mead단체법은 다음과 같은 원리로 동작한다.여기서는 도식
적으로 표현하는 것이 가능하도록 2-차원 함수 F(x)의 최소화 문제를 생각해보
자.
가.초기화
일반적으로 n-차원의 초기 단체를 형성하기 위해서는 n+1개의 점이 선택되어
야 하지만 2차원의 경우는 삼각형을 이루는 세 벡터 xi(i=1,2,3)가 주어지면 된
다.이 점에서 함수값 F(xi)이 구해지면 그의 크기에 따라 정렬된다.여기서는 이
해가 쉽도록 다음과 같이 가장 좋은 점은 첨자 B,두 번째로 좋은 점은 첨자 G,












삼각형을 구성하는 과정에서 B와 G를 잇는 선분의 중점을 사용한다.중점은






Reflection반복과정은 n+1개의 점에서의 함수값들의 표준편차가 정해진 값보다
















반복과정이 시작되면 각 극점에서의 함수값들 중에서 가장 높은 점,두 번째
높은 점,그리고 가장 낮은 점을 확인하여 각각 xW,xG,xB라 놓고 이점들에 대응
하는 함수값들을 F(xW),F(xG),F(xB)로 결정한다.가장 높은 점 xW를 제외한 나
머지 극점들의 기하학적 중심점(Centroid)xM를 계산하여 xW를 xM방향으로 새로
운 극점 xR를 생성시킨다.이러한 과정의 반전은 다음의 식에 의하여 수행된다.
xR=(1+α)xM -xW (2.25)




반전된 xR에서의 함수값을 F(xR)라 했을 때 만일 F(xB)≤F(xR)≤F(xG)이라면










만일 F(xR)<F(xB)이라면 같은 방향으로 확장하여도 좋은 결과값이 예상되므
로 다음의 식에 의하여 확장된 점을 구한다.
xE= γxR+(1-γ)xM (2.26)
확장된 극점 xE에서의 함수값을 F(xE)라 했을 때,만일 F(xE)< F(xB)이라면
확장된 점을 수용한다.즉 xW를 xE로 대체한 후 다시 새로운 반복과정을 시작한
-29-
다.그러나 F(xR)≥ F(xB)라면 확장을 취소하고 이전의 반전을 수용한다.
• 축소시도
만일 반전된 점의 함수값이 F(xW)보다 크다면,즉 F(xR)> F(xW)이라면,축소
를 시도한다.축소는 다음의 식에 의하여 수행이 되고 β를 축소계수라 한다.
xC= βxW +(1-β)xM (2.27)











축소된 새로운 극점의 함수값 F(xC)가 F(xW)보다 크다면,즉 F(xC)>F(xW),축소
시도는 거부되고 단체는 xS방향으로 수축을 한다.xS을 제외한 나머지 극점들은
수축계수 δ에 의하여 수축정도가 결정된다.
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xS= δxS+(1-δ)xB (2.28)
수축된 극점들의 함수값을 계산한 후 다시 반복과정을 수행한다.
xC 에서의 함수값이 xW에서의 함수값보다 작지 않으면,점 xG와 xW를 xB쪽 방향
으로 수축해야 한다(그림 2.14참조).그리고 나서,점 xG를 xM으로 바꾸고,점






그림 2.14xB쪽 방향으로의 삼각형 수축
Fig2.14TriangleshrinktodirectionxB
어떤 알고리즘이 계산량의 측면에서 효율적이기 위해서는 함수값을 필요로 할
때만 계산하도록 해야한다.Nelder-Mead방법에서는 각 단계마다 새로운 꼭지
점을 구하여 W를 대체한다.따라서 새로운 꼭지점을 찾게 되면,더 이상 조사할
필요가 없으므로,반복 단계를 끝낸다.2차원 문제에 대한 논리적 결정과정을 그



































그림 2.15Nelder-Mead탐체법의 논리적 결정과정
Fig2.15LogicalprocessoftheNelder-Meadsimplexmethod
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제 3장 제안한 하이브리드 탐색법
GA는 병렬처리가 가능하고 전역 탐색능력이 뛰어난 장점을 가지고 있는 반면
세대가 거듭됨에 따라 개체군 내에 존재하는 모든 개체들이 서로 닮아가면,유
전적 다양성이 결핍되어 더 이상 진화하지 못하는 경우가 발생할 수 있다.다시
말하면,개체들의 유전형이 모두 비슷해지거나 같아져서 유전자 변이를 일으키
지 못하고,이로 인해 탐색능력을 상실하여 최적해에 도달하지 못하게 된다.
이러한 문제의 해결을 위해 개체군의 크기와 돌연변이 확률을 높여서 다양성
을 유지시키는 방법을 사용하였다.그러나 이 방법들은 일정수준의 성능향상을
가져왔지만,수렴시간과 계산시간 등을 고려한 전체적인 성능은 기존의 방법과
비교하여 크게 향상된 바가 없기 때문에 실질적인 문제에는 적합하지 않다.
한편,지역탐색법 중의 하나인 단체법은 전역탐색의 역할이 부족하고 탐색도
중 지역해에 빠지는 문제점이 발생된다.본 연구에서는 RCGA의 장점인 전역탐
색 기능과 단체법의 장점인 지역탐색 기능을 조합함으로써 해의 정밀도를 높이
고,수렴속도를 개선하는 병렬 구조를 갖는 하이브리드 탐색법을 제안한다.제안
한 알고리즘의 탐색성능은 매개변수들의 선정에 영향을 받기 때문에 적절한 성
능평가 환경과 방법으로 최적의 매개변수를 도출한다.
3.1하이브리드 탐색법의 구조
앞장에서 GA의 병렬성에 대해 살펴보았다.일반적으로 PGA는 다봉의 탐색공
간을 가지거나 다수의 목적함수를 최적화하는 문제에는 직렬 유전알고리즘 보다
더 효과적이며,목적함수를 평가하는 수가 적음에도 불구하고 직렬 유전알고리
즘에 비해 더 빨리 해를 찾을 수 있으며,비록 단일 CPU 컴퓨터 상에서 PGA를
직렬로 구현한 것도 직렬 유전알고리즘 보다 성능이 더 좋은 것으로 알려져 있
다[34-36].기존의 직렬 유전알고리즘과 비교하여 PGA의 특징은 다음과 같다:
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∙ PGA가 자연진화의 생물학적 모방에 더 가깝다.
∙ 일반적으로 직렬 유전알고리즘에 비해 최적해를 찾는데 함수의 평가를 덜 요
구한다.
∙ 유전적 부동을 극복하기 위하여 다중 최적해를 찾는 잠재력을 가지고 있다.
∙ 강인성이 더 높다.
∙ PGA의 구현은 최적해를 찾는데 그의 선형적으로 처리속도를 높이기 위하여
다른 병렬 구조를 효율적으로 이용하기가 적합하다.
따라서 본 연구에서는 RCGA의 전역탐색과 단체법의 지역탐색 장점을 결합하
여 탐색성능과 정밀도를 개선하도록 알고리즘의 병렬성을 이용한다.본 논문에
서 제안된 하이브리드 탐색법은 섬 모델(Islandmodel)의 구조[29]를 취한다.일
반적으로 섬 모델은 전체 개체군을 여러 개의 부개체군으로 분할하여 각 부개체
군들을 독립적으로 진화시키며,정해진 세대가 지나면 각 부개체군에서 임의의
개체들을 선택하여 다른 부개체군으로 이주시키는 병렬구조를 가지고 있다.각
부개체군들이 서로 다른 유전자형으로 수렴해감으로써 탐색 공간을 분할하여 탐
색하는 효과를 얻을 수 있으며,또한 단체법의 지역탐색 능력을 이용할 수 있다
는 장점을 가지고 있다.
따라서 두 알고리즘은 서로 다른 파라미터 집단 또는 정점들을 사용하여 독립
적으로 정해진 세대,즉 고립시간(Isolationtime)동안 돌아간다.집단 사이에 유
전자 교류(geneflow)가 충분하게 일어나도록 이주자를 서로 주고받는다.
3.1.1이주모델에 기초한 병렬성 구현
제안한 하이브리드 탐색법의 구조는 이주모델(섬모델)을 기반으로 하기 때문
에 RCGA와 단체법이 병렬로 결합된 것으로 생각할 수 있으며,두 알고리즘이
각각 고립시간 동안 독립적으로 진행해 가다가 서로간에 이주자를 교환하며,이
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러한 과정은 주기적으로 일어난다.그러나 본 연구에서는 독립된 프로세서를 사
용하여 완벽한 병렬성을 구현하는 것이 어려워 두 알고리즘을 단일 CPU컴퓨터
상에서 직렬로 구현하는 의사 병렬 유전알고리즘(Pseudo paralelgenetic
algorithm)을 제안하였다.여기서 RCGA는 2장에서 언급한 재생산,교배,돌연변
이 연산자를 사용하고,엘리트전략과 스케일링윈도 전략을 사용하였다.단체법으

















제안한 하이브리드 탐색법에서 RCGA가 계속적으로 모의진화를 일으켜 해를
개선해 나가기 위해서는 앞서 정의된 염색체 개체들의 집합을 필요로 하며,집
단은 N개의 염색체로 구성된다.본 논문에서는 RCGA가 가혹한 환경에서부터
출발하여 해를 찾는 능력을 확인하기 위하여 초기집단 P(0)는 무작위법으로 초
기화된다.따라서 염색체 유전인자(요소)들은 정의영역 x(L)j≤ xij(k)≤x(U)j(1≤i
≤N,1≤j≤n)내에서 발생되는 실수 난수값으로 설정된다.RCGA와 독립적으
로 동작되는 단체법 또한 n+1개의 초기 정점을 필요로 하기 때문에 이들도 정
의영역 내에서 무작위적으로 초기화된다.
3.1.3이주자의 선택 및 이주
본 연구에서 제안한 하이브리드 탐색법의 구조는 두 알고리즘이 일정한 기간
동안 각자 독립적으로 해를 찾다가, 매 이주율(Mr)마다 선택된 이주자
(Migrant)를 서로 이주시키는 형식을 채택하였다.이주는 3단계로 이루어진다.
첫번째 단계에서는 하나의 알고리즘에서 이주시킬 개체를 선택하고,두번째 단
계에서의 이들과 교체할 개체를 이주시킬 알고리즘에서 선택하고,마지막으로
교체하게 된다.
식 (2.1)의 최소화 문제를 다시 생각하면,이주 개체의 선택과 이주는 다음과
같은 방법으로 진행된다.
가.단체법에서 RCGA로 이주
단계 1:단체법에서 성능이 가장 좋은 개체(이주자)하나를 선택한다.
xb(k)= argmin1≤i≤n+1[Fi(k)]
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여기서 xb(k)는 k세대에서의 성능이 가장 좋은 정점으로서 첨자 b∈[1,n+1]는
best를 의미하며,Fi(k)=F(xi(k))는 i번째 개체의 목적함수 값이다.최대화 문제
의 경우에는 min은 max로 교체된다.
단계 2:RCGA 집단 중에 성능이 가장 나쁜 개체를 선택한다.
sw(k)= argmin1≤i≤N [fi(k)]
여기서 sw(k)는 k 세대에서의 성능이 가장 나쁜 개체로서 첨자 w∈[1,N]는
worst를 의미하며,fi(k)=f(si(k))는 i번째 개체의 적합도 값이다.
단계 3:이주자를 RCGA의 집단 중에 성능이 가장 나쁜 개체와 교체한다.
sw(k)=xTb(k)
여기서 T는 벡터의 전치를 의미한다.
나.RCGA에서 단체법으로 이주
단계 1:RCGA의 집단 중에 성능이 좋은 순서로 Mn개의 이주자를 선택한다.
j=rank(si(k)),i,j∈[1,N]
f(sj(k))≥ f(sj+1(k)),j∈[1,N-1]
여기서 j는 개체의 적합도 크기에 따라 정해지는 순위(Rank)이고,이주자들은 j
≥Mn인 순위를 가진다.
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단계 2:단체법중에서 성능이 나쁜 순서로 Mn개의 개체를 선택한다.
j=rank(xi(k)),i,j∈[1,n+1]
F(xj(k) ≤ F(xj+1(k)),j∈[1,n]
단계 3:Mn개의 이주자들을 단체법에서 성능이 나쁜 개체와 교체한다.만약
Mn≥n+1이면 단체법의 개체들은 전부 교체되게 된다.
3.2하이브리드 탐색법의 파라미터
3.2.1RCGA와 단체법의 파라미터
본 논문에서 사용한 RCGA의 제어 파라미터로는 집단크기,재생산 계수,교배
확률,돌연변이 확률이 있고 각각 N=20,η=1.7, Pc=0.8, Pm=0.3으로 선정하
였다.스케일링 윈도는 1을 채용하였다.한편 단체법의 계수는 Nelder-Mead[32]
의 결과에 따라 반전 계수,확장계수,축소계수,수축계수를 각각 α=1.0,γ=2.0,β
=0.5,δ=0.5로 하였다.
3.2.2이주율의 결정
PPGA 구현 시 각 집단의 크기,이주율,고립시간,개체 이주방법,이주할 개
체와 교체될 개체들의 선택 등 몇 가지 사항들이 고려되어야 한다.일반적으로
이들은 경험과 실험을 기초로 결정된다.이주율이 너무 높으면 부집단들의 유전
적 다양성이 줄어들고,반대로 너무 낮으면 지역해로 조기 수렴해가는 문제점이
발생한다.본 연구에서는 2차원 이상의 최적화 문제만을 고려하였기 때문에 이
주 개체수를 Mn=3으로 고정하였다.
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최적 파라미터의 선정은 주어진 테스트 환경에서의 성능 평가 방법을 이용하
여 전역 오프라인 강인성을 계산하는 일련의 작업을 요구한다.가능한 모든 파
라미터 영역에서 찾는 것은 현실적으로 어렵기 때문에 이주율을 Mr∈{2,4,6,8,
10,12,14,16,18,20}로 10단계로 하여 탐색하였다.계산되는 성능은 초기집단
의 선택에 민감하므로 서로 다른 씨드로 알고리즘을 5번 실행하고 그 결과를 평
균하여 그 영향을 최소화하였다.그림은 Mr을 축으로 하여 UE*(s)를 그린
것으로,Mr=4때의 성능이 좋음을 알 수 있다.





제안된 하이브리드 탐색법의 성능평가를 위해 두 다변수 비선형 최적화 문제
를 고려하였다.하나는 연속시간 시스템의 파라미터를 추정하는 문제이고,다른
하나는 PID 제어기의 파라미터를 동조하는 문제이다.하이브리드 탐색법과 그
성능평가를 비교할 목적으로 Michalewicz가 제안한 RCGA[2]를 사용하였고 두
알고리즘에 채용한 연산자,탐색전략과 파라미터는 다음 표와 같다.
표4.1성능 비교용 두 탐색법
Table4.1Twosearchmethodsforperformancecomparison




















스케일링 윈도우 기법 Ws=1
4.1시스템의 파라미터 추정
먼저 연속시간 플랜트의 축소차수 모델을 얻는 문제를 고려하였다.일반적으
로 산업현장에서 사용되고 있는 제어기는 플랜트 모델에 기초하여 설계되는 경
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우가 많다.플랜트의 입력신호의 주파수 성분이 충분할 경우에는,고차의 모델을
이용하면 모델화되지 않은 운동의 영향을 충분히 줄일 수 있어서 제어기의 성능
개선이 가능하지만 반대로 제어기 설계가 복잡해지는 경향이 있다.이 때문에
흔히 축소차수 모델을 이용하며,축소차수 모델을 기반으로 저차의 제어기를 설
계하면 고차에 비해 상대적으로 소프트웨어의 오류수정이 쉽고,계산량도 적어
지는 장점이 있다.
고려한 플랜트는 식 (4.1)과 같이 시간지연을 갖는 이차 시스템이고,추정될









식 (4.2)는 과감쇠(over-damped)성질을 갖는 산업용 프로세스의 대표적인 모
델로서 시간지연을 갖는 일차 시스템이다.여기서 k는 정상이득,τ는 시정수,L
은 시간지연을 의미한다.
모델의 파라미터 추정은 그림 4.1과 같이 플랜트와 모델을 병렬로 연결하고
같은 입력을 가할 때,모델의 동특성이 시스템과 일치하도록 적응 알고리즘이













이 때 두 출력값의 절대치 오차의 적분을 목적함수로 사용하였고,이 목적함수





여기서 ψ=[k τ L]T는 추정되는 파라미터 벡터이고, tf는 적분 상한값으로서 이
후의 적분값이 무시되어도 좋을 정도로 충분히 큰 값으로 설계자에 의해 적절히
선택되어진다.
결국 주어진 문제는 비선형 다변수 최적화 문제로서,그 탐색공간은 다봉일
수 있고,도함수를 구하는 것이 어렵기 때문에 기존의 방법으로는 전역해를 구
하기가 어렵다.따라서 제안한 탐색법과 Michalewicz의 RCGA를 목적함수 값이
최소가 되도록 모델의 파라미터를 조절하는데 이용한다.이 때 파라미터의 탐색
범위는 0≤k,τ,L≤20으로 하였다.
아래 표 4.2는 독립된 씨드로 두 탐색법을 각각 5번 돌려 50,100,300,500세
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대에서 “지금까지의 최적성능”을 얻어 평균과 표준편차를 구한 것이고,표 4.3





여기서 x(∞)는 세대가 충분히 지난 후 두 알고리즘에 의해 탐색된 해의 평균치
를 구한 것이다.표 4.2는 두 알고리즘의 상대적인 탐색성능을 보이기 위한 것이
며,표 4.3은 추정한 파라미터들의 정밀도를 비교하기 위한 것이다.
표 4.2지금까지의 최적성능의 평균과 표준편차
Table4.2Meansanddeviationsoftheso-far-bestobjectivefunctionvalue
세대수
탐색법 50 100 300 500
Proposed
Method 0.1259±0.2997×10
-1 0.1004±0.1166×10-1 0.0869±0.1000×10-5 0.0869±0.1000×10-6
Michalewicz의
RCGA 0.8637±0.4704 0.6801±0.4687 0.1799±0.6060×10
-1 0.1219±0.1336×10-1
표 4.3추정된 파라미터의 Euclideannorm
Table4.3Euclideannorm ofestimatedparameters
세대수





RCGA 1.6932±1.2651 1.1374±0.6067 0.3430±0.1051 0.2046±0.7888×10
-1
표에서 보면 제안된 방법이 Michalewicz의 RCGA보다 탐색성능이 빠르고,
약 500 세대에서 소숫점 3자리 이하의 정밀도를 유지하지만 Michalewicz의
RCGA는 500세대가 경과함에도 불구하고 소숫점 1자리 이하의 정밀도를 유지하
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고 있다.그림 4.2는 제안한 방법과 Michalewicz의 RCGA의 파라미터 탐색과정
을 보여주는 한 예로서 그림 4.2(a)는 두 탐색법의 “지금까지의 최적성능”을 비





그림 4.2진화적 파라미터 추정
Fig4.2Evolutionaryparameterestimation
그림 4.2도 제안한 방법이 Michalewicz의 RCGA보다 빨리 탐색함을 쉽게 확인
할 수 있다.
4.2PID 제어기의 파라미터 동조
다음은 하이브리드 탐색법을 PID 제어기의 파라미터 동조문제에 적용하여 그
성능을 확인하였다.그림 4.3과 같은 PID제어시스템을 고려하였다.여기서 제어
대상으로 앞서 추정한 모델을 사용하였고,밸브의 동작한계,증폭기의 토르크 제







































단,ψ=[KP KIKD]T는 동조되는 파라미터 벡터이고, tf는 적분 상한값이다.결
국 주어진 문제는 시스템의 방정식을 만족하면서 목적함수를 최소로 하는 ψ를
구하는 문제로 귀착된다.탐색영역은 0≤Kp,KI,KD≤10로 하였다.
표 4.4와 표 4.5도 두 방법을 이용한 성능 결과를 비교하였다.마찬가지로 탐
색속도도 개선되고,파라미터의 정밀도도 개선할 수 있음을 확인할 수 있다.
표 4.4지금까지의 최적성능의 평균과 표준편차
Table4.4Meansanddeviationsoftheso-far-bestobjectivefunctionvalue
세대수
탐색법 50 100 300 500
Proposed
Method 17.4615±0.2400×10
-1 17.4615±0.2400×10-1 17.4527±0.1959×10-1 17.4527±0.1959×10-1
Michalewicz
의RCGA 18.8184±0.9583 17.9452±0.4077 17.5305±0.3442×10
-1 17.5258±0.3109×10-1
표 4.5추정된 파라미터의 Euclideannorm
Table4.5Euclideannorm ofestimatedparameters
세대수
탐색법 50 100 300 500
Proposed
Method 0.3723±0.1000×10
-1 0.0057±0.100×10-3 0.0003±0.100×10-4 0.0000±0.0000
Michalewicz
의 RCGA 2.6866±0.2501 1.3776±0.2300 1.1201±0.100×10
-1 0.7529±0.100×10-2
그림 4.5또한 제안한 방법과 Michalewicz의 RCGA의 파라미터 탐색과정을 보






그림 4.5PID제어기의 파라미터 동조
Fig4.5ParametertuningofthePIDcontroler
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제 5장 결 론
일반적으로 단일점 탐색법은 정밀탐색이 가능하나 탐색공간의 기울기 정보를
필요로 하거나,지역 최적해에 수렴할 가능성이 있으며,지역해에 빠지면 이로부
터 탈출할 방법이 없다는 단점을 가지고 있다.한편,유전알고리즘은 전역탐색하
는 능력을 가진 반면 지역탐색하는 능력이 떨어지며,세대가 반복됨에 따라 개
체들의 유전자형이 닮게 되어 탐색에 정체현상이 나타난다.이러한 현상으로 인
해 탐색능력을 상실하거나 지역해로 조기수렴하는 문제점이 발생된다.
따라서 본 논문에서는 단체법의 정밀탐색 능력과 유전알고리즘의 전역탐색 능
력을 서로 결합하여 섬모델을 기반으로 하는 병렬 구조의 하이브리드 탐색법을
제안하였다.제안한 하이브리드 탐색법에서는 두 알고리즘이 각각 고립시간 동
안 독립적으로 진행해 가다가 서로간에 이주자를 교환하며,이러한 절차는 주기
적으로 일어난다.이렇게 함으로써 탐색능력을 개선할 수 있었고 또한 해의 정
밀도를 높일 수 있었다.제안한 방법을 시스템의 모델링,PID 제어기의 파라미
터를 동조하는 문제에 적용한 결과 만족할 만한 결과를 얻을 수 있었다.
차후로 다른 알고리즘과의 병렬 구현과,보다 폭 넓은 테스트 환경에서 그 성
능을 확인해보는 체계적인 연구가 필요하다고 생각된다.
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