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ABSTRACT
We investigate the strength of axisymmetric local pressure maxima (zonal flows) in the outer regions
of protoplanetary disks, where ambipolar diffusion reduces turbulent stresses driven by the magne-
torotational instability. Using local numerical simulations we show that in the absence of net vertical
magnetic fields, the strength of turbulence in the ambipolar dominated region of the disk is low and
any zonal flows that are present are weak. For net fields strong enough to yield observed protostellar
accretion rates, however, zonal flows with a density amplitude of 10-20% are formed. These strengths
are comparable to those seen in simulations of ideal MHD disk turbulence. We investigate whether
these zonal flows are able to reverse the inward radial drift of solids, leading to prolonged and en-
hanced concentration as a prelude to planetesimal formation. For commonly assumed mean surface
density profiles (surface density Σ ∝ r−1/2 or steeper) we find that the predicted perturbations to the
background disk profile do not correspond to local pressure maxima. This is a consequence of radial
width of the simulated zonal flows, which is larger than was assumed in prior analytic models of parti-
cle trapping. These larger scale flows would only trap particles for higher amplitude fluctuations than
observed. We conclude that zonal flows are likely to be present in the outer regions of protoplanetary
disks and are potentially large enough to be observable, but are unlikely to lead to strong particle
trapping.
Subject headings: accretion, accretion disks — protoplanetary disks — magnetohydrodynamics (MHD)
— turbulence — planets and satellites: formation
1. INTRODUCTION
The radial drift problem in protoplanetary disks re-
sults from aerodynamic drag between particles and gas,
which orbit at slightly different speeds due to pressure
gradients in the gas (Weidenschilling 1977). Drift is
fastest for particles whose surface area to mass ratio is
such that they are marginally coupled, with a dimen-
sionless stopping time τ = m∆vΩ−1/|Fdrag| ∼ 1. In the
outer regions of protoplanetary disks, at 30 to 100 AU
from the star, this condition is met for spherical parti-
cles with size ∼ 1 cm. Particles of roughly similar size
– including mm-sized particles that can be directly ob-
served in dust continuum observations – would therefore
be expected to drain rapidly from the outer disk, leaving
gas behind (Youdin & Chiang 2005; Hughes & Armitage
2012). In fact, although the extremities of some well-
studied disks are gas-rich (Andrews et al. 2012), mm-
sized particles appear to be retained in the outer disk
(Ricci et al. 2010) for substantially longer than is the-
oretically predicted (Brauer et al. 2007). A candidate
explanation is that dust is trapped in either permanent
or transient local pressure maxima that act to slow radial
drift driven by the global pressure gradient (Pinilla et al.
2012; Dittrich, Klahr & Johansen 2013). If such traps
are present, the resulting over-density of solids could lo-
cally promote the growth of instabilities leading to plan-
etesimal formation (Chiang & Youdin 2010).
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In this paper, we show that under the physical con-
ditions appropriate to the outer regions of protoplane-
tary disks, zonal flows form spontaneously within mag-
netohydrodynamic (MHD) disk turbulence. Zonal flows
are transient axisymmetric pressure maxima that were
seen in local ideal MHD simulations of accretion disks
(Johansen, Youdin & Klahr 2009). They are sustained
by a geostrophic balance between pressure gradients
and Coriolis forces. Subsequent work has shown zonal
flows to be a robust outcome of ideal MHD disk tur-
bulence in the local limit (Simon, Beckwith & Armitage
2012; Dittrich, Klahr & Johansen 2013) and has iden-
tified similar structures in global simulations (e.g.,
Dzyurkevich et al. 2010; Flock et al. 2011; Uribe et al.
2011). What has not been established is whether,
in the presence of the non-ideal MHD effects (Ohmic
and ambipolar diffusion, and the Hall effect) that are
important in protoplanetary disks (Armitage 2011),
zonal flows remain strong enough to act as effi-
cient traps. Here, we address this question for
the outer disk, where ambipolar diffusion creates
an “ambipolar damping zone” (Perez-Becker & Chiang
2011; Mohanty, Ercolano & Turner 2013; Simon et al.
2013a,b).
Our results are based on local (shearing-box) simula-
tions of non-ideal MHD disk turbulence, using methods
described in Section 2. In Section 3 we show that within
the ambipolar damping zone, the amplitude of predicted
zonal flows is a function of the net flux of magnetic
field that threads the disk. Zero net flux simulations
yield weak turbulence (Simon et al. 2013a) and very
weak zonal flows, while simulations with net fields cho-
sen to yield the observed accretion rates onto young stars
(Simon et al. 2013b) produce prominent zonal flows. In
2Section 4 we explore whether the derived zonal flows
would lead to particle trapping, under the assumption
that the perturbed global disk profile can be approxi-
mated as the mean global profile multiplied by the local
perturbed structure. In Section 5 we compare our results
with previous work and discuss the general implications
of our results.
2. METHODS
We simulate the evolution of the magnetorotational in-
stability (MRI; Balbus & Hawley 1998) within a local,
shearing-box domain (Hawley et al. 1995), including the
effects of vertical stratification and ambipolar diffusion.
Overall, our calculations are similar to those reported in
(Simon et al. 2013b). The equation of state is isother-
mal, and we employ vertical outflow boundary condi-
tions, modified to enhance the buoyant removal of mag-
netic flux from the domain. The shearing boxes include
the physical effects expected to dominate at large radial
distances from the central star and use a highly simplified
ionization model in which a thin layer above and below
the disk mid-plane is assumed to be very strongly ion-
ized due to stellar FUV photons (Perez-Becker & Chiang
2011); below these highly ionized layers, we assume a
constant, yet large value for the strength of ambipolar
diffusion. We describe the numerical details of the simu-
lations below.
2.1. Numerical Method
We use Athena, a second-order accurate Godunov flux-
conservative code for solving the equations of MHD.
Athena uses the dimensionally unsplit corner trans-
port upwind (CTU) method of Colella (1990) cou-
pled with the third-order in space piecewise parabolic
method (PPM) of Colella & Woodward (1984) and a
constrained transport (CT; Evans & Hawley 1988) al-
gorithm for preserving the ∇ · B = 0 constraint. We
use the HLLD Riemann solver to calculate the nu-
merical fluxes (Miyoshi & Kusano 2005; Mignone 2007).
A detailed description of the base Athena algorithm
and the results of various test problems are given in
Gardiner & Stone (2005), Gardiner & Stone (2008), and
Stone et al. (2008).
We take advantage of the shearing box approximation
in order to better resolve small scales where ambipo-
lar diffusion becomes important. The shearing box is
a model for a local, co-rotating disk patch whose size
is small compared to the radial distance from the cen-
tral object, R0. This allows the construction of a local
Cartesian frame (x, y, z) that is defined in terms of the
disk’s cylindrical co-ordinates (R, φ, z′) via x = (R−R0),
y = R0φ, and z = z
′. The local patch co-rotates with
an angular velocity Ω corresponding to the orbital fre-
quency at R0, the center of the box; see Hawley et al.
(1995). The equations to solve are:
∂ρ
∂t
+∇ · (ρv) = 0, (1)
∂ρv
∂t
+∇ · (ρvv − BB) +∇
(
P +
1
2
B2
)
= 2qρΩ2x− ρΩ2z − 2Ω× ρv
(2)
∂B
∂t
−∇× (v ×B) = ∇×
[
(J ×B)×B
γρiρ
]
, (3)
where ρ is the mass density, ρv is the momentum den-
sity, B is the magnetic field, P is the gas pressure, and q
is the shear parameter, defined as q = −dlnΩ/dlnR. We
use q = 3/2, appropriate for a Keplerian disk. For sim-
plicity and numerical convenience, we assume an isother-
mal equation of state P = ρc2s , where cs is the isother-
mal sound speed. From left to right, the source terms
in equation (2) correspond to radial tidal forces (gravity
and centrifugal), vertical gravity, and the Coriolis force.
The source term in equation (3) is the effect of ambipo-
lar diffusion on the magnetic field evolution, where ρi is
the ion density, and γ is the coefficient of momentum
transfer for ion-neutral collisions. Note that our system
of units has the magnetic permeability µ = 1, and the
current density is
J = ∇×B. (4)
Numerical algorithms for integrating these equations are
described in detail in Stone & Gardiner (2010) (see also
the Appendix of Simon et al. 2011). The y boundary
conditions are strictly periodic, whereas the x boundaries
are shearing periodic (Hawley et al. 1995). The verti-
cal boundary conditions are the modified outflow bound-
aries described in Simon et al. (2013b). The electromo-
tive forces (EMFs) at the radial boundaries are properly
remapped to guarantee that the net vertical magnetic
flux is strictly conserved to machine precision using CT
(Stone & Gardiner 2010).
As in Simon et al. (2013a) and Simon et al. (2013b),
ambipolar diffusion is implemented in a first-order
operator-split manner using CT to preserve the diver-
gence free condition with an additional step of remap-
ping Jy at radial shearing-box boundaries. The super
time-stepping (STS) technique of Alexiades et al. (1996)
has been implemented to accelerate our calculations (see
the Appendix of Simon et al. (2013a)).
2.2. Am Profiles
The strength of ambipolar diffusion is characterized by
the ambipolar Elsasser number
Am ≡ γρi
Ω
, (5)
which corresponds to the number of times a neutral
molecule collides with the ions in a dynamical time
(Ω−1). The structure of the ambipolar damping zone is
determined by the vertical profile of Am, which depends
upon the assumed disk model, and on the strength of
magnetic fields that are self-consistently present within
the disk.
The ionization structure that we employ is moti-
vated by the same arguments and assumptions made in
Simon et al. (2013b). We adopt the minimum-mass solar
nebular (MMSN) disk model with Σ = 1700R
−3/2
AU g cm
−2
(Weidenschilling 1977; Hayashi 1981), where RAU is the
disk radius measured in AU. We choose the Am pro-
file based on the far ultraviolet (FUV) ionization model
of Perez-Becker & Chiang (2011), in which FUV pho-
tons strongly ionize a column density of Σi ∼ 0.01 −
0.1 g cm−2. The corresponding value of Am within
the FUV ionized layer can be expressed as (Bai & Stone
2013),
3Table 1
Shearing Box Simulations
Label Ionization Structure Vertical Magnetic Flux αmidplane α A
∗
NF30AU Ionization at 30 AU Net vertical field with β0 = 104 0.0017 0.018 0.17
ZNF30AU Ionization at 30 AU Zero net vertical field 7.6× 10−6 6.8× 10−4 0.0031
ZNF100AU Ionization at 100 AU Zero net vertical field 8.4× 10−5 0.0017 0.015
IDEAL Fully ionized Net vertical field with β0 = 104 0.036 0.072 0.14
∗ This quantity is as defined in the text: the maximum of |δρ
frac
|
AmFUV ≈ 3.3× 107
(
f
10−5
)(
ρ
ρ0,mid
)
R
−5/4
AU , (6)
where f is the ionization fraction and ρ0,mid is the mid-
plane density. For simplicity, we fix f = 10−5 and use
an ionization depth of Σi = 0.1 g cm
−2. We identify
the location of the base of the FUV ionization layer (zt
and zb for top and bottom, respectively) by integrating
at each time step the horizontally averaged mass den-
sity from the boundary towards the mid-plane until Σi
is reached. We then use Equation (6) to set the strength
of ambipolar diffusion in the ionized surface layers of the
disk. In the mid-plane region (zb < z < zt), we sim-
ply set Am = 1, which leads to an “ambipolar damping
zone” (Simon et al. 2013b).
Adopting this model, the value of Am changes quite
dramatically from Am = 1 to Am ∼ 104 at the base of
the FUV layer. This very large transition is smoothed
over roughly 7 grid zones so as to prevent a discontinuous
transition in Am. The smoothing functions we apply are
based upon the error function (ERF). Thus, the complete
profile of Am for these runs is given by
Am ≡


AmFUV z ≥ zt +∆z
1 + 1
2
AmFUVS
+(z) zt − n∆z < z < zt +∆z
1 zb + n∆z ≤ z ≤ zt − n∆z
1 + 1
2
AmFUVS
−(z) zb −∆z < z < zb + n∆z
AmFUV z ≤ zb −∆z
(7)
where S+(z) and S−(z) are the smoothing functions de-
fined as
S
+(z) ≡ 1 + ERF
(
z − 0.9zt
∆z
)
, (8)
S
−(z) ≡ 1− ERF
(
z − 0.9zb
∆z
)
. (9)
Here, n = 8 and ∆z = 0.05H . These numbers were
chosen to give a reasonably well-resolved transition re-
gion between Am = 1 and AmFUV. We note that since
AmFUV ≫ 1 in the above formula, the FUV photons
effectively penetrate slightly deeper than zt and zb by
about 0.2H .
2.3. Simulations
The domain size for all of our simulations is
8H × 16H × 8H in x, y, z, where the vertical scale
height H is defined in terms of the sound speed cs and
angular velocity Ω via H =
√
2cs/Ω. We parameterize
the net vertical flux threading the simulation volume in
terms of a parameter β0, defined as the initial ratio of
gas to magnetic pressure at z = 0. All of our simulations
use a resolution of 36 zones per H and employ a density
floor that is set to 10−4 in units of the initial mid-plane
density to prevent prohibitively small time steps.
Our fiducial simulation is a variant of the AD30AU1e4
run of Simon et al. (2013b). In this run, the ionization
profile is calculated using the above prescription at a ra-
dial location of 30 AU in the MMSN model. The domain
is threaded with a net vertical field characterized by a
mid-plane gas to magnetic pressure ratio of β0 = 10
4.
As in Simon et al. (2013b), we impose upon this net field
a sinusoidally varying vertical field in order to suppress
the strong channel modes that develop and disrupt ver-
tically stratified simulations in the presence of a uniform
vertical field (see Miller & Stone 2000). However, unlike
Simon et al. (2013b), we initialize this sinusoidal field at
higher radial frequency so that the net vertical field is
Bz = B0
[
1 +
1
4
sin
(
8π
Lx
x
)]
, (10)
where Lx is the domain size in the x dimension, and
B0 =
√
2P0/β0 (P0 is the initial, mid-plane gas pres-
sure). This is done in order to distinguish the radial
wavelength of the zonal flows that are produced (which
is ∼ Lx) from possible persistent artifacts that might re-
sult from the initial sinusoidal component ofBz. We have
compared the volume-averaged stress values between this
run and the equivalent run in Simon et al. (2013b) and
find excellent agreement. We label this run NF30AU.
We include here three additional runs for comparison.
To explore the effect of a net vertical field, we have run a
model with zero net vertical field but with all other pa-
rameters the same as in NF30AU. This run is labelled
ZNF30AU (ZNF meaning “zero net flux”). We have
also run a zero net vertical field model at 100 AU in
the MMSN disk; this run is labelled ZNF100AU. In both
cases, the initial magnetic field has a net toroidal geom-
etry and decreases in strength away from the mid-plane
so that β = 100 throughout the domain.5 Finally, to
compare our fiducial simulation with one that has no
5 This field geometry has been used in our previous zero net
4Figure 1. Space-time diagram of fractional gas density fluctuations, δρfrac (as defined in the text) in the (t, x) plane for the ideal MHD
run (IDEAL; top) and the ambipolar diffusion run (NF30AU; bottom). For both runs, the vertical average is done for |z| < 0.5H, which
is well within the ambipolar damping region for NF30AU. The temporal axes on each plot are different. The amplitudes of the zonal flows
are comparable in the two simulations.
ambipolar diffusion, we have run an ideal MHD shear-
ing box with an identical magnetic field structure and
strength to the fiducial run; this calculation is labelled
IDEAL. All simulations are listed in Table 1.
3. ZONAL FLOW STRENGTH
A primary goal of this work is to analyze these various
shearing box simulations and examine the characteris-
tics of zonal flows, if they are present. Figure 1 shows
the radial space-time diagram of the fractional variation
in the y, z-averaged gas density, δρfrac, for IDEAL and
NF30AU. The z average was done for |z| < 0.5H , well
within the ambipolar damping zone of all of the simula-
tions that include ambipolar diffusion (we checked other
vertical domains over which to average; no significant dif-
ferences were seen). The figure shows the development
of zonal flows over long timescales and that these zonal
flows have similar amplitudes in the damped region of
NF30AU compared to IDEAL. Thus, despite there being
reduced MRI stresses (by at least an order of magni-
tude) in the ambipolar damping zone, zonal flows persist
as strongly as they do in the fully ideal MHD case.
Figure 2 shows the same space-time diagnostic, but
for the two simulations with no vertical magnetic field.
vertical flux simulations (Simon et al. 2013a), and we employ this
same geometry here to be consistent with these previous setups.
While we believe it is unlikely that a field geometry that precludes
a net vertical magnetic flux but does not necessarily have a net
toroidal component will produce qualitative differences, this has
yet to be shown definitively.
The amplitude on the color bar has been decreased by
a factor of 10. The strength of density fluctuations
for ZNF100AU is roughly a factor of 10 lower than for
IDEAL and NF30AU. The radial scale of zonal flows in
ZNF100AU evolves over time, but appears to ultimately
end in a configuration that has the same scale as IDEAL
and NF30AU. The simulation ZNF30AU has even weaker
zonal flows (by roughly another order of magnitude).
The radial length of these flows is less well-defined but
appears to be smaller than that of the other simulations.
We further compare the amplitude of these zonal flows
by time-averaging the fractional density fluctuation as
shown in Fig. 3. In this analysis, we shift the maxi-
mum of δρfrac to be at x = 0 at each time and then
time-average the resulting profile from orbit 50 onwards.
The figure emphasizes the previous point; the zonal flow
amplitudes in IDEAL and NF30AU are quite similar,
reaching ∼ 0.1–0.2.. Without a net vertical field, the
amplitude drops drastically.
As found previously (Simon et al. 2013a), the ambipo-
lar damping regions of these zero net vertical field sim-
ulations are nearly completely devoid of turbulent activ-
ity. In the absence of a vertical net magnetic field, the
MRI is completely quenched in this region, and any stress
that is present results from Reynolds stresses induced by
the active layers as well as large scale correlations in the
toroidal and radial magnetic fields. Thus, in the absence
of a net vertical field, the ambipolar damping region is
very similar to the Ohmic dead zone present in the in-
5Figure 2. Space-time diagram of fractional gas density fluctuations, δρfrac (as defined in the text) in the (t, x) plane for the zero net
vertical magnetic flux runs with ambipolar diffusion at 30 AU (ZNF30AU; top) and 100 AU (ZNF100AU; bottom). As with Fig. 1, the
vertical average is done for |z| < 0.5H. The temporal axes on each plot are different. For ZNF30AU, the zonal flows appear to be weak
at best with a radial structure that is not well-defined. The amplitude of these fluctuations is roughly an order of magnitude smaller than
that of the zonal flows in ZNF100AU, which are themselves an order of magnitude weaker than both IDEAL and NF30AU (see Fig. 1).
ner regions of disks (Gammie 1996; Simon et al. 2013b).
Figures 2 and 3 clearly show that the zonal flow ampli-
tudes in these “dead” regions are very small, reaching a
maximum of ∼ 0.04.
To determine whether or not there is a correlation be-
tween the stresses and the zonal flow amplitudes, we cal-
culate the α value, defined here as
α ≡
[ 〈ρvxδvy −BxBy〉
〈ρc2s〉
]
, (11)
where the angled brackets denote a volume average over
the entire domain, and the bar over the ratio denotes a
time-average from 50 orbits onward. We also perform the
same calculation, but within the region |z| < 0.5H ; this
quantity is defined as αmidplane. All of these calculated
quantities are displayed in Table 1. The quantity A is the
maximum absolute value of the time-averaged fractional
density fluctuation from Fig. 3.
The runs IDEAL and NF30AU have very similar val-
ues for A (∼0.1–0.2), though they have significantly dif-
ferent stress values (both α and αmidplane). There may
be a correlation between the values of αmidplane and
A for ZNF30AU and ZNF100AU. However, from only
these two data points, one cannot draw any firm con-
clusions. We also compared the time-averaged strength
of the toroidal field within the mid-plane region to the
zonal flow amplitude, finding similarly inconclusive num-
bers. If there is any correlation between the strength of
the stress or magnetic field and the zonal flow ampli-
tude, such a correlation is not present from this work. A
further exploration of possible relationships between tur-
bulence levels and zonal flow amplitudes would require
significantly more simulations; this is beyond the scope
of our current work but will be addressed in future pub-
lications.
The results of Simon et al. (2013a,b) suggest that in
order for MRI turbulence to induce accretion rates that
agree with observational constraints, the outer disk re-
gions must be threaded with a relatively weak (β0 ∼ 104–
105) vertical magnetic field. Our results here show that
in this limit, zonal flows are indeed present in the outer
regions of protoplanetary disks, even in the region where
the MRI is most strongly damped due to ambipolar dif-
fusion.
These strong zonal flows are present near the disk
mid-plane where planet formation is likely to take place.
However, are these zonal flows sufficiently strong to trap
small particles, potentially inducing planet formation
processes? We address this issue in the next section.
4. PARTICLE TRAPPING
In our local simulations the mean surface density is
uniform in the x (radial) direction. Any positive density
perturbation then suffices to create a local pressure max-
imum. In a global disk model the situation is less clear
6Figure 3. Time-average of the fractional gas density fluctuation.
Before time averaging, we first shifted the maximum of δρfrac to
be at x = 0, as explained in the text. The black solid line corre-
sponds to NF30AU, red, dashed line to IDEAL, green, dotted line
to ZNF30AU, and blue dot-dashed line to ZNF100AU. The time
average was calculated from orbit 50 to the end of each run. The
net vertical field run with ambipolar diffusion (NF30AU) and the
ideal MHD run (IDEAL) both show strong density fluctuations of
order 0.1–0.2. The remaining runs contain a MRI-dead region, and
here the fluctuations are comparatively very weak.
cut. Commonly considered models have steeply declining
profiles of mid-plane pressure, so that depending upon
their radial scale quite substantial perturbations may be
required before any pressure maximum is present. It is
not entirely clear how to translate local estimates of zonal
flow amplitudes into global predictions for particle trap-
ping. Here we adopt the simplest approach. We evaluate
(1+ δρfrac)(r) from the simulations, and assume that the
corresponding global profile is the mean mid-plane pres-
sure multiplied by this function.
Within this framework, we use two methods to de-
termine whether particles would be trapped within our
zonal flows. First, we model these flows as sinusoidal
functions with amplitude ǫ. Such a model is a reason-
able approximation given that the shape of these zonal
flows resembles a sinusoidal function (see Fig. 3). Fur-
thermore, this approximation has previously been used
to represent zonal flows (Pinilla et al. 2012). We consider
the radial pressure profile of a model disk with surface
density proportional to r−q (q = 1.5 for the MMSN) and
add a sinusoidal perturbation to give us
P (r) = Cr−q−7/4
(
1 + ǫcos
[
2π(r − ro)
L(r)
])
(12)
where C is an arbitrary constant, ro is the center of the
zonal flow (i.e., ro= 30AU for NF30AU), and
L(r) = δH = δ(0.042)r5/4 (13)
is the width of the zonal flow, expressed as the number of
scale heights H via the dimensionless number δ. The far
right-hand-side of equation (13) results from assuming
a disk thickness H/r = 4.2 × 10−2(r/AU)1/4, roughly
consistent with a MMSN model6.
6 Note that our definition of scale height H is a factor
√
2 larger
than that defined by h = cs/Ω.
Figure 4. The minimum amplitude, ǫtrap, of a sinusoidal zonal
flow such that dP/dr = 0 near (but not at) ro plotted as a function
of the width of the zonal flow, δ, in units of H. For values of ǫ >
ǫtrap, dP/dr > 0 near ro and strong particle trapping is possible.
The different curves are labelled by their surface density slopes,
with q = 1.5 corresponding to the MMSN model. The vertical
dashed line spans the approximate range in zonal flow extrema
inferred from our primary simulation NF30AU (A ∼ 0.1–0.2; see
Fig. 3). For typically assumed mean surface density profiles, the
amplitude and radial scale of the simulated zonal flows marginally
fail to satisfy the condition for particle trapping, even given a net
vertical magnetic field.
We solve equation (12) to determine the minimum
value of ǫ, named ǫtrap, such that dP/dr = 0 near ro;
for ǫ > ǫtrap, particle trapping is possible. The result is
shown in Fig. 4 for several surface density profiles (i.e.,
different q values). The minimum ǫ necessary to trap
particles is plotted against the typical length scale (in
units of H) of a zonal flow. As the width of the zonal
flow increases, a larger amplitude is required in order to
trap particles; this result is consistent with the work of
Pinilla et al. (2012).
The vertical dashed line corresponds to the width of
the zonal flow in our primary simulation NF30AU, which
is 8H , and a range in amplitudes for the time-averaged
zonal flow as shown in Fig. 3. These results suggest
that particle trapping is only possible for ǫtrap & 0.2
at δ = 8. The time-averaged amplitude of the zonal flow
in NF30AU is smaller than this trapping value, suggest-
ing that to first order, particle trapping is not likely even
with the creation of strong zonal flows in the outer re-
gions of disks threaded with a vertical magnetic field.
Recent studies (e.g., Dzyurkevich et al.
2010; Dittrich, Klahr & Johansen 2013;
Simon, Beckwith & Armitage 2012) suggest that
the width of zonal flows is roughly somewhere between
5H and 10H (with the exception of Uribe et al. (2011),
whose results suggest a slightly larger zonal flow width).
Since ǫtrap is a shallow function of δ, our conclusions
do not change significantly when considering this larger
range of possible widths.
We also examine the radial pressure gradient with the
perturbation of NF30AU added directly to the pressure
function, rather than assuming it to be a sinusoidal per-
turbation. We start with equation (12), and add the
7Figure 5. Logarithmic radial pressure gradient calculated by im-
posing the time-averaged zonal flow structure from run NF30AU
onto several model pressure profiles (labelled via the q parameter).
The two horizontal, dotted lines from top to bottom correspond to
dlnP/dlnr = 0 and dlnP/dlnr = −1. The peak in the gradient is
located at r ∼ 28AU, but never reaches dlnP/dlnr = 0, suggesting
that particles will not be trapped by the zonal flow present in our
simulation.
function δρfrac(x) in place of the cosine term.
P (r) = Cr−q−7/4
[
1 + δρfrac(x)
]
(14)
Our radial shearing box coordinate x = r − ro. We
choose C = 1 without loss of generality, and for this
run, ro =30AU. We plot the logarithmic radial gradient
of the pressure in Fig. 5, assuming three different values
for q as in Fig. 4. The logarithmic radial pressure gradi-
ent reaches a maximum of dlnP/dlnr ∼ −1 in the most
optimistic scenario (q = 0.5).
Our results suggest that given current best estimates of
the width and amplitude of ambipolar zonal flows, the re-
sulting perturbations are likely too weak to strongly trap
particles in the outer regions of protoplanetary disks.
This remains true even with the enhancing effect of a net
vertical magnetic field, which substantially increases the
vertically integrated angular momentum transport rate
(bringing it up to levels consistent with measured accre-
tion rates). We note, however, that the inferred failure
to trap particles involves a mismatch between what is
measured and what is needed by a factor that is only
∼ 2. A perturbation whose amplitude is twice as large,
or whose radial scale is a factor of two smaller, would
potentially trap particles.
5. DISCUSSION
Our primary result is that while we see strong zonal
flows, even in the presence of damped turbulence from
ambipolar diffusion, the amplitudes obtained from our
simulations are not sufficiently large to create pressure
maxima where particle trapping can occur. That the
strength of zonal flows in the presence of ambipolar dif-
fusion is similar to that in the ideal MHD limit is sur-
prising. Further examination of the relationship between
turbulence levels and zonal flow amplitudes will require
a larger parameter study than that performed here.
Our conclusions are less optimistic for the prospects of
particle concentration than those of Pinilla et al. (2012)
who find that particle trapping can occur in their model
disks. The reason for this difference is the assumed width
of the zonal flows, which Pinilla et al. (2012) take to be
comparatively narrow (δ ∼ 1). From Fig. 4 it is clear
that such a narrow width, if combined with our measured
amplitudes, would indeed lead to particle trapping for
any reasonable background surface density profile. The
problem with this scenario is that our simulations, along
with several previous works (Johansen, Youdin & Klahr
2009; Simon, Beckwith & Armitage 2012), suggest that
δ ∼ 5−10 is more realistic. With these parameters, trap-
ping particles directly by creating local pressure maxima
is significantly more difficult.
There remain several uncertainties in our work. First,
while our simulations include the key MHD physics
present in the outer regions of protoplanetary disks (i.e,
strong ambipolar diffusion), we have only run a limited
number of these simulations, for a relatively short inter-
val. The roughly 100 orbit duration of our runs is lim-
ited by their computational demands, which remain pro-
hibitive despite the considerable speed up from the use of
super-time-stepping. The bottom panel of Fig. 1 shows
that towards the end of the calculation, the fractional
variation in gas density approaches ∼ 0.3, and it is pos-
sible that integrating this run further would produce sus-
tained zonal flows of roughly this amplitude. However,
it is also possible that these particular zonal flows will
decrease in strength and then fluctuate in a stochastic
manner, as is observed in IDEAL and previous shearing
box simulations (e.g., Johansen, Youdin & Klahr 2009;
Simon, Beckwith & Armitage 2012). Second, there are
some uncertainties in translating the local simulation
results to predictions for trapping in global disk mod-
els. High resolution global disk simulations that in-
clude ambipolar diffusion, although currently challeng-
ing to run, will be essential for a definitive determina-
tion of whether outer disk zonal flows can trap parti-
cles. Finally, while at face value our results show that
particles will not be trapped, the pile-up effect due to
changes in the radial drift velocity may still play a role
in the planet formation process (Johansen et al. 2006;
Dittrich, Klahr & Johansen 2013). We plan to address
these various uncertainties in future work.
Even if zonal flows fail to strongly concentrate parti-
cles, their presence may still be observable. At 30 AU,
H/r ≈ 0.1, and the zonal flow widths found in our sim-
ulations correspond to physical scales of the order of
5 AU. Although the perturbations to the gaseous sur-
face density are modest, some degree of enhancement
of the particle density due to differences in the radial
drift speed across the flow is expected (Johansen et al.
2006; Dittrich, Klahr & Johansen 2013). Early ALMA
results show that there are some disks whose outer re-
gions display dramatic non-axisymmetric dust distri-
butions (van der Marel et al. 2013), and the relatively
subtle axisymmetric structures resulting from our zonal
flows would likely not be detectable in such systems. It
may, however, be possible to observationally constrain
the existence and properties of zonal flows by focusing
on those disks with smooth radial profiles and the small-
est departures from axisymmetry.
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