This work is concerned with the signal interpolation problem, i.e., given only samples of a signal, a method is derived for evaluating its samples on finer grids. The derivation is based on a discrete-time decimation formula. In the special case where the known samples have the Hermitian property, two schemes are presented and mathematically proved to result in interpolated points having the same property. The first scheme does not utilize the known sample at the origin and results in a square system of equations to be solved for the unknown interpolated points of the signal. The second scheme has the merit of utilizing all the known samples, but it results in an overdetermined system of equations to be solved by the least squares method. The exploitation of the elegant properties of the involved centrosymmetric matrices is central to the treatment presented here.
I. Introduction
Starting from a discrete-time decimation formula, an interpolation method for a bandlimited signal is proposed. More specifically, given only the samples 
Interchanging the order of integration and summation results in
Performing the above integration and using the sinc function [2] ( )
one gets
Since for any integer p, 
and upon utilizing (3), the above equation simplifies to
Using equations (1) and (2), the above equation can be expressed as
This is the key formula to be exploited for evaluating 
where it has been assumed that the contribution to the left hand side of ψ(t) values outside the range, k 1min T < t < k 1max T, is negligible. In order to evaluate the ( )( Given ψ(t) at the sampling instants
to any required degree of subdivision can be accomplished using either of the following two methods:
One) Apply Eq. (15) to find all the fractional points of ψ(t) in one step by solving a large system of ( )( 
Here the support of ψ(t) is symmetric and (15) takes the form 
The number of fractional points of ψ(t) to be evaluated is 2N where
In what follows two schemes will be presented for finding the 2N interpolated points of ψ such that they will inherit the Hermitian property of the known samples ) (nT 
III.A The First Scheme
The 2N values n = -N, … ,-1,1, … ,N (where n = 0 has been excluded) are substituted in (18) and the resulting 2N constraints are arranged in matrix form to get
and x is the 2K-partitioned vector
with the k-th partition being the (a 0
The square matrix A of order 2N in (21) can be expressed as the partitioned matrix
where the square matrices P, Q, R, and S of order N are the N x K partitioned matrices defined
The above four partitioned matrices have been expressed in terms of the (a 0 m -1) -dimensional row vector F p,q defined by
In the special case of a 0 = 2 and m = 1, the vector F p,q reduces to a scalar.
Theorem 1
Matrix A defined by (25) with P, Q, R, and S defined by (26)- (29) is centrosymmetric.
Proof:
Vector F p,q defined by (30) is a function of the difference (p-q); moreover,
Postmultiplying F p,q by the contra-identity matrix J L of order L defined by 
By comparing (33) and (30) it is obvious that
Expressing J 2N in the partitioned form
and using (25) for A results in
Premultiplying S of (27) by J N and postmultiplying it by the same matrix expressed in the partitioned form
leads to
Using the regular matrix notation, the (i,j) partition of the above matrix is given by
and upon utilizing (34) it reduces to
Similarly the (i,j) partition of matrix P of (26) 
Therefore matrix A is centrosymmetric [5] .
Since the known samples of ψ(t) satisfy the Hermitian property ψ ψ (54)
Therefore the solution vector x of (21) is a Hermitian vector which implies that the interpolated values of ψ(t) satisfy the Hermitian property as desired.
III.B The Second Scheme
Writing (18) where the vector of unknowns x is defined by (23) and (24) and where z is the
The ( [ ]
[ ]
with vector q p F , defined by (30).
Theorem 2
Matrix B defined by (57) is centrosymmetric.
Proof:
Pre-and postmultiplying B by the contra-identity matrices 
Expressing N J as the partitioned matrix (37) and using (59
and upon applying (34), one obtains
By virtue of (31), the above row vector reduces to
and consequently (58) and (64) 
Therefore matrix B is centrosymmetric 1 .
(Q.E.D.)
The least squares solution vector LS x of (55) can be computed from the normal equations
By virtue of (67) and (45) it follows that ( ) Taking the complex conjugate of both sides of (68), noticing that B is real, premultiplying by N J 2 and using (45), one gets ( ) ( )
The definition (56) of vector z and the Hermitian property (50) lead to
Substituting (67), (69) and (71) [3, 4] . When compared to the popular spline interpolation technique [7, 8] , the present method has the advantage of a reduced computational load since there is no need for first finding the coefficients of each spline segment joining every pair of successive points and second substituting the values of the intermediate points in order to get the interpolated samples.
The present method also has an elegant matrix formulation of the problem -involving a centrosymmetric matrix -that leads to a formal proof that the interpolated samples will have the Hermitian property should the given samples have it.
IV. Simulation Results
Two examples are presented for the interpolation of a Hermitian signal given only a finite set of its samples. In the first example the signal, namely the Shannon wavelet, is exactly bandlimited but its rate of decay in the time domain is slow. In the second example the signal, namely the Morlet wavelet, is not exactly bandlimited although its rates of decay in both the time and frequency domains are sufficiently high.
Example 1:
The Shannon wavelet shown in Fig. 3a , is defined by [3] :
and its continuous-time Fourier transform shown in Fig. 3b is given by:
The Nyquist sampling frequency for this bandlimited signal is π 4 rad/sec and the corresponding sampling period is T = 0.5 sec. For the purpose of testing the interpolation schemes presented in the previous section, only the 17 samples -shown in Fig. 4 corresponding to the Nyquist rate will be assumed known, i.e., the values of the signal beyond |t| = 4 sec will be considered negligible. This signal is interpolated to get 2 4 -1 = 15 additional samples between every pair of the given samples by halving the sampling interval 4 times since it has been found experimentally that implementation method (b) mentioned at the end of section II has better numerical behavior than implementation method (a) mentioned there. The two interpolation schemes of section III are applied and the resulting interpolated signals are shown in Fig. 5a ,b respectively. The corresponding interpolation error -defined as the difference between the interpolated signal and the exact one of (74) -is plotted for both schemes in Fig. 6a,b respectively.
In this example the apparent inferiority of the first interpolation scheme -based on excluding the middle sample ) 0 ( ψ in a quest for a square system of equations -to the second scheme can be attributed to two reasons. Mainly, the signal does not decay fast enough in the time domain and consequently it is not sufficient to use only samples confined to |t| ≤ 4 for the purpose of interpolation. Secondarily, the number of assumed known samples of 17 is small and excluding the middle sample in the first scheme explains the large interpolation error around t = 0 in Fig. 6a . Interestingly, the second interpolation scheme exhibits a satisfactory performance although it is based on the approximate least squares solution of an overdetermined system of equations. The relatively large interpolation error towards the ends of the interval Fig. 6b is expected since no known samples have been assumed to exist beyond |t| = 4.
Example 2:
The Morlet wavelet shown in Fig. 7a is defined by part of the error
