Countable saturation for linear orders is a natural strengthening of the notion of density. Study of countably saturated linear orders dates back as far as to Felix Hausdorff, who among others proved, that under CH all such orders of cardinality c are isomorphic. We address this issue in the absence of Continuum Hypothesis, proving in particular that if c ≥ ω2, then there exists many different examples, yet only one which fulfills some minimality condition -namely, can be embedded into any countably saturated linear order. We also prove a similar result for certain class of graphs.
Introduction
It is a general theorem of model theory, that for any first-order theory which has infinite models, all countably saturated models of cardinality c are isomorphic, as long as we assume CH. The general definition of countable saturation and proof of this theorem can be found in any textbook on model theory, for example [13] . However, we will not bother with realization of types in general, and focus on some particular cases. These cases are:
• (Hausdorff) Assume CH. Then all countably saturated linear orders (see next section for the definition) of cardinality c are isomorphic.
• Assume CH. There exists unique up to isomorphism graph G of cardinality c, with the property that for any countable, disjoint subsets A, B ⊆ G, there exists a vertex in G connected with every vertex in A and none of the vertices in B.
Theorem 1. There exists unique up to isomorphism linear order of cardinality c, which is countably saturated, and embeds into any countably saturated linear order.
Theorem 2. There exists unique up to isomorphism graph G of cardinality c, such that
• For any disjoint sets A, B ⊆ G, |A| ≤ ω, |B| < c, there exist a vertex g ∈ G, such that g is connected with every element of A and none of the elements in B,
• G embeds into any graph with the above property.
Theorem 3. There exists unique up to isomorphism directed graph ← − G of cardinality c, such that
• For any countable set A ⊆ ← − G there exist c many g ∈ ← − G , such that A = {a ∈ ← − G | (g, a) ∈ E( ← − G )},
• For any g ∈ G, the set A = {a ∈ ← − G | (g, a) ∈ E( ← − G )} is countable,
• ← − G embeds into any graph with the above properties.
Recall, that a basis of a class of structures C is any subclass C ′ ⊆ C, such that for any c ∈ C, there exists an embedding c ′ → c, for some c ′ ∈ C ′ . For example {Q} is one-element basis for the class of dense linear orders, and unique one-element basis for the class of dense linear orders without endpoints. Three theorems above claim existence of unique one-element basis' for the corresponding classes.
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Countably saturated linear orders
In this section we give the definition and introduce some examples of countably saturated linear orders. Next, we introduce the notion of linear dimension, which we use to characterize those countably saturated linear orders, which are embeddable into any countably saturated linear order. Finally, we prove that the linear order with this property is unique up to isomorphism.
We use distinction non-decreasing/increasing rather than increasing/strictly increasing. For linear orders (K, ≤ K ), (L, ≤ L ), we define K + L as K × {0} ∪ L × {1}, with the lexicographic order. For A, B ⊆ L, by A < B, we denote that ∀ x∈A, y∈B x < y. Later, whenever a product of linear orders is considered, we equip it with lexicographic order without mentioning it. By symbol K ֒→ L we denote that there is an increasing function from K to L. By L * we denote L with the reversed order, i.e. (L, ≤)
A linear order is compact, if it is compact in the order topology, i.e. every set has both supremum and infimum, and both endpoints exist.
A linear order is a linearly ordered continuum, if it is compact and connected in the order topology, i.e. it is compact and dense as a linear order.
A linear order L has character at most κ, if for each l ∈ L, there exists subsets A, B ⊂ L of cardinality at most κ, such that A < B, and {x ∈ L| A < {x} < B} = {l}. As to be expected, L has character κ, if κ is the least cardinal, such that L has character at most κ. We will make use of the following observation a few times. We leave the proof for the Reader.
Basic examples
Proposition 1. If a linear order L has uncountable character, then ω 1 ֒→ L and ω * 1 ֒→ L. Definition 1. We'll say that a linear order (L, ≤) is countably saturated, if for any countable linear orders a, b, and increasing functions i :
Moreover, L is prime countably saturated, if any countably saturated linear order contains an isomorphic copy of L.
The following simple Lemma provides more operational characterization, and justifies the name "saturated" -it is just saturation in the usual, modeltheoretic sense.
Lemma 1. A linear order is countably saturated if and only if
• it is dense, without the least and the greatest element,
• no countable increasing sequence has supremum,
• no countable decreasing sequence has infimum,
• there are no (ω, ω)-gaps: for any two sequences {x n } n<ω , {y n } n<ω such that ∀n < ω x n < x n+1 < y n+1 < y n , exists z s.t. ∀n < ω x n < z < y n .
Proof. Suppose L satisfies all of the above, a, b are countable, and f : a → L is an embedding, which we want to extend tof : b → L. Notice, that it is sufficient to show this in case, when b is a one-point extension of a, since then we can do so for any countable linear order by induction. But conditions from the Lemma assure exactly, that any one-point extension of a can be realized in L.
In the other direction, verification is straightforward.
Linear orders with this property were investigated already by Hausdorff [4] , under the name η 1 -orders. A brief survey with substantial bibliography can be found in Chapter 9 of book by Rosenstein [1] .
Since each one-point extension of a countable subset of countably saturated linear order is realised, each linear order of cardinality at most ω 1 can be embedded into any countably saturated linear order. Moreover, the following theorem is attributed to Hausdorff in [2] , and [1] p.164.
Theorem 4.
A countably saturated linear order contains a copy of any linear order, which doesn't have a copy of ω 1 or ω In particular, each countably saturated linear order contains an isomorphic copy of the real line order type, therefore has cardinality at least c.
Let us now define a linear order, which will turn out to be prime countably saturated.
If D is a linearly ordered continuum, and d 0 ∈ D is neither the least, nor the greatest element of D, then we define
This follows in fact almost immediately from the subsequent theorem of V. Novák, which we assume as a blackbox. We'll refer to it a few times.
Theorem 6 (Novák [7] ). Let L be a linearly ordered continuum. Then for any ordinal α, L α is a linearly ordered continuum as well.
We'll check conditions from Lemma 1. Density is clear. For verification of the last condition, take two sequences . . . < x n < x n+1 < . . . < y n+1 < y n < . . .. There is some level α, such that all x n and y n belong to [−1, 1] α . Since it is compact, we can take supremum of {x n } n<ω in this set, and it will clearly separate each x n from each y n . The only problematic case is when we want to separate an increasing sequence {x n } n<ω fromx = sup n<ω x n , where supremum is taken in some [−1, 1] α , big enough to containx and each x n . But then it is clear, thatx
is a good separating element. Proof for L ω1 (D,d0) goes exactly the same way. 
α . If X is any countably saturated linear order, we build an embedding L ω1 → X by induction on α, using the Lemma below.
Lemma 2. Let (X, ≤ X ) be any countably saturated linear order, (L, ≤ L ) a linear order of countable character, and (E, ≤ E ) be separable linear order with distinguished element e 0 . Then each embedding i :
Proof. Det E 0 ⊆ E be a countable dense subset. Fix l ∈ L and sequences α n increasing, β n decreasing, witnessing countable character of l. Then, there exists an extension:
where j(l) = e 0 , j(α n ) = α n . and j(β n ) = β n for every n. Next, we extend
. This, in turn, can be done, because E 0 is countable and dense in E. Finally, we setĩ(l, e) = i l (e). Proof. It is sufficient to prove that 2 γ doesn't contain copy of ω 1 , for any countable ordinal γ. Assume otherwise, and let γ < ω 1 be minimal, such that ω 1 ֒→ 2 γ . Suppose that γ is limit. It is easy to check that the set
is dense in 2 γ , and so if 2 γ has an uncountable well-ordered sequence, so does 2 <γ . But then for some β < γ, 2 β has uncountably many elements of that sequence, which itself constitute a copy of ω 1 . This contradicts minimality of γ. Suppose now, that γ is successor. If 2 γ has uncountable well-ordered sequence, then either ω 1 of its elements has 0 on the last coordinate, or ω 1 of its elements has 1 on the last coordinate. Either way, their restriction to the first γ − 1 coordinates constitute an uncountable well-ordered sequence in 2 γ−1 . This again contradicts minimality of γ.
As a matter of fact, Theorem 6. is true if D is any compact, separable linear order, in particular if it is finite. However, the assumption of connectedness greatly simplifies the proof. We address the question of uniqueness of a prime countably saturated order. Our starting point is Theorem 8. Assume CH. Then every two countably injective linear orders of cardinality c are isomorphic.
Let us note, that this is not true without CH. Namely, if 2 ω ≥ ω 2 , then both
are countably saturated linear orders of cardinality continuum, but are not isomorphic, since the latter contains an isomorphic copy of ordinal ω 2 . This was noted already in [5] . At least in the Cohen model, we can provide somewhat better example.
Theorem 9. In the Cohen model there exist two non-isomorphic, countably saturated linear orders of cardinality c, none of which contains copy of neither ω 2 nor ω * 2 .
Proof. The idea is, that we will find two linear orders satisfying conditions of the Theorem, but only one will contain a copy of some linear order of cardinality ω 2 , which was in the ground model. Let M be a model of CH, and M [G] a forcing extension by Fn <ω (κ), for κ > ω 1 regular.
, L ω1 doesn't contain copy of any linear order of cardinality ω 2 , which is in M .
Proof. We can assume that the domain of the linear order from the ground model is ω 2 . Suppose, that f :
so without loss of generality we can assume that f :
ω , which decideṡ f (α). By CH, there exist E ⊆ κ of cardinality ω 2 , such that {I α |α ∈ E} is a delta system with the root R, and moreover for all α = β ∈ E, I α ↾ R = I β ↾ R. For each α, fix a bijection τ α : I α → ω, and Let η τα denote the corresponding bijection from the set of Fn <ω (I α )-names to the set of Fn <ω (ω)-names. Again, by CH there exist two different ordinals α and β, such that
Let σ : κ → κ be a bijection extending τ
As one example take L ω1 . For the other, let R 0 ⊆ (2 ω1 ) M be of cardinality ω 2 , and R 0 ∈ M . Define inductively a sequence (R α ) α≤ω1 , such that for each α < ω 1 , R α+1 patches R α (see Definition 3 in the next section), and R α = β<α R β for limit α. Moreover, we assure that |R α | ≤ c for each α. It is clear, that R ω1 is countably saturated linear order of cardinality c.
Linear dimension
We'll use the notion of dimension for further classification of linear orders. Some time ago, it was also investigated by Alfio Giarlotta, under the name representability number [3] . Let 2 denote the 2-elements linear order. Definition 2. Let L and X be linear orders. We define dimension of X with respect to L as
Let us write down some easy observations. Proposition 3. For any linear orders L, L 1 , L 2 , X, the following holds.
•
In particular, notions of 2 ω -dim X, I-dim X, and R-dim X coincide. We will denote them I-dim X.
Proposition 4. If A and B are subsets of some linear order, I-dim A, and I-dim B < ω 1 , then I-dim A ∪ B < ω 1 .
Proof. Because A∪B = A\B ∪A∩B ∪B \A, and the sum is clearly disjoint, we can restrict ourselves to the case when A and B are disjoint.
but this is harmless abuse of notation, and we won't bother with it anymore). This is a convex equivalence relation on B. Let i A : A → I α , and i B : B → I β be embeddings. We aim to extend i A toĩ : A ∪ B → I α+1+β . It is sufficient to defineĩ on each equivalence class separately. Let S ⊆ B be a selector of ∼. For s ∈ S we choose i ′ (s) ∈ I α+1 , so that
Keeping in mind, that I α is a linearly ordered continuum of countable character, it requires only standard verifiation, that this can be done, and it is left to the Reader. Let i
Theorem 10 (Novotný [6] , Novák [7] ). Let L be a linearly ordered continuum.
Once we are familiar with the theorem of Novák, this result is an immediate consequence of a Lemma due to Novotný, which has quite pleasant proof. Since it was originally published in Czech, we quote it here.
Lemma 4 ([6]
). Let (X, ≤) be a linearly ordered continuum, and A be a disjoint family of closed, not-single-point intervals in X. The relation ≤ induces a linear order≤ on A, via the formula I≤J iff max I < min J. Then (X, ≤) does not embed into (A,≤).
Proof. Suppose otherwise, that i : (X, ≤) → (A,≤) is an embedding. Let A = {x ∈ X| x < min i(x)}. A is nonempty, because X has the least element, so let a = sup A. We have two cases. a) Assume a ∈ A. Then a < min i(a), but for any a ′ ∈ i(a) this is the case as well. Since a ′ ∈ i(a) is greater than a, this contradicts the definition of a.
, so a ′ ∈ A, and this is a contradiction. The only way out is a ≥ max i(a). But notice, that in this case for any a ′ ∈ (min i(a), a), we have a ′ / ∈ A. Therefore sup A ≤ min i(a) < a, which is again a contradiction. Proof. Clearly 2 ω ֒→ I, so
In the other direction,
We can characterize prime countably saturated linear orders in terms of I-dim. • L is prime countably saturated;
• L is an increasing sum α<ω1 L α , where I-dim L α ≤ α, for each α < ω 1 . Problem 1. Can we add I-dim L = ω 1 to the list in this theorem?
Uniqueness of the prime countably saturated linear order
Now we prove our main result.
Theorem 12. All prime countably saturated linear orders are isomorphic.
Definition 3. For two linear orders A ⊆ B, we'll say that B patches A, if for any two countable sets a 0 , a 1 ⊆ A, if a 0 < a 1 , there exists b ∈ B, such that a 0 < {b} < a 1 .
One can easily verify, that this comes down to patching gaps of four different types: (1, 1), (ω, 1), (1, ω) , and (ω, ω), which correspond to situation, where respectively
• a 0 has the greatest element, and a 1 has the least element,
• a 0 doesn't have the greatest element, but a 1 has the least element,
• a 0 has the greatest element, but a 1 doesn't have the least element,
• neither a 0 has the greatest element, nor a 1 has the least element.
Lemma 5. If I-dim A < ω 1 , then there exists B ⊇ A patching A, such that I-dim B < ω 1 .
Proof. Let α = I-dim A. Then A ֒→ I α , so we can assume that A ⊆ I α . This order clearly patches gaps of the form (1, 1) and (ω, ω) . To take care of (1, ω) and (ω, 1) gaps, we replace every point of I α with a unit interval.
Definition 4. If L is a countably saturated linear order, we define a filtration of L, as a sequence of subsets of L, {L α } α<ω1 , with the following properties:
• {L α } α<ω1 is increasing with respect to inclusion,
• for each α < ω 1 , I-dim L α < ω 1 . Since any linear order of countable I-dim has character ω, both these sets have countable cofinality and coinitiality respectively. Therefore, this is also the case for {f (a)| a < b, a ∈ A} < {f (a)| b < a, a ∈ A}, so L will contain a point between them. Since it will contain a point, it will contain an interval, and this interval will be countably saturated itself. Since it will be countably saturated, it will contain a copy of L ω1 , and in turn a copy of any order of countable I-dimension, in particular [b] ∼ . We setf to isomorphically map [b] ∼ onto that copy.
Lemma 6 (On Bounded Injectivity
The "bounded" variant will require more care.
Sublemma. Let {L α } α<ω1 be a filtration. Then for every α < ω 1 , ω ≤ γ < ω 1 , and for all
Proof. We proceed by induction on γ. γ = ω. L α+ω ∩ (a 0 , a 1 ) contains copy of rationals, so L α+ω+1 ∩ (a 0 , a 1 ) contains a copy of reals, and in particular 2 ω .
because the set on the right has countable coinitiality. We setĩ(
limit step. Fix an increasing sequence {γ n } n<ω , cofinal on γ. Let
By induction we define embeddings j n :
exists by induction hypothesis. Assume, we have j n defined, and look at
and (j n (x), v x ) ⊆ (a 0 , a 1 ) (this is automatic, unless {y ∈ 2 γn | y > x} = ∅). By the induction hypothesis we can find l :
γn+1 . Finally, we see that Proof. Assume L is prime countably saturated. Then without loss of generality, we can assume that L ⊆ L ω1 . Denote
Notice, that the sequence {I α } α<ω1 constitutes a filtration of L ω1 . We define a filtration {L α } α<ω1 of L by induction.
Suppose now, that L is countably saturated, and has a filtration {L α } α<ω1 . Let X be any countably saturated linear order. Using the Lemma On Bounded Injectivity, we can easily build an ⊆-increasing sequence of increasing mappings i α : L α ֒→ X. Its sum will be an embedding of L into X.
Proof of Theorem 12. Consider two prime countably saturated linear orders. They both admit filtrations, so, using the Lemma On Bounded Injectivity, we can use back-and-forth argument, to inductively build an isomorphim between them.
(ω 1 , c)-saturated graphs
We investigate existence and uniqueness of graphs with certain homogeneity properties. All graphs denoted by G or H are undirected, ones denoted by ← − G or ← − H are directed, and if ← − G is a directed graph, then G is the corresponding undirected graph, i.e. {a, b} ∈ E(G) if and only if, (a,
, where g is a vertex of some graph, we denote the set of all vertices connected with g (in whichever direction, in case the graph is directed). By N z (g) we denote the set of all vertices connected with g by an arrow starting in g.
Definition 5. Let λ and κ be any cardinal numbers. A graph G is (λ, κ)-saturated if for any A, B ⊂ G, |A| < λ, |B| < κ, A ∩ B = ∅, there exists a vertex
It is long and well-known, that all countable (ω, ω)-saturated graphs are isomorphic. Under suitable cardinal arithmetic this result can be generalized to higher cardinalities. In particular if CH holds, then all (ω 1 , ω 1 )-saturated graphs of cardinality c are isomorphic.
Definition 6. We introduce some classes of graphs, useful for our purposes.
• Graph G is of the first type, if there exists a bijective enumeration G = {g α | α < c}, such that:
2. for each countable A ⊆ G, there are continuum many indices α, such that N (g α ) ∩ {g β |β < α} = A.
• Graph ← − G is strictly saturated, if
Proposition 7. If a graph G is of the first type, then the edges of G can be directed in such a way, that the resulting directed graph is strictly saturated.
Proof. Fix a well-ordering, which witnesses that G is of the first type, and then direct every edge in a decreasing manner with respect to that ordering.
Note, that this argument shows actually something more. If G is of the first type, then it can not only be "directed" into strictly saturated graph, but also a one without an infinite path. This is an important observation, and this is why.
Lemma 7 (Main Lemma). If
← − G and ← − H are strictly saturated graphs of cardinality c without infinite paths, then they are isomorphic.
Proof. Let {g α |α < c} and {h α |α < c} be any bijective enumerations of ← − G and ← − H respectively. By induction, we construct an isomorphism φ : ← − G → ← − H . Assume that we are in step η < c.
Proof. ⇒ . The property of having no infinite path is hereditary, so if some strictly saturated graph has this property (and we'll soon see, it has), then so does every prime one. ⇐ . We do the same construction as in the proof above, but only in one direction, so that we obtain embedding instead of isomorphism. Only thing which is not immediate, is why if g α and g β are not connected, φ(g α ) and φ(g β ) are not connected either. But I'm choosing φ(g α ) in a way that
Corollary 2. All prime strictly saturated graphs are isomorphic.
From Proposition 7 and the remark after it follows Corollary 3. All graphs of the first type are isomorphic.
Theorem 14. There exists a prime strictly saturated graph without an infinite path. Moreover, a graph G is of the first type iff it can be assigned a direction of edges, such that the resulting directed graph is prime strictly saturated.
Proof. All graphs of the first type are isomorphic, and also all prime strictly saturated graphs are isomorphic. We therefore need only to find some strictly saturated graph ← − G with no infinite path, such that G is of the first type. We apply a bookkeeping argument, similar to the one used in the proof of existence of Aviles-Brech Boolean algebra in [11] . Let {Φ α |α < c} be a partition of c into sets of cardinality c, and such that min Φ α ≥ α.
• G 0 = {0}, and for γ ∈ Φ 0 , we set S γ = {0}.
• If α is a limit ordinal, let G α = {G β |β < α}, and {S γ |γ ∈ Φ α } be an enumeration of all countable subsets of G α , in which every set appears c many times.
• Assume G α and S γ , for γ ∈ {Φ β |β ≤ α}, have been defined. We set G α+1 = G α ∪ {α}, and {α, g} ∈ G α+1 iff g ∈ S α , where g ∈ G α . Finally, we use Φ α+1 to list all countable subsets of G α+1 , and each of them c-many times.
A natural ordering of G given by the well-ordering of the ordinal c witnesses that G is of the first type, and therefore can be directed into ← − G , strictly saturated without infinite path, by directing every edge downwards with respect to the well-order on c.
Note, that this argument basically shows, that for any cardinal κ such that κ ω = κ, there exists a strictly saturated graph of cardinality κ without an infinite path, and all such graphs are isomorphic.
We obtain an internal characterization of prime (ω 1 , c)-saturated graphs.
Theorem 15. An (ω 1 , c)-saturated graph is prime (ω 1 , c)-saturated if and only if, it is of the first type.
Proof. Let G be the graph of the first type. For simplifying notation, let us assume that V (G) = c, and its natural well-ordering witnesses the first type of G. First, we check that if G is of the first type, it is actually (ω 1 , c)-saturated. Let A ⊆ G be countable and B ⊆ G be of cardinality less than c, disjoint with A.
Verification that G embeds into any (ω 1 , c)-saturated graph is proved by a standard transfinite induction argument, and is left as an exercise for the Reader. So, consider a prime (ω 1 , c)-saturated graph. Without loss of generality we can assume that it is an induced subgraph of G. Our goal for the moment is to prove, that we can direct its edges in such a way, that we obtain the prime strictly saturated graph. The property of being of the first type is not hereditary, but (ω 1 , c)-saturated subgraph of G will be satisfying some property close to being of the first type.
Lemma 8. Let G be (ω 1 , c)-saturated, such that V (G) = c, and for any α ∈ G, |N (α) ∩ α| ≤ ω. Then G can be directed into the prime strictly saturated graph.
Proof. At the beginning, we direct all edges of G downwards with respect to well-ordering of c. We will inductively redirect some edges, ensuring that every countable subset will appear as N z (α), but no infinite path will be added. So, assume that ← − G is our graph G with edges directed downwards. Denote by A(β) the set of all vertices accessible via a finite, decreasing path from β (note that adjective "decreasing" may sound superfluous, since all edges are directed downwards, but by the inductive procedure we will perform, some arrows will be reversed). It is clearly countable. Let {C α } be enumeration of all countable subsets of c, such that each set appear c many times. By, induction we will choose the sequence (x α ) α<c , satisfying what follows.
At each step the choice can be made because of (ω 1 , c)-saturation. Once x α has been chosen, we reverse all arrows c ← x α for c ∈ N (x α ) ∩ x α \ C α . It follows from 6. that every countable subset of c will appear as N z (α) for c many α. The only things which are left to check, is that we won't produce an infinite path, and that we'll preserve the property |N z (α)| ≤ ω for α < c. Since in the α-th step we reverse only arrows from N (x α ) ∩ x α \ C α , for the second part, it is sufficient to prove Claim 1. The sets N (x α ) ∩ x α \ C α are pairwise disjoint for α < c.
Proof. Follows directly from 4.
Claim 2. Each arrow was reversed no more than once.
Proof. If I'm in step α and the arrow c ← x α is about to be reversed for the second time, then clearly c = x β for some β < α. But this contradicts 6.
Claim 3. There's no situation where α < β < γ < c, and α → β → γ.
Proof. Suppose otherwise. Then β = x δ and γ = x η , for some δ, η < c. If
Claim 4. If α < β, γ < β, γ < δ, and we have arrows α → β, γ → δ, and a finite, decreasing path from β to γ. Then there exists η, θ < c, such that x η = β, x θ = δ, and θ < η.
Proof. Existence is clear, since otherwise the corresponding arrows wouldn't be reversed.
Claim 5. The graph G has no infinite path.
Proof. Follows from the previous three Claims, and the fact that c is wellordered.
This conclueds the proof of the last Claim.
Theroem 15 follows at once from Lemma 8.
So, putting everything into one place, we obtain Theorem 16. Let G be (ω 1 , c)-saturated graph. The following are equivalent.
2. There exists a bijective enumeration G = {g α | α < c}, such that for each
3. G is of the first type.
4. G has direction of edges such that ← − G is prime strictly saturated.
5. G has direction of edges such that ← − G is strictly saturated, without an infinite path.
Moreover, any of these properties determines graph G uniquely up to isomorphism.
We conclude by some natural questions appearing in this context. For all countable sets F, G ⊆ A, with the property that for all nonempty, finite f ⊆ F , g ⊆ G, f < g, there exists a ∈ A, such that for all x ∈ F , y ∈ G, we have x < a < y. This is equivalent to being injective with respect to countable subalgebras.
Proposition 8 (5.29 in [12] ). Assume that A has the strong countable separation property, f : B → A is an embedding, and B ⊆ C is countable. Then f extends to an embeddingf : C → A.
For exposition of general theory of Boolean algebras with the strong countable separation property, we refer the Reader to [12] . In case of Boolean algebras, we start from the classical characterization of P(ω)/Fin by Parovičenko.
Theorem 17 (Parovičenko). Under CH, P(ω)/Fin is unique Boolean algebra of cardinality c, with the strong countable separation property.
In fact, this statement is equivalent to CH, as was proved by E.K. van Douwen and J. van Mill [8] . In [11] A. Aviles and C. Brech consider Boolean algebras which realize extensions by so-called posex' (push-out separable extensions). • for all b ∈ B \ f [A], the ideal {a ∈ A| f (a) < b} is countably generated,
• B is countably generated over f [A] (i.e. there exist a countable set S ⊆ B, such that B is generated by f [A] ∪ S).
Definition 9.
A Boolean algebra A is tightly σ-filtered if there exists a sequence of Boolean algebras (A η ) η≤ζ , such that
• A η ⊆ A η+1 is a posex, for η < ζ,
• A η = α<η A α , for limit η < ζ,
We call the sequence (A η ) η<ζ a filtration of A.
Theorem 18 ( [11] ). Assume, that c is regular. Then there exists unique Boolean algebra A, such that:
• |A| = c,
• A is tightly σ-filtered,
• For any embedding f : B → A, where |B| < c, and any posex C ⊇ B, there exists an embeddingf : C → A, extending f .
We will call algebra with these properties an Aviles-Brech algebra. Since any extension between countable Boolean algebras is posex, the algebra defined above clearly has the strong countable separation property. Moreover, it is prime with respect to this property.
Theorem 19. The Aviles-Brech algebra defined above, embeds into any Boolean algebra having the strong countable separation property.
Proof. Let B be any Boolean algebra with the strong countable separation property. Let A be an Aviles-Brech algebra, with filtration (A α ) α<c . We construct an increasing sequence of embeddings f β : A β → B, by induction on α, using the Corollary 5.8 from [12] , quoted below.
Lemma 9. Let A be any Boolean algebra and A(x) its extension generated by A ∪ {x}. Let f : A → B be an embedding, and let y ∈ B. Then f extends to an embeddingf : A(x) → B, withf (x) = y if and only if, for all a, a ′ ∈ A, a ≤ x ≤ a ′ implies f (a) ≤ y ≤ f (a ′ ).
Suppose that f β : A β → B is defined for all β < α < c. If α is limit, we set f α = {f β : β < α}, so suppose that α = β + 1. Let S = {s 0 , s 1 , . . .} be a set such that A α = A β ∪ S . We successively extend f β to each of the generators using the Lemma. More precisely, let f 0 β = f β , and assume that f A natural question arises.
Problem 4. Let A be a Boolean algebra with the strong countable separation property, and such that whenever B is a Boolean algebra with strong countable separation property, then A embeds into B. Does it follow that A is Aviles-Brech algebra?
