Abstract. The kinetic modeling of low-pressure (p ∼ 1−10 torr) stationary nitrogen discharges and the corresponding afterglows is reviewed. It is shown that a good description of the overall behavior of nitrogen plasmas requires a deep understanding of the coupling between different kinetics. The central role is played by ground-state vibrationally excited molecules, N2(
Introduction
Nitrogen discharges and their afterglows have been the subject of a huge number of studies already for many decades. Even though, they have not lost interest and keep attracting scientists and researchers nowadays. For example, it is extremely likely to find articles about nitrogen in any reference international journal devoted to gas discharges or plasma science published in 2004. Why is that so? On one hand, because nitrogen is very important in different applications. On the other hand, because nitrogen plasmas form a very rich and complex medium for fundamental research. So rich that some very basic but critical processes, such as dissociation and ionization, are not yet completely understood.
The complexity of nitrogen arises from the strong coupling existing between different kinetics, such as electron, vibrational, chemical and surface kinetics. To get an overall picture of nitrogen discharges and afterglows it is thus necessary to understand the core of each of these kinetics, as well as the way each of them interacts with the others. At least since the 80s many groups have investigated in depth some of these kinetics, both theoretically and a e-mail: vguerra@alfa.ist.utl.pt experimentally. Unfortunately, with the advent of more sophisticated and global models, some fundamental issues seem to have been "forgotten" nowadays and it is common to find misinterpretations and misconceptions in recent works. Two examples of the most frequent are the invocation of vibrational dissociation in conditions where it cannot hold and equivocal explanations related to the role of associative ionization. At present, it is possible to have a comprehensive view on the interplay of the different kinetics involved in nitrogen discharges and post-discharges, putting together results from several partial investigations. The first purpose of this review article is to describe and explain, in an unified way, the basic trends of the behavior of nitrogen plasmas, giving physical insight into the different phenomena. The emphasis must be given to the central role accomplished by vibrationally excited molecules of the electronic ground-state, N 2 Another motivation to write this article is to review the crucial results and stress the approximations usually made. However, we should keep in mind that the current understanding of nitrogen plasmas relies in the available collision data. And, as we shall see, this data is far from being well known.
In this work we will analyse stationary nitrogen discharges, produced either by direct-current or a microwave structure, operating at pressures close to 1 torr, in cylindric geometry. The structure of the paper is the following. Section 2 is dedicated to the discharge. We will review the main results known concerning each of the relevant kinetics, and point out how they are interconnected. Section 3 is devoted to the afterglow. In this section, more than just a review, we will present some recent results, related to the effects of electron superelastic collisions with N 2 (A 3 Σ + u ) and to the possibility of electron mediated vibrational to electronic (V-E) energy transfers. Finally, the main results will be summarized in Section 4.
Stationary discharges
In this section we make a survey of low-pressure stationary nitrogen discharges. We discuss the different kinetics and point out how the pivot ensuring a strong link between them is the vibrational distribution function of groundstate nitrogen molecules. The very important mechanisms of excitation of electronic states, dissociation, ionization and gas heating are examined in detail.
Electron kinetics
The first step in the modelling of stationary discharges is to describe the electron kinetics. Electrons gain energy from the electric field and subsequently redistribute it among the atomic and molecular internal degrees of freedom, dissociation and ionization. These processes of gain and loss of electron energy are adequately described by the electron Boltzmann equation, which can be solved by several techniques. The most common include the twoterm expansion of the electron distribution in spherical harmonics, multi-term expansions, and Monte Carlo methods.
We shall concentrate our attention in the two-term expansion, since it allows a computationally straightforward coupling to other kinetics. It provides accurate enough results for discharge modelling, being the meaning of "accurate" discussed below. The two-term expansion is widely used in low-temperature plasma studies, and the resulting homogeneous electron Boltzmann equation takes the form [1, 2] 
Here, f (u) is the electron energy distribution function (EEDF), obeying to the normalization condition ∞ 0 f √ u du = 1, where u = 1 2 mv 2 is the electron energy. Once the EEDF is known, the rate constants for each electron-heavy particle collision process i → j are readily calculated from
with σ ij denoting the corresponding cross-section. The terms inside the brackets on the right-hand side of equation (1) take into account the effects of excitation of vibrational and electronic states of N 2 by inelastic collisions (the first and second terms) and of de-excitation of vibrational states by electron superelastic collisions (the third and forth terms), with u ij , ν ij and ν ji denoting the energy threshold and the inelastic and superelastic collision frequencies, respectively. G(u) represents the total electron flux in energy space due to the continuous terms in the Boltzmann equation. G(u) is given by the sum of the fluxes driven by the applied HF or DC field, G E ; the elastic collisions, G c ; the electron-electron (e − e) collisions, G e−e ; and the inelastic and superelastic collisions of electrons with rotational levels assuming a continuous approximation, G rot . These terms can be written, respectively, in the forms [1, 2] G E = − (eE) 
G e−e = − 2 ν e−e u 3/2 I(u) f + J(u) df du ;
In these equations, ω is the field frequency, E is the DC electric field field or its rms for a microwave field (E 0 / √ 2, with E 0 being the field amplitude), ν e c is an effective collision frequency for momentum transfer including both elastic and inelastic contributions [3] , ν c is the elastic electronneutral collision frequency for momentum transfer, M is the molecular mass, T g is the gas temperature, ν e−e is the electron-electron collision frequency given by [1] ν e−e = 4π e 2 4π 0 m
with 0 denoting the vacuum permittivity and ln Λ the Coulomb logarithm, I are J integral functions of f (u) known as Spitzer's integrals and given by [1] I(u)
and
Furthermore, B(= 2.5 × 10 −4 eV) is the rotational constant in N 2 , and ν 0 = n 0 2u/m σ 0 is a frequency for rotational exchanges induced by electron impact, including both inelastic and superelastic processes, obtained using the continuous approximation [2] , in which n 0 is the gas density and σ 0 = 8πq 2 a 2 0 /15, with q (=1.01 in N 2 ) denoting the electric quadrupole moment in units of ea 2 0 and a 0 the Bohr radius.
The validity of the two-term approximation has been questioned very recently [4] . None of the remarks made in that work is very important for discharge modeling under the conditions of this study, since the range of variation of the reduced electric field, E/N , is very narrow (from ∼3 × 10 −16 to 1.5 × 10 −15 V.cm 2 ). Nevertheless, we shall review now some of the approximations usually made.
In equation (1) ionization is treated as any other excitation process, with a single energy loss equal to the ionization energy, neglecting the production of new electrons. Under discharge conditions, the effect of secondary electron collisions is negligible in N 2 for E/N ≤ 3 × 10 −15 V.cm 2 , as it was shown in [5] . The very small effect of the assumptions related to the treatment of ionization in the calculated EEDF was more recently confirmed in [6] , in calculations performed for a Ne/Xe/HCl mixture.
The continuous approximation for the rotational crosssections was investigated in [7] . It was concluded it yields results accurate to within a few percent for values of the characteristic energy, u k , larger than 0.046 eV (u k = eD/µ, where e is the electronic charge, D is the diffusion coefficient and µ is the mobility).
The most serious remark that can be done is to know if the conditions of "small anisotropies" intrinsic to the two-term expansion are true. In particular, nitrogen crosssections violate one of the assumptions of the technique, in virtue of the large low-energy vibrational excitation crosssection. This cross-section peaks at electron energies of about 2 eV, becoming an important fraction of the sum of the momentum transfer cross-sections. A comprehensive study of the validity of two-term approximation was done in the milestone works of Pitchford and Phelps [3, 8] . The errors resulting from the use of the two-term expansion in the most unfavorable case, which corresponds to the presence of many electrons with energies on the region of the maximum of the vibrational excitation cross-section, at E/N 7 × 10 −16 V.cm 2 , are, approximately, 1, 5 and 30% for the drift velocity, the transverse diffusion coefficient, and the electronic excitation coefficients, respectively. These errors may be considered acceptable in discharge modeling, but the situation is actually better than that. The question is that the electron cross-sections used in two-term calculations do not have to be the most accurate experimentally determined cross-sections available. They form in fact an operative set carefully adjusted to ensure good results when used in two-term codes.
Equation (1) assumes that the EEDF is everywhere in equilibrium with the local electric field. The non local approach was developed in [9, 10] and reviewed in [11] . A rough criterium for locality is when the electron energy relaxation length is much shorter than the spatial characteristic length, which sets a minimum value of pressure for the domain of validity of the local approximation. For nitrogen surface-wave discharges, which exhibit a characteristic axial inhomogeneity [12] , the local regime was verified to occur at least for pressures above 0.5 torr [13, 14] .
For alternating fields, such as in a microwave discharge, the effective field approximation can be used whenever ω ν e , where ν e is the energy relaxation frequency. In this case, the time modulation of the EEDF is strongly reduced [15] . Moreover, if the frequency ν e c is independent of the electron energy, the EEDF can be obtained by solving the Boltzmann equation in a DC field, with an effective field strength given by
The effective field approximation has been extended to situations where ν e c depends on the electron energy by replacing in equation (10) ν e c by a momentum transfer collision frequency for the bulk electrons which can be somewhat arbitrarily chosen [16, 17] .
Another simplification usually introduced in solving equation (1) is to treat the excitation of electronic states as a single energy loss process assuming that all the molecules are in the ground vibrational level N 2 (X, v = 0). The effect of considering individual N 2 (X, v − Y, v ) transitions has been studied in [18] [19] [20] . The influence of excitation from vibrationally excited states can be relatively important, specially at low values of E/N .
Of course the choice of the cross-sections to be used in the electron Boltzmann equation is of great importance. Our cross-section set is largely based on the one developed by Pitchford and Phelps [21, 22] for a two-term code, with a few additions described in detail in [23] . Table 1 lists the collision processes between electrons and N 2 molecules taken into account in the calculation of the EEDF from equation (1) .
One important issue is the choice of the crosssections for transitions between vibrationally excited levels (see B14 in Tab. 1). The set from [21, 22] includes only the excitation of levels w = 1, . . . , 8 from v = 0. For the cross-sections for excitation of levels w from v > 0, we assume an identical shape and magnitude with the Table 1 . Processes involving N2 molecules considered in the Boltzmann equation (1) .
cross-section for the transition 0 → (w − v), but with a different energy threshold accounting for the anharmonicity of the oscillator. A comparison of this procedure with other hypotheses has been performed in [24] , suggesting the correctness of the present approach. Nevertheless, there are no certitudes for the best choice of cross-sections for electron collisions involving transitions between vibrational levels, and this is presently a subject of research. For example, a study of the effect of these cross-sections on the calculated electron temperatures in the nitrogen afterglow has recently been done in [25] . It is also worth to mention the semi-empirical theory developed in [26] , which has provided a new cross-section set for the transitions between vibrationally excited levels. The influence of these newer cross-sections in the modeling of nitrogen discharges is now under investigation [27] . As mentioned above, the cross-section for excitation of the manifold of vibrational levels is very high in N 2 . Consequently, the energy transfer from electrons to vibrations is very effective, and the vibrational levels play a central role in nitrogen plasmas. The fractional power transferred by the electrons into vibrational excitation was quantified in [23] , easily overcoming 50%, depending on the value of E/N and the degree of vibrational excitation. Since ground-state vibrationally excited N 2 (X 1 Σ + g , v) molecules are strongly populated, electron inelastic and superelastic collisions with these molecules must be taken into account in the Boltzmann equation. The necessity to know the vibrational distribution function (VDF) of ground-state molecules,
to solve the electron Boltzmann equation (1) clearly shows the strong coupling between vibration and electron kinetics. Some hypotheses usually made to solve the Boltzmann equation decoupled from the vibrational kinetics are to consider VDFs according to Boltzmann, Treanor [28] or Gordiets [29] distributions, but they lead to large errors in certain circumstances. The interplay between electron and vibrational kinetics was investigated in a series of papers by Capitelli and co-workers [19, 30, 31] and in our group [15, 20, 23, 32] , and will be further discussed in Section 2.2. The most decisive effect in the calculated EEDF results from superelastic collisions. They cause a significant enhancement of the high-energy tail of the EEDF, which becomes more pronounced as the vibrational excitation increases, as it has been first pointed out in [33] and can be seen in Figure 1 . Superelastic collisions are always very important for all values of the reduced electric field considered in this paper, becoming less important as E/N increases.
Since superelastic collisions of electrons with vibrationally excited molecules are so important, it is natural to wonder if superelastic collisions with electronically excited states can modify the EEDF as well. The first electronic metastable state of nitrogen is N 2 (A 3 Σ + u ), with an energy threshold of about 6.2 eV. Under stationary discharge conditions, it is the most populatedelectronic metastable state. The effect of superelastic collisions with N 2 (A 3 Σ + u ) has been studied systematically in [31, 34, 35] . It has been shown that this effect can be important only when the degree of vibrational excitation is very low, practically disappearing for Θ 1 ≥ 4000 K, with Θ 1 denoting the characteristic 0−1 vibrational temperature of N 2 . This can be achieved only with very low residence times in a discharge [31] . As the vibrational excitation become important, the electron superelastic collisions with
molecules mask the effect. Superelastic collisions with N 2 (A 3 Σ + u ) can be important in the afterglow, again for conditions of low vibrational excitation, as calculated in [24, 25] . To have a quantitative idea of the importance of this effect in stationary discharges, of parameters corresponds to the operating conditions of the discharge to be analysed in Section 3. Table 2 shows that superelastic collisions with N 2 (A 3 Σ + u ) may become important when the relative population of this state is bigger than 10 −2 . As we shall see in Section 2.3, this is very unlikely to occur for the discharge conditions analysed in this work, and they can usually be neglected.
The degree of dissociation in low-pressure nitrogen discharges is usually relatively low. Nevertheless, electron collisions with N atoms should be taken into account in the Boltzmann equation when [N]/N 10 −3 [36, 37] . For this reason we have solved the electron Boltzmann equation (1) for a mixture N 2 -N, taking into account the electron crosssection for momentum transfer of N( 4 S) atoms and the excitation of the metastable states N( 2 D) and N( 2 P ) from ground state N( 4 S) atoms. It is straightforward to write the Boltzmann equation for a mixture of gases. Its final form can be found in [38] . Electron collisions with atoms correspond to another direct coupling of electron and heavy-particle kinetics: it is necessary to know the fractional atomic concentration in order to calculate the EEDF, but it is also necessary to know the EEDF to calculate the atomic concentration.
Electron-electron (e-e) collisions can often be neglected. They tend to bring the EEDF to a Maxwellian distribution, which can be significantly modified for high degrees of ionization, δ e = n e /N , typically δ e 10 −4 [39, 40] . As it will be shown in Section 3, e-e collisions can be important in the afterglow at much lower ionization degrees.
The procedure to numerically solve equation (1) is detailed in [41] , in the absence of e-e collisions. These can be included in a similar way, but the non-linearity of the resulting discrete equations eforces an iterative procedure. The iterations can be made to converge very quickly, if we use the physical condition that the total power loss by electrons through e-e collisions must be zero.
The solution of the electron Boltzmann equation provides detailed information about the EEDF and all electron transport parameters and excitation rate coefficients. The two-term approximation is not at all computationally heavy. It can hence be used in self-consistent codes, even if an iterative procedure between the electron and the heavyparticle kinetics modules is necessary (to update the population of vibrational levels and nitrogen atoms, or the value of the reduced electric field, for example). Nevertheless, if the EEDF is not absolutely needed, for discharge modeling it is possible to find approximate expressions for the different excitation rate coefficients (2) . In the absence of vibrational excitation, they can be well approximated by expressions of the type
where a and b are constants [42] . More accurate expressions, valid for a wide range of values of T V , where obtained in [43] . Figure 2 shows the rate coefficients for excitation of state N 2 (B 3 Π g ) and for dissociation, as a function of (E/N ) −1 , in the absence (full curves) and presence (dashed curves) of vibrational excitation. The relatively unusual chosen axis allow the direct determination of coefficients a and b in the expression (12).
Vibrational kinetics
The vibrational levels of ground-state N 2 (X 1 Σ + g , v) molecules play a central role in nitrogen discharges and afterglows. As we have already seen in the previous section, the vibrational distribution function (11) strongly determines the shape of the EEDF. This is due not only to the strong cross-section for electron losses in the excitation of vibrational levels but also to superelastic collisions (cf. Fig. 1 ). Furthermore, several vibrational levels are involved in heavy-particle reactions, some of them leading to dissociation, as we will see in Section 2.3.
The VDF can be calculated from the solution of the rate balance equations for the creation and loss of the various vibrational levels. The different processes to be taken into account include electron-vibration (e-V), vibrationvibration (V-V), vibration-translation (V-T), vibrationelectronic (V-E) energy exchanges, as well as deactivation at the wall and chemical reactions, the later including dissociation and recombination. Table 3 lists the different mechanisms considered here, with D denoting dissociation and W wall processes. Notice that for V-V and V-T 
See Table 5 reactions we have only considered single-quantum transitions, which are the most likely ones, except for V-T exchanges in the system N 2 -N. This later case includes both a direct process and a reactive one, in which an atomic exchange between the two collision partners takes place.
The entry "chemistry" designates all reactions involving the creation or destruction of any vibrational level, such as V-E, recombination, and dissociation from levels other than the last bound vibrational level, v = 45. Examples of these processes are reactions C2-C6 from Table 5 . Dissociation by V-V and V-T processes, known as vibrational dissociation, is modelled as a transition from v = 45 to a pseudo-level in the continuum [19] . The rate balance equation for the concentration of each vibrational level, n v , can then be written as
Here, n e , [N 2 ] and [N ] are the electron, molecular and atomic densities, respectively, C, P and Q denote the rate coefficients for e-V, V-T and V-V processes, respectively, ν W (v) is the loss frequency of N 2 (X, v) molecules to the wall, and Chem(v) is the rate of change of the concentration n v due to the heavy-particle reactions listed in Table 5 . For steady-state conditions, this set of equations can be solved directly imposing dn v /dt = 0. Equation (13) shows unambiguously the strong link between the different kinetics. First, electrons determine the energy input into the vibrational mode, expressed by the excitation coefficients C w v . This energy is redistributed among the vibrational manifold through V-V and V-T processes. Surface kinetics directly affects vibrations, both due to its strong influence in the atomic concentration [N ] (which noticeably affects the VDF via V-T N 2 -N exchanges) and to the direct deactivation of vibrationally excited levels at the wall. Finally the resulting VDF will have a strong impact in the neutral and charged particle chemistry, as we will see in the next section.
As we have mentioned in the previous section, the mutual action of electron and vibrational kinetics in gas discharges has been studied systematically in a series of papers from the 80 s. However, the study of the time evolution of the VDF, in conditions where the electron kinetics is not determinant, is an important issue in atmospheric chemistry and hypersonic flows for aerospace applications.
A decisive step to obtain realistic populations of vibrationally excited molecules in different levels is the choice of the collisional data in equation (13) . There are different theories allowing the calculation of the V-V and V-T rate coefficients in N 2 -N 2 collisions, such as SSH (Schwartz, Slawsky and Herzfeld) theory [75, 76] , later on modified in [77, 78] , or the forced harmonic oscillator [79, 80] . This later model is in good agreement with the three-dimensional semiclassical trajectory calculations of Billing and Fisher [81] , which stand as a benchmark for the N 2 -N 2 V-V and V-T rate coefficients. The correctness of the coefficients from [81] has been suggested in several independent studies [37, 82, 83] , so that they are used in this work.
The rate coefficients P
N2−N v,w
for the V-T collisions in the system N 2 -N are still poorly known. They have been firstly calculated in [84, 85] , for a large number of reactions. We used these values in some of our previous investigations [86, 48] . New calculations, reporting slightly weaker coefficients, were presented in [87, 88] and were used in [89, 49] . We have approximated the new values by
where the constants A 0 , A 1 and A 2 are given in Table 4 , both for the reactive and non-reactive collisions. We considered the non-reactive coefficient to be zero for v < 9 and the reactive one to vanish for v < 7. We have further assumed that P v,w<v = P v,v−1 if v−w ≤ 5 and P v,w<v = 0 otherwise. Actually 5 quanta transitions are about a factor of two weaker than one quantum transitions, whereas transitions of 10 quanta are already one order of magnitude lower, as it is shown in [90] . In this last reference the calculations from [87, 88] have been improved by considering a system of 67 vibrational levels, instead of just the 45 bound ones. The new values differ from the older ones only for gas temperatures T g > 2000 K, so that no corrections need to be taken into account in the conditions of this study. However, our recent investigation in the nitrogen afterglow strongly suggests that the rate coefficients P v,w here described are still too strong, and we felt a need to somewhat reduce them in [50, 91] . A rough estimation has determined that these coefficients should be reduced by a factor of five. We will return to this question in Section 3.
For the wall deactivation of
molecules at the wall (Pyrex surface) we have assumed a first-order mechanism and single-quantum transitions with a constant probability γ W = 4.5 × 10 −4 [92] . Figure 3 shows the calculated VDF for the same conditions as in Table 2 , E/N 5×10 −16 V.cm 2 , T V 6200 K, f = 433 MHz, gas temperature T g = 1000 K, tube radius R = 1.9 cm, pressure p = 440 Pa, electron density n e = 3 × 10 10 cm −3 and relative atomic concentration [N]/N 10 −2 (full curve). Of course that only few of these quantities are independent, the others being calculated from the self-consistent model (see Sect. 2.5). The open circles are the Raman scattering measurements in the afterglow of a microwave discharge corresponding to the conditions of the calculations, for an afterglow time t 1.5 × 10 −2 s [93] . As it will be shown in Section 3, the population of these low vibrational levels for this afterglow time is practically the same as in the discharge. The black circle is the cavity ringdown spectroscopy measurement of the population of level v = 18 in a DC discharge at p = 2.3 torr and I = 100 mA [94] , which is, to our knowledge, the only measurement available for a relatively high vibrational level. The VDF has a characteristic shape, resulting from the combined effect of e-V and V-V exchanges at low vibrational levels, near resonant V-V exchanges at intermediate levels, which tend to form a plateau in this region, and V-T exchanges with N 2 molecules and N atoms at the high levels. For these discharge conditions of relatively high excitation the plateau is drastically reduced and the population of the last bound vibrational level, v = 45, is extremely low. Therefore, vibrational dissociation cannot possible occur. Dissociation by a pure vibrational mechanism can take place in a stationary discharge only in conditions of simultaneously low values of the gas temperature and the degree of dissociation, which can eventually be met in a DC discharge operating at low discharge currents. The dashed curve in Figure 3 corresponds to the quite favorable case of a DC discharge with I = 20 mA, R = 0.75 cm and p = 0.5 torr, for which we have
. The plateau at intermediate levels is now very extended. Even though, the ratio between the rates of vibrational and direct electron impact dissociation is only 0.34. This value is reduced to 0.02 when I raises to 80 mA, while it can significantly increase if we keep low currents and increase the gas pressure. However, in this later case other important sources of nitrogen atoms do exist, as it will be shown in the next section. Let us still recall we have reduced the rate coefficient for N 2 -N V-T exchanges. If the actual rates are higher than ours, then the high levels of the VDF will be still less populated and vibrational dissociation will not occur in any circumstances.
Chemical kinetics
We turn now to the description of heavy-particles other than the vibrational levels of ground-state N 2 molecules, such as electronically excited states, atomic species and positive ions. First we discuss the chemistry of neutral species. Special attention will be paid to dissociation, since this is an important mechanism still poorly understood in discharge conditions. Next we review the reactions involving charged particles and the ionization processes. Finally, we consider the gas heating channels of relevance in nitrogen discharges.
Excited states
Nitrogen "chemistry sets" are of course very important in atmospheric and ionospheric physics, and in plasma chemistry in general. Several of these sets are available in the literature. A very complete and unavoidable one has been compiled by Kossyi and co-workers in [57] . Their kinetic scheme was built assuming gas temperatures between 220 
18 Tg 300 
molecules, is Slovetskii's book [95] . Early attempts in our laboratory to couple the electron and neutral heavy-particle kinetics were performed in [96, 97] . Tabulated electron rate coefficients were used together with a very simple kinetic scheme allowing the calculation of the population of N 2 (A 
was done in [31, 99] . Finally, discharge models including rather complete chemistry sets (which considered more electronically excited states, dissociation and charged particles) where developed in [37, 48, 71] . In the last two of these references the electric field sustaining the discharge was also self-consistently calculated (see below). Table 5 lists the reactions that, together with the processes from Tables 1 and 3 , are considered in this work. It is a refinement of the chemistry set proposed in [48] , with the improvements suggested in [49, 61, 91, 100] . It allows the calculation of the concentrations of the electronically excited states
ions. We assume that all the destruction processes of state N 2 ( Table 5 , deserve a separate comment given below. This table includes some electron processes, whose coefficient is indicated to be a function of E/N . With the exception of reactions C26 and C27, we do not take into account these processes during the solution of the electron Boltzmann equation (1) . The excitation rate coefficients are simply obtained by the appropriate integral of the calculated EEDF over the corresponding cross-section.
The two values for the probability of atomic recombination C31, γ d and γ a , correspond to discharge and afterglow conditions, respectively (see Sect. 2.4). We believe this chemistry set to be adequate for the investigation of nitrogen discharges and afterglows in the conditions considered in this report. Of course other processes must be taken into account at different conditions. For example, the quenching of N 2 (C 3 Π u ) by N 2 molecules should be considered at higher pressures [101] .
Once more, the choice and accuracy of the collisional data if of major importance. A vast collection of experimental and theoretical information on separate elementary reactions has been already accumulated. In spite of this, the question of whether the description of physicochemical phenomena on the basis of available kinetic schemes is satisfactory is permanently open. One relevant remark must be done to the possible temperature dependence of the various rate coefficients, since most of them have been measured at 300 K only. A second observation is that these are somehow "global" rate coefficients, since there is no discrimination of the vibrational levels of the electronically excited states. However, it is clear that the potential improvements obtained by taking into account a vibrational state-to-state scheme would immediately be lost due to the uncertainties in the respective collisional data.
We have assumed that all metastable states reaching the wall deactivate with unit probability (reactions C1, C12, C14, C18, C32 and C34). A slowly diffusing metastable state, which diffuses slower than N 2 (A 3 Σ + u ) and with possible influence in the ionization growth during breakdown, was identified in [102, 103] . These authors discuss a series of experiments suggesting that metastable reflection is not significant and rule out the N 2 (a 1 Σ − u ) state as the slowly diffusing state, suggesting highly vibrationally excited molecules, in levels v = 27-33. Nevertheless, a wall deactivation probability of only 10 −3 was assumed for N 2 (a 1 Σ − u ) metastables in [104] . In what concerns the atomic metastables N( 2 D) and N( 2 P ), we admit that, when they reach the wall, part of them is simply deactivated to the ground state N( 4 S), whereas the remaining part recombines into N 2 (X, v = 0) molecules at the wall [100] .
A relatively large list of reactions, such as the one in Table 5 , may look uninteresting at first sight and even an attempt of obfuscation. However, we have tried to keep the number of processes to a minimum, as long as two conditions were satisfied. The first one is not to lose any physical insight. The mechanisms we have taken into account are almost all necessary to understand some particular issues of the nitrogen chemistry in the discharge and/or in the afterglow. In some of our previous works, already cited, we have focused our attention and discussed different subsets of the present chemistry scheme. The second condition is to obtain a closed system of equations. This is important if we want to perform self-consistent calculations, from example to avoid the need of using as input the concentration of one species. Having said this, it is clear that some reactions play a central role if we want to understand the general behavior of discharges and post-discharges in nitrogen. We will try now to go through Table 5 and stress some key features.
The first thing to retain is that the electronically excited molecular states are divided into the triplet and singlet manifolds, which practically do not interact with each other, although they are strongly coupled to the vibrational manifold and to the atomic states.
The triplet intrasystem cascading scheme involves the states
The different vibrational levels (B, v ) and (W, v ) present close energy resonances, so that their populations are likely to be almost equilibrated in our pressure range [98, 105] . Our model does not take into account directly the kinetics of N 2 (W 3 ∆ u ). However, it is considered indirectly in the kinetics of the N 2 (B 3 Π g ) state, since the collisional data measured in flow systems actually provide the relaxation coefficients for the coupled states as a whole rather than on the decay of the B or W states alone [45, 105] . A strong collisional coupling of the same kind is believed to exist between different levels [106] , since v = 7 is near resonant with v = 0. As mentioned before, such a detailed vibrational state-to-state kinetics seems at present a too ambitious project. Nevertheless, as it was pointed out in [48, 107] , the populations of
) and nitrogen atoms, with the important participation of vibrationally excited molecules in low vibrational levels, are strongly coupled through reactions C4, C6 and C7 from Table 5 , rewritten here:
The coupling with nitrogen atoms is reinforced with reaction C38,
which was not considered in [48, 107] . In order to quantify the strength of this coupling, Figure 4 shows the relative contribution of the different mechanisms of creation 
) molecules as a function of the gas pressure p, in a DC discharge in the conditions of reference [49] (S-52 glass cylindrical tube with inner radius R = 7.5 mm), for discharge currents I = 20 mA (full curves) and I = 80 mA (dotted curves). Curves A, B and C correspond, respectively, to the formation of N 2 (B 3 Π g ) by direct electron impact (process B3 in Tab. 1), from reaction (16) , and as a consequence of the radiative decay of states
(processes C10 and C11). It is immediately seen that, for the conditions under analysis, N 2 (B 3 Π g ) molecules are essentially formed via reaction (16) . The contribution of other processes not shown to the formation of N 2 (B 3 Π g ), such as the pooling reaction C2 or the intersystem crossing of N 2 (a 1 Σ − u ) C13, is always less than 2.5%. It is worth noting here that the intersystem crossing to produce N 2 (B 3 Π g ) is spin-allowed and can be near resonant for some vibrational levels. However, recent measurements reported in [108] which in turn leads to a decrease in the relative population of the electronically excited states with pressure (see Fig. 7 ). Second, for a fixed value of the discharge current the relative concentration of nitrogen atoms does not change too much in our pressure range, even slightly grows with p (see below). This justifies the raising importance of reactions (17) and (18) for the higher values of pressure. These figures show that N 2 (A 3 Σ + u ) molecules are essentially "created from" and "destroyed forming" N 2 (B 3 Π g ). Therefore, the combined effect of reactions (15) and (16) do not constitute effective populating/depopulating mechanism for N 2 (A 3 Σ + u ) and N 2 (B 3 Π g ) states, as these reactions just redistribute their populations among the triplet manifold. The same kind of argument can be used to some extent regarding reactions (17) and (18) . In fact, the absolute populations of both triplet states are actually determined by other slower processes, such as reaction C8 of quenching of N 2 (B 3 Π g ) directly to the ground state and diffusion to the wall. The relative concentration of the three triplet states Figure 7 , together with the absorption measurements of N 2 (A 3 Σ + u ) from [97] and the emission measurements of N 2 (B 3 Π g ) from [98] . Notice that the experiments in [97, 98] were made in a tube of radius R = 1 cm. In order to compare them with the calculations and the experiments performed with R = 0.75 cm from [66] we have scaled the abscissas according to the similarity parameter pR (this means, for example, that a measurement at p = 1 torr from [97] was plotted at p = 1/0.75 1.33 torr in Fig. 7) . The remarkable agreement with experiment confirms the correctness of the present calculations.
The singlet intrasystem involves the states ) always presents a very small concentration, since it is strongly quenched by N 2 molecules (reaction C21). To our knowledge there is no evidence of reactions between singlets involving vibrationally excited ground-state molecules, similar to (16) , but of course the possibility of this kind of reactions cannot be simply ruled out. Figure 8 shows the relative population of the singlet states, calculated for the same conditions of ) have relatively high concentrations in DC discharges, so that they can be involved in important mechanisms, such as dissociation, ionization and gas heating.
Dissociation
It is may be surprising that a very fundamental mechanism, as it is dissociation, is not yet completely understood in nitrogen gas discharges. What is known for a long time is that electron impact dissociation alone cannot explain the relatively high dissociation degrees observed experimentally in nitrogen discharges at pressures of about 1 torr and for values of E/N below 8 × 10 −16 V.cm 2 [109] . The first suggestion to solve this question was that dissociation could take place in a purely vibration-dissociation (V-D) mechanism (cf. Tab. 3), as a result of V-V and V-T energy exchanges into a pseudo-level in the continuum [110, 111] . However, the VDFs considered in those studies were unrealistically overpopulated in the high vibrational levels, since they did not take into account the deactivation of the vibrational levels at the wall [112] nor the strong V-T energy exchanges associated with N 2 -N collisions [86, 88] (see also Sect. 2.2). That being so, in our discharge conditions the high levels of the VDF are in general not enough populated to allow vibrational dissociation to be effective [48, 89] (cf. Fig. 3 and its discussion). Therefore, additional dissociation must occur through a different mechanism. Both V-T N 2 -N and wall vibrational deactivation processes were considered in [48] , but the kinetics of the metastable states N( 2 D, 2 P ) was described there in a simplified and empiric way. Nevertheless, that work has shown that reaction (17) does not constitute an effective depopulation mechanism of ground-state N( 4 S) atoms, since most of the metastable N( 2 P ) so created are reconverted back to N( 4 S). The kinetics of metastable atoms was included in [100] , confirming that about 90% of the created N( 2 D) and N( 2 P ) atoms give back N( 4 S). Finally, the problem of nitrogen dissociation was recently addressed in [49] .
The need for an extra source of dissociation in nitrogen discharges was recently pointed out in [66, 91, 104] , which have proposed, respectively, dissociation to occur through reactions
The first of these processes was abandoned soon later due to difficulties in the explanation of experimental data, but the necessity of another ionization channel besides direct electron impact and vibrational dissociation was clearly stressed in [104] . The remaining two mechanisms are the entries C5 and C29 from Table 5 . Notice that reaction (21) is likely to take place through the excitation of the pre-dissociative levels
, as it is suggested in [95] . This process is very similar to the very important reaction (16) , which is accepted to have a rather large rate coefficient [48, 52] . An (20) and (21) are not considered. important contribution to the total dissociation rate resulting from the excitation of levels v ≥ 13 was also referred in [113] . It is still worth to note that at v ≥ 20 reaction (21) does not create N 2 (B, v ) anymore, but instead the non-dissociative state N 2 (C 3 Π u , v ) [95] . Figure 9 shows the comparison between calculated and measured concentrations of nitrogen N( 4 S) atoms in a DC discharge for the same conditions as in Figures 4-8 . The electron spin resonance (ESR) experimental measurements were taken from [66] . The different sets of data are for discharge currents I = 20 mA (full curves and black triangles), 50 mA (dashed curves and open circles) and 80 mA (dotted curves and black squares). Curves A are the results of the calculations obtained by neglecting processes (20) and (21), i.e., considering only dissociation by direct electron impact and vibrational dissociation. They strikingly show the need of invoking other dissociation channels. The overall agreement between the model predictions and the measurements is quite remarkable.
In order to clarify the importance of the proposed dissociation mechanisms (20) and (21), Figure 10 depicts the relative contribution of the various dissociation processes to the total dissociation rate, for I = 20 mA (full curves) and I = 80 mA (dashed curves). The different labels correspond to the contributions of electron impact dissociation (A), dissociation according to reactions (20) (B) and (21) (C). This figure confirms that electron impact dissociation is the major dissociation channel only at pressures below ∼1 torr. For higher values of pressure, reactions (20) and (21) start to be effective, their contribution to dissociation reaching values as high as 90%. We can also see that reaction (20) explains the results at low values of I, whereas (21) is responsible for the good description at higher currents. Notice that Figure 10 shows the contributions to the total dissociation rate and not the contributions to the formation of N( 4 S) atoms. In absolute values, N( 4 S) atoms are destroyed essentially by collisions with N 2 (A 3 Σ + u ) (17) , and created by (18) and in the various mechanisms of quenching of N( 2 D) and N( 2 P ) atoms listed in Table 5 Figure 10 and recombination at the wall. A detailed discussion of the this effect and the quantification of the importance of the different mechanisms in the creation and destruction of N( 4 S) atoms can be found in [100] . Let us still note that dissociative recombination C49 can contribute significantly to dissociation in N 2 -Ar mixtures predominantly composed by Ar [114, 115] , but it is totally negligible for the present conditions.
The different behavior of dissociation according to (20) and (21) cannot be attributed to any differences in E/N (see below), but rather to differences in the vibrational temperature T V of ground-state nitrogen molecules. As it has been discussed in [49] , if the ionization degree is high enough to ensure a relatively important value for T V , the increased formation of N 2 (A 3 Σ + u ) molecules (due to the changes in the EEDF caused by superelastic collisions) makes dissociation through reaction (21) a major source of N( 4 S) atoms. However, this process cannot explain the experimental results at low discharge currents, where dissociation is well described by reaction (20) . This mechanism may in fact correspond to an effective way of writing a sequence of other elementary processes. One possibility is the two-step process 2N 2 
The first of these reactions is considered in [71] , while the second one is similar to (21) . The direct excitation of N 2 (B 3 Π g , v ) and N 2 (a 1 Π g , v ) in the pre-dissociative levels v ≥ 13 and v ≥ 6 is also possible.
is reported in [71, 95] . Finally, it is still possible for vibrational dissociation to play some role at low discharge currents, in case we are considering too strong V-T rates N 2 -N (see Sects. 2.2 and 3). But even in this situation it cannot possibly replace (21) and explain the results at higher ionization degrees.
Ionization and charged particles
The problem of ionization in nitrogen discharges has some similarities with the question of dissociation just described. As a matter of fact, it is well established that direct electron impact ionization alone cannot justify the ionization rate experimentally observed for pressures above ∼1 torr [116] . That being so, other important ionization paths must exist. The difficulty of accurate calculations of ionization at low E/N was also emphasized and addressed in [117] .
Two different tendencies appeared in the literature suggesting additional ionization channels. The first one attempts to explain the experimental data invoking processes that involve vibrationally excited ground state molecules [116, 118, 119] . In particular, reactions
were proposed. However, the same comments made about vibrational dissociation can be repeated here: the VDF of ground-state nitrogen molecules is generally not strong enough populated in the high vibrational levels to allow reactions (22) to be efficient. Furthermore, the metastable state
) is strongly quenched by N 2 (reaction C21) [62] . As it was already referred, the relative population of this state is always less than 10 −8 , so that process (23) cannot contribute significantly to ionization. Notice as well that reaction (22) was retracted [119] , where it has been suggested it could somehow be an effective representation of a sequence of other elementary steps.
The second trend emphasizes ionization as a result of collisions between metastable electronic states [120] [121] [122] , according to reactions C41 and C42 from Table 5 ,
The problem of ionization in nitrogen discharges was analyzed in [48] , where revised rate coefficients for the Penning/associative ionization reactions (24) and (25) were proposed. Another argument in favor of this second trend was given in [123] , in a study of the development of a discharge in the absence of electric fields, where direct ionization of molecules by electrons cannot be manifested, and for very low vibrational excitation.
To evaluate the importance of Penning/associative ionization in nitrogen discharges, Figure 11 shows the relative contribution of the different ionization channels to the total ionization rate, for the same conditions as in Figures 4-10 . For the conditions here under study, Penning/associative ionization is by far the dominant ionization channel, through reactions (24) and (25) . On the contrary, the contribution of stepwise ionization (processes C43-C47, the most important being C44) is usually negligible and always less than 8%. and H, which leads to a reduction of the net rate of Penning/associative ionization so that the reduced electric field must increase to sustain the discharge [124, 125] .
The concentrations of the different charged particles can be calculated from their respective continuity equations. Besides direct electron impact ionization, we have taken into account mechanisms C41-C53 from Table 5 . Notice that it is quite irrelevant to consider reactions (24) and (25) as Penning or associative ionization processes (i.e., producing N ions are quickly redistributed by C51 and C52. In the present calculations we have rather arbitrarily taken a branching ration of 0.5 for each of the two possible products of ionization via (24) and (25) . In the presence of n species of positive ions, the ambipolar diffusion coefficient for a certain species i, D a,i , is given by (26) where the index n + 1 corresponds to electrons, D i and µ i are the free diffusion coefficient and the mobility for species i, respectively, the later taken as positive for the ions and negative for the electrons, and n i is the concentration of the ionic species i, with n n+1 = −n e , n e denoting the electron density. When the ion temperature, T i , is much lower than the electron temperature, T e , this expression gives approximately
for the positive ion i, and 
Gas heating
It is of course abusive to consider gas heating as part of the "chemical kinetics". Nevertheless, if the electron, vibrational and chemical kinetics have been studied, it takes just a small step to investigate the gas heating in nitrogen discharges and we think it is worth to do it. The analysis of gas heating in nitrogen and nitrogen-argon surface-wave discharges was performed in [89, 107, 114, 115] .
Neglecting axial transport and assuming a parabolic radial profile for the gas temperature, the stationary gas thermal balance equation takes the well known form
where T w denotes the wall temperature, Q in is the mean input power transferred to the translational mode per volume unit, λ is the thermal conductivity, taken from [126] , and T g is the radially averaged gas temperature. The gas temperature in the axis in this case is equal to 2T g − T w . The calculations of the total gas heating (r.h.s. term of the gas thermal balance equation) take into account all collision processes that lead to the transfer of energy to the translation mode. For the a discharge in pure nitrogen, the different gas heating channels are as follows:
(i) vibration-vibration (V-V) energy exchange processes in N 2 -N 2 collisions, i.e., non-resonant reactions of the form (cf. Tab. 3) (30) to which correspond a mean input power to the translation mode given by and χ e = 6.073 × 10 −3 are the spectroscopic constants for the anharmonic Morse oscillator describing the energies of the vibrational levels,
(ii) vibration-translation (V-T) energy exchange processes in N 2 -N 2 collisions,
with
where ∆E v,v−1 = ω(1 − 2χ e v); (iii) vibration-translation (V-T) energy exchange processes in multi-quantum N 2 -N collisions,
(iv) electron elastic and rotational losses, which are obtained from the appropriate integrals on the calculated EEDF,
where G c and G rot are the energy fluxes driven by electron elastic collisions and excitation and de-excitation of rotational levels, defined in equations (4) and (6) 
with ∆E 1 = 2 eV and ∆E 2 = 0.4 eV and
(vi) vibrational deactivation at the wall (see Tab. 3), with
(vii) deactivation of electronic metastable states at the wall (see Tab. 5), with
where we consider the species In these expressions, β is the accommodation coefficient, determining the part of the available energy in the deactivation electronically or vibrationally excited metastable species at the wall that is absorbed by it, being the remaining energy returned to the gas phase. For lack of data we have simply taken β = 0.5. The effect of considering other values for the accommodation coefficient were discussed in [89] . The neutralization of ions at the wall with generation of hot neutrals, which is very important in argon [127] , starts to be noticeable only below ∼1 torr and for the higher discharge currents. For the present conditions its contribution is always less than 7%.
The pooling reactions of N 2 (A 3 Σ + u ) metastables, corresponding to equations (38) and (39) , are known to play a role in the gas heating at the first instants of the discharge, before a stationary situation is reached [46, 128] . They can be important in discharge conditions as well, if the metastable state N 2 (A 3 Σ + u ) is efficiently populated [89] . Notice that we have assumed that half of the energy available in the pooling reactions goes to the translational mode, while the other is transformed into vibrational energy, in accordance with [46, 129, 130] . This assumption, that leads to v 1 = 8 and ∆E 1 = 2.0 eV in equation (38) , and to v 2 = 2 and ∆E 2 = 0.4 eV in equation (39) , nearly corresponds to an energy balance model with the reactions obeying to the Franck-Condon principle [46] . Figures 13 and 14 describe, respectively, the gas temperature and the relative contribution of the different heating channels to the gas heating for a DC discharge with R = 0.75 cm and I = 20 mA (-) and 
I = 80 mA (--).
The agreement between the model predictions and the experimental measurements from [66] is quite remarkable. Figure 14 shows that the nature of gas heating changes at values of the product pR close to 1 torr.cm. At low pressures the electronically excited metastable states strongly contribute to the total gas heating, by deactivation at the wall and chemical reactions.
The influence of pooling reactions is higher for I = 80 mA, due to the stronger population of N 2 (A 3 Σ + u ) metastables in this case (see Fig. 7 ). For conditions of still higher electron densities, such as in a microwave surface-wave discharge, the pooling reactions can have a stronger influence than that shown here [89, 107] . On the other hand, for pR 1 torr.cm vibrationally excited molecules are responsible for most of the gas heating, as a consequence of the V-V and V-T N 2 -N energy relaxation mechanisms. The importance of V-V processes to the gas heating for p = 1.5−10 torr was pointed out in [131] , even if that study neglected the effect of atoms on the V-T deactivation.
Surface kinetics
The study of the surface kinetics of atomic species, and in particular of the elementary processes leading to heterogeneous recombination, is very important in gas discharges. As a matter of fact, many of the characteristics of plasma reactors are in practice controlled by wall reactions. However, due to lack of data, surface kinetics is usually extremely simplified and surface recombination and deactivation are simply treated as effective gas-phase processes. In this work we follow this approach. Therefore, the rate frequency of recombination is related to the recombination probability γ by
where v denotes the average velocity of the particle colliding upon the wall and R is the tube radius. Of course a similar expression is used for the wall deactivation of vibrationally excited N 2 (X 1 Σ + g , v) molecules (see Tab. 3). For constant values of γ, equation (43) reflects a first order process.
As referred in [132] , one of the difficulties in the investigation of surface recombination is the inconsistency between the experimental data obtained in different experiments, which shows the great sensitivity of the results to the conditions of the surface. Thus, whenever it is possible, it is desirable to use experimental data corresponding exactly to the same conditions to be studied by modeling. For our discharge calculations we have used the value γ d = 10 −3 (entry C31 in Tab. 5), obtained in [66] precisely for the conditions corresponding to the calculations shown in Figures 4-15 .
There is no more to say about surface kinetics as considered in our present model. Nevertheless, we believe it is an important issue, with expected breakthroughs during the next years, so that it is worth to stress some of its aspects. Marković and co-workers have shown that nitrogen atomic recombination may be second order in N, depending on the wall material [132, 133] . This indicates that the probability of recombination, γ, is actually hiding the complex elementary processes actually occurring on the surface. The minimum sequence of elementary processes required to study nitrogen recombination in silicabased surfaces was proposed in [134] , where it is assumed that the surface is totally covered with adsorption sites, which can hold atoms either reversibly (physisorption) or irreversibly (chemisorption). The list of reactions can be written as
where F v and S v denote vacant physisorption and chemisorption sites, N f and N s physisorbed and chemisorbed atoms, and N and N 2 gas-phase atoms and molecules, respectively. This scheme takes into account physical adsorption and desorption of atoms at reversible sites, expressions (44) and (45); chemisorption on irreversible sites, (46); recombination of chemisorbed atoms with gas-phase atoms -Eley-Rideal (E-R) recombination, (47) ; surface diffusion of physisorbed atoms, (48) ; and recombination between a diffusing physisorbed atom and a chemisorbed one -Langmuir-Hinshelwood (L-H) recombination (49) . The set of equations (44) (45) (46) (47) (48) (49) can be solved in a continuous approximation, similarly to what is done for the volume chemical kinetics. Once more, one crucial point is the incorporation of physicochemical quantities, such as, for example, atoms adsorption energies, sticking coefficients, number of sites per unit area and others. There is still a large range of uncertainty in the determination of these quantities and it is common to find models with relatively complicated expressions for steric factors that are used to cover these gaps. It is still worth to note that a simple adsorption-phonon mechanism was used in [135] to study the heterogeneous relaxation of N 2 (X 1 Σ + g , v = 1) molecules and its influence on the recombination probability of N atoms. Together with (44) and (49), this model considered adsorption, deactivation and desorption of vibrationally excited molecules on the surface.
A serious effort to develop discharge models coupling surface kinetics into nitrogen discharge models was made by Gordiets and collaborators, who extended the set of reactions (44) (45) (46) (47) (48) (49) to the case of N 2 -O 2 [71, 136] and N 2 -H 2 [104, 137] mixtures. These works brought undoubtedly physical insight into the surface elementary mechanisms. However, new results from [138] seem to be inconsistent with the conclusions from [104] , fact that stresses the arduousness of an harmonious treatment of surface kinetics.
Any surface model must try to describe at a detailed level the mechanisms of gas-surface interaction, in particular by providing the recombination probability, γ, the relative importance of L-H and E-R recombinations, and the wall temperature effect on the recombination coefficient. This later issue is quite interesting, since in some conditions γ does not exhibit a monotonic behavior with T w [134, 139, 140] . Evidently the scheme described by (44) (45) (46) (47) (48) (49) can be improved, considering other mechanisms and effects. For example, nitrogen atoms are in competition for adsorption sites with N 2 molecules, which may interfere with adsorption by atoms, depending on the respective sticking probabilities and lifetimes for desorption [133] . However, a theoretical study in the framework of Molecular Dynamics shown that N 2 is slightly or not physisorbed on silica surfaces [141] . The processes of dissociative chemisorption and abstraction can also be included, as it was done, for example, for a dissociated carbon dioxide mixture in [142] . Interactions among adsorbates often play a determining role on surfaces, and the nitrogen surface coverage may affect the reaction rate constants [143] . The conventional theories defining surface processes in terms of the concentrations and properties of the different species cannot fully describe the complex kinetics on surfaces. An obvious alternative are Monte Carlo theories. For the set of reactions (44-49), a real time dynamical Monte Carlo scheme was recently presented in [144] . Another remark is the large difference in the values of the recombination probability in the discharge and in the afterglow (see C31) observed by many authors, which raises the question of creation and destruction of chemisorption sites. The possible formation of multilayers is another subject of investigation. Finally, an important aspect in gas-surface interactions is the partitioning of energy among the internal degrees of freedom of the formed molecules. In particular, it is desirable to know which fraction of energy released in an exothermic surface reaction is transferred to the substrate (the accommodation coefficient, cf. the gas heating paragraph in Sect. 2.3) and which part is transferred to vibrational and electronic excitation of N 2 . For instance, the formation of N 2 (A 3 Σ + u ) on the surface has been assumed in [133, 145] and later on discussed in [146, 147] , for the interpretation of time-delay experiments. It was also suggested to occur during the expansion of a thermal plasma [148] . The answer to these last questions may be given by molecular dynamic calculations using ab initio collisional methods [149, 150] , which are able to describe recombination at a very fundamental level.
Self-consistent modeling
We have already described and discussed several phenomena related to electron, vibrational, chemical and surface kinetics. It is clear that each of these kinetics is strongly coupled to the others, with the central role being played by the VDF of N 2 (X 1 Σ + g ) molecules. The various kinetics can be coupled efficiently with iterative procedures going back and forth the different sets of equations while updating the several calculated physical quantities. The self-consistent determination of the electric field can be performed as well, using the requirement that under steady-state conditions the total rate of ionization must compensate exactly for the rate of electron loss (by diffusion to the wall under the effect of the space-charge field plus electron-ion recombination), together with the assumption of a quasi-neutral discharge. Notice that, due to the nature of the continuity equations for the charged particles, once the continuity equation is satisfied for electrons, the continuity equation for the sum of the ionic concentrations is satisfied as well. In this way, the quasineutrality condition constitutes an additional constraint to the problem, ensuring that the ionic concentrations can be decoupled.
The comparison between the measured and calculated reduced electric field E/N is represented in Figure 15 , again for a DC discharge in a tube of radius R = 0.75 cm and for three values of the discharge current I. The experimental data was taken from [66] . Notice that E/N slightly decreases with increasing discharge current (see also the figures in [96, 48] ). On one hand, this is a consequence of the higher population of N 2 (A 3 Σ + u ) and N 2 (a 1 Σ − u ) metastable states at higher I, and a subsequent increase in the efficiency of Penning/associative ionization; on the other hand, the vibrational temperature T V of groundstate nitrogen molecules increases with I, which leads to an increase in the direct ionization rate coefficient (cf. Sect. 2.1 and Fig. 2) .
The results presented in Figures 3-15 illustrate some particular aspects of one of the kinetics involved in nitrogen discharges. Even though, they were all obtained from our full self-consistent model and not only by a decoupled kinetic parametric study. For a DC discharge the input parameters are the tube radius R, pressure p, wall temperature T w and discharge current I, whereas in the microwave case I is replaced by the electronic density n e and we need additionally the wave field frequency ω/2π. In the calculations leading to Figures 3-12 the experimental value of the gas temperature T g was used as an input parameter as well. However, as we have already seen, T g can be accurately calculated from the model.
Afterglow
In this section we examine the flowing afterglow of a surface-wave microwave discharge operating at frequency ω/2π = 433 MHz, pressure p = 3.3 torr, in a Pyrex tube of inner radius R = 1.9 cm. The electron density at the end of the discharge/beginning of the post-discharge is estimated to be n e (0) = 3 × 10 10 cm −3 [151] , a value slightly larger than the critical value for a surface-wave propagating at 433 MHz, n ec = 1.17 × 10 10 cm −3 , and the value of the gas temperature in the discharge is approximately 1000 K. This afterglow is very well characterized experimentally in [151] [152] [153] , allowing a detailed comparison between the model predictions and the experimental measurements. For these conditions, the calculated effective field in the discharge is E e /N = 4.6×10 −16 V.cm 2 and the vibrational temperature of ground-state molecules, T V , is about 6200 K.
Electron kinetics
It is known that electrons are present for quite long times, as large as few ms, in the so-called short-lived afterglow [154, 155] . It is therefore relevant to know the time evolution of the electron energy distribution function (EEDF) during the post-discharge. Such knowledge allows the characterization of the mechanisms involved in electron energy losses and the description of the decay of the electron mean energy and density. The theoretical analyses of the EEDF in the nitrogen afterglow have started with the works of Capitelli and co-workers [31, 129, 156] , devoted to the coupling between the EEDF and the vibrational distribution func-
molecules, and in a second stage also with the kinetics of electronically excited states. Later on a Monte Carlo model was developed in [130] , in which the loss of electrons was taken into account assuming a constant ambipolar diffusion coefficient. The influence of superelastic collisions with N 2 (A 3 Σ + u ) metastables was investigated in [24, 34] , where the concentration of N 2 (A 3 Σ + u ) was taken as a parameter. A coupling of the relaxation of the EEDF with the population o vibrationally excited molecules and N 2 (A 3 Σ + u ) was performed in [129] . However, these three later references considered a very low degree of vibrational excitation, so that, for the present conditions, the vibrations mask the effects of superelastic collisions with N 2 (A 3 Σ + u ). The effect of electron-electron collisions was studied in [24, 40, 157] , who have shown that, in the post-discharge, electronelectron collisions significantly affect the time evolution of the EEDF for degrees of ionization as low as 10 −6 . Winkler and co-workers have also analysed the temporal and spatial relaxation of the EEDF in different conditions, including the case of field-free relaxation [158] . A self-consistent model for the EEDF and VDF in the nitrogen afterglow was also presented in [25] , where the EEDF was obtained from the solution of the steady-state Boltzmann equation. This approximation is justified if we want to look at the evolution at large times, typically bigger than ∼10 −6 −10 −5 s, since the electron thermalization time is considerably shorter than the time variations of the populations of metastable and vibrational levels and of electrons (see below). Recently we have developed a model to study the transition from ambipolar to free diffusion regimes occurring in the afterglow [117, 159] by solving the time-dependent electron Boltzmann equation including a term describing the continuous reduction of the space-charge field [157] . This model was improved in [160] , in a self-consistent calculation of the temporal evolution of the EEDF and the heavy-particles, the electron Boltzmann equation comprising the term of creation of new electrons in the Penning/associative ionization reactions (24) and (25) . In this article we further ameliorate the description of the electron kinetics in the afterglow with the inclusion of the excitation of N 2 (A 3 Σ + u , v ) from different vibrational levels of ground-state molecules,
as well as superelastic collisions
We recall that in [157, 160] we simply considered the excitation of N 2 (
. Since our kinetic scheme for heavy-particles does not discriminate the different vibrational levels of the electronically excited states (cf. Sect. 2.3), in the treatment of the superelastic collisions (51) we assume that all metastable molecules are in level v = 0.
The relaxation of the EEDF in the afterglow is investigated from the solution of the time-dependent Boltzmann equation, which can be written in the form [157, 160] 
Here, F (u, t) is the EEDF in the post-discharge, but, contrary to the situation in the discharge, normalized to the electron density n e ,
Of course that F (u, t = 0) is simply the EEDF calculated at the end of the discharge. Most of the terms in equation (52) were already described in Section 2.1. G(u) is the total electron flux in energy space due to the continuous terms in the Boltzmann equation, given by equations (4-6). The electric field is set to zero in the post-discharge, do that G does not include the term for the flux driven by the applied field. Λ = R/2.405 is the characteristic diffusion length for a cylindrical tube with radius R, D se and D e are the effective and free diffusion coefficients for electrons [157] . The effective diffusion coefficient is calculated from
with D a and λ D denoting the ambipolar diffusion coefficient and the Debye length. The last two terms in equation (52) describe the electron-loss process of dissociative recombination with frequency ν rec and the creation of new electrons. In the term for production of new electrons ν i ion , with i = 1, 2, represents the ionization frequency through the Penning/associative reactions (24) and (25) , respectively, defined effectively per electron as
with k 41 = 10 −11 cm 3 /s and k 42 = 5 × 10 −11 cm 3 /s (see processes C41 and C42 in Tab. 5). The new electrons are created with energies u 1 = 0 and u 2 = 1.3 eV, and the δ functions verify the usual normalization condition ∞ 0 δ(u)du = 1. As we will show, the creation of new electrons permit the description of a very interesting phenomenon, the increase of n e in the afterglow after an initial stage of decay, as experimentally observed in [151, 161] .
The cross-sections for processes (50) and (51) were obtained from our basic set of cross-sections as detailed in [20] , for v = 0, . . . , 10 and, for the first of these reactions, v = 0, . . . , 10 as well. According to the Franck-Condon principle, the most favorable transitions for excitation/de-excitation of N 2 (A, v = 0) correspond to ground-state molecules in levels v = 5 and v = 6, which have an energy threshold of 4.7 and 4.4 eV, respectively. Notice that the excitation threshold for v = 0 from v = 0 is about 6.2 eV.
Clearly we need to know the time-dependent concentrations [N 2 (A)](t) and N 2 (a )](t) to solve the Boltzmann equation (52) in the afterglow. They are calculated from the model as it is described in Section 3.3, and subsequently introduced in (52) . On the contrary, it is possible to assume a constant population of the vibrational levels N 2 (X 1 Σ + g , v ≤ 10) during the resolution of the Boltzmann equation, for afterglow times lower than ∼10 −2 s (see Sect. 3.2). Figure 16 shows the EEDF f (u, t) during the afterglow, with t expressed in seconds. The EEDF is normalized to unity,
. The EEDF is largely modified in the first instants of the afterglow (t 10 −6 s), as a result of electron inelastic collisions. On the contrary, for times t 10 −6 s the EEDF attains a quasi-stationary state, which is due to an equilibrium achieved between the EEDF and the VDF, where the superelastic collisions of electrons with vibrationally excited molecules N 2 (X 1 Σ + g , v) compensate for the inelastic vibrational losses [156, 157] . The overpopulation in the region 5. Figure 17 , where we depict the EEDFs calculated for t = 10 −5 s by including (full curve) and neglecting (dotted curve) the superelastic collision process (51) . The modifications in the EEDF caused by this mechanism are vanishingly small for t ≤ 10 It is possible to see in Figure 16 the formation of a "dip" around u 4 eV for afterglow times in the range 10 −8 −10 −7 s (see Fig. 3 from Ref. [160] for a more evident picture). This is a result of the particular shape of the electron cross-sections for excitation of the vibrational levels
, which present a strong maximum at u 2 eV and vanish for u ≥ 4 eV [21, 22] . The processes leading to the formation of the dip were clarified in [160] . Briefly, the behavior of electrons with energies lower than 4 eV is determined almost exclusively by the inelastic and superelastic electron-vibration (e-V) collisions. As an outcome of this mechanism, in the very beginning of the afterglow there is a loss of electrons in the 2-4 eV energy range, where the vibrational cross-section is important, and a gain in the 0-2 eV one. On the other hand, electrons with energies between 4-6 eV do not lose appreciably their energy, since all the inelastic cross-sections are zero in this range. In other words, the frequency for loss of electrons at u 4 eV is higher than the frequency for loss of electrons both at u 2-3 eV and u 4-6 eV. This is the origin of the dip in the EEDF at 4 eV. It is worth to mention that a local minimum in f (u), very similar in shape to the one displayed in Figure 3 , was measured experimentally for a nitrogen post-discharge in [162] and for an ECR source in [163] . The dip does not get deeper and deeper as the EEDF evolves, because the frequency of loss of electrons with a certain energy u, ν(u), is not constant in time [160] . In fact, in the interval 0-4 eV the electrons lose their energy mainly in inelastic collisions with the vibrational levels, but, on the other hand, they gain energy in superelastic collisions again with the vibrational levels. Therefore, an equilibrium between the EEDF and the VDF is induced in this energy range, so that after a certain time ν is vanishingly small for u ≤ 4 eV. When this happens the electron temperature T e of the distribution for 0 ≤ u ≤ 4 eV merely reflects the vibrational temperature. This effect was pointed out in [24, 156, 160] and used in [164] to derive the vibrational temperature in the afterglow from the slope of the measured EEDF in this vibrational excitation region. The low energy part of the EEDF reaches a quasistationary state for times as short as t ∼ 10 −7 s. The calculated EEDF at t = 6.5 × 10 −3 s compares extremely well with the measurements from [160] (see Fig. 10 from that paper), obtained for electron energies between 0 and 5 eV. This agreement is in fact a confirmation of the correctness of our discharge model in the calculation of the initial VDF. The field-free temporal decay of the EEDF was also investigated in [158] , for the case of no vibrational excitation and, therefore, in the absence of e-V superelastic collisions. The calculations presented in that work hence correspond to the limit case where the dip does get deeper with time. The effect was shown in [158] , where a clear analyses of the relaxation of the EEDF performed in terms of a constant dissipation frequency is made. Finally we note that the formation of the dip can only take place under certain specific conditions, related to the population of the high-energy (u ≥ 6.2 eV) tail of the EEDF [160] .
The rate coefficient for excitation of N 2 (A 3 Σ + u ) along the post-discharge is represented in Figure 18 . Curves A are for the total excitation rate coefficient, C A X , while curves B correspond to the excitation of N 2 (
As mentioned above, the former process is favored with energy thresholds of 4.7 and 4.4 eV, corresponding to the excitation from levels v = 5 and v = 6, which are strongly populated (see Sect. 3.2). These thresholds are very close the the region where the EEDF is weakly depopulated, so that C A X remains significant for long times in the afterglow. The full and broken curves are the calculations including and neglecting superelastic collisions (51) , which slightly change the results for afterglow times between 10 −6 and 10 −3 s. On the contrary, in the region of the threshold for excitation from v = 0, around 6.2 eV, the EEDF is quickly depleted, Figure 18 is the rate coefficient obtained in the conditions of our previous investigation [160] , i.e., neglecting superelastic collisions (51) and assuming the excitation of the N 2 (A 3 Σ + u ) state as a single loss process at 6.2 eV. Figures 16-18 demonstrate that superelastic collisions (51) can significantly change the results in the afterglow, for excitation processes with energy thresholds in the region u 5.5 eV. Figure 19 exhibits the electron density calculated from the time-dependent Boltzmann equation, by including (full curve) and neglecting (dotted curve) the creation of new electrons in reactions (24) and (25), together with the interferometry measurements from [151] (open circles) and the probe measurements from [160] (black squares). The experiments were performed in a flowing afterglow, so that it is necessary to convert afterglow distances in times. This was done assuming a constant mass flow. Therefore, the afterglow time at a certain position z is given by
]dz , where v is the velocity of the molecules and we use the experimental profile of the gas temperature in the afterglow, T g (z), measured in [151] . A striking aspect in Figure 19 is the no-monotonic behavior of n e , in accordance with the observations from [151, 161] . The origin of this phenomenon is detailed in Sections 3.2 and 3.3. Here let us simply note that the metastable states N 2 (A 3 Σ + u ) and N 2 (a 1 Σ − u ) are formed locally in the afterglow through reactions C39 and C40 from Table 5, with the subsequent creation of electrons in the Penning/associative ionization processes (24) and (25) . Slow electrons remain for a long time in the afterglow, up to t ∼ 10 −3 s, even in the absence of these ionization reactions (dotted curve). Actually the frequency for electron losses by diffusion to the wall is relatively small, since the characteristic times for ambipolar diffusion are quite large, as it has been calculated in [157] and measured experimentally in the breakdown time delay experiment reported in [159] and in a pulsed RF discharge in [165] . The presence of a significant number of slow electrons for a long time makes it possible that electron stepwise excitation processes with low energy thresholds, such as the exci-
, are effective under post-discharge conditions. This was firstly suggested in [166, 167] and calculated theoretically in [157] . However these stepwise collisions cannot produce additional ionization in the post-discharge. As mentioned above, for t 10 −6 s T e T V constant and is of the order of 0.6 eV [160] . Notice as well that a high value of T e during the time interval t ∼ 10 −6 −10 −4 s, close to 1 eV, was measured in [165] in the nitrogen afterglow of an RF pulsed discharge at p = 0.2 torr, the slow decay of the electron temperature confirming the importance of the equilibrium between the EEDF and the VDF.
Vibrational kinetics
The vibrational kinetics in the afterglow is investigated from the time-dependent solution to the set of equations (13) describing the population of the various vibrational levels, coupled to the similar equations for the remaining heavy-particles. The calculated densities for the steady-state discharge are the initial values of the concentrations in the beginning of the post-discharge. The experimental longitudinal temperature profile measured in [151] was used as in the model. It presents a strong temperature drop at the beginning of the post-discharge, from values of about 1000 K in the discharge to 500 K in the short-lived afterglow, tending to room temperature in the late afterglow. As we have mentioned in Section 2.2, to explain the behavior of several species in the afterglow (see next section) we felt the need to reduce our rates for V-T exchanges in N 2 -N collisions by a factor of 5. The implications of considering other choices for these rate coefficients were discussed and quantified in detail in [50] . The fundamental effect regarding the VDF of groundstate N 2 molecules is that the very high vibrational levels, which are not significantly populated under most discharge conditions (check Sect. 2.2), are strongly populated in the afteglow, as a result of the well known V-V uppumping mechanism. The anharmonicity of the potential curve of N 2 (X 1 Σ + g ) implies that the energy difference between neighbouring vibrational levels decreases from the bottom to the top of the vibrational ladder. Therefore, the V-V reactions from Table 3 ,
are not exactly resonant and, for v < w, have a larger coefficient for the forward process than for the backward one. This originates a climbing in the vibrational ladder as the e-V collisions cease to be effective [28, 168] . The V-V up-pumping in the vibrational relaxation of anharmonic oscillators also exists for other diatomic molecules, such as CO(X 1 Σ + ) [169, 170] and NO(X 2 Π r ) [171] . Figure 20 shows the VDFs of N 2 (X 1 Σ + g , v) molecules calculated at different afterglow times between 0 and 1 s, clearly illustrating the V-V pumping of the high v levels. The tail of the VDF passes through a maximum for afterglow times of the order of 10 −2 s, which starts to exist for levels v 25 and is very pronounced for v 35 (see also [50, 91] ). This figure confirms the validity of the assumption of a near constant population in levels 0 ≤ v ≤ 10 up to times 10 −3 −10 −2 s made for the solution of the time-dependent electron Boltzmann equation (52) in the previous section.
Chemical kinetics
One noteworthy feature of the nitrogen afterglow for the conditions under investigation is the presence of a dark zone at the end of the flowing discharge, before a raise of the optical emissions in the short-lived afterglow [93, 152, 155, 172] [151, 173] and the electron density [151, 160] . The presence of a dark zone indicates that metastables N 2 (A 3 Σ + u ), as well as the other species mentioned above, cannot be carried out from the discharge and instead have to be created locally in the afterglow.
In a series of theoretical studies describing selfconsistently both the steady-state discharge and the timeevolution in the afterglow of the electron energy distribution function and of the populations of different species, as detailed in this paper, we have shown that this behavior is a consequence of the V-V up-pumping mechanism explained in the previous Section [50, 61, 91] Table 5 ,
Once these two states are produced, the remaining species are readily created in a sequence of reactions described in [50, 91] . N 2 (B 3 Π g ) is formed through reaction C4 (16) ,
This hypothesis was confirmed in [174] , where the analysis of the vibrational distribution of the N 2 (B 3 Π g ) state allowed to establish this process as the primary source of
) ions and electrons are formed by the Penning ionization mechanisms C41 (24) and C42 (25) ,
Finally the radiative species N
Processes (58) and (59) (58) and (59) (-) or through (60) and (61) (--). The experimental data is from [151] with the correction factor of 5 pointed out in [173] .
NO(X 2 Π r , v) [171, 176] . However, these V-E processes are far from generating consensus. For example, in [177] it is shown that for CO the inclusion of the asymmetric one-to-two quanta exchange processes allows us to explain the abrupt reduction of vibrational populations at levels v ≥ 39 observed experimentally in [178] , where it is explained by the introduction of a V-E collisional process. Nevertheless, the recent experiments reported in [170] show unambiguously that electron mediated V-E processes occur in CO, at ionization degrees as low as 10 −9 −10 −7 . For this reason we suggested in [50] that resonant electron mediated vibration-electronic V-E energy transfers may contribute as well to the formation of electronically excited states in the nitrogen afterglow. The reactions of associative or Penning ionization that occur in the post-discharge can create low energy electrons able to participate nearly isoenergetic reactions. Moreover, the depopulation of high vibrational levels N 2 (X 1 Σ + g , v) by electron superelastic collisions may substantially increase the energy of these electrons.
The possible role of electron mediated V-E energy transfers can be verified by assuming, as an alternative to reactions (58) and (59) , that electronically excited states can be created by reactions
The rate coefficients for reactions (60) and (61) were considered to be equal to 5 × 10 −9 and 5 × 10 −7 cm 3 .s −1 , respectively, constant along the afterglow and independent of the vibrational level N 2 (X 1 Σ + g , v), although some particular transitions should be favored according to the Franck-Condon principle. Nevertheless, this preliminary calculation allows us to estimate the feasibility of such processes. Figures 21-23 show the comparison between the model predictions and the experimental measurements [173, 179] of the absolute concentration of N 2 (A 3 Σ + g ) molecules and (58) and (59) (-) or through (60) and (61) (--). The experimental data is from [179] . (58) and (59) (full curves) or from reactions (60) and (61) (dashed curves). Notice that the dashed curves do not correspond to a full self-consistent calculation, since the variation of the electron density along the post-discharge, n e (z), was taken from the experiment [151] . These figures show that the inclusion of the electron processes (60) and (61) , it seems difficult to justify the experimental results just with processes (60) and (61) .
It is worth to mention that our calculation of the relative concentration of ground-state N( 4 S) atoms along the post-discharge agrees very well with the two-photon laser-induced fluorescence measurements reported in [153] (see Fig. 3 from [91] 4 S)] actually increases in the beginning of the afterglow due to a temperature effect, vibrational dissociation being always negligible (cf. Fig. 20 ).
Conclusions
In this paper we present a review on the kinetic modeling of low-pressure nitrogen stationary discharges and their afterglows. The complex interplay between different kinetics has been analyzed and discussed in detail. It is shown that the central role is played by the vibrationally excited The first of these mechanisms is likely to be an effective way of writing a sequence of other elementary reactions, and it is important at low degrees of ionization. On the contrary, at high degrees of ionization the second reaction may be the major source of dissociation. Once again, the crucial role of vibrationally excited molecules is evident. However, classical vibrational dissociation very rarely can take place, due to the strong depopulation of the VDF in For pR 1 torr.cm, the rates of these reactions largely exceeds that by electron impact. (v) Finally, gas heating can be dominated either by V-V and V-T energy exchanges or by the electronically excited states, respectively for the higher and lower pressures.
Let us now go over the main points regarding N 2 postdischarges.
(i) The EEDF is quickly modified in the first instants of the afterglow, becoming a Maxwellian (with T e T V ) for u ≤ 4 eV in times as short as t ∼ 10 −7 s. In this energy range, the heating and cooling of electrons is due to the excitation and de-excitation processes involving vibrational levels. A full equilibrium between the EEDF and the VDF is attained at t ∼ 10 In any case, the crucial effect is the V-V up-pumping mechanism, which is the climbing in the vibrational ladder resulting from near-resonant V-V energy exchanges that occurs during the relaxation process of the VDF. Thus, molecules in very high vibrational levels, whose concentrations are negligible in the discharge, become available to participate in chemical reactions after a certain time in the afterglow. Further work is needed to clarify the relative importance of the two V-E schemes proposed here.
The interpretation of nitrogen discharges and afterglows must surely rely on the available collisional data. With all the uncertainties that still exist, one of the most striking is related to V-T exchanges in N 2 -N collisions. More accurate rate coefficients for these transitions are needed in order to address some of the open questions raised in this paper. An important work is still to be done related to surface kinetics, not only in the determination of the surface and surface reaction parameters, as well as to effectively provide its self-consistent coupling with the other kinetics.
