Abstract. In this paper we use basic properties of strongly convex functions to obtain new inequalities including Jensen type and Jensen-Mercer type inequalities. Applications for special means are pointed out as well. We also give a Jensen's operator inequality for strongly convex functions. As a corollary, we improve the Hölder-McCarthy inequality under suitable conditions.
Introduction and Preliminaries
Let I ⊂ R be an interval and c be a positive number. Following Polyak [20] , a function f : I → R is called strongly convex with modulus c if (1.1) f (λx + (1 − λ) y) ≤ λf (x) + (1 − λ) f (y) − cλ (1 − λ) (x − y) 2 ,
for all x, y ∈ I and λ ∈ [0, 1]. Obviously, every strongly convex function is convex. Observe also that, for instance, affine functions are not strongly convex. Since strong convexity is strengthening the notion of convexity, some properties of strongly convex functions are just stronger versions of known properties of convex functions. For instance, a function f : I → R is strongly convex with modulus c if and only if for every x 0 ∈ o I (the interior of I) there exists a number l ∈ R such that (1.2) c(x − x 0 ) 2 + l (x − x 0 ) + f (x 0 ) ≤ f (x) , x ∈ I.
In other words, f has a quadratic support at x 0 . For differentiable functions f , f is strongly convex with modulus c if and only if
for each x, y ∈ I. We recommend the book [21] and the articles [18, 19] for more details on strongly convex functions.
A basic result concerning the convex functions is Jensen's inequality. Its formal statement is as follows: If f is a convex function on an interval [m, M], then
There are several inequalities which are special kinds of this inequality. So, many mathematicians paid their attention to get generalizations and reformulations of this inequality.
Consider a real valued function f defined on an interval I, x 1 , . . . , x n ∈ I and p 1 , . . . , p n ∈ [0, 1] with
The Jensen functional is defined by
For more results concerning Jensen's functional the reader is referred to [12, 22] .
In paper [11, Theorem 1.2] Mercer proved the following variant of Jensen's inequality, to which we will refer as to the Jensen-Mercer's inequality. If f is a convex function on [m, M],
We refer the reader to [4, 7, 17] as a sample of the extensive use of this inequality in this field.
The principal aim of this article is to derive some results related to the Jensen functional in the framework of strongly convex functions (see Theorem 2.1). We present Jensen-Mercer's inequality for this class of functions (see Theorem 2.2) and give some applications for means (Corollary 2.2). In particular some new refinements of Jensen's operator inequality for strongly convex functions are also given (Theorem 3.3 and Theorem 3.4).
On The Jensen Inequality For Strongly Convex Functions
The following lemma due to Merentes and Nikodem [15, Theorem 4] is the starting point for our discussion.
Lemma 2.1. If f : I → R is strongly convex with modulus c, then
In [13, Corollary 3] the following result has been given:
Theorem 2.1. Let f be a strongly convex function with modulus c, An interesting corollary can be deduced at this stage. We restrict ourselves to the case when n = 2. . Taking 
Remark 2.2 admits the following important special case.
is the Kantorovich constant.
Proof. The result follows from Remark 2.2 by taking µ = The following multiplicative refinement and reverse of the Young inequality in terms of Kantorovich's constant holds:
where a, b > 0, λ ∈ [0, 1] , r = min {λ, 1 − λ} and R = max {λ, 1 − λ}. Since exp (x) ≥ 1 for x ≥ 0, Corollary 2.1 essentially gives a refinement of the inequalities in (2.2).
The key role in our proof for Theorem 2.2 will be played by the following lemma.
Lemma 2.2. If f : I → R is strongly convex with modulus c, then
where
Proof. We use the strategy of Mercer [11, Lemma 1.3] . Let
We may write
Now, using simple calculations, we obtain
which completes the proof.
The Lemma 2.2 follows also from the fact that strongly convex functions are strongly Wrightconvex (see, e.g., [16] ).
At this point our aim is to present Jensen-Mercer's inequality for strongly convex functions.
Theorem 2.2. Let f : I → R be a strongly convex with modulus c, then
Proof. A straightforward computation gives that
(by Lemma 2.1)
as required.
Remark 2.4. Based on Theorem 2.2, we obtain that
f x 1 + x n − n i=1 p i x i ≤ f (x 1 ) + f (x n ) − n i=1 p i f (x i ) − c   2 n i=1 p i λ i (1 − λ i ) (x 1 − x n ) 2 + n i=1 p i x i − n i=1 p i x i 2   ≤ f (x 1 ) + f (x n ) − n i=1 p i f (x i ).
Corollary 2.2. Let us now define
where A and G denote the usual arithmetic and geometric means respectively.
As mentioned above, the function f : (0, 1] → [0, ∞) , f (x) = − ln x is strongly convex with
. From Remark 2.4 we obtain
Remark 2.5. The inequality (2.3) is better than an inequality given in [10, Lemma 1.1].
Jensen Operator Inequality For Strongly Convex Functions
Mond and Pečarić [14] gave an operator extension of the Jensen inequality as follows:
Theorem 3.1. Let A ∈ B (H) be a self-adjoint operator with Sp (A) ⊂ [m, M] for some scalars
for any unit vector x ∈ H.
The celebrated Hölder-McCarthy inequality [9] which is a special case of Theorem 3.1 asserts that:
Theorem 3.2. Let A be a positive operator on H . If x ∈ H is a unit vector, then (a) Ax, x r ≤ A r x, x for all r > 1.
(b) Ax, x r ≥ A r x, x for all 0 < r < 1.
Here we give a more precise estimation than inequality (3.1) for strongly convex functions with modulus c as follows: 
for each x ∈ H, with x = 1.
Proof. It follows from (1.2) by utilizing functional calculus that
which is equivalent to
for each x ∈ H, with x = 1. Now, by applying (3.4) for x 0 = Ax, x , we deduce the desired inequality (3.2).
Remark 3.1. Notice that if A is positive, then the quantity A 2 x, x − Ax, x 2 is positive.
Therefore we have . Based on this fact, from Theorem 3.3 we obtain
for each positive operator A with Sp (A) ⊂ (1, ∞) and x ∈ H with x = 1.
It is obvious that the inequality (3.5) is a refinement of Theorem 3.2 (a).
• It is readily checked that the function f : (0, 1) → R, f (x) = −x r with 0 < r < 1 is a strongly convex function with modulus c = r−r 2 2
. Similarly to the above, by using Theorem 3.3 we get
for each positive operator A with Sp (A) ⊂ (0, 1) and x ∈ H with x = 1.
Apparently, inequality (3.6) is a refinement of Theorem 3.2 (b).
Now, we draw special attention to the case f ν , ν ∈ [0, 1] is strongly convex for which further refinement is possible. 
for any positive operator A with Sp (A) ⊂ I and unit vector x ∈ H.
Proof. As we have assumed above f ν is strongly convex, so (3.2) gives
Multiplying both sides by f 1−ν ( Ax, x ) we infer that
Rearranging the terms, we obtain (3.8)
On the other hand, by using Hölder-McCarthy inequality we have
Multiplying both sides by f 1−ν ( Ax, x ) we obtain (3.9)
Combining (3.8) and (3.9) yields the desired result (3.7).
By ( 
Further Generalization
By replacing c(x − y) 2 with a non-negative real valued function F (x − y), we can define F -strongly convex functions as follows: We should note that, if F is F -strongly affine (i.e. "=" instead of "≤" in (4.1)) then the function f is F -strongly convex if and only if g = f − F is convex (see [1, Lemma 4] ).
From (4.1) we infer that f (λ (x − y) + y) − f (y) + λ (1 − λ) F (x − y) ≤ λ (f (x) − f (y)) .
By dividing both sides by λ we obtain
Notice that if f is differentiable, then by letting λ → 0 we find that
for all x, y ∈ I and λ ∈ [0, 1].
In a manner similar to the proof of Theorem 3.3, if F is a continuous function it follows from for each x ∈ H and x ≤ 1.
