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Because of the cost of special purpose fixtures and the time needed for calibration procedures, robots are economically justifiable in flexible manufacturing environments only if they can operate reliably in the presence of uncertainty. Intelligence, therefore, in the context of reliable robot systems involves the capability to deal efficiently with uncertainty; sensor feedback is, of course, central here. Control actions take account of sensory feedback but also need to be related to task descriptions and models that support planning. Hence, a central role in the integration process among planning, sensing, and control is played by models of different kinds, both global and local. To be effective, these models have to include explicit models of uncertainty.
In FIRST, research mainly concentrated on pairwise integration of sensing, planning, and control, and this is reflected in the articles presented in this issue. The first three articles deal with the integration between vision and planning, especially assembly and grasp planning; in each case, a model containing shape or position information is extracted from sensor data. The fourth article deals with the integration between force sensing and compliant motion control using a model-based approach, which explicitly includes geometric uncertainty.
In the first article, L. Van Gool, T. Moons, D. Ungureanu, and E. Pauwels discuss the detection and use of symmetry in images of planar shapes. Methods are described to identify corresponding pairs of shapes (e.g., pairs of pegs and holes in an assembly environment) without reference to a shape model. The detection is based on invariant contour descriptions and works under a wide range of viewing conditions. Furthermore, the detected symmetry can be used for deprojection purposes to determine the three-dimensional orientations (slant and tilt) of the planar objects, information that can be used for grasp and assembly planning. However, the article focuses on the vision component of the problem.
The aim of the second article, by A. Blake, is to extend the use of contour-based dynamic vision-real-time visual tracking of silhouettes and surface features-to grasp planning. The article focuses on laminar objects bounded by closed curves that are to be grasped by a two-fingered gripper. A theory is developed that defines discrete sets of extremal grasps, ones that require least or greatest friction for force closure. Hence, a classification of possible grasps can be made that is useful when the coefficient of friction is not known in advance.
The third article, by Ch. Bard, Ch. Laugier, Ch. Mil6si-Bellier, J. Troccaz, B. Triggs, and G. Vercelli, presents an integrated approach for the automation of dextrous grasping in a partly known environment using a stereo vision system mounted on one robot arm and a multifingered robot hand mounted on another. This approach combines computer vision, path planning, and manipulator control: the reconstruction of task-oriented models of the workspace from stereo images, the determination of appropriate grasping configurations from computed preshapes of the hand, and the automatic generation and execution of hand/arm motions using a hybrid geometric path planner and a hybrid control system. The fourth article, by H. Bruyninckx, S. Demey, S.
Dutré, and J. De Schutter, presents a model-based approach to compliant robot motion. The contact geometry between the manipulated object and the robot environment is described using a kinematic model-that is, a virtual manipulator. Geometric uncertainties in the location and the shape of the manipulated object and the environment are included in the virtual manipulator. This model can be used for motion specification and for force and velocity set-point control, but also for higher level control, such as on-line identification of geometric uncertainties and adaptive control, necessary for tracking unknown contours and surfaces. 
