Trace identities arising in the scattering theory of one-dimensional matrix Schrodinger operators are deduced. They derive from the properties of an asymptotic expansion of the trace of the resolvent kernel in inverse powers of the spectral parameter. Applications of these trace identities for characterizing infinite families of conservation laws for nonlinear evolution equations are given.
INTRODUCTION
One of the most important properties of the nonlinear equations which are integrable by means of the inverse scattering transform method is the existence of an infinite family oflocal conservation laws. A natural explanation of this fact, for the case of the Korteweg-de Vries equation, was provided by Faddeev and Zakharov l by using the trace identities arising in the scattering transform theory for the Schrodinger equation. Shortly thereafter trace identities for other spectral problems were applied to the analysis of important nonlinear wave equations as, for instance, the nonlinear Schrodinger equation
2 and the sine-Gordon equation. 3 The interest in trace identities is not only motivated by their connection with conservation laws; they are also a fundamental step in arriving at a description of completely integrable equations in terms of systems of action-angle variables. This latter application of trace identities is particularly relevant in the semiclassical quantization of completely integrable wave equations 4 .
5 as well as in the quantum inverse scattering transform method.
6
In this paper we derive the trace identities associated with general matrix Schrodinger spectral problems. The inverse scattering transform theory for Hermitian matrix Schrodinger operators was analyzed by Wadati and Kamij07 who also indicated explicit examples of Lax pair equations. On the basis of this theory, Calogero and DegasperisB deduced a wide class of nonlinear evolution equations for which the scattering data evolve in a simple form. However, as already observed by Wadati and Kamijo, several of the more important evolution equations appear to be related to non-Hermitian matrix Schrodinger operators, for which a general inverse scattering transform theory has not yet been formulated.
The starting point of our derivation of trace identities is the asymptotic expansion of the trace of the resolvent operator. This expansion can be obtained in two different ways: firstly, by using the algebraic properties of the diagonal of the resolvent kernel in the context of symbolic calculus of differential operators, 'J and, secondly, by means of the analytic properties of the trace of the resolvent as a function of the spectral parameter. The first procedure provides an asymptotic expansion in which the coefficients appear as functionals with polynomial densities depending on the matrix elements of the potential and their derivatives. By the second procedure these coefficients can be expressed in terms of scattering data and this leads us to the trace identities. The paper is organized as follows.
Section 2 deals with the main properties of the Jost solutions and the resolvent kernel for matrix Schrodinger operators. Several of these properties, those included in Theorems 1 and 2, are listed without proof since they derive easily from methods which are similar to the ones used in the scalar case. 10.11 We do, however, provide a detailed proof of Pro posit ion 1 of Sec. 2 since it leads to the characterization of bound states as zeros of the determinant of the Wronskian of two matrix Jost solutions. Section 3 is concerned with the derivation of the trace identities. In Part A a recursion relation is given which enables us to calculate explicitly the coefficients H n of the asymptotic expansion for the trace of the resolvent operator. In Part B of Sec. 3 we use the analyticity properties of the trace of the resolvent in order to get the expressions of the coefficients H n in terms of scattering data. Finally, Sec. 4 includes the application ofthe trace identities to obtain infinite sets of conservation laws for several relevant families of integrable nonlinear evolution equations.
MATRIX SCHRODINGER SPECTRAL PROBLEMS A. Notation and basic properties
We will be concerned with the N X N matrix Schrodinger operator
Here and below we denote 1M I = maXj~k IMjk I for a given matrix M. The operator L acts on vector functions with N components, but in studying its spectral properties it proves useful to consider the following two eigenvalue problems:
where both F and F are assumed to be N X N matrix functions. We define the Jost solutions F ± of (2.3a) and F ± of (2.3b) as those matrix functions verifying the integral equations
where I is the N XN identity matrix. These integral equations can be analyzed by means of the well-known method of successive approximations. 10.11 In order to describe the results which are derived from this method we introduce the two subsets C+ = (kEC:lmk>Oj, C+ = [kEC:lmk'; ; 'Oj. (2.5) One proves the following theorem.
Theorem 1: The Jost solutions F + (k,x), F ± (k,x) exist for all kEC+ and, as functions of k, are analytic on C+ and continuous on C+. Moreover, they satisfy the bounds 13
where F ± denotes either F ± or F ± .
Given two solutions F and F of(2.3a) and (2.3b), respectively, the Wronskian
is independent of x. This property leads at once to the following relations, valid for all nonzero real k: (2.11) where A, B, C, D are the matrices defined by
(2.12) (2.13)
The compatibility of the relations (2.8)-(2.11) implies the constraints
The matrices A (k ) and C (k ) are specially important for our subsequent discussion on the trace identities. Their definition as given in (2.12) can be extended to 1m k> 0, and the properties of the Jost solutions together with the analysis of the integral equations (2.4) imply Theorem 2: The matrix functions A (k ) and C (k ) are analytic on C+ and continuous on C+ -(OJ. Moreover, they satisfy
(2.15)
As we shall see later, det A (k ) = det C (k), but at this point of our exposition it is convenient to content ourselves 2117 J. Math. Phys., Vol. 23, No. 11, November 1982 with the following partial result.
Proposition 1: The functions det A (k ) and det C (k ) have the same set of zeros in C+ -[0).
Then there will be a nonzero vector such that A (ko)a = O. According to (2.12) this implies that
where cp(x)-F + (ko,x)a. Due to the asymptotic behavior of F _ as x~ -00, the matrix F _(ko,x) will be invertible for all x in some interval ( -00 ,r). Therefore (2.16), considered as a first-order differential equation for cp (x) , has N linearly independent solutions defined on ( -00 ,r). But since the Wronskian [F _(ko);F -(koll vanishes, each column of F _(ko,x) is a solution of (2.16). In addition, these columns are linearly independent for all x in some interval ( -00 ,r'). Hence, for all x in the interval ( -00 ,min(r,r')) the general solution of (2.16) is a linear combination of the columns of F _ (ko,x) . As a consequence a nonzero vector b exists verifying (2.17)
Note that this equation must hold for all XElR since F + (ko,x)a and F _(ko,x)b are solutions of (L -k 2)cp = 0, and then, if they coincide on an interval they coincide also on the whole line -00 < x < 00. Now, if we use the definition of C (k) as given in (2.12) we have
Henceforth we will denote
Obviously, from (2.17) it follows that each kEZnC+ determines an exponentially decreasing eigenfunction
and then k 2 is a proper eigenvalue of L. However, we notice that ifthe potential matrix V (x) is non-Hermitian then the set Z may have elements with 1m k = 0 and these do not correspond to bound states of L.
From the point of view of scattering theory, the Jost solutions F + and F _ describe waves incident from the left and the right, respectively. In this way, taking into account the relations (2.8) and (2.9) we deduce that the transmission and reflection coefficients are given by
in the case of right incidence, and by (2.20) 21) for the left-incidence case. Moreover, by Eqs. (2.14) one readily finds the following relations:
B. The resolvent kernel
The resolvent operator of L is an integral operator acting on N-component functions and its kernel admits the following representation in terms of the Jost solutions of(2.3a) and (2.3b): 
are solutions of (2.3a) and (2.3b), respectively, verifying
Proof Consider the function F (x); clearly it is a solution of (2.3a) and it verifies the Wronskian relations
(2.26a)
Ifwe think of(2.26a) as a first-order differential equation for F it is easy to conclude that F must be of the form As a consequence of this lemma, it follows that R (k,x,y) verifies the equations
(2.29) Now, from the properties of the Jost solutions it can be seen that for keC + -Z thefunction R (k,x,y) decreases exponentiallyas (x,y) goes to infinity. Hence (2.28) and (2.29) mean that the integral operator determined by the kernel R (k,x,y) is a bounded two-sided inverse operator of(L -k 2) provided that keC + -Z. Furthermore, it is clear that, as a function of k, R (k,x,y) is analytic on C+ -Z and continuous on C+ -(Zu[ 01). All these properties imply at once that R (k,x,y) is the kernel of the resolvent operator of L.
In a recent paper 14 Ragnisco has given an expression for the kernel of the resolvent operator which contains some trivial misprints: the resolvent kernel R <-) (x,y,k) should change sign, and it is analytically continuable in the upper (not lower) half k-plane.
DERIVATION OF THE TRACE IDENTITIES A. The trace of the resolvent operator
As it has been shown by Gel'fand and Dikii, 9 the diagonal of the resolvent kernel of a differential operator is an interesting algebraic object. In the case of the matrix Schrodinger operator (2.1) we have that according to (2.23) the restriction of R (k,x,y) to the diagonal x = y is given by the matrix function
R (k,x) = (iI2k)F + (k,x)A (k )-IF _(k,x) = (i/2k)F _(k,x)C (k )-IF +(k,x). (3.1)
Observe that the equality between both expressions for R (k,x) is a consequence of Lemma 1. Following the method of Gel'fand-Diki based on the symbolic calculus of differential operators one proves 9 ,15 the existence of an asymptotic expansion of R (k,x) for Ik 1-00;
where the coefficients Rn (n> 1) are polynomials, without constant term, depending on the potential V(x) and its derivatives. The explicit form of these coefficients can be calculated by taking into account the expression (3.1) for R (k,x) as a product of solutions of(2.3a) and (2.3b). Indeed, one readily finds that (2.3a) and (2.3b) imply
where Lv is the operator defined by 4) and [ , 1 denotes the anticommutator operation for matrices. Insertion of(3.2) into (3.3) leads to the recursion relation 
(3.6)
We define the trace of the resolvent operator of L as the following integral:
where tr( ) denotes the trace operation of matrices. The analysis of the integral equations (2.4) shows that for 1m k > 0 the Jost solutions verify the asymptotic behavior l6
x_ ~ 00 x_+ 00 (3.8a)
x_ -00 x_ + 00 (3.8b)
Then by (3.1) we have that the integral (3.7) converges for keC+ -Z. Now, substitution of (3.2) into (3.7) yields the asymptotic expansion
where the coefficients Hn [ V j are the functionals depending on V given by
(3.10)
The above mentioned properties of the coefficients Rn imply that the densities of the functionals Hn are polynomials depending on the matrix elements of the potential Vand their derivatives with respect to x. For instance, the first few functionals are
Trace identities
Weare going to obtain another expression for the asymptotic expansion (3.9). Our derivation is based on the following identity:
Proposition 2: For all kEC+ -Z it is verified that
Proof Given two solutions F and P of (2.3a) and (2.3b), respectively, we have the identity
Thus, from (3.1) and (3.13) we get
(3.14)
In this way, taking into account the asymptotic behavior (3.8) of the Jost solutions for 1m k> 0, one finds
(3.15) 2k
Therefore, by using the matrix identity (3.16) the result follows.
Q.E.D. Now, we are ready to improve the statement given in Proposition 1.
Proof From (3.12) we have that we deduce that det A (k ) and det C (k ) coincide on C + -Z. Moreover, since both functions are continuous on C+ -IOj, they coincide also onC+ -101.
as Ik 1---+00 there will besomer> 0 such that det A (k ) is never 0 on the simple connected open set C,+ =lkEC+:lk 1 > rl·Consequently,detA (k ) has an analytic logarithm on C/ and Eq. (3.12) may be rewritten as
At this point we make the assumption that no zero of det A (k ) lies on the real axis. This is satisfied automatically when the potential V (x) is Hermitian, but it is not assured in the general case. From this assumption and the properties of det A (k ) we deduce that Z is a finite set 1 kl:1 = 1, ... ,m 1 CC+. Moreover, if we denote by n l the order of the zero kl (1 = 1, ... ,m) , it follows that the function
is analytic on C + , continuous and never 0 on C + -101, and f(k )---+1 as Ik 1---+00. Hence,J(k) admits a logarithm branch which is analytic on C+, continuous on C+ -101, and such that lnf(k)---+O as Ik 1---+00. In this way, according to the Beckenbach's generalization of Cauchy's Integral theorem,17 we have
where r is the contour consisting of a semicircle of radius r in the upper half-plane, plus the real axis from -r to + r, except the origin which is avoided along a semicircle ofradius E. Now, because lnf(z)---+ 0 as Izl---+oo the large semicircle does not contribute to the integral (3.21) in the limit r---+ 00. On the other hand, it can be proved 18 that IA (k)1 <const/lk 1 as k---+ o. Thenf(k ) can become infinite when k---+ 0 no faster than k -N, and it implies that the contribution of the small semicircle to the integral (3.21) vanishes as E---+ O. Therefore it follows that
Here of signifies that the Cauchy principal value of the integral must be taken at q = O. Analogously, by integrating along a similar contour in the lower half-plane, we find Now, by adding (3.22) and (3.23) ,
Then, by using (3.20), we deduce that for kEC,+ , (3.24) (3.25) 2;jJ-oo q-k l. Martinez Alonso and E. Olmedilla
This expression leads to the asymptotic expansion -2n. (3.26) In addition, from Proposition 3 and the relations (2.22) we have (3.27) Therefore, by substituting (3.9) and (3.26) into (3.19), we get that the coefficients of the asymptotic expansion of the trace of the resolvent operator may be expressed in terms of scattering data in the following form:
(3.28)
These relations are the trace identities for matrix Schrodinger operators. Observe that the existence of the integrals appearing in (3.28) requires that R (q) must decrease rapidly as Iql~O(). This asymptotic behavior for R (q) is assured by assuming that the potential V(x) is infinitely differentiable and along with its derivatives decreases rapidly at infinity. 19
CONSERVATION LAWS FOR NONLINEAR EVOLUTION EQUATIONS
By means of the trace identities (3.30) we can derive in a unified way infinite families of conservation laws for several of the most important nonlinear evolution equations solvable by\the inverse scattering transform method. To see this, let us consider the Calogero-Degasperis equations 8 for N X N matrix functions V (x,t ); o, V=2(J0(J; :, t)Vx +an(J; :) [an, V] +(In(J; :)qa n , (4.1) where the notation conventions are as in Ref. 8. It was proved by Calogero and Degasperis that the evolution law of the scattering data of the matrix Schrodinger equation under the flows (4.1) is such that the eigenvalues remain invariant and the reflection coefficient for right incidence evolves in time according to
Thus, we find that
and then we deduce
(4.4) Therefore, from the trace identities (3.28) it is obvious that 2120 the functionals Hn [V] are conserved under the evolution equations (4.1). We emphasize that the equations (4.1), for which our result applies, contain the time-dependent term 
In order to understand the relationship among these sets of conservations laws and the ones already known for these equations, let us consider the generalized ZakharovShabat spectral problem 
x~.-00
x_ + 00 ° Therefore, by (3.9), (3.19), and (4.13) it follows that _1_' i H n [Q 2 + Qx ]k ~ 2n 2k n= 1 = __ I-ok [lna(k) +lna (-k)] . 2k (4.12) (4.13) (4.14)
On the other hand, it is known 21 that the conservation laws for the evolution equations solvable by the inverse scattering transform associated with (4.8) are the coefficients of two asymptotic expansions for the logarithms of a(k ) and o( 
