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ON A CLASS OF SCHRÖDINGER SYSTEMS WITH
LOCAL AND NONLOCAL NONLINEARITIES - PART1
HICHEM HAJAIEJ
Abstract. In this first part, we study existence and uniqueness of
solutions of a general nonlinear Schrödinger system in the presence
of diamagnetic field, local and nonlocal nonlinearities.
1. Introduction and main results
1.1. Introduction. In this paper, we aim to study the following Cauchy
problem of an m-coupled nonlinear Schrödinger equations with electro-
magnetic potentials, local and nonlocal nonlinearities
(1.1)

i∂tΦj = LAΦj + V (x)Φj − gj(|x|, |Φ1|
2, . . . , |Φm|
2)Φj −
m∑
i=1
Wij ∗ h(|Φi|)
h′(|Φj |)
|Φj |
Φj ,
Φj(0, x) = Φ
0
j (x),
1 ≤ j ≤ m,
where, for all 1 ≤ j ≤ m, Φ0j : R
N → C, Φj : R
+ × RN → C,
h : R+ → R+ continuous and non-decreasing, V : RN → R and A :
RN → RN represent electric and magnetic potentials satisfying suitable
assumptions that will be stated in the following. The magnetic operator
LA is defined as
LAφ :=
(
∇
i
− A(x)
)2
φ = −∆φ−
2
i
A(x)·∇φ+|A(x)|2φ−
1
i
divA(x)φ.
The magnetic field B is B = ∇ × A in R3 and can be thought (and
identified) in general dimension as a 2-form HB of coefficients (∂iAj −
∂jAi). We will keep using the notation B = ∇× A in any dimension
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N .
In various relevant cases, it is possible to write (1.1) in the following
vectorial form {
i∂Φ
∂t
= F ′A(Φ)
Φ(0, x) = Φ0(x)
where Φ0 = (Φ01, . . . ,Φ
0
m) and we have set
FA(Φ) =
1
2
m∑
j=1
∫ ∣∣∣∣
(
∇
i
− A(x)
)
Φj
∣∣∣∣
2
dx+
1
2
∫
V (x)|Φ|2 dx−
∫
G(|x|, |Φ1|
2, . . . , |Φm|
2) dx
−
1
2
m∑
i,j=1
∫∫
Wij(|x− y|)h(|Φi(x)|)h(|Φj(y)|) dxdy,
whereWij = Wji and such as h satisfy suitable assumptions that will be
stated in the following. Moreover, we observe that G : (0,∞)×Rm+ → R
satisfy the following conditions
∂G
∂sj
= gj(|x|, s
2
1, . . . , s
2
m),
for every j = 1, . . . , m. We look for a soliton or standing wave of (1.1),
namely a solution of the form Φ(t, x) = (Φ1(t, x), . . . ,Φm(t, x)), where
for 1 ≤ j ≤ m, Φj(t, x) = e
iλjtuj(x), λj real numbers and uj : R
N → C.
Therefore, U = (u1, . . . , um) is a solution of the following m×m elliptic
problem:
(1.2)

LAuj + (V (x)− λj)uj − gj(|x|, |u1|
2, . . . , |um|
2)uj −
m∑
i=1
Wij ∗ h(|ui|)
h′(|uj |)
|uj |
uj = 0
for all 1 ≤ j ≤ m.
We point out that the general Schrödinger system (1.1) we aim to
study contains, as particular cases, physically meaningful situations as
in Section 1.1 in [9].
1.2. Preliminaries and Notations. Since we want that the compos-
ite functions
x 7→ G(|x|, u1(x), · · · , um(x))
are measurable on RN for every u1, . . . , um ∈ M(R
N ), where M(RN)
is the set of measurable functions on RN , we deal with the following G
of Carathèodory type:
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Definition 1.1. A function G : (0,∞)×Rm → R is an m-Carathèodory
function if
(1) G(·, s1, . . . , sm) : (0,∞)→ R is measurable on (0,∞)\Γ, where
Γ is a subset of (0,∞) having one dimension measure zero, for
all s1, . . . , sm ≥ 0,
(2) For all 1 ≤ n ≤ m, every (m−1) tuple si ≥ 0 and r ∈ (0,∞)\Γ,
the function
R → R
sn 7→ G(r, . . . , sn, . . . )
is continuous on R.
Throughout this paper we denote by H1A = H
1
A(R
N) = (H1A(R
N))m
where H1A = H
1
A(R
N) is the Hilbert space defined as the closure of
C∞c (R
N ;C) under the scalar product
(u, v)H1A = ℜ
∫
(Du ·Dv + uv) dx
where Du = (D1u, . . . , DNu) and Dj = i
−1∂j − Aj(x), with induced
norm
‖u‖2H1A
=
∫ ∣∣∣∣1i∇u− A(x)u
∣∣∣∣
2
dx+
∫
|u|2 dx <∞.
Recall that the diamagnetic inequality
(1.3) |∇|u|| ≤
∣∣∣∣
(
∇
i
− A(x)
)
u
∣∣∣∣
holds for every u ∈ H1A(R
N). The space H1A is equipped with the stan-
dard norm ‖Φ‖2
H1
A
= ‖(∇
i
−A(x))Φ‖2L2 + ‖Φ‖
2
L2 where L
p = Lp(RN) =
(Lp(RN))m and the norm ‖Φ‖2Lp =
∑m
i=1 ‖Φi‖
2
Lp for every Φ = (Φ1, . . . ,Φm) ∈
Lp. We denote by Lqw(R
N) with q > 1 the weak Lq-space (see [7]) de-
fined as the set of measurable functions f equipped with the norm
‖f‖q,w = sup
D⊂RN , M(D)<∞
(M(D))−1/q
′
∫
D
|f(x)| dx <∞,
1
q
+
1
q
′
= 1,
whereM denotes the Lebesque measure on RN . The dual space of H1A
is denoted by H′A. We denote H
1 = H1(RN ) = (H1(RN))m equipped
with the standard norm ‖Φ‖2H1 = ‖∇Φ‖
2
L2 + ‖Φ‖
2
L2 and H
−1(RN) =
(H−1(RN ))m. Clearly, by (1.3) the following Lemma holds:
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Lemma 1.2. The space H1A is continuously embedded in L
p for all p ∈
[2, 2∗] where 2∗ = 2N
N−2
for N ≥ 3 and there exists C > 0 independent
on A such that
‖u‖Lp ≤ C‖u‖H1A
Furthermore, (Lp)′ = Lp
′
⊂ H′A where p
′ denotes the conjugate of p.
Recall that by C(I,X) is the space of continuous functions I → X
equipped with the unoform norm when I is bounded. By D(I,X), we
denote the space C∞c (I,X) of the C
∞ functions I → X with compact
support in I, equipped with the uniform norm of all derivatives on I.
By Lp(I,X) the Banach space of measurable function I → X such that
the norm
‖u‖Lp(I,X) =
{(∫
I
‖u(t)‖pX dt
)1/p
, if 1 ≤ p <∞,
Esssup ‖u(t)‖pX, if p =∞
is finite. We denote by Wm,p(I,X) the Banach space of measurable
functions I → X such that d
ju
dtj
∈ Lp(I,X) for every j = 1, . . . , m
equipped with the norm
‖u‖Wm,p(I,X) =
m∑
j=1
‖
dju
dtj
‖Lp(I,X).
Cm,α(I,X) for 0 ≤ α ≤ 1 is the Banach space of uniformly continuous
and bounded functions with all their derivatives respect to t such that
‖u‖Cm,α(I,X) = ‖u‖Wm,∞(I,X) + sup


∣∣∣dmu(t)dtm − dmu(s)dtm ∣∣∣
|t− s|α
; s, t ∈ I

 <∞.
Furthermore, we denote by L(X, Y ) the Banach space of linear, con-
tinuous operators from the Banach spaces X and Y equipped with the
norm topology.
2. Local well-posedness
2.1. Assumptions on the magnetic potential. We suppose that A
is a smooth function, namely A ∈ C∞(RN ,RN) and there exist some
constant Cα > 0, α ∈ N
n such that:
(A) ∀α ∈ Nn, |α| ≥ 1, supx∈RN |∂
α
xA| ≤ Cα
(B) ∃ε > 0, ∀|α| ≥ 1, supx∈RN |∂
α
xB| ≤ Cα 〈x〉
−1−ε .
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2.2. Assumptions on the external potentials. We suppose that
the external potentials satisfy:
(V ) V ∈ Lp(RN ,R) or V : RN → R, V ∈ Lp + L∞ for some p ≥ 1,
p ≥ N/2;
(W ) Wij : R
+ → R+ is an even, non-increasing function, Wij(|x|) ∈
Lqw(R
N) with q > max{1, N/4} and Wij = Wji for all i, j =
1, . . . , m.
2.3. Assumptions on the local nonlinearities. On the local non-
linearities, we assume that
(g) For every j = 1, . . . , m, the complex valued functions fj(x,Φ) =
gj(|x|, |Φ1|
2, ......., |Φm|
2)Φj are measurable in x ∈ R
N and continuous
in Φ ∈ Cm almost everywhere on RN . Assume that there exist constant
C and α ∈ [0, 4
N−2
) (α ∈ [0,∞) if N = 2) such that
|fj(x,Ψ)−fj(x,Φ)| ≤ C (|Φ|
α + |Ψ|α) |Ψ−Φ|, for almost all x ∈ RN and all Φ,Ψ ∈ Cm.
Observe that fj(x, 0) = 0.
(G) There exists K > 0 such that, for all r > 0 and s1, . . . , sm ≥ 0, we
have
0 ≤ G(r, s1, . . . , sm) ≤ K
( m∑
j=1
sj +
m∑
j=1
s
lj+2
2
j
)
, 0 < lj <
4
N − 2
.
Remark 2.1. The local term in the energy functional FA is finite
thanks to (G). Indeed, we have
∫
G(|x|, |Φ1|
2, . . . , |Φm|
2) ≤ K
∫
|Φ|2 +K
m∑
j=1
∫
|Φj |
lj+2.
For every j = 1, . . . , m, by the Gagliardo-Nirenberg and Diamagnetic
inequalities, we have that
‖Φj‖lj+2 ≤ c‖Φj‖
1−σj
L2 ‖∇|Φj|‖
σj
L2 ≤ c‖Φj‖
1−σj
L2 ‖Φj‖
σj
H1A
where σj =
Nlj
2(lj+2)
. Since σj must belong to [0, 1), we find that 0 <
lj <
4
N−2
.
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2.4. Assumptions on the nonlocal nonlinearities. On the nonlo-
cal nonlinearity, we assume:
(h) h : R+ → R+ is C1 and non-decreasing, h(0) = 0 and there exist
C,D,E > 0 such that
h(s) ≤ Csµ, |h′(s)| ≤ Dsµ−1, |h′′(s)| ≤ Esµ−2,
for all s ∈ R+, where
(2.1) 2 ≤ µ ≤
6q − 1
2q
−
N − 2
N
.
Notice that this inequality is nonempty due to the condition q > N/4.
Remark 2.2. If we set H(s) = h
′(s)
s
for all s ∈ R+, there is a positive
constant C > 0 such that
|H(|z|)z −H(|w|)w| ≤ C(|z|µ−2 + |w|µ−2)|z − w|, for all z, w ∈ C,
(2.2)
|h(|z|)− h(|w|)| ≤ C(|z|µ−1 + |w|µ−1)|z − w|, for all z, w ∈ C.
(2.3)
This easily follows in light of the growth conditions of the maps {s 7→
h′(s), h′′(s)} contained in assumption (h). For the proof of inequal-
ity (2.2), see for instance [5, inequality (2-1) of Lemma 2.1] applied
with A(η) := H(|η|)η : R2 → R2. The only required condition is [5,
condition (1-3)], which is indeed fulfilled in view of the growths for h′
and h′′ assumed in (h).
Remark 2.3. Since assumptions (h) and (W ) hold true, by the Hardy-
Littlewood-Sobolev inequality for weak Lq kernels (cf. [7, formula (7),
p.107]), by the Gagliardo-Nirenberg and the diamagnetic inequality,
one can prove that the nonlocal term involved in the energy functional
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FA is always finite. Indeed, we have∫∫
Wij(|x− y|)h(|Φi(x)|)h(|Φj(y)|) dxdy ≤ C‖Wij‖Lqw‖Φi‖
µ
L
2qµ
2q−1
‖Φj‖
µ
L
2qµ
2q−1
≤ C‖Wij‖Lqw‖∇|Φi|‖
Nµ( 12−
(2q−1)
2qµ )
L2 ‖Φi‖
µ[1−N( 12−
(2q−1)
2qµ )]
L2 ‖∇|Φj|‖
Nµ( 12−
(2q−1)
2qµ )
L2 ‖Φj‖
µ[1−N( 12−
(2q−1)
2qµ )]
L2
≤ C‖Wij‖Lqw
∥∥∥∥
(
∇
i
− A(x)
)
Φi
∥∥∥∥
Nµ( 12−
(2q−1)
2qµ )
L2
‖Φi‖
µ[1−N( 12−
(2q−1)
2qµ )]
L2
×
∥∥∥∥
(
∇
i
− A(x)
)
Φj
∥∥∥∥
Nµ( 12−
(2q−1)
2qµ )
L2
‖Φj‖
µ[1−N( 12−
(2q−1)
2qµ )]
L2
≤ C‖Wij‖Lqw
∥∥∥∥
(
∇
i
− A(x)
)
Φ
∥∥∥∥
Nµ( 12−
(2q−1)
2qµ )
L2
‖Φi‖
µ[1−N( 12−
(2q−1)
2qµ )]
L2
×
∥∥∥∥
(
∇
i
− A(x)
)
Φ
∥∥∥∥
Nµ( 12−
(2q−1)
2qµ )
L2
‖Φj‖
µ[1−N( 12−
(2q−1)
2qµ )]
L2
≤ C‖Wij‖Lqwm
µ
2 [1−N(
1
2
− (2q−1)
2qµ )]
i m
µ
2 [1−N(
1
2
− (2q−1)
2qµ )]
j
×
∥∥∥∥
(
∇
i
− A(x)
)
Φ
∥∥∥∥
2Nµ( 12−
(2q−1)
2qµ )
L2
,
where mi = ‖Φi(t)‖
2
L2 and mj = ‖Φj(t)‖
2
L2 for all i, j = 1, . . . , m.
Observe that, in order to have 2 ≤ 2qµ/(2q − 1) ≤ 2∗, µ must belong
to the range 2 ≤ µ ≤ 2∗(2q − 1)/2q, which is compatible with the one
in (h), which is smaller.
2.5. Local well-posedness. In this section, we want to establish the
local well posedness of the Cauchy problem (1.1)

i∂tΦj − LAΦj − V (x)Φj + gj(|x|, |Φ1|
2, . . . , |Φm|
2)Φj +
m∑
i=1
Wij ∗ h(|Φi|)
h′(|Φj |)
|Φj |
Φj = 0,
Φj(0, x) = Φ
0
j (x),
for all 1 ≤ j ≤ m,
or equivalently,
(2.4)


i∂tΦ− LAΦ+ g˜(Φ) = 0,
Φ(0, x) = Φ0(x),
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where, for every j = 1, ......, m, g˜j(Φ) = −g˜1,j(Φ)+g˜2,j(Φ)+g˜3,j(Φ) with
g˜1,j(Φ) = V (x)Φj , g˜2,j(Φ) = gj(|x|, |Φ1|
2, . . . , |Φm|
2)Φj and g˜3,j(Φ) =
m∑
i=1
Wij∗h(|Φi|)
h′(|Φj |)
|Φj |
Φj . Observe that LA is a self-adjoint, ≥ 0 operator
on L2, iLA is skew-adjoint and generates a group of isometries {T (t)}t∈R
where T (t) = e−itLA in L2. Furthermore, the following lemma holds
Lemma 2.4. If ε > 0 and 1 ≤ p <∞, then (I + εLA)−1 is continuous
Lp → Lp and ‖(I + εLA)
−1‖L(Lp,Lp) ≤ 1.
Proof. We adapt the proof of Lemma 9.1.3 in [2]. In our case, we deal
with Lp and the operator A is LA. 
Proposition 2.5. By assumptions (V ), (W ), (g) and (h) for suitable
choice of rk and ρk (see Examples 1 to 4 in Section 4.2 in [2]), we have
that g˜k, k = 1, 2, 3 satisfy the following conditions
(1) g˜k ∈ C(H
1
A,H
′
A) and there exists G˜k ∈ C
1(H1A,R) such that
g˜k = G˜
′
k;
(2) there exist rk, ρk ∈ [2,
2N
N−2
) (rk, ρk ∈ [2,∞) if n = 1, rk, ρk ∈
[2,∞) if N = 2) such that g˜k : H
1
A → L
ρ′k →֒ H′A;
(3) for every M > 0, there exists C(M) <∞ such that
(2.5) ‖g˜k(Ψ)− g˜k(Φ)‖Lρ
′
k
≤ C(M)‖Ψ− Φ‖Lrk , for k = 1, 2, 3,
for every Ψ, Φ ∈ H1A such that ‖Ψ‖H1A + ‖Φ‖H1A ≤M ;
(4) for every Φ ∈ H1A and j = 1, ...., m,
(2.6) ℑ(g˜k,j(Φ)Φj) = 0 a.e. on R
N .
Proof. We start with g˜1. Condition (1) is satisfied since for every j =
1, . . . , m, g˜1,j satisfies it on H
1
A and H
−1
A and G˜1(Φ) =
1
2
∫
V (x)|Φ|2
for all Φ ∈ H1A. (2) and (2.5) follow since they are satisfied by each
component g˜1,j for every j = 1, . . . , m in the spaces L
s with s = ρ′1, r1
where r1 = ρ1 =
2p
p−1
and by the definition of the norm in the spaces
Ls, the diamagnetic and Sobolev inequalities. Indeed,
‖g˜1,j(Ψ)− g˜1,j(Φ)‖
ρ′1
Lρ
′
1
≤ C
∫
|V |ρ
′
1|Ψj − Φj |
ρ′1 ≤ C
(∫
|V |p
) ρ′1
p
( ∫
|Ψj − Φj |
pρ′1
p−ρ′
1
)p−ρ′1
p
≤ C‖V ‖
ρ′1
Lp‖Ψj − Φj‖
ρ′1
L
pρ′
1
p−ρ′
1
for ρ1 ∈ [2, 2
∗) and r1 which satisfies
2 ≤ r1 =
pρ′1
p− ρ′1
=
pρ1
p(ρ1)− ρ1
≤ 2∗.
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The choice of ρ1 =
2p
p−1
leads to r1 = ρ1 ∈ [2, 2
∗) since p ≥ N
2
. Finally,
(2.6) follows since V is real valued. Condition (1) is satisfied by g˜2 since
each component g˜2,j, for every j = 1, ...., m, satisfies it on H
1
A and H
−1
A
and G˜2(Φ) =
∫
G(|x|, |Φ1|
2, . . . , |Φm|
2). (2) and (2.5) follow easily from
the local Lipschitz assumption in (g), diamagnetic inequality, Sobolev
embedding H1 →֒ Lα+2 and for r2 = ρ2 = α+2. Indeed, by assumption
(g),
‖g˜2,j(Ψ)− g˜2,j(Φ)‖
ρ′2
Lρ
′
2
=
∫ ∣∣gj(|x|, |Ψ1|2, . . . , |Ψm|2)Ψj − gj(|x|, |Φ1|2, . . . , |Φm|2)Φj∣∣ρ′2
≤ C
(
‖Ψ‖
αρ′2
Lθ
+ ‖Φ‖
αρ′2
Lθ
)
‖Ψ− Φ‖
ρ′2
Lr2 ≤ C(M) ‖Ψ− Φ‖
ρ′2
Lr2 .
where ρ2, r2 ∈ [2, 2
∗) satisfy
2 ≤ θ =
αρ′2r2
r2 − ρ
′
2
≤ 2∗.
The choice of r2 = ρ2 = α + 2 leads to 2 ≤ α + 2 < 2
∗ which is com-
patible with the range of α. Also (2.6) is obvious since each g2,j is real
valued. Finally, we deal with g˜3. (1) holds since for every j = 1, ...., m,
g˜3,j satisfies it on H
1
A and H
−1
A and G˜3(Φ) =
1
2
∑m
i,j=1
∫∫
Wij(|x −
y|)h(|Φi(x)|)h(|Φj(y)|) dxdy. (2) holds since, for each component, by
Hölder inequality, assumption (h) and Hardy-Littlewood-Sobolev in-
equality, we have
‖g˜3,j(Φ)‖
ρ′3
Lρ
′
3
≤ C
m∑
i=1
∫
|Wij ∗ h(|Φi|)|
ρ′3
∣∣∣∣h′(|Φj|)|Φj | Φj
∣∣∣∣
ρ′3
≤ C
m∑
i=1
∫
|Wij ∗ h(|Φi|)|
ρ′3 |h′(|Φj|)|
ρ′3
≤ C
m∑
i=1
(∫
|Wij ∗ h(|Φi|)|
ρ′3ρ3
ρ3−ρ
′
3
)ρ3−ρ′3
ρ3
(∫
|h′(|Φj |)|
ρ3
)ρ′3
ρ3
≤ C
m∑
i=1
(∫
|Wij ∗ h(|Φi|)|
ρ3
ρ3−2
)ρ3−ρ′3
ρ3
(∫
|Φj |
ρ3(µ−1)
) ρ′3
ρ3
≤ C
m∑
i=1
‖Wij ∗ h(|Φi|)‖
ρ3
ρ3−1
L
ρ3
ρ3−2
‖Φj‖
ρ′3(µ−1)
Lρ3(µ−1)
≤ C
m∑
i=1
‖Wi,j‖
ρ′3
Lqw
‖Φi‖
ρ′3µ
Lµp‖Φj‖
ρ′3(µ−1)
Lρ3(µ−1)
where p = ρ3q
2ρ3q−2q−ρ3
for ρ3 ∈ [2, 2
∗) which satisfies{
2 ≤ ρ3(µ− 1) ≤ 2
∗
2
µ
≤ p = ρ3q
2ρ3q−2q−ρ3
≤ 2
∗
µ
.
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Observe that the choice of ρ3 =
4q
2q−1
in the above inequalities leads to
the restriction
2 ≤ µ < 1 +
2∗(2q − 1)
4q
,
which is compatible with the range of µ in condition (h). Condition
(2.5) is also satisfied since, for each component, we have
‖g˜3,j(Ψ)− g˜3,j(Φ)‖
ρ′3
Lρ
′
3
≤ C
m∑
i=1
∫ ∣∣∣Wij ∗ h(|Ψi|)h′(|Ψj|)
|Ψj|
Ψj −Wij ∗ h(|Φi|)
h′(|Φj|)
|Φj |
Φj
∣∣∣ρ′3
≤ C
m∑
i=1
(Ii + Ji),
where, for i = 1, . . . , m we have set
Ii =
∫ ∣∣∣Wij ∗ h(|Ψi|)∣∣∣ρ′3∣∣∣h′(|Ψj|)
|Ψj|
Ψj −
h′(|Φj|)
|Φj |
Φj
∣∣∣ρ′3
Ji =
∫ ∣∣∣Wij ∗ (h(|Ψi|)− h(|Φi|))∣∣∣ρ′3∣∣∣h′(|Φj |)∣∣∣ρ′3 .
By virtue of Hölder inequality, condition (2.2) related to (h), Hardy-
Littlewood-Sobolev and Sobolev inequalities, we have that
Ii =
∫ ∣∣∣Wij ∗ h(|Ψi|)∣∣∣ρ′3∣∣∣H(|Ψj|)Ψj −H(|Φj|)Φj∣∣∣ρ′3
≤
(∫ ∣∣∣Wij ∗ h(|Ψi|)∣∣∣ ρ3ρ3−2)ρ3−2ρ3−1(
∫ ∣∣∣H(|Ψj|)Ψj −H(|Φj|)Φj∣∣∣ρ3)ρ
′
3
ρ3
≤ C‖Wi,j‖
ρ′3
Lqw
‖Ψi‖
ρ′3µ
Lµp
(∫ (
|Ψj|
ρ3(µ−2) + |Φj|
ρ3(µ−2)
)
|Ψj − Φj |
ρ3
) ρ′3
ρ3
≤ C‖Wi,j‖
ρ′3
Lqw
‖Ψi‖
ρ′3µ
Lµp
{
‖Ψj‖
ρ′3(µ−2)
L
(µ−2)r3ρ3
r3−ρ3
+ ‖Φj‖
ρ′3(µ−2)
L
(µ−2)r3ρ3
r3−ρ3
}
‖Ψj − Φj‖
ρ′3
Lr3
≤ C(M)‖Ψj − Φj‖
ρ′3
Lr3 ,
where ρ3 ∈ [2, 2
∗) and r3 ∈ [2, 2
∗) satisfy the following conditions
(2.7)
{
2 ≤ µp ≤ 2∗
2 ≤ (µ−2)r3ρ3
r3−ρ3
≤ 2∗.
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Observe that, by the choice of ρ3 =
4q
2q−1
, the above inequalities are
satisfied by
(2.8)
4q2∗
2∗(2q − 1)− 4q(µ− 2)
≤ r3 ≤
4q
6q − 1− 2qµ
.
The range of µ in assumption (h) ensures that r3 ∈ [2, 2
∗). Dealing
with the second term in the above sum, by means of condition (2.3)
related to (h), we have
Ji =
∫ ∣∣∣Wij ∗ (h(|Ψi|)− h(|Φi|))∣∣∣ρ′3∣∣∣h′(|Φj |)∣∣∣ρ′3
≤
(∫ ∣∣∣Wij ∗ (h(|Ψi|)− h(|Φi|))∣∣∣ ρ3ρ3−2) ρ3−2ρ3−1(
∫ ∣∣∣h′(|Φj|)∣∣∣ρ3)ρ
′
3
ρ3
≤ ‖Wij ∗ (h(|Ψi|)− h(|Φi|)‖
ρ′3
L
ρ3
ρ3−2
‖h′(|Φj|)‖
ρ′3
Lρ3
≤ C‖Wij‖
ρ′3
Lqw
‖(h(|Ψi|)− h(|Φi|)‖
ρ′3
Lp‖Φj‖
ρ′3(µ−1)
Lρ3(µ−1)
≤ C‖Wij‖
ρ′3
Lqw
(
‖Φi‖
ρ′3(µ−1)
L
(µ−1)pr3
(r3−p)
+ ‖Ψi‖
ρ′3(µ−1)
L
(µ−1)pr3
(r3−p)
)
×
× ‖Ψi − Φi‖
ρ′3
Lr3‖Φj‖
ρ′3(µ−1)
Lρ3(µ−1)
≤ C(M)‖Ψi − Φi‖
ρ′3
Lr3
where p = ρ3q
2ρ3q−2q−ρ3
and ρ3 ∈ [2, 2
∗) and r3 ∈ [2, 2
∗) satisfy the follow-
ing conditions{
2 ≤ ρ3(µ− 1) ≤ 2
∗
2 ≤ (µ−1)pr3
(r3−p)
= (µ−1)ρ3qr3
2ρ3qr3−2qr3−ρ3r3−ρ3q
≤ 2∗.
Observe again that, choosing ρ3 =
4q
2q−1
, the second inequalities are
satisfied by the same value of r3 found for the second equations in
(2.7). So
‖g˜3(Ψ)− g˜3(Φ)‖Lρ′3 ≤ C(M)‖Ψ− Φ‖L
rk
(2.6) is obvious since Wi,j , h and h
′ are real-valued. 
So g˜ satisfy (1) to (2.6) and, in particular, assumptions like (4.2.1) −
(4.2.4) in Section 4.2 or like (4.6.3)− (4.6.6) in Section 4.6 in Cazenave
[2]. Consequently, by Remark 4.2.9 and Remark 4.2.13 or Remark
4.6.3 in [2], we are able to establish the local well-posedness of the
above Cauchy problem in H1A. Observe that we assume the “a priori”
information that solutions are unique since uniqueness is proved by
methods which are strictly related to the type of nonlinearity and, in
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the following, we establish a result which ensures it. Now, we give the
details of the proof. Recall that the energy functional is defined as
FA(Φ) =
1
2
m∑
j=1
∫ ∣∣∣∣
(
∇
i
− A(x)
)
Φj
∣∣∣∣
2
dx+
1
2
∫
V (x)|Φ|2 dx−
∫
G(|x|, |Φ1|
2, . . . , |Φm|
2) dx
−
1
2
m∑
i,j=1
∫∫
Wij(|x− y|)h(|Φi(x)|)h(|Φj(y)|) dxdy
=
1
2
∥∥∥∥
(
∇
i
−A(x)
)
Φ
∥∥∥∥
2
L2
+ G˜1(Φ)− G˜2(Φ)− G˜3(Φ)
and we denote by G˜(Φ) = G˜1(Φ)− G˜2(Φ)− G˜3(Φ) for every Φ ∈ H
1
A.
It follows that FA ∈ C
1(H1A,R) and that
F ′A(Φ) = LAΦ− g˜(Φ).
Remark. In assumption (1), we require that g˜ : H1A →H
′
A as LA does
and that g˜ is the gradient of some functional G˜ since we can define the
energy. Indeed, the conservation of energy is essential in our proof of
local existence. (2) requires that g˜ is slightly better than a mapping
H1A → H
′
A and assumption (2.5) is a form of local Lipschitz condition.
Finally, (2.6) implies the conservation of charge that is essential for our
proof.
Proposition 2.6. Let A satisfy (A) and (B) with some constants
(Cα)α∈Nn and assume (V), (W), (g) and (h) so that, in particular,
g˜k, k = 1, 2, 3 satisfy assumptions (1)-(2.6). For every M > 0, there
exists T (M) (depending only on M) and the (Cα)’s with the following
property. For every Φ0 ∈ H1A such that ‖Φ
0‖H1A ≤ M , there exists a
solution Φ ∈ L∞(I,H1A) ∩W
1,∞(I,H′A) of the problem
(2.9)
{
i∂tΦ− LAΦ + g˜(Φ) = 0,
Φ(0, x) = Φ0(x)
with IM = (−T (M), T (M)). In addition,
(2.10) ‖Φ(t)‖L∞((−T (M),T (M));H1A) ≤ 2M.
Furthermore,
(2.11) ‖Φ(t)‖L2 = ‖Φ
0‖L2
(2.12) FA(Φ(t)) ≤ FA(Φ
0)
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for all t ∈ IM = (−T (M), T (M)).
Remark. Note that both the equations in (2.9) make sense respec-
tively inH′A and inH
1
A. Indeed, since Φ ∈ W
1,∞((−T (M), T (M)),H′A),
by Remark 2.3.10 in [2] easily adapted to our case, Φ is continuous
[−T (M), T (M)] → H′A; and so, since Φ ∈ L
∞((−T (M), T (M)),H1A),
it follows that Φ : [−T (M), T (M)] → H1A is weakly continuous. Fur-
thermore, it follows from the duality inequality ‖Φ‖2L2 ≤ ‖Φ‖H′A ‖Φ‖H1A
that Φ ∈ C([−T (M), T (M)],L2). Furthermore, also (2.11) and (2.12)
make sense.
In order to prove the above proposition, we establish the following two
elementary lemmas.
Lemma 2.7. Let I ⊂ R be an interval. Then, for every Φ ∈ L∞(I,H1A)∩
W 1,∞(I,H′A), we have
‖Φ(t)− Φ(s)‖L2 ≤ C|t− s|
1/2, for all s, t ∈ I
where C = max{‖Φ‖L∞(I,H1A), ‖Φ
′‖L∞(I,H′A)}
Proof. The result follows from Remark 2.3.10 in [2] applied to the
case of X = H1A and p = ∞ and the duality inequality ‖Φ‖
2
L2 ≤
‖Φ‖H′A‖Φ‖H1A (see Remark 2.3.8 (iii) in [2] adapted to our case).
Lemma 2.8. Let g˜k for k = 1, 2, 3 satisfy assumptions (1)-(2.6).
Then, after possibly modifying the function C(M) independent of A
(see Lemma 4.2.5, pag.55 in [2] for A = 0 and one equation)
(i) for all k = 1, 2, 3, it holds
‖g˜k(Ψ)− g˜k(Φ)‖Lρ
′
k
≤ C(M)‖Ψ− Φ‖αkL2
for every Φ,Ψ ∈ H1A such that ‖Ψ‖H1A + ‖Φ‖H1A ≤M ;
(ii) for all k = 1, 2, 3, it holds
|G˜k(Ψ)− G˜k(Φ)| ≤ C(M)‖Ψ− Φ‖
βk
L2
for every Φ,Ψ ∈ H1A such that ‖Ψ‖H1A + ‖Φ‖H1A ≤M ,
with αk = 1−N
(
1
2
− 1
rk
)
and βk = 1−N
(
1
2
− 1
ρk
)
.
Proof. (i) follows from (2.5), the definition of the norm in Lrk , Lemma
1.2 and Gagliardo-Nirenberg inequality adapted in such case, namely
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‖Ψ − Φ‖Lrk ≤ C‖Ψ − Φ‖
1−α˜k
L2 ‖Ψ − Φ‖
α˜k
H1A
where α˜k = N(1/2 − 1/rk)
(see [2, Theorem 2.3.7]). (ii) follows from the identity
G˜k(Ψ)−G˜k(Φ) =
∫ 1
0
d
ds
G˜k(sΨ+(1−s)Φ) ds =
∫ 1
0
〈g˜k(sΨ+ (1− s)Φ),Ψ− Φ〉H′A,H1A
ds
hypothesis (2) and ‖Ψ − Φ‖Lρk ≤ C‖Ψ − Φ‖
1−β˜k
L2 ‖Ψ − Φ‖
β˜k
H1A
where
β˜k = N(1/2− 1/ρk). The fact that the constant C(M) is independent
of the magnetic field A follows from the uniformity of the constant in
Lemma 1.2. 
Proof of Proposition 2.6. Following Cazenave [2], the proof pro-
ceeds in three steps. In the first step, we approximate g˜ by a family of
“regular” nonlinearities. The importance of such regularization proce-
dure is due to the necessity of obtaining the energy inequality (2.12).
Dealing with the choice of the type of regularization which can be dif-
ferent for each nonlinearity we deal with, we apply (I + εLA)
−1 so
that the proof applies to our different nonlinearities g˜k, k = 1, 2, 3 and
works as well when Ω = RN . So we are able to construct approximate
solutions. In the second step, we obtain uniform estimates on such
solutions, by using the conservation laws and, in particular, the con-
servation of energy, in order to pass, in the third step, to the limit in
the approximate equation. Observe that, even if there is a little bitter
difficulty in the passage to the limit in the nonlinearity, we can recover
the conservation of charge by the limiting problem thanks to the global
regularization.
Step 1: Construction of approximate solutions. From now on,
we consider Φ0 ∈ H1A and we setM = ‖Φ
0‖H1A . Given a positive integer
n ∈ N, we define
JAn =
(
I +
1
n
LA
)−1
so that, for every f ∈ H′A, J
A
n f ∈ H
1
A is the unique solution of the
following system
Φ−
1
n
LAΦ = f in H
′
A.
From the self-adjointness of LA, it is possible to deduce the following
main properties of the self-adjoint operator JAn (see Section 2.4 and
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Theorem 4.6.1 in Section 4.6 in [2]), namely
(2.13) ‖JAn ‖L(H′A,H1A) ≤
1
n
;
(2.14) ‖JAn ‖L(X,X) ≤ 1, whenever X = H
1
A,L
2,H′A;
(2.15)
JAn Φ→n→∞ Φ in X, for every Φ ∈ X, whenever X = H
1
A,L
2,H′A;
if Φn is bounded in X, whenever X = H1A,L
2,H′A, thenJ
A
n Φ
n−Φn ⇀ 0 in X, as n→∞.
From Lemma 2.4, we have that
(2.16) ‖JAn ‖L(Lp,Lp) ≤ 1, for 1 ≤ p <∞
We define, for every Φ ∈ L2, the approximation of g˜ as
g˜n(Φ) = J
A
n (g˜(J
A
n Φ)) = J
A
n ((g˜1 + g˜2 + g˜3)(J
A
n Φ))
= JAn (g˜1(J
A
n Φ) + g˜2(J
A
n Φ) + g˜3(J
A
n Φ))
= JAn (g˜1(J
A
n Φ)) + J
A
n (g˜2(J
A
n Φ)) + J
A
n (g˜3(J
A
n Φ))
= g˜1,n(J
A
n Φ) + g˜2,n(J
A
n Φ) + g˜3,n(J
A
n Φ)
and, for every Φ ∈ H1A, the approximation of G˜
(2.17)
G˜n(Φ) = G˜(J
A
n Φ) = G˜1(J
A
n Φ)+G˜2(J
A
n Φ)+G˜3(J
A
n Φ) = G˜1,n(Φ)+G˜2,n(Φ)+G˜3,n(Φ).
We observe that from (2.13) the above definition make sense. Further-
more, by (2.13) and (2.5), we have that g˜n is Lipschitz continuous on
bounded sets of L2, and by (2.13) and (1) that G˜n ∈ C
1(H1A,R) and
G˜′n = g˜n. From (2.6), it follows that
(g˜n(Φ), iΦ)L2 = (g˜(J
A
n Φ), J
A
n Φ)L2 = 0, for every Φ ∈ L
2.
Therefore, there exists a sequence (Φn)n∈N of functions of C(R,H
1
A) ∩
C1(R,H′A) such that
(2.18)
{
iΦnt − LAΦ
n + g˜n(Φ
n) = 0,
Φn(0) = Φ0.
Furthermore,
(2.19) ‖Φn(t)‖L2 = ‖Φ
0‖L2
16 H. HAJAIEJ
and
F nA(Φ
n(t)) =
1
2
∥∥∥∥
(
∇
i
− A(x)
)
Φn(t)
∥∥∥∥
2
L2
+ G˜n(Φ
n(t))(2.20)
=
1
2
∥∥∥∥
(
∇
i
− A(x)
)
Φ0
∥∥∥∥
2
L2
+ G˜n(Φ
0) = F nA(Φ
0)
for all t ∈ R.
Step 2. Estimates on the sequence Φn. We denote by C(M)
various constants depending only on M . Remark again that the inde-
pendence on A follows from the uniformity of the constants involved
in Lemma 1.2 and consequently Lemmas 2.7 and 2.8. Let
(2.21) θn = sup{τ > 0 : ‖Φ
n(t)‖H1A ≤ 2M on (τ, τ)}.
Note that by (2.14) and (2.16),
(2.22) g˜n verifies (2) and (2.5) uniformly in n ∈ N and A.
Therefore, by (2.18)
(2.23) sup
n∈N
‖Φnt ‖L∞(−T (M),T (M);H′A) ≤ C(M).
From (2.21) and (2.23), we can apply Lemma 2.7 so
(2.24) ‖Φn(t)− Φn(s)‖L2 ≤ C(M)|t− s|
1/2, for all s, t ∈ (−θn, θn).
Applying (2.19), (2.20), Lemma 2.8 (ii), (2.21) and (2.24) for s = 0, we
obtain
‖Φn(t)‖2H1A
≤ ‖Φ0‖L2 +
∥∥∥∥
(
∇
i
−A(x)
)
Φ0
∥∥∥∥
L2
+ 2
∣∣∣G˜n(Φn(t))− G˜n(Φ0)∣∣∣
(2.25)
≤ ‖Φ0‖2H1A
+ 2
3∑
k=1
∣∣∣G˜k,n(Φn(t))− G˜k,n(Φn(0))∣∣∣
≤ ‖Φ0‖2H1A
+ C(M)
3∑
k=1
|t|βk/2
≤ ‖Φ0‖2H1A
+ C(M)|t|β/2(2.26)
where β = max{βk : k = 1, 2, 3} for all t ∈ (−θn, θn). If we define
T (M) by
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C(M)T (M)β/2 = 3M2,
recalling that ‖Φ0‖H1A, it follows from (2.25) that
‖Φn‖L∞(−T,T ;H1A) ≤ 2M,
for T = min{T (M), θn}. This implies that T (M) ≤ θn; and so
(2.27) ‖Φn‖L∞(−T (M),T (M);H1A) ≤ 2M,
and by (2.23)
(2.28) ‖Φnt ‖L∞(−T (M),T (M);H′A) ≤ C(M).
Step 3. Passage to the limit. It follows from (2.27) and (2.28)
and Proposition 2.3.13 (i) in [2] adapted to our case that there exists
Φ ∈ L∞(−T (M), T (M);H1A)∩W
1,∞(−T (M), T (M);H′A) and a subse-
quence, which we still denote by (Φn) such that for all t ∈ [−T (M), T (M)],
(2.29) Φn(t) ⇀ Φ(t) in H1A, as n→∞.
In addition, by (2.27) and (2.29), Lemma 2.7, (2.22) and Lemma 2.8, we
have that g˜k,n(Φ
n) is bounded in the space C0,αk/2(−T (M), T (M);Lρ
′
k)
for k = 1, 2 and k = 3 for µ ∈ [2, 3) or in the space C0,αk(µ−2)/2(−T (M), T (M);Lρ
′
k)
for k = 3 and µ ≥ 3. Therefore, it follows from Proposition 2.1.7 in [2]
adapted to our case that there exists fk which belongs to C
0,αk/2(−T (M), T (M);Lρ
′
k)
for k = 1, 2 and k = 3 for µ ∈ [2, 3) or to C0,αk(µ−2)/2(−T (M), T (M);Lρ
′
k)
for k = 3 and µ ≥ 3 and a subsequence, which we still denote by
(g˜k,n(Φ
n)) such that for all t ∈ [−T (M), T (M)],
(2.30) g˜k,n(Φ
n(t)) ⇀ fk(t) in L
ρ′k , as n→∞.
On the other hand, it follows from (2.18) that for every Ψ ∈ H1A and
for every φ ∈ D(−T (M), T (M)), we have∫ T (M)
−T (M)
{− 〈iΦn,Ψ〉H′A,H1A
φ′(t)−
〈
LAΦ
n −
3∑
k=1
g˜k,n(Φ
n),Ψ
〉
H′A,H
1
A
φ(t)} dt = 0
Applying (2.29), (2.30) and the Dominated Convergence Theorem, it
follows that∫ T (M)
−T (M)
{− 〈iΦ,Ψ〉H′A,H1A
φ′(t)− 〈LAΦ− f,Ψ〉H′A,H1A
φ(t)} dt = 0,
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where f = f1 + f2 + f3. This means that Φ satisfies
(2.31)
{
iΦt − LAΦ + f = 0, for almost t ∈ (−T (M), T (M)),
Φ(0) = Φ0.
Now we prove the following crucial result according to which the limit
problem enjoys the conservation of charge.
Lemma 2.9. For all t ∈ (−T (M), T (M)), we have ℑ(f(t)Φ(t)) = 0
almost everywhere on RN .
Proof. It’s not so different respect to the one in Lemma 4.2.6 in [2].
Indeed, it’s sufficient to show that for every bounded subsets B of RN ,
we have for every k = 1, 2, 3,
〈fk(t)|B, iΦ(t)|B〉Lρ
′
k(B),Lρk (B)
= 0.
For simplicity, we omit the time dependence and we write
〈fk, iΦ〉Lρ
′
k (B),Lρk (B)
=
〈
fk − J
A
n (g˜k(J
A
n Φ
n)), iΦ
〉
+
〈
JAn (g˜k(J
A
n Φ
n))− g˜k(J
A
n Φ
n), iΦ
〉
+
〈
g˜k(J
A
n Φ
n), i(Φ− Φn)
〉
+
〈
g˜k(J
A
n Φ
n), i(Φn − JAn Φ
n)
〉
+
〈
g˜k(J
A
n Φ
n), i(JAn Φ
n)
〉
→n→∞ A+B + C +D + E.
Note first that , by (2.30), JAn (g˜k(J
A
n Φ
n)) = g˜k,n(Φ
n) ⇀ fk in L
ρ′k ,
hence in Lρ
′
k(B). Therefore, A = 0. Next, we observe that g˜k(J
A
n Φ
n) is
bounded in Lρ
′
k . It follows from (2.16) and (2.16) that JAn (g˜k(J
A
n Φ
n))−
g˜k(J
A
n Φ
n) ⇀ 0 in H′A, hence in L
ρ′k(B). Therefore, B = 0. Since by
(2.29), Φn ⇀ Φ in H1A, we have Φ
n → Φ in Lρk(B). Since g˜k(J
A
n Φ
n)
is bounded in Lρ
′
k(B), it follows that C = 0. By (2.14) and (2.16),
Φn − JAn Φ
n is bounded in H1A and converges weakly to 0 in H
′
A. It
follows that Φn − JAn Φ
n → 0 in Lρk(B). Since g˜k(J
A
n Φ
n) is bounded
in Lρ
′
k(B), it follows that D = 0. Finally, E = 0 by (2.6). Hence the
result.

End of the proof of Proposition 2.6. Taking the H′A−H
1
A duality
product of the first equation in (2.31) with iΦ, it follows that
d
dt
‖Φ(t)‖L2 = 0, for all t ∈ (−T (M), T (M));
and so
(2.32) ‖Φ(t)‖L2 = ‖Φ
0‖L2.
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It follows from (2.19), (2.32) and Proposition 2.3.13 (ii) in [2] adapted
to our case that
(2.33) Φn → Φ in C(−T (M), T (M);L2).
Applying (2.27), (2.33) and Gagliardo-Nirenberg inequality ( see The-
orem 2.3.7 in [2]), it follows that
(2.34) Φn → Φ in C(−T (M), T (M);Lp), for every 2 ≤ p < 2N
N−2
.
It follows from (2.5), (2.15) and (2.34) that
JAn (g˜k(J
A
n Φ
n)) = g˜k,n(Φ
n(t))→ g˜k(Φ(t)) in L
ρ′k , for all t ∈ (−T (M), T (M)).
Therefore, f = g˜(Φ) and so, Φ satisfies (2.9). (2.10) follows from (2.27)
and (2.11) from (2.32). It remains to prove (2.12). This follows from
(2.20), weak lower semicontinuity of the H1A-norm and the fact that
G˜n(Φ
n(t)) → G˜(Φ(t)) as n → ∞ by (2.34) and Lemma 2.8 (ii). This
completes the proof.
Before proceeding further, we make the following definition.
Definition 2.10. In all what follows, we say that we have uniqueness
for problem (2.9) if the following hold. For every interval J containing
0 and for every Φ0 ∈ H1A, any two solutions of (2.9) in L
∞(J,H1A) ∩
W 1,∞(J,H′A) coincide.
The main result of this section is the following.
Theorem 2.11. Let A satisfies (A) and (B) and assume (V), (W),
(g) and (h) so that, in particular, g˜ satisfy assumptions (1)-(2.6) and
assume that we have uniqueness for problem (2.9). Then the following
properties hold.
(1) For every Φ0 ∈ H1A(R
N), there exists T∗(Φ
0), T ∗(Φ0) > 0 and
there exists a unique, maximal solution Φ ∈ C((−T∗(Φ
0), T ∗(Φ0)),H1A)∩
C1((−T∗(Φ
0), T ∗(Φ0)),H′A) of problem (2.9). Φ is maximal in
the sense that if T ∗(Φ0) <∞ (resp., T∗(Φ
0) <∞), then ‖Φ(t)‖H1A →
∞, as t ↑ T ∗(Φ0) (resp., as t ↓ −T∗(Φ
0));
(2) in addition, we have conservation of charge and energy, that is
‖Φ(t)‖L2 = ‖Φ
0‖L2 FA(Φ(t)) = FA(Φ
0)
for all t ∈ (−T∗(Φ
0), T ∗(Φ0));
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Proof. Following Cazenave [2], the proof proceeds in two steps. We
first show that the solution Φ given by Proposition 2.6 belongs to Φ ∈
C((−T∗(Φ
0), T ∗(Φ0)),H1A) ∩ C
1((−T∗(Φ
0), T ∗(Φ0)),H′A), and that we
have conservation of energy. Next, we consider the maximality result.
Step 1. Regularity. Let I be an interval and let Φ ∈ L∞(I,H1A) ∩
W 1,∞(I,H′A) satisfy
iΦt − LAΦ+ g˜(Φ) = 0, for all t ∈ I
We claim that Φ enjoys both conservation of charge and energy and
that Φ ∈ C(I,H1A) ∩ C
1(I,H′A). To see this, consider
M = sup
{
‖Φ(t)‖H1A , t ∈ I
}
,
and let us first show that ‖Φ(t)‖L2 and FA(Φ(t)) are constant on every
interval J ⊂ I of lenght at most T (M), where T (M) is given by Propo-
sition 2.6. Indeed, let J be as above and let σ, τ ∈ J . Let Φ0 = Φ(σ)
and let Ψ be the solution of (2.9) given by Proposition 2.6. Ψ(· − σ) is
defined on J and by uniqueness, Ψ(· − σ) = Φ(·) on J . By (2.11) and
(2.12), it follows in particular that
(2.35) ‖Φ(τ)‖L2 = ‖Φ(σ)‖L2, FA(Φ(τ)) ≤ FA(Φ(σ)).
Now let Φ0 = Φ(τ) and let Z be the solution of (2.9) given by Propo-
sition 2.6. Z(· − τ) is defined on J and by uniqueness, Z(· − τ) = Φ(·)
on J . By (2.12), it follows in particular that
FA(Φ(σ)) ≤ FA(Φ(τ)).
Comparing with (2.35), this implies that both ‖Φ(t)‖L2 and FA(Φ(t))
are constant on J . Since J is arbitrary, it follows that
(2.36)
‖Φ(t)‖L2 = ‖Φ(s)‖L2 and FA(Φ(t)) = FA(Φ(s)), for all s, t ∈ I.
Furthermore, note that by Lemma 2.7, Φ ∈ C0,1/2(I,L2); and so, by
Lemma 2.8 (ii), the function t → G˜(Φ(t)) =
∑3
k=1 G˜k(Φ(t)) is contin-
uous I → R. In view of (2.36), it follows that ‖Φ(t)‖H1A is continuous
I → R. Therefore, by Lemma 2.1.5 in [2] for X = H1A, Φ ∈ C(I,H
1
A),
and by the equation, Φ ∈ C1(I,H′A).
Step 2. Maximality. Consider Φ0 ∈ H1A and let
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T ∗(Φ0) = sup {T > 0 : there exists a solution of (2.9) on [0, T ]}
T∗(Φ
0) = sup {T > 0 : there exists a solution of (2.9) on [−T, 0]} .
By uniqueness and Step 1, there exists a solution
Φ ∈ C((−T∗(Φ
0), T ∗(Φ0)),H1A) ∩ C
1((−T∗(Φ
0), T ∗(Φ0)),H′A)
of (2.9). Suppose now that T ∗(Φ0) < ∞ and assume that there exists
M < ∞ and a sequence tj ↑ T
∗(Φ0) such that ‖Φ(tj)‖H1A ≤ M . Let
k be such that tk + T (M) > T
∗(Φ0). By Proposition 2.6 and Step 1
and starting from Φ(tk), one can extend Φ up to tk + T (M), which is
a contradiction with the maximality. Therefore, ‖Φ(t)‖H1A → ∞, as
t ↑ T ∗(Φ0). One shows by the same argument that if T∗(Φ
0) < ∞,
then ‖Φ(t)‖H1A → ∞, as t ↓ T∗(Φ
0). Therefore, we have established
statements (i) and (ii) of Theorem 2.11.
Remark. By Theorem 2.11, under a priori uniqueness assumption, we
have proved the well posedness of problem (2.9) in H1A, in particular,
under assumptions (1) through (2.6) on g˜k for k = 1, 2, 3. We recall be-
low a general sufficient condition for uniqueness by adapting Corollary
4.2.12 in [2]). It follows that
Ψ(t)− Φ(t) = i
∫ t
0
T (t− s)(g˜(Ψ(s))− g˜(Φ(s)) ds,
for all t ∈ I, where T (t) is the propagator e−itLA . By assumptions
(A) and (B) on the potential and magnetic potentials, adapting the
result in Yajima [10] proved for such T (t), we have the following Lp-Lq
estimates
Proposition 2.12. Let IT = [−T, T ]. Then, for any p such that 2 ≤
p ≤ ∞ and q conjugate to p, there exists a constant C independent of
t such that for any v ∈ Lq
(2.37) ‖T (t)v‖Lp ≤
C
tN(
1
2
− 1
q
)
‖v‖Lq .
Corollary 2.13. The conclusions of Theorem 2.11 holds true.
Proof. We have to prove that the uniqueness condition in L∞(I,H1A)∩
W 1,∞(I,H′A) is fulfilled. The argument follows the line of [2, proof of
Theorem 4.3.1]. Let I be an interval containing 0 to be chosen suffi-
ciently small. Let Ψ,Φ ∈ L∞(I,H1A) ∩W
1,∞(I,H′A) be two solutions
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of equation (2.9). Let ri and ρi the exponents for which the nonlin-
earity gi verifies the assumptions of Theorem 2.11. Therefore, setting
2
qj
= N(1
2
− 1
rj
) and 2
γj
= N(1
2
− 1
ρj
), there exists δ > 0 such that
‖Ψ− Φ‖Lqi (I,Lri) ≤ C
m∑
j=1
‖g˜(Ψ)− g˜(Φ)‖
L
γ′
j (I,L
ρ′
j )
≤ C(|I|+ |I|δ)
m∑
j=1
‖Ψ− Φ‖Lqj (I,Lrj ),
where the first inequality can be obtained by arguing as in the proof
of [2, Theorem 3.5.2(ii)], where the property in [2, Theorem 3.2.1] is
substituted by (2.37), the estimate by Yajima. In turn, adding the
above inequality over i = 1, . . . , m and choosing the size of |I| such
that C(|I|+ |I|δ) < 1 we get the inequality
(1− C(|I|+ |I|δ))
m∑
j=1
‖Ψ− Φ‖Lqj (I,Lrj ) ≤ 0,
yielding the desired conclusion. 
3. Global well-posedness
We have established the local solvability of the Cauchy problem (2.9)
in H1A. In order to show that the solution Φ is global, namely that
exists for all times, it is sufficient to establish a priori estimates on
‖Φ(t)‖H1A by using the conservation laws (charge and energy) under
some appropriate assumptions on the nonlinearities.
Theorem 3.1. Assume (A), (B), (V ), (W ), (G) and (h) with
0 < lj <
4
N
, µ < 2−
1
q
+
2
N
, inf
x∈RN
V (x) > 0.
Let Φ0 ∈ H1A(R
N) be such that ‖Φ0‖H1A ≤ M and let
Φ ∈ C((−T∗(Φ
0), T ∗(Φ0)),H1A) ∩ C
1((−T∗(Φ
0), T ∗(Φ0)),H′A)
be the maximal solution of problem (2.9) given by Theorem 2.11. Then,
Φ is global, namely T∗(Φ
0) = T ∗(Φ0) = ∞ and sup{‖Φ(t)‖H1A : t ∈
R} <∞.
Proof. Let I0 = (−T∗(Φ
0), T ∗(Φ0)). By Theorem 2.11 (ii), we have the
conservation of energy and charge, that is
‖Φ(t)‖L2 = ‖Φ
0‖L2 FA(Φ(t)) = FA(Φ
0)
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for all t ∈ I0. From the first equality we have that
‖Φj(t)‖L2 = ‖Φ
0
j‖L2 for all j = 1, ...., m
and from the second
FA(Φ(t)) =
1
2
m∑
j=1
∫ ∣∣∣∣
(
∇
i
− A(x)
)
Φj(t)
∣∣∣∣
2
+
1
2
∫
V (x)|Φ(t)|2
−
∫
G(|x|, |Φ1(t)|
2, . . . , |Φm(t)|
2)
−
1
2
m∑
i,j=1
∫∫
Wij(|x− y|)h(|Φi(t)|)h(|Φj(t)|) dxdy = FA(Φ
0) = C0.
Since V is bounded from below we have that
C‖Φ(t)‖2H1A
≤
∥∥∥∥
(
∇
i
− A(x)
)
Φ(t)
∥∥∥∥
2
L2
+
∫
V (x)|Φ(t)|2
≤ C0 + 2
∫
G(|x|, |Φ1(t)|
2, . . . , |Φm(t)|
2)
+
m∑
i,j=1
∫∫
Wij(|x− y|)h(|Φi(t)|)h(|Φj(t)|) dxdy
By assumptions (G0)-(G1), we have that
∫
G(|x|, |Φ1(t)|
2, . . . , |Φm(t)|
2) ≤ K
∫
|Φ(t)|2 +K
∫ m∑
j=1
|Φj(t)|
lj+2
= K‖Φ(t)‖2L2 +K
m∑
j=1
∫
|Φj(t)|
lj+2
For j = 1, ..., m, by the Gagliardo-Nirenberg inequality we have that:
‖Φj(t)‖lj+2 ≤ c‖Φj(t)‖
1−σj
L2 ‖∇|Φj(t)|‖
σj
L2, σj =
Nlj
2(lj + 2)
.
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Now let pj =
4
Nlj
and qj is such that
1
pj
+ 1
qj
= 1. Applying Young and
Diamagnetic Inequalities, we obtain
‖Φj(t)‖
lj+2
lj+2
≤ C lj+2‖Φj(t)‖
(1−σj)(lj+2)
L2 ‖∇|Φj(t)|‖
σj(lj+2)
L2
≤
1
qj
{
C lj+2
ε
‖Φj(t)‖
(1−σj)(lj+2)
L2 }
qj +
Nlj
4
ε
4
Nlj ‖∇|Φj(t)|‖
2
L2
≤
1
qj
{
C lj+2
ε
m
(1−σj )(lj+2)
2
j }
qj +
Nlj
4
ε
4
Nlj
∥∥∥∥
(
∇
i
− A(x)
)
Φj(t)
∥∥∥∥
2
L2
≤
1
qj
{
C lj+2
ε
m
(1−σj )(lj+2)
2
j }
qj +
Nlj
4
ε
4
Nlj
∥∥∥∥
(
∇
i
− A(x)
)
Φj(t)
∥∥∥∥
2
L2
≤
1
qj
{
C lj+2
ε
m
(1−σj )(lj+2)
2
j }
qj +
Nlj
4
ε
4
Nlj ‖Φj(t)‖
2
H1A
.
Consequently,∫
G(|x|, |Φ1(t)|
2, . . . , |Φm(t)|
2) ≤ K‖Φ(t)‖2L2 +K
m∑
j=1
1
qj
{
C lj+2
ε
m
(1−σj )(lj+2)
2
j }
qj
+K
(
m∑
j=1
Nlj
4
ε
4
Nlj
)
‖Φ(t)‖2H1A
= C1 + C2(ε) +K
(
m∑
j=1
Nlj
4
ε
4
Nlj
)
‖Φ(t)‖2H1A
.
Following the calculations done in Remark 2.3,
m∑
i,j=1
∫∫
Wij(|x− y|)h(|Φi(t)|)h(|Φj(t)|) dxdy
≤
m∑
i,j=1
‖Wij‖Lqwm
µ
2 [1−N(
1
2
− (2q−1)
2qµ )]
i m
µ
2 [1−N(
1
2
− (2q−1)
2qµ )]
j ‖Φ(t)‖
2Nµ( 12−
(2q−1)
2qµ )
H1A
≤ C3 ‖Φ(t)‖
2Nµ( 12−
(2q−1)
2qµ )
H1A
.
Consequently,
‖Φ(t)‖2H1A
≤ C0+C1+C2(ε)+K
(
m∑
j=1
Nlj
4
ε
4
Nlj
)
‖Φ(t)‖2H1A
+C3 ‖Φ(t)‖
2Nµ( 12−
(2q−1)
2qµ )
H1A
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and taking ε such that 1−K
(∑m
j=1
Nlj
4
ε
4
Nlj
)
is positive, we have
(
1−K
( m∑
j=1
Nlj
4
ε
4
Nlj
))
‖Φ(t)‖2H1A
≤ C0+C1+C2(ε)+C3 ‖Φ(t)‖
2Nµ( 12−
(2q−1)
2qµ )
H1A
.
By the hypothesis on µ, if ‖Φ(t)‖2H1
A
was unbounded respect to t, by
the above inequality we would have a contradiction. So we have proved
that ‖Φ(t)‖2H1A
is bounded respect to t thus proving the global existence
result 3.1 by standard arguments. 
Remark 3.2. We observe in particular that condition lj < 4N in (G)
and µ < 2 − 1
q
+ 2
N
are fundamental for the proof of the above global
existence result.
4. Appendix
Step 1: Construction of approximate solutions (Cazenave-
Weissler [4]). We present a supposed adaptation of the arguments
in Cazenave and Weissler [4] (see Theorem 2.1) in the case of systems
(see Remark 2.7 in [4]) and for A 6= 0 and the arguments in Cazenave-
Esteban [3] in the case of systems and not necessarily for magnetic
potentials A of polynomial type and constant magnetic fields B.
We apply Lemma 1.2, i.e., H1A ⊂ L
p and Lp
′
⊂ H′A in the place of usual
Sobolev’s inequalities and we use suitable estimates of the propagator
T (t) = e−itLA .
By assumptions (V), (W) and (g) and (h), we have that each g˜i and so
g˜ belong to C(H1A,H
′
A). Consider the problem
(4.1)
{
i∂tΦ
n − LAΦ
n + g˜n(Φ
n) = 0,
Φn(0) = ϕ ∈ H1A
where g˜n =
∑3
k=1 g˜k,n and each of the g˜k,n is the natural regularization
for every given type of nonlinearity we deal with as Examples 1, 2 and
3 in [4]. So each g˜k,n, G˜k,n and, by Example 4 in [4], g˜n and G˜n satisfy
all the assumptions in Section 2 of [4]. So we are able to prove the
following
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Lemma 4.1. Let M ≥ 0 and ϕ ∈ H1A such that ‖ϕ‖H1A ≤ M . Then,
there exists τn,A > 0 such that there exist a sequence (Φ
n)n∈N of func-
tions of C([0, τn,A[,H
1
A) ∩ C
1([0, τn,A[,H
′
A) solutions of (4.1). Further-
more, for any t ∈ [0, τn,A[, we have
(4.2) FA,n(Φ
n) = FA,n(ϕ)
(4.3) ‖Φn(t)‖L2 = ‖ϕ‖L2
Proof. We expect that the proof is the same as in Lemma 2.7 in [8] in
the case of systems which is obtained by Lemma 3.5 in [4] replacing
usual derivatives by magnetic ones. In particular, since g˜n is a globally
Lipschitz- continuous nonlinearity, we can apply the classical result on
T (t) that generates the solution Φn above, contained in the Appendix
in [4] that we recall in the following.
Remark: Let X be a Banach space and A the generator of a C0
semigroup T (t). Let F ∈ C(X,X) be Lipschitz continuous on bounded
sets ofX. It is well-known that for any ϕ ∈ X, there exists Tmax(ϕ) > 0
and a unique solution u ∈ C([0, Tmax], X) of
(4.4) u(t) = T (t)ϕ+
∫ t
0
T (t− s)F (u(s)) ds, for t ∈ [0, Tmax).
Moreover, if T < ∞ then ‖u(t)‖max → +∞ as t ↑ Tmax. Furthermore,
the mapping ϕ→ Tmax(ϕ) is lower semicontinuous. If T ∈ (0, Tmax(ϕ)
and if ϕn → ϕ in X as n→∞, then uϕn → uϕ in C([0, T ], X). If X is
reflexive and ϕ ∈ D(A), then uϕ ∈ C[0, T ), D(A)) ∩ C([0, T ), X) and
uϕ solves the problem
ut = Au+ F (u) for t ∈ [0, Tmax) and u(0) = ϕ.

Step 2: Boundedness of the existence time. From the conserva-
tion laws (4.2) and (4.3) of the approximate problem (4.1), we show
that the existence time τn,A can be bounded from below uniformly with
respect to n ∈ N and A satisfying the Assumptions (A) and (B).
Lemma 4.2. Let M > 0 and let A satisfy assumptions as above with
some constants (Cα)α∈NN . Then, there exists T (M) > 0 depending only
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on M and the (Cα)’s such that for all ϕ ∈ H
1
A such that ‖ϕ‖H1A ≤ M
we have
(4.5) ‖Φn‖L∞([0,T (M)];H1
A
) ≤ 2M = 2‖ϕ‖H1
A
(4.6) ‖Φnt ‖L∞([0,T (M)];H′A) ≤ C(M)
Proof. We expect that the proof is exactly the same as in Lemma 2.8
in [8] in the case of systems by using Lemma 4.1 (in particular, we use
strongly the conservation of energy (4.2)). Recall that, in Lemma 1.2,
the constant C is independent on A and by a result like Lemma 3.3 in
[4] we get uniformity with respect to A. 
Step 3: Passage to the limit. The final step is to prove the con-
vergence of the Φn to a solution of the initial problem. First, we prove
convergence in L2.
Lemma 4.3. Let M > 0 and let A satisfy assumptions as above with
some constants (Cα)α∈NN . Then, there exists T (M) > 0 depending only
on M and the (Cα)’s such that for all ϕ ∈ H
1
A such that ‖ϕ‖H1A ≤ M ,
(Φn)n∈NN is a Cauchy sequence in C((0, T (M)];L
2).
Proof. We expect that the proof is the same as in Lemma 2.9 in [8] in
the case of systems, using Theorem 2, Lemma 2.4, Lemma 2.3 in [8] or
in general Lemma 3.3 in [4] and Lemma 4.1. 
We complete the proof of Theorem 2.11. We denote by Φ the limit
of Φn in C((0, T (M)];L2). From Lemma 4.2, it follows that Φ ∈
L∞((−T (M), T (M));H1A) and by Lemma 1.2, Φ
n converges to Φ in
C((0, T (M)];Lr) for all r ∈ [2, 2∗). hence, it follows from a result like
Lemma 3.3 in [4] that g˜n(Φ
n) converges to g˜(Φ) in C((0, T (M)];H′A)
and Φ solves (4.1) in L∞((0, T (M)];H′A). Uniqueness is an immedi-
ate consequence of Proposition 2.12. Conservation laws are obtained
from the passage to the limit. Indeed, combining Lemma 3.3 in [4] and
Lemma 4.1 we get
FA(Φ(t)) = FA(ϕ).
This shows thatΦ ∈ C((0, T (M)];H1A) and hence Φ ∈ C
1((0, T (M)];H′A).
Theorem 2.11 follows from considering the maximal solution corre-
sponding to the initial datum and the reverse equation.
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