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Abstract 
We propose an evolutionary approach based on genetic algorithm for text document clustering.  Instead of applying 
genetic algorithm on the whole dataset, we partition the dataset into some groups and apply genetic algorithm to each of 
the partitions separately. Finally, we apply another genetic algorithm phase on the outcomes of the earlier ones. This 
allows to get rid of the local minima, which is one of the major problems of using genetic algorithms. Another good 
feature of our proposal is that we do not require specifying the total clusters to be made in advance as most of the 
available methods. Experimental results also show the superior performance of our approach as compared to the previous 
approaches. 
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1. Introduction 
Document clustering means grouping a set of documents into different clusters so that two objectives are 
satisfied: First, similar documents should be grouped in the same cluster, and second, dissimilar documents 
should be placed in different clusters. 
The influence of the Internet is continuously increasing due to its impact on the peoples’ lifestyles, 
working policies, communications and what not. Due to the easy use of different web services, such as the 
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blogs, social networking sites, service providing sites and news agencies, a huge amount of data are being 
added in the World Wide Web (Web). However, most of these data are unstructured. Hence, when a user 
needs to find an item, s/he needs the support of a search engine. Upon getting a request, a search engine needs 
to return similar documents related to the search topic. Here document clustering plays a great role to improve 
the results and the complexity of such search as because it clusters similar documents in one group. Document 
clustering is, hence, a much well studied and have got attraction of many researchers in the information 
retrieval field [6].  
In the literature, many algorithms are found to cluster text documents. K-means [2]-[5], [7] clustering is 
one of the most popular clustering algorithms. It clusters a given set of documents into K different groups. It 
is very simple and computationally efficient. However, in K-means clustering, user needs to specify how 
many clusters are expected (K’s value) in advance, which may sometimes be difficult to set. Moreover, the K-
means clustering algorithm starts with an initial (usually random) clustering, on which the performance 
largely depends [7]. 
In recent years, a number of proposals are found that use genetic algorithm [6]. Genetic algorithm is an 
optimization technique. It follows the evolution principles through randomized natural selection [8]. It is 
known to achieve very good (near optimal) solution, especially when the space is large and multi-modal [9]. 
Though the performances of genetic algorithms in document clustering are found to be better than the other 
available methods [6], it may converge to local optimal values. This is known as premature convergence 
phenomenon (PCP) [10]. To avoid PCP, a Double Layered Genetic algorithm for document Clustering 
(DLGC) [11] is proposed. However, it needs very high computation if the number of generations used in the 
first layer becomes high. Moreover, it also requires specifying the number of clusters in advance.    
We propose a two-phase genetic algorithm-based evolutionary approach for text document clustering.  
Instead of applying genetic algorithm on the whole dataset, we partition the dataset into some groups and 
apply genetic algorithm to each of the partitions separately. Finally, we apply another genetic algorithm phase 
on the outcomes of the earlier ones. This allows to get rid of the local minima. Unlike most of the available 
methods, specifying the expected number of clusters in advance is also not required in our proposal. 
Experimental results also demonstrate the superior performance of the proposed approach as compared to the 
other available approaches.  
The rest of the paper is paper is organized as follows. The proposed procedure described in detail in 
Section 2, and Section 3 presents the comparative performances of the proposed as well as some other 
available methods. Finally, Section 4 concludes the paper. 
2. The Proposed Approach 
The text document clustering algorithms basically make use of the statistics (usually the frequencies) of the 
occurrences of different terms in the documents. Every document is represented using such statistics and 
represented in a vector space. Finally, the clustering algorithm actually partitions this space by putting the 
closer vectors in the same partition.  
The subject and contents of a document are usually thought to be indicated by the terms present in the 
document. The statistics of the terms in a document are represented using some measures such as term 
frequency (tf), indicating the number of appearances of a term in the document, or Boolean occurrences, 
whether a term occurs in the document. Another measure is inverse document frequency (idf), which 
measures the presence of a term in different documents. For the term it , the iidf  is measured by 
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where N denotes the number of documents in the dataset at hand, and n represents how many documents 
have the term it in them.  
In our proposal, we use a weighted term frequency based on the Okapi rule [1], which makes a 
combination of tf and idf. The term weight of it in document jd is  
ji
ji i
j
ji
tf
tw idfl
tf
l
.
. .
 
  uͲ ͷ ͳ ͷ
,                                                              (2) 
where jl represents the document length (total terms), and l denotes the average length of all the 
documents in the dataset.   
We represent a document jd using a vector of the weighted term frequency as  
 j j j jTd tw tw tw, , ..., ͳ ʹ ,                                                                (3) 
where T  denotes the total number of different terms in dataset. Thus a document vector includes all the 
terms present in the whole dataset. We do not, however, count few terms such as stop words because these 
terms do not usually represent any relationship with the contents or the topics of the documents.  
Given a set of documents D = {d1, d2, d3, …, dN}, we target to make an assignment of each document jd to 
one clusters so that related documents are put in the same clusters. In other words, the average distance 
between the documents in a cluster is minimized. A cluster is usually represented by the cluster center, known 
as the centroid. Thus the ultimate aim is minimizing the distances between the centroid and the documents in 
a cluster.  
At this point, we need to compute the similarity between the documents. Different similarity measures, for 
example Pearson, cosine, adjusted cosine, etc., are usually used to compute the extent of similarity between 
any two vectors. In our work we use the cosine similarity to measure the degree of similarity between any two 
documents.  The cosine similarity between two document vectors dx and dx is measured by 
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where the numerator and the denominator are the dot product of the vectors and their norms (Euclidean 
length), respectively. 
To apply genetic algorithm, we need to define a chromosome, which represents a (candidate) solution, first. 
Our work focuses on partitioning the documents into K clusters. In other words, we require finding the K 
centroids representing the K clusters. Hence, we define a chromosome chrp as a vector of K centroids using  
 p Kchr cen cen cen( , ,..., ) ͳ ʹ .                                                                (5) 
This definition leads to a faster convergence than that proposed by Choi et al. [11] where the 
chromosome’s length is N (total documents in the dataset). Moreover, it is also lighter to handle with.  
Another important point here is that we do not require specifying the exact value of K. Rather, similar to 
what is used by Song and Park [6], our method requires a range [Kmin, Kmax] of the value of K. Hence, in the 
population, there may be chromosomes of different lengths in our approach.   
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Genetic algorithm usually starts with generating an initial population of size P, which contains P 
chromosomes. We pick the values of centroids from the dataset. A centroid cenk is a vector formed as  
k Tcen c c c( , ,..., ) ͳ ʹ                                                                      (6) 
where vc is value randomly selected from the set { v v Nvtw tw tw, , ...,ͳ ʹ } of different term weights of the 
corresponding term  vt existing all the documents in the dataset.   
We then apply two phases of genetic algorithm on this population. In the first phase, we divide the 
population into G partitions, and apply one genetic algorithm on each of them. This approach leads to a faster 
convergence then the DLGC [11]. After this phase we apply a genetic algorithm on the whole population on 
the updated chromosomes after the first phase. 
For our genetic algorithms, we select the fittest chromosomes for crossover. We use the classical single-
point crossover. And the mutation is done according to the concept of Gaussian distribution. Such choice of 
algorithms is analogous to that used in [12]. We use the fitness function to be 1/DB, where DB is the well-
known Davies-Bouldin index [13, 14]. We set the termination criteria as the ITR and Smax, where ITR denotes 
the maximum number of iterations and Smax is the number of consecutive iterations making no update of the 
population.  
3. Performance Evaluation 
Here, we demonstrate the outcomes of our experiments of applying our proposed approach as well as two 
other well-known methods, namely the K-means clustering and the Genetic algorithm-based approach 
(referred to as GA hereafter) proposed by Song and Park [6].  
To compare the performances, we adopt the well-known benchmark database REUTERS-21578. Our 
dataset includes 1000 texts from 5 topics such as acq, crude, trade, grain and money-fx. After stop wards 
removal and stemming, there are 7142 terms.  
We set the genetic algorithms parameters such as amount of selection, crossover and mutation to 0.6, 0.2 
and 0.2, respectively. We set the value of Smax = 10. For the GA [6], we set ITR = 200. For our proposed 
algorithm, we make five partitions of the population (G = 5), and set ITR = 25 for the first phase. And for the 
second phase, we set ITR = 75. This ensures the maximum number of iterations used by our algorithm to be 
maximum 200 in total. We do this for having a fare comparison.  
 
Fig. 1. F-measures of three different algorithms. 
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To quantify the performances of different methods we adopt the F-measure metric [15]. F-measure, F, is 
calculated by 
precision recallF
precision recall
u u
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.                                                             (7) 
Figure 1 presents values of the F-measures of the different algorithms. It clearly shows the superiority of 
the proposed approach. 
We have also applied the latent semantic Indexing (LSI) [6] on our dataset, and reduced the dimensionality 
to 500. And then we have run the three algorithms on the resulting dataset. Figure 2 show the F-measures of 
the outcomes. Here, the performance of the proposed approach is also clearly ahead of the others.  
 
 
Fig. 2. F-measures of three different algorithms when run on the dataset created using the LSI. 
4. Conclusion 
In this paper, we have proposed our work on using the genetic algorithm for document clustering. The 
proposed method possesses the desired criteria of an unsupervised clustering such as not requiring the pre-
specification of the desired number of clusters and the strength of avoiding the local minima. The 
experimental results on benchmark dataset also show that the proposal outperforms the existing methods of 
documents clustering.  
As our future work, we hope to work more on this algorithm to make it fully automatic so that it will 
require no parameter to be specified.  
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