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Using the recently introduced Molecular Dynamics Lattice Gas (MDLG) approach, we test fluctu-
ations of coarse-grained quantities. We show that as soon as the system can no longer be considered
an ideal gas fluctuations fail to diminish upon coarse-graining as is usually expected. These results
suggest that current approaches to simulating fluctuating hydrodynamics may have to be augmented
to achieve quantitative results for systems with a non-ideal equation of state. The MDLG method
gives a guidance to the exact nature of the fluctuation in such systems.
Predicting consistent fluctuations for coarse-grained
systems can be challenging. For ideal gas cases the situ-
ation is reasonably straight forward, which is why this is
usually taken as a starting point, e.g for fluctuating lat-
tice Boltzmann [1]. For other systems fluctuations arise
from the discrete nature of the representation as in lattice
gases [2, 3] or Stochastic Rotation Dynamics [4, 5]. Other
discrete versions like Dissipative Particle Dynamics [6, 7]
includes tunable fluctuating forces. For non-ideal sys-
tems, however, it is typically less clear what the correct
fluctuations should look like [8, 9]. Because of this dif-
ficulty we developed a direct mapping from Molecular
Dynamic (MD) onto a lattice gas (MDLG) [10] where
fluctuations in a non-ideal coarse-grained system can be
easily observed. In this letter we show the results of ap-
plying MDLG to analyzing equilibrium fluctuations at
different densities of a system of Lenard-Jones particles.
The direct mapping between MD and a lattice gas,
leads to an integer lattice gas. Integer lattice gases exist,
but are somewhat rare [3, 11–15]. Blommel showed that
an integer lattice gas can closely model the fluctuations
of an ideal gas [3]. Such lattice gases have occupation
numbers ni(x, t) as their fundamental variables. They
are defined on lattice points x and are associated with
lattice velocities vi such that x + vi is again a lattice
position. The evolution equation of a lattice gas can be
written as
ni(x+ vi, t+∆t) = ni(x, t) + Ξi (1)
where the Ξi is the lattice gas collision operator. For the
integer lattice gas of Blommel [3] the ni follow the expec-
tation for an ideal gas[16] and are Poisson distributed
P (ni) = exp(−feqi )(feqi )ni/ni! (2)
where feqi = 〈ni〉.
To examine the fluctuation behavior of a non-ideal sys-
tem (as represented by a Molecular Dynamics simulation)
we employ the MDLG approach. Here a lattice is super-
imposed on the Molecular Dynamics simulation and the
displacement of particles from one lattice cell to another
a distance vi away is during a timestep ∆t is then iden-
tified with the lattice gas occupation number ni. This
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FIG. 1. Distribution of the MDLG occupation numbers ni
and the total density (histograms) compared to the Poisson
distribution (solid lines) for number density ρ ≈ 0.011 for
different lattice spacings (a) ∆x = 120 and (b) ∆x = 500.
provides us with a lattice gas that exactly represents the
underlying Molecular Dynamics system [10]. Explicitly,
if xj(t) is the position of the jth particle at time t, we
can write
ni(x, t) =
N∑
j=1
∆x[xj(t)]∆x−vi [xj(t−∆t)] (3)
where ∆y[x] is one if xα ∈ [yα, yα+∆x] for all coordinates
2α and N is the total number of particles.
We have previously shown that such an MDLG can
have an equilbrium distribution that is equivalent to
the standard lattice Boltzmann equilibrium distributions
when the combination of the time step ∆t and lattice size
δx is chosen such that
a2 =
〈δx(∆t)]2〉
d∆x2
≈ 0.18 ≈ 1
6
(4)
where δx(∆t) represents the displacement of a MD par-
ticle in the simulation for a time-interval of ∆t and d is
the number of spatial dimensions [17]. Because of this
resemblance we present results for a2 ≈ 1/6 here.
We now examine the equilibrium fluctuations of this
lattice gas. We start with a dilute gas, for which we
expect the assumptions of ideal gas fluctuations to hold
to good approximation. We perform a Molecular Dy-
namics simulation with 99856 particles on a 3000x3000
lattice (length measured in LJ units) at a high tem-
perature of 50, also in LJ units as in [10], to prevent
phase-separation. If we take the effective radius for ex-
cluded volume at about rc = 0.75 [corresponding to
1/2kBT = V (rc)], this translates into a volume fraction
of φ = 4.9 10−3. For this volume fraction we indeed find
good agreement between the distribution of the lattice
gas occupation numbers and the Poisson distribution, as
is shown in Figure 1 for two different lattice spacings ∆x.
For larger densities, where the excluded volume be-
comes important, the total density will no longer be Pois-
son distributed, but rather show a narrower distribution.
We therefore would also expect the distribution of the
lattice gas occupation numbers ni to similarly deviate
from the Poisson distribution. We performed a similar
simulation for a denser system of a nominal volume frac-
tion of φ = 0.49. The results shown in Figure 2(a) show
the narrowing of the ρ distribution, but surprisingly the
distribution of rest-particles (n0) appears little changed
where as the distributions of particle moving to nearest
neighbors (n1) as well as diagonal neighbors (n5) is much
wider.
We stated above that we chose a2 = 1/6, but for
each lattice spacing ∆x there is a time step ∆t that
corresponds to this value. It is therefore essential how
the distributions depend on ∆x (under the assumption
a2 = 1/6), corresponding to a modeling of the system
at different scales. Increasing ∆x will increase the av-
erage number of particles per cell. For an ideal system
the width of the Poisson distribution will grow only as
the square root of the number of particles, making the
distribution more peaked for larger number of particles.
This means that for larger ∆x the importance of fluc-
tuations declines. This classical result is found to good
approximation for our simulation of a dilute system, as
shown in Figure 1(b).
Now for a dense system we show the results for the
larger ∆x in Figure 2(b). The density does indeed show
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FIG. 2. Distribution of the MDLG occupation numbers ni
and the total density compared to the Poisson distribution
for number density ρ ≈ 1.1 and the lattice spacing is (a)
∆x = 12 and (b) ∆x = 50.
a sharpening of the normalized width, as one would ex-
pect. The normalized width of the distributions of the ni,
however, does not show the same amount of narrowing.
This is a counter intuitive result, which suggests that the
importance of fluctuations for the ni does not diminish
as 1/
√
N with increasing ∆x.
To gain an understanding of this phenomenon let us
first consider how combining wider distributions for the
ni can lead to a narrower distribution of ρ. We can write
〈(ρ− ρeq)2〉 =
∑
i
∑
j
〈(ni − feqi )(nj − feqj )〉. (5)
For an ideal system the distributions of the ni are in-
dependent. For ideal systems 〈(ni − feqi )(nj − feqj )〉 =
feqi δij . But for non-ideal systems the wider distributions
for the ni requires that at least for some i and j these
correlations must become quite negative to cancel the
widening of the distributions for i = j.
To look at this more quantitatively we can examine
the particle displacement probability for different parti-
cles δxj = xj(t) − xj(t − ∆t). First we can derive the
3expectation value
〈ni〉
=
〈
N∑
k=1
∆x[xk(t)]∆x−vi [xk(t−∆t)]
〉
=
∫
dx1
∫
dδx1 · · ·
∫
dδxNP
N (x1, δx1, · · · , xN , δxN )
N∑
k=1
∆x(xk)∆x−vi(xk − δxk)
=N
∫
dx1
∫
dδx1 · · ·
∫
dδxNP
N (x1, δx1, · · · , xN , δxn)
∆x(x1)∆x−vi(x1 − δx1)
=N
∫
dx1
∫
dδx1P
1(x1, δx1)∆x(x1)∆x−vi(x1 − δx1)
=feqi (6)
where we introduced the useful (but not very common)
N-particle distribution function for the displacements of
particles during a time-step ∆t. We see that the expec-
tation value of the distribution is entirely dependent on
the one-particle distribution function. This is the reason
that Parsa et al. [17] found that the equilibrium dis-
tribution depends on the non-dimensional mean squared
displacement a2 only.
The probability for finding a specific occupation num-
ber ni is then given by
P (ni)
=
∫
dx1
∫
dδx1 · · ·
∫
dδxNP
N (x1, δx1, · · · , xN , δxN )
Θ(ni; {x1, δx1, · · · , xN , δxN})
=
∫
dx1
∫
dδx1 · · ·
∫
dδxNP
N (x1, δx1, · · · , xN , δxN )(
N
ni
)
Θ(ni; {x1, δx1, · · · , xn1 , δxn1}) (7)
where we define a binary flag that is one if we have the
occupation number ni(x) as
Θ(ni; {x1, δx1, · · · , xM , δxM})
=
{
1 if
∑M
k=1∆x(xk)∆x−vi(xk − δxk) ≡ ni
0 else
(8)
In the special case of an ideal gas, where the N -particle
distribution factorizes
PN,id(x1, δx1, · · · , δxN ) =
N∏
k=1
P 1(xk, δxk) (9)
we have
P id(ni) =
(
N
ni
)(
feqi
N
)ni (
1− f
eq
i
N
)N−ni
≈ exp(−feqi )
(feqi )
ni
ni!
(10)
where the last step is the familiar transition from the
binomial distribution to the Poisson distribution in the
limit of largeN . We can shed light on the expected width
of the distribution for the non-ideal case by reducing the
expression to one for the two-particle distribution func-
tion:
〈ni(x)nj(y)〉
=
〈
N∑
k=1
∆x(xk)∆x−vi(xk − δxk)
N∑
l=1
∆y(xl)∆y−vj (xl − δxl)
〉
=
∑
k,l
∫
dx1
∫
dδx1 · · ·
∫
dδxNP
N (x1, δx1, · · · , xN , δxN )
∆x(xk)∆x−vi(xk − δxk)∆y(xl)∆y−vj (xl − δxl)
=(N2 −N)
∫
dx1
∫
dδx1
∫
dx2
∫
dδx2P
2(x1, δx1, x2, δx2)
∆x(x1)∆x−vi(x1 − δx1)∆y(x2)∆y−vj (x2 − δx2)
+N
∫
dx1
∫
dδx1P
1(x1, δx1)
∆x(x1)∆x−vi(x1 − δx1)∆y(x1)∆y−vi(x1 − δx1)
=(N2 −N)
∫
dx1
∫
dδx1
∫
dx2
∫
dδx2P
2(x1, δx1, x2, δx2)
∆x(x1)∆x−vi(x1 − δx1)∆y(x2)∆y−vj (x2 − δx2)
+ feqi δijδxy (11)
where, for an ideal gas, the two particle probability fac-
torizes (9). With this we obtain for an ideal gas
〈ni(x)nj(y)〉id = (1− 1/N)feqi feqj + feqi δijδxy (12)
Which is the result that one would expect for an inde-
pendently binomial distributed ni. In the limit of a large
system with N → ∞ the 1/N can be neglected, and we
obtain the result predicted for a Poisson distributed ni.
For dilute gases the representation of the particles as
ideal particles works quite well. We define the scaled
squared width of the actual distribution as
Wii =
〈(ni(x) − feqi )2〉
ρeqfeqi
. (13)
For a Poisson distribution this squared width will de-
crease as 1/ρeq. We plot
√
Wii in Figure 3 for an ideal
gas, a real dilute gas and a dense gas as a function of
the number of average number particles per lattice site.
This is accomplished by increasing the lattice spacing
∆x, and increasing the time step ∆t at the same time
such that a2 = 1/6 as in eqn. (4). Compared to the
result expected for a Poisson distribution the dilute gas
agree quite well up to about a thousand particles per at-
tice site, but after that we see that the width appears to
fail to decrease as fast as expected for an ideal gas. This
is in agreement with the results for a dilute gas in Figure
1, which showed that the distributions agreed reasonably
well with the prediction for a Poisson distribution.
4For the dense gas the scaled width of the distribu-
tion diverges from the ideal gas case already at about
10 particles per lattice site, and decays much more
slowly for larger numbers of particles. This implies that
the importance of fluctuations does no longer decay as
1/
√
ρeq. Therefore increaseing the coarse-graining by
choosing a larger lattice spacing ∆x will not diminish
as rapidly as would be expected in standard Statistical
Mechanics. The difference is striking: instead of decay-
ing as (ρeq)−1/2 the rest-particles scale approximately as
(ρeq)−1/4 and moving particle density only as (ρeq)−1/8.
This result may seem counter intuitive: basic Statisti-
cal Mechanics would seem to demand that if we continue
to double the lattice spacing ∆x, the added components
should eventually become independent. This argument,
however, misses the important point that we are keeping
a2 = 1/6, so that the time step ∆t also increases.
To understand why the correlations do not vanish more
quickly when scaling up the coarse-graining of the system
let us consider the probability of the particle displace-
ments. Firstly it is important to realize that instanta-
neous velocities in equilibrium remain uncorrelated
P 2(x1, v1, x2, v2) = P (v1)P (v2) (14)
The same, however, is not true for displacement prob-
abilities P2(xk, δxk, xl, δxl). Since these displacements
can be written as
δxk =
∫ ∆t
0
vk(t)dt (15)
the probability contains information about velocity cross
correlations that are considered in the context of cross-
diffusion constants. To understand this better we have
to consider P (x1,∆x1, x2, δx2) of eqn (11). For two-
dimensional systems considered in this letter this proba-
bility depends on 8 variables. Because of overall transla-
tional and rotational invariance this could be reduced to
5 variables. However, this is still too large to be efficiently
probed in our simulations. It is reasonable to expect that
for particles sufficiently far apart the displacement prob-
ability will factorize:
lim
|x2−x1|→∞
P 2(x1, δx1, x2, δx2) = P
1(x1, δx1)P
1(x2, δx2)
(16)
For particles closer together, however, the probability no
longer needs to factorize. A comprehensive numerical
evaluation of these correlations is outside the scope of this
letter, but we did examine 〈δx1δx2〉 as a function of the
initial displacement of the particles |x2 − x1|. We found
that this correlator does appear to decay exponentially
with a correlation length ξ ≈ 〈δx2〉 with a prefactor that
varies remarkably little with density (from 1 to 1.25 for
the two extreme densities studied in this letter.
We now pick a length scale for our lattice ∆x and a
corresponding time scale δt such that a2 = 1/6. This
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FIG. 3. Scaled width
√
Wii of the ni distributions compared
to that of a Poisson distribution for the MDLG system (a)
and a theoretical prediction from the simplified two-particle
displacement probability of Eq. (18) (b). For larger coarse-
graining the width of the distributions can be orders of mag-
nitude wider than expected for an ideal gas. This transition
is enhanced for denser systems, but appears for all densities.
The theoretical result obtained by numerical evaluation with
Mathematica shows some numerical wiggles, indicating that
the software has some difficulties evaluating the required four
dimensional integral.
means that ξ measured in terms of ∆x is nearly constant.
We can also determine the dependence of the amplitude
on ∆x and the overall density to get the approximate
relation
〈δx1δx2〉(|x1 − x2|)
〈δx21〉
≈ 2(∆x)−1/2ρ1/2 exp
(
−|x1 − x2|
ξ∆x
)
(17)
5where ξ now varies slightly from 1 to 1.25 for our den-
sity range. There are two caveats to this approximate
result: firstly at short distances the normalized correla-
tion of eqn. (17) has to be less than one. Secondly the
total expectation of 〈δx1δx2〉 = 0 because of momentum
conservation. In numerical experiments we find that for
large ∆x there is actually a negative correlation, but the
value of this correlation function for large ∆x is not of
interest here. Even with these caveats this result implies
that the non-ideal part of the two-particle probability
also decays exponentially with correlation length ξ. We
can now make the following Ansatz that will recover both
the factorization of eqn. (14) and the correlation of eqn.
(17):
P (x1, δx1, x2, δx2)
≈ 1
4pi2σ+(|x1 − x2|)2σ−(|x1 − x2|)2
exp
(
− (x1 + x2)
2
4σ2+(|x1 − x2|)
)
exp
(
− (x1 − x2)
2
4σ2−(|x1 − x2|)
)
(0.5 tanh
( |x1 − x2| − ζ
0.03
)
+ 0, 5) (18)
with
σ+(d) = a∆x
√
1 +
〈δx1δx2〉(d)
〈δx1δx1〉 (19)
σ−(d) = a∆x
√
1− 〈δx1δx2〉(d)〈δx1δx1〉 (20)
This is only a rough estimate of the two particle distribu-
tion function, but we can use this to obtain numerical in-
tegrations to estimate the occupation number correlators
in eqn. (11). The numerical integration was performed
using Mathematica, and a notebook is included in the
supplemental material. The results of this numerical in-
tegration is shown in Fig. 3, and it qualitatively recovers
the result of the direct simulations.
In conclusion we have found that fluctuations in coarse
grained models contain time-correlations, which can sig-
nificantly alter the scaling of the fluctuations. Surpris-
ingly the magnitude of fluctuations can be orders of
magnitude larger for the coarse-grained system variables
when compared to quantities that are obtained from
equal-time correlators like density or momentum fluctu-
ations. This property of mesoscopic methods has not
been fully appreciated to date. A long history of pre-
vious lattice gas approaches made a Markov approxima-
tion, which implies that occupation numbers were viewed
as instantaneous quantities. Such a view is in contrast
to our lattice gas which is a true coarse-graining of a re-
ality (as represented by a MD simulation), and has fun-
damentally different properties. This interpretation of a
lattice gas as a coarse-grained model represents a shift
in perception, and we believe that our results will fa-
cilitate the development of more realistic coarse-grained
fluctuating methods. To make progress along these lines
much more must be learned about the N -particle dis-
placement probability (and most importantly the one-
and two-particle projections of this Probability). We be-
lieve that Machine-learning approaches for these quanti-
ties will allow for a much closer connection between lat-
tice gas and lattice Boltzmann methods and underlying
Molecular Dynamics approaches for these systems.
Lastly we would like to emphasize that the large fluc-
tuations observed in this letter should not be thought
of as restricted to lattice gas approaches, but that these
will appear in all coarse-grained approaches, like those
mentioned in the introduction.
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