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In organic photovoltaic systems, a photogenerated molecular exciton in the donor domain disso-
ciates into a hole and an electron at the donor/acceptor heterojunction, and subsequently separate
into free charge carriers that can be extracted as photocurrents. The recombination of the once-
separated electron and hole is a major loss mechanism in photovoltaic systems, which controls their
performance. Hence, efficient photovoltaic systems need built-in ratchet mechanisms, namely, ul-
trafast charge separation and retarded charge recombination. In order to obtain insight into the
internal working of the experimentally observed ultrafast long-range charge separation and protec-
tion against charge recombination, we theoretically investigate a potential ratchet mechanism arising
from the combination of quantum delocalization and its destruction by performing numerically accu-
rate quantum-dynamics calculations on a model system. It is demonstrated that the non-Markovian
effect originating from the slow polaron formation strongly suppresses the electron transfer reaction
back to the interfacial charge-transfer state stabilized at the donor/accepter interface and that it
plays a critical role in maintaining the long-range electron–hole separation.
Great strides in the development of organic solar cells
have posed fundamental physical problems in quantum-
dynamical phenomena related to the exciton and charge
generation and transport in complex molecular systems.
Organic photovoltaic (OPV) systems consist of a blend
of donor and acceptor organic materials. The photogen-
erated molecular exciton in the donor domain dissociates
at the donor/acceptor heterojunction into a hole and an
electron, which subsequently separate into free charge
carriers to be extracted as photocurrents. In efficient
OPV materials, in which fullerenes are utilized as the ac-
ceptor domain, for example, the electron and hole escape
from the heterojunction and long-range charge separa-
tion (CS) proceeds efficiently [1, 2].
However, a question naturally arises concerning the
physical mechanism of the long-range CS process. The
electron and hole are subject to their mutual Coulomb
attraction, and hence they may be thought to relax to a
bound electron–hole pair localized at the interface, giv-
ing rise to an interfacial charge transfer (CT) state. As
the dielectric constants of organic materials are typically
small, the electron–hole binding energy (0.20 − 0.50 eV
[3–5]) can be one order of magnitude larger than the
thermal energy at room temperature (∼ 0.026 eV). Con-
sequently, the Coulomb attraction can stabilize the CT
state at the interface [6]. For understanding the crucial
factors that determine the energy conversion efficiency of
organic solar cells, it is important to elucidate the physi-
cal mechanisms of how the electron and hole escape from
the donor/acceptor interface, surmounting the Coulomb
barrier, and produce mobile charge carriers.
Recent spectroscopic measurements revealed that the
long-range CS process took place on an ultrafast
timescale, within a few hundred femtoseconds [7–11].
Over the past few years, two mechanisms have been the
subject of controversy. One mechanism proposed that
the excess energy of the photogenerated exciton could
help the charges surmount the Coulomb barrier, i.e.,
the so-called hot exciton dissociation mechanism [7–9].
The other proposed that the quantum delocalization of
the charges could reduce the Coulomb barrier [12, 13].
Tamura and Burghardt attributed the ultrafast CS pro-
cess to a hybrid mechanism, namely, the charge delocal-
ization and generation of vibronically hot interfacial CT
states [14].
However, no broad consensus has been achieved con-
cerning the physical origins of the ultrafast CS process, at
present. Another significant question concerns the avoid-
ance of the recombination of the once-separated electron
and hole or the relaxation to the interfacial CT state
[15]. The recombination is a major loss mechanism in
photovoltaic materials, which controls their performance.
Hence, efficient photovoltaic systems need a type of built-
in ratchet mechanism, namely, ultrafast charge separa-
tion and retarded charge recombination [16]. Here, we
note that a similar issue was addressed [17–20] while in-
vestigating the underlying mechanisms of the observed
long-lived coherence and its potential role in photosyn-
thetic light harvesting [21]. The following mechanism
was conjectured: A fast forward transfer involves ballis-
tic evolution, arising from quantum delocalization. This
quantum delocalization facilitates energetic uphill trans-
fer and avoids local energetic traps. However, such free
evolution would allow facile backward transfer, away
from the destination, and thus, the next process would
be decoherence, which localizes the product state. Then,
the backward transfer is suppressed because it requires
incoherent hopping that needs to overcome free energy
barriers. These steps are hypothesized to be able to en-
sure rectifying actions. Recently, a similar mechanism
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FIG. 1. Schematics of the charge separation dynamics. (a)
The electron located at the donor/acceptor interface is trans-
ferred via quantum delocalization and long-range charge sep-
aration is achieved as a fast process. The backward propa-
gation of the electron is described by the incoherent hopping
motion, which is a slow process. Therefore, the recombina-
tion is suppressed by the dynamical coherent–incoherent tran-
sition. (b) The dynamical transition is caused by the small
polaron formation, which is induced by the coupling with the
surrounding phonon environment. The timescale of the po-
laron formation significantly affects the timescale of both the
coherent–incoherent transition and the recombination.
was discussed for ultrafast long-range charge separation
in OPV systems [10, 22].
However, the ratchet effect in the quantum dynamics of
exciton and charge transport still remains a speculation,
and the relevance has not yet been proven theoretically
or experimentally. In this letter, we theoretically exam-
ine a quantum–classical ratchet mechanism that is made
possible via the combination of quantum delocalization
and its destruction in order to obtain insight into the
inner working of ultrafast long-range CS and protection
against the charge recombination or relaxation to the CT
state stabilized at the donor/acceptor interface.
Model.— In OPV systems, mobile charges strongly
interact with the organic molecular environment, and
thus, the environmental reorganization, or correspond-
ingly, the small polaron formation, proceeds with a finite
timescale, where the charges are dressed in environmental
phonon clouds. Consequently, the mobility of the charges
is reduced [23]. Before the polaron formation is com-
pleted, however, quantum delocalization of the mobile
charges might be sustained even in the presence of the
strong interaction with the environment [24], and thus,
the charges can move freely. To describe both the dis-
sipationless forward propagation of the charges through
quantum delocalization and the small polaron formation
with a finite timescale suppressing the relaxation back
to the interfacial CT state, it is required to employ a
non-Markovian quantum-dynamic theory on the basis of
equations of motion for reduced density operators of open
quantum systems.
In order to model the photogenerated exciton, the in-
terfacial CT state, and the subsequent CS dynamics,
we fix the hole at the interface and consider a finite
one-dimensional lattice [25] as a model of the accep-
tor domain, where each site corresponds to an accep-
tor molecule and the lattice constant ` presents the dis-
tance between the contiguous sites. Site 0 stands for
the interface, and the electron at site 0 corresponds
to the photogenerated Frenkel exciton. On the other
hand, site n (n = 1, . . . , N) is located at a distance of
Ln = n` from the interface, and thus, the electron at site
n is bounded with the hole via the Coulomb potential,
En = −e2/4piε0εrLn with e, ε0, and εr being the ele-
mentary charge, permittivity of vacuum, and dielectric
constant, respectively. See Fig. 1. Throughout this let-
ter, the bounded electron–hole pair states are termed the
CT states, for distinguishing them from the free charge
carriers.
Let |n〉 denote the state where the electron is local-
ized at site n. Then, the Hamiltonian of the exciton
(XT) and CT states is given as Hˆel =
∑N
n=0En|n〉〈n|+∑N
n=1 Vn,n−1(|n〉〈n − 1| + h.c.), where V10 = VXT−CT
represents the exciton–CT coupling and V21 = · · · =
VN,N−1 = VCT the CT transfer integrals. The site en-
ergy of the exciton E0 is set to be nearly resonant with
the delocalized CT states, which are the eigenstates in
the CT manifold. Therefore, the photogenerated exciton
at the interface can immediately transfer to a CT state
with long-range electron–hole separation.
The phonon Hamiltonian associated with the site n is
given by Hˆphn =
∑
ξ h¯ωnξ bˆ
+
nξ bˆnξ, where bˆ
+
nξ and bˆnξ de-
note the creation and annihilation operators of the ξth
phonon with frequency ωnξ. We assume that the in-
teraction between site n and the phonons are given by
Hˆel−phn = |n〉〈n|
∑
ξ gnξ(bˆ
+
nξ + bˆnξ), where gnξ stands
for the coupling strength of the ξth phonon. This
form of the interaction Hamiltonian induces environmen-
tal reorganization or small polaron formation [24, 26].
The polaron formation and its timescale are character-
ized by the environmental relaxation function, Ψn(t) =
(2/pi)
∫∞
0
dω [Jn(ω)/ω] cosωt, where Jn(ω) stands for the
phonon spectral density Jn(ω) = pi
∑
ξ g
2
nξδ(ω − ωnξ).
Specifically, when the spectral density is given by the
Drude–Lorentz form, Jn(ω) = 2λnτnω/(τ
2
nω
2+1), the re-
laxation function is expressed as Ψn(t) = 2λn exp(−t/τn)
with λn and τn being the environmental reorganization
energy and timescale of the polaron formation associated
with site n, respectively. When the value of τn is large,
the quantum dynamics of the charges exhibit highly non-
Markovian behaviors owing to the lack of timescale sepa-
ration between the dynamics of the charges and the sur-
3rounding environment. To focus on the roles of the re-
organization energy λn and the timescale τn, we employ
the Drude–Lorenz model for the spectral density. For
simplicity, λ0 = · · · = λN ≡ λ and τ0 = · · · = τN ≡ τ are
assumed throughout the letter.
An adequate description of the CS dynamics is pro-
vided with the reduced density operator ρˆ(t), i.e., the
partial trace of the density operator of the total system
over the phonon degrees of freedom. The time evolution
of the reduced density matrix ρmn(t) = 〈m|ρˆ(t)|n〉 for the
above Hamiltonians and spectral density can be solved in
a numerically accurate fashion [24] through the use of the
so-called hierarchical equations of motion approach [27].
This approach adequately describes the small polaron
formation process with finite timescales, which has not
been well captured in the approach using the multicon-
figuration time-dependent Hartree method [14, 28, 29].
For numerical calculations, the Coulomb binding energy
is fixed so that e2/4piε0εr` = 0.30 eV. The other parame-
ters are set to N = 10, E0 = 0, VXT−CT = 0.15 eV, VCT =
0.10 eV, λ = 0.02 eV, and T = 300 K, which are typical
in OPV systems [14, 25, 28, 30, 31]. We checked the con-
sistency of the numerical results, with respect to the role
of the non-Markovian polaron formation, by increasing
the number of CT sites up to N = 20.
Results.— To investigate the impacts of the small po-
laron formation process, on the CS dynamics, we ad-
dress the mean electron–hole distance. Figure 2 presents
the time evolution of the mean electron–hole distance,
〈Ln〉t =
∑N
n=1 n` ρnn(t), for various values of polaron
formation time τ . In the short-time region of t < 50 fs,
the mean distance increases up to 〈Ln〉t/` ' 4, indepen-
dent of the polaron formation time. This indicates that
the electron travels through the use of quantum delo-
calization, straddling multiple sites, leading to fast and
long-range forward electron transfer. The quantum delo-
calization facilitates the energetic uphill transfer.
As time increases, however, the mean electron–hole
distance 〈Ln〉t exhibits a decrease, indicating a back-
ward and energetically downhill electron transfer to the
interfacial CT state. This turnover is caused by the in-
herent coherent-to-incoherent transition. That is, owing
to the electron–phonon interaction, the formation of the
small polaron proceeds, and the electron falls off into one
of the minima of the free energy and becomes localized
[24, 32]. In this situation, the electron transfer is de-
scribed as incoherent hopping; it generally follows the
classical rate law, where the rate depends on the envi-
ronmental parameters and satisfies the detailed balance
condition. Consequently, the backward electron transfer
exhibits the τ -dependence. Furthermore, Fig. 2 demon-
strates that the slower polaron formation time is capa-
ble of suppressing the backward electron transfer more
strongly, and thus, can preserve the long-range charge-
separated state for a longer time. This “non-Markovian
protection” against the transfer back to the interfacial
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FIG. 2. Time evolution of the mean electron–hole distance
〈Ln〉t = ∑Nn=1 n` ρnn(t) for various values of the small po-
laron formation time τ .
CT state is explained by the so-called dynamical solvent
effect in condensed-phase electron-transfer reactions [33–
35]. In general, the incoherent electron-transfer reactions
in condensed phases involve thermal activation for over-
coming the reaction barrier or the free energy of activa-
tion, and hence, slower environmental fluctuations yield
slower thermal activation. Indeed, the calculated rate of
the incoherent backward transfer exhibits τ -dependence
of ∝ τ−1. It can be concluded that the present model
with the slow polaron formation times captures the ex-
perimentally observed ratchet-like behavior of the ultra-
fast long-range charge separation and suppression of the
charge recombination.
To obtain further insight into the non-Markovian as-
pects in the CS dynamics, we address the collective
phonon coordinate defined as Xˆn ≡
∑
ξ gnξ(bˆ
+
nξ + bˆnξ),
which is also termed the solvation coordinate, in the liter-
ature on condensed-phase electron-transfer reactions [36].
Specifically, we consider the time evolution of the statis-
tical average, 〈Xˆn(t)〉 ≡ Tr[Xˆnρˆtot(t)], where ρˆtot(t) is
the density operator of the entire system. For the phonon
Hamiltonian, 〈Xˆn(t)〉 is expressed by the relaxation func-
tion Ψn(t) as 〈Xˆn(t)〉 = −
∫ t
0
ds [∂sΨn(s)]ρnn(t− s) [37].
The value of 〈Xˆn(t)〉 quantifies the degree of solvation
of the electron at site n, namely, the degree of the
small polaron formation. In the absence of the elec-
tron ρnn(t) = 0, when the site is in an electrically
neutral state, each phonon mode is oriented randomly.
Such a situation is represented by 〈Xˆn(t)〉 = 0. When
the electron is located at site n, ρnn(t) = 1, and all
the phonon modes are fully polarized and the small po-
laron formation is completed (t → ∞). Then, we ob-
tain 〈Xˆn(t → ∞)〉 = −
∫∞
0
ds [∂sΨn(s)] = Ψn(0) = 2λ.
Furthermore, in the Markov limit, the statistically aver-
aged coordinate is approximately expressed as 〈Xˆn(t)〉 '
− ∫∞
0
ds [∂sΨn(s)]·ρnn(t) = 2λρnn(t), which corresponds
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FIG. 3. Time evolution of the statistically averaged collec-
tive phonon coordinate associated with the terminal CT site,
〈XˆN=10(t)〉, and the time evolution of the electron population
at the terminal CT site. The polaron formation time τ is set
to be (a) 10 fs and (b) 200 fs.
to the instantaneous polaron formation. Therefore, the
non-Markovian nature in the suppression of the backward
electron transfer can be ensured by the time-lagged be-
havior of 〈Xˆn(t)〉 behind the population ρnn(t). Figure 3
presents the time evolution of the statistically averaged
collective phonon coordinate associated with the terminal
CT site, 〈XˆN=10(t)〉. In the case of fast polaron forma-
tion (τ = 10 fs) in Fig. 3a, the time evolution of 〈XˆN (t)〉
follows the population on the terminal CT site, ρNN (t)
instantaneously. However, Fig. 3b for the slow polaron
formation case (τ = 200 fs) exhibits a lag of the coordi-
nate behind the population. This time-lagged behavior,
which is attributed to the non-Markovian nature, indi-
cates the existence of sequential processes enabling the
ratchet mechanism, as speculated above. That is, (1) the
fast forward transfer to the terminal CT site takes place
through the use of quantum delocalization. Sequentially,
(2) the decoherence to localize the product state proceeds
for deterring the facile backward transfer away from the
terminal CT site. Thus, (3) the backward transfer is sup-
pressed because of the incoherent hopping dominated by
the slow thermal activation, for overcoming the reaction
barrier.
Concluding remarks.— In this letter, we theoretically
investigated the ratchet mechanism that was made possi-
ble via the combination of quantum delocalization and its
destruction, in order to understand the underlying phys-
ical mechanisms of the ultrafast long-range charge sepa-
ration and protection against charge recombination. We
specifically explored the interplay between the fast for-
ward transfer of the electron through the use of quantum
delocalization and the slow backward transfer induced
by the small polaron formation, by performing numeri-
cally accurate quantum-dynamic calculations. The non-
Markovian effect that originated from the slow timescales
of the polaron formation strongly suppressed the back-
ward electron transfer, and consequently, played a criti-
cal role in maintaining the large electron–hole distance.
The ratchet mechanism proposed in this letter is not re-
stricted in organic photovoltaic systems. This is because
the recent progresses in nanotechnology have begun to
explore the engineering of the electron–phonon coupling
[38], and pinning down the system in the excess energy
states, by protecting from de-excitation, may be experi-
mentally realizable. The quantum Zeno effect induced by
the repeated measurements can also be utilized to control
the systems [39, 40]. Combinations of the non-Markovian
polaron formation with optimized measurement proto-
cols may give us a novel method for controlling and real-
izing the desired state of quantum systems.
In this study, we neglected the various contributions
examined in the previous studies, such as the high-
frequency vibrational modes, static disorder, hole de-
localization effect, and dimensionality of the system.
Whether inclusion of such contributions will change our
understanding of the CS dynamics will be an interest-
ing topic for future discussion. The future works can
be focused on the interplay between the quantum coher-
ence and its decoherence effect for the optimization of
the charge and energy transport.
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