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Land degradation in drylands (desertification) is an issue that potentially impacts 
nearly half of the world’s human population living on over a third of the Earth’s land 
surface. Despite global concern of the impact of desertification on people and the 
environment, there is no universal method to assess and map desertification. Methods 
to assess desertification at the local to regional scale that can fit into a broader global 
desertification narrative are more appropriate. The overall objective of this thesis is to 
assess regional desertification using field and Earth observation data for the 
Namaqualand Hardeveld bioregion of South Africa.  
Field data on the condition of the land from 277 plots was analysed using Latent Class 
Analysis (LCA) and found to cluster into three separate states. The first state (S1) was 
comprised primarily of degraded plots. The third state (S3), on the other hand, was 
comprised primarily of non-degraded plots, while the plots in state two (S2) generally 
fell between those which were assigned to S1 and S3. Through the LCA, each plot 
was assigned a probability of belonging to each state, and the most important 
variables in distinguishing the three states (perennial plant cover and bare ground 
cover) were identified.  
A total of 16 remote sensing variables were determined for the project area. Five 
vegetation indices (NDVI, EVI, SAVI, OSAVI, MSAVI), as well as spectral mixture 
analysis (SMA) cover estimates for perennial vegetation, bare ground and bare rock 
were calculated using both Landsat 8 and Sentinel-2A data. These variables were 
used in a series of Partial Least Squares regression (PLSr) models to predict either 
the probability of a plot belonging to one of the three latent states, or the field estimated 
perennial plant and bare ground cover. The best performing PLSr model had ten 
remote sensing variables predicting the field estimates of cover (R2Ycum = 0.592; 
Q2cum = 0.554). Both Sentinel-2A and Landsat 8 SMA cover estimates were better at 
predicting field cover than any of the vegetation indices. Estimates of bare ground and 
perennial plant cover were projected over the project area using the PLSr model and 
ground truthed using data from 61 independent field test plots. There was a significant 
correlation between the PLSr estimates and the field estimates for both perennial plant 
cover and bare ground cover for the test plots with the best correlation found to be 
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between the PLSr estimate of bare ground and field estimated bare ground cover (r = 
0.827, p < 0.001, CI [0.727, 0.893]). 
The trendline slope and percentile range of a time series of the Landsat SMA bare 
ground estimate were used to create raster images. These images, along with images 
for the PLSr bare ground and perennial plant cover estimates, were converted into 
images representing membership values between zero and one for the habitat 
condition archetype. These three images were then combined to produce one raster 
representing the overall membership of the project area to the habitat condition 
archetype. The importance of five potential drivers of land degradation (elevation, 
slope aspect, slope steepness, rainfall trend, and land tenure) in predicting PLSr-
estimated perennial plant and bare ground cover were evaluated using a random 
forest model. All drivers were found to be important predictors of cover and were 
included in the construction of the final, multi-band archetype image.  
If habitat condition classes are designated according to the mean archetype 
membership value ± one / two standard deviations, then 17% of the project area could 
be considered moderately degraded, with just over 3% severely degraded. This novel 
method of assessing and mapping desertification leads to improved accuracy in 
predicting habitat condition in the context of potential drivers of change. The utility of 
SMA over traditional vegetation indices is supported for this particular environment. 
This methodology can be improved with better endmember designation as well as 
improved spatial data on the potential drivers of change in drylands. The archetype 
approach ensures less subjectivity in map production, and the retention of pertinent 
information in map products. The approach developed in this thesis will allow for more 
accurate desertification reporting for UNCCD member states and will ultimately 
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Chapter 1:  
1. Introduction 
1.1. Problem statement 
Climate change and a continually expanding human presence across the globe are 
putting more pressure on natural resources than ever before. This pressure is arguably 
greatest in the dryland environments of the world where water and other natural 
resources are already limited, and human populations are generally poorer and less 
buffered from changes to their natural environment (Dougill et al., 2010; Fraser et al., 
2011; Huang et al., 2016; Reynolds et al., 2011, 2007). Land degradation in these 
regions, often referred to as desertification, not only results in the loss of biodiversity 
and a decline in ecosystem health but also impacts on the sustainability of mostly rural 
livelihoods (Scholes and Biggs, 2005; Stavi and Lal, 2015; Easdale, 2016). Because 
of this, there is consensus that desertification needs to be addressed globally. This is 
evidenced by the 197 nations that have ratified the United Nations Convention to 
Combat Desertification (UNCCD, 1994). 
Even though some researchers challenge the concept of desertification and dispute 
its value in dryland studies (e.g. Behnke and Mortimore, 2016b; see section 1.2), 
desertification remains a problem of global significance (Cherlet et al., 2018). However, 
one of the difficulties associated with the concept is that there still exists no universal 
method to assess and map desertification at local and regional scales. While a range 
of different approaches such as the TRENDS.EARTH Quantum GIS plugin 
(Conservation International, 2018) have been proposed, such methods seldom 
include specific details within the local context and are less applicable at local and 
regional scales. This is largely because land degradation processes differ in different 
geographic locations necessitating the use of different methodologies to measure it 
(Cherlet et al., 2018; Gillson and Hoffman, 2007; Jones, 2000; Middleton, 2018). 
Therefore, despite the significant amount of work that has been dedicated to the 
subject globally, the need for a universal method to assess desertification persists.     
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1.2 Background and context 
Land degradation and desertification have a deep and complex scientific, socio-
economic and political history. The ideologies that impact land degradation today have 
been of global significance since at least the 15th century (Davis, 2016). Various 
authors provide global accounts of the history, causes of, and potential solutions to 
desertification (e.g. Conacher 2004, 2009; Sterk et al. 2016). Behnke and Mortimore’s 
The End of Desertification: Disputing Environmental Change in the Drylands (2016) 
covers much of this history, primarily through chapters 2 (Toulmin and Brock, 2016) 
and 8 (Davis, 2016), with a specific focus on Africa and the Sahel in particular. 
Dahlberg (1994) provides the context for southern Africa, while various authors 
including Hoffman et al. (1999), Meadows and Hoffman (2002) and, more recently, 
von Maltitz et al. (2018) focus exclusively on the South African context. I will draw on 
some of the key themes from this literature in order to provide specific context for the 
assessment of land degradation and desertification in South Africa, and Namaqualand 
in particular. Numerous definitions of land degradation have been suggested by 
scientists of different disciplines, development and government agencies, as well as 
international organisations. Although these definitions have all, to a greater or lesser 
extent, been guided by observations of the natural environment, important differences 
occur as a result of the diverse perceptions of the various actors (Dahlberg, 1994). 
Much of the confusion has arisen because of the seemingly interchangeable 
understanding of related processes such as drought, desiccation and desertification 
(Toulmin and Brock, 2016). 
 
1.2.1 Brief history 
Early views & the emergence of a desiccation ideology  
Prior to the 15th century, when Europeans began their widespread exploration of the 
globe, deserts and drylands were generally considered as naturally dry areas that, 
although not favourable for crop production, were not seen as ‘bad’ or degraded (Davis, 
2016) (Table 1.1). This perception changed, however, over the next two to three 
centuries due largely to two main factors. The first was an upsurge in allegations that 
deforestation and overgrazing were resulting in desiccation and environmental 
degradation across Europe and within France in particular (Davis, 2016). Desiccation 
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theory suggests that humans can impact the climate through both the clearing and 
planting of trees. Deforestation is therefore thought to result in less moisture in the 
atmosphere and less rain (Grove, 1995). The second factor that influenced the colonial 
perception of drylands was the discovery of lush tropical islands in the Caribbean, 
South Pacific and Indian Oceans. These landscapes came to represent optimal 
environmental conditions and, compared to these verdant utopias, deserts were seen 
as harsh and unnatural wastelands (Grove, 1995). Since local inhabitants were seen 
to be the cause of the apparent desiccation, a top-down institutional response to the 
problems was generally promoted. This was achieved through government led 
reforestation projects as well as the enforcement of rules designed to limit both the 
movement, and natural resource use, of local people (Toulmin and Brock, 2016). The 
desiccation ideology shaped much of the European response to the deserts that they 
were to encounter over the next several centuries and continues to persist in the 
policies of dryland country governments today (UNCOD 1978; FAO 2013; Toulmin & 
Brock 2016). 
Colonial views on desertification and the role of nomadic pastoralists 
When France occupied Algeria in 1830 they did so with the expectation of finding the 
fertile landscapes that had been described in ancient classical sources (Davis, 2016). 
They were therefore disappointed upon discovering that most of their newly 
appropriated land was in fact desert. Driven by the environmental thinking of the time 
they concluded that the desert conditions that prevailed were caused by nomadic 
pastoralists who would cut down trees and allow their livestock to graze 
indiscriminately (Davis, 2008) (Table 1.1). This narrative spread across the region, 
becoming dominant by the 1870s and resulting in the fear that the Sahara was 
spreading northwards across French Algeria (Davis, 2016). When similar conditions 
were later observed south of the Sahara in the Sahel region, by both French and British 
colonists, the same narrative was used to describe a southward spread of the desert. 
The fears of an expanding Sahara ultimately drove much of the colonial policy around 
land and natural resource management of the time, and continues to impact strategies 




Table 1.1. Timeline of selected important events in the global desertification narrative. 
Date / period Description of major events 
Pre-15th century Deserts seen as naturally occurring dry areas (Davis, 2016). 
15th-18th century Deforestation and overgrazing in Europe leads to the development of 
desiccation theory (Grove, 1995). 
1800s Colonists occupy areas north and south of the Sahara and blame desert-
like conditions of local nomadic pastoralists (Davis, 2008). 
1927 The phrase ‘desertification’ is coined by Lavauden (1927) to refer to the 
creation of desert-like conditions through improper land use. 
1968-1974 Humanitarian crisis in the Sahel with catastrophic loss of life and natural 
assets (Berg, 1976). 
1977 United Nations Conference on Desertification (UNCOD) and plan of action 
to combat desertification (PACD). 
1984 United Nations Environment Programme (UNEP) conclude that 
desertification has continued at the same rate as in 1977. 
1992 Desertification is included as a key issue at Rio Earth Summit. 
1992 World atlas of desertification published by UNEP (UNEP, 1992) 
1994 United Nations Convention to Combat Desertification (UNCCD) initiated 
with 197 signatories to the convention. 
1997 Second World Atlas of Desertification (Middleton & Thomas, 1997). 
2002 Dahlem workshop on desertification develop the Dahlem Desertification 
Paradigm, later the Drylands Development Paradigm (DDP) (Reynolds et 
al. 2007).  
2011 Special Issue of Land Degradation & Development journal within which the 
Global Drylands Observing System (GDOS) is proposed (Winslow et al., 
2011). 
2016 Challenge to the desertification paradigm and suggestion that the term be 
abandoned (Behnke & Mortimore, 2016) 
2017 New DDP is proposed to deliver novel scientific insights and development 
impact (Stringer et al., 2017). 
2017 UNCCD shifts its focus to Land Degradation Neutrality (LDN).  
2018 Intergovernmental Science-Policy Platform on Biodiversity and Ecosystem 
Services (IPBES) assessment report on land degradation and restoration 
(IPBES, 2018).  
2018 Third World Atlas of Desertification (Cherlet et al., 2018). 
2019 Special issue on LDN published in the Environmental Science and Policy 
Journal (Metternicht et al. 2019). 
 
The policies that emerged out of the apparent crisis had two main objectives. The first 
was to reforest the land that was thought to have been degraded by limiting tree felling 
in the region and promoting the planting of new trees. The second objective was to 
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halt the historically nomadic lifestyle of many pastoralists, as it was this lifestyle that 
was seen as the main cause of degradation (Davis, 2016, 2008). While the primary 
objective of this approach may have been to limit the impact that nomads had on the 
land, it also provided the colonial powers with greater control of the subjugated local 
populations (Davis, 2016). This tool has subsequently been used by post-colonial 
African states with large pastoral populations to more easily govern these populations, 
primarily through registration and taxation. The sedentarisation of historically mobile 
people has also made it easier for governments to provide such communities with the 
essential goods and services associated with modern states (Fratkin, 2001). The 
centralised administration of natural resources as well as the top-down approach of 
implementing projects has also continued to guide policy in many former African 
colonies, particularly in the Sahel region (Toulmin and Brock, 2016).    
The desiccation and spreading desert narrative persisted throughout the 19th century 
but it was the droughts of the 1920s that firmly rooted the idea in both the scientific 
literature as well as in colonial policy (Chevalier, 1932). It was this period of drought 
that led to the first recorded use of the word desertification. Although French forester 
André Aubréville is often credited as the first to use the word (e.g. Sterk et al. 2016), 
he, in fact, cited another French colonial forester, Louis Lavauden, who first published 
the word ‘desertification’ in 1927 (Davis, 2016; Lavauden, 1927) (Table 1.1). Lavauden 
blamed nomadic pastoralists for the changes that he observed in the environment and 
asserted that the nomads had created what he referred to as a pseudo-desert zone 
(Lavauden, 1927). This set the trend for the desertification paradigm that gained 
momentum throughout the 20th century and continues to dominate global 
environmental policy in drylands today (Chevalier, 1932; Davis, 2016). 
The Desertification paradigm and the UNCCD 
The new desertification narrative was used extensively throughout the 1930s and 
1940s but started to lose momentum during the 1950s and 1960s as a result of a 
period of generally wetter years (Swift, 1996). Severe drought, however, returned to 
the Sahel region towards the end of the 1960s and into the 1970s. It peaked between 
1972 and 1974 and resulted in a catastrophic humanitarian crisis (Toulmin and Brock, 
2016). As part of a worldwide increase in awareness of the role that humans were 
having on the environment, ideas about desertification began to dominate the 
discourse especially with reference to the degradation of the Sahel region (Toulmin 
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and Brock, 2016). This culminated in the United Nations Conference on Desertification 
(UNCOD) in 1977, from which emerged the Global Plan of Action to Combat 
Desertification (PACD) (UN General Assembly, 1977) (Table 1.1). The Desertification 
Branch of the UN Environment Programme (UNEP) was charged with the 
implementation of the PACD but, despite their project activities, a UNEP review in 
1984 concluded that desertification was continuing at the same rate as reported in 
1977 (UNEP, 1984). Several African states, therefore, proposed a UN convention on 
desertification in the build up to the 1992 Earth Summit in Rio de Janeiro (Stringer, 
2006). As a result the United Nations Convention to Combat Desertification (UNCCD) 
was created in 1994 with the primary objective of combatting desertification and 
mitigating the effects of drought, particularly in Africa (United Nations, 1994). 
Importantly, the phrasing of this objective has changed over the years with the current 
objective being “to forge a global partnership to reverse and prevent desertification / 
land degradation and to mitigate the effects of drought in affected areas in order to 
support poverty reduction and environmental sustainability" (UNCCD, 2007, p.16). 
This change in objective has accompanied a change in the understanding of 
desertification. In preparation for the 1992 Rio Summit, UNEP defined desertification 
as “land degradation in arid, semi-arid and dry sub-humid areas (drylands) resulting 
mainly from adverse human impact” (UNEP, 1991, p.2). Already, the idea that 
desertification results in desert-like conditions had been removed and sole blame had 
been taken away from humans (Dahlberg, 1994). As evidence began to shift the 
primary blame for desertification away from humans, the definition was revised to read 
“land degradation in arid, semi-arid and dry sub-humid areas resulting from various 
factors, including climatic variations and human activities” (UNCCD 2013, p.6). The 
UNCCD has subsequently shifted its focus from defining and dealing with 
desertification specifically to focussing more on land degradation and using both terms 
interchangeably. Evidence of this shift can be seen in the latest agreement emerging 
from the twelfth UNCCD Conference of the Parties (COP12) which aims to achieve 




1.2.2 Land Degradation Neutrality (LDN) 
LDN is defined as “a state whereby the amount and quality of land resources 
necessary to support ecosystem functions and services and enhance food security 
remain stable or increase within specified temporal and spatial scales and ecosystems” 
(UNCCD 2016, p.9) (Table 1.1). The emergence of the Land Degradation Neutrality 
paradigm has reinvigorated land degradation research and policy. Because signatory 
countries need to report on the extent of land degradation, new methods of measuring 
land degradation have been developed. Also, national policies around land 
degradation are being revised and improved, and methods to begin to implement 
action on LDN have been proposed (Akhtar-Schuster et al., 2017). A special issue of 
the Environmental Science and Policy journal, which describes the LDN framework 
and associated policies, was published in 2019. Contributors to the special issue 
focussed on country and researcher experience in implementing the LDN framework 
and outlined policy opportunities that exist within the framework (Metternicht et al., 
2019). 
Land Degradation Neutrality aims to balance the losses of ‘new’ degradation in any 
given area with the gains obtained by reversing ‘past’ degradation through restoration 
(Orr et al., 2017). LDN emerged from the concept of zero net land degradation and 
was first introduced at the Rio+20 conference of the United Nations (UN, 2012). It was 
subsequently included as an overall target of the UNCCD at COP12 in 2015 and is 
included within the UN Sustainable Development Goals (SDGs). Specifically, target 
15.3 of SDG goal 15 sets out to, “by 2030, combat desertification, and restore 
degraded land and soil, including land affected by desertification, drought and floods, 
and strive to achieve a land-degradation neutral world” (UN, 2015, p.24). LDN is 
considered a policy instrument to balance the processes of land degradation with the 
practices of restoration, rehabilitation and reclamation at different spatial scales, from 
global to local (Kust et al., 2017).  
In order to monitor progress towards achieving target 15.3, the UNCCD, along with 
several international groups and partners, proposed SDG indicator 15.3.1 which is the 
“proportion of land that is degraded over total land area” (Sims et al., 2017, p.7). This 
indicator will be reported at the national level as either degraded or not degraded and 
will be calculated by assessing changes in a set of three biophysical sub-indicators, 
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which are land-cover / land-use change, land-productivity change, and change in soil 
organic carbon (Orr et al., 2017). These sub-indicators are proposed to capture the 
minimum collection of land attributes that can be compared globally (Kust et al., 2017). 
The methodology suggested by the UNCCD through their Good Practice Guidance 
document is intended to allow countries to select those datasets most appropriate to 
their context, and to determine the best process to derive each indicator (Sims et al. 
2017).  
In an effort to produce a method for all UNCCD signatory countries to report on SDG 
indicator 15.3.1, Conservation International’s Land Degradation Monitoring Project 
developed the TRENDS.EARTH platform (Conservation International, 2018). This is 
an innovative tool that takes advantage of the Google Earth Engine (GEE) platform 
and the best available global and national datasets to calculate SDG indicator 15.3.1 
and its sub-indicators (Sims et al., 2019). It has been proposed as a unified reporting 
method and structure for all UNCCD signatories. Changes in land productivity, land-
cover change, and soil organic carbon can all be calculated using the tool 
(Conservation International, 2018). However, the land-cover change calculation is 
limited by the accuracy of land cover maps used, while the soil organic carbon 
measurements are largely limited by the lack of accurate data available globally. 
Changes in land productivity are calculated using the normalised difference vegetation 
index (NDVI) as a proxy for productivity. However, as will be discussed later, the use 
of vegetation indices alone do not provide sufficient support for reporting on the SDG 
15.3.1 indicator, or assessing land degradation in all geographic contexts (Prince, 
2019). 
1.2.3 What is land degradation? 
In compiling the third edition of the World Atlas of Desertification (WAD3), Cherlet 
(2018) describes the early preoccupation of the gathered experts simply with 
attempting to establish consensus on a definition of land degradation that allows it to 
be assessed at a global scale. Various authors provide early reviews of the definitions 
of land degradation and desertification, and the contexts in which the terms have been 
used (e.g. Dahlberg 1994; Nicholson et al. 1998; Herrmann & Hutchinson 2005). The 
definitions that are generally used have long been criticised for being too general and 
too vague (Thomas and Middleton, 1994). This is partly because land degradation is 
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context-specific and definitions that attempt to be less general will undoubtedly 
discount some key land degradation processes in certain locations. The criticism also 
arise partly as a result of disagreement about certain theoretical issues, including 
whether or not land degradation is reversible, whether grassroots or top-down 
approaches to defining and combating land degradation are more appropriate, and 
how to measure the amount of degraded land both locally and globally (Cherlet et al., 
2018; Reynolds et al., 2003). From an ecological perspective, land degradation has 
been described as resulting from the disruption of the hydrological and ecological 
processes of an area, which in turn impact on the area’s water, soil and vegetation 
characteristics (Hoffman et al., 1999). Desertification is, therefore, often referred to 
simply as land degradation in arid, semi-arid and dry sub-humid environments 
(drylands) (UNCED, 1992). This definition provides for multiple potential factors that 
may disrupt the hydrological and ecological processes of an area, leaving the potential 
cause of land degradation open to interpretation within a specific context.  
Even though it is now widely accepted that desertification refers to land degradation 
in drylands, the term itself still causes concern, and the suggestion has been made 
that it is no longer analytically useful (Behnke and Mortimore, 2016a). This is partly 
because, for many, the word desertification invokes the original image of deserts 
expanding across the landscape and replacing formerly fertile land (Cherlet et al., 
2018; Prince and Podwojewski, 2019; Reynolds et al., 2003). It is also because 
desertification research has historically occurred in disparate disciplines without an 
overarching framework. In response to this particular concern, a Dahlem workshop on 
Global Desertification was held in 2001 (Reynolds and Stafford Smith 2002). At this 
meeting, researchers from different disciplines developed a framework for 
desertification research. The Dahlem Desertification Paradigm (Reynolds and Stafford 
Smith 2002; Reynolds et al. 2003), later renamed the Drylands Development 
Paradigm (DDP) (Reynolds et al. 2007), emerged from this meeting (Table 1.1). This 
framework identifies important research, management and policy priorities in dryland 
environments with a significant emphasis on evaluating coupled human-environment 
(H-E) systems (Reynolds et al., 2011). The UNCCD definition of desertification is 
accepted within the DDP, although land degradation is not defined. Rather, the 
suggestion is made that land degradation be defined by the factors which can be 
observed and measured at the local scale (Reynolds et al., 2007; Reynolds and 
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Stafford Smith, 2002). This framework has subsequently been updated after a review 
of more recent research in dryland sciences in order to deliver insights that are in line 
with the objectives of the 2030 SDGs (Table 1.1) (Stringer et al., 2017). Within the 
context of a more human-centred approach to defining land degradation, Scholes 
(2009) provides a conceptual model based on the persistent net reduction of 
ecosystem services within the southern African context (Table 1.2). In this 
conceptualisation, land degradation is understood within a non-exhaustive group of 
syndromes that are related to drivers and symptoms of change that are known to 
impact natural resources and ecosystem services (Scholes, 2009) 
Table 1.2. Conceptual grouping and description of land degradation syndromes for 
southern Africa (Scholes, 2009). 
Degradation syndrome Short descriptions 
Plant species change 
Bush encroachment 
Alien species invasion 
Less palatable mix 







Falling water table 
Soil and nutrient loss 
Soil erosion  
Nutrient depletion 
Climate change 
Greenhouse gas induced 
Land cover induced  
 
Scholes’ (2009) emphasis on ecosystem services is echoed in the latest 
Intergovernmental Science-Policy Platform on Biodiversity and Ecosystem Services 
(IPBES) Assessment Report on Land Degradation and Restoration (Table 1.1) (IPBES, 
2018). The IPBES define land degradation as referring to “the many processes that 
drive the decline or loss in biodiversity, ecosystem functions or services, and includes 
the degradation of all terrestrial ecosystems” (IPBES, 2018, p.ix). In chapter four of 
the report, the status and trends of land degradation and restoration are explored with 
particular emphasis on the fact that degradation is not a single phenomenon, and that 
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land degradation processes can be both location-specific or driven by global 
processes (Prince et al., 2018).  
The open-ended nature of the IPBES definition, as well as those more recently 
proposed by the DDP and institutions including the UNCCD, acknowledges that the 
term ‘land degradation’ needs to be defined as it manifests in the specific context of 
any given region of interest. This does not mean, however, that the condition of the 
vegetation in Namaqualand, South Africa, the area of interest in this study, cannot be 
influenced by global drivers. Rather, it suggests that this influence needs to be 
understood within the context of the specific local drivers that may also be important 
for the region. Land degradation in this thesis is, therefore, described as it is predicted 
to manifest within the specific context of the project area, taking into account the 
region’s ecology, topography, climate and different land-use practices. The uncertainty 
and inherent subjectivity in assessing land degradation is acknowledged and 
incorporated into both how land degradation is defined, as well as how it is ultimately 
mapped.  
 
1.2.4 Competing paradigms 
The more recent definitions for desertification, and the shift in objectives of institutions 
like the UNCCD, can largely be ascribed to a growing amount of research that 
emerged after the findings of the UNEP review in 1984 (Behnke and Scoones, 1993; 
Toulmin and Brock, 2016). Although the desertification narrative was met with 
scepticism by some scientists prior to the 1980s, their research made little headway 
when it came to policy decisions in areas such as the Sahel. As Horowitz (1982) 
contends, the complicity of pastoralists in the degradation of the Sahel had “the status 
of a fundamental truth, so self-evident that marshalling evidence in its behalf is 
superfluous” (Horowitz 1982, p.67). Evidence against the desertification narrative was 
largely ignored. This, however, has changed as the number of researchers challenging 
the desertification narrative has grown through the 1980s and 1990s (Toulmin and 
Brock, 2016). Desertification, as it was first described by Lavauden (1927), and as it 
was subsequently understood for decades thereafter, has been challenged from two 
main perspectives (Toulmin and Brock, 2016). The first has pointed to the lack of 
evidence implicating indigenous nomadic pastoralists in the conversion of fertile 
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landscapes into deserts. The second perspective has questioned the quality of the 
data used to conclude that landscapes were in fact being transformed into deserts, 
and that this process was occurring at the rate suggested in the literature (Swift 1996). 
What has emerged from this is a counter-narrative to the desertification paradigm 
which is perhaps best described in the chapters of Behnke and Mortimore’s (2016) 
recent book entitled “The End of Desertification? Disputing Environmental Change in 
Drylands.” 
The advancement of climate models, created to explain the Sahel drought of the 1970s, 
was pivotal to the desertification debate of the 1980s and 1990s. The debate can be 
summarised by two competing ideas. The first, which describes the desiccation 
narrative (Charney et al., 1977, 1975), is that local, human-induced vegetation loss 
causes an increase in the amount of exposed bare soil, an increase in surface albedo, 
less evaporation and therefore less rain. In contrast, the second hypothesis proposed 
that the Sahelian droughts were caused by global shifts in oceanic temperatures. 
Although subtle, the suggestion was that these shifts were significant enough to create 
a substantial reduction in rainfall supplied by the main rain-bearing systems to the 
region such as the West African monsoon (Folland et al. 1986; Palmer 1986; Rowell 
et al. 1995). Various climate models and observations produced by the end of the 
1990s demonstrated that a combination of factors, including vegetation cover loss and 
global sea surface temperatures, could best explain the observed reduction in rainfall 
over the Sahel (Hoffman and Todd 2013). There was disagreement, however, over 
which factors were most important, with evidence pointing to both. Some research 
suggested that vegetation cover loss, which had occurred as a direct result of 
anthropogenic factors, was primarily responsible for the reduction in rainfall (Charney 
et al., 1975; Chen et al., 2005; Diedhiou and Mahfouf, 1996; Xue, 1997; Zeng et al., 
1999). Others, however, favoured the view that changes in sea surface temperature 
were primarily responsible for the drought in the Sahel (Folland et al., 1986; Hulme et 
al., 1999; Lamb, 1978; Myneni et al., 1996; Nicholson et al., 1998; Nicholson and Kim, 
1997; Rowell et al., 1995). Observations of deforestation and forest tree species loss 
south of the Sahel supported the vegetation cover loss narrative as fewer trees would 
result in less evapotranspiration which is essential for the maintenance of the West 
African monsoon (Gonzalez, 2001). 
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As more sophisticated models were developed throughout the 2000s, the debate 
began to shift more significantly towards the impact of global climate change. Changes 
in sea surface temperature were seen as the driving factor behind the Sahel drought, 
and this impact was only amplified by the anthropogenic reduction in vegetation cover 
(Gonzalez et al., 2012). Although local climate models were able to explain the 
process described by desiccation theory, that local land use can impact precipitation 
in an area, these models could never fully explain the full extent of the Sahel droughts. 
Only once the scale of the models was broadened to look at global climate patterns 
could researchers draw a link between changing ocean temperatures and the Sahel 
droughts (Giannini, 2016). The interaction between land surface change and 
atmospheric conditions has, therefore, played a secondary, and potentially amplifying, 
role to the primary driver of drought in the Sahel which is sea surface temperature 
anomalies (Giannini, 2016).  
As blame for degradation in the Sahel shifted away from local pastoralists, a counter-
narrative began to take shape. This new narrative encompasses the inherent 
complexity of dryland ecosystems in acknowledging the multifaceted interactions 
between climate, socio-economic systems, and the physical environment that drive 
land degradation in drylands (Behnke and Scoones, 1993). Fundamental to this shift 
is an increased emphasis on understanding the adaptive capacity of indigenous 
human populations who have passed on centuries of local knowledge regarding 
methods and livelihood strategies to cope with living in the dynamic Sahel environment 
(Mortimore, 2016). This new degradation paradigm has been described as the 
‘resilience’ paradigm, and recognises that natural dryland social-ecological 
ecosystems are not at equilibrium and that local human populations have had to adapt 
to the uncertainty of these systems (Mortimore, 2016). Earth observation based 
analyses of changes in vegetation production in semi-arid areas across the globe, 
including within the Sahel, support this new narrative as the notion that land 
degradation is pervasive in these areas has been challenged (Fensholt et al., 2012). 
The very notion that land degradation is ongoing in many semi-arid areas around the 
world is not supported by Earth observation-based analyse of changes in vegetation 




The DDP, described above, provided context for this narrative shift which has been 
further bolstered by various publications in the recent decade (e.g. Behnke and 
Mortimore, 2016b; Reynolds et al., 2011; Stringer et al., 2017). A more holistic and 
integrated approach to land degradation assessment and monitoring is, for example, 
proposed in a special issue of the journal Land Degradation & Development (Table 
1.1) (Winslow et al., 2011). In this publication, the authors argue the need for a 
comprehensive monitoring and assessment programme that integrates social and 
environmental perspectives (Reynolds et al., 2011; Winslow et al., 2011), and this is 
ultimately delivered through the proposal of the Global Drylands Observing System 
(GDOS) (Verstraete et al., 2011). This shift in narrative is also evidenced by the latest 
World Atlas of Desertification (WAD3) (2018), which contends that although land 
degradation is a global problem, it involves complex interactions between social, 
economic and environmental systems which are not mappable at a global scale 
(Cherlet et al., 2018). The intention of WAD3 is to make global datasets available that 
can be interpreted at the local scale to produce land degradation assessments for 
those specific contexts. Analogous to the resilience paradigm, and informing the 
presentation of WAD3, is the idea that land degradation be described through a series 
of syndromes (Downing and Lüdeke, 2002). Syndromes describe dynamic, archetypal 
groups of interactive processes and symptoms which tend to repeat in many different 
contexts in typical combinations and patterns (Hill et al., 2008). Local level quantitative 
assessments of land degradation / desertification can be placed within the context of 
broader syndromes, which in turn can be adapted with new information from the 
assessment (Stellmes et al., 2013).  
 
1.2.5 The South African context 
The history of desertification described above outlines the different approaches that 
have been developed to understand desertification globally, and how these have 
influenced perceptions and policies around land degradation and desertification, 
particularly in the Sahel. It is important to understand the thinking behind these 
approaches as these ideas persist in the literature for far longer than any practical 
application. Perceptions of habitat condition are key to understanding the complexity 
of land degradation and to producing a map of desertification for any region that will 
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be useful and agreeable to a wide range of potential end users. Below, I provide a 
brief history of the desertification / land degradation debate in South Africa and 
Namaqualand and draw primarily on the earlier syntheses of Dean et al. (1995), 
Hoffman (1995), Hoffman et al. (1999), Hoffman & Meadows (2002) and Hoffman & 
Rohde (2007).  
Brief history of human settlement 
Southern Africa has a unique geo-political and socio-environmental history. This has 
influenced the natural environment, how it has been managed and how it has changed 
over the centuries (Carruthers, 2006). The region has a rich history of human 
occupation and is widely regarded as the birthplace of modern humans (Compton, 
2016). Hunter-gatherers are believed to have occupied South Africa for at least the 
last 1.5 million years but, from an environmental perspective, it is the arrival of Khoe-
khoen herders and Bantu-language speaking African agro-pastoralists about 2000 
years ago that is likely more significant (Table 1.3) (Denbow and Wilmsen, 1986; 
Hoffman, 1997; Lander and Russell, 2018; Pleurdeau et al., 2012; Smith, 1992). The 
Khoe-khoen were nomadic pastoralists who would have historically led their sheep 
herds around the region in search of pasture that generally emerges following good 
rains. While the Bantu-language speaking African agro-pastoralists also had herds of 
sheep and cattle, they were less nomadic and would generally settle in areas for long 
enough to cultivate the soil and grow crops such as sorghum and millet. The Bantu-
language speaking African farmers are likely to have entered the southern Africa 
region after the emergence of the Khoe-khoen herders in about 250 AD (Maggs and 
Whitelaw, 1991; Wright, 1977). In order to understand the history of environmental 
change and the extent of land degradation in southern Africa it is necessary to have 
some knowledge of early human settlement patterns in the region.  However, it is 
recognised that the movement and labelling of different group identities and 
associated subsistence types is not without its difficulties and contestations (Lander 





Table 1.3. Selection of important events in the South African desertification narrative 
Date / period Description of major events 
Before 2000 
BP 
People with hunter-gatherer lifestyles present across southern Africa with 
limited environmental impact. 
± 2000 BP 
First evidence of the emergence of pastoralist lifestyles in southern Africa and 
arrival of Nguni agro-pastoralists in eastern parts of the region. 
1652 Arrival of Dutch settlers to the Cape and subsequent inland exploration results 
in skirmishes over land. 
1830s Movement of Dutch settlers away from the Cape as part of ‘the great trek’. 
1913 Following legislation dating back to the late 19th century, the Natives Land Act 
formally restricted black ownership of land to 7% of the country (Von Maltitz 
et al., 2018). 
1914 Formation of the Drought Select Committee in response to severe drought 
across the country.  
1919 Schwarz Kalahari Redemption Scheme proposes the flooding of the Kalahari 
to reverse desiccation in the region (Schwarz, 1919).  
1923 Drought Investigation Commission (1920) report found that overstocking and 
kraaling of livestock was responsible for ‘veld’ degradation (du Toit et al., 
1923). 
1953 In Veld Types of South Africa, Acocks’ suggests the that the Karoo is 
expanding into the rest of South Africa and desert will fill the vacuum in its 
place (Acocks, 1953). 
1950s – 1990s Apartheid era concentration of rural population into villages to make 
infrastructure provision easier and to ensure agricultural land was not lost to 
development (‘Betterment’).  
1995 South Africa sign United Nations Convention to Combat Desertification 
(UNCCD) and commit to developing a National Action Plan to combat 
desertification. 
1999 First national synthesis of Land Degradation in South Africa (Hoffman et al., 
1999). 
2000s Several studies map land degradation / desertification at different spatial 
scales, and used different methodologies (Bai and Dent, 2007; Meadows and 
Hoffman, 2002; Thompson et al., 2009, 2005; Wessels et al., 2011, 2007b, 
2004) 
2010 Mapping land degradation and conservation in South Africa (Lindeque, 2009) 
is released as a contribution to the global LADA project (Biancalani et al., 
2011).  
2017/18 South Africa undertake national Land Degradation Neutrality (LDN) target 





The first Europeans to settle in South Africa were the Dutch in 1652, in what is now 
Cape Town (Table 1.3). European exploration into the interior of the subcontinent 
began almost as soon as they had settled in the Cape (De Wet, 1979; Valentyn, 1971; 
Waterhouse, 1932). At first, relations between European explorers and the local 
inhabitants were relatively peaceful although there was competition for land and 
livestock, which led to skirmishes in the form of cattle raids (Penn, 1995). As 
Europeans, and later Dutch-speaking farmers (Boers), continued to expand into the 
interior, this competition for land intensified between all parties and continued into the 
20th century. At first, a combination of disease, war and the expansion of the colonial 
frontier dispossessed black people of their land. During the late 19th century and much 
of the 20th century, however, land was forcibly removed from black people as a direct 
result of the legislation of the time (Benjaminsen et al., 2006; Kostka, 2004; Von Maltitz 
et al., 2018; Walker and Cousins, 2015; Webley, 2007). 
Various legislative Act’s from about the mid-1880’s not only restricted the amount of 
land that black people could own in South Africa but also demanded the forced 
removal of black people from their land (Table 1.3). Although land dispossession had 
already largely taken place beforehand, the Native Lands Act of 1923 formally 
restricted black ownership of land to only 7% of the country (Beinart and Delius, 2015). 
As a consequence, many former black farmers were forcibly removed to village 
settlements in the black ‘homelands’ where they had little access to land for farming 
or for the grazing of their livestock. In contrast, individual white settler farmers and 
their families occupied large areas on which they were able to develop commercial-
scale farming operations. Human and livestock population densities were therefore far 
greater in the former homelands than on white-owned farms in South Africa (Hoffman, 
2015). The impact that these settlement patterns have had on South African people 
and the environment persists to this day as many of the former homelands constitute 
today’s communal areas while much of the privately-owned land in the country is still 
owned by white farmers (Hoffman et al., 1999; Hoffman and Todd, 2000; Shackleton 
and Shackleton, 2015).  
Desertification / land degradation in South Africa 
From the end of the 19th century and well into the 20th century, several attempts were 
made to raise awareness about, and address, the land degradation issue in South 
Africa (Table 1.3). These efforts focussed primarily on the white-owned farms in the 
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country and comparatively little attention was paid to areas within the black homelands 
(Hoffman et al., 1999). During the early 20th century there was a pervasive notion 
among South African politicians, as well as the public, that the land governed by the 
Union of South Africa was likely to expand beyond its 1910 borders to include areas 
such as Basutoland (Lesotho), Swaziland and Bechuanaland (Botswana). Some even 
included South West Africa (Namibia) and Southern Rhodesia (Zimbabwe) in their 
expansionist visions (Hyam, 1972; Keppel-Jones, 1951). One of the primary 
motivations for these ideas, as argued by McKittrick (2015), was the need for water by 
white South African farmers. The idea was that water could be obtained from the large 
rivers which occur north of the country, and that white South African farmers would 
then have the right to access this water.  
As desiccation theory had fuelled early policy around desertification in the Sahel, so 
too did it influence the thinking of many South Africans during the early 1900’s. Ernest 
Schwarz, a geology professor at Rhodes University College (now Rhodes University), 
famously proposed the diversion of both the Chobe and Kunene rivers into the 
Kalahari desert in order to avoid the desertification of the region (Table 1.3) (Schwarz, 
1919). Schwarz argued that much of the Kalahari had been laid waste by the local 
inhabitants but that if it was flooded it could become a fertile landscape on which white 
farmers could live and farm (Thomas and Shaw, 1991). Guided by this desiccation 
theory, Schwarz proposed that flooding the Kalahari would return moisture to the 
atmosphere and thus result in more rainfall for the region as a whole, and bring an end 
to desertification in South Africa (Schwarz, 1919; McKittrick 2015). Although 
Schwarz’s desiccation theory received very little scientific support in South Africa, and 
his scheme was deemed impractical by the government of the time, he received a 
large amount of support from the South African public. The popularity of his idea was 
such that the Schwarz Kalahari Thirstland Redemption Society was formed in 1933 
even though Schwarz had died five years earlier, in 1928 (McKittrick, 2015).  
As with the persistence of the desertification paradigm in the Sahel, the desiccation 
narrative gained most traction in South Africa during years of severe drought (e.g. 
Dean et al., 1995; McKittrick, 2015; Meadows and Hoffman, 2002). There was little 
doubt among many South Africans that the region was drying up, and that this process 
threatened their livelihoods. The state of pastures in the country was a fundamental 
concern among farmers and researchers, particularly in the eastern margins of the 
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Nama-Karoo. Here, the belief was that poor grazing management, overstocking, 
trampling and kraaling (i.e. corralling) were decimating historically good grazing areas 
leading to a drying climate and further loss of vegetation cover (e.g. Shaw, 1875; 
Bradfield, 1908). Although interest in land degradation waned somewhat during 
several wet decades at the end of the 19th century, drought and related losses in 
livestock returned from about 1911. This brought the issue to the fore once again and 
resulted in the establishment of the Drought Select Committee in 1914 and the 
Drought Investigation Commission in 1920 (Critchley and Netshikovhela, 1998; 
Hoffman et al., 1999; Beinart 2018; von Maltitz 2018). The Final Report of the Drought 
Investigation Commission  emphasised the point that land-use practices, and not 
changing rainfall amounts and patterns, were resulting in an increase in the severity 
and frequency of drought conditions in South Africa (Table 1.3) (du Toit et al., 1923). 
Good rainfall, however, returned in the 1920s which may partly explain a lack of any 
response from the South African government, and public alike, to the 1923 report 
(Hoffman et al., 1999).  
Research into desertification continued, however, with perhaps the most influential 
work in the South African desertification debate of the 20th century being completed 
by John Acocks in the 1940s and 1950s (Table 1.3). Acocks (1953) clearly and very 
effectively depicted the desertification of the eastern Karoo, and the north-eastern 
expansion of the arid Karoo shrublands, through a series of detailed maps. The first 
two maps represented the vegetation types of South Africa as they might have 
appeared before European colonisation (i.e. the pristine state), and as they were in 
1950 when Acocks prepared his analysis. In a third map, Acocks predicted the future 
state of the vegetation in 2050 if desertification was not controlled (Acocks, 1953). In 
keeping with the narrative of the time, it was the farmers of the semi-arid eastern Karoo 
who were blamed for these changes. The main message repeated throughout Acocks’ 
work was that poor land management by commercial small-stock farmers had 
degraded the environment and caused the eastward spread of the Karoo (Hoffman 
and Cowling, 1990; Meadows and Hoffman, 2002). Acocks also served on the Desert 
Encroachment Committee which released a report in 1951 that, unsurprisingly, 
concluded that vegetation loss had occurred as a result of historical land-use practices 
and not changing rainfall patterns (Government of South Africa, 1951). Acocks’ 
‘expanding Karoo’ hypothesis, as with the expanding Sahara narrative in North Africa, 
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continued to influence the desertification debate in South Africa for most of the latter 
half of the 20th century and as a result very little original research into desertification 
was undertaken (Hoffman, 2018). More recent literature has, however, challenged this 
popular narrative and has broadened the scope and increased the complexity of the 
debate across the country (Masubelele et al., 2015). Land degradation continues to 
be discussed within a broader range of scientific disciplines and within geographic 
contexts outside of the Karoo.  
South Africa and the UNCCD 
The UNCCD has defined five global aridity categories based on a comparison between 
a region’s mean annual precipitation and its potential to lose water through 
evaporation and transpiration, otherwise known as the MAP: PET ratio. Hyper-arid 
zones have a MAP: PET ratio of less than 0.05, while humid zones have ratios greater 
than 0.65. The three categories that lie between these two zones are arid, semi-arid 
and dry sub-humid. These are the drylands that the UNCCD are concerned with 
(Hoffman and Ashwell, 2001; UNCCD, 2017; Von Maltitz et al. 2018). Ninety one 
percent of South Africa is comprised of drylands, while a further 8% is considered 
hyper-arid and only 1% humid. Understanding where, and for what reasons, land 
degradation occurs in the country is therefore of importance from both an 
environmental, and a socio-economic, perspective.  
South Africa signed the UNCCD in June 1995 and ratified it in September 1997, thus 
obligating the country to produce a National Action Programme to combat 
desertification (Table 1.3) (Hoffman et al., 1999; Von Maltitz et al., 2018). The first step 
for the then Department of Environmental Affairs and Tourism, which was tasked with 
facilitating the process, was to commission a study of the land degradation debate in 
South Africa. This study had the overall objective of conducting an assessment of the 
desertification issue in South Africa, and specific objectives around conducting 
literature reviews, creating maps and bibliographies, outlining a monitoring 
programme, and contributing to the writing of the White Paper on desertification 
(Hoffman et al., 1999). A final report was compiled by Hoffman et al. (1999) entitled 
“Land Degradation in South Africa” which was followed by a popular book on the theme 
(Hoffman and Ashwell, 2001). Through a participatory process, including workshops 
in 367 magisterial districts in South Africa, the report details the level of soil and veld 
degradation in South Africa, as well as providing a combined index of degradation for 
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the country (Hoffman et al., 1999). A similar approach, though this time following the 
Land Degradation Assessment in Drylands (LADA) questionnaire (Lindeque, 2009), 
was conducted for the country as a contribution to the global LADA project (Biancalani 
et al., 2011; IIASA, 2009). At the same time, several authors have attempted to 
address the land degradation issue at different spatial scales and using a variety of 
different methodologies and techniques, from remote sensing methods to coupling 
expert and local knowledge (Bai and Dent, 2007; Meadows and Hoffman, 2002; 
Thompson et al., 2009, 2005; Wessels et al., 2011, 2007a, 2007b, 2004; Wessels and 
Prince, 2007), and these are expanded on in chapter 2 of this thesis.  
While there has been significant debate around the extent of land degradation in the 
country, there is broad consensus that degradation has been generally more severe 
in communal versus private land (Hoffman et al., 1999; Hoffman and Todd, 2000; 
Meadows and Hoffman, 2002; Todd and Hoffman, 2009, 1999; Wessels et al., 2007a; 
Wessels and Prince, 2007). Communal land in South Africa refers generally to the 
former Apartheid homelands which are characterised by higher human and animal 
population densities and a history of neglect by the South African government 
(Hoffman and Ashwell, 2001). Commercial areas on the other hand are largely the 
former white-owned farms and are generally large enough for livestock farmers to 
rotate animals within paddocks in order to allow the land to rest and recover (Meadows 
and Hoffman, 2002).  
South Africa and LDN 
As part of the incorporation of target 15.3 into the SDGs at COP12 of the UNCCD, 
countries were invited to develop voluntary LDN targets. This process took place in 
South Africa between 2016 and 2018 (Table 1.3) and resulted in the setting of two 
national targets (Table 1.4). These are to have no net loss in productivity, and to 
achieve a 5% gain in productivity, by 2030 as compared to 2015 levels (Von Maltitz et 
al., 2019). These nationwide targets may carry little meaning for practical management 
objectives, however, without consideration of biome level or landscape process-based 
targets. An increase in productivity in a South African grassland, for example, may be 
related to bush encroachment or an increase in alien invasive species. This is 
indicative of a degraded landscape and not an improvement as would be suggested if 
only productivity was considered. A more stratified approach, at least at the biome 
level, is therefore needed to understand degradation in the country. As a result, the 
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South African LDN target setting process determined both sub-national and specific 
targets to avoid, minimise and reverse land degradation (DEA, 2018). Another concern 
with LDN in South Africa is that the sub-indicators suggested by the UNCCD have not 
been found to correlate well with perceived land degradation in the country. The results 
of two highly participative, stakeholder-based studies into the extent of land 
degradation across the country’s 367 district municipalities disagreed with the location 
and extent of land degradation, as indicated by the measures of productivity, land 
cover change, or soil organic carbon suggested by the LDN framework (Von Maltitz et 
al., 2019). 
 
Table 1.4. LDN targets for South Africa to be achieved by 2030. Adapted from DEA 
(2018) and von Maltitz et al. (2019). 
National targets 
Net gain is achieved by 2030 as compared to 2015 with an additional 
5% of the national territory having improved. 
Sub-national 
targets 
No net loss in the grassland biome by 2030 as compared to 2015. 
No net loss in the thicket biome by 2030 as compare to 2015. 
Specific targets  
Improve productivity and SOC stocks in 6 000 000 ha of cropland. 
Rehabilitate and sustainably manage 1 809 767 ha of “forest”. 
Rehabilitate and sustainably manage 1 349 714 ha of fynbos. 
Rehabilitate and sustainably manage 87 621 ha of thicket. 
Rehabilitate and sustainably manage 2 436 170 ha of grassland. 
Rehabilitate and sustainably manage 2 646 069 ha of savanna. 
Rehabilitate and sustainably manage 149 877 ha of Succulent Karoo. 
Rehabilitate and sustainably manage 528 632 ha of Nama Karoo. 
Rehabilitate and sustainably manage 76 525 ha of desert. 
Rehabilitate 61 900 ha of wetlands. 
Clear 1 063 897 ha of alien invasive species. 
Clear 633 702 ha of bush encroached land. 









2. Theory and application 
2.1 Theoretical basis of the desertification debate 
Attempts to explain the nature and extent of land degradation are often contextualised 
within two competing paradigms in rangeland ecology, which may be divided broadly 
into equilibrium and non-equilibrium views of how dryland resources respond to 
herbivory and rainfall (Herrmann and Hutchinson, 2005).      
Central to the development of the desertification paradigm is the view that ecosystems 
are in a state of equilibrium with climate. According to this view, ecosystems respond 
to natural disturbances by reverting back to an equilibrium state over time. Unnatural 
(e.g. deforestation, cultivation, overgrazing) or extreme events (e.g. extended drought), 
however, cause irreversible damage and degradation. In his study of plant succession 
Frederic Clements (1916) articulated how, after a disturbance, plant communities 
develop through a series of states from a pioneer state, dominated by weedy, fast-
growing species to a final ‘climax’ state which is in equilibrium with the prevailing 
environment. He further described the plant community as being a ‘living organism’, 
developing over time from an ‘infant stage’ to a state of ‘maturity’ (Clements, 1916). 
Part of the reason that the theory of succession has dominated ecological thinking for 
so long, despite very early opposition to the idea from authors such as Gleason (1917), 
is that the narrative has an identifiable protagonist, or potential endpoint, in the form 
of the climax plant community. Huntsinger (2016) suggests further that forces which 
result in the degradation of this climax state, as well as the degraded state itself, may 
be viewed as the antagonists of the story.  Advocates of desertification, therefore, 
often contrast the expected lush vegetation which should exist under prevailing 
climatic conditions with the barren wastelands that are observed in some degraded 
dryland environments, and consider nomadic pastoralists as adversaries in the ‘natural’ 
process of succession (Huntsinger, 2016).   
Equilibrium theory formed the core of ecological thinking for several decades and 
succession theory was used as a guide in the management of rangelands and forests 
across the world. Ideas around carrying capacity, which prescribe sustainable limits to 
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maximum population size, also influenced the management of domestic livestock 
populations of both commercial ranchers and nomadic pastoralists alike (Scoones, 
1999). The view was that different management practices could be used to shift 
rangelands from one desired state to another depending on the intended use of the 
landscape (Dahlberg, 1994). The study of rangelands and the process of land 
degradation are, therefore, very closely linked to the practical management of 
landscapes. As a result, several range management models, developed for different 
environments under a broad range of circumstances have emerged (Briske et al., 
2017). Clements’ theories of plant succession, in particular, drove the development of 
early range management models which were universally accepted (Briske, 2017; 
Westoby et al., 1989). 
It was only from the 1970s, following a proliferation of studies using both mathematical 
models and observations of real ecosystems, that equilibrium theory was widely 
challenged and the key concepts of non-equilibrium theory were developed (Westoby 
et al. 1989; Herrmann & Hutchinson 2005). Non-equilibrium theory describes 
ecosystems that respond non-linearly to key drivers such as rainfall and herbivory and 
usually have high levels of spatial and temporal variability (DeAngelis and Waterhouse, 
1987). The emergence of non-equilibrium theory has resulted in the development of a 
new ecological lexicon, with terms such as resilience, persistence, reversibility and 
stability being used to describe the dynamics of different ecosystems and how they 
respond to biotic and abiotic influences (Dahlberg, 1994; Scoones, 1999). Drylands, 
in particular, have received significant attention with the idea emerging that they are 
not in equilibrium but rather shift over time between different community assemblages 
or states, which are driven primarily by changing rainfall patterns and different soil and 
topographical types. 
In the same way that assumptions around equilibrium theory influenced the 
development of models based on plant succession, so too have non-equilibrium ideas 
resulted in the adoption of new models which can be used for management purposes 
(Dahlberg, 1994). One of the most influential of these is the state-and-transition model 
described by Westoby et al. (1989). Assuming that ecosystems are not in equilibrium, 
the state-and-transition model characterizes landscapes into groups of disparate 
states and a set of possible transitions between these states (Westoby et al. 1989). In 
order for a landscape to transition from one state to another, it requires an action that 
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is usually a combination of environmental factors and management practices. For any 
given landscape, a number of different states can be identified, and knowledge of 
transitional drivers can help to promote or avoid certain states (Milton and Hoffman, 
1994). Management for any given area ultimately becomes less rigid and more 
dynamic and flexible in how it is implemented (Dahlberg, 1994). Degradation studies 
can also benefit from state-and-transition theory by identifying potentially degraded 
states as well as the factors that may influence the transition both into and out of that 
state.  
State-and-transition theory has been built on with the development of additional 
concepts and methodologies that serve specific purposes based on local conditions. 
For example, having observed that environmental change, and transitions between 
ecosystem states can be discontinuous, Friedel (1991) developed the concept of 
thresholds of environmental change. The suggestion is that once a threshold is 
crossed it may not be possible for the ecosystem to revert back to the previous state 
without significant management intervention (Dahlberg, 1994; Friedel, 1991). Milton et 
al. (1994) present a stepwise model of arid or semiarid rangeland degradation in which 
rangelands can occur in one of five steps. Each step is described by the abiotic or 
biotic factors thought to maintain the rangeland in that step, and management options 
are suggested based on these descriptions (Milton et al., 1994). Rangeland ecologists 
can therefore use multivariate analyses to determine where thresholds are likely to 
exist in a landscape and use these findings to guide management toward preventing 
ecosystems from crossing a threshold into a degraded state (Bosch and Gauch, 1991; 
Bosch and Kellner, 1991; Friedel, 1991). Turnbull et al. (2008) offer a similar 
conceptual framework specifically for understanding semi-arid land degradation. Their 
cusp catastrophe model, however, uses an eco-hydrological framework to consider 
both the potential for a linear and reversible transition to a more degraded state, as 
well as for transitions to occur across ecosystem thresholds (Turnbull et al. 2008). 
Similar thinking is applied by Prince et al (2018) in their conceptual representation of 
the states and processes of degradation which illustrates the potential contributions of 
both human and natural environmental stress in dryland environments.  
Vegetation dynamics, however, are rarely explained entirely by either equilibrium- or 
non-equilibrium-based models. In reality the two theories, and the models that emerge 
from them, are seldom mutually exclusive. In a review of the paradigms used to explain 
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vegetation dynamics on rangelands, Briske et al. (2003) suggest that so-called 
equilibrium and non-equilibrium systems are generally not distinguished on the basis 
of differences in fundamental processes and functions, but rather by their evaluation 
within different spatial and temporal scales (Briske, 2017). Equilibrium models also 
typically emphasise the importance of biotic feedbacks such as plant competition and 
the impact of livestock on vegetation parameters, while non-equilibrium models focus 
on abiotic drivers such as rainfall patterns (Vetter, 2005). The vegetation dynamics of 
a particular landscape may, for example, be best described by rainfall patterns at the 
annual or decadal time scale, and intra-specific plant competition at the seasonal scale. 
This suggestion builds on the assessment by Wiens (1984) that, instead of a rigid 
dichotomy between the two theories, there exists a continuum of ecosystem behaviour 
from equilibrium to non-equilibrium type responses (Wiens, 1984). The proposal is that 
ecosystems be conceptualised with models that incorporate both equilibrium and non-
equilibrium dynamics at a range of different spatial and temporal scales (Briske, 2017; 
Briske et al., 2003).      
 
2.2 Mapping landscapes across space and time 
Landscape maps usually emphasise either a bio-ecological or a geo-ecological 
perspective (Moss, 2000). The bio-ecological perspective is driven by the need to 
understand the spatial component of species at the plant population and community 
scale. The geo-ecological perspective, on the other hand, tries to represent the 
relationships that exist between factors such as vegetation, soils, human land use and 
topography which together produce potentially distinct landscape units (Cullum et al., 
2016a; Moss, 2000). State-and-transition models will, for example, classify a 
landscape into distinct states that can then be mapped as separate landscape units 
(e.g. Milton and Hoffman, 1994). To do this, units are generally classified according to 
certain measurable characteristics, and boundaries are identified based on the general 
range for any given unit. For example, for a landscape unit to be classified as 
grassland, boundaries may be set for parameters such as dominant growth forms, 
maximum tree cover or maximum tree height (Dixon et al., 2014). If these variables do 
not fall within the specified boundary constraints, then the area will not be classified 
as grassland and will rather fall into some other pre-determined class. Units in different 
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locations that have the same characteristics can be mapped together allowing land 
managers to develop regional management plans. A core assumption that allows for 
the extrapolation between locations is that the processes that shape landscape units, 
and their associated drivers, will be the same across locations (Cullum et al., 2016a). 
This assumption, of course, will not be equally true for all units mapped together and 
it is up to the researcher or end user of the map to determine whether the potential 
error created by this assumption is acceptable or not. In general, the mapping of 
landscapes is achieved through the application of a typical statistical classification 
method which assigns each pixel in an image to a pre-specified class. In this case, 
any given pixel can only ever be either one of the specified classes (e.g. land cover 
type) or not, and can never fall somewhere in between (Foody, 1996). 
 
2.2.1 Fuzzy classification in theory and application 
More recently in the practice of mapping landscapes, and particularly since the advent 
of remote sensing technology, attempts have been made to take into account the 
inherent complexity of these landscapes through the use of fuzzy classification 
techniques (Cullum et al., 2016a; Oldeland et al., 2010; Rocchini and Ricotta, 2007). 
Fuzzy classifications, based on fuzzy systems and fuzzy set theory, provide an 
alternative to more traditional hard classification techniques, which require defined set 
membership (Zadeh, 2008, 1965). The philosopher Plato laid the initial foundation for 
what is now referred to as fuzzy logic by demonstrating that there exists a grey area 
to any thesis or logic (McBratney & Odeh 1997). In traditional or Boolean logic, any 
given number of elements will either belong to a set or not. That is to say that 
membership function values can only be 0 (does not belong to the set) or 1 (belongs 
to the set) (Nickel and Schröder, 2017). Fuzzy logic, on the other hand, allows for 
membership function values to range between 0 and 1. Thus, an element can belong 
partly to one or more sets simultaneously (Zadeh 1965; McBratney & Odeh 1997; 
Nickel & Schröder 2017). Mathematically, fuzzy set theory is a generalisation of 
traditional set theory where the ‘fuzziness’ stems from imprecision or uncertainty. One 
of the most important outcomes of this idea is that individuals may be grouped into 
classes that do not have sharply defined boundaries (Kandel, 1986). 
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Fuzzy classification has been used in a number of different scientific contexts, most 
notably in the soil sciences (e.g. Burrough et al., 1997; McBratney and De Gruijter, 
1992; McBratney and Odeh, 1997; Nickel and Schröder, 2017). There are also, 
however, several examples of fuzzy classification within remote sensing (e.g. Foody 
1996; Benz et al. 2004), and vegetation mapping applications (e.g. Roberts 1996; 
Tapia 2004). These techniques have greatest utility in instances where the unit of 
observation (i.e. the pixel) is mixed in terms of its class attribution (Tong et al., 2017). 
Hard classifications are inappropriate for mixed pixels, which may contain two or more 
land-cover classes, thus necessitating the use of a fuzzy classification approach (Myint 
et al., 2009). For example, in a comparison between traditional ‘hard’ classification 
techniques of land cover, and classification approaches based on fuzzy set theory, 
Foody (1996) showed that the fuzzy classifications enabled a more accurate 
representation of land cover in a study site in the United Kingdom. Fuzzy classification 
techniques have particular utility for land degradation studies in that a landscape may 
be highly heterogeneous in terms of its condition, with relatively small degraded areas 
occurring adjacent to more natural areas. This may be the case, for example, in 
subsistence farming areas where small cultivated areas of land are likely to occur 
within a larger rangeland landscape. In this case, the fuzzy classification technique 
can pick out the proportion of a mixed pixel that is cultivated. A hard classification 
technique would either over estimate the amount of cultivation by classifying the whole 
pixel as cultivated, or underestimate the amount of cultivation by classifying the whole 
pixel as natural rangeland (Tong et al., 2017). Spectral mixture analysis (SMA) 
techniques, which are expanded on in section 5.1.2 of this thesis, are an example of 
a fuzzy classification method applied to remote sensing data.  
 
2.3 Mapping land degradation 
Accurate data on the causes and impacts of land degradation are needed in order to 
produce reliable assessments of the extent of degradation across an area (Verstraete 
et al., 2011). These data can be obtained at different taxonomic, geographic and 
temporal scales, and can also be collected both in situ and remotely (Chapin et al., 
2010). The different scales at which the data can be sourced provide opportunities for 
generating accurate and informative assessments, but also provide challenges 
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associated with linking data from different scales (Vogt et al., 2011). There is rarely a 
single scale of measurement that is able to account for how specific processes 
influence the patterns that are observed at multiple spatial and temporal scales 
(Hutchinson, 1953). The impact of local environmental drivers may, for example, 
become negligible at greater spatial scales. Data on degradation is also influenced 
heavily by the subjective assessments of experts, and may not be replicable in either 
the same or in different areas by different observers (Prince, 2016).  
Historically, four broad approaches have been used to quantify the extent of land 
degradation in an area.  These include the opinions of experts, satellite-derived 
measurements of net primary productivity, the application of biophysical models and 
the mapping of abandoned cropland areas. Although each approach is able to offer 
some insight into the problem of land degradation in an area, none, on its own, has 
been able to explain the issue in its entirety (Gibbs and Salmon, 2015). Numerous 
maps of degradation at the global scale have been developed (e.g. UNEP, 1992, 1997; 
Cherlet et al., 2018), yet only four have arguably been completed with a high enough 
spatial resolution for use at regional scales (Prince, 2016). These are the Global 
Assessment of Soil Degradation (GLASOD) (Oldeman et al. 1991), the United States 
Natural Resource Conservation Service (NRCS) Global Major Land Resource 
Stresses Map (Beinroth et al., 2001), the Global Assessment of Land Degradation and 
Improvement (GLADA, Bai et al. 2008), and the Global Land Degradation Information 
Systems (GLADIS) (Nachtergaele et al., 2011). These four suites of maps differ 
significantly in the input data and the methodologies used. As a result, the global 
estimates of total degraded area from these and other assessments vary from under 
500 million hectares to in excess of six billion hectares (Gibbs and Salmon, 2015; 
IPBES, 2018). These products have, therefore, been criticised  not only for their lack 
of agreement but also for their inability to be applied, especially at regional and local 
scales, to prevent and control land degradation (Verón et al., 2006; Wessels, 2009). 
There is growing consensus, however, that although desertification is a phenomenon 
that may not be amenable to being mapped at the global scale (Cherlet et al., 2018), 
maps showing global trends or patterns of vegetation change (e.g. Fensholt et al., 
2015) can be used as a primary guide to identify areas at the regional and local scale 
which may require more in depth land degradation assessment and monitoring.   
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Much of the difficulty associated with global assessments is that land degradation or 
desertification is not a single phenomenon and is not easily or simply measured. A 
number of factors at different spatial and temporal scales may result in land 
degradation, and even the same factor at the same scale may have a significantly 
different impact in two different environments. For example, livestock grazing at the 
same intensity may have a far greater impact on an area with slightly less rainfall than 
a similar, wetter environment. A further complication with global assessments is 
related to the definition that is used for land degradation, and specifically, what aspect 
of the land degradation process is being illustrated. Some maps, for example, illustrate 
what could be considered the end condition of the land, or the condition of the land at 
the time of the assessment (Bai et al., 2008a). Other maps represent a trend in the 
productivity of the land over a pre-determined time period, while still other 
assessments are representative of ongoing processes of land degradation, or the 
perceived risk of degradation (Fensholt et al., 2015; Gibbs and Salmon, 2015; Prince, 
2016; Symeonakis et al., 2016). Another significant challenge in mapping land 
degradation is that land with naturally low productivity is often erroneously described 
as degraded (Gibbs and Salmon, 2015).  
In chapter four of the IPBES assessment report on land degradation and restoration, 
Prince et al. (2018) summarise these issues and present six different degradation 
states (Table 2.1) (see also Prince, 2016). States A and C are commonly mistaken for 
degraded land, particularly in more large-scale assessments, but are not actually 
degraded. Land in these states may erroneously increase estimations of land 
degradation, thus inflating the perceived extent of the crisis. State B, on the other hand, 
is often mapped as non-degraded as the degradation has already taken place before 
monitoring efforts have been made. Long-term ground-based field data on land 
condition is patchy and generally only goes back as far as the 1970s, when 
desertification and land degradation started to become a genuine concern (Thomas, 
1997). Satellite data provide an alternative to field data, but has also have a relatively 
limited time scale, only being available from about 1980 through the Landsat 
programme. States E and F are arguably the only truly degraded states as it is not 
possible for their condition to naturally improve or recover in an acceptable time scale, 
even once the processes that have resulted in their degradation have been removed. 
In order to recover, land in this state needs external intervention in the form of 
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restoration or rehabilitation efforts. State D is probably the state most focussed on, as 
land in this state has the greatest potential for recovery. If stressors on this land are 
removed, the land is likely to return to a non-degraded state without any further, 
potentially costly intervention (Milton et al. 1994; Prince et al., 2018). If the stressors 
are not removed, however, the potential exists for the land to further degrade into 
states E and F. The identification of the state of a piece of land almost always requires 
a comparison to a reference condition, or baseline. The identification of an appropriate 
baseline is key to land degradation assessments but has proven to be profoundly 
difficult to achieve in practice. In chapter six of this thesis I expand on the types of 
baselines that have been used in land degradation mapping, and outline the potential 
problems associated with these baselines.  
Table 2.1. The characterisation of six degradation states as described by, and adapted 
from, Prince et al. (2018) p. 230. 
Degradation state Comment 
(A) Appearance of 
degradation 
Land with low resource availability. In its natural state, often appears 
superficially similar to degraded land. 
(B) Degraded in the 
past 
Assumed to be in a natural state, but actually degraded. 
Lack of baseline prevents correct interpretation. 
(C) Susceptible to 
degradation 
Susceptible land owing to its natural properties and its environment, 
but not actually degraded.  
(D) Land recovers 
when stressors 
removed 
Land apparently degraded, but within its range of resilience. 
When stressors are removed, the land returns to its initial, non-
degraded condition. 
(E) Temporal trend 
of increase in 
degradation 
The degradation persists when stressors are removed – and there is 
a temporal trend of increasing degradation. 
(F) Stable, 
degraded state 
Degraded land in static condition that changes little when stressors 
are removed, but never recovers to a non-degraded condition.  
   
Due partly to the lack of confidence in global assessments, as well as to the specific 
context of many land degradation processes, considerable effort has been made to 
assess land degradation at local and regional scales (eg. Frederiksen 1993; Mambo 
& Archer 2007; Stringer & Reed 2007; Thompson et al. 2009; Vogt et al. 2011; Pandey 
et al. 2013; Ibrahim et al. 2015; Vågen et al. 2016; Hoffman & Ashwell 2001; Hoffman 
et al. 2018). These assessments are used to guide regional and local land degradation 
policy. Finer scale assessments rely on similar data inputs and methodologies as 
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global assessments but differ in that the scale of observation better matches the scale 
of application. These more localised assessments are also able to take into account 
the specific processes that are likely to cause land degradation at the local and 
regional scale, and the observable and measurable patterns that are likely to result 
from these processes. The literature on local and regional land degradation 
assessments that have been undertaken around the world is vast. As a result, only the 
assessments of land degradation that have been undertaken in southern Africa are 
detailed below.  
2.3.1 Mapping land degradation in South Africa  
In section 1.2.5 of this thesis an account of the history of the land degradation debate 
in South Africa is provided, and the importance of Acocks’ ‘expanding Karoo’ theory, 
which was dominant during the first half of the twentieth century, is highlighted. The 
maps produced by Acocks were first investigated by Hoffman & Cowling in 1990 and 
again towards the end of the century by the National Review of Land Degradation 
(NRLD) in South Africa (Hoffman et al. 1999). In the latter investigation, which was 
based primarily on expert opinion, the former homelands (communal areas) emerged 
as the locations in the country where land degradation was considered most severe. 
The idea proposed in this report, and also by Hoffman & Ashwell (2001) and others 
(Anderson and Hoffman, 2011; Hoffman and Todd, 2000; Meadows and Hoffman, 
2002; Todd and Hoffman, 1999), was that increased human and animal populations 
in communal areas resulted in overgrazing and the loss of plant cover and biomass 
which, in turn, led to increased levels of soil erosion and soil degradation.   
Subsequent to the NRLD, several different attempts have been made to map land 
degradation at different spatial scales in the country. In keeping with global land 
degradation mapping trends, the majority of these efforts have been based on 
changes in remotely sensed vegetation indices. The most popular of these indices is 
the normalised difference vegetation index (NDVI), which is considered a good proxy 
of primary productivity, and has been utilised for a variety of different ecological 
applications including land degradation (e.g. Bai et al., 2008b; Del Barrio et al., 2016; 
Fensholt et al., 2012; Symeonakis and Drake, 2004; Tong et al., 2017). NDVI 
measures the difference between an image’s red and near-infrared wavelengths, 
taking advantage of the fact that live, green vegetation strongly absorbs radiation in 
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the visible red wavelength while strongly reflecting radiation in the near-infrared 
wavelengths (Rouse et al., 1973; Wessels et al., 2007b). NDVI values range between 
-1 and 1, where negative values generally indicate water, values closer to zero indicate 
no, to very little, green (live) vegetation, and larger positive values approaching one 
indicate increasing density or biomass of live green vegetation (Pettorelli et al., 2005).   
In a comparison between known degraded and non-degraded areas in the northeast 
of the country, Wessels et al. (2004) found that seasonally summed Advanced Very 
High Resolution Radiometer (AVHRR) NDVI values were significantly lower for 
degraded areas in savanna landscapes with similar soil and climatic conditions.  
Wessels and his co-authors have also investigated the potential of using methods 
such as rain-use efficiency (RUE) and residual trend analysis (RESTREND) to 
determine the extent of land degradation, predominantly in the north and northeast of 
the country in the summer rainfall zone (Wessels et al., 2007a, 2006, 2004). 
Thompson et al. (2009) developed habitat-specific degradation models to map 
grazing-related degradation in the Little Karoo region of South Africa’s Cape Floristic 
Region. Their method created a model for how specific habitats are likely to respond 
to degradation, and then linked these models to time series NDVI data. Degraded 
areas may, for example, have higher NDVI values than adjacent non-degraded areas 
after a rainfall event as a result of the proliferation of annual (disturbance-tolerant) 
plant species. Incorporating expert knowledge of specific habitats was found to 
improve the accuracy of mapping assessments over methods that simply used the 
sum of NDVI over an area (Thompson et al. 2009). 
In areas with sparse vegetation cover, the reflectance of bare soils dominates the 
radiation signal making the interpretation of NDVI in terms of vegetation cover difficult 
and far less accurate (Chabrillat, 2006). As a result, a number of soil-adjusted 
vegetation indices have been developed for arid areas to reduce the influence of soil 
background noise on the vegetation signal (Chabrillat, 2006; Washington-Allen et al., 
2004). These include, amongst others, the soil adjusted vegetation index (SAVI), 
developed by Huete (1988), the modified soil adjusted vegetation index (MSAVI) (Qi 
et al. 1994), and the optimised soil adjusted vegetation index (OSAVI) (Rondeaux et 
al., 1996).  
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2.3.2 Limitations of using single vegetation indices 
Vegetation indices calculated from satellite data have been used to successfully study 
vegetation productivity and phenology since the early 1970s, but have been found to 
be somewhat limited when vegetation cover is naturally low (McGwire et al., 2000). 
On their own, none of the satellite-derived vegetation indices have been able to 
resolve the challenge of separating areas that have been degraded by human impact 
from those areas of naturally low vegetation productivity, or sparse vegetation cover 
(Okin and Roberts, 2002). A number of studies have however demonstrated the utility 
of these indices under certain environmental conditions, and particularly for broad 
analyses of changes in vegetation productivity (e.g. Boschetti et al., 2007; Fensholt et 
al., 2012, 2013, 2015; González-Dugo and Mateos, 2008; Liaqat et al., 2017; Qi et al., 
1994; G. Rondeaux et al., 1996; Symeonakis et al., 2016; Wu et al., 2007; Yengoh et 
al., 2014). Similarly, several studies have shown that the indices are less useful in 
other locations, and specifically where vegetation cover is low (e.g. Lawrence & Ripple 
1998; Elmore & Mustard 2000; McGwire et al. 2000; Ren et al. 2011; Kong et al. 2015; 
Ren et al. 2018). The most popular indices, or techniques developed to manipulate 
satellite data for vegetation mapping and monitoring, have exploited the infrared and 
red wavelength bands. Variations of the NDVI calculation include other bands such as 
the blue band but very seldom do indices incorporate the entire spectral signal of the 
satellite data. More recent techniques, however, have begun to take advantage of 
more of the available bands in multi- and hyper-spectral imagery, using techniques 
such as linear mixture modelling and spectral mixture analysis, which are discussed 
in chapter 5.  
 
2.3.3 Limitations of hard boundaries for mapping desertification 
classes   
Mapping desertification using hard classification techniques requires the a priori 
development of known land cover classes. This enables the grouping and mapping of 
landscape units into one of the predefined classes. For hard classification, however, 
membership can only be defined with a membership value of 0 (does not belong to 
the class) or 1 (belongs to the class). This technique presupposes that hard, well-
defined boundaries exist in the landscape, and units cannot belong to more than one 
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class at any given time. Popular classes that have been used to map land degradation, 
for example, are natural, near-natural, moderately modified, severely modified, and 
irreversibly modified (Driver et al., 2011). Classifying land units into these classes 
quickly becomes problematic because of the inherent subjectivity that is involved in 
the process. Separating landscapes into natural and near natural classes is on its own 
filled with potential pitfalls, let alone defining the level of modification. The problem lies 
not as much with units that clearly fit into a specific class, but rather with those that 
are closer to the boundary of a class than the middle of any given class. Two pieces 
of land may, for example, be very similar in all respects except one has vegetation 
cover of 50% and the other has cover of 49%. If the boundary between classes is set 
at 50% then these two landscapes will be given different classifications, say 
moderately modified for the land with 49% cover and near-natural for the land with 
50% cover. This could ultimately result in two different management strategies being 
applied to the two landscapes where the same strategy may have been more 
appropriate.  
 
2.4 Towards a new approach - Archetypes  
Despite the widespread application of landscape mapping projects, which range from 
efforts to map global patterns and processes, to the production of very specific local 
maps, no standard approach exists for the delineation of different landscape units 
(Cullum et al., 2016a). Different categorisations are based on the scale of observation, 
both spatially and temporally, as well as the widely accepted norms within specific 
institutions and scientific disciplines. The use of archetypes has, therefore, been 
proposed as a method to standardise the mapping procedure across diverse 
applications (Cullum, 2014). Archetypes are abstract constructs which represent a 
typical example or appropriate model for any given class or landscape unit (Cullum et 
al., 2016a). The notion of the archetype has been adapted by Cullum et al. (2016) from 
the discipline of cognitive psychology, and specifically from work by Eleanor Rosch on 
prototypes (1975, 1978). Rosch developed prototype theory to explain how humans 
associate typical examples, or prototypes, with specific categories or classes, and how 
there is a gradient within a class from examples most associated with the class to 
those least associated with the class (Rosch, 1975). Prototypes are described in 
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cognitive classification as exemplars of an idealised class member and the degree of 
class membership is determined by the degree of similarity to one or more class 
exemplar (Cullum et al., 2016a). Prototype theory suggests that natural categories 
exist that we are able to learn more rapidly and, therefore, choose more often (Rosch, 
1973). Archetypes differ from the prototypes described by Rosch in that they are not 
derived from unconscious thought and learning but can be constructed, refined and 
adapted for local applications (Cullum et al., 2016a). Archetypes draw heavily on the 
fuzzy logic and fuzzy classification approaches discussed earlier in this chapter. These 
approaches which can be quantitative and statistically testable if necessary have been 
developed to address the inherent vagueness and imprecision of the natural world.  
 
2.4.1 Using archetypes to map degradation 
This study proposes to extend the application of archetypes in landscape mapping 
(Cullum et al. 2016) to the assessment of land degradation in the arid Namaqualand 
region of the Succulent Karoo Biome in South Africa’s Northern Cape Province. A 
method to assess land degradation in Namaqualand is developed that can be adapted 
to other dryland environments, and particularly to the globally-renowned Succulent 
Karoo. The use of archetypes in landscape mapping initially requires agreement on 
the conceptualisation of the landscape. This involves identifying the key aspects and 
processes in the landscape, as well as the different scales at which they exist (Cullum 
et al. 2016). The two approaches to the construction of a landscape archetype are the 
process-based approach and the phenomenological approach. The process-based 
approach would describe a conceptual model for a class that links hypothesised 
processes and drivers with the observed features and patterns that they may generate. 
The model may be based on a well-established conceptual framework for the 
landscape, or can be constructed from a combination of local knowledge and scientific 
theory (Cullum et al., 2016a). The phenomenological approach, on the other hand, 
describes a real example that is carefully selected to be the best representative of a 
pre-determined class. This archetype will display all the features and properties most 
commonly associated with the class (Cullum et al., 2016a). In practice, the approaches 
overlap, as a conceptual model may point  to a particular landscape which proves to 
be, through statistical analysis, the best example of a particular class (Cullum et al., 
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2016a). This is likely to be the case when assigning archetypes in the assessment of 
habitat condition in Namaqualand. 
2.5 Research questions and objectives 
This study has two main emphases. The first was to produce a map of desertification 
for the Namaqualand Hardeveld Bioregion that can be used immediately and directly 
by conservation practitioners working in the region. This map illustrates the habitat 
condition of the project area in relation to known drivers of desertification and is 
presented in the form of a habitat condition archetype. The need to develop this map 
is the objective for which this research has been funded. The second emphasis of this 
thesis was to present the methodology to be used as a technique to understand and 
map land degradation regionally. This methodology will help countries in delivering on 
LDN targets, while contextualising the inherent uncertainty and complexity in the 
mapping procedure (Figure 2.1). By combining field sampling data with Landsat and 
Sentinel satellite data, as well as data on the potential drivers of desertification, this 
thesis will address the following research objective and underlying research questions: 
 
2.5.1 Overall research objective 
Investigate a more appropriate method to map land degradation at a regional scale in 
dryland environments. 
 
Question 1 (Chapter 4) 
What are the most appropriate field measures of habitat condition for the 
Namaqualand Hardeveld Bioregion that can be measured rapidly in the field? 
Objectives 
 Develop a conceptual diagram of the potential drivers of land degradation in 
Namaqualand; 
 Identify the measures of land degradation that can be collected in the field, and 
collect field data related to habitat condition from a representative sample of plots 
across the extent of the project area; 
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 Determine whether the data collected from the field cluster into groups that can be 
associated with different levels of habitat condition. 
 
Question 2 (Chapter 5) 
What is the most appropriate method to measure habitat condition using available 
Earth observation data?  
Objectives 
 Derive remote sensing variables based on Earth observation data for the location 
of each field plot through Google Earth Engine; 
 Develop a multivariate model to determine the remote sensing variables that 
correspond best with the condition of the veld, as determined from the field data. 
 
Question 3 (Chapter 6) 
Develop an approach to map habitat condition for the project area that can be repeated 
for similar dryland environments. 
Objectives 
 Develop multivariate models to measure the relative influence of potential drivers 
of desertification on the habitat condition of the project area determined through 
question 2 (chapter 5); 
 Develop an archetype for habitat condition, based on the results from chapter 5 
and the influence of the drivers determined here, against which the rest of the 
project area can be compared; 
 Create a GIS spatial layer incorporating the archetype information and display the 






2.6 Conceptual framework of the drivers of land 
degradation in Namaqualand 
Any attempt to map the extent of land degradation over a given geographical area 
needs to be underpinned by a sound conceptual framework. This needs to be 
developed through the incorporation of known ecological principles, expert knowledge, 
and assumptions about the processes driving land degradation in the landscape as 
well as the patterns that are likely to manifest as a result. Inherent in the desertification 
debate over of the last three to four decades is the idea that both climate and humans 
are potential drivers of land degradation and that it is important to be able to separate 
the impact of each in order to determine what can be done to mitigate or reverse their 
effects (del Barrio et al., 2016; Evans and Geerken, 2004; Ibrahim et al., 2015; 
Wessels et al., 2007b).  
Figure 2.1. Flow chart of the key research questions posed, and the data and methods used, 
to address the overall objective of this thesis. 
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As with most natural regions around the world, a combination of biotic and abiotic 
factors, that incorporate both equilibrium and non-equilibrium dynamics at a range of 
spatial and temporal scales (Briske et al. 2003), likely drive changes in habitat 
condition in Namaqualand (Figure 2.2). The potential impact of any given driver 
depends on many factors, including the long-term history of the timing and severity of 
the driver’s impact, and the adaptability of the ecosystem and the species that live in 
it. The relationships between potential drivers, between drivers and the ecosystem, 
and between individual ecosystem components also play an important role in the 
overall impact on the landscape or ecosystem (e.g. Kiage, 2013). Although several 
factors may be universally important, the level of impact is often dependent on the 
specific region in question. It is therefore important to develop a sound conceptual 
framework for land degradation in the region of interest.  
 
Figure 2.2. Conceptual model for land degradation in Namaqualand. Blue, green and red 
shaded boxes represent the climatic, topographic and land use related potential land 
degradation drivers respectively. The central box represents the field and remote sensing 
measures that are hypothesised to be associated with a degraded landscape in Namaqualand. 
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Climate change over time frames of years to millennia is likely to have influenced the 
vegetation of Namaqualand (Chase and Meadows, 2007). Being a hot and dry region, 
changes in temperature and rainfall are likely to have a major impact on certain 
species that may already be at the limits of their distribution.  For example, 
Namaqualand has experienced an increase in minimum temperatures of 1.4 °C, and 
an increase in maximum temperatures of 1.1 °C, over the last century (Davis et al., 
2016). This is likely to first affect those species that are adapted to slightly cooler 
temperatures, species that are adapted to more sheltered niches, or those species 
that occur at higher altitudes. Although recent and historical rainfall patterns exhibit no 
clear statistical trends, predictions for the region are for a general reduction in total 
rainfall (Davis et al., 2016). Although plant species in Namaqualand are adapted to 
small and sporadic rainfall events, a reduction in rainfall is likely to impact species that 
require fairly consistent moisture input, as well as those species that require rainfall as 
a primary mode of seed dispersal (Davis et al., 2017; Parolin, 2001; van Rheede van 
Oudtshoorn and van Rooyen, 1999).   
The predominant land use in Namaqualand is small stock farming (Desmet, 2007). 
Sheep and goats have been farmed in Namaqualand for over 2000 years, but with 
very different levels of intensity in different locations. As discussed in chapter one, in 
general, communal areas in South Africa are perceived as having far greater levels of 
land degradation than comparable privately owned areas as a result of higher human 
and animal populations per unit area (e.g. Todd and Hoffman, 1999). It is therefore 
expected that differences in land tenure in the project area will result in differences in 
both plant cover and biodiversity attributes. Previously cultivated land, as well as land 
associated with current or past mining activity, is also likely to be more strongly 
associated with most measures of land degradation in the project area. This is 
primarily a result of the loss of topsoil, and the resulting depletion of the soil bank, that 
is associated with these two extractive land uses. Abandoned mining areas, where 
limited active restoration efforts have taken place, have been found not to recover their 
natural indigenous perennial vegetation cover irrespective of the amount of time since 
mining has been abandoned (Carrick and Krüger, 2007; le Roux and Odendaal, 1992; 
Schmidt, 2002). The rate of recovery of previously cultivated land varies depending on 
the history and extent of cultivation, and the restoration efforts that have taken place 
since the abandonment of cultivation. In general, the longer old crop land has been 
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left to rest the more likely it will be to recover its natural vegetation, though the rate of 
recovery likely depends on the existence and diversity of the underlying seed bank 
(Allsopp, 1999; Botha et al., 2008; Schmiedel et al., 2010).  
Differences in certain topographic features, such as slope aspect, slope steepness 
and elevation, are also likely to be associated with differences in habitat condition 
across the project area. North-facing slopes in the southern hemisphere are, for 
example, considerably warmer than south-facing slopes, increasing the risk that 
temperatures may exceed the thresholds of certain plant species (Suggitt et al., 2011). 
The gradient of the slope is also likely to impact the potential level of degradation in 
Namaqualand. Although sparsely vegetated steep slopes are likely to be more prone 
to erosion in certain regions, erosion is not a major environmental concern in 
Namaqualand due largely to limited rainfall. Rather, steep slopes are less likely to be 
accessed by grazing livestock and are therefore expected to be less degraded than 
shallower slopes (Anderson and Hoffman, 2007).  
Topographic features, in fact, are likely to impact habitat condition largely through their 
interaction with the two other drivers of desertification, changing climate and 
differences in land use. For example, warmer north-facing slopes are generally more 
attractive for herders and their livestock in the cooler winter months. As a result, north-
facing slopes in Namaqualand are likely to be grazed more heavily than south-facing 
slopes. Although upland areas are generally grazed less than lowland areas in 
Namaqualand, they have been found to be used as grazing reserves during and 
immediately after periods of drought, particularly in the region’s communal areas 
(Samuels, 2006; Samuels et al., 2007). The prevalence of stock posts or kraals in 
Namaqualand has also been found to be associated with lowland areas, thus 
potentially increasing the impact on the vegetation in these areas (Samuels, 2013). 
Shallower slopes in Namaqualand have also predictably been more extensively 
cultivated than steeper slopes, and thus the impact of previous land use practices on 
habitat condition may be exacerbated by the general topography of the area. The 
potential drivers of desertification in Namaqualand are likely to interact across the 
region resulting in differing levels of habitat condition change in different area.  
In general, the potential drivers can be grouped into three main categories. The first 
are climatic factors such as an increase in temperature and a reduction in rainfall. The 
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second are land use factors such as increased grazing intensity and a communal land 
tenure regime, while the third group are topographic features relating to a gentler slope 
angle, north-facing slope aspect, and a lower relative elevation. These drivers are 
likely to result in a more degraded landscape through a reduction in perennial plant 
cover and plant height, an increase in the cover of bare ground, a reduction in leaf 
succulent species diversity and cover, and an increase in land degradation indicator 
species (Figure 2.2). These variables can be easily measured in the field, but they 
need to be related to remote sensing variables in order to map desertification over the 
entire extent of the project area. The conceptual model therefore includes 
hypothesised changes in remote sensing variables that are predicted to be related to 
changes in the field variables. 
 
2.7 Thesis outline 
This thesis is divided into 7 chapters. Chapter 1 provides historical background to the 
desertification/land degradation debate before describing the theoretical context within 
the ecological literature. Thereafter the emphasis is on the South African context of 
land degradation, with a specific focus on Namaqualand. The main methods used thus 
far to map land degradation, both globally and at regional to local scales, are described 
in chapter 2, and their limitations highlighted. The potential of using archetypes, after 
Cullum (2014) and Cullum et al. (2016a and 2016b), to map land degradation is then 
introduced as a novel method to address the complexity of the exercise. Chapter 3 
describes the procedure followed to determine the project area and plot locations, 
before describing the general biophysical characteristics of the region. This includes 
a description of the region’s climate, topography, vegetation and land use. Chapter 4 
focusses on the development of a habitat condition model for the project area based 
on field data which are related to habitat condition (Figure 2.3). In chapter 5, remote 
sensing data, collected through Google Earth Engine (Gorelick et al., 2017), is 
analysed with respect to the field data from chapter four to determine what remote 
sensing measures correspond best with field-based assessments of habitat condition. 
In chapter 6 the remotely-derived habitat condition measures are then evaluated with 
respect to potential drivers of habitat condition change. The change in the remote 
sensing measure over the past three to four decades is also evaluated to determine 
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areas that have potentially become degraded over this time period. Chapter 6 also 
includes the development of the land degradation archetype for the project area in 
order to map the differences in vegetation condition. Chapter 7 then provides a 
general discussion for the thesis and places the methodology used and maps 
produced within the conceptual framework of land degradation in South Africa and 
globally. Limitations to both the methodology and the resulting outputs are also 
discussed before the thesis is brought to a conclusion. 
 
 
Figure 2.3. Flow diagram illustrating the broad methodology of the thesis used in chapters four 
to six to ultimately map land degradation across the project area. 
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Chapter 3:  
3. Biophysical description of the study area 
Namaqualand is a distinct bio-geographical region that makes up the north western 
section of the Succulent Karoo biome in South Africa, an area of approximately 50 000 
km2 (Cowling et al., 1999c) (Figure 3.1). It occurs between the Orange and Olifants 
Rivers in the north and south respectively, and between the Atlantic Ocean to the west 
and the Bushmanland plains to the east (Desmet, 2007). An early overview of the 
physical and biological environment of Namaqualand is provided in volume 142 of the 
journal Plant Ecology (Cowling et al., 1999a), while a special issue in the Journal of 
Arid Environments, on Sustainable Land Use in Namaqualand (Hoffman et al., 2007a) 
provides further context and detail. This study focusses on the Namaqualand 
Hardeveld bioregion (Mucina and Rutherford 2006), which covers nearly 50% of the 
total land area of Namaqualand. A brief description of the topography, geology and 












Figure 3.1. The location of Namaqualand and the Succulent Karoo biome. Inset depicts the 
location of the Succulent Karoo relative to South Africa as a whole. Details of the location of 
the Namaqualand Hardeveld bioregion can be found in Figure 3.2. 
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3.1 Topography, geology and soils 
Dean and Milton’s 1999 book on the ecological patterns and processes of the Karoo 
provides a detailed synthesis of Karoo ecosystems as a whole. A thorough description 
of the topography, geology and soils of the Karoo, including Namaqualand, can be 
found in this volume (Meadows & Watkeys 1999; Watkeys 1999). More recently, 
Francis et al. (2007),  have described the main characteristics of different soils in 
Namaqualand, while Mucina et al. (2006) detail the topography, geology and soils of 
each vegetation type in the bioregion (Francis et al., 2007; Mucina et al., 2006a).  
Central Namaqualand is dominated by large intrusions of chiefly granitic igneous rocks 
that form the Kamiesberg Mountains. These comprise the highest peaks in 
Namaqualand, reaching between 1 400 and 1 700 metres above sea level. North of 
the Kamiesberg is the Richtersveld, characterised by a diversity of pre-Gondwanan 
rocks intruded by granite and gneiss as well as exposed sedimentary rocks (Meadows 
& Watkeys 1999). To the east of the Kamiesberg lie the Bushmanland plains which 
form the boundary of Namaqualand and the start of the high interior plateau of the 
country. The west and southwest of the Kamiesberg is characterised by the low gneiss 
foothills of the Hardeveld which give way to the gently undulating coastal plains 
(Cowling et al., 1999b; Desmet, 2007). Underlying much of the Hardeveld and coastal 
plains are hardpans consisting of either siliceous (dorbank) or calcareous (calcrete) 
material (Cowling et al. 1999). The Knersvlakte, a broad flat landscape characterised 
by expanses of quartz gravel beds, extends southeast of the Kamiesberg (Desmet, 
2007).  
Namaqualand soils are complex and diverse but can be broadly categorised into three 
main groups (Desmet, 2007). The first are those soils which form much of the coastal 
plain, as well as Bushmanland, and generally have very low clay contents of less than 
3%. The second and most common soils are red and yellow sandy to loamy soils with 
6 – 15% clay content. These soils are derived from the weathering of the surrounding 
granitic parent material. The last group of soils are found in the Hardeveld bioregion 
and represent the soils of the study area. These soils are generally red, base-rich 
colluvial soils which also derive from the surrounding granite (Francis et al., 2007). 
Hardeveld soils are also commonly associated with heuweltjies. These are circular 
mounds up to 50 metres in diameter which, because of their association with termite 
nests (Esler and Cowling, 1995; McAuliffe et al., 2019), have soils with significantly 
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higher nutrient status than the surrounding matrix (Desmet, 2007; Midgley and Musil, 
1990; Moore and Picker, 1991). Soils in Namaqualand are generally free from 
waterlogging and have neutral to high pH levels (Davis, 2013; Desmet, 2007; Watkeys, 
1999). 
 
3.2 Climate  
Namaqualand is a semi-arid winter rainfall region, where over 60% of the rain falls 
between the months of May and September with the wettest months occurring 
between June and August (Cowling et al. 1999; Desmet and Cowling, 1999). The 
climate of Namaqualand, and indeed much of southern Africa, is determined primarily 
by two pressure systems. These are the southern subtropical high-pressure belt which 
sits over the sub-continent, and the circumpolar westerly airstream to the south 
(Desmet and Cowling, 1999; Schulze, 1965). Local scale climate and weather patterns 
are also influenced by the cold Benguela current of the Atlantic Ocean to the west, the 
centrally located Kamiesberg mountains, as well as the mountains of the escarpment 
to the east (Davis, 2013).  
Although much of Namaqualand receives less than 150 mm per annum, this ranges 
from about 50 mm in the northwest to nearly 500 mm in the Kamiesberg mountains, 
and generally increases from north to south (Cowling et al., 1999b; Desmet, 2007; 
Desmet and Cowling, 1999). Mean annual precipitation (MAP) is between 100 mm for 
the Platbakkies Succulent Shrubland (a third of which falls in summer) and the 
Namaqualand Heuweltjieveld, and about 145-160 mm for the other vegetation types 
in the study area (Mucina et al., 2006a). Despite generally low rainfall amounts across 
Namaqualand, the climate of the region is characterised by relatively predictable 
rainfall when compared to other arid regions with similar mean annual precipitation 
(Desmet, 2007). As a result, severe, prolonged droughts are relatively infrequent 
(Desmet and Cowling, 1999). The generally low winter rainfall is ameliorated by the 
presence of fog and dew throughout the year, and particularly in the otherwise dry 
summer months. Namaqualand receives dewfall and coastal fog on about 75 days of 
fog in the year, with the amount of fog exceeding rainfall amounts in some areas (Davis 
et al., 2016; Desmet and Cowling, 1999; Schmiedel et al., 2012). Fog plays a 
significant role in reducing water stress for desert adapted plants allowing for greater 
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survival of individual plants as well as year-round recruitment (Desmet and Cowling, 
1999; Schmiedel et al., 2012).  
Temperatures across Namaqualand are generally mild throughout the year. Mean 
annual temperatures (MAT) for the study area range between 16-18°C while mean 
maximum summer temperatures are usually less than 30°C. South-westerly sea 
breezes blowing off the cold Atlantic Ocean moderate summer temperatures (Desmet, 
1996) although maximum daily temperatures of up to 40°C are sometimes recorded 
in the winter months. These temperature peaks occur as a result of warm subsiding 
air that sweeps down the escarpment from the interior plateau of the country as 
katabatic or ‘berg’ (lit. mountain) winds (Cowling et al., 1999b). Platbakkies Succulent 
Shrubland has the greatest range between mean monthly maximum and minimum 
temperatures, which are 37°C and -3°C respectively. This vegetation type experiences 
between 20 and 40 frost days a year while the rest of the study area experiences eight 
to 13 days of frost. Namaqualand Heuweltjieveld is the only vegetation type in the 
study area that experiences virtually no frost days, with temperatures that rarely go 
below 5°C (Mucina et al., 2006a).   
Observed changes in the Namaqualand climate reveal several general patterns that 
are described in MacKellar et al. (2007), Haensler et al. (2010) and Davis et al. (2016). 
There has been a general increase in temperatures across the region, as well as an 
increase in the frequency of hot extremes over the last century, with minimum and 
maximum temperatures having increased by 1.4 and 1.1°C respectively (Davis et al., 
2016). These changes are in line with observed increases in regional temperatures 
across the globe (Davis et al., 2016). Rainfall patterns analysed by MacKellar et al. 
(2007) between 1950 and 1999 reveal spatial partitioning with generally increased 
precipitation in the central coastal belt and northeast section of Namaqualand, and a 
general drying of the escarpment (MacKellar et al., 2007). Davis et al. (2016) found 
that although rainfall between 1901 and 2009 decreased over the eastern parts of 
Namaqualand during winter, and over the central and southern parts during spring, 
these patterns were not statistically significant. The trends in increasing temperature 
observed for Namaqualand are expected to persist into the future. Rainfall, on the 
other hand, is expected to decrease overall, despite an increase in late summer 
convective precipitation in the northeast (Davis et al., 2016; MacKellar et al., 2007). 
More frequent and severe drought periods, such as the drought experienced by the 
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region as a whole between 2015 and 2018, are likely to exacerbate the impact of a 
generally worsening climate on people and the environment (Davis-Reddy, 2018). 
 
3.3 Land use 
Hoffman and Rohde (2007) provide an overview of how changes in land-use practices 
have impacted on the Namaqualand environment. The region’s complex socio-
economic and political context (Botha et al. 2008, Kelso and Vogel, 2015) as well as 
the implementation of land reform policies have had a significant effect on the natural 
resources of the region (Benjaminsen et al., 2006; Lebert and Rohde, 2007; May and 
Lahiff, 2007). 
Hoffman and Rohde (2007) describe the environmental history of Namaqualand 
through a series of three distinct ‘ecological revolutions’, which is a term first conceived 
by Merchant (1987) and defined as “major transformations in human relations with 
non-human nature” (Merchant 1987, p.265; Hoffman & Rohde 2007). The first 
ecological revolution is referred to as the pastoral ecological revolution, which took 
place as a result of the introduction of livestock to Namaqualand approximately 2000 
years ago (Hoffman and Rohde, 2007; Webley, 2007). Although evidence of the first 
humans in Namaqualand has been dated to the Early Stone Age, the first people to 
settle in the region for an extended period did so around 50 000 years ago toward the 
end of the Middle Stone Age (Dewar, 2006; Dewar and Stewart, 2017). Subsisting by 
hunting and gathering, and migrating to and from the coast in response to favourable 
environmental conditions, these early colonists would not have had a significant 
impact on the environment. Nomadic Khoe-Khoen herders, however, began to rear 
livestock around 2000 BP, a practice which likely changed the relationship between 
people and their environment (Webley, 2007). The total human population, and the 
livestock they kept, during this time probably never exceeded a few thousand 
individuals. This, along with a nomadic way of life, is likely to have limited the impact 
these early pastoralists had on the natural environment (Hoffman and Rohde, 2007). 
There are, however, suggestions that both San hunter-gatherers and Khoe-Khoen 
herders may have caused soil erosion and local changes to plant communities through 
the repeated use of preferred campsite and kraal (corral) locations and alterations to 
the fire regime (Sampson, 1986; Sugden, 1989) (Samson 1986; Sugden 1989).  
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The second ecological revolution is described as the colonial ecological revolution. 
This, it is proposed, commenced as early as 1713 with the spread of smallpox from 
the Cape Colony into Namaqualand, which decimated the human pastoral population 
(Hoffman and Rohde, 2007). From this time onwards, the local Namaqualand 
population was forced into smaller and smaller areas of less favourable habitat by 
continued land appropriation and forced sedendarisation by both colonial and 
apartheid governments. The Nama, which is the local name given to the group of 
Khoe-Khoen herders living in Namaqualand at the time of colonial settlement, were 
increasingly confined to smaller areas within regions such as the Kamiesberg and 
Richtersveld. White farmers, however, were permitted access to more extensive areas 
in which to graze their herds. In 1878, white farmers were, for the first time, allowed to 
purchase land privately, allowing them to fence their land and demarcate fixed 
boundaries. The creation of service villages by the apartheid government in the first 
half of the 20th century, the subsidisation of white farmers, and a shift to the commercial 
exploitation of sheep that required less farm labour all led to an increase in the number 
of rural households, and increasing pressure on natural resources in communal areas 
(Hoffman and Rohde, 2007). Mining has also taken place in Namaqualand since the 
late 17th century when copper ore was ‘discovered’ near present-day Springbok. Since 
the 1680s, copper ore and diamonds have been the primary exports from the region. 
Mining has had a significant impact on the natural environment, both because of the 
mining activities themselves but also as a result of the construction of transportation 
infrastructure (Carrick and Krüger, 2007).  
The third and contemporary ecological revolution in Namaqualand, as described by 
Hoffman and Rohde (2007), is the post-agrarian ecological revolution. Various factors, 
including increased urbanisation, improved transport, the modernisation and 
development of agricultural technology, an end to agricultural subsidies, as well as 
increased land reform activities have resulted in an overall reduction in agriculture and 
mining in Namaqualand since about 1950. This has coincided with a greater emphasis 
on conservation initiatives in the region, particularly those associated with the 
promotion of tourism, and the expansion of protected areas such as the Namaqua and 
Richtersveld National Parks, and the Goegap and Knersvlakte Nature Reserves 
(Hoffman and Rohde, 2007). The predominant land use in Namaqualand, however, 
remains the farming of small livestock, especially sheep. As a result, overgrazing, 
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particularly in communal areas, has been singled out as the biggest threat to 
biodiversity (Todd and Hoffman, 1999). 
 
3.4 Vegetation 
Early attempts to map the vegetation of South Africa were on a relatively coarse scale 
with only a maximum of 21 vegetation types being described across the country 
(Adamson, 1938; Pentz, 1945; Pole Evans, 1936). A more comprehensive map was 
developed by Acocks in the Veld types of South Africa (Acocks, 1953). Acocks 
mapped 70 veld types and 75 variations across eleven broad groups which are similar 
to today’s biomes. A veld type is defined as “a unit of vegetation whose range of 
variation is small enough to permit the whole of it to have the same farming 
potentialities” (Acocks, 1953, p.1).  
Acocks’ veld types underpinned much of the understanding of vegetation distribution 
in South Africa for half a century. Improved spatial information and mapping 
technologies, however, led to both the need and the capability of developing an 
updated vegetation map for the country. This responsibility fell to the South African 
National Biodiversity Institute (SANBI) who, through a direct parliamentary mandate 
via the 2004 Biodiversity Act, are required to report on the country’s biodiversity, the 
conservation status of species and ecosystems, and the impacts they face. As a result, 
SANBI require a detailed vegetation baseline for the country against which trends can 
be observed and changes reported on (Mucina and Rutherford, 2006).  
The VEGMAP project, which was initiated in 1996 was finally published in 2006 as 
The Vegetation of South Africa, Lesotho and Swaziland (Mucina and Rutherford, 2006; 
SANBI, 2006). SANBI have continued to improve the vegetation map through several 
VEGMAP projects (VEGMAP 2009; 2012). The most recent update is the Vegetation 
Map 2018 (VEGMAP 2018) which was released in June 2019 (SANBI, 2019). 
VEGMAP 2018 describes a total of 459 vegetation types within South Africa. The 
vegetation types, which are the finest scale unit within the VEGMAP context, are 
grouped into 41 bioregions. The bioregions are, in turn, grouped within the nine major 
biomes of South Africa. A vegetation type is defined as “a complex of plant 
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communities ecologically and historically (both in spatial and temporal terms) 
occupying habitat complexes at the landscape scale” (Mucina et al. 2006, p.16).  
Nearly 6 500 plant species occur in the sixty-four vegetation types of the Succulent 
Karoo biome, which is one of only two global biodiversity hotspots that occur in a 
dryland environment (Myers et al., 2000). Covering about half of the area of the 
Succulent Karoo, the four Succulent Karoo bioregions of Namaqualand contain 47 of 
the biome’s vegetation types (Figure 3.2). This region is home to approximately 3 500 
plant species, of which about 25% are endemic (Desmet 2007; SANBI 2018). The 
vegetation types of Namaqualand have been largely described as shrublands that are 
dominated by predominantly leaf-succulent of deciduous-leafed woody perennial 




Figure 3.2. The four bioregions that comprise Namaqualand, and the protected areas that 
occur within the region. 
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3.4.1 Project area selection 
To map the condition of vegetation and extent of degradation across an area, the 
underlying ecological and anthropogenic processes and drivers need to be broadly 
consistent, and the measurable response in vegetation characteristics need to be 
largely similar. As an extreme example, mapping differences in tree cover between a 
forest and a savanna may help to distinguish the two vegetation units but will not aid 
in drawing any conclusions about the condition of the two different landscapes. 
Expectations of broad vegetation patterns, therefore, need to be similar across the 
project area. It would not be possible to sample all the Namaqualand bioregions due 
to the number of replicates required, the amount of data that would be collected at 
each sample site, as well as the relative inaccessibility of many areas within 
Namaqualand. Therefore, a subset of representative vegetation units has been 
selected which cover a large proportion of the region, encompass much of the diversity 
present and are relatively accessible for field monitoring purposes. The relative 
protection afforded to each potential vegetation unit, through their inclusion in 
protected areas, was also considered. Units with a significant percentage of land 
already included in protected areas were not considered for this project as one of the 
broader aims of the project is to contribute to future conservation through aiding 
protected area expansion efforts, which will be more useful for vegetation units that 
are poorly protected by the current protected area network.  
Although pockets of the Namaqualand Cape Shrublands Bioregion fall within the 
geographic extent of the Namaqualand area, this bioregion forms part of the Fynbos 
biome and is not of interest for this project. The Richtersveld and Knersvlakte 
bioregions are well represented by the protected area network through the 
Richtersveld National Park and the recently proclaimed Knersvlakte Nature Reserve 
(Figure 3.2). The Knersvlakte Nature Reserve emerged as a result of a comprehensive 
regional biodiversity plan which continues to contribute to the expansion of the 
protected area. Namaqualand Sandveld units have been subject to extensive mining 
and many of these areas are so severely degraded as to prove unhelpful in the 
development of the land degradation assessment method. Of those areas that have 
not been severely degraded, a significant proportion is already conserved within the 
Namaqua National Park. The Namaqualand Hardeveld bioregion is a relatively 
contiguous area which forms nearly half the total area of Namaqualand, and covers 
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about the same extent as the other three bioregions together. Formal conservation 
protection of the Hardeveld bioregion is in the form of the Goegap Nature Reserve and 
a relatively small section of the Namaqualand National Park (Figure 3.2) while the 
majority of the area is not formally conserved. The Hardeveld bioregion is also 
bisected by the National N7 highway which runs north-south, and several regional 
roads that run east-west across the project area. These roads, and the small to large 
towns that occur along it, make access to the bioregion more possible than some of 
the other bioregions. As a result, the Namaqualand Hardeveld bioregion is the focus 
of this project, with the view of developing a method that will be transferrable to similar 
regions within Namaqualand, the Succulent Karoo biome and globally.   
 
3.4.2 Vegetation types  
The Hardeveld Bioregion is comprised of seven vegetation types covering a total area 
of 18 318 km2 (Figure 3.3). These vegetation types are the Namaqualand Klipkoppe 
Shrubland (SKn 1), Namaqualand Shale Shrubland (SKn 2), Namaqualand Blomveld 
(SKn 3), Namaqualand Heuweltjieveld (Skn 4), Platbakkies Succulent Shrubland (SKn 
5), Kamiesberg Mountain Shrubland (SKn 6), and the Southern Namaqualand 
Quartzite Klipkoppe Shrubland (SKk 10) (SANBI 2018). Of these, the Southern 
Namaqualand Quartzite Klipkoppe Shrubland is a recent addition following the 
publication of VEGMAP 2018. Although the six other vegetation types are original to 
the initial VEGMAP project, the extent and boundaries of these types have changed 
and, in some cases, certain portions have been reclassified as different vegetation 
types in entirely different biomes. This is important to note as it points to the 
adaptability which needs to be built into mapping procedures and products, and further 
supports the use of archetypes introduced in chapter two. A land degradation 
assessment technique, for example, needs to be adaptable to a change in project area 








A comprehensive description of the six original Hardeveld bioregion vegetation types 
is provided in chapter five of Mucina and Rutherford (2006) (Mucina et al., 2006a). A 
description of the newly classified Southern Namaqualand Quartzite Klipkoppe is 
available on the SANBI Biodiversity GIS website (http://bgis.sanbi.org/), and is based 
on a report by Desmet and Dayaram (2016). Namaqualand Klipkoppe Shrubland (SKn 
1) makes up the central region of Namaqualand and is the largest of the project area 
vegetation types (Figure 3.3). The area is characterised by open shrubland up to 1 m 
tall on a landscape of granite and gneiss domes, with only a few Aloe dichotoma trees 
scattered on some slopes. Shrubs typically display ericoid or succulent foliage. 
Although SKn 1 is the largest vegetation type in the study area, its extent has nearly 
halved following its reclassification in VEGMAP 2018. This reclassification has 
occurred primarily to the south of its former extent, which is now classified as either 
Figure 3.3. The Namaqualand Hardeveld bioregion comprising seven vegetation types, six of 
which make up the project area for this thesis. Inset depicts the location of the bioregion with 
respect to Namaqualand as a whole. 
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Namaqualand Heuweltjieveld (SKn 4) or the newly assigned Southern Namaqualand 
Quartzite Klipkoppe Shrubland (SKk 10). Namaqualand Heuweltjieveld (SKn 4) is 
distributed in the foothills of the escarpment, largely to the west of the Klipkoppe 
Shrubland and inland of the coastal plains, but now also makes up a significant part 
of the southern extent of the region. The area covered by SKn 4 is nearly 50% larger 
in VEGMAP 2018 as compared with VEGMAP 2012. The diagnostic feature of this low 
shrubland landscape is the leaf-succulent dominated mosaic of heuweltjies in a matrix 
of surrounding vegetation (Mucina et al., 2006a). The Southern Namaqualand 
Quartzite Klipkoppe Shrubland (SKk 10) also occurs to the south of the project area 
but only covers about 5% of the bioregion. A distinction has now been made between 
the SKk 10 and SKn 1 based primarily on the underlying geology. SKk 10 occurs on 
quartzite hills and koppies, and not the granite and gneiss domes typical of SKn 1 
(Desmet and Dayaram, 2016). Although there are large structural and floristic 
similarities between SKn 1 and SKk 10, there are many species endemic to SKk10. 
There is also floristic overlap with the quartz patches of the northern Knersvlakte. This 
makes SKk 10 a distinct unit in some ways, and transitional between northern 
Knersvlakte and typical Namaqualand Klipkoppe Shrubland (Desmet and Dayaram, 
2016). 
Occurring to the north, and covering only about 3% of the region, Namaqualand Shale 
Shrubland (SKn 2) is characterised by smooth undulating country typically supporting 
relatively dense shrubland (Figure 3.3). Parts of the former extent of the vegetation 
type to the south and west have been reclassified as Renosterveld, thus falling within 
the Fynbos biome. Namaqualand Blomveld (SKn 3) occurs in scattered patches 
across much of the region but predominantly to the east. A large portion has been 
reclassified in VEGMAP 2018 as Bushmanland Arid Grassland (Nama Karoo biome), 
and only covers about 60% of its former extent. SKn 3 predominantly occurs on 
sedimentary surfaces between the rocky granitic hills and mountains of the 
Kamiesberg. The Blomveld is characterised by sparse dwarf shrubs with succulent or 
ericoid leaves. Large areas of the former Platbakkies Succulent Shrubland (SKn 5) 
have also been reclassified as Bushmanland Arid Grassland resulting in a 50% 
reduction in its overall extent. SKn 5 represents a transition zone between the 
Succulent Karoo vegetation types and those of the Nama-Karoo. The area is mainly 
flat plains with some low koppies and hills where low succulent shrubs dominate loamy 
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colluvial and rocky soils, and grasses dominate more sandy soils (Mucina et al., 
2006a). Kamiesberg Mountains Shrubland (SKn 6) occurs on predominantly steep 
south to east facing slopes towards the peaks of the Kamiesberg Mountains. It Is 
characterised by tall shrubland consisting of both non-succulent and succulent shrubs, 
and has been categorised as transitional to Renosterveld (Mucina et al., 2006a). It is 
therefore difficult to access for rapid field assessment and is not necessarily 
representative of the general vegetation of Namaqualand. Kamiesberg Mountains 
Shrubland has therefore not been included in the project area. The remaining six 
vegetation types cover nearly half of the total area of Namaqualand and also account 
for a large proportion of the region’s biodiversity. As a result, these six vegetation types 














Chapter 4:  
4. Field-based assessment of habitat condition 
4.1 Field-based assessment of land degradation 
The primary aim of this project is to map the extent and severity of land degradation 
across Namaqualand. This was achieved through adopting some of the methodology 
applied in similar arid and semi-arid regions by authors such as Thompson et al. (2005), 
Todd (2009), Oldeland et al. (2010), and many others. These methods were extended 
to incorporate the use of archetypes, as proposed by Cullum (2014) and Cullum et al. 
(2016a and 2016b). This approach resulted in the creation of a versatile land 
degradation map that incorporates the inherent uncertainty in the mapping procedure. 
A fundamental component of this methodology was to first obtain an ecological 
understanding of the vegetation types to be mapped, as well as to identify the range 
of habitat condition possible within the study area.  
Habitat condition has been defined as the difference between one dynamic ecological 
state resulting from an understood natural regime of disturbance and recovery, and 
the other consisting of modified states thought to result from anthropogenic 
disturbance (Harwood et al., 2016). Habitat condition can be thought of as the broader 
framework within which land degradation processes act. Thus, a potentially degraded 
landscape will fall on one side of the spectrum of possible condition for an area, while 
a landscape that has been less impacted upon will fall on the other side. Land 
degradation can be defined, in this case, as either a decrease or deterioration in 
habitat condition over time, or by a condition state that is known to be degraded. In 
order to create a spectrum of possible habitat condition for a landscape it is important 
to include quantitative measures of condition that can be applied continuously across 
the project area. These measures can then be combined to provide a range of 
condition scores for the region (Harwood et al., 2016).  
For this project, field measures were chosen for two main purposes. The first group 
was used to create a spectrum of possible condition for the Namaqualand Hardeveld 
bioregion. The second group of indicators was used to interpret the results of the 
mapping procedure within the context of known anthropogenic and abiotic drivers of 
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change, and ultimately to construct a land degradation archetype for the project area 
(see chapter six). Due to the relatively large size of the study area, at nearly 20 000 
km2, and the relative inaccessibility of some areas as a result of inevitable time and 
other logistical constraints, a sample of reference sites first needed to be identified for 
field work.  
Field-based assessments of habitat condition and land degradation are commonplace 
and, as a result, a variety of different techniques and sampling methods have been 
developed (e.g. Stocking and Murnaghan, 2000; Todd, 2009; Vågen et al., 2013b). 
These techniques vary depending on the overall objectives of the study, the relative 
expertise of the sampling team, and the amount of time and resources that are 
available. Another important factor in the development of field sampling techniques is 
the scale of the project area (Anderson, 2018). The sampling technique as well as the 
selection of attributes to sample is largely dependent on the overall size of the project 
area. Relatively small farms may, for example, be sampled extensively in order to 
cover as much of the farm as possible. In these instances, a larger number of variables 
may be measured at a finer spatial scale. Larger areas, on the other hand, may require 
a fewer number of variables that can be scaled up to the extent of the project area 
(Marvin and Asner, 2016).  
4.2 Land degradation indicators 
Field-based land degradation assessment approaches rely on a set of indicators that 
are thought to characterise both observed characteristics in the field, and the 
processes potentially associated with these characteristics. Various lists of indicators 
for measuring desertification have been developed (Table 4.1). These indicators are 
generally grouped within a hierarchy where broad, globally applicable indicators make 
up the higher levels and more regionally- or locally-specific indicators are associated 
with lower levels of the hierarchy (e.g. Berry et al. 2009). This approach allows for a 
larger list of potential indicators to be available for local and regional studies that can 
describe desertification in each specific context, and which can then be grouped within 
the broader indicator categories at the global scale (Sommer et al., 2011). Such an 
approach is particularly useful within the context of UNCCD reporting and, therefore, 




Table 4.1. Timeline of the different approaches and the broad set of indicators proposed 
for land degradation field assessments 
Publication summary Broad indicator categories (with selected examples) 
Guidelines for Field 
Assessment (Stocking and 
Murnaghan, 2000) 
Indicators of soil loss (rills, gullies); indicators of production 
constraints (crop yield, nutrient deficiencies). 
Land Degradation 
Assessment in southern 
Africa (Stringer and Reed, 
2007) 
Agricultural (declining livestock condition, decreased milk 
production); vegetation (decreased grass cover, decreased 
abundance of trees); soil (increased soil looseness, decreased 
soil organic matter); wild animals and insects (decreased 
abundance of birds / game). 
Manual for Describing Land 
Degradation Indicators 
(DESIRE, 2008) 
Physical and ecological (rainfall, slope aspect, plant cover); 
economic (farm size, grazing intensity, land use type); social 
(population density); institutional (protected areas). 
Selected Global Indicators 
of Land Degradation (IIASA, 
2009) 
Land cover (cultivated land, forest, pastures); soil and terrain 
(erodibility, slope); management (crop management index). 
Field-Based Assessment of 
Degradation (Todd, 2009) 
Plant functional type percentage cover; ecological indicator 
value (EIV). 
UNCCD Recommended 
Minimum set of Impact 
Indicators (Berry et al., 
2009) 
Water availability per capita; change in land use; percentage of 
population above poverty line; level of land degradation; plant 
and animal biodiversity; aridity index; lands under sustainable 
land management; land cover status.  
Local Level Assessment of 
Land Degradation and 
Sustainable Land 
Management (Bunning et 
al. 2011) 
Vegetation (decline in vegetation cover, decline in species / 
habitat diversity, reduced vegetation productivity); soil 
(description of soil sample, pH, organic carbon).  
Application of Indicator 
Systems for Monitoring and 
Assessment of 
Desertification form 
National to Global Scales 
(Sommer et al., 2011) 
High level indices (natural capital loss, land at risk, Human 
Appropriation of Net Primary Production, human wellbeing, 
biodiversity index); themes (water, soil, vegetation, animals, 
biodiversity); fundamentals (precipitation, slope, land cover, 
livestock, protected areas, etc.). 
Identifying Best Land 
Management Practices for 
Combating Desertification 
(Kosmas et al., 2012) 
Physical environment (annual rainfall, aridity index, soil 
drainage, slope aspect / gradient); socio-economics (farm 
ownership, population density, farm subsidies); land 
management (major land use, plant cover, land use intensity). 
The Land Degradation 
Surveillance Framework 
(Vågen et al., 2013b) 
Land form (position, slope gradient); vegetation (type, 
structure, cover); land use (current use, conservation status, 
impact of uses); soil (visible erosion, infiltration, texture). 
Evaluation and Selection of 
Indicators for Land 
Degradation and 
Desertification Monitoring 
(Kairis et al., 2014) 
Water erosion (water storage, land terracing); tillage erosion 
(tillage direction, policy implementation); soil salinisation 
(ground water exploitation, water demands); water stress (land 
abandonment, soil erosion control); forest fires (grazing 
intensity); overgrazing (soil water conservation).  
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One of the first comprehensive sets of guidelines for the field assessment of land 
degradation published following the establishment of the UNCCD was compiled by 
Stocking and Murnaghan (2000). This publication brought together knowledge and 
expertise gained through two internationally funded projects to provide a range of 
indicators of soil loss and production constraints (Table 4.1). Guidance is also provided 
as to how indicators can be combined to provide a clearer picture of land degradation 
for any given area. This publication is also significant in that it illustrates the changing 
perspective within the desertification narrative in that the assessment is viewed 
through the lens of the farmer and land user (Stocking and Murnaghan, 2000). Another 
globally significant attempt to establish a comprehensive list of land degradation 
indicators was conducted through the European Union funded Desertification 
Mitigation and Remediation of Land (DESIRE) project. The first report produced 
through this project lists a total of 72 indicators related to causes or processes of land 
degradation and desertification shown to be important in 18 degradation and 
desertification hotspots around the world. These indicators were determined through 
engagement with scientists and various stakeholder groups. (DESIRE, 2008). 
Under the umbrella of the DESIRE project, Kosmas et al. (2012) provide a list of 
indicators for identifying suitable land management practices for combatting 
desertification (Table 4.1). These indicators reflect a reduced subset of those 
presented by the original DESIRE document (Kosmas et al., 2012). Kairis et al. (2014) 
further evaluate which indicators in the DESIRE database are best related to several 
specific land degradation processes, such as erosion and overgrazing. They found 
that, among a long list of both biophysical and socio-economic indicators, rainfall 
seasonality, slope gradient and water scarcity were found to be the most important 
indicators of land degradation globally (Kairis et al., 2014). At a similar scale to the 
DESIRE project, the UN FAO’s Land Degradation Assessment in Drylands (LADA) 
project has developed several field manuals for local land degradation assessment as 
well as a compilation of a selection of global indicators of land degradation (Bunning 
et al., 2011; IIASA, 2009). These various publications, along with previous work by the 
UNCCD and other organisations, formed the basis of the UNCCD recommended 
minimum set of impact indicators published in 2009 (Berry et al., 2009). This set of 11 
indicators was primarily established to help identify the impact of the UNCCD in 
implementing their 10 year strategic plan that emerged from the 8th conference of the 
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parties (UNCCD, 2007). Although national and regional indicators can subsequently 
be fed into land degradation assessments where appropriate, the reproducibility of the 
framework is limited by its objective of measuring the UNCCD’s impact. Sommer et al. 
(2011), therefore, provide a framework for selecting indicator sets for land degradation 
or desertification assessments at all spatial scales. Their framework includes three 
levels of data organisation with several hundred fundamental indicators grouped 
initially into five major themes, which are nested within five high level indices. This 
approach allows for indicator-based monitoring and assessment to be rooted within a 
specific broader desertification framework (Sommer et al., 2011).  
These global indicator lists and systems provide a good framework for land 
degradation assessment at the regional or local scale, but require good national and 
regional data that in many cases, and particularly within the African context, does not 
exist. As a result, several regional level indicator lists and frameworks have been 
developed from as early as the establishment of the UNCCD. For example, continuing 
with the more participatory approach promoted by Stocking and Murnaghan (2000), 
but within the narrower spatial scale of southern Africa, Stringer and Reed (2007) 
provide a list of land degradation indicators obtained through workshops with local 
communities (Table 4.1). Vågen et al. (2013), on the other hand, collate several years 
of land degradation research in Africa to produce the Land Degradation Surveillance 
Framework (LDSF) which allows for the development of a baseline assessment of a 
landscape for monitoring land degradation processes and recovery over time. 
The indicators that have been used in land degradation studies in other arid areas 
around the world provide useful guidance in developing a list of potential indicators for 
Namaqualand. These indicators, however, need to be chosen through specific 
knowledge of the ecology and socio-economic conditions of Namaqualand, as well as 
through detailed analysis of land degradation studies in South Africa, and particularly 
the more arid regions of the country. Todd (2009) completed a field-based assessment 
of degradation in the Namakwa district as part of the Degradation Mapping Project 
(Table 4.1). This assessment included six vegetation types that fall within both the 
Nama-Karoo and Succulent Karoo biomes (Todd, 2009), one of which is shared with 
this project: the Namaqualand Heuweltjieveld vegetation type. The field methodology 
and measures implemented by Todd (2009) were, therefore, used as a starting point 




4.3.1 Plot selection 
In order to ensure that sampling occurs across the entire range of potential habitat 
conditions, plot locations should either be based on known conditions, or a random 
distribution of plots across the area if the habitat condition is not known (Todd, 2009). 
Ideally, the range of potential conditions should be uniformly sampled across the 
different vegetation types such that all condition types are equally represented. Using 
a random distribution of plots was not possible for this study because of the relative 
inaccessibility of some plots, and the excessive amount of time it would take to sample 
the plots. If sampled randomly, the plots would be distributed across many different 
land owners and land users each of whom would have to be consulted in order to 
obtain permission to sample on their land. Other plots would be distributed in near 
inaccessible steep and mountainous terrain. Another potential flaw of a random 
sampling method is that the full range of possible conditions is unlikely to be 
adequately sampled resulting in ecologically important but less widespread areas 
being excluded (Hirzel and Guisan, 2002). For example, the highest grazing impact in 
the project area generally occurs in small and isolated areas around water points and 
kraals. These areas would likely be underrepresented in a randomly assigned set of 
plots. As a result of these factors, a more targeted approach was employed for this 
study in order to document the full range of habitat condition across the project area.  
Google Earth ProTM was used to determine the most appropriate zones within the 
project area on which to focus the sampling efforts. This initial desktop reconnaissance 
was based on locating a range of relatively accessible vegetation types as close as 
possible to primary and secondary roads. Data collection at each plot was kept to 
between 15 and 20 minutes in order to sample as many plots in a day as possible and 
collect all the data in the same growing season. A data sheet was developed to allow 
for swift and consistent field data collection and to make it easy for future practitioners 





The primary objective of the field work phase was to sample the entire range of habitat 
conditions possible for the Namaqualand Hardeveld bioregion. As such, piospheres 
and fenceline contrasts, where a difference in habitat condition was observed, were 
sought out during the desktop reconnaissance phase, as well as while driving through 
the potential sampling zones. Lange (1969) determined that the impact of grazing 
sheep decreased radially away from water points and coined the term piosphere to 
describe this observation. Washington-Allen et al. (2004, p.136) extended the 
definition to “include any concentrated animal or anthropogenic impact that radiates 
from an area of concentration”. The sampling of piospheres is useful in the 
assessment of degradation in drylands as it allows for a range of potential habitat 
condition, from ‘degraded’ to ‘non-degraded’, to be sampled over a relatively small 
area and short space of time (Figure 4.2). The study of piospheres has also allowed 
for the separation of grazing impacts from climatic effects, which is an issue of 
particular concern in drylands (Pickup et al., 1994; Wessels et al., 2007b). As a result, 
piospheres or grazing gradients have been used extensively as indicators of 
Figure 4.1. Data sheet created for recording plot characteristics and collecting field data. 
(SHCS – subjective habitat condition score; Cover estimates (annual – annuals, Lf Su – leaf 
succulent plant species, St Su – stem succulent plant species, Non Su – non-succulent 
perennial plant species, G.a/ind – Galenia Africana / degradation indicator species, grass – 
perennial grasses, Biocr – biological soil crust, Baregr – bare ground, Rock – bare rock, Litter 
– dead organic matter); Cyano – cyanobacteria; Bryo – bryophytes; Pedi – pediment; Toe-sl 
– toe-slope; Mid-sl – mid-slope). 
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desertification and land degradation in arid areas (Andrew, 1988; Bastin et al., 1993; 
Beukes and Ellis, 2003; Dougill et al., 1999; Hanan et al., 1991; Jafari et al., 2008; 
Kotzé et al., 2013; Pickup and Chewings, 1994; Riginos and Hoffman, 2003; Sternberg, 
2012; Thrash, 2000; Washington-Allen et al., 2004). The analysis of piospheres in this 
study was useful in determining a range of possible conditions within an area while 
controlling for abiotic drivers such as differences in climate or soils. Piosphere 
sampling also allowed for a greater number of plots to be sampled at any given time 














Differences in vegetation cover and composition across fence lines are useful for the 
same reason as piospheres in that the observed differences are likely a result of 
different land use or management practices, and not differences in abiotic drivers 
(Todd and Hoffman, 2009) (Figure 4.3). Fenceline contrasts allow for noticeably 
Figure 4.2. Example of a piosphere located within the project area (30.70403°S; 18.46500°E), 
with illustrations indicating the location of the water point away from which there is a gradient 
of decreasing grazing pressure (red and green arrow).    
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contrasting habitat conditions to be sampled in a small geographic area, thus saving 
time and resources during field sampling. They have been analysed mostly to explore 
differences in livestock grazing practices in communal versus private land, and to 
evaluate the consequences of heavy gazing on plant species richness and community 
composition (Todd and Hoffman, 1999, 2009; Nenzhelele et al. 2018). For the 
purposes of this study, fenceline contrasts were identified in order to improve field 
sampling efficiency by sampling a range of different habitat conditions in as short a 
time as possible and in a relatively small geographic area.  
 
 
4.3.2 Data collection 
During a four week period between September and October 2017, a total of 317, 5 m 
x 5 m plots were sampled across the six vegetation types of the Hardeveld bioregion, 
with a minimum of 50 plots for each vegetation type (Figure 4.4). The location of these 
plots was based on the vegetation types depicted in VEGMAP 2012 as this was the 
latest available resource at the time of field sampling. Subsequent to the completion 
of the field work, VEGMAP 2018 was released. Forty of the original 317 field plots 
Figure 4.3. Example of a fenceline contrast located within the project area (30.52950°S; 
17.62722°E), with illustrations indicating the fenceline between communal land in the north-
west and privately-owned land in the south-east. 
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occur outside the boundaries of the Namaqualand Hardeveld bioregion as defined by 
VEGMAP 2018. The exclusion of these plots did not, however, alter the results of the 
analyses and, therefore, 277 field plots from the six vegetation types of the project 
area were sampled. The 40 plots that were excluded, along with an additional 20 plots 
sampled during an earlier reconnaissance trip were used to ground truth the results 
obtained in chapter five (see section 5.2.2). Using the field data sheet (Figure 4.1), 
quantitative and qualitative data, relating to the biophysical condition of the area were 
collected, and each plot was assigned a subjective habitat condition score (SHCS). 
This score was based on a subjective assessment of the plot that considered the 
various indicators included in the data sheet as well as expert knowledge of the 
biophysical characteristics of the area. The scores range between one and ten, with a 
score of one indicating a very degraded landscape and a score of ten indicative of a 
non-degraded landscape. These scores were later compared with the more 

















The location of each plot was recorded both on a handheld GPS as well as on the data 
sheet (Figure 4.1). This was important both for ensuring the satellite data matched the 
plot location as accurately as possible, as well as to allow for potential future replication 
and monitoring. Elevation was also recorded from the GPS and was later verified 
through a digital elevation model (DEM) created in Google Earth Engine (Appendix A). 
Average perennial shrub height (cm) was estimated using a two-metre measuring pole. 
The height for a range of shrubs was estimated and the average was calculated from 
these estimates. The number of leaf succulent species was then determined. This step 
required knowledge of the dominant growth forms only and not a detailed knowledge 
of the species themselves. The vegetation of the area was divided in the data sheet 
into six functional groups: annuals (Annual), leaf succulent shrubs (Lf Su), stem 
succulent shrubs (St Su), non-succulent shrubs (Non Su), land degradation indicator 
species - namely Galenia africana (G.a/ind), and perennial grasses (Grass). The cover 
of these groups, along with the estimated cover of biological soil crust (Biocr), bare 
ground (Baregr), rock, and litter, were estimated such that the sum of all ten 
parameters equalled 100 percent for each plot (Figure 4.1 - Total). The dominant 
biocrust type (cyanobacteria, lichen, bryophyte) was also recorded. The dominant 
landform on which the plot was located, as well as the approximate slope aspect and 
angle, were also recorded. More accurate values for the slope characteristics were 
later determined using the DEM from GEE. Land tenure was recorded in the field and 
later verified using geospatial layers obtained from SANBI, as well as national 
cadastral information. The distance to the nearest kraal and / or water point was 
estimated in metres. Lastly, a 0.5 m x 0.5 m quadrat was randomly positioned in five 
different locations within the plot and the number of livestock dung droppings was 
recorded in each quadrat and summed to get an overall dung count for each plot. 
 
Variables used in field-based analysis 
Prior to creating a model of the field data, a preliminary visual assessment of the data 
was completed to determine the distribution of the variables, and how they were 
related to each other (Figure 4.4). The data were divided into potential measures of 
habitat condition, and potential drivers of change in habitat condition. The potential 
measures of habitat condition were used in the analyses for this chapter while the 
drivers were used to evaluate the final habitat condition assessment in chapter six. 
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Elevation, slope angle and aspect, land tenure, and landform were, therefore, not 
included in the development of the field-based assessment methods. The variables 
referring to the distance to the nearest water point or kraal were excluded as these 
measures were difficult to obtain in the field without prior knowledge of the location of 
all existing kraals and water points, and therefore contain too many missing values. Of 
the growth form cover estimates, perennial leaf succulents, stem succulents, and non-
succulents were summed to determine an overall value for perennial vegetation cover. 
Perennial leaf and stem succulent cover estimates were summed to obtain a perennial 
succulent cover estimate. Estimated cover of annuals, biological soil crust, bare 
ground, bare rock and litter were summed to obtain an estimate of the percentage of 
the plot that was not vegetated. Lastly, the estimated cover of annuals was added to 
the estimate for bare ground cover to obtain an estimate for a total bare ground cover. 
This is because annual plants often grow during a very brief period in bare or degraded 
landscapes. The cover of annuals was also generally very low at the time of the field 
work.  
4.3.3 Data analyses 
All data analyses were performed in R statistics (R Core Team 2019).  
Distribution of the field data 
Histogram charts were initially created to determine the general distribution of the data 
with respect to the subjective habitat condition score, as well as the other field 
measures.  
In order to determine whether there were differences across the subjective habitat 
conditions scores for each of the field-based measurements, a series of Kruskal-Wallis 
rank sum tests were performed. This was accomplished with the kruskal.test() function 
available in base R (R Core Team, 2019). Kruskal-Wallis is a non-parametric 
alternative to the one-way ANOVA test where there are more than two groups, and 
the assumptions of the one-way ANOVA are not met. If the Kruskal-Wallis tests 
returned a significant result, suggesting a difference between one or more subjective 
habitat condition scores (SHCS), then a multiple pairwise comparison test was 
performed to determine which groups differed from each other. This was accomplished 
using the pairwise.wilcox.test() function, also available in base R (R Core Team, 2019). 
The pairwise comparison output is a table of p-values for each pair in the SHCS groups.  
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Latent class analysis 
To determine whether the field sites clustered into distinct groups related to different 
levels of habitat condition, the depmixS4 package, which was developed to fit 
dependent mixture models on mixed categorical and continuous data, was used 
(Visser and Speekenbrink, 2010). Mixture models are probabilistic models that are 
used to make inferences about the properties of potential sub-populations within a 
broader population, with only observations of the pooled population. Examples of 
dependent mixture models include standard and hidden/latent Markov models, finite 
mixture distribution models, and latent class models (Visser and Speekenbrink, 2010). 
Latent class analysis (LCA) is a method for finding subtypes of related cases (latent 
classes) from multivariate data and can be performed using the depmixS4 package. 
LCA is similar to other clustering techniques but is more flexible in that it allows for the 
possibility that groups recovered from the data are uncertain (Oberski, 2016). LCA is 
considered an appropriate method for determining whether the Namaqualand field 
data cluster into any groups associated with habitat condition, while allowing for the 
fact that uncertainty exists within the designated clusters.  
LCA allows for a choice in the number of classes that are thought to exist in the dataset. 
In order to avoid any associated subjectivity, the model can be run several times with 
differing numbers of classes (nstates) to determine the number resulting in the best 
model fit. The model used in this analysis was run starting with nstates = 1, and then 
with an increasing number of classes until the model did not run successfully. The 
Akaike information criterion (AIC) for each successful run was compared, with a lower 
AIC indicating a better model fit. Once the ideal number of classes was determined, 
the posterior probabilities were extracted from the model output. Posterior probabilities 
are the probability that each sample (plot) belongs to a specific class. The relative 
importance of the various field variables in distinguishing the latent states, as well as 
the distribution of the field plots relative to their assigned states are determined, and 
the results are used as response variables in a model predicting field cover from Earth 




4.4.1 Field data 
Distribution of plots 
The distribution of the field plots relative to their assigned subjective habitat condition 
score (SHCS) was normal with most plots being assigned an SHCS of between three 
and six, and fewer plots with very low (most degraded) or very high (least degraded) 
scores (Figure 4.5A). There were, however, fewer plots with scores of eight or more 
than with scores of one to two, with only one plot with an SHCS of nine or above. 
Estimated perennial plant cover (Figure 4.5B) and estimated mean perennial plant 
height (Figure 4.5C) were both skewed to the right indicating low overall perennial 
plant biomass across the sampled plots. Estimated cover of bare ground (Figure 4.5D) 
as well as the cover estimate of everything in the plot apart from perennial vegetation 
(non-vegetated cover) were approximately normally distributed (Figure 4.5E). The 
estimated cover of succulent plant species was skewed heavily to the right indicating 
a predominance of plots with no succulent plant species cover (Figure 4.5F). The 
number of leaf succulent species was also skewed to the right with between zero and 
two succulent species recorded for most plots (Figure 4.5G). Dung count, too, was 
skewed to the right indicating a high proportion of plots with zero to very little dung, 
and only a small number of plots with a high dung count (Figure 4.5H).  
Differences between SHCS 
There were significant differences across the subjective habitat condition scores 
(SHCSs) for all seven field variables (p < 0.001). As a result of there being only one 
plot with a SHCS of nine, this plot was excluded from the graphs represented in Figure 
4.6. Estimated perennial plant cover (Figure 4.6A) and estimated mean perennial plant 
height (Figure 4.6B) increased with increasing SHCS (p < 0.05). Estimated bare 
ground (Figure 4.6C) as well as the estimated area of the plot not covered with 
perennial plant cover (Figure 4.6D) decreased with increasing SHCS (p < 0.05). 
Estimated succulent species plant cover (Figure 4.6E) and the recorded number of 
leaf succulent species (Figure 4.6F) increased between a SHCS of one and five before 
levelling out, and even decreasing with a SHCS of eight (p < 0.05). Lastly, recorded 





Figure 4.5. Distribution of the field plots relative to the field variables measured: A – Subjective 
Habitat Condition Score (SHCS); B – estimated perennial plant cover (%); C – estimated mean 
perennial plant height (cm); D – estimated bare ground cover (%); E – cover of plot that is not 
perennial plant cover (%); F – estimated succulent plant cover (%); G – recorded number of 




Figure 4.6. Variables used in the latent class analysis relative to the Subjective Habitat 
Condition Score (SHCS) where 1 = most degraded and 8 = least degraded. A – estimated 
perennial plant cover (%); B – estimated mean perennial plant height (cm); C – estimated bare 
ground cover (%); D – cover of plot that is not perennial plant cover (%); E – estimated 




4.4.2 Latent Class Analysis 
Best model 
A latent class model with three latent classes (nstates = 3) returned the lowest AIC 
value for the field data (Table 4.2). This model was chosen to determine the grouping 
of the field plots with respect to the measured field variables, as well as the most 
important variables in distinguishing between these groups. 
Table 4.2. Series of latent class analysis (LCA) models with increasing number of latent 
states (nstates). Akaike information criterion (AIC) values used to determine model 
quality are reported along with variables used in the models. 
Model nstates AIC Variables 
LCAmod1 1 19487.13 Mean perennial plant height, number of leaf succulent 
species, perennial plant cover, succulent species 
cover, cover of non-vegetation, cover of annuals and 
bare ground, dung count 
LCAmod2 2 18313.44 
LCAmod3 3 17841.34 
LCAmod4 4 Error 
 
Distribution of plots according to latent states 
The latent class analysis allows for each field plot to be assigned to one of the three 
latent states (S1, S2, and S3) (Table 4.3). The number of plots per state was relatively 
evenly distributed but there were fewer plots in S1 and S3 than in S2. More plots with 
a lower SHCS are found in S1, while plots with a median SHCS are more associated 
with S2, and plots with higher SHCS are in S3. The relationship between latent class 
assignment and SHCS was found to be significant using a Chi-square test (Chisq = 
254.19, df = 16, p < 0.001).  
Table 4.3. The number of plots assigned to each latent class (state) according to their 
subjective habitat condition score (SHCS). 
 Subjective Habitat Condition Score (SHCS) Total number of 
plots 
1 2 3 4 5 6 7 8 9 
State 
S1 28 24 16 12 15 1 0 0 0 96 
S2 0 4 33 41 28 21 4 1 0 132 





The probability of a plot belonging to S1 is highest with a low SHCS, while the 
probability of belonging to S3 is highest with a high SHCS, and the probability of 
belonging to S2 is highest with a median SHCS (Figure 4.7). Though the probability of 
a plot being in S2 is never zero for any given SHCS, the probability of being in S1 is 
zero for an SHCS of six or above, and the probability of a plot being in S3 is zero for 
an SHCS of three and below.  
 
 
Distribution of plots according to field variables 
Plots with high perennial plant cover are generally grouped into S3 while plots with low 
perennial plant cover are in S1 (Figure 4.8A). Correspondingly, most of the plots with 
high bare ground cover are associated with S1, and most of the plots with low bare 
ground cover are grouped into S3 (Figure 4.8B). A similar pattern was evident for the 
percentage of the plot not covered in perennial vegetation (Figure 4.8C). More plots in 
S1 have zero leaf succulent species (Figure 4.8D) and zero estimated succulent cover 
(Figure 4.8E). Plots with taller perennial shrubs are associated with S3, while there 
are more plots with shorter mean perennial plant height estimates in S1 (Figure 4.8F). 
S1 is associated with plots with very high dung count, while a large proportion of the 
plots with no recorded livestock dung are grouped into S3 (Figure 4.8G).  
Figure 4.7. Mean probability of being assigned to each latent class (S1, S2 & S3) plotted against 




Figure 4.8. Distribution of each field variable measure relative to the three latent class states 
(S1, S2, S3). A – estimated perennial plant cover (%); B – estimated bare ground cover (%); 
C – cover of plot that is not perennial plant cover (%); D – recorded number of leaf succulent 
species; E – estimated succulent plant cover (%); F – estimated mean perennial plant height 
(cm); G – recorded dung count. 
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Variables that most influence latent class determination 
Standardised scores are used in LCA to evaluate the relative contribution that each 
variable in an analysis has in separating the data into the respective latent classes. 
The bigger the difference in standardised scores between latent classes, the more 
important the variable is. For our model, the difference in standardised score between 
states one and two is greatest for non-vegetation cover, followed by perennial plant 
cover and succulent species cover. Perennial plant cover, bare ground cover, and non-
vegetation cover have the greatest difference in standardised scores between states 
one and three, while non-vegetation cover, perennial plant cover, and bare ground 
cover have the greatest difference in standardised scores between states two and 
three (Figure 4.9).  
 
Figure 4.9. Standardised scores (z) for each variable in the latent class model LCAmod3 
according to latent class state. Variables have been sorted by the differences between states 




The 277 plots sampled for this project provide an excellent indication of the range of 
habitat condition for the project area, from completely bare areas (e.g. Figure 4.10A) 
to areas with higher perennial plant cover, more succulent plant cover and diversity, 
and taller perennial shrubs (e.g. Figure 4.10B). The value of expert knowledge is also 
emphasised through the positive correlation between the various field measures and 
the subjective habitat condition scores. Importantly, the sampled plots group well into 
three different states that are related to the habitat condition of the project area. 
Potentially degraded plots are almost exclusively associated with S1, while plots that 
may be considered ‘pristine’ are generally associated with S3. As expected, the 
majority of plots fall between these two extremes, and are associated with S2. 
Estimated perennial plant cover and bare ground cover were found to be the two most 
important variables in distinguishing between the three latent states.  
 
4.5.1 Indicator selection 
Several potential indicators were identified in this project based on whether they reflect 
the condition of the veld, as well as whether they can be measured easily in the field. 
Potentially useful indicators suggested by the various publications listed in Table 4.1 
were not included if their measurement was either too time consuming, or too technical 
for the purposes of a rapid field assessment. Indicators were also not considered if 
they were deemed inappropriate for the specific conditions of the Namaqualand 
Figure 4.10. Examples of two field plots sampled between September and October 2017 that 
could represent degraded (A) and ‘pristine’ (B) extremes in habitat condition for the project 
area.   
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Hardeveld bioregion. As the overall aim of this project was to map the condition of the 
veld in the project area through the use of satellite imagery, another consideration for 
indicator selection was whether the measure is likely to correspond with the satellite 
data. If the aim of using satellite data was to map cover for the project area then field-
based cover estimates are likely to be important measures with which to test the 
accuracy of the satellite data (Lausch et al., 2016). It is therefore useful that the field 
estimates of perennial plant cover and bare ground emerge as the most important 
variables from the latent class analysis. Although some of the other variables, 
including the succulent plant cover and diversity, the mean perennial plant height, and 
the dung count for each plot, were less important than the cover estimates, their 
association with the three latent states remains important. This is because any 
relationship between the satellite data and the latent states, or the field estimates of 
cover, that is investigated in chapter five of this thesis are also indicative of a 
relationship between the satellite data and these other variables.  
 
4.5.2 Habitat condition of the Namaqualand Hardeveld bioregion 
The distribution of the measured field variables illustrate what may be expected for a 
dryland environment, and the Namaqualand Hardeveld bioregion in particular, with a 
large proportion of the area sampled having lower overall plant biomass represented 
by relatively low overall plant cover, and short to medium sized shrubs (Luther-
Mosebach et al., 2012; Mucina et al., 2006a). The mean perennial plant cover across 
the field plots was about 35% which would be considered normal for this dryland 
environment. The average mean perennial plant height of about 48 cm was also 
consistent with expectations (Luther-Mosebach et al., 2012). Although species 
diversity was not considered in this project, the number of leaf succulent species, and 
the estimated cover of succulent plants, also correspond well with what has been 
found previously. Alpha (within community) diversity has been found to be very high 
across Namaqualand, and particularly in the Hardeveld where a mean of between 90 
and 115 species have been recorded at the 0.1 hectare scale (Cowling et al., 1989). 
A linear extrapolation of this ratio would result in around two to three species per 5 m 
x 5 m plot, as was found in the field data (see Figure 4.5G). Although the relationship 
between plot size and species diversity may not be linear (Crist et al., 2003), this 
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comparison serves to illustrate that the mean number of leaf succulent species across 
the field plots is more or less expected for the Hardeveld bioregion. As a result, an 
occurrence of more than two leaf succulent species in the project area could illustrate 
higher than average succulent diversity, and be indicative of veld in above average 
condition. The field data therefore appears to represent the broad vegetation 
characteristics of the Hardeveld bioregion and provides a good approximation of the 
range of condition possible in this environment.   
 
4.5.3 Variables for comparison with Earth observation data 
Posterior probabilities  
The archetypal approach to mapping requires the development of a group of models 
for the area that represent a conceptual understanding of the landscape under 
different ecological conditions (Cullum, 2014; Cullum et al., 2016a). It is advantageous 
that the field plots across the project area are grouped statistically into three states 
that could represent three different potential condition classes for the bioregion. State 
one (S1) includes plots with indicator measures predicted to characterize a potentially 
degraded landscape (low plant cover, few or no succulent species present, high bare 
ground cover (Todd, 2009)), and has the potential to be used to approximate the 
‘degraded’ side of a habitat condition continuum for the project area. State three (S3), 
on the other hand, was characterised by indicator measures more associated with a 
non-degraded landscape (high plant cover, higher succulent species cover and 
diversity, less bare ground (Bunning et al., 2011; Todd, 2009; Vågen et al., 2013b)), 
and could be used to approximate the ‘non-degraded’ end of the same continuum. 
There is very little overlap in the probabilities of a plot belonging to both S1 and S3. 
S1 and S3 could represent two sides of a potential spectrum in habitat condition, 
against which the rest of the project area can be compared. State two (S2) generally 
falls between states one and three with regard to the variables measured, and 
represents the larger group of plots in the project area that fall between the two 
extremes of potential condition. In order to categorise these plots at a finer scale, they 
can be classified by their degree of similarity to both ends of the habitat condition 
spectrum, represented by S1 and S3. Thus, information is not lost in the classification 




At the level of the field assessment, the number of leaf succulent species, the mean 
perennial plant height and dung count are important variables for establishing the 
habitat condition of the project area. Plots with no succulent plant species cover are 
associated with a potentially degraded landscape, and are important in separating S1 
from both S2 and S3 (Figure 4.9). The mean perennial plant height increased from S1 
to S3 with no mean estimates lower than 10 cm for either S2 or S3 (Figure 4.8F). Dung 
count also appears to be an important predictor of habitat condition in that many more 
plots in S3 have no livestock dung than in the other two states, while S1 has plots with 
the highest livestock dung counts (Error! Reference source not found.G). While a 
low dung count may not be indicative of the condition of the veld, a very high dung 
count suggests a potentially degraded landscape. This suggests that factors other 
than overgrazing may result in a degraded landscape in the project area, but that 
overgrazing is almost certainly an important driver of desertification in some locations. 
One potential factor that will impact the contribution of dung count to the separation of 
the three latent states is long-term legacy effects. Areas that have been ploughed, 
mined, or heavily grazed in the past are likely to have low perennial plant cover, and 
are unlikely to be heavily grazed in the present. These areas would therefore have low 
dung counts despite being degraded.  
These variables are, however, unlikely to correspond well with the Earth observation 
data. The habitat condition archetype created in chapter 6 of this thesis is developed 
by considering both the variables which were found to be the most important in 
describing each condition extreme, as well as by the variables which best highlight the 
differences between these two extremes. Estimated perennial plant cover and the 
estimated cover of bare ground were the two most important variables in distinguishing 
between states one and three (Figure 4.9). This is unsurprising as these are the two 
variables most associated with the subjective assessment of the condition of most 
vegetated landscapes (e.g. Todd, 2009). Although there is significant overlap, in terms 
of the cover of bare ground, between S2 and S1 and S3 respectively, there was very 
little overlap between S1 and S3. Some of the plots in S1 had relatively low bare 
ground cover estimates of between 10 and 50% but this is likely a result of these plots 
having significant bare rock cover, and not high perennial plant cover. This would 
explain the relatively low cover of bare ground despite the plots being grouped into S1. 
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This observation is corroborated by the fact that there are no plots in S1 with less than 
40% non-vegetation cover. There is no overlap in perennial plant cover between S1 
and S3 as no plots in S1 have more than 20% perennial plant cover, and no plots in 
S3 have less than 35% perennial plant cover (Error! Reference source not found.A). 
Vegetation cover has been found to be significantly related to the condition of the veld 
in Namaqualand (Todd, 2009). In a field-based assessment of degradation in the 
Namakwa District, Todd (2009) developed an Ecological Indicator Value (EIV) for each 
species in his study based on the South African Department of Agriculture’s Grazing 
Index Values (GIVs). GIVs are an indication of a species productive value for livestock 
and are derived from an understanding of the species nutritional value, its ability to 
provide palatable fodder, and its ability to hold and bind soil (du Toit, 2000; du Toit et 
al., 1995). Despite being a good predictor of the agricultural productive potential of 
vegetation, GIVs are not always a good predictor of the overall condition of the 
vegetation. Thus, Todd (2009) developed EIVs to take into account the broader 
ecological value of the species and provide a better predictor of veld condition more 
generally. He found a significant positive relationship between total plant cover and 
EIVs across the different communities within the Namakwa District (Todd, 2009). This 
suggests that, as vegetation cover increases, so too does the condition of the veld. 
This relationship can, however, be skewed by the presence of land degradation 
indicator species such as Galenia africana. This species has been found to colonise 
disturbed areas after clearing or overgrazing, forming a relatively homogenous 
composition for the area. G. africana is not only unpalatable, and sometimes toxic, to 
livestock but has also been found to potentially change the soil conditions where it 
grows, preventing the establishment of other species (Allsopp, 1999). Thus, high 
percentage cover of this species would indicate a potentially degraded landscape, and 
would not correlate with an increase in veld condition. As a result, cover of this species 
was excluded from the perennial plant cover field estimates, and included as a variable 
on its own in the original data sheet used for this project’s field work phase. 
 
4.6 Conclusion 
The condition of the veld in the Namaqualand Hardeveld bioregion of the Succulent 
Karoo biome can be reliably estimated by considering a handful of important indicators 
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related primarily to the cover types present in the area, the presence of leaf succulent 
species, and the potential differences in grazing pressure to which different areas have 
been subjected. These indicators all contribute to the classification of each plot into 
one of three latent states. Importantly, for the purposes of comparing these latent 
states to Earth observation data, the probabilities of each plot belonging to each latent 
state have been determined. This provides continuous variables which are 
subsequently predicted by the Earth observation data in chapter five of this thesis. In 
the case where these probabilities did not result in a good model fit, the most important 
field variables from the latent class analysis (bare ground cover, non-vegetated cover 
and perennial plant cover) were used as response variables in their place.  As a result, 
the probabilities of belonging to S1, S2 and S3, as well as estimated perennial plant 
cover, non-vegetated cover, and estimated bare ground cover, are used in chapter 
five to determine what remote sensing derived measure best corresponds to the 


















Chapter 5:  
5. Correspondence of Earth observation data with 
field data 
5.1 Introduction 
The use of remote sensing technology, and its applications, for land degradation and 
desertification assessment and monitoring have long been considered a useful 
alternative to often costly, labour-intensive, and spatially- and temporally-limited field 
measures of plant biophysical variables (Alavipanah et al., 2010; Chikhaoui et al., 
2005; Liaqat et al., 2017; O’Connor et al., 2015; Okin et al., 2001; Salih et al., 2017; 
Somers et al., 2010). Remote sensing techniques are most often based on a 
quantification of vegetation density or productivity as a proxy for the complex dynamics 
that take place in a degrading landscape (Chabrillat, 2006). They take advantage of 
the diverse spectral reflectance values that different land-cover types exhibit across a 
number of spectral wavelength bands. The number of spectral bands used, and the 
manipulation of band values into meaningful productivity estimates, depends both on 
the remote sensing technique that is considered, as well as the known land cover 
dynamics in the area of interest. Calculated from only two spectral bands, the 
normalised difference vegetation index (NDVI), for example, has often been used as 
a proxy for primary productivity in savanna ecosystems (e.g. Diouf and Lambin, 2001; 
Wessels et al., 2006; Hoscilo et al., 2015; Georganos et al., 2017). In ecosystems 
where soil reflectance may influence the spectral signal, however, indices such as the 
soil adjusted vegetation index (SAVI) have been developed (Huete, 1988). Various 
three band indices have also been developed in an attempt to enhance the sensitivity 
to vegetation change and reduce the impact of noise from both atmospheric condition 
and soil. Among these, the enhanced vegetation index (EVI) has often been used for 
more densely vegetated areas such as tropical rainforests (e.g. Samanta et al., 2012; 
Zhou et al., 2014). While initial calculations for the determination of various vegetation 
indices made use of two or three spectral bands only (usually red, infrared and blue) 
more recent techniques, such as spectral mixture analysis (SMA), have been 
developed to take advantage of the full spectral signal derived from satellite imagery. 
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Such approaches are thought to be more sensitive to vegetation changes on the 
ground (Caixeta, 2016). 
5.1.1 Satellite imagery 
Resolution  
Understanding the resolution of available satellite imagery is key to determining the 
imagery that is best suited to the study aims (Dalsted et al., 2003; Nagendra, 2001). 
The four types of resolution that are important when discussing satellite imagery are 
radiometric resolution, spatial resolution, spectral resolution, and temporal resolution 
(Lefsky and Cohen, 2003). Radiometric resolution describes the sensitivity of the 
imagery to differences in electromagnetic energy. The finer the radiometric resolution 
of satellite imagery the better it is at discerning small differences in reflected or emitted 
energy. Radiometric resolution is recorded as the bit depth of the imagery, which 
ranges from 0 to any selected power of 2 and represents the number of brightness 
levels available (Lefsky and Cohen, 2003). 2-bit imagery therefore has four potential 
brightness values (22 = 4), while 8-bit imagery has 256 potential values (28 = 256). The 
brightness values can be thought of as the varying shades of any given band 
(Alavipanah et al., 2010). Each pixel in a 2-bit panchromatic (black and white) image 
will, for example, be one of four shades of grey. The blue band in an 8-bit multispectral 
image, on the other hand, could be represented by 256 different shades of blue.  
Spatial resolution of satellite imagery is defined as the pixel size of the image, 
representing the size of the surface area being measured on the ground (Nagendra, 
2001). For example, the pixels from Advanced Very High Resolution Radiometer 
(AVHRR) data are approximately one kilometre long by one kilometre wide, while the 
pixel size of GeoEye-1 satellite imagery is only 41 x 41 centimetres, representing one 
of the highest spatial resolution datasets available from commercial satellites today 
(www.digitalglobe.com). The spatial resolution of imagery impacts on the level of detail 
that can be observed. It is recommended that the spatial resolution of the chosen 
imagery corresponds reasonably closely with the sampling area and plot size of field-
based assessments, or ground-truthing exercises (Alavipanah et al., 2010; Dalsted et 
al., 2003). Imagery with one-kilometre spatial resolution is, for example, inappropriate 
where field plot size is one square metre as details in the field will be lost in the satellite 
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imagery. Equally, however, imagery with 41 centimetre spatial resolution data may not 
correspond well with field data taken from 10 m2 plots (Anderson, 2018).  
Spectral resolution is determined by the number of spectral bands, and the width of 
each band, in the satellite imagery (Campbell, 1996). Panchromatic imagery, for 
example, only has one band which would allow for only a black and white display. 
Normal colour images use the three bands within the visible spectrum (red, green and 
blue), while multispectral imagery includes four or more bands. Hyperspectral imagery 
has the highest spectral resolution of satellite imagery and utilises hundreds of distinct 
spectral bands. All ground-based objects have a spectral response curve, or unique 
spectral signature, which can be improved if multiple bands are used (Alavipanah et 
al., 2010). While it might not be possible to separate bare ground from a parking lot in 
a panchromatic image, for example, once more bands are included the two land cover 
types will become more easily distinguishable.  
The last type of resolution to consider is temporal resolution. This is the time interval 
between two identical flights over the same area (Lefsky and Cohen, 2003). It is, 
therefore, the time interval between exact repeat images, taken from the same position 
and angle, of an area on the ground (Nagendra, 2001). A higher temporal resolution 
allows for more short-term changes on the ground to be detected, while a lower 
temporal resolution may only allow for more long-term change to be observed. Landsat 
satellites, for example, have a temporal resolution of 16 days which allows for an 
almost bi-monthly assessment of an area (Xie et al., 2019). This allows for seasonal 
vegetation change to be detected, as well as more sporadic change resulting from 
isolated rainfall events. SPOT images, on the other hand, have a revisit interval of only 
two days allowing for very specific vegetation change detection in response to rainfall 
or land use change (Dalsted et al., 2003).  
Measuring change 
One of the fundamental difficulties in land degradation monitoring and reporting, or 
any attempt to establish the ecological condition of an area, is that field data collected 
at one point in time can only provide a snapshot of the condition of that particular 
landscape at that time. As a result, condition assessments need to consider both the 
long- and short-term historical changes that have occurred in any given landscape. 
There are, however, very few reliable long-term monitoring projects globally from 
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which to estimate changes on a larger scale (Prince et al., 2018). As a result, changes 
in measures derived from remote sensing imagery have been used to develop an idea 
of the potential changes in vegetation that have taken place on the Earth’s surface 
over the past forty years or so (Burrell et al., 2017; de Jong et al., 2011; Holden and 
Woodcock, 2016; Jönsson and Eklundh, 2004; Wessels et al., 2004). The amount of 
time that can be assessed is limited by how long the specific satellite programme or 
platform has been operational, with the longest continuous satellite record of the 
Earth’s land surface, the Landsat Program, dating back to 1972 (NASA, 2020). 
Changes to the Earth’s surface that occurred before 1972, therefore, cannot be 
monitored directly through the use of remote sensing imagery (Xie et al., 2008). Even 
Landsat data from the 1970s, 80s and 90s is problematic in that is doesn’t cover the 
entirety of the Earth’s land surface. The life span of individual satellites, and the history 
of different satellite programmes therefore needs to be considered when choosing 
satellite data for any Earth observation analysis (Cherlet et al., 2018).  
Choosing appropriate imagery 
The different types of resolution in satellite imagery are not independent of each other 
and, as a result, trade-offs need to occur in the development of a satellite image sensor 
(Kennedy et al., 2009). For example, a small instantaneous field of view (IFOV) is 
needed to produce imagery with high spatial resolution. The small IFOV, however, 
limits the amount of energy that can be detected and thus results in a lower radiometric 
resolution. Although it is possible to produce imagery with high spatial and radiometric 
resolutions, this can only be accomplished by broadening the wavelength range for 
particular bands, and therefore reducing the spectral resolution of the imagery 
(NRCAN, 2016). Different satellites also travel in different orbits around the Earth, 
some closer to the Earth’s surface, and others further out. This not only impacts the 
spatial resolution of the imagery, but also the temporal resolution as the orbit path of 
a satellite affects how long it takes to orbit the Earth, and therefore how often it can 
take an image of the same point on the Earth’s surface (Sabins, 1987). The 
compromises that are made in the development of satellite sensors and the orbits the 
satellites take influences the selection of which satellite platform to use for any given 
study (Kennedy et al., 2009; Lefsky and Cohen, 2003).  
Another limitation on the use of satellite imagery is the availability of the imagery. Much 
high-resolution satellite data collected largely by privately owned satellite platforms 
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needs to be purchased and is not available within the budgetary constraints of most 
research programmes, especially those from developing country institutions. Several 
platforms have provided data free of charge but the costs of downloading, processing 
and storing the data have historically been costly both in terms of time and digital 
space. The recent development of Google Earth Engine has, however, eliminated 
many of the issues associated with downloading and processing satellite data. This 
freely available and widely used tool consists of a multi-petabyte satellite data 
catalogue with over 350 raster datasets, along with a computation service to access 
and manipulate the data (Gorelick et al., 2017). The data catalogue includes a wide 
variety of sources for climate and weather data, satellite imagery (Landsat, Sentinel, 
Modis, etc.), and geophysical data. Data acquisition and manipulation is performed 
using Python or JavaScript coded scripts. These scripts ‘outsource’ computations to 
the Google cloud, which run commands externally before returning a result that can 
then be printed or exported for display or further analysis. Google Earth Engine saves 
an unprecedented amount of time, computer processing power and storage compared 
to more traditional satellite data acquisition and processing techniques that generally 
require large datasets to be downloaded and processed on one’s own computer (Xie 
et al., 2019).  
5.1.2 Remote sensing measures of vegetation cover 
Normalised difference vegetation index  
As discussed earlier in chapter two, the vast majority of remotely sensed land 
degradation assessments, as well as attempts to either map cover type or estimate 
plant percentage cover in arid and semi-arid environments, have utilised a vegetation 
index of some form or other. A range of vegetation indices have been developed from 
different wavelength (band) combinations. The normalised difference vegetation index 
(NDVI), as discussed in Chapter 2, is the most commonly used example (Error! 
Reference source not found.), where NIR = reflectance in near infrared band, RED 





In arid and semi-arid areas, however, calculations based on NDVI do not always 




2006). This is partly because bare ground (or bare rock) has the potential to distort the 
spectral reflectance values of the area and alter the NDVI reading. It is also partly a 
result of NDVI being sensitive to the amount of chlorophyll present, and if chlorophyll 
amounts are generally low then NDVI may not be able to distinguish differences in the 
amount of vegetation or biomass present (Chabrillat, 2006).  
Alternative indices 
As a result of the limitations associated with NDVI, several alternative indices have 
been developed. Although many of these indices continue to rely on the normalised 
difference between the red and infrared wavelengths, they include modifications to the 
NDVI calculation that attempt to reduce much of the signal noise associated with either 
atmospheric or soil conditions.   
The enhanced vegetation index (EVI) is one such example that has been developed 
to improve on NDVI, and predict vegetation cover more accurately. This index was 
specifically designed to be more sensitive to changes in vegetation in areas with high 
biomass, to reduce the influence of atmospheric conditions, and to correct for canopy 
background signals. EVI has been found to be more responsive to canopy features 
such as leaf area index and canopy type than chlorophyll (Gao et al., 2000). This may 
be beneficial in Namaqualand where canopy features may differ more significantly 
across the project area than the amount of chlorophyll. The EVI equation therefore 
contains several important differences when compared to the NDVI equation (Error! 
Reference source not found.), where NIR = reflectance in near infrared band, RED 
= reflectance in red band, Blue is the reflectance in the blue band, C1 and C2 are 
coefficients of the aerosol resistance term, and L is the canopy adjustment factor 
(Huete et al. 1994; Huete et al., 1997).  
𝐸𝑉𝐼 = 𝐺 ×
𝑁𝐼𝑅 − 𝑅𝐸𝐷
(𝑁𝐼𝑅 + 𝐶1 × 𝑅𝐸𝐷 − 𝐶2 × 𝐵𝑙𝑢𝑒 + 𝐿) 
 
The soil adjusted vegetation index (SAVI) was developed specifically to reduce the 
impact that the soil background effect has on NDVI (Huete 1988). In order to 
accomplish this, a soil-adjustment factor was added to the NDVI equation (Error! 
Reference source not found.), where NIR = reflectance in near infrared band, RED 







𝑁𝐼𝑅 + 𝑅𝐸𝐷 + 𝐿
× (1 + 𝐿) 
Huete (1988) found the optimal soil-adjustment factor (L) to vary with vegetation 
density between 0 and 1, but ultimately suggested using a constant L = 0.5 to reduce 
soil noise considerably over a wide range of vegetation densities. If, however, one has 
prior knowledge of vegetation cover for the area or the ability to develop an iterative 
function, a more accurate value for L can be determined for any given study area. 
Huete (1988) found the optimal value to decrease with increasing vegetation density 
and cover. Subsequent authors have made further adjustments to either the NDVI or 
SAVI equations, including the optimised soil adjusted vegetation index (OSAVI – 
Error! Reference source not found.) ((Rondeaux et al., 1996)) and the modified soil 
adjusted vegetation index (MSAVI - Error! Reference source not found.5), where 
NIR = reflectance in near infrared band, and RED = reflectance in red band (Qi et al., 
1994; Rondeaux et al., 1996). MSAVI was developed under the premise that L should 
vary inversely with the amount of vegetation present so the L constant in the SAVI 
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Spectral mixture analysis: An alternative approach to vegetation indices 
The use of vegetation indices relies on the assumption that spectral reflectance values 
of live green vegetation, soil and other potential land-cover types differ to the same 
extent across different regions with highly variable plant cover and type. Spectral 
mixture analysis (SMA) is seen as an alternative approach to the use of vegetation 
indices where, instead of using specific bands, SMA uses the full spectral signal 
available in the visible near infrared to shortwave infrared (VNIR-SWIR) range 
(Chabrillat, 2006; Thorp et al., 2013). Underlying SMA is the assumption that all the 





of dominant features, referred to as endmembers (Okujeni et al., 2013). These 
endmembers are assumed to have relatively constant spectral properties which allows 
for an unmixing analysis to calculate the percentage cover of each endmember in each 
pixel (Yang et al., 2012). Thus, the designation of accurate endmembers is 
fundamental to a useful SMA, as is the inclusion of endmember values for all cover 
types likely to be present within a given pixel, e.g. shade, soil, live vegetation, dead 
vegetation, paving, rock, etc. (Okin and Roberts, 2002).  
The sparse vegetation cover present in arid and semi-arid areas around the world can 
make the use of SMA and related techniques problematic. Okin et al. (2001), for 
example, showed that the use of SMA in areas where vegetation cover is less than 
approximately 30% was nearly impossible, and suggested an alternative approach: 
multiple-endmember spectral mixture analysis (MESMA) (Okin et al., 2001; Okin and 
Roberts, 2002; Roberts et al., 1998). One of the major limitations of the SMA approach 
is that all the pixels in an image are unmixed using the same endmembers. This can 
become problematic when a feature is only present in certain portions of the image 
and is not an appropriate endmember for every pixel, or when a feature (e.g. live 
vegetation) exhibits significant spectral variation which cannot be well represented by 
one endmember observation (Thorp et al., 2013). MESMA addresses these potential 
pitfalls by testing multiple combinations of endmembers and endmember spectra for 
each pixel in the image (Roberts et al., 1998). MESMA is a modified SMA approach 
where a library is developed containing the spectra of all possible cover types for the 
image. Including more than one spectral endmember for a potential cover type in an 
image allows for the considerable spectral variability often found in arid- adapted 
vegetation and soils. This, therefore, highlights the potential of the approach to 
address the many difficulties associated with remote sensing applications in arid and 
semi-arid areas (Okin and Roberts, 2002; Okin et al., 1999). Work conducted through 
the Humboldt University of Berlin’s Earth Observation Lab, in particular, has 
highlighted the benefits of adopting a spectral unmixing approach for land cover 
mapping in different environments (Higginbottom et al., 2018; Hostert et al., 2003; Senf 
et al., 2020; Sonnenschein et al., 2011).  
Endmember spectral values can be obtained from field or from laboratory 
measurements (reference endmembers), or from the image itself (image 
endmembers), provided each plausible cover type is represented at least once (Okin 
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et al., 1999; Roberts et al., 1998). The designation of reference endmembers is 
considered to be the optimal approach for MESMA (Wu and Murray, 2003). However, 
image endmembers are considered a viable alternative, and are associated with 
several advantages over reference endmembers. Image endmembers, for example, 
contain the same systematic errors due to image processing (atmospheric correction, 
etc.) as the image which is to be unmixed (Settle and Drake, 1993). Image 
endmembers are also derived at the same scale as the original image, negating 
potential scaling errors (Myint et al., 2009). Various studies have highlighted the 
benefits of using a spectral unmixing approach with multiple endmembers for 
vegetation mapping over the use of broadband vegetation indices like NDVI (de Jong 
and Jetten, 2007; Elmore and Mustard, 2000; Mcgwire et al., 1992; Okin and Roberts, 
2002; Sonnenschein et al., 2011; Yang et al., 2012).  
5.2 Methods  
5.2.1 Data collection: remote sensing 
All remote sensing data for this project were obtained through the Google Earth Engine 
cloud-based platform (Figure 5.1) (Gorelick et al., 2017). A number of filters were 
applied to all the satellite data, depending on the type of computation performed (see 
Appendices B-E). All data were subject to a cloud masking algorithm which removed 
those pixels likely to reveal the presence of significant cloud cover, and therefore not 
be representative of the ground surface reflectance. From the start, all data were 
filtered to the geographic extent of the project area to reduce the amount of computing 
power required to perform each calculation. At this time, it was also possible to select 






As discussed above, the choice of satellite platform for any given project needs to take 
into account several factors including the desired resolution of the satellite imagery. In 
order for the methods developed here to be useful and adaptable within the wider 
context of the world’s drylands it was decided that the satellite imagery used needs to 
be freely available. The spatial resolution of the imagery should correspond as closely 
as possible with the 5 x 5 m field plots sampled, and the temporal resolution must 
allow for at least seasonal vegetation change in the project area to be detectable. The 
spectral resolution should at least include those bands used in the development of the 
various vegetation indices, while the radiometric resolution must be fine enough to 
pick up relatively subtle differences in reflected electromagnetic energy that are likely 
in an arid environment like Namaqualand. Landsat and Sentinel-derived Earth 
observation data were therefore used for this project (Table 5.1), along with 
topographic data obtained from the Shuttle Radar Topography Mission (SRTM) digital 
elevation dataset. 
Figure 5.1. Flow diagram illustrating the methodology employed to collect and analyse the 
satellite data and test correspondence with the field data. 
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1-4 4-bit 30 – 60 m 
4 bands (0.5-
1.1 µm) 
16 days 1972 – 1978 








16 days 1984 – 2012 








16 days 1999 – 2020 









16 days 2013 - 2020 
Sentinel-2 12-bit 10 – 60 m 
12 bands (± 
0.4-2.2 µm) 
5 days 2015 – 2020 
The Landsat programme provides some of the most widely used satellite imagery 
across scientific disciplines, and particularly within the ecological sciences (e.g. Brown 
De Colstoun et al., 2003; Mandanici and Bitelli, 2016; Midekisa et al., 2017; Vågen et 
al., 2013a; Xie et al., 2019; Yang et al., 2012; Zhu and Liu, 2015). The low spectral 
and spatial resolution of Landsats 1 – 3, relative to the later platforms, resulted in only 
imagery from the last four Landsat satellites being considered for this project. Landsats 
4 and 5 were launched in 1982 and 1984 respectively, and both carried the Landsat 
MSS as well as the Landsat Thematic Mapper (TM). The Landsat TM produces 
imagery consisting of six spectral bands at a 30 m spatial resolution. Landsat 6 failed 
to launch in 1993 which means that Landsat 7 is the next available platform from the 
programme. Landsat 7 carries the Landsat Enhanced Thematic Mapper Plus (ETM+), 
producing seven spectral band imagery with a spatial resolution of 30 m, as well as a 
panchromatic band with a spatial resolution of 15 m. Although the Scan Line Corrector 
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on Landsat 7 failed in 2003, data from the platform is still useful for Earth observation. 
For Landsat 8, Operational Land Imager (OLI) and Thermal Infrared Sensor (TIRS) 
imagery consists of nine spectral bands with a spatial resolution of 30 m, a 
panchromatic band with a 15 m spatial resolution and two thermal bands with a spatial 
resolution of 100 m. Landsat 4, 5, 7 and 8 data therefore provide the best opportunity 
to gather time series information at a spatial resolution that corresponds well with the 
field plots in this study (Table 5.1). An added advantage of these Landsat data is that 
they have a relatively good temporal resolution of 16 days for many parts of the Earth’s 
surface. Scenes are repeated between 22 and 23 times a year, and the timing of 
changes in the Earth’s ground reflectance can be monitored (NASA, 2020).  
The Sentinel missions, which form part of the Copernicus programme under the 
European Space Agency, are much younger than Landsat, with the first Sentinel 
satellite (Senitnel-1A) launched in April 2014 (ESA, 2020). Sentinel-1 is, however, a 
radar imaging mission, while Sentinel-2 provides multi-spectral high-resolution 
imaging for Earth observation. Sentinel-2A was launched in June 2015 while Sentinel-
2B was launched in March 2017. Both satellites carry a single multi-spectral instrument 
(MSI) with 13 spectral bands in the visible/near infrared (VNIR) and short wave infrared 
spectral range (SWIR). Spatial resolution of Sentinel-2 data is 10 m for bands 2, 3, 4 
(visible) and 8 (near infrared), which are the bands most used for vegetation mapping 
(Table 5.1). Sentinel does not currently provide useful data for long-term time-series 
analysis, but it does have the advantage of having a higher spatial resolution than 
Landsat. Index values from both satellite platforms can, therefore, be compared as to 
how well they correspond to the current condition of the veld, and the best index values 
can be used to determine the trajectory of change from 1984 for Landsat, and from 
2015 for Sentinel.  
Index values 
Generally, vegetation mapping projects, including habitat condition and land 
degradation assessments, tend to choose or develop one index that is considered the 
best proxy for vegetation productivity for that location. By using this approach, the 
advantages of incorporating information from other indices are lost. NDVI may, for 
example, be found to be the best proxy for vegetation biomass over an entire project 
area but it may be the case that SAVI proves to be a better proxy for pockets of land 
with relatively sparse vegetation cover. As a result, while most of the area will be 
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relatively well mapped, those areas with low cover may not be. The vegetation index 
values derived for this thesis were calculated to reflect the habitat condition of the 
landscape at the time the field data was collected. Generally, this would require the 
generation of data from a satellite scene obtained as close to the same time as the 
field data was collected. However, a median value can also be derived over a longer 
time period provided that the landscape has not changed significantly over that period. 
If comparing productivity between growing season and non-growing season, for 
example, a median value could be derived from each season and compared. Since 
the data collection for this thesis took place during a drought year, a median value 
could be obtained for a longer time period as the value would not have fluctuated 
significantly. The benefit of deriving a median value, as opposed to calculating an 
averaged or blended value, is that the median is generally robust against extremes 
and avoids potential outliers in the data (Xie et al., 2019). A value for each plot for 
each of the five indices, NDVI, EVI, SAVI, OSAVI and MSAVI, was therefore 
determined by calculating the median index value for the period between 1 January 
2017 and 31 October 2017, for both Landsat 8 and Sentinel-2 data (Appendices B & 
C). The time period was limited to 2017 so as not to incorporate any values that were 
uncharacteristically high as a result of previous rainfall events prior to the drought. 
Although the spatial resolution of 30 m of Landsat 8 imagery is larger than the size of 
the field plots (5 x 5 m), efforts were made to sample plots in the field in relatively 
homogenous landscapes such that the spectral signal of the Landsat imagery was 
representative of the ground cover of the individual plot. Vegetation index values 
calculated from Sentinel-2 data, however, may provide a better proxy for vegetation 
productivity of the plot due to this satellite’s smaller spatial resolution at 10 m.    
Spectral unmixing 
Spectral unmixing is an example of a spectral transformation method. A predetermined 
number of endmembers, represented by pixels corresponding to different land-cover 
types, are used to determine the proportional area occupied by each land-cover type 
in all other pixels. This method relies on the assumption that the spectra of all the land-
cover types in a pixel combine linearly. The weighting coefficients of each spectral 
endmember, which sum to one for each pixel, are interpreted as the proportional area 
occupied by each land-cover type in a pixel (Okin and Roberts, 2002). In order to 
optimise the accuracy of the analysis, models must include all land-cover types likely 
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to be present in a pixel. Endmember values were, therefore, determined for three 
broad categories within the project area: bare ground, bare rock, and vegetation cover.   
Endmember selection 
Endmember values were derived directly from the available satellite imagery. In order 
to locate areas with as close to 100% cover for each of the three land-cover types, the 
field data described in chapter four were used to initially guide where endmembers 
should be located. The field data were sorted by each of the land-cover types and the 
plots with the highest percentage cover estimates were noted. These were then used 
to locate areas that appeared visibly homogenous on Google Earth imagery. Polygons 
were drawn around observably homogeneous areas and classified as one of the three 
land-cover types. Several polygons were drawn to represent each land-cover type, 
and the mean spectral value for all the polygons of each type was used as the spectral 
endmember. These values were then used in the unmix() function available in Google 
Earth Engine to determine the proportional estimate of each cover type for each pixel 
in the project area (Appendices D & E). The relevant arguments were applied in order 
to constrain the outputs to both be non-negative and to sum to one. 
 
5.2.2 Data analyses 
Preliminary correspondence with field data 
Vegetation index and spectral mixture analysis (SMA) values for the 277 field plots 
were exported from Google Earth Engine for analysis in R (R Core Team 2019). 
Posterior probability values for latent class states S1, S2, and S3, as well as the values 
of the three most important field variables from the LCA in chapter four were joined 
with the Earth observation data. From this exercise each plot could then be assigned 
a designated state, a value representing the probability of belonging to each of the 
three states, and a value for each field variable and for each remote sensing variable. 
A multivariate approach to analysing the data was needed due to the large number of 
predictor variables, as well as the multiple response variables. Before the multivariate 
analysis was performed, however, a series of Kruskal-Wallis rank sum tests were 
carried out to determine whether the values of the remote sensing variables differed 
significantly across the designated latent class states. If a significant difference was 
98 
 
found, then, as with the analysis in chapter four, a multiple pairwise comparison test 
was performed to determine where this difference lay. In order to visualise the 
relationship between the field-based cover estimates and the remote sensing indices 
and SMA cover estimates, a series of scatterplots were created. The statistical 
significance of these relationships was determined through the multivariate analysis 
described below.  
Partial Least Squares Regression 
Partial least squares (PLS) methods were first developed primarily to address issues 
of collinearity in multivariate analyses (Wold et al., 1984). The methods have been 
used  subsequently as an alternative to other regression methods in ecology (Abdi, 
2010; Carrascal et al., 2009; Serbetar, 2012). Partial least squares regression (PLSr) 
is an extension of multiple regression analysis which allows for the effects of linear 
combinations of several predictor variables on one or more response variables to be 
analysed (Carrascal et al., 2009). PLSr, therefore, has several advantages over 
multiple regression in that it can be used on multicollinear data. Also, a large set of 
predictor variables can be used, and more than one response variable can be included 
in the same model (Nash and Chaloud, 2011; Serbetar, 2012; Wold et al., 1984). 
Collinearity has been found to be an issue in the analysis of multiple remote sensing 
vegetation indices as these indices are often highly correlated (Zhu and Liu, 2015). 
This could be particularly problematic in Namaqualand as not only is there the potential 
for different index values (e.g. NDVI and SAVI) to be highly correlated, but the same 
index values calculated from different satellite platforms (Sentinel and Landsat) are 
also likely to be correlated. The use of PLSr circumvents this potential limitation. The 
response variables in this project were either the respective probabilities of belonging 
to any one of the three states from the latent class analysis, or the field variables found 
to be most important in predicting these states. The advantage of being able to include 
more than one response variable in the PLSr model was of considerable benefit to this 
analysis.    
Partial least squares regression was performed in R (R Core Team, 2019) using the 
plsdepot package (Sanchez, 2012). The aim of the analysis was to determine which 
remotely derived variables best predict either the probabilities of belonging to S1 and 
S3 or the percentage cover estimates of the three most important variables as 
determined from the Latent Class Analysis (LCA) outlined in chapter four (bare ground, 
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non-vegetated cover, perennial plant cover). The plsdepot package provides a general 
framework for partial least squares (PLS) analysis in R, with the plsreg2 function 
allowing for multiple response variables. A series of models were run with different 
response and predictor variables to determine which combination of variables 
produced the best model fit. Model fit for each run was determined by the model’s 
Q2cum (cumulative Q2) value, while the model’s predictive accuracy was determined 
by the cumulative explained variance of the predictor variable (R2Ycum). Explained 
variance was used to evaluate the accuracy (goodness of fit) of the model and 
represented the amount of variance explained for either the dependent variables (R2X) 
or the independent variables (R2Y) (Hair et al., 2014; Xiaosong and Lai, 2012). Chin 
(1998) proposed R2Y values of 0.67, 0.33, and 0.19 as being substantial, moderate, 
and weak respectively (Chin, 1998; Xiaosong and Lai, 2012), while others suggest a 
rough rule of thumb of 0.75, 0.50, and 0.25 respectively describing substantial, 
moderate, and weak levels of model accuracy (Henseler et al. 2009; Hair et al. 2011; 
Hair et al., 2014). Q2 is a measure of the difference between the predicted and original 
values of the response variables (i.e. the predictive accuracy of the model), with a 
higher Q2 being indicative of a smaller difference between these values (Hair et al., 
2014). If Q2 > 0 then the model is viewed as having predictive relevance, while if Q2 < 
0 this indicates a lack of predictive relevance (Henseler et al., 2009; Xiaosong and Lai, 
2012). Although a Q2 value greater than zero indicates that an endogenous construct 
can be predicted, it does not necessarily point to the quality of the prediction (Hair et 
al., 2014; Rigdon, 2014; Sarstedt et al., 2014). The cumulative Q2 value (Q2cum) 
represents the predictive accuracy of the model across all the components in the 
model.  
Model selection 
Model selection was performed by initially determining the best response variables 
and then the best predictor variables. The first model included the 16 remote sensing 
variable values for each plot as predictor variables and the respective probabilities of 
each plot belonging to each of the three latent states as response variables. The next 
iteration had the same predictor variables but only included the probabilities of 
belonging to S1 and S3 as the response variables. To determine whether the actual 
field estimates of cover are better predictors of the various remote sensing variables, 
the next model included the same predictor variables with the three field estimates as 
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response variables. The next model only included the field estimates of bare ground 
and perennial plant cover as response variables. Once the model with the highest 
Q2cum and R2Ycum values was established, the least important remote sensing 
variables were removed from subsequent iterations to determine if this improved 
overall model performance. The importance of the individual predictor variables was 
established by considering their respective standardised coefficient values as well as 
their variable importance for projection (VIP) values. The greater these values are for 
each variable relative to the other variables in the model, the more important the 
variable is in predicting the response variables (Serbetar, 2012). Variables with low 
standard coefficient and VIP values were therefore excluded from the next model run. 
If this exclusion resulted in a better model fit and accuracy, then the new model was 
retained.  
Projection of PLSr model to the project area 
Once the best model was selected, it was then used to predict the response variables 
over the project area. The plsdepot package does not include the R predict() function 
that is often used for this purpose. Thus, the model regression coefficients and 
intercept values of the predictor variables were exported from R for each of the 
response variables. These were then mapped over the project area in Google Earth 
Engine and ground truthed with data from 61 field plots that were excluded from the 
original field data used for chapter four (Appendix G). This allows for a comparison 
between the individual variables and the final model prediction to determine whether 
individual variables are able to predict the condition of the veld better than the model, 
or vice versa.  
 
5.2.3 Time series trend and variation 
As Sentinel-2 data are only available from 23 June 2015, the platform is inappropriate 
for exploring more medium to long term change. Therefore, the Landsat-derived 
remote sensing variable that was found to correspond best with the condition of the 
veld was then analysed over time. This was accomplished by collating Landsat 5, 7 
and 8 TOA (top of atmosphere) reflectance (Orthorectified) imagery to get an idea of 
change in the project area from 1984 to 2019 (Appendix F). Landsat 5 imagery was 
filtered to between 1 January 1984 and 1 January 1999, while Landsat 7 imagery from 
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1 January 1999 and 11 April 2013, and Landsat 8 imagery from between 11 April 2013 
and 31 July 2019. The images from the three satellites were merged, using the 
ee.ImageCollection function in GEE, and sorted into chronological order from 1 
January 1984 to 31 July 2019 to form an image collection of variable values. A linear 
fit reducer was applied to the image collection in GEE to determine the trend in 
condition in the project area since 1 January 1984. A raster image, which represents 
the value of the slope, was then exported from GEE.  
 
5.3 Results 
5.3.1 Preliminary correspondence with field data 
The differences between the latent class states for each of the remote sensing 
variables were significant for all but two of the variables. These are Landsat 8 and 
Sentinel-2A SMA proportional estimates of rock cover (Figure 5.2 – L.Rock and 
S.Rock respectively). The Landsat 8 and Sentinel 2-A spectral mixture analysis 
proportional estimates of bare ground (L.Bare and S.Bare respectively) and vegetation 
(L.Veg and S.Veg respectively) were significantly different across all pairs of latent 
states (p < 0.001). All the Landsat 8 and Sentinel-2A 2017 index values had significant 
differences for all pairs of latent states (p < 0.05), except for the difference between 




Scatterplots with regression lines reveal the general relationship between the 16 
remote sensing variables included in the initial PLSr model and the three most 
important field variables determined from the latent class analysis in chapter four. As 
expected, many of the index-based remote sensing variables increase linearly with 
field-estimated perennial plant cover (Figure 5.3) and decrease linearly with both 
estimated bare ground cover (Figure 5.4) and estimated non-vegetated cover (Figure 
5.5). The strength and significance of these relationships are determined through the 
PLSr analysis results presented below.  
 
Figure 5.2. Satellite data-derived remote sensing variable measures grouped into the three 
latent states (S1, S2, S3) with letters indicating significant differences between states. L 
refers to Landsat 8 derived variables, S refers to Sentinel-2A derived variables; Bare, Veg, 
and Rock refer to spectral mixture analysis estimates of bare ground, perennial plant cover, 
and bare rock respectively; NDVI, EVI, SAVI, OSAVI, and MSAVI refer to the five vegetation 

























Figure 5.3. Remote sensing variable measures plotted against field-estimated perennial 
plant cover. 
















5.3.2 Partial least squares regression 
Variable determination and model selection 
Model selection was performed as described in the approach and research design 
section, starting with a model with all 16 predictor variables and the three latent class 
variables as the responses (pls1 – Table 5.2). Field-estimated perennial plant and bare 
ground cover emerged as the best response variables (pls4). For the subsequent 
models, the least important remote sensing variables (as determined by standardised 
coefficient and VIP scores) were removed to determine if this improved model 
performance. For example, the least important predictor variables from pls 4, for both 
response variables, were Landsat and Sentinel SMA estimates of bare rock cover 
(L.Rock and S.Rock respectively), and Sentinel EVI (S.EVI) (Figure 5.6). These 
variables were removed for pls5. The least important variables, Landsat SMA estimate 
of perennial plant cover (L.Veg) and Landsat EVI (L.EVI), were removed for pls6 
resulting in slightly improved model performance. Removing Sentinel MSAVI 
(S.MSAVI) slightly improved the performance of pls7. Further elimination of predictor 




variables for pls8-11 did not improve model performance (Table 5.2). Pls7 was 
therefore chosen as the best model for predicting both perennial plant cover and bare 
ground cover for the project area. The most important variables for predicting field-
estimated perennial plant cover are the Sentinel SMA estimates of perennial plant 
cover (S.Veg) and bare ground (S.Bare), followed by the remaining Sentinel 
vegetation indices (S.NDVI, S.OSAVI, S.SAVI). The most important variables for 
predicting field-estimated bare ground cover are the Sentinel SMA estimates of bare 
ground (S.Bare) and perennial plant cover (S.Veg), followed by the Landsat SMA 
estimate of bare ground cover (L.Bare) (Figure 5.7). 
Table 5.2. Model fit (Q2cum) and accuracy (R2Ycum) for partial least squares regression 
models with various combinations of response and predictor variables. The row with 
the best fit model (pls7) is shaded in green.  
Model  Response variables 
(excluded variables) 






pls1 All 16 Probabilities for S1, S2, S3 0.229 0.203 
pls2 All 16 Probabilities for only S1 
and S3 
0.317 0.280 
pls3 All 16 Perennial plant cover, non-
vegetated cover, bare 
ground cover 
0.580 0.531 
pls4 All 16 Perennial plant cover, bare 
ground cover 
0.580 0.538 
pls5 13 (L.Rock, S.Rock, S.EVI) Perennial plant cover, bare 
ground cover 
0.589 0.540 
pls6 11 (L.Rock, L.Veg, L.EVI, 
S.Rock, S.EVI) 
Perennial plant cover, bare 
ground cover 
0.592 0.548 
pls7 10 (L.Rock, L.Veg, L.EVI, 
S.Rock, S.EVI, S.MSAVI) 
Perennial plant cover, bare 
ground cover 
0.592 0.554 
pls8 9 (L.Rock, L.Veg, L.EVI, 
S.Rock, S.EVI, S.MSAVI, 
S.SAVI) 
Perennial plant cover, bare 
ground cover 
0.592 0.544 
pls9 8 (L.Rock, L.Veg, L.EVI, 
S.Rock, S.EVI, S.MSAVI, 
S.SAVI, S.NDVI) 
Perennial plant cover, bare 
ground cover 
0.591 0.550 
pls10 7 (L.Rock, L.Veg, L.EVI, 
S.Rock, S.EVI, S.MSAVI, 
S.SAVI, S.NDVI, S.OSAVI) 
Perennial plant cover, bare 
ground cover 
0.564 0.547 








Figure 5.6. Relative importance of the 16 predictor variables of pls4 illustrated by 
standardised coefficient and variable importance for projection plots for field-estimated 
perennial plant (A) and bare ground cover (B). 
Figure 5.7. Relative importance of the 10 predictor variables of pls7 illustrated by 
standardised coefficient and variable importance for projection plots for field-estimated 
perennial plant (A) and bare ground cover (B). 
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5.3.3 Projection of PLSr model to project area 
Accuracy test 
The partial least squares regression models of bare ground and perennial plant cover 
were able to reliably estimate field cover for the project area. Associations between 
model predictions and field estimates of cover were tested using data from 61 test 
plots that were not included in the initial analyses in chapter four, or the PLSr model 
development earlier in this chapter.  
There was a strong and significant relationship between all pls7 cover predictions and 
the field estimates of cover for the 61 test plots (Table 5.3). The strongest correlation 
was between pls7 predicted bare ground cover and field-estimated bare ground cover 
(r = 0.827, p < 0.001). While the association between pls7 predicted perennial plant 
cover and field-estimated perennial plant cover was not as strong (r = 0.706), it was 
still significant (p < 0.001). Pls7 predicted bare ground and perennial plant cover are 
therefore projected over the project area (Figure 5.8A & B).  
 
 
Figure 5.8. Partial least squares regression predicted bare ground cover (A) and perennial 
plant cover (B) for the Namaqualand Hardeveld bioregion. 
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Table 5.3. Correlations between the perennial plant and bare ground cover pls7 
predictions and field estimates for the 61 test plots. Correlation coefficients, confidence 














0.706 0.552; 0.813 < 0.001 
Bare ground 
cover 





- 0.750 - 0.842; - 0.614 < 0.001 
Bare ground 
cover 
0.827 0.727; 0.893 < 0.001 
 
 
5.3.4 Variable selection for observing change 
The level of importance attributed to each remote sensing variable in predicting the 
two response variables is corroborated by a circle of correlations plot, which illustrates 
the relative correlation between the predictor variables and the response variables in 
the model (Figure 5.9). The closer the variables are together the higher the correlation 
between them. The vegetation indices from each satellite platform were highly 
correlated to each other. Sentinel vegetation indices have been grouped into the 
variable S.Indices, while the Landsat vegetation indices have been grouped into the 
variable L.Indices. Because Sentinel data covers the period from 2015 onwards, only 
the correlations between the Landsat variables and the field-based cover estimates 
are considered for this section which addresses medium to long term changes in the 
landscape. The Landsat vegetation indices (L.Indices) are positively correlated with 
field-estimated perennial plant cover (field.Veg), although the strongest relationship is 
between the Landsat SMA estimate of bare ground cover and field-estimated bare 
ground cover (r = 0.748, p < 0.001, CI [0.691, 0.796]). As such, the slope of the trend 
line showing the change in L.Bare since 1984, as well as the difference between the 
95th and 5th percentiles (percentile range), were determined for the project area (Figure 















Figure 5.9. Predictor (blue) and response (orange) variables used in pls7. Variables that are 
closer together are more highly correlated to one another. Variable codes are described in 
Figure 5.2. 
Figure 5.10. The trendline slope of the Landsat spectral mixture analysis estimated bare 
ground cover from 1984 to 2019 (A), and the difference between the 95th and 5th percentiles 
(percentile range) bare ground estimate values from between 1984 and 2019 (B). 
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5.4 Discussion  
The results of this chapter show that field-based estimates of cover can be more 
accurately predicted through a multivariate analysis of remote sensing data than 
through the more traditional means of using one or a few vegetation indices. Bare 
ground cover, in particular, can be accurately predicted for the project area (r = 0.827, 
p < 0.001, CI [0.727, 0.893]). The accuracy of this prediction seems largely a result of 
the use of spectral mixture analysis (SMA), as opposed to vegetation indices, in 
estimating field cover. There is greater correspondence between SMA estimates and 
field-based estimates than between any of the vegetation indices and field-based 
estimates (Figure 5.9). SMA estimates provide a quantitative measure of cover as 
opposed to providing a proxy for primary productivity making it possible to discern 
changes in different cover types across landscapes (Elmore and Mustard, 2000; Yang 
et al., 2012). These findings support the results of similar analyses which have 
compared SMA estimates to several vegetation indices in different ecological contexts 
(e.g. Elmore and Mustard, 2000; McGwire et al., 2000; Wessman et al., 1997; Yang 
et al., 2012). 
 
5.4.1 Variable selection  
The latent class states S1 and S3 (see chapter 4) represent the two extremes on a 
continuum between a potentially ‘degraded’ landscape and a ‘non-degraded’ 
landscape and the difference between these two states formed the basis for 
determining differences in the remote sensing variables in this chapter. The difference 
between S1 and S3 was significant for 14 of the original 16 remote sensing variables 
(Figure 5.2). A PLSr model with only probabilities of belonging to S1 and S3 as the 
response variables (pls2) did not perform particularly well, however, despite 
performing better than a model with all three states as the responses (pls1). Since 
field-estimated perennial plant cover and bare ground cover were found to be the most 
important variables in distinguishing between S1 and S3 in chapter four (Figure 4.9), 
these variables were then used as response variables in place of the latent class 
probabilities. Model performance increased substantially with the field estimates as 
responses (Table 5.2), with the best performing model including the two field estimates 
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of cover as the responses and 10 of the original 16 remote sensing variables as 
predictors (pls7).  
Of the six variables that were excluded from the final model, the SMA estimates of 
bare rock cover (L.Rock and S.Rock) were the least surprising. These estimates were 
derived for the purposes of ensuring all potential cover types were included in the SMA 
process and were not expected to influence model development (Figure 2.2). Perhaps 
more interestingly, was the exclusion of both the Sentinel and Landsat EVI variables 
(S.EVI and L.EVI) in the final model. EVI was specifically developed to be more 
sensitive than NDVI to changes in vegetation productivity in areas of high plant 
biomass. It is, therefore, not surprising that it was found not to be a good predictor of 
cover in this low plant biomass environment. It is, however, surprising that Sentinel 
MSAVI (S.MSAVI) was found not to be a good predictor of field-estimated cover, as 
this index was specifically developed for more arid landscapes (Qi et al., 1994). In 
general, however, the vegetation indices were found to be less important than the SMA 
estimates, and the relative importance of all indices was fairly even (Figure 5.6A & B, 
and Figure 5.7A & B). The results of the PLSr analysis highlight the importance of the 
spectral mixture analysis proportional cover estimates (Figure 5.7). These estimates 
were consistently better at predicting field cover, and particularly bare ground, than 
the vegetation indices included in this project.  
Change in bare ground cover 
The change in bare ground cover represented by the trendline slope value (Figure 
5.10A) and the percentile range (Figure 5.10B) illustrate a potential change in habitat 
condition across the project area but require further investigation for any meaningful 
interpretations to be made. Though beyond the scope of this analysis, a thorough time 
series analysis of the bare ground estimates from 1984 to 2019 could reveal the extent 
and nature of change over this time period. This would be useful for determining the 
impact of fairly recent changes in potential drivers across the project area but cannot 
consider any of the change that took place prior to 1984, when much land degradation 
occurred in South Africa (Von Maltitz et al., 2019). For the purposes of this project, 
these values are used to support the construction of the habitat condition archetype 




5.4.2 Vegetation indices 
The normalised difference vegetation index (NDVI) has not only been used widely in 
land degradation and desertification studies, but has been used extensively by 
ecologists in general as a proxy for vegetation productivity (Pettorelli et al., 2005). 
Whether in relation to measures such as net primary productivity (e.g. Hunt, 1994; 
Schloss et al., 1999; Wang et al., 2017), leaf area index (e.g. Liu et al., 2010; Wu et 
al., 2007), evapotranspiration (e.g. González-Dugo and Mateos, 2008b; Ibrahim et al., 
2015), plant biomass (e.g. Santin-Janin et al., 2009; Xue et al., 2017), or various other 
measures of plant production, the use of NDVI is largely accepted as the most 
appropriate method of observing vegetation on the Earth’s surface remotely 
(Gonzalez-Roglich et al., 2019). The inclusion of NDVI in various UNCCD 
desertification indicators and parameters, which need to be reported on by all 197 
member states, supports this view (UNCCD, 2016, 2013).  
A primary concern with the institutionalisation of NDVI is that results obtained from 
NDVI mapping procedures, particularly at the national scale, are seldom ground 
truthed (Herrmann and Sop, 2016). NDVI has been found not to correspond well with 
primary productivity when vegetation cover is low (Chabrillat, 2006; Dawelbait and 
Morari, 2008; Eisfelder et al., 2012; Higginbottom and Symeonakis, 2014). This is 
concerning since low vegetation cover is a principal characteristic of many dryland 
environments which are the focus of desertification monitoring and research initiatives. 
Adjustments to the standard NDVI formula, developed predominantly to take into 
account the influence of soil on the reflectance of an area, have also had limited 
success in mapping primary productivity in naturally dry areas (McGwire et al., 2000). 
In this project, the various indices calculated from both Landsat 8 and Sentinel-2A data 
were moderately well correlated with the field-estimated perennial plant cover but were 
outperformed by the proportional estimates of cover calculated from the spectral 
mixture analyses (Figure 5.9). SMA therefore presents a potentially more appropriate 
method for mapping cover in the Hardeveld bioregion than the more traditional use of 
vegetation indices. This method is, however, heavily reliant on the accurate 
determination of endmember values for all possible cover types in the landscape being 




5.4.3 Spectral mixture analysis 
In this project, endmember values for bare ground were far easier to obtain than 
endmember values for perennial plant cover. This is because areas with 100% bare 
ground cover are far easier to locate than 100% vegetated areas within the project 
area. Bare ground areas are locations that have either been heavily grazed or have 
been previously cultivated, and the perennial plant cover has not returned. 
Endmember values were generated for the year that the field data were collected 
(2017). Namaqualand, along with most of the country, was experiencing a severe 
drought during this time period. As a result, proliferations of annual plants, which would 
impact the endmember values for bare areas, were highly unlikely. Endmember values 
for perennial plant cover are far more difficult to obtain for dryland areas in general 
because it is difficult to locate areas in drylands where perennial plant cover is at, or 
near, one hundred percent. In order for an endmember to truly reflect the spectral 
signature of the target land cover type, the area from which the endmember is 
calculated (either a polygon representing a group of pixels, or a set of individually 
located pixels) needs to be covered entirely by that land cover type. This is likely why 
the correlations between the Landsat 8 and Sentinel-2A spectral mixture analysis and 
field-based estimates of bare ground are greater than the correlations between the 
estimates of perennial plant cover (Figure 5.9).  
These results suggest that future work should focus on developing better endmember 
values (spectral signatures) for perennial plant cover in drylands, and particular plant 
cover types in specific drylands. Similar work has already commenced globally through 
the United States Geological Survey Spectroscopy Lab that have compiled and 
measured over 2 500 spectra of various materials including plants. These spectra are 
measured with field, laboratory and airborne spectrometers, and already include 
several plant types and species (Kokaly et al., 2017). Field- and laboratory-based 
spectral measures of plant species and types in the context of Namaqualand, and 
other dryland systems, will greatly enhance the potential of mapping these regions 




5.5 Conclusion  
Understanding and mapping the extent of bare ground in Namaqualand will go a long 
way toward mapping the overall condition of the area because extensive bare areas 
in Namaqualand do not occur naturally and are indicative of a degraded landscape. It 
is, however, important to consider the potential drivers of land degradation in the area 
to place the observed prevalence and extent of bare ground into context. In the next 
chapter, predicted cover for the project area has been related to habitat condition 
drivers, for which data are available. This helps to contextualise the observed habitat 
condition of the project area within a framework related to the potential drivers of 
change for the region. This information is then used to create and evaluate the final 















Chapter 6:  
6. Habitat condition archetype construction with 
cover estimates and desertification drivers 
6.1 Introduction  
Any illustration of the biophysical world relies, to an extent, on the interpretation of 
observations, measurements, and incorporated knowledge of the biophysical 
characteristics of the area (Cullum et al., 2016a). Therefore, the foundation of many 
maps will commonly be based on a conceptual model of the landscape. This model is 
likely influenced by various factors acting at multiple scales, which need to be reduced 
into a two-dimensional representation of the world. This generalisation results in a 
provisional conceptualisation that is subject to revision (Cullum et al., 2016a). In many 
cases, however, the creation of a map is based on a hard or fixed classification of the 
landscape which doesn’t allow for uncertainty and is not open to future revision.  
The use of archetypes and fuzzy classification is particularly useful for addressing this 
lack of certainty and is ideal for the purpose of mapping land degradation and habitat 
condition (Xie et al., 2008). The rangelands of Namaqualand exist within a spectrum 
of potential habitat condition from ‘degraded’ to relatively ‘pristine’ or ‘non-degraded’ 
land (Figure 5.8). An archetype that represents each of these two extremes can be 
constructed and the habitat condition for any area can be illustrated relative to both 
extremes. This spectrum of habitat condition is influenced by numerous biotic and 
abiotic drivers, measures of which can be incorporated into the archetype description 
and construction. Each map unit will be represented by its degree of similarity to both 
extremes of the habitat condition archetype. The inherent uncertainty involved in the 
assessment of land degradation in Namaqualand can be retained and the archetype 
can be represented by the set of specific drivers that are thought to affect habitat 
condition in the area (Cullum et al., 2016a). The relative importance of each driver can 
also be included in the archetype construction. As a result, if certain drivers are found 
to be more important in future studies, or studies focussed on different ecological 
areas, flexibility is included in the archetype approach to accommodate these 
differences (Cullum, 2014).  
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6.1.1 Baselines in mapping landscapes 
As discussed in chapter two of this thesis, land degradation can be mapped in different 
ways and can occur in different states. In almost all cases, land is assessed in 
comparison with what may be considered the ‘natural’, ‘non-degraded’ or ‘pristine’ 
state (Prince et al., 2018). This state is generally referred to as the baseline, or 
reference state, against which current conditions can be compared and assessed. 
Baseline or reference states have been used in ecological monitoring for decades and 
have emerged out of the need to understand and measure the impacts that humans, 
and changing environmental conditions, have had on ecosystems and landscapes (e.g. 
Holling, 1973; Jenkins and Bedford, 1973a; Tully et al., 2015). Determining an 
appropriate reference state is, therefore, a fundamental step for most land degradation 
assessments, but it is also one of the most challenging. As a result, a number of 
different types of baseline states have been used to compare against current 
conditions (Table 6.1).  
Table 6.1. Selected types of baselines developed for the detection of trends in 
degradation. Adapted from Prince et al. (2018). 
Baseline type Meaning Data sources 
Natural 
Pre-modern (≤10,000 yr. BCE) 
Palaeontological and 
archaeological data 
Pre-Anthropocene (+/- 1850-1950) 
Early descriptions; traveller’s 
records, images / maps; historical 
photographs; archival records; 
recent archaeology; land use 
assessments. 
Historical 
Typically, mid-19th century, 1950s, 
and early 21st century. 
Ecological data: information on 
environmental events and trends 
(e.g. meteorological variables, 
CO2, land use). 
Target 
The state that is most desirable to 
the land user. 
Land managers, farmers, 
foresters, biodiversity experts, 
environmentally-aware public, 
policy documents.  
 
The three primary baseline types are natural, historical and target baselines (Table 
6.1), although baselines based on current conditions or the maintenance of ecological 
integrity have also been developed (Prince et al., 2018). All these methods are, 
however, dependent to some extent on an underlying notion of what the assessor may 
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consider a natural or non-degraded condition (Prince, 2016). Natural baselines can be 
considered the optimal condition of the land prior to human influence. This may be 
considered the state of the environment before the existence of modern humans 
(≤10,000 BCE), estimated through the use of palaeontological or archaeological data, 
or a time period that is deemed to pre-date significant environmental change 
associated with human occupation (Prince et al., 2018). In Namaqualand, for example, 
evidence suggests that early hunter-gatherers had very limited impact on the 
environment, and arguably it was only until about 2000 years ago, with the arrival of 
Khoe-Khoen herders, that humans begun to have a significant impact on the land 
(Hoffman et al., 2007b) (Chapter 3). It could also be argued, however, that the 
transhumance patterns practiced by these herders followed a relatively natural cycle 
of grazing, which mimicked indigenous wild ungulate herds, and that they too had only 
a negligible impact on the environment when compared, for example, to later farming 
practices employed by colonial Europeans from the 1700s (Hoffman and Rohde, 2007). 
In the Namaqualand context, therefore, a natural baseline may be based on the state 
of the environment either before the arrival of modern humans, before the advent of 
pastoralism in the area, or before the arrival of European settlers. The choice of a 
natural baseline, therefore, does not escape the subjectivity associated with the 
assessment of land degradation, but does provide a useful benchmark for degradation 
studies, provided suitable data can be obtained. Information from repeat photography 
has been used to determine natural baselines in Namaqualand for the pre-
Anthropocene (+/- 1850-1950) (Table 6.1). Historical photographs from the early 20th 
century have been analysed to determine the nature, extent and rate of environmental 
change in different habitats over time. These habitats include rangelands under both 
communal (Rohde and Hoffman, 2008) and private (Hoffman and Rohde, 2007) land 
tenure as well as ephemeral rivers (Hoffman and Rohde, 2011). Even though historical 
photographs help in the development of natural baselines they often show landscapes 
that have been grazed by large numbers of domestic livestock for decades or even 
longer.  
Historical baselines differ from natural baselines in that they are the measured 
condition of a site in the past, based on actual ecological data collected at the time. 
Historical baselines are useful in providing an objective assessment of the changing 
condition of a site. Provided the same measurement techniques are used and 
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repeated during each assessment, data from the past can be compared to current 
data using appropriate statistical methods. Unfortunately, there are very few long-term 
monitoring sites available globally, which limits the use of historical baselines for 
mapping the nature, extent and rate of environmental change (Prince et al., 2018). 
Also, the start dates, and the time period being assessed, often differ between sites. 
This makes it difficult to compare degradation trends between sites. In addition, some 
of the same problems with establishing natural baselines emerge for the setting of 
historical baselines in that degradation may have occurred long before the historical 
baseline data were collected (Fisher et al., 2018). 
While the use of natural and historical baselines is based on the condition of the land 
at some time in the past, preferably prior to significant human impact, the development 
of target conditions reflects the ‘desired’ condition of the land (Table 6.1). This desired 
state is grounded entirely on choices made in relation to the productivity, value and 
desired outputs of, or services provided by, the land (Bliss and Fischer, 2011; Perrings 
et al., 2010; Wunder and Bodle, 2019). The target condition desired by a livestock 
farmer in Namaqualand may, for example, be based on land that can provide 
sustained forage for sheep which optimises lamb production and growth. Such a target 
is less likely to be influenced directly by concerns over biodiversity conservation. 
Target conditions are, therefore, especially beneficial in multiple-use areas, or areas 
where different stakeholders have vested interests (Vogler et al., 2015; Willemen et 
al., 2018). For example, the development of a target condition which foregrounds 
concerns over biodiversity would be more appropriate for a farmer who both raises 
livestock and promotes ecotourism activities, such as hiking. In this context, the target 
condition may be land that continues to support livestock production while improving 
biodiversity conservation for aesthetic purposes. While the amount of biodiversity may 
never reach historical levels, important biodiversity can be conserved without severely 
limiting the primary livelihood of the farmer. Target baselines do not require universal 
agreement but should represent the desires of important stakeholders in any given 
landscape (Kohler et al., 2018).  
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6.1.2 Baseline to archetype link 
The use of archetypes could address some of the issues associated with determining 
traditional baselines. This is because the baseline can be adjusted as new information 
becomes available. Archetypes can be viewed as dynamic and adaptable baselines, 
which are ideally based on a holistic understanding of the condition of the landscape 
(Cullum et al., 2016a). The use of field and Earth observation data, along with expert 
knowledge of an area, can all feed into the construction of archetypes for a landscape. 
This is particularly important in the remote sensing context where new data becomes 
available regularly, technologies improve dramatically in a short period of time, and 
the capacity to deal with complex ecological questions improves exponentially with 
time (Pettorelli et al., 2014). To have such adaptability within mapping procedures is 
especially important for dryland environments where there is a general lack of 
consensus over what constitutes land degradation. Within the remote sensing context, 
baselines have been established by developing models of potential vegetation index 
values based on biophysical factors, and then examining deviations in actual index 
values in response to the impact of different land use practices (Paruelo and Lauenroth, 
1995; Stoms and Hargrove, 2000). A similar approach can be applied to archetypes 
in that archetype membership values can be compared under management regimes, 
or climatic conditions.  
 
6.1.3 Incorporating desertification drivers into archetype 
construction 
In chapters four and five of this thesis, the condition of the project area with respect to 
field and Earth observation data, has been mapped. It is important, however, that data 
on different cover classes across the project area is contextualised with reference to 
how habitat condition has changed over time and with respect to the potential drivers 
of this change. In this chapter, data on the possible drivers of change in habitat 
condition are used to evaluate the potential impact of each of these drivers, and a 
habitat condition archetype is then constructed incorporating this information.  
Habitat condition in Namaqualand has been found to be related to both biotic and 
abiotic factors including differences in climate, topography and land-use (Figure 2.2). 
Spatial and temporal changes in climate and land-use directly result in differences in 
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habitat condition in the project area, across both space and time (Davis-Reddy, 2018; 
Davis et al., 2017, 2016; Hahn et al., 2005; Midgley and Thuiller, 2007; Nenzhelele et 
al., 2018; Schmiedel et al., 2012; Schmiedel and Oldeland, 2018; Todd and Hoffman, 
2009). Topographical features, on the other hand, have a predominantly indirect or 
secondary impact on habitat condition in that the impact of changes in climate and 
land-use are influenced by differences in topography across the project area 
(Anderson and Hoffman, 2011, 2007; Samuels et al., 2007). A model was created in 
order to determine the most important desertification drivers in relation to the predicted 
perennial plant and bare ground cover derived from chapter five. These drivers, along 
with fuzzified versions of the PLSr predictions and the change in the estimated cover 
of bare ground, were then used to construct a habitat condition archetype for the 
project area.  
 
6.2 Methods 
Predicted perennial plant and bare ground cover represent two extremes of a potential 
habitat condition spectrum for the project area. These two variables, as well as the 
trendline slope value and the percentile range of Landsat SMA estimated bare ground 
cover estimate from 1984 to 2019 (Figure 5.10), were used to construct the habitat 
condition archetype (Error! Reference source not found.). 
6.2.1 Drivers of habitat condition 
The five potential drivers of desertification (Error! Reference source not found.) are 
in no way an exhaustive list of the factors that may result in a degraded landscape in 
the project area. Instead, they are a sample of factors for which freely available data 
could be collected across the project area, primarily through the Google Earth Engine 
platform. These drivers are likely to not only interact with one another in impacting 
habitat condition, but also with other drivers not mentioned here. The purpose of 
analysing these drivers is to inform the construction of the habitat condition archetype 









Figure 6.1. Flow diagram illustrating the methodology employed to collect and analyse the 
desertification drivers' data and construct a habitat condition archetype for the project area. 
PLSr refers to partial least squares regression analysis.  
Figure 6.2. Factors influencing the construction of the habitat condition archetype. The four 
primary variables (predicted perennial plant cover, predicted bare ground cover, trendline 
slope of bare ground cover change and percentile range of bare ground cover change) are 
used to determine the fuzzy membership values, while the five external drivers (change in 
rainfall, land tenure regime, slope aspect, slope angle, elevation) provide an additional layer 




Variations in topography across landscapes are thought to have both a direct and an 
indirect effect on vegetation in Namaqualand (Desmet, 2007; Francis et al., 2007). In 
general, a decrease in slope steepness, a more northerly slope aspect, and lower 
elevation habitats are related to an increase in bare ground cover, and a decrease in 
perennial plant cover (Error! Reference source not found.) (Anderson and Hoffman, 
2007; Samuels, 2006; Samuels et al., 2019, 2007).  
Measures of slope angle, slope aspect, and plot elevation were derived from a digital 
elevation model (DEM) in Google Earth Engine (Appendix A). The Shuttle Radar 
Topography Mission (SRTM) digital elevation data were used to derive these values. 
SRTM provide DEMs for nearly the entire globe at a resolution of approximately 30 
metres (Farr et al., 2007). This ensures that not only are most areas of interest likely 
to be covered by the data, but that the data are also at a similar spatial scale to other 
satellite imagery likely to be used, particularly Landsat data. Elevation in metres above 
sea level were derived along with values for both slope angle and aspect. The values 
for elevation were derived directly from the SRTM dataset. Slope angle values 
measured in degrees and ranging from 0° (completely flat landscape) to a maximum 
of 90° (vertical cliff face) were derived from the SRTM dataset using ee.Terrain.slope() 
function in GEE. Slope aspect values were initially derived from the SRTM dataset 
using the ee.Terrain.aspect() function, which produces values between zero and 360 
degrees. Values of zero and 360 are problematic, however, in that they represent the 
same aspect but are statistically very different numbers. As a result, the degree values 
were converted to range between -1 to 1 such that a value of -1 represents a south-
facing slope while a value of 1 represents a north-facing slope (Error! Reference 
source not found., where AspectNS = slope aspect between -1 (south) and 1 (north), 
Aspect = original aspect in degrees). East and West are represented by values of zero 
meaning the entire landscape is represented on a linear scale from -1 to 1 irrespective 
of whether the slope is more west or east facing.  
𝐴𝑠𝑝𝑒𝑐𝑡𝑁𝑆 = 𝑐𝑜𝑠 (




















Even though the interaction between vegetation and a changing climate is complex, it 
is generally expected that a historical decrease in rainfall across the project area will 
result in higher bare ground cover and lower perennial plant cover (Error! Reference 
source not found.) (Davis-Reddy, 2018; Davis et al., 2017). The sporadic nature of 
rainfall patterns and the sparse spatial distribution of weather stations in Namaqualand 
results in limited accurate rainfall data for the extent of the project area (Davis et al., 
2016). The isolated nature of many rainfall events also means that rainfall data from a 
weather station in one location may not represent the rainfall received in a 
geographically adjacent area. Another constraint on obtaining rainfall data for the 
project is the fact that the methods need to be replicable for similar dryland areas, and 
Figure 6.3. The three land tenure regimes considered for this project area. The extent of the 
project area that does not belong to either communal tenure or one of the official protected 




for the Succulent Karoo in particular. It is therefore important that the rainfall data used 
in the model be available through the Google Earth Engine platform. As a result, the 
Climate Hazards group Infrared Precipitation with Stations (CHIRPS) dataset was 
used to determine the trend in rainfall across the project area from 1984 to 2019 
(Appendix H). This dataset is based on an algorithm that blends satellite-derived cold 
cloud duration observations with station data to produce precipitation estimates on a 
global scale (Funk et al., 2015). A value representing the trendline slope of the linear 
rainfall trend from 1984 to 2019 was determined using the ee.Reducer.linearFit() 
function in Google Earth Engine. This function computes the slope and offset 
(intercept) for a linear regression of two inputs, precipitation and time in the case of 
this thesis.  
Land tenure 
In general, communal areas in Namaqualand have been reported to contain a higher 
proportion of degraded areas than privately owned land (Nenzhelele et al., 2018; Todd 
and Hoffman, 2009, 1999). Communal land tenure is predicted to be related to higher 
bare ground cover and lower perennial plant cover for the project area (Error! 
Reference source not found.). The extent of three different land tenure regimes were 
derived from various geographic information systems (GIS) spatial layers. The project 
area was divided into land under communal tenure, private tenure, or land belonging 
to the country’s official protected area network. The protected areas network in South 
Africa is continually changing and it is difficult to obtain the latest spatial extent of 
protected areas in the country. For this project, a protected area GIS spatial layer was 
obtained from the South African Biodiversity Institute (SANBI) and represents the 
extent of both formal and informal protected areas in the country as of the National 
Biodiversity Assessment 2011 (NBA 2011). Three protected areas occur within the 
extent of the project area: Namaqua National Park, Goegap Nature Reserve, and 
Knersvlakte Nature Reserve (Error! Reference source not found.).  
Spatial layers of land tenure for the country are difficult obtain as tenure is relatively 
fluid with respect to recent land reform, and spatial layers are not often updated by 
government agencies. The purpose of looking at land tenure in this context is to see if 
historically different land use practices have resulted in differences in habitat condition 
within the project area. As a result, recent changes in land tenure are not of particular 
interest and the historical extent of private versus communal land can be used. 
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Published maps of communal areas in Namaqualand (Benjaminsen et al., 2006; 
Lebert, 2004; May and Lahiff, 2007) as well as spatial layers shared by colleagues, 
were used to create a spatial layer in ArcMap 10.4 of farm portions belonging to 
communal areas in the project area. Land tenure is therefore presented as a 
categorical factor in the analysis with three potential classifications (communal, private 
and protected area). 
 
6.2.2 Data analysis 
The purpose of the analyses in this chapter was to explore the relationship between 
the cover estimates developed in chapter five (response variables), and the five 
potential habitat condition drivers of change determined for the project area, i.e. 
elevation, slope aspect, slope angle, rainfall trend, land tenure (predictor variables). 
To accomplish this, a seven-band raster image was created in GEE, with each band 
representing each of the response and predictor variables (Table 6.2). The spatial 
resolution of the raster was set at 30 m x 30 m to remain consistent with the majority 
of the individual data inputs (SRTM topographic measures and PLSr estimates). This 
results in a raster image with 19 888 566 pixels and seven bands. The raster was then 
imported into R using the Raster package, and an appropriate multivariate method for 
evaluating raster data was used.  
Table 6.2. A description of the bands making up the raster image used in the random 
forest model. 
Band Variable type Description 
Elevation Predictor The elevation (in metres) of the project area, calculated 
from the DEM. 
SlopeAspect Predictor The slope aspect of the project area, calculated from the 
DEM (-1 = South, and 1 = North). 
SlopeAngle Predictor The slope angle (in degrees) of the project area, 
calculated from a Digital Elevation Model (DEM).  
RainfallTrend Predictor Trend in rainfall from 1984 to present using CHIRPS 
modelled climate data. 
LandUse Predictor Three different broad land tenure categories: private, 
communal, protected area. 
BarePred Response PLSr predicted perennial plant cover. 




The raster was initially converted into a data frame in order to perform the analyses. 
The resulting data frame of nearly 20 million rows and seven columns was too large 
for computations to succeed and thus the stratified() argument from the 
splitstackshape package in R (Mahto, 2019) was used to sample the data in a random 
but stratified manner. The sample was stratified proportionally according to the land 
tenure variable such that the number of points analysed in each land tenure type 
(private, communal, or protected area) was proportional to the number of points in 
each type in the original raster. Different sample sizes were evaluated to determine 
the largest potential sample size that could be used without resulting in a 
computational error. The different sample sizes were chosen such that the area 
covered by each unit of the sample represented an intuitive spatial resolution on the 
ground.  
Preliminary analysis 
Two Kruskal-Wallis rank sum tests were performed for each of the response variables 
to determine whether there was a significant difference in bare ground and perennial 
plant cover across the three land tenure categories. Once again, if a significant 
difference was found then a pairwise comparison was performed to determine where 
this difference occurred. 
Random forest  
The random forest algorithm is an ensemble method within machine learning that has 
been used successfully for both classification (categorical response variable) and 
regression (continuous response variable). Random forest models are an extension 
of single decision tree models in that they average the results of several randomised 
decision trees (the forest) (Breiman, 2001). This method has been shown to both 
improve prediction accuracy and avoid the problem of overfitting, which is often 
associated with single decision trees (Hengl et al., 2018). Randomness is introduced 
in the model first by sampling a random number of points from the original data, and 
secondly by subsetting the number of predictors used to generate the best split at 
each tree node (mtry) (Liaw and Wiener, 2002).  
A common problem with various spatial analyses, and multivariate statistical methods 
in general, is the issue of collinearity. Collinearity, often synonymous with 
multicollinearity, occurs when predictors in a multiple regression are highly correlated 
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and cannot independently predict the value of the response variable, thus reducing 
their statistical significance (Dormann et al., 2013). It has been suggested that the 
random sampling of a subset of predictor variables at each tree node in a sufficiently 
large forest will reduce the problem of collinearity in random forest models (Afanador 
et al., 2016). Despite this suggestion, tree-based models have been found to be no 
less tolerant of collinearity than regression-based approaches (Dormann et al., 2013), 
thus necessitating an evaluation of potential collinearity in this project. The correlation 
between the predictor variables in the data was determined and potential collinearity 
assessed following the general rule of thumb which is not to use variables correlated 
at r > 0.7 (Dormann et al., 2013).  
The two main parameters that can be tuned in a random forest model using the 
randomForest package are the number of trees used for the final model (ntree), and 
the number of predictors chosen at each tree node (mtry) (Liaw and Wiener, 2002). 
The trainl() function from the caret package (Kuhn, 2019) was used to perform K-fold 
cross validation in order to determine the optimum values for both ntree and mtry. 
Once these values were determined, the data were split into a training and a test set 
with 70% of the data becoming the test set. Random forest models were then run with 
the training set. Different models were run with different combinations of predictor 
variables in order to determine the model that explains the most amount of variance 
in the data, as determined by the percent of the variance in the training data explained 
(‘%Var explained’). Once the best model was selected for each response variable 
(PLSr bare ground and perennial plant cover estimates), the predict() function was 
used to predict the random forest model on the test set, and the accuracy of the model 
was determined by looking at the Root Mean Square Error (RMSE) value. The 
importance of the individual predictor variables was then determined by the %IncMSE, 
which is the percentage increase of the mean squared error (Breiman, 2001). The 





6.2.3 Habitat condition archetype construction 
The PLSr cover estimates, as well as the Landsat SMA bare ground trendline slope 
and percentile range values, were used to construct the habitat condition archetype 
for the project area. This was accomplished by initially converting the variables to 
values between zero and one using the Fuzzy Membership tool in ArcMap 10.4 (ESRI, 
2011). A membership value of one represents 100% similarity to the non-degraded 
extreme of the habitat condition archetype while a value of zero represents 100% 
similarity to the degraded extreme. Different membership type options are available 
with the Fuzzy Membership tool that specify the algorithm used in the fuzzification of 
the input raster, i.e. how the range of values in the raster data are converted to a range 
between zero and one. The outputs of each type were investigated to determine which 
type resulted in the best approximation of the habitat condition. The values of the 
fuzzified bare ground cover and bare ground trend and percentile range images were 
inverted such that a high membership value represents high perennial plant cover, 
and corresponds with the habitat condition archetype. The new images, which 
represent fuzzy approximations of bare ground cover, perennial plant cover and the 
trend and percentile range of the Landsat SMA bare ground estimate, were then 
combined using the Fuzzy Overlay tool. This tool combines membership raster data 
together based on a selected overlay type. The overlay type specifies the method used 
to combine the membership data. The most appropriate overlay type for the project 
area was used such that the final layer represents the similarity of each pixel in the 
project area to the habitat condition archetype. The raster layers representing the five 
potential desertification drivers were then combined with the fuzzy overlay raster to 
form a new multi-band raster representing the habitat condition archetype for the 
project area. Membership values can therefore be interpreted within the context of the 
desertification drivers.  
Interpretation  
To improve the utility of the habitat condition map and produce estimates of the extent 
of desertification over the study area it is necessary to develop a classification system 
for the range of habitat condition membership values observed in the field. As such, 
the membership values for each pixel within the project area were evaluated with 
respect to a range of subjective thresholds. The proportion of the project area that falls 
within a set of predetermined membership value ranges is reported. One common 
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method of interpreting such data is to classify the values into groups that have been 
established based on the mean ± two standard deviations away from the mean (Prince 
et al., 2009). This approach allows for the groups to be based on a classification of the 
data and thus eliminates the subjectivity inherent in many classification approaches. 
An advantage of the archetype approach is that these groups can then be viewed 
within the context of the potential desertification drivers for the project area.  
 
6.3 Results 
6.3.1 Stratified sampling  
The original raster image contains 19 888 556 pixels with a spatial resolution of 30 
metres. Only the models representing a spatial resolution of 500 m x 500 m and 1 km 
x 1 km, and containing a sample of less than 100 000 pixels, were able to run. Only 
0.09% of the full dataset was sampled at a 1 km x 1 km spatial resolution, while a 500 
m x 500 m resolution image represented 0.36% of the number of pixels of the full 
dataset. This sample was therefore chosen to represent the data for further analyses. 
Table 6.3. The number of pixels sampled in order to determine the maximum sample 
size with which to perform the random forest regression. 
Proportion sampled Ground resolution (m) No. of pixels Result 
1 30 x 30 23 060 974 Fail 
0.09 100 x 100 2 075 487 Fail 
0.0144 250 x 250 332 078 Fail 
0.0036 500 x 500 83 019 Success 
0.0009 1 000 x 1 000 20 754 Success 
 
6.3.2 Drivers of habitat condition 
Preliminary analysis 
Both the PLSr estimated perennial plant cover and bare ground cover were 
significantly different across the three land tenure categories (p < 0.001) (Figure 6.4). 
Estimated bare ground cover did not differ significantly between private land and land 
within official protected areas (p = 0.31). Bare ground cover in communal lands, on 
the other hand, was significantly different from both private and protected areas (p < 
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0.001). The same pattern was evident for estimated perennial plant cover in that there 
was no difference between private land and protected areas (p = 0.64), but there was 
a significant difference between communal land and both private and protected areas 
(p < 0.001). 
Variance was very high for the four continuous predictor variables of bare ground 
cover (Error! Reference source not found.) and perennial plant cover (Error! 
Reference source not found.). The correlations between the cover estimates and 
the four potential drivers were generally low to moderate, though they were all 
significant (Table 6.4). The low p values simply indicate the confidence in the stated 
correlation coefficient. The strongest correlations were between the cover estimates 
and slope angle with higher bare ground cover being related to a gentler slope (r = - 





Figure 6.4. Mean partial least squares regression estimates and 0.95 confidence intervals of 
bare ground cover and perennial plant cover across the three land tenure regimes. 
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Table 6.4. Correlations between the perennial plant and bare ground cover pls7 












Rainfall 0.168 0.155, 0.181 < 0.001 
Angle - 0.419 - 0.430, - 0.408 < 0.001 
Aspect 0.283 0.271, 0.296 < 0.001 
Elevation  - 0.062 - 0.075, - 0.048 < 0.001 
Perennial 
plant cover 
Rainfall - 0.297 - 0.309, - 0.284 < 0.001 
Angle 0.309 0.297, 0.321 < 0.001 
Aspect - 0.204 - 0.217, - 0.191 < 0.001 




Figure 6.5. The four continuous predictor variables and partial least squares regression 





Before using all four potential predictors of bare ground and perennial plant cover in a 
random forest model, the degree of collinearity was assessed among these predictors. 
The results showed that Pearson’s correlation coefficients were never higher than the 
r = 0.7 rule of thumb threshold for collinearity to be an issue (Table 6.5). 
Table 6.5. Correlations (r) between the four continuous predictors to be used in the 
random forest models. 
 Slope angle Slope aspect Elevation    
Rainfall trend 0.211 -0.009 -0.040   
Elevation  0.118 0.012    
Slope aspect -0.052     
 
Figure 6.6. The four continuous predictor variables and partial least squares regression 




The final number of variables randomly sampled as candidate predictors at each split 
in the random forest trees was two (mtry = 2), and the number of trees making up the 
final random forest model for bare ground was 500 (ntree = 500). The bare ground 
model managed to explain 43.1% of the variance in the training data set while the 
perennial plant cover model had a similar level of performance in that it explained 
41.77% of the variance in the training set. The correlation between the random forest 
model predicted bare ground and the PLSr predicted bare ground was acceptable (r 
= 0.67), while the RMSE for the model was 14.33. The correlation between the random 
forest model predicted perennial plant cover and the PLSr predicted perennial plant 
cover was also acceptable (r = 0.68), while the RMSE for this model was 11.41. If the 
least important variables were removed from the two models, then the model 
performance decreased slightly for both the bare ground model (% variance explained 
= 40.7%) and the perennial plant cover model (% variance explained = 40.68). 
 
Variable importance  
Slope angle was the most important variable in predicting estimated bare ground 
(%IncMSE = 269.58). Slope aspect (%IncMSE = 156.09), elevation (%IncMSE = 
153.83), and rainfall trend (%IncMSE = 140.56) all had similar levels of importance, 
while land tenure was the least important variable (%IncMSE = 89.81) in predicting 
bare ground (Figure 6.7A). With respect to predicting perennial plant cover, slope 
angle was again the most important variable (%IncMSE = 174.04), although rainfall 
trend was almost as important (%IncMSE = 172.38). Elevation was the next most 
important variable (%IncMSE = 126.81), while slope aspect (%IncMSE = 96.73) and 
land tenure (%IncMSE = 93.05) were the two least important variables in predicting 






6.3.3 Habitat condition archetype  
The different overlay type options available through the Fuzzy Overlay tool in Arcmap 
10.4 resulted in different ranges in the membership values calculated for the habitat 
condition archetype. The ‘AND’ option chooses the minimum of the memberships from 
the input rasters resulting in membership values that are generally lower than desired, 
while the ‘OR’ option chose the maximum membership value of the input rasters 
resulting in a left-skewed range of high values. ‘PRODUCT’ is defined as a ‘decreasive’ 
function which de-emphasizes the importance of input rasters having similar values, 
while the ‘SUM’ option is an additive function that emphasizes the effect of multiple 
evidence. These two options therefore respectively result in membership values that 
are lower and higher than desired. Lastly, the ‘GAMMA’ option combines the ‘SUM’ 
and ‘PRODUCT’ values algebraically and produces a more appropriate range of 
values for the project area (Error! Reference source not found.). This raster was 
then combined in GEE with the raster layers of the five desertification drivers to 
produce a multi-band raster layer representing the habitat condition and the drivers 
Figure 6.7. Predictor variable importance for the two random forest models predicting bare 
ground cover (A) and perennial plant cover (B) respectively. %IncMSE refers to the 









Figure 6.8. Habitat condition archetype map of the project area using the GAMMA overlay type 
option of the fuzzy overlay tool in ArcMap 10.4 to combine raster images representing 
estimated bare ground and perennial plant cover, and the trendline slope and percentile range 




























The ‘GAMMA’ option was used to generate the raster representing the habitat 
condition membership values for the project area. The membership values were 
normally distributed across the project area (Figure 6.10) with a mean value of 0.55 
and a standard deviation of 0.19. A large proportion (65.52%) of the project area had 
membership values that fell between 0.4 and 0.7, with 23% having membership values 
greater than 0.7, and 11% having values lower than 0.3 (Table 6.6). Six groups are 
generated through an evaluation of the mean ± two standard deviations for the 
membership values (Table 6.7), with the majority of the project area falling within one 




Figure 6.10. Distribution of habitat condition archetype pixels relative to their membership 
values. 
Figure 6.9. The six layers that constitute the final habitat condition archetype raster for the 
project area. Archetype membership values (A) can be evaluated relative to slope angle (B) 




Table 6.6. Proportion of the total project area within specified ranges of habitat 
condition archetype membership values. 
 
Table 6.7. Proportion of the total project area within ranges specified by the mean and 
standard deviation of the habitat condition archetype membership values (mean = 0.55, 










the project area 
Between 0 and 
two SD less 
than the mean 
Severely degraded 0 - 0.17 764728 3.31 
Between one 
and two SD less 
than the mean 
Moderately degraded 0.17 - 0.36 3146181 13.61 
Between the 
mean and one 
SD less than the 
mean 
Stable 0.36 - 0.55 6931884 29.98 
Between the 
mean and one 
SD greater than 
the mean 
Stable 0.55 - 0.74 8354177 36.13 
Between one 
and two SD 




0.74 - 0.93 3745384 16.20 
Between two SD 
greater than the 
mean and 1 
Significantly above 
average 






Percentage of the 
project area 
Cumulative percentage 
of the project area 
0 - 0.1 208026 0.90 0.90 
0.1 - 0.2 876834 3.79 4.69 
0.2 - 0.3 1484922 6.42 11.11 
0.3 - 0.4 2458130 10.63 21.74 
0.4 - 0.5 3611119 15.62 37.36 
0.5 - 0.6 4560956 19.72 57.08 
0.6 - 0.7 4520379 19.55 76.63 
0.7 - 0.8 3220448 13.93 90.56 
0.8 - 0.9 1775881 7.68 98.24 




Maps linking Earth observation data to various aspects of the Earth’s surface, 
including vegetation cover, productivity and biodiversity, are useful for a wide range of 
ecological, conservation and management applications (Corbane et al., 2015; 
O’Connor et al., 2015; Pettorelli et al., 2016, 2014; Turner et al., 2015). Being able to 
interpret changes in these cover types over time, and within the context of potential 
drivers of change, is particularly useful within the context of desertification (Stellmes 
et al., 2013). The habitat condition archetype presented here provides a quantitative 
measure of desertification for the project area derived from accurate estimates of 
cover, the relative change in the amount of bare ground cover since 1984, and within 
the context of five potential desertification drivers. Habitat condition can, therefore, 
begin to be explained through the lens of potential desertification syndromes for the 
project area (Scholes, 2009).  
 
6.4.1 Importance of desertification drivers 
The relative importance of rainfall trend and slope aspect were the primary differences 
between the two random forest models predicting bare ground and perennial plant 
cover, with rainfall trend emerging as a better predictor of perennial plant cover than 
aspect (Figure 6.7). Land tenure was found to be the least important variable for both 
estimated bare ground and perennial plant cover. This is surprising considering the 
focus that has occurred over the last 25 years on the impact of different land tenure 
regimes on the vegetation of Namaqualand (Hoffman et al., 2007b). Removing this 
variable from the random forest models, however, reduced the performance and 
accuracy of the models suggesting that all five drivers are important for predicting 
cover in the project area. This is evidenced by the fact that there was a significant 
difference in cover estimates between the different land tenure groups (Error! 
Reference source not found.). Although rainfall trend was an important variable in 
predicting perennial plant cover, this needs further investigation as the nature of the 
relationship was contrary to what one might expect. An increase in perennial plant 
cover is expected to be related to an increasing precipitation trend (Davis et al., 2016), 
but this was not the case. A number of factors could be responsible including the 
potential lack of accuracy of the precipitation data. CHIRPS precipitation data for the 
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project area is modelled on data from a limited number of weather stations (Davis et 
al., 2016). Due to the highly variable topography of the area which influences rainfall 
patterns across short distances, it would be inappropriate to extrapolate this station 
data to even adjacent areas (MacKellar et al., 2007). This factor has resulted in poor 
correlations between the weather station data and actual rainfall events in similar 
locations in the Western Cape region of South Africa (Maswanganye, 2018). The 
relatively poor relationship between rainfall trend and perennial plant cover could also 
be due to the differences in spatial scale between the cover estimates and the rainfall 
data. CHIRPS data has a spatial resolution of approximately five kilometres (0.05°), 
which is much larger than the 30 m resolution of the cover estimate data, and probably 
too large to take into account the highly variable rainfall of the Namaqualand 
Hardeveld bioregion (van Rooyen et al., 2015). More accurate rainfall data with better 
spatial coverage and resolution would certainly improve the predictive strength of this 
variable in determining the condition of the veld in the project area.  
The importance of slope angle for predicting both bare ground and perennial plant 
cover suggests that different drivers of desertification interact with each other. For 
example, grazing pressure in Namaqualand has been found to be higher in lower lying 
areas with gradual slopes that are more easily accessible to grazers (Anderson and 
Hoffman, 2007). Livestock either avoid steep slopes or are unable to access very 
steep areas and thus prefer more flat plateaus and lowlands (Samuels et al., 2007). 
Previously cultivated land in Namaqualand, which has subsequently been abandoned, 
is also generally found in flatter areas as these areas are more easily accessed and 
ploughed. These old fields have been shown to have limited ability to recover their 
vegetation layer without active intervention and often remain bare for decades after 
abandonment (Carrick and Krüger, 2007; Schmiedel et al., 2010). The presence of old 
fields and higher relative grazing pressure are, therefore, likely to contribute to the 
relationship between the cover estimates and slope angle in the random forest model. 
Slope aspect was also found to be important in predicting bare ground and has a 
similar level of importance to elevation in the models. This suggests that low lying, 
north-facing slopes are likely to have more bare ground than higher altitude, south-
facing slopes.  
Overall improvement to the random forest models is likely to materialise either through 
the addition of data related to other potential desertification drivers, or an improvement 
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in the accuracy or resolution of the data related to the five predictors used (Hill et al., 
2008; Reynolds et al., 2011; Stellmes et al., 2013; Václavík et al., 2013). These 
predictors were never presented as an exhaustive list of the potential desertification 
drivers for the project area but rather comprise a snapshot of the potentially complex 
interactions between social, economic and environmental factors that influence 
desertification (Cherlet et al., 2018; Prince and Podwojewski, 2019).  
 
6.4.2 Archetypes for land degradation mapping  
The complexity of desertification processes across the world at a range of scales has 
contributed to a fundamental shift in mapping desertification. Attempts to create 
deterministic maps, particularly at the global scale, have largely been replaced with 
the presentation of desertification syndromes (Cherlet et al., 2018; del Barrio et al., 
2016; Hill et al., 2008; Scholes, 2009; Stellmes et al., 2013). These syndromes are 
synonymous with archetypes in that they are based largely on attempts to integrate 
knowledge of diverse human-environment systems using a variety of methods, and 
resulting in a more nuanced general understanding of desertification (Hill et al., 2008; 
Stellmes et al., 2013; Václavík et al., 2013). A primary example of this shift is illustrated 
by the third World Atlas on Desertification (WAD3) (Cherlet et al., 2018). Instead of 
presenting a prescribed model for desertification at the global scale, WAD3 rather 
presents a variety of different global datasets, that represent global change issues, 
from which users can choose the most appropriate for their context. A final map is then 
presented that illustrates the level of convergence between these global change 
issues and suggests the potential for land degradation in any given area (Cherlet et 
al., 2018). This potential can then be evaluated by individual users within the local or 
regional context. 
The syndromes approach was developed within global change research to address 
the inherent complexity in understanding and modelling global change (Cassel-Gintz 
and Petschel-Held, 2000; Lüdeke et al., 2004; Petschel-Held et al., 1999; 
Schellnhuber et al., 1997), and was first applied to the desertification issue in a paper 
presented to the Dahlem Workshop on Desertification (Downing and Lüdeke, 2002). 
Within the southern African context, Scholes (2009) has developed five dryland 
degradation syndromes which represent the broad mechanisms through which natural 
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capital in drylands is lost. These syndromes, whether at the global or regional scale, 
provide a framework within which local to regional-scale studies can be done. The 
desertification drivers presented here can be viewed within the context of Scholes’ 
(2009) syndromes while incorporating the quantitative approach to archetype 
construction proposed by Cullum (2014, 2016).  
The proportion of the project area that is degraded can be determined through various 
interpretations of the habitat condition archetype membership values. One potential 
interpretation of the data is for the user to set a membership value threshold for what 
they consider to be degraded land. This threshold could be decided upon arbitrarily, it 
could be based on expert knowledge of the area and its underlying patterns and 
processes, or it could be chosen based on the desertification driver data available in 
the archetype spatial layer. If, for example, it is decided that the threshold for land to 
be considered severely degraded is a membership value of 0.2 then this would 
constitute nearly 5% of the project area, while a threshold of 0.3 would include over 
11% of the project area (Table 6.6). The areas that fall below this threshold can then 
be analysed in terms of the underlying desertification drivers to determine if the low 
membership value is related to potentially ‘natural’ (i.e. decreasing precipitation trend) 
or anthropogenic (different land tenure regimes) causes. The other potential 
classification method presented here is to distinguish degradation classes according 
to the descriptive statistics of the membership values. In this case, the data is grouped 
into six classes to which descriptions can be assigned (Table 6.7). According to these 
subjective class descriptions, nearly 17% of the project area could be classified as 














Chapter 7:  
7. General discussion and conclusions 
7.1 Introduction  
Even though desertification has been an issue of global concern for centuries, there 
is still no approach to measuring desertification that is generally accepted and 
universally appropriate (Cherlet et al., 2018). This is due to various issues starting with 
the terminology used, and how desertification is defined. The history of the 
desertification debate has been highly politicised and, as such, has resulted in much 
contention around the use of the word itself (Toulmin and Brock, 2016). The original 
image of the improper use of landscapes by local land users resulting in desert-like 
conditions persists in some scientific and policy domains today (Prince and 
Podwojewski, 2019). This is despite the emergence of a more nuanced contemporary 
understanding that the drivers and symptoms of desertification are considerably more 
complex and dynamic than originally thought (e.g. Reynolds et al., 2011). The 
persistence of the original desertification narrative is, therefore, not only a result of the 
significant momentum that it gathered during the mid to late 1990’s, but also a result 
of this complexity. However, when simple ideas are replaced with increased 
complexity, particularly within institutional structures, the simple idea will tend to 
persist as it is easier to understand, and is perceived to be easier to measure, and 
manage (Behnke and Mortimore, 2016b; Prince and Podwojewski, 2019).  
Various authors dispute the value of using the term desertification (Behnke and 
Mortimore, 2016a). This argument is based on several issues including the pre-
scientific and inaccurate origins of the term itself (Davis, 2016), the fact that 
desertification cannot easily be defined or quantified (Prince, 2016), the proposed 
need to integrate desertification into a broader global change framework (Giannini, 
2016), and the ongoing realisation that the contemporary understanding of rangeland 
dynamics contradicts several key notions embedded within desertification theory 
(Huntsinger, 2016). Despite this opposition, the use of the term desertification 
continues both in the scientific literature, and especially within global and national 
institutions (Behnke and Mortimore, 2016b). Today, however, desertification is 
primarily understood as land degradation in the world’s drylands. This shifts the 
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emphasis onto defining what is meant by land degradation. Consensus seems to be 
settling on the suggestion that land degradation be defined within the context in which 
it is measured (Reynolds et al., 2003), with a focus on measuring loss in both natural 
capital and ecosystem services (IPBES, 2018), and placing land degradation into 
broader frameworks known as syndromes or archetypes of change (Downing and 
Lüdeke, 2002; Prince and Podwojewski, 2019; Reynolds et al., 2011; Scholes, 2009). 
These global frameworks help to provide direction for desertification studies at smaller 
spatial scales, and emphasise the utility of multiple perspectives and classifications 
based on fuzzy, and not hard, approaches (Hill et al., 2008; Stellmes et al., 2013). 
Though the UNCCD has shifted its focus since its inception, member states still need 
to report on the amount of degraded land in their countries. This requires a 
quantification of the extent of desertification in the country. This quantification can, 
however, occur with a more contextualised and nuanced understanding of the 
heterogeneous nature of desertification at all spatial and temporal scales, and within 
the conceptual framework of a coupled human-environment system (Cowie et al., 
2011; Reynolds et al., 2003; Salvati et al., 2019; Symeonakis et al., 2016; Václavík et 
al., 2013; Verstraete et al., 2011). 
 
7.2 Summary of contribution 
 
7.2.1 Delivery on research objectives 
The overall objective of this project was to investigate a more appropriate approach to 
the mapping of desertification. This objective was addressed through a local level 
desertification assessment of six of the seven vegetation types of the Namaqualand 
Hardeveld bioregion of the Succulent Karoo biome, South Africa. While the objective 
was to develop an approach that could be applied globally, a primary output of the 
project included the development of a user-friendly map of the project area that could 
be used by conservation practitioners working in the region. The main findings of this 
thesis are discussed briefly below within the context of the three questions posed in 
chapter two (Figure 2.1). This is followed by a summary of the proposed methodology 
and an evaluation of how effectively it could be used to assess desertification in similar 




1. What are the most appropriate field measures of habitat condition for the 
Namaqualand Hardeveld bioregion that can be measured rapidly in the 
field? 
2. What is the most appropriate method to measure habitat condition using 
freely available Earth observation data? 
3. What is the best approach to map desertification for the project area that 
can be repeated for similar dryland environments? 
 
Question 1 
The first question is related to the habitat condition of the project area as measured in 
the field. Various potential indicators of desertification or land degradation were 
investigated to determine which indicators would likely represent the range of potential 
habitat condition across the project area (Figure 4.1). The purpose of this section was 
to evaluate how these indicators cluster in relation to one another, and to provide field 
data with which to ground truth the Earth observation data collected for the analysis in 
chapter five.    
Defining land degradation at the level of the landscape, or at least at the regional scale, 
requires a good understanding of the underlying ecology of the area. Thus, a 
conceptual model of the landscape becomes particularly important (Figure 2.2). 
Although it is important to minimize significant sources of bias and subjectivity in the 
classification of landscapes in order to make methods repeatable and more relevant 
at larger spatial scales, this cannot take place without expert input at the level of 
understanding the landscape (Cullum et al., 2016b). This expert knowledge can come 
from different sources, including scientific experts in ecology, geology and climate, for 
example, and practical experts in the form of farmers, conservation practitioners and 
government agents that have real ‘on the ground’ working knowledge of an area 
(Cherlet et al., 2018; Kong et al., 2014; van Haren et al., 2019). Information from such 
sources can be used to develop a conceptual understanding of a landscape which can 
then be tested against data collected both remotely and from the field. The conceptual 
diagram proposed in chapter two was developed to understand some of the potential 
factors that are likely to result in a degraded landscape in the project area, and how 
146 
 
this could be measured. This diagram was then updated in chapter six to only include 
data determined to be most important for the project area (Error! Reference source 
not found.).  
The data collected in the field for this project clustered significantly into groups 
representing different potential habitat condition states for the project area (Figure 4.7). 
These states were primarily distinguished by the cover estimates of both perennial 
plant cover and bare ground cover (Figure 4.9). The analysis of the field data provides 
a good approximation of the range of habitat condition for the plots sampled and can, 
therefore, be used to determine the most appropriate Earth observation data for 
mapping this condition across the project area.  
Question 2 
The second question addressed in this thesis was to determine the most appropriate 
method to assess habitat condition using Earth observation data. In order for Earth 
observation data from satellite imagery to be useful for assessing and monitoring 
desertification it needs to be related to what is happening on the Earth’s surface, both 
from the perspective of vegetation cover and productivity, and through the lens of 
ecosystem functioning and ecosystem services (Fensholt et al., 2015; Herrmann and 
Sop, 2016; Higginbottom and Symeonakis, 2014; O’Connor et al., 2015).  
The normalised difference vegetation index (NDVI) has been widely and successfully 
used for this purpose (e.g. Symeonakis and Drake, 2004; Thompson et al., 2009; 
Wessels et al., 2016), although various other methods have also been proposed (e.g. 
Huete, 1988; Knyazikhin et al., 1998; Qi et al., 1994) One of these alternative methods 
is spectral mixture analysis (SMA) which, in considering the full electromagnetic 
spectrum of the data collected, is suggested to improve correspondence with field data, 
particularly in arid areas (e.g. Okin and Roberts, 2002; Clasen et al., 2015). SMA is a 
fuzzy classification method that is particularly useful for classifying mixed pixels, as is 
often the case in arid areas where a Landsat pixel, for example, will rarely be covered 
by only one cover type (Somers et al., 2010). A selection of vegetation indices, as well 
as SMA-derived estimates of cover, were therefore investigated in chapter five in 
relation to the field data collected in chapter four.  
A model was produced through a partial least squares regression (PLSr) analysis 
which accurately predicted both perennial plant and bare ground cover for 61 
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independent test field plots across the project area (Table 5.3). Further interrogation 
of this model revealed that the SMA estimates of cover were better predictors of field-
based cover in this specific context than any of the five vegetation indices tested 
(Figure 5.7). This confirms the finding that the use of vegetation indices for vegetation 
mapping may be less useful in certain contexts, and particularly when vegetation cover 
is low (Chabrillat, 2006; McGwire et al., 2000; Okin and Roberts, 2002). Personal 
communication with biodiversity assessment practitioners in South Africa suggests 
that products and maps that have relied too heavily on NDVI are not trusted to 
represent vegetation cover for the arid regions of the country. As a result, spectral 
mixture analysis is presented as a better predictor of cover for the Namaqualand 
Hardeveld bioregion studied here. The need to assess desertification for national and 
international institutions often results in there being no time for ground truthing of 
findings derived from remotely sensed data. It is therefore important that ground 
truthing of the Earth observation proxies used by these institutions is carried out 
regularly and in different geographical contexts to ensure that the most appropriate 
proxies are used in the different contexts (Higginbottom and Symeonakis, 2014).   
Question 3 
The final question posed to address the overall objective of this thesis was to use the 
data collected through the analyses in chapters four and five, along with new data 
related to potential desertification drivers in the project area, to produce a map of 
desertification for the Hardeveld region of Namaqualand. Random forest models were 
developed to investigate the impact of five potential desertification drivers on 
estimated cover for the project area. This information, along with a fuzzy classification 
of the PLSr findings, was then used to construct a habitat condition archetype for the 
project area (Error! Reference source not found.). This archetype presents a 
quantitative measure of desertification (Table 6.6 and Table 6.7) within the context of 
potential desertification drivers (Error! Reference source not found.). The archetype, 
and the accompanying conceptual diagram (Error! Reference source not found.), fit 
well into a broader conceptualisation of degradation syndromes for southern Africa 
(Table 7.1) proposed by Scholes (2009), and can be used to inform the specific and 
sub-national LDN targets reported by the South African Department of Environmental 
Affairs (Table 1.4) (DEA, 2018; Speranza et al., 2019). A simple classification of the 
archetype membership values, based on the mean and one or two standard deviations 
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from the mean (Canty and Nielsen, 2006; de la Barreda-Bautista et al., 2011; Prince 
et al., 2009; Zanchetta and Bitelli, 2017), suggests that the majority (± 66%) of the 
project area is in a stable condition, while about 17% is potentially degraded and about 
the same amount is in above average condition (Table 6.7; Figure 6.10). Of the area 
that is potentially degraded, only about 3% have membership values between zero 
and two standard deviations smaller than the mean, suggesting that only about 3% of 
the project area could be considered severely degraded.  
The archetypal approach allows for different knowledge systems to contribute to the 
construction of the archetypes and, importantly, allows for future changes to the 
conceptual understanding of land degradation to be included in archetype design 
(Cullum et al., 2016a). These changes could be in the form of new knowledge 
regarding the importance of land degradation indicators and drivers, or improved data 
gathered through different acquisition techniques or through future improvements in 
available technologies.  
Mapping landscapes into a series of distinct habitat condition classes tends to remove 
the inherent uncertainty in the mapping procedure. Mapping membership values, on 
the other hand, allows users to determine their own thresholds for these values based 
on their own investigation and expectations (Oldeland et al., 2010). Information 
relating to the specific locations is also often lost in traditional maps. The archetypal 
approach allows for two areas that have the same archetype membership value to be 
analysed or managed differently if they are found to be influenced by different factors 
(Cullum et al., 2016b). Two areas may, for example, appear to be degraded to the 
same extent (equal membership values) but one of the areas may have experienced 
a decrease in annual rainfall for several decades, while the other area has experienced 
a change in management. The approaches to conserving or managing these areas 
will, therefore, differ as a result of the difference in the potential driver resulting in the 
observed habitat condition. These differences in response would not be possible with 
a traditional mapping approach (Cullum, 2014) .  
7.2.2 Proposed approach  
The habitat condition archetype presented here can be used to determine the extent 
of desertification in the Namaqualand Hardeveld bioregion through a quantitative 
assessment of ground truthed Earth observation data, and with an understanding of 
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the different potential drivers of change in the region. The general approach to adapt 
and replicate these findings, and construct habitat condition archetypes for similar 
dryland environments, involves the most relevant aspects of the approach used in this 
thesis (Table 7.1). Since the approach has been developed for replication within the 
more technical work environment of conservation and government institutions, the 
statistical analyses are not included. Instead, the approach focuses on a methodology 
that can be replicated in a relatively short time period using freely available software 
and technology.  
Table 7.2. A proposed general approach to constructing habitat condition archetypes 
for dryland environments.  




Determine endmember values for all possible cover types. 
Endmembers should ideally be determined in the field or laboratory 
but can also be determined from drone or Earth observation (EO) 
data. 
Cover types can be proposed and agreed upon by experts and 
relevant stakeholders. 
2. Spectral mixture 
analysis 
Run the .unmix() function in Google Earth Engine to derive the 
proportional estimates of cover for each pixel in the generated 
image. 
3. Consider 
change over time 
Use Landsat cover estimates from 1984 to determine and analyse 
the change in different cover types over time.  
Contextualise observed changes with known patterns and 
processes.  
4. Collect data on 
potential drivers of 
change 
Through Google Earth Engine, as well as other globally accessible 
data repositories (e.g. 3rd World Atlas of Desertification), collect 
spatial data related to the potential drivers of desertification in the 




Use fuzzy classification techniques in QuantumGIS or other GIS 
platforms to derive habitat condition membership values. 
Present membership values along with data on the factors which are 
most important in influencing the process of desertification. 
 
Limitations  
Unlike the use of vegetation indices, spectral mixture analysis methods require the 
designation of endmember values for the various land cover types across the area of 
interest. In order to produce optimal results, all elements that are likely to be present 
in any given pixel need to be included in the analysis (Okin and Roberts, 2002). In 
areas with highly heterogeneous soil and vegetation characteristics, this can be 
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problematic as certain cover types that cover relatively small areas may invariably be 
excluded. Although this concern is largely circumvented with the use of multiple 
endmembers (e.g. Caixeta, 2016; Hamada et al., 2013; McGwire et al., 2000; Okin et 
al., 1999), some important cover types may be missed during endmember 
determination. There was poor correlation between estimated rock cover and the 
spectral mixture analysis estimates of bare rock cover for this project. This could be 
due to the choice of endmembers representing bare rock, or the presence of lichens 
that may interfere with the bare rock spectral signal. The presence of biological soil 
crust (biocrust), particularly in dryland environments, has been shown to have a 
significant impact on the spectral response of different cover types, and this effect is 
enhanced by the rapid response of biocrust to even small amounts of available 
moisture (Rodríguez-Caballero et al., 2015). As a result of the drought experienced in 
the project area during the period for which the SMA estimates were determined, 
vegetation productivity is not expected to have changed significantly. The biocrust 
spectral signal may, however, have changed if water became available in the form of 
fog or mist at any point during the sampling period. This small amount of available 
moisture would likely impact the biocrust spectral signal to a larger extent than the 
vegetation signal, thus impacting on the proportional estimates obtained (Rodríguez-
Caballero et al., 2015).  
A limitation of this project, which also provides scope for future research, is the 
analysis of change in the Earth observation data over time. Obtaining field and Earth 
observation data on the condition of the Earth’s surface from the past and how it has 
changed over time will always be a limiting factor in land degradation research. 
However, this limitation can be reduced by better understanding the potential drivers 
of habitat condition in any given context, and how the magnitude and trajectory of 
these drivers have changed. Understanding these changes through historical records, 
paleontological records, and personal accounts can help to predict how the condition 
of the veld has changed and alleviate the need for extensive field and Earth 




7.2.3 Implications for conservation and management 
Local level 
The habitat condition map, and related GIS spatial layers, generated through this 
project will be presented directly to the WWF South Africa Land Programme for use 
by the programme and its’ partners for conservation planning activities and protected 
area network expansion work in Namaqualand (WWF South Africa, 2019). Through 
the Leslie Hill Succulent Karoo Trust, and various other funding mechanisms, these 
conservation organisations utilise spatial information to make decisions on potential 
areas of interest for conservation activities. Although primarily involved with protected 
area expansion, these activities also include engagement with stakeholders around 
biodiversity stewardship opportunities and initiatives to maximise social-economic 
benefits for local communities living in and around protected areas and biodiversity 
hotspots (WWF South Africa, 2018). The spatial layers will be able to assist with 
decision making at the local and regional scale before site visits are made to areas of 
potential conservation interest. The GEE scripts will also be shared, and will allow for 
a more thorough evaluation of change through the generation of time series charts for 
specific points within the project area.  
National level 
Land degradation, or desertification, has been a concern in South Africa for over a 
century (see section 1.2.5 of this thesis), yet the extent of land degradation across the 
country is still unknown (Skowno et al., 2019). This is related to a number of issues 
already mentioned in this thesis, and has been flagged consistently as an area of 
concern in the three National Biodiversity Assessments that have been published for 
South Africa (Driver et al., 2011, 2004; Skowno et al., 2019). Although the map outputs 
that have been generated through this thesis will prove useful for the Namaqualand 
Hardeveld bioregion specifically, the methodology used to create these outputs will 
help to improve desertification mapping across the country as a whole. As shown in 
Table 1.4, South Africa has a list of thirteen specific targets to avoid, minimise and 
reverse land degradation (DEA, 2018). The creation of habitat condition archetype 
maps at the level of the bioregion or the biome, as suggested by von Maltitz et al. 
(2019), can help to pinpoint areas where these targets can be addressed. As 
mentioned in section 3.4 of this thesis, the latest iteration of the VEGMAP project 
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(VEGMAP 2018) classifies the vegetation of South Africa into 41 bioregions which are 
grouped into the country’s ten major biomes (SANBI, 2019). A nationally led project 
which aims at producing individual maps for each bioregion in the country is entirely 
possible if the approach suggested here is followed. This will allow for more accurate 
reporting on the progress made towards addressing the agreed upon LDN targets, 
and will help to address the need for local level assessments, as suggested in NBA 
2018 (Skowno et al., 2019).  
International level 
The methodology proposed here for mapping land degradation can be contextualised 
broadly within the growing narrative around syndromes of land degradation that has 
emerged in the literature as an alternative to the traditional desertification narrative 
(e.g. Cherlet et al., 2018; del Barrio et al., 2016; Prince et al., 2018; Reynolds et al., 
2011, 2007; Stellmes et al., 2013). Habitat condition can be understood within agreed 
upon syndromes and quantified to allow for accurate reporting of desertification to 
international institutions like the UNCCD. The approach is based on a sound 
conceptual framework developed through extensive field work and expert knowledge 
of the project area. It is further bolstered by a rigorous statistical foundation that utilises 
various multivariate methods such as latent class analysis, partial least squares 
regression, and random forest regression. These analyses produce an accurate 
estimation of habitat condition on the ground. The method also takes advantage of the 
relatively recent advancements in Earth observation made possible through Google 
Earth Engine (Gorelick et al., 2017; Smith et al., 2019). Framing the methodology 
within the archetypes or syndromes research results in a robust and adaptable method 
for assessing the habitat condition of dryland environments that are characterised by 
sparse vegetation cover.  
The designation of endmembers for all cover types across the world’s terrestrial land 
surfaces is improbable at present. As a result, the method proposed here is unlikely 
to be currently viable for the production of a global desertification map. Rather, the 
method is proposed to produce improved land degradation assessments at the local 
and regional scale that can fit into a broader land degradation narrative (Cherlet et al., 
2018). It is widely proposed that global land degradation maps that have been created 
through the use of vegetation indices like NDVI (e.g. Fensholt et al., 2015, 2012) are 
vital for pinpointing locations across the globe where regional and local assessments 
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need to be made. The methods suggested in this thesis can therefore be used at the 
secondary spatial scale in locations suggested by global assessments (Cherlet et al., 
2018; Fensholt et al., 2015).  
 
7.3 Future research 
Where the use of vegetation indices may be less appropriate, spectral mixture analysis, 
and its analytical variants, have the potential to more accurately map dryland 
environments (Dawelbait and Morari, 2008; Rodríguez-Caballero et al., 2015). This 
potential will be improved through the designation and evaluation of endmember 
values for a greater variety of land surfaces, plant species, and plant functional types 
and communities (Clark, 2017; Roberts et al., 2015; Somers et al., 2011; Somers and 
Asner, 2013; Youngentob et al., 2011), both in the laboratory and in the field. If the 
development of a more complete spectral library coincides with the likely availability 
of higher resolution remote sensing data, from both unmanned aerial vehicles (UAVs) 
and satellite platforms, then the potential to accurately assess the state of drylands 
will be vastly improved (Greenville et al., 2017; Transon et al., 2018). The United 
States Geological Survey (USGS) are already addressing this limitation through 
establishing a high resolution spectral library which contains reflectance spectra for 
mineral, rock and soil samples, as well as spectra for various plants, vegetation 
communities, microorganisms and man-made materials (Kokaly et al., 2017). The 
inclusion of spectral signatures specific to dryland environments will improve the ability 
of dryland researchers to map land degradation, although these efforts need to take 
place within known archetypes of land degradation for the region of interest. 
The emergence of UAVs (drones) fitted with high resolution multi-spectral camera 
equipment provides scope for significant improvement in land degradation mapping 
(Manfreda et al., 2018), particularly with the spectral mixture analysis approach (e.g. 
Chen et al., 2016; Duan et al., 2019; Mitchell et al., 2012; Sankey et al., 2018). UAVs 
allow for the delineation of endmember spectra at a finer spatial resolution than is 
possible with satellite data. Spectral signatures obtained through drone imagery can 
be used to inform spectral mixture analyses conducted with satellite imagery by acting 
as training data (Sankey et al., 2018). The approach to mapping vegetation cover 
using drone imagery has already shown great promise within the South African 
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drylands context in comparison with field surveys, and will only be improved with 
greater human and capital resources (Schumann et al., 2018). The spectral signals of 
individual species can be ascertained to determine accurate cover estimates at the 
species level across much larger geographic areas than is possible with field-based 
surveys (Hill et al., 2017; Lu and He, 2018, 2017; Manfreda et al., 2018; Michez et al., 
2016; Rose et al., 2015). Future studies using unmixing estimates from drone imagery 
can therefore be incorporated into habitat condition archetypes at the local scale.    
Improvements can be made to contextualising quantitative assessments of land 
degradation through the incorporation of data relevant to the particular land 
degradation syndrome (Cherlet et al., 2018; Prince et al., 2018). This includes 
improvement in spatial data related to rainfall, soils, land use and land management, 
but also includes the collation of data and information from various other contemporary 
and historical sources (Reynolds et al., 2011, 2007). The knowledge gained by local 
land users in dynamic dryland environments over generational time spans can greatly 
improve the understanding of local and regional land degradation syndromes. This 
knowledge can be obtained through formal stakeholder engagement and informal 
storytelling, and through an investigation of historical archives and records (Akhtar-
Schuster et al., 2016; Chasek et al., 2011; Reed et al., 2011). The institutionalisation 
of such integrated knowledge transfer systems will improve the understanding of 
dryland dynamics, and inform the development of spatially explicit land degradation 
syndromes (Akhtar-Schuster et al., 2016, 2011).  
As mentioned in the limitations section above, an analysis of the change in 
proportional estimates determined through the unmixing algorithm in GEE provides 
significant scope for future research. Comprehensive time series analyses of these 
estimates could provide significant insight into the state and direction of change across 
the project area. The utility of such an analysis over the use of vegetation indices has 
already been highlighted within the dryland context (Sonnenschein et al., 2011), and 




7.4 Concluding remarks 
The regional habitat condition map, and associated GIS spatial layers, that have been 
created through this project will directly inform conservation planning in the region by 
the WWF South Africa and its conservation and government partners. The method to 
create these regional outputs is presented as a tool to enhance efforts at the national 
level to assess land degradation in South Africa, and address the targets established 
through the LDN target setting process for the country (DEA, 2018; Skowno et al., 
2019; Von Maltitz et al., 2019). The methods are also proposed to improve land 
degradation mapping more generally across the globe, particularly in dryland 
environments where the use of traditional vegetation indices may be inappropriate. 
The conceptualisation of land degradation in this project aligns with the paradigm shift 
in the desertification literature toward understanding land degradation globally through 
the lens of specific land degradation syndromes (Cherlet et al., 2018; Prince et al., 
2018; Reynolds et al., 2011, 2007, 2003). The construction of a habitat condition 
archetype utilising a sound statistical approach that includes a quantitative measure 
of condition with reference to potential drivers of change for the region is unique, and 
provides opportunities for local and regional scale assessments to feed into broader 
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Google Earth Engine scripts 
 
A. Extracting topographic variables from digital elevation data: 
https://code.earthengine.google.com/7c3cc8ed64ed6e5cc9e32b7aade33a4b 
/*This script extracts values for slope angle, slope aspect, and   elevation for 
 *the project area from the Shuttle Radar Topography Mission (Farr et al. 2007)  
 *digital elevation data. Slope angle is reported in degrees, slope aspect 
 *values are converted from degrees to between -1 and 1, and elevation are  
 *reported as metres above sea level.  
 */ 
 
// Import site locations and name them sites 
// Draw polygon round area of interest and name it projPoly 
 
// Load the SRTM image. 
var SRTM = ee.Image('USGS/SRTMGL1_003'); 
 
// Apply an algorithm to an image deriving slope. 
var slope = ee.Terrain.slope(SRTM); 
 
// Get the slope aspect (in degrees) 
var aspect = ee.Terrain.aspect(SRTM); 
 
// Convert so that 1 = north, and -1 = south, east and west are both 0 
var aspectNS = aspect.divide(180).multiply(Math.PI).cos(); 
 
// Export the elevation, aspect and slope angle values for each site as tables 






Export.table(plotElevation, "PlotElevation", {fileformat:"CSV"}); 
 






Export.table(plotAspect, "PlotAspect", {fileformat:"CSV"}); 
 






Export.table(plotSlope, "PlotSlope", {fileformat:"CSV"}); 
 
// Export images representing the three variables for the project area (to drive) 
Export.image.toDrive({ 
  image: SRTM, 
  description: 'ProjArea_elevation', 
  scale: 30, 






  image: slope, 
  description: 'ProjArea_slope', 
  scale: 30, 
  // maxPixels: 1e9, 




  image: aspectNS, 
  description: 'ProjArea_aspectNS', 
  scale: 30, 
  region: projPoly 
}); 
 
// Export images representing the three variables for the project area (to assets) 
Export.image.toAsset({ 
  image: SRTM, 
  description: 'Elevation', 
  scale: 30, 




  image: aspectNS, 
  description: 'SlopeAspect', 
  scale: 30, 




  image: slope, 
  description: 'SlopeAngle', 
  scale: 30, 




B. Landsat 8 vegetation indices: 
https://code.earthengine.google.com/68f9c4368f22b974abd647032f487b89  
/*This script extracts values for 5 vegetation indices (NDVI, EVI, SAVI, MSAVI, 
 *OSAVI) from USGS Landsat 8 Surface Reflectance Tier 1 data  
 */ 
 
// Import site locations and name them sites 
// Draw polygon round area of interest and name it projPoly 
 
// Create a variable from the different bands for landsat8 
var Landsat_8_BANDS = ['B2',   'B3',    'B4',  'B5',  'B6',  'B7', 'pixel_qa']; 
var STD_NAMES = ['blue', 'green', 'red', 'nir', 'swir1', 'swir2', 'pixel_qa']; 
 
var getQABits = function(image, start, end, newName) { 
    // Compute the bits we need to extract. 
    var pattern = 0; 
    for (var i = start; i <= end; i++) { 
       pattern += Math.pow(2, i); 
    } 
    // Return a single band image of the extracted QA bits, giving the band 
    // a new name. 
    return image.select([0], [newName]) 
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                  .bitwiseAnd(pattern) 
                  .rightShift(start); 
}; 
 
// A function to mask out cloud shadow pixels. 
var cloud_shadows = function(image) { 
  // Select the QA band. 
  var QA = image.select(['pixel_qa']); 
  // Get the internal_cloud_algorithm_flag bit. 
  return getQABits(QA, 3,3, 'Cloud_shadows').eq(0); 
  // Return an image masking out cloudy areas. 
}; 
 
// A function to mask out cloudy pixels. 
var clouds = function(image) { 
  // Select the QA band. 
  var QA = image.select(['pixel_qa']); 
  // Get the internal_cloud_algorithm_flag bit. 
  return getQABits(QA, 5,5, 'Cloud').eq(0); 
  // Return an image masking out cloudy areas. 
}; 
 
var maskClouds = function(image) { 
  var cs = cloud_shadows(image); 
  var c = clouds(image); 
  image = image.updateMask(cs); 
  return image.updateMask(c); 
}; 
 
// This function adds quality bands to the images (NDVI, EVI, SAVI, MSAVI, OSAVI). 
var addQualityBands = function(image) { 
  return image 
    .addBands(image.normalizedDifference(['nir', 'red']).rename('ndvi')) 
    .addBands(image.expression( 
      '2.5 * ((NIR - RED) / (NIR + 6 * RED - 7.5 * BLUE + 1))', { 
        'NIR': image.select('nir'), 
        'RED': image.select('red'), 
        'BLUE': image.select('blue') 
  }).rename('evi')) 
    .addBands(image.expression( 
      '((NIR - RED) / (NIR + RED +0.5))*(1.5)', { 
        'NIR': image.select('nir'), 
        'RED': image.select('red') 
  }).rename('savi')) 
  .addBands(image.expression( 
      '(2 * NIR + 1 - sqrt(pow((2 * NIR + 1), 2) - 8 * (NIR - RED)) ) / 2', { 
        'NIR': image.select('nir'), 
        'RED': image.select('red') 
  }).rename('msavi')) 
  .addBands(image.expression( 
      '((NIR - RED) / (NIR + RED +0.16))', { 
        'NIR': image.select('nir'), 
        'RED': image.select('red') 
  }).rename('osavi')) 
}; 
 
//Import LANDSAT SR collections and add the quality bands 
var landsat8 = ee.ImageCollection('LANDSAT/LC08/C01/T1_SR') 
    .filterDate('2017-01-01', '2017-11-01') 
    //.filter(ee.Filter.calendarRange(9,10,'month'))//Filter to specified months 
    .select(Landsat_8_BANDS, STD_NAMES) 
    .filterBounds(projPoly).map(maskClouds) 
    .map(addQualityBands); 
 
// Create a variable which gets the median value from the landsat 8 collection 
var median = landsat8.median(); 
 
// Create variables for median ndvi, evi, and savi over the collection 
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var Lndvi = median.select(["ndvi"]); 
var Levi = median.select(["evi"]); 
var Lsavi = median.select(["savi"]); 
var Lmsavi = median.select(["msavi"]); 
var Losavi = median.select(["osavi"]); 
 
// Create index variables for each individual site 
// var plotndvi = ndvi.reduceRegions({ 
//   collection: sites, 
//   reducer: ee.Reducer.median(), 
//   scale: 30, 
// }); 
// var plotevi = evi.reduceRegions({ 
//   collection: sites, 
//   reducer: ee.Reducer.median(), 
//   scale: 30, 
// }); 
// var plotsavi = savi.reduceRegions({ 
//   collection: sites, 
//   reducer: ee.Reducer.median(), 
//   scale: 30, 
// }); 
// var plotmsavi = msavi.reduceRegions({ 
//   collection: sites, 
//   reducer: ee.Reducer.median(), 
//   scale: 30, 
// }); 
// var plotosavi = osavi.reduceRegions({ 
//   collection: sites, 
//   reducer: ee.Reducer.median(), 
//   scale: 30, 
// }); 
 
//Export the plot index values as tables.   
// Export.table(plotndvi, "Landsat_ndvi_2017", {fileformat:"CSV"}); 
// Export.table(plotevi, "Landsat_evi_2017", {fileformat:"CSV"}); 
// Export.table(plotsavi, "Landsat_savi_2017", {fileformat:"CSV"}); 
// Export.table(plotmsavi, "Landsat_msavi_2017", {fileformat:"CSV"}); 
// Export.table(plotosavi, "Landsat_osavi_2017", {fileformat:"CSV"}); 
 
//Export index value images for the project area (to assets) 
Export.image.toAsset({ 
  image: Lndvi,  
  description: 'Lndvi',  
  assetId: 'Lndvi',  
  region: projPoly,  
  scale: 30 
}); 
Export.image.toAsset({ 
  image: Levi,  
  description: 'Levi',  
  assetId: 'Levi',  
  region: projPoly,  
  scale: 30 
}); 
Export.image.toAsset({ 
  image: Lsavi,  
  description: 'Lsavi',  
  assetId: 'Lsavi',  
  region: projPoly,  
  scale: 30 
}); 
Export.image.toAsset({ 
  image: Lmsavi,  
  description: 'Lmsavi',  
  assetId: 'Lmsavi',  
  region: projPoly,  





  image: Losavi,  
  description: 'Losavi',  
  assetId: 'Losavi',  
  region: projPoly,  
  scale: 30 
}); 
 
C. Sentinel-2A vegetation indices: 
https://code.earthengine.google.com/27057d51465ecf1d833e3e8887b60dec 
/*This script extracts values for 5 vegetation indices (NDVI, EVI, SAVI, MSAVI, 
 *OSAVI) from Sentinel-2 MSI: MultiSpectral Instrument, Level-2A data  
 */ 
 
// Import site locations and name them sites 
// Draw polygon round area of interest and name it projPoly 
 
// Define study period 
var startDate = '2017-01-01'; 
var endDate = '2017-11-01'; 
  
// Function to mask clouds using the Sentinel-2 QA band. 
function maskS2clouds(img) { 
  var qa = img.select('QA60').int16(); 
   
  // Bits 10 and 11 are clouds and cirrus, respectively. 
  var cloudBitMask = Math.pow(2, 10); 
  var cirrusBitMask = Math.pow(2, 11); 
   
  // Both flags should be set to zero, indicating clear conditions. 
  var mask = qa.bitwiseAnd(cloudBitMask).eq(0).and( 
             qa.bitwiseAnd(cirrusBitMask).eq(0)); 
 
  // Return the masked and scaled data. 
  return img.updateMask(mask); 
} 
 
var Sentinel_bands = ['QA60', 'B1','B2','B3','B4','B5','B6','B7','B8','B8A', 
'B9','B10', 'B11','B12']; 
var STD_NAMES = ['QA60','cb', 'blue', 'green', 'red', 're1','re2','re3','nir', 
'nir2', 'waterVapor', 'cirrus','swir1', 'swir2']; 
 
// This function adds quality bands to the images (NDVI, EVI, SAVI, MSAVI, OSAVI). 
var addQualityBands = function(image) { 
  return image 
    .addBands(image.normalizedDifference(['nir', 'red']).rename('ndvi'))   
    .addBands(image.expression( 
      '2.5 * ((NIR - RED) / (NIR + 6 * RED - 7.5 * BLUE + 1))', {  
        'NIR': image.select('nir'), 
        'RED': image.select('red'), 
        'BLUE': image.select('blue') 
  }).rename('evi')) 
    .addBands(image.expression( 
      '((NIR - RED) / (NIR + RED +0.5))*(1.5)', {  
        'NIR': image.select('nir'), 
        'RED': image.select('red') 
  }).rename('savi')) 
  .addBands(image.expression( 
      '(2 * NIR + 1 - sqrt(pow((2 * NIR + 1), 2) - 8 * (NIR - RED)) ) / 2', {  
        'NIR': image.select('nir'), 
        'RED': image.select('red') 
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  }).rename('msavi')) 
  .addBands(image.expression( 
      '((NIR - RED) / (NIR + RED +0.16))', {  
        'NIR': image.select('nir'), 
        'RED': image.select('red') 
  }).rename('osavi')) 
}; 
 
//Get s2 data 
var s2s = ee.ImageCollection('COPERNICUS/S2') 
                  .filterDate(startDate, endDate) 
                  .filterBounds(projPoly) 
                  .select(Sentinel_bands,STD_NAMES) 
                  .map(addQualityBands); 
 
//Apply cloud mask 
var s2MaskedQA = s2s.map(maskS2clouds); 
//Map.addLayer(s2MaskedQA.median(),vizParams,'QA Cloud Masked Median'); 
 
// Create a variable which gets the median value from the sentinel collection 
var median = s2MaskedQA.median(); 
 
// Create variables for median ndvi, evi, and savi over the collection 
var Sndvi = median.select(["ndvi"]); 
var Sevi = median.select(["evi"]); 
var Ssavi = median.select(["savi"]); 
var Smsavi = median.select(["msavi"]); 
var Sosavi = median.select(["osavi"]); 
 
// Create variables which are the median ndvi, evi, savi, msavi, and osavi values 
for each individual plot 
// var plotndvi = ndvi.reduceRegions({ 
//   collection: plots, 
//   reducer: ee.Reducer.median(), 
//   scale: 10, 
// }); 
// var plotevi = evi.reduceRegions({ 
//   collection: plots, 
//   reducer: ee.Reducer.median(), 
//   scale: 10, 
// }); 
// var plotsavi = savi.reduceRegions({ 
//   collection: plots, 
//   reducer: ee.Reducer.median(), 
//   scale: 10, 
// }); 
// var plotmsavi = msavi.reduceRegions({ 
//   collection: plots, 
//   reducer: ee.Reducer.median(), 
//   scale: 10, 
// }); 
// var plotosavi = osavi.reduceRegions({ 
//   collection: plots, 
//   reducer: ee.Reducer.median(), 
//   scale: 10, 
// }); 
 
// Export the plot index values as tables. There may be a way to combine the values 
into a single table before exporting.   
// Export.table(plotndvi, "Sentinel_ndvi_2017", {fileformat:"CSV"}); 
// Export.table(plotevi, "Sentinel_evi_2017", {fileformat:"CSV"}); 
// Export.table(plotsavi, "Sentinel_savi_2017", {fileformat:"CSV"}); 
// Export.table(plotmsavi, "Sentinel_msavi_2017", {fileformat:"CSV"}); 
// Export.table(plotosavi, "Sentinel_osavi_2017", {fileformat:"CSV"}); 
 
Export.image.toAsset({ 
  image: Sndvi,  
  description: 'Sndvi',  
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  assetId: 'Sndvi',  
  region: projPoly,  
  scale: 30 
}); 
Export.image.toAsset({ 
  image: Sevi,  
  description: 'Sevi',  
  assetId: 'Sevi',  
  region: projPoly,  
  scale: 30 
}); 
Export.image.toAsset({ 
  image: Ssavi,  
  description: 'Ssavi',  
  assetId: 'Ssavi',  
  region: projPoly,  
  scale: 30 
}); 
Export.image.toAsset({ 
  image: Smsavi,  
  description: 'Smsavi',  
  assetId: 'Smsavi',  
  region: projPoly,  
  scale: 30 
}); 
Export.image.toAsset({ 
  image: Sosavi,  
  description: 'Sosavi',  
  assetId: 'Sosavi',  
  region: projPoly,  
  scale: 30 
}); 
 
D. Landsat 8 spectral unmixing cover estimates: 
https://code.earthengine.google.com/9922f5ad9f4e56cd2432fa21963fe7e5 
/*This script derives proportional estimates of cover for bare ground,  
 *perennial plant cover, and bare rock from USGS Landsat 8 Collection 1 Tier 1   
 *TOA Reflectance data using a spectral unmixing algorithm  
 */ 
 
// Import site locations and name them sites 
// Draw polygon round area of interest and name it projPoly 
     
var bands = ['B2', 'B3', 'B4', 'B5', 'B6', 'B7']; 
 
// This function masks clouds for Landsat 8 
var maskClouds = function(image) { 
  var quality = image.select('BQA'); 
  var cloud01 = quality.eq(61440); 
  var cloud02 = quality.eq(53248); 
  var cloud03 = quality.eq(28672); 
  var mask = cloud01.or(cloud02).or(cloud03).not(); 




var collection = ee.ImageCollection(l8) 
    .filterDate('2013-04-11', '2017-10-30') 
    .filterBounds(projarea) 
    .map(maskClouds) 
    .select(bands); 




var image = ee.Image(collection.sort('CLOUD_COVER').first()); 
// print(image); 
 
// Create a median composite. 
var medianComp = collection.median(); 
 
//create endmember values 
var bareMean = medianComp.reduceRegion({ 
  reducer: ee.Reducer.mean(),  
  geometry: bare,  
  scale: 30, 
  tileScale: 16, 
}).values(); 
var vegMean = medianComp.reduceRegion({ 
  reducer: ee.Reducer.mean(),  
  geometry: veg,  
  scale: 30, 
  tileScale: 16, 
}).values(); 
var rockMean = medianComp.reduceRegion({ 
  reducer: ee.Reducer.mean(),  
  geometry: rock,  
  scale: 30, 




var autoUnmix = image.unmix([bareMean,vegMean,rockMean] ,true,true); 
print(autoUnmix); 
 
//unmix through time 
var colUnmix = collection.map(function (i) { 
  return i.unmix([bareMean,vegMean,rockMean], true, true)} 
  ); 
 
var colUnmix = collection.combine(colUnmix); //Need to combine to origional 
collection to retain metadata for plotting 
 
// print(colUnmix, ' unmixed collection'); 
 
Map.addLayer(colUnmix);     
 
E. Sentinel-2A spectral unmixing cover estimates: 
https://code.earthengine.google.com/a4d1a8d618e8c8df1a2932e587282cfb 
/*This script derives proportional estimates of cover for bare ground,  
 *perennial plant cover, and bare rock from Sentinel-2 MSI: MultiSpectral    
 *Instrument, Level-2A data using a spectral unmixing algorithm  
 */ 
 
// Import site locations and name them sites 
// Draw polygon round area of interest and name it projPoly 
 
// Define study period 
var startDate = '2017-01-01'; 
var endDate = '2017-10-31'; 
  
// Function to mask clouds using the Sentinel-2 QA band. 
function maskS2clouds(img) { 
  var qa = img.select('QA60').int16(); 
// Bits 10 and 11 are clouds and cirrus, respectively. 
  var cloudBitMask = Math.pow(2, 10); 
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  var cirrusBitMask = Math.pow(2, 11); 
// Both flags should be set to zero, indicating clear conditions. 
  var mask = qa.bitwiseAnd(cloudBitMask).eq(0).and( 
            qa.bitwiseAnd(cirrusBitMask).eq(0)); 
// Return the masked and scaled data. 
  return img.updateMask(mask); 
} 
 
var Sentinel_bands = ['QA60', 'B1','B2','B3','B4','B5','B6','B7','B8','B8A', 
'B9','B10', 'B11','B12']; 
var STD_NAMES = ['QA60','cb', 'blue', 'green', 'red', 're1','re2','re3','nir', 
'nir2', 'waterVapor', 'cirrus','swir1', 'swir2']; 
 
//Get s2 data 
var s2s = ee.ImageCollection('COPERNICUS/S2') 
                  .filterDate(startDate, endDate) 
                  .filterBounds(projPoly) 
                  .select(Sentinel_bands,STD_NAMES); 
// print(s2s, 'sentinel collection'); 
 
//Get the raw median 
var vizParams = {bands: ['red', 'green', 'blue'], min: 0, max: 3000}; 
// Map.addLayer(s2s.median(),vizParams,'Raw Median'); 
 
//Apply cloud mask 
var s2MaskedQA = s2s.map(maskS2clouds); 
 
// Create median composite 
var medianS2 = s2MaskedQA.median(); 
 
// Get the mean, max and min spectrum in each of the endmember polygons. 
var bareMean = medianS2.reduceRegion(ee.Reducer.mean(), bare, 10).values(); 
var rockMean = medianS2.reduceRegion(ee.Reducer.mean(), rock, 10).values(); 
var vegMean = medianS2.reduceRegion(ee.Reducer.mean(), veg, 10).values(); 
 
// Automatic unmixing method...... 
var Sunmix = medianS2.unmix([bareMean, vegMean, rockMean],true,true); 
// Map.addLayer(Sunmix); 
// print(Sunmix, 'unmixed image'); 
 
var SBare = Sunmix.select('band_0'); 
var SVeg = Sunmix.select('band_1'); 
var SRock = Sunmix.select('band_2'); 
 
// Export unmixed images to asset 
Export.image.toAsset({ 
  image: SRock, 
  description: 'SRock', 
  scale: 30, 
  region: projPoly, 




  image: SVeg, 
  description: 'SVeg', 
  scale: 30, 
  region: projPoly, 




  image: SBare, 
  description: 'SBare', 
  scale: 30, 
  region: projPoly, 





// Export unmixed images to drive 
// Export.image.toDrive({ 
//   image: SBare, 
//   description: 'SentinelBare', 
//   scale: 10, 
//   maxPixels: 1e12, 
//   region: projPoly 
// }); 
 
// Export unmix value for each plot 
// var plotMESMA = autoUnmix.reduceRegions({ 
//   collection: plots, 
//   reducer: ee.Reducer.median(), 
//   scale: 10, 




// Export.table(plotMESMA, "Sentinel_unmix_3groups", {fileformat:"CSV"}); 
 
F. Landsat 8 spectral unmixing bare ground estimate change over time: 
https://code.earthengine.google.com/cbb1e082e2f23804e165d46f3edfe1d7 
/*This script determines the trendline slope and percentile range of bare ground  
 *spectral unmixing proportional cover estimates from USGS Landsat 8 Collection    
 *1 Tier 1 TOA Reflectance data 
 */ 
 
// Import site locations and name them sites 




var timeField = 'system:time_start'; 
// Use the reflective bands. 
var l5bands = ['B1', 'B2', 'B3', 'B4', 'B5', 'B7']; 
var bands = ['B2', 'B3', 'B4', 'B5', 'B6', 'B7']; 
 
// This function masks clouds for Landsat 8 
var maskClouds = function(image) { 
  var quality = image.select('BQA'); 
  var cloud01 = quality.eq(61440); 
  var cloud02 = quality.eq(53248); 
  var cloud03 = quality.eq(28672); 
  var mask = cloud01.or(cloud02).or(cloud03).not(); 
  return image.updateMask(mask); 
}; 
 
// Use this to mask clouds in Landsat 5 and 7 imagery 
var cloud_thresh = 10; // set cloud threshold 
// create cloud score function for LS 7 imagery taking advantage of the built in 
algorithm cloudscore 
var cloudfn = function(image){ 
  var CloudScore = ee.Algorithms.Landsat.simpleCloudScore(image); //use add the 
cloud likelihood band to the image 
  var quality = CloudScore.select('cloud'); //isolate the cloud likelihood band 
  var cloud01 = quality.gt(cloud_thresh); //get pixels above the threshold 
  var cloudmask = image.mask().and(cloud01.not()); //create a mask from high 
likelihood pixels 





//load collection for unmixing 
var forSMA = ee.ImageCollection('LANDSAT/LC08/C01/T1_TOA') 
    .filterDate('2017-01-01', '2017-10-31') 
    .filterBounds(projarea) 
    .map(maskClouds) 
    .select(bands); 
    // .map(addVariables); 
 
// Load Landsat Image Collections. 
var l8collection = l8 
    .filterBounds(projarea) 
    .filterDate('2013-04-11','2019-07-31') 
    .map(maskClouds) 
    .select(bands); 
    // .map(addVariables); 
var l7collection = l7 
    .filterBounds(projarea) 
    .filterDate('1999-01-01','2013-04-11')     
    .map(maskClouds) 
    .select(l5bands); 
    // .map(addVariables);     
var l5collection = l5 
    .filterBounds(projarea) 
    .filterDate('1984-01-01','1999-01-01') 
    .map(maskClouds) 
    .select(l5bands); 
    // .map(addVariables); 
     
var l7Renamed = l7collection.select( 
    ['B1', 'B2', 'B3', 'B4', 'B5', 'B7'], // old names 
    ['B2', 'B3', 'B4', 'B5', 'B6', 'B7']  // new names 
); 
var l5Renamed = l5collection.select( 
    ['B1', 'B2', 'B3', 'B4', 'B5', 'B7'], // old names 






     
var collection = ee.ImageCollection(l5Renamed.merge(l7Renamed).merge(l8collection)) 
                  .sort('system:time_start') 
                  .select(['B2', 'B3', 'B4', 'B5', 'B6', 'B7']); 
// print(collection); 
                   
// var image = ee.Image(collection.sort('CLOUD_COVER').first()); 
 
// Create a median composite. 
var medianComp = forSMA.median(); 
     
// Get the mean spectrum in each of the endmember polygons. 
var bareMean = medianComp.reduceRegion({ 
  reducer: ee.Reducer.mean(),  
  geometry: bare,  
  scale: 30, 
  tileScale: 16, 
}).values(); 
var vegMean = medianComp.reduceRegion({ 
  reducer: ee.Reducer.mean(),  
  geometry: veg,  
  scale: 30, 
  tileScale: 16, 
}).values(); 
var rockMean = medianComp.reduceRegion({ 
  reducer: ee.Reducer.mean(),  
  geometry: rock,  
  scale: 30, 
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//Map unmixing over each image in a collection 
var colUnmix = collection.map(function (i) { 
  return i.unmix([bareMean,vegMean,rockMean], true, true) 
}); 
 
var colUnmix = collection.combine(colUnmix); //Need to combine to origional 
collection to retain metadata for plotting 
 
////////// Linear regression 
///////////////////////////////////////////////////////////////////// 
var addVariables = function(image) { 
  var date = ee.Date(image.get(timeField)) // Compute time in fractional years 
since the epoch. 
  var years = date.difference(ee.Date('1970-01-01'), 'year') 
  return image 
.addBands(ee.Image(years).rename('t').float()) // Add a time band. 
    .addBands(ee.Image.constant(1)); // Add a constant band. 
}; 
 
var linearCollection = colUnmix.map(addVariables); 
// print(linearCollection); 
 
// Reduce the collection with the linear fit reducer. Independent variable are 
followed by dependent variables. 
var linearBare = linearCollection.select(['t', 'band_0']) 
  .reduce(ee.Reducer.linearFit()); 
var bareTrend = linearBare.select('scale').rename('bareTrend'); 
 
var plotBareTrend = linearBare.reduceRegions({ 
 collection: plots, 
 reducer: ee.Reducer.median(), 
 scale: 30, 
}); 
// Export.table(plotBareTrend, "BareProportionTrend", {fileformat:"CSV"}); 
 
// // Amplitude 
 
var reduced = colUnmix.reduce(ee.Reducer.percentile([5,25,50,75,95])); 
// print(reduced, ' percentile reduction'); 
 
// get bare amplitude 
var bareRange = 
reduced.select('band_0_p95').subtract(reduced.select('band_0_p5')).rename('bareAmpl
itude'); 
// print(bareRange, 'bare amplitude image'); 
// Map.addLayer(bareVariability, {min:0.01, max:0.99}); 
 
// then just extract values for your sampling locations from the amplitude image... 
var plotBareVariability = bareRange.reduceRegions({ 
  collection: plots, 
  reducer: ee.Reducer.median(), 
  scale: 30, 
  tileScale: 16 
}); 




  image: bareTrend, 
  description: 'BareTrend', 
  scale: 30, 
  region: projPoly, 






  image: bareRange, 
  description: 'BareRange', 
  scale: 30, 
  region: projPoly, 
  maxPixels: 1e9 
}); 
 
G. Partial least square regression project area projection: 
https://code.earthengine.google.com/14ab1a323bd6456a198caae12a05eeb5 
/*This script projects the regression coefficients from a partial least squares  
 *regression model to develop images for estimated bare ground and estimated     
 *perennial plant cover for the project area 
 */ 
 
// Import site locations and name them sites 
// Draw polygon round area of interest and name it projPoly 
 
// stack variables into image  






//////// create map for perennial cover 
 
var per = 
stack.expression("intercept+(a*x1)+(b*x2)+(c*x3)+(d*x4)+(e*x5)+(f*x6)+(g*x7)+(h*x8)
+(i*x9)+(j*x10)+(k*x11)+(l*x12)+(m*x13)", { 
  'intercept':ee.Image(7.2286829),  
  'a':ee.Image(-8.8843203), 
  'b':ee.Image(-16.4787721), 
  'c':ee.Image(-24.1500871), 
  'd':ee.Image(-24.1484140), 
  'e':ee.Image(-16.0965944), 
  'f':ee.Image(-13.0038829), 
  'g':ee.Image(-0.1200955), 
  'h':ee.Image(64.7860885), 
  'i':ee.Image(108.0897218), 
  'j':ee.Image(108.1542219), 
  'k':ee.Image(72.4610391), 
  'l':ee.Image(-22.3040971), 
  'm':ee.Image(21.8265843), 
  'x1':stack.select('evi'), 
  'x2':stack.select('msavi'), 
  'x3':stack.select('ndvi'), 
  'x4':stack.select('osavi'),  
  'x5':stack.select('savi'),  
  'x6':stack.select('band_0'),  
  'x7':stack.select('band_1'), 
  'x8':stack.select('msavi_1'), 
  'x9':stack.select('ndvi_1'), 
  'x10':stack.select('osavi_1'), 
  'x11':stack.select('savi_1'), 
  'x12':stack.select('band_0_1'), 







var bar = 
stack.expression("intercept+(a*x1)+(b*x2)+(c*x3)+(d*x4)+(e*x5)+(f*x6)+(g*x7)+(h*x8)
+(i*x9)+(j*x10)+(k*x11)+(l*x12)+(m*x13)", { 
  'intercept':ee.Image(31.601574),  
  'a':ee.Image(18.577378), 
  'b':ee.Image(38.743007), 
  'c':ee.Image(54.970941), 
  'd':ee.Image(54.974129), 
  'e':ee.Image(36.653965), 
  'f':ee.Image(25.426900), 
  'g':ee.Image(-5.092543), 
  'h':ee.Image(-45.193400), 
  'i':ee.Image(-79.886711), 
  'j':ee.Image(-79.962583), 
  'k':ee.Image(-53.797337), 
  'l':ee.Image(39.463357), 
  'm':ee.Image(-38.682795), 
  'x1':stack.select('evi'), 
  'x2':stack.select('msavi'), 
  'x3':stack.select('ndvi'), 
  'x4':stack.select('osavi'),  
  'x5':stack.select('savi'),  
  'x6':stack.select('band_0'),  
  'x7':stack.select('band_1'), 
  'x8':stack.select('msavi_1'), 
  'x9':stack.select('ndvi_1'), 
  'x10':stack.select('osavi_1'), 
  'x11':stack.select('savi_1'), 
  'x12':stack.select('band_0_1'), 






//   image: per,  
//   description: 'pls2_per_pred',  
//   assetId: 'pls2_per_pred',  
//   region: projPoly,  




//   image: bar,  
//   description: 'pls2_bare_pred',  
//   assetId: 'pls2_bare_pred',  
//   region: projPoly,  




//   image: per, 
//   description: 'pls5_sumPer', 
//   scale: 30, 




//   image: bar, 
//   description: 'pls5_sumAnBg', 
//   scale: 30, 
//   region: projPoly 
// }); 
 
// Export predicted bare ground and perennial plant cover for test plots 
 
var testplotsVeg = per.reduceRegions({ 
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var testplotsBar = pba.reduceRegions({ 





var testplotsArch = Arch.reduceRegions({ 






Export.table(testplotsVeg, “pls7_sumPer_predicted_testPlots”, {fileformat: “CSV”}); 
Export.table(testplotsBar, “pls7_sumAnBg_predicted_testPlots”, {fileformat: 
“CSV”}); 
Export.table(testplotsArch, “archetype_testPlots”, {fileformat: “CSV”}); 
 
 
H. Trendline slope value of CHIRPS precipitation data: 
https://code.earthengine.google.com/28d853745e19f24ac7c05962c02a47f9  
/*This script extracts values for the trendline slope of CHIRPS Pentad: Climate  
 *Hazards Group InfraRed Precipitation with Station Data (version 2.0 final)  
 *derived precipitation data  
 */ 
 
// Import site locations and name them sites 
// Draw polygon round area of interest and name it projPoly 
 
//dates  
var start_date = '1984-01-01'; 
var end_date = '2018-06-30'; 
 
//Filter chirps data 
var chirps = ee.ImageCollection('UCSB-CHG/CHIRPS/PENTAD') 
  .filterDate(start_date,end_date) 
  .filterBounds(projPoly) 
  .select('precipitation'); 
 
var precip = chirps.filterDate('1984-01-01','2018-06-30').mean(); 
 
////////////////////////////////////////////////////////////////////// 
// Export trend image 
var createTimeBand = function(img) { 
    var year = ee.Date(img.get('system:time_start')).get('year').subtract(1984) 
    return ee.Image(year).byte().addBands(img).set('system:time_start', 
img.get('system:time_start'))}; 
 
var ChirpsTrend = chirps.map(createTimeBand); 
//print(ChirpsTrend) 
 
var trendImg = ChirpsTrend.reduce({reducer: ee.Reducer.linearFit(), 
parallelScale:4 }); 
print(trendImg, 'Trend image'); 
 
var RainfallTrend = trendImg.select('scale'); 
 





//   image: RainfallTrend, 
//   description: 'RainfallTrend', 
//   scale: 30, 




  image: RainfallTrend,  
  description:'RainfallTrend3',  
  scale: 30, 
  region: projPoly 
}); 
 
