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Abstract:
A noncommutative ∗-algebra that generalizes the canonical commutation relations
and that is covariant under the quantum groups SOq(3) or SOq(1, 3) is introduced.
The generating elements of this algebra are hermitean and can be identified with
coordinates, momenta and angular momenta. In addition a unitary scaling operator
is part of the algebra.
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1 Introduction
Quantum spaces are non-commutative spaces. If non-commutative space-time is a
realistic picture of how space-time behaves at short distances, it is natural to see
what we can learn from quantum spaces. These spaces have the advantage that they
are as close as possible to our ordinary space-time concept – there is a parameter q
on which the structure depends and for q = 1 quantum spaces coincide with ordinary
spaces. This is the reason why we call quantum spaces q-deformed spaces and our
aim is to show that a physical system built on quantum spaces can be regarded as a
q-deformation of ordinary physics.
The physical concept of space cannot be separated from the concept of symme-
tries. Quantum spaces are exactly those spaces that carry the symmetry structure of
a quantum group. They are defined as comodules of quantum groups [1]. As such
they have an additional property, the Poincare´-Birkhoff-Witt property; this means
that regarded as an algebra the homogeneous polynomials have a basis of the same
dimension as in the commutative case (ordinary space). For our approach this prop-
erty will be essential, and thus in a physicist’s language we will call it consistency.
This consistency is closely related to the existence of an R-matrix that satisfies
the Quantum Yang Baxter equation. Thus our main input into the study of quan-
tum spaces will be the R-matrix and its decomposition into projectors. Projectors
decompose comodules into their irreducible parts. As physical quantities are usually
associated with irreducible representations of a symmetry group, the projectors will
play a very important role in developing the physical structure.
There is another essential requirement for physical objects – this is hermiticity.
Thus the algebraic structure has to allow conjugation, first on a purely algebraic
level. If in a physical interpretation the algebra is represented by linear operators in
a Hilbert space, the conjugation operation of linear operators in the Hilbert space
should be identified with the algebraic conjugation. We demand that algebraic her-
miticity should correspond to essential selfadjointness of an observable.
The concept of configuration space will be generalized to the concept of phase
space. There are good reasons for a physicist to do this and there might be different
ways how to do it. We shall define momentum by the concept of derivatives. A differ-
ential calculus on quantum planes has been developed in [2]. It can be based on the
R matrix structure as well. There is, however, no natural definition of a conjugation.
The situation is as follows. The calculus can be based on Rˆ or Rˆ−1. Both calculi are
covariant and consistent but not linearly related. Conjugation then maps one calcu-
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lus to the other one. Such a conjugation would require the introduction of two types
of derivatives. We could then take the real and imaginary part and thus have two
types of momenta. Unfortunately it is not possible to find a consistent and covariant
algebraic structure that would involve the coordinates and only one type of momenta.
Commutators of the coordinates with the real part produces the imaginary part and
vice versa. To enlarge phase space in this way does not seem to be the proper way
out. Thus we will follow a different strategy here, one that has been developed by
studying a simple one dimensional version of a quantum space [3].
The two types of derivatives can be related nonlinearly. That this is also possible
for the Minkowski space has first been seen in [4]. The system has an ordered and
consistent basis in terms of the coordinates and one type of derivative. Conjugation is
possible but as a nonlinear operation. We take the imaginary part of the derivatives
as the definition of the momenta. Then we define an algebraic structure where the
commutation relations between coordinates and momenta close into the product of a
unitary operator – the scaling operator – and of hermitean operators. The fact that
a unitary operator has to occur was already seen in the one dimensional model – that
there is only one operator of this type, the scaling operator for the higher dimensional
case was first seen by W. Weich [5] when he analyzed the three dimensional case of
the Euclidean quantum space. The hermitean operators are closely related to orbital
angular momentum and have a clear physical meaning. Thus we have an algebra that
is generated by observables as we know them already in the undeformed system. In
the deformed system, however, coordinates, momenta and orbital angular momentum
are all part of one algebra, the algebra does not separate into the Heisenberg alge-
bra and the algebra of orbital angular momenta. This new algebra can be realized
in the algebra of coodinates and derivatives which have the Poincare´-Birkhoff-Witt
property. Such a property is not obvious for the algebra of observables by itself.
The four dimensional case [6] has been studied in a thesis by Ocampo Dura´n for
SOq(4) and in a thesis by Zippold for SOq(1, 3).
In this paper we discuss the Euclidean version in three dimensions first. The
algebra as it is represented in the coordinate-derivative bases is derived in Chapt.
2. In Chapt. 3 we state the algebra in terms of the observables and discuss angular
momentum. The Minkowski case is studied along the same lines in Chapt. 4 and
Chapt. 5. A notation is chosen that exhibits the SOq(3) substructure of SOq(1, 3).
Some useful formulas are collected in the appendices.
3
2 Euclidean plane
The symmetry group of the three-dimensional Euclidean space is SO(3). This sym-
metry can be generalized to the quantum group SOq(3) and the representations to
the corresponding quantum spaces. This way the three-dimensional non-commutative
Euclidean plane is defined.
Our treatment will be based on the Rˆ matrix of SOq(3) and its projector decom-
position [7]. The Rˆ matrix satisfies the Yang-Baxter equation and has the following
decomposition:
Rˆ = P5 −
1
q4
P3 +
1
q6
P1 (2.1)
1 = P5 + P3 + P1 (2.2)
The projectors are 9 by 9 matrices, they are explicitly given in Appendix 1.
For SOq(3), Rˆ has the eigenvalues 1,−q
−4, q−6 with multiplicity five, three and
one respectively. The projectors project on the respective eigenspaces. They can be
represented as polynomials in the Rˆ matrix. This can be seen from the characteristic
equation that states that 1,−q−4, q−6 are the eigenvalues of Rˆ.
(Rˆ− 1)(Rˆ +
1
q4
)(Rˆ−
1
q6
) = 0 (2.3)
The normalization of the projectors is easily computed, the orthogonality follows from
(2.3):
P5 =
q10
(q4 + 1)(q6 − 1)
(Rˆ +
1
q4
)(Rˆ−
1
q6
)
P3 =
q10
(q4 + 1)(q2 + 1)
(Rˆ− 1)(Rˆ−
1
q6
) (2.4)
P1 =
q12
(q2 + 1)(1− q6)
(Rˆ − 1)(Rˆ +
1
q4
)
Note that it is only for q 6= 1 that the eigenvalues separate three different eigenspaces.
The quantum group symmetry is defined by the RˆTT relations:
RˆijklT
k
mT
l
n = T
i
kT
j
lRˆ
kl
mn (2.5)
We use index notation, repeated indices are to be summed.
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Eqn. (2.5) define the algebraic properties of the quantum group matrix T , in our
case SOq(3).
It is obvious that in eqn. (2.5) Rˆ can be replaced by any polynomial in Rˆ. The pro-
jectors are explicit examples. To make the covariance of the projector decomposition
more transparent we start from the transformation law of contravariant vectors:
ω(XA) = TAB ⊗X
B
ω(Y A) = TAB ⊗ Y
B (2.6)
Any relation, formulated with polynomials P [Rˆ] will be covariant:
ω(P [Rˆ]XY ) = P [Rˆ]ω(X)ω(Y ) (2.7)
The projectors P1, P3 and P5 just reflect the fact that the product of two vectors
decomposes into a singlet (P1), a triplet (P3) and a quintuplet (P5). The projector
P3 is a generalization of the antisymmetrizer.
We define the non-commutative Euclidean space by the relation:
P3XX = 0 (2.8)
This generalizes the property that the coordinates of ordinary Euclidean space com-
mute and it is covariant under SOq(3).
An explicit version of (2.8), in a bases that is adjusted to the quantum group
terminology is:
X3X+ = q2X+X3
X3X− = q−2X−X3
X−X+ = X+X− + λX3X3 (2.9)
where q is a real deformation parameter and λ = q − 1
q
.
The relations (2.9) are compatible with the conjugation assignment:
X3 = X3
X+ = −qX−
X− = −
1
q
X+ (2.10)
Our basis is a generalization of X3, X± = i(X1 ± iX2) in the commutative space.
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We now study some properties of the projectors that will be useful in the follow-
ing. First we note that the Rˆ matrix (2.1) and its inverse is the unique solution of
the Yang Baxter equation that can be obtained by allowing matrices that are linear
combinations of the three projectors.[8]
We proceed by defining a metric tensor g and an ε tensor. The one dimensional
subspace, obtained by acting with P1 on XY is invariant under SOq(3). It can be
used to define an invariant metric:
X3Y 3 − qX+Y − −
1
q
X−Y + ≡ gABX
AY B ≡ X ◦ Y
g33 = 1, g+− = −q, g−+ = −
1
q
(2.11)
As usual, gAB is defined as the inverse matrix.
If XA transforms contravariantly, the corresponding vector:
XA = gABX
B (2.12)
transforms covariantly. From a direct calculation follows
XA(X ◦X) = (X ◦X)XA (2.13)
The invariant length of the vector X commutes with all components of X .
The metric can be used to formulate the conjugation properties (2.10) of X :
XA = gABX
B , (2.14)
XA transforms covariantly.
The projector P1 can be expressed in terms of the metric tensor:
PAB1 CD =
q2
1 + q2 + q4
gABgCD (2.15)
Another convenient concept is the ε-tensor. It combines two vectors to a third
vector and thus can be obtained from P3.
ZA = XCY BεBC
A (2.16)
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We list its components:
ε+−
3 = q, ε−+
3 = −q, ε33
3 = 1− q2,
ε+3
+ = 1, ε3+
+ = −q2,
ε−3
− = −q2, ε3−
− = 1. (2.17)
All other components vanish. Indices of the ε tensor will be raised and lowered with
the metric g.
εABC = gCDεAB
D, εFAB = gFEgADεED
B (2.18)
The relations (2.9) can be formulated with the ε-tensor:
XCXBεBC
A = 0 (2.19)
The projector P3 can be expressed with the ε-tensor:
PAB3 CD =
1
1 + q4
εFABεFDC (2.20)
More formulas for the ε-tensor will be given in App. 1.
From (2.2) follows a simple form for P5
PAB5 CD = δ
A
Cδ
B
D −
q2
1 + q2 + q4
gABgCD
−
1
1 + q4
εFABεFDC (2.21)
and from (2.1) another for the Rˆ matrix
RˆABCD = δ
A
Cδ
B
D − q
−4εFABεFDC − q
−4(q2 − 1)gABgCD. (2.22)
The next step to a quantum mechanical system is the definition of derivatives. The
formalism of derivatives in quantum spaces has been discussed in ref.[9]. Consistent
and covariant Leibniz rules have been found. In our case they are:
∂BX
A = δAB + q
4RˆACBDX
D∂C or
∂ˆBX
A = δAB + q
−4Rˆ−1ACBDX
D∂ˆC (2.23)
We shall work with the first definition. The derivatives ∂A transform covariantly. The
corresponding contravariant derivative is:
∂A = gAB∂B (2.24)
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Its Leibniz rules follow from (2.23) and properties of the Rˆ matrix, such as
gCBRˆAFBDgFE = q
−4Rˆ−1CADE
gAF Rˆ−1BEFCgED = q
4RˆABCD (2.25)
We find:
∂AXB = gAB + Rˆ−1ABCDX
C∂D (2.26)
We also know the ∂∂ relations [9]. They are:
PAB3 CD∂
C∂D = 0 (2.27)
or, equivalently
∂C∂DεDC
A = 0. (2.28)
A further step towards a quantum mechanical system is the introduction of a con-
jugation operation. For the space coordinates these are the relations (2.10) or (2.14).
There is no natural way how conjugation can be defined for derivatives.
We shall first extend the algebraic system by adding conjugate derivatives:
∂A ≡ ∂A , (2.29)
and then try to find consistent relations that express ∂A in terms of ∂
A and XA. This
way we reduce the algebra again to elements generated by X and ∂. That this is
possible follows from experience. To proceed we first conjugate (2.23), we invert the
relation to find an expression for ∂X in terms of X∂ and raise all the indices. The
result is:
∂
A
XB = −
1
q6
gAB + RˆABCDX
C∂
D
(2.30)
This has to be compared with (2.26). However, there is no linear relation between ∂
and ∂ that would reconcile (2.30) with (2.26).
We now complete the algebra by computing the ∂∂ and ∂∂ relations. There we
can rely on methods developed in [4] and we find:
∂
C
∂
D
εDC
A = 0 (2.31)
and
∂B∂
A
=
1
q4
Rˆ−1BACD∂
C
∂D. (2.32)
An immediate consequence of (2.32) is
PAB3 CD(∂
C∂
D
+ ∂
C
∂D) = 0 (2.33)
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To show this we apply the projector P3 to (2.32) and use the projector decomposition
of Rˆ.
We shall now show that ∂ can be expressed algebraically in terms of X and ∂.
There is no general formalism to be guided by; instead we follow the work done in
[10]. Proving a relation means to write the relation in a fixed ordering in X and ∂,
using (2.26),(2.8) and (2.28) for ordering. The ordered monominals are then a basis
of the algebra. The calculations are sometimes lengthy – a more detailed description
can be found in [10].
We first introduce the scaling operator Λ:
Λ = 1 + (q4 − 1)(X ◦ ∂) + q2(q2 − 1)2(X ◦X)(∂ ◦ ∂) (2.34)
An explicit calculation with the strategy outlined above shows the scaling properties:
ΛXA = q4XAΛ
Λ∂A = q−4XAΛ (2.35)
The normalization of Λ is such that it starts with 1. The inverse Λ−1 or the square
roots Λ−1/2 or Λ1/2 will be defined algebraically by a power series expansion.
It turns out that
∂
A
= −
1
q6
Λ−1[∂A + q2(q2 − 1)XA(∂ ◦ ∂)] (2.36)
satisfies all the relations (2.30),(2.31) and (2.32). Thus we divide the X, ∂, ∂ algebra
by the ideal generated by (2.36) and obtain an algebra that is generated by X and ∂
only.
An immediate consequence of (2.36) is
Λ = q−12Λ−1 (2.37)
Up to a normalization, Λ is unitary.
In a physical system, the relevant objects (observables) should be hermitean. A
natural way to define hermitean momenta is
PA = −
i
2
(∂A − ∂
A
), (2.38)
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where ∂
A
is the complicated expression (2.36). PA is a contravariant vector and from
(2.28),(2.31) and (2.33) follows that it satisfies the relations:
PAPBεBA
C = 0 (2.39)
Its conjugation properties, following from its definition are:
PA = PA = gABP
B (2.40)
Thus, momentum space is completely analogous to coordinate space. To complete the
algebra, it remains to specify the XP relations. If we compute them from (2.8),(2.26)
and (2.27), the right-hand-side depends on ∂ and ∂ separately and not on P only.
We could introduce ∂A + ∂A together with PA and thus have an algebra in terms of
hermitean objects. But this would introduce another three-vector in addition to the
momentum PA and there is no obvious interpretation of this quantity as a physical
object. Our aim, however, is to define an algebra that contains only objects that could
be viewed as deformations of well-known physical objects. To this end we will try to
write the right-hand-side as a product of unitary operators and hermitean operators.
It will turn out that this is possible and the only unitary operator will be Λ. The
hermitean operators will be closely related to orbital angular momentum.
We start from (2.26) and (2.30) and compute:
(∂A − ∂
A
)XB − Rˆ−1ABCDX
C(∂D − ∂
D
) =
(1 + q−6)gAB + (Rˆ−1ABCD − Rˆ
AB
CD)X
C∂
D
(2.41)
From (2.1) follows that on the right-hand-side of (2.41) P5 drops out. Only P1 and
P3 remain, they can be expressed in terms of g
AB and εABF . We find:
PAXB − Rˆ−1ABCDX
CPD = −
i
2
(1 +
1
q6
)gAB(1 + q2(q2 − 1)X · ∂)
+
i
2
(1−
1
q4
)εABF εDCFX
C∂
D
(2.42)
Let us first look at the singlet term. We use (2.34) and can show that:
1 + q2(q2 − 1)X ◦ ∂ = Λ−1(1 + q2(q2 − 1)X ◦ ∂) (2.43)
Moreover:
1 + q2(q2 − 1)X ◦ ∂ = q−6Λ−1(1 + q2(q2 − 1)X ◦ ∂) (2.44)
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Thus there is a hermitean expression
W = Λ−1/2(1 + q2(q2 − 1)X ◦ ∂)
W = W (2.45)
and
(1 + q2(q2 − 1)X · ∂) = Λ−1/2W (2.46)
We have factorized the gAB term of (2.42) into the product of the unitary operator
q−3Λ−1/2 and a hermitean operator.
A similar calculation shows that
Λ1/2XC∂
D
εDC
A = LA (2.47)
has the proper conjugation properties
LA = gABL
B = LA . (2.48)
We have achieved the factorization of (2.42) into the product of the unitary operator
q−3Λ−1/2 and hermitean operators:
PAXB − Rˆ−1ABCDX
CPD =
−
i
2
Λ−1/2{(1 + q−6)gABW − (1− q−4)εABFLF} (2.49)
To complete the algebra we have to compute the LX,LP,WX,WP,LW and LL re-
lations. This will be done in the X, ∂ bases as it was explained above. Though the
calculations are lengthy and tedious, the result is reasonably simple. Some useful
formulas for intermediate steps can be found in [10].
We find:
εBA
CLALB = −
1
q2
WLC
LAW =WLA
WXA = (1 + λ2)XAW + (q2 − 1)2εAFCXCLF
WPA = (1 + λ2)PAW + (q2 − 1)2εAFCPCLF (2.50)
For further comparison, it is useful to introduce a notation that exhibits the “anti-
symmetric” nature of LA:
MAB = εABFLF , M
ABεBAF = (1 + q
4)LF (2.51)
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The last two equations of (2.50) take the form:
WXA = (1 + λ2)XAW + (q2 − 1)2gDBX
DMBA
WPA = (1 + λ2)PAW + (q2 − 1)2gDBP
DMBA (2.52)
Finally, the LX and LP relations:
LAXF = −
1
q4
εAFKXKW −
1
q2
εBC
AεBFDXCLD
MABXF = −q−4(1 + q4)PAB3 MLX
M(gLFW + q2MLF )
LAP F = −
1
q4
εAFKPKW −
1
q2
εBC
AεBFDPCLD (2.53)
The algebraic relations (2.8), (2.39), (2.49), (2.50) and (2.53) together with (2.35) and
the fact that Λ commutes with L and W determine the algebra. Its “hermiticity”
properties are given by: (2.14),(2.37),(2.40),(2.45) and (2.48). There is, however, one
more relation that follows from the fact that all these elements have been expressed
in terms of X and ∂.
We find that L ◦ L commutes with all the L’s:
LA(L ◦ L) = (L ◦ L)LA (2.54)
It is something like a Casimir operator for the L algebra. The same is true for W .
We also find that the combination
q4(q2 − 1)2L ◦ L−W 2 + 1 (2.55)
commutes with X and ∂ and thus is central in all the algebra. Writing it in an ordered
X∂ basis shows that is is zero. Thus it is consistent to impose
W 2 − 1 = q4(q2 − 1)2L ◦ L (2.56)
on the algebra even if we do not refer to a realization of the algebra in terms of X
and ∂. Such an algebraic approach will be the aim of the next chapter.
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3 Euclidean Phase Space
In the previous chapter the Euclidean phase space algebra has been obtained by
representing it in the algebra generated byXA and ∂A. We now consider the Euclidean
phase space algebra in its own right without referring to the XA , ∂A algebra any
more. We start with the defining relations:
XCXBεBC
A = 0
PCPBεBC
A = 0 (3.1)
LCLBεBC
A = −
1
q2
WLA
LAXB = −
1
q4
εABCXCW −
1
q2
εKC
AεKBDXCLD
LAPB = −
1
q4
εABCPCW −
1
q2
εKC
AεKBDPCLD (3.2)
LAW = WLA
WXA = (1 + λ2)XAW + (q2 − 1)2εABCXCLB (3.3)
WPA = (1 + λ2)PAW + (q2 − 1)2εABCPCLB
PAXB − Rˆ−1ABCDX
CPD = −
i
2
Λ−1/2
{
(1 + q−6)gABW − (1− q−4)εABCLC
}
(3.4)
Λ1/2XA = q2XAΛ1/2
Λ1/2PA = q−2PAΛ1/2 (3.5)
Λ1/2LA = LAΛ1/2
Λ1/2W = WΛ1/2
These are relations that allow us to change the order of the elements of the algebra.
In addition we have to postulate:
q4(q2 − 1)2L ◦ L = W 2 − 1 (3.6)
Our phase space algebra is generated by the elements X,P, L,Λ−1/2,W and has
to be divided by the ideal generated by the relations (3.1) to (3.6). But, different
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from the X, ∂ algebra where the ordered X∂ monomials were a basis for the algebra,
we do not have a basis of this type here. Eqn (3.4) shows that an ordering of X and
P involves the elements L as well and neither L nor W can be expressed in terms of
ordered XP polynomials. We rather find from (3.4):
−
i
2
(1− q−4)(1 + q4)Λ−1/2LA = (PBXC + q4XBPC)εCB
A (3.7)
and
−
i
2
q−8(1 + q6)(1 + q2 + q4)Λ−1/2W = P ◦X − q6X ◦ P (3.8)
The conjugation properties that are consistent with the algebra and that we will
impose are:
XA = XA, PA = PA, LA = LA (3.9)
W = W, Λ1/2 = q−6Λ−1/2
Let us get some more insight into the physical meaning of L. Eqn (3.7) suggests
that L is very closely related to orbital angular momentum. Multiplying (3.2) with
gAB we find
L ◦X = −
1
q2
(1 + q4)X ◦ L (3.10)
We can compute X ◦ L and L ◦X from (3.7) and find
L ◦X = q2X ◦ L
therefore
X ◦ L = L ◦X = 0 (3.11)
Similarly :
L ◦ P = P ◦ L = 0 (3.12)
These two equations have to be expected for orbital angular momentum. They
are from a physical point of view very reasonable but again show that we do not have
an obvious Poincare´-Birkhoff-Witt property for our algebra.
Finally, we want to study the action of the L operators on the coordinates to see
in what sense the L algebra generates the SOq(3) symmetry.
To check if L commutes with X ◦X we make use of eqns (3.2) and (3.3). We find
LA(X ◦X) = (X ◦X)LA (3.13)
We had to use (3.11) explicitely.
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Thus (3.2) cannot represent the action of L on a general vector. There is, however,
a way to write the action of the algebra on X that can be abstracted to an action on
a general vector. To demonstrate this we start with the action of L+ and write it in
a special form using (3.11):
L+X+ = X+L+
L+X3 = X3L+ + q−2X+(W + q2(1− q2)L3) (3.14)
L+X− = X−L+ + q−3X3(W + q2(1− q2)L3)
We abbreviate the combination of W and L3 that occurs at the right hand side:
τ−1/2 = W + q2(1− q2)L3 (3.15)
Using (3.11) we find that L− reproduces τ−1/2 as well:
L−X+ = X+L− − q−3X3τ−1/2
L−X3 = X3L− − q−4X−τ−1/2 (3.16)
L−X− = X−L−
Finally:
τ−1/2X+ = q2X+τ−1/2
τ−1/2X3 = X3τ−1/2 (3.17)
τ−1/2X− = q−2X−τ−1/2
If we now assume that X and Y are two arbitrary vectors on which L+, L− and
τ−1/2 act as above we find:
L±X ◦ Y = X ◦ Y L±, τ−1/2X ◦ Y = X ◦ Y τ−1/2 (3.18)
This suggests that L+, L−, τ−1/2 represent the algebra suitably. We are going to
show that this algebra closes and that W and L3 can be expressed in terms of L+, L−
and τ−1/2, using (3.6).
We write the third component of the L◦L relation (3.1) and eqn (3.6) explicitely:
qL−L+ − qL+L− = −
1
q2
τ−1/2L3 (3.19)
q4(1− q2)2(qL+L− +
1
q
L−L+) = 1−W 2 + q4(q2 − 1)2L3L3 (3.20)
These two equations can be combined to:
qL+L− −
1
q
L−L+ =
1
q4(1− q4)
(τ−1 − 1) (3.21)
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This is the equation that shows that the algebra L+, L− and τ closes.
Eqn (3,19) can now be used to express L3 through elements of the algebra:
L3 = q3τ 1/2(L+L− − L−L+) (3.22)
and from (3.15) follows
W = τ−1/2 + q5(q2 − 1)τ 1/2(L+L− − L−L+) (3.23)
The independent elements L+, L−, τ−1/2 form an algebra, closely related to SOq(3):
τ−1/2L+ = q2L+τ−1/2
τ−1/2L− = q−2L−τ−1/2 (3.24)
qL+L− −
1
q
L−L+ =
1
q4(1− q4)
(τ−1 − 1)
If we define
T+ = q2
√
1 + q2 τ 1/2L+
T− = q3
√
1 + q2 τ 1/2L− (3.25)
T 3 =
q
q2 − 1
(1− τ)
we obtain the well-known SOq(3) algebra
1
q
T+T− − qT−T+ = T 3
q2T 3T+ −
1
q2
T+T 3 = (q +
1
q
)T+ (3.26)
q2T−T 3 −
1
q2
T 3T− = (q +
1
q
)T−
The action on the coordinates is:
T 3X3 = X3T 3
T 3X+ = q−4X+T 3 + q−1(1 + q−2)X+
T 3X− = q4X−T 3 − q(1 + q2)X−
T+X3 = X3T+ + q−2
√
1 + q2X+
T+X+ = q−2X+T+ (3.27)
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T+X− = q2X−T+ + q−1
√
1 + q2X3
T−X3 = X3T− + q
√
1 + q2X−
T−X+ = q−2X+T− +
√
1 + q2X3
T−X− = q2X−T−
For physical applications [11] we have to study Hilbertspace representations of this
algebra where all the hermitean elements are represented by (essentially) self-adjoint
operators. Such representations are studied in [5].
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4 Minkowski space
The non-commutative Minkowski space will be developed along the same line as the
non-commutative Euclidean plane in chapter 2. Now the basic symmetry is the q-
deformed Lorentzgroup that acts on a 4-dimensional quantum space. This quantum
group has SOq(3) as a substructure and we choose a notation that makes use of this
fact:
{Xa} = {X0, XA} = {X0, X3, X+, X−} (4.1)
The product of two 4 vectors can be decomposed into four representations: a sin-
gulet (trace), a nonet (symmetric, traceless) and two triplets (antisymmetric, selfdual
and antiselfdual). Accordingly, there are four projectors:
1 = PT + PS + P+ + P− (4.2)
These are 16 by 16 matrices, an explicit representation is given in Appendix 2.
Now there are two Rˆ matrices [9] and their inverse that can be composed from
these projectors:
RˆI = PS + PT − q
2P+ − q
−2P− (4.3)
RˆII = q
−2PS + q
2PT − P+ − P−
It should be noted that RˆI does not separate the symmetric and RˆII does not
separate the antisymmetric eigenspaces. The corresponding RTT relations define the
q-deformed Lorentzgroup SOq(1, 3).
We define the non-commutative Minkowskispace by the relations:
P+XX = 0, P−XX = 0 (4.4)
From (4.2) and (4.3) follows that this is equivalent to:
XX = RˆIXX (4.5)
In the bases adopted at (4.1) these relations are:
X0XA = XAX0 (4.6)
εDC
AXCXD = (1− q2)X0XA
The time variable X0 commutes with the space variables, the commutation rela-
tions of space variables, however, close into the time variable as well.
A consistent definition of conjugation is:
X0 = X0, XA = gABX
B (4.7)
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The metric tensor g as well as the three-dimensional ε tensor are the same as in
chapt. 2. Explicitely, the conjugation is:
X0 = X0, X3 = X3, X+ = −qX−, X− = −
1
q
X+ (4.8)
The four-dimensional metric ηab can be derived from PT , the projector on a sin-
gulet:
ηabX
aY b = −X0Y 0 +X3Y 3 − qX+Y − −
1
q
X−Y + ≡ X ◦ Y (4.9)
Its non-vanishing components are:
η00 = −1, η33 = 1, η+− = −q, η−+ = −
1
q
(4.10)
Again ηab is the inverse matrix. We also find that X ◦X commutes with XA.
The projector PT can be expressed in terms of η:
PT
ab
cd =
1
(q + 1
q
)2
ηabηcd (4.11)
A four-dimensional ε-tensor can be defined:
εabcd = P+
ab
cd − P−
ab
cd (4.12)
That this object really generalizes the ε-tensor will become clear later. We also
define:
PA = P+ + P− (4.13)
Again it is possible to use (4.2) and write the Rˆ matrices in the form:
RˆI = 1− (1 + q
2)P+ − (1 +
1
q2
)P− (4.14)
RˆII =
1
q2
+ (q2 −
1
q2
)PT − (1 +
1
q2
)PA
The Leibniz rules for consistent and Lorentz-covariant derivatives that we are
going to use are the same as in ref [4]:
∂aX
b = δa
b + RˆII
bc
adX
d∂c (4.15)
and as a consequence:
∂a∂b = Rˆ
cd
I ba∂d∂c (4.16)
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We have an algebra of X , and ∂ that closes and that has ordered monomials as a
basis. We can raise the indices of ∂a with η and obtain from (4.15) and (4.16):
∂aXb = ηab +
1
q2
Rˆ−1abII cdX
c∂d (4.17)
and
∂a∂b = RˆabI cd∂
c∂d (4.18)
We find that (4.18) is equivalent to
P+∂∂ = 0, P−∂∂ = 0 (4.19)
Again we face the conjugation problem. We enlarge the algebra by conjugate
elements. We choose a special normalization to obtain covariant relations:
∂0 = −q4∂ˆ0 (4.20)
∂A = −q4gAB∂ˆ
B
We now follow the same procedure that led from (2.23) to (2.30) and obtain,
starting from (4.15):
∂ˆaXb = ηab + q2RˆabII cdX
c∂ˆd (4.21)
We had to use the identity:
ηabRˆcdII beηcf = q
−2Rˆ−1acII ef (4.22)
The X, ∂, ∂ˆ algebra closes with the relations:
∂ˆa∂ˆb = RˆI
ab
cd∂ˆ
c∂ˆd (4.23)
and
∂a∂ˆb = RˆII
ab
cd∂ˆ
c∂d (4.24)
From (4.24) follows, similar to (2.33):
P+(∂∂ˆ + ∂ˆ∂) = 0, P−(∂∂ˆ + ∂ˆ∂) = 0 (4.25)
Of course, (4.23) has as a consequence:
P+∂ˆ∂ˆ = 0, P−∂ˆ∂ˆ = 0 (4.26)
Again, ∂ˆ can be expressed algebraically in X and ∂. This has been done in ref.
[4]. The scaling operator is:
Λ = 1 +
1
q2
(1− q2)X ◦ ∂ +
1
q2
(q2 − 1)2
(q2 + 1)2
(X ◦X)(∂ ◦ ∂) (4.27)
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with the properties:
ΛXa =
1
q2
XaΛ
Λ∂a = q2∂aΛ (4.28)
Λ∂ˆa = q2∂ˆaΛ
The relation between ∂ˆ and X and ∂ is:
∂ˆa = Λ
−1
[
∂a +
1
q2
(1− q2)
(1 + q2)
+Xa(∂ ◦ ∂)
]
(4.29)
It is consistent with all the relations for ∂ˆ and it generates an ideal by which the
x, ∂, ∂ˆ algebra can be divided.
As a consequence of (4.29) we find:
Λ = q8Λ−1 (4.30)
We define the hermitean momentum:
P a = −
i
2
(∂a + q4∂ˆa) (4.31)
and we find
P 0 = P 0, PA = gABP
B (4.32)
From (4.19), (4.25) and (4.26) follows:
P+PP = 0, P−PP = 0 (4.33)
or equivalently
PP = RˆIPP (4.34)
Momentum space is completely analogous to coordinate space.
We continue as in chapter 2 and derive the relation
P aXb −
1
q2
Rˆ−1abII cdX
cP d =
−
i
2
{
(1 + q4)ηab
[
1 + q2
q2 − 1
q2 + 1
X ◦ ∂ˆ
]
(4.35)
+q2(1− q4)PA
ab
cdX
c∂ˆd)
}
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We can show that
U = Λ1/2
{
1 + q2
q2 − 1
q2 + 1
X ◦ ∂ˆ
}
(4.36)
is a hermitean operator. The relevant formulas can be found in ref. [4]. We shall
show later that
V ij = Λ1/2PA
ij
klX
k∂ˆl (4.37)
has linear conjugation properties as well. Thus we can write the relation (4.35) in the
form:
P aXb −
1
q2
Rˆ−1abII cdX
cP d = (4.38)
−
i
2
Λ−1/2
{
(1 + q4)ηabU + q2(1− q4)V ab
}
The UX,UP, V X, V P relations are:
UXa =
1
q
q4 + 1
q2 + 1
XaU −
1
2q
(q2 − 1)2ηbcX
bV ca (4.39)
UP a =
1
q
q4 + 1
q2 + 1
P aU −
1
2q
(q2 − 1)2ηbcP
bV ca
and
V abX l = P abA cdX
c
{
−(q +
1
q
)V dl +
1
q
ηdlU
}
(4.40)
V abP l = P abA cdP
c
{
−(q +
1
q
)V dl +
1
q
ηdlU
}
These relations have the same structure as (2.52) and (2.53).
For UV we find
UV = V U (4.41)
and finally:
PA
rs
adgbcV
abV cd =
1
1 + q2
UV rs (4.42)
The object V ab has - due to the projector PA in (4.37) - six independent ele-
ments. We gain more insight if we decompose V ab into its selfdual and antiselfdual
components:
We define:
RA = P+
A0
cdV
cd (4.43)
SA =
1
q2
P−
A0
cdV
cd
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We can invert:
V A0 = RA + q2SA
V 0A = −q2RA − SA (4.44)
V AB = εABC(RC − SC)
V 00 = 0
The V V relations (4.44) now become:
εDA
KRARD =
1
1 + q2
URK (4.45)
εDA
KSASD = −
1
1 + q2
USK
and
RASB = q2RˆABCDS
CRD (4.46)
The Rˆ matrix in (4.46) is the Euclidean one (2.1). The Poincare´-Birckhoff-Witt
property forces it that way.
The formulas for the RX relations are lengthy. They follow from (4.40):
RAX0 =
1
q
q4 + 1
q2 + 1
X0RA +
1
q
q2 − 1
q2 + 1
εLM
AXMRL −
q
(1 + q2)2
XAU
RAXB =
1
1 + q2
[
q(1 + q2)XARB −
1
q
(q2 − 1)εC
ABX0RC (4.47)
−
1
q
(q2 − 1)gABgMCX
MRC −
2
q
εABGεSTGX
TRS
−
1
q
1
1 + q2
gABX0U +
1
q
1
1 + q2
εLM
AgLBXMU
]
For the RP relations, X has to be replaced by P in (4.47).
The conjugation property is easily stated for R and S:
RA = −SA (4.48)
This immediately leads to the SX and SP relations as we know the conjugation
properties of X and P .
The V ab algebra has two casimirs:
~R2 = gABR
ARB (4.49)
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and
~S2 = gABS
ASB (4.50)
U is central in the U, V ab algebra. We again find an expression that is central in
the X, ∂ algebra and is zero if computed in the X∂ basis:
(q4 − 1)2
1
2
(~R2 + ~S2)− (U2 − 1) = 0. (4.51)
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5 Minkowski Phase Space
We now consider the algebra generated by the elements Xa, P a, V ab, U,Λ1/2 and Λ−1/2.
The elements of V ab form a deformed antisymmetric tensor that can be decomposed
into its selfdual and antiselfdual components:
RA = P+
A0
cdV
cd (5.1)
SA = q−2P−
A0
cd V
cd
The inverse relation is:
V A0 = RA + q2SA (5.2)
V 0A = −q2RA − SA
V AB = εABC(RC − SC)
V 00 = 0
Some of the relations are simpler in terms of V ab, other relations in terms of RA
and SA.
We list the relations of the algebra:
X0XA = XAX0 (5.3)
XCXDεDC
A = (1− q2)X0XA
P 0PA = PAP 0
PCPDεDC
A = (1− q2)P 0PA
RCRDεDC
A = (1 + q2)−1URA
SCSDεDC
A = −(1 + q2)−1USA
RASB = q2RˆABCDS
CRD
V abXf = PA
ab
cdX
c
{
−(q + q−1)V df + q−1ηdfU
}
(5.4)
V abP f = PA
ab
cdP
c
{
−(q + q−1)V df + q−1ηdfU
}
V abU = UV ab
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UXa =
1
q
q4 + 1
q2 + 1
XaU −
1
2q
(q2 − 1)2ηbcX
bV ca (5.5)
UP a =
1
q
q4 + 1
q2 + 1
P aU −
1
2q
(q2 − 1)2ηbcP
bV ca
P aXb − q−2Rˆ−1II
ab
cdX
cP d = (5.6)
= −
i
2
Λ−1/2
{
(1 + q4)ηabU + q2(1− q4)V ab
}
Λ−1/2Xa = qXaΛ−1/2 (5.7)
Λ−1/2P a = q−1P aΛ−1/2
Λ−1/2V ab = V abΛ−1/2
Λ−1/2U = UΛ−1/2
As an additional relation we postulate
U2 − 1 =
1
2
(q4 − 1)2(R ◦R + S ◦ S) (5.8)
This defines the algebra.
The conjugation properties are:
X0 = X0 XA = gABX
B (5.9)
P 0 = P 0 PA = gABP
B
RA = −SA, U = U
Λ1/2 = q4Λ−1/2
The conjugation properties of R, S, if compared with those of L (3.9) show that
R or S do not generate SOq(3). We shall see that they are related to SOq(1, 3).
As in chapter 3, additional relations occur. They are related to the intuitive
picture that V ab represents orbital angular momentum. In the undeformed case (q =
1) this has as a consequence that εabcdX
bV cd = 0 and εabcdP
bV cd = 0. The analogous
formulas are also true in the deformed case if we define ε as in (4.12):
XaεabcdV
cd = 0 (5.10)
P aεabcdV
cd = 0
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This again has as a consequence that:
εabcdV
baV cd = 0 (5.11)
or
S ◦ S = R ◦R (5.12)
These are relations that follow from the algebra (5.3) - (5.7).
As it was the case for the Euclidean space, RA and SA commute with X ◦X or
P ◦ P :
RAX ◦X = X ◦XRA, SAX ◦X = X ◦XSA (5.13)
but we have to use (5.10) to obtain this result. Again, there is a way to write the
actions of the V ab, U algebra on X that can be abstracted to an action on a general
vector. We follow the same line of arguments as in chapter 3. We first observe that
in the R+X relations only R+ and
ρ = (q4 − 1)R3 + U (5.14)
occur:
R+X+ = qX+R+ (5.15)
R+X− = q−1X−R+ +
1
(1 + q2)2
X0ρ−
1
(1 + q2)2
X3ρ
R+X3 = −
q
(1 + q2)2
X+ρ+
2q
1 + q2
X3R+ + q
q2 − 1
q2 + 1
X0R+
R+X0 = −
q
(1 + q2)2
X+ρ+
1
q
(q2 − 1)
q2 + 1
X3R+ +
1
q
q4 + 1
q2 + 1
X0R+
The same is true for the ρX relations:
ρX+ = qX+ρ+
1
q
(q2 − 1)2(q2 + 1)(X3 −X0)R+ (5.16)
ρX− = q−1X−ρ
ρX3 =
2q
1 + q2
X3ρ+
1
q2
(q2 − 1)2(q2 + 1)X−R+ −
1
q
q2 − 1
q2 + 1
X0ρ
ρX0 =
1
q
(q4 + 1)
q2 + 1
X0ρ−
q(q2 − 1)
q2 + 1
X3ρ+
1
q2
(q2 − 1)2(q2 + 1)X−R+
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If R+ and ρ act on general vectors Xa and Y a as above we find
R+X ◦ Y = X ◦ Y R+ (5.17)
ρX ◦ Y = X ◦ Y ρ
without any additional property of the R, ρ,X, Y algebra.
From the conjugation properties of R we see that we can expect the same for S−.
The element ρ has to be replaced by ρ = −σ
σ ≡ (q4 − 1)S3 − U (5.18)
We find:
S−X ◦ Y = X ◦ Y S− (5.19)
σX ◦ Y = X ◦ Y σ
The R−X and S+X relations are different. They depend on R3 and U or S3 and
U respectively and it is not possible to reduce the number of independent variables.
Nevertheless R− and S+ commute with X ◦ Y
R−X ◦ Y = X ◦ Y R− (5.20)
S+X ◦ Y = X ◦ Y S+
This, however, is not true for R3, S3 or U if we start from (5.4) and (5.5).
Still, we can proceed as in Chapter 3. We write the third components of the RR
and SS relations (5.3) explicitely.
qR−R+ − qR+R− =
1
(1 + q2)
ρR3 (5.21)
qS−S+ − qS+S− = −
1
(1 + q2)
σS3
These relations allow us to eliminate R3 and S3 in terms of a nonlinear relation:
R3 = q(1 + q2)ρ−1(R−R+ −R+R−) (5.22)
S3 = q(1 + q2)σ−1(S−S+ − S+S−)
In addition we have the relation (5.8) and (5.12):
R3R3 − qR+R− −
1
q
R−R+ =
1
(q4 − 1)2
(U2 − 1) (5.23)
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S3S3 − qS+S− −
1
q
S−S+ =
1
(q4 − 1)2
(U2 − 1)
The R relations (5.22) and (5.23) can be used to express R+R− and independently
R−R+ in terms of U and ρ. Now it is possible to combine R+R− and R−R+ such
that the resulting expression only contains ρ
1
q
R−R+ − qR+R− =
1
(q4 − 1)(q2 + 1)2
(ρ2 − 1) (5.24)
ρR+ = q2R+ρ
ρR− = q2R−ρ
The S+S−σ algebra follows from conjugation.
For the RS,RX and SX relations R3 and S3 have to be eliminated explicitely via
eqns (5.22). This leads to inhomogeneous relations as it had to be expected from the
analysis of the six-generator q-deformed Lorentz algebra in ref. [12]. A Hilbert space
representation of this algebra is studied in [6]
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6 Appendix 1
This appendix gives some useful formulas for the Euclidean case. The SOq(3) Rˆ
matrix is block- diagonal in the basis that is labelled by ++, −−; +3, 3+; 3−, −3;
+−, 33, −+.
The non-zero components of Rˆ and the projectors are:
Rˆabcd :
++ −−
++ 1 0
−− 0 1
(6.1)
+3 3+
+3 0 q−2
3+ q−2 1− q−4
3− −3
3− 0 q−2
−3 q−2 1− q−4
(6.2)
+− 3 3 −+
+− 0 0 q−4
3 3 0 q−2 q−1(1− q−4)
−+ q−4 q−1(1− q−4) (1− q−2)(1− q−4)
(6.3)
Projectors:
P1:
+− 3 3 −+
+− q2 −q 1
3 3 −q 1 −q−1
−+ 1 −q−1 q−2
(6.4)
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P3:
+3 3+
+3 q4 −q2
3+ −q2 1
3− −3
3− q4 −q2
−3 −q2 1
(6.5)
+− 3 3 −+
+− q2 q(q2 − 1) −q2
3 3 q(q2 − 1) (q2 − 1)2 −q(q2 − 1)
−+ −q2 −q(q2 − 1) q2
(6.6)
There are some identities:
RˆABCD = Rˆ
CD
AB (6.7)
1I = P5 + P3 + P1
Rˆ = P5 −
1
q4
P3 +
1
q6
P1 = 1I− (1 +
1
q4
)P3 + (
1
q6
− 1)P1
Metric tensor:
gAB : g+− = −q, g33 = 1, g−+ = −
1
q
(6.8)
gAB : g+− = −q, g33 = 1, g−+ = −
1
q
XA = gABX
B, XA = gABXB
X ◦ Y = gABX
AY B
ε-tensor: εABC = gCDεAB
D
ε+−3 = q, ε−+3 = −q, ε333 = 1− q
2, ε+3− = −
1
q
, (6.9)
ε3+− = +q, ε−3+ = +q
3, ε3−+ = −q
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εRST = gRAgSBgTCε
ABC = gARgBSgCTε
ABC (6.10)
εBA
C = εSBAg
SC, εRBA = εBA
CgCR
εABF εDCF = ε
FABεFDC
εD
FEεEFR = (1 + q
4)gRD, ε
BCF εCBA = (1 + q
4)δFA
εTSEεDC
E = q2(gCTgDS − gSTgCD) + gCBgRT ε
BREεSDE
gBAεABC = 0, g
CBεABC = 0
εBCA = εDEAg
EBgDC = εCBKgKA
gAB = g
AB
ZC = Y
BXAεABC
Raising and lowering indices of the Rˆ matrix:
gCBRˆAFBDgFE = q
−4Rˆ−1CADE
gAF Rˆ−1BEFCgED = q
+4RˆABCD
gGCgEDRˆBADCgAFgBK = Rˆ
GE
FK
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7 Appendix 2
This appendix gives some useful formulas for the Minkowski case. The projectors
are given in a basis that is adapted to the SOq(3) subalgebra. The metric g
AB, the
ε-tensor εABC are the same as in Appendix 1.
The projectors are:
P+:
00 C0 0D CD
00 0 0 0 0
A0 0 q
2
(1+q2)2
δAC −
1
(1+q2)2
δAD
1
(1+q2)2
εDC
A
0B 0 − q
4
(1+q2)2
δBC
q2
(1+q2)2
δBD −
q2
(1+q2)2
εDC
B
AB 0 q
2gEBgFAεFEC
(1+q2)2
−g
EBgFAεFED
(1+q2)2
εDC
EgSBgRAεRSE
(1+q2)2
(7.1)
P−:
00 C0 0D CD
00 0 0 0 0
A0 0 q
2
(1+q2)2
δAC −
q4
(1+q2)2
δAD −
q2
(1+q2)2
εDC
A
0B 0 − 1
(1+q2)2
δBC
q2
(1+q2)2
δBD
1
(1+q2)2
εDC
B
AB 0 −g
EBgFAεFEC
(1+q2)2
q2gEBgFAεFED
(1+q2)2
εDC
EgSBgRAεRSE
(1+q2)2
(7.2)
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PT :
00 C0 0D CD
00 q
2
(1+q2)2
0 0 − q
2
(1+q2)2
gCD
A0 0 0 0 0
0B 0 0 0 0
AB − q
2
(1+q2)2
gAB 0 0 q
2
(1+q2)2
gABgCD
(7.3)
We have:
1I = PS + PT + P+ + P− (7.4)
PA = P+ + P− (7.5)
RˆI = PS + PT − q
2P+ − q
−2P− (7.6)
= 1I− (1 + q2)P+ − (1 +
1
q2
)P−
RˆII = q
−2PS + q
2PT − P+ − P− (7.7)
=
1
q2
1I + (q2 −
1
q2
)PT − (1 +
1
q2
)PA
RˆI
ab
cd = RˆI
cd
ab (7.8)
RˆabIIcd = Rˆ
cd
IIab (7.9)
Metric tensor:
η00 = −1, η33 = 1
η+− = −q, η−+ = −
1
q
ηab = ηab
(7.10)
X ◦ Y = −X0Y 0 +X3Y 3 − qX+Y − −
1
q
X−Y + (7.11)
= XaηabY
b
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ε-tensor:
εabcd = P
ab
+ cd − P
ab
− cd (7.12)
The Rˆ matrix and the projectors satisfy some identities:
ηsbηtaP
ab
cd = ηudηvcP
uv
st for all projectors (7.13)
ηij(PA)
jk
mpηklη
pl =
2(1 + q2 + q4)
(1 + q2)2
ηim (7.14)
ηabRˆcdII beηcf = q
−2Rˆ−1acII ef (7.15)
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