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Preface
The topic of our thesis is the connection between designs, strongly regular graphs
and regular two-graphs related to finite simple groups. Design theory originated
in statistics and has grown out of several branches of mathematics, and has been
increasingly influenced by developments in other areas. We have chosen designs to
emphasize the connections with finite simple group, in particular the most beau-
tiful and important results of such designs can be demonstrated (in Section 2.3).
Strongly regular graphs form an important class of graphs, and are extremely in-
teresting in themselves, but we are chiefly interested in their connections to design
theory. Regular two-graphs were introduced by G. Higman as a vehicle for the
study of certain doubly transitive groups, and is closely related to theory of strongly
regular graphs. The classification of finite simple groups is a vast body of work in
mathematics, mostly published between around 1955 and 1983, which is considered
to classify all of them. The classification asserts the following: Any finite simple
group is (i) a cyclic group of prime order; (ii) an alternating group; (iii) a group of
Lie type; (iv) one of the sporadic groups. The sporadic groups here are just twenty-
six further finite non-abelian simple groups which are neither of type (i) nor of type
(ii). There are many interesting relations between the sporadic simple groups and
combinatorics. In particular, the Witt systems have the Mathieu groups as auto-
morphism groups; in others, the Hall-Janko, Higman-Sims, McLaughlin, (sporadic)
Suzuki, Fischer and Rudvalis groups were first constructed as automorphism groups
of strongly regular graphs in their smallest permutation representations.
The introductory chapter presents only basic back ground material on three
individual topics which is stated without proofs. Further information can be found
in [14], [20], [21], [23], [27], [28] and [80]. The goal of our study is more limited: we
want to explore some of the ways in which the three topics have interacted with each
other, with results and methods from one area being applied in another. Indeed,
we believe that discrete mathematics is better defined by its methods than by its
subject-matter, and our approach reflects this.
In Chapter 2 we are concerned with the problem of determining whether a given
design is extendable. Sometimes there are designs of which extensions have turned
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out to yield interesting permutation groups. Section 2.1 gives the triples (v, k, λ)
for which a symmetric 2-design is extendable. In Section 2.3 we will see that the
symmetric 2-design PG(2, 4), the unique projective plane of order 4, can be extended
three times to produce the Witt systems W22,W23 and W24. The Witt system W24
is the most celebrated designs and very important designs related to theory of finite
simple groups. For example, it has been used to construct the Golay code of length
24 and also the Leech lattice in R24. It is also possible to construct the Witt systems
W10,W11 and W12 similarly, by extending the affine plane AG(2, 3). Section 2.2
contains a statement analogous to Section 2.1 with inversive planes.
In Section 2.4 we present a Steiner 4-wise balanced design S(4, {5, 6}, 17) con-
structed by extending the point-plane designA of the affine geometry AG(V ), where
V is a 4-dimensional vector space over F2. This presentation is due to Yucas. There
are 42 blocks of the design S(4, {5, 6}, 17) which contain the zero vector of V but
not a new point. These are ovoids in the projective geometry PG(V ) and also cover
the triangles in PG(V ) once each. In Section 2.5 we will characterize the 42 ovoids
in PG(V ) with this property, using a bijection between non-degenerate alternating
forms and non-singular vectors of (W,Q), where W is a 6-dimensional vector space
over F2 and Q is a non-degenerate quadratic form on W whose the Witt index is 3.
As a corollary, we will show that A is uniquely extended a Steiner 4-wise balanced
design S(4, {5, 6}, 17) with 252 blocks. This construction also shows that the design
2.A, in which each block of A is repeated just two times, is extendable.
The sporadic simple group of McLaughlin has a rank 3 permutation represen-
tation of degree 275 which can be used to construct a strongly regular graph with
parameters (275, 112, 30, 56), which is determined by its parameters and called the
McLaughlin graph. A main objective of Chapter 3 is to give constructions of the
McLaughlin graph. Many interesting permutation groups, not least the Mathieu
groups, arise as automorphism groups of strongly regular graphs. This gives a
means of constructing the groups as well as a concrete tool to study the structure
of the groups. Hoffman and Singleton’s study of the maximal graphs with given
valency k and diameter d led them to what they called Moore graphs. Hoffman-
Singleton graph is the only Moore graph of k = 7 and d = 2, and strongly regular
graph with parameter (50, 7, 0, 1). Using the software MAGMA, we confirm that
the Hoffman-Singleton graph is a subgraph of the McLaughlin graph. The proce-
dure is reversed in Section 3.1: we will construct the McLaughlin graph from the
Hoffman-Singleton graph. As a corollary, we also construct the so-called Higman-
Sims graph. In Section 3.2, using the 42 ovoids described in Section 2.5 to recon-
struct the Hoffman-Singleton graph in a simple way, we give an another proof of
Lemma 3.1.1. The original proof of the result is proved by using group theory,
whereas we prove more combinatorially using the reconstruction of the Hoffman-
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Singleton graph. Section 3.3 provides further constructions known for Hoffman-
Singleton graph and the McLaughlin graph.
A main objective of Chapter 4 is to give constructions of the unique regular
two-graph on 276 points. In Section 4.1 we describe constructions known for the
two-graph. In Section 4.2, as one consequence of a detailed study of the Hoffman-
Singleton graph, we give the other construction of the two-graph using the software
MAGMA.
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Notation and terminology
Fq field with q elements
R field of real numbers
C field of complex numbers
A> transposed matrix of A
I identity matrix
J matrix with every entry 1
|S| cardinality of a set S(
Ω
k
)
set of all k-subsets of a set Ω
A \B elements of A not in B
A4B symmetric difference of A and B
∅ empty set
PG(n, q) projective geometry over Fq
AG(n, q) affine geometry over Fq
S(t, k, v) Steiner system
Sym(Ω), Alt(Ω) symmetric and alternating groups on Ω
Sn, An symmetric and alternating groups of degree n
Aut(X) automorphism group of X
M10, . . . ,M24 Mathieu groups
W10, . . . ,W24 Witt systems
G11, . . . , G24 Golay codes
G : H a split extension of G by H
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Chapter 1
Introduction
This introductory chapter is divided into six parts. The first presents the basic def-
initions, terminology and notations of design theory. The second concerns strongly
regular graphs, the third concerns partial geometries, the fourth concerns regular
two-graphs, the fifth concerns permutation groups, and the sixth finally concerns
finite simple groups.
1.1 Design theory
In this section, we describe some concepts and results from design theory.
Definition 1.1.1. A t-(v, k, λ) design is a pair (P ,B) where P is a set of v elements
(called points) and B is a set of k-subsets of P (called blocks) such that every t-subset
of P is contained in exactly λ blocks.
We assume that both P and B are non-empty, and that v > k > t (so that λ > 0).
A t-design with λ = 1 is called a Steiner system with parameters t-(v, k, 1) and
denoted by S(t, k, v).
Alternatively, a t-design can be defined to consist of a set P of points and a set
B of blocks, with a relation of incidence between points and blocks, satisfying the
appropriate conditions, including the assertion that k distinct points are incident
with at most one block.
We now give some necessary conditions for the existence of a design. Let λ(S) be
the number of blocks containing a given set S of s points in a t-(v, k, λ) design, where
0 ≤ s ≤ t. Counting, in two ways, the number of choices of blocks B containing S
and t− s further points of B, we have
λ(S)
(
k − s
t− s
)
= λ
(
v − s
t− s
)
.
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Note that λ(S) depends only on the cardinality s of S; so we will write it as λs. It
satisfies
λs
(
k − s
t− s
)
= λ
(
v − s
t− s
)
. (1.1)
The number λ1 of blocks that contain a given point is traditionally denoted by
r, and the number λ0 (the total number of blocks) is denoted by b. A t-design is
also a s-design for all 0 ≤ s ≤ t. We can apply (1.1) to obtain:
bk = vr.
Moreover, for t ≥ 2, (1.1) shows
r(k − 1) = λ(v − 1).
Definition 1.1.2. An incidence matrix of a design is a matrix M whose rows and
columns are indexed by the points and blocks of the design respectively, the entry
indexed by (p,B) being 1 if p ∈ B, 0 otherwise.
If M is the incidence matrix of a 2-(v, k, λ) design, then
MJ = rJ,
JM = kJ,
MM> = (r − λ)I + λJ,
where I is the identity matrix, and J is the matrix with every entry 1, of the
appropriate size. Conversely, any matrix M satisfying these conditions also satisfies
bk = vr and r(k − 1) = λ(v − 1), where k < v, and it is the incidence matrix of a
2-(v, k, λ) design. Suppose that λ > 0 and k < v. A simple calculation shows
det(MM>) = rk(r − λ)v−1 6= 0,
and so v ≤ b.
Theorem 1.1.3 (Fisher). In a 2-design with k < v, we have v ≤ b.
A 2-design is called symmetric if v = b, or equivalently k = r. For a symmetric
2-design, MM> = (k − λ)I + λJ, and so any two blocks have exactly λ common
points.
We now give two examples of special classes of designs.
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Example 1.1.4. Let V be a vector space of dimension n + 1 (n ≥ 2) over a finite
field Fq, where q is a prime power. The projective geometry based on V, denoted
by PG(n, q), is the set of all subspaces of V . An i-flat is a (i+1)-subspace of V;
0-flats, 1-flats, 2-flats and (n− 1)-flats are called points , lines , planes , hyperplanes
respectively. For n ≥ 3 and any fixed i with 1 ≤ i ≤ n − 1, the points and i-flats
form a 2-
(
qn+1−1
q−1 ,
qi+1−1
q−1 , λ
)
design which we denote PGi(n, q), where
λ =

i−1∏
k=1
qn−k−1
qi−k−1 if i > 1,
1 if i = 1.
In particular, the points and lines form a Steiner system S
(
2, q + 1, q
n+1−1
q−1
)
; while
the points and hyperplanes form a symmetric 2-
(
qn+1−1
q−1 ,
qn−1
q−1 ,
qn−1−1
q−1
)
design.
Example 1.1.5. Let V be a vector space of dimension n (n ≥ 2) over Fq. The affine
geometry based on V, denoted by AG(n, q), is the set of all cosets of subspaces of V.
A coset of an i-dimensional subspace of V is called an i-flat , and (as for projective
geometry) 0-, 1-, 2- and (n − 1)-flats are called points , lines , planes , hyperplanes
respectively, where the points is identified with the vectors of V. For any fixed i with
1 ≤ i ≤ n − 1, the points and i-flats form a 2-(qn, qi, λ) design which we denote
AGi(n, q), where
λ =

i−1∏
k=1
qn−k−1
qi−k−1 if i > 1,
1 if i = 1.
In particular, the points and lines form a Steiner system S(2, q, qn); while the points
and hyperplanes form a 2-
(
qn, qn−1, q
n−1−1
q−1
)
design.
In the case q = 2, for 2 ≤ i ≤ n− 1, AGi(n, 2) form a 3-(2n, 2i, µ) design, where
µ =

i−1∏
k=2
2n−k−1
2i−k−1 if i > 2,
1 if i = 2.
In particular, the points and planes form a Steiner system S(3, 4, 2n); while the
points and hyperplanes form a 3-(2n, 2n−1, 2n−2 − 1) design.
There exists an important class of symmetric 2-designs arised from Hadamard
matrices.
Definition 1.1.6. A n× n real matrix H with entries ±1 satisfying HH> = nI is
called a Hadamard matrix of order n.
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Here we exclude trivial examples of orders 1 and 2. The defining property of a
Hadamard matrix is unaltered if some rows or columns are multiplied by −1, or if
rows or columns are permuted. We call two Hadamard matrices equivalent if one
can be transformed into the other by such operations. Any Hadamard matrix is
equivalent to normalized Hadamard matrix, in which the first row and first column
entirely consist of +1s.
Let M be the (n − 1) × (n − 1) matrix obtained from normalized Hadamard
matrix by deleting the first row and column and replacing the −1s by 0s. Then M
is the incidence matrix of a symmetric 2-
(
n− 1, n−2
2
, n−4
4
)
design. Conversely, if M
is the incidence matrix of a symmetric 2-(4λ + 3, 2λ + 1, λ) design, then replacing
the zeros in M by −1s and bordering M with a row and column of +1s gives a
Hadamard matrix of order 4λ+ 4. Hence:
Proposition 1.1.7. There exists a Hadamard matrix of order n > 2 if and only if
there exists a symmetric 2-
(
n− 1, n−2
2
, n−4
4
)
design.
Definition 1.1.8. For a positive integer λ, a symmetric 2-(4λ+3, 2λ+1, λ) design
is called a Hadamard 2-design.
Definition 1.1.9. For two t-(v, k, λ) designs D and E , we define an isomorphism
σ from D onto E to be a one-to-one mapping from the points of D onto the points
of E and the blocks of D onto the blocks of E such that p is contained in B if and
only if pσ is contained in Bσ for each point p and each block B of D. D and E are
called isomorphic if there exists an isomorphism: D −→ E . An automorphism of a
design is an isomorphism from the design to itself. The set of all automorphisms of
a design forms a group and is called the automorphism group of the design.
Definition 1.1.10. Let D = (P ,B) be a t-(v, k, λ) design.
• The derived design Dp of D at a point p has the point set P \ {p} and the
block set {B \ {p} | p ∈ B ∈ B}. It is a (t− 1)-(v − 1, k − 1, λ) design.
• A design E is an extension of D if E has a point p such that Ep is isomorphic
to D; we call D extendable if it has an extension. An extension of D is a
(t+ 1)-(v + 1, k + 1, λ) design.
• The point-residual design Dp of D at a point p has the point set P \ {p} and
the block set {B ∈ B | p /∈ B}. It is a (t− 1)-(v − 1, k, λt−1 − λt) design.
• Suppose that D is symmetric. The block-residual design DB of D with respect
to a blockB has the point set P\B and the block set {C \ (B ∩ C) | B 6= C ∈ B}.
It is a 2-(v − k, k − λ, λ) design.
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• The complementary design of D is the design D = (P ,B), where B = {P \B |
B ∈ B}. Using the Principle of Inclusion and Exclusion, we find that D is a
t-(v, v − k, λ) design, where λ =
t∑
s=0
(−1)s(t
s
)
λs.
In Sections 2.1−2.4 we describe extensions of symmetric 2-designs and some
Steiner systems.
1.2 Strongly regular graphs
After giving some general definitions from graph theory, we introduce strongly reg-
ular graphs forming an important class of graphs.
Definition 1.2.1. A graph Γ is a pair (V,E) where V is a finite non-empty set
of elements (called vertices) and E is a set of unordered pairs of distinct vertices
(called edges). The sets V and E are the vertex-set and the edge-set of Γ, and are
often denoted by V (Γ) and E(Γ), respectively. Arbitrary vertices are frequently
represented by u, v, . . . and edges by e, f, . . . . We say that x and y are adjacent for
an edge {x, y}. The set of vertices adjacent to a vertex x is called neighbours of x
and denoted by Γ(x). The number |Γ(x)| is called valency of a vertex x. If all the
valencies of Γ are equal, then Γ is regular , or is k-regular if that common valency is
k. A walk in Γ is sequence of vertices and edges v0, e1, v1, . . . , ek, vk, in which each
edge ei = {vi−1, vi}. The length of the walk is the number of occurrences of edges.
If vk = v0, then the walk is closed . A path in Γ is a walk in which no vertex is
repeated. A cycle in Γ is a non-trivial closed path. If Γ has cycles, then the girth of
Γ is the length of a shortest cycle. The subgraph induced by a non-empty set S of
vertices in Γ is a subgraph with vertex set S, in which two vertices are adjacent if
and only if they are an edge of Γ. Γ is connected if there is a path connecting each
pair of vertices. In a connected graph, the distance between two vertices x and y is
the minimum length of a path from x to y, and denoted by d(x, y). The diameter of
Γ is the maximum distance between two vertices in Γ. A k-clique (resp. k-coclique)
is a k-subset of V (Γ), any two of which are adjacent (resp. non-adjacent).
There are several ways to get new graphs from old. We will state one of them.
The complement Γ of a graph Γ has the same vertices as Γ, but two vertices are
adjacent in Γ if and only if they are not adjacent in Γ.
We now introduce some individual types of graphs:
• the complete graph Kn has n vertices, each of which is adjacent to all of the
others;
• the null graph has n vertices and no edges;
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• the cycle graph Cn consists of the vertices and edges of a cycle of length n.
Definition 1.2.2. For two graphs Γ1 and Γ2, we define an isomorphism σ from
Γ1 onto Γ2 to be a one-to-one mapping from the vertices of Γ1 onto the vertices of
Γ2 and the edges of Γ1 onto the edges of Γ2 such that x is contained in e if and
only if xσ is in eσ for each vertex x and each edge e of Γ1. Γ1 and Γ2 are called
isomorphic if there exists an isomorphism: Γ1 −→ Γ2. An automorphism of a graph
is an isomorphism from the graph to itself. The set of all automorphisms of a graph
forms a group and is called the automorphism group of the graph.
Definition 1.2.3. A strongly regular graph with parameters (v, k, λ, µ) is a graph on
v vertices which is regular of valency k, not complete or null, and has the following
properties:
• any two adjacent vertices have exactly λ common neighbours;
• any two non-adjacent vertices have exactly µ common neighbours.
The four parameters are not independent. For any given vertex x, counting, in
two ways, the ordered pairs (y, z) of adjacent vertices for which y is adjacent to x,
z is not, we obtain the following result.
Theorem 1.2.4. The parameters (v, k, λ, µ) of a strongly regular graph satisfy the
equation
k(k − λ− 1) = µ(v − k − 1).
Proposition 1.2.5. A strongly regular graph is disconnected if and only if it is
isomorphic to mKr (the disjoint union of m copies of Kr), for some positive integers
m and r; this occurs if and only if µ = 0.
Proposition 1.2.6. The complement of a strongly regular graph is also strongly
regular graph with parameters (v, v − k − 1, v − 2k + µ− 2, v − 2k + λ).
Definition 1.2.7. Let Γ be a graph with vertex set {x1, . . . , xv}. The adjacency
matrix A of Γ is the v × v matrix with (i, j)-entry 1 if xi and xj are adjacent, 0
otherwise.
The parameters of strongly regular graphs satisfy a number of restrictions, the
most important of which are described here. If A is the adjacency matrix of a
strongly regular graph with parameters (v, k, λ, µ), then it is clear that
A2 = kI + λA+ µ(J − I − A),
where I is the identity matrix and J is the all-1 matrix. From this, we can find that
A has just three eigenvalues k, r, s (r > s) and k has multiplicity 1. Moreover, if r
and s have multiplicities f and g respectively, then r, s, f and g can be calculated.
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Theorem 1.2.8. Let Γ be a strongly regular graph with parameters (v, k, λ, µ). Sup-
pose that Γ has eigenvalues k, r and s (r > s) with multiplicities 1, f and g respec-
tively. Then
r, s =
1
2
(
λ− µ±
√
(λ− µ)2 + 4(k − µ)
)
and
f, g =
1
2
(
v − 1± (v − 1)(µ− λ)− 2k√
(µ− λ)2 + 4(k − µ)
)
are non-negative integers.
On the basis of this theorem, we can classify strongly regular graphs into two types:
• Type I (or conference) graphs: for these graphs, v = 4µ + 1, k = 2µ, and
λ = µ − 1. (They are precisely the strongly regular graphs with the same
parameters as their complements.) It is known that they exist if and only if v
is the sum of two squares.
• Type II graphs : for these graphs, (µ − λ)2 + 4(k − µ) is a perfect square d2,
where d divides (v − 1)(µ − λ) − 2k and the quotient is congruent to v − 1
(mod 2).
Examples of conference graphs include the Paley graphs P (q): vertex set of P (q)
is a finite field Fq, where q is a prime power congruent to 1 (mod 4), and two vertices
x and y are adjacent if and only if x− y is a non-zero square in Fq (see Paley [64]).
The parameters of P (q) are
v = q, k =
1
2
(q − 1), λ = 1
4
(q − 5), µ = 1
4
(q − 1).
The eigenvalues r and s of Type II strongly regular graph are integers with
opposite signs. The parameters may be conveniently expressed in terms of the
eigenvalues as follows:
λ = k + r + rs, µ = k + rs.
One example of Type II graphs is the triangular graph T (m): vertex set of T (m)
is the set of 2-subsets of a set of cardinality m, where m is a integer with m ≥ 4,
and two vertices are adjacent if and only if they are not disjoint. The parameters of
T (m) are
v =
(
m
2
)
, k = 2(m− 2), λ = m− 2, µ = 4.
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The complement T (5) of T (5) is the unique strongly regular, with parameters
(10, 3, 0, 1), which is called the Petersen graph.
Of the other conditions satisfied by the parameters of a strongly regular graph,
the most important are Krein conditions, first proved by Scott [68] using a result of
Krein [46].
Theorem 1.2.9. Let Γ be a strongly regular graph such that Γ and Γ are both
connected. Suppose that Γ has eigenvalues k, r, s (r > s). Then
(i) (r + 1)(k + r + 2rs) ≤ (k + r)(s+ 1)2;
(ii) (s+ 1)(k + s+ 2rs) ≤ (k + s)(r + 1)2.
The following is due to Delsarte, Goethals and Seidel [26] who call it the absolute
bound .
Theorem 1.2.10. Let Γ be a strongly regular graph on v vertices, having the prop-
erties that Γ and Γ are both connected, and that the adjacency matrix of Γ has an
eigenvalue of multiplicity f (f > 1). Then
v ≤
(
f + 2
2
)
− 1.
The same authors also gave a special bound, which will not be stated here.
A regular graph of valency k and diameter d can have at most
1 + k + k(k − 1) + · · ·+ k(k − 1)d
vertices. A graph that attains this bound is called a Moore graph of diameter d. A
Moore graph of diameter d = 2 is strongly regular with parameters (k2 + 1, k, 0, 1)
and k = 2, 3, 7 or 57. The cases k = 2 and 3 give the cycle graph C5 and the Petersen
graph. In the case k = 7, there is a unique Moore graph which is called the Hoffman-
Singleton graph. The existence of a Moore graph of valency 57 is undecided. The
problem has been raised in Hoffman and Singleton [38]. In Section 3.2 we will give
a new description of the Hoffman-Singleton graph.
1.3 Partial geometries
Partial geometries have been studied in their own right, and the concept has been
extended in various ways, not all of which are related to strongly regular graphs.
This section focuses only on the connections.
18
Definition 1.3.1. A partial geometry with parameters (s, t, α) is an incidence struc-
ture of points and lines satisfying the following axioms:
(i) each line is incident to s+ 1 points, and each point is incident to t+ 1 lines;
(ii) two lines are incident to at most one point;
(iii) if a point p is not incident to a line L, then there are precisely α incident pairs
(q,M), where q is a point incident to L and M is a line incident to p.
We give some properties and examples of partial geometries.
The dual of a partial geometry with parameters (s, t, α) is obtained by inter-
changing the names ‘point’ and ‘line’ for the two types of object, and dualizing
the incidence relation. It is also a partial geometry with parameters (t, s, α). Two
points (lines) in a partial geometry are called collinear (resp. concurrent) if there
is a line (resp. point) incident to them. The point graph of a partial geometry
is the graph whose vertices are the points of the geometry, with adjacency being
defined by collinearity. The line graph is the point graph of the dual geometry: its
vertices are the lines, and adjacency is given by concurrence. The following result
is straightforward.
Proposition 1.3.2. The point graph of a partial geometry with parameters (s, t, α)
is a strongly regular graph with parameters(
(s+ 1)(st+ α)
α
, s(t+ 1), s− 1 + t(α− 1), α(t+ 1)
)
.
Motivated by this, we say that a strongly regular graph Γ is geometric if it is
the point graph of some partial geometry, and that Γ is pseudo-geometric if its
parameters have the form given in Proposition 1.3.2, for some positive integers s, t
and α. Sometimes we append the triple (s, t, α) to the term ‘geometric’ or ‘pseudo-
geometric’. A geometric graph is clearly pseudo-geometric. However, not every
pseudo-geometric graph is geometric. Indeed, a pseudo-geometric (s, t, α)-graph is
geometric if and only if there is a collection S of (s + 1)-cliques with the property
that each edge is contained in just one clique of S. If there are ‘too many’ cliques,
it is often not clear whether a suitable collection can be selected. The major result
of Bose [10] can now be stated:
Theorem 1.3.3. Suppose that s, t, α are positive integers satisfying
s >
1
2
(t+ 2)
(
t− 1 + α(t2 + 1)) .
Then any pseudo-geometric (s, t, α)-graph is geometric.
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It is readily checked that a strongly regular graph with the same parameters as
the triangular graph T (n) constructed in Section 1.2 (page 17) is pseudo-geometric
(n− 2, 1, 2). If n > 8, then Theorem 1.3.3 shows that such a graph is geometric. In
this way, we have the following result:
Corollary 1.3.4. A strongly regular graph with the same parameters as T (n),
namely
((
n
2
)
, 2(n− 2), n− 2, 4), with n > 8, is isomorphic to T (n).
Let E be the set of all edges of the unique Moore graph of valency 7 (see page
18), namely the Hoffman-Singleton graph, and let Γ be the graph with vertex set
E , in which two vertices are adjacent whenever they are disjoint and there is an
edge of E meeting both of them. Then we have that Γ is strongly regular graph
with parameters (175, 72, 20, 36) and pseudo-geometric (4, 17, 2). Haemers [35] has
proved the following result:
Theorem 1.3.5. The graph Γ is geometric.
For a pseudo-geometric (s, t, 1)-graph with s > 1, Theorem 1.2.9 (ii) is equivalent
to the assertion that t ≤ s2. Cammeron, Goethals and Seidel [19] showed the
following:
Theorem 1.3.6. A pseudo-geometric (s, s2, 1)-graph is geometric.
It has a long standing problem whether a pseudo-geometric (s, t, α)-graph at-
taining equality in Theorem 1.2.9 (ii) is geometric or not. In particular, a strongly
regular graph constructed by McLaughlin [55] for a construction of the sporadic
simple group McL is a pseudo-geometric (4, 27, 2)-graph attaining its bound, while
it is not known whether it is geometric. It would be interesting to know whether it
is possible to select a set of 5-cliques such that McLaughlin’s graph is geometric. In
Chapter 3 we therefore consider various constructions of McLaughlin’s graph.
1.4 Regular two-graphs
Regular two-graphs were introduced by G. Higman as a means of studying Conway’s
simple group Co3 in its doubly transitive representation of degree 276. In this
chapter we consider a regular two-graphs. We introduce theorems that regular two-
graphs are very closely connected with strongly regular graphs.
Definition 1.4.1. A two-graph is a pair (P ,B) where P is a set of elements (called
points) and B is a set of 3-subsets of P (called blocks) such that, for any 4-subset
X of P , an even number of members of B belong to X. A two-graph is regular if it
is a 2-(v, 3, λ) design for some integer λ.
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The complete two-graph (where B consists of all 3-subsets) and the null two-
graph (where B is empty) are regular. We call them the trivial two-graphs, and
usually exclude them from the discussion.
Lemma 1.4.2. Given any graph Γ with vertex set P, let B be the set of 3-subsets
of P which contain an odd number of edges of Γ. Then (P ,B) is a two-graph.
We say that the above graph Γ yields the two-graph.
Definition 1.4.3. The operation of switching a graph Γ with respect to a set X of
vertices replaces Γ by the graph Γ
′
such that {x, y} is an edge of Γ′ if and only if
both or neither of the following statements hold:
(i) |{x, y} ∩X| = 0 or 2;
(ii) {x, y} is an edge of Γ.
In other words, switching replaces all edges between X and its complement with
non-edges an vice versa, leaving edges within X and outside X unaltered. Note
that switching with respect to X and its complement are the same operation. Fur-
thermore, switching successively with respect to two sets X1 and X2 is the same
as switching with respect to the symmetric difference X14X2. Thus the set of all
graphs on vertex set P falls into equivalence classes, called switching classes , each
containing 2v−1 graphs, where v := |P|.
In connection with switching, it is convenient to use a slightly modified adjacency
matrix for a graph Γ with vertex set P .
Definition 1.4.4. Let B be the n× n matrix whose (i, j)-entry is
bij =

0 if i = j,
−1 if {xi, xj} is an edge,
+1 if {xi, xj} is a non-edge,
where P := {x1, . . . , xv}.
If Γ
′
is obtained by switching Γ with respect to a setX, then Γ
′
has the adjacency
matrix B
′
= DBD, where D = (dij) is a diagonal matrix with
dii =
{
−1 if xi ∈ X,
+1 if xi /∈ X.
Thus B and B
′
are ‘similar’ in terms of Matrix theory, and have the same
spectrum. So the spectrum is an invariant of the switching class, and so of the
two-graph by the following theorem 1.4.5. We speak of the eigenvalues of a two-
graph in this sense.
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Theorem 1.4.5. Graphs Γ1 and Γ2 on the vertex set P yield the same two-graph if
and only if Γ1 can be switched into Γ2. In other words, there is a natural bijection
between two-graphs and switching classes of graphs on P.
The following is a very strong condition.
Theorem 1.4.6. A two-graph is regular if and only if it has just two distinct eigen-
values.
Corollary 1.4.7. Let ρ1 and ρ2 (ρ1 > ρ2) be the eigenvalues of any regular two-
graph, and let µ1 and µ2 be their multiplicities, respectively. Then ρ1 and ρ2 satisfy:
α1α2 = 1− v and α1 + α2 = v − 2− 2λ,
where λ is the number of blocks containing two distinct points. Moreover
µ1 = − vρ2
ρ1 − ρ2 , µ2 =
vρ1
ρ1 − ρ2 .
There is another characterization of regular two-graphs. Let (P ,B) be a two-
graph, and x a point of P . We temporarily define the graph Γx on P \{x}, in which
two vertices y and z are adjacent whenever {x, y, z} ∈ B.
Theorem 1.4.8. For a non-trivial two-graph (P ,B), the following are equivalent:
(i) (P ,B) is regular;
(ii) for all x ∈ P, Γx is strongly regular with k = 2µ;
(iii) for some x ∈ P, Γx is strongly regular with k = 2µ.
Remark 1.4.9. Let D be a regular two-graph, and λ the number of blocks of D
containing two distinct points. The parameters of the strongly regular graph Γx
in Theorem 1.4.8 is
(
v − 1, λ, 3λ−v
2
, λ
2
)
. Conversely, for a strongly regular graph
Γ = (V,E) with k = 2µ, set
B = {{∞, x, y} | {x, y} ∈ E} ∪ {B ∈ (V
3
) | the number of edges in B = 1 or 3} ,
where ∞ is a new point not in V . Then it follows from Theorem 1.4.8 that a pair
(V ∪ {∞},B) is a regular two-graph and the number of blocks of B containing two
distinct points is equal to k. In particular, McLaughlin’s graph (page 20) satisfies
k = 2µ = 112, and so a regular two-graph on 276 points can be constructed from it.
Many other constructions of this two-graph have been given. These are described
in Chapter 4.
Corollary 1.4.10. A non-trivial regular two-graph has an even number of points.
There is another link between strongly regular graphs and regular two-graphs.
Theorem 1.4.11. Let Γ be a regular graph which yields the non-trivial two-graph
(P ,B). Then (P ,B) is regular if and only if Γ is strongly regular with eigenvalues
k, r, s satisfying v = 2(k − r) or v = 2(k − s).
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1.5 Permutation groups
This section introduces some basic material about permutation groups and rank 3
graphs.
A permutation of a given set Ω is a bijective mapping σ: Ω → Ω. We write
the image of an element x ∈ Ω under the permutation σ as xσ, rather than σ(x).
The composition σ1σ2 of two permutations σ1 and σ2 is a permutation obtained by
applying σ1 and then σ2 that is,
x(σ1σ2) = (xσ1)σ2 for each x ∈ Ω.
A permutation group on Ω is a set G of permutations of Ω satisfying the following
conditions:
• G is closed under composition: if σ1, σ2 ∈ G then σ1σ2 ∈ G;
• G contains the identity permutation 1, defined by x1 = x for all x ∈ Ω;
• G is closed under inversion, where the inverse of σ is the permutation σ−1
defined by the rule that xσ−1 = y if yσ = x.
The degree of the permutation group G is the cardinality of the set Ω. An per-
mutation σ ∈ Ω is called the transposition if, for distinct elements x, y ∈ Ω, σ
interchanges x and y, and leaves all other elements fixed.
The simplest example of a permutation group is the set of all permutations of a
set Ω. This is the symmetric group, denoted by Sym(Ω) or S(Ω). More generally, an
action of G on Ω is a homomorphism from G to Sym(Ω). If |Ω| = n then we write
Sym(Ω) as Sn. The set of permutations of Ω which are products of even numbers
of transpositions forms a normal subgroup, denoted by Alt(Ω), A(Ω) or An, of Sn
with index 2, and is called the alternating group. The image of the homomorphism
is then a permutation group. The action is faithful if its kernel is {1}, that is, if
distinct group elements map to distinct permutations. If the action is faithful, then
G is identified with a permutation group on Ω.
The same (abstract) group may act as a permutation group on many different
sets. Two actions of G on sets Ω1 and Ω2 are isomorphic if there is a bijection f
from Ω1 to Ω2 which ‘commutes with the action of G’, that is,
(xf)σ = (xσ)f for all x ∈ Ω1 and σ ∈ G.
More generally, permutation groups G1 on Ω1 and G2 on Ω2 are equivalent if there
are a bijection f from Ω1 to Ω2 and an isomorphism ϕ from G1 to G2 such that
(xf)(σϕ) = (xσ)f for all x ∈ Ω1 and σ ∈ G1.
Note that, although isomorphic actions are equivalent, two actions of the same group
may be equivalent without being isomorphic.
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Orbits and stabilizers
Let G be a group acting on Ω. The relation ∼ on Ω, defined by
x ∼ y if y = xσ for some σ ∈ G,
is an equivalence relation, and its equivalence classes are the orbits of G. G is
transitive if it has just one orbit; thus, G is transitive if, for any x, y ∈ Ω, there
exists σ ∈ Ω such that xσ = y.
For a subset ∆ ⊆ Ω, the pointwise stabilizer of ∆ in G is
G(∆) := {σ ∈ G | xσ = x for all x ∈ ∆}
and the setwise stabilizer of ∆ in G is
G{∆} := {σ ∈ G | ∆σ = ∆} .
It is easily seen that both G{∆} and G(∆) are subgroups of G, and G(∆) is a normal
subgroup of G{∆}. Note that Gx := G{x} = G(x) for each x ∈ Ω. Moreover, if y is
an element in the same orbit as x, then the set
{σ ∈ G | xσ = y}
is a right coset of Gx in G. This correspondence is a bijection between the orbit
of x and the set G/Gx of right cosets of Gx in G. It is, moreover, an isomorphism
between the actions of G on the orbit of x and on the set G/Gx, where the group
acts by right multiplication on the latter set. It is thus possible to identify Ω with
the union of the coset spaces of a family of subgroups of G, one subgroup for each
orbit of G.
Primitivity and sharp transitivity
Let G be a group acting transitively on a set Ω. A nonempty subset ∆ of Ω is called
a block for G if for each σ ∈ G either ∆σ = ∆ or ∆σ ∩∆ = ∅. Every group acting
transitively on Ω has Ω and the singletons {x}, x ∈ Ω as blocks. These are called
the trivial blocks. Any other block is called nontrivial . A block which is minimal
in the set of all blocks of size > 1 is called a minimal block. We say that the group
is primitive if G has no nontrivial blocks on Ω, otherwise G is called imprimitive.
Now the following assertions hold:
• G is primitive on Ω if and only if a stabilizer Gx is maximal proper subgroup
of G, for each x ∈ Ω;
• If G is primitive on Ω, and N is a non-trivial normal subgroup of G, then N
is transitive on Ω.
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Motivated by the second assertion, we call a permutation group G on Ω quasi-
primitive if all of its non-trivial normal subgroups are transitive. Thus a primitive
group is quasi-primitive.
Let k be a positive integer less than |Ω|. We say that G is k-transitive on Ω if it
acts transitively on the set of all k-tuples of distinct elements of Ω. For k > 1, G is
k-transitive on Ω if and only if G is transitive on Ω, and G{x} is (k − 1)-transitive
on Ω\{x}. Note that a k-transitive group is l-transitive for all l ≤ k. A 2-transitive
group is necessarily primitive. The symmetric group Sn is n-transitive, while the
alternating group An is (n−2)-transitive. Except for the symmetric and alternating
groups, the only finite groups which are 4- or 5-transitive are the Mathieu groups
M11, M12, M23 and M24 (for these groups, see Section 2.3). The proof of this strong
statement involves a case-by-case analysis of finite simple groups. The list of finite
2-transitive groups is completed, see Cameron [20], Dixon and Mortimer [28].
We say that G is sharply k-transitive on Ω if, given any two k-tuples (x1, . . . , xk)
and (y1, . . . , yk) of distinct elements of Ω, there is exactly one element g ∈ Gmapping
the first k-tuple to the second. In other words, G acts regularly on the set of k-
tuples of distinct elements. Sharp 1-transitivity is just regularity, and any group
has such an action. There are many sharply k-transitive groups for k = 2, 3. The
symmetric group Sn is both sharply n-transitive and sharply (n− 1)-transitive, and
the alternating group An is sharply (n− 2)-transitive. However, further possibilities
are limited by the following theorem of Tits [76, 77].
Theorem 1.5.1. The only sharply 4-transitive groups are S4, S5, A6 and the Math-
ieu group M11.
From this theorem, the classification of sharply k-transitive groups for k > 4 can
be completed. It can be shown that M11 can be transitively extended once, to the
sharply 5-transitive Mathieu group M12, but no further; so the only such groups
are S5, S6, A7 and M12. The finite sharply k-transitive groups for k = 2, 3 were
determined in 1936 by Zassenhaus [86].
Rank 3 graphs
In the 1960s, C. C. Sims introduced graph-theoretic methods into the study of
permutation groups, as follows.
Let G be a permutation group on a finite set Ω. An orbital of G is an orbit of
G on the set Ω× Ω. The rank of G is the number of orbitals.
The orbital graph associated with an orbital ∆ is the directed graph with vertex
set Ω and edge set ∆, in other words, there is a directed edge from x to y, for each
(x, y) ∈ ∆. The orbital paired with ∆ is
∆∗ = {(y, x) | (x, y) ∈ ∆} .
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We say that ∆ is self-paired if ∆∗ = ∆. If ∆ is self-paired, then its orbital graph
can be regarded as an undirected graph.
If G is transitive, there is one trivial or diagonal orbital, given by
{(x, x) | x ∈ Ω}.
The corresponding orbital graph has one loop at each vertex. None of the other
orbital graphs have loops. Also, ifG is transitive, there is a natural bijection between
the orbitals of G and the orbits of a point stabilizer Gx: to the orbital ∆ corresponds
the Gx-orbit
{y ∈ Ω | (x, y) ∈ ∆} ,
the set of points y such that there is an edge from x to y in the corresponding orbital
graph. The Gx-orbits are called suborbits , and their cardinalities are the subdegrees
of G. Sims proved the following result:
Theorem 1.5.2. The transitive permutation group G on Ω is primitive if and only
if every non-diagonal orbital graph is connected.
The rank of G is 2 if and only if it is 2-transitive. Suppose that G has rank 3,
and let O, O′ be the two orbitals other than the diagonal. Suppose further that G
has even order. Then G contains an involution τ which interchanges some distinct
elements x and y. We may assume that the pair (x, y) ∈ O. Then every pair in O is
interchanged by an element of G. So we can take the set of unordered pairs {x, y}
for which (x, y) ∈ O as the edge set of a graph on Ω. Such a graph is called a rank
3 graph.
Proposition 1.5.3. (1) A rank 3 graph is strongly regular.
(2) Let G be a permutation group which is transitive, has rank 3, and has even
order. Then there is a rank 3 graph admitting G as a group of automorphisms.
Note that by the above construction the orbits O and O
′
give rise to complementary
strongly regular graphs.
All finite permutation groups of rank 3 have been determined, as a result of
work by Foulser [31], Bannai [6], Kantor and Liebler [43], Liebeck and Saxl [51] and
Liebeck [50], making use of the classification of finite simple groups. Thus, at least
implicitly, all rank 3 graphs are known. We give some examples of rank 3 graphs.
Example 1.5.4.
1. The symmetric group Sn for n ≥ 5, acting on the set of 2-element subsets of
{1, . . . , n}; this gives the triangular graph (page 17) and its complement.
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2. The multiplicative group of the non-zero squares in Fq, where q ≡ 1 (mod 4).
The orbits are the sets of squares and non-squares in Fq and the graphs are
the Paley graph (page 17).
3. The projective linear group PGL(n, q) (for n ≥ 4) has a rank 3 action on the
set of lines of the projective geometry. The orbits are the sets of intersecting
pairs and skew pairs of lines.
4. The orthogonal group preserving a non-degenerate quadratic form over F2
(see [21, Example 2.29]); the orbits are the sets of non-zero vectors v satisfying
Q(v) = α, for α = 0, 1. Such forms can be defined on spaces of even dimension
and there are just two inequivalent forms.
5. A classical group (one preserving a polarity of a projective geometry) acts on
the set of self-polar points of the projective space; the action has rank 3 except
in a few low dimensional cases where it is doubly transitive. For a few cases
involving small fields, the action on the non-self-polar points also has rank 3.
6. There are various sporadic examples. For example, several of the sporadic sim-
ple groups were first constructed as automorphism groups of strongly regular
graphs. These were the Hall-Janko, Higman-Sims, McLaughlin, (sporadic)
Suzuki, Fischer and Rudvalis groups. In the case McLaughlin’s group many
constructions have been known. We mention them in Chapter 3.
1.6 Finite simple groups
An important structural result about finite groups is the following:
Theorem 1.6.1 (Jordan-Ho¨lder). Let G be a finite group. Then the following
hold:
(i) there is a chain
{1} = Gr ⊂ Gr−1 ⊂ · · · ⊂ G1 ⊂ G0 = G
of subgroups of G such that, for 1 ≤ i ≤ r, Gi is a normal subgroup of Gi−1
and the factor group Gi−1/Gi is simple.
(ii) for any two such chains, the multisets of isomorphism types of simple factor
groups are the same.
The series in (i) is a composition series for G, and the simple factor groups are the
composition factors .
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This theorem indicates that the simple groups are the ‘building blocks’ from
which arbitrary groups can be constructed. Thus finite group theory falls into two
parts, concerned with answering the questions:
• what are the finite simple groups?
• how can they be put together to build arbitrary groups?
The first question above has been completely solved. It is not possible here to
give any hint of the proof, and the result can be stated only in broad terms. The
Classification of Finite Simple Groups asserts the following.
Theorem 1.6.2 (Classification of Finite Simple Groups). A finite simple
group is one of the following:
(i) a cyclic group of prime order;
(ii) an alternating group An, n ≥ 5;
(iii) a group of Lie type;
(iv) one of twenty-six sporadic groups.
The impact of the Classification of Finite Simple Groups on many areas of math-
ematics is so dramatic. The simple Abelian groups are the cyclic groups of prime
order. Also, it was known to Galois that An is simple for n ≥ 5.
There are sixteen families of finite simple groups of Lie type. Table 1.1 lists
the finite simple groups of Lie type. There is one family of Chevalley groups for
each simple Lie algebra over C. These algebras are classified by the Dynkin diagram
An, Bn, Cn, Dn, E6, E7, E8, F4, G2. The Chevalley groups are defined over finite
fields Fq. The twisted groups are associated with graph automorphisms of Dynkin
diagrams. The superscript t indicates the order (2 or 3) of the graph automorphism,
which must be combined with a field automorphism of the same order. For Dynkin
diagrams with only single bonds, the field automorphism must have the same order
as the graph automorphism; the Steinberg groups 2An,
2Dn,
3D4,
2E6 are obtained,
and are defined over fields of order qt. If there is a multiple bond, the characteristic
of the field is equal to the number (2 or 3) of bonds, and the square of the field
automorphism is equal to the Frobenius map; so the field order is an odd power of
the characteristic. This yields the Suzuki and Ree groups 2B2 (or Sz(q)),
2G2 and
2F4 (or R1(q) and R2(q) respectively). All groups in Table 1.1 are simple except for
• A1(2) ∼= S3, A1(3) ∼= A4, B2(2) ∼= S6,
• G2(2), which has a subgroup of index 2 isomorphic to 2A2(32),
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• 2A2(22), which is a Frobenius group of order 72,
• 2B2(2), which is a Frobenius group of order 20,
• 2G2(3), which has a subgroup of index 3 isomorphic to A1(23),
• 2F4(2), which has a simple subgroup of index 2, the Tits group.
Other coincidences between groups of Lie type and alternating groups are
A1(2
2) ∼= A1(5) ∼= A5, A1(7) ∼= A2(2), A1(32) ∼= A6, A3(2) ∼= A8, B2(3) ∼= 2A3(22).
Note that Cn(q) is defined for n = 2 and q even but is isomorphic to Bn(q) in these
cases; similarly D3(q) and
2D3(q
2) are isomorphic to A3(q) and
2A3(q
2), respectively.
Another subdivision of the groups of Lie type is into the classical groups and the
exceptional groups . The classical groups are the linear groups and subgroups pre-
serving forms: unitary groups preserve hermitian forms, symplectic groups preserve
alternating bilinear forms, and orthogonal groups preserve quadratic forms. In each
case, we take the derived group, which is usually but not always the subgroup of
matrices having determinant 1, and factor out the central subgroup of scalar matri-
ces. There are six types of the classical groups: each depending on a dimension and
field order,
• PSL(n+ 1, q), the projective special linear groups,
• PSU(n+ 1, q), the projective special unitary groups,
• PSp(2n, q), the projective symplectic groups,
• PΩ(2n+ 1, q), the derived subgroup of the projective orthogonal groups,
• PΩε(2n, q) for either sign ε = +1 or −1, the derived subgroup of the projective
orthogonal groups corresponding to plus type or minus type of quadratic forms.
The identification is as follows:
• An(q) ∼= PSL(n+ 1, q),
• Bn(q) ∼= PΩ(2n+ 1, q),
• Cn(q) ∼= PSp(2n, q),
• Dn(q) ∼= PΩ+(2n, q),
• 2An(q2) ∼= PSU(n+ 1, q),
• 2Dn(q2) ∼= PΩ−(2n, q).
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The remaining ten families, each depending only on a field order, are the exceptional
groups.
There are finite simple groups which do not fall into infinite families. Twenty six
of them are known and called the sporadic simple groups. Five of the sporadic groups
were discovered by Mathieu in the 1870s, but the other 21 sporadic simple groups
were discovered between 1964 and 1975. Several of these groups were predicted
to exist before they were constructed. Most of the groups are named after the
mathematician(s) who first predicted their existence. Table 1.2 lists the 26 sporadic
finite simple groups.
There are many interesting relations between these groups. In particular, the
Mathieu group M24 contains all of the smaller Mathieu groups. Also, of the 26
sporadic groups, 20 of them can be seen inside the Monster group M as subgroups
or quotients of subgroups. The 6 exceptions are J1, J3, J4, O
′N , Ru and Ly. Further
properties of these groups are in the ATLAS of Finite Groups [24].
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Table 1.1: Groups of Lie type
Name Group Order
Chevalley An(q) q
n(n+1)/2
∏n
i=1(q
i+1 − 1)/d,
groups where d = gcd{n+ 1, q − 1}, n ≥ 1.
Bn(q) q
n2
∏n
i=1(q
2i − 1)/d,
where d = gcd{2, q − 1}, n ≥ 2.
Cn(q) q
n2
∏n
i=1(q
2i − 1)/d,
where d = gcd{2, q − 1}, n ≥ 3, q: odd.
Dn(q) q
n(n−1)(qn − 1)∏n−1i=1 (q2i − 1)/d,
where d = gcd{2, q − 1}, n ≥ 4.
E6(q) q
36(q12 − 1)(q9 − 1)(q8 − 1)(q6 − 1)(q5 − 1)(q2 − 1)/d,
where d = gcd{3, q − 1}.
E7(q) q
63(q18 − 1)(q14 − 1)(q12 − 1)(q10 − 1)(q8 − 1)
(q6 − 1)(q2 − 1)/d, where d = gcd{2, q − 1}.
E8(q) q
120(q30 − 1)(q24 − 1)(q20 − 1)(q18 − 1)(q14 − 1)
(q12 − 1)(q8 − 1)(q2 − 1).
F4(q) q
24(q12 − 1)(q8 − 1)(q6 − 1)(q2 − 1).
G2(q) q
6(q6 − 1)(q2 − 1).
Steinberg 2An(q
2) qn(n+1)/2
∏n
i=1(q
i+1 − (−1)i+1)/d,
groups where d = gcd{n+ 1, q + 1}, n ≥ 2.
2Dn(q
2) qn(n−1)(qn + 1)
∏n−1
i=1 (q
2i − 1)/d,
where d = gcd{4, qn + 1}, n ≥ 4.
2E6(q
2) q36(q12 − 1)(q9 + 1)(q8 − 1)(q6 − 1)(q5 + 1)(q2 − 1)/d,
where d = gcd{3, q + 1}.
3D4(q
3) q12(q8 + q4 + 1)(q6 − 1)(q2 − 1).
Suzuki and 2B2(q) q
2(q2 + 1)(q − 1), q = 22m+1, m > 0.
Ree groups 2G2(q) q
3(q3 + 1)(q − 1), q = 32m+1, m > 0.
2F4(q) q
12(q6 + 1)(q4 − 1)(q3 + 1)(q − 1), q = 22m+1, m > 0.
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Table 1.2: Sporadic simple groups
Group Name Order
M11 Mathieu 2
4 · 32 · 5 · 11
M12 Mathieu 2
6 · 33 · 5 · 11
J1 Janko 2
3 · 3 · 5 · 7 · 11 · 19
M22 Mathieu 2
7 · 32 · 5 · 7 · 11
J2 Hall-Janko 2
7 · 33 · 52 · 7
M23 Mathieu 2
7 · 32 · 5 · 7 · 11 · 23
HS Higman-Sims 29 · 32 · 53 · 7 · 11
J3 Janko 2
7 · 35 · 5 · 17 · 19
M24 Mathieu 2
10 · 33 · 5 · 7 · 11 · 23
McL McLaughlin 27 · 36 · 53 · 7 · 11
He Held 210 · 33 · 52 · 73 · 17
Ru Rudvalis 214 · 33 · 53 · 7 · 13 · 29
Suz Suzuki 213 · 37 · 52 · 7 · 11 · 13
O′N O’Nan 29 · 34 · 5 · 73 · 11 · 19 · 31
Co3 Conway 2
10 · 37 · 53 · 7 · 11 · 23
Co2 Conway 2
18 · 36 · 53 · 7 · 11 · 23
F22 Fischer 2
17 · 39 · 52 · 7 · 11 · 13
HN Harada-Norton 214 · 36 · 56 · 7 · 11 · 19
Ly Lyons 28 · 37 · 56 · 7 · 11 · 31 · 37 · 67
Th Thompson 214 · 36 · 56 · 7 · 11 · 19
F23 Fischer 2
18 · 313 · 52 · 7 · 11 · 13 · 17 · 23
Co1 Conway 2
21 · 39 · 54 · 72 · 11 · 13 · 23
J4 Janko 2
21 · 33 · 5 · 7 · 113 · 23 · 29 · 31 · 37 · 43
F ′24 Fischer 2
21 · 316 · 52 · 73 · 11 · 13 · 17 · 23 · 29
BM Fischer 241 · 313 · 56 · 72 · 11 · 13 · 17 · 19·
(the Baby Monster) 23 · 31 · 47
M Fischer-Griess 246 · 320 · 59 · 76 · 112 · 133 · 17·
(the Monster) 19 · 23 · 29 · 31 · 41 · 47 · 59 · 71
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Chapter 2
Extending designs
Sometimes there are designs of which extensions have turned out to yield interesting
permutation groups. This chapter contains the necessary and sufficient conditions
for extensions of special designs, especially Steiner systems.
2.1 Symmetric designs
This section concerns with the triples (v, k, λ) for which a symmetric 2-design is
extendable.
Let n be an integer greater than one. A Steiner system S(2, n+1, n2+ n+1) is
called a projective plane of order n.
Lemma 2.1.1. If a projective plane of order n is extendable, then n ∈ {2, 4, 10}.
In the case n = 2, there is a unique projective plane of order 2, which is extendable;
the case n = 4 is also unique and has three extensions described in Theorem 2.3.3;
Lam, Swiercz and Thiel [49] have proved that there exists no projective plane of
order 10.
Lemma 2.1.2. If the point-hyperplane design of PGn−1(n, q), where q is a prime
power and n ≥ 2, is extendable, then q = 2 or (n, q) = (2, 4).
In the case q = 2, the design PGn−1(n, 2) is extended the point-hyperplane of
AGn(n+ 1, 2).
The following theorem shows that most of symmetric 2-designs fail to have ex-
tensions, including Lemmas 2.1.1 and 2.1.2.
Theorem 2.1.3. If a symmetric 2-(v, k, λ) design D is extendable, then one of the
following holds:
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(i) D is a Hadamard 2-design;
(ii) (v, k) = ((λ+ 2)(λ2 + 4λ+ 2), λ2 + 3λ+ 1) ;
(iii) (v, k, λ) = (495, 39, 3).
Bagchi [4, 5] has proved that there exists no 3-(57, 12, 2) design, so that the case (ii)
with λ = 2 is not extendable. Nothing is known about the case (ii) with λ ≥ 3.
Existence is unknown in the case (iii). In the case (i), we have the following result:
Proposition 2.1.4. Any Hadamard 2-design has a unique extension.
2.2 Inversive planes
This section contains a statement analogous to Section 2.1 with inversive planes.
Let n be an integer greater than one. A Steiner system S(3, n + 1, n2 + 1) is
called an inversive plane of order n.
Lemma 2.2.1. If the point-hyperplane design AGn−1(n, q), where q is a prime power
and n ≥ 2, is extendable, then n = 2.
It is known that, for each q, AG(2, q) has extensions, but the problem of determining
the extensions is still open. It is conjectured that the only such designs are the two
designs mentioned below.
Example 2.2.2. Let P := {∞} ∪ Fq2 , and let B be the set of images of {∞} ∪ Fq
under the linear fractional group
PGL(2, q2) :=
{
z 7−→ αz + β
γz + δ
| α, β, γ, δ ∈ Fq2 and αδ − βγ 6= 0
}
.
There is a more geometric description. An ovoid in PG(3, q) is a set of q2+1 points
no three collinear. It can be shown that any plane (that is, hyperplane) of PG(3, q)
meets an ovoid O in either 1 or q + 1 points. Thus the plane sections of size q + 1
of O are the blocks of an inversive plane of order q. Any inversive plane arising in
this way is called egglike. All known inversive planes are egglike.
Example 2.2.3. Let V be an orthogonal geometry of dimension 4 over Fq defined
by a non-degenerate quadratic form f and suppose that the Witt index is 1 (see, for
example, Taylor [72]). Then
O := {〈x〉 ∈ PG(V ) | f(x) = 0}
is an ovoid and called the elliptic quadric. It is known that the resulting egglike
inversive plane is isomorphic to the one constructed in Example 2.2.2.
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Example 2.2.4. If q is an odd power of 2, then there are further examples which
are called the Suzuki-Tits ovoids . Let V be an symplectic geometry of dimension
4 over Fq defined by a non-degenerate symplectic form. The group of all elements
of the symplectic group Sp(V ) fixing the Suzuki-Tits ovoid O is the simple Suzuki
group Sz(q); it acts doubly transitive on O. For more details, see Taylor [72]
Dembowski [27] has proved the following:
Theorem 2.2.5. Any inversive plane of even order n is egglike, and so n is a power
of 2.
It is known that an ovoid in PG(3, 4) is elliptic quadric. An ovoid other than
an elliptic quadric in PG(3, 8) was also found by Segre [69]. However, Fellagara [30]
showed that Segre’s example is a Suzuki-Tits ovoid. Fellagara [30] further showed,
by computer, that every ovoid in PG(3, 8) is either the elliptic quadric or the Suzuki-
Tits ovoid. In O’keefe and Penttila [60, 61] it is proved, with the aid of computer,
that in PG(3, 16) the only ovoids are the elliptic quadrics; in O’keefe, Penttila and
Royle [62] it is proved, also with the aid of a computer, that in PG(3, 32) the only
ovoids are the elliptic quadrics and the Suzuki-Tits ovoids. Therefore it is known
that an inversive plane of even order q is classified for q ≤ 32.
The following shows that any egglike inversive plane of odd order is isomorphic
to one constructed in Example 2.2.3.
Theorem 2.2.6. If q is an odd prime power, then any ovoid in PG(3, q) is projec-
tively equivalent to the elliptic quadric.
The following theorem, due to Thas [74], gives an answer to an old fundamental
problem on inversive planes.
Theorem 2.2.7. If q is an odd prime power, then the affine plane AG(2, q) has a
unique extension.
This theorem shows that if the derived design of any inversive plane D of odd order
is isomorphic to AG(2, q) for some odd prime power q, then D is isomorphic to one
constructed in Example 2.2.3.
The following is straightforward.
Lemma 2.2.8. If an inversive plane of order n is extendable, then n = 2, 3, 4, 8 or
13.
The case n = 2 is extended to the Steiner system
(
Ω,
(
Ω
4
))
, where Ω := {1, . . . , 6}; the
case n = 3 is unique, and so extended to the Witt system W11 (see Corollary 2.3.2);
neither of the cases n = 4 and 8 are extendable (see Kantor [42]). In the case n = 13,
we mention the following result of Penttila [65].
Theorem 2.2.9. If an inversive plane of order 13 is egglike, then it is not extendable.
It is not known whether any inversive plane of order 13 is egglike.
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2.3 The Witt systems
The five Mathieu groups M11, M12, M22, M23 andM24 were first described in papers
of E. Mathieu in 1861 and 1873. Mathieu simply wrote down generating permuta-
tions, it is not clear how he found them. Mathieu’s definitions is as follows (taken
from Carmichael [22]):
(1) M11 = 〈a, b〉 and M12 = 〈a, b, c〉 where
a =(1 2 3 4 5 6 7 8 9 10),
b =(4 5 3 9)(10 7 2 6),
c =(0 11)(1 10)(2 5)(3 7)(4 8)(6 9).
(2) M23 = 〈s, t〉 and M24 = 〈s, t, u〉 where
s =(0 1 2 3 4 5 6 . . . 21 22),
t =(2 16 9 6 8)(4 3 12 13 18)(10 11 22 7 17)(20 15 14 19 21),
u =(0 23)(1 22)(2 11(3 15)(4 17)(5 9)(6 19)(7 13)(8 20)
(10 16)(12 21)(18 14).
The group M12 is sharply 5-transitive of degree 12, which means that each 5-
point stabilizer is the identity. The group M11 as a point stabilizer of M12; so M11
in turn is sharply 4-transitive on 11 points. Indeed the stabilizer of a point in M11
is a group, sometimes called M10, which is isomorphic to A6 : 2.
The groupM24 is 5-transitive of degree 24 withM23 as a one-point stabilizer and
M22 as a two-point stabilizer, so these latter groups are 4- and 3-transitive, respec-
tively. The point stabilizer in M22 are isomorphic to PSL(3, 4) in its 2-transitive
action on the 21 points of the projective plane of order 4. We can partition the set Ω
of points on which M24 acts into two sets of size 12, Ω = Σ∪∆, so that the setwise
stabilizer (M24){Σ} induces the group M12 on each of the sets Σ and ∆.
The Mathieu groups are constructed by building Steiner systems which have the
required groups as their automorphism groups. The development is presented in
Carmichael [22] and Witt [82], [83].
The first Steiner system to look at is the affine plane AG(2, 3). It is well-known
that AG(2, 3) is the unique Steiner system S(2, 3, 9), up to isomorphism. This
Steiner system can be extended three times to produce systems with parameters
S(3, 4, 10), S(4, 5, 11) and S(5, 6, 12) with the small Mathieu groups M10 : 2, M11
and M12 as the corresponding automorphism groups. We shall now turn to the
construction of the large Mathieu groups. In this case, instead of starting from
AG(2, 3), we begin with the projective plane PG(2, 4). It is known that PG(2, 4) is
the unique Steiner system S(2, 5, 21), up to isomorphism. It is possible to construct
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S(3, 6, 22), S(4, 7, 23) and S(5, 8, 24) with the large Mathieu groups M22 : 2, M23
and M24 as the corresponding automorphism groups, by extending the projective
plane PG(2, 4) three times. These Steiner systems S(3, 4, 10), S(4, 5, 11), S(5, 6, 12),
S(3, 6, 22), S(4, 7, 23) and S(5, 8, 24) are the unique designs with the given param-
eters and called the Witt systems , denoted by W10, W11, W12, W22, W23 and W24,
respectively. The following table lists the parameters of the Witt systems and the
corresponding the Mathieu groups.
Table 2.1: The Mathieu groups
group degree transitivity rank on blocks order
M10 10 3 5 2
4 · 32 · 5
M11 11 4 4, primitive 2
4 · 32 · 5 · 11
M12 12 5 3, on pairs 2
6 · 33 · 5 · 11
M22 22 3 3, primitive 2
7 · 32 · 5 · 7 · 11
M23 23 4 3, primitive 2
7 · 32 · 5 · 7 · 11 · 23
M24 24 5 4, primitive 2
10 · 33 · 5 · 7 · 11 · 23
Table 2.2: The Witt systems corresponding to the Mathieu groups
Witt system parameters number of blocks automorphism group
W10 3-(10, 4, 1) 30 M10 : 2
W11 4-(11, 5, 1) 66 M11
W12 5-(12, 6, 1) 132 M12
W22 3-(22, 6, 1) 77 M22 : 2
W23 4-(23, 7, 1) 253 M23
W24 5-(24, 8, 1) 759 M24
There are many constructions known for these designs and groups. A few are
mentioned below.
• There is the unique Hadamard 2-(11, 5, 2) design, up to isomorphism (cf. [57]).
Let (X,B) be this design. Define an incidence structure D = (X,B ∪B′) such
that B′ = {X \ B4B′ | B,B′ ∈ B, B 6= B′}, where B4B′ is the symmetric
difference of B and B′. Then D is the Witt system W11.
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• Let X be the set of points and blocks of the the Hadamard 2-(11, 5, 2) design,
and B consist of 6-sets of the following three types:
(i) a point and the five blocks containing it,
(ii) a block and the five points contained in it,
(iii) an oval and its tangents.
Then (X,B) is the Witt system W22.
• The Golay code G24 of length 24 is the unique 12-dimensional subspace of F242
in which the minimum number of non-zero coordinates in a non-zero vector is
8. Let O be the set of the characteristic functions for all minimum vectors in
G24. Then ({1, . . . , 24},O) is the Witt system W24.
The Witt system W12
Lu¨neburg’s construction [54] of the Witt system W12 is based on the following com-
binatorial properties of the unique affine plane AG(2,3).
(I) AG(2, 3) contains exactly 54 quadrangles (i.e. 4-sets of which no three are
collinear). These fall into three classes S1,S2,S3 of size 18, with the property that
each triangle of AG(2, 3) is contained in a unique quadrangle of Si, for each i ∈
{1, 2, 3}.
(II) For any quadrangle S, there are six lines joining pairs of points of S; we call
these the lines of S. Then there are exactly two lines of S which meet in a (unique)
point outside S. This point is called the diagonal point of S. For each i ∈ {1, 2, 3},
we define the sets
Ci = {S ∪ {p} | S ∈ Si and p is the diagonal point of S} for 1 ≤ i ≤ 3 and
M = {l ∪m | l,m : two disjoint lines} .
Note that |Ci| = 18 for 1 ≤ i ≤ 3 and |M| = 12. Now let AG(2, 3) = (P ,L), and
let ∞1,∞2,∞3 be three new points. Define the set B consisting of all sets of the
following four types:
(i) l ∪ {∞1,∞2,∞3} for each l ∈ L;
(ii) S ∪ {∞1,∞2,∞3} \ {∞i} for each S ∈ Si, i = 1, 2, 3;
(iii) C ∪ {∞i} for each C ∈ Ci, i = 1, 2, 3;
(iv) an element of M.
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Then (P ∪ {∞1,∞2,∞3},B) is a Steiner system S(5, 6, 12).
Furthermore, this construction shows the following theorem.
Theorem 2.3.1. Up to isomorphism, there is a unique Steiner system S(5, 6, 12)
which we denote W12. The automorphism group M12 := Aut(W12) is sharply 5-
transitive on the points of W12.
Corollary 2.3.2. The derived designs of W12 at one or two points are the only
Steiner systems S(4, 5, 11) or S(3, 4, 10) which we denote W11 or W10, respectively.
The Mathieu group M11 is the automorphism group Aut(W11) and the Mathieu
group M10 is a certain subgroup of index 2 of the automorphism group Aut(W10).
For more details, see Dixon and Mortimer [28].
The Witt system W24
We shall now turn to the construction of the large Witt systems, which is also due
to Lu¨neburg [54]. The procedure is similar to that of the little Witt systems. In this
case, instead of the combinatorial properties of AG(2, 3), we need ones of PG(2, 4).
(I) PG(2, 4) contains exactly 168 hyperovals (i.e. 6-subsets of which no three are
collinear). They fall into three classes O1,O2,O3 of size 56, with the property that
two hyperovals belong to the same class if and only if their intersection has even
size.
(II) PG(2, 4) contains exactly 360 Baer subplanes (i.e. 7-subsets which each line
meets in 1 or 3 points). They fall into three classes S1,S2,S3 of size 120, with
the property that two Baer subplanes belong to the same class if and only if their
intersection has odd size.
(III) The numbering in (I) and (II) can be chosen so that, for O ∈ Oi and S ∈ Sj,
|O ∩ S| = 4 if and only if i = j.
Now let PG(2, 4) = (P ,L), and let ∞1,∞2,∞3 be three new points. Set
M := {L4M | L,M ∈ L and |L ∩M | = 1} ,
where L4M is the symmetric difference of L and M. We have |M| = 210.
Define the set B consisting of all sets of the following four types:
(i) l ∪ {∞1,∞2,∞3} for each l ∈ L;
(ii) O ∪ {∞1,∞2,∞3} \ {∞i} for each O ∈ Oi, i = 1, 2, 3;
(iii) S ∪ {∞i} for each S ∈ Si, i = 1, 2, 3;
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(iv) an element of M.
Then (P ∪ {∞1,∞2,∞3},B) is a Steiner system S(5, 8, 24).
Furthermore, this construction shows the following theorem.
Theorem 2.3.3. Up to isomorphism, there is a unique Steiner system S(5, 8, 24)
which we denote W24. The automorphism group M24 := Aut(W24) is 5-transitive on
the points of W24.
Corollary 2.3.4. The derived designs of W24 at one or two points are the only
Steiner systems S(4, 7, 23) or S(3, 6, 22) which we denote W23 or W22, respectively.
The Mathieu group M23 is the automorphism group Aut(W23) and the Mathieu
group M22 is the unique subgroup of index 2 of the automorphism group Aut(W22).
For more details, see Dixon and Mortimer [28].
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2.4 The Steiner 4-wise balanced design with pa-
rameters (17, {5, 6}, 1)
In this section, we shall see that the Steiner 4-wise balanced design S(4, {5, 6}, 17)
can be constructed by extending the point-plane design AG2(4, 2) of an affine space
AG(4, 2). To simplify notation, we write A in place of AG2(4, 2). We first describe
the design S(4, {5, 6}, 17) constructed by Yucas [84].
We say that a pair (P ,B) is a t-(v,K, λ) structure if P is a set of v elements
(called points) and B is a multi-set of subsets of P (called blocks) such that the size
of every block is contained in K and every t-subset of P is contained in exactly λ
blocks. If λ = 1 then the structure, which does not allow repeated blocks, is called
a Steiner t-wise balanced design and denoted by S(t,K, v).
For two t-(v,K, λ) structures D and E , we define an isomorphism ϕ from D onto
E to be a one-to-one mapping from the points of D onto the points of E and the
blocks of D onto the blocks of E such that p is in B if and only if ϕ(p) is in ϕ(B)
for each point p and each block B of D, and say that D and E are isomorphic.
Let D := (P ,B) be a t-(v,K, λ) structure and p ∈ P . A pair (P \ {p},B′) where
B′ is a multi-set of B \ {p} for all B ∈ B containing p is called the derived structure
of D at p and denoted by Dp.
Let V be a 4-dimensional vector space over F2. As described in Examples 1.1.4
and 1.1.5, the 15 non-zero vectors of V together with the 35 blocks (called lines) of
l\{0} for 2-dimensional subspaces l form an S(2, 3, 15). The 16 vectors of V together
with 140 blocks of cosets of 2-dimensional subspaces of V form an S(3, 4, 16) which
we denote A for convenience.
We will use the term parallel class to denote a class of 5 lines which partition
V \{0}. There is a total of 56 parallel class. Three mutually disjoint lines determine
a unique parallel class. Two disjoint lines lie in exactly two parallel classes. An
oval is a 4-subset of V \ {0} in which any three vectors are linearly independent.
There are 105 ovals. One can think of the blocks of A as consisting of the 35 lines
(including the zero vector 0) and the 105 ovals. This is well-known extension of the
(V \ {0},L) to A. Yucas define a correspondence Φ between L and a set of 35 of
the 56 parallel classes as follows:
Fix a line, say l0 ∈ L. Let C0 be any parallel class containing l0. Set Φ(l0) = C0.
For l ∈ L \ {l0},
(a) if l ∈ C0 then let Φ(l) be the unique parallel class different from C0 which
contains both l and l0.
(b) If l /∈ C0 then l intersects three of the five lines in C0, say l1, l2, l3 :
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(i) if l0 /∈ {l1, l2, l3} let Φ(l) be the unique parallel class not containing l0 but
containing l and the other line of C0 which does not intersect l;
(ii) if l0 ∈ {l1, l2, l3}, say l0 = l1. Write l2 = {a, b, a+ b} and l3 = {c, d, c+ d}
with l = {a, c, a + c}. Either b + d or b + c + d is not in l0. If it’s b + d,
define Φ(l) to be the unique parallel class containing l, {b, d, b + d} and
{a+ b, c+ d, a+ b+ c+ d}. If it’s b+ c+ d, define Φ(l) to be the unique
parallel class containing l, {b, c+ d, b+ c+ d} and {a+ b, d, a+ b+ d}.
Proposition 2.4.1. Suppose l, l′ ∈ L, l 6= l′. If l ∈ Φ(l′) then Φ(l) is the unique
parallel class containing l and l′ different from Φ(l′).
Let P = V ∪{∞} (where∞ is a new point not in V ). Define the set B consisting
of all sets of the following three types:
(i) B ∪ {∞} for each block B of A;
(ii) {0, a, b, a+b+c, a+b+d, a+b+c+d} for each line {c, d, c+d} ∈ Φ({a, b, a+b}),
where a and b are distinct vectors of V \ {0};
(iii) l ∪ l′ for each l ∈ L and each l′ ∈ Φ(l).
We note that there are 140 sets listed in (i), 42 of type (ii) and 70 of type (iii). Thus
the set B of all these blocks has |B| = 252.
Theorem 2.4.2. A pair (P ,B) forms a Steiner 4-wise balanced design S(4, {5, 6}, 17)
of which the derived design at ∞ is A.
2.5 A characterization of 42 ovoids with a certain
property in PG(3, 2)
Let D := (P ,B) be an S(t, k, v). A pair (P ,B′) where B′ is a multiple set in which
each block of D is repeated λ times is clearly a t-(v, k, λ) structure and denoted by
λ.D, which is extendable if there exist a (t + 1)-(v + 1, k + 1, λ) structure E and
its point p such that Ep is isomorphic to λ.D. The structure E is called a (usual)
extension of λ.D.
Kramer and Mathon [45] have showed by exhaustive computer search that there
is a unique S(4,K, 17) with |K| ≥ 2. In Theorem 2.4.2, the Steiner 4-wise balanced
design S(4, {5, 6}, 17) with 252 blocks has been constructed by extending A. There
are 42 blocks of the design which contain the zero vector 0 but not a new point ∞.
These blocks are ovoids in the projective space PG(V ) and also cover the triangles of
PG(V ) once each. We will characterize the 42 ovoids in PG(V ) with this property.
As a corollary, we will give another construction of the S(4, {5, 6}, 17) which is an
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extension of A. The construction is based on a set of certain alternating forms on
V associated with the alternating group A7 of degree 7 and leads to not only the
uniqueness of such an extension of A, but also a (usual) extension of 2.A. Finally,
such a set of certain alternating forms could not be found in [45] and [84].
The Affine Space AG(V )
We begin with a detailed study of AG(V ).
A triangle is three linearly independent vectors. A double triangle is the set
{p} ∪ l where (p, l) is a non-incident point-line pair in PG(V ). An oval is a block
of A not containing the zero vector 0. There are exactly 105 ovals. An ovoid is
a 5-subset of V \ {0} in which any four vectors are linearly independent. The set
of ovoids is denoted by O. We denote by X the set of unordered bases and set
L = {l ∪ m | l,m : two disjoint lines}. Elementary counting arguments show the
following lemma:
Lemma 2.5.1. There are exactly:
(1) 420 triangles,
(2) 420 double triangles,
(3) 840 unordered bases,
(4) one ovoid containing a given X ∈ X,
(5) 168 ovoids,
(6) four ovoids containing a given triangle,
(7) three elements of L containing a given X ∈ X,
(8) 280 elements of L.
Remark 2.5.2. Given a X := {e1, e2, e3, e4} ∈ X, the unique ovoid containing X is
X ∪ {e1 + e2 + e3 + e4}.
A k-cap is a k-subset of V \ {0} in which any three vectors are linearly indepen-
dent.
Lemma 2.5.3. Any 5-subset of V \ {0} is one of following four types:
• a union of two meeting lines.
• a form {x, y, z, w, x+ y} for some {x, y, z, w} ∈ X.
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• a 5-cap which contains exactly one oval.
• an ovoid.
Proof. Let S be a 5-subset of V \ {0}. If S is a 5-cap and not an ovoid, then some
4-subset {s1, s2, s3, s4} of S is a 4-cap and linearly dependent, so s4 = s1+s2+s3. If
we take s5 ∈ S \ {s1, s2, s3, s4} then s5 /∈ 〈s1, s2, s3〉, so ovals contained in S are just
the {s1, s2, s3, s4}. If S is not a 5-cap, then we can take some line l := {x, y, x+ y}
contained in S. Let S = l∪{z, w} and m be the line containing {z, w}. If |l∩m| = 1
then S = l∪m. If |l∩m| = 0 then S = {x, y, z, w, x+y}, where {x, y, z, w} ∈ X.
Next, to see the intersection of any two elements of O ∪ L, we describe the
elements of O ∪ L which correspond to the non-degenerate quadratic forms.
Let Γ be the set of non-degenerate alternating forms and F the set of non-
degenerate quadratic forms. We define the action of GL(V ) on Γ by left multiplica-
tion:
σ · γ : V × V 3 (x, y) 7−→ γ(σ−1x, σ−1y) ∈ F2
for all σ ∈ GL(V ) and γ ∈ Γ, and similarly define the action of GL(V ) on F by left
multiplication:
σ · f : V 3 x 7−→ f(σ−1x) ∈ F2
for all σ ∈ GL(V ) and f ∈ F . For f ∈ F , we set
Qf = {x ∈ V | f(x) = 0},
and call the type of f minus or plus according as the Witt index of f is 1 or 2. If
f is a minus type then Qf \ {0} is in O and |Qf | = 6. If f is a plus type then the
complementary set Qf := V \Qf of Qf is in L and |Qf | = 6.
Let γ ∈ Γ and Fγ be the set of quadratic forms whose polar form is γ. Set
F+γ = {f ∈ Fγ | f is a plus type} and
F−γ = {f ∈ Fγ | f is a minus type}.
For the following lemma, we refer to Cameron and van Lint [21, Example 5.17] and
Taylor [73, Exercise 11.17].
Lemma 2.5.4. |F+γ | = 10, |F−γ | = 6 and a pair(
V, {Qf | f ∈ F−γ } ∪ {Qf | f ∈ F+γ }
)
is a symmetric 2-(16, 6, 2) design. Thus any two blocks in the design have two
common points.
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Moreover, since |Γ| = 28 and |⋃γ∈ΓF−γ | = 28 · 6 = |O|, we see that the map
f 7→ Qf \ {0} is a bijection between
⋃
γ∈ΓF−γ and O. Similarly, the map f 7→ Qf is
also a bijection between
⋃
γ∈ΓF+γ and L since |
⋃
γ∈ΓF+γ | = 28 · 10 = |L|.
Lemma 2.5.5. For γ, δ ∈ Γ such that γ + δ is non-degenerate, let f ∈ Fγ and
g ∈ Fδ.
(i) If both f and g are minus types, then |Qf ∩Qg| = 1 or 3.
(ii) If both f and g are plus types, then |Qf ∩Qg| = 1 or 3.
(iii) If f is a minus type and g is a plus type, then |Qf ∩Qg| = 1 or 3.
Proof. We give the proof only for (i) because the other cases are similar to (i). Noting
that f + g is non-degenerate and Qf 4 Qg = {x ∈ V | (f + g)(x) = 1} = Qf+g,
we have |Qf ∩ Qg| = (|Qf | + |Qg| − |Qf 4 Qg|)/2 = 1 or 3, where Qf 4 Qg is the
symmetric difference of Qf and Qg.
Remark 2.5.6. For γ, δ ∈ Γ such that γ + δ is degenerate, we have similar results
which are not needed in this paper.
The Orthogonal Geometry for O+(6, 2)
To define appropriate new blocks which we need to extend A to the S(4, {5, 6}, 17)
with 252 blocks, we consider the geometry for an orthogonal group O+(6, 2). Here
the notation are consistent with [73].
Let W be an orthogonal geometry of dimension 6 over F2 defined by a non-
degenerate quadratic form Q whose polar form is β and suppose that the Witt
index is 3. Let
O(W ) = {f ∈ GL(W ) | Q(f(w)) = Q(w) for all w ∈ W},
where GL(W ) is the group of invertible linear transformations from W to itself,
and Ω(W ) the derived subgroup of O(W ). O(W ) is also denoted by O+(6, 2). For a
non-singular vector w, the map tw defined by
tw(x) = x+ β(x,w)w
for all x ∈ W is an element of O(W ) and called a reflection. In the graph ∆ with as
vertex set the non-singular vectors and join two vertices v, w whenever β(v, w) = 0,
the following holds:
Lemma 2.5.7. (1) There are exactly eight 7-cocliques in ∆.
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(2) For any 7-coclique C in ∆, the sum of all vectors in C is 0 and any six vectors
in C are linearly independent.
(3) Any two 7-cocliques in ∆ meet in a unique non-singular vector. Moreover, the
size of the intersection of any three 7-cocliques in ∆ is 0.
Proof. Regarding F2 as Z/2Z, we define the subspace
U = {x ∈ F82 | 2|wt(x)}
of F82, where wt(x) denotes the number of ones in x, and the quadratic form f : U →
F2 by
f(x) =
wt(x)
2
(mod 2)
for all x ∈ U. Then the polar form of f is equal to
f(x+ y)− f(x)− f(y) ≡ |supp(x) ∩ supp(y)| (mod 2)
=
8∑
i=1
xiyi,
for all x := (x1, . . . , x8) and y := (y1, . . . , y8) ∈ V, where supp(x) := {i ∈ {1, . . . , 8} |
i-th entry in x = 1}. Since U contains the all-1 vector 1 and {x ∈ radU | f(x) =
0} = 〈1〉, so f induces the non-degenerate quadratic form f from U := U/〈1〉 to
F2 by f(x) := f(x) for all x := x + 〈1〉 ∈ U. Moreover f is a plus type, that is,
the Witt index of f is 3. Therefore two orthogonal geometries (U, f) and (W,Q) are
isomorphic. For non-singular vector x, since we may have wt(x) = 2 and identify
x with supp(x), we write ij in the place of {i, j}, where 1 ≤ i 6= j ≤ 8. Then it is
straightforward to see that there are exactly eight 7-cocliques in ∆ as follows:
{18, 28, 38, 48, 58, 68, 78}, . . . , {21, 31, 41, 51, 61, 71, 81}.
This easily yields (2) and (3).
Lemma 2.5.8. Let C = {w1, . . . , w7} be a 7-coclique in ∆.
(1) O(W ){C} = 〈twi+wj | 1 ≤ i < j ≤ 7〉 and it is isomorphic to S7.
(2) Ω(W ){C} = 〈twi+wj twk+wl | {i, j}, {k, l} : two disjoint 2-subsets of {1, . . . , 7}〉
and it is isomorphic to A7.
Proof. O(W ){C} acts faithfully on C and is identified with the subgroup of S(C) =
S7. If {v1, . . . , v7} is another 7-coclique in ∆ then there exists f ∈ O(W ) such that
f(wi) = vi for all i ∈ {1, . . . , 7}. This implies O(W ){C} = S(C) since |O(W ){C}| =
|O(W )|/8 = |S7|. The derived subgroup of O(W ){C} is A(C) = A7 and clearly
contained in Ω(W ){C}. Any transposition (wi wj) of S(C) is identified with a re-
flection twi+wj , but twi+wj /∈ Ω(W ) and so |Ω(W ){C}| ≤ |A7|. This implies that
Ω(W ){C} = A(C). Thus the result follows.
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The lemmas above show the following:
Proposition 2.5.9. Ω(W ) acts transitively on the set of eight 7-cocliques in ∆.
We next apply the above observations to the special orthogonal geometry for
O+(6, 2). The exterior algebra of V is introduced in [73]. Let e1, e2, e3, e4 be a basis
for V and e˜ := e1 ∧ e2 ∧ e3 ∧ e4. For ξ :=
∑
1≤i<j≤4
pijei ∧ ej ∈ Λ2V, where Λ2V is the
second exterior power of V, we put
Q(ξ) = p12p34 + p13p24 + p14p23.
Then Q is a non-degenerate quadratic form of the Witt index 3 on Λ2V. We let β
denote the polar form of Q. We note that Q does not depend on the basis chosen
for V and it is uniquely determined. By [73, Theorems 12.17, 12.20], the map
GL(V ) 3 f 7→ Λ2f ∈ Ω(Λ2V )
is an isomorphism, and furthermore by [73, p.195] there is a bijection ϕ from the
set of all non-singular bivectors of Λ2V to Γ defined by
ϕ(ξ)(x ∧ y) = β(x ∧ y, ξ)
for any non-singular bivector ξ of Λ2V and all x, y ∈ V.
Let ξ, η be the non-singular bivectors corresponding to distinct γ, δ ∈ Γ, re-
spectively. Since γ + δ = β(−, ξ + η)α2, it is seen that γ + δ is non-degenerate
if and only if β(ξ, η) = 1. Take eight 7-cocliques C1, . . . , C8 in the graph ∆ and
put C1 = {ξ1, . . . , ξ7}. Moreover, take γi ∈ Γ corresponding to each ξi and put
C1 = {γ1, . . . , γ7}. For each i ∈ {2, . . . , 8}, we similarly let Ci denote the image of Ci
under the correspondence. We define the following four sets:
O1 =
7⋃
i=1
{Qf \ {0} | f ∈ F−γi}, O1 = O \ O1,
L1 =
7⋃
i=1
{Qf | f ∈ F+γi}, L1 = L \ L1.
From Lemma 2.5.5 we have |O1| = 7 ·6 = 42, |L1| = 7 ·10 = 70. In this way, for each
of C2, . . . , C8, we give the other seven sets of ovoids which we denote O2, . . . ,O8.
Lemma 2.5.10. (1) Each triangle is contained in a unique ovoid of O1.
(2) Each double triangle is contained in a unique element of L1.
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Proof. We have
{T | T is a triangle} ⊇
⋃
O∈O1
(
O
3
)
and so equality holds by Lemmas 2.5.4 and 2.5.5, thus (1) follows. The proof of (2)
is similar to that of (1).
Proposition 2.5.11. GL(V ) acts transitively on {O1, . . . ,O8}.
Proof. It is enough to show that, for i ∈ {1, . . . , 8}, there exists τ ∈ GL(V ) such
that τO1 = Oi. From Proposition 2.5.9 there exists σ ∈ Ω(Λ2V ) such that σC1 = Ci.
Therefore, take τ ∈ GL(V ) such that Λ2τ = σ, put ηj = σ(ξj) for each j ∈ {1, . . . , 7}
and take δj ∈ Ci corresponding to each ηj. Then
(τ · γj)(x, y) = γj(τ−1(x), τ−1(y)) = β(τ−1(x) ∧ τ−1(y), ξj) = β((Λ2τ−1)(x ∧ y), ξj)
= β(σ−1(x ∧ y), ξj) = β(x ∧ y, σ(ξj)) = β(x ∧ y, ηj)
= δj(x, y)
for all x, y ∈ V and so τ · γj = δj. Hence τC1 = Ci.
For O ∈ O1, there exist f ∈ F−γj and j ∈ {1, . . . , 7} such that O∪{0} = Qf . Then
τ(O∪{0}) ⊆ Qτ ·f and the polar form of τ ·f is τ ·γj = δj. For distinct x, y ∈ Qτ ·f\{0},
taking x′, y′ ∈ V such that x = τ(x′), y = τ(y′), we have f(x′) = f(y′) = 0 and
1 = γj(x
′, y′) = (τ · γj)(x, y) = δj(x, y). Thus no two vectors of Qτ ·f \ {0} are
orthogonal with respect to δj and so we must have τ · f ∈ F−δj . This proves that
τO1 ⊆ Oi, so equality holds, as required.
Extending A to an S(4, {5, 6}, 17) with 252 blocks
In this section, we first characterize O1 which covers the triangles of PG(V ) once
each. As a corollary, A is uniquely extended to an S(4, {5, 6}, 17) with 252 blocks.
Lemma 2.5.12. For distinct i, j ∈ {1, . . . , 8}, Oi ∩ Oj contains exactly six ovoids
of which any two ovoids meet in a unique point. Moreover, for all distinct i, j, k ∈
{1, . . . , 8}, |Oi ∩ Oj ∩ Ok| = 0.
Proof. Lemma 2.5.7(3) shows that two 7-cocliques Ci, Cj in ∆ corresponding to
Ci, Cj, respectively, meet in a unique non-singular vector, and so |Ci ∩ Cj| = 1.
Therefore from Lemma 2.5.4 the first half of the lemma follows. Moreover, from
Lemma 2.5.7(3) again, the latter half of the lemma holds.
By Proposition 2.5.11, each Oi is characterized in the following:
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Theorem 2.5.13. There are exactly eight members S of (O
42
)
satisfying the following
condition:
each triangle is contained in a unique ovoid of S. (∗)
Proof. For distinct p, q ∈ V \{0}, we define O(p, q) to be the set of ovoids containing
{p, q}. Define the set of (T,O) where T is a triangle containing {p, q}, O ∈ O(p, q)
and T ⊂ O, and counting the set in two ways, we have |O(p, q)| = 16. So the
pair (V \ {0},O) is a 2-(15, 5, 16) design. Fix distinct p, q ∈ V \ {0}. Apply-
ing the method of intersection triangles to this design (see [21, p.21]), we have
] {B ∈ O | B ∩O = {p, q}} = 6 for each O ∈ O(p, q). We define the set Ni of i-
subsets of O in which the intersection of any two is equal to {p, q} for each i ∈ {2, 4}.
Then a counting argument shows that |N2| = 16 · 6/2 = 48. For {O1, O2} ∈ N2,
we define aij to be the number of ovoids O of O(p, q) satisfying |O ∩ O1| = i and
|O ∩O2| = j for i, j ∈ {2, 3, 5}. Then we have the following four equations:
16 = |O(p, q)| = a22 + a23 + a32 + a33 + 1 + 1,
] {(r, O) ∈ (O1 ∪O2 \ {p, q})×O(p, q) | r ∈ O} =
6 · 4 = a23 + a32 + 2a33 + 3 + 3,
] {(r, O) ∈ (O1 \ {p, q})×O(p, q) | r ∈ O} =
3 · 4 = a32 + a33 + 3,
] {(r, O) ∈ (O2 \ {p, q})×O(p, q) | r ∈ O} =
3 · 4 = a23 + a33 + 3.
Put e1 = p, e2 = q. We write O1 as {e1, e2, e3, e4, e1 + e2 + e3 + e4} for some
{e1, e2, e3, e4} ∈ X and temporarily write 1, 2, 3, 4, 12, 123, . . . for e1, e2, e3, e4, e1 +
e2, e1 + e2 + e3, . . . , respectively. In particular, we can enumerate the 6 ovoids of
{B ∈ O(1, 2) | B ∩O1 = {1, 2}} as follows:
B1 := {1, 2} ∪ {13, 124, 134}, B2 := {1, 2} ∪ {13, 24, 34},
B3 := {1, 2} ∪ {23, 14, 34}, B4 := {1, 2} ∪ {23, 124, 234},
B5 := {1, 2} ∪ {123, 14, 134}, B6 := {1, 2} ∪ {123, 24, 234}.
By suitably interchanging e1, e2, e3 and e4, we may assume that O2 = B1 or B2.
(i) If O2 = B1, then we can enumerate all the ovoids of {O ∈ O(1, 2) | |O1∩O| =
|O2 ∩O| = 3} as follows:
{1, 2} ∪ {3, 124, 34}, {1, 2} ∪ {3, 134, 24},
{1, 2} ∪ {4, 13, 234}, {1, 2} ∪ {4, 134, 23},
{1, 2} ∪ {1234, 13, 14}, {1, 2} ∪ {1234, 124, 123}.
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(ii) If O2 = B2, then we can enumerate all the ovoids of {O ∈ O(1, 2) | |O1∩O| =
|O2 ∩O| = 3} as follows:
{1, 2} ∪ {3, 24, 134}, {1, 2} ∪ {3, 34, 124},
{1, 2} ∪ {4, 13, 234}, {1, 2} ∪ {4, 34, 123},
{1, 2} ∪ {1234, 13, 14}, {1, 2} ∪ {1234, 24, 23}.
Hence a33 = 6, a23 = a32 = 3 and a22 = 2. Therefore we can determine the unique
element of N4 containing {O1, O2}, which is first row or second row of the following
array (by adding {O1, O2}) according as O2 = B1 or B2:
{1, 2} ∪ {23, 14, 34} {1, 2} ∪ {123, 24, 234}
{1, 2} ∪ {23, 124, 234} {1, 2} ∪ {123, 14, 134}
Thus a counting argument shows that |N4| = 48 · 1/
(
4
2
)
= 8.
First, it is immediate from Lemma 2.5.10(1) that each Oi satisfy the condition
(∗). To prove the converse, let S be a set of 42 ovoids satisfying (∗). An elementary
counting argument shows that, for distinct r, s ∈ V \ {0}, {r, s} is in exactly four
ovoids of S. This implies that
N4 = {O1 ∩ O(r, s), · · · ,O8 ∩ O(r, s)}
for all {r, s} ∈ (V \{0}
2
)
. Therefore there exists i ∈ {1, . . . , 8} such that S ∩O(p, q) =
Oi ∩ O(p, q). To show that i is independent of {p, q}, for {r, s} ∈
(
V \{0}
2
)
, we take
j ∈ {1, . . . , 8} such that S∩O(r, s) = Oj∩O(r, s), and it is enough to show that i = j.
Suppose that i 6= j. Then we will lead a contradiction. Since there exist two triangles
T1, T2 such that {p, q} ⊂ T1, {r, s} ⊂ T2, |T1 ∩ T2| = 2 and T1 ∩ T2 /∈ {{p, q}, {r, s}} ,
we take k ∈ {1, . . . , 8} such that S∩O(T1∩T2) = Ok∩O(T1∩T2). Let B1 and B2 be
the ovoids in S containing T1 and T2, respectively. We note the following lemmas:
Lemma 2.5.14. Let i, j be distinct elements of {1, . . . , 8}. If O ∈ Oi ∩ Oj and
{x, y} ∈ (O
2
)
, then
(1) There are exactly three ovoids of Oi which meet O in {x, y}.
(2) {B ∈ O | B ∩O = {x, y}} is the disjoint union of {B ∈ Oi | B ∩O = {x, y}}
and {B ∈ Oj | B ∩O = {x, y}} .
Lemma 2.5.15. All the elements of {Oi ∩ Oj | {i, j} is a 2-subset of {1, . . . , 8}}
partition O.
Indeed, Lemma 2.5.14(1) follows from the fact that the pair (V \ {0},Oi) is a
2-(15, 5, 4) design. By Lemma 2.5.12, Lemmas 2.5.14(2) and 2.5.15 follow.
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We turn to the proof of Theorem 2.5.13. Suppose first that k ∈ {i, j}. By
interchanging i and j, we may assume that k = i.
(i) Suppose that B1 = B2. There exists t ∈ V \ B1 such that T3 := {p, q, t}
is a triangle. Taking B3 ∈ S containing T3, by Lemma 2.5.14(2), we have l ∈
{1, . . . , 8} \ {i} so that B3 ∈ Oi ∩Ol, and l 6= j by Lemma 2.5.12. By interchanging
p and q, we may assume that p ∈ T1 ∩ T2. Let
ni := ] {B ∈ (S ∩ O(T1 ∩ T2)) \ {B1} | |B ∩B3| = i} , 0 ≤ i ≤ 5.
Since B3 /∈ S ∩ O(T1 ∩ T2), we obtain i ≤ 3. Since p ∈ B3, we have n0 = 0, and the
condition (∗) implies n3 = 0. Therefore it follows that n1 ≤ 1 and n2 ≥ 2. Let B and
C be two elements of (S ∩O(T1 ∩ T2)) \ {B1} which meet B3 in exactly two points.
From Lemma 2.5.14(1) we have B,C ∈ Oi ∪Ol and so we may assume that B ∈ Oi
and C ∈ Ol. Thus it follows that C ∈ Oi ∩ Ol, which contradicts Lemma 2.5.12.
(ii) Suppose that B1 6= B2. Taking l ∈ {1, . . . , 8} \ {i} so that B1 ∈ Oi ∪ Ol, we
have l 6= j. By interchanging r and s, we may assume that r ∈ T1 ∩ T2. Then the
argument similar to (i) shows that there are two elements of (S ∩ O(r, s)) \ {B2}
which meet B1 in exactly two points, but one of these elements lies in Oi∩Oj, which
contradicts Lemma 2.5.12.
Suppose finally that k /∈ {i, j}. Lemma 2.5.12 shows that B1 6= B2. By inter-
changing r and s, we may assume that r ∈ T1 ∩T2. Similarly there are two elements
of (S∩O(r, s))\{B2} which meet B1 in exactly two points, but one of these elements
lies in Ok ∩ Oj, which contradicts Lemma 2.5.12.
Therefore it follows that i = j and S ∩ O(p, q) ⊂ Oi for all the 2-subsets {p, q}
of V \ {0}, which implies S ⊆ Oi, so equality holds. This completes the proof.
We can now obtain the main result of [84]. We define the pair D := (P ,B) as
follows:
P = V ∪ {∞1} (where ∞1 is a new point not in V),
B = {B ∪ {∞1} | B is a block of A} ∪ {B ∪ {0} | B ∈ O1} ∪ L1.
There are 140 blocks of size 5 and 112(= 42 + 70) blocks of size 6. Since
(
17
4
)
=
140 · (5
4
)
+ 112 · (6
4
)
, it is enough to show that each X ∈ (P
4
)
is in at least one block.
We have
X ⊇
⋃
O∈O1
(
O
4
)
∪
⋃
L∈L1
{X ∈ X | X ⊂ L},
and the size of the right side is 840(= 42 · 5 + 70 · 9) from Lemmas 2.5.4 and 2.5.5,
so equality holds. Therefore it is easily seen from Lemma 2.5.10 that D is an
S(4, {5, 6}, 17) with 252 blocks.
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Lemma 2.5.16. (1) For O ∈ O1 and X ∈
(
O
4
)
, X is contained in a unique ele-
ment of L1 and in exactly two elements of L1.
(2) For L ∈ L1 and Y ∈
(
L
5
)
, there exists X ∈ X contained in Y such that a unique
ovoid containing X is contained in O1.
Proof. (1) By Lemma 2.5.1, the unique block of D containing X is in L1, and the
other two elements of L containing X are both in L1.
(2) For distinct elements X1, X2 ∈ X contained in Y, the triangle T := X1 ∩X2
is in a unique ovoid O1 ∈ O1. Putting T = {e1, e2, e3} and X1 = T ∪ {e4}, we have
X2 = T ∪ {e3 + e4}. By Lemma 2.5.1(6), O1 is one of following four ovoids:
T ∪ {e4, e1 + e2 + e3 + e4}, T ∪ {e1 + e4, e2 + e3 + e4},
T ∪ {e2 + e4, e1 + e3 + e4}, T ∪ {e3 + e4, e1 + e2 + e4}.
We assume that O1 = T ∪ {e1 + e4, e2 + e3 + e4} or T ∪ {e2 + e4, e1 + e3 + e4}
and will show that this leads to a contradiction. By interchanging e1 and e2, we
may assume that O1 = T ∪ {e1 + e4, e2 + e3 + e4}. Then the other three ovoids
containing T are all in O1. Applying (1) to T ∪{e4, e1+e2+e3+e4} and X1, we have
L1 := {e1, e3, e1+e3}∪{e2, e4, e2+e4} ∈ L1. Applying (1) to T ∪{e3+e4, e1+e2+e4}
and X2, we next have L2 := {e1, e3 + e4, e1 + e3 + e4} ∪ {e2, e3, e2 + e3} ∈ L1. We
assume that the ovoid containing X3 := {e1, e2, e4, e3+ e4}(⊂ Y ) is in O1. Then the
other three elements of L containing X3 are all in L1 since O1 ∈ O1 and L1, L2 ∈ L1,
but this contradicts (1). Thus (2) follows.
We can now prove the uniqueness of an S(4, {5, 6}, 17) with 252 blocks of which
the derived design at some point is A.
Corollary 2.5.17. A is uniquely extended to an S(4, {5, 6}, 17) with 252 blocks.
Proof. Let S be an S(4, {5, 6}, 17) with 252 blocks of which the derived design at
a new point ∞ is A and it is enough to show that D and S are isomorphic. Since
λ = 1, for any triangle T, T ∪ {0} is in a unique block B and ∞ /∈ B, and each
double triangle is in a unique block B and |{0,∞} ∩B| = 0. We define two sets
B = {B : block of S | 0 ∈ B and ∞ /∈ B},
C = {C : block of S | |{0,∞} ∩ C| = 0}.
For any B ∈ B, B\{0} must be in X if |B| = 5 and in O if |B| = 6. For any C ∈ C, if
|C| = 5 then we must have C ∈ O or C = {x, y, z, w, x+y} for some {x, y, z, w} ∈ X.
If |C| = 6 then we will show that C ∈ L. Suppose first that C contains at least
three lines and we take the three lines l,m, n in C, which are mutually meeting and
|l ∩m ∩ n| = 0 since |C| = 6. Then C contains an oval, a contradiction. Suppose
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next that C contains no line. For p ∈ C, from Lemma 2.5.3 C \ {p} is an ovoid.
Putting C \ {p} = {e1, e2, e3, e4, e1 + e2 + e3 + e4} for some {e1, e2, e3, e4} ∈ X, we
have p ∈ {e1 + e2 + e3, e1 + e2 + e4, e3 + e4}, but in any case C contains an oval, a
contradiction. Suppose that C contains exactly one line and we take the line l in C.
Put H = 〈x, y, z〉 \ {0} for the triangle C \ l := {x, y, z}. Since |l ∩ H| ∈ {1, 3}, if
|l∩H| = 3 then l = {x+y, y+ z, z+x}, but C contains the line {x, y, x+y}(6= l), a
contradiction. If |l ∩H| = 1 then it is easily seen that C contains at least two lines,
a contradiction. Therefore C contains exactly two lines, which are disjoint since C
contains no oval. Hence C ∈ L.
Set
F = {C ∈ C | |C| = 5 and C /∈ O}
and let
b = |B|, c = |C|, d = ]{B ∈ B | |B| = 5}, e = |C ∩ O| and f = |F|.
Then by counting arguments we have the following three equations:
] {(T,B) ∈ {T | T is a triangle} ×B | T ∪ {0} ⊂ B} =
420 =
(
4
3
)
d+
(
5
3
)
(b− d),
] {(S,C) ∈ {S | S is a double triangle} × C | S ⊂ C} =
420 = 2f + 6(c− e− f),
] {(X,Y ) ∈ X× (B ∪ C) | X ⊂ Y } =
840 = d+
(
5
4
)
(b− d) +
(
5
4
)
e+ 3f + 9(c− e− f).
Moreover we have b+ c = 112. Since the four equations yield
c
d
e
f
 =

112
−70
−14
84
+ b

−1
5/3
1/3
−2
,
it follows that b = 42, e = f = 0, and so c = 70, d = 0.
By Proposition 2.5.11 and Theorem 2.5.13, there exists ρ ∈ GL(V ) such that
{B \ {0} | B ∈ B} = ρO1, and by Lemma 2.5.16(2) it follows that C ⊆ ρL1, so
equality holds. Thus the map ρ∗ : V ∪ {∞1} → V ∪ {∞} defined by ∞1 7→ ∞ and
x 7→ ρ(x) is clearly an isomorphism.
Remark 2.5.18. We can see that D is not 3-wise balanced. In fact, each {x, y} ∈(
V \{0}
2
)
is in exactly 4 ovoids of O1. Therefore {x, y, 0} is in exactly 5(= 1+4) blocks,
whereas {x, y,∞1} is in exactly 7(= 1 + 6) blocks since {x, y} is in exactly 6 ovals.
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In O¨sterg˚ard and Pottonen [63], it has been shown that an S(4, 5, 17) does not
exist, so that A is not extendable, but the 3-(16, 4, 2) structure 2.A (in which each
block of A is repeated 2 times) has a (usual) extension.
Corollary 2.5.19. 2.A is extendable (in the usual meaning).
Proof. Set
O′1 =
⋃
O∈O1
(
O
4
)
L′1 =
⋃
L∈L1
(
L
5
)
and let A be the multi-set of B∪{∞} for all the blocks B of 2.A, where∞ is a new
point not in V. We define the pair (P ,B) as follows:
P = V ∪ {∞},
B = A ∪ {X ∪ {0} | X ∈ O′1} ∪ L′1 ∪ O1.
There are 2 · 140 + 210 + 420 + 42 = 952 blocks since |O′1| = 42 · 5 = 210 and
|L′1| = 70 · 6 = 420. Since
(
17
4
) · 2 = 952 · (5
4
)
, it is enough to show that each S ∈ (P
4
)
is in at least two blocks. If S contains 0 or ∞, then it is clear that S is in at least
two blocks. Thus we may assume that |{0,∞} ∩ S| = 0 and S is not an oval. If S
is a double triangle, then there is a unique element of L1 containing S, thus S is in
at least two blocks. For X ∈ X, we denote by X˜ the unique ovoid containing X.
Suppose that S ∈ X. If S˜ ∈ O1, then S is in at least two blocks. If S˜ ∈ O1, then
from Lemma 2.5.16(1) there exists L ∈ L1 containing S, from which S is in at least
two blocks. This yields the result.
54
Chapter 3
The McLaughlin graph
3.1 A construction from Hoffman-Singleton graph
The sporadic simple group of McLaughlin has a rank 3 permutation representation of
degree 275 which can be used to construct a strongly regular graph with parameters
(275, 112, 30, 56) (see McLaughlin [55]), which is determined by its parameters and
called the McLaughlin graph.
A main objective of this section is to give a new construction of the McLaughlin
graph from the Hoffman-Singleton graph. This construction is simple and combina-
torial. As a corollary, we also construct the Higman-Sims graph.
Let Γ be the Hoffman-Singleton graph. The following lemma is proved in Calder-
bank and Wales [16]. It also occurs in Hafner [36] in terms of ‘biaffine plane’.
Lemma 3.1.1. There is a set, say D, of 100 15-cocliques of Γ such that
(i) there are two 50-subsets D1 and D2 of D which partition D;
(ii) two 15-cocliques of Dk intersect in 0 or 5 vertices for k ∈ {1, 2};
(iii) a 15-coclique of D1 and a 15-coclique of D2 intersect in 3 or 8 vertices.
Let Γk be the graph with vertex set Dk, in which two vertices D and E are
adjacent whenever |D ∩ E| = 0. Then it is also stated in [16] that Γk is a Hoffman-
Singleton graph. These facts show the following lemma. Let E be the set of all edges
and E the set of all non-edges of Γ
Lemma 3.1.2. Let k ∈ {1, 2}. Then
(1) each non-edge of Γ is contained in exactly five 15-cocliques of Dk;
(2) each vertex of Γ is contained in exactly fifteen 15-cocliques of Dk.
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Proof. (1) Since |E| = 1050, we set E = {l1, . . . , l1050} and let ni be the number of
15-cocliques of Dk which contain li for 1 ≤ i ≤ 1050. Counting, in two ways, the
number of pairs (D, l) where D ∈ Dk, l ∈ E and D ⊃ l, we have
1050∑
i=1
ni = 5250.
Moreover, count the number of pairs ({D,E}, l) where {D,E} is a 2-subset of Dk, l ∈
E and D ∩ E ⊃ l. Then we have
1050∑
i=1
ni(ni − 1) = 21000.
Otherwise, the Cauchy-Schwarz inequality shows(
1050∑
i=1
ni
)2
≤ 1050
1050∑
i=1
n2i ,
with equality if and only if n1 = · · · = n1050. This yields n1 = 5 and the result
follows.
(2) For a vertex x of Γ, since x is contained in exactly 42 non-edges, it follows
from (1) that x is contained in exactly fifteen 15-cocliques of Dk.
Remark 3.1.3. Let {k, l} = {1, 2} and for D ∈ Dk, let
ni = ] {E ∈ Dl | |D ∩ E| = i} for i ∈ {3, 8}.
Then by Lemmas 3.1.1 and 3.1.2 we have that n3 = 35, n8 = 15.
The following lemma is readily seen from the Hoffman bound (see [12, Proposi-
tion 1.3.2]).
Lemma 3.1.4. If C is a k-coclique in Γ, then k ≤ 15, with equality if and only if
every vertex outside C has exactly three neighbours in C.
The unitary group U3(5) acting on the vertex set of the McLaughlin graph has
orbits of length 50, 50 and 175. Both these orbits of length 50 induce a strongly
regular graph with parameters (50, 7, 0, 1) and the orbit of length 175 induces a
strongly regular graph with parameters (175, 72, 20, 36) (see Brouwer [13]). Con-
versely, we are now in a position to construct of the McLaughlin graph from the
Hoffman-Singleton graph. Let Γ3 be the graph defined in Theorem 1.3.5. Recall
that Γ3 is a strongly regular graph with parameters (175, 72, 20, 36).
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Theorem 3.1.5. Define Λ to be the graph with vertex set D1 ∪ D2 ∪ E as follows:
(i) Let k ∈ {1, 2}. D,E ∈ Dk are adjacent whenever {D,E} is an edge of Γk.
(ii) e, f ∈ E are adjacent whenever {e, f} is an edge of Γ3.
(iii) Let k ∈ {1, 2}. D ∈ Dk and e ∈ E are adjacent whenever |D ∩ e| = 0.
(iv) D ∈ D1 and E ∈ D2 are adjacent whenever |D ∩ E| = 3.
Then Λ is a strongly regular graph with parameters (275, 112, 30, 56).
Proof. It follows from Lemma 3.1.4 that, for D ∈ Dk, there are exactly 35(7−3)/2 =
70 edges of E disjoint fromD, and so by Remark 3.1.3 we have |Λ(D)| = 7+35+70 =
112. For e ∈ E , letting ni = {D ∈ Dk | |e ∩D| = i} where i ∈ {0, 1}, we have
50 = n0 + n1, and a simple counting argument shows from Lemma 3.1.2(2) that
2 · 15 = n1, and consequently n0 = 20. Therefore |Λ(e)| = 20 + 20 + 72 = 112. Thus
Λ has valency 112.
We must check that Λ satisfies the conditions λ = 30, µ = 56.
(I) Let {k, l} = {1, 2}, and for distinct D1, D2 ∈ Dk, let
nij = ] {D ∈ Dl | |D1 ∩D| = i and |D2 ∩D| = j}
where i, j ∈ {3, 8}. Then the following three equations hold:
50 = |Dk| =
∑
i,j
nij,
] {(x,D) ∈ D1 ×Dl | x ∈ D} =
15 · 15 =
∑
i,j
inij,
] {(x,D) ∈ D2 ×Dl | x ∈ D} =
15 · 15 =
∑
i,j
jnij.
Moreover, letting m = |D1 ∩D2| ∈ {0, 5}, we have the following equation:
] {(x, y,D) ∈ D1 ×D2 ×Dl | {x, y} ⊂ D} =(
152 −m− (15−m) · 3) · 5 + 15m =∑
i,j
ijnij.
Therefore the four equations yield that (n33, n38, n83, n88) = (20, 15, 15, 0) or (25, 10, 10, 5)
according as m = 0 or 5.
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Next, let
mij = ] {e ∈ E | |D1 ∩ e| = i and |D2 ∩ e| = j}
where i, j ∈ {0, 1}. Then the following three equations hold:
175 = |E| =
∑
i,j
mij,
] {(x, e) ∈ D1 × E | x ∈ e} =
15 · 7 =
∑
i,j
imij,
] {(x, e) ∈ D2 × E | x ∈ e} =
15 · 7 =
∑
i,j
jmij.
Moreover, the following equation holds:
] {(x, y, e) ∈ D1 ×D2 × E | {x, y} ⊆ e} =
(15−m) · 3 + 7m =
∑
i,j
ijmij.
Therefore the four equations show that m00 = 10 or 30 according as m = 0 or 5.
Hence
|Λ(D1) ∩ Λ(D2)| =
{
0 + 20 + 10 = 30 if m = 0,
1 + 25 + 30 = 56 if m = 5.
(II) Let k ∈ {1, 2}, and for distinct e, f ∈ E , let
nij = ] {D ∈ Dk | |e ∩D| = i and |f ∩D| = j}
where i, j ∈ {0, 1}. Then the following three equations hold:
50 = |Dk| =
∑
i,j
nij,
] {(x,D) ∈ e×Dk | x ∈ D} =
2 · 15 =
∑
i,j
inij,
] {(x,D) ∈ f ×Dk | x ∈ D} =
2 · 15 =
∑
i,j
jnij.
Moreover, we have ] {(x, y,D) ∈ e× f ×Dk | {x, y} ⊂ D} = n11.
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(i) Suppose that {e, f} is an edge of Γ3. Γ has girth 5, and so for e, f ∈ E with
|e ∩ f | = 0, if there are edges of E meeting both e and f, then the number of such
edges of E is equal to 1. Therefore we have that n11 = (22−1) ·5, and obtain n00 = 5.
Hence |Λ(e) ∩ Λ(f)| = 5 + 5 + 20 = 30.
(ii) If |e ∩ f | = 1, then there are exactly two elements of e × f for which the
unordered pairs lie in E . Therefore it follows that n11 = (22 − 1− 2) · 5 + 1 · 15, and
so we obtain n00 = 10. Hence |Λ(e) ∩ Λ(f)| = 10 + 10 + 36 = 56.
(iii) If |e ∩ f | = 0 and there exists no edge of E meeting both e and f, then it
easily follows that n11 = 2
2 · 5, and so we obtain n00 = 10. Hence |Λ(e) ∩ Λ(f)| =
10 + 10 + 36 = 56.
(III) Let {k, l} = {1, 2}, and for D1 ∈ Dk and D2 ∈ Dl, let
nij = ] {D ∈ Dk | |D1 ∩D| = i and |D2 ∩D| = j}
where i ∈ {0, 5, 15}, j ∈ {3, 8}, and furthermore let
mij = ] {e ∈ E | |D1 ∩ e| = i and |D2 ∩ e| = j}
where i, j ∈ {0, 1}. Then in a similar way to the case (I), we have the following six
equations:
50 =
∑
i,j
nij, 175 =
∑
i,j
mij,
225 =
∑
i,j
inij, 105 =
∑
i,j
imij,
225 =
∑
i,j
jnij, 105 =
∑
i,j
jmij.
Moreover, letting m = |D1 ∩D2| ∈ {3, 8}, we have the following two equations:(
152 −m− (15−m) · 3) · 5 + 15m =∑
i,j
ijnij,
(15−m) · 3 + 7m =
∑
i,j
ijmij.
Thus the four equations with respect to nijs yield that (n03, n08, n53, n58) = (4, 3, 30, 12)
or (7, 0, 28, 14) according as m = 3 or 8, and furthermore the four equations with
respect to mijs show that m00 = 22 or 42 according as m = 3 or 8. Hence
|Λ(D1) ∩ Λ(D2)| =
{
4 + 4 + 22 = 30 if m = 3,
7 + 7 + 42 = 56 if m = 8.
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(IV) Let {k, l} = {1, 2}, and for e ∈ E and D ∈ Dk, let
nij = ] {E ∈ Dk | |e ∩ E| = i and |D ∩ E| = j}
where i ∈ {0, 1}, j ∈ {0, 5, 15}, and furthermore let
mij = ] {E ∈ Dl | |e ∩ E| = i and |D ∩ E| = j}
where i ∈ {0, 1}, j ∈ {3, 8}. Then in a similar way to the preceding arguments, we
have the following six equations:
50 =
∑
i,j
nij, 50 =
∑
i,j
mij,
30 =
∑
i,j
inij, 30 =
∑
i,j
imij,
225 =
∑
i,j
jnij, 225 =
∑
i,j
jmij.
Moreover, letting m = |e ∩D| ∈ {0, 1}, we have following two equations:
] {(x, y, E) ∈ e×D ×Dk | {x, y} ⊂ E} =
(2 · 15−m− (2−m) · 3) · 5 + 15m =
∑
i,j
ijnij,
] {(x, y, E) ∈ e×D ×Dl | {x, y} ⊂ E} =
(2 · 15−m− (2−m) · 3) · 5 + 15m =
∑
i,j
ijmij.
Therefore direct calculations show that (n00,m03) = (1, 11) or (4, 16) according as
m = 0 or 1.
We finally let n denote the number of edges f of E such that {e, f} is an edge
of Γ3 and |D ∩ f | = 0, and let Ξ denote the induced subgraph of Γ on 35 vertices
outside D.
In the casem = 0, put e = {x1, x2} and by Lemma 3.1.4 we have |Ξ(xi)\{xj}| = 3
for i 6= j. Therefore set Ξ(x1) \ {x2} = {y1, y2, y3} and Ξ(x2) \ {x1} = {z1, z2, z3}.
Since Γ satisfy the condition λ = 0, y1, y2, y3, z1, z2, z3 are mutually distinct. From
Lemma 3.1.4 again, set
Ξ(yi) \ {x1} = {yi1, yi2, yi3} and Ξ(zi) \ {x2} = {zi1, zi2, zi3}
for i ∈ {1, 2, 3}, and set
X =
3⋃
i,j=1
{{yi, yij}, {zi, zij}} .
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Since Γ has girth 5, we see that |X| = 18 and, for each f ∈ X, {e, f} is an edge of
Γ3, and so n = |X| = 18. Hence |Λ(e) ∩ Λ(D)| = 1 + 11 + 18 = 30.
In the case m = 1, put e = {x1, x2}(x1 /∈ D, x2 ∈ D) and by Lemma 3.1.4 we
have |Ξ(x1)| = 4 and |Γ(x2) \ {x1}| = 6. Therefore set Ξ(x1) = {y1, y2, y3, y4} and
Γ(x2) \ {x1} = {z1, . . . , z6}. Since Γ satisfy the condition λ = 0, y1, . . . , y4, z1, . . . , z6
are mutually distinct. By Lemma 3.1.4 again, set
Ξ(yi) \ {x1} = {yi1, yi2, yi3} for i ∈ {1, . . . , 4} and
Ξ(zi) = {zi1, zi2, zi3, zi4} for i ∈ {1, . . . , 6}.
Moreover, we set
X = {{yi, yij} | 1 ≤ i ≤ 4 and 1 ≤ j ≤ 3} ∪ {{zi, zij} | 1 ≤ i ≤ 6 and 1 ≤ j ≤ 4} .
Since Γ has girth 5, we see that |X| = 36 and, for each f ∈ X, {e, f} is an edge of
Γ3, and so n = |X| = 36. Hence |Λ(e) ∩ Λ(D)| = 4 + 16 + 36 = 56. This completes
the proof.
As a corollary, we can also construct a unique strongly regular graph with pa-
rameters (100, 22, 0, 6) which is called the Higman-Sims graph. The procedure has
been known (see [13, 36]), although becomes easier.
Corollary 3.1.6. Define Σ to be the graph with vertex set D1 ∪ D2 as follows:
(i) Let k ∈ {1, 2}. D,E ∈ Dk are adjacent whenever {D,E} is an edge of Γk.
(ii) D ∈ D1 and E ∈ D2 are adjacent whenever |D ∩ E| = 8.
Then Σ is strongly regular graph with parameters (100, 22, 0, 6).
Proof. For D ∈ Dk, by Remark 3.1.3, |Σ(D)| = 7+15 = 22. For distinct D,E ∈ Dk,
by the case (I) in the proof of Theorem 3.1.5, we have
|Σ(D) ∩ Σ(E)| =
{
0 + 0 = 0 if |D ∩ E| = 0,
1 + 5 = 6 if |D ∩ E| = 5.
For D ∈ D1 and E ∈ D2, by the case (III) in the proof of Theorem 3.1.5, we have
|Σ(D) ∩ Σ(E)| =
{
0 + 0 = 0 if |D ∩ E| = 8,
3 + 3 = 6 if |D ∩ E| = 3.
This follows the result.
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3.2 An another proof of Lemma 3.1.1
In this section, we consider a graph on the block set of some 2-(15, 5, 4) design
associated with the alternating group A7, from which we build a new description of
the Hoffman-Singleton graph to prove Lemma 3.1.1 by different means.
Let V be a 4-dimensional vector space over a field F2 of two elements, and γ
a non-degenerate alternating form on V. Let Fγ be the set of all quadratic forms
whose polar form is γ and we set
F+γ = {f ∈ Fγ | the Witt index of f is 2} and
F−γ = {f ∈ Fγ | the Witt index of f is 1}.
We refer to Taylor [73] for the definition of quadratic forms on V.
Given a non-degenerate quadratic form f on V, we set
Qf = {x ∈ V | f(x) = 0}
and denote by Qf the complementary set V \Qf of Qf . It is seen from [73, Theorem
11.5] that |Qf | = 6 or 10 according as the Witt index of f is 1 or 2. In particular,
Qf \ {0} is an ovoid if the Witt index of f is 1.
The following lemma is due to [21, Example 5.17].
Lemma 3.2.1. (1) For distinct f, g ∈ F−γ , the symmetric difference Qf 4 Qg of
Qf and Qg is an 8-cap.
(2) |F+γ | = 10, |F−γ | = 6 and the pair(
V, {Qf | f ∈ F−γ } ∪ {Qf | f ∈ F+γ }
)
is a symmetric 2-(16, 6, 2) design.
In [?], there exist seven non-degenerate alternating forms γ1, . . . , γ7 such that
the sum of any two of them is non-degenerate. Setting
B =
7⋃
i=1
{Qf \ {0} | f ∈ F−γi},
we have the fact that each triangle is contained in a unique ovoid of B by Theo-
rem 2.5.13, and so a simple counting argument shows that the following lemma:
Lemma 3.2.2. A pair (V \ {0},B) is a 2-(15, 5, 4) design.
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Lemma 3.2.3. For B ∈ B, let ni be the number of blocks of B which meet B in
exactly i points. Then
n0 = 6, n1 = 5, n2 = 30, n3 = n4 = 0, n5 = 1.
Proof. We have the fact that each unordered base is contained in a unique ovoid
by Lemma 2.5.1. By the method of intersection triangles (see [21, p.21]), the result
follows.
Remark 3.2.4. For i ∈ {1, . . . , 7}, Setting
Bi =
{
Qf \ {0} | f ∈ F−γi
}
,
we see from Lemma 3.2.1 that |Bi| = 6 and any two blocks of Bi meet in a unique
point.
Lemma 3.2.5. Let {i, j} be a 2-subset of {1, . . . , 7}. For B ∈ Bi, there exists a
unique block C ∈ Bj such that |B ∩ C| = 0.
Proof. Suppose that, for B ∈ Bi, there exist two blocks B1, B2 disjoint from B such
that both B1 and B2 belong to the same Bk, where i 6= k. By Lemma 3.2.1(1), since
the symmetric difference B1 4 B2 of B1 and B2 is an 8-cap, there exists some 3-
dimensional subspace U of V such that B ⊂ U, a contradiction. Thus Lemma 3.2.3
and Remark 3.2.4 show the result.
Let ∆ be the graph with vertex set B, in which B and C are adjacent whenever
|B ∩ C| = 0.
Lemma 3.2.6. For distinct B,C ∈ B, |∆(B) ∩ ∆(C)| = 0, 0 or 1 according as
|B ∩ C| = 0, 1 or 2.
Proof. If |B ∩ C| = 1, then it follows from Lemma 3.2.5 that |∆(B) ∩ ∆(C)| = 0.
Let k = |B ∩ C| ∈ {0, 2} and let nij be the number of blocks D ∈ B satisfying
|B ∩D| = i and |C ∩D| = j, where i, j ∈ {0, 1, 2, 5}. Then by elementary counting
arguments the following four equations hold:
42 = |B| =
∑
i,j
nij,
] {(p, q,D) ∈ B × C ×B | {p, q} ⊂ D} =
(52 − k) · 4 + k · 14 =
∑
i,j
ijnij,
] {(p,D) ∈ B ×B | p ∈ D} =
5 · 14 =
∑
i,j
inij,
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] {(p,D) ∈ C ×B | p ∈ D} =
5 · 14 =
∑
i,j
jnij.
Moreover, we have n11 = n55 = 0 from Lemma 3.2.3 and Remark 3.2.4. In the case
k = 0, noting that n01 = n10 = 0, n12 = n21 = 5 and n05 = n50 = 1, we obtain
(n00, n02, n20, n22) = (0, 5, 5, 20). In the case k = 2, noting that n01 = n10 = 1, n12 =
n21 = 4 and n25 = n52 = 1, we obtain (n00, n02, n20, n22) = (1, 4, 4, 21). This proves
the lemma.
We note that the map: f 7→ Qf \ {0} is a bijection between
⋃7
i=1F−γi and B.
Set C = {γ1, . . . , γ7} and let Γ be the graph with vertex set {∞} ∪ C ∪B, where
∞ is a new vertex, in which ∞ is adjacent to all vertices in C, a vertex γi ∈ C and
a vertex B ∈ B are adjacent whenever γi is the polar form of the quadratic form
corresponding to B under the above bijection, and two vertices in B are adjacent
whenever they are disjoint.
Proposition 3.2.7. Γ is a strongly regular graph with parameters (50, 7, 0, 1).
Proof. Let {x, y} be an edge in Γ. If x = ∞, y ∈ C or x ∈ C, y ∈ B, then it is
immediate that |Γ(x) ∩ Γ(y)| = 0. If {x, y} ⊂ B, then it follows from Lemma 3.2.6
that |Γ(x) ∩ Γ(y)| = 0.
Let {x, y} be a non-edge in Γ. If x = ∞, y ∈ B or {x, y} ⊂ C, then it is
immediate that |Γ(x)∩Γ(y)| = 1. If x ∈ C, y ∈ B, then it follows from Lemma 3.2.5
that |Γ(x) ∩ Γ(y)| = 1. If {x, y} ⊂ B, then we have |x ∩ y| = 1 or 2 and in any case
it follows from Lemma 3.2.6 that |Γ(x)∩Γ(y)| = 1. This proves the proposition.
14-cocliques in the graph ∆
This section contains a relationship between 14-cocliques in the graph ∆ and the
two 2-(15, 5, 4) designs in Lemmas 3.2.2 and 3.2.10
Let P be the set of all planes in the projective geometry PG(V ). Note that
|P| = 15.
Lemma 3.2.8. (1) For an ovoid O,
] {P ∈ P | |O ∩ P | = i} =
{
5 if i = 1,
10 if i = 3.
(2) For p ∈ V \ {0} and P ∈ P with p ∈ P, ] {B ∈ B | P ∩B = {p}} = 2.
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Proof. By applying the method of intersection triangles to the symmetric 2-(15, 7, 3)
design (V \ {0},P) (see Example 1.1.4), the result of (1) follows.
Let m be the number of blocks of B which contain p and intersect P in three
points. Counting, in two ways, the number of pairs (q, B) where q ∈ P \{p}, B ∈ B
and {p, q} ⊂ B, we have m = 6 ·4/2 = 12. Thus there are exactly 14−m = 2 blocks
of B which intersect P in exactly {p}.
Lemma 3.2.9. For B1, B2 ∈ B with |B1 ∩B2| = 0, let nij be the number of planes
P ∈ P satisfying |B1 ∩ P | = i and |B2 ∩ P | = j, where i, j ∈ {1, 3}. Then
n11 = 0, n13 = n31 = 5, n33 = 5.
Proof. Elementary counting arguments show the following four equations:
15 = |P| =
∑
i,j
nij,
] {(p, q, P ) ∈ B1 ×B2 × P | {p, q} ⊂ P} =
52 · 3 =
∑
i,j
ijnij,
]
{
({p, q}, P ) ∈ (B1
2
)× P | {p, q} ⊂ P} =(
5
2
)
· 3 = (n31 + n33) ·
(
3
2
)
,
]
{
({p, q}, P ) ∈ (B2
2
)× P | {p, q} ⊂ P} =(
5
2
)
· 3 = (n13 + n33) ·
(
3
2
)
.
This proves the lemma.
Lemma 3.2.10. A pair
(P , {{P ∈ P | |P ∩B| = 1} | B ∈ B})
is a 2-(15, 5, 4) design.
Proof. For distinctB1, B2 ∈ B, {P ∈ P | |B1 ∩ P | = 1} has size 5 by Lemma 3.2.8(1)
and is distinct from {P ∈ P | |B2 ∩ P | = 1} by Lemma 3.2.9. So the design has 42
blocks. For distinct P1, P2 ∈ P , let nij be the number of blocks B of B satisfying
|P1 ∩ B| = i and |P2 ∩ B| = j, where i, j ∈ {1, 3}. In a similar way to the proof of
Lemma 3.2.6, we have the following four equations:
42 =
∑
i,j
nij, 98 =
∑
i,j
inij,
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226 =
∑
i,j
ijnij, 98 =
∑
i,j
jnij.
Hence n11 = 4, n13 = n31 = 10, n33 = 18. This proves the lemma.
Lemma 3.2.11. (1) If C is a k-coclique in Γ, then k ≤ 15, with equality if and
only if every vertex outside C exactly three neighbours in C.
(2) If C is a k-coclique in ∆, then k ≤ 14, with equality if and only if every vertex
outside C exactly three neighbours in C.
Proof. Let A be the 50 × 50 matrix with (i, j) entry 1 if the i-th vertex and the
j-th vertex are adjacent, 0 otherwise. Then it follows from Theorem 1.2.8 that the
smallest eigenvalue of A is equal to −3. Thus the result of (1) follows from the
Hoffman bound (see [12, Proposition 1.3.2]). (2) is consequent on (1).
Set
C1 = {{B ∈ B | p ∈ B} | p ∈ V \ {0}} and
C2 = {{B ∈ B | |B ∩ P | = 1} | P ∈ P} .
Then each element of C1 is a 14-coclique in ∆ by Lemma 3.2.2, and each element of
C2 is also a 14-coclique in ∆ by Lemma 3.2.9.
Lemma 3.2.12. (1) If K is an 8-cap and O is an ovoid, then |K ∩O| = 2 or 4.
(2) For p ∈ V \ {0} and an 8-cap K with p ∈ K,
] {B ∈ B | p ∈ B and |K ∩B| = i} = 7
for all i ∈ {2, 4}.
Proof. Since P := V \({0} ∪K) is a plane, the result of (1) follows by Lemma 3.2.8(1).
Set K ′ = K \ {p} and Count, in two ways, the number of pairs ({q, r}, B) where
{q, r} ∈ (K′
2
)
, B ∈ B and {p, q, r} ⊂ B. Then there are exactly (7
2
) ·1/(3
2
)
= 7 blocks
of B which contain p and intersect K in four points from the fact that each triangle
is contained in a unique ovoid of B. Hence there are exactly 14− 7 = 7 blocks of B
which contain p and intersect K in two points.
Proposition 3.2.13. (1) Let k ∈ {1, 2}. For distinct C,D ∈ Ck, |C ∩D| = 4.
(2) For C ∈ C1 and D ∈ C2, |C ∩D| = 2 or 7.
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Proof. Lemmas 3.2.2 and 3.2.10 readily show the result of (1). For p ∈ V \ {0} and
P ∈ P , set
C(p) = {B ∈ B | p ∈ B} and
D(P ) = {B ∈ B | |P ∩B| = 1} .
If p ∈ P, then |C(p) ∩ D(P )| = 2 from Lemma 3.2.8(2). Suppose that p /∈ P and
set K = V \ ({0} ∪ P ) . Since K is a 8-cap, it follows from Lemma 3.2.12(2) that
|C(p) ∩D(P )| = ] {B ∈ B | p ∈ B and |K ∩B| = 4} = 7.
We see that |C1| = |C2| = 15 and |C1 ∩ C2| = 0.
Lemma 3.2.14. If C is a 14-coclique in ∆, then |Bi∩C| = 2 for all i ∈ {1, . . . , 7}.
Proof. Suppose that there exists i ∈ {1, . . . , 7} such that |Bi ∩ C| < 2 and let
B1, . . . , B5 be the five ovoids of Bi \ (Bi ∩C). Since any two distinct ovoids Bj, Bk
of them meet in a unique point, |∆(Bj) ∩∆(Bk)| = 0 from Lemma 3.2.6, and so it
follows from Lemma 3.2.11(2) that |∆(Bj)∩C| = 3 for all j ∈ {1, . . . , 5}. Therefore
this implies that 14 = |C| ≥ 5 · 3 = 15, a contradiction. This proves the lemma.
Suppose that G is a group acting on a set Ω and X ⊆ Ω. Then we denote by
G{X} the setwise stabilizer of X in G. We define G to be the automorphism group
Aut(Γ) and refer to [12] and [24] for basic facts on G.
Since there is, up to isomorphism, a unique strongly regular graph with param-
eters (50, 7, 0, 1), it is seen from [24] that G ' U3(5) : 2. Therefore we can define
N to be the unique subgroup of index 2 in G, which is isomorphic to U3(5). It is
also seen that, for a vertex x of Γ, Gx ' S7 and Nx ' A7, and so both G and N
are transitive on the vertex set of Γ. In addition, it is known from [12, Theorem
13.1.1(ii)] that G is transitive on the set of all 15-cocliques in Γ. Thus it is seen from
[24] again that, for any 15-coclique C in Γ, G{C} ' N{C} ' A7. Hence there are
exactly |G|/|A7| = 100 15-cocliques in Γ.
15-cocliques in the graph Γ
The main task of this section is to determine how 100 15-cocliques in Γ intersect.
We define the action of GL(V ) on the set A of all non-degenerate alternating
forms by left multiplication:
σ · γ : V × V 3 (x, y) 7−→ γ(σ−1(x), σ−1(y)) ∈ F2
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for all σ ∈ GL(V ) and γ ∈ A, where GL(V ) is the group of invertible linear
transformations from V to itself, and similarly define the action of GL(V ) on the
set F of all non-degenerate quadratic forms by left multiplication:
σ · f : V 3 x 7−→ f(σ−1(x)) ∈ F2
for all σ ∈ GL(V ) and f ∈ F . Therefore we let H denote the setwise stabilizer of
C in GL(V ). In addition, we let ψ denote the isomorphism: GL(V ) 3 f 7→ Λ2f ∈
Ω(Λ2V ).
Lemma 3.2.15. H is faithful on C and is identified with the stabilizer N∞.
Proof. Let ξi be the non-singular bivector of Λ2V corresponding to each γi and put
C = {ξ1, . . . , ξ7}. Taking σ ∈ H so that σ · γi = γi for all i ∈ {1, . . . , 7}, we have
β(x ∧ y, ξi) = γi(x, y) = γi(σ−1(x), σ−1(y)) = β(σ−1(x) ∧ σ−1(y), ξi)
= β(Λ2σ
−1(x ∧ y), ξi) = β((Λ2σ)−1(x ∧ y), ξi)
= β(x ∧ y,Λ2σ(ξi))
for all x, y ∈ V. Noting that Λ2V is spanned by six singular bivectors, we have
ξi + Λ2σ(ξi) ∈ rad(Λ2V ) = {0}. Thus Λ2σ(ξi) = ξi for all i ∈ {1, . . . , 7}. Since any
six vectors of C are linearly independent (see Lemma 2.5.7), Λ2σ = 1 and so σ = 1.
Hence H is faithful on C.
Suppose that there exists σ ∈ H corresponding to the transposition (γ1 γ2) of
the symmetric group S(C) = S7 on C. Then in a similar way to the above calculation
we have Λ2σ(ξ1) = ξ2 and Λ2σ(ξi) = ξi for all i ∈ {3, . . . , 7}. Therefore it follows
that Λ2σ coincide with the reflection tξ1+ξ2 of the orthogonal group O(Λ2V ), which
contradicts tξ1+ξ2 /∈ Ω(Λ2V ). This implies that |H| < |S7|.
Conversely, for τ ∈ Ω(Λ2V ){C}, take σ ∈ GL(V ) with τ = Λ2σ. If τ(ξi) = ξj, then
in a similar way to the above calculation we have σ · γi = γj, and so σC = C, which
implies that Ω(Λ2V ){C} ⊆ ψ(H). Here we have Ω(Λ2V ){C} ' A7 (see Lemma 2.5.8).
Hence H coincide with the alternating group A(C) = A7 on C.
For any f ∈ F−γi , 1 ≤ i ≤ 7, and any σ ∈ H, the polar form of σ · f coincide
with σ · γi. For distinct x, y ∈ Qσ·f \ {0}, taking x′ , y′ ∈ V so that x = σ(x′) and
y = σ(y
′
), we have f(x
′
) = f(y
′
) = 0. Since 1 = γi(x
′
, y
′
) = (σ · γi)(x, y), no two
vectors of Qσ·f \ {0} are orthogonal with respect to σ · γi and so σ · f ∈ F−σ·γi , which
implies that σQf = Qσ·f ∈ B. Hence B is invariant under H, and furthermore each
element of H is naturally extended to an element of the stabilizer G∞ and so H can
be identified with the subgroup of G∞. Since G∞ ' S7 (as described at the end of
page 67) and A7 is the only subgroup of index 2 in S7, it follows that H = N∞.
Remark 3.2.16. Let Ω = {1, . . . , 7} and we use the special projective geometry
PG(3, 2) which we call the A(Ω)-geometry, where A(Ω) is the alternating group
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on Ω. Then there is a collineation ϕ from PG(V ) to the A(Ω)-geometry by [73,
Theorem 6.5], where a collineation from PG(V ) to the A(Ω)-geometry is a one-to-
one mapping between the sets of points, the sets of lines and the sets of planes,
preserving the incidence relation. If we let GL denote the group of collineations of
the A(Ω)-geometry, then ϕ induces the isomorphism ϕ˜ between GL(V ) and GL by
conjugation. By noting that ϕ˜(H) and A(Ω) are conjugate in GL, the action of H
on V \ {0} is equivalent to the action of A(Ω) on the set of Points (with a capital
P) of the A(Ω)-geometry. Therefore it follows from [73, Theorem 6.6] that H acts
doubly transitive on V \ {0}. Similarly, so does the action of H on P .
Proposition 3.2.17. For a vertex x of Γ, Nx is faithful on Γ(x).
Proof. Taking σ ∈ N so that x = σ(∞), we put xi = σ(γi) for each i ∈ {1, . . . , 7}.
For τ ∈ Nx such that τ(xi) = xi for all i ∈ {1, . . . , 7}, we have σ−1τσ(γi) = γi for all
i, and σ−1τσ ∈ σ−1Nxσ = N∞. Thus Lemma 3.2.15 shows that σ−1τσ = 1. Hence
τ = 1, which implies the result.
We define a special 3-coclique in Γ to be the set of three vertices x, y, z such that
|Γ(x) ∩ Γ(y) ∩ Γ(z)| = 1.
Lemma 3.2.18. (1) There are exactly 1750 special 3-cocliques.
(2) N acts transitively on the set of all the special 3-cocliques.
Proof. There are exactly 50 · 42/2 = 1050 non-edges in Γ. For a non-edge {x, y},
there are exactly five special 3-cocliques containing {x, y} since |Γ(a) \ {x, y}| = 5,
where a is a unique common neighbour of x and y. Therefore there are exactly
1050 · 5/(3
2
)
= 1750 special 3-cocliques.
Since Γ satisfy the condition µ = 1, it easily follows that the set of all special
3-cocliques is invariant under N. For special 3-cocliques {u, v, w}, {x, y, z}, setting
{a} = Γ(u) ∩ Γ(v) ∩ Γ(w) and {b} = Γ(x) ∩ Γ(y) ∩ Γ(z), we have σ ∈ N such that
σ(a) = b. Since Nb acts as A7 on Γ(b) by Proposition 3.2.17, Nb is transitive on(
Γ(b)
3
)
. Therefore there exists τ ∈ Nb such that τσ({u, v, w}) = {x, y, z}. This proves
(2).
Let D be the set of all 15-cocliques in Γ. From the facts described at the end of
page 67 , |D| = 100 and N acting on D has two orbits which we denote D1 and D2,
each consisting of 50 15-cocliques.
Lemma 3.2.19. (1) For D ∈ D, there are exactly 35 special 3-cocliques contained
in D.
(2) Let k ∈ {1, 2}. If T is a special 3-coclique, then there is a unique 15-coclique
of Dk containing T.
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Proof. For x ∈ D, take σ ∈ G so that σ(x) = ∞. By Lemma 3.2.14 we have
|(σ(D) \ {∞}) ∩ Bi| = 2 for all i ∈ {1, . . . , 7}. Therefore there are exactly seven
special 3-cocliques which contain ∞ and are contained in σ(D), and so there are
exactly seven special 3-cocliques which contain x and are contained in D. Count,
in two ways, the number of pairs (x, T ) where x ∈ D, T is a special 3-coclique
contained in D, and x ∈ T. Then there are exactly 15 · 7/3 = 35 special 3-cocliques
contained in D.
SinceN is transitive onDk, Lemma 3.2.18(2) shows that there is a numberm such
that each special 3-coclique is contained in exactly m 15-cocliques of Dk (see Dixon
and Mortimer [28, Exercise 6.6]). Count, in two ways, the number of pairs (T,D)
where T is a special 3-coclique, D ∈ Dk and T ⊂ D. Then m = 50 · 35/1750 = 1.
This follows (2).
Remark 3.2.20. For a special 3-coclique {∞, B1, B2} containing ∞, let {p} =
B1 ∩B2 and P = V \ ({0} ∪ (B14B2)), set
D0 = {∞} ∪ {B ∈ B | p ∈ B} and
E0 = {∞} ∪ {B ∈ B | |P ∩B| = 1} .
Then P ∈ P from Lemma 3.2.1(1), and both D0 and E0 contain {∞, B1, B2} and
belong to D from the definition of Ck, k ∈ {1, 2}. By Lemma 3.2.19(2), we may
assume thatD0 ∈ D1 and E0 ∈ D2. SinceH is transitive on V \{0} by Remark 3.2.16,
we have
D1 ⊃ {σ(D0) | σ ∈ N∞} ⊃ {{∞} ∪X | X ∈ C1} .
Moreover, H is also transitive on P and therefore from Lemma 3.2.8(2) we have
D2 ⊃ {σ(E0) | σ ∈ N∞} ⊃ {{∞} ∪X | X ∈ C2} .
Lemma 3.2.21. Let k ∈ {1, 2}. Then
(1) For a non-edge {x, y} of Γ, there are exactly five 15-cocliques of Dk containing
{x, y}.
(2) For a vertex x of Γ, there are exactly fifteen 15-cocliques of Dk containing x.
Proof. (1) From the argument used the proof of Lemma 3.2.18(2), there are exactly
five special 3-cocliques containing {x, y}. Take D ∈ Dk containing {x, y}, and take
σ ∈ G with σ(x) = ∞. Then it follows from Lemma 3.2.14 that there is a unique
special 3-coclique which contain {∞, σ(y)} and is contained in σ(D), and so there
is a unique special 3-coclique which contain {x, y} and is contained in D. Count,
in two ways, the number of pairs (T,D) where T is a special 3-coclique containing
{x, y}, D ∈ Dk containing {x, y}, and T ⊂ D. Hence there are exactly 5 · 1/1 = 5
15-cocliques of Dk.
There are 42 non-edges containing x. In a similar way to the proof of (1), we
obtain that there are exactly 42 · 5/14 = 15 15-cocliques of Dk.
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The intersection of any two distinct 15-cocliques in Γ can be determined in the
following proposition. The result was known by Calderbank and Wales [16, Lemmas
4.2, 4.3], who proved by using group theory, whereas we prove more combinatorially.
It was also proved by Hafner [36] in terms of ‘biaffine plane’.
Theorem 3.2.22. (1) Let k ∈ {1, 2}. For distinct D,E ∈ Dk, |D ∩ E| = 0 or 5.
(2) For D ∈ D1 and E ∈ D2, |D ∩ E| = 3 or 8.
Proof. (1) Suppose that |D ∩ E| 6= 0, and for x ∈ D ∩ E we take σ ∈ N so that
σ(x) = ∞. Since both σ(D) and σ(E) are 15-cocliques of Dk containing ∞, it
follows from Remark 3.2.20 and Proposition 3.2.13(1) that |σ(D) ∩ σ(E)| = 5, and
so |D ∩ E| = 5. This proves (1).
(2) Suppose that |D ∩ E| 6= 0, and for x ∈ D ∩ E we take σ ∈ N so that
σ(x) = ∞. In a similar way to the proof of (1), we have |σ(D) ∩ σ(E)| = 3 or 8,
and so |D ∩E| = 3 or 8. Therefore put {k, l} = {1, 2} and for D ∈ Dk, let ni be the
number of 15-cocliques of Dl which meet D in exactly i vertices, where i ∈ {0, 3, 8}.
Simple counting arguments show from Lemma 3.2.21 that n0 = 0, n3 = 35, n8 = 15.
This proves (2).
Remark 3.2.23. Let {k, l} = {1, 2} and for D ∈ Dk, let
mi = ] {E ∈ Dk | |D ∩ E| = i} for i ∈ {0, 5, 15} and
ni = ] {E ∈ Dl | |D ∩ E| = i} for i ∈ {3, 8}.
Then by Lemma 3.2.21 and Theorem 3.2.22 we have that m0 = 7,m5 = 42, n3 =
35, n8 = 15.
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3.3 Further constructions
There are further constructions known for the Hoffman-Singleton graph and the
McLaughlin graph. This chapter concludes with descriptions about these construc-
tions.
The Hoffman-Singleton graph
(1) The Golay code G24 of length 24 is the unique 12-dimensional subspace of F242
in which the minimum number of non-zero coordinates in a non-zero vector
is 8. Let O be the set of the characteristic functions for all minimum vectors
in G24. Let X ∈ O, and take i ∈ X and j /∈ X. Set X ′ = X \ {i} and
O′ = {Y ∈ O | {i, j} ⊂ Y and |X ∩ Y | = 2} . Define the graph with vertex set
{∞}∪X ′∪O′ where∞ is a new vertex, in which∞ and k ∈ X ′ are adjacent;
k ∈ X ′ and Y ∈ O′ are adjacent whenever k ∈ Y ; Y, Z ∈ O are adjacent
whenever |Y ∩ Z| = 2. Then this graph is the Hoffman-Singleton graph.
Moreover, set X ′′ = {1, . . . , 24} \ (X ∪ {j}) and O′′ = {Y ∈ O | {i, j} ⊂
Y and |X ∩ Y | = 4}. Define the graph with vertex set X ′′ ∪ O′′, in which
k ∈ X ′′ and Y ∈ O′′ are adjacent whenever k ∈ Y ; Y, Z ∈ O′′ are adjacent
whenever |Y ∩ Z| = 2. Then this graph is the Hoffman-Singleton graph.
(2) Let Ω = {1, . . . , 7} and denote the set of all 3-subsets of Ω by L. A Fano
plane is an §(2, 3, 7) on Ω. It is known that the alternating group A7 has two
orbits P ,H on the Fano planes and |P| = |H| = 15. Define the graph with
vertex set P ∪ L, in which P ∈ P and l ∈ L are adjacent whenever l is a
block of P ; l,m ∈ L are adjacent whenever |l ∩m| = 0. then this graph is the
Hoffman-Singleton graph.
(3) This construction is due to N. Robertson. Let F5 = {0,±1,±2} and PG(F35) =
(P ,L). We represent the points of PG(F35) by [x] := {λx | λ ∈ F5}, where
x ∈ F35. The lines of PG(F35) are represented in a similar manner (up to non-
zero scalar multiples) and are written [α : β : γ] with α, β, γ ∈ F5 not all zero.
A point [α, β, γ] lies on the line [λ : µ : η] if and only if αλ + βµ + γη = 0.
Take the point ∞ := [0, 0, 1] and the line L∞ := [1 : 0 : 0] which are incident.
Setting P ′ = P \ L∞ = {[1, α, β] | α, β ∈ F5} and L′ = {L ∈ L | ∞ /∈ L} =
{[α : β : 1] | α, β ∈ F5} , we have |P ′| = |L′| = 25. Define the graph with vertex
set P ′ ∪ L′, in which [1, α, β], [1, γ, δ] ∈ P ′ are adjacent whenever α = γ and
β − γ ∈ {±1}; [1, α, β] ∈ P ′ and [γ : δ : 1] ∈ L′ are adjacent whenever they
are incident; [α : β : 1], [γ : δ : 1] ∈ L′ are adjacent whenever β = δ and
α− γ ∈ {±2}. Then this graph is the Hoffman-Singleton graph.
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The McLaughlin graph
(4) There is a regular two-graph D on 276 points (cf. Remark 1.4.9). The derived
design of D at a point can be regarded as a regular graph whose vertices and
edges are its points and blocks. Then this regular graph is the McLaughlin
graph.
(5) The following is an unpublished construction due to Van. Lint [53]. Recall
Lu¨neburg’s construction of the Witt system W24 in Section 2.3. Define the
graph with vertex set {∞} ∪ P ∪ L ∪ O1 ∪ O2 ∪ S3 where ∞ is a new vertex,
in which ∞ and X ∈ O1 ∪O2 are adjacent; X,Y ∈ Oi are adjacent whenever
|X ∩ Y | = 0 for each i = 1, 2; X ∈ O1 and Y ∈ O2 are adjacent whenever
|X ∩ Y | = 3; p ∈ P and L ∈ L are adjacent whenever p /∈ L; p ∈ P and
P ∈ S3 are adjacent whenever p ∈ P ; L ∈ L and P ∈ S3 are adjacent
whenever |L ∩ P | = 3; P,Q ∈ S3 are adjacent whenever |P ∩Q| = 1; X ∈ O1
and p ∈ P are adjacent whenever X 63 p; X ∈ O1 and L ∈ L are adjacent
whenever |X∩L| = 0; X ∈ O1 and P ∈ S3 are adjacent whenever |X∩P | = 3;
X ∈ O2 and p ∈ P are adjacent whenever X 3 p; X ∈ O2 and L ∈ L are
adjacent whenever |X ∩ L| = 2; X ∈ O2 and P ∈ S3 are adjacent whenever
|X ∩ P | = 1. Then this graph is the McLaughlin graph.
(6) The following construction is due to Cossident and Penttila [25]. Let S be
a unitary generalized quadrangle of order (9, 3). The Segre hemisystem is the
unique set S of lines of S with the property that every point lies on exactly two
lines of S. Note that |S| = 56. Define the graph with vertex set {∞} ∪ L ∪O
where∞ is a new vertex, L is the set of lines of S and O is a orbit of S under
the projective special unitary group PSU(4, 3), in which ∞ and L ∈ L are
adjacent; L1, L2 ∈ L are adjacent whenever |L1 ∩ L2| = 1, S1,S2 are adjacent
whenever |S1 ∩ S2| = 20; L ∈ L and S ′ ∈ O are adjacent whenever L ∈ S ′.
Then this graph is the McLaughlin graph.
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Chapter 4
The regular two-graph on 276
points
4.1 Known constructions
Constructions known for the regular two-graph on 276 points are mentioned below.
• This construction is due to G. Higman. Let (P ,B) be an S(4, 7, 23). Define the
graph with vertex set P ∪B, in which p ∈ P and B ∈ B are adjacent whenever
p ∈ B; B,C ∈ B are adjacent whenever |B ∩C| = 1; Then this graph yields a
required two-graph. Note that Taylor [73] constructs this two-graph in terms
of ‘equiangular lines’.
• This construction due to Goethals and Seidel [34] leads to the fact that there
is a unique regular two-graph on 276 points (up to taking complements). The
Golay code, say G11, of length 11 is the unique 5-dimensional subspace of F113
in which the minimum number of non-zero coordinates is a non-zero vector
is 6. For distinct x,y ∈ G11, we denote by d(x,y) the number of coordinate
places in which x and y differ. Define the graph with vertex set H ∪ G11
where H = {1, . . . , 11} × F3, in which (i, λ), (j, µ) ∈ H are adjacent whenever
i = j; (i, λ) ∈ H,x ∈ G11 are adjacent whenever the i-entry in x is equal to
λ; x,y ∈ G11 are adjacent whenever d(x,y) = 9. Then this graph yields a
required two-graph.
4.2 Other constructions
Using the software MAGMA [11], we give other two constructions of the the regular
two-graph on 276 points.
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• Recall Lu¨neburg’s construction of the Witt system W24 in Section 2.3. Define
the graph with vertex set {∞1,∞2,∞3} ∪ O1 ∪ O2 ∪ O3 ∪ F where F =
{(p, L) ∈ P × L | p ∈ L} , in which ∞i and X ∈ Oi are adjacent for each i;
X,Y ∈ Oi are adjacent whenever |X ∩ Y | = 0 for each i; X ∈ Oi and Y ∈ Oj
are adjacent for i 6= j; X ∈ O1∪O2∪O3 and (p, L) ∈ F are adjacent whenever
p /∈ X and |X∩L| = 2; (p, L), (q,M) ∈ F are adjacent whenever either p ∈M
or q ∈ L (where {p, L} ∩ {q,M} = ∅). Then this graph yields a regular
two-graph.
• Let Γ be the Hoffman-Singleton graph with vertex set V. A 25-subset X of V
is sometime called the section if |Γ(x)∩X| = 2 for all x ∈ X. Let X be the set
of all sections, and for a fixed vertex x0 ∈ V, setting X0 = {X ∈ X | x0 ∈ X} ,
we have |X0| = 126. Define the graph with vertex set V ∪ D1 ∪ D2 ∪ X0 (cf.
Lemma 3.1.1), in which x, y ∈ V are adjacent whenever {x, y} is an edge of
Γ; D,E ∈ Di are adjacent whenever |D ∩ E| = 0 for each i; X,Y ∈ X0 are
adjacent whenever |X ∩ Y | = 10; x ∈ V and X ∈ X0 are adjacent whenever
x ∈ X; x ∈ V and D ∈ Di are adjacent whenever x ∈ D for each i; D ∈ Di
and X ∈ X0 are adjacent |D ∩ X| = 5 for each i; D ∈ D1 and E ∈ D2 are
adjacent |D ∩ E| = 3. Then this graph yields a regular two-graph.
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