We give a mass formula for self-dual codes over Z p 2 , where p is an odd prime. Using the mass formula, we classify such codes of lengths up to n = 8 over the ring Z 9 , n = 7 over Z 25 and n = 6 over Z 49 . © 2007 Elsevier B.V. All rights reserved.
maximal if it is not contained in a larger self-orthogonal code of the same length. An excellent discussion of self-dual codes is given in [15] .
Codes over Z p 2
Let p be a prime number. Two codes over the ring Z p 2 are said to be equivalent if one can be obtained from the other by permuting the coordinates and (if necessary) changing the signs of certain coordinates. Thus two codes C and C are equivalent if there is an n × n monomial matrix P such that C = CP = {cP : c ∈ C}, where P has exactly one entry ±1 in every row and in every column and all other entries are zero. The automorphism group Aut(C) of a code C of length n over Z p 2 is the group of all sign-permutations that fix C set-wise, i.e., all matrices P such that C = CP . Codes which differ only by a permutation of coordinates are said to be permutation-equivalent.
Let E n be the signed symmetric group of order |E n | = 2 n n!. The number of codes equivalent to a code C of length n is |E n | |Aut(C)| .
Let N p 2 (n) be the number of distinct self-dual codes over Z p 2 of length n. The mass formula for such codes is given by
where the sum runs through all inequivalent self-dual codes C over Z p 2 of length n. Mass formulas are useful for finding all inequivalent self-dual codes of given length. Our goal now is to compute N p 2 (n). The ring Z p 2 is similar to the ring F p + uF p , where u 2 = 0 (a related ring was studied in [1] ). Any element of Z p 2 can be written as a + pb, with a and b in {0, 1, . . . , p − 1}. In Z p 2 , p plays almost the same role as u. The main difference lies in the addition in Z p 2 . We define the map To allow the shift from the addition in F p to the addition in Z p 2 , we define the map h : F n p → Z n p 2 as the canonical injection componentwise. We also define the operation p on two vectors x =(x 1 , x 2 , . . . , x n ) and y =(y 1 , y 2 , . . . , y n ) in R n as Every code C over Z p 2 is equivalent to a code with generator matrix in standard form [2, 16] :
where A, C, B 1 and B 2 are matrices with entries from {0, 1, . . . , p − 1}. Associated with C are two codes over Z p , namely the residue code C 1 = {x ∈ F n p : ∃y ∈ F n p such that x + py ∈ C} and the torsion code C 2 = {y ∈ F n p : py ∈ C}.
We see that C 1 ⊆ C 2 and if k 2 = 0, then C 1 = C 2 . Also, |C| = p 2k 1 p k 2 . For an explicit example, consider the code C over Z 9 with generator matrix 1 1 4 0 3 6 .
Its residue code C 1 is just modulo p reduction of C and has generator matrix
Computing for the torsion code, we obtain the code C 2 with generator matrix
We also define a map F by
Thus, C = {x + py : x ∈ C 1 , y ∈ F (x)}. The map F is not a homomorphism since we have
The map F is characterized by the image of a base of C 1 and F characterizes the matrix B 2 . The set of codes over Z p 2 is in one-to-one correspondence with the set of triplets (C 1 , C 2 , F ). Again, in order to count self-dual codes over Z p 2 , we need to find conditions satisfied by the triplets (C 1 , C 2 , F ). For the sake of completeness, we include the proof of the next lemma, whose argument follows that of Gaborit [6] . Proof. Let C ⊥ (C 1 , C 2 , F ) be the dual code of C(C 1 , C 2 , F ). Let C be the code with generator matrix
We immediately have H · G = 0. Hence, C ⊂ C ⊥ . We will show that C = C ⊥ . Also, note that |C|=p
We first prove the following:
Thus, a generator matrix of C ⊥ is H which is the generator matrix of C. Hence, C = C ⊥ .
Computation of the mass formula
For a self-dual code C, the previous result shows that 
), the map f is not a homomorphism. The map f is characterized by the image of a basis of C 1 . The choice of such map characterizes F, so we replace F by f. 
Proof. Let C be self-dual. The first condition follows from Lemma 2.2. Let z and z be codewords in C, with z=x+pf (x) and z = x + pf (x ), x, x ∈ C 1 . Now
Conversely, if a code C satisfies the two conditions, then C ⊂ C ⊥ . From this we get |C| = |C 1 | · |C 2 | and
Observe that by condition (i) of Lemma 3.1, Proof. Let x, x ∈ C 1 , where
We have
where S and T are analogous to R. Also,
where U and V are analogous to R.
Using Lemma 3.1, we have 
And so
We need to recall the following two theorems due to Pless, which will be used in the mass formula. [12, 13] ). Let p (n, k) be the number of self-orthogonal codes of length n and dimension k over F p , where p is an odd prime. Then:
Theorem 3.4 (Pless
(n = 2v + 1).
If n is even and (−1)
n/2 is a square,
n/2 is not a square,
Whenever k = 0, we take p (n, 0) = 1 for all n. If n is even and k = 1, the value of p (n, k) can be computed for individual cases.
We now state and prove the mass formula for self-dual codes over Z p 2 for odd primes p.
Theorem 3.5. Let p be an odd prime. If N p 2 (n) is the number of distinct self-dual codes over Z p 2 of length n then
where p (n, k) is the number of distinct self-orthogonal codes over F p of dimension k.
Proof. As a consequence of Lemmas 3.1 and 3.2, in order to count self-dual codes over Z p 2 we only have to count the number of self-orthogonal codes C 1 over F p of dimension k and the number of associated functions f which satisfy the condition
. For 1 i k, there is only one possible value for m ii . Furthermore, the matrix entries below the diagonal determine the entries above since the value of m ij fixes m ji whenever i = j . The value of p (n, k) is given in Theorem 3.4.
Classification
In this section, we give a classification of self-dual codes of lengths up to n = 8 over the ring Z 9 , n = 7 over Z 25 and n = 6 over Z 49 . The method used here is similar to that used for quaternary codes in [5] . Our goal is to find a representative code for each equivalence classes of codes. For example, in Z 9 we obtain a list of inequivalent self-dual codes for a given length n, compute the sum of the number of codes equivalent to each code in the list and check it against the formula (1) for N 9 (n). We continue searching for other codes, each inequivalent to our list, until the number conforms with the mass formula, a verification of the completeness of the list. We begin with the classification for self-dual codes over Z 9 . All computations for this paper were done with the computer algebra package MAGMA.
Building-up
Using Lemmas 3.1 and 3.2, a general way to construct self-dual codes over Z 9 can be described. We first get a ternary self-orthogonal code C 1 and compute C 2 = C ⊥ 1 . Let {e 1 , e 2 , . . . , e k } is a basis of C 1 . We then find all possible k × k matrices M such that e i · e j ≡ 6[m ij + m ji ] (mod 9). Let G 1 be a generator matrix of C 1 and a k-set {e * 1 , e * 2 , . . . , e * k } denote the rows of a matrix S deduced from the basis of C 1 . The generator matrix of the new self-dual code over Z 9 is obtained by taking G 1 + 3MS for the first k rows and 3 times a complement of C 1 in C 2 for the last n − 2k rows.
For example, consider the self-orthogonal ternary code D 8,3 (see Table 1 ) with generator matrix A generator matrix of a new self-dual code C 9,8,12 (see Table 2 ) is obtained by taking G 1 + 3MS for the first 3 rows and 3 times a complement of C 1 in C 2 for the last 8 − 2 · 3 = 2 rows (or the 3 part). Thus we have ⎡ ⎢ ⎢ ⎢ ⎣ Table 2 Self-dual codes of length 3 n 8 over 
Residue codes
For each length n, we have a trivially decomposable self-dual code over Z 9 with generator matrix 3I n . These codes are direct sums of n copies of the self-dual code A 1 of length 1 and generator matrix [3] . Any code having A 1 as direct summand is said to be trivially decomposable. Note that it is easy to construct a decomposable self-dual code over Z 9 of length n by considering direct sums of self-dual codes of length n − 1 or less. The challenge then is to build the indecomposable ones. We begin with the following lemma, whose proof is similar to Lemma 6.1 in [4] : Lemma 4.1. Let C be a self-dual code over Z 9 . If the residue code C 1 of C contains a column identically equal to zero in its generator matrix, then C is trivially decomposable.
Proof. We can assume without losing generality that the last column of the generator matrix of C 1 is zero. Thus the vectors (0, 0, . . . , 0, 1) and (0, 0, . . . , 0, 2) are in the dual of C 1 , and hence, (0, 0, . . . , 0, 3) and (0, 0, . . . , 0, 6 ) are in C. Therefore C contains a code isomorphic to A 1 .
Using this lemma, we only need to find ternary codes with no column identically equal to zero to construct nontrivially decomposable codes. We begin by considering the classification of self-orthogonal codes over F 3 , from which we extract the required codes. Maximal self-orthogonal [n, k] codes over F 3 were classified for lengths 3 n 12 by Mallows et al. [11] . Two ternary codes C and C of length n are equivalent if there is an n × n monomial matrix A, such that C = CA = {xA : x ∈ C} and A has exactly one nonzero element from F 3 in each row and column. The mass formula for self-orthogonal ternary codes of length n is given by
where O 3 (n) is the set of all inequivalent self-orthogonal ternary codes of length n, k is given in Theorem 3.3 and |Aut(C)| is the number of monomial matrices A such that C = CA. For the case k = 1 where n is even, the value for 3 (n, 1) is obtained by constructing the self-orthogonal codes of dimension 1 and counting them using the computer.
In Table 1 , we give the list of self-orthogonal ternary codes for lengths n = 3-8 with no column identically equal to zero. Some data and labels in this table are found in [11] . We also give a generator matrix of a representative code for each class at the end of this paper.
Self-dual codes over Z 9 of length 8
In this section, we give a classification of self-dual codes of lengths 3 n 8 (see Table 2 ). Generator matrices of some codes are given at the end of this paper. The code A 1 is a self-dual Z 9 code of length 1 and the code with generator matrix 3I 2 is a self-dual Z 9 code of length 2. We can easily check that there are no other codes for these lengths. We also do some computations of distance. The Hamming weight w H (x) of a codeword x is the number of nonzero components in x. The Hamming distance d H (x, y) between codewords x and y is the number of coordinates in which they differ. It follows then that
The Lee distance d L (x, y) between codewords x and y is w L (x − y). The minimum Lee distance d L (C) of C is the smallest Lee weight among all nonzero codewords of C. In Table 2 , indecomposable codes are indicated by * . Let D p 2 (n) denote the set of all inequivalent self-dual codes over Z p 2 of length n. Using the mass formula, we make the following computations, confirming that Table 2 gives a complete classification. 
Self-dual codes over Z 25 and Z 49
As we did for Z 9 , we now do the classification for self-dual codes over Z 25 and Z 49 for small lengths. We begin with the classification for self-orthogonal codes over F 5 and F 7 . Maximal self-orthogonal codes over F 5 of lengths up to 12 were classified by Leon et al. [9] while those over F 7 of lengths up to 9 were done by Pless and Tonchev [14] . Further classifications can be found in [7] . Two codes C and C of length n over F 5 or F 7 are equivalent if there is an n × n monomial matrix A such that C = CA = {xA : x ∈ C} and A has exactly one entry ±1 in each row and column and all other entries are zero. The mass formula for self-orthogonal p-ary codes of length n is given by
where O p (n) is the set of all inequivalent self-orthogonal p-ary codes of length n, k is given in Theorem 3.3 and |Aut(C)| is the number of monomial matrices A such that C = CA. Table 5 Self-dual codes of length 2 n 7 over Z 25 In Table 3 , we give the list of self-orthogonal 5-ary codes for lengths n = 2-7 and in Table 4 the list of self-orthogonal 7-ary codes for lengths n=3-6, with no column identically equal to zero. Again, a residue code with a column identically equal to zero will give a trivially decomposable code. Some codes and labels in this table are listed in [9, 14] . We also give a generator matrix for a representative code for each equivalence class at the end of this paper.
The classification of self-dual codes over Z 25 and Z 49 is given by Tables 5 and 6 , respectively. Again, indecomposable codes are indicated by * .
The following computations use the mass formula to confirm that the classification given by Tables 5 and 6 is complete.
Theorem 4.2 summarizes our results. Enclosed in parenthesis is the number of indecomposable codes.
Theorem 4.2.
The number of inequivalent self-dual codes of lengths n 8, n 7 and n 6 over Z 9 , Z 25 and Z 49 , respectively, is: Table 6 Self-dual codes of length 3 n 6 over Z 49 The following are generator matrices of codes given in Table 1 (self-orthogonal ternary codes): The following are generator matrices of indecomposable codes in the class of codes given in Table 2 (self-dual codes over Z 9 ): 
The following are generator matrices of codes given in Table 3 (self-orthogonal codes over F 5 ): The following are generator matrices of indecomposable codes in the class of codes given in Table 5 (self-dual codes over Z 25 ): The following are generator matrices of codes given in Table 4 (self-orthogonal codes over F 7 ): The following are generator matrices of indecomposable codes in the class of codes given in Table 6 (self-dual codes over Z 49 ): 
