The concept of Rice's sum of sinusoids is often applied to the design of deterministic simulation models for Rice fading channels. This paper investigates in detail the level-crossing rate (LCR), average duration of fades (ADF), and cumulative distribution function (CDF) of such classes of simulation models. Exact and simple approximative formulas are deduced for these statistical quantities. Several numerical results for the derived expressions are presented by using di erent procedures for the design of the parameters of the deterministic simulation model. Moreover, comparisons with the corresponding simulation results { obtained by evaluating the deterministic simulation models output data { are also given.
I. Introduction
Simulation models for fading channels are extremely important for the development, performance analysis, and test of modern wireless communication systems. Accuracy, e ciency, and exibility are requirements that make the design of simulation models to a very di cult task. Moreover, the developed channel model algorithm should be simple to enable an easy implementation in a computer. Before analysing the performance of a new mobile communication system it must be ensured that the designed fading channel simulator ts the desired statistical behavior with high precision.
Especially the statistics of fading time intervals is of great importance, because it is closely related to the statistics of error bursts 1]-3].
The statistics of fading time intervals also provides useful information for the design of trellis-coded modulation schemes 4], the optimization of the interleaver size 5], as well as for the throughput analysis 6].
The determination of the statistical properties of the fading time intervals is known as level-crossing problem 7]. In general, the level-crossing problem is complicated and an exact solution has not yet been found even for Rayleigh and Rice processes. Only certain aspects of that problem can be solved analytically, e.g., the level-crossing rate (LCR) and average duration of fades (ADF). Analytical expressions for these quantities have been derived for Rayleigh 8], Rice 9] , Loo 10] , modi ed Loo 11] , Suzuki 12] , modi ed Suzuki 12] , extended Suzuki of Type I 13] and Type II 14] , and Nakagami 15] processes. All these stochastic processes play an important role for modeling typical mobile fading channels with di erent degree of sophistication.
E cient computer models for the above fading channels can be developed by applying the concept of Rice's sum of sinusoids. The output signal of computer models, which are based on that principle, is for a given set of harmonic functions with constant parameters always a deterministic process 16] . A clear distinction between di erent types of analytical models and corresponding simulation models should be made by denoting the output signal of the latter one by deterministic Rayleigh (Rice, lognormal, etc.) process. The statistics of deterministic processes is similar (identical) to that of the corresponding stochastic process if the number of sinusoids is su cient (in nite), provided that the parameters characterizing the sinusoids are properly designed. Thus, the statistics of the fading intervals of deterministic simulation models is completely determined by the applied parameter computation method and the selected number of sinusoids, which controls both the performance of the channel simulator and the simulation run time.
The aim of this work is to analyse the LCR and ADF of deterministic simulation models for Rice fading channels. Therefore, we rst of all describe in Section II the stochastic reference model, that is for our purpose a Rice process. Then, we brie y review in Section III the idea of deterministic channel modeling. Section IV presents general and exact solutions for the LCR and ADF of deterministic Rice processes. Section V describes three commonly used parameter computation methods. Finally, the obtained analytical results of LCR and ADF are compared with simulation results in Section VI. The main results of this paper are then summarized in Section VII.
II. Description Of Analytical Model
In this section, we brie y review the statistics of Rice fading channels as far as it is important for the topic of our paper. A Rice fading channel is a mathematical channel model that plays in our paper the role of a reference model when discussing the performance of various design methods for deterministic simulation models in later sections. Throughout the paper, we make use of the complex equivalent baseband notation.
In microcellular environments and rural areas, where often a direct line-of-sight (LOS) path exists between the base station and mobile station antennas, one often uses a nonzero mean complex Gaussian random process (t) = (t) + m
(1) as reasonable statistical model for describing the received complex envelope. Thereby, (t) = 1 (t) + j 2 (t) (2) represents a zero-mean complex Gaussian random process that models the di use component due to multipath propagation, and m = e j (3) is a complex-valued quantity with amplitude and phase due to the existing LOS path. The quadrature components 1 (t) and 2 (t) of (2) being statistically independent real Gaussian random processes with zero-mean and common variance V arf i (t)g = 2 0 (i = 1; 2). For the two-dimensional isotropic scattering model, which was rst suggested by Clark 17] , the autocorrelation function (ACF) of i (t) is given by r i i ( ) = 2 0 J 0 (2 f max ) ; i = 1; 2 (4) where J 0 ( ) is the zeroth order Bessel function of the rst kind, and f max denotes the maximum Doppler frequency. From the statistical independence of 1 (t) and 2 (t) it follows that the crosscorrelation function (CCF) of these processes is zero.
A Rice process, (t), is obtained by taking the absolute value of the nonzero mean complex Gaussian process (1), i.e., (t) = j (t)j : (5) In this case, the received envelope (t) follows the following probability density function (PDF) where Q( ; ) is the Marcum Q function.
Of further interest are especially the LCR and ADF of Rice processes (t), which will be denoted here by N (r) and T (r), respectively. The LCR N (r) is de ned as the expected number of crossings in a given time interval of one second at which the envelope (t) crosses a speci ed level r in the positive (or negative) going direction. Rice given by (4), the quantity may be written as = 2( 0 f max ) 2 : (9) The ADF T (r) is the mean value for the length of all time intervals over which the envelope (t) remains below a speci ed level r. In general, the ADF is de ned by 8] T (r) = P (r) N (r) : (10) Note that for a Ricean distributed envelope the ADF can immediately be computed by using the results (7) and (8) .
III. Description Of Simulation Model
An e cient simulator for the Rice fading channel is obtained by using the concept of Rice's sum of sinusoids 20], 21]. According to that principle, we replace the zero-mean Gaussian processes 1 (t) and 2 (t) of the analytical model bỹ i (t) = N i X n=1 c i;n cos(2 f i;n t + i;n ) ; i = 1; 2 (11) where N i denotes the number of sinusoids, which determines the complexity, and, thus, the run time of the resulting channel simulator. The gains c i;n , frequencies f i;n , and phases i;n are simulation model parameters, which have to be determined such that~ i (t) and i (t) have similar statistics. (11), and thus Jakes' method is closely related to Rices' sum of sinusoids.
By analogy with (1), we can write in the present casẽ (t) =~ (t) + m (12) where~ (t) =~ 1 (t) + j~ 2 (t). Finally, the received envelope (t) of the analytical model see (5)] can be modelled according to~ (t) = j~ (t)j :
The overdot denotes time derivative Fig. 1 shows the resulting structure of the simulation model in its time-continuous representation, and a typical output signal is presented in Fig. 2 . It is important to note that after calculating the quantities c i;n , f i;n , and i;n with one of the above mentioned methods, all parameters are kept constant during simulation. Consequently,~ i (t) -as introduced by (11) -is a deterministic function or a pseudo-random process. It has been shown in 24] that the statistics of~ i (t) and i (t) is very similar, provided that the simulation model parameters (c i;n , f i;n , i;n ) are properly designed and N i is su ciently large, say N i 7. In general, the ACF and CCF of~ 1 (t) and~ 2 (t) are given by ; if f 1;n 6 = f 2;m (15) respectively, where N is the minimum of N 1 and N 2 , i.e., N = minfN 1 ; N 2 g:
Moreover, if N i is in nite, then the deterministic function~ i (t) can be interpreted as a sample function of the stochastic Gaussian process i (t). Therefore, the function~ i (t) is called deterministic Gaussian process, and, consequently,~ (t) represents a deterministic Rice process. The rst order statistical properties of such deterministic processes have been analysed elsewhere, e.g., 24] . In this paper, we study the LCR and ADF of deterministic Rice processes. The LCR and ADF are often regarded as second order statistics 26], 27]. 
wherep _ (z; _ z) is the joint probability density function (JPDF) of~ (t) and its time derivative _ (t) at the same time. An expression forp _ (z; _ z) may be obtained from the JPDF of the deterministic processes~ 1 (t) =~ 1 (t) + m 1 ,~ 2 (t) =~ 2 (t) + m 2 , _ 1 (t) = _ 1 (t), and _ 2 (t) = _ 2 (t) (m 1 = cos , m 2 = sin ). Therefore, we rst derive that JPDF, which will be denoted bỹ p 1 2 _ 1 _ 2 (x 1 ; x 2 ; _ x 1 ; _ x 2 ). When we pick up~ i (t) at uniformly distributed values of t, then (11) may be described by the 
and the density of~ i (t) =~ i (t) + m i is given byp i (x i ) =p i (x i ? m i ). Let us substitute in (11) the quantities c i;n and i;n by 2 f i;n c i;n and i;n + =2, respectively, then an expression for _ i (t) is obtained. Performing the same substitution in (17) allows us to write the PDF of _ i (t) according tõ
and from the relation
Let us impose on the model that the quantities f i;n are designed such that the sets ff 1;n g N 1 n=1 and ff 2;n g N 2 n=1 are disjunct, i.e., f 1;n 6 = f 2;m for all n = 1; 2; : : : ; N 1 and m = 1; 2; : : : ; N 2 , then it follows from (15) that not only the CCF of~ 1 (t) and~ 2 (t) vanishes but also the CCF of _ 1 (t) and _ 2 (t),
i.e.,r 1 2 ( ) = 0 andr _ 1 _ 2 ( ) = ? r 1 2 ( ) = 0. Nevertheless, there exists unavoidably a correlation between~ i (t) and its time derivative _ i (t), which may be described by the CCF
c 2 i;n f i;n sin(2 f i;n ); i = 1; 2:
For the computation of the LCR, we are interested in the behavior of~ i (t 1 ) and _ i (t 2 ) at time t = t 1 = t 2 , what corresponds to = t 2 ? t 1 = 0. Hence, it follows from (19) that~ i (t) and _ i (t) are uncorrelated at the same time t, i.e.,r i _ i ( ) = 0 for = 0. Consequently, the deterministic processes 1 (t),~ 2 (t), _ 1 (t), and _ 2 (t) are in pairs uncorrelated at the same time t. We know that if two or more random variables are uncorrelated they are not necessarily independent. However, for Gaussian distributed random variables uncorrelatedness is equivalent to independence 7] . In the present case, p i (x i ) andp _ i ( _ x i ) see (17) and (18), respectively] are both close to the Gaussian distribution if N i 7. Therefore, we can assume that~ 1 (t),~ 2 (t), _ 1 (t), and _ 2 (t) are mutually statistically independent at the same time t, and we may writẽ 
The transformation of Cartesian coordinates (x 1 ; x 2 ) to polar coordinates (z; ) by using z = q x 2 1 + x 2 2 and = arctan(x 2 =x 1 ) gives us the JPDF of the envelope~ (t) and phase#(t) of (12) (24) wherep i ( ) andp _ i ( ) are given by (17) and (18), respectively. Note that the evaluation of (24) requires the numerical solution of seven interlocked integrals. This is even by using powerful workstations a very time-consuming task. Fortunately, considerable simpli cations can be made analytically. In Subsection A of the Appendix it is shown that the expression (24) 
The preceding equation shows that the LCRÑ (r) of deterministic Rice processes~ (t) is depending on the number of sinusoids N i as well as on the quantities c i;n and f i;n . For a given number of sinusoids N i , the di erence between the LCR of the simulation modelÑ (r) and that of the corresponding analytical model N (r) is therefore completely determined by the applied parameter computation method. Hence, the di erence betweenÑ (r) and N (r) de nes a measure for the performance of the designed deterministic simulation model. Results forÑ (r) { obtained by solving (25) numerically { are presented by applying various parameter computation methods in Section VI.
Equation (25) 
and p (r) denotes the Rice density as introduced by (6) . By comparing (27) with (8), we realize that an approximation forÑ (r) can be obtained from N (r) by substituting in the latter the quantitỹ for . Obviously,Ñ (r) is close to N (r) if the quantity~ is close to . A good (excellent) design method for the parameters c i;n and f i;n has therefore to guarantee that we may write~ i (~ i = ). It can also be shown (Appendix B) that if the ACF of the simulation model satis es the following two conditions: (30) Equation (29a) imposes on the simulation model the so-called power constraint. In this case the mean power of the deterministic process~ i (t) is equal to the variance of the stochastic process i (t). On the analogy of the power constraint (29a), the relation (29b) is called henceforth curvature constraint. Note that (29b) takes into account the in uence of the maximum Doppler frequency see (9) ], while (29a) does not. It should also be mentioned that (29a) is a necessary condition for (30) , while (29b) is su cient.
B. Derivation of ADF
On the analogy of (10), the ADF of deterministic Rice processes~ (t) is
whereÑ (r) is given by (25) 
Putting (17) in (33) (37) It is important to notice that the above expression depends on the number of sinusoids N i as well as on the quantities c i;n , whereas the parameters f i;n and i;n have no in uence. Equation (37) allows to study the CDF of deterministic Rice processes analytically. In general,P (r) is extremely close to P (r) if N i is not to small, say N i 7: Examples forP (r) are presented in Section VI, where (37) will be evaluated by numerical integration techniques. Clearly, if no LOS path is present, i.e., = 0, then (35) and (37) reduce to the PDF and CDF of deterministic Rayleigh processes, respectively.
Finally, using the results (25) and (37) in (31), an analytical expression for the ADFT (r) of deterministic Rice processes may be obtained.
In Section VI, we show how to use the above analysis to determine the performance of commonly used parameter computation methods, which will rst be described in the following section.
V. COMPUTATION METHODS FOR THE MODEL PARAMETERS
We performed several simulations, applying three di erent computation methods for the primary model parameters c i;n and f i;n . The phases i;n are constant quantities obtained from realizations of a random generator with uniform distribution over the interval (0; 2 ].
Using N i 7 and applying any of the following methods, the period of the deterministic Gaussian process~ i (t) can be made extremely large simply by increasing the word length of the frequencies f i;n 24]. The period T i of~ i (t) is determined by the reciprocal of the greatest common divisor (gcd) of the set of frequencies ff i;n g, i.e., T i = 1=gcdff i;1 ; f i;2 ; : : : ; f i;N i g. Let`denote the number of oating point digits of f i;n , then the gcd of ff i;n g is 10 ?`H z, and hence the period of~ i (t) is given by T i = 1=gcdff i;n g = 10`s. Thus, if` 7 and N i 7 the deterministic Gaussian process~ i (t) can be regarded as quasi-non-periodical.
A. Monte Carlo Method (MCM)
The MCM has been introduced in 22], and was developed further in 23]. We also recommend 29], which provides additional information about the statistical properties of this method. The gains c i;n have been designed in terms of ful lling the power constraint~ 2 0 = 2 0 . The frequencies f i;n are obtained from a transformation of an equally distributed random variable u n .
The formulas for the derivation of c i;n and f i;n are given by
; f i;n = f max sin 2 u n (38a,b)
respectively, where u n 2 (0; 1]. As a consequence of the fact that the frequencies f i;n are random variables, the quantity~ i see (28)] also is a random variable, which tends for an adequate number N i to a Gaussian distribution with mean Ef~ i g = and variance V arf~ i g = 2 = (2N i ) 29] .
B. Method of Equal Areas (MEA)
The evaluation of the MEA has been published in 25]. The gains c i;n are identical with those of the MCM and hence have got the same properties concerning the power constraint, as mentioned above. The frequencies f i;n can be found by partitioning the Doppler power spectral density of~ i (t) into N i sections of equal power and using the upper frequency limits, related to these areas. The gains c i;n and frequencies f i;n are computed by c i;n = 0 q 2 N i ; f i;n = f max sin n 2N i (39a,b) respectively. An evaluation of (28) by using (39a) and (39b) results in~ i = (1 + 1=N i ) 24].
C. Method of Exact Doppler Spread (MEDS)
The MEDS is documented in 24]. For the computation of the gains c i;n , the same is valid as it was described for the two previous methods. The frequencies f i;n are determined in such a way that the Doppler spread of the simulation model is exactly equal to the Doppler spread of the reference model for any number of sinusoids N i . The formulas for c i;n and f i;n by applying the MEDS are given by respectively. The MEDS designes the parameters c i;n and f i;n such that the power constraint (29a) and the curvature constraint (29b) are ful lled, i.e.,~ 2 0 = 2 0 and~ i = .
VI. COMPARISON BETWEEN ANALYTICAL AND SIMULATION RESULTS
The evaluation of (37), (25) , and (31) in comparison with the corresponding simulation results and those of the reference model will be the topic of the following examinations. Throughout the following discussions the deterministic Gaussian processes~ 1 (t) and~ 2 (t) have been realized by using N 1 = 7 and N 2 = 8 sinusoids, respectively, and the maximum Doppler frequency was f max = 91 Hz.
A. Evaluation of CDF From (37) it can be seen that the CDFP (r) of the simulation model is a function of the gains c i;n and the number of sinusoids N i . Fig. 3 shows that the analytical results as well as the simulation results are very close to the CDF of the reference model for all used methods. This is not surprising, because the MCM, MEA, and MEDS use the same procedure concerning the gains c i;n , which is, as mentioned above, optimal with respect to the approximation of the Gaussian density keeping the power constraint. The concept of Rice's sum of sinusoids enables an e cient design of deterministic simulation models for Rice fading channels. The analysis of the (higher order) statistics of such types of simulation models was the topic of the present paper. Especially for the PDF, CDF, LCR, and ADF exact and general analytical expressions have been derived.
A basic advantage of analytical expressions is that they enable the derivation of necessary and su cient conditions, which ensure that the output signal of the simulation model tends to a sample function of the stochastic model process if the number of sinusoids tends to in nity. For example, it has been shown that the envelope PDF of the simulation model converges with increasing N i to the Rice density provided that the model parameters satisfy the power constraint. Whereas the LCR and ADF of the simulation model only converges with increasing N i to the corresponding quantities of the analytical model if the model parameters are designed such that they satisfy both: the power constraint and the curvature constraint. A further advantage of analytical expressions is that they provide us with a powerful tool when discussing and comparing the performance of di erent parameter computation methods. According to the LCR and ADF it has been shown that the MEDS is superior to the MEA and MCM. Additionally, analytical expressions make the often time consuming and inaccurate estimation of the statistics from simulated channel output sequences super uous. respectively. Putting (50a), (50b), (53a), and (53b) into (25) 
Finally, using (29a) and (29b) in (56) gives (30) . 
Imposing on the simulation model the power constraint, i.e.,~ 2 0 = 2 0 see (29a)], and then comparing the right side of (60) with the Rice density (6) gives nally the desired result p (z) = p (z); if N i ! 1 : (61) 
