We analyze the limitations imposed by sample absorption on the determination of the nonlinear refractive index by the Z-scan technique. By using a nanostructured thin film consisting of Cu nanocrystals embedded in a dielectric Al 2 O 3 matrix as an example, we show that thermo-optical effects appearing when linear absorption is significant can be strongly misleading in the interpretation of the results of a Z scan. Even though this effect is not new, the widespread use of the Z-scan technique during the past several years makes it necessary to analyze explicitly the conditions under which the technique can be reliably applied and when more sophisticated techniques should be used instead. We discuss the contributions to the signal under different experimental conditions, several diagnostic techniques to discriminate true nonlinear effects from thermally induced phenomena, and different methods to reduce the thermal contribution.
INTRODUCTION
The characterization of the nonlinear optical properties of materials is of utmost interest in several fields of physics, both from the fundamental and the applied points of view. In particular, great effort has been devoted to the determination of the third-order nonlinear optical susceptibility, (3) , responsible for phenomena such as thirdharmonic generation or optical phase conjugation. A wide range of techniques have been used to measure (3) : Z scan, 1 degenerate four-wave mixing 2, 3 (DFWM), nearly degenerate three-and four-wave mixing, 4 nonlinear interferometry, 5 ellipse rotation, 6 optical third-harmonic generation, 7 beam-distortion measurements, 8 and photoacoustics experiments. 9 The Z-scan method provides a sensitive and straightforward method for the determination of the sign and the values of the real and the imaginary parts of (3) , respectively, proportional to the nonlinear refractive index and the nonlinear absorption coefficient. The simplicity of both the experimental setup and the data analysis has allowed the Z-scan method to become widely used by many research groups. Extensions of the basic technique to allow the use of non-Gaussian-beam profiles, 10 ,11 thick samples, [12] [13] [14] or saturable Kerr media 15 have been proposed, and certain improvements in sensitivity have been achieved by measuring the total beam-profile distortion 12, 16, 17 or through the so-called eclipsing Z-scan method. 18, 19 The other widely used technique, degenerate four-wave mixing (DFWM), involves a far more complex experimental apparatus but provides several advantages. The fact that the setup includes temporal and spatial overlapping of three separate beams permits increased flexibility, such as the possibility of measuring different tensor components of (3) , a straightforward study of temporal behavior, and less strict conditions on the beam profile and the surface roughness.
When the Z scan was originally devised, it was used to characterize the nonlinear susceptibility of transparent bulk materials. Nevertheless, its use has now been extended to the study of a wide variety of samples. In particular, it is often used to study absorbing media. Among the latter, its use for the assessment of materials consisting of semiconductor or metal crystallites of nanometer size embedded in dielectric matrices has been very common. These composites are currently the object of intensive research, their most direct application being related to their high third-order nonlinear susceptibility, (3) (Ϫ; , , Ϫ), which makes them promising candidates for the development of all-optical switching devices. 20, 21 In the case of metal nanocomposites, several systems have been investigated, including Au, [22] [23] [24] Ag, 20 Cu, 25, 26 Sn, 27 or Ni 26 crystallites embedded in dielectric glasses, mostly SiO 2 and Al 2 O 3 . Yet, the feature that makes these materials exhibit large (3) values, that is, the surface-plasmon resonance, also makes them efficient absorbers of radiation in the wavelength region of interest.
The aim of this paper is to show the limitations of the Z-scan method for the determination of the nonlinear refractive index of absorbing media. The limitations are essentially caused by the presence of thermo-optical effects that can mask the true nonlinear response of the material. Even though this problem has been documented before, the widespread use of the Z scan often leads to results obtained from naively interpreted Z-scan experiments that provide values for the nonlinear refractive index and the third-order nonlinear susceptibility, which are simply not trustworthy. We use a metal nanocomposite film (Cu:Al 2 O 3 ) and we refer to the basic configuration of the Z scan 28 in order to illustrate the difficulties that can arise. The results presented here provide indications on how to perform the diagnosis of the origin (thermo-optical, nonlinear, or a combination of both) of the results obtained in a Z-scan experiment and a survey of procedures that can either help to discriminate between these two effects or to enhance the contribution of one with respect to the other.
EXPERIMENT
The samples used throughout the experiments described here are composite thin-film materials formed by Cu nanocrystals embedded in a dielectric amorphous Al 2 O 3 matrix. The samples were synthesized with the alternate pulsed-laser deposition technique. 29 The films consist of ten layers of Cu nanocrystals embedded in amorphous Al 2 O 3 with a total sample thickness of ϳ110 nm. The Cu content of the films was determined by Rutherford backscattering spectrometry (RBS) with a 2.0-MeV 4 He ϩ beam. The experimental spectra were simulated by use of the RUMP code. 30 Their structure was characterized by high-resolution electron microscopy 31 and the small-angle x-ray scattering technique under grazing incidence (GISAXS). 32, 33 One sample was grown on a 1-mm-thick glass substrate with a Cu content of 12 ϫ 10 16 at/cm 2 and presenting oblate nanocrystals with an in-plane average diameter of 6 Ϯ 1 nm. Then, a series of similar samples was deposited on three different substrate materials (1-mm-thick glass, 1-mm-thick fused silica, and 2-mm-thick sapphire) with relative thermal conductivities of 1:1.05:30, respectively. The Cu content of these later samples was slightly smaller (9.5 ϫ 10 16 at/cm 2 ) than that of the first one, with a correspondingly smaller average diameter for the Cu nanocrystals (5 Ϯ 1 nm). Further details on the growth procedure and the characterization of the films can be found elsewhere. 25, 32 The nonlinear response of the material was characterized by means of the DFWM and Z-scan techniques. The laser beam used in both cases was the output of a cavitydumped, synchronously pumped mode-locked dye laser tuned at 585 nm, which produced 12-ps pulses at a variable repetition rate from 80 kHz to 40 MHz. Figure 1 shows the experimental setup for the DFWM measurements, which were performed in the forward folded-box scheme. 2 The laser beam was split in three branches, allowing separate control of delay and polarization. The beams were then focused with an achromatic 80-mm focal-length lens and overlapped in the focal region of the lens with a waist of 30-m diameter. The maximum peak power 34 attainable was ϳ1 kW, which, at focus, leads to a typical peak intensity of ϳ100 MW/cm 2 . In the overlap region, a fourth wave generates through the nonlinear interaction. This conjugated beam was detected and recorded with standard phase lock-in techniques. Choosing the appropriate combination of polarizations, each of the tensor components of ijkl (3) can be measured. For the aim of this paper, we refer only to the configuration in which all the beams have parallel polarization, since that is the one that provides iiii (3) , the component to be directly compared with the (3) values determined through Z-scan measurements.
The Z-scan setup is shown in Fig. 2 . It basically follows the configuration first reported in Ref. 28 . The sample, located on a translation stage, is moved along the propagation path of the pulsed linearly polarized laser beam, which is focused by means of a lens, and the optical transmission is monitored by two different photodiodes. In our particular case, the laser beam was focused with a 150-mm focal-length lens to a beam waist of 30 m and with a Rayleigh range of 1 mm. The maximum peak power density attainable at the focus of the lens under these conditions was similar to the one used for the degenerate four-wave mixing experiment, except at 40 MHz, for which it was one order of magnitude smaller. An additional set of experiments was performed with a shorter focal-length lens ( f ϭ 75 mm) in order to attain peak power densities around four times higher. As a consequence of the different power densities experienced by the sample at different distances from the focus of the lens, the total transmission of the sample and the beam divergence after the lens are modified, giving rise to changes in the transmission of the sample as it moves. These changes are monitored by the so-called near-field and far- NL, nonlinear (sample). field detectors, respectively, and a third detector is used to monitor the possible fluctuations of the beam intensity before reaching the sample. The far-field detector, partially masked with a circular aperture of 0.1-cm diameter, was located 45 cm away from the focus of the lens, thus allowing only the central part of the beam to be measured. The near-field detector, not masked, measured the transmission of the sample by collecting a fraction of the total transmitted beam after going through the sample. This detector was therefore sensitive only to absorptive nonlinearities. For the detectors, the signal evolution during the scanning of the sample was recorded with standard lock-in amplification techniques. Typical results for the far-field and near-field scans are also shown in Fig. 2. Figure 3 shows the intensity of the conjugated beam as a function of the total intensity of the pump pulses 34 measured in the Cu:Al 2 O 3 samples on glass with Cu contents of 12 ϫ 10 16 and 9.5 ϫ 10 16 at/cm 2 . The dotted curve is a fit of the experimental data to a cubic dependence, as expected for a Kerr-type third-order nonlinearity. The good agreement between the fit and the experimental data allows one to discard the presence of saturation effects in the power-densities interval analyzed. It was checked that the conjugated signal from a bare substrate (glass, fused silica, sapphire) was in all cases below the detection threshold limit. The linear absorption spectrum of the sample with the highest Cu content is shown in the inset of Fig. 3 . It shows an absorption band at ϳ620 nm due to the surface-plasmon resonance of the Cu nanocrystals in Al 2 O 3 . 25 Under the assumption of low conversion efficiency, (3) can be readily obtained from the cubic fit shown in Fig. 3 , provided the temporal and spatial characteristics of the pulses are known. The determination of (3) is, however, subject to smaller errors when calculated by comparison with the results obtained from a reference material. If the reference sample is nonabsorbing, one can relate the third-order nonlinear susceptibility of the sample with that of the reference through the expression
RESULTS

A. DFWM Measurements
where the S subscript refers to the sample and the ref subscript to the reference. In this formula n is the linear refractive index, L is the interaction length, and b is a parameter related to the intensity of the conjugated wave through I C ϭ b ϫ I pump 3 , I C and I pump being the intensities of the conjugated and pump beams, respectively. Finally, ␣ is the absorption coefficient of the sample. The sensitivity of our experimental DFWM setup is given by the minimum signal that can be discriminated from background scatter and that corresponds to a conjugation efficiency of ϭ 5 ϫ 10 Ϫ8 . For thick samples (thickness bigger than the interaction length of the three incoming beams, 0.3 mm), our limit in the determination of iiii (3) is 5ϫ10
Ϫ14 esu. As is common practice, we have chosen CS 2 as the ref- Figure 3 also includes the evolution of the conjugated signal from a 5-mm-thick CS 2 cell measured under the same conditions used for the Cu:Al 2 O 3 samples from which the b parameter for each sample is determined. Following this analysis, we obtain values for the nonlinear susceptibility of the Cu:Al 2 O 3 samples of iiii (3) ϭ (8 Ϯ 4) ϫ 10 Ϫ8 esu and iiii (3) ϭ (3 Ϯ 1) ϫ 10 Ϫ8 esu, respectively, for the sample with the highest Cu content and for the series of samples on different substrates having lower Cu content. These values are among the highest ones ever reported, to our knowledge, for this type of specimen. 25, 26, 35 Additionally, we have checked that the buildup time of the conjugated signal was in all the cases shorter than the laser pulse duration, whereas the decay time was of the order of a few picoseconds, 24 as we observed by delaying the arrival of one of the beams. Therefore the conjugated signal can be attributed to a true electronic nonlinear effect in the nanocomposite samples.
B. Z-Scan Measurements
The nonlinear refractive index and absorption coefficient of the Cu:Al 2 O 3 films on glass substrates were measured by the Z-scan technique, performing several series of experiments in which different pulse peak powers and repetition rates were used. During the course of these experiments, it was clear that nonlinear absorption effects in the samples were negligible in all cases for the power densities used, as the transmission changes in the nearfield scans were Ͻ2%. From this limit, it is possible to estimate that the value for the nonlinear absorption coefficient ␤ is smaller than 5 ϫ 10 5 cm/W, which leads to an imaginary part of the nonlinear susceptibility Im (3) Ͻ 10 Ϫ8 esu. These values agree well with earlier results reported in Cu nanocomposites 29, 36 in the vicinity of the surface-plasmon resonance. The far-field scans corresponding to the sample with the higher Cu content are shown in Fig. 4 . They were obtained for power densities of 0.05-1 kW and repetition rates in the 0.4-4-MHz range. The results for the lowest repetition rate used, 80 kHz, with a total transmission change in the far field close to the detection limit are not shown in this graph for the sake of clarity.
The analysis of the results of the Z-scan experiments was performed within the frame of the model developed by Sheik-Bahae et al. 1 The method consists of a decomposition of the complex electric field at the exit plane of the sample into a summation of Gaussian beams. 37 For third-order nonlinearities, the real part of the refractive index can be written as
where I is the intensity (in watts per centimeter squared) of the laser pulse. As a consequence of the Gaussian-beam profile of the laser beam used, the sample behaves as a nonlinear lens that modifies the intensity distribution in the far field. Provided a number of assumptions-Gaussian beam, thin sample (l Ӷ z 0 , where l is the thickness of the sample and z 0 is the Rayleigh range), instantaneous nonlinearity, negligible nonlinear absorption effects (Im (3) Ӷ Re (3) ), small phase change, and far-field condition (d ӷ z 0 , where d is the position of the far-field detector)-are satisfied for a z position, the relative on-axis transmittance of the sample measured (at the small aperture of the farfield detector) is given by
where ⌬⌽ 0 is the phase change, given by
where I 0 is the peak intensity, is the wavelength of the radiation, and L eff is the effective length, given by L eff ϭ ͓1 Ϫ exp(Ϫ␣L)͔/␣, where ␣ is the absorption coefficient.
The peak-to-valley transmittance change (vertical distance between maximum and minimum in each of the scans of Fig. 4 ) and the peak-to-valley separation in z (horizontal distance between maximum and minimum) are then given by
Expressions (4) and (5) provide a straightforward method to determine the nonlinear index of refraction from the measurement of the on-axis far-field transmittance change, once the characteristic parameters of the sample and the laser pulses are known. The real part of the third-order nonlinear optical susceptibility, (3) , can then be readily calculated as
Applying this analysis to the results presented in Fig. 4 and depending on the repetition rate and pulse peak power used, values of (3) of 10 Ϫ7 -10 Ϫ5 esu are obtained, which are clearly inconsistent with the one obtained by DFWM (8 Ϯ 4 ϫ 10 Ϫ8 esu). Furthermore, these values follow a clear trend: the higher the repetition rate of the laser, the larger the apparent value of (3) . This is shown in Fig. 5 , where the peak-to-valley transmittance change (⌬T p-v ) is plotted as a function of the laser mean power. It can be seen that it depends linearly on the mean power regardless of the peak power. In particular for the lower repetition rates (kilohertz range), a constant peak power is used, and thus it is deduced that ⌬T p-v increases linearly as a function of the laser repetition rate. This is in contrast with the prediction of Sheik-Bahae's model [Eq. (5)], from which one can expect a constant value of ⌬T p-v for an electronic nonlinear effect and a fixed peak power. The deviation manifests itself even clearer for the higher repetition rates because ⌬T p-v becomes larger, even though the peak power is significantly lower.
In order to make a clearer comparison between the results derived from both techniques, we performed a simulation of the far-field scan expected from a sample with the value of (3) determined by DFWM. The result is plotted in Fig. 4 as a dashed curve. It can be seen that the peak-to-valley transmittance change corresponding to the simulated scan is below the resolution of the experiment (⌬T p-v Ϸ 2%). This latter result may seem surprising considering that a value of (3) of 8 ϫ 10 Ϫ8 esu is considerably high for most nonlinear media and that actually much lower values for (3) have been reported with the Z-scan method. 1, 38 It has to be considered, though, that the key parameter that establishes the detection threshold is the product I 0 ϫ L eff ϫ (3) . In our case, the factor defining this threshold is the small effective length of the sample. Moreover, it is important to note that no advantages would be obtained with thicker samples. The reason is that in Eq. (2), L eff ϭ ͓1 Ϫ exp(Ϫ␣L)͔/␣, L eff increases with the thickness of the sample until 1 Ϫ exp(Ϫ␣L) Ϸ 1, and above this limit there is no further dependence on the sample thickness. This is intuitively equivalent to the idea that, in absorbing materials, the major contribution to the nonlinear lens arises from the region of the sample close to the surface where the intensity has not dropped enough to suppress the nonlinear effect. The rest of the thickness results only in a stronger absorption.
To further analyze the role of thermal effects, the Z-scan experiments were repeated in a series of similar samples grown on different substrate materials (glass, fused silica, and sapphire) in order to cover a wide range of thermal conductivities. The Z-scan experiments were performed under a higher-intensity regime, by use of a shorter focal-length lens (75 mm). The corresponding results are shown in Fig. 6 for a repetition rate of 4 MHz and a peak power of 1 kW. The samples grown on fused silica and glass show a similar behavior, whereas that grown on sapphire, with a thermal conductivity 30 times larger than that of the other substrates, presents a drastic change. In this latter case, the total transmittance change is below the detection threshold.
DISCUSSION
A. Thermal-Lens Effect
The dependences observed in Fig. 5 , in which ⌬T p-v scales linearly with the mean power of the laser, as well as in Fig. 6 , in which ⌬T p-v is below the detection limit for the film on the substrate with the highest thermal conductivity, clearly suggest that thermal-induced effects play a dominant role in the results of the Z-scan experiments. In the presence of non-negligible linear absorption, the sample temperature will increase leading to the formation of a ''thermal lens'' when the refractive index of the sample is temperature dependent (dn/dT 0). This thermal lens can contribute to the signal of the far-field detector along with the true nonlinear response of the sample.
According to Eq. (4), we see that, when the mechanism responsible for the buildup of a lens in the material is a pure electronic nonlinearity, the phase shift, and similarly the peak-to-valley transmittance change, ⌬T p-v , scales linearly with the peak power of the pulses. The thermal-lens effect depends on the total amount of heat transferred to the sample and should scale roughly linearly with the mean power. 39, 40 Furthermore, the behavior plotted in Fig. 5 , where the intercept of the linear fit with the y axis is compatible with zero, is the evidence for a purely thermo-optical effect, with a contribution from a nonlinear term below the resolution limit. The thermal nature of the Z-scan far-field signal is also supported by the results shown in Fig. 6 for composite films grown on three substrates having different thermal conductivities. The dependence of the observed signal on the thermal properties of the substrate cannot be explained by an electronic nonlinearity, but it is directly related to a thermallens effect. This thermal lens contributes to modifying the divergence of the beam in a Z-scan experiment and thus produces a signal that is superimposed on the nonlinear one. There are two situations for which this thermal effect can be of importance. The first is when long pulses (Ͼ200 ps) are used, because each of them can at the same time induce and see the thermal lens. When shorter pulses are used, this situation does not hold, since the electron-phonon coupling to the matrix is estimated to have a characteristic time of 50-200 ps. 41 Instead, a cumulative effect can happen when high repetition rates (Ͼ10 kHz) are used.
More precisely, the cumulative thermal effect occurs whenever the spacing between pulses is shorter than the characteristic thermal-diffusion time, t c ϭ w 2 /4D, where w is the laser spot size and D (cm 2 s
Ϫ1
) is the thermaldiffusion coefficient of the sample material. Since D is expected to be in the range of 1 ϫ 10 Ϫ3 to 6 ϫ 10 Ϫ3 cm 2 s Ϫ1 , 39, 42 and typical beam waists in these ex- periments are 10-50 m, t c should be greater than 40 s; thus the above condition is met whenever the laser repetition rate is higher than a few tens of kilohertz. In this regime, the sample does not return to the equilibrium temperature in the time interval between consecutive pulses, and a stationary state is reached once the heat absorbed in the illuminated region of the sample equals the heat diffused in all directions. A quasi-permanent spatial temperature distribution is then created, which manifests itself as a lens, for a refractive index dependent on temperature. Along the Z-direction, this lens produces a far-field scan where the prefocal and the postfocal transmittance changes have opposite signs. In our case, the shape of the Z scans observed is consistent with the formation of a positive lens, that is, dn/dT Ͼ 0. It is important to note that this effect is a purely linear one, although its effect is so similar to what is expected for a third-order nonlinear susceptibility that it is not uncommon to find texts in the literature where the thermal-lens effect is simply ignored. 43, 44 In some other cases, even though the thermal origin of the beam distortion is recognized, it is described as a 'thermal nonlinearity,' and the authors give ''thermal'' (3) values that are meaningless. [45] [46] [47] The thermal-lens effect will play a significant role in all materials having a significant absorption in the spectral region of the laser radiation. Additionally, it has also been reported that it may occur through multiphoton absorption 48 in transparent materials. In contrast, in the case of DFWM, even when the sample gets heated under irradiation, this does not contribute to the intensity of the conjugated beam. In our experiment, this has been verified by measuring the temporal response of the conjugated signal in the case of the Cu:Al 2 O 3 film. In this way, it is possible to ensure that the observed conjugated signal is not caused by a longliving refractive-index inhomogeneity formed in the sample through heating.
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B. Diagnosis and Alternatives
From the preceding paragraphs it is clear that, in those cases in which the repetition rate of the laser can be easily changed, one should plot ⌬T p-v as a function of the mean power, as done in Fig. 5 , in order to determine the true origin (thermal or nonlinear) of the far-field signal. If the same peak intensity is used, no change in the Z scan should be observed if the mechanism is purely nonlinear, whereas the thermal cumulative effect will yield Z scans with ⌬T p-v scaling linearly on the repetition rate, as was seen in our example. In fact, for any given system and sufficiently short pulses, one should find a repetition rate that is low enough that thermal-lens effects are negligible, allowing a direct measurement of Re (3) by means of Z scan, 49 and provided that the value of ⌬T p-v for the nonlinear behavior is above the experimental discrimination threshold.
Another possibility that was explored in this paper and that can be applied in the case of thin films relates to the change of the substrate material. As we have seen, the characteristic thermal-diffusion time, t c , is a critical parameter that determines the magnitude of the thermal effect. A means to reduce t c , and therefore, to increase the highest allowed repetition rate for which the thermal effect is small, is to increase the thermal-diffusion coefficient D that is related to the thermal conductivity K through D ϭ K/C, where is the density and C, the specific heat. In our case, the 30-fold increase of the thermal conductivity in the sapphire substrate has suppressed the thermal contribution. This approach can thus be used to measure the electronic nonlinearity whenever this effect produces a signal that is above the experimental discrimination threshold. The reason why there is no measurable peak-to-valley transmittance change in the film on sapphire, when the shorter focal-length lens was used, is the smaller value of the nonlinear refractive index of the sample due to its smaller Cu content. In this respect, it is worth noting that the expected contributions from the nanocomposite films with lower Cu content and the sapphire substrate to the Z-scan signal (⌬T p-v ϳ 2% and 0.01%, respectively) are either at the limit of or well below the experimental resolution.
Recently, a smart, novel technique has been proposed to distinguish thermal from nonlinear lensing in Z-scan experiments when either cw or high-repetition-rate lasers are used. 48 The method is based on the use of a mechanical chopper to induce an irradiation rise time of ϳ15 s and recording of the on-axis far-field intensity with time resolution. For the first ϳ100 s after the onset of illumination, the Z-scan far-field signal is dominated by the electronic nonlinear effect, owing to the relatively slow buildup time of the thermal lens. For later times, the thermal effect sets the features of the Z-scan trace. This method should, however, be applied with care, since the buildup time of the observation window depends on the thermal properties and absorption of the sample, and thus the time scales necessary to obtain reliable data can be, in many cases, much shorter.
Since the possibility of changing the laser repetition rate, recording time-resolved Z-scan data, or changing the thermal conductivity of the substrate are not always readily available, some attempts have been made to separate the thermal from the electronic contributions in the data-analysis stage. 36, 45, 50 The idea underlying Yang's approach 49, 50 is that the behavior of the electronic lens as a function of z differs from that of the thermal one, and hence it is possible, in principle, to extract the contribution from each effect by a careful analysis of the Z-scan trace. However, several difficulties are not solved in this simplified model, and it does not allow a reliable quantitative separation of thermal and electronic effects, as we have checked with the results presented here, even if the qualitative trends of both are established. 29 A reliable thermal-lens model to be used in Z-scan data analysis would need to take into account an aberrant thermal-lens theory, 39, 40 the dynamics of the cooling of the material between pulses (both included recently by Falconieri, 42 ) and the two-dimensional aspect of the heat conduction for thin absorbing samples.
CONCLUSIONS
It has been shown that the measurement of the thirdorder nonlinear optical susceptibility of absorbing samples by the Z-scan method can be hindered by thermooptical effects arising from cumulative heating, even when short pulses are used. Two experimental methods are proposed to overcome this problem. The first one, which has been proposed earlier in the literature and is not always valid, is to reduce the laser repetition rate. The second method, appropriate for thin films, is the use of substrates with higher thermal conductivity.
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