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A B S T R A C T
Causal discovery algorithms based on probabilistic graphical models have recently emerged in geoscience
applications for the identiﬁcation and visualization of dynamical processes. The key idea is to learn the structure
of a graphical model from observed spatio-temporal data, thus ﬁnding pathways of interactions in the observed
physical system. Studying those pathways allows geoscientists to learn subtle details about the underlying
dynamical mechanisms governing our planet. Initial studies using this approach on real-world atmospheric data
have shown great potential for scientiﬁc discovery. However, in these initial studies no ground truth was
available, so that the resulting graphs have been evaluated only by whether a domain expert thinks they seemed
physically plausible. The lack of ground truth is a typical problem when using causal discovery in the
geosciences. Furthermore, while most of the connections found by this method match domain knowledge, we
encountered one type of connection for which no explanation was found. To address both of these issues we
developed a simulation framework that generates synthetic data of typical atmospheric processes (advection and
diﬀusion). Applying the causal discovery algorithm to the synthetic data allowed us (1) to develop a better
understanding of how these physical processes appear in the resulting connectivity graphs, and thus how to
better interpret such connectivity graphs when obtained from real-world data; (2) to solve the mystery of the
previously unexplained connections.
1. Introduction
Recent research has shown great potential for causal discovery
algorithms to track information ﬂow from observed data for geoscience
applications. The key idea for tracking information ﬂow in geoscience is
to interpret large-scale dynamical processes as information ﬂow and to
identify the pathways of this information ﬂow by learning graphical
models from observational data. Since probabilistic graphical models
are based on information-theoretical measures, they provide an ideal
tool to track such information ﬂow. We have obtained very promising
results by applying constraint-based structure learning of probabilistic
graphical models to real-world atmospheric data. For example, we
compared information ﬂow in two case studies, (1) boreal winter vs.
summer (Ebert-Uphoﬀ and Deng, 2012) and (2) current climate vs.
projected climate in 100 years under global warming (Deng and Ebert-
Uphoﬀ, 2014), that provided new insights into the change of large-scale
dynamics for these cases. (Obviously, the latter comparison is based on
data generated by climate models, in addition to observed data).
One challenge of using causal discovery in climate science (and
many other geoscience applications) is that there is never any exact
ground truth available in climate data,1 i.e. the only way to evaluate the
results we obtained was to have the domain expert (second author of
this paper) visually inspect the resulting graphs of information ﬂow and
consider whether they seemed physically plausible given the current
knowledge in climate science about interactions in the atmosphere.
While this evaluation conﬁrmed the potential of this new methodology,
it leaves much to be desired. In particular, we did not have the tools to
evaluate the accuracy of the method or to know how exactly to
interpret the resulting networks. The lack of ground truth is a typical
problem when using causal discovery in the geosciences, simply
because the earth is too complex a system and not all connections
are known—which is precisely the reason why we want to apply causal
discovery in the ﬁrst place, but it is also a major challenge when
evaluating and interpreting the results, as illustrated in the following
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1.1. Unexplained concurrent edges in connectivity graphs
Causal discovery methods applied to observed data can never be
used to prove causal connections between observed variables—mainly
due to the potential existence of hidden common causes (aka latent
variables)—, but only to disprove causal connections. Building on this
fact, the causal discovery algorithm applied here is an elimination
procedure that ﬁrst assumes that any two variables can be in a cause–
eﬀect relationship, then disproves many of those relationships using
conditional independence tests applied to the observed data. An
important implication is that the results obtained by this approach
only indicate potential cause–eﬀect relationships. Thus, when applied
to geoscience applications, we must always perform an evaluation step
at the end of the analysis. Namely, a geoscience expert must check
every link (or group of links) in the ﬁnal graph. If there is a known
physical mechanism that explains the link, the link is accepted as a
causal interaction. Otherwise, it provides a new causal hypothesis to be
studied further.
When applying this evaluation step in our analysis of connections in
the atmosphere, we found that many edges were easily explained by
physical means, but we often encountered one type of edge that eluded
any physical interpretation, namely a spiderweb-like pattern of appar-
ently instantaneous (or high-speed) connections between neighboring
points (see Ebert-Uphoﬀ and Deng, 2012 for the ﬁrst documented
occurrence). Fig. 1 provides an example of this type of unexplained
edges. Fig. 1 shows interactions found in the atmosphere, based on
observed daily geopotential height data, using causal discovery. The
interactions shown in Figs. 1(b) and (c) are easily explained, as they
represent interactions in the atmosphere due to storm tracks. However,
the spiderweb-like pattern of connections in Fig. 1(a) indicates that
most neighboring grid points have an instantaneous (i.e. extremely
fast) interaction between them, which does not match physical
observation, as no such strong and consistent motion exists, especially
near the equator. Repeated simulations with similar data have shown
similar patterns of unexplained connections, while all non-instanta-
neous connections (such as the ones in Fig. 1(b,c)) found are physically
meaningful. Over the years we have increased the computational
eﬃciency of our algorithm, thus being able to increase grid resolution,
and found that with increasing resolution the number of these
unexplained connections increases further. The reason for their
existence—and any potential physical interpretation—remained a mys-
tery for the past three years that we wanted to resolve.
1.2. Using synthetic data
Lack of ground truth presented a similar challenge, until recently,
for a diﬀerent type of network learned from climate data, namely
complex networks. Complex networks, also known as climate net-
works, were ﬁrst proposed by Tsonis and Roebber (2004) and are a
much simpler concept, exclusively based on Pearson correlation.
Namely, any two nodes are connected if and only if the Pearson-
correlation of the corresponding data is above a chosen threshold.
(Note that the purpose of complex networks in geoscience applications
is to identify similarities between diﬀerent locations, while the purpose
of the causal discovery networks discussed here is to identify interac-
tion pathways between diﬀerent locations—a distinctly diﬀerent
purpose.) Complex networks have been applied to climate data for
over a decade (Tsonis and Roebber, 2004; Tsonis et al., 2006, 2008;
Yamasaki et al., 2008; Donges et al., 2009; Steinhaeuser et al., 2010),
and many insights have been drawn from them over the years, but they
had never actually been tested on simulation data until very recently.
Molkenthin et al. (2014) ﬁnally ﬁlled this gap by testing complex
networks on simulated data developed for that purpose and then
comparing the results to the known physics of the simulation data.
Here we seek to achieve the same goal for connectivity graphs
generated by causal discovery algorithms. For this purpose we devel-
oped a simulation framework, similar to the one by Molkenthin et al.
(2014), that models the two most important dynamical processes in the
atmosphere, diﬀusion and advection. These processes are also domi-
nant in many other geoscience applications, thus allowing us to
generate synthetic data sets for a great variety of diﬀerent conditions
and for which the exact dynamics are known. This allows us (1) to
develop a better understanding of how these physical processes appear
in the connectivity graphs generated by the causal discovery algorithm,
and thus to better interpret connectivity graphs obtained from real-
world data; (2) to resolve the mystery of the previously unexplained
spiderweb connections identiﬁed from atmospheric data.
We make all of the synthetic data sets discussed here (along with
results from our causal discovery approach) available to the community
as benchmarks to apply other types of causal discovery algorithms.2
1.3. Organization of this article
The remainder of this article is organized as follows. Section 2
brieﬂy describes the causal discovery algorithm used, sample applica-
tions, and the testbed used to generate synthetic data. Section 3
Fig. 1. Connectivity plots of interactions in atmosphere in Northern hemisphere based on observed geopotential height data (using PC stable, D=1 d, α = 0.1 and 800-point Fekete grid).
(a)–(c) show connections found for 0, 1 and 2 days, respectively, from potential cause to potential eﬀect.
2 See URL http://www.engr.colostate.edu/~iebert/DATA_SETS_CAUSAL_
DISCOVERY/
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presents three diﬀerent scenarios we devised for testing, and presents
and interprets the results obtained for them using causal discovery.
Section 4 summarizes the key lessons we learned from the experiments
about the interpretation of the causal discovery results. Section 5
presents conclusions.
2. Technical approach
2.1. Algorithm used for causal discovery
This work utilizes methods of constraint-based structure learning
for graphical models (Pearl, 1988; Spirtes et al., 1993; Neapolitan,
2003; Koller and Friedman, 2009). We use the PC stable algorithm
(Colombo and Maathuis, 2012, 2014), which is a modiﬁcation of the
classic PC algorithm (Spirtes and Glymour, 1991; Spirtes et al., 1993).
PC stable has some key advantages over the classic PC algorithm, such
as increased robustness of results (errors early in the algorithm cause
fewer follow-up errors), and it is more suitable for parallelization.
These methods produce graph structures, where the observed variables
form the nodes of the graph, and connections between nodes in the
graphs indicate potential cause–eﬀect relationships between those
variables. Namely, this approach yields independence graphs, and
the conditions under which one can interpret the graphs in a causal
way are discussed in great detail in literature (see for example Pearl,
1988; Spirtes et al., 1993; Neapolitan, 2003; Koller and Friedman,
2009).
We have found that the biggest challenge is to guarantee causal
suﬃciency of the nodes, i.e. to assure that if a pair of variables, X Y, ,
have a common cause, variable Z, then Z must also be included in the
graph. In practice in the geosciences it is very diﬃcult to satisfy this
condition, since some common causes may be unknown, hard to
observe or including them all would make the model too complex.
Our approach is to drop the requirement of causal suﬃciency, and to
instead interpret the results accordingly. Thus, as mentioned in Section
1.1, it is generally not possible to prove causal connections from
observed data for these applications, but one can nevertheless disprove
causal connections. In other words, we have tests only for necessary
conditions, but not for suﬃcient conditions, of cause–eﬀect relation-
ships. We use an elimination procedure based on the necessary
conditions, which ﬁrst assume that all variables are connected to each
other, then disproving most of those connections until typically only a
few potential cause–eﬀect relationships remain. Any of those remain-
ing relationships satisfy the necessary condition for cause–eﬀect
relationships only, and they can stand for an actual causal connection,
a hidden common cause, or both. Therefore a geoscience expert has to
perform an evaluation step at the end, as outlined in Section 1.1.
Scientiﬁc discovery: Often, when we use these methods to gain new
insights about interactions within a system, we ﬁnd that the majority of
connections present in the resulting graphs represent relationships well
known to domain experts, conﬁrming the correctness of the approach.
In addition we often ﬁnd a small number of unconﬁrmed (new) links.
These new links provide the basis for hypotheses of unknown causal
relationships to be studied further. Another common scenario is to
have the results conﬁrm known mechanisms, but to provide quantita-
tive information to the extent, location or timing of the eﬀect. For
example, it is known that storm tracks move pole-ward in a warming
climate, but we may be able to deduce additional information on which
locations are aﬀected the most and how strong the eﬀect is going to be,
based on analyzing climate model data with this method.
Integrating spatial dimensions: We use a grid to incorporate
spatial dimensions. Any atmospheric ﬁeld in the data, e.g. X, is
represented by diﬀerent variables, Xi, which contain its values at the
ith grid point. This may seem like a straightforward process at ﬁrst, but
it turns out that irregular spacing of the grid points can create artifacts
that severely distort the results (Ebert-Uphoﬀ and Deng, 2014). Thus it
is essential to use appropriate grid spacing, or, if the grid points cannot
be spaced appropriately, to at least understand the resulting pitfalls. An
ideal grid is isotropic so that the distance between neighboring grid
points in any direction, and throughout the grid, is as uniform as
possible.
Integrating time: For many applications in geosciences temporal
information plays a very important role. For example, our planet's
climate is highly dynamic, states at diﬀerent locations change daily, but
interactions often take days to travel from one location to another. To
capture these kinds of lagged interactions we need to develop a
temporal model. Temporal models provide yet another beneﬁt.
Namely, the temporal information can be used to easily and robustly
identify causal directions. We can include time explicitly by adding
lagged variables, as proposed by Chu et al. (2005). Using that approach
we can extend standard algorithms to yield temporal graphical models.
However, the temporal models come at the expense of signiﬁcantly
larger computational complexity. Speciﬁcally, the number of graph
nodes increases from N to N S( · ), where S is the number of time steps
included in the model. Furthermore, as discussed in detail in Ebert-
Uphoﬀ and Deng (2014), due to lack of initialization, the model
requires a few time steps to converge to a stable model, so one needs
to construct the model for more time slices than required and then
discard the ﬁrst few time slices.
2.2. Sample application: tracking information ﬂow in the Earth'
atmosphere
As a sample application, we provide here the background of the
study that lead to the results in Fig. 1. In that application the pathways
of strong physical interactions are tracked across the globe. We ﬁrst
deﬁne a nearly isotropic grid on the globe using Fekete points (see
Bendito et al., 2007). Then we evaluate, at those grid points, a selected
atmospheric ﬁeld, e.g. geopotential height or temperature. This yields
one time series at each grid point. Finally, the temporal extension of
the PC stable algorithm is applied to identify strong interaction
pathways between diﬀerent locations from those time series (Ebert-
Uphoﬀ and Deng, 2012).
Note that other methods, such as Gaussian graphical models, can
also be used for this type of analysis, see Zerenner et al. (2014) for a
Gaussian graphical model approach and Runge (2014) for a variety of
related methods. Regardless of the method, the main concept is to
recognize that large-scale processes of the atmosphere manifest
themselves in the form of information ﬂow between the observed
variables and that we can use some form of causal discovery to deduce
the strongest pathways of that information ﬂow from the data.
Fig. 1 shows sample network plots obtained from atmospheric data
based on PC stable. In this case the distance between consecutive time
slices is 1 day and the signiﬁcance level for the conditional indepen-
dence tests (Fisher-Z test for partial correlations) is 0.1. The data used
is daily NCEP-NCAR reanalysis data (Kalnay et al., 1996; Kistler et al.,
2001) for 500 mb geopotential height during the months of boreal
winter (December–February) from 1950 to 2000. Fig. 1(a)–(c) shows
the strongest direct connections identiﬁed that take 0, 1 and 2 days,
respectively, to move from source to target. To obtain these graphs we
ﬁrst calculated temporal graphs with lagged variables, then converted
those graphs to more compact graphs that summarize strong connec-
tions grouped by time delay from potential cause to potential eﬀect. As
mentioned before, the connections identiﬁed in Figs. 1(b) and (c) are
storm tracks,3 but we were never able to explain the interactions
identiﬁed in Fig. 1(a).
The same approach has been investigated in the context of climate
models, where one can use causal discovery to calculate the causal
3 Note that the type of data used, e.g. which atmospheric ﬁeld is used and whether
observations are daily, monthly or yearly, determine the physical processes identiﬁed in
the resulting graphs. Thus one has to carefully select the speciﬁc atmospheric ﬁeld and
time scale of the data to use in order to identify pathways of speciﬁc dynamical processes.
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signatures, i.e. connectivity graphs, from the output of climate model
runs (Hammerling et al., 2015). There are several potential uses for the
causal signatures, including (1) as an additional error detection for
speciﬁc model runs, i.e. to check whether the model has run as
expected or maybe one module was not linked in correctly; (2) to
learn more about the eﬀect of compression; (3) to classify ensemble
members (i.e. to evaluate the output of runs with diﬀerent initial
conditions); (4) to compare diﬀerent climate models (by comparing the
causal signature of their outputs).
2.3. A testbed to generate synthetic data for atmospheric processes
Advection and diﬀusion are common—and often dominant—pro-
cesses in many dynamical processes in nature, especially in the
geosciences. We developed a testbed that models those two processes
in a two-dimensional grid.
Advection is often described as a transport mechanism of a
substance or property by a ﬂuid (or air) due to the ﬂuid's bulk motion.
An example is the transport of heat by a moving ﬂuid. The motion of
the ﬂuid is described by a vector ﬁeld that is constant over time, while
the temperature is described by a scalar ﬁeld that changes over time. In
the context of this study, where we interpret changes of properties—
such as temperature, pressure, etc.—as signals, we can think of an
advection process as shifting a signal without changing the shape of the
signal. In contrast, diﬀusion causes a signal to spread while the peak of
the signal remains in place, e.g. any narrow wave of high amplitude is
spread out into a wide wave with much lower amplitude. An example of
diﬀusion would be to inject a small amount of hot water within a large
amount of resting cold water, then diﬀusion would slowly spread the
heat throughout the water until a new equilibrium (constant tempera-
ture throughout) is reached. The dominant processes in many
geoscience applications can be modeled as a combination of both
processes, advection to transport a signal and diﬀusion to spread it.
While advection and diﬀusion can represent many processes in
nature, here we focus on one physical example for illustrative purposes.
We assume that we are modeling a moving ﬂuid and the property of
interest is the temperature at diﬀerent locations over time. We denote
as f x y( , ) the temperature at any point (x,y). The motion of the ﬂuid is
described by a vector ﬁeld, x yV( , ), that speciﬁes a velocity vector for
any location (x,y). Fig. 2 shows the advection velocity ﬁelds for all three
scenarios discussed here.
Grid and periodic boundary conditions: We use a rectangular grid
that spans [0, 100] m in both x- and y-directions. We use 20 × 20 = 400
points, i.e. Δx Δy= = 5 m. We use periodic boundary conditions to
emulate the behavior of a large (inﬁnite) system using just a small area.
This means that we use a wrap-around in both x- and y-directions. For
example, when reaching the right-most grid point in the x-direction, its
neighbor to the right is deﬁned to be the left-most grid point with the
same y-coordinate, i.e. we jump from the last point in a row to the ﬁrst
point in the same row, and vice versa. The same holds in the y-
direction.
Parameters: κx and κy specify the diﬀusion coeﬃcients in x- and y-
directions. For κ κ= = 0x y there is no spreading of the signal, while
increasing values of κ κ,x y indicate increased spreading of the signal. For
the experiments reported here we used κ κ= = 1x y m s/2 , while in other
experiments we also used one-directional diﬀusion (κ κ> 0, = 0x y ). The
advection velocity ﬁeld is scaled for each scenario so that the maximal
velocity is 1 m/s. Appendix A lists the parameters for the causal
discovery algorithm.
Numerical implementation: The governing diﬀerential equation,
along with the chosen advection ﬁeld, the periodic boundary condi-
tions, and a set of initial conditions (describing the temperature
distribution at a time t0), deﬁnes the temperature distribution over
time. The Courant number (for numerical stability) is chosen as C=0.5,
which yields signiﬁcant additional diﬀusion. We use a standard ﬁrst-
order upwind scheme for the numerical implementation. Details,
including the numerical equations, can be found in Ebert-Uphoﬀ and
Deng (2015).
Signals sent to the system: The equilibrium state is for all grid
points to have the same temperature. We send information (messages)
to the system by injecting signals that disturb that equilibrium, either
as initial conditions (IC) or as external forcing, then let the message
pass through the system. For the simulations discussed here we use
only initial conditions, as follows. First the temperature of a single grid
point is set to a much higher value at a single time step, then we let the
resulting signal propagate throughout the system until it dissipates. We
send such signals sequentially to all grid points, waiting for each signal
to propagate, before restarting the system with initial conditions for the
next grid point, thus creating as many consecutive runs as there are
grid points.
Real-world data sets are likely to include also other types of
messages, such as continuous external forcing. Therefore our testbed
also includes a second type of signal, continuous noise, as external
forcing. While not reported here, experiments using external noise
forcing, diﬀusion in only one direction, as well as several other
variations are described in Ebert-Uphoﬀ and Deng (2015).
Due to stability restrictions in the numerical simulations the
maximal distance traveled in one time step of the numerical calcula-
tions is always smaller than the diagonal length of a grid pixel. Thus the
maximal speed of signal propagation we can emulate is such that
a signal can traverse at most one grid point in a single time step and
only in horizontal or vertical direction, not diagonally. This fact will be
important in Scenarios 1–3. However, we can use a simple trick,
namely saving only every M th sample generated in the simulation, to
create a scenario with arbitrarily high signal speed (see Section 3.4).
3. Causal discovery results for three scenarios
This section presents results of the three diﬀerent scenarios
corresponding to the three diﬀerent advection velocity ﬁelds shown
in Fig. 2. It is important to remember that the goal of the causal
discovery algorithm in our application is not to recover the separate
advection and diﬀusion eﬀects. Instead the goal here is to identify the
information ﬂow in the system from the combined dynamics of those
two eﬀects, i.e. to identify and visualize large-scale dynamic interac-
tions, primarily between diﬀerent locations. Nevertheless, as diﬀusion
is a slow process, we expect the information ﬂow in these experiments
to come primarily, but not exclusively, from the advection process, so
we expect to recover many features of the original advection velocity
ﬁeld.
There are two types of edges to consider and visualize. Inter-
location edges (or inter edges for short) indicate interactions between
diﬀerent locations. For our real-world applications we usually care
most about inter edges. Intra-location edges (or intra edges for short)
indicate interactions between one location at a certain time and the
same location at a later time. In other words, intra edges represent
auto-correlation eﬀects, aka local memory or persistence.
The run time of the causal discovery algorithm for these and many
other experiments is listed in Ebert-Uphoﬀ and Deng (2015).
3.1. Scenario 1
The advection for Scenario 1 is deﬁned by the rotating ring ﬂow
shown in Fig. 2(a). The special feature is that the velocities are set to
exactly zero in large regions, namely anywhere inside and outside of the
ring. Thus Scenario 1 is designed to also test the eﬀect of large areas
with zero advection velocity, i.e. pure diﬀusion in those areas.
This ﬁrst scenario is discussed in great detail, speciﬁcally to
illustrate the process of interpreting the resulting plots. Fig. 3 shows
the results of information ﬂow for this scenario. In each subﬁgure T
denotes the time passed from potential cause to potential eﬀect, and
each subﬁgure shows connections identiﬁed only for that particular
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time span.
The ﬁrst row of subﬁgures (Fig. 3(a,b,c)) shows the intra edges,
i.e. connections of a location to itself at a later time (auto-correlation).
By deﬁnition, intra edges only exist for TΔ > 0. Fig. 3(a) indicates that
all grid points have local memory of at least 1 time step. Fig. 3(b)
indicates that most points have strong local memory for a second time
step, except for some points that lie in the center of the advection
velocity ring. Likewise Fig. 3(c) shows the same eﬀect, but stronger.
Namely, locations with strong advection velocity do not have local
memory lasting T t= 3Δ , while the remaining ones do. One can—and
we often do—combine these three plots into a single color coded plot,
which shows for each location the maximal delay for which signiﬁcant
auto-correlation still exists.
The second row (Fig. 3(d,e,f)) shows the inter edges, i.e. interac-
tions between diﬀerent locations. Fig. 3(d) plays a special role, because
it is supposed to show only interactions that happen almost instanta-
neously (in less than one time step), but for real-world data the results
for those often do not match any such physical interpretation, causing
the mystery discussed in Section 1.1. Furthermore, since we use
temporal constraints to determine the direction of the interaction
(from potential cause to potential eﬀect), the plot for T=0 only contains
undirected connections, while all other plots show directed connec-
tions. We will get back to this plot later. Fig. 3(e) and (f) shows inter
edges for T > 0, and these generally match physical interpretations very
well. This is also the case here, where the edges approximate the
advection velocity ﬁeld, since that is the dominant source of interaction
in this case. As discussed in Section 2.3, numerical stability restrictions
limit the interactions in the simulation data to a speed less than the
length of a diagonal of a grid pixel per time step, tΔ . Therefore, for
T t= Δ (Fig. 3(e)) the only interactions that can be identiﬁed span
Fig. 2. Advection velocity ﬁelds for the three scenarios discussed here.
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points with a distance that is smaller than the diagonal of a grid pixel,
leaving only point pairs that are direct neighbors either horizontally or
vertically. Thus Fig. 3(e) only identiﬁes horizontal and vertical compo-
nents of the advection ﬁeld. For T t= 2Δ (Fig. 3(f)) the model catches
also longer connections, traveling up to 2 grid points (because the time
span is twice as long), thus also catching interactions along diagonals.
While this speciﬁc pattern is due to the limited interaction speed in
the simulations, similar eﬀects also occur with real-world data when-





the order of the speed of the dominant interaction. Since tΔ is often
given (e.g. daily data), and we often choose xΔ as large as possible to
reduce computational complexity, this is actually often the case. In this
case (1) there is always a grid bias, i.e. we tend to pick up interactions
easily along the axes of the grid, while other directions may be missed;
(2) for T t= Δ we usually get the largest number of edges (ﬁrst-order
approximation), while for T t> Δ we mainly get other edges that do not
align with the grid and thus need approximation across longer
distances (crossing several grid points), i.e. requiring longer time
Fig. 3. Results and advection velocity ﬁeld (g) for Scenario 1.
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spans. As a result we have found that in real-world data, if we ﬁx the
temporal resolution, but increase the spatial resolution, then more
edges show up already for T t= Δ and fewer for T t> Δ , until the edges
for T t> Δ become negligible, and we can just consider a single plot, the
one for T t= Δ .
In the real world we do not always have the ﬂexibility to increase
the spatial resolution as desired, since data is not always available in as
high a resolution as we want, or the causal discovery calculations may
become computationally intractable for a very large number of grid
points. In that case we have to consider several plots for T > 0 and it is
often useful to combine those. That is exactly the purpose of the
velocity estimate plots, shown in Fig. 3(h, i). These two plots
estimate the velocity of information ﬂow by showing, for each grid
point, the average of all outgoing vectors at that point for any T > 0,
where each vector is ﬁrst scaled by dividing by T . The result is an
estimate of the directions and distance of information ﬂow within one
day, thus proportional to velocity of information ﬂow. The diﬀerence
between Fig. 3(h) and (i) is that in Fig. 3(h) both inter and intra edges
are taken into account, while in Fig. 3(i) only inter edges are taken into
account. (Note that the inter edges for T=0 are never included in the
velocity estimates, simply because they are undirected, thus diﬃcult to
include.) Since the intra edges have velocity zero, the estimates with
and without intra edges have exactly the same direction and diﬀer only
in amplitude of vectors. Furthermore, including intra edges can only
make the vectors shorter, often considerably so. The result is that the
estimate with intra edges is always a very conservative estimate, i.e.
underestimating the actual velocities, while the estimate without intra
edges tends to be over-sensitive and overestimates the magnitudes of
the interaction velocities. Thus, the actual interaction velocities tend to
be somewhere between those two plots. Fig. 3(g) just repeats the
advection velocity shown in Fig. 2(a), in a scale that makes it easy to
compare it to the estimates in Fig. 3(h, i). Clearly, Fig. 3(h, i) matches
the advection velocity ﬁeld, i.e. the dominant process creating large-
scale interactions in this scenario, fairly well.
Let us now return to the concurrent inter edges (T=0) shown in
Fig. 3(d). Clearly, the concurrent edges in Fig. 3(d) are present in all
regions where the advection velocity is zero (compare Fig. 3(g)). This
shows that in this scenario the concurrent edges represent pure
diﬀusion, and that diﬀusion is represented by concurrent edges that
connect each point to its closest neighbors. Furthermore, additional
experiments using diﬀusion in only x-direction (κ κ> 0, = 0x y ) showed
that these connections generally only occur in the direction of diﬀusion.
Thus we ﬁnd that pure diﬀusion shows up in such a distinct, spiderweb
like pattern of concurrent edges.
Applying this new knowledge to the graphs we obtained from real-
world data (Fig. 1), we ﬁnd that the concurrent edges in that case follow
the same pattern and are also likely to represent diﬀusion. This indeed
matches expert knowledge about the atmosphere, which is quite
diﬀusive, especially in the lower troposphere and in the boundary
layer due to the prevalence of mechanically and thermally excited
turbulent eddies. Thus we have ﬁnally solved the three-year old
mystery of the many concurrent edges that occur when using this
real-world atmospheric data, especially for increased spatial resolution.
Fig. 4. Results and advection velocity ﬁeld (d) for Scenario 2.
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3.2. Scenario 2
The advection velocity ﬁeld for Scenario 2 (see Fig. 2(b)) is similar
to that for Scenario 1, but with the following diﬀerences: (1) the
magnitude of the vectors varies (it is proportional to the distance from
the center); (2) there are no signiﬁcant regions with zero advection
velocity; and (3) the periodic boundary conditions cause strong
discontinuities near the grid boundaries in the velocity direction
between neighboring points. For example, at the center of the upper
boundary of Fig. 2(b) the velocities are straight to the right, while at the
center of the bottom boundary the velocities are straight to the left, i.e.
the velocities at these wrap-around neighboring points are exactly
opposite of each other. Overall there is a 180° angle between the
velocity vectors at wrap-around at the centers of all four boundary
lines, decreasing to about 90° towards the four corners. Scenario 2 is
thus suitable to test the eﬀect of abrupt changes in velocity direction.
Without going into too much detail here, the results demonstrate
the same type of grid bias as in the ﬁrst scenario (Fig. 4(b,c)), which is
also reﬂected in the velocity estimates in Fig. 4. Nevertheless, the
velocity estimates still give a fairly good idea of the original advection
velocity ﬁeld. Most interesting though are the concurrent edges in
Fig. 4(a). The connections towards the center are expected, because
diﬀusion is dominant there, due to advection velocity being nearly zero.
However, the connections toward the boundary are a new eﬀect. We
believe these are due to the contradictory velocities at the boundaries of
the advection ﬁeld of Scenario 2, and will be discussed more later.
3.3. Scenario 3
The advection velocity ﬁeld for Scenario 3 (see Fig. 2(c)) is
motivated by the cross current velocity ﬁeld used by Molkenthin
et al. (2014) to test their correlation networks. It emulates two crossing
currents, one ﬂowing from left to right, the other from bottom to top,
and with velocities increasing exponentially toward the center of the
grid. Even though velocities are small outside of the two main currents,
there are no true zero velocities in this case. Furthermore, in contrast to
Scenario 2 the directions in Scenario 3 are all consistent at the
boundaries (no sudden direction changes).
The results for Scenario 3 are shown in Fig. 5. Fig. 5(b) and (c)
shows the usual grid bias. Namely, for T t= Δ there are mainly
connections along the grid, while for T t= 2Δ diagonal connections
also appear. In this case the velocity estimates (Fig. 5(e,f)) have more
diﬃculty in some regions to recover the velocity ﬁeld, in particular in
areas where the advection ﬁeld is diagonal and of large magnitude.
Most interesting is Fig. 5(a), which shows concurrent edges in the four
corners in the typical diﬀusion pattern, but also some concurrent edges
in the center that do not match that pattern. The latter occur exactly in
regions where the inter edges for T > 0 have problems representing the
diagonal edges. Thus, similar to Scenario 2, concurrent edges appear to
often ﬁll modeling gaps, i.e. include connections in regions where the
model has diﬃculty representing the original edges.
Fig. 5. Results and advection velocity ﬁeld (d) for Scenario 3.
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3.4. Scenario 1 with higher speed
Finally, Fig. 6 shows results for Scenario 1 where we use only every
10th sample generated by the simulation, thus emulating an advection
velocity with 10 times the velocity of Scenario 1 without having to
worry about numerical stability of the simulation. We call this Scenario
1′. The most interesting results for Scenario 1′ are that (1) the
concurrent edges now actually represent very high speed interactions
(Fig. 6(a)), and thus align in location and direction with the inter edges
found for T t= Δ (Fig. 6(b)); (2) since the advection velocity is high, the
grid for the ﬁrst time step, which in this case is T t= 10Δ , actually
captures not only vertical/horizontal, but also diagonal and other
directions; (3) the velocity estimates miss most of these high speed
interactions, because many of them are represented as (undirected)
concurrent edges, which are not included in the velocity estimates.
Thus the velocity estimates in this case are very weak.
The fact that many of the relevant connections are represented only
as concurrent inter edges, but not as inter edges for T > 0, is likely due
to the fact that the timespan is chosen very large, t tΔ^ = 10Δ , which
means the typical advection signal from the simulation would traverse
about 10 grid points within a single time step. Since the advection
velocity ﬁeld is round, there is no direction in which an interaction
truly crosses 10 straight grid points, thus few connections show up for
any T > 0. A lesson learned is that if the ratio x tΔ /Δ^ is too small, as is
the case here, then many of the interactions can only be represented as
concurrent edges.
Fig. 6. Results and advection velocity ﬁeld (d) for Scenario 1′, i.e. Scenario 1 when using only every 10th sample, thus emulating 10-fold advection speed.
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4. Lessons learned for the interpretation of results
The key lessons we learned from these and other experiments are as
follows:
(1) Interpretation of concurrent edges: We expected concurrent
inter edges (T=0) to only occur for extremely fast interactions.
However, it turned out that concurrent inter edges can arise for a
variety of reasons and in a variety of patterns. Table 1 summarizes the
three main types of occurrences observed so far. (Of course, in the
future we might ﬁnd additional types.) The three types can be easily
distinguished in the results as follows: (1) Concurrent edges represent-
ing connections with very high velocity stand out by occurring only in
one direction at each point and aligning with the general patterns seen
for inter edges for T > 0. (2) Concurrent edges representing pure
diﬀusion connect each such location to all of its closest neighbors in the
grid (in all directions in which diﬀusion is active), creating a spider-
web-like pattern. (3) Other concurrent edges are usually weak, and do
not align in direction with the inter connections for T > 0. These fall
under the last type in Table 1. Note that in both examples for this type
in Table 1 the inter edges for ΔT = 0 appear to ﬁll in gaps left by the
inability of the model to catch all the important T > 0 inter edges. That
is probably the reason why they occur at a 45o angle to T t= Δ edges.
This third type is thus hard to interpret and the corresponding edges
should probably be ignored, or at most taken as indicator that the
model for ΔT > 0 may be less accurate (or incomplete) in those regions.
(2) Role of temporal and spatial resolution compared to signal
speed: Let us consider the task of tracking a single signal with speed Vs,
while the causal discovery algorithm uses a temporal resolution, tΔ ,
and a spatial resolution represented for this grid by the width of a grid
square, Δx. Then the relationship between the signal speed, Vs, and the
resolution ratio, r x t= Δ /Δ , is of crucial importance for the causal
discovery results. A signal with speed Vs travels, within one time step,
the distance d V t= ·Δs s . Let us look at a few diﬀerent relationships
between V r x tand = Δ /Δs .
Case A: If V r⪢s , then—multiplying both sides by tΔ —we see that
d x⪢Δs . If in addition the velocity ﬁeld varies much by location, as is the
case in Scenario 1′, then the interaction can only be represented as a
concurrent edge, because it would create a very long edge in the other
inter plots (for T t≥ Δ ).
Case B: If V r⪡s , then d x⪡Δs . In this case a long time span is needed
to even just traverse one square of the grid, so the interaction can only
be represented for a high order inter plot, i.e. for T K t K= Δ with large.
Case C: If Vs is just a bit larger than r , then ds is just a bit larger
than xΔ , as is the case in Scenarios 1–3. In this case there is a strong
grid bias, as seen for Scenarios 1–3, but generally the essence of the
signal is captured in the inter plots for T > 0.
(3) Grid bias: Since the same ratio, r x t= Δ /Δ , is used in practice to
detect a variety of signals of diﬀerent speeds, a signiﬁcant grid bias is
generally present for at least some of the signals, i.e. interactions
aligning with the grid are favored. That fact should be taken into
account when interpreting the results. One may also consider deriving
a model for the same data using diﬀerent resolution ratios, x tΔ /Δ , to
focus on signals with diﬀerent speeds.
(4) No single plot tells the whole story: As is evident from the
discussion above we always need to look at a collection of inter and
intra plots, as well as both velocity estimates, to gain a full picture of
the information ﬂow. The inter plots for T > 0 usually provide the most
information, but as we just learned some interactions may only show
up in the concurrent inter edge plot, which can also provide signiﬁcant
other insights, and should thus never be neglected.
Furthermore, both types of velocity estimates should be considered.
The velocity estimate with intra edges is better at estimating velocity
magnitudes, but misses some of the smaller connections. The other
velocity estimate (without intra edges) catches more interactions, but
the magnitudes are inﬂated. Both plots together, however, tend to give
a good picture of the overall interactions.
5. Conclusions
One of the most important lessons we learned about the inter-
pretation of the results from the current approach concerns the
concurrent edges. The diﬀerent roles that concurrent edges can play
in this context are fascinating and clearly deserve further study in the
future. Applying this new knowledge to the graphs we obtained from
real-world data (Fig. 1), we learned that the great majority of
concurrent edges identiﬁed there is due to diﬀusion. Another crucial
lesson we learned is that the relationship between the signal speed, Vs,
and the resolution ratio, r x t= Δ /Δ , aﬀects which connections are
detected, and that we should always place our discussion of causal
relationships detected in the context of those quantities. Finally, we
learned that (and why) the grid introduces signiﬁcant bias, namely that
connections with directions along the horizontal/vertical grid lines are
easiest to identify and represent, while other connections may be
distorted or appear weaker. That being said, we were very pleased with
the overall results, as the method is very capable of identifying the
primary patterns of the advection velocity ﬁelds. Even though much
more research needs to be done on speciﬁc interpretation guidelines,
these new-found insights already provide a foundation to the use and
interpretation of spatio-temporal structure learning for a large set of
geoscience applications.
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Appendix. Parameters for causal discovery algorithm
For the causal discovery algorithm we use 20 tiers throughout all
experiments, i.e. for each original variable we create 20 lagged
variables with lag t t0, Δ ,…,19Δ . Once results are obtained the ﬁrst 2
time slices are discarded to assure proper initialization (see Ebert-
Uphoﬀ and Deng, 2014). We perform one run for each grid point, then
move on to the next grid point, and at the end concatenate all runs in
the data ﬁles. The number of samples per run is chosen such that the
total number of samples—when using 20 tiers—is at least 5000.
For the Fisher-Z tests of the PC stable algorithm we use a
signiﬁcance level of α = 0.05. That value is relatively low (α = 0.1 is
often suggested as default value for such algorithms), and is thus a
conservative estimate, i.e. increasing the value of α would yield more
connections. We have found, however, that increasing the value of α,
even to values as high as α = 0.5, makes surprisingly little diﬀerence for
the results, but often slows the algorithm down immensely. Thus we
use α = 0.05 throughout.
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