An iterative block decision feedback equalizer (IB-DFE) for single carrier modulation is proposed. Filtering operations are implemented by discrete Fourier transforms (DFTs) which yield a reduced computationals complexity, for both filter design and signal processing, when compared to existing DFEs. Moreover, the new IB-DFE allows to cancel, besides postcursors, also the precursors of the itersymbol interferece, and thus yield a performance gain.
simple solution for the design of the feedforward filter. Moreover, all these DFEs operate on cancelling only postcursors of ISI.
even if these DFEs operate on blocks, they are not able to cancel precursors of ISI, thus yielding a performance loss, [4] .
Here we propose a new iterative block DFE (IB-DFE) which for a given DFE configuration the transmission symbol block is detected; in turn, the updated block of detected symbols allow to redesign the DFE and so on.
In this scheme both feedforward and feedback filters are implemented by DFTs, and this yields a significant lower complexity than traditional DFEs.
The new structure has also a lower complexity in the filter design, since it does not require any matrix inversion. Moreover, the iterative structure of the IB-DFE removes the causality requirement for the feedback filter, allowing the cancellation of both precursors and postcursors. By simulations on a Raleigh fading channel we show that IB-DFE has a gap of only 2dB from the matched filter bound at an uncoded bit error rate of 10 −3 .
The equalizer structure: The IB-DFE scheme is shown in Fig. 1 . At the transmitter, data blocks of size P are extended with a cyclic prefix so that the last and the first L symbols of the extended blocks coincide. At the receiver, the first L symbols of each block are discarded and a DFT is applied on the resulting P -size block, to obtain the vector
. By assuming that the cyclic-prefix is longer than the channel impulse response (including transmit and receive filters), R(k) is the element-wise product of the DFTs of the channel and the transmitted symbol block plus a noise term. Then, the IB-DFE is applied N I times. At the l-th iteration, the vector F l , containing the feedforward filter coefficients in the DFT domain is element-wise multiplied with applied to obtain the time-domain block signal at the input of the detector
where W is the DFT matrix. The symbol vectord l can be the input either of a threshold detector, to yieldd (l) or a soft input decoder.
Filter design: The feedforward and the feedback filters are designed in order to maximize the signal to interference plus noise ratio (SNIR) of the detector input vector.
We ignore here the correlation among the errors on the data and we define and by defining
from (1) it is seen that the SNIR is given by
In order to derive the expressions of the feedback and feedforward filter, from (3) we observe that, once the feedforward filter has been computed, the feedback filter that maximize (3) is
Now, by inserting (4) in (3) and setting to zero the derivative with respect to the feedforward coefficients, we obtain the feedforward filter that maximizes the SNIR
Initially, ρ 0 = 0. Hence the feedback filter does not operate when l = 1 and the feedforward filter coincides with the linear MMSE equalizer.
Numerical results:
In order to show the performance of the B-FD-DFE system, we considered a Raileigh fading channel having an exponential power delay profile with a normalized root-mean square delay spread τ rms /T = 2,
where T is the symbol period. The channel is assumed to be time-invariant at least for the duration of one block, and the channel estimation is assumed ideal. We considered a QPSK transmission over a bandwidth of 4MHz. The size of the DFT has been set to P = 128, while the cyclic extension has been set to L = 16. Fig. 2 
