Abstract. In this paper we prove a Lyapunov type inequality for quasilinear problems with indefinite weights. We show that the first eigenvalue is bounded below in terms of the integral of the weight, instead of the integral of its positive part. We apply this inequality to some eigenvalue homogenization problems with indefinite weights.
Introduction
In this paper we will consider the following quasilinear eigenvalue problem,
where 1 < p < ∞, λ is a real parameter, the weight ρ ∈ L 1 (0, L) is allowed to change signs, and the coefficient a(x) belongs to the Muckenhoupt class A p , see Section §2 for definitions.
Quasilinear eigenvalue problems with indefinite weighs were studied first by Zeidler in [25] , with a ≡ 1, and the extension to general coefficients a ∈ A p follows by using the techniques in [17] and [22] . There are several results concerning the existence and asymptotic behavior of two sequences of eigenvalues {λ + k } k≥1 , {λ − k } k≥1 , going to ±∞, in both the linear and nonlinear case, in one and several dimensions, see for instance [1, 5, 7, 10, 14, 21] .
For one dimensional problems, the eigenvalues are simple, in the sense that λ ± k has a unique (up to a multiplicative constant) associated eigenfunction u The case of nonconstant principal coefficient can be analyzed easily in exactly the same way by using a change of variable (see Section §2).
However, the asymptotic formula (1.2) cannot be used to derive precise bounds for λ ± k . A useful tool in order to obtain lower bounds for eigenvalues in one dimensional problems is Lyapunov's inequality: if there exists a nontrivial solution u of
an inequality proved by Borg [2] , and improved later by Wintner [24] who used ρ + (t) instead of |ρ(t)|. A similar inequality holds for p−Laplacian operators, and applying it in each nodal domain, we can bound the k−th eigenvalue as follows,
see [19] , and [20] for a recent survey.
However, it is possible to obtain better bounds of the eigenvalues, and we will prove the following Lyapunov type inequality which takes care of the negative part of the weight as well:
satisfying the boundary condition u(0) = u(L) = 0. Then,
As a consequence, we have the following bound for λ
Let us mention that inequalities (1.4) and (1.5) are closely related to the ones introduced by Harris and Kong in [12] and generalized in [13] for quasilinear problems like (1.1) with a ≡ 1. However, a mixed boundary condition was involved in these inequalities: suppose that u
and, for
These inequalities were proved by using Ricatti equation techniques, that is, by introducing the function v = u ′ /u, and studying a first order nonlinear differential equation for v, with the initial condition v(0) = 0 and using the fact that v blows up when x → L.
The main drawback of this approach is that it cannot be used for higher order equations, so our proofs of Theorems 1.1, 1.2 and 1.3 are based on variational arguments, and we give the following extension to higher order differential equations: Theorem 1.3. Let u be a solution of
With the same ideas we will prove a version of Theorem 1.3 including higher order quasilinear equations. Remark 1.4. When p = 2, a ≡ 1, and ρ ≥ 0, the constant obtained by Das and Vatsala in [6] for the classical Lyapunov's inequality is given by
For p = 2 and m > 1 the determination of the best constant remains open even for the classical Lyapunov's inequality with positive weights, see [23] .
Although the constant in Theorem 1.3 is worse than the one in the classical inequality, we will see in the applications that the cancelation of the positive and negative parts of the weight ρ in the integral gives much better bounds in several cases. Hence, the true contribution of this kind of inequalities cames from the right-hand side.
Let us focus now in applications of Theorem 1.2. Let us consider first the following periodic homogenization problem
where ε is a positive small parameter, and we assume that a, ρ are L-periodic functions. For each fixed ε, the results for problem (1.1) hold: we have two sequences of simple eigenvalues {λ ± ε,k } k≥1 , and their corresponding eigenfunctions satisfy the same nodal properties as before.
We are interested in the behavior of {λ ± ε,k } ε when ε → 0 + for each k fixed. For nonnegative weights ρ, it is known (see [3, 8, 9] ) that λ ε,k → λ 0,k when ε → 0 + , where λ 0,k is the k−th eigenvalue of the limit problem
whereρ is the average of ρ in the interval (0, L) and a * is given by
see [9] for a proof. Remarkably, observe that a * is the constant appearing in Lyapunov's inequality (1.4).
We may ask what happens when ρ is an indefinite weight, and our next Theorem generalizes to the one dimensional quasilinear setting the answer for second order linear problems (in arbitrary spatial dimension) obtained recently by Nazarov, Pankratova and Piatnitski in [16, 18] :
be the eigenvalues of problem (1.8), and {λ 0,k } k≥1 be the eigenvalues of problem (1.9). Then,
Let us remark that in the first case, after a suitable renormalization µ ± ε,k = ε α λ ± ε,k , the convergence to the eigenvalues of a different limit problem was obtained in [16, 18] . Their proofs were based on linear tools such as orthogonality of eigenfunctions or asymptotic expansions in powers of ε which are not available here.
The paper is organized as follows: In Section §2 we introduce some necessary facts about the eigenvalue problem for the p−Laplace operator. In Section §3 we prove Theorems 1.1, 1.2 and 1.3. Section §4 is devoted to the proof of Theorem 1.5.
Preliminary results

Eigenvalues of p-Laplacian operators.
The eigenvalue problem for the pLaplacian operator started with the pioneering results of Browder in the 1960s. A recent survey including more general quasilinear homogeneous operators in Ω ⊂ R N can be found in [9] . We will need here the following variational characterization of eigenvalues:
Theorem 2.1. There exists a double sequence of variational eigenvalues {λ
and γ is the Krasnoselskii genus.
The proof is identical to the one in [11] for positive weights.
Remark 2.2. Sometimes we will work with an equivalent definition (due to the homogeneity of the operator),
where now
We need also the following results from the Sturm-Liouville theory for the p−Laplacian:
The proof is a consequence of the alternative variational characterization (2.2)), by observing that M + (ρ 2 ) ⊂ M + (ρ 1 ), and after changing ρ → −ρ the other follows as well. Clearly, if one weight is negative, and the other one is positive, there are no eigenvalues to compare.
The Muckenhoupt class of
for any ball B ∈ R N , and a fixed positive constant c p,a .
Remark 2.5. Beside the fact that the bounds we will study below depend strongly on the existence of the second integral in equation (2.3), the most important fact is that A p weights guarantee the density of smooth functions in W 1,p (Ω), see [15, 22] , and is the right class of coefficients involved in different quasilinear problems. The A p class contains several interesting weights, like powers of the distance to a point or the distance to the boundary, allowing both singular and degenerate coefficients.
We can avoid the coefficient a in problem (1.1) by performing a change of variables. If we define P (x) = 
Both P and ℓ are well defined whenever a ∈ A p .
A Lyapunov type inequality
We prove in this section our main results. Before the proofs, let us state and prove the following useful lemma:
and a(x) ∈ A p . Then,
Proof. We apply Taylor's expansion and the Cauchy expression for the remainder, obtaining
However, since the derivatives of u at 0 are zero, we have
Thus, bounding x − t < L, and by using Holder's inequality,
, and the inequality is proved.
Proof of Theorem 1.1. By multiplying equation (1.3) by u, and integrating by parts we get
Let us introduce now the function
By combining these with Lemma 3.1, for m = 1, we obtain
Now, by inserting a
p (x) in the last integral, and using again Holder's inequality, we get after rearranging,
and, after canceling the integral in both sides, the theorem is proved.
In the next proof we use that the eigenfunction u k associated to λ k has exactly k nodal domains.
Proof of Theorem 1.2. Let us fix k ≥ 1, and let 0 = x 0 < x 1 < · · · < x n = L be the k + 1 zeros of the associated eigenfunction u k . We can apply Lemma 1.3 in each nodal domain (x i−1 , x i ), obtaining
and therefore,
and the proof is finished
The proof of Theorem 1.3 is similar. Let us prove the following result which is more general:
where m ≥ 1, a ∈ A p , and ρ ∈ L 1 . Then 
The homogenization problem
Proof of Theorem 1.5. We prove only the assertions for the positive eigenvalues {λ + ε,k }, for the negative ones the result follows by considering the weight −ρ.
(1) Let ρ ∈ L 1 be an L-periodic function with zero mean. Then, a simple computation gives.
Now, Lyapunov's inequality (1.5) gives
which proves that the eigenvalues diverge as ε → 0 + .
(2) Let us assume thatρ < 0, and let us introduce the weight
Now, σ > ρ, andσ = 0. So, from from the Sturmian comparison theorem 2.4, and part (1) we get
, and the result follows.
(3) Let us assume now thatρ > 0, and let us show that the eigenvalues λ + ε,k convege to λ + 0,k . To this end, we need to show first that {λ + ε,k } ε is uniformly bounded away from zero and infinity. Then, the remaining steps of the proof are the same as in the case of positive weights, and can be found in [3, 9] : we extract a convergent sequence of eigenvalues, we choose a sequence of normalized eigenfunctions corresponding to these eigenfunctions, and Rellich-Kondrachov enable us to extract a convergent subsequence. The convergence of the full family follows from the simplicity of the eigenfuctions of problem (1.9), see [9] for details.
So, we only need to show that c < λ + ε,k < C for some positive constants c, C. The lower bound follows from Lyapunov's inequality (1.5),
and using that
for any L-periodic function f ∈ L 1 , we get a lower bound for λ + ε,k independently of ε.
Let us find an upper bound of the first eigenvalue. To this end, we construct a test function and compute the Rayleigh quotient (2.2). We choose h small, and we define a continuous function w which grows linearly from zero to 1 in [0, h], remains constant in [h, L − h], and decreases linearly from 1 to zero in [L − h, L]. Now, we have
for h fixed sufficiently small and any ε < ε 0 (h).
Therefore,
h p L 2ρ , and the first eigenvalue is bounded above.
The same argument can be applied for higher eigenvalues. In fact let w be the previously defined function and introduce k functions {w i } 1≤i≤k defined on [0, L], where
We consider the set C = span{w 1 , . . . , w k } ∩ S, where S is the unit ball in W 
2k 3ρ . and we get
and the proof is finished.
