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1. Постановка задачи дифракции 
Пусть Р = {х : О s; х1 s; а, О s; х2 S Ь , О S хз S с,} -
резонатор с абсолютно проводящей поверхностью. В резонаторе 
расположено объемное тело Q, характеризующееся постоянной 
магнитной проницаемостью µ 0 и тензором диэлектрической про­
ницаемости f(x). Компоненты€ являются гладкими функциями 
в области Q. 
Будем предполагать, что тело Q не касается стенок резона-
тора, а теюор ( €~:) - i) обратим в Q. Вне Q среда изотропна 
и однородна: € = t:o i, µ = 1-toi. 
Рассмотрим следующую зада.чу дифракции: определить элек­
тромагнитное поле, возбуждаемое в резонаторе сторонним полем 
с временной зависимостью вида e-iwt. Источник стороннего поля 
- токи J~, J~, расположенные вне тела Q. 
Рассмотрим математическую постановку задачи дифракции. 
Необходимо определить векторы Ё, fi напряженности рассеян­
ного электромагнитного поля, удовлетворяющие всюду в обла­
сти резонатора (за исключением, может быть, дQ) уравнениям 
Максвелла 
- . • - ...,.о 
rot Н = -u.vt:E + JE, 
rot Ё = iwµH - "°ffI , (1) 
условию непрерывности касательных компонент полного поля 
Ёс, fi с на границе дQ 
( ii Х fc] 1 = ( ii Х Jic] 1 = О, 
дQ дQ 
(2) 
а также граничному условию на стенках резонатора 
Ё~/дР = 0. (3) 
1 Работа выполнена при иоддержке РФФИ, rрант 01-{)1-00053 
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Выразим компоненты поля через векторные потенциалы Ав 
и Ан. Предварительно запишем уравнения ( 1) в эквивалентной 
форме: 
rot Й = -it...1fo Ё+}в, 
- . - ""О 
rot Е= 1t...1µ0H-Jн, 
где 
~ -::'\) ~р }Е = }Е + Jв · (4) 
В последнем равенстве J~ = -it...1(€(x) - fo i)Ё - электрический 
ток поляризации. 
При самых общих предположениях о диэлектрических и маг­
нитых свойствах рассеивающего тела Q решения уравнений 
Максвелла, удовлетворяющие условиям (2), (3), можно записать 
следующим образом: 
здесь 
- - 1 - -Е = it...1µ0Aв - -. -grad dit• Ав - rut Ан , 
it...1 fo (5) 
- - 1 - -Н = it...1f0Aн - -. -grad div Ан+ тоt Ав , 
шµо 
Ав= j Gв(r)Jв(y)dy, 
Q 
Ан= j Gн(r)Jн(y)dy 
Q 
(6) 
- векторные потенциалы электрических и магнитных токов, Св, 
дн - функции Грина прямоугольного резонатора для уравнения 
Гельмгольца. 
Из соотношений (4)-(6) и условия µ = µ 0 f для полей Ё, Й 
следуют два интегро-дифференциальных уравнения: 
Ё(х) - kб j Gв [t~~) - i] Ё(y)dy-
Q 
-gтad div j Св [i~~) -1] Ё(у)dу = Ё 0 (х), 
Q 
Й(х) + it...1 f 0 тоt J Св [ i;:) -i] Ё(у)dу = Й!J(х) . 
Q 
(7) 
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2. Тензорная функция Грина прямоугольного 
резонатора 
Одним из ключевых моментов в исследовании уравнений (7) 
является изучение свойств тензора СЕ (в силу условияµ= µ 01 
в Q исследовать С н нет необходимости). 
Компоненты функции Грина являются решением уравнения 
Гельмгольца внутри прямоугольного резонатора (зто справедли­
во для любой ограниченной области) и обеспечивают обращение 
в нуль тангенциальных составляющих напряженности электри­
ческого поля на стенках резонатора. 
В [3] показано, что при произвольном распределении источ­
ников тензор Св - диагональный, а его компоненты имеют вид 
00 
· 
00 2 с: 1Тn 1Тm 1Тn 1Тm Gb=L: L: Ь ~ cos(-x1)sin(-Ь-x2)cos(-y1)sin(-Ь-y2) 
n=O m=la /S /С а а 
х {sh1xз sh1( с - Уз), хз < Уз 
sh1Yз shAr(c - хз), хз >Уз 
со оо 2 C:m 1Тn 7ТЛ1 . 1Тn 1Тm G}: = L: L: sin(-x1) соs(-Ь-х2) sш(-у1) соs(-Ь-у2) 
n=1 m=oaЬ1sh1c а а 
х {sh1xз sh1(c - Уз), хз <Уз 
sh1Yз sh1( с - хз), хз > Уз 
(8) 
3 ~ ~ 4 ( 1Тn ) . ( 7rm ) . ( 1Тn ) . ( 7rm ) G Е = L_, L_, ь sin -Х1 SШ -ь-Х2 sш -У1 sш -ь-У2 
n=l m=la 1sh1c а а 
х {сh1хз ch1(c - Уз), хз <Уз 
сh1Уз ch1( с - хз), хз > Уз 
В этих выражениях С:о = 1 и C:n = С:т = 2 при n, т = 1, 2, 3, .... 
Ветвь квадратного корня 
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выбирается так, чтобы при Im k ~ О 
i sign(Re k)Jl€2 - k21- Re({2 - k2) 
+ J21€2 - k2\ , 
где { = (6,6) (см. [2], стр .55). 
Ряды (8) сходятся, если хз f. Уз· При хз = Уз требуется про­
вести дополнительное исследование . 
Можно показать , что 
. 1 e i kolx-yl . 
СЕ;= -4 1 . 1 +g' (x,y), 7Г х -у 
где функция gi непрерывно дифференцируема в Р (см . [2), стр . 
130) . 
З. Интегральные уравнения задачи дифрак­
ции 
Перейдем от интегро-диффере1щиальных уравнений (8) к 
объемным векторным сингулярным интегральным уравнениям . 
Представим функцию Грина в виде 
Пусть х1 , х2, Хз и У1 , У2 , Уз - координаты точек х,у . Рас­
смотрим второй интеграл в уравнении (7) для электрическо­
го поля и исследуем вопрос о возможности внесения операции 
grad div под интегралы j GP(r)Й(y)dy (р =О , 1, 2) . 
Q 
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В декартовой системе координат 
(grad di11 J Gв(r)U(y)dy) 1 = Q 
= д~/ [t д~n j GЁ(r)Un(y)dy], l= 1,2,3. 
n=l Q 
Для функции G0 можно внести вторую производную под знак 
интеграла, так как функция и ее первая производная имеют сла­
бую особенность. Это верно и для G2 в силу гладкости компонент 
g1;, k=l,2,3 . 
Пусть Rm - m-мерное евклидово пространство, Q - область 
в зтом пространстве и Q - замыкание Q. Сформулируем прави­
ло дифференцирования интегрального оператора, ядро которого 
имеет особенность порядка 1/rm-l _ 
Теорема 1. Пусть функция ф(х, а) и.меет в Q непрерывные 
nервъ~е производпые по декартовым коордипатам mо'Чек х и а, а 
и Е L2(Q). Тогда интеграл 
w;(x) = J ~~~~) u(y)dy 
Q 
имеет обобщепные производ~ъ~е дw;/дхk Е L2(q) , k = 1, .. . , т. 
Эти прои.зводпые определяются по формуле 
дw; ! д [ф(х, а)] ! OXk = v .p. дх1; ,.m-l и(у)dу- и(х) tfi(x , a)cos(~k)dS, 
Q s 
где ~k - угол между вектором r, паправлеппым от то'Чки х к у, 
и ортом, который соответствует коордипате Xk · 
Если в ограни'Чеnноil области Q фупкция и непрерывиа по 
0"1 Гельдеру с показателем >., то производные -0 непрерывны в Xk 
Q. 
Применяя данную теорему к сингулярпому интегралу с 
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д 1 ядром -8 - , придем к известному (см . [4]) представлению Xn 411"r 
д J дG1 (r) J д2 G1(r) 1 -д д Иn(y)dy = v.p. д д Иn(y)dy - -3 Б1nИn(х) , Х/ Xn Х/ Xn 
Q Q 
здесь Б1n - символ Кронекера. 
Используя полученные соотношения, перейдем от интегро­
дифференциальных уравнений (7) к двум векторным сингуляр­
ным интегральным уравнениям 
- 1 [t(x) ·] - J · { [i:(x) ·] - } Е(х)+з -c;--I Е(х)- Г(х,у) 7o"-I Е(у) dy-
Q 
! . {[е(х) ·] - } -v.p. Г 1 (х,у) -c;--I Е(у) dy-
Q 
- j f' 2(x , y) { [f~:) -1] Ё(у)} dy = Ё0 (х) 
- Q J { - [ i (x) ·] - } -Н(х) + iUJEo rot GE(x , у) 7;; - I Е(у) dy = Н 0 (х) . 
Q 
(9) 
Здесь тензоры f', Г 1 , Г 2 имеют вид : 
f(x , y)U(y) = k~Gв(r)U(y) + (Й(у) , grad )grad G0 (r) , 
I'i(x , y)U(y) = (Й(у) , grad )grad G1 (r), 
• д2 gj(r) (Г2(х, y))ij = дх ; дхj 
Уравнения (9) определяют поля Ё, Й как внутри , так и вне 
тела неоднородности (у Е П/Q) , причем в последнем случае все 
интегралы - собственные. 
Для рассматриваемой задачи (1)- (3) введем понятие класси­
ческого решения : решение дифференциальной задачи (1)- (3) на­
зывается классическим, если оно представимо в Q и П/дQ в виде 
суммы дифференцируемого поля и градиента непрерывно диф­
ференцируемой функции, удовлетворяет уравнениям Максвел­
ла (1), условиям сопряжения (2) и граничному условию (3) . 
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Вопрос об эквивалентности дифференциальной и интеграль­
ной постановок задачи дифракции разрешается следующим обра­
зом ([4], стр. 69) . 
Теорема 2. Пустъ тело Q с регуЛJ1рной гpaнuv,et'l oQ харак­
теризуете.я тензором диэлектрической прониv,аемости i:, ком­
понентЪl которого - непреръ~внъtе по Гельдеру фукнv,ии. Лю­
бое непрерывное по Гелъдеру в Q решение интегральных уравне­
ниil (9) .11вляется ?Слассическим решением исходноil задачи. Вер­
но и обратное : любое решение уравнениil Максвелла, удовлетво­
ряющее условиям (2), (3) , явЛJ1ется решением (9). 
4. Метод Галеркина 
Для численного решения задачи дифракции необходимо про­
вести ее дискретизацию. Одним из эффективных методов сведе­
ния интегральных уравнений к СЛАУ является метод Галерки­
на. 
Для уравнения Af = g, f , g Е Х в гильбертовом простран­
стве Х метод формулируется следующим образом: приближен­
ное решение fn Е Xn определяется из уравнения PnAfn = PnY· 
Здесь fп Е Xn (Xn - n-мерное подпространство пространства Х), 
Pn : Х ..-. Xn - оператор проецирования на конечномерное под­
пространство . Пусть подпространства Xn являются линейными 
оболочками базисных функций Xn = span{ tt1 , . .. , un}· Потребу­
ем, чтобы для выбранных базисных функций В!>шолнялось усло­
вие аппроксимации 
lim _inf llx - xll =о. 
n-oo xEXn 
(10) 
Уравнение PnAfn = Pny эквивалентно следующему: 
(Afk,uk)X =(g,uk)x (k=l, . . . , n), (11) 
где(-, · )х - скалярное произведение в Х . Представим приближен-
" ное решение в виде линейной комбинации fп = L: CkUk базисных 
k=l 
функций. Подставив это выражение в (11), получим систему ли-
нейных алгебраических уравнений для отыскания неизвестных 
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Приведем без доказательства следующие важные теоремы . 
Теорема А. Пусть И - нетривиальное подпространство 
гильбертова пространства Х. Тогда оператор Р, переводящий 
элемент ф Е Х в элемент наилу-чше11 аппроксимации в под­
пространстве И, есть проекционньtil оператор . Оп называется 
ортопроектором на И и удовлетворяет условию llPll = 1. 
Теорема В. Проекционныil метод сходитсл тогда и только 
тогда, когда существует 'lисло N и nоло:нсительная констан­
та М такие, '11110 для всех п ~ N конечномерные операторы 
An := PnA : Xn - Yn обратимы и операторы А;; 1 PnA: Х--> Х 
равномерно ограни-чены 
Теорема В. Пусть S : Х --> У - огранu'tенны11 оператор, 
имеющий ограни'tенный обратный, tt проекционный метод схо­
дится для S . Пусть J{ - компактный линейный ограни-tеннй 
оператор, а оператор S - J( ин~ективен. Тогда проекционный 
метод сходится и для оператора S - К. 
Вернемся теперь к вопросу о построении схемы Галеркина 
для рассматриваемой задачи дифракции . Будем формулировать 
метод не для сингулярного интегрального уравнения (9) , а для 
интегро-дифференциального уравнения (7) . Этот подход оказы­
вается эффективным в силу более удобного представления ин­
тегралов . 
Обозначим 
(
t(x) -)-l -
--! = : {, 
Е"о (
t (x) ') - -
--! E=:J 
Е"о 
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и перейдем от (7) к уравнению 
Ai := ti(x) - kб j GE/(y)dy - grad div j Gв](y)dy = Ёо(х). 
Q Q 
Представим это уравнение в виде системы трех скалярных урав­
нений 
~ . 2j 1 l ~~liJ'(x)- k0 Gв(х, y)J (y)dy-
•=1 Q 
(12) 
д . ! -, - 1 
- дх~ divx G(x, y)J(y)dy = Е0 (х), l=l,2,3. 
Q 
Определим компоненты приближенного решения J следую­
щим образом: 
N N N 
-1 '""' 1 -2 '""' ? -3 '""' 3 J = LakЛ(x), J = Lbkfk(x), J = Lckfk(x), 
k=l k=l k=1 
где Jt - базисные функции-" крышки", существенно зависящие 
лишь от переменной xi. 
Построим функции f k. Будем считать, что Q - параллелепи­
пед Q = {х : а1 S х 1 S az, Ь1 S х 2 S Ь2, с1 S х3 S с2}, Q С П. 
Покроем Q маленькими параллелепипедами 
llkim = {х: xl_ 1 S х 1 S Xfн,xl S х2 S xl+ 11 x;;. S х3 :=:; х~+ 1 } 
1 az - al 2 Ь2 - Ь1 3 с2 - с1 xk = ai + k, х 1 = Ь1 + 2---l, Xm = с1 + 2---m; п п п 
где k = 1, ... , п - 1; l, т =О, 1, ... , "i - 1. 
Пусть 
О, если х rf_ Пlim 
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или 
{ 
lx 1 - х 1 1 1 - k , еслиi/ х Е Пl1m 
/
1 _ Xk - Xk-1 
klm -
О, если х r/:. Пlim 
Функции fitm, f2tm, зависящие от переменных х2 и хз соот­
ветственно, определяются по аналогичным формулам . Так как 
(13) 
Пtт lx 3 E{x 3 х 3 } =О , 
m-1' m+l 
то каждая компонента вектора приближенного решения обраща­
ется в нуль на одной из граней Q. Тем не менее, верно следующее 
Утверждение. Построенное мнrоtеество базисн·ых функv,uй 
удовлетворяет условию annpoкcuмav,uu {10) в L2. 
Утверждение следует из того, что каждая из систем fiim ба­
зисных функций сколь угодно точно аппроксимирует кусочно­
постоянные функции, система которых полна в L2(Q). 
Введем сквозную нумерацию для фукнций /~ : 
Л,ff,/2; k = l, ... ,N, 
здесь N = ~(n3 - n2). 
Расширенную матрицу для нахождения неизвестных коэффи­
циентов ak, bk, с" удобно представить в блочной форме 
( 
А11 
А21 
Аз1 
А12 А1з 
А22 А2з 
Аз2 Азз 
элементы столбцов В1: и матриц Akl определяются из соотноше­
ний 
i - k k в" - (Е0 ,/; ), 
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А~1 = (~1с1!], /;1') - bklk5 (! G~(x, y)Jj (y)dy, /;1' (х) )-
Q (14) -( 8~k J 8~1 G~(x,y)Jj(y)dy,J;1'(x)), 
Q 
k = 1, 2, З; i = 1, ... , N . Здесь(/, g) = J f(x)g(x)dx - скалярное 
Q 
произведение в L 2 . 
Преобразуем второе скалярное произведение в (14). Приме­
няя к внешнему интегралу формулу интегрирования по частям. 
получим 
Поверхностные интегралы отсутствуют в силу условия (13) . 
Введем вспомогательную функцию 
G(x, у)= 
~ ~ 4 . ( 1Гn ) . ( 7Гm ) . ( 1Гn ) . ( 7Гm ) 
= - L..J L..J ь h sш -х1 sш -ь-х2 sш -у1 sш -ь-У2 
n=l m=l а /S /С а а 
{ sh1xз sh1(c - Уз), хз <Уз х sl11yз sh1(c - хз), хз >Уз · 
Производные функции G связаны с производными компонент 
тензорной функции Грина. Gk формулами 
дG~ дG 
дх; = ду;, i=l,2,3. 
Использовав последние соотношения и применив ко внутрен-
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нему интегралу формулу интегрирования по частям, получим 
ij 1 k 2 (! k 1 k ) Ak 1 = (f.klf;,f; )- Бklko Gв(x,y)f;(y)dy,f; (х) -
(/ 
- Q д 1 д k ) 
- G(x, у) дх/;(у)dу, дх/i (х) , 
Q 
или, записав явно скалярные произведения по носителям базис­
ных функций, 
А~1 - J f.klf](x)f;k(x)dx-
n•.nn• J • 
-Бklkб f f GHx,y)Jj(y)Й(x)dydx-
пk п• 
• J 
- f f G(x, у) д~,f}(у) д~. J;k(x)dydx. 
п• п• 
• J 
Исследуем вопрос о сходимости метода Галеркина для уравнения 
(12) . Для зтого представим оператор в левой части уравнения в 
виде 
А= S- К, 
где S - сингулярный интегральный оператор, действующий по 
формуле 
- - 1 [f(x) '] -SE(x) = Е(х) + З €"; - 1 Е(х)-
J - { [t(x) ·] - } - Г(х, у) €а - I Е(у) dy-
Q 
! . {[€(х) '] - } -v.p. Г1(х,у) ;-[ Е(у) dy, 
Q 
и 
- 1· {[€(х) ·] - } !\ Е(х) = Г2(х, у) €°; - 1 Е(у) dy. 
Q 
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Покажем , что метод Галеркиня. для оператора S сходится. 
Для этого воспользуемся доказанным в (4] утверждением. 
Лемма. Для оператора S верна оценка 
l(Sv, V)I ~ Po(v, V') , 
где Ро >О, а(.,-) - скалярное произведение в L2(Q) . 
Пусть Xn - конечномерные подпространства L2(Q), Pn -
операторы ортогонального проектирования на Xn . Из утвержде­
ния леммы следует 
Теорема 3. Для оператора S L2(Q) --> L2(Q) метод Га­
леркииа сходится. 
Заметим теперь, что оператор К : Lz(Q)--> L2(Q) компактен 
- это следует из гладкости ядра i'2(x, у) . Таким образом , верна 
Теорема 4. Для интегрального оператора S - !\ , дейст.бу­
ющего в пространстве L2(Q), метод Галеркина сходится, tcлu 
оператор S - !\. ин11екrпивен. 
Литература 
[1] Вайнштейн Л .А . Электромагнитные волны. 
связь, 1988. 
М.: Ря.дио и 
[2] Ильинский А .С " Смирнов Ю.Г. Дифракция электромагнит­
ных волн на проводящих тонких экранах. - М.: ИПРЖР, 
1996. 
[З] Марков Г.Т., Панченко В.А. Тензорные функuии Грина пря­
моугольных волноводов и резонаторов // Изв . вузов . Гадио­
техн. - 1964. - Т. 7, Вып . 1. - С. 34-41 . 
(4) Самохин А.В .. Интегральные уравнения и итерационные ме­
тоды в электроманитном рассеянии . - М . : Радио и связь, 1998. 
206 
