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Abstract
The range of c. 1012 ambient light levels to which we can be exposed massively exceeds the
<103 response range of neurons in the visual system, but we can see well in dim starlight
and bright sunlight. This remarkable ability is achieved largely by a speeding up of the visual
response as light levels increase, causing characteristic changes in our sensitivity to differ-
ent rates of flicker. Here, we account for over 65 years of flicker-sensitivity measurements
with an elegantly-simple, physiologically-relevant model built from first-order low-pass filters
and subtractive inhibition. There are only two intensity-dependent model parameters: one
adjusts the speed of the visual response by shortening the time constants of some of the fil-
ters in the direct cascade as well as those in the inhibitory stages; the other parameter
adjusts the overall gain at higher light levels. After reviewing the physiological literature, we
associate the variable gain and three of the variable-speed filters with biochemical pro-
cesses in cone photoreceptors, and a further variable-speed filter with processes in ganglion
cells. The variable-speed but fixed-strength subtractive inhibition is most likely associated
with lateral connections in the retina. Additional fixed-speed filters may be more central. The
model can explain the important characteristics of human flicker-sensitivity including the
approximate dependences of low-frequency sensitivity on contrast (Weber’s law) and of
high-frequency sensitivity on amplitude (“high-frequency linearity”), the exponential loss of
high-frequency sensitivity with increasing frequency, and the logarithmic increase in tempo-
ral acuity with light level (Ferry-Porter law). In the time-domain, the model can account for
several characteristics of flash sensitivity including changes in contrast sensitivity with light
level (de Vries-Rose and Weber’s laws) and changes in temporal summation (Bloch’s law).
The new model provides fundamental insights into the workings of the visual system and
gives a simple account of many visual phenomena.
Introduction
A primary goal of visual sensitivity-regulation or light adaptation is to enable the visual system
to perform effectively over light levels that can vary by more than 1012 despite the dynamic
PLOS ONE | https://doi.org/10.1371/journal.pone.0220358 August 7, 2019 1 / 34
a1111111111
a1111111111
a1111111111
a1111111111
a1111111111
OPEN ACCESS
Citation: Rider AT, Henning GB, Stockman A
(2019) Light adaptation controls visual sensitivity
by adjusting the speed and gain of the response to
light. PLoS ONE 14(8): e0220358. https://doi.org/
10.1371/journal.pone.0220358
Editor: Steven Barnes, Doheny Eye Institute/UCLA,
UNITED STATES
Received: March 17, 2019
Accepted: July 15, 2019
Published: August 7, 2019
Copyright: © 2019 Rider et al. This is an open
access article distributed under the terms of the
Creative Commons Attribution License, which
permits unrestricted use, distribution, and
reproduction in any medium, provided the original
author and source are credited.
Data Availability Statement: All relevant data are
within the paper and its Supporting Information
files.
Funding: This work was supported by the
Biotechnology and Biological Sciences Research
Council (BBSRC) grants BB/M01858X/1 and BB/
R019487/1 to AS.
Competing interests: The authors have declared
that no competing interests exist.
ranges of neurons in the visual pathway being limited to 103 or less (e.g. [1, 2]). This biological
challenge is, of course, made more manageable by partitioning the task into the overlapping
ranges served by the sluggish, highly sensitive rod system and by the faster, less sensitive cone
system [3–6]. Nevertheless, the cone system must still operate over a range of>108 (e.g.,
Table 5.1 in [7]). In order to prevent later postreceptoral neurons from exceeding their limited
dynamic range and saturating, light adaptation at moderate and high light levels must occur
primarily at or before the synapses in the cone pedicles.
Our ability to see well over such a wide range of light levels is achieved primarily by the
speeding up of the visual response as the mean light level increases [8–13]. As will be seen, this
can be achieved by adjustments in the speed of a relatively small number of simple biochemical
processes. The perceptual effects of such speed adjustments produce characteristic changes in
our sensitivity to flickering light with changes in light level. Here, we bring together 65 years of
flicker-sensitivity measurements to provide a new model of light adaptation with just two level-
dependent parameters. One parameter of the model controls speed, and the other controls gain.
Fig 1 shows two often reproduced classic sets of “temporal contrast-sensitivity functions”
(TCSFs). Each curve shows, for a single observer, how sensitivity to sinusoidal flicker depends
on temporal frequency; the different curves are for different mean light levels. Each curve was
obtained by presenting an observer with sinusoidally flickering stimuli of fixed mean intensity
at several different flicker frequencies. At each frequency, the observer adjusted the flicker con-
trast to find the smallest contrast at which the flicker could just be seen—the “threshold” con-
trast. (Contrast, for sinusoidal flicker that extends equally above and below its mean intensity,
is simply the amplitude of the flicker divided by the mean level around which the light varies.
Consequently "contrast sensitivity", the reciprocal of the threshold contrast, increases upwards
in the figures.)
The upper panels of Fig 1 show the logarithm of contrast sensitivity for a series of mean
light levels. The thresholds in the left panels were set by De Lange’s observer V in 1958, and in
the right panels by Kelly’s observer DHK in 1961 [14, 15]; the key in the lower panels gives the
mean levels in log10 trolands (a measure of retinal illumination). Two of the principal light-
dependent changes in temporal sensitivity are evident in the upper panels. At higher frequen-
cies there are increases in the contrast sensitivity to high-frequency flicker as the mean level
increases, which are consistent with the visual response speeding up and so enabling observers
to see flicker at higher and higher frequencies. On the other hand, at lower frequencies contrast
sensitivity is roughly independent of light level, except at the very lowest light levels. As a
result, near-threshold, the contrast of steadily illuminated objects whose images are stationary
on the retina should appear roughly independent of the mean light level. This independence is
a manifestation of Weber’s Law [16]. As we discuss below, the obedience to Weber’s Law for
several other observers under these conditions is only approximate.
In the lower panels, the contrast sensitivities shown in the upper panels have been replotted
as amplitude sensitivities (the flicker amplitude is simply the contrast multiplied by the mean
level). Such plots make it easier to visualise conditions under which amplitude sensitivity is
roughly independent of the mean light level, and, indeed, at higher frequencies the amplitude
sensitivities appear to converge along a common high-frequency asymptote. Consequently,
the speeding up of the visual response with intensity has been thought to keep amplitude sensi-
tivity at higher flicker frequencies approximately independent of mean level (until, at the very
highest light levels, photopigment bleaching becomes important and causes frequency-inde-
pendent sensitivity losses). However, when the same data are plotted against linear frequency
as in Figs 2–6, below, it is evident that the convergence of the high frequency sensitivity is at
best approximate. This approximate “amplitude-invariance” has been inappropriately named
“high-frequency linearity” [15]—inappropriate because changes in the time constant and gain
Human light adaptation
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with mean level make the underlying system inherently nonlinear. One reason that the notion
of amplitude-invariance has persisted in spite of clear evidence to the contrary [13] is that
Fig 1. The left-hand column shows data for observer V from De Lange [14] and the right-hand column, data for observer
DHK from Kelly [15] both measured using sinusoidally flickering stimuli. The data are shown twice: The upper panels show the
logarithm of the reciprocal of the just-detectable contrast (the contrast sensitivity) as a function of frequency (Hz) plotted on a
logarithmic scale. The lower panels show the same data replotted as the logarithm of the reciprocal of the just-detectable amplitude
(the amplitude sensitivity) also as a function of frequency (logarithmic scale). Different symbols and colors denote different mean
retinal illuminances (log10 photopic trolands) as indicated in the key. The black curves are arbitrary smooth functions fitted to each
dataset to facilitate comparison. Data are from Figure 5 in De Lange [14], who used a 2˚ diameter, centrally fixated, white flickering
test field in a steady 60˚ diameter surround of same luminance and chromaticity, and from data tabulated in Table 1 in Kelly [15],
who used a centrally-fixated, 50˚ diameter white target vignetted gradually from 50 to 68˚.
https://doi.org/10.1371/journal.pone.0220358.g001
Human light adaptation
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when TCSFs are plotted on a logarithmic rather than linear frequency axis, the sensitivities
become increasingly compressed at higher frequencies (compare Fig 1 with the same data
shown in Figs 2 and 3), giving the impression of convergence.
Other characteristic properties of the TCSF that can be seen in both the upper and the lower
panels of Fig 1 are that at low mean levels the TCSF shapes are typically “low-pass” in form; that
is, sensitivity decreases monotonically as frequency increases. In contrast, at medium and high
intensities the TCSF shapes are “band-pass” in form; that is, sensitivity is greatest at some inter-
mediate frequency and decreases as frequency is increased or decreased from that of the peak sen-
sitivity. Additionally, the frequency of peak sensitivity increases with increasing mean level. As we
discuss below, the change from band-pass to low-pass as light level deceases may reflect rod
involvement in some of the measurements.
Fig 2. Log10 amplitude sensitivities for observers V (left panel) and L (right panel) measured at the eight (V) or seven (L) mean retinal illuminances
(log10 photopic trolands) noted in the key. The sensitivities are plotted as a function of frequency (Hz), which in this figure and Figs 3–6 is shown on a linear
frequency scale. Data replotted from Figures 5 and 6 in De Lange [14]. De Lange used a 2˚ diameter, centrally fixated, white flickering test field in a steady 60˚
diameter surround of same luminance and chromaticity. The solid red lines are best least-squares linear fits to the high-frequency region of each curve. The
solid black and dashed yellow lines show fits of our light adaptation model. The dashed yellow lines indicate those (mesopic) levels for which the flicker
detection is likely to be mediated by rods and cones, while the black lines indicate those (photopic) levels for which the detection is likely to be mediated solely
by cones. (The levels thought to be photopic are also highlighted in yellow in the key).
https://doi.org/10.1371/journal.pone.0220358.g002
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In this paper, we propose a simple model that accounts for these and other features of light
adaptation seen in TCSF data. To derive the model, we have used a set of classic and more
recent TCSF data that are plotted as amplitude sensitivities in Figs 2–6. The more extensive data
shown in Figures 2, 3, 4 and 5 are from De Lange [14], Kelly [15], Roufs, [17], and Stockman,
Langendo¨rfer, Smithson & Sharpe [13], respectively. The more restricted data shown in Fig 6
are from Rovamo, Raninen & Donner [18], Swanson, Ueno, Smith & Pokorny [19], and von
Wiegand, Graham & Hood [20]. In Figs 2–6, the TCSFs are plotted against a linear rather than
a logarithmic frequency axis to illustrate the exponential loss of sensitivity that occurs with
increasing frequency in the high-frequency region. Each panel shows the results for a single
observer viewing sinusoidal stimuli that flicker around a series of mean intensity levels. The sig-
nificance of the solid red and black and dashed yellow lines will be explained below. We con-
sider the relation between the model we have developed and related models in the Discussion.
Methods
The data sets are historical, and the data plotted in Figs 1–6 have been extracted from the origi-
nal publications of De Lange [14], Kelly [15], Roufs, [17], Raninen & Donner [18], Swanson
Fig 3. Same as Fig 2, but amplitude sensitivities for observer DHK from Table 1 in Kelly [15]. Kelly used a 50˚
diameter white target vignetted from 50 to 68˚.
https://doi.org/10.1371/journal.pone.0220358.g003
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et al. [19], and von Wiegand et al. [20]. The original data from Stockman et al. [13] were pro-
vided by one of the authors. The extracted and original data can be found in S1 Dataset. We
have not been selective in our choice of data. The experimental conditions, which vary widely
from laboratory to laboratory, are summarized in Table 1 and briefly described in the figure
legends.
Model fitting was carried out using nonlinear regression implemented in SigmaPlot (Systat
Software, San Jose, CA) based on the Marquardt-Levenberg algorithm [21, 22] that minimizes
the sum of the squared differences between predictions of the model and the data.
Data analysis and modelling
Exponential high-frequency sensitivity losses. Figs 2–6 show the sets of TCSF data from
twelve individual observers that we have used to develop our light adaptation model. Unusu-
ally, we have plotted the logarithmic sensitivities as a function of linear frequency to emphasise
Fig 4. Same as Fig 2, but amplitudes sensitivities for observers HJM (left panel) and RK (right panel) from Figure 3 in Roufs [17].
Roufs used centrally fixated, 1˚ diameter “practically” white target with no surround.
https://doi.org/10.1371/journal.pone.0220358.g004
Human light adaptation
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an important characteristic of TCSF data: in the high frequency region, temporal sensitivity
falls exponentially. Consequently, high-frequency sensitivity in Figs 2–6, where log sensitivity
is plotted against a linear frequency scale, follow the straight lines shown by the red lines fitted
to the higher-frequency data from each TSCF. The fits were of the form:
log10ðAðf ÞÞ ¼
f
m
þ c ð1Þ
where A(f) is the amplitude sensitivity, f is frequency, 1/m is the slope of the line and c is its
intercept. A crucial concern was to determine objectively the lower limit of the frequency
range over which it is reasonable to fit a line given by Eq (1). For the TCSF data in Figs 2–4
and 6, the limits were determined by making repeated least-squares fits that extended in steps
from high to low frequencies until the added data point lay clearly outside the 95% confidence
Fig 5. Same as Fig 2, but amplitude sensitivities for protanopic observers ML (left panel) and MM (right panel)
provided by AS, originally shown in Figures 3 and 4 in Stockman et al. [13]. Stockman et al. used a centrally-fixated,
4˚ diameter, 610-nm target superimposed on 9˚ diameter 540-nm background. The ratio of the target and background
radiances was fixed to produce a maximum M-cone contrast of 13%. The error bars are ±1 standard error of the mean.
This combination of background and target radiances helped to eliminate rod intrusion at low retinal illuminances (as
confirmed in their bleaching control experiments).
https://doi.org/10.1371/journal.pone.0220358.g005
Human light adaptation
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Fig 6. Same as Fig 2 for data from three sources. First, observer AR replotted from Figure 2 of Rovamo et al. [18] measured using a white 1.66˚
diameter flickering target inside a 3.32˚ diameter equiluminant white surround. Second, observers WS and TU replotted from Figure 2 in Swanson et al.
[19] measured using a 2˚ diameter flickering target illuminated by a mixture of red and green LEDs (light-emitting-diodes) that appeared metameric
with a 600-nm light. Third, observers VMC and TEW replotted from Figure 2 in von Wiegand et al. [20] measured using a flickering LED target with a
dominant wavelength of 625-nm that extended to 1˚ diameter and then fell with a cosine intensity profile to zero intensity by 2˚ centred within a larger
18˚ diameter annular surround of the same mean luminance and chromaticity. Both were superimposed on an 18˚ diameter 565-nm background
intended to suppress rods.
https://doi.org/10.1371/journal.pone.0220358.g006
Human light adaptation
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bands of the fit. For the TCSF data in Fig 5, for which we have the standard errors of the origi-
nal measurements, the fits were extended in steps from high to low frequencies until the poten-
tially added point lay more than two standard errors away from the fitted line.
The results of the fits are tabulated in Table A in S1 Appendix, which gives values for the fit-
ted parameter (m), the standard errors for each fit, and the R2 values. As can be seen in Figs 2–
6, the straight-line fits for all twelve observers are generally excellent over substantial frequency
ranges. R2 values varied between 0.917 and 0.999 with a median R2 of 0.987. The data strongly
support a linear relation between log10 sensitivity and frequency and thus show that, in the
high-frequency region, flicker sensitivity declines exponentially with increasing frequency.
Fig 7 shows m (in Hz per log10 unit of sensitivity)—the reciprocal of the best-fitting high-
frequency slopes—as a function of light level (log10 photopic trolands) for all the TCSFs. We
plot the slopes unconventionally in Hz per log10 unit for two reasons: first, because there is an
approximately linear relation between the slope in this form and log light level as shown by the
solid blue line in Fig 7 (Pearson correlation coefficient = 0.801, p<0.0001); and second,
because of the simple relation between slope in this form and corner frequency (a crucial
parameter in the model that is related to the time constant). Fig 7 shows that the high-fre-
quency slopes of the TCSFs decrease with increasing light level.
The observation that TCSFs follow an exponential function at middle to high frequencies
has been noted before [23, 24], and has been evident when TCSFs are occasionally plotted as a
function of linear frequency (e.g., Figures 10 and 11 in [13]). However, both Kulikowski [23]
and Watson & Ahumada [24] assumed that the slope on these co-ordinates was independent
of light level, which is clearly not the case. The decrease in the high-frequency slope with mean
level seen in Fig 7 is also contrary to the idea that the high-frequency TCSF slopes reach a com-
mon asymptotic slope that is independent of light level—the customary assumption associated
with “high-frequency linearity” or as we refer to it "amplitude-invariance", which is not sup-
ported by the data.
The exponential fall-off with a rate of loss that decreases with light level puts an important
constraint on the form of any light adaptation model.
Low-frequency sensitivity changes
In addition to accounting for the exponential high-frequency sensitivity losses, any light adap-
tation model must also account for the low-frequency sensitivity loss or attenuation that causes
the TCSFs to be band-pass in shape, and it must also account for the changes in low-frequency
Table 1. Experimental conditions. Values in degrees are the diameters of the circular targets or backgrounds. Illuminance ranges are in units of log10 trolands.
Study Target Background/ Surround Illuminance
range
Notes
De Lange [14] 2˚ white. 60˚ matching surround. -0.43–4.00 Poor luminance control at lower luminance.
Kelly [15] 50˚ white, vignetted from 50 to 68˚. None. -1.22–3.97
Roufs [17] 1˚ “practically” white. None. 0.30–4.40
Stockman et al.
[13]
4˚ 610-nm. 9˚, 540-nm background. 0.42–5.69 Protanopes. Radiances chosen so that the
maximum M-cone contrast is 13%.
Rovamo et al.
[18]
1.66˚, white. 3.32˚, matching white surround. -0.70–3.40
Swanson et al.
[19]
2˚ red and green LEDs metameric
with 600-nm light
None. -0.05–2.95
von Wiegand
et al. [20]
1˚ falling to zero intensity at 2˚ with a
cosine function, 625-nm.
Matching 18˚ annular surround, all on
an 18˚ 565-nm background.
0.64–3.64
https://doi.org/10.1371/journal.pone.0220358.t001
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sensitivity with adaptation, which are generally assumed to follow Weber’s Law. According to
Weber’s Law, the ratio of threshold intensity to the background intensity (ΔI/I) is constant.
Thus, if Weber’s Law holds, the contrast sensitivity (I/ΔI) should be fixed, and the amplitude
sensitivity (1/ΔI) should decrease as I increases. Thus, for TCSFs plotted as log10 amplitude
sensitivities, if Weber’s Law holds changing the mean background from I1 to I2 should shift
those sensitivities vertically by log10(I2/I1). Although de Lange’s observer V and Kelly’s
observer DHK shown in Fig 1 obey Weber’s law at low frequencies over much of the intensity
(see Fig 1), the data for other observers are less convincing. Examples of only approximate obe-
dience to Weber’s Law include de Lange’s observer L (see Figure 6 in [14]), Stockman et al.’s
observers MM and ML (see Figure 3 in reference [13]), von Wiegand et al.’s observers VMC
and TEW (see Figure 2 in [20]), and Roufs’ observers HJM and RK.
A simple model of light adaptation
In this section, we construct a model to account for the TCSFs at both low and high temporal
frequencies. A classic approach to modelling human flicker sensitivity is to envisage the visual
pathway as a filter made up of a cascade of simpler constituent filters, with or without feedback
or feedforward inhibition, and to assume that the output of the cascade reflects sensitivity (e.g.,
[18, 25, 26–28]). The simple filters that make up the cascade are typically assumed to be leaky
integrators with outputs that step up and decay exponentially in response to a brief pulse at
Fig 7. The reciprocal of the slopes of the red lines in Figs 2–6 (Hz per log10 unit sensitivity) plotted as a function
of the mean intensity in log10 photopic trolands. The lines were fitted to the higher frequency amplitude-sensitivity
data for each observer for each mean light level. The error bars are ±1 standard error of the fitted slope (see Table A).
The solid blue line is the linear regression (Pearson correlation coefficient = 0.801, p<0.0001) and the dashed red lines
are the 95% confidence intervals.
https://doi.org/10.1371/journal.pone.0220358.g007
Human light adaptation
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their input. Leaky integrators, which are often associated with neural processes in the visual
system [29], are characterized by their time-constants. The time-constant (usually denoted by
τ) is simply the time taken for the output to fall to 1/e (36.79%) of its peak value following a
brief pulse at its input. Leaky integrators, which are also known as “RC filters” in electronics,
behave as low-pass filters with a monotonically decreasing response to sinusoids of increasing
frequency. Such filters can also be characterized by their cut-off or corner frequency, fc—the
frequency at which the response amplitude has fallen by a factor of
p
2 (or 0.15 log10 units)
below its maximum. The corner frequency and time-constant are inversely related,
t ¼ 1=ð2pfcÞ. We prefer to use corner frequency because it is simpler for characterizing data,
like those in Figs 1–6, that are presented in the frequency domain.
Leaky integrators are also equivalent to first-order chemical reactions (e.g., a substance A
decomposing to substance B with a time-constant τ). Networks of leaky integrators therefore
provide plausible models of the cascades of biochemical and/or neural processes in photore-
ceptors and neural pathways. To avoid repetition, we will simply call each leaky integrator ele-
ment of the cascade a "low-pass filter stage" or "LP-stage" for short. Light adaptation is
primarily achieved by increasing the corner frequency (or equivalently shortening the time-
constant) of some or all of the LP-stages in the cascade that mimics the visual response. As we
develop below, the low-frequency attenuation or high-pass filtering seen in the data can be
implemented biochemically or physiologically by feedback or by parallel feedforward
pathways.
Fig 8 illustrates the model and how a brief pulse is transformed as it passes through it. The
cascade is indicated by the black line labelled MODEL and is a cascade of six LP-stages (1–6)
and includes two feedforward stages (A and B) that each incorporate a further LP-stage. The
order of the components shown here is essentially arbitrary because the order of linear ele-
ments in a cascade has no effect on the final output (i.e., on the TCSFs), but we justify this con-
figuration below based on a review of physiological studies. In this illustration, the corner
frequencies of the six variable speed LP-filters (1–4, and A, B) are the same (fc = 15 Hz); the
two fixed-speed LP-filters share a different corner frequency (fcL = 30 Hz). (These values are
consistent with the model fits explained later.) The Equivalent Model on the left is more plausi-
ble physiologically but is mathematically identical if the inputs to each of the four streams are
the same (see Discussion).
The right-hand column of orange panels illustrates the temporal response at various points
in the processing stream to the brief input pulse that is shown in the top orange panel. The
temporal responses (each normalised to unity), are plotted as a function of time—that is, they
are displayed in the “time-domain”. The column of green panels illustrates the corresponding
amplitude responses at the corresponding points in the stream to the same brief input pulse.
The logarithm of the amplitude responses, plotted as a function of frequency, are in the “fre-
quency-domain”, as are the flicker-sensitivity measurements of Figs 2–6. As illustrated in the
top green panel, the amplitude spectrum of the input pulse is flat with the same amplitude at
all frequencies. The numbered red arrows indicate the locations of the responses shown in the
corresponding green and orange panels.
The second row of panels show the response of a single LP-stage—an exponentially-decay-
ing response in the time-domain and a low-pass frequency response in the frequency-domain.
The third panels show the response after processing in three LP-stages. The response is delayed
and smeared out over time in the time-domain but still has a low-pass frequency response
albeit with a more steeply falling high-frequency slope.
Although cascades of LP-stages can capture the high-frequency characteristics of TCSFs,
they cannot give rise to the loss in sensitivity at low-frequencies that causes the TCSFs at mid-
dle- and high-light levels to be bandpass. To produce low-frequency attenuation, we have
Human light adaptation
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Fig 8. The direct cascade used to model flicker sensitivity is shown along the vertical black line labelled MODEL and has six low-pass stages (1–6) and
two inhibitory stages (A and B). The six variable speed LP-filters (1–4, and A, B) have the same corner frequency of 15 Hz in this example and the two fixed-
speed LP-filters (5, 6) have a corner frequency of 30 Hz (see text). The effects on an impulsive input signal (top orange panel) at different stages of the model
(denoted by the numbered red arrows) are shown as a function of time in the orange panels of right-hand column and, in the corresponding green panels, as
the logarithm of amplitude of the response as a function of frequency. The amplitude spectrum of the input is flat with equal amplitude at all frequencies (top
green panel). An early gain adjustment, g, controls the overall gain of the system. The second orange and green panels show the effects of the first LP-stage
Human light adaptation
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added two inhibitory feed-forward stages between the third and fourth LP-stages. The inhibi-
tory stages act by passing their visually-derived input signal through separate LP-stages (A and
B) before scaling the resulting signal (by k) and subtracting the result from the original signal.
For k = 1 these are standard high-pass filters, while for 0<k<1 these feedforward stages are
commonly known as “lead-compensator” filters in engineering because they introduce a phase
advance (or lead) that can improve the stability of the system. As shown in the corresponding
orange panels, the inhibitory stages advance the peak, sharpen the temporal response and, at
some point, bring the temporal response below zero (a “biphasic” response). They also cause a
later, small positive response, so that the temporal response is actually “triphasic” [30, 31]. We
consider the origin of the biphasic response in the Discussion. The corresponding green boxes
show that the frequency-domain effect of the inhibitory stages is to produce low-frequency
attenuation. The fifth orange and green panels show the effects of adding another variable-
speed LP-stage and the sixth pair of panels the effects of adding two fixed-speed LP-stages.
We have chosen the sequence shown in Fig 8 based in part on other work in which we dis-
sected the visual pathway into an early bandpass filter with variable corner frequencies and a
later lowpass filter with two LP-stages with fixed corner frequencies [32–34].
The Equivalent Model shown on the left is identical to the standard Model when its four
inputs are the same as the single input in the standard model. The numbered red circles and
arrows show corresponding points in the two versions. The Equivalent Model can be thought
of as showing the four possible “routes” through the original Model (including routes through
either or both feedforward stages). Note that the Equivalent Model can be modified to allow
differences between the four inputs, thus extending the model into the spatial domain. The
Equivalent Model with parallel pathways is more consistent with known retinal physiology
and with lateral interactions mediated, for example, by horizontal cells between nearby cones
[35]. Because inhibition is derived from lateral connections in the Equivalent Model, variations
in k will produce spatial effects on the temporal response to flicker and brief flashes. However,
the subtractive inhibition need not necessarily involve lateral interactions, and may instead
involve self-cancellation in longitudinal inhibition of the direct pathway.
The final form of the model was chosen partly on the basis of a series of preliminary fits.
These showed that across all datasets at least six LP-stages are required in the direct cascade to
account for the high-frequency slopes of the TCSFs (although a greater number of LP-stages
each with higher corner frequencies would also give good fits). Similarly, a minimum of two
inhibitory stages are required to account for low-frequency attenuation (although a greater
number of inhibitory stages with lower values of k would also give good fits). An important
simplifying assumption was that the variable corner frequencies of the first four LP-stages in
the cascade and the two LP-stages embedded in the inhibitory stages are the same and that
they all varied together with mean light level. This seems an unlikely assumption but allowing
the corner frequencies to vary independently added many more model parameters without
significantly improving the fits.
A second simplifying assumption was that the best-fitting corner frequencies of the two
fixed-speed stages, fcL, are the same, and that they do not vary across observers. When fcL was
allowed to vary across observers in preliminary fits, the best-fitting values were generally
and the third orange and green panels, the effects of a cascade of three stages. Next, the fourth and fifth pair of panels show the additional effects of one and
two feedforward stages, respectively. The two feedforward stages include a common scaler, k, after which the feedforward signal is subtracted from its input.
They produce a triphasic temporal response (orange panels) and a bandpass frequency response (green panels). The sixth pair of panels show the effects of
another LP-stage with a corner frequency of 15 Hz and the final pair the effects of two final stages with corner frequencies of 30 Hz. The Equivalent Model on
the left is mathematically equivalent to the cascade but has lateral connections that are more consistent with other psychophysical and physiological data.
https://doi.org/10.1371/journal.pone.0220358.g008
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similar and had large standard errors, so that fixing fcL across observers resulted in only a mini-
mal reduction in the quality of the fits.
The third simplifying assumption was that for each observer the gains of the two feed-for-
ward stages (k) are the same and are independent of light level. This assumption was also
based on preliminary fits, which showed that k did not vary significantly across medium and
high light levels. The reduction in k that is found at low light levels may be due to light-depen-
dent changes in k within a single mechanism, but it might also be due to the contribution of
rods at mesopic levels. Because rods are more sluggish than cones (e.g., [36]), their contribu-
tion is likely to increase sensitivity at low frequencies and thus will have the effect of reducing
k in the fits. To avoid the potentially confounding effects of rods, we have excluded TCSFs
from the analysis and modelling that are likely to depend on detection by both rods and cones.
The levels assumed to be cone-mediated are highlighted in yellow in the keys of Figs 2–6; the
rationale behind those choices is described in more detail in S1 Appendix. In general, mean
levels below about 1 log10 photopic trolands were excluded from the main analysis unless the
experimental conditions excluded rod detection.
These assumptions led to a simple model with just four parameters of which two, fc and g,
vary with light level, and two others, k and fcL, do not. The model is defined by Eq (2):
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where A(f) is the amplitude sensitivity, f is frequency (Hz), g is the overall gain, fc is the corner
frequency of the six variable-speed LP-stages (Hz), k is the common gain of the two inhibitory
stages, and fcL is the corner frequency of the two fixed-speed LP-stages (Hz). [The corner fre-
quency equals 1/(2πτ), where τ is the time constant in seconds.] The terms of Eq (2) have been
grouped so that the first term is the frequency-independent gain, the second term corresponds
to the four variable LP-stages, the third term corresponds to the two lead-compensators, and
the final term corresponds to the two fixed LP-stages. We discuss the critical aspects of the
model assumptions more fully in the Discussion. Other equations characterizing the model
are provided in S1 Appendix.
The results of the fits are tabulated in Table B in S1 Appendix and the fits are shown by the
solid black and dashed yellow lines in Figs 2–6. The black lines show the fits at levels assumed
to be photopic (cone-mediated). For these fits, as just noted, k was fixed for each observer and
did not vary with light level. The dashed yellow lines show the fits at levels assumed to be
mesopic (rod-and-cone-mediated). For these fits, k was allowed to vary with light level for
each observer. As can be seen, the model does a remarkably good job of accounting for the
data at all levels—both mesopic and photopic. In the remainder of the paper, however, we con-
sider only the fits at photopic levels. The adjusted R2 value for our model for cone-mediated
(photopic) levels is 0.996.
The best-fitting parameters for cone-mediated vision are plotted for all the observers in Fig
9. Panel [A] shows the best-fitting variable-speed corner frequencies (in Hz) as a function of
mean level for each observer as noted in the figure key. The best-fitting corner frequency (30.9
Hz) for the two fixed-speed filters common to all observers is shown by the dashed red line.
Panel [B] shows the best-fitting overall gains, log10 g, vertically aligned with the average gain
captured by the blue line about which the values for each observer cluster closely. (The
unshifted values of log10g are given in Table B in S1 Appendix.) Panel [C] shows k, the best-fit
for the feedforward inhibition. The value of k is fixed across levels for each observer.
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The corner frequency and gain parameters agree well across observers with one easily expli-
cable exception. The unusually high parameter values of corner frequency and k for DHK
(light blue inverted triangles) from Kelly [15] probably reflect the use of a very large flickering
target (50˚in diameter vignetted to zero intensity by 68˚); the other studies used smaller targets
of between 1 and 4˚ in diameter. With hindsight, the large target size was probably unfortunate
because temporal sensitivity is highly inhomogeneous across the retina (e.g., [38]). Although
Fig 9. The three panels show the model’s best fitting parameter values for each of the twelve observers. The error
bars are ±1 standard error of the fitted parameter. Panel [A] shows the best-fitting corner frequencies (fc) in Hz
common to the six variable-speed LP-filters as a function of mean level (log10 photopic trolands). [Corner frequency
(Hz) is inversely proportional to the time constant τ: fc is equal to 1/(2πτ) where τ is in seconds.] The solid blue line
through the data is the descriptive standard or mean function defined by Eq (3). The dashed horizontal red line marks
the constant corner frequency of the final two fixed-speed stages (30.9 Hz). The red and green crosses are the corner
frequencies of a 3-stage LP filter fitted to primate L- and M-cone responses, respectively, measured by Baudin et al.
[37] and shown in Fig 10. Panel [B] shows the logarithmic of the best-fitting overall gain, log10g, but with the data for
each observer vertically shifted to align with the descriptive standard function shown by the solid blue line and defined
by Eq (4). Panel [C] shows the best-fitting scaling factor, k, common to the two inhibitory feedforward stages and fixed
across mean luminance levels. The horizontal solid blue line shows the mean value of k (0.80). Only the parameters for
levels thought to be cone-mediated are shown.
https://doi.org/10.1371/journal.pone.0220358.g009
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the potential effects of retinal inhomogeneity are not obvious in that classic data for DHK
shown Figs 1 and 3, the TCSFs for other observers from the same study are much more irregu-
lar [39].
At low to moderate intensity levels, changes in low-frequency sensitivity in our model are
accounted for by changing the corner-frequencies of the LP-filters in our model with little or
no change in gain. Unlike other models (e.g., [17, 27, 28]), a change in the strength of the feed-
forward or feedback signal is not required.
Standard model parameters
To standardise the model parameters for a typical observer, we next derived descriptive func-
tions to quantify the dependence of corner frequency (fc) and overall gain (g) on mean light
level (in log10 photopic trolands). Values from the standard formulae are shown by the blue
lines in Panels [A] and [B] of Fig 9. For fc, we, adopt a simple function that grows as a power
law until it asymptotes at an upper limit for fc. The form of this function is:
fc ¼ minðaI
b; dÞ ð3Þ
where fc is the corner frequency in Hz, I is the mean background level (retinal illuminance in
photopic trolands), a is a constant, b an exponent, d is the upper limit for fc, and the operator
min() means "the lesser of" its arguments (aIb or d). The best-fitting values for the function fit-
ted to the fc parameters for all observers (except for DHK—for the reasons discussed above)
are a = 4.48±0.35, b = 0.181±0.01 and d = 18.49±0.42. The fit, shown by the solid blue line in
Panel [A] of Fig 9, has an adjusted R2 of 0.89. A power function, but without an upper limit,
was also adopted by Rovamo et al. [18] based largely on a review of photoreceptor and other
measurements by Donner et al. [40].
We adopted the following equation to describe the dependence of the logarithm of the scal-
ing factor, log10 g, on the mean background retinal illuminance, I (Panel [B]):
log
10
g ¼   log
10
ðI þ I0Þ þ s ð4Þ
where I0 is constant across all observers and s takes on a different but constant value for each
observer. I0 indicates the mean luminance below which log10 g is approximately constant and
above which a plot of log10 g vs log10 I eventually approaches an asymptotic slope of -1 (as in
Fig 9B); s just shifts the function for each observer vertically without changing its shape. The
best fitting value of I0 is 103.13±0.06 and the R2 value for the fit is 0.973. The mean value of s
across all 12 observers is 11.03. Panel [B] of Fig 9 shows the individual values of log10g verti-
cally aligned with the function given by Eq (4) with s set to the mean value of 11.03.
The mean value for the feedforward gain, k, is 0.80—as indicated by the horizontal blue line
in Panel [C] of Fig 9. Eqs (3) and (4), with fcL = 30.9 and k = 0.80, can be used with Eq (2) to cal-
culate the expected amplitude sensitivity as a function of frequency for any mean retinal illumi-
nance between 0.4 and 5.7 log10. They can also be used with Equation (B) in S1 Appendix to
calculate the triphasic temporal response of the system to an impulse; i.e., with a positive lobe, a
negative lobe, and a second much smaller positive lobe (see lowest orange panel of Fig 8).
The parameters plotted in Fig 9 suggest that shortening the integration time is important
for sensitivity regulation up to about 3.1 log10 trolands after which sensitivity regulation
depends primarily on frequency-independent decreases in the overall gain. Decreases in gain
above about 4.3 log10 trolands are likely due to photopigment bleaching (e.g., [41]), which, by
reducing photon capture at the input, effectively reduces the gain of the system and so helps
prevent the cone-mediated system from saturating (see Figure 9 in reference [42]). However,
the decrease in gain between 3.1 and 4.3 log10 trolands must be due to other sensitivity-
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regulating mechanisms that attenuate the visual response in an approximately frequency-inde-
pendent manner. These mechanisms might also include shortening the integration times of
additional LP-stages with corner frequencies near or above the temporal acuity limit (i.e., with
fc> 80 Hz), so that at lower visibly flickering frequencies, their effect on the TCSF is much like
a change in overall gain.
Discussion
We have proposed a simple model of human light adaptation made up of a cascade of low-pass
filters and two stages of subtractive inhibition. Sensitivity regulation depends on two intensity-
dependent parameters: one that controls the speed of the response through a single corner fre-
quency, fc (or time constant, τ) and another that, over a limited upper intensity range, controls
the size of the response through the gain parameter, g. The model provides excellent predic-
tions for 65 years of existing TCSF data from De Lange [14], Kelly [15], Roufs [17], Stockman
et al. [13], Rovamo et al. [18], Swanson et al. [19] and von Wiegand et al. [20] as shown in Figs
2–6. We consider the crucial Physiological basis of the model below.
Essential and non-essential features of the model
We readily acknowledge our debt to previous work on light adaptation and to previous models
of light adaptation, many of which incorporate, in different configurations, the model elements
used here (e.g., [14, 15, 18, 26–28, 43–49]). Helpful, insightful reviews of light adaptation
include those by MacLeod [50], Geisler [51], Hood & Finkelstein [7], Laughlin [52], Graham
& Hood [53], Hood [54], van Hateren [55] and van Hateren & Snippe [56].
Our simplified model is made up of a direct cascade of six LP-stages and two inhibitory
stages, each of the latter having a gain control, k, and an embedded LP-stage. As we have
shown, we can provide an excellent description of existing TCSF data by adjusting the time
constants of the four earliest LP-stages in the direct path and the two in the inhibitory stages
with light level and, at higher levels, the overall gain, g, but fixing the strength of inhibition, k,
and the time constants of the final two LP-stages. An important question, then, is which fea-
tures of the model are essential to its success and which can be changed without upsetting the
model’s predictions? Answering this question will help place the model within a wider physio-
logical context and help us to relate it to previous models.
First, the numbers of LP-stages and inhibitory stages are poorly constrained by the data.
This uncertainty is evident in the variability in the number of LP-stages used in earlier models
(e.g., [14, 18, 27, 28, 45–49]). In general, we found that reducing the total number of variable-
and fixed-speed LP-stages below six, or the number of inhibitory stages below two, started to
lower the goodness-of-fit, but increasing them, with compensatory increases in the corner fre-
quency or reductions in k, had relatively little effect. We therefore regard six and two as lower
bounds on the number of direct LP-stages and inhibitory stages, respectively, but accept that
there could be more.
Second, the way in which the corner frequencies of the LP-stages change with light level,
and how many of them change are also both poorly constrained. Based on other evidence
from our laboratory, which suggests that one or two “central” LP-stages have fixed corner fre-
quencies that do not change with light level [34, 57], we have chosen to fix the corner frequen-
cies of the final two of the six LP-stages in the direct cascade. However, we found that the
model predictions are only slightly worse if we fixed the corner frequencies of between zero
and four LP-stages in the direct cascade. A relevant consideration is that the number of fixed
stages affects the dependence of log10g on luminance (see Fig 9B). If the corner frequencies of
zero or one LP-stages are fixed, log10g increases with luminance at the lower background levels
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(i.e., the gain is reduced at low luminances). By contrast, if between 2 and 4 LP-stages are
fixed, log10g remains roughly constant at low levels (as in Fig 9B). Although comparable
decreases in gain have been suggested before [13, 18], an increase in log10g is counter to the
prevailing view of light adaptation as a way of reducing gain as light level increases (the so-
called dark-glasses model, see [50]). We therefore chose to have two fixed stages, which obvi-
ates the need to account for counterintuitive decreases in gain at low light levels.
Third, the assumption that the variable corner frequencies all vary together is almost cer-
tainly a simplification. While there are some advantages in having corner frequencies that
change together (e.g., it produces maximum sensitivity at all frequencies, see S1 Appendix), it
seems unlikely that they will all change together and in the same manner. The assumption that
Fig 10. The panels in the left and right columns column show, respectively, the mean primate L-cone (red continuous lines) and M-
cone (green continuous lines) responses measured by Baudin et al. [37] at mean levels of 1000, 5000, 10000 and 50000 photons
absorbed per second (R�/s). The dashed black lines show the best-fitting 3-stage LP filter responses with common corner frequencies,
which vary with light level. For further details see text.
https://doi.org/10.1371/journal.pone.0220358.g010
Human light adaptation
PLOS ONE | https://doi.org/10.1371/journal.pone.0220358 August 7, 2019 18 / 34
the LP-filters in the inhibitory circuits are the same as those in the direct cascade also seems
unlikely. However, to be consistent with the low-frequency attenuation and the peaks found in
the bandpass TCSF data, the corner frequencies in the inhibitory circuits must be above about
8 Hz, and thus are comparable to the corner frequencies of the LP-filters in the direct cascade.
Last, we assumed that the strength of subtractive inhibition does not change with light level;
i.e., that k is constant in our model. Note that, as we discuss further in the next section where
we consider the physiological basis of the model, this subtractive inhibition is most likely to be
mainly mediated by lateral connections, rather than being inside the photoreceptor. The fixed
value of k is seemingly at odds with the general view that TCSFs are low-pass in the dark and
band-pass at higher light levels, but the conditions under which the low-pass TCSFs were mea-
sured were mesopic, so that those TCSFS are likely to be influenced by rod intrusion. Thus,
most low-level TCSFs—with some exceptions—cannot be considered as representative of the
same system that governs high light-level TCSFs. A similar conclusion was reached by Rovamo
et al., who incorporated a high-pass filter in their psychophysical model. Their high-pass filter
was also fixed with light level, a decision they supported by appealing to cat ganglion cell data
that showed little change in the surround strength with light level [58, 59]. There is also good
psychophysical evidence that photopic spatial integration changes little with light adaptation
[60]. The crucial difference between our model and that of Rovamo et al. is the form of the
high-pass filter, which in their case was a differentiator with a 1/ f attenuation characteristic.
This predicts that, on a double-logarithmic plot, as in, for example, Fig 1, log sensitivity should
increase in direct proportion to log frequency (i.e., it should be a straight line with unity
slope), whereas the data (other than for mesopic levels) consistently show an accelerating
increase in sensitivity up to about 5 Hz.
In summary, the essential features of the model are a direct cascade of at least 6 LP-filters,
the corner frequencies of some or all of which change with light level; and at least two stages of
subtractive inhibition the gains of which do not change with light level. In addition, an overall
light-dependent change in gain is required at higher light levels.
Physiological basis of model
Our model is essentially agnostic as to the locations and order of the model elements within
the visual pathway, which as we noted above could be in any order. Psychophysical measure-
ments generally do not allow us to locate the model elements with certainty, with some excep-
tions. For example, the appearance of very-high spatial frequency gratings produced by laser
interferometry suggests that adaptation occurs within single cones [61]. We have nevertheless
placed the elements in Fig 8 in a particular order, based in part on physiological measurements
that we consider next. Links between physiology and psychophysics, however, are inevitably
tentative, and, as we discuss next, the nature of some of the physiological measurements makes
them unlikely to be representative of normal visual function. We start with measurements of
photoreceptor adaptation.
Photoreceptors. As we argued in the Introduction, for light adaptation to protect the neu-
ral pathways from saturation at moderate to high light intensities much of the sensitivity regu-
lation should occur within the photoreceptor at its outer segment, inner segment and/or
pedicle. Thus, we should expect clear evidence for at least some of the variable-speed LP-stages
from our model in primate photoreceptor measurements. Surprisingly, however, the available
data are highly contradictory. The very influential primate suction-electrode data (in which
cone outer segments are drawn inside suction electrodes and their current responses to light
recorded) suggest that cone adaptation does not reduce sensitivity by 50% until the back-
ground intensity reached as high as 3.3 log10 td (see Figure 8 in [62]). [We refer to background
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that reduces sensitivity by 50% as I0—as in Eq (4)]. Moreover, the photocurrent responses
show minimal changes in speed over the entire background-intensity range, which suggests
that there are no variable LP-stages in the cone outer segment. These results seem implausible
and suggest, as others have pointed out (e.g., [63]), that the separation of the outer segment
from the retinal pigment epithelium (RPE) and from its normal extracellular environment,
results in unnatural flash responses. This argument is bolstered by the fact that the photocur-
rent responses are far too sluggish to support the cone frequency responses estimated from
psychophysics (see, for example, Figure 12 in [64])—in contrast to the faster photovoltage
measurements of cone inner segments made by the same group [65]. Yet, although those
photovoltage measurements are faster, the average I0 was still as high as 2.8 log10 td, and the
backgrounds still did not substantially change the kinetics of the cone response (see Figure
12A in [65]). Together, these results implausibly suggest that there are no kinetic changes in
the cones and that little adaptation of any type occurs below 2.8 log10 td.
At the time, the lack of cone adaptation seemed consistent with extracellular mass record-
ings of cone responses to 150-ms flashes made by Boynton & Whitten [66], who explained
their data solely in terms of response compression and photopigment bleaching without active
adaptation. In contrast, similar measurements, but using both incremental and decremental
flashes, by Valeton & van Norren showed evidence for adaptation with an I0 of approximately
2 log10 td (see Figure 7 in [67]). Seipel, Holopigian, Greenstein & Hood [63] measuring focal
electroretinograms (FERGs), which they argued reflect photoreceptor responses at frequencies
above 20 Hz, showed clear temporal frequency-dependent sensitivity changes above 1.5 log10
td that were consistent with their human psychophysical measurements. These results are con-
sistent with a speeding up of the visual response (see Figure 1 in [63]).
Dunn, Lankheet & Rieke [68] subsequently made current recordings of primate cones
using perforated or whole-cell voltage clamps and showed that adaption begins to reduce cone
sensitivity above about 1000 P/s (photoisomerization per second) with sensitivity falling to half
of its dark value by 5500 P/s. These values are approximately 1.7 and 2.5 log10 trolands, respec-
tively, so that the I0 value is only 0.3 log10 unit lower than the value estimated by Schneeweis &
Schnapf [65]. Crucially, Dunn et al. [68], in contrast to the earlier work, reported that their
cone responses clearly sped up with adaptation, thus providing the first direct evidence of such
effects in primates, even given the provisos that the cones were separated from the RPE and
that voltage-clamping obviates the effects of voltage-gated ion channels on the photoreceptor
response [69].
Such inconsistent physiological results with I0 values that range from 1.5 to 3.3 log10 td and
with evidence for and against cone responses speeding up with adaptation make it difficult to
locate the elements of the psychophysical model inside or outside the photoreceptors. Fortu-
nately, very recent photovoltage measurements of primate M- and L-cones obtained at four
adaptation levels [37] can help to resolve these discrepancies. Fig 10 shows the mean L-cone
(red continuous lines, left column) and M-cone (green continuous lines, right column)
responses measured at mean light levels of 1000, 5000, 10000 and 50000 R�/s (where R�/s is the
estimated rate of photon absorption per second). These levels correspond to 1.7, 2.4, 3.7 and
4.4 log10 td, respectively (assuming 1 td = 20 R
�/s, see p. 17 of their paper). We have separately
fitted the L- and M-cone photoreceptor responses with the impulse responses of a 3-stage LP-
filter allowing the best-fitting corner frequencies to vary with light level with a common best-
fitting initial response delay. The fits are shown by the black dashed lines in Fig 10. The best-
fitting L-cone corner frequencies are 10.92±0.12, 14.58±0.16, 16.78±0.21 and 19.29±0.24 Hz
for levels 1000, 5000, 10000 and 50000 R�/s, respectively, with an initial delay of 13.50±0.13 ms
and an overall R2 of 0.974. The best-fitting M-cone corner frequencies are 11.60±0.16, 15.69
±0.23, 18.95±0.30 and 19.26±0.28 Hz, respectively, with an initial delay of 14.36±0.16 ms and
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an R2 of 0.960. As can be see, the fits shown by the dashed lines very plausibly account for the
rising and falling phases of the photoreceptor responses.
The best-fitting corner frequencies have been plotted as red and green diagonal crosses in
Fig 9A, where the values agree well with our model predictions. Our main purpose in showing
these fits is qualitative. The cone responses show that adaptation begins in the cone at 1.70
log10 troland (and perhaps lower had lower levels been measured), and then is controlled by a
change in the corner frequencies of a cascade of LP-filters. The increase in speed is consistent
with results from other species (e.g., [70, 71]). There are important caveats. The L- and M-
cone responses measured by Baudin et al. are of peripheral cones rather than of foveal cones so
that the LP-stages are likely to be faster than the stages inferred from foveal flicker measure-
ments (e.g., [72]). Moreover, plausible fits can be obtained with more than 3 LP-filters with
concomitant reductions in corner frequency, so that the recordings do not constrain the num-
ber of LP-filters. And, the cones in these measurements have been separated from the RPE, so
they may be somewhat atypical.
Note that the measurements shown in Fig 10 and other recent work show that cone
responses are monophasic or weakly biphasic [37, 73] rather than strongly biphasic as was
found in the early suction electrode recordings [62]. If we accept the more recent measure-
ments, then the subtractive feedforward in our model must occur after the inner segments but
may occur at the cone pedicles. Indeed, the recent work of Kamar, Howlett & Kamermans [74]
shows clearly that the cone response is modulated by signals from surrounding cones fed back
through horizontal cells.
Taken overall, we can reasonably conclude from the physiological data that cone adaptation
begins as low as 1.70 log10 and takes the form of a speeding up of the cone response. Below
that level, the evidence for cone adaptation is weak.
Frequency-dependent and frequency-independent adaptation. Whereas changing the
corner frequencies of LP-filters generally causes frequency-dependent changes in the cone
response, other adaptation mechanisms cause frequency-independent changes in sensitivity.
One such mechanism, which protects the cone from saturation at very high light levels, is
photopigment bleaching. By reducing photon capture at the visual input, bleaching effectively
turns down the gain of the system and so helps prevent the cone-mediated system from satu-
rating. The usual formula for p, the fraction of unbleached pigment remaining on a steady
background of I photopic trolands, is p = I0/(I+I0), where I0 is the background intensity that
bleaches 50% of the photopigment, a value typically assumed to be 104.3 trolands or 4.3 log10
trolands [41]. The effect of bleaching is incorporated in our model as part of the gain control,
g, which precedes the LP-filters and dominates adaptation above about 4.3 log10 td (see Figure
9 in [42]).
Our modelling of the TCSF data suggests that there is an additional frequency-independent
gain control at lower light levels, which is unlikely to be due to bleaching. This additional gain
and bleaching combine to produce an effective I0 of 3.13. Notably, this frequency-independent
gain control has essentially the same properties as the gain control identified in cone outer seg-
ments by Schnapf et al. [62], which had an I0 of 3.3 log10 td and the similar gain control identi-
fied in photovoltage recordings by Schneeweis & Schnapf [65], which had an I0 of 2.8 log10.
The gain control associated with bleaching, which necessarily precedes other adapting stages,
and the additional gain control are both incorporated in the early gain control, g, in the model
of Fig 8, and jointly described by Eq (4).
Two further points are worth noting. First, mechanisms that seem to be frequency-indepen-
dent across the range of visible frequencies could include the frequency-dependent speeding
up of LP-stages but with corner frequencies well above the temporal acuity limit (i.e., with fc>
80 Hz). Such a speeding up may underlie the mechanism in the outer segment with an I0 of
Human light adaptation
PLOS ONE | https://doi.org/10.1371/journal.pone.0220358 August 7, 2019 21 / 34
3.13 log10 td. Second, any frequency-independent mechanisms after the outer segment will
contribute to Eq (4), but for simplicity are included in the model as a single gain control, g.
The importance of frequency-independent gain changes in light adaptation has been a sub-
ject of much debate. Early studies used flashed stimuli, measuring either detection thresholds
in psychophysics or the peak of the impulse response in electrophysiology (e.g.,[66, 67]). We
note that these methods can confuse gain changes with changes in integration time. For exam-
ple, consider the impulse response, y, of 3 identical, cascaded LP-stages, each with corner fre-
quency, fc, and with an overall gain of g,
yðtÞ ¼ g
t2
2
e  2pfct ð5Þ
The peak of this monophasic response occurs when its derivative is 0 for some time t>0,
dy
dt
¼ ðgt   pfcgt
2Þe  2pfct ¼ 0
) t ¼
1
pfc
ð6Þ
As fc increases the peak occurs at earlier times, and the peak response is:
y
1
pfc
� �
¼
g
2p2fc2
eð  2Þ ð7Þ
The peak response increases in proportion to g and decreases in proportion to fc2. Differentiat-
ing between changes in speed or gain is not possible with flash responses without additional
information; e.g., the time to the response peak.
Horizontal cells. Other indirect evidence of cone adaptation comes from Smith, Pokorny,
Lee & Dacey [75], who measured the flicker and flash responses of primate H1 horizontal cells
as a function of the mean background intensity and used the data to model cone adaptation.
They found clear evidence that sensitivity regulation in H1 recordings begins at levels as low as
1 log10 trolands and that it is achieved by a speeding up of the visual response, which they
attributed to a speeding up of the cone response. Both these properties are consistent with our
model and point to adaptation occurring in the cone photoreceptor. The primary change in
speed in their adaptation model is achieved by increasing the corner frequency of a single LP-
stage from on average 4.2 Hz at 1 log10 troland to 53.1 Hz at 3 log10 trolands. Several other
details of their model, such as the second-order filter required to account for resonance in
their H1 data, are more likely to reflect the H1 network responses (e.g., [76]) than cones.
Bipolar cells. An important piece of evidence about the location of the adaptation sites
comes from Dunn, Lankheet & Rieke [68], who compared cone and bipolar cell responses in
the same preparation. They found that the bipolar cells did not contribute significantly to
adaptation and essentially followed the cone responses without additional adaptation.
Ganglion cells. Ganglion cells provide evidence about the adaptation of the whole retina.
Purpura, Tranchina, Kaplin & Shapley [48] measured TCSFs in magnocellular and parvocellu-
lar primate ganglion cells at up to five adaptation levels. They modelled the TCSF data using a
linear systems model with—as in our model—two lead-lag filters but they added an implausi-
bly large and variable number of sometimes extremely fast LP-filters. In general, their data are
consistent with the psychophysical measurements described here, except as they noted (p.89)
the ganglion cell TCSFs remained bandpass even at low adaptation levels. This agrees with our
model in which k, the feedforward gain, when restricted to conditions that are cone-mediated,
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is constant. As well as showing a speeding up of the visual response, their data also show that
adaption begins at backgrounds as low as 1 log10 trolands.
Lee, Pokorny, Smith, Martin & Valberg [77] measured chromatic and luminance TCSFs in
primate magnocellular and parvocellular ganglion cells and in human observers. The magno-
cellular and human luminance TCSFs were comparable in form, but unsurprisingly the
human data showed lower temporal acuities, a difference that Lee at al. attributed to the inter-
position of a later 4-stage LP-filter with a 20-Hz corner frequency. In our model, the late filters
are two LP-stages with fixed 30-Hz corner frequencies. Other important features of their
results are that adaptation becomes apparent between 0.3 and 1.3 log10 trolands, consistent
with Purpura et al., and that the TCSFs and the phase delays measured together show that a
linear systems approach to modelling such data is appropriate.
Lastly, Dunn, Lankheet & Rieke [68] measured not only cone and bipolar cell responses in
the same preparation, but also midget and parasol ganglion cell responses. They found that
adaptation switched from postreceptoral to receptoral as the light level increased. Between
darkness and 1000 R�/s (photoisomerizations per second) they found evidence for frequency-
Fig 11. The panels show the standard model predictions. Panel [A] shows the predicted TCSFs as amplitude sensitivities at a range of light levels (0.5 to 5.5 log10
trolands in 0.5 log10 steps). The TCSFs end at the assumed CFF for each level. Panel [B] shows the predicted CFFs extrapolated from the individual TCSF fits (as coloured
symbols) and the predictions of the standard model shown as the continuous blue line, the white circles are in 0.5 log10 unit intervals and correspond to the line endings in
Panel [A]. The dashed white line is the best fitting Ferry-Porter slope to the standard model. Panel [C] shows predicted threshold-versus-intensity (TVI) curves for brief
flashes. The red line is Stiles’ template for TVI curves. The colored symbols for individual observers have been vertically shifted to align with Stiles’ template removing
individual differences in overall gain. Panel [D] shows the predicted flash thresholds as a function of flash duration (both on log scale) for a range of light levels from 0.5 to
5.5 log10 trolands in 0.5 log10 steps. We have added dashed straight lines to indicate complete temporal summation at short durations (with slopes of -1) and the long
duration asymptote (with slopes of 0). The duration at which these lines intersect is the “critical duration” indicated by the yellow circles.
https://doi.org/10.1371/journal.pone.0220358.g011
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dependent adaptation in the ganglion cells, but not in either the bipolar cells or cones, and
above 1000 R�/s they found adaptation mainly in cones (see Figure 3 in [68]). To incorporate
this postreceptoral adapting stage in our model, we have placed one of the variable-speed LP-
stages after the feedforward stages. Psychophysical evidence for postreceptoral adapting stages
similar to those in our model comes from the work of Stockman, Candler & Sharpe [78], who
measured rod TCSFs and rod phase delays from -3.3 to 0.8 log10 scotopic td and modelled the
changes in both by changing the corner frequencies of LP-stages. Since over most of this
range, the rate of photon absorption per rod is too low for sensitivity regulation to be practica-
ble within the rod photoreceptor itself, the regulation must occur postreceptorally (see [78]).
We speculate that one of these stages might correspond to adaptation in the ganglion cells,
which the rod and cone pathways have in common (see, for example, Figure 1 in [79]).
In conclusion, based on a review of physiological data we have organised the adaptation
stages of the model as illustrated in Fig 8.
As in most other models, noise seems to play little or no role in altering the shapes of the
TCSFs, which can be accounted for deterministically by the model. Thus, we implicitly assume
that temporal sensitivity does not critically depend on early sources of noise; e.g., quantal fluc-
tuations. This is consistent with previous studies that examined the role of noise on flicker
detection, and which suggested early noise is not a limiting factor in human cone-mediated
vision [18, 80].
Cone independent and non-independent adaptation
The locations of the adaptation elements within the visual pathway have clear implications as
to whether the adaptation is likely to be cone-specific, often referred to as first-site adaptation,
or non-cone-specific, often referred to as second-site adaptation (discussed, for example, in
[81, 82]). In the model, we have assumed that the initial frequency-independent gain control,
g, and the first three variable-speed LP-filters are likely to be within the photoreceptor. Given
this, these elements represent sites of first-site, cone-specific adaptation. The two inhibitory
subtractive feed-forward stages in the model, in contrast, are assumed to be after the photore-
ceptors, and are thus sites of second-site adaptation. Since the feedforward is inhibitory, these
second-sites can be cone-opponent under some conditions. The fourth variable-speed LP-filter
is also assumed to be postreceptoral and so is a site of second-site adaptation site. At this site,
signals from other cones (and even rods) may speed up the common filter. We speculate that
the shapes of the Stiles’ π4 and π5 field spectral sensitivities [83] may reflect background adap-
tation mediated at such a second-site where the sensitivity of π4 (M-cone-detected) or of π5 (L-
cone-detected) lights can be raised by the other cone type. Thus, the field spectral sensitivity of
π4 is higher than the isolated M-cone spectral sensitivity at long-wavelengths because L-cones
raise M-cone detection sensitivity at that second-site, while the field spectral sensitivity of π5 is
Fig 12. The solid cream-colored lines show the logarithmic relative amplitude response of one LP-stage plotted as
a function of frequency on a linear scale in Panel [A] and on a logarithmic scale in Panel [B]. The maximum
response has been normalized to 1. The corner frequency, fc, is indicated by the vertical black lines, and frequency is
marked off in multiples of fc. The red dashed lines show the asymptotic frequency response, which in panel [B] is a
straight line with a slope of -1 consistent with there being just one stage. The red region highlights the range above 3.74
fc where the filter response is within 0.015 log10 unit of the asymptotic response. The black-dashed lines, indicating
exponential loss of sensitivity with increasing frequency and which describe the measurements shown in Figs 2–6, are
the best exponential fit to the single LP-filter (cream lines) between 0.33fc and 2.0fc. The green region highlights the
range from 0.43 to 1.92 fc within which the filter is within ±0.015 log10 unit of the exponential response (which is a
straight line in Panel [A]).
https://doi.org/10.1371/journal.pone.0220358.g012
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higher than the isolated L-cone spectral sensitivity at short-wavelengths because the M-cones
raise L-cone detection sensitivity at short-wavelengths.
The current rapid progress in retinal physiology may soon allow some of these details and
ambiguities to be clarified.
Psychophysical implications of the model
Panel [A] of Fig 11 shows the TCSF predictions for the standard observer plotted at back-
ground steps of 0.5 log10 trolands from 0.5 to 5.5 log10 trolands. These can be compared with
the individual TCSFs plotted in Figs 2–6, above. The new model provides fundamental insights
into the workings of the visual system and can be used to model other measures using periodic
and aperiodic stimuli. For example, each TCSF shown in Panel [A] ends at the frequency at
which the amplitude threshold for the standard observer reaches the maximum 100% contrast
for sinusoidal flicker (at which the amplitude sensitivity is 1/I, where I is the background lumi-
nance). This corresponds to the temporal acuity limit or critical flicker (or fusion) frequency
(CFF) for that level. The CFFs from Panel [A] are shown as the white circles plotted as a func-
tion of log10 luminance in Panel [B]. The solid blue line shows the continuous function.
One important characteristic that is seen when the CFF is plotted against the logarithm of
light level, is that over much of the range the function follows a straight line, a behavior
referred to as obedience to the Ferry-Porter law [8, 9]. The dashed white line in Panel [B]
shows the straight line that best fits the standard observer between 1 and 3 log10 trolands. It
has a slope of 15 Hz per decade. The model obeys the Ferry-Porter law over at least a 2 log10
unit range, even though in deriving the model, no attempt was made to produce this result.
Shown as symbols in Panel [B] are the CFFs calculated using the model and best-fitting param-
eters for each observer. The individual CFF predictions are also consistent with the Ferry-Por-
ter law.
Panels [C] and [D] of Fig 11 show the model predictions for aperiodic stimuli. Although
the model was developed to explain data in the frequency domain, its time domain representa-
tion, which is given in Equation (B) in S1 Appendix, can be used to predict the visual response
to any stimuli. For example, we can calculate the response to brief flashes over a range of mean
light levels. In order to extract a measure of visual sensitivity from these responses, we follow
Roufs [46] in assuming that a flash will be detected if the peak response exceeds some critical
threshold that does not depend on the mean light level. Flash sensitivity will then be propor-
tional to the peak of the impulse response, or equivalently flash threshold will be inversely pro-
portional to the peak response. While Roufs assumed that the same threshold applies to
flickering and flashed stimuli, we do not. For example, an above-threshold flickering light at
10 Hz will exceed this hypothetical threshold 10 times every second (or 20 if increments and
decrements are detectible and have the same threshold), whereas an above-threshold flash will
exceed it only once, so any probability summation [28] may reduce the flicker detection
threshold relative to the flash threshold. Accordingly, the units of our implied thresholds are
somewhat arbitrary as they depend on the unknown strength and duration of probability sum-
mation for each observer.
Substituting the parameters from the individual fits to the observed TCSFs into the impulse
response function of Equation (B) in S1 Appendix, we reconstructed flash responses for differ-
ent mean luminances and extracted the height of the peak. These have been plotted as thresh-
old versus intensity (TVI) functions on a double logarithmic scale in Panel [C] of Fig 12
(coloured symbols). Note that thresholds for each observer were normalised (vertically
aligned) to account for potential differences between the flicker and flash sensitivities. We also
used the standard model functions to estimate flash thresholds as a function of mean
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luminance between 0.5 and 5.5 log10 trolands in 0.5 log10 unit steps (white circles in Panel
[C]). We have also plotted as the solid red line Stiles’ TVI template (from Table A in [83]) on
the same scale, and the agreement is remarkably good. The model also captures two well-
known psychophysical laws: first, the threshold increases in proportion to the background at
high light levels (Weber’s law), and second, at low levels threshold increases roughly as the
square-root of the background (the de Vries-Rose law). The model suggests that Weber’s law
is followed at high light levels largely due to bleaching and other frequency-independent gain
changes, while the de Vries-Rose law occurs because of increasing temporal summation at pro-
gressively lower levels. Note, neither quantal fluctuations nor square-root gain changes, both
of which have been invoked to explain the de Vries-Rose law, have any place in our model.
Fig 13. Best-fitting slopes (Hz per log10 unit sensitivity) for the linear high-frequency sensitivity losses from table A as a function
of the corresponding best-fitting corner frequencies (Hz) from table B for the amplitude-sensitivity data shown in Figs 2–6. (Note
that the slope is plotted to become more negative upwards.) The solid blue line is the linear regression line, which has a slope of -1.03
±0.07, an intercept of -4.28±0.97 Hz per log10 unit, and an adjusted R2 of 0.81. The dashed red lines are the 95% confidence intervals
for the regression. Only the parameters for levels thought to be cone-mediated are shown.
https://doi.org/10.1371/journal.pone.0220358.g013
Human light adaptation
PLOS ONE | https://doi.org/10.1371/journal.pone.0220358 August 7, 2019 27 / 34
Additionally, we can use the derived impulse responses to predict the peak response to
flashes of different durations on backgrounds of different intensities. Measured thresholds
decrease in proportion to flash duration for short durations (temporal summation, also known
as Bloch’s law) but thresholds plateau at a constant value for long durations [17, 84]. The flash
duration at which thresholds transition from Bloch’s law to a constant value is known as the
critical duration and has been shown to decrease with increased luminance. The predictions of
our model for flash durations of 1 ms to 1 s and luminances of 0.5 to 5.5 log10 trolands are
shown in Panel [D] of Fig 11. These curves have all been normalised relative to the smallest
amplitude threshold (for long flashes on dim backgrounds). The predictions can be seen to
agree with Bloch’s law at short durations and plateau at longer durations. Thresholds increase
with increasing luminance. The critical duration increases from about 110 ms in dim light to
about 40 ms in bright light (yellow circles).
High-frequency exponential loss of sensitivity
The next issue we address is how a system made up of our LP-stages can produce an exponen-
tial sensitivity loss at high-frequencies even though the expected asymptotic loss at high-fre-
quencies for a cascade of n LP-stages is f   n (i.e., not exponential but a power law and having a
slope of -n on double logarithmic co-ordinates).
Panel [A] of Fig 12 shows the logarithm of the amplitude response of one LP-stage—a single
leaky integrator (cream solid line)—as a function of frequency (linear scale). The single stage
has a corner frequency of fc marked by the vertical black line. Panel [B] shows the same
response on a logarithmic frequency axis. In both cases frequency is indicated in multiples of
fc. Above about 3.74fc (where f>> fc) the response of a single LP-stage in the log-log coordi-
nates of Panel [B] approaches an asymptotic line (red dashed line) with a slope of -1 deter-
mined by a power law with exponent 1—the value of n in the case of a single LP stage. That
line in the log-linear coordinates of Panel[A], produces a function that becomes shallower
with increasing frequency. The red shaded regions in Panels [A] and [B] show where the
power-law approximation is a good fit to the LP response. How can a system made up of LP-
stages, then, have the exponential high-frequency characteristics of the data in Figs 2–6, which
are linear in log-linear coordinates of Panel [A] and follow the dashed black line? The explana-
tion is simply that the response of a single LP-stage approximates an exponential decay (and
thus a straight line in Panel [A]) over the range of frequencies restricted to lie between about
0.36fc and 1.92fc, as shown by the green-shaded regions. This argument applies equally to cas-
cades of multiple LP-stages but produces a steeper slope. (A mathematical explanation involv-
ing a Taylor’s expansion around fc is provided in S1 Appendix.) The introduction of
subtractive inhibition shifts the range of approximately exponential loss to slightly higher fre-
quencies and slightly reduces the exponential slope of the decline, see S1 Appendix.
In conclusion, our analysis shows that the response of systems of LP-stages approximates
an exponential function over much of the mid-frequency range. At higher frequencies, as indi-
cated by the red regions in Fig 12, responses would more closely approximate a power law, but
these frequencies are above the flicker fusion limit and are therefore invisible—flicker cannot
be seen, and flicker sensitivity cannot be directly measured.
The exponential decline in sensitivity with frequency demonstrated by our model is consis-
tent with the empirical data, but it is not a feature that is unique to our model. Any model built
from cascades of several LP-stages produces approximately exponential functions over fre-
quency ranges that depend on the number of stages and their speeds. Another, and mathemat-
ically simpler, way of ensuring an exponential decline would be fit a frequency response that
truly is, or tends towards, an exponential function at high frequencies [24, 38, 85], but we are
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unaware of any physically-plausible motivation for such a model. Indeed, Kelly has pointed
out that a strict adherence to an exponential frequency response would produce a non-causal
impulse response [86]. One other significant, physically motivated, class of models that has
been proposed to account for TCSF data is based on solutions to diffusion equations [43, 86,
87]. Predictions of these models, when log10 sensitivity is plotted against linear frequency, do
not produce straight lines but also have a large negative acceleration, which is inconsistent
with most TCSF data.
Relation between corner frequency and the high-frequency slope
For each TCSF, we carried out two fits. First, we found the slopes, given in Table A, that best
fit the exponentially falling high-frequency sensitivities at each light level. Second, we applied
the new model and found the best-fitting corner frequencies and overall gains given in Table B
in S1 Appendix. In this section, we consider the relation between the high-frequency slopes
and the corner frequencies for those mean intensity levels that can be assumed to be cone-
mediated. Fig 13 shows the best-fitting high-frequency slopes (in Hz per log10 unit of sensitiv-
ity) against the best-fitting corner frequency (Hz). The error bars show ±1 standard error of
the fitted parameter. The discrepant values for DHK were not included. The blue line shows
the linear regression and the 95% confidence interval of the fit lies between the dashed red
lines. The best fitting line has a slope of -1.03±0.07.
It is immediately obvious in Fig 13 that the exponential high-frequency slopes and corner
frequencies are almost exactly linearly related. This simple relation means that a quick and effi-
cient estimate of the speed of the visual system at any mean retinal illuminance can be deter-
mined from the high-frequency slope of the TCSF by measuring two or three contrast
thresholds (at mid to high frequencies) and using Fig 13 to estimate the corresponding corner
frequency and hence the time constant τ. Such an abbreviated method is likely to be especially
useful in clinical or screening contexts where time is limited.
Summary
We propose a simple model of human light adaptation that combines a frequency-indepen-
dent gain control, a cascade of LP-filters and two stages of subtractive inhibition with just two
intensity-dependent parameters: one that controls together the corner frequencies (or time
constants) of six of the eight LP-filters, and a second that controls the frequency-independent
gain at higher light levels. The model accounts for TCSF data collected over the past 65 years,
including low-frequency attenuation, the exponential fall in high-frequency sensitivity, and
the adaptation-dependent sensitivity changes at both low and high frequencies.
The model is agnostic as to the location and sequence of its elements in the visual pathway.
However, following a review of the available physiological data we have tentatively placed the
model elements at specific locations within the pathway.
As we show, the model can be easily extended to aperiodic as well periodic (flickering) sti-
muli. Our next goal will be to test and develop the model by applying it to new periodic and
aperiodic data collected in the same observers.
Details of the model can be easily modified to accommodate new psychophysical and physi-
ological data as they become available.
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S1 Appendix. Justification for data excluded because of rod intrusion. Time-domain repre-
sentation of the model. Analysis of exponential frequency response. Why leaky integrators
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(PDF)
S1 Dataset. Historical datasets plotted in Figs 2–6 and used to develop the model.
(XLSX)
Acknowledgments
This work was supported by BBSRC grants BB/M01858X/1 and BB/R019487/1. We thank
Rhea Eskew for comments and an anonymous reviewer who encouraged us to make substan-
tial improvements to the original manuscript.
Author Contributions
Conceptualization: Andrew T. Rider, G. Bruce Henning, Andrew Stockman.
Data curation: Andrew T. Rider, Andrew Stockman.
Formal analysis: Andrew T. Rider, Andrew Stockman.
Funding acquisition: Andrew Stockman.
Investigation: Andrew T. Rider, G. Bruce Henning.
Methodology: Andrew T. Rider, G. Bruce Henning, Andrew Stockman.
Validation: Andrew T. Rider, G. Bruce Henning, Andrew Stockman.
Visualization: Andrew Stockman.
Writing – original draft: Andrew Stockman.
Writing – review & editing: Andrew T. Rider, G. Bruce Henning, Andrew Stockman.
References
1. Barlow HB, Levick WR. Threshold setting by the surround of cat retinal ganglion cells. Journal of Physi-
ology. 1976; 259(3):737–57. https://doi.org/10.1113/jphysiol.1976.sp011492 PMID: 957261; PubMed
Central PMCID: PMC1309061.
2. Shapley R, Enroth-Cugell C. Visual Adaptation and Retinal Gain Controls. In: Osborne N, Chader G,
editors. Progress in Retinal Research. 3. New York: Pergamon Press; 1984. p. 263–346.
3. Schultze M. Zur Anatomie und Physiologie der Retina. Archiv fu¨r mikroskopische Anatomie und
Entwicklungsmechanik. 1866; 2:175–286.
4. Parinaud H. L’he´me´ralopie et les fonctions du pourple visuel. Comptes rendus hebdomadaires des
se´ances et me´mories de la Socie´te´ de biologie. 1881; 93:286–7.
5. von Kries J. U¨ ber den Einfluß der Adaptation auf Licht- und Farbenempfindung und u¨ber die Funktion
der Sta¨bchen. Bericht der naturforschungs Gesellschaft, Freiburg im Breisgau. 1894; 9:61–70.
6. von Kries J. U¨ ber die Funktion der Netzhautsta¨bchen. Zeitschrift fu¨r Psychologie und Physiologie der
Sinnesorgane. 1896; 9:81–123.
7. Hood DC, Finkelstein MA. Sensitivity to light. In: Boff K, Kaufman L, Thomas J, editors. Handbook of
Perception and Human Performance. 1. New York: Wiley; 1986. p. 5-1-5-66.
8. Ferry ES. Persistence of vision. American Journal of Science. 1892; 44(261):192–207.
9. Porter TC. Contributions to the study of flicker. Paper II. P R Soc London. 1902; 70:313–29. https://doi.
org/10.1098/rspl.1902.0032 PubMed PMID: WOS:000200346300004.
10. Bills MA. The lag of visual sensation in its relation to wave lengths and intensity of light. Princeton, N.J.,
Lancaster, Pa.,: Psychological review company; 1920. vi, 101 p. p.
11. Pulfrich C. Die Stereskopie im Dienste der isochromen und heterochromen Photometrie. Naturwis-
senschaften. 1922; 10:553–64;69–74;96–601;714–22;35–43;51–61.
Human light adaptation
PLOS ONE | https://doi.org/10.1371/journal.pone.0220358 August 7, 2019 30 / 34
12. Rogers BJ, Anstis SM. Intensity versus adaptation and the Pulfrich stereophenomenon. Vision Res.
1972; 12(5):909–28. https://doi.org/10.1016/0042-6989(72)90014-4 PMID: 5037709.
13. Stockman A, Langendo¨rfer M, Smithson HE, Sharpe LT. Human cone light adaptation: from behavioral
measurements to molecular mechanisms. J Vision. 2006; 6(11):1194–213. https://doi.org/10.1167/6.
11.5 PMID: 17209729.
14. de Lange H. Research into the dynamic nature of the human fovea-cortex systems with intermittent and
modulated light. I. Attenuation characteristics with white and colored light. J Opt Soc Am. 1958; 48:777–
84. PMID: 13588450
15. Kelly DH. Visual responses to time-dependent stimuli I. Amplitude sensitivity measurements. J Opt Soc
Am. 1961; 51:422–9. PMID: 13752375
16. Kelly DH. Flicker. In: Jameson D, Hurvich LM, editors. Handbook of Sensory Physiology. VII/4. Berlin:
Springer-Verlag; 1972. p. 273–302.
17. Roufs JAJ. Dynamic properties of vision-I. Experimental relationships between flicker and flash thresh-
olds. Vision Res. 1972; 12:261–78. https://doi.org/10.1016/0042-6989(72)90117-4 PMID: 5033689
18. Rovamo J, Raninen A, Donner K. The effects of temporal noise and retinal luminance on foveal flicker
sensitivity. Vision Res. 1999; 39:533–9. https://doi.org/10.1016/s0042-6989(98)00120-5 PMID:
10341982
19. Swanson WH, Ueno T, Smith VC, Pokorny J. Temporal modulation sensitivity and pulse-detection
thresholds for chromatic and luminance perturbations. J Opt Soc Am A. 1987; 4(10):1992–2005. PMID:
3430210.
20. von Wiegand TE, Graham N, Hood DC. Testing a computational model of light-adaptation dynamics.
Vision Res. 1995; 35(21):3037–51. https://doi.org/10.1016/0042-6989(95)00047-4 PMID: 8533341.
21. Levenberg K. A method for the solution of certain non-linear problems in least squares. Quarterly of
Applied Mathematics. 1944; 2(2):164–8.
22. Marquardt DW. An algorithm for least-squares estimation of nonlinear parameters. Journal of the Soci-
ety for Industrial and Applied Mathematics. 1963; 11(2):431–41. https://doi.org/10.1137/0111030
23. Kulikowski JJ. Some stimulus parameters affecting spatial and temporal resolution of human vision.
Vision Res. 1971; 11(1):83–93. https://doi.org/10.1016/0042-6989(71)90206-9 PMID: 5575856.
24. Watson AB, Ahumada AJ Jr., Extending the flicker visibility metric to a range of mean luminance. SID
Symposium Digest of Technical Papers. 2015; 46(1):30–2.
25. de Lange H. Attenuation characteristics and phase-shift characteristics of the human fovea-cortex sys-
tems in relation to flicker-fusion phenomena. Delft: TU Delft; 1957.
26. de Lange H. Experiments on flicker and some calculations on an electrical analogue of the foveal sys-
tems. Physica. 1952; 18:935–50.
27. Sperling G, Sondhi MM. Model for visual luminance discrimination and flicker detection. J Opt Soc Am.
1968; 58(8):1133–45. PMID: 5668364.
28. Watson AB. Temporal sensitivity. In: Boff K, Kaufman L, Thomas J, editors. Handbook of Perception
and Human Performance. 1. New York: Wiley; 1986. p. 6-1-6-43.
29. Shapley R. Linear and nonlinear systems analysis of the visual system: why does it seem so linear? A
review dedicated to the memory of Henk Spekreijse. Vision Res. 2009; 49(9):907–21. Epub 2008/10/
23. https://doi.org/10.1016/j.visres.2008.09.026 PMID: 18940193; PubMed Central PMCID:
PMC2705991.
30. Roufs JAJ, Blommaert FJJ. Temporal impulse and step responses of the human eye obtained psycho-
physically by means of a drift-correcting perturbation technique. Vision Res. 1981; 21(8):1203–21.
https://doi.org/10.1016/0042-6989(81)90225-x PubMed PMID: WOS:A1981MA41000001. PMID:
7314504
31. Manahilov V. Triphasic temporal impulse responses and Mach bands in time. Vision Res. 1998; 38
(3):447–58. Epub 1998/04/16. https://doi.org/10.1016/s0042-6989(97)00149-1 PMID: 9536368.
32. Petrova D, Henning GB, Stockman A. The temporal characteristics of the early and late stages of the L-
and M-cone pathways that signal colour. J Vision. 2013; 13(4):2.1–26.
33. Petrova D, Henning GB, Stockman A. The temporal characteristics of the early and late stages of L-
and M-cone pathways that signal brightness. J Vision. 2013; 13(7):15.1–23.
34. Stockman A, Petrova D, Henning GB. Colour and brightness encoded in a common L- and M-cone
pathway with expansive and compressive nonlinearities? J Vision. 2014; 14(3):1.-32.
35. Thoreson WB, Mangel SC. Lateral interactions in the outer retina. Prog Retin Eye Res. 2012; 31
(5):407–41. https://doi.org/10.1016/j.preteyeres.2012.04.003 PMID: 22580106
Human light adaptation
PLOS ONE | https://doi.org/10.1371/journal.pone.0220358 August 7, 2019 31 / 34
36. Hecht S, Shlaer S. Intermittent stimulation by light. V. The relation between intensity and critical fre-
quency for different parts of the spectrum. J Gen Physiol. 1936; 19(6):965–77. https://doi.org/10.1085/
jgp.19.6.965 PubMed PMID: WOS:000202065200009. PMID: 19872976
37. Baudin J, Angueyra JM, Sinha R, Rieke F. S-cone photoreceptors in the primate retina are functionally
distinct from L and M cones. eLife. 2019; 8:e39166. https://doi.org/10.7554/eLife.39166 PMID:
30672735
38. Tyler CW. Analysis of visual modulation sensitivity. II. Peripheral retina and the role of photoreceptor
dimensions. J Opt Soc Am A. 1985; 2(3):393–8. PMID: 3981280.
39. Kelly DH. Visual responses to time-dependent stimuli.* III. Individual variations†. J Opt Soc Am. 1962;
52(1):89–95. https://doi.org/10.1364/JOSA.52.000089
40. Donner K, Koskelainen A, Djupsund K, Hemila S. Changes in retinal time scale under background light:
observations on rods and ganglion cells in the frog retina. Vision Res. 1995; 35(16):2255–66. Epub
1995/08/01. https://doi.org/10.1016/0042-6989(94)00319-h PMID: 7571462.
41. Rushton WAH, Henry GH. Bleaching and regeneration of cone pigments in man. Vision Res. 1968; 8
(6):617–31. https://doi.org/10.1016/0042-6989(68)90040-0 PMID: 5729910.
42. Enoch JM. The two-color threshold technique of Stiles and derived component color mechanisms. In:
Jameson D, Hurvich LM, editors. Handbook of Sensory Physiology. VII/4. Berlin: Springer-Verlag;
1972. p. 537–67.
43. Ives HE. A theory of intermittent vision. J Opt Soc Am. 1922; 6(4):343–61. https://doi.org/10.1364/Josa.
6.000343 PubMed PMID: WOS:000200913600005.
44. de Lange H. Eye’s response at flicker fusion to square-wave modulation of a test field surrounded by a
large steady field of equal mean luminance. J Opt Soc Am. 1961; 51:415–21.
45. Matin L. Critical duration, the differential luminance threshold, critical flicker frequency, and visual adap-
tation: a theoretical treatment. J Opt Soc Am. 1968; 58(3):404–15. PMID: 5642207.
46. Roufs JAJ. Dynamic properties of vision. II. Theoretical relationship between flicker and flash thresh-
olds. Vision Res. 1972; 12:279–92. https://doi.org/10.1016/0042-6989(72)90118-6 PMID: 5033690
47. Tranchina D, Gordon J, Shapley RM. Retinal Light Adaptation—Evidence for a Feedback Mechanism.
Nature. 1984; 310(5975):314–6. https://doi.org/10.1038/310314a0 PubMed PMID: WOS:
A1984TB55300037. PMID: 6462216
48. Purpura K, Tranchina D, Kaplan E, Shapley RM. Light adaptation in the primate retina: Analysis of
changes in gain and dynamics of monkey retinal ganglion cells. Visual Neurosci. 1990; 4(1):75–93.
PMID: 2176096.
49. Barten PGJ. Contrast sensitivity of the human eye and its effects on image quality. Eindhoven: Tech-
nische Universiteit Eindhoven; 1999.
50. MacLeod DIA. Visual sensitivity. Annual Review of Psychology. 1978; 29:613–45. https://doi.org/10.
1146/annurev.ps.29.020178.003145 PMID: 623433.
51. Geisler WS. Adaptation, afterimage and cone saturation. Vision Res. 1978; 18:279–89. https://doi.org/
10.1016/0042-6989(78)90162-1 PMID: 664303
52. Laughlin SB. The role of sensory adaptation in the retina. The Journal of Experimental Biology. 1989;
146:39–62. PMID: 2689569.
53. Graham N, Hood DC. Modeling the dynamics of adaptation: the merging of two traditions. Vision Res.
1992; 32(7):1373–93. https://doi.org/10.1016/0042-6989(92)90230-g PMID: 1455710.
54. Hood DC. Lower-level visual processing and models of light adaptation. Annual Review of Psychology.
1998; 49:503–35. https://doi.org/10.1146/annurev.psych.49.1.503 PMID: 9496631.
55. van Hateren H. A cellular and molecular model of response kinetics and adaptation in primate cones
and horizontal cells. J Vision. 2005; 5(4):331–47. doi: 10:1167/5.4.5. PMID: 15929656.
56. van Hateren JH, Snippe HP. Simulating human cones from mid-mesopic up to high-photopic lumi-
nances. J Vision. 2007; 7(4):1–11. https://doi.org/10.1167/7.4.1 PMID: 17461685
57. Stockman A, Henning GB, West P, Rider AT, Ripamonti C. Hue shifts produced by temporal asymme-
tries in chromatic signals depend on the alignment of the 1st and 2nd harmonics. J Vision. 2017; 17
(9):3.1–24.
58. Enroth-Cugell C, Lennie P, Shapley RM. Surround contribution to light adaptation in cat retinal ganglion
cells. Journal of Physiology. 1975; 247(3):579–88. Epub 1975/06/01. https://doi.org/10.1113/jphysiol.
1975.sp010948 PMID: 1142302; PubMed Central PMCID: PMC1309489.
59. Enroth-Cugell C, Lennie P. The control of retinal ganglion cell discharge by receptive field surrounds.
Journal of Physiology. 1975; 247(3):551–78. Epub 1975/06/01. https://doi.org/10.1113/jphysiol.1975.
sp010947 PMID: 1142301; PubMed Central PMCID: PMC1309488.
Human light adaptation
PLOS ONE | https://doi.org/10.1371/journal.pone.0220358 August 7, 2019 32 / 34
60. Chen B, MacLeod DIA, Stockman A. Improvement in human vision under bright light: grain or gain?
Journal of Physiology. 1987; 394:41–66. https://doi.org/10.1113/jphysiol.1987.sp016859 PMID:
3443973; PubMed Central PMCID: PMC1191950.
61. MacLeod DIA, He S. Visible flicker from invisible patterns. Nature. 1993; 361(6409):256–8. https://doi.
org/10.1038/361256a0 PMID: 8423852.
62. Schnapf JL, Nunn BJ, Meister M, Baylor DA. Visual transduction in cones of the monkey Macaca fasci-
cularis. Journal of Physiology. 1990; 427:681–713. https://doi.org/10.1113/jphysiol.1990.sp018193
PMID: 2100987; PubMed Central PMCID: PMC1189952.
63. Seiple W, Holopigian K, Greenstein V, Hood DC. Temporal frequency dependent adaptation at the level
of the outer retina in humans. Vision Res. 1992; 32(11):2043–8. https://doi.org/10.1016/0042-6989(92)
90065-Q PMID: 1304081
64. Stockman A, Plummer DJ. Color from invisible flicker: a failure of the Talbot-Plateau law caused by an
early "hard" saturating nonlinearity used to partition the human short-wave cone pathway. Vision Res.
1998; 38(23):3703–28. https://doi.org/10.1016/s0042-6989(98)00049-2 PubMed PMID:
WOS:000075693300005. PMID: 9893801
65. Schneeweis DM, Schnapf JL. The photovoltage of macaque cone photoreceptors: adaptation, noise,
and kinetics. The Journal of neuroscience: the official journal of the Society for Neuroscience. 1999; 19
(4):1203–16. PMID: 9952398.
66. Boynton RM, Whitten DN. Visual adaptation in monkey cones: Recordings of late receptor potentials.
Science. 1970; 170(3965):1423–26. https://doi.org/10.1126/science.170.3965.1423 PMID: 4991522.
67. Valeton JM, van Norren D. Light adaptation of primate cones: an analysis based on extracellular data.
Vision Res. 1983; 23(12):1539–47. https://doi.org/10.1016/0042-6989(83)90167-0 PMID: 6666056.
68. Dunn FA, Lankheet MJ, Rieke F. Light adaptation in cone vision involves switching between receptor
and post-receptor sites. Nature. 2007; 449(7162):603–7. https://doi.org/10.1038/nature06150 PubMed
PMID: WOS:000249893500046. PMID: 17851533
69. Howlett MHC, Smith RG, Kamermans M. A novel mechanism of cone photoreceptor adaptation. PLOS
Biology. 2017; 15(4):e2001210. https://doi.org/10.1371/journal.pbio.2001210 PMID: 28403143
70. Fourtes MGF, Hodgkin AL. Changes in time scale and sensitivity in the ommatidia of Limulus. Journal
of Physiology. 1964; 172(2):239–63.
71. Baylor DA, Hodgkin AL. Changes in time scale and sensitivity in turtle photoreceptors. Journal of Physi-
ology. 1974; 242(3):729–58. https://doi.org/10.1113/jphysiol.1974.sp010732 PMID: 4449053; PubMed
Central PMCID: PMC1330660.
72. Sinha R, Hoon M, Baudin J, Okawa H, Wong ROL, Rieke F. Cellular and Circuit Mechanisms Shaping
the Perceptual Properties of the Primate Fovea. Cell. 2017; 168(3):413-26.e12. https://doi.org/10.1016/
j.cell.2017.01.005
73. Cao LH, Luo DG, Yau KW. Light responses of primate and other mammalian cones. Proceedings of the
National Academy of Sciences USA. 2014; 111(7):2752–7. Epub 2014/02/20. https://doi.org/10.1073/
pnas.1400268111 PMID: 24550304; PubMed Central PMCID: PMC3932881.
74. Kamar S, Howlett MHC, Kamermans M. Silent-substitution stimuli silence the light responses of cones
but not their output. J Vision. 2019; 19(5):14.1-.1. https://doi.org/10.1167/19.5.14 PMID: 31100130
75. Smith VC, Pokorny J, Lee BB, Dacey DM. Primate horizontal cell dynamics: an analysis of sensitivity
regulation in the outer retina. J Neurophysiol. 2001; 85(2):545–58. https://doi.org/10.1152/jn.2001.85.2.
545 PMID: 11160492.
76. Packer OS, Dacey DM. Synergistic center-surround receptive field model of monkey H1 horizontal
cells. J Vision. 2005; 5(11):1038–54. https://doi.org/10.1167/5.11.9 PMID: 16441201.
77. Lee BB, Pokorny J, Smith VC, Martin PR, Valberg A. Luminance and chromatic modulation sensitivity
of macaque ganglion cells and human observers. J Opt Soc Am A. 1990; 7(12):2223–36. PMID:
2090801.
78. Stockman A, Candler T, Sharpe LT. Human scotopic sensitivity is regulated postreceptorally by chang-
ing the speed of the scotopic response. J Vision. 2010; 10(2):12.1–9. doi: Artn 12 https://doi.org/10.
1167/10.2.12 PubMed PMID: WOS:000275890300012. PMID: 20462313
79. Sharpe LT, Stockman A. Two rod pathways: the importance of seeing nothing. Trends in neurosci-
ences. 1999; 22:497–504. PMID: 10529817
80. Graham N, Hood DC. Quantal noise and decision rule in dynamic models of light adaptation. Vision
Res. 1992; 32:779–87. https://doi.org/10.1016/0042-6989(92)90193-m PMID: 1413561
81. Eskew RT Jr., McLellan JS, Giulianini F. Chromatic detection and discrimination. In: Gegenfurtner K,
Sharpe LT, editors. Color vision: From Genes to Perception. Cambridge: Cambridge University Press;
1999. p. 345–68.
Human light adaptation
PLOS ONE | https://doi.org/10.1371/journal.pone.0220358 August 7, 2019 33 / 34
82. Stockman A, Brainard DH. Color vision mechanisms. In: Bass M, DeCusatis C, Enoch J, Lakshminar-
ayanan V, Li G, Macdonald C, et al., editors. The Optical Society of America Handbook of Optics, 3rd
edition, Volume III: Vision and Vision Optics. New York: McGraw Hill; 2010. p. 11.1-.104.
83. Stiles WS. Mechanisms of Colour Vision. London: Academic Press; 1978.
84. Bloch AM. Experiences sur la vision. Comptes Rendus de la Societe´ de Biologie. 1885; 37:493–5.
85. H.E. E, Banks MS. Temporal contrast sensitivity in human infants. Vision Res. 1992; 32(6):1163–8.
https://doi.org/10.1016/0042-6989(92)90018-E PMID: 1509708
86. Kelly DH. Diffusion model of linear flicker responses. J Opt Soc Am. 1969; 59(12):1665–70. PMID:
5360496
87. Veringa F. Enige natuurkundige aspecten van het zien van gemoduleerd licht: University of Amster-
dam; 1961.
Human light adaptation
PLOS ONE | https://doi.org/10.1371/journal.pone.0220358 August 7, 2019 34 / 34
