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On an L2 extension theorem from log-canonical centres with log-canonical
measures
TSZ ON MARIO CHAN
Abstract. With a view to prove an Ohsawa–Takegoshi type L2 extension theorem
with L2 estimates given with respect to the log-canonical (lc) measures, a sequence of
measures each supported on lc centres of specific codimension defined via multiplier
ideal sheaves, this article is aiming at providing evidence and possible means to prove
the L2 estimates on compact Kähler manifolds X . A holomorphic family of L2 norms
on the ambient space X is introduced which is shown to “deform holomorphically” to
an L2 norm with respect to an lc-measure. Moreover, the latter norm is shown to be
invariant under a certain normalisation which leads to a “non-universal” L2 estimate on
compact X . Explicit examples on P3 with detailed computation are presented to verify
the expected L2 estimates for extensions from lc centres of various codimensions and to
provide hint for the proof of the estimates in general.
1. Introduction
1.1. Background and main results. In [5], an Ohsawa–Takegoshi type L2 extension
theorem for holomorphic sections on compact Kähler manifolds with estimates with re-
spect to 1-lc-measures is proved. With only minor generalisations to the assumptions on
the potential ϕL and the global function ψ (which see Section 1.3 for details), the claim
in [5, Thm. 1.4.5] is essentially the same as the quantitative extension in [6, Thm. (2.12)]
on compact Kähler manifolds (see also [3]) but with the Ohsawa measure in the estimate
replaced by the 1-lc-measure defined in [5]. The proof of [5, Thm. 1.4.5] works only when
the section to be extended is defined on log-canonical (lc) centres of codimension 1 but
vanishing on those of codimension 2 and higher. However, in view of the conjecture of
dlt extension ([7, Conj. 1.3]), it is crucial to have some sort of estimates for holomorphic
extensions of sections on lc centres of codimension 2 or higher (see [5, §1.1] for a brief
account).
While the result in [5, Thm. 1.4.5] is no better than the known results from all previous
studies on the same topic, it is a precursor of the study of L2 estimates of holomorphic
extensions of sections on lc centres of higher codimensions in terms of lc-measures. The
example of Berndtsson (see [5, Example 2.3.2] or [4, Appendix A.3]) hints that expressing
the L2 estimates in terms of various lc-measures is possible. The goal of this paper is to
further investigate in this direction.
LetX be a compact Kähler manifold, (L, e−ϕL) a holomorphic line bundle onX endowed
with a singular hermitian metric e−ϕL , and ψ a global negative function with poles on
X. Assuming that both ϕL and ψ have neat analytic singularities and that there is
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a δ > 0 such that ϕL + (1 + β)ψ is plurisubharmonic (psh) for all β ∈ [0, δ]. Let
S ⊂ (ψ)−1(−∞) be the subvariety which is the scheme-theoretic difference between the
subvarieties defined by the multiplier ideal sheaves I(ϕL + ψ) and I(ϕL) and suppose
that S is reduced (i.e. I(ϕL + mψ) does not “jump” more than once along the same
subvariety when m increases within [0, 1]; see Section 1.3 for more precise assumptions on
ϕL and ψ and definition of S). Denote the defining ideal sheaf of the union of lc centres
lcσX(S) = lc
σ
X(ϕL, ψ) of (X,ϕL, ψ) of codimension σ by IlcσX(S) (see Definition 1.3.3).
Following the analysis of Berndtsson ([4, Appendix A.3] or [5, Example 2.3.2]), set
(eq 1.1.1) Hσ := H
0
(
X,KX ⊗ L⊗I(ϕL) · IlcσX(S)
)
,
the space of holomorphic sections of KX ⊗ L ⊗ I(ϕL) vanishing on lc
σ
X(S).
1 One then
obtains the filtration
H0(X,KX⊗L⊗I(ϕL)) = Hσmlc+1 ⊃ Hσmlc ⊃ · · · ⊃ H1 = H
0(X,KX⊗L⊗I(ϕL+ψ)) ,
2
where σmlc ≤ n := dimX is the codimension of the minimal lc centres (mlc) of (X,ϕL, ψ).
By the “qualitative extension” of Demailly ([6], see also [3]), it follows that, under the psh
assumption on ϕL + (1 + β)ψ, existence of extension is guaranteed and thus
Hσmlc+1/H1
∼= H0
(
S,KX ⊗ L⊗
I(ϕL)
I(ϕL + ψ)
)
.
Indeed, even if the isomorphism does not hold true (e.g. when ϕL+(1+β)ψ is not psh), one
can still discuss about the L2 estimates for “extendible” holomorphic sections, i.e. sections
in Hσmlc+1/H1. The strategy to obtain an L
2 estimate for some holomorphic extension of
f ∈ Hσmlc+1/H1 is to consider the orthogonal decomposition
Hσ+1 = Hσ ⊕ Eσ
with respect to certain L2 norm for each σ = 1, 2, . . . , σmlc and to obtain a minimal
element Fσ ∈ Eσ for each σ such that each Fσ comes with an L
2 estimate and
σmlc∑
σ=1
Fσ ≡ f mod I(ϕL + ψ) on X
(see Notation 1.3.2).
The goal is to express the L2 estimate on Fσ in terms of σ-lc-measure defined in [5]. The
definition of σ-lc-measure is recalled in Definition 1.3.4 for reader’s convenience. Instead
of considering a single norm on all subspaces Hσ+1, the following norms are introduced
to each of the subspaces.
Definition 1.1.1. Fix any number ℓ > 0 such that |ℓψ| > 1 on X. For any ε > 0 and
any smooth L⊗ L-valued (n, n)-form G on X, set
F
G
(ε)σ := F
G
(ε) := ε
∫
X
G e−ϕL−ψ
|ψ|σ(log|ℓψ|)1+ε
.
1Strictly speaking, since ϕL is allowed to have poles along any lc centres of (X,S) and thus sections
of I(ϕL) can vanish along those centres, the precise description should be “the space of holomorphic
sections of KX ⊗ L⊗I(ϕL) with an extra vanishing order along lc
σ
X(S).”
2Notice that the inclusions need not be strict in general. Moreover, the inclusion I(ϕL) · Ilcσ
X
(S) ⊃
I(ϕL) · IS = I(ϕ+ψ) is due to the assumption that I(ϕL+mψ) for m ∈ [0, 1] “jumps” along S exactly
when m = 1.
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It is denoted by F
|f |2
(ε)σ when G = |f |
2 for some f ∈ Hσmlc+1 and F
〈f,g〉
(ε)σ when G = cnf ∧ g
(see Notation 1.2.4) for some f, g ∈ Hσmlc+1. (Here, F
G
(ε)σ, F
|f |2
(ε)σ or F
〈f,g〉
(ε)σ may diverge if
they come without further restrictions.) For convenience,
the value F
|f |2
(0)σ := lim
ε→0+
F
|f |2
(ε)σ and the function ε 7→ F
|f |2
(ε)σ
are respectively named the residue (squared) norm and the residue function of f for the
lc centres of (X,S) of codimension σ (the naming can be justified by Theorem 1.1.2).
It turns out that one has the following Theorem 1.1.2, which is proved in this paper.
Theorem 1.1.2 (ref. Prop. 2.2.1, Thm. 2.3.1 and Cor. 2.3.3). For any f ∈ Hσ+1,
• the integral F
|f |2
(ε)σ is convergent for any ε > 0,
• the function ε 7→ F
|f |2
(ε)σ can be analytically continued to an entire function,
3 and
• F
|f |2
(0)σ =
∫
lcσX(S)
|f |2ω d lcv
σ
ω,ϕL
[ψ], the squared norm of f on lcσX(S) with respect to
the σ-lc-measure d lcvσω,ϕL [ψ], and its value is independent of the normalisation of
log|ℓψ|.
One can then see that Hσ =
{
f ∈ Hσ+1
∣∣∣ F|f |2(0)σ = 0} by the computation of σ-lc-
measure in [5, Prop. 2.2.1 and Remark 2.2.3].
Now, equipped Hσ+1 with the squared L
2 norm F
|·|2
(1)σ such that Hσ+1 = Hσ ⊕ Eσ is
the orthogonal decomposition with respect to it. One then has the following conjecture
which is the goal of the current research.
Conjecture 1.1.3. There exists a constant b ≥ 1 which is independent of ϕL and ψ given
in Section 1.3 such that the following holds true. Given the normalisation log|ℓψ| ≥ b on
X (by adding suitable constant to ψ and/or varying ℓ > 0 suitably), suppose that Hσ+1 =
Hσ ⊕ Eσ is the orthogonal decomposition with respect to F
|·|2
(1)σ. For any f ∈ Hσmlc+1/H1,
one can find Fσ ∈ Eσ for σ = 1, . . . , σmlc inductively (starting from σ = σmlc) such that,
for every σ = 1, . . . , σmlc,
σmlc∑
j=σ
Fj ≡ f mod I(ϕL) · IlcσX(S) on X
4
and
F
|Fσ|2
(1)σ ≤ F
|Fσ|2
(0)σ = F
|f−
∑σmlc
j=σ+1 Fj|
2
(0)σ .
Consequently, F :=
∑σmlc
σ=1 Fσ is an holomorphic extension of f which, if further assume
that |ψ| ≥ 1 on X, comes with the estimate
F
|F |2
(1)σmlc = F
|Fσmlc|
2
(1)σmlc + F
∣∣∣∑σmlc−1σ=1 Fσ
∣∣∣2
(1)σmlc
(
since
∑σmlc−1
σ=1 Fσ ∈ Hσmlc = (Eσmlc)
⊥
)
3Analytic continuation of the residue function ε 7→ F
|f |2
(ε)σ across 0 is suggested already by the study of
residue currents in [2], [9] and [1]. See [5, §1.4] for a discussion.
4Here, f is abused to mean its image under the map Hσmlc+1/H1 → Hσmlc+1/Hσ.
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≤ F
|Fσmlc|
2
(1)σmlc + F
∣∣∣∑σmlc−1σ=1 Fσ
∣∣∣2
(1)σmlc−1 ≤ · · · ≤
σmlc∑
σ=1
F
|Fσ|2
(1)σ ≤
σmlc∑
σ=1
F
|Fσ |2
(0)σ .
In view of the conjecture, one can now focus on proving that, for any fixed σ, given
f ∈ Hσ+1/Hσ, there exists F ∈ Eσ such that F ≡ f mod I(ϕL) · IlcσX(S) and
F
|F |2
(1)σ ≤ F
|F |2
(0)σ = F
|f |2
(0)σ
under the normalisation log|ℓψ| ≥ b ≥ 1.
Although the above conjecture is not proved yet in this paper, one can prove relatively
easily the following “non-universal” estimate.
Theorem 1.1.4 (ref. Theorem 3.1.1). On a compact Kähler manifold X with ϕL and ψ
given as above, there exists a constant C := C(X,ϕL + ψ) > 0 such that, when ψ and
ℓ > 0 are chosen to satisfy the normalisation log|ℓψ| ≥ C (by varying ℓ > 0 or adding
suitable constant to ψ) while ϕL is adjusted accordingly so that ϕL+ψ is kept unchanged,
the estimate
F
|F |2
(1)σ ≤ F
|F |2
(0)σ
holds for all F ∈ Eσ.
Note that the proof of the above “non-universal” estimate does not make use of the
psh assumption on ϕL + (1 + β)ψ. It indeed follows from the compactness of X and the
invariant property of the residue norm F
|·|2
(0)σ.
Now it makes sense to talk of the “minimal normalisation” on log|ℓψ| with respect to
(ϕL, ψ), i.e. there is a minimal normalising constant Cmin = Cmin(ϕL, ψ) > 0 such that
under the normalisation log|ℓψ| ≥ Cmin on X, the inequality F
|F |2
(1)σ ≤ F
|F |2
(0)σ holds true
for all F ∈ Eσ. Conjecture 1.1.3 claims that the constant b := supCmin(ϕL, ψ), where the
supremum is taken over all possible ϕL and ψ with suitable curvature assumption on X,
should be finite.
The claim on the normalising constant b being no less than 1 in the conjecture is
verified in the explicit examples with X = P3 and KP3 ⊗L isomorphic to O or O(1) given
in Section 3.2. They indeed satisfy the stronger inequality
F
|F |2
(ε)σ ≤ F
|F |2
(0)σ for all ε ≥ 0
for every F ∈ Eσ, under the normalisation log|ℓψ| ≥ 1. Example 3.2.3 even provides
an instance that the L2 estimates hold true even when the usual curvature assumption,
i.e. ϕL+(1+β)ψ being psh for β ∈ [0, δ] with δ > 0, is not satisfied. The computation in
the examples may hopefully provides hints, as well as difficulties, on proofing Conjecture
1.1.3.
The rest of Section 1 provides the notation and the basic setup used in this article.
Discussion on the properties of F
|·|2
(ε)σ starts from Section 2. Comparison of the (squared)
norm F
|·|2
(ε)σ with the sup-norm and L
2
p norms with smooth weights for p > 1 is also
provided in addition to the proof of Theorem 1.1.2. Section 3 provides the proof of the
“non-universal” estimates in Theorem 1.1.4 and detailed computations on the particular
examples on P3.
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1.2. Notation. In this paper, the following notations are used throughout.
Notation 1.2.1. Set i¯ :=
√−1
2π
.5
Notation 1.2.2. Each potential ϕ (of the curvature of a metric) on a holomorphic line
bundle L in the following represents a collection of local functions {ϕγ}γ with respect to
some fixed local coordinates and trivialisation of L on each open set Vγ in a fixed open
cover {Vγ}γ of X. The functions are related by the rule ϕγ = ϕγ′ + 2Rehγγ′ on Vγ ∩ Vγ′
where ehγγ′ is a (holomorphic) transition function of L on Vγ∩Vγ′ (such that sγ = sγ′e
hγγ′ ,
where sγ and sγ′ are the local representatives of a section s of L under the trivialisations
on Vγ and Vγ′ respectively). Inequalities between potentials is meant to be the inequalities
under the chosen trivialisations over open sets in the fixed open cover {Vγ}γ .
Notation 1.2.3. For any holomorphic line bundle E, let
• φE := log|sE |
2, representing the collection
{
log|sE,γ|
2}
γ
, denote a potential (of
the curvature of the metric) on E given by the collection of local representations
{sE,γ}γ of some canonical section sE (thus φE is uniquely defined up to an additive
constant);
• ϕsmE denote a smooth potential on E;
• ψE := φE−ϕ
sm
E , which is a global function on X, when both φE and ϕ
sm
E are fixed.
All the above definitions are extended to any R-line bundle E by linearity (with respect
to the tensor product).
Notation 1.2.4. For any (n, 0)-form (or KX-valued section) f , define |f |
2 := cnf ∧ f ,
where cn := (−1)
n(n−1)
2
(
π i¯
)n
. For any Kähler metric ω = π i¯
∑
1≤j,k≤n hjk dz
j ∧ dzk on X,
set d volX,ω :=
ω∧n
n!
. Set also |f |2ωd volX,ω = |f |
2.
Notation 1.2.5. For any two non-negative functions u and v, write u . v (equivalently,
v & u) to mean that there exists some constant C > 0 such that u ≤ Cv, and u ∼ v to
mean that both u . v and u & v hold true. For any functions η and φ, write η .log φ if
eη . eφ. Define &log and ∼log accordingly.
1.3. Basic setup. The same setup as in [5, §1.3] is considered in this paper.
Let (X,ω) be a compact Kähler manifold of complex dimension n, and let I(ϕ) :=
IX(ϕ) be the multiplier ideal sheaf of the potential ϕ on X given at each x ∈ X by
I(ϕ)x := IX(ϕ)x :=
f ∈ OX,x
∣∣∣∣∣∣∣
f is defined on a coord. neighbourhood Vx ∋ x
and
∫
Vx
|f |2e−ϕdλVx < +∞
 ,
where dλVx is the Lebesgue measure on Vx. Throughout this paper, the following are
assumed on X:
(1) (L, e−ϕL) is a hermitian line bundle with an analytically singular metrics e−ϕL ,
where ϕL is locally equal to ϕ1 − ϕ2, where each of the ϕi’s is a quasi-psh local
function with neat analytic singularities, i.e. locally
ϕi ≡ ci log
(∑
j
|gij |
2
)
mod C∞ ,
5The notation is chosen by mimicking the reduced Planck constant ~ = h2pi . It is typeset with the code
{\raisebox{-4.25pt}{$\mathchar’26$}\mkern-7mu i}.
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where ci ∈ R≥0 and gij ∈ OX ;
(2) ψ is a global function on X such that it can also be expressed locally as a difference
of two quasi-psh functions with neat analytic singularities;
(3) ψ < 0 on X (which implies that ψ is quasi-psh after some blow-ups as it has only
neat analytic singularities);
(4) ϕL + (1 + β)ψ is a plurisubharmonic (psh) potential for all β ∈ [0, δ] for some
δ > 0;
(5) 1 is a jumping number of the family {I(ϕL +mψ)}m∈R≥0 such that
I(ϕL) = I(ϕL +mψ) ( I(ϕL + ψ) for all m ∈ [0, 1)
(the jumping numbers exist on compact X by the openness property of multiplier
ideal sheaves as ψ is quasi-psh after suitable blow-ups);
(6) S ⊂ (ψ)−1(−∞) is a reduced subvariety defined by the annihilator
IS := AnnOX
(
I (ϕL)
I (ϕL + ψ)
)
(see [6, Lemma 4.2] for the proof that IS is reduced).
When it helps in the computation, one can make the following assumption.
Snc assumption 1.3.1 (see [5, §2.1] for details). By considering a suitable log-resolution
of (X,ϕL, ψ), one can assume that
• S is a reduced divisor, and
• the polar ideal sheaves of ϕL and ψ respectively are principal and the corresponding
divisors have only simple normal crossings (snc) with each other.
Under such assumption, one may define ϕ˜L by
ϕ˜L + ψS := ϕL + ψ ,
where ψS := φS − ϕ
sm
S < 0 (see Notation 1.2.3), for convenience.
Notation 1.3.2. Given a set V ⊂ X, a section f of I(ϕL)
I(ϕL+ψ)
on V (which is supported
in S ∩ V ), and a section F of I(ϕL) on V , the notation
F ≡ f mod I(ϕL + ψ) on V
is set to mean that, for all x ∈ V , if (F )x and (f)x denote the germs of F and f at x
respectively, one has
((F )x mod I(ϕL + ψ)x) = (f)x .
If such a relation between F and f holds, F is said to be an extension of f on V . If the set
V is not specified, it is assumed to be the whole space X. Such notation is also applied
to cases with a slight variation of the sheaf I(ϕL + ψ) (for example, with I(ϕL + ψ)
replaced by C∞X ⊗I(ϕL + ψ)).
Definition 1.3.3. If S is a reduced divisor with snc on X, define lcσX(S) to be the union
of all lc centres of (X,S) of codimension σ in X (see [8, Def. 4.15] for the definition of
lc centres when S is a divisor). For a general reduced subvariety S in X defined above,
define lcσX(S) (or, more precisely, lc
σ
X(ϕL, ψ)) as
lcσX(S) := π
(
lcσ
X˜
(S˜)
)
,
On an L
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where π : X˜ → X is a log-resolution of (X,ϕL, ψ) and S˜ is the reduced divisor with snc
described in [5, §2.1] (which satisfies π(S˜) = S). Moreover, an lc centre of (X,S) (or,
more precisely, lc centre of
(
X, I(ϕL)
I(ϕL+ψ)
)
or (X,ϕL, ψ)) of codimension σ is meant to be
the image under π of an lc centre of (X˜, S˜) of codimension σ in X˜.
Definition 1.3.4. The lc-measure supported on the lc centres of (X,S) of codimension σ
(or σ-lc-measure for short) with respect to f ∈ Hσ+1/H1, denoted as |f |
2
ω d lcv
σ
ω,ϕL
[ψ], is
defined by
C
∞
0 (S) ∋ g 7→
∫
lcσX(S)
g|f |2ω d lcv
σ
ω,ϕL
[ψ] := lim
ε→0+
ε
∫
X
g˜|f˜ |2
e−ϕL−ψ
|ψ|σ+ε
,
where
• f˜ is a smooth extension of f to an L-valued (n, 0)-form on X such that f˜ ∈
C∞ ⊗I(ϕL) · Ilcσ+1X (S);
• g˜ is any smooth extension of g to a function on X.
1.4. Technical preparation. Here are a specific open cover of X and an inequality
which are referred to frequently in the proofs.
1.4.1. Admissible open covers. Under the snc assumption 1.3.1 on ϕL and ψ, let {Vγ}γ∈I
and
{
V ′γ
}
γ∈I be finite open covers of X such that
• each V ′γ lies in some (fixed) coordinate chart of X on which L is trivialised;
• Vγ ⋐ V
′
γ ⊂ X for each γ ∈ I where Vγ = ∆
n(0; 1) and V ′γ = ∆
n(0; 2) are concentric
polydiscs centred at the origin with polyradii 1 and 2 respectively in the coordinate
system on V ′γ ;
• if the polar sets PϕL and Pψ of respectively ϕL and ψ have non-empty intersection
with V ′γ , each irreducible component of (PϕL∪Pψ)∩V
′
γ must lie inside a coordinate
axis and pass through the origin.
1.4.2. x log x-inequality. It can be shown via calculus that
(eq 1.4.1) xε|log x|s ≤
ss
esεs
for all x ∈ [0, 1], ε > 0 and s ≥ 0 (where 00 is treated as 1). Indeed, the function
x 7→ xε|log x|s on [0, 1] has its unique maximum at x = e−
s
ε .
2. Properties of the residue function F
In this section, the number σ is fixed and F
|·|2
(ε)σ is written as F
|·|2
(ε). Moreover, the snc
assumption 1.3.1 is assumed by passing to a log-resolution of (X,ϕL, ψ) if necessary.
2.1. Comparison with sup-norm and L
2
p norm with smooth weight. Under the
snc assumption 1.3.1, let Vγ ⋐ V
′
γ be members of the admissible open covers of X given
in Section 1.4.1. Recall that ϕL + ψ is psh and thus locally bounded from above. Pick
any smooth potential ϕsmL on L and normalise it (by adding a suitable constant) such that
ϕL − ϕ
sm
L + ψ ≤ 0 on X. Then, for any f ∈ Hσ+1 and for any ε > 0, Cauchy’s integral
formula for holomorphic functions infers that
sup
Vγ
|f |2 .
(∫
V ′γ
|f |e−
1
2
ϕsmL
)2
≤
∫
V ′γ
|f |2e−ϕ
sm
L
|ψ|σ(log|ℓψ|)1+ε
·
∫
V ′γ
|ψ|σ(log|ℓψ|)1+ε
8 MARIO CHAN
≤
1
ε
F
|f |2
(ε)
∫
V ′γ
|ψ|σ(log|ℓψ|)1+ε ,
where the constant involved in . depends only on ϕsmL , Vγ and V
′
γ . Notice that the last
integral on the right-hand-side is convergent for any V ′γ since ψ has at worst logarithmic
poles along coordinate axes. This shows that convergence in F
|·|2
(ε) for any ε > 0 implies
locally uniform convergence.
Similarly, the squared norm F
|·|2
(ε) for ε > 0 can also be compared with L
2
p norms for
p > 1, under the psh assumption on (or, more precisely, the local-upper-boundedness of)
ϕL + ψ. By invoking Hölder’s inequality, one obtains, for any f ∈ Hσ+1, any ε > 0 and
any number p > 1,∫
X
|f |
2
p e−
1
p
ϕsmL ≤
(∫
X
|f |2e−ϕ
sm
L
|ψ|σ(log|ℓψ|)1+ε
) 1
p
·
(∫
X
|ψ|
q
p
σ(log|ℓψ|)
q
p
(1+ε)
) 1
q
≤
(
1
ε
F
|f |2
(ε)
) 1
p
·
(∫
X
|ψ|
σ
p−1 (log|ℓψ|)
1+ε
p−1
) 1
q
,
where 1
p
+ 1
q
= 1, and the last integral on the right-hand-side is convergent for the same
reason as before together with the assumption that X being compact. Therefore, conver-
gence in F
|·|2
(ε) for any ε > 0 implies convergence in L
2
p norm for p > 1.
If one insists in comparing F
|·|2
(ε) with an L
2 norm with smooth weight (with a somewhat
more controllable constant in the estimate instead of the one in the comparison with the
sup-norm), an extra assumption, namely, ϕL (or at least ϕL + αψ for some α ∈ (0, 1))
being locally bounded from above, is needed. In that case, since
eψ|ψ|σ(log|ℓψ|)1+ε = e−|ψ||ψ|σ+1 ·
ℓ
|ℓψ|
(log|ℓψ|)1+ε
by (eq 1.4.1)
≤
(
σ + 1
e
)σ+1
ℓ
(
1 + ε
e
)1+ε
=: C ,
it follows that, with the normalisation ϕL − ϕ
sm
L ≤ 0 on X, one has∫
X
|f |2e−ϕ
sm
L ≤
∫
X
|f |2e−ϕL ≤ C
∫
X
|f |2e−ϕL−ψ
|ψ|σ(log|ℓψ|)1+ε
=
C
ε
F
|f |2
(ε) .
This is how it is done in [7] to obtain [7, Thm. 4.1, eq. (24)], which requires the extra
assumption on ϕL. In [5, §4] (mainly [5, Lemma 4.4.1]), the extra assumption on ϕL is
removed using an argument essentially the same as the comparison between F
|·|2
(ε) and an
L1 norm given above.
2.2. Identity of F via integration by parts. Recall that, under the snc assumption
1.3.1, the potential ϕ˜L is defined by
ϕ˜L + ψS := ϕL + ψ ,
where ψS := φS − ϕ
sm
S < 0 (see Notation 1.2.3 for the meaning of φS and ϕ
sm
S ).
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Let {ργ}γ∈I be a smooth partition of unity subordinated to the admissible open cover
{Vγ}γ∈I defined in Section 1.4.1. On an open set Vγ with S ∩ Vγ 6= ∅, let z1, . . . , zn be the
holomorphic coordinates such that
S ∩ Vγ = {z1 · · · zjS = 0} and φS =
jS∑
j=1
log|zj |
2
for some integer jS ∈ [1, n]. Then, it follows from the snc assumption that ψ and ϕ˜L can
be written on Vγ as
(eq 2.2.1) ψ|Vγ =
n∑
j=1
νj log|zj |
2 + α and ϕ˜L|Vγ =
n∑
j=1
cj log|zj |
2 + β ,
where νj ’s and cj’s are non-negative numbers and α and β are smooth functions on Vγ.
By passing to a refinement of the covering {Vγ}γ∈I if necessary, assume without loss of
generality that supVγ
rj
2νj
∂
∂rj
α > −1 for j = 1, . . . , jS, where rj ’s are the radial components
of the polar coordinate (rj, θj) such that zj = rje
√−1 θj .
For any integer σ′ ∈ [1, jS], one has
lcσ
′
X(S) ∩ Vγ =
⋃
p∈SjS/(Sσ′×Sr)
r:=jS−σ′
{
zp(1) = zp(2) = · · · = zp(σ′) = 0
}
=:
⋃
p
lcσ
′
X(S)
p
γ ,
where p is a choice of σ′ elements from the set {1, 2, . . . , jS} and is abused to mean a
corresponding permutation. Using the above notations, for any f ∈ Hσ+1, after the
cancellation between the poles of e−ϕ˜L with the zeros of |f |2, one obtains
ργ |f |
2e−ϕ˜L = ργ |f˜ |
2e−β
jS∧
j=1
(
π i¯ dzj ∧ dzj
)
∧
n∧
k=jS+1
π i¯ dzk ∧ dzk
|zk|
2ℓk︸ ︷︷ ︸
(ℓk<1)
for some holomorphic function f˜ ∈ IlcσX(S) on Vγ and, furthermore,
(eq 2.2.2)
ργ|f |
2e−ϕ˜L−ψS =
∑
p,p′∈SjS /(Sσ′×Sr)
r:=jS−σ′
Fp,p′ :=︷ ︸︸ ︷
ργ f˜pf˜p′ e
−β+ϕsmS
∧jS
j=1
(
π i¯ dzj ∧ dzj
)∏σ′
j=1 zp(j)zp′(j)
∧
n∧
k=jS+1
π i¯ dzk ∧ dzk
|zk|
2ℓk
,
where σ′ is either σ when lcσX(S) ∩ Vγ 6= ∅ or jS when lc
σ
X(S) ∩ Vγ = ∅ (thus jS < σ, and
lcσ
′
X(S)∩Vγ 6= ∅ but lc
σ′+1
X (S)∩Vγ = ∅), and f˜p’s and f˜p′’s are some holomorphic functions
on Vγ which thus infer that Fp,p′’s are smooth. The numbers ℓk are < 1 and can possibly
be zero or negative. This shows explicitly the fact that ργ |f |
2e−ϕ˜L−ψS has lc singularities
along (some of) the irreducible components of S ∩ Vγ, has at worst klt singularities along
other coordinate planes and is smooth elsewhere.
Let syms(x1, x2, . . . , xσ) be the elementary symmetric polynomial of degree s in σ vari-
ables. Define
symsσ−1 := sym
s
(
1,
1
2
, . . . ,
1
σ − 1
)
for convenience.
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Proposition 2.2.1 (Theorem 1.1.2). For any ε > 0, any f ∈ Hσ+1 and on any Vγ such
that lcσX(S) ∩ Vγ 6= ∅, the integral F
ργ |f |2
(ε) converges and one has
F
ργ |f |2
(ε) + ε
σ−1∑
s=1
s−1∏
k=1
(k + ε) · symsσ−1 ·F
ργ |f |2
(s + ε) =
(−1)σ
(σ − 1)!
∫
X
Gσ
(log|ℓψ|)ε
,
where Gσ is an (n, n)-form with at worst klt singularities along the coordinate planes in
Vγ and being smooth elsewhere. The coefficients of Gσ contain derivatives of ργ |f |
2 (of
order at most σ) in the normal directions of the irreducible components of S. Notice also
that the usual conventions
∑0
s=1 = 0 and
∏0
k=1 = 1 are used here.
Proof. By the linearity of integrals, it suffices to prove the statement for each summand
in the decomposition of F
ργ |f |2
(ε) according to (eq 2.2.2). The main procedure in the proof
is to get rid of the lc singularities by applying integration by parts. Since the variables
with only klt singularities can simply be ignored in view of Fubini’s theorem, it suffices to
consider only those terms containing Fp,p (i.e. p = p
′). Indeed, if, for example, p(j) = p′(j)
for j = 1, . . . , σ−1 and p(σ) 6= p′(σ), then the corresponding term with Fp,p′ can be written
as
Fp,p′
∧jS
j=1
(
π i¯ dzj ∧ dzj
)∏σ−1
j=1
∣∣zp(j)∣∣2 · zp(σ)zp′(σ) ∧
n∧
k=jS+1
π i¯ dzk ∧ dzk
|zk|
2ℓk
= zp(σ)Fp,p′︸ ︷︷ ︸
smooth
σ∧
j=1
π i¯ dzp(j) ∧ dzp(j)∣∣zp(j)∣∣2︸ ︷︷ ︸
lc
∧
π i¯ dzp′(σ) ∧ dzp′(σ)
zp′(σ)
∧
n∧
k=jS+1
π i¯ dzk ∧ dzk
|zk|
2ℓk︸ ︷︷ ︸
klt
,
which can be handled like the term with Fp,p. When convergence of the integral is con-
cerned, the smooth factor zp(σ)Fp,p′ is replaced by its absolute value
∣∣zp(σ)Fp,p′∣∣ in order to
prove absolute convergence. The other choices of p and p′ can also be treated similarly.
Write I
Fp,p′
(ε)σ as the summand containing Fp,p′ in the decomposition of F
ργ |f |2
(ε) according
to (eq 2.2.2), and thus
F
ργ |f |2
(ε) =
∑
p,p′
I
Fp,p′
(ε)σ .
It suffices to consider only the term with p = p′ = id, the identity permutation, and write
F0 := Fid,id. Note that, when all variables but rj are fixed (where zj = rje
√−1 θj), one has
d|ψ| = −dψ = −νj
(
1 +
rj
2νj
∂
∂rj
α
)
d log r2j , in which the right-hand-side is nowhere zero on
Vγ by assumption. Set
(eq 2.2.3) Fj :=
∂
∂rj
(
Fj−1
1 +
rj
2νj
∂
∂rj
α
)
for j = 1, . . . , σ. Making the variables with only klt singularities implicit in view of
Fubini’s theorem, the claim of this proposition is reduced to the (absolute) convergence
of the integral I
F0
(ε)σ and the equality
(eq 2.2.4) I
F0
(ε)σ + ε
σ−1∑
s=1
s−1∏
k=1
(k + ε) · symsσ−1 ·I
F0
(s+ ε)σ =
(−1)σ
(σ − 1)!
∫
Vγ
Fσ
(log|ℓψ|)ε
σ∏
j=1
drj
νj
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for any smooth function F0, any integer σ ≥ 1 and any real number ε > 0. This is proved
via an induction on σ as follows.
Recall that Vγ = ∆
n(0; 1) in the coordinate system (zj). Then, when σ > 1,
I
F0
(ε)σ = ε
∫
X
F0
|ψ|σ(log|ℓψ|)1+ε
σ∧
j=1
π i¯ dzj ∧ dzj
|zj |
2
= ε
∫
Vγ
F0
|ψ|σ(log|ℓψ|)1+ε
σ∏
j=1
d log r2j ·
σ∏
j=1
dθj
2
= −
ε
ν1
∫
Vγ
F0
1 + r1
2ν1
∂
∂r1
α
d|ψ|
|ψ|σ(log|ℓψ|)1+ε
σ∏
j=2
d log r2j
(∏σ
j=1
dθj
2
is made implicit
)
=
ε
ν1(σ − 1)
∫
Vγ
F0
1 + r1
2ν1
∂
∂r1
α
d
(
1
|ψ|σ−1
)
(log|ℓψ|)1+ε
σ∏
j=2
d log r2j
int. by parts
=
ε(1 + ε)
ν1(σ − 1)
∫
Vγ
F0
1 + r1
2ν1
∂
∂r1
α
d|ψ|
|ψ|σ(log|ℓψ|)2+ε
σ∏
j=2
d log r2j
−
ε
ν1(σ − 1)
∫
Vγ
∂
∂r1
(
F0
1 + r1
2ν1
∂
∂r1
α
)
︸ ︷︷ ︸
= F1
dr1
|ψ|σ−1(log|ℓψ|)1+ε
σ∏
j=2
d log r2j
= −
ε
σ − 1
I
F0
(1 + ε)σ −
1
ν1(σ − 1)
I
F1
(ε)σ−1 ,(∗)
and when σ = 1,
I
F0
(ε)σ = −
ε
ν1
∫
Vγ
F0
1 + r1
2ν1
∂
∂r1
α
d|ψ|
|ψ|(log|ℓψ|)1+ε
=
1
ν1
∫
Vγ
F0
1 + r1
2ν1
∂
∂r1
α
d
(
1
(log|ℓψ|)ε
)
int. by parts
= −
∫
Vγ
F1
(log|ℓψ|)ε
dr1
ν1
.(∗∗)
Notice that the boundary terms from the integration by parts in both cases vanish, and the
equalities hold for any ε > 0 and any smooth F0, assuming convergence of the constituent
integrals.
The claim on the convergence and the equality (eq 2.2.4) is proved for σ = 1 as seen
from (∗∗), in which the integral on the right-hand-side is absolutely convergent as F1 is
smooth on a neighbourhood of Vγ and
1
(log|ℓψ|)ε is bounded from above (making the claim
on convergence by replacing F0 by |F0| first if necessary).
For the case σ > 1, make the inductive assumption that I
F1
(ε)σ−1 converges and satisfies
(eq 2.2.4) (with F1 in place of F0 and σ − 1 in place of σ). The equality (∗) can still
be obtained from the integration by parts on I
F1
(ε)σ−1. Since both integrals I
F0
(ε)σ and
I
F0
(1 + ε)σ are ≥ 0 (after replacing F0 by |F0| if necessary), both of them converge thanks
to the finiteness of I
F1
(ε)σ−1. Now applying the inductive assumption on the equality (∗)
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to I
F1
(ε)σ−1, one obtains
I
F0
(ε)σ
by (∗)
= −
1
ν1(σ − 1)
I
F1
(ε)σ−1 −
ε
σ − 1
I
F0
(1 + ε)σ
= −ε
σ−2∑
s=1
s−1∏
k=1
(k + ε) · symsσ−2 ·
(−1)
ν1(σ − 1)
I
F1
(s+ ε)σ−1
−
1
ν1(σ − 1)
·
(−1)σ−1
(σ − 2)!
∫
Vγ
Fσ
(log|ℓψ|)ε
dr1
σ∏
j=2
drj
νj
−
ε
σ − 1
I
F0
(1 + ε)σ
by (∗)
= − ε
σ−2∑
s=1
s−1∏
k=1
(k + ε) · symsσ−2 ·
(
s+ ε
σ − 1
I
F0
(s+ 1 + ε)σ + I
F0
(s+ ε)σ
)
+
(−1)σ
(σ − 1)!
∫
Vγ
Fσ
(log|ℓψ|)ε
σ∏
j=1
drj
νj
−
ε
σ − 1
I
F0
(1 + ε)σ
= − ε
σ−1∑
s=2
s−1∏
k=1
(k + ε) ·
syms−1σ−2
σ − 1
· I
F0
(s+ ε)σ − ε
σ−2∑
s=1
s−1∏
k=1
(k + ε) · symsσ−2 ·I
F0
(s+ ε)σ
+
(−1)σ
(σ − 1)!
∫
Vγ
Fσ
(log|ℓψ|)ε
σ∏
j=1
drj
νj
−
ε
σ − 1
I
F0
(1 + ε)σ
= −ε
σ−1∑
s=1
s−1∏
k=1
(k + ε) · symsσ−1 ·I
F0
(s+ ε)σ +
(−1)σ
(σ − 1)!
∫
Vγ
Fσ
(log|ℓψ|)ε
σ∏
j=1
drj
νj
,
where the identities symsσ−1 = sym
s
σ−2 +
syms−1σ−2
σ−1 for s = 1, . . . , σ − 1 (with the convention
sym0σ−2 = 1 and sym
σ−1
σ−2 = 0) are used in the last equality above.
The claim (eq 2.2.4) is thus proved by induction. Consequently, the proof of this propo-
sition is completed. 
Remark 2.2.2. Suppose Vγ is an open set such that lc
σ
X(S)∩Vγ = ∅ and σ
′ = jS < σ such
that lcσ
′
X(S) ∩ Vγ 6= ∅ but lc
σ′+1
X (S) ∩ Vγ = ∅ as in (eq 2.2.2). Note that the sum
∑
p,p′ in
(eq 2.2.2) is reduced to a single term with p = p′ = id in this case. A similar argument as
in the proof of Proposition 2.2.1 yields
F
ργ |f |2
(ε) + ε
σ′∑
s=1
s−1∏
k=1
(k + ε) · syms
(
1
σ − σ′
, . . . ,
1
σ − 2
,
1
σ − 1
)
· F
ργ |f |2
(s+ ε)
= (−1)σ
′ (σ − σ′ − 1)!
(σ − 1)!
ε
∫
X
Gσ′
|ψ|σ−σ
′
(log|ℓψ|)ε
for any ε > 0 and f ∈ Hσ+1, where Gσ′ has the same meaning as in Proposition 2.2.1 and
all the integrals involved converge.
2.3. F as an entire function and the value of the residue norm F(0). For any
f ∈ Hσ+1 and any ε ∈ C such that Re ε > 0, it follows from the inequality∣∣∣F|f |2(ε)∣∣∣ =
∣∣∣∣∣ε
∫
X
|f |2 e−ϕL−ψ
|ψ|σ(log|ℓψ|)1+ε
∣∣∣∣∣ ≤ |ε|
∫
X
|f |2 e−ϕL−ψ
|ψ|σ(log|ℓψ|)1+Re ε
=
|ε|
Re ε
F
|f |2
(Re ε)
On an L
2
extension theorem from lc centres with lc-measures 13
that the function ε 7→ F
|f |2
(ε) is well-defined on the right-half-plane {ε ∈ C | Re ε > 0} in
C. Since, when Re ε > 0, one has
∂
∂ε
(
ε |f |2 e−ϕL−ψ
|ψ|σ(log|ℓψ|)1+ε
)
=
|f |2 e−ϕL−ψ
|ψ|σ(log|ℓψ|)1+ε
(1− ε log log|ℓψ|) ∈ L1(X) ,
the function ε 7→ F
|f |2
(ε) is thus holomorphic on the right-half-plane. Proposition 2.2.1 infers
that the function can be continued to the whole complex plane C analytically.
Theorem 2.3.1 (Theorem 1.1.2). Given any f ∈ Hσ+1, the function ε 7→ F
|f |2
(ε) can be
analytically continued to an entire function.
Proof. It suffices to show that, under the snc assumption 1.3.1, ε 7→ F
ργ |f |2
(ε) is an entire
function for each γ ∈ I, which corresponds to Vγ in the open cover {Vγ}γ∈I .
First consider the case when lcσX(S) ∩ Vγ 6= ∅. In view of the decomposition (eq 2.2.2)
and using the reduction argument as well as the notation in the proof of Proposition 2.2.1,
it suffices to show that I
F0
(ε) = I
F0
(ε)σ is an entire function (the subscript σ is made implicit
as there is no induction on σ required).
The proof starts by showing that the integral on the right-hand-side of (eq 2.2.4) in the
proof of Proposition 2.2.1 is an entire function in ε. It suffices to check that the integral
converges absolutely when ε = −R for any number R ≥ 0. Indeed, up to a multiple
constant, the integral is of the form∫
Vγ
Fσ (log|ℓψ|)
R
n∏
j=1
dr2j
r
2ℓj
j
when ε = −R, where ℓj < 1 for all j = 1, . . . , n. Recall that νj ’s are the coefficients in
the local expression of ψ on Vγ in (eq 2.2.1). Take a sufficiently small number δ > 0 such
that ℓj + δνj < 1 for all j = 1, . . . , n. Then,
(log|ℓψ|)R
n∏
j=1
1
r
2ℓj
j
= |ψ|
(log|ℓψ|)R
|ψ|
n∏
j=1
r
2δνj
j
r
2(ℓj+δνj)
j
= e−δ|ψ|−δα|ψ|
(log|ℓψ|)R
|ψ|
n∏
j=1
1
r
2(ℓj+δνj)
j
by (eq 1.4.1)
≤
1
δ
ℓ
(
R
e
)R
e−δα∏n
j=1 r
2(ℓj+δνj)
j
,
where the right-hand-side is integrable with respect to
∏
dr2j for any R ≥ 0 (under the
convention 00 = 1). Since Fσ is smooth on a neighbourhood of Vγ, the integral on the
right-hand-side of (eq 2.2.4) converges absolutely for every ε ∈ R, and consequently every
ε ∈ C. It is also easy to check that the integral is entire in ε.
Now, I
F0
(ε) can be analytically continued via (eq 2.2.4). First, (eq 2.2.4) holds for all
ε ∈ {w ∈ C | Rew > 0} by the identity theorem. Then, I
F0
(ε) for ε with −1 < Re ε ≤ 0
can be defined and shown to be holomorphic on the region via (eq 2.2.4) as all terms
in (eq 2.2.4) other than I
F0
(ε) are already well-defined and holomorphic. The same ar-
gument can be applied to define I
F0
(ε) and to show its holomorphicity on the regions
{ε ∈ C | − µ− 1 < Re ε ≤ −µ} for µ = 1, 2, 3, . . . successively via an induction on µ.
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This concludes that ε 7→ I
F0
(ε), and consequently ε 7→ F
ργ |f |2
(ε) with lc
σ
X(S) ∩ Vγ 6= ∅, is an
entire function.
To prove F
ργ |f |2
(ε) being entire for the case lc
σ
X(S) ∩ Vγ = ∅, consider the equation in
Remark 2.2.2 in place of (eq 2.2.4). The argument is easier since that ε
∫
X
Gσ′
|ψ|σ−σ′(log|ℓψ|)ε
being absolutely convergent even when ε = −R for any R ≥ 0 can be seen from the
inequality
(log|ℓψ|)R
|ψ|σ−σ
′
by (eq 1.4.1)
≤ ℓσ−σ
′
(
R
e(σ − σ′)
)R
.
The rest of the arguments are the same as the previous case.
As a result, the function ε 7→ F
|f |2
(ε) is entire. 
Remark 2.3.2. The proof of ε 7→ F
ργ |f |2
(ε) being entire for the case lc
σ
X(S) ∩ Vγ = ∅ indeed
verifies that the integral
1
ε
F
ργ |f |2
(ε) =
∫
Vγ
ργ|f |
2 e−ϕ˜L−ψS
|ψ|σ(log|ℓψ|)1+ε
is convergent for all ε ∈ C.
Corollary 2.3.3 (Theorem 1.1.2). For any f ∈ Hσ+1, the value F
|f |2
(0) is the squared norm
of f on lcσX(S) with respect to the lc-measure d lcv
σ
ω,ϕL
[ψ], i.e.
F
|f |2
(0) =
∫
lcσX(S)
|f |2ω d lcv
σ
ω,ϕL
[ψ] .
Moreover, the value F
|f |2
(0) is invariant even if ℓψ is replaced by another function ℓ
′ψ′ < 0
on X (but without changing ϕ˜L+ψS = ϕL+ψ) as long as |ℓ
′ψ′| > 1 and ψ−ψ′ is smooth
on X.
Proof. Assume the snc assumption 1.3.1 without loss of generality. It suffices to evaluate
F
ργ |f |2
(0) for each γ ∈ I, which corresponds to Vγ in the open cover {Vγ}γ∈I .
For γ such that lcσX(S) ∩ Vγ = ∅, as Remark 2.3.2 remarks that
1
ε
F
ργ |f |2
(ε) converges for
any ε ∈ C, it follows that F
ργ |f |2
(0) = 0. (This equality can also be obtained by substituting
ε = 0 into the equation in Remark 2.2.2.)
It remains to consider the case lcσX(S) ∩ Vγ 6= ∅. It suffices to evaluate F
ργ |f |2
(0) =
(−1)σ
(σ−1)!
∫
X
Gσ according to Proposition 2.2.1. In view of the decomposition (eq 2.2.2) and
using the notation in the proof of Proposition 2.2.1, it suffices to evaluate each summand
I
Fp,p′
(0) = I
Fp,p′
(0)σ of the decomposition of F
ργ |f |2
(0) . When p = p
′, (eq 2.2.4) gives
I
Fp,p
(0) =
(−1)σ
(σ − 1)!
∫
Vγ
Fσ
σ∏
j=1
drp(j)
νp(j)
(where F0 := Fp,p and
Fσ given by (eq 2.2.3))
=
1
(σ − 1)! νp
∫
lcσX(S)
p
γ
Fp,p|lcσX(S)pγ
(where νp :=
σ∏
j=1
νp(j))
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after a successive application of the fundamental theorem of calculus with respect to
the variables rp(σ), . . . , rp(2), rp(1). Note that the last expression on the right-hand-side is
independent of the number ℓ and the function α in ψ|Vγ , which leads to the last claim in
this corollary.
When p 6= p′, as discussed in the proof of Proposition 2.2.1, the integral I
Fp,p′
(0) can be
handled like I
Fp,p
(0) , but the role of F0 = Fp,p is replaced by the product of Fp,p′ with some
coordinate functions vanishing on lcσX(S) (which is the function zp(σ)Fp,p′ in the example
in the proof of Proposition 2.2.1). It follows from the above computation that I
Fp,p′
(0) = 0.
As a result,
F
|f |2
(0) =
∑
γ
∑
p
I
Fp,p
(0) =
∑
γ
∑
p
1
(σ − 1)! νp
∫
lcσX(S)
p
γ
Fp,p =
∫
lcσX(S)
|f |2ω d lcv
σ
ω,ϕL
[ψ] ,
where the last equality follows from [5, Prop. 2.2.1 and Remark 2.2.3]. 
3. L2 estimate for the extension problem
3.1. A non-universal estimate. Let Hσ+1 = Eσ⊕Hσ be the orthogonal decomposition
of Hσ+1 with respect to the squared norm F
|·|2
(1) = F
|·|2
(1)σ. Then elements in Eσ are the
holomorphic extensions of elements in Hσ+1/Hσ (which are sections on lc
σ
X(S)) with
minimal norm with respect to the squared norm F
|·|2
(1).
Theorem 3.1.1 (Theorem 1.1.4). On a compact Kähler manifold X with the potential
ϕL of a line bundle L over X and the functions ψ on X given as above, there exists a
constant C := C(X,ϕL + ψ) > 0 such that, when ψ and ℓ > 0 are chosen to satisfy the
normalisation log|ℓψ| ≥ C (by varying ℓ > 0 or adding suitable constant to ψ but without
changing ϕL + ψ), the estimate
F
|f |2
(1) ≤ F
|f |2
(0)
holds for all f ∈ Eσ.
Proof. Notice that both F
〈·,·〉
(0) and F
〈·,·〉
(1) are positive definite hermitian inner product on Eσ
(and F
〈·,·〉
(0) is trivial onHσ). Then, there exists a C-basis {Φk}
NEσ
k=1 of Eσ which is orthogonal
with respect to both inner products.
For any f ∈ Hσ+1, the value F
|f |2
(1) decreases to 0 when log|ℓψ| is increased to +∞
by increasing ℓ or adding some (negative) constant to ψ, while F
|f |2
(0) does not change
according to Corollary 2.3.3. Therefore, as the basis {Φk}
NEσ
k=0 of Eσ is finite, there exists
a normalisation of log|ℓψ| such that
F
|Φk|2
(1) ≤ F
|Φk|2
(0) for all k = 1, . . . , NEσ .
As a result, for any f ∈ Eσ with f =
∑NEσ
k=1 ckΦk for some constants ck, it follows that
F
|f |2
(1) =
NEσ∑
k=1
|ck|
2
F
|Φk|2
(1) ≤
NEσ∑
k=1
|ck|
2
F
|Φk|2
(0) = F
|f |2
(0) . 
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3.2. Explicit examples. Here are examples of the function F
|f |2
(ε)σ which can be shown
to satisfy F
|f |2
(1)σ ≤ F
|f |2
(0)σ, or indeed F
|f |2
(ε)σ ≤ F
|f |2
(0)σ for all ε ≥ 0, under the normalisation
log|ℓψ| ≥ 1.
Example 3.2.1. On the n-dimensional complex projective space Pn, the canonical bundle
is KPn = OPn(−n − 1) = O(−n − 1). Let X0, . . . , Xn be the homogeneous coordinates
and let Uj := {Xj 6= 0} for j = 0, . . . , n be the open sets which constitute a finite cover
of Pn. Consider the line bundle L = O(n+1) endowed with a smooth metric e−ϕL whose
potential ϕL =
{
ϕL,Uj
}
j=0,...,n
is given by
ϕL,Uj := (n+ 1) log
(
|X0|
2 + · · ·+ |Xn|
2
|Xj |
2
)
+ 1 .
Define also
ψ :=
σ∑
j=1
log
∣∣∣∣XjX0
∣∣∣∣2 − σ log
(
1 +
n∑
j=1
∣∣∣∣XjX0
∣∣∣∣2
)
− 1
for some integer σ ∈ [1, n]. Notice that ψ is a well-defined function defined on Pn with
ψ < −1 on Pn and ψ−1(−∞) =
⋃σ
j=1{Xj = 0}. Indeed, the family {I(ϕL +mψ)}m∈R≥0
of multiplier ideal sheaves has the first jumping number m = 1 and the annihilator of
I(ϕL)
I(ϕL+ψ)
is given by
AnnO
(
I(ϕL)
I(ϕL + ψ)
)
= I∑σ
j=1{Xj=0} = IS ,
where the right-hand-side is the defining ideal sheaf of the reduced divisor S :=
∑σ
j=1{Xj =
0}. The mlc of (Pn, S) has codimension σ in Pn.
Notice also that KPn⊗L ∼= O . Let x1, . . . , xn be the inhomogeneous coordinates on U0.
Then, f := dx1 ∧ · · · ∧ dxn can be viewed as a global section of KPn ⊗ L which spans the
vector space H0(Pn, KPn ⊗ L) ∼= C. Let xj = rje
√−1 θj for j = 1, . . . , n be the expression
of xj in polar coordinates. Set also |x|
2 = r2 :=
∑n
j=1|xj |
2 =
∑n
j=1 r
2
j for convenience.
The residue function F
|f |2
(ε)σ of f for the lc centres of (P
n, S) of codimension σ is then given
by
F
|f |2
(ε)σ = ε
∫
Pn
|f |2 e−ϕL−ψ
|ψ|σ(log|ℓψ|)1+ε
= ε
∫
U0
|dx1 ∧ · · · ∧ dxn|
2
|x1 · · ·xσ|
2(1 + |x|2)n−σ+1|ψ|σ(log|ℓψ|)1+ε .
For simplicity, only the cases with n = 3 and σ = 1 and 2 are considered.
For the case n = 3 and σ = 1, the mlc of (P3, S) has codimension 1. Taking
ℓ := eb for some constant b ≥ 1 ,
the function F
|f |2
(ε)1 is given by
F
|f |2
(ε)1 = ε
∫
U0
|dx1 ∧ dx2 ∧ dx3|
2
|x1|
2(1 + |x|2)3|ψ|(log|ℓψ|)1+ε =
∫
R3
≥0
π3 ε dr21 dr
2
2 dr
2
3
r21(1 + r
2)
3
|ψ|(log|ℓψ|)1+ε
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=
∫
R3
≥0
π3 ε dψ dr22 dr
2
3(
1−
r21
1 + r2
)
︸ ︷︷ ︸
=r21
∂ψ
∂r2
1
(1 + r2)
3
|ψ|(log|ℓψ|)1+ε
=
∫
R3
≥0
π3 d
(
1
(log|ℓψ|)ε
)
dr22 dr
2
3
(1 + r22 + r
2
3)(1 + r
2)
2
int. by parts
=
∫
R2
≥0
[
π3
(log|ℓψ|)ε(1 + r22 + r
2
3)(1 + r
2)
2
]r1=∞
r1=0
dr22 dr
2
3
+
∫
R3
≥0
2π3 dr21 dr
2
2 dr
2
3
(log|ℓψ|)ε(1 + r22 + r
2
3)(1 + r
2)
3
=
∫
R3
≥0
2π3 dr21 dr
2
2 dr
2
3
(log|ℓψ|)ε(1 + r22 + r
2
3)(1 + r
2)
3 .
Notice that the last expression is a decreasing function in ε as log|ℓψ| ≥ b ≥ 1. Therefore,
one has
F
|f |2
(1)1 ≤ F
|f |2
(0)1 .
Indeed, even F
|f |2
(ε)1 ≤ F
|f |2
(0)1 holds true for all ε ≥ 0.
For the case n = 3 and σ = 2, the mlc of (P3, S) has codimension 2. Noticing that
r2j
∂ψ
∂r2j
= 1 −
2r2j
1+r2
for j = 1, 2 have zeros in U0, the computation has to be adjusted a bit.
Under the same notation, the function F
|f |2
(ε)2 is given by
F
|f |2
(ε)2 = ε
∫
U0
|dx1 ∧ dx2 ∧ dx3|
2
|x1|
2|x2|
2(1 + |x|2)2|ψ|2(log|ℓψ|)1+ε =
∫
R3
≥0
π3 ε dr21 dr
2
2 dr
2
3
r21r
2
2(1 + r
2)
2
|ψ|2(log|ℓψ|)1+ε
=
∫
{r1<r2}
+
∫
{r2<r1}
by symmetry
= 2
∫
R2
≥0
∫ r1=r2
r1=0
π3 ε dr21
r21r
2
2(1 + r
2)
2
|ψ|2(log|ℓψ|)1+ε
dr22 dr
2
3
=
∫
R2
≥0
∫ r1=r2
r1=0
2π3 ε d
(
1
|ψ|
)
r22
(
1−
2r21
1+r2
)
(1 + r2)
2
(log|ℓψ|)1+ε
dr22 dr
2
3
int. by parts
=
∫
R2
≥0
2π3 ε dr22 dr
2
3
r22(1 + r
2
3)(1 + 2r
2
2 + r
2
3)
(
|ψ|(log|ℓψ|)1+ε
)∣∣
r1=r2
+
∫
R2
≥0
∫ r1=r2
r1=0
2π3 ε
(
dr21
1+r2
−
dr21
1+r2−2r21
− (1+ε) dψ|ψ| log|ℓψ|
)
r22(1 + r
2 − 2r21)(1 + r
2)|ψ|(log|ℓψ|)1+ε
dr22 dr
2
3
=
∫
R2
≥0
2π3 d
(
1
(log|ℓψ|)ε
)
dr23
(1 + r23)
(
2−
4r22
1 + 2r22 + r
2
3
)
︸ ︷︷ ︸
r22
∂
∂r22
(ψ|r1=r2)
(1 + 2r22 + r
2
3)
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−
∫
R3
≥0∩{r1<r2}
4π3 ε r21 dr
2
1 dr
2
2 dr
2
3
r22(1 + r
2 − 2r21)
2
(1 + r2)
2
|ψ|(log|ℓψ|)1+ε︸ ︷︷ ︸
=: I(ε)
−
∫
R2
≥0
∫ r1=r2
r1=0
2π3 ε(1 + ε) dr21
r21r
2
2(1 + r
2)
2
|ψ|2(log|ℓψ|)2+ε
dr22 dr
2
3
(ℓ=eb)
=
π3
bε
∫
R≥0
dr23
(1 + r23)
2 − I(ε)− εF
|f |2
(1 + ε)2 =
π3
bε
− I(ε)− εF
|f |2
(1 + ε)2 .
Therefore, one obtains
F
|f |2
(ε)2 + εF
|f |2
(1 + ε)2 + I(ε) =
π3
bε
.
The integral I(ε) is non-negative and can be expressed as
I(ε) = 4π3 ε
∫
R2
≥0
∫ r2=∞
r2=r1
r21 dr
2
2
r22(1 + r
2 − 2r21)
2
(1 + r2)
2
|ψ|(log|ℓψ|)1+ε
dr21 dr
2
3 .
Notice that the integral
ε
∫ r2=∞
r2=r1
dr22
r22(1 + r
2 − 2r21)
2
(1 + r2)
2
|ψ|(log|ℓψ|)1+ε
• is convergent for every (r1, r3) ∈ R
2
≥0 even when r1 = 0,
• as a function in ε is continuous on (0,+∞) and can be analytically continued
across 0 in view of Proposition 2.2.1 and Theorem 2.3.1 for every (r1, r3) ∈ R
2
≥0
even when r1 = 0, and
• converges to 0 as ε→ 0+ whenever r1 > 0.
Therefore, after taking into account the analytic continuation of the function ε 7→ I(ε)
across 0, the dominated convergence theorem infers that
I(0) = lim
ε→0+
I(ε) = 0 .
As a result, since 1
bε
is a decreasing function in ε with the choice b ≥ 1, one obtains, for
all ε ≥ 0, that
F
|f |2
(ε)2 ≤ F
|f |2
(ε)2 + εF
|f |2
(1 + ε)2 + I(ε) =
π3
bε
≤ π3 = F
|f |2
(0)2 + 0 · F
|f |2
(1)2 + I(0) = F
|f |2
(0)2 ,
as desired.
Example 3.2.2. This example has the same setup as in Example 3.2.1, except that now
the line bundle L is O(n + 2) over Pn, endowed with the potential ϕL =
{
ϕL,Uj
}
j=0,...,n
given by
ϕL,Uj := (n+ 2) log
(
|X0|
2 + · · ·+ |Xn|
2
|Xj |
2
)
+ 1 .
Then, KPn⊗L ∼= O(1) and its global sections fj := xjdx1∧· · ·∧dxn for j = 0, . . . , n (where
x0 = 1), expressed by their representatives on U0, form a basis of H
0(Pn, KPn⊗L) ∼= C
n+1.
With the same choice of ψ and using same notation as in Example 3.2.1, the case of
n = 3 and σ = 2 is considered here. In this case, S = {X1 = 0}+ {X2 = 0} and the mlc
of (P3, S) has codimension 2. It is clear that both f1 and f2 vanish on lc
2
P3(S) while f0
and f3 are non-trivial there.
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Since the weight e
−ϕL−ψ
|ψ|σ(log|ℓψ|)1+ε in the integral F
|·|2
(ε)σ is independent of θj ’s for all σ ∈ N
and ε ∈ R, it is easy to see that f0, . . . , f3 are orthogonal with respect to F
〈·,·〉
(ε)2 for all
ε ≥ 0. Therefore, the section f3, for example, is the minimal holomorphic extension of
f3|lc2
P3
(S) with respect to F
|·|2
(ε)2 for any ε > 0.
As an illustration, under the same normalisation of log|ℓψ| as in Example 3.2.1 (i.e. ℓ =
eb with b ≥ 1), consider the function F
|f3|2
(ε)2, which gives
F
|f3|2
(ε)2 = ε
∫
U0
|x3|
2|dx1 ∧ dx2 ∧ dx3|
2
|x1|
2|x2|
2(1 + |x|2)3|ψ|2(log|ℓψ|)1+ε =
∫
R3
≥0
π3 ε r23 dr
2
1 dr
2
2 dr
2
3
r21r
2
2(1 + r
2)
3
|ψ|2(log|ℓψ|)1+ε
=
∫
R3
≥0
π3 ε
r21r
2
2(1 + r
2)
2
|ψ|2(log|ℓψ|)1+ε
(1 + r23)
(1 + r2)
dr21 dr
2
2
r23 dr
2
3
(1 + r23)
=
∫
R3
≥0
π3 ε dr21 dr
2
2
r21r
2
2(1 + r
2)
2
|ψ|2(log|ℓψ|)1+ε
r23 dr
2
3
(1 + r23)
−
∫
R3
≥0
π3 ε(r21 + r
2
2) dr
2
1 dr
2
2
r21r
2
2(1 + r
2)
3
|ψ|2(log|ℓψ|)1+ε
r23 dr
2
3
(1 + r23)
=: I1(ε)− I2(ε) .
Notice that, in view of Fubini’s theorem, the integral I1(ε) can be handled exactly as in
Example 3.2.1 (with n = 3, σ = 2), and thus
I1(ε) ≤ I1(0)
for all ε ≥ 0. Since I2(ε) is non-negative for all ε > 0 and I2(0) = 0 by Corollary 2.3.3
and [5, Prop. 2.2.1], it follows that
F
|f3|2
(ε)2 ≤ F
|f3|2
(ε)2 + I2(ε) = I1(ε) ≤ I1(0) = F
|f3|2
(0)2 − I2(0) = F
|f3|2
(0)2
for all ε ≥ 0, as desired.
Using the same trick, one can also show that F
|f1|2
(ε)1 ≤ F
|f1|2
(0)1 for all ε ≥ 0 (with ψ
remaining the same such that S = {X1 = 0} + {X2 = 0}) by reducing the computation
to the situation in Example 3.2.1 (with n = 3, σ = 1).
The above examples all satisfy the usual curvature assumption for L2 extension, i.e. there
is some number δ > 0 such that ϕL + (1 + β)ψ being psh for all β ∈ [0, δ].
The following example satisfies the assumption ϕL + ψ being psh, but there exists no
δ > 0 such that so is for ϕL + (1 + δ)ψ.
Example 3.2.3. This example has the same setup as in Example 3.2.1 such that the line
bundle L = O(n+ 1) over Pn endowed with the potential ϕL =
{
ϕL,Uj
}
j=0,...,n
given by
ϕL,Uj := (n+ 1) log
(
|X0|
2 + · · ·+ |Xn|
2
|Xj|
2
)
+ 1 ,
but the function ψ is chosen to be
ψ :=
n∑
j=0
log
∣∣∣∣XjX0
∣∣∣∣2 − (n + 1) log
(
1 +
n∑
j=1
∣∣∣∣XjX0
∣∣∣∣2
)
− 1 .
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Then, the mlc of (Pn, S) = (Pn, ϕL, ψ) are n + 1 (reduced) points each located at the
origin given by the inhomogeneous coordinates on Uj for j = 0, . . . , n.
The global section f := dx1 ∧ · · · ∧ dxn (its representative on U0) of KPn ⊗ L ∼= O is
considered. The case n = 3 is computed here.
Use the same notation as in Example 3.2.1 and choose ℓ := eb for some b ≥ 1 as
before. Note that P3 is the closure of the (disjoint) union of the unit polydiscs ∆j ⊂ Uj
centred at the origin in each of their coordinate charts for j = 0, 1, 2, 3. Let y1, y2 and
y3 be the inhomogeneous coordinates on U1, where y1 =
1
x1
, y2 =
x2
x1
and y3 =
x3
x1
. Set∣∣y∣∣2 := y21 + y22 + y23. On U1, the function ψ is given by
ψ|U1 = log
(
|y1|
2|y2|
2|y3|
2(
1 + |y|2
)4
)
− 1 .
Indeed, ψ has the same formula on all of the open sets Uj for j = 0, 1, 2, 3. Recall from
Corollary 2.3.3 that the residue norm F
|f |2
(0)3 does not change if ψ is only altered by a
smooth function. Then, one can make use of the estimates∣∣ψ|∆0∣∣ =
∣∣∣∣∣log |x1|2|x2|2|x3|2(1 + |x|2)4
∣∣∣∣∣+ 1 ≥ − log(|x1|2|x2|2|x3|2)+ 1 =: |ψ0| ≥ 1 .
From the symmetry of the integrand in F
|f |2
(ε)3, one obtains, for any ε > 0,
F
|f |2
(ε)3 =
∫
U0
ε |dx1 ∧ dx2 ∧ dx3|
2
|x1|
2|x2|
2|x3|
2|ψ|3(log|ℓψ|)1+ε
= 4
∫
∆0
ε |dx1 ∧ dx2 ∧ dx3|
2
|x1|
2|x2|
2|x3|
2|ψ|3(log|ℓψ|)1+ε
≤ 4π3ε
∫
[0,1]3
dr21 dr
2
2 dr
2
3
r21r
2
2r
2
3|ψ0|
3(log|ℓψ0|)
1+ε = 2π
3ε
∫
[0,1]3
d
(
1
|ψ0|2
)
dr22 dr
2
3
r22r
2
3(log|ℓψ0|)
1+ε =: F (ε)
= 2π3ε
∫
[0,1]2
dr22 dr
2
3
r22r
2
3
(
|ψ0|
2(log|ℓψ0|)
1+ε)∣∣
r1=1
−
ε
2
F (1 + ε)
= 2π3ε
∫
[0,1]
dr23
r23
(
|ψ0|(log|ℓψ0|)
1+ε)∣∣
r1=r2=1
− ε
(
F (1 + ε) +
1 + ε
2
F (2 + ε)
)
−
ε
2
F (1 + ε)
=
2π3
bε
−
3ε
2
F (1 + ε)−
ε(1 + ε)
2
F (2 + ε) .
The first term on the right-hand-side is decreasing when b ≥ 1 and the remaining terms
are negative and vanish when ε = 0. It follows that
F
|f |2
(ε)3 ≤ F (ε) ≤ F (0) = F
|f |2
(0)3
for all ε ≥ 0.
Remark 3.2.4. In all of the above examples, the computation of F
|f |2
(ε)σ is simply reproving
Proposition 2.2.1 and Remark 2.2.2 without using any partition of unity. However, even
in such simple cases, one still has to partition the region of integration according to the
zero loci of derivatives of ψ in order to apply integration by parts. Indeed, when the
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subregion of integration does not contain an lc centre of codimension σ (when F
|f |2
(ε)σ
is under consideration), positive summand which is not decreasing in ε may arise (for
example, π
3ε
b1+ε
instead of π
3
bε
may show up). It is then difficult to claim in general that the
sum of the computation of the integral F
|f |2
(ε)σ on different subregions yields only decreasing
function in ε, an argument essential for proving the L2 estimates in the above examples.
The difficulty is avoided in those examples by using the symmetry of the integrand on
different subregions.
The same difficulty persists when partition of unity is used which results in the identities
in Proposition 2.2.1 and Remark 2.2.2. Moreover, the form Gσ in those identities may
not have a definite sign, which puts an extra hurdle to the analysis.
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