INTRODUCTION
The rapid growth in the electronics industry has had an enormous impact on many laboratory instruments. If it is not already, a spectrophotometer either containing or connected to a microcomputer will soon be standard equipment in a biochemical laboratory. It seems probable that the availability of such equipment will promote interest in the analysis of the progress curves of enzyme-catalysed reactions as a means to determine enzyme kinetic parameters (see, e.g., Hasinoff, 1985) .
Fernley (1974) proposed that progress curves could be analysed by fitting the integrated Michaelis-Menten equation to the data. Although Fernley's (1974) method can only be applied directly to irreversible single-substrate reactions that do not exhibit product inhibition, later developments (Darvey et al., 1975; Duggleby & Morrison, 1977 , 1978 now permit a much wider range of reactions to be analysed in this way.
For single-substrate reactions, or two-substrate reactions that are conducted in such a way that the concentration of one of the substrates does not change appreciably during the reaction, the progress curve is described by eqn. (1): pt = z+yz2-ln (1 -z/z.) (1) In this equation z represents the amount of product formed by reaction at any time (t) and zO0 is the amount formed at equilibrium. The constants p, y, 8 Fernley (1974) and later workers (Darvey et al. 1975; Duggleby & Morrison, 1977; Kellershohn & Laurent, 1985) have all employed the Newton-Raphson method, which involves taking an initial estimate of z that F approximates the true value and from this calculating a revised, and hopefully better, value. Under certain circumstances the Newton-Raphson method will fail because the revised value of z exceeds zo., whereupon the logarithmic term becomes undefined. In the present paper I briefly describe the Newton-Raphson method as it is usually formulated and show why it sometimes fails, then propose an alternative formulation that is virtually immune to failure.
THEORY, RESULTS AND DISCUSSION
Calculating a value of z that satisfies eqn. (1) is equivalent to finding a value for which F1, as defined by eqn. (2), equals zero: 
The basis of the Newton-Raphson method is illustrated by the two broken lines in Fig. 1(a) ; a revised value (z*)
is obtained from an initial estimated value (z+) by calculating F1 and F' at this estimate and using the ratio as a correction as shown by eqn. (4):
If the initial estimate is now replaced by z*, the process can be repeated until correction makes no appreciable difference to z*. From simple geometry, it is clear that, if z+ is greater than the correct value of z but less than z.., then z* will be a better estimate of, but still greater than, the true value. It follows that the Newton-Raphson method will converge towards a close approximation of the solution under these circumstances. On the other hand, if z+ is less than the true value, then z* will be greater than the solution and possibly further from it than was z+. In the worst case, and the one with which the present paper is concerned, when z+ is below a critical value then z* will be greater than zOO. This revised value cannot be used to start a second iteration because F1 becomes undefined owing to the presence of the term containing the logarithm of a negative number. One cannot avoid this situation by the simple expedient of choosing z+ such that it is greater than the true value, since the latter is unknown.
Exponentiation of eqn. (5) yields a new function (Fe) and its derivative (F'), which are given as eqns. (7) and (8) (Fig. lb) .
The performance of the original method and that proposed in the present paper are compared in Table 1 (Fig. lb) whereas F1 is strongly curved (Fig. la) 
