We study classical percolation models in Fock space as proxies for the quantum many-body localisation (MBL) transition. Percolation rules are defined for two models of disordered quantum spin-chains using their microscopic quantum Hamiltonians and the topologies of the associated Fock-space graphs. The percolation transition is revealed by the statistics of Fock-space cluster sizes, obtained by exact enumeration for finite-sized systems. As a function of disorder strength, the typical cluster size shows a transition from a volume law in Fock space to sub-volume law, directly analogous to the behaviour of eigenstate participation entropies across the MBL transition. Finitesize scaling analyses for several diagnostics of cluster size statistics yield mutually consistent critical properties. We show further that local observables averaged over Fock-space clusters also carry signatures of the transition, with their behaviour across it in direct analogy to that of corresponding eigenstate expectation values across the MBL transition. The Fock-space clusters can be explored under a mapping to kinetically constrained models. Dynamics within this framework likewise show the ergodicity-breaking transition via Monte Carlo averaged local observables, and yield critical properties consistent with those obtained from both exact cluster enumeration and analytic results derived in our recent work [arXiv:1812.05115]. This mapping allows access to system sizes two orders of magnitude larger than those accessible in exact enumerations. Simple physical pictures based on freezing of local real-space segments of spins are also presented, and shown to give values for the critical disorder strength and correlation length exponent ν consistent with numerical studies.
I. INTRODUCTION
The study of quantum phase transitions [1] has formed one of the cornerstones of modern condensed matter physics, which is founded partly on the broad problem of classifying phases of matter. Historically, much of the effort in this direction has been devoted to understanding critical phenomena hosted by ground states of manybody quantum systems. Along the way, seminal ideas such as the renormalisation group [2, 3] and quantumto-classical mappings [4] have been developed and applied with immense success. However, frameworks for full characterisation of generic many-body quantum systems via all the eigenstates of the Hamiltonian governing the system continue to elude us. This issue has recently gained prominence, as it has been realised that the notion of quantum criticality is not just limited to ground states, but extends to arbitrary excited eigenstates with finite energy densities [5] [6] [7] [8] and even to out-of-equilibrium systems [9] [10] [11] [12] [13] [14] . At the heart of much of this lies the physics of many-body localisation, where eigenstates at arbitrary energy densities of disordered interacting quantum systems undergo a localisation transition at a critical value of the disorder strength which may depend on the energy density [5, [15] [16] [17] [18] [19] [20] [21] [22] [23] (see Refs. [24] [25] [26] for reviews).
Some attempts at understanding universal properties of the many-body localisation transition have involved * sthitadhi.roy@chem.ox.ac.uk † john.chalker@physics.ox.ac.uk ‡ david.logan@chem.ox.ac.uk treating interaction-induced resonances hierarchically, in a renormalisation group-like procedure within a phenomenological coarse-grained model [27] [28] [29] [30] [31] . While the specifics of the RG scheme vary among these works, a common feature is that the empirical criterion for resonance maps the system to a classical model, thus allowing much larger system sizes computationally, or even analytical solutions. A complementary approach was introduced recently by us, in which a classical percolation transition in the Fock space of a disordered quantum system was shown to capture certain aspects of the many-body localisation transition [32] . The approach relies on the fact that the Hamiltonian of a quantum system, in general, can be written as a tight-binding Hamiltonian in Fock space under a choice of basis states, and the hoppings therein represent possible many-body resonances. By using a classical criterion for the resonance to occur or not, an edge between a pair of basis states on the Fock-space graph is defined to be present ('active') or absent. This in turns defines the percolation problem. We remark that, from a purely quantum mechanical point of view, a self-consistent mean-field approach based on the Fock-space tight-binding model was recently shown to capture aspects of the many-body localisation problem [33] .
In our earlier work [32] , the Fock-space percolation problem was introduced using a disordered tilted-field Ising (TFI) model. While an exact solution was obtained for the critical disorder and the correlation length exponent, this work also raised a number of significant questions that invite further exploration:
• Is the percolation transition specific to the partic- (3)] with ten spins, where each node represents a product state in the σ z = ±1 basis. The different colours show disjoint clusters subject to the percolation criterion described in Sec. II A. In the percolating phase, all nodes belong to the same cluster as indicated by the same colour throughout the graph. By contrast, in the non-percolating phase the Fock space splits up into many small clusters as indicated by different colours. In the particular disorder realisation shown for the non-percolating phase in (b), there are 10 clusters, labelled as C1 through C10, with the corresponding colours indicated in the legend. ular microscopics of the TFI model, or is it more general?
• Can one gain physical insight into the nature of the microscopic processes that dominate the physics near the transition?
• Does detailed numerical study of the statistics of cluster sizes yield critical properties consistent with the analytical solution?
• Can one expose analogies between the behaviour of local (real space) observables across the percolation transition, and the quantum case?
• Can one exploit a possible mapping between the percolation problem and kinetically constrained dynamics, such that Monte Carlo dynamics can be used to extract critical properties, but for much larger system sizes?
In this work we seek to answer these questions. Sec. I A provides an overview of the paper.
A. Overview
The overall picture of the two phases emerging from the present work is summarised in Fig. 1 . This shows the Fock-space graph for the disordered Ising (TFI) chain in a product state basis, along with classical percolation clusters derived from the mapping we introduce. All nodes of the graph shown with the same colour belong to the same cluster. In the delocalised phase, all nodes have the same colour and hence belong to a single cluster, which percolates in the sense that its size is proportional (equal in this case) to the Fock-space dimension. On the other hand, in the localised phase, Fock space fragments into many clusters (a diverging number in the thermodynamic limit), each of which has a size that is a vanishing fraction of the Fock-space dimension. This is indicated graphically in Fig. 1 by many distinct clusters of different colours. It is also important to note that, due to the thermodynamically large local connectivity of the Fock-space graph, our percolation problem is very different from standard percolation problems. This is readily seen in the nature of the clusters in Fock space in the localised phase; a given cluster can straddle the Fock space yet contain only a vanishing fraction of the Fock-space sites.
We begin in Sec. II by describing the percolation problem on Fock space. Sec. III then presents a detailed physical picture of the two phases and of the transition. In the presence of interactions, we show that there exists a non-trivial percolating phase where all the nodes of the Fock-space graph lie in the same cluster but not all edges on the graph are active, this being the defining feature of the percolating phase close to the phase transition. We further argue that the transition is driven by freezing of spin-configurations of finite length segments on the chain, which is the characteristic feature of the nonpercolating phase in the vicinity of the transition. This picture demonstrates the key role played at the classical transition by spin-spin interactions mapped from the quantum Hamiltonian. Interestingly, we find that the dominant microscopic processes near the critical point are rather different between the TFI and XXZ models, yet the critical exponents that we deduce are the same, indicating their universality.
In Sec. IV we consider the disordered XXZ chain, studying a variety of numerical diagnostics for the transition and extracting the critical disorder strength and exponents. In particular, we look at the probability distribution of cluster sizes, and their average and typical sizes. We find that they do indeed act as diagnostics of the phase transition, and we perform a finite-size scaling analysis to extract the critical disorder and exponent. Fluctuations of the cluster sizes also show a peak at the transition, characteristic of susceptibilities. While the percolation problem is set up in Fock space, an important result is that local (real-space) observables, such as magnetisations, appropriately defined over the cluster, also act as diagnostics of the phase transition. All such numerical diagnostics yield values of the critical disorder and the correlation length scaling exponent consistent with each other. This constitutes the first of the two main results of this work. The numerical results also show clear parallels to the MBL transition in quantum systems. For example, the typical cluster size is shown to be directly analogous to the participation entropies of quantum eigenstates, and their scaling with Fock-space dimension across the transition is akin to that of participation entropies. Likewise, the cluster-averaged local magnetisation distributions show a transition analogous to that displayed by their eigenstate expectation values in the quantum case.
The second main result of this work, contained in Sec. V, is that our classical percolation model can be interpreted as an instance of kinetically constrained models [34, 35] . This is particularly interesting as such models were historically developed as models for glass formers [36, 37] , and hence host ergodicity-breaking phase transitions. In fact, quantum models inspired from kinetically constrained models have also been shown to exhibit quasi-many body localisation in the absence of disorder [38] [39] [40] . Our mapping to such a kinetically constrained model allows us to study dynamics under a suitably defined Monte Carlo scheme, allowing access to system sizes some two orders of magnitude larger than those accessible in the exact enumeration of the Fock space. We show that the Monte Carlo history of appropriately defined local observables reveals the phase transition, and critical disorder and exponents extracted in this way are found to be consistent with those obtained in Sec. IV.
Finally, we close with concluding remarks and an outlook in Sec. VI.
II. PERCOLATION IN FOCK SPACE
In this section we formulate a classical bond percolation problem in the Fock space of a quantum many-body system. We view the Hamiltonian as a tight-binding model in Fock space [33, 41] and translate this to a classical problem by replacing off-diagonal matrix elements with bonds that are present or absent, according to an empirical but physically motivated criterion.
A. Percolation rules
Let {|I } denote a set of many-body basis states, which we take to be nodes of a graph. The Hamiltonian of a quantum system is a tight-binding model on this graph with the form
The E I 's are on-site energies on the Fock-space graph.
Off-diagonal matrix elements T IK = 0 generate hopping between nodes I and K, and are represented by edges of the graph. The extent of hybridisation between states |I and |K , with |E I −E K | = ∆ and T IK = J, is proportional to J/ √ ∆ 2 + J 2 , so that if ∆ J the two states are not resonant, while if ∆ J they are. We translate this resonance criterion to a percolation rule on the Fock-space as follows. Classically, an edge on the graph between two nodes |I and |K is active if
Two nodes |I i and |I f are in the same cluster (even if T IiI f = 0) if they are connected by a continuous sequence of active edges.
B. Models
In this paper we consider two classical Fock-space percolation problems, derived from two disordered quantum spin chains which have been used extensively in studies of many-body localisation: a disordered TFI chain [42] , and a disordered XXZ model [5, 17, 18, 21, 22] . The quantum Hamiltonian for the TFI model is
For the XXZ model it is
(4) In both cases h ∈ [−W, W ] are random fields, drawn independently at each site from a uniform distribution, and we take J, J z > 0.
We take the number of real-space sites in the system to be N , and the size of the Hilbert space to be N H . We choose product states {|I } ≡ {|{σ z l } } of eigenvectors of σ z l as our Fock-space basis. These are exact eigenstates of the quantum Hamiltonian in the strong disorder limit, and in this limit the classical percolation system consists of isolated Fock-space sites. The Fock-space site energies
With this choice of basis, the Fock space graph for the TFI model is an N -dimensional hypercube with N H = 2 N nodes and N H N/2 edges, each corresponding to a single spin flip. Formally, these hopping matrix elements can be represented as
where the N terms in Eq. (5) correspond to the N possible spin-flips from the node K. For the XXZ model, the hopping matrix elements on the Fock-space graph generate exchange of a pair of nearest-neighbour anti-parallel spins, with
In this case total magnetisation N =1 σ z is conserved and the graph is not a perfect hypercube [41] . We work in the sector with zero total magnetisation.
III. PHYSICAL PICTURE FOR THE PHASES
In this section we explain why the classical models introduced in Sec. II must have two phases, percolating and localised, and hence a phase transition. We also provide a physical picture for the nature of the two phases and discuss why the spin-spin interactions in the quantum Hamiltonians play a key role in the critical phenomena hosted by the classical models. We present the bulk of our discussion in Sec. III A using the TFI model as an example, and summarise equivalent results for the XXZ model in Sec. III B.
A. TFI spin chain
For the TFI spin chain Eq. (3), the energy cost ∆ of flipping spin from ↑ to ↓ depends on the spin orientations of its nearest-neighbour sites ± 1, and is given by | · · · ↑↑↑ · · · ↔ | · · · ↑↓↑ · · · ⇒∆ (p↑) = |2h + 4J z |, | · · · ↓↑↓ · · · ↔ | · · · ↓↓↓ · · · ⇒∆ (p↓) = |2h − 4J z |, | · · · ↑↑↓ · · · ↔ | · · · ↑↓↓ · · · ⇒∆ (a) = |2h |.
The existence of three energy scales, ∆ (p↑) , ∆ (p↓) and ∆ (a) , implies that for a given disorder configuration there are fractions f a and f n of spins that are respectively always and never flippable (regardless of the configuration of the neighbours), and a fraction f s = 1 − f a − f n that are flippable only for some configurations of their neighbours.
If f n > 0, the system is in a localised phase. The condition for a spin at site never to be flippable is
When this holds, none of the edges involving flipping of this spin is active. Hence there are at least two clusters: on one, all nodes have σ z = 1; on the other all nodes have σ z = −1. By extension, if there exists a finite fraction f n of spins that satisfy Eq. (8) and hence can never flip, Fock space necessarily splits up into at least 2 fnN clusters. Each cluster has a maximum size 2 (1−fn)N . Since this is a vanishing fraction of the Fock-space dimension in the thermodynamic limit, it implies a localised phase.
Similarly, if f a = 1 the system is in a percolating phase. The condition for a spin at site always to be flippable is
For f a = 1, all edges on the hypercube satisfy the percolation criterion and so all nodes belong to a single cluster, indicating a trivial percolating phase. Evaluation of f n and f a as a function of W hence gives bounds on the location of the transition. We have and
Here P (h) = Θ(W −|h|)/2W is the uniform disorder distribution and, from Eqs. (8) and (9), ∆ (min) and ∆ (max) can be expressed as
This yields
Upper and lower bounds on the critical disorder are therefore
The behaviour of the three fractions, f a , f n , and f s is shown in Fig. 2 . For W < W − c , f a = 1 and the system is trivially percolating. For W > W + c , f n > 0 and the system is trivially localised. This shows that two phases exist in the model, with a disorder-driven transition at a critical disorder strength W c which lies in the range W − c < W c < W + c . We add in passing that a bounded disorder distribution is required, since for an unbounded distribution f n > 0 for any W > 0, whence even an
Illustration showing that all nodes may belong to a single cluster, even though not all edges satisfy the percolation criterion. The spin at site (marked in blue) cannot flip under anti-parallel orientations of its neighbours. This is indicated by the red arrows marked with a cross. The nodes |Ii and |I f are therefore not directly connected. These nodes are however connected (and hence are part of the same cluster) via a different path, as depicted by the green arrows. This is due to the interactions enabling the spin-flip at when both neighbours are down.
infinitesimal disorder would drive the system into the localised phase.
Insight into the nature of this transition comes from noting that in the percolating phase close to the critical point at W c , one has f a < 1 and f s > 0 (see Fig. 2 ). Hence, some edges on the hypercube are inactive, but there is a macroscopic cluster. This reflects the fact that there are multiple paths on the hypercube between any two nodes. As an example consider the case shown in Fig. 3 . Here, the spin at site cannot be flipped if its neighbours are anti-parallel, and so there is no active edge between nodes |I i and |I f . On the other hand, this spin can be flipped if its neighbours are both down. The nodes may hence be connected indirectly, and so both belong to the same cluster. The existence of the indirect path requires non-zero interaction strength J z .
Further insight comes from considering the localised phase close to the critical point at W c . Here f n = 0, which indicates that the transition is driven not by the individual freezing of isolated spins but rather by the collective freezing of multiple spins. As an example, consider a segment of the spin chain of length r + 1, from site to site + r, and ask what conditions must be satisfied by the fields h m at sites ≤ m ≤ + r for spins in this segment to be frozen up, regardless of the configurations of other spins in the chain. We require h > J/2 and h +r > J/2 at the ends of the segment, and h m + 2J z > J/2 in the interior ( < m < + r). takes the value 2, since the density of such segments vanishes as (W −J/2) 2 . It also indicates that the probability of a segment of length r being frozen falls exponentially with increasing r. The Fock-space dimension of a segment of total length r + 1 is 2 r+1 . If one of the configurations of this segment (the one with all spins up) is frozen, Fock space automatically splits up into two clusters: one of size (normalised by the Fock-space dimension) S/N H = 2 −(r+1) and the other of size S/N H = 1 − 2 −(r+1) . Due to the exponential suppression factor φ r−1 , the most probable instance is r = 1. In this case the cluster splits up into one containing a quarter of the Fock-space sites, and another containing the remaining three quarters. For W > J/2, since there is a finite density of such frozen segments, the typical cluster size is a vanishing fraction of the Fockspace dimension in the thermodynamic limit.
The picture that we arrive at in this way for behaviour as a function of disorder strength W is exemplified in Fig. 5 for a four-site system.
B. XXZ spin chain
In the case of the XXZ spin chain [Eq. (4)], hopping on a Fock-space edge corresponds to exchange in real space of oppositely oriented spins at a domain wall. Analogously to Eq. (7) for the TFI spin chain, the energy cost ∆ for such a hopping depends on the fields on the sites either side of the domain wall (say and + 1), as well as the spin orientations of their nearest neighbour sites − 1 and + 2. The energy costs are
These spin exchanges are respectively never or always possible (considering all possible spin configurations on sites − 1 and + 2) under the conditions The probabilities f n and f a that a domain never or always flips are
and
Using Eqs. (15)- (19) , f n and f a can be evaluated as
Hence for W > J z + J/4 we find f n > 0. Spins at a finite fraction of domain walls are then unable to flip for any configuration of neighbours. The resulting finite density of frozen spins implies a typical cluster size that is a vanishing fraction of N H . Thus W + c = J z + J/4 is an upper bound on the critical disorder strength. Similarly, for W < −J z +J/4 we find f a = 1. In this case spins at all domain walls can flip for any configuration of neighbours. Thus the system is in a trivial percolating phase. Hence W − c = −J z +J/4 is a lower bound on the critical disorder strength.
As for the TFI model, a simple picture of the transition can be constructed for the XXZ model by analysing the conditions under which spins freeze. To describe this picture, consider for definiteness the second and third lines of Eq. (15) and suppose that |h − h +1 | > J/2 and |h − h +1 + 2J z | > J/2. Then a domain of down spins that has its left-hand end at site + 1 is stable for both possible orientations of the spin at site − 1. Assume (to be specific) that h − h +1 > 0. Then the probability of satisfying the first condition is dhP (h) dh P (h ) Θ(h − h − J/2) ∼ (W − J/4) 2 for small W − J/4 > 0, and when it is satisfied, so too is the second condition. There will be a finite density of such domain walls in the thermodynamic limit, and analogous circumstances will provide a stable right-hand end to the domain of down spins (while domains of up spins can be formed in an equivalent way). See Fig. 6 for an illustration.
There is important difference between these domains in the XXZ model and the frozen sequences between flag spins in the TFI model, because spin flips in the XXZ model can only ever take place at domain walls, while in the TFI model they may occur at any site if the relevant ∆ is not too large. The domains in the XXZ model are hence stable regardless of the fields acting on sites in the domain interior, whereas the sequence between flag spins in the TFI model is frozen only if the fields lie outside a threshold. Because of this, long domains are not penalised in the XXZ model. Instead, their typical length is set by the density of stable domain ends, implying a critical disorder strength W c = J/4, and again an exponent of ν = 2.
In summary, although the value of ν obtained for both models is the same, the detailed picture of the localised phase is quite different in the two cases. In the TFI model, short segments of spins freeze while all others re-main flippable. By contrast, in the XXZ model rather large real-space patches freeze.
IV. NUMERICAL RESULTS
In this section, we present numerical results to test and corroborate the preceding arguments for the existence of two phases and the nature of the transition between them. In Ref. [32] , numerical results for average/typical cluster sizes were shown for the TFI model. To illustrate the generality of the approach, we describe here results from numerical calculations on the XXZ model Eq. (4), which has the practical numerical advantage of having a smaller Fock-space N H = N N/2 compared to the TFI spin chain (N H = 2 N ) for the same N , owing to conserved total magnetisation. The distribution of E over the Fock space is Gaussian with a standard deviation which scales as √ N [41] . We focus on the cluster that contains the node |I 0 whose energy is closest to the mean of the E, since that is where the distribution peaks. In other words, for a given disorder realisation, |I 0 is identified as the node which satisfies E I0 = min I {|E I − I E I /N H |}. Starting from the node |I 0 , we grow the cluster containing it (henceforth denoted as C) following the percolation rules described in Sec. II. Over many disorder realisations, we obtain an ensemble of clusters of sizes N C , and examine their statistical properties.
Note that for all edges on the Fock-space to be active in the limit W = 0 requires J > 4J z , and we make this restriction in all numerical calculations. In particular we take J z = 1 and J = 4.1. We emphasise that this is not a fine-tuned parameter choice, but merely ensures a finite, albeit narrow, regime of disorder W < W − c supporting the trivial percolating phase. We recall from Sec. III B the argument that W c = J/4 = 1.025 for the disordered XXZ chain. This is consistent with various numerical diagnostics given in Secs. IV B-IV D.
A. Distribution of cluster sizes
We start by discussing the distribution P (N C ) of cluster sizes, to present a broad qualitative picture of the two phases and the transition between them. A related quantity is p(s), the probability over all clusters of there being a cluster of size s. In the percolating phase, p(s) may not reveal in a simple way the presence of the percolating cluster with s ∼ N H , because there can exist only O(1) such clusters, but in addition there may exist O(N 1−α H ) clusters with s ∼ N α H . Since N 1−α H 1 in the thermodynamic limit, the distribution will be dominated by the smaller clusters. In percolation theory, this issue is taken care of by looking at the probability that a chosen site is in a cluster of size s [43] . This probability, denoted as P (s), is given by
Since we study the particular cluster C containing the node |I 0 , the distribution obtained over disorder realisations is automatically P (N C ). In addition, we also consider the cumulative distribution C(N C ), defined by
since certain aspects of the statistics are more clearly seen with it. To compare different system sizes, we also find it useful to study the data as a function of N C /N H . Hence, we define the corresponding normalised distribution as P (N C /N H ) = N H P (N C ). Representative results forP (N C /N H ) and C(N C ) are shown in Fig. 7 . Two general aspects of the distributions are important. First, how they behave as a function of system size for a fixed disorder. Second, how the behaviour with system size evolves as the disorder is tuned across the transition. Disentangling the two aspects is quite subtle, and in the following we elaborate on how the natures of the percolating and localised phases are embodied in the distributions shown in Fig. 7 .
For disorder below the critical W c , it is clear that almost all the weight of the distribution is at N C /N H = 1 and that this weight tends towards unity with increasing system size N . As an example, consider the panels corresponding to W = 0.75 in Fig. 7 . With increasing N , the weight of the distributions at N C /N H < 1 decreases, as indicated by the progressive disappearance of the secondary peaks inP (N C /N H ). This is more clearly seen in the cumulative distributions, where the curve corresponding to a larger N is always below one corresponding to a smaller N, indicating that the cumulative weight of the distribution at all N C < N H decreases with increasing system size. Hence from the trends it can be inferred that in the thermodynamic limitP (N C /N H ) → δ(N C /N H −1), which is a defining feature of the percolating phase.
In the opposite limit of large disorder W > W + c , as discussed in Sec. III, a finite fraction of the spins are anyway guaranteed completely frozen and hence there is no possibility of a percolating cluster. This is also corroborated by the data (see the panels corresponding to W = 4). The weight ofP (N C /N H ) monotonically decreases with increasing N for cluster sizes which are finite fractions of the Fock-space, and consequently increases for vanishing fractions since the distributions are normalised. Further, the cumulative distribution also shows the same behaviour: C(N C ) saturates to unity at smaller values of N C /N H as N increases, thus showing that the full weight of the distributions is on clusters whose sizes are a vanishing fraction of the Fock-space dimension.
We now discuss the nature of the distributions at intermediate disorder, specifically in the vicinity of the critical point. On increasing the disorder above W c , for a finite For W < Wc almost the entire weight of the distributions is on NH/NC = 1, whereas for strong disorder the weight shifts towards to NH/NC → 0 as N increases. For W > Wc, but not too deep inside the localised phase, the distribution for finite N has a bimodal nature with its weight depleting from NC = NH to clusters of sizes NC ∼ N α H with α < 1. However the peak at NC = NH loses weight with increasing N , suggesting that it vanishes in the thermodynamic limit. See text for discussion. For the numerics, Jz = 1 and J = 4.1, with statistics obtained from 10 5 realisations. system size, the peak at N C /N H ≈ 1 inP (N C /N H ) begins to lose weight and the distribution gains weight at smaller values of N C /N H . Some further important observations can be made from the data.
First, for disorder W > W c , but not too large, there is a perceptible peak inP (N C /N H ) at N C /N H = 1 and a corresponding jump in C(N C ). However, the weight of the distribution in this peak decreases with both increasing N and W (see the panels corresponding to W = 1.5 and W = 2 in Fig. 7) . While the behaviour with increasing W is quite clear in the data forP (N C /N H ), it is less so with increasing N due to the relatively small system sizes accessible numerically. It is however clearer in the data for C(N C ), where the curves for larger N are always above those for smaller N . This indicates that with increasing N , the distributions have more weight on smaller values of N C /N H . And since the distributions P (N C /N H ) are normalised, this means that the peak at N C /N H = 1 loses weight with increasing N , and as such vanishes in the thermodynamic limit. This behaviour can be traced to a continuously varying exponent, α, which describes the scaling of mean/typical cluster sizes with the Fock-space dimension, and which we introduce and consider in the next sub-section (IV B).
Second, the aforementioned peak only loses weight with increasing N or W , but does not shift to a finite value of N C /N H . One can infer from this observation that it is very rare (vanishingly so in the thermodynamic limit) that the Fock space has multiple clusters of sizes which are a finite fraction of N H . In other words, if there exists a cluster whose size is a finite fraction of N H , it covers the entire Fock-space in the thermodynamic limit. This indicates that the percolating cluster close to the phase transition does not fragment into multiple smaller clusters of sizes which are finite fractions of N H , but rather into clusters all of whose sizes are vanishing fractions of the Fock-space dimension. This is consistent with the physical picture presented in Sec. III B.
The distributionsP (N C /N H ) and C(N H /N H ) thus show qualitatively different behaviour for weak and strong disorder, including opposite trends with increasing system size, and provide clear initial evidence that there exists a phase transition in the model. The data also corroborate the physical picture presented for the transition in Sec. III.
B. Typical and mean cluster sizes
To extract quantitative information about the critical disorder and the finite-size scaling exponent, we now consider mean cluster sizes. Specifically, we compute both the arithmetic mean and the geometric mean, given respectively by 
From the nature of the distributions shown in Fig. 7 , S typ or S avg appear to be natural diagnostics for the phase transition, as indeed is shown below. One can also draw a parallel between S typ and participation entropies of the many-body eigenstates of the quantum system, which serve as useful diagnostics for the many-body localisation transition [21, 44] . For an eigenstate |ψ , the first participation entropy in the Fock space is defined as S 1 (|ψ ) = − I | ψ|I | 2 log | ψ|I | 2 . The disorderaveraged S 1 has a general form [21, 44] 
with α = 1 in the delocalised phase, indicating that eigenstates have on average support on the entire Fock-space; and with α < 1 in the many-body localised phase, indicating that eigenstate support exists on a vanishing fraction ∼ N α−1 H of Fock-space. Note that the probability density p I = | ψ|I | 2 can be interpreted as the probability or the weight of the eigenstate on the basis state |I , normalised over those basis states on which the eigenstate has support. In our classical problem, any node is either a member of the cluster C or not, and from the set of nodes I ∈ C, the probability that a randomly chosen node is a particular node I is (trivially) p I = 1/N C . Hence p I is the weight of the cluster on the node I normalised over the nodes contained in the cluster, directly analogous to | ψ|I | 2 in the quantum problem. Formally, this can be expressed by defining for a given disorder realisation the scaled indicator function
so that I p I = 1 The equivalent of the first participation entropy is then
where the overline denotes disorder averaging. Comparing Eq. (28) with Eq. (25) shows directly that the analogue of the first participation entropy is simply the logarithm of the typical cluster size.
The results for S avg/typ are shown in Fig. 8 . It is clear that for disorder W smaller than a critical W c , S avg/typ /N H → 1 (there are extremely small finite-size effects, with S avg/typ /N H increasing with N but saturating to one). For W > W c by contrast, S avg/typ /N H systematically decreases with increasing N , as illustrated by the insets to Fig. 8(a) and 8(b) .
The values of W c and the scaling exponent ν can be obtained by collapsing the data for various system sizes onto a common scaling function of form g S [(W − W c )N 1/ν ]. We perform the finite-size scaling analysis by letting both W c and ν be fitting-parameters, as well as constraining one of them to its value suggested by the arguments given in Sec. III B (namely W c = J/4 and ν = 2) and treating the other as a fitting-parameter. The scaling collapse of the data with the constraint W c = J/4 = 1.025 is shown in the main panels of Fig. 8(a) and 8(b) . This yields ν = 2.1 and 2.03 from the mean and typical cluster sizes respectively, which are close both to each other and to the analytically predicted value of 2 [32] . Allowing both W c and ν as fitting-parameters yields W c = 1.04 and W c = 0.95 from the mean and typical cluster sizes respectively, and ν = 1.9 from both. The uncertainty in W c obtained from the fits can be estimated by constraining ν = 2 and extracting the value of W c . Such an analysis yields W c = 1.01 and W c = 0.99 from the average and typical data respectively, and thus uncertainties can be estimated as δW c = 0.03 and δW c = 0.07 respectively. The above goes quite some way in showing the universality of ν = 2, since this value is obtained by numerical calculations on two different models and analytic results for one of them. It is also consistent with the physical arguments given in Sec. III.
We also emphasise that the exponent ν = 2 conforms to the Harris-CCFS bounds [45, 46] , which state that for a disorder-driven transition with a length scale that diverges as the critical point is approached from the localised side, the correlation length exponent ν satisfies the inequality ν ≥ 2/d where d is the spatial dimension [46] . The derivation of such bounds has also been extended to many-body localisation transitions [47] .
S avg/typ can further be analysed by studying their scaling with the Fock-space dimension. Taking a cue from the scaling of participation entropies, Eq. (26), we fit S avg/typ to a form
The data and fits for a representative range W are shown in Fig. 8(c) . The clear linear behaviour of S avg/typ as a function of N H on logarithmic axes validates the fitting form used in Eq. (29) . The extracted value of α is shown as a function of disorder W in Fig. 8(d) . For W < W c , α = 1 (two such W values are in fact shown in Fig. 8(c) , both giving α = 1). This indicates that in the percolating phase, the cluster contains a finite-fraction of the Fock-space nodes. By contrast, α < 1 for W > W c , showing that the cluster is supported over only a vanishing fraction O(N α−1 H ) of the Fock-space. This is similar to the behaviour shown by many-body localised eigenstates in the Fock space via their participation entropies [21] and inverse participation ratios [44] . Note that the form of S avg/typ in Eq. (29) also determines the functional form of the scaling function, g S [(W − W c )N 1/ν ], as g S (x) ∼ exp(−γx ν ) (with γ a constant), and further shows that α approaches unity as (1 − α) ∝ (W − W c ) ν when the transition is approached from the localised side.
We also add that the extent of the finite-size effects near the transition for W > W c , as discussed in Sec. IV A, can be understood by noting that α tends to 1 continuously as W c is approached from the localised side. As a consequence, finite-size effects are naturally large close to the transition: even for values of α ≈ 0.9 -which is well within the localised phase, and for which N α−1 H vanishes in the thermodynamic limit -N α−1 H ≈ 0.5 remains a finite and sizeable fraction for the largest system sizes accessible to us in practice (N H ≈ 10 6 ).
Finally, the approach of α to 1 as W → W c from the localised side should also consistently indicate the critical point. To show this, 1 − α is plotted against W on logarithmic axes in the inset to Fig. 8(d) , and is indeed seen to vanish at W 1, rather close to the W c obtained from the scaling collapse.
C. Fluctuations in cluster sizes
The mean/typical cluster sizes, S avg/typ , show a volume law in the Fock space (∝ N H ) in the percolating phase, and a transition to a sub-volume law ∝ N α (α < 1) in the localised phase; hence acting as a diagnostic for the phase transition. It is thus natural to look at fluctuations of the cluster sizes, defined by
(30) One expects S fluc as a function of W to show a peak at the critical disorder strength. Physically, this reflects the expectation that in the thermodynamic limit, fluctuations in N C /N H are essentially absent in either phase, but show a peak at the critical point. The latter will naturally be broadened in a finite-sized system, with the resultant ensemble of cluster sizes expected to contain sizes representative of both phases, and hence to show large fluctuations. This is also reflected in the fact (see Fig. 7 ) that the distributionsP (N C /N H ) show bimodal character near the transition.
The numerical results shown in Fig. 9 indeed corroborate the discussions above. For sufficiently weak or strong disorder the fluctuations decay systematically with increasing system size, as within a phase fluctuations should not occur in the thermodynamic limit. Near the critical point by contrast, S fluc shows a peak which becomes sharper with increasing N , thus naturally leading to a crossing of the data for various N . A finitesize scaling analysis similar to that for S avg/typ can also be performed, and the data for various system sizes collapsed onto a universal scaling function of (W −W c )N 1/ν . Such a scaling collapse is shown in Fig. 9(right) , where we constrain W c = J/4. This yields ν = 2.1, again close to the expected universal value. Using both W c and ν as fitting-parameters yields W c = 1.07 and an exponent ν = 1.8, quite close to those obtained from other diagnostics. As in Sec. IV B, to obtain the uncertainty in W c we constrain ν = 2 and extract W c , giving W c = 1.01, and thus suggesting an uncertainty of δW c = 0.06. is strongly peaked at m = 0, and becomes sharper with increasing N . On increasing W , additional peaks at m ± 1 appear, and eventually dominate the distribution at strong disorder.
Finally here, we remark that while there is no direct analogue of entanglement entropy in the classical problem, the peak in S fluc at the critical point is reminiscent of the peak in fluctuations of entanglement entropy at the many-body localisation transition [19, 21, 48] ; with the entanglement entropy itself showing a volume-law to area-law transition across the critical disorder.
D. Local magnetisation in cluster
We now show that physical observables which are local in real space, but measured on the clusters, also carry signatures of the transition. While the entire percolation problem is set up on the Fock space, being able to make a connection to local observables is important, because a fundamental aspect of many-body localised phases is that local observables violate the eigenstate thermalisation hypothesis. Statistical properties of eigenstate expectation values of local observables have indeed been studied, and shown to distinguish the many-body localised phases from their ergodic counterparts [23, 48] .
In our classical problem, since the nodes of the Fockspace graph are simply product states with σ z = ±1, the local magnetisation σ z is a natural choice for the observable. We define the average local magnetisation of the cluster as
where p I is defined in Eq. (27) . The motivation behind the definition Eq. (31) can be understood by considering two limiting cases. In the limit of very weak disorder where all nodes of the Fock-space graph are in the cluster, m reduces to the trace of the operator σ z and hence vanishes. Consequently, the distribution of m taken over all sites and many disorder realisations, P m (m), is simply a δ-function at m = 0. In the opposite extreme of very strong disorder, the cluster C typically has a single node and hence m = ±1, resulting in a bimodal distribution with peaks at m = ±1. The distributions in the two limits are thus qualitatively different. With this understanding, we expect that P m (m) can be written in the thermodynamic limit as a sum of δ-functions and a smooth part, in the form P m (m) = a 0 δ(m) + a 1 δ(|m| − 1) + P smooth (m). (32) In the percolating phase it is expected that a 0 = 1 and a 1 = 0, while in the localised phase a 0 and a 1 deviate from 1 and 0 respectively. In the extreme limit W → ∞, one anticipates a 0 = 0 and a 1 = 1.
Note that with the distribution of the p I (Eq. 27) over the Fock-space considered as analogous to the wavefunction probabilities | ψ|I | 2 (as in Sec. IV B), m is the counterpart of the expectation value of the operator σ z in that state, thus drawing a parallel with the quantum system.
Representative numerical results for P m (m) are shown in Fig. 10 . In the percolating phase (W < W c ) the distribution is, as expected, sharply peaked at m = 0, and sharpens with increasing N . As W is increased above the critical disorder, wings in the distribution appear with peaks at m = ±1. An understanding of the latter can be traced back to the picture that in the localised phase, local spin configurations of finite lengths are frozen out in the cluster. Hence for all sites within such frozen segments, σ z = ±1, contributing to these peaks. In addition, there also exist spins in the cluster C which are free to flip, but there is nothing which constrains precisely half of the nodes (Fock-space sites) in this cluster to have such spins pointing up and the other half pointing down. Hence on average they contribute to all values of m ∈ (−1, 1). Close to the critical point but in the localised phase, there also still exists a finite fraction of spins which can flip under all configurations of their neighbours (see f a in Fig. 2 ) and hence there is also a δ-function component at m = 0.
Showing the histograms as in Fig. 10 with finite bin widths masks somewhat the δ-function components of P m (m) in Eq. (32) . In order to expose that, we also study the cumulative distributions, C m (m) = m −1 dm P m (m ), shown in Fig. 11 . The finite jumps in C m (m) at m = 0 and m = ±1 are clear indications of the underlying δfunctions in P m (m). In the percolating phase, there is no jump at m = ±1 and there is a clear finite jump at m = 0 from the δ(m) component of P m (m). On the other hand, in the localised phase, the height of the jump at m = 0 decreases and finite jumps at m = ±1 appear, indicating that the δ(|m| − 1) component is finite. We study the weight of these δ-functions, namely a 0 and a 1 defined in Eq. (32), as a function of W by extracting them from the distributions. As shown in Fig. 11(bottom row) , the values of W at which a 0 and a 1 deviate from 1 and 0 are quite close to W c .
The difference between P m (m) in the two phases can be made quantitative by studying the variance of the distribution,
In the two extreme limits described above, W → 0 and W → ∞, µ m → 0 and µ m → 1 respectively. Moreover, since N C = N H in the entire percolating delocalised phase, µ m = 0 throughout this phase. It is nonzero only in the non-percolating localised phase, vanishing as the transition is approached. Hence µ m is also a suitable diagnostic for the transition, and the results shown in Fig. 12 confirm that. In the percolating phase µ m is asymptotically vanishing with increasing N , whereas in the localised phase it shows a systematic increase with N close to the critical point. The natural finite-size scaling form for µ m is then µ m (N, W ) = N −ζ/ν g µ [(W −W c )N 1/ν ]. As shown in Fig. 12 , constraining W c = J/4 and ν = 2, as predicted in Sec. III B, yields a good scaling collapse with the exponent ζ = 0.51.
It is significant that the behaviour of the local magnetisation can be used to identify the critical point, giving results that are consistent with the other numerical diagnostics, because, as shown in the next section, we can formulate our models as kinetically constrained models. With such a formulation local observables are easily accessible to Monte Carlo dynamics, and hence allow access to much larger system sizes. In Sec. V we show that the autocorrelation function and magnetisation distribution calculated via Monte Carlo dynamics for the TFI model [Eq. (3)] can be used to locate the transition, and yield values of exponents ζ and ν close to that obtained from µ m for the random-field XXZ model, illustrating its universal nature.
V. MONTE CARLO DYNAMICS
In this section we probe the local magnetisation in the cluster via an exploration of the cluster following Monte Carlo dynamics, where the update rules are intertwined with our Fock-space percolation rules. The resulting dynamical model is similar to a class of kinetically constrained models known as spin-facilitated Ising models (see Refs. [34, 35] for reviews and further references). The dynamical model allows us to compute local observables like those studied in Sec. IV D, but for much larger system sizes.
The history of kinetically constrained models goes back to theoretical models of glass formers [36, 37] , with Markovian dynamics obeying detailed balance with respect to an energy function. An additional key ingredient is a set of explicit constraints which forbid local transitions between configurations. Formally, the dynamics of such models can be expressed as a master equation for the probability of the system to be in a configuration (say a spin configuration |I ) at time t, with the form 
Here w(I → I ) is the transition rate from configuration |I to |I , with these two configurations related by a local change of the degrees of freedom -for example, a single spin flip. In the absence of a kinetic constraint, the rate w is simply a function of the energy difference, w 0 (E I − E I ) The effect of a kinetic constraint is to forbid some transitions. It can be expressed in the form
where {F } is a set of operators which define the configurations |I to which transitions from |I are allowed. We now recast the percolation rules defined on the Fock space in Sec. II as kinetically constrained dynamics. In order to do so, the crucial identification one has to make is that the active edges defined via Eq. (2) correspond to transitions that are allowed in the kinetically constrained dynamics, and the inactive edges to the forbidden ones. This correspondence can be translated to a dictionary for the two contributions to the rates of transitions as
and the set of constraints as
for the disordered XXZ chain Eq. (4), and
for the disordered Ising chain Eq. (3). While the dynamical equation Eq. (34) is written in continuous time, an equivalent discrete-time formulation is much more convenient for simulating the dynamics via Monte Carlo methods. We implement the dynamics using the following procedure:
• We start from a spin configuration |I 0 with its E I0 close to the mean of the Es.
• At any discrete Monte Carlo time, t MC = t in the dynamics, let the configuration be |I . One of the constraint operators from the set {F } (Eqs. (37) and (38)) is then randomly chosen and configuration |I = F |I is identified.
• If w 0 (E I −E I ) = 1, the configuration at time t MC = t + 1/N is |I , otherwise the configuration at t + 1/N remains |I .
• A series of N such updates constitutes one Monte Carlo sweep.
With this dynamical protocol, what observables will reveal the transition from the percolating to the localised phase in their Monte Carlo history? To answer this question, consider the following simplified space-time pictures for the Monte Carlo dynamics, in the two extreme limits of weak and strong disorder. For weak disorder, the spins flip easily and the likelihood of a transition event being rejected is low. Hence, the expectation value of a spin averaged over its Monte Carlo history decays quickly. At long enough times, the Monte Carlo average of the spin at each site is mostly homogeneous in space, and the probability distribution over sites of the time-averaged orientation is sharply peaked at zero. Conversely, for strong disorder, a finite fraction spins do not flip, since f n [Eq. (10)] is finite. Hence there are regions in space where the Monte Carlo averaged spin is non-zero. This results in a probability distribution over sites that has weight near ±1 even at long times, as also found by exact enumeration in Fig. 10 .
This suggests that the Monte Carlo average of the spin at each site will have a qualitatively different probability distribution over sites in the percolating and localised phases. The dynamics of its standard deviation is thus an appropriate quantity to study. The Monte Carlo average of the spin at site is
where |I(t) is the spin-configuration at time t in the Monte Carlo trajectory. Taking statistics over real-space sites and disorder realisations, we obtain the probability distribution of the Monte Carlo averaged local magnetisations denoted by P MC (m, t MC ), which naturally depends on t MC . In the limit t MC → ∞, the dynamics visits all Fock-space nodes of the cluster C uniformly, and hence P MC (m, t MC → ∞) → P m (m) defined in Sec. IV D. The dynamics of the variance of P MC (m, t MC ),
is thus a natural quantity to study. In particular, µ MC (m, t MC → ∞) → µ m (defined in Eq. (33)), and hence should analogously act as a diagnostic of the phase transition.
Note that, since we start from a specific initial spin configuration, P MC (m, t MC = 0) = δ(|m| − 1). Hence the fact that in the localised phase P MC (m, t MC → ∞) retains a finite weight on the δ-functions at m = ±1 is an indication that the Monte Carlo dynamics retains some memory of its initial state, which is typical of a non-ergodic phase.
In the following, we implement the kinetically constrained dynamics for the TFI model Eq. (3), via Eqs. (36) and (38) .
We first present the results for P MC in Fig. 13 , in the percolating and localised phases. The distributions at short times are very wide with peaks at m = ±1, since we start from specific classical states. In the percolating phase (Fig. 13 top-left panel) , the distribution loses weight at finite values of m with increasing t MC and becomes a sharply peaked at m = 0. In the localised phase by contrast ( Fig. 13 top-right panel) , a finite fraction of spins show non-ergodic behaviour and stay frozen, resulting in a distribution that is broad with pronounced peaks at m = ±1 even at very large t MC .
To analyse quantitatively the difference between these distributions, we study the behaviour of µ MC (t MC ) defined in Eq. (40) . The results are shown in Fig. 13 (bot 
MC . This is simply a consequence of the fact that under Monte Carlo dynamics in the percolating phase, individual spins have rather short correlation times, together with the central limit theorem. On the other hand, for W > W c , the dynamics is non-ergodic and µ MC saturates to a finite value. This is a direct consequence of the fact that in the localised phase, P MC retains its broad nature accompanied by peaks at m = ±1. With increasing W , the saturation value of µ MC increases, showing that the system gets more and more localised.
Having established that µ MC (t MC ) distinguishes the two phases, we next analyse its critical properties. Be- cause µ MC (t MC → ∞) = µ m , we expect this analysis should give the critical disorder strength and the exponents ζ and ν. However, since the limit of t MC → ∞ is impossible to achieve in practice, we must perform a scaling analysis taking into account finite N and finite t MC .
To identify a suitable scaling form, we first note for short t MC that µ MC (t MC ) decays as t This scaling form is ultimately corroborated by collapsing all the curves for µ MC (t MC ) with various N and W in a plot of µ MC τ MC (N, W ) vs t MC /τ MC (N, W ), as shown in Fig. 14(a) .
From Eq. (41), τ MC (N, W ) −1/2 is proportional to µ m . It can hence can be used to identify W c and determine ζ and ν. We show τ −1/2 MC as function of W for various N in Fig. 14(b) . Note that the value of τ MC in our simulations is not infinite on the percolating side, but rather set by the largest Monte Carlo time reached. Nevertheless, a finite-size scaling analysis can be performed by rescaling the data with N −ζ/ν and collapsing it onto a common function of (W − W c )N 1/ν , as illustrated in Fig. 14(c) . Such an analysis yields W c = 2.05, which is precisely equal to J/2 (for J = 4.1) obtained analytically [32] . Moreover, the exponents ν = 2.13 and ζ = 0.55 are remarkably close to those obtained for the disordered XXZ chain via exact enumeration of clusters (see Fig. 12 ), indicating the universality of these exponents.
For completeness, we add that similar calculations for the disordered XXZ chain yield results consistent with those obtained in Sec. IV. As an example we show the behaviour of µ MC (t MC ) in Fig. 15 . Below and above the critical disorder, W c = 1.025, the decay of µ MC (t MC ) is persistent and arrested respectively. Further details, such as the presence of multiple time scales and decay exponents due to conserved total magnetisation, are left for future work and omitted here in the interests of brevity.
VI. CONCLUSIONS AND OUTLOOK
In summary, we have studied a classical percolation model in the Fock spaces corresponding to two models of disordered quantum spin chains. In this setting, a percolation transition acts as a proxy for the many-body localisation (MBL) transition in the quantum system. In Ref. [32] an analytic solution was provided for the critical disorder strength and the correlation length exponent for a quantum transverse field Ising (TFI) spin chain with disordered longitudinal fields. Here by contrast we have analysed both the random-field XXZ model and the TFI model in greater detail, to present a physical picture for the phases and the transition, and to corroborate our arguments using a wide variety of numerical diagnostics. By exactly enumerating the clusters in Fock space for finite systems, we obtained statistics for the cluster sizes, a finite-size scaling of which resulted in critical properties consistent with the analytic results. In addition, connections were made to local observables which, when averaged over the clusters, also carry signatures of the transition. The set of numerical studies, all of which yield critical properties consistent with each other, is the first principal result of the work.
The second main result is that dynamics can be introduced by a mapping onto a kinetically constrained model. Dynamics of such models can be studied via well-established methods like Monte Carlo dynamics, allowing access to much larger system sizes. This is also where the connection to local observables becomes crucial, since the same local observables, averaged over the Monte Carlo history, act as diagnostics of the ergodicitybreaking transition, and indeed give critical properties consistent with both the analytical and other numerical results.
The classical percolation transition captures certain aspects of the MBL transition remarkably well. We showed for example that the typical cluster size in the percolation problem is directly analogous to the participation entropies of quantum eigenstates. This analogy goes further in terms of the scaling of the typical cluster size, from a volume-law in Fock-space in the percolating phase to a sub-volume law in the localised phase, just like the scaling of participation entropies [21, 44] . Fluctuations in the cluster sizes also show a peak at the percolation transition, reminiscent of that occurring at the MBL transition in the fluctuations of entanglement entropy (which itself goes from a volume-law to an area-law) [19, 21, 48] . Expectation values of local observables also show fundamental differences between many-body localised and ergodic phases, e.g. distributions of local magnetisations show a transition from bimodal to unimodal behaviour [23, 48] . In a very similar fashion, in the classical percolation problem, the local magnetisation averaged over Fock-space sites in the cluster shows a bimodal to unimodal transition.
Despite these clear similarities between the classical percolation transition and the MBL transition, parallels between the two are not yet fully developed. This leads naturally to the question of what aspects of the quantum transition are not captured by the classical model, and how the classical model might potentially be refined to capture them. For instance, an open question is how Griffiths effects, which have been argued to dominate the physics near the MBL transition [49] [50] [51] [52] , manifest themselves in such a Fock-space-based approach. Relatedly, in our Monte Carlo dynamics we find that the decay of autocorrelations is always diffusive throughout the ergodic phase. Hence a natural question is what additional constraints might be imposed on the classical model such that it shows a subdiffusive behaviour characteristic of the disordered ergodic phase preceding the MBL transition [49, [53] [54] [55] . Another delicate issue in the physics of the MBL transition is that of mobility edges [20, 21, 41, 56] . In our classical formulation (in common with other approaches to MBL based on resonant percolation in real-space [27, 29] ) there is no energy resolution of the cluster [57] analogous to eigenenergies. How to incorporate this aspect of the transition within a classical framework is thus a natural issue of interest.
Finally, since the physics of the MBL transition in excited states falls outside the paradigm of equilibrium statistical mechanics, and our percolation model captures certain aspects of it, an interesting open question is how the model can be modified to treat the transitions in manifestly out-of-equilibrium systems, such as Floquet systems and the accompanying anomalous dynamics [58] [59] [60] [61] .
