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Resumo
Esta tese apresenta contribuic¸o˜es para a soluc¸a˜o de problemas de ana´lise de estabilidade e de
s´ıntese de controladores para sistemas lineares com paraˆmetros variantes no tempo pertencen-
tes a um politopo e para sistemas chaveados lineares com func¸o˜es de chaveamento arbitra´rias
atrave´s de condic¸o˜es na forma de desigualdades matriciais lineares baseadas em func¸o˜es de
Lyapunov.
Para sistemas lineares variantes no tempo (caso cont´ınuo), sa˜o fornecidas condic¸o˜es de
verificac¸a˜o de estabilidade e de coˆmputo de custos garantidos H∞ quando os paraˆmetros
pertencentes a um politopo sa˜o supostos incertos e com taxas de variac¸a˜o limitadas. Para o
problema de s´ıntese, supondo que os paraˆmetros sa˜o conhecidos em tempo real, sa˜o fornecidas
condic¸o˜es de projeto de ganhos de realimentac¸a˜o de estados que variam de forma na˜o-linear
com os paraˆmetros e que asseguram a estabilidade com um certo custo garantido H∞ para
o sistema em malha fechada sujeito a taxas de variac¸o˜es parame´tricas limitadas. No caso de
taxas de variac¸o˜es parame´tricas arbitra´rias, sa˜o fornecidas condic¸o˜es de coˆmputo de ganhos
que variam de forma linear (caso cont´ınuo) ou de forma na˜o-linear (caso discreto) com os
paraˆmetros, assegurando a estabilidade com requisitos de desempenho H∞ para o sistema em
malha fechada.
Para sistemas chaveados lineares (casos cont´ınuo e discreto), sa˜o fornecidas condic¸o˜es para
computar ganhos chaveados de realimentac¸a˜o de estados que resolvem os problemas de estabi-
lizac¸a˜o e de controle H∞, incluindo especificac¸o˜es de alocac¸a˜o de po´los, permitindo melhorar
o desempenho do sistema em malha fechada sujeito a func¸o˜es de chaveamento arbitra´rias
dispon´ıveis em tempo real.
Exemplos nume´ricos incluindo problemas de controle com restric¸a˜o de estrutura, de con-
trole sob falhas de atuadores e uma aplicac¸a˜o em circuitos ele´tricos chaveados ilustram como
as condic¸o˜es propostas reduzem o conservadorismo nos problemas de ana´lise e de s´ıntese das
classes de sistemas dinaˆmicos sob investigac¸a˜o.
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Abstract
This thesis presents contributions to the solution of problems of stability analysis and con-
trol synthesis applied to linear systems with time-varying parameters belonging to a polytope
and to switched linear systems subject to arbitrary switching functions using linear matrix
inequality conditions based on Lyapunov functions.
Concerning linear time-varying systems (continuous-time case), the proposed conditions
assess the problems of stability analysis and computation of H∞ guaranteed costs when the
parameters belonging to a polytope are supposed to be uncertain with bounded rates of vari-
ation. For the problem of synthesis, assuming that the parameters are available in real time,
the thesis provides conditions to design state feedback gains which depend nonlinearly on the
parameters and assure stability with a given H∞ guaranteed cost to the closed-loop system for
the case of bounded rates of parametric variations. When the rates of parametric variations
are assumed to be arbitrary, the given conditions can determine gains that depend linearly
(continuous-time case) or nonlinearly (discrete-time case) on the parameters, assuring stability
with H∞ performance to the closed-loop system.
In the context of switched linear systems (continuous and discrete-time cases), the proposed
conditions are suitable to determine switched state feedback gains that solve the problems of
stabilization and H∞ control including pole location specifications, allowing to improve the
performance of the closed-loop system subject to arbitrary switching functions available in
real time.
Numerical examples including problems of structurally constrained control, robustness
against actuator failures and an application on switched electrical circuits illustrate how the
proposed conditions reduce the conservatism of the problems of analysis and synthesis for the
classes of dynamic systems under investigation.
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Cap´ıtulo 1
Introduc¸a˜o
As crescentes exigeˆncias de desempenho de sistemas f´ısicos veˆm impondo o uso de ferramentas de
ana´lise e de s´ıntese cada vez mais sofisticadas e tambe´m mais eficientes do ponto de vista da complexidade
computacional associada aos algoritmos. Visando uma representac¸a˜o fiel e acurada dos fenoˆmenos que
ocorrem nos sistemas reais, os sistemas baseados em modelos lineares teˆm incorporado cada vez mais
informac¸o˜es sobre a parte na˜o-modelada, como a existeˆncia de ru´ıdos, na˜o-linearidades, atrasos e dinaˆmicas
espu´rias. A inclusa˜o de incertezas parame´tricas e´ outro aspecto muito explorado na modelagem do sistema,
sendo bastante usuais a representac¸a˜o por transformac¸a˜o linear fraciona´ria (do ingleˆs, Linear Fractional
Transformation – LFT) e as representac¸o˜es afim e polito´pica com paraˆmetros incertos considerados como
invariantes no tempo ou sujeitos a taxas de variac¸a˜o limitadas ou arbitra´rias (veja por exemplo os livros
[6], [7], [10], [17], [18], [34], [66], [84] para um panorama geral sobre problemas de controle de sistemas
dinaˆmicos).
A abordagem baseada em func¸o˜es de Lyapunov tem sido, sem du´vida, muito importante para tratar
problemas de ana´lise de estabilidade e de s´ıntese de controladores para sistemas com modelos lineares
que incluem paraˆmetros incertos, sendo que dentre as inu´meras te´cnicas de controle desenvolvidas nos
u´ltimos anos podem ser citadas as baseadas em controle robusto e em controle com crite´rios H2 e H∞
[13], [35], [41], [47], [48], [50], [52], [64], [67], [93], em filtragem robusta [45] e filtragem robusta H∞
com restric¸a˜o de alocac¸a˜o de po´los [86], [87], [88]. Uma caracter´ıstica comum dessas abordagens e´ a
transformac¸a˜o do problema de controle em um problema convexo de otimizac¸a˜o, na maioria das vezes
descrito atrave´s de desigualdades matriciais lineares (em ingleˆs, Linear Matrix Inequalities – LMIs), que
podem ser resolvidas de maneira eficiente por algoritmos baseados em pontos interiores (veja [17], [36]
para uma discussa˜o abrangente sobre LMIs), dispon´ıveis em pacotes especializados como o LMI Control
Toolbox do Matlab [44]. Va´rias classes de func¸o˜es de Lyapunov teˆm sido exploradas para tratar problemas
de ana´lise de sistemas e de s´ıntese de controladores utilizando LMIs como ferramenta computacional, como
por exemplo as func¸o˜es de Lyapunov quadra´ticas [9], [13] e quadra´ticas por partes [1], [63], as func¸o˜es de
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Lyapunov homogeˆneas [21] e poliedrais [15] e as func¸o˜es de Lyapunov dependentes de paraˆmetros [11],
[40], [42], [56], [69], sendo que a escolha da func¸a˜o depende do tipo de incerteza a ser tratada e da acura´cia
desejada, influindo tambe´m no esforc¸o computacional necessa´rio.
1.1 Sistemas lineares variantes no tempo: estabilidade
Resultados importantes para a ana´lise de estabilidade de sistemas lineares cont´ınuos no tempo com
incertezas polito´picas foram obtidos a partir de func¸o˜es de Lyapunov quadra´ticas que utilizam uma mesma
matriz (fixa) para verificar a estabilidade de todo o domı´nio de incertezas [9]. Grac¸as a` convexidade,
a existeˆncia de soluc¸a˜o para um conjunto de LMIs descrito nos ve´rtices de um politopo e´ suficiente
para garantir a estabilidade de todo o domı´nio polito´pico. Esse resultado e´ conhecido como estabilidade
quadra´tica e serviu de ponto de partida para va´rias condic¸o˜es de ana´lise de estabilidade, filtragem e
s´ıntese robustas (veja [17] e refereˆncias internas). E´ interessante mencionar que a estabilidade quadra´tica
permite avaliar, por meio de testes de factibilidade de LMIs, a estabilidade de sistemas com paraˆmetros
sujeitos a taxas de variac¸a˜o arbitra´rias, o que inclui desde o caso de paraˆmetros incertos invariantes
no tempo ate´ o caso em que os paraˆmetros teˆm taxas de variac¸a˜o ilimitadas. O uso de uma mesma
matriz de Lyapunov para verificar a estabilidade quadra´tica leva a um teste com baixa complexidade
nume´rica e com extenso˜es diretas para tratar problemas de coˆmputo de custos garantidos H2 e H∞ [17],
[48], [89], [94], mas muito frequ¨entemente os resultados obtidos na avaliac¸a˜o de domı´nios de estabilidade
e em estimativas de custos garantidos H2 e H∞ sa˜o conservadores (veja [30], [31], [70] para estudos
comparativos no caso invariante no tempo). Resultados menos conservadores podem ser obtidos com o
uso de func¸o˜es de Lyapunov mais complexas, como por exemplo as func¸o˜es de Lyapunov quadra´ticas por
partes. Essas func¸o˜es teˆm sido particularmente u´teis no estudo de sistemas lineares descritos por meio de
partic¸o˜es no espac¸o de estados [1], [37], [38], [39], [63], [98], [118]. No contexto de sistemas lineares com
taxas de variac¸o˜es parame´tricas arbitra´rias, os resultados baseados em func¸o˜es de Lyapunov quadra´ticas
por partes sa˜o menos conservadores do que os obtidos com func¸o˜es quadra´ticas, ao prec¸o de testes com
uma complexidade nume´rica significativamente maior. Em [118], utilizando a chamada S-procedure, sa˜o
propostas condic¸o˜es do tipo LMI dependentes de paraˆmetros para o teste da estabilidade de sistemas
envolvendo a combinac¸a˜o convexa de duas matrizes e, em [1], essas condic¸o˜es sa˜o generalizadas para N
ve´rtices, mas o problema a ser resolvido envolve a soluc¸a˜o de LMIs parametrizadas com buscas de um
ponto fact´ıvel num espac¸o na˜o limitado de N paraˆmetros. Outras classes de func¸o˜es permitem tratar
o problema de estabilidade do sistema com paraˆmetros com taxas de variac¸o˜es arbitra´rias, como por
exemplo as func¸o˜es de Lyapunov homogeˆneas [21] e as func¸o˜es de Lyapunov poliedrais [15]. Entretanto,
os resultados que assumem taxas de variac¸o˜es parame´tricas arbitra´rias podem ser conservadores quando
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os paraˆmetros do sistema apresentam taxas de variac¸a˜o limitadas.
Func¸o˜es de Lyapunov dependentes de paraˆmetros teˆm sido utilizadas para verificar a estabilidade de
sistemas lineares variantes no tempo (caso cont´ınuo), como em [2], [11], [33], [40], [42], [56], [60], [69].
A principal dificuldade com essa abordagem era a auseˆncia de uma maneira sistema´tica de construir a
func¸a˜o de Lyapunov, levando ao uso de procedimentos de discretizac¸a˜o exaustiva do espac¸o parame´trico
(alto esforc¸o computacional). Recentemente, no contexto de sistemas lineares incertos invariantes no
tempo, surgiram testes descritos em termos de LMIs definidas nos ve´rtices de um domı´nio polito´pico de
incertezas e que teˆm como soluc¸a˜o um conjunto de matrizes de Lyapunov cuja combinac¸a˜o convexa produz
uma func¸a˜o de Lyapunov dependente linearmente de paraˆmetros, utilizada para garantir a estabilidade
robusta do sistema [46], [91]. Condic¸o˜es menos conservadoras apareceram em [97] e, mais recentemente,
em [72], englobando os resultados anteriores e tambe´m fornecendo boas estimativas de custos garantidos
H2 [30] e H∞ [31]. No contexto de sistemas com taxas de variac¸o˜es parame´tricas limitadas, em [43]
sa˜o apresentadas condic¸o˜es suficientes na forma de LMIs para a estabilidade robusta e para o coˆmputo
de custos garantidos H∞ de sistemas lineares com dependeˆncia afim em paraˆmetros incertos variantes
no tempo supostos limitados. Esses resultados ainda sa˜o conservadores, uma vez que a convexidade da
derivada da func¸a˜o de Lyapunov em relac¸a˜o a cada um dos paraˆmetros (chamada de multiconvexidade)
deve ser imposta, implicando que a ana´lise nos ve´rtices do politopo de incertezas (geralmente uma condic¸a˜o
apenas necessa´ria) produz avaliac¸o˜es conclusivas sobre a estabilidade global. Essa propriedade tambe´m e´
utilizada em [5] para a estabilidade e desempenho robustos de sistemas incertos na forma polito´pica. Em
muitos casos, sa˜o assumidas hipo´teses restritivas na estrutura da incerteza [33], [60], [61], [102], ou que
os paraˆmetros incertos podem ser fatorados de modo conveniente, como no caso da chamada estabilidade
biquadra´tica [110], [111], com extenso˜es para o coˆmputo de custos garantidos H∞ em [27]. E´ importante
mencionar que estudos de estabilidade e desempenho de sistemas lineares incertos invariantes no tempo
mostram que o uso de func¸o˜es de Lyapunov dependentes de paraˆmetros com maior complexidade permite
reduzir o conservadorismo das condic¸o˜es LMIs utilizadas, com o aumento do custo computacional dos
testes [16], [22], [81], [90].
O problema da ana´lise da estabilidade de sistemas lineares discretos no tempo com paraˆmetros sujeitos
a taxas de variac¸a˜o arbitra´rias pode ser tratado por meio de func¸o˜es de Lyapunov quadra´ticas [9], [17],
com extenso˜es para o coˆmputo de custos garantidos H2 e H∞ [50], [51], [89]. Como no caso cont´ınuo, a
factibilidade de um teste de LMIs nos ve´rtices de um politopo e´ suficiente para garantir a estabilidade
de todo o politopo para paraˆmetros com taxas de variac¸a˜o arbitra´rias, mas os resultados podem ser
conservadores. Resultados menos conservadores podem ser obtidos com func¸o˜es de Lyapunov quadra´ticas
por partes [1], [118], com condic¸o˜es de testes descritas em termos de LMIs parametrizadas. No caso
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de sistemas lineares discretos com incertezas parame´tricas invariantes no tempo, o uso de func¸o˜es de
Lyapunov dependentes de paraˆmetros [28], [29], [91] permite reduzir o conservadorismo dos resultados
pela explorac¸a˜o do aumento do nu´mero de varia´veis do problema ou com o aumento do nu´mero de LMIs
dos testes [96], sendo que o conservadorismo pode ser ainda mais reduzido combinando as duas abordagens
(aumento do nu´mero de varia´veis e de LMIs), como em [72]. Extenso˜es para tratar do coˆmputo de custos
garantidos H2 e H∞ para o caso discreto sa˜o dadas em [30] e [31], respectivamente. No caso de sistemas
lineares discretos com incertezas polito´picas sujeitos a taxas de variac¸o˜es parame´tricas arbitra´rias, um
teste convexo descrito em termos de LMIs fornece uma condic¸a˜o necessa´ria e suficiente para a existeˆncia
de uma func¸a˜o de Lyapunov dependente de paraˆmetros na forma afim que garante a estabilidade do
sistema [24]. Esse resultado conte´m a estabilidade quadra´tica e, em [25], e´ estendido para tratar do
coˆmputo de custos garantidos H∞. As condic¸o˜es de [24] tambe´m sa˜o utilizadas para o projeto convexo de
controladores, mas somente para casos particulares em que algumas das matrizes do sistema sa˜o supostas
fixas e invariantes no tempo.
1.2 Sistemas lineares variantes no tempo: controle
Um resultado importante para o controle robusto por realimentac¸a˜o de estados aplicado a sistemas
lineares cont´ınuos no tempo sujeitos a taxas de variac¸o˜es parame´tricas arbitra´rias e´ baseado em func¸o˜es
de Lyapunov quadra´ticas (estabilizabilidade quadra´tica, [13], [47]). Esse resultado, obtido a partir de
uma simples transformac¸a˜o de varia´veis na condic¸a˜o da estabilidade quadra´tica, fornece uma condic¸a˜o
suficiente para o coˆmputo de ganhos robustos capazes de estabilizar o sistema em malha fechada a partir
da soluc¸a˜o de um conjunto de LMIs descritas nos ve´rtices do politopo de incertezas. O uso de ganhos
robustos simplifica a implementac¸a˜o do controlador, pois na˜o requer nenhuma informac¸a˜o ale´m do acesso
ao vetor de estados do sistema. A estabilizabilidade quadra´tica e´ testada atrave´s de uma condic¸a˜o de
baixa complexidade nume´rica, que permite extenso˜es para tratar problemas de controle H∞ [49], [67]
e de controle com restric¸o˜es de alocac¸a˜o de po´los [55], [87]. Entretanto, pelo fato de usar uma mesma
matriz de Lyapunov para verificar a estabilidade de todo o domı´nio de incertezas, os resultados muitas
vezes sa˜o conservadores. Estrate´gias de ganhos escalonados (do ingleˆs, gain scheduling) podem reduzir o
conservadorismo na soluc¸a˜o do problema de estabilizac¸a˜o de sistemas lineares variantes no tempo, bem
como podem fornecer melhores desempenhos para o sistema em malha fechada quando comparados ao
desempenho obtido com estrate´gias de ganhos fixos, ao prec¸o de se medir ou estimar em tempo real os
paraˆmetros variantes no tempo para atualizar o ganho do controlador (veja [74], [99] e refereˆncias internas
para detalhes sobre estrate´gias de ganho escalonado). Essa te´cnica de controle e´ particularmente interes-
sante para tratar sistemas sujeitos a variac¸o˜es parame´tricas, como e´ o caso de sistemas lineares variantes
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com paraˆmetros (do ingleˆs, Linear Parameter-Varying – LPV) e de sistemas na˜o-lineares modelados como
sistemas LPV. A abordagem cla´ssica para a s´ıntese de controladores de ganhos escalonados e´ projetar um
controlador para cada elemento de uma famı´lia de modelos da planta e enta˜o, baseado na medic¸a˜o dos
paraˆmetros variantes no tempo, escolher o ganho do controlador utilizando algum me´todo de interpolac¸a˜o
[107]. Embora os resultados possam ser melhorados atrave´s de um refinamento da discretizac¸a˜o do espac¸o
parame´trico (ao prec¸o de um aumento no esforc¸o computacional), esse procedimento na˜o garante a esta-
bilidade e o desempenho especificado para o sistema em malha fechada, exceto em casos especiais em que
os paraˆmetros variam de modo lento [104], [105]. E´ interessante mencionar que uma classe de controla-
dores LPV com crite´rio de desempenho H∞ aplicada a sistemas lineares variantes no tempo em domı´nios
polito´picos foi estudada por meio da estabilidade quadra´tica em [12], [23], [68], mas somente para casos
particulares em que algumas das matrizes do sistema sa˜o assumidas conhecidas e invariantes no tempo,
o que permite reduzir o problema a um problema convexo de otimizac¸a˜o e, em alguns casos, evitar o uso
de interpolac¸o˜es. Em [113], uma abordagem que combina me´todos de ana´lise de sistemas polito´picos com
te´cnicas de escalonamento convencionais para resolver o problema de ana´lise robusta de sistemas incertos
que admitem uma representac¸a˜o por LFT e´ estendida para tratar controladores de ganho escalonado.
O projeto de ganho escalonado para sistemas polito´picos com paraˆmetros com derivadas limitadas foi
abordado por meio de LMIs em [3], [114], [116]. Nesse caso, as condic¸o˜es devem ser resolvidas atrave´s de
discretizac¸a˜o do espac¸o parame´trico em um nu´mero limitado de pontos, o que resulta em um teste com
um nu´mero finito de LMIs. De um modo geral, entretanto, os resultados que utilizam discretizac¸a˜o do
espac¸o dos paraˆmetros em um nu´mero finito de pontos para calcular controladores locais que garantam
estabilidade e desempenho podem na˜o ser confia´veis e sua complexidade nume´rica cresce rapidamente.
Para evitar a necessidade de discretizac¸a˜o do espac¸o parame´trico, muitas vezes sa˜o assumidas hipo´teses
restritivas sobre o conjunto de incertezas [8], [115]. Quando a planta e o controlador admitem uma re-
presentac¸a˜o LFT, a existeˆncia de um controle estabilizante pode ser determinada por um teste com um
nu´mero finito de LMIs [4], [61], [85], [102], [103]. Tambe´m e´ poss´ıvel computar ganhos LPV estabilizantes
incluindo um crite´rio de desempenho H∞ quando os paraˆmetros do sistema podem ser fatorados de modo
conveniente [27]. Quando a estrutura da incerteza na˜o e´ conhecida e os paraˆmetros possuem taxas de
variac¸a˜o limitadas, o problema de s´ıntese torna-se mais complexo.
No caso da estabilizac¸a˜o de sistemas lineares discretos no tempo sujeitos a taxas de variac¸o˜es para-
me´tricas arbitra´rias atrave´s de ganhos robustos, a estabilizabilidade quadra´tica [13], [49] e´ importante
por se tratar de uma condic¸a˜o convexa de baixa complexidade nume´rica para o coˆmputo de ganhos fixos
estabilizantes para o sistema, extens´ıvel para tratar crite´rios de desempenho H2 e H∞ como em [52]. O
conservadorismo relacionado ao uso de uma matriz de Lyapunov fixa pode ser reduzido quando se usa
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uma func¸a˜o de Lyapunov dependente de paraˆmetros para computar ganhos robustos para o sistema [78].
Os resultados de [78] sa˜o extenso˜es de [24], que fornecem uma condic¸a˜o convexa de s´ıntese de ganhos LPV
estabilizantes para sistemas com matrizes dinaˆmicas supostas dependentes de paraˆmetros com taxas de
variac¸a˜o arbitra´rias e com matrizes de controle supostas conhecidas e invariantes no tempo. A condic¸a˜o
de projeto de [24] possui, ale´m das varia´veis da func¸a˜o de Lyapunov, outras varia´veis de folga que sa˜o
utilizadas para a gerac¸a˜o do ganho LPV estabilizante, o que permite tratar com menos conservadorismo
problemas de controle com restric¸a˜o de estrutura, por exemplo. A extensa˜o desses resultados para o
coˆmputo de controle com ganhos LPV que asseguram a estabilidade do sistema em malha fechada com
um custo garantido H∞ e´ dada em [25], ainda para o caso em que as matrizes de controle do sistema sa˜o
supostas conhecidas e invariantes no tempo.
1.3 Sistemas chaveados lineares: estabilidade e controle
A abordagem baseada em func¸o˜es de Lyapunov pode ser aplicada a sistemas chaveados lineares, que
sa˜o uma classe de sistemas h´ıbridos compostos de va´rios subsistemas lineares (modos de operac¸a˜o) e
uma regra de chaveamento indicando o subsistema ativo em cada instante de tempo [32], [76]. Entre
os sistemas dinaˆmicos que exibem comportamento chaveado podem ser citados os circuitos ele´tricos com
chaves eletroˆnicas, que definem a importante famı´lia dos conversores esta´ticos de poteˆncia [65], processos
bioqu´ımicos como em [54] e todos os sistemas sujeitos a leis de controle chaveado [75], [100], [101] e [106].
E´ importante mencionar que estrate´gias de controle chaveado sa˜o u´teis para melhorar o desempenho de
sistemas, para garantir robustez e tambe´m para implementar leis de controle adaptativo [58]. Note tam-
be´m que sistemas chaveados podem ser utilizados para modelar sistemas sujeitos a falhas nos atuadores,
isto e´, sistemas que podem ter o nu´mero de entradas de controle modificado abruptamente [100]. No
contexto de sistemas chaveados com subsistemas lineares cont´ınuos no tempo, os temas de ana´lise de
estabilidade e controle teˆm sido bastante estudados nos u´ltimos anos [59], [92], [95] e, como comentado
em [76], os problemas ba´sicos sa˜o: a) encontrar condic¸o˜es que garantam a estabilidade do sistema (ou
encontrar uma lei de controle que garanta a estabilizac¸a˜o, ou que o sistema atinja algum ı´ndice de de-
sempenho) sob qualquer regra de chaveamento; b) encontrar uma estrate´gia de chaveamento que garanta
a estabilidade do sistema (ou a sua estabilizac¸a˜o, ou que o mesmo atinja algum ı´ndice de desempenho).
Esses e outros temas como os problemas de controlabilidade [109], [117] teˆm estado sob investigac¸a˜o, com
especial atenc¸a˜o aos sistemas chaveados lineares [108], [120]. Uma abordagem relevante para o estudo dos
problemas de estabilidade e de controle dessa classe de sistemas e´, sem du´vida, a abordagem baseada em
func¸o˜es de Lyapunov. Por exemplo, func¸o˜es de Lyapunov quadra´ticas com matrizes fixas permitem tratar
sistemas que variam no tempo de modo arbitrariamente ra´pido, englobando assim os sistemas chaveados.
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Com respeito a` estabilidade de sistemas chaveados lineares autoˆnomos, uma func¸a˜o de Lyapunov comum
existe se todas as matrizes sa˜o assintoticamente esta´veis e o produto de duas a duas e´ comutativo [82]. A
condic¸a˜o LMI de estabilizabilidade quadra´tica com ganhos fixos [13] pode ser utilizada na estabilizac¸a˜o de
sistemas com paraˆmetros incertos variantes no tempo de modo arbitra´rio, sendo portanto va´lida tambe´m
para sistemas chaveados. A principal desvantagem da estabilizac¸a˜o quadra´tica por meio de ganho fixo e´
que os resultados podem ser conservadores. Por exemplo, o sistema chaveado pode ser estabiliza´vel por
estrate´gias de controle chaveado, mas na˜o admite uma realimentac¸a˜o estabilizante com o mesmo ganho
fixo para todos os subsistemas. O problema da estabilizabilidade quadra´tica de sistemas chaveados li-
neares com subsistemas incertos com incertezas em domı´nios polito´picos foi estudado por meio de uma
estrate´gia de chaveamento dependente de estados em [119]. O uso de func¸o˜es de Lyapunov quadra´ticas
para a estabilizac¸a˜o de sistemas chaveados lineares com incertezas estruturadas foi explorado em [62],
sendo fornecida uma condic¸a˜o de projeto descrita em termos de LMIs parametrizadas cuja soluc¸a˜o per-
mite determinar um conjunto de ganhos chaveados que estabilizam o sistema para uma dada func¸a˜o de
chaveamento. Outras classes de func¸o˜es de Lyapunov teˆm sido utilizadas para reduzir o conservadorismo
da s´ıntese, tais como as func¸o˜es quadra´ticas por partes [63] ou mu´ltiplas [19] mas, em geral, a soluc¸a˜o
nume´rica requer um elevado esforc¸o computacional e/ou as regras de chaveamento devem ser conhecidas
a priori, resultando na maioria dos casos em estrate´gias de chaveamento que dependem de partic¸o˜es no
espac¸o de estados [63]. Em particular, para o caso discreto no tempo, as condic¸o˜es de ana´lise e s´ıntese para
sistemas lineares incertos sujeitos a taxas de variac¸o˜es parame´tricas arbitra´rias baseadas em func¸o˜es de
Lyapunov dependentes de paraˆmetros [24], [25] (incluindo especificac¸o˜es de custo garantido H∞) podem
ser diretamente aplicadas a sistemas chaveados lineares [26].
1.4 Estrutura da tese
Esta tese trata problemas de ana´lise de estabilidade e de s´ıntese de controladores para sistemas lineares
com paraˆmetros variantes no tempo pertencentes a um politopo e para sistemas chaveados lineares com
func¸o˜es de chaveamento arbitra´rias utilizando a abordagem baseada em func¸o˜es de Lyapunov e testes na
forma de LMIs, conforme detalhado a seguir.
• Cap´ıtulo 2: descreve os sistemas lineares variantes no tempo e os sistemas chaveados lineares que
sera˜o estudados e apresenta condic¸o˜es do tipo LMI da literatura para a ana´lise da estabilidade,
coˆmputo de custos garantidos H∞ e para o ca´lculo de ganhos de leis de controle por realimentac¸a˜o
de estados que estabilizam o sistema, incluindo o crite´rio de desempenho H∞ e especificac¸o˜es de alo-
cac¸a˜o de po´los. Enuncia seis problemas de ana´lise de estabilidade e de s´ıntese de controladores para
sistemas lineares variantes no tempo, no caso cont´ınuo, e dois problemas de s´ıntese de controladores
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para o caso discreto, sendo que condic¸o˜es LMI para a soluc¸a˜o desses problemas (contribuic¸o˜es da
tese) sa˜o dadas no Cap´ıtulo 3. Para sistemas chaveados lineares, sa˜o enunciados quatro problemas
de s´ıntese de controladores para o caso cont´ınuo e quatro problemas de s´ıntese para o caso discreto,
cujas soluc¸o˜es na forma de condic¸o˜es LMI (contribuic¸o˜es da tese) sa˜o dadas no Cap´ıtulo 4.
• Cap´ıtulo 3: apresenta condic¸o˜es suficientes na forma de LMIs para resolver os seis problemas de
ana´lise e de s´ıntese para sistemas lineares com paraˆmetros variantes no tempo pertencentes a um
politopo (caso cont´ınuo), a saber: ana´lise da estabilidade e coˆmputo de custos garantidos H∞
para o sistema sujeito a taxas de variac¸o˜es parame´tricas limitadas, ca´lculo de ganhos LPV que
estabilizam quadraticamente o sistema em malha fechada, incluindo o crite´rio de desempenho H∞,
para o caso de taxas de variac¸o˜es parame´tricas arbitra´rias e ca´lculo de ganhos que dependem de
paraˆmetros de forma na˜o-linear que estabilizam o sistema em malha fechada, incluindo crite´rio de
desempenho H∞, para o caso em que as taxas de variac¸o˜es parame´tricas sa˜o limitadas. Tambe´m sa˜o
apresentadas condic¸o˜es na forma de LMIs suficientes para resolver os dois problemas enunciados para
sistemas lineares variantes no tempo (caso discreto): problema de coˆmputo de ganhos que dependem
de paraˆmetros de forma na˜o-linear capazes de estabilizar e de incluir o crite´rio de desempenho
H∞ para o caso de taxas de variac¸o˜es parame´tricas arbitra´rias. As condic¸o˜es apresentadas no
decorrer do cap´ıtulo sa˜o baseadas em func¸o˜es de Lyapunov quadra´ticas e afins. O cap´ıtulo inclui
comenta´rios sobre o uso das condic¸o˜es propostas e sua relac¸a˜o com outras condic¸o˜es da literatura,
aborda os problemas de controle com restric¸a˜o de estruturas e controle sob falha de atuadores e
apresenta exemplos nume´ricos que ilustram como as condic¸o˜es propostas reduzem o conservadorismo
em problemas de ana´lise e de s´ıntese.
• Cap´ıtulo 4: apresenta condic¸o˜es suficientes na forma de LMIs para resolver os quatro problemas
de controle aplicados a sistemas chaveados lineares (caso cont´ınuo): estabilizac¸a˜o, controle H∞,
estabilizac¸a˜o com alocac¸a˜o de po´los e controle H∞ com alocac¸a˜o de po´los atrave´s de ganhos chave-
ados. Para o caso discreto, sa˜o apresentadas soluc¸o˜es na forma de LMIs para os quatro problemas
de s´ıntese, que sa˜o: controle H∞ com ganhos robustos e com ganhos chaveados, estabilizac¸a˜o com
alocac¸a˜o de po´los e controle H∞ com alocac¸a˜o de po´los atrave´s de ganhos chaveados. As condic¸o˜es
fornecidas sa˜o baseadas em func¸o˜es de Lyapunov. Da mesma forma que no Cap´ıtulo 3, comenta´rios
e exemplos nume´ricos, incluindo uma aplicac¸a˜o em circuitos ele´tricos chaveados, ilustram como as
condic¸o˜es propostas contribuem para melhorar o desempenho dos sistemas em questa˜o.
• Cap´ıtulo 5: descreve as concluso˜es e as contribuic¸o˜es do trabalho, apresentando duas tabelas que
sumarizam os problemas tratados na tese, as soluc¸o˜es fornecidas e os comenta´rios pertinentes. Tam-
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be´m descreve as perspectivas de trabalhos futuros e as publicac¸o˜es com participac¸a˜o do autor que
teˆm relac¸a˜o com o tema da tese.
1.5 Comenta´rios de ordem geral
O tipo de estabilidade tratada na tese e´ a estabilidade assinto´tica, isto e´, para qualquer condic¸a˜o
inicial diferente de zero, o vetor de estados converge para a origem quando t (ou k no caso discreto) tende
a infinito.
As condic¸o˜es de ana´lise e s´ıntese para sistemas lineares variantes no tempo sa˜o apresentadas para o
caso de paraˆmetros pertencentes a um politopo. Todo sistema linear que depende de paraˆmetros variantes
no tempo limitados pode ser representado por um politopo e, assim, as condic¸o˜es da tese tambe´m sa˜o
va´lidas para esses sistemas.
No caso dos sistemas lineares variantes no tempo abordados na tese, para todas as condic¸o˜es de
ana´lise de estabilidade e de coˆmputo de custos garantidos H∞, supo˜e-se que os paraˆmetros do sistema sa˜o
incertos e variantes no tempo. No caso da s´ıntese de ganhos de realimentac¸a˜o de estados dependentes de
paraˆmetros, assume-se que o vetor de paraˆmetros e´ variante no tempo e que esta´ dispon´ıvel (medido ou
estimado) em tempo real. No caso de sistemas chaveados lineares, a tese fornece condic¸o˜es de s´ıntese de
ganhos chaveados de realimentac¸a˜o de estados supondo que a func¸a˜o de chaveamento e´ arbitra´ria, mas
esta´ dispon´ıvel (medida ou estimada) em tempo real.
Os resultados dos exemplos nume´ricos apresentados no decorrer do texto foram obtidos utilizando o
LMI Control Toolbox, do Matlab [44].
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Cap´ıtulo 2
Definic¸o˜es e resultados preliminares
Este cap´ıtulo apresenta os sistemas lineares com paraˆmetros variantes no tempo pertencentes a um
politopo que sera˜o investigados no trabalho e formula de modo geral os problemas de ana´lise de estabili-
dade, coˆmputo de custos garantidos H∞, estabilizabilidade e controle H∞ utilizando func¸o˜es de Lyapunov
dependentes de paraˆmetros, nos casos cont´ınuo e discreto no tempo. Algumas condic¸o˜es da literatura ba-
seadas em escolhas particulares da matriz de Lyapunov, como por exemplo matrizes fixas e matrizes
dependentes de paraˆmetros na forma afim, com testes convexos para tratar os problemas em questa˜o,
sa˜o revistas. Os problemas espec´ıficos de ana´lise de estabilidade, coˆmputo de custos garantidos H∞ e de
s´ıntese de ganhos para leis de controle por realimentac¸a˜o de estados capazes de estabilizar e garantir um
certo desempenho H∞ para o sistema em malha fechada tratados na tese sa˜o apresentados.
2.1 Sistemas lineares variantes no tempo: caso cont´ınuo
Considere o sistema linear variante no tempo
x˙(t) = A(α(t))x(t) + B1(α(t))w(t) + B2(α(t))u(t) (2.1)
z(t) = C(α(t))x(t) + D1(α(t))w(t) + D2(α(t))u(t) (2.2)
em que x(t) ∈ Rn e´ o estado, w(t) ∈ Rr e´ uma entrada exo´gena, u(t) ∈ Rm e´ a entrada de controle
e z(t) ∈ Rp e´ a sa´ıda do sistema. As matrizes A(α(t)) ∈ Rn×n, B1(α(t)) ∈ Rn×r, B2(α(t)) ∈ Rn×m,
C(α(t)) ∈ Rp×n, D1(α(t)) ∈ Rp×r, D2(α(t)) ∈ Rp×m sa˜o variantes no tempo e pertencem ao politopo Dc
dado por
Dc =
{
(A, B1, B2, C, D1, D2)(α(t)) :
(A, B1, B2, C, D1, D2)(α(t)) =
N∑
j=1
αj(t)(A, B1, B2, C, D1, D2)j ,
N∑
j=1
αj(t) = 1, αj(t) ≥ 0, j = 1, . . . , N
}
(2.3)
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sendo que qualquer realizac¸a˜o do sistema e´ dada pela combinac¸a˜o convexa de (A, B1, B2, C, D1, D2)j ,
j = 1, . . . , N , chamadas ve´rtices de Dc. O vetor de paraˆmetros α(t) = [α1(t) . . . αN (t)]′ esta´ sujeito
a`s restric¸o˜es
∑N
j=1 αj(t) = 1, αj(t) ≥ 0, j = 1, . . . , N e cada elemento αj(t) e´ suposto uniformemente
cont´ınuo e com derivada primeira α˙j(t) limitada (func¸a˜o Lipschitz).
2.1.1 Estabilidade
O problema da ana´lise da estabilidade do sistema
x˙(t) = A(α(t))x(t) (2.4)
em que A(α(t)) ∈ Dc com (B1, B2, C, D1, D2)(α(t)) = (0,0,0,0,0) e com α(t) incerto pode ser abordado
atrave´s da func¸a˜o de Lyapunov dependente de paraˆmetros
v(x(t)) = x(t)′P (α(t))x(t) (2.5)
com
v˙(x(t)) = x(t)′
(
A(α(t))′P (α(t)) + P (α(t))A(α(t)) + P˙ (α(t))
)
x(t) (2.6)
em que P˙ (α(t)) denota a derivada temporal de P (α(t)).
Uma condic¸a˜o necessa´ria e suficiente para a estabilidade do sistema (2.4) e´ dada pela existeˆncia de
uma matriz sime´trica definida positiva P (α(t)) ∈ Rn×n tal que
A(α(t))′P (α(t)) + P (α(t))A(α(t)) + P˙ (α(t)) < 0 (2.7)
Note no entanto que, para se utilizar a expressa˜o (2.7), e´ preciso dispor de uma avaliac¸a˜o de P˙ (α(t)) para
todo α(t), o que nem sempre e´ poss´ıvel.
Supondo que os paraˆmetros α(t) do sistema (2.4) estejam sujeitos a taxas de variac¸a˜o arbitra´rias
(relaxac¸a˜o da hipo´tese dos elementos de α(t) serem func¸o˜es Lipschitz), uma condic¸a˜o suficiente para a
estabilidade e´ dada pela estabilidade quadra´tica [9], reproduzida no lema a seguir.
Lema 2.1 Se existir uma matriz sime´trica definida positiva P ∈ Rn×n tal que
A′jP + PAj < 0 , j = 1, . . . , N (2.8)
enta˜o o sistema (2.4) e´ esta´vel, com uma func¸a˜o de Lyapunov dada por
v(x(t)) = x(t)′Px(t) (2.9)
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Comenta´rio 2.1 Observe que o resultado do Lema 2.1 vem da escolha particular P (α(t)) = P em (2.7),
que implica P˙ (α(t)) = P˙ = 0. Grac¸as a` convexidade de A(α(t))′P + PA(α(t)) < 0, com A(α(t)) ∈ Dc, e´
suficiente testar a desigualdade de Lyapunov apenas nos ve´rtices do politopo de incertezas para verificar
a estabilidade do sistema.
Comenta´rio 2.2 A condic¸a˜o do Lema 2.1 e´ simples de ser testada (N LMIs), mas pode gerar resultados
conservadores, pois uma mesma matriz P deve verificar a estabilidade de todo o domı´nio de incertezas.
A condic¸a˜o do Lema 2.1 na˜o utiliza informac¸o˜es sobre limitantes nas taxas de variac¸a˜o dos paraˆmetros.
Uma condic¸a˜o LMI que leva em considerac¸a˜o limitantes nas taxas de variac¸a˜o dos paraˆmetros do sistema
foi apresentada em [43], baseada na chamada multiconvexidade da derivada de uma func¸a˜o de Lyapunov
dependente de paraˆmetros, usada para o estudo da estabilidade de sistemas variantes no tempo dados por
x˙(t) = A¯(θ(t))x(t) (2.10)
em que a matriz A¯(θ(t)) tem uma dependeˆncia afim com os paraˆmetros
A¯(θ(t)) = A¯0 + θ1(t)A¯1 + . . . + θL(t)A¯L (2.11)
e assume-se que os seguintes limitantes inferiores e superiores sa˜o conhecidos
θj(t) ∈ [θj , θj ] , j = 1, . . . , L (2.12)
θ˙j(t) ∈ [νj , νj ] , j = 1, . . . , L (2.13)
Os resultados de [43] podem ser conservadores uma vez que um teste nos ve´rtices do politopo de
incertezas (geralmente uma condic¸a˜o apenas necessa´ria) e´ usado para produzir avaliac¸o˜es conclusivas
sobre a estabilidade do sistema. A ana´lise da estabilidade de sistemas sujeitos a taxas de variac¸o˜es
parame´tricas limitadas e´ um dos problemas a serem investigados nesta tese, conforme descrito a seguir.
Problema 2.1 Verificar a estabilidade do sistema incerto (2.4) sujeito a taxas de variac¸o˜es parame´tricas
limitadas dadas por
| α˙j(t) |≤ ρj , j = 1, . . . , N − 1 (2.14)
atrave´s de uma func¸a˜o de Lyapunov dependente de paraˆmetros (2.5) com P (α(t)) na forma afim
P (α(t)) =
N∑
j=1
αj(t)Pj , Pj = P
′
j > 0 ,
N∑
j=1
αj(t) = 1 , αj(t) ≥ 0 , j = 1, . . . , N (2.15)
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Note que
∑N
j=1 αj(t) = 1 implica
∑N
j=1 α˙j(t) = 0. Sem perda de generalidade, e´ poss´ıvel escrever
α˙N (t) = −
∑N−1
j=1 α˙j(t), o que leva a` restric¸a˜o
| α˙N (t) |≤
N−1∑
j=1
| α˙j(t) |≤
N−1∑
j=1
ρj (2.16)
A especificac¸a˜o dos limitantes das taxas de variac¸o˜es parame´tricas (2.14), com | α˙N (t) | dado por
(2.16) delimita uma regia˜o no espac¸o dos paraˆmetros α˙j(t), j = 1, . . . , N que sempre conte´m a regia˜o
definida pela restric¸a˜o
∑N
j=1 α˙j(t) = 0. Observe tambe´m que no caso de investigac¸a˜o dos domı´nios de
estabilidade do sistema, a escolha de qual dos elementos de α˙(t) sera´ escrito como combinac¸a˜o linear dos
demais pode influenciar nos resultados.
O Cap´ıtulo 3 traz uma condic¸a˜o do tipo LMI suficiente para a soluc¸a˜o do Problema 2.1.
2.1.2 Custo garantido H∞
Considere o sistema
x˙(t) = A(α(t))x(t) + B1(α(t))w(t) (2.17)
z(t) = C(α(t))x(t) + D1(α(t))w(t) (2.18)
em que (A, B1, C, D1)(α(t)) ∈ Dc com (B2, D2)(α(t)) = (0,0) e com α(t) incerto.
Suponha que o sistema (2.17)-(2.18) e´ esta´vel e que para qualquer entrada w(t) ∈ L2, a sa´ıda z(t) ∈ L2
e´ tal que
‖z(t)‖2 < γ‖w(t)‖2 (2.19)
para γ > 0 finito. Qualquer γ que verifica (2.19) e´ um custo garantido H∞ do sistema (2.17)-(2.18). O
custo garantido H∞ o´timo do sistema e´ o valor mı´nimo de γ satisfazendo (2.19).
A estabilidade do sistema com um certo custo garantido H∞ e´ assegurada se [17]
v˙(x(t)) + µ−1z(t)′z(t)− w(t)′w(t) < 0 (2.20)
que, com v˙(x(t)) dado por (2.6) e z(t) dado por (2.18), pode ser reescrita como β(t)′M(α(t))β(t) < 0,
com β(t)′ = [x(t)′ w(t)′] e
M(α(t)) =
[
M11(α(t)) P (α(t))B1(α(t)) + µ
−1C(α(t))′D1(α(t))
? µ−1D1(α(t))
′D1(α(t))− I
]
(2.21)
M11(α(t)) , A(α(t))
′P (α(t)) + P (α(t))A(α(t)) + P˙ (α(t)) + µ−1C(α(t))′C(α(t)) (2.22)
Utilizando complemento de Schur, uma condic¸a˜o necessa´ria e suficiente para a estabilidade do sistema
(2.17)-(2.18) com um certo custo garantido H∞ e´ dada pela existeˆncia de uma matriz sime´trica definida
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positiva P (α(t)) ∈ Rn×n e de um escalar µ > 0 tais que

 A(α(t))′P (α(t)) + P (α(t))A(α(t)) + P˙ (α(t)) P (α(t))B1(α(t)) C(α(t))′? −I D1(α(t))′
? ? −µI

 < 0 (2.23)
sendo o custo garantido H∞ dado por
γ =
√
µ (2.24)
No caso de sistemas lineares incertos invariantes no tempo (α(t) = α), e´ poss´ıvel calcular o valor
mı´nimo de γ utilizando a expressa˜o (2.23) atrave´s de discretizac¸a˜o do espac¸o parame´trico num passo
arbitrariamente pequeno (discretizac¸a˜o exaustiva). No caso variante no tempo, esse procedimento na˜o
pode ser diretamente aplicado pois e´ necessa´rio avaliar P˙ (α(t)) em (2.23).
Supondo que os paraˆmetros α(t) estejam sujeitos a taxas de variac¸a˜o arbitra´rias, uma condic¸a˜o su-
ficiente para o coˆmputo de custos garantidos H∞ para o sistema (2.17)-(2.18) e´ dada pela estabilidade
quadra´tica, reproduzida no lema a seguir.
Lema 2.2 Se existir uma matriz sime´trica definida positiva P ∈ Rn×n tal que o problema de otimizac¸a˜o
min µ
sujeito a 
 A′jP + PAj PB1j C ′j? −I D′1j
? ? −µI

 < 0 , j = 1, . . . , N (2.25)
tenha soluc¸a˜o, enta˜o o sistema (2.17)-(2.18) e´ esta´vel com um custo garantido H∞ dado por
γ =
√
µ∗, com µ∗ = min µ (2.26)
sendo P a matriz da func¸a˜o de Lyapunov (2.9) que assegura a estabilidade do sistema.
Comenta´rios ana´logos aos comenta´rios 2.1 e 2.2 sa˜o va´lidos aqui.
A condic¸a˜o do Lema 2.2 na˜o leva em conta limitantes nas taxas de variac¸a˜o dos paraˆmetros, e o
uso dessa informac¸a˜o sobre as taxas de variac¸a˜o constitui um problema de interesse desta tese, conforme
descrito a seguir.
Problema 2.2 Computar um custo garantido H∞ para o sistema incerto (2.17)-(2.18) sujeito a taxas
de variac¸o˜es parame´tricas limitadas dadas por (2.14) utilizando a matriz de Lyapunov dependente de
paraˆmetros na forma afim (2.15).
Uma condic¸a˜o do tipo LMI suficiente para resolver o Problema 2.2 e´ apresentada no Cap´ıtulo 3.
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2.1.3 Estabilizabilidade
Considere o sistema
x˙(t) = A(α(t))x(t) + B2(α(t))u(t) (2.27)
em que (A, B2)(α(t)) ∈ Dc com (B1, C, D1, D2)(α(t)) = (0,0,0,0) e com α(t) dispon´ıvel (medido ou
estimado) em tempo real. Suponha uma lei de controle por realimentac¸a˜o de estados do tipo
u(t) = K(α(t))x(t) , K(α(t)) ∈ Rm×n (2.28)
O sistema em malha fechada e´ dado por
x˙(t) = Acl(α(t))x(t) (2.29)
com
Acl(α(t)) , A(α(t)) + B2(α(t))K(α(t)) (2.30)
Uma condic¸a˜o necessa´ria e suficiente para a estabilidade de (2.30) e´ dada pela existeˆncia de uma
matriz sime´trica definida positiva P (α(t)) ∈ Rn×n tal que
Acl(α(t))
′P (α(t)) + P (α(t))Acl(α(t)) + P˙ (α(t)) < 0 (2.31)
Suponha que o sistema (2.27) esteja sujeito a taxas de variac¸o˜es parame´tricas arbitra´rias. Uma
condic¸a˜o suficiente para a estabilizac¸a˜o do mesmo atrave´s da lei de controle
u(t) = Kx(t) (2.32)
com ganho fixo K ∈ Rm×n e´ dada pela chamada estabilizabilidade quadra´tica [13], reproduzida no lema
a seguir.
Lema 2.3 Se existir uma matriz sime´trica definida positiva W ∈ Rn×n e uma matriz Z ∈ Rm×n tais
que
AjW + WA
′
j + B2jZ + Z
′B′2j < 0 , j = 1, . . . , N (2.33)
enta˜o a estabilidade do sistema (2.27) e´ assegurada pela lei de controle por realimentac¸a˜o de estados (2.32)
com
K = ZW−1 (2.34)
sendo P = W−1 a matriz da func¸a˜o de Lyapunov (2.9) do sistema.
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Prova: Substituindo P (α(t)) = P em (2.31) e K(α(t)) = K na expressa˜o de Acl(α(t)) dada por (2.30),
e´ poss´ıvel escrever (
A(α(t)) + B2(α(t))K
)
′
P + P
(
A(α(t)) + B2(α(t))K
)
< 0 (2.35)
Pre´ e po´s-multiplicando (2.35) por P−1 e fazendo as substituic¸o˜es de varia´veis W = P−1 e Z = KW ,
tem-se
A(α(t))W + WA(α(t))′ + B2(α(t))Z + Z
′B2(α(t))
′ < 0 (2.36)
Grac¸as a` convexidade de (2.36) com (A, B2)(α(t)) ∈ Dc, a existeˆncia de soluc¸a˜o para (2.33) e´ necessa´ria
e suficiente para garantir a factibilidade de (2.36).
Comenta´rio 2.3 A condic¸a˜o do Lema 2.3 e´ baseada em um teste de factibilidade de N LMIs cuja
soluc¸a˜o permite determinar um ganho fixo (robusto) estabilizante para o sistema.
Comenta´rio 2.4 A existeˆncia de um ganho fixo estabilizante simplifica o problema de controle, uma
vez que na˜o e´ necessa´rio conhecer α(t) para determinar o sinal de controle u(t).
Comenta´rio 2.5 Os resultados da condic¸a˜o do Lema 2.3 podem ser conservadores, pois muitas vezes o
sistema (2.27) na˜o admite um ganho fixo estabilizante ou esse ganho na˜o e´ calcula´vel atrave´s de (2.33).
Estrate´gias de controle baseadas em ganhos dependentes de paraˆmetros podem gerar resultados menos
conservadores, ao prec¸o de se conhecer α(t) em tempo real. Os dois problemas descritos a seguir sera˜o
investigados no Cap´ıtulo 3.
Problema 2.3 Calcular um ganho dependente de paraˆmetros K(α(t)) para a lei de controle por reali-
mentac¸a˜o de estados (2.28) utilizando a func¸a˜o de Lyapunov quadra´tica (2.9), de modo que o sistema
em malha fechada (2.29)-(2.30), com α(t) dispon´ıvel em tempo real para realimentac¸a˜o, seja esta´vel para
taxas de variac¸o˜es parame´tricas arbitra´rias.
Problema 2.4 Calcular um ganho dependente de paraˆmetros K(α(t)) para a lei de controle por reali-
mentac¸a˜o de estados (2.28) utilizando a matriz de Lyapunov dependente de paraˆmetros na forma afim
(2.15), de modo que o sistema em malha fechada (2.29)-(2.30), com α(t) dispon´ıvel em tempo real para
realimentac¸a˜o, seja esta´vel para taxas de variac¸o˜es parame´tricas limitadas (2.14).
2.1.4 Controle H∞
Considere o sistema (2.1)-(2.2) em que as matrizes pertencem ao politopo Dc com α(t) dispon´ıvel em
tempo real. Suponha que esse sistema esteja sujeito a` lei de controle (2.28), podendo ser reescrito na
forma
x˙(t) = Acl(α(t))x(t) + B1(α(t))w(t) (2.37)
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z(t) = Ccl(α(t))x(t) + D1(α(t))w(t) (2.38)
com Acl(α(t)) dada por (2.30) e
Ccl(α(t)) , C(α(t)) + D2(α(t))K(α(t)) (2.39)
Assuma que existe um ganho K(α(t)) que estabiliza o sistema em malha fechada (2.37)-(2.39) e que
para qualquer entrada w(t) ∈ L2, a sa´ıda z(t) ∈ L2 e´ tal que (2.19) e´ satisfeita para γ > 0 finito (custo
garantido H∞, que mede o n´ıvel de rejeic¸a˜o de perturbac¸o˜es do sistema em malha fechada), sendo de
grande interesse determinar o controle que fornece o menor valor de γ.
Uma condic¸a˜o necessa´ria e suficiente para a estabilidade do sistema (2.37)-(2.39) com custo garantido
H∞ dado por γ = √µ e´ dada pela existeˆncia de uma matriz sime´trica definida positiva P (α(t)) ∈ Rn×n
e de um escalar µ > 0 tais que
 Acl(α(t))′P (α(t)) + P (α(t))Acl(α(t)) + P˙ (α(t)) P (α(t))B1(α(t)) Ccl(α(t))′? −I D1(α(t))′
? ? −µI

 < 0 (2.40)
Supondo taxas de variac¸o˜es parame´tricas arbitra´rias, uma condic¸a˜o suficiente para o coˆmputo de um
ganho fixo que estabiliza o sistema com um custo garantido H∞ pre´-especificado e´ dada pela estabilidade
quadra´tica [67], [94], conforme reproduz o lema a seguir.
Lema 2.4 Se existir uma matriz sime´trica definida positiva W ∈ Rn×n e uma matriz Z ∈ Rm×n tais
que o problema de otimizac¸a˜o
min µ
sujeito a 
 AjW + WA′j + B2jZ + Z ′B′2j B1j WC ′j + Z ′D′2j? −I D′1j
? ? −µI

 < 0 , j = 1, . . . , N (2.41)
tenha soluc¸a˜o, enta˜o a lei de controle por realimentac¸a˜o de estados (2.32) com ganhos fixos (2.34) assegura
a estabilidade do sistema em malha fechada (2.37)-(2.39) com um custo garantido H∞ dado por γ =
√
µ∗,
µ∗ = min µ, sendo P = W−1 a matriz da func¸a˜o de Lyapunov (2.9) do sistema.
Prova: Segue passos similares aos das provas dos lemas 2.2 e 2.3.
Comenta´rios ana´logos aos comenta´rios 2.1 a 2.5 sa˜o va´lidos aqui.
Comenta´rio 2.6 O conservadorismo dos resultados do Lema 2.4 tambe´m pode ser notado em muitos
casos em que (2.41) tem soluc¸a˜o, mas os valores de γ calculados atrave´s da estabilidade quadra´tica na˜o
garantem um desempenho adequado para o sistema em malha fechada. Estrate´gias baseadas em ganhos
dependentes de paraˆmetros podem fornecer melhores desempenhos que estrate´gias de ganhos fixos, ao
prec¸o de se conhecer os paraˆmetros do sistema em tempo real.
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E´ poss´ıvel enunciar a extensa˜o dos problemas 2.3 e 2.4 para o caso de controle H∞.
Problema 2.5 Calcular um ganho dependente de paraˆmetros K(α(t)) para a lei de controle por reali-
mentac¸a˜o de estados (2.28) utilizando a func¸a˜o de Lyapunov quadra´tica (2.9), de modo que o sistema
em malha fechada (2.37)-(2.39), com α(t) dispon´ıvel em tempo real para realimentac¸a˜o, seja esta´vel para
taxas de variac¸o˜es parame´tricas arbitra´rias, com um custo garantido H∞ dado por γ.
Problema 2.6 Calcular um ganho dependente de paraˆmetros K(α(t)) para a lei de controle por reali-
mentac¸a˜o de estados (2.28) utilizando a matriz de Lyapunov dependente de paraˆmetros na forma afim
(2.15), de modo que o sistema em malha fechada (2.37)-(2.39), com α(t) dispon´ıvel em tempo real para
realimentac¸a˜o, seja esta´vel para taxas de variac¸o˜es parame´tricas limitadas (2.14), com um custo garantido
H∞ dado por γ.
Soluc¸o˜es convexas na forma de LMIs para os dois problemas acima sera˜o apresentadas no Cap´ıtulo 3.
2.2 Sistemas lineares variantes no tempo: caso discreto
Seguindo considerac¸o˜es ana´logas a`s do caso cont´ınuo, suponha o sistema linear variante no tempo
x(k + 1) = A(α(k))x(k) + B1(α(k))w(k) + B2(α(k))u(k) (2.42)
z(k) = C(α(k))x(k) + D1(α(k))w(k) + D2(α(k))u(k) (2.43)
em que x(k) ∈ Rn e´ o estado, w(k) ∈ Rr e´ uma entrada exo´gena, u(k) ∈ Rm e´ a entrada de controle
e z(k) ∈ Rp e´ a sa´ıda do sistema. As matrizes A(α(k)) ∈ Rn×n, B1(α(k)) ∈ Rn×r, B2(α(k)) ∈ Rn×m,
C(α(k)) ∈ Rp×n, D1(α(k)) ∈ Rp×r, D2(α(k)) ∈ Rp×m sa˜o variantes no tempo e pertencem ao politopo
Dd dado por
Dd =
{
(A, B1, B2, C, D1, D2)(α(k)) :
(A, B1, B2, C, D1, D2)(α(k)) =
N∑
j=1
αj(k)(A, B1, B2, C, D1, D2)j ,
N∑
j=1
αj(k) = 1, αj(k) ≥ 0, j = 1, . . . , N
}
(2.44)
sendo que qualquer realizac¸a˜o do sistema e´ dada pela combinac¸a˜o convexa dos ve´rtices de Dd. O vetor de
paraˆmetros α(k) e´ dado por α(k) = [α1(k) . . . αN (k)]
′, com
∑N
j=1 αj(k) = 1, αj(k) ≥ 0, j = 1, . . . , N , com
taxas de variac¸o˜es parame´tricas ∆α(k) = α(k+1)−α(k) supostas arbitra´rias, sendo que ∑Nj=1 αj(k+1) =
1, αj(k + 1) ≥ 0, j = 1, . . . , N .
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Os problemas de ana´lise de estabilidade, coˆmputo de custos garantidos H∞ e de controle por reali-
mentac¸a˜o de estados com ganhos fixos e ganhos dependentes de paraˆmetros aplicados a (2.42)-(2.43) sa˜o
descritos a seguir, juntamente com alguns testes na forma de LMIs da literatura utilizados em sua soluc¸a˜o.
Tambe´m e´ formulado outro grupo de problemas que sera´ investigado na tese.
2.2.1 Estabilidade
A estabilidade do sistema
x(k + 1) = A(α(k))x(k) (2.45)
em que A(α(k)) ∈ Dd com (B1, B2, C, D1, D2)(α(k)) = (0,0,0,0,0) e com α(k) incerto pode ser verificada
atrave´s da func¸a˜o de Lyapunov dependente de paraˆmetros
v(x(k)) = x(k)′P (α(k))x(k) (2.46)
Note que como
v(x(k + 1)) = x(k + 1)′P (α(k + 1))x(k + 1) (2.47)
a func¸a˜o diferenc¸a ∆v(x(k)) , v(x(k + 1))− v(x(k)) e´ dada por
∆v(x(k)) = x(k)′
(
A(α(k))′P (α(k + 1))A(α(k))− P (α(k))
)
x(k) (2.48)
Uma condic¸a˜o necessa´ria e suficiente para a estabilidade do sistema (2.45) e´ dada pela existeˆncia de
matrizes sime´tricas definidas positivas P (α(k)) ∈ Rn×n e P (α(k + 1)) ∈ Rn×n tais que
A(α(k))′P (α(k + 1))A(α(k))− P (α(k)) < 0 (2.49)
Uma condic¸a˜o suficiente para a estabilidade do sistema (2.45) sujeito a taxas de variac¸o˜es parame´tricas
arbitra´rias e´ dada pela estabilidade quadra´tica [9], reproduzida no lema a seguir.
Lema 2.5 Se existir uma matriz sime´trica definida positiva P ∈ Rn×n tal que
A′jPAj − P < 0 , j = 1, . . . , N (2.50)
enta˜o o sistema (2.45) e´ esta´vel, com uma func¸a˜o de Lyapunov dada por
v(x(k)) = x(k)′Px(k) (2.51)
Comenta´rios ana´logos aos comenta´rios 2.1 e 2.2 tambe´m sa˜o va´lidos aqui. No caso discreto, a estabi-
lidade quadra´tica e´ baseada na escolha particular P (α(k + 1)) = P (α(k)) = P .
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Uma condic¸a˜o menos conservadora do que a do Lema 2.5 foi apresentada em [24], utilizando a func¸a˜o
de Lyapunov (2.46) com uma matriz P (α(k)) na forma afim
P (α(k)) =
N∑
j=1
αj(k)Pj , Pj = P
′
j > 0 ,
N∑
j=1
αj(k) = 1 , αj(k) ≥ 0, j = 1, . . . , N (2.52)
Assumindo taxas de variac¸o˜es parame´tricas arbitra´rias, e´ poss´ıvel escrever
P (α(k + 1)) =
N∑
j=1
αj(k + 1)Pj =
N∑
i=1
βi(k)Pi , Pi = P
′
i > 0 ,
N∑
i=1
βi(k) = 1 , βi(k) ≥ 0, i = 1, . . . , N
(2.53)
e obter um teste convexo de estabilidade, reproduzido no lema a seguir.
Lema 2.6 As seguintes afirmac¸o˜es sa˜o equivalentes:
i) Se existirem matrizes sime´tricas definidas positivas Pj ∈ Rn×n, j = 1, . . . , N tais que
A′jPiAj − Pj < 0 , i = 1, . . . , N , j = 1, . . . , N (2.54)
o sistema (2.45) e´ esta´vel, sendo P (α(k)) dada por (2.52) a matriz da func¸a˜o de Lyapunov (2.46);
ii) Se existirem matrizes sime´tricas definidas positivas Pj ∈ Rn×n, j = 1, . . . , N tais que[
Pj A
′
jPi
? Pi
]
> 0 , i = 1, . . . , N , j = 1, . . . , N (2.55)
o sistema (2.45) e´ esta´vel, sendo P (α(k)) dada por (2.52) a matriz da func¸a˜o de Lyapunov (2.46);
iii) Se existirem matrizes sime´tricas definidas positivas Sj ∈ Rn×n, j = 1, . . . , N tais que[
Sj SjA
′
j
? Si
]
> 0 , i = 1, . . . , N , j = 1, . . . , N (2.56)
o sistema (2.45) e´ esta´vel, sendo P (α(k)) = S(α(k))−1, com
S(α(k)) =
N∑
j=1
αj(k)Sj , Sj = S
′
j > 0 ,
N∑
j=1
αj(k) = 1 , αj(k) ≥ 0, j = 1, . . . , N (2.57)
a matriz da func¸a˜o de Lyapunov (2.46);
iv) Se existirem matrizes sime´tricas definidas positivas Sj ∈ Rn×n, e matrizes Gj ∈ Rn×n, j = 1, . . . , N
tais que [
Gj + G
′
j − Sj G′jA′j
? Si
]
> 0 , i = 1, . . . , N , j = 1, . . . , N (2.58)
o sistema (2.45) e´ esta´vel, sendo P (α(k)) = S(α(k))−1, com S(α(k)) dada por (2.57), a matriz da func¸a˜o
de Lyapunov (2.46) .
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Prova: Equivaleˆncia entre i) e ii): e´ imediata, obtida por complemento de Schur. Equivaleˆncia entre ii)
e iii): pre´ e po´s-multiplique (2.55) por
T =
[
P−1j 0
0 P−1i
]
e fac¸a a transformac¸a˜o de varia´veis Sj = P
−1
j , Si = P
−1
i para obter (2.56) e vice-versa. Equivaleˆncia entre
iii) e iv): se (2.56) tem soluc¸a˜o Sj , j = 1, . . . , N , enta˜o (2.58) tambe´m sera´ fact´ıvel com Gj = G
′
j = Sj .
Se (2.58) e´ fact´ıvel, enta˜o multiplicando (2.58) a` esquerda por
T =
[ −Aj I ]
e a` direita por T ′, tem-se Si −AjSjA′j > 0, que e´ complemento de Schur de (2.56).
Comenta´rio 2.7 As condic¸o˜es do Lema 2.6 sa˜o necessa´rias e suficientes para a existeˆncia de uma matriz
de Lyapunov dependente de paraˆmetros na forma afim dada por (2.52) (veja [24] para detalhes).
Comenta´rio 2.8 A condic¸a˜o da estabilidade quadra´tica (2.50) esta´ contida no Lema 2.6, bastando fazer
Pi = Pj = P , j = 1, . . . , N em (2.54). Portanto, o Lema 2.6 fornece avaliac¸o˜es menos conservadoras
do que as da estabilidade quadra´tica para a estabilidade do sistema (2.45) ao prec¸o de se resolver uma
condic¸a˜o com maior complexidade nume´rica (N 2 LMIs).
Comenta´rio 2.9 Embora as condic¸o˜es i) a iv) do Lema 2.6 sejam equivalentes para o caso da ana´lise da
estabilidade, as matrizes Gj da expressa˜o (2.58) fornecem um grau de liberdade adicional para o projeto de
controle com ganhos com restric¸o˜es de estrutura (descentralizac¸a˜o e realimentac¸a˜o de sa´ıda, por exemplo),
como sera´ visto na sequ¨eˆncia deste cap´ıtulo.
2.2.2 Custo garantido H∞
Considere o sistema
x(k + 1) = A(α(k))x(k) + B1(α(k))w(k) (2.59)
z(k) = C(α(k))x(k) + D1(α(k))w(k) (2.60)
em que (A, B1, C, D1)(α(k)) ∈ Dd com (B2, D2)(α(k)) = (0,0) e com α(k) incerto.
Suponha que o sistema (2.59)-(2.60) e´ esta´vel e que para qualquer entrada w(k) ∈ `2, a sa´ıda z(k) ∈ `2
e´ tal que
‖z(k)‖2 < γ‖w(k)‖2 (2.61)
com γ > 0 finito. Qualquer γ que verifica (2.61) e´ um custo garantido H∞ do sistema (2.59)-(2.60) e o
custo garantido H∞ o´timo do sistema e´ o valor mı´nimo de γ satisfazendo (2.61).
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A estabilidade do sistema com um certo custo garantido H∞ e´ assegurada se
∆v(x(k)) + z(k)′z(k)− µ w(k)′w(k) < 0 (2.62)
Com ∆v(x(k)) dado por (2.48) e z(k) dado por (2.60), e´ poss´ıvel reescrever a expressa˜o (2.62) como
β(k)′M(α(k))β(k) < 0, com β(k)′ = [x(k)′ w(k)′] e
M(α(k)) =
[
M11(α(k)) A(α(k))
′P (α(k + 1))B1(α(k)) + C(α(k))
′D1(α(k))
? B1(α(k))
′P (α(k + 1))B1(α(k)) + D1(α(k))
′D1(α(k))− µI
]
(2.63)
M11(α(k)) , A(α(k))
′P (α(k + 1))A(α(k))− P (α(k)) + C(α(k))′C(α(k)) (2.64)
Utilizando complemento de Schur em M(α(k)), uma condic¸a˜o necessa´ria e suficiente para a estabilidade
do sistema (2.59)-(2.60) com um custo garantido H∞ dado por γ = √µ e´ dada pela existeˆncia de matrizes
sime´tricas definidas positivas P (α(k)) ∈ Rn×n, P (α(k + 1)) ∈ Rn×n e de um escalar µ > 0 tais que

P (α(k)) A(α(k))′P (α(k + 1)) 0 C(α(k))′
? P (α(k + 1)) P (α(k + 1))B1(α(k)) 0
? ? I D1(α(k))
′
? ? ? µI

 > 0 (2.65)
No caso de sistemas lineares incertos invariantes no tempo (α(k+1) = α(k) = α), e´ poss´ıvel calcular o
valor mı´nimo de γ utilizando a expressa˜o (2.65) atrave´s de discretizac¸a˜o exaustiva do espac¸o de paraˆmetros.
No caso variante no tempo, esse procedimento na˜o pode ser diretamente aplicado pois e´ necessa´rio avaliar
P (α(k + 1)) em (2.65).
Uma condic¸a˜o suficiente para o coˆmputo de custos garantidos H∞ para o sistema (2.59)-(2.60) sujeito
a taxas de variac¸o˜es parame´tricas arbitra´rias e´ dada pela estabilidade quadra´tica ([9], [17]), reproduzida
no lema a seguir.
Lema 2.7 Se existir uma matriz sime´trica definida positiva P ∈ Rn×n tal que o problema de otimizac¸a˜o
min µ
sujeito a 

P A′jP 0 C
′
j
? P PB1j 0
? ? I D′1j
? ? ? µI

 > 0 , j = 1, . . . , N (2.66)
tenha soluc¸a˜o, enta˜o o sistema (2.59)-(2.60) e´ esta´vel com um custo garantido H∞ dado por γ =
√
µ∗,
com µ∗ = min µ, sendo P a matriz da func¸a˜o de Lyapunov (2.51) do sistema.
Comenta´rios ana´logos aos comenta´rios 2.1 e 2.2 sa˜o va´lidos aqui.
Uma condic¸a˜o menos conservadora para o coˆmputo de custos garantidos H∞ baseada na func¸a˜o de
Lyapunov com matriz na forma afim (2.52) e´ dada a seguir.
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Lema 2.8 Se existirem matrizes sime´tricas definidas positivas Pj ∈ Rn×n, Sj ∈ Rn×n e matrizes Gj ∈
R
n×n, j = 1, . . . , N tais que o problema de otimizac¸a˜o
min µ
sujeito a qualquer uma das treˆs restric¸o˜es equivalentes

Pj A
′
jPi 0 C
′
j
? Pi PiB1j 0
? ? I D′1j
? ? ? µI

 > 0 , i = 1, . . . , N , j = 1, . . . , N (2.67)


Sj SjA
′
j 0 SjC
′
j
? Si B1j 0
? ? I D′1j
? ? ? µI

 > 0 , i = 1, . . . , N , j = 1, . . . , N (2.68)


Gj + G
′
j − Sj 0 G′jA′j G′jC ′j
? I B′1j D
′
1j
? ? Si 0
? ? ? µI

 > 0 , i = 1, . . . , N , j = 1, . . . , N (2.69)
tenha soluc¸a˜o, enta˜o o sistema (2.59)-(2.60) e´ esta´vel com um custo garantido H∞ dado por γ =
√
µ∗,
µ∗ = min µ.
Prova: Seguindo as ide´ias apresentadas na prova do Lema 2.6, multiplicando (2.67) a` esquerda e a` direita
por 

P−1j 0 0 0
0 P−1i 0 0
0 0 I 0
0 0 0 I


e fazendo a troca de varia´veis P−1i = Si e P
−1
j = Sj , obte´m-se (2.68) e vice-versa. Observe que multipli-
cando (2.68) a` esquerda e a` direita por 

I 0 0 0
0 0 I 0
0 I 0 0
0 0 0 I


tem-se 

Sj 0 SjA
′
j SjC
′
j
? I B′1j D
′
1j
? ? Si 0
? ? ? µI

 > 0 , i = 1, . . . , N , j = 1, . . . , N (2.70)
Se (2.70) for fact´ıvel tendo como soluc¸a˜o Sj , j = 1, . . . , N , enta˜o (2.69) e´ fact´ıvel com Gj = G
′
j = Sj . Se
(2.69) for fact´ıvel, enta˜o multiplicando (2.69) a` esquerda por
T ′ =
[ −Aj −Bj I 0
−Ci −Di 0 I
]
2.2. Sistemas lineares variantes no tempo: caso discreto 25
e a` direita por T , tem-se[
Si −AjSjA′j −BjB′j −AjSjC ′j −BjD′j
? µI− CjSjC ′j −DjD′j
]
> 0 , i = 1, . . . , N , j = 1, . . . , N
que e´ complemento de Schur de (2.70).
Comenta´rios ana´logos aos comenta´rios 2.7 a 2.9 sa˜o va´lidos aqui.
Comenta´rio 2.10 As condic¸o˜es do Lema 2.8 sa˜o equivalentes a` condic¸a˜o de coˆmputo de custos garan-
tidos H∞ apresentada em [25].
2.2.3 Estabilizabilidade
Considere o sistema
x(k + 1) = A(α(k))x(k) + B2(α(k))u(k) (2.71)
em que (A, B2)(α(k)) ∈ Dd com (B1, C, D1, D2)(α(k)) = (0,0,0,0) e com α(k) dispon´ıvel em tempo real.
Suponha uma lei de controle por realimentac¸a˜o de estados do tipo
u(k) = K(α(k))x(k) , K(α(k)) ∈ Rm×n (2.72)
O sistema em malha fechada e´ dado por
x(k + 1) = Acl(α(k))x(k) (2.73)
com
Acl(α(k) , A(α(k)) + B2(α(k))K(α(k)) (2.74)
Uma condic¸a˜o necessa´ria e suficiente para a estabilidade de (2.74) e´ dada pela existeˆncia de matrizes
sime´tricas definidas positivas P (α(k)) ∈ Rn×n, P (α(k + 1)) ∈ Rn×n tais que
Acl(α(k))
′P (α(k + 1))Acl(α(k))− P (α(k)) < 0 (2.75)
Por complemento de Schur, a expressa˜o (2.75) pode ser escrita como[
P (α(k)) Acl(α(k))
′P (α(k + 1))
? P (α(k + 1))
]
> 0 (2.76)
Multiplicando (2.76) a` esquerda e a` direita por[
P (α(k))−1 0
0 P (α(k + 1))−1
]
e fazendo a troca de varia´veis P (α(k))−1 = S(α(k)), P (α(k + 1))−1 = S(α(k + 1)), tem-se[
S(α(k)) S(α(k))Acl(α(k))
′
? S(α(k + 1))
]
> 0 (2.77)
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que e´ equivalente a` (2.75).
Uma condic¸a˜o suficiente para a estabilizac¸a˜o do sistema (2.71) sujeito a taxas de variac¸o˜es parame´tricas
arbitra´rias atrave´s da lei de controle
u(k) = Kx(k) (2.78)
com ganho fixo K ∈ Rm×n e´ dada pela chamada estabilizabilidade quadra´tica [13], reproduzida no lema
a seguir.
Lema 2.9 Se existir uma matriz sime´trica definida positiva S ∈ Rn×n e uma matriz Z ∈ Rm×n tais que
[
S SA′j + Z
′B′2j
? S
]
> 0 , j = 1, . . . , N (2.79)
enta˜o a estabilidade do sistema (2.71) e´ assegurada pela lei de controle por realimentac¸a˜o de estados (2.78)
com K = ZS−1, sendo P = S−1 a matriz da func¸a˜o de Lyapunov (2.51) do sistema.
Prova: Fac¸a S(α(k + 1)) = S(α(k)) = S e Acl(α(k)) = A(α(k)) + B2(α(k))K em (2.77). Considere a
transformac¸a˜o de varia´veis Z = KS. Grac¸as a` convexidade, e´ suficiente testar a LMI resultante apenas
nos ve´rtices (A, B2)j , j = 1, . . . , N , como em (2.79).
Comenta´rios ana´logos aos comenta´rios 2.3 a 2.5 sa˜o va´lidos aqui.
Resultados menos conservadores do que os provenientes do Lema 2.9 podem ser obtidos utilizando
estrate´gias de controle com ganhos dependentes de paraˆmetros. Por exemplo, uma condic¸a˜o necessa´ria
e suficiente para calcular um ganho LPV que estabiliza o sistema (2.50) com B2(α(k)) = B2 (matriz
de controle invariante no tempo) utilizando uma func¸a˜o de Lyapunov dependente de paraˆmetros com
P (α(k)) na forma afim (2.52) foi dada em [24] e e´ reproduzida no lema a seguir.
Lema 2.10 Se existirem matrizes sime´tricas definidas positivas Sj ∈ Rn×n e matrizes Gj ∈ Rn×n e
Fj ∈ Rm×n, j = 1, . . . , N tais que[
Gj + G
′
j − Sj G′jA′j + F ′jB′2
? Si
]
> 0 , i = 1, . . . , N , j = 1, . . . , N (2.80)
enta˜o a estabilidade do sistema (2.71) e´ assegurada pela lei de controle (2.72), com
K(α(k)) =
N∑
j=1
αj(k)Kj , Kj = FjG
−1
j ,
N∑
j=1
αj(k) = 1 , αj(k) ≥ 0 , j = 1, . . . , N (2.81)
Prova: Substitua Aj na expressa˜o de verificac¸a˜o da estabilidade do sistema autoˆnomo (2.58) por Aj +
B2Kj e fac¸a a troca de varia´veis Fj = KjGj para obter (2.80). Para maiores detalhes, veja [24].
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Comenta´rio 2.11 A condic¸a˜o (2.80) conte´m a estabilizabilidade quadra´tica (2.79) para o caso particular
B2j = B2, j = 1, . . . , N , bastando fazer Gj = G
′
j = Sj = Si = S em (2.80).
Comenta´rio 2.12 As matrizes Gj da condic¸a˜o (2.80) fornecem um grau de liberdade adicional ao
projeto, permitindo tratar com menos conservadorismo problemas de controle com ganhos com restric¸a˜o
de estrutura. Isso e´ feito impondo-se estruturas particulares a`s matrizes Gj e Fj , sem necessidade de
particularizac¸o˜es das matrizes de Lyapunov Sj . Observe que apenas no caso de extensa˜o da condic¸a˜o
(2.56) para a s´ıntese, as eventuais restric¸o˜es de estrutura devem ser impostas diretamente nas matrizes
Sj .
Comenta´rio 2.13 Note que (2.80) permite calcular um ganho estabilizante do tipo LPV para o sistema
(2.71) apenas no caso espec´ıfico em que B2(α(k)) = B2.
Comenta´rio 2.14 E´ poss´ıvel empregar a condic¸a˜o do Lema 2.10 para determinar um ganho robusto
estabilizante K para o sistema (2.71) com B2(α(k)) = B2. Basta utilizar matrizes fixas G e F na condic¸a˜o
(2.80), mantendo o conjunto de matrizes Sj , j = 1, . . . , N . Nesse caso (Gj = G, Fj = F ), tambe´m e´
poss´ıvel tratar o caso em que B2(α(k)) e´ variante no tempo, verificando a factibilidade de[
G + G′ − Sj G′A′j + F ′B′2j
? Si
]
> 0 , i = 1, . . . , N , j = 1, . . . , N (2.82)
conforme apresentado em [78]. Observe que (2.82) vem diretamente de (2.58), utilizando matrizes fixas
G e F , substituindo Aj por Aj + B2jK e levando em conta a troca de varia´veis F = KG.
Um problema de ana´lise da estabilizabilidade de (2.71) de interesse e´ descrito a seguir.
Problema 2.7 Calcular um ganho dependente de paraˆmetros K(α(k)) para a lei de controle por reali-
mentac¸a˜o de estados (2.72) utilizando uma func¸a˜o de Lyapunov dependente de paraˆmetros com P (α(k)) na
forma afim (2.52) de modo que o sistema em malha fechada (2.73)-(2.74), com matriz B2(α(k)) variante
no tempo e com α(k) dispon´ıvel em tempo real para realimentac¸a˜o, seja esta´vel para taxas de variac¸o˜es
parame´tricas arbitra´rias.
Uma condic¸a˜o LMI para a soluc¸a˜o do Problema 2.7 e´ dada no Cap´ıtulo 3.
2.2.4 Controle H∞
Considere o sistema (2.42)-(2.43) em que as matrizes pertencem ao politopo Dd com α(k) dispon´ıvel
em tempo real. Suponha que esse sistema esta´ sujeito a` lei de controle (2.72), podendo ser reescrito na
forma
x(k + 1) = Acl(α(k))x(k) + B1(α(k))w(k) (2.83)
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z(k) = Ccl(α(k))x(k) + D1(α(k))w(k) (2.84)
com Acl(α(k)) dada por (2.74) e
Ccl(α(k)) , C(α(k)) + D2(α(k))K(α(k)) (2.85)
Assuma que existe um ganho K(α(k)) que estabiliza o sistema (2.83)-(2.85) e que para qualquer
entrada w(k) ∈ `2, a sa´ıda z(k) ∈ `2 e´ tal que (2.61) e´ satisfeita com γ > 0 finito, (custo garantido H∞,
que mede o n´ıvel de rejeic¸a˜o de perturbac¸o˜es do sistema em malha fechada), sendo de grande interesse
determinar o controle que fornece o menor valor de γ.
Uma condic¸a˜o necessa´ria e suficiente para a estabilidade do sistema em malha fechada (2.83)-(2.85)
com um custo garantido H∞ dado por γ = √µ e´ dada pela existeˆncia de matrizes sime´tricas definidas
positivas P (α(k)) ∈ Rn×n, P (α(k + 1)) ∈ Rn×n e de um escalar µ > 0 tais que

P (α(k)) Acl(α(k))
′P (α(k + 1)) 0 Ccl(α(k))
′
? P (α(k + 1)) P (α(k + 1))B1(α(k)) 0
? ? I D1(α(k))
′
? ? ? µI

 > 0 (2.86)
A condic¸a˜o (2.86) vem de (2.65) substituindo A(α(k)) por Acl(α(k)) e C(α(k)) por Ccl(α(k)). Multi-
plicando (2.86) a` esquerda e a` direita por

P (α(k))−1 0 0 0
0 P (α(k + 1))−1 0 0
0 0 I 0
0 0 0 I


e fazendo a troca de varia´veis P (α(k))−1 = S(α(k)) e P (α(k + 1))−1 = S(α(k + 1)), obte´m-se

S(α(k)) S(α(k))Acl(α(k))
′ 0 S(α(k))Ccl(α(k))
′
? S(α(k + 1)) B1(α(k)) 0
? ? I D1(α(k))
′
? ? ? µI

 > 0 (2.87)
Seguindo as ide´ias da prova do Lema 2.8, (2.87) equivale a

G(α(k)) + G(α(k))′ − S(α(k)) 0 G(α(k))′Acl(α(k))′ G(α(k))′Ccl(α(k))′
? I B1(α(k))
′ D1(α(k))
′
? ? S(α(k + 1)) 0
? ? ? µI

 > 0 (2.88)
Uma condic¸a˜o suficiente para o coˆmputo de um ganho fixo que estabiliza o sistema sujeito a taxas de
variac¸o˜es parame´tricas arbitra´rias com um certo custo garantido H∞ e´ dada pela estabilidade quadra´tica
[67], [94], conforme reproduz o lema a seguir.
Lema 2.11 Se existir uma matriz sime´trica definida positiva S ∈ Rn×n e uma matriz Z ∈ Rm×n tais
que o problema de otimizac¸a˜o
min µ
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sujeito a 

S SA′j + Z
′B′2j 0 SC
′
j + Z
′D2j
? S B1j 0
? ? I D′1j
? ? ? µI

 > 0 , j = 1, . . . , N (2.89)
tenha soluc¸a˜o, enta˜o o sistema (2.83)-(2.85) e´ estabiliza´vel pela lei de controle por realimentac¸a˜o de
estados (2.78) com K = ZS−1, com um custo garantido H∞ dado por γ =
√
µ∗, µ∗ = min µ, sendo
P = S−1 a matriz da func¸a˜o de Lyapunov (2.51) do sistema.
Prova: Similar a` prova do Lema 2.9.
Comenta´rios ana´logos aos comenta´rios 2.3 a 2.5 sa˜o va´lidos aqui.
Da mesma forma que no caso da estabilizabilidade da sec¸a˜o anterior, uma condic¸a˜o necessa´ria e sufi-
ciente para calcular um ganho LPV que estabiliza o sistema (2.83)-(2.85) com (B2, D2)(α(k)) = (B2, D2),
isto e´, matrizes de controle invariantes no tempo, utilizando uma func¸a˜o de Lyapunov dependente de
paraˆmetros com P (α(k)) na forma afim (2.52) foi dada em [25] e e´ reproduzida no lema a seguir.
Lema 2.12 Se existirem matrizes sime´tricas definidas positivas Sj ∈ Rn×n e matrizes Gj ∈ Rn×n e
Fj ∈ Rm×n, j = 1, . . . , N tais que o problema de otimizac¸a˜o
min µ
sujeito a

Gj + G
′
j − Sj 0 G′jA′j + F ′jB2 G′jC ′j + F ′jD2
? I B′1j D
′
1j
? ? Si 0
? ? ? µI

 > 0 , i = 1, . . . , N , j = 1, . . . , N (2.90)
tenha soluc¸a˜o, enta˜o o sistema (2.83)-(2.85) e´ estabiliza´vel pela lei de controle por realimentac¸a˜o de estados
(2.72) com K(α(k)) dado por (2.81), com um custo garantido H∞ dado por γ =
√
µ∗, µ∗ = min µ, sendo
P (α(k)) = S(α(k))−1, S(α(k)) dada por (2.57), a matriz da func¸a˜o de Lyapunov do sistema.
Prova: Substitua Aj e Cj na expressa˜o de verificac¸a˜o da estabilidade do sistema autoˆnomo (2.58) por
Aj + B2Kj e Cj + D2Kj , respectivamente, e fac¸a a troca de varia´veis Fj = KjGj para obter (2.90). Para
maiores detalhes, veja [24].
Comenta´rios ana´logos aos comenta´rios 2.11 a 2.14 para o caso da estabilizabilidade sa˜o va´lidos aqui e
o Problema 2.7 pode ser estendido para o caso de controle H∞, conforme descrito a seguir.
Problema 2.8 Calcular um ganho dependente de paraˆmetros K(α(k)) para a lei de controle por reali-
mentac¸a˜o de estados (2.72) utilizando uma func¸a˜o de Lyapunov dependente de paraˆmetros com P (α(k))
na forma afim (2.52) de modo que o sistema em malha fechada (2.83)-(2.85), com matrizes (B2, D2)(α(k))
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variantes no tempo e com α(k) dispon´ıvel em tempo real para realimentac¸a˜o, seja esta´vel com um custo
garantido H∞ dado por γ para taxas de variac¸o˜es parame´tricas arbitra´rias.
Uma soluc¸a˜o convexa na forma de LMI para o Problema 2.8 sera´ apresentada no Cap´ıtulo 3.
2.3 Sistemas chaveados lineares: caso cont´ınuo
Considere o sistema
x˙(t) = Aξ(t)x(t) + B1ξ(t)w(t) + B2ξ(t)u(t) (2.91)
z(t) = Cξ(t)x(t) + D1ξ(t)w(t) + D2ξ(t)u(t) (2.92)
em que x(t) ∈ Rn e´ o estado, w(t) ∈ Rr e´ uma entrada exo´gena, u(t) ∈ Rm e´ a entrada de controle e
z(t) ∈ Rp e´ a sa´ıda do sistema, Aξ(t) ∈ Rn×n, B1ξ(t) ∈ Rn×r, B2ξ(t) ∈ Rn×m, Cξ(t) ∈ Rp×n, D1ξ(t) ∈ Rp×r
e D2ξ(t) ∈ Rp×m sa˜o as matrizes do sistema e ξ(t) e´ a func¸a˜o de chaveamento definida como
ξ(t) : R+ → {1, . . . , N} (2.93)
que seleciona arbitrariamente o subsistema linear (A, B1, B2, C, D1, D2)j , j = 1, . . . , N , que esta´ ativo em
cada instante de tempo.
2.3.1 Estabilidade
Considere o sistema (2.91)-(2.92) com (B1, B2, C, D1, D2)j = (0,0,0,0,0), j = 1, . . . , N , dado por
x˙(t) = Aξ(t)x(t) (2.94)
com func¸a˜o de chaveamento ξ(t) incerta e com variac¸o˜es arbitra´rias, dada por (2.93).
A estabilidade quadra´tica (Lema 2.1) e´ uma condic¸a˜o suficiente para a estabilidade de (2.94), sendo
que comenta´rios ana´logos aos comenta´rios 2.1 e 2.2 sa˜o va´lidos aqui.
Comenta´rio 2.15 Note que para o sistema chaveado (2.94) supo˜e-se que a func¸a˜o ξ(t) varia instanta-
neamente quando ocorrem chaveamentos de um subsistema para outro (sistema chaveado ideal), sendo
portanto um sistema variante no tempo que na˜o se enquadra nas hipo´teses dos sistemas tratados na
sec¸a˜o 2.1 deste cap´ıtulo.
Comenta´rio 2.16 A estabilidade de cada subsistema Aj , j = 1, . . . , N e´ uma condic¸a˜o necessa´ria
para a estabilidade de (2.94), com ξ(t) arbitra´ria [76]. Com respeito a` estabilidade de sistemas lineares
chaveados autoˆnomos, [82] mostra que uma func¸a˜o de Lyapunov comum existe se todas as matrizes sa˜o
assintoticamente esta´veis e o produto de duas a duas e´ comutativo.
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Comenta´rio 2.17 A condic¸a˜o do Lema 2.1 avalia a estabilidade do sistema chaveado supondo que
todas as transic¸o˜es de Ai para Aj , i, j = 1, . . . , N , i 6= j sa˜o permitidas. No caso em que nem todas as
transic¸o˜es i → j sa˜o permitidas, mas que se conhece a priori o conjunto de transic¸o˜es realiza´veis pelo
sistema chaveado, os resultados da estabilidade quadra´tica podem ser conservadores, pois a condic¸a˜o na˜o
leva essa informac¸a˜o em considerac¸a˜o na ana´lise.
Outras classes de func¸o˜es de Lyapunov podem reduzir o conservadorismo da ana´lise, tais como as
func¸o˜es quadra´ticas por partes [1], [63], [118] ou mu´ltiplas [19] mas, em geral, a soluc¸a˜o nume´rica requer
um elevado esforc¸o computacional e/ou que as regras de chaveamento sejam conhecidas a priori.
2.3.2 Custo garantido H∞
Considere o sistema (2.91)-(2.92) com (B2, D2)j = (0,0), j = 1, . . . , N , dado por
x˙(t) = Aξ(t)x(t) + B1ξ(t)w(t) (2.95)
z(t) = Cξ(t)x(t) + D1ξ(t)w(t) (2.96)
com func¸a˜o de chaveamento ξ(t) incerta e com variac¸o˜es arbitra´rias (2.93).
Suponha que o sistema (2.95)-(2.96) e´ esta´vel e que para qualquer entrada w(t) ∈ L2, a sa´ıda z(t) ∈ L2
e´ tal que (2.19) e´ verificada com γ > 0 finito (custo garantido H∞ do sistema).
Uma condic¸a˜o suficiente para o coˆmputo de um custo garantido H∞ para o sistema chaveado (2.95)-
(2.96) e´ dada pela estabilidade quadra´tica (Lema 2.2), sendo que comenta´rios ana´logos aos comenta´rios 2.1,
2.2 e 2.15 a 2.17 sa˜o va´lidos aqui.
2.3.3 Estabilizabilidade
Considere o sistema (2.91)-(2.92) com (B1, C, D1, D2)j = (0,0,0,0), j = 1, . . . , N , dado por
x˙(t) = Aξ(t)x(t) + B2ξ(t)u(t) (2.97)
com func¸a˜o de chaveamento ξ(t) arbitra´ria, na˜o conhecida a priori mas dispon´ıvel (medida, estimada) em
tempo real. Suponha uma lei de controle por realimentac¸a˜o de estados com ganhos chaveados dada por
u(t) = Kξ(t)x(t) , Kξ(t) ∈ Rm×n (2.98)
O sistema em malha fechada e´ dado por
x(t) = Aclξ(t)x(t) (2.99)
com
Aclξ(t) , Aξ(t) + B2ξ(t)Kξ(t) (2.100)
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Uma condic¸a˜o suficiente para a estabilizac¸a˜o do sistema (2.97) atrave´s da lei de controle u(t) = Kx(t)
com ganho fixo e´ dada pela estabilizabilidade quadra´tica, do Lema 2.3, sendo va´lidos aqui comenta´rios
ana´logos aos comenta´rios 2.3 a 2.5.
Resultados menos conservadores podem ser obtidos utilizando a lei de controle (2.98) com ganhos
chaveados Kξ(t) cujo coˆmputo e´ um dos problemas de interesse da tese.
Problema 2.9 Calcular um ganho chaveado Kξ(t) para a lei de controle por realimentac¸a˜o de estados
(2.98) utilizando a func¸a˜o de Lyapunov quadra´tica (2.9) de modo que o sistema em malha fechada (2.99)-
(2.100) seja esta´vel para func¸o˜es de chaveamento ξ(t) arbitra´rias, na˜o conhecidas a priori, mas dispon´ıveis
em tempo real.
Uma soluc¸a˜o LMI para o Problema 2.9 sera´ dada no Cap´ıtulo 4.
2.3.4 Controle H∞
Considere o sistema (2.91)-(2.92) com func¸a˜o de chaveamento ξ(t) arbitra´ria, na˜o conhecida a priori
mas dispon´ıvel em tempo real. Suponha que esse sistema esteja sujeito a` lei de controle (2.98), podendo
ser reescrito na forma
x˙(t) = Aclξ(t)x(t) + B1ξ(t)w(t) (2.101)
z(t) = Cclξ(t)x(t) + D1ξ(t)w(t) (2.102)
com Aclξ(t) dada por (2.100) e
Cclξ(t) , Cξ(t) + D2ξ(t)Kξ(t) (2.103)
Assuma que existe um ganho Kξ(t) que estabiliza o sistema em malha fechada (2.101)-(2.103) e que
para qualquer entrada w(t) ∈ L2, a sa´ıda z(t) ∈ L2 e´ tal que (2.19) e´ satisfeita com γ > 0 finito (custo
garantido H∞).
Uma condic¸a˜o suficiente para o coˆmputo de um ganho robusto K para a lei de controle u(t) = Kx(t)
e´ dada pelo Lema 2.4, sendo va´lidos aqui comenta´rios ana´logos aos comenta´rios 2.1 a 2.6 e 2.15 a 2.17.
E´ poss´ıvel enunciar a extensa˜o do Problema 2.9 para tratar o problema de controle H∞, conforme
descrito a seguir.
Problema 2.10 Calcular um ganho chaveado Kξ(t) para a lei de controle por realimentac¸a˜o de estados
utilizando a func¸a˜o de Lyapunov quadra´tica (2.9) de modo que o sistema em malha fechada (2.101)-(2.103)
seja esta´vel, com um custo garantido H∞ dado por γ, para func¸o˜es de chaveamento ξ(t) arbitra´rias, na˜o
conhecidas a priori, mas dispon´ıveis em tempo real.
Uma soluc¸a˜o LMI para o Problema 2.10 tambe´m sera´ apresentada no Cap´ıtulo 4.
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2.3.5 Alocac¸a˜o de po´los
A alocac¸a˜o dos po´los de um sistema linear em malha fechada em regio˜es pre´-determinadas do plano
complexo permite que paraˆmetros da resposta transito´ria como sobre-sinal, tempo de acomodac¸a˜o e
frequ¨eˆncia de oscilac¸a˜o sejam especificados. Va´rias regio˜es do plano complexo teˆm sido exploradas para
a alocac¸a˜o [55], [71] e a regia˜o de interesse aqui e´ um c´ırculo com centro −(r + d) e raio r, r > 0, d ≥ 0,
escolhidos a priori, contido no semiplano esquerdo do plano complexo, mostrado na Figura 2.1.
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Figura 2.1: Regia˜o circular Cc para alocac¸a˜o de po´los de sistemas chaveados lineares cont´ınuos no tempo.
Considerando sistemas chaveados lineares, a ide´ia e´ alocar os po´los de cada subsistema linear na regia˜o
Cc para garantir que a resposta transito´ria do sistema em malha fechada esteja dentro de limites desejados.
Uma condic¸a˜o necessa´ria e suficiente da literatura [55] que assegura que todos os autovalores de uma
matriz A estejam dentro do c´ırculo da Figura 2.1 e´ dada pela existeˆncia de uma matriz sime´trica definida
positiva W ∈ Rn×n tal que
(A + dI)W + W (A + dI)′ +
1
r
(A + dI)W (A + dI)′ < 0 (2.104)
Suponha que a matriz A na˜o seja perfeitamente conhecida, mas que pertenc¸a ao politopo A dado por
A = {A(α) : A(α) = N∑
j=1
αjAj ,
N∑
j=1
αj = 1 , αj ≥ 0, j = 1, . . . , N
}
(2.105)
em que α e´ suposto incerto e invariante no tempo.
Uma condic¸a˜o suficiente para que todos os autovalores de A(α) estejam contidos no c´ırculo da Fi-
gura 2.1 e´ dada pela existeˆncia de uma matriz sime´trica definida positiva W ∈ Rn×n tal que [71]
(Aj + dI)W + W (Aj + dI)
′ +
1
r
(Aj + dI)W (Aj + dI)
′ < 0 , j = 1, . . . , N (2.106)
A verificac¸a˜o de (2.106) nos ve´rtices do politopo A e´ suficiente para que os autovalores de qualquer matriz
A(α) pertencente ao politopo estejam contidos no c´ırculo Cc.
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A condic¸a˜o (2.106) tambe´m e´ va´lida para verificar se os autovalores de matrizes Aj , j = 1, . . . , N que
representam os subsistemas lineares do sistema chaveado (2.94) esta˜o contidos no c´ırculo Cc.
Uma condic¸a˜o suficiente para a existeˆncia de uma lei de controle por realimentac¸a˜o de estados com
ganhos fixos que garanta que os autovalores de todos os subsistemas lineares do sistema chaveado (2.94)
estejam contidos no c´ırculo Cc da Figura 2.1 e´ dada pelo lema a seguir.
Lema 2.13 Dados d ≥ 0 e r > 0, se existir uma matriz sime´trica definida positiva W ∈ Rn×n e uma
matriz Z ∈ Rm×n tais que
[
AjW + WA
′
j + B2jZ + Z
′B′2j + 2dW AjW + B2jZ + dW
? −rW
]
< 0 , j = 1, . . . , N (2.107)
enta˜o a lei de controle u(t) = Kx(t), com K = ZW−1, assegura a cada subsistema linear em malha
fechada Aj + B2jK, j = 1, . . . , N a alocac¸a˜o de po´los na regia˜o circular Cc especificada na Figura 2.1.
Prova: Utilizando complemento de Schur, a equac¸a˜o (2.107), com Z = KW , pode ser reescrita como
(Aj + B2jK + dI)W + W (Aj + B2jK + dI)
′ +
1
r
(Aj + B2jK + dI)W (Aj + B2jK + djI)
′ < 0
j = 1, . . . , N (2.108)
que e´ a expressa˜o (2.106) substituindo Aj por Aj + B2jK, o que assegura a alocac¸a˜o de po´los desejada
para cada subsistema linear em malha fechada do sistema chaveado.
Dois problemas de interesse com relac¸a˜o a` alocac¸a˜o de po´los para sistemas chaveados lineares sa˜o
descritos a seguir.
Problema 2.11 Calcular um ganho chaveado Kξ(t) para a lei de controle por realimentac¸a˜o de estados
(2.98) utilizando a func¸a˜o de Lyapunov quadra´tica (2.9) de modo que o sistema chaveado em malha
fechada (2.99)-(2.100) seja esta´vel para func¸o˜es de chaveamento ξ(t) arbitra´rias, na˜o conhecidas a priori,
mas dispon´ıveis em tempo real e que os po´los de cada subsistema linear Aj +B2jKj, j = 1, . . . , N estejam
contidos no c´ırculo Cc da Figura 2.1.
Problema 2.12 Calcular um ganho chaveado Kξ(t) para a lei de controle por realimentac¸a˜o de estados
(2.98) utilizando a func¸a˜o de Lyapunov quadra´tica (2.9) de modo que o sistema chaveado em malha fechada
(2.101)-(2.103) seja esta´vel, com um custo garantido H∞ dado por γ para func¸o˜es de chaveamento ξ(t)
arbitra´rias, na˜o conhecidas a priori, mas dispon´ıveis em tempo real e que os po´los de cada subsistema
linear Aj + B2jKj, j = 1, . . . , N estejam contidos no c´ırculo Cc da Figura 2.1.
Condic¸o˜es na forma de LMIs para solucionar os problemas 2.11 e 2.12 sera˜o dadas no Cap´ıtulo 4.
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2.4 Sistemas chaveados lineares: caso discreto
Seguindo considerac¸o˜es ana´logas a`s do caso cont´ınuo, suponha o sistema
x(k + 1) = Aξ(k)x(k) + B1ξ(k)w(k) + B2ξ(k)u(k) (2.109)
z(k) = Cξ(k)x(k) + D1ξ(k)w(k) + D2ξ(k)u(k) (2.110)
em que x(k) ∈ Rn e´ o estado, w(k) ∈ Rr e´ uma entrada exo´gena, u(k) ∈ Rm e´ a entrada de controle e
z(k) ∈ Rp e´ a sa´ıda do sistema, Aξ(k) ∈ Rn×n, B1ξ(k) ∈ Rn×r, B2ξ(k) ∈ Rn×m, Cξ(k) ∈ Rp×n, D1ξ(k) ∈ Rp×r
e D2ξ(k) ∈ Rp×m sa˜o as matrizes do sistema e ξ(k) e´ a func¸a˜o de chaveamento definida como
ξ(k) : N → {1, . . . , N} (2.111)
que seleciona arbitrariamente o subsistema linear (A, B1, B2, C, D1, D2)j , j = 1, . . . , N , que esta´ ativo em
cada instante de tempo.
Note que, no caso discreto, o sistema chaveado (2.109)-(2.110) e´ um caso particular do sistema variante
no tempo (2.42)-(2.43) para o qual as matrizes somente assumem os valores dos ve´rtices do politopo Dd
e podem mudar de um ve´rtice para outro instantaneamente.
2.4.1 Estabilidade
Considere o sistema (2.109)-(2.110) com (B1, B2, C, D1, D2)j = (0,0,0,0,0), j = 1, . . . , N , dado por
x(k + 1) = Aξ(k)x(k) (2.112)
com func¸a˜o de chaveamento ξ(k) incerta e com variac¸o˜es arbitra´rias, dada por (2.111).
A estabilidade quadra´tica (Lema 2.5) e´ uma condic¸a˜o suficiente para a estabilidade de (2.112), sendo
va´lidos aqui comenta´rios ana´logos aos comenta´rios 2.1 e 2.2.
Uma condic¸a˜o necessa´ria e suficiente (veja [26] para detalhes) para a existeˆncia de uma func¸a˜o de
Lyapunov com matriz chaveada da forma
v(x(k)) = x(k)′Pξ(k)x(k) (2.113)
que garante a estabilidade do sistema (2.112) para func¸o˜es de chaveamento arbitra´rias e´ dada pelo
Lema 2.6, sendo que comenta´rios ana´logos aos comenta´rios 2.7 a 2.9 teˆm validade aqui.
Comenta´rio 2.18 A condic¸a˜o do Lema 2.6 avalia a estabilidade do sistema chaveado (2.112) supondo
que todas as transic¸o˜es de Ai para Aj , i, j = 1, . . . , N , i 6= j, sejam poss´ıveis. Observe que o Lema 2.6
tambe´m permite avaliar a estabilidade de (2.112) para o caso em que nem todas as transic¸o˜es sa˜o reali-
za´veis. Para isso, basta testar qualquer das condic¸o˜es (2.54)-(2.58) somente para os pares (i, j) poss´ıveis,
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com i, j = 1, . . . , N , i 6= j, ale´m do teste em i = j = 1, . . . , N (condic¸a˜o necessa´ria). A condic¸a˜o baseada
na estabilidade quadra´tica na˜o incorpora essa informac¸a˜o na ana´lise (veja Comenta´rio 2.17).
2.4.2 Custo garantido H∞
Considere o sistema (2.109)-(2.110) com (B2, D2)j = (0,0), j = 1, . . . , N , dado por
x(k + 1) = Aξ(k)x(k) + B1ξ(k)w(k) (2.114)
z(k) = Cξ(k)x(k) + D1ξ(k)w(k) (2.115)
com func¸a˜o de chaveamento ξ(k) incerta e com variac¸o˜es arbitra´rias (2.111). Suponha que o sistema
(2.114)-(2.115) e´ esta´vel e que para qualquer entrada w(k) ∈ `2, a sa´ıda z(k) ∈ `2 e´ tal que (2.61) e´
verificada com γ > 0 finito (custo garantido H∞).
Uma condic¸a˜o suficiente para o coˆmputo de um custo garantido H∞ para o sistema chaveado (2.114)-
(2.115) e´ dada pela estabilidade quadra´tica (Lema 2.7), sendo que comenta´rios ana´logos aos comenta´-
rios 2.1, 2.2, 2.16 e 2.17 teˆm validade aqui.
Resultados menos conservadores podem ser obtidos com as condic¸o˜es do Lema 2.8, sendo que um
comenta´rio ana´logo ao Comenta´rio 2.18 e´ va´lido aqui.
2.4.3 Estabilizabilidade
Considere o sistema (2.109)-(2.110) com (B1, C, D1, D2)j = (0,0,0,0), j = 1, . . . , N , dado por
x(k + 1) = Aξ(k)x(k) + B2ξ(k)u(k) (2.116)
com func¸a˜o de chaveamento ξ(k) arbitra´ria, na˜o conhecida a priori mas dispon´ıvel em tempo real.
Suponha uma lei de controle por realimentac¸a˜o de estados com ganhos chaveados dada por
u(k) = Kξ(k)x(k) , Kξ(k) ∈ Rm×n (2.117)
O sistema em malha fechada e´ dado por
x(k + 1) = Aclξ(k)x(k) (2.118)
com
Aclξ(k) , Aξ(k) + B2ξ(k)Kξ(k) (2.119)
Uma condic¸a˜o suficiente para a estabilizac¸a˜o do sistema (2.116) atrave´s da lei de controle u(k) =
Kx(k) com ganho fixo e´ dada pela estabilizabilidade quadra´tica, do Lema 2.9. Comenta´rios ana´logos aos
comenta´rios 2.3 a 2.5 sa˜o va´lidos aqui.
Resultados menos conservadores podem ser obtidos utilizando a lei de controle (2.117) com ganhos
chaveados Kξ(k), que podem ser computados atrave´s da condic¸a˜o do lema a seguir (reproduzido de [26]).
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Lema 2.14 Se existirem matrizes sime´tricas definidas positivas Sj ∈ Rn×n e matrizes Gj ∈ Rn×n e
Fj ∈ Rm×n, j = 1, . . . , N tais que[
Gj + G
′
j − Sj G′jA′j + F ′jB′2j
? Si
]
> 0 , i = 1, . . . , N , j = 1, . . . , N (2.120)
enta˜o a estabilidade do sistema (2.116) e´ assegurada pela lei de controle (2.117), sendo que a func¸a˜o de
chaveamento ξ(k) seleciona o ganho Kj = FjG
−1
j , j = 1, . . . , N que esta´ ativo em cada instante de tempo.
Prova: Substitua Aj na expressa˜o de verificac¸a˜o da estabilidade do sistema autoˆnomo (2.58) por Aj +
B2jKj e fac¸a a troca de varia´veis Fj = KjGj para obter (2.120).
Comenta´rio 2.19 Observe que o resultado do Lema 2.10, apresentado para sistemas variantes no tempo,
tambe´m pode ser aplicado para o sistema chaveado (2.116), mas somente para o caso particular em que
a matriz B2ξ(k) e´ igual a uma matriz fixa, na˜o chaveada, B2.
Comenta´rio 2.20 No contexto de sistemas chaveados, como a func¸a˜o de chaveamento so´ assume os
valores 1, . . . , N , e´ necessa´rio avaliar o produto B2ξ(k)Kξ(k)Gξ(k) apenas em B2jKjGj , j = 1, . . . , N , que,
transformado em B2jFj , pela mudanc¸a de varia´veis Fj = KjGj , permite soluc¸a˜o convexa para o caso de
matrizes B2j chaveadas.
Comenta´rios ana´logos aos comenta´rios 2.12 e 2.14 sa˜o va´lidos aqui.
2.4.4 Controle H∞
Considere o sistema (2.109)-(2.110) com func¸a˜o de chaveamento ξ(k) arbitra´ria, na˜o conhecida a priori
mas dispon´ıvel em tempo real. Suponha que esse sistema esteja sujeito a` lei de controle (2.117), podendo
ser reescrito na forma
x(k + 1) = Aclξ(k)x(k) + B1ξ(k)w(k) (2.121)
z(k) = Cclξ(k)x(k) + D1ξ(k)w(k) (2.122)
com Aclξ(k) dada por (2.119) e
Cclξ(k) , Cξ(k) + D2ξ(k)Kξ(k) (2.123)
Assuma que existe um ganho Kξ(k) que estabiliza o sistema em malha fechada (2.121)-(2.123) e que
para qualquer entrada w(k) ∈ `2, a sa´ıda z(k) ∈ `2 e´ tal que (2.61) e´ verificada com γ > 0 finito (custo
garantido H∞).
Uma condic¸a˜o suficiente para o coˆmputo de um ganho robusto K para a lei de controle u(k) =
Kx(k) que estabiliza o sistema em malha fechada (2.121)-(2.123) com um custo garantido γ e´ dada pelo
Lema 2.11, sendo que comenta´rios ana´logos aos comenta´rios 2.1 a 2.6, 2.16 e 2.17 teˆm validade aqui.
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Resultados menos conservadores para tratar o caso em que as matrizes B2 e D2 sa˜o fixas (na˜o chave-
adas) podem ser obtidos utilizando diretamente a condic¸a˜o do Lema 2.12.
Dois problemas de interesse para a tese sa˜o descritos a seguir.
Problema 2.13 Calcular um ganho robusto para a lei de controle u(k) = Kx(k) utilizando uma func¸a˜o
de Lyapunov com matriz chaveada (2.113) de modo que o sistema em malha fechada (2.121)-(2.123) seja
esta´vel com um custo garantido H∞ dado por γ para func¸o˜es de chaveamento ξ(k) arbitra´rias e incertas.
Problema 2.14 Calcular um ganho chaveado Kξ(k) para a lei de controle por realimentac¸a˜o de estados
(2.117) utilizando uma func¸a˜o de Lyapunov com matriz chaveada (2.113) de modo que o sistema em malha
fechada (2.121)-(2.123), com matrizes B2ξ(k), D2ξ(k), seja esta´vel com um custo garantido H∞ dado por
γ para func¸o˜es de chaveamento ξ(k) arbitra´rias, na˜o conhecidas a priori, mas dispon´ıveis em tempo real.
Condic¸o˜es na forma de LMIs para a soluc¸a˜o desses problemas sa˜o obtidas atrave´s de extenso˜es de
resultados da literatura, conforme sera´ descrito no Cap´ıtulo 4.
2.4.5 Alocac¸a˜o de po´los
A regia˜o de interesse para alocac¸a˜o dos po´los dos subsistemas lineares de um sistema chaveado linear
discreto no tempo e´ um c´ırculo Cd com centro c e raio r escolhidos a priori, contido no c´ırculo de raio
unita´rio centrado na origem do plano complexo, como mostrado na Figura 2.2.
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Figura 2.2: Regia˜o circular Cd, com centro c e raio r, para alocac¸a˜o de po´los de sistemas chaveados lineares
discretos no tempo.
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A condic¸a˜o do Lema 2.13 e´ igualmente aplica´vel a` alocac¸a˜o de po´los dos subsistemas lineares do sistema
chaveado (2.116). Nesse caso, os paraˆmetros d e r do c´ırculo devem ser adequadamente escolhidos para
que a regia˜o esteja contida dentro do c´ırculo de raio unita´rio. O paraˆmetro d e´ a distaˆncia do ponto mais
a` direita do c´ırculo ate´ o eixo imagina´rio, convencionada como positiva quando o ponto se encontra no
semiplano esquerdo.
E´ poss´ıvel enunciar os problemas 2.11 e 2.12 para o caso discreto, conforme descrito a seguir.
Problema 2.15 Calcular um ganho chaveado Kξ(k) para a lei de controle por realimentac¸a˜o de estados
(2.117) utilizando uma func¸a˜o de Lyapunov com matriz chaveada de modo que o sistema chaveado em
malha fechada (2.118)-(2.119) seja esta´vel para func¸o˜es de chaveamento ξ(k) arbitra´rias, na˜o conhecidas
a priori, mas dispon´ıveis em tempo real e que os po´los de cada subsistema linear Aj +B2jKj, j = 1, . . . , N
estejam contidos no c´ırculo Cd da Figura 2.2.
Problema 2.16 Calcular um ganho chaveado Kξ(k) para a lei de controle por realimentac¸a˜o de estados
(2.117) utilizando uma func¸a˜o de Lyapunov com matriz chaveada de modo que o sistema chaveado em
malha fechada (2.121)-(2.123) seja esta´vel, com um custo garantido H∞ dado por γ, para func¸o˜es de
chaveamento ξ(k) arbitra´rias, na˜o conhecidas a priori, mas dispon´ıveis em tempo real e que os po´los de
cada subsistema linear Aj + B2jKj, j = 1, . . . , N estejam contidos no c´ırculo Cd da Figura 2.2.
Condic¸o˜es na forma de LMIs para soluc¸a˜o dos problemas 2.15 e 2.16 sera˜o dadas no Cap´ıtulo 4.
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Cap´ıtulo 3
Sistemas lineares variantes no tempo
Este cap´ıtulo apresenta condic¸o˜es na forma de LMIs para resolver os problemas de ana´lise de es-
tabilidade, coˆmputo de custos garantidos H∞, estabilizac¸a˜o e controle H∞ com ganhos linearmente e
na˜o-linearmente dependentes de paraˆmetros aplicados a sistemas lineares com paraˆmetros variantes no
tempo pertencentes a um politopo no caso cont´ınuo (problemas 2.1 a 2.6). No caso discreto, sa˜o apre-
sentadas soluc¸o˜es do tipo LMI para os problemas de estabilizac¸a˜o e de controle H∞ atrave´s de ganhos
na˜o-linearmente dependentes de paraˆmetros para a situac¸a˜o em que todas as matrizes do sistema sa˜o
supostas variantes no tempo (problemas 2.7 e 2.8). Outros pontos abordados no cap´ıtulo sa˜o o controle
com restric¸o˜es de estrutura (controle descentralizado e realimentac¸a˜o de sa´ıda) e o controle sob falhas
parciais ou totais de atuadores. Comenta´rios sobre a aplicac¸a˜o das condic¸o˜es propostas, complexidade
nume´rica e relac¸o˜es com outras condic¸o˜es da literatura sa˜o feitos e a eficieˆncia das condic¸o˜es fornecidas e´
ilustrada por meio de exemplos nume´ricos.
3.1 Caso cont´ınuo no tempo
3.1.1 Estabilidade
O teorema a seguir fornece uma soluc¸a˜o para o Problema 2.1.
Teorema 3.1 Dado um conjunto de paraˆmetros escalares reais ρi ≥ 0, i = 1, . . . , N − 1, se existirem
matrizes sime´tricas definidas positivas Pj ∈ Rn×n, j = 1, . . . , N , tais que (o s´ımbolo ± indica que as LMIs
devem ser implementadas para todas as combinac¸o˜es de sinais + e −)
A′jPj + PjAj +
N−1∑
i=1
±ρi(Pi − PN ) < 0
j = 1, . . . , N
(3.1)
A′jPk + PkAj + A
′
kPj + PjAk + 2
N−1∑
i=1
±ρi(Pi − PN ) < 0
j = 1, . . . , N − 1 , k = j + 1, . . . , N
(3.2)
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o sistema (2.4) com paraˆmetros incertos variantes no tempo com taxas de variac¸a˜o limitadas (2.14) e´
esta´vel com uma matriz de Lyapunov dependente de paraˆmetros na forma afim dada por (2.15).
Prova: Seja a expressa˜o de v˙(x(t)) dada por (2.6). Com A(α(t)) dada por (2.3) no caso em que
(B1, B2, C, D1, D2)(α(t)) = (0,0,0,0,0) e P (α(t)) dada por (2.15), tem-se que v˙(x(t)) , x(t)
′Q(α(t))x(t),
com
Q(α(t)) =
N∑
j=1
αj(t)
2(A′jPj + PjAj) +
N−1∑
j=1
N∑
k=j+1
αj(t)αk(t)(A
′
jPk + PkAj + A
′
kPj + PjAk)
+
N∑
j=1
α˙j(t)Pj (3.3)
Note que ( N∑
j=1
αj(t)
)2
=
N∑
j=1
α2j (t) + 2
N−1∑
j=1
N∑
k=j+1
αj(t)αk(t) = 1 (3.4)
o que permite reescrever (3.3) como
Q(α(t)) =
N∑
j=1
αj(t)
2(A′jPj + PjAj +
N∑
j=1
α˙j(t)Pj) +
N−1∑
j=1
N∑
k=j+1
αj(t)αk(t)(A
′
jPk + PkAj + A
′
kPj + PjAk
+ 2
N∑
j=1
α˙j(t)Pj) (3.5)
Observe que
∑N
j=1 αj(t) = 1 e
∑N
j=1 α˙j(t) = 0, e portanto α˙N (t) = −
∑N−1
i=1 α˙i(t) e
N∑
j=1
α˙j(t)Pj =
N−1∑
i=1
α˙i(t)(Pi − PN ) (3.6)
o que leva a
Q(α(t)) =
N∑
j=1
αj(t)
2(A′jPj + PjAj +
N−1∑
i=1
α˙i(t)(Pi − PN ))
+
N−1∑
j=1
N∑
k=j+1
αj(t)αk(t)(A
′
jPk + PkAj + A
′
kPj + PjAk + 2
N−1∑
i=1
α˙i(t)(Pi − PN )) (3.7)
Considerando os limitantes das taxas de variac¸a˜o dos paraˆmetros dados por (2.14), tem-se que as
condic¸o˜es do Teorema 3.1 sa˜o suficientes para garantir que Q(α(t)) < 0 para todo αj(t) ≥ 0, j = 1, . . . , N ,
tal que
∑N
j=1 αj(t) = 1.
Comenta´rio 3.1 Observe que as condic¸o˜es do Teorema 3.1 fornecem uma maneira sistema´tica de ve-
rificar a estabilidade do sistema (2.4) quando os limitantes nas taxas de variac¸a˜o dos paraˆmetros (2.14)
sa˜o conhecidos a priori. O problema convexo a ser resolvido e´ descrito por um conjunto finito de LMIs,
sem a necessidade de discretizar o espac¸o parame´trico.
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Comenta´rio 3.2 O nu´mero de LMIs das condic¸o˜es do Teorema 3.1 e´ dado por N + N2N−1 + N(N −
1)2N−2 (incluindo Pj > 0 , j = 1 . . . N). Apesar do nu´mero de LMIs a serem resolvidas crescer rapida-
mente com N (nu´mero de ve´rtices do sistema), dado um valor de N , o problema pode ser resolvido por
algoritmos de tempo polinomial [44].
Comenta´rio 3.3 Se (3.1)-(3.2) sa˜o fact´ıveis para valores arbitrariamente grandes de ρi, i = 1, . . . , N−1,
as condic¸o˜es do Teorema 3.1 teˆm como soluc¸a˜o P1 ' P2 ' . . . PN e o sistema tende a` estabilidade
quadra´tica. Note que as LMIs (3.1)-(3.2) precisam ser fact´ıveis para +ρi(Pi − PN ) e −ρi(Pi − PN ) e, no
caso de ρi arbitrariamente grandes, a u´nica maneira de satisfazer as LMIs e´ com a soluc¸a˜o P1 ' · · · ' PN ,
que reduz a influeˆncia dos termos ±ρi(Pi − PN ). Por outro lado, se o Lema 2.1 (estabilidade quadra´tica)
tem soluc¸a˜o P , o Teorema 3.1 sera´ fact´ıvel com P1 = P2 = . . . PN = P , para qualquer valor de ρi,
i = 1, . . . , N − 1.
Comenta´rio 3.4 No caso de sistemas invariantes no tempo (i.e. ρi = 0, i = 1, . . . , N − 1), as condic¸o˜es
(3.1)-(3.2) tornam-se
A′jPj + PjAj < 0 , j = 1, . . . , N (3.8)
A′jPk + PkAj + A
′
kPj + PjAk < 0 , j = 1, . . . , N − 1, k = j + 1, . . . , N (3.9)
As condic¸o˜es propostas em [97] sa˜o
A′jPj + PjAj < −I , j = 1, . . . , N (3.10)
A′jPk + PkAj + A
′
kPj + PjAk <
2
N − 1I , j = 1, . . . , N − 1, k = j + 1, . . . , N (3.11)
Se existir uma soluc¸a˜o fact´ıvel para (3.10)-(3.11), enta˜o (usando o argumento da homogeneidade) sempre
existe uma soluc¸a˜o fact´ıvel para
A′jPj + PjAj < −²I , j = 1, . . . , N (3.12)
A′jPk + PkAj + A
′
kPj + PjAk < ²
2
N − 1I , j = 1, . . . , N − 1, k = j + 1, . . . , N (3.13)
para qualquer escolha de ² > 0. Fazendo ² → 0, as condic¸o˜es (3.12)-(3.13) tendem a (3.8)-(3.9). Como
pode ser verificado atrave´s dos programas especializados em LMIs, testar a factibilidade de (3.8)-(3.9),
(3.10)-(3.11) ou (3.12)-(3.13) para ² > 0 arbitra´rio e´ equivalente.
Comenta´rio 3.5 Ainda no contexto de sistemas invariantes no tempo, a condic¸a˜o de [5], baseada na
multiconvexidade [43], requer, para assegurar a estabilidade robusta, que existam varia´veis escalares λj e
matrizes Xj = X
′
j , j = 1, . . . , N tais que
A′iXj + XjAi + A
′
jXi + XiAj ≤ A′iXi + XiAi + A′jXj + XjAj + (λi + λj)I < 0 (3.14)
44 Cap´ıtulo 3. Sistemas lineares variantes no tempo
o que e´ sempre mais conservador do que exigir a existeˆncia de Pj , j = 1, . . . , N tais que (3.9) seja satisfeita.
Comenta´rio 3.6 Quando os limitantes das taxas de variac¸a˜o dos paraˆmetros ρi, i = 1, . . . , N−1 na˜o sa˜o
conhecidos a priori, e´ poss´ıvel utilizar buscas lineares no espac¸o dos paraˆmetros ρi, i = 1, . . . , N − 1 para
estimar os limites de estabilidade do sistema. O modo mais simples de se efetuar a busca e´ impor que todos
os limitantes sa˜o iguais, isto e´, ρi = ρ, i = 1, . . . , N − 1, e usar procedimentos de busca unidimensional
(me´todo da bissec¸a˜o, por exemplo) para determinar o maior valor de ρ para o qual as condic¸o˜es do
Teorema 3.1 sa˜o verificadas. Quando mais limitantes ρi, i = 2, . . . , N − 1 precisam ser encontrados,
pode-se utilizar uma busca heur´ıstica. O ponto de partida para a investigac¸a˜o das ma´ximas taxas de
variac¸o˜es parame´tricas e´ testar o caso ρi = 0, i = 2, . . . , N − 1 (isto e´, caso de incertezas invariantes no
tempo). Se existir soluc¸a˜o para esse caso, enta˜o procure pelo valor ma´ximo de cada um dos ρi’s usando
bissec¸a˜o, fixando todos os outros ρi’s em zero. Esse procedimento define um hiper-retaˆngulo no espac¸o dos
limitantes das taxas de variac¸a˜o dos paraˆmetros que conte´m o domı´nio de estabilidade robusta. Enta˜o,
fixe alguns dos ρi’s em valores constantes, impondo ρj = ρ, j 6= i e procure novamente pelo ma´ximo ρ.
Repetindo esses passos, uma estimativa do domı´nio de estabilidade e´ obtida. E´ importante mencionar
que, para qualquer conjunto fixo de ρi’s, a existeˆncia de soluc¸a˜o para as LMIs do Teorema 3.1 garante a
estabilidade robusta do sistema incerto com taxas de variac¸o˜es parame´tricas limitadas por ρi’s.
Comenta´rio 3.7 E´ interessante notar que sistemas lineares variantes no tempo como (2.10), em que a
matriz dinaˆmica (2.11) possui dependeˆncia do tipo afim em paraˆmetros θ(t) supostos limitados, podem
ser reescritos na forma polito´pica (2.4), com N = 2L ve´rtices (L e´ o nu´mero de paraˆmetros θ(t)) dados
por
A1 = A¯0 + θ1A¯1 + . . . + θLA¯L
A2 = A¯0 + θ1A¯1 + . . . + θLA¯L
...
AN = A¯0 + θ1A¯1 + . . . + θLA¯L
(3.15)
e sempre existe uma relac¸a˜o linear entre θ˙(t) e α˙(t). Observe que ˙¯A(θ(t)) = A˙(α(t)), com A¯(θ(t)) dada
por (2.11) e A(α(t)) dada por (2.3), com (B1, B2, C, D1, D2)(α(t)) = (0,0,0,0,0). Por exemplo, no caso
de L = 1 paraˆmetro
θ˙1(t) = (θ1 − θ1)α˙1(t) (3.16)
ou, em termos dos limitantes,
| θ˙1(t) |≤| θ1 − θ1 | ρ1 (3.17)
No caso de L = 2 paraˆmetros,
θ˙1(t) = (θ1 − θ1)(α˙1(t) + α˙2(t))
θ˙2(t) = (θ2 − θ2)(α˙1(t) + α˙3(t))
(3.18)
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ou, em termos dos limitantes,
| θ˙1(t) |≤| θ1 − θ1 | (ρ1 + ρ2)
| θ˙2(t) |≤| θ2 − θ2 | (ρ1 + ρ3)
(3.19)
e assim sucessivamente.
Os exemplos nume´ricos a seguir ilustram como as condic¸o˜es do Teorema 3.1 produzem avaliac¸o˜es
menos conservadoras para os domı´nios de estabilidade quando comparadas a` estabilidade quadra´tica e
tambe´m como podem produzir melhores resultados do que a condic¸a˜o de [43].
Exemplo 3.1 Considere o sistema (2.4) com ve´rtices gerados aleatoriamente, dados por
A1 =
[
0.0085 0.0432
−0.6317 −0.2576
]
, A2 =
[ −1.4105 0.7307
0.4786 −0.3965
]
, A3 =
[ −0.5733 −0.4534
−0.9459 −1.0802
]
(3.20)
Esse sistema na˜o e´ quadraticamente esta´vel, isto e´, o Lema 2.1 na˜o fornece soluc¸a˜o. Por outro lado, o
Teorema 3.1 permite determinar o domı´nio de estabilidade do sistema em func¸a˜o das taxas de variac¸a˜o
dos paraˆmetros ρ1, ρ2 (lembrando que | α˙1(t) |≤ ρ1, | α˙2(t) |≤ ρ2, | α˙3(t) |≤ ρ1 + ρ2), conforme mostra a
Figura 3.1.
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Figura 3.1: Domı´nio de estabilidade do sistema (2.4) com ve´rtices (3.20) em func¸a˜o dos limitantes das
taxas de variac¸a˜o dos paraˆmetros.
As condic¸o˜es do Teorema 3.1 sa˜o fact´ıveis na regia˜o sombreada da Figura 3.1, indicando que o sistema e´
esta´vel para taxas de variac¸a˜o arbitrariamente grandes em α1(t) (medidas por elevados valores de ρ1) desde
que as variac¸o˜es em α2(t) permanec¸am pequenas (valores de ρ2 ≤ 0.1) e assim fornecendo informac¸o˜es
sobre o domı´nio de estabilidade do sistema que na˜o podem ser obtidas pela estabilidade quadra´tica do
Lema 2.1.
Exemplo 3.2 Seja o sistema na forma afim, com um paraˆmetro variante no tempo θ(t), descrito por
x˙(t) = (A0 + θ(t)Aθ)x(t) (3.21)
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em que a matriz
A0 =

 0.2231 1.6236 1.2540−1.3362 −0.7630 −1.5937
0.7143 0.8580 −1.5122

 (3.22)
representa o sistema nominal e a matriz associada a`s perturbac¸o˜es e´ dada por
Aθ =

 0 1 00 0 1
0 0 1

 (3.23)
Considere que o paraˆmetro pode assumir valores no intervalo 0 ≤ θ(t) ≤ θ¯. O Lema 2.1 (estabilidade
quadra´tica) e´ fact´ıvel para um limitante θ¯L21 = 0.26, indicando que o sistema e´ esta´vel no intervalo
0 ≤ θ(t) ≤ 0.26 para taxas de variac¸o˜es arbitra´rias em θ(t). Com o Teorema 3.1, sa˜o obtidos os valores
θ¯T31 = 0.26 para | θ˙(t) | arbitrariamente grande (igualando o resultado do Lema 2.1) e θ¯T31 = 0.62 para
| θ˙(t) |= 0 (caso invariante no tempo), permitindo melhorar a estimativa do domı´nio de estabilidade
do sistema (ou seja, detectar o sistema como esta´vel para valores maiores do limitante superior θ¯) pela
inclusa˜o dos limitantes da taxa de variac¸a˜o do paraˆmetro θ(t) na ana´lise.
Exemplo 3.3 O terceiro exemplo diz respeito a um sistema estudado na literatura em [118]
x˙(t) =
[
0 1
−(2 + p(t)) −1
]
x(t), 0 ≤ p(t) ≤ p¯ (3.24)
em que p(t) e´ um paraˆmetro incerto linear variante no tempo com um limitante superior p¯.
Esse exemplo foi estudado no contexto de taxas de variac¸a˜o p˙(t) arbitra´rias, em que a condic¸a˜o da
estabilidade quadra´tica (Lema 2.1) alcanc¸a p¯ = 3.82 como um valor ma´ximo para p(t), enquanto p¯ = 5.8
foi obtido em [118] e p¯ = 6.735 em [1], ambos utilizando func¸o˜es de Lyapunov quadra´ticas por partes. O
valor do limitante do paraˆmetro para uma func¸a˜o de Lyapunov poliedral [15] e´ p¯ = 6.0 e para func¸o˜es de
Lyapunov homogeˆneas [21] e´ p¯ = 6.79. O limite superior de p(t) pode ser aumentado consideravelmente
se taxas de variac¸o˜es limitadas p˙(t), dadas por | p˙(t) |≤ τ , forem levadas em considerac¸a˜o.
Note que o sistema (3.24) admite a forma polito´pica dada por A(α1(t)) = α1(t)A1 + (1 − α1(t))A2
com
A1 =
[
0 1
−2 −1
]
, p(t) = 0 , α1(t) = 1 (3.25)
A2 =
[
0 1
−(2 + p¯) −1
]
, p(t) = p¯ , α1(t) = 0 (3.26)
O paraˆmetro p(t) do sistema original e o paraˆmetro α1(t) do sistema na forma polito´pica sa˜o relacionados
por p(t) = (1− α1(t)) p¯. Portanto, p˙(t) = −p¯ α˙1(t) e | p˙(t) |= p¯ | α˙1(t) |. Como | α˙1(t) |≤ ρ1, tem-se
| p˙(t) |≤ p¯ ρ1 , τ (3.27)
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A Figura 3.2 mostra uma comparac¸a˜o entre os limites do domı´nio de estabilidade do sistema (3.24)
obtidos atrave´s da condic¸a˜o do Teorema 3.1 (linha cheia) e da condic¸a˜o baseada na multiconvexidade [43]
(linha tracejada). Para cada valor de p¯, as condic¸o˜es do Teorema 3.1 sa˜o usadas para estimar o valor
ma´ximo de ρ1 tal que | p˙(t) |≤ p¯ ρ1 = τ . O limitante τ tambe´m foi computado atrave´s das condic¸o˜es de
[43] para os mesmos valores de p¯. Note que o valor p¯ = 3.82 obtido atrave´s da estabilidade quadra´tica
(linha pontilhada vertical) foi detectado pelas condic¸o˜es do Teorema 3.1, bem como pela multiconvexidade
[43]. Pela Figura 3.2, observa-se que o Teorema 3.1 permanece fact´ıvel para valores maiores de τ quando
p¯ e´ mantido fixo, bem como para valores maiores de p¯, quando τ e´ mantido fixo. Portanto, o domı´nio
de estabilidade estimado com as condic¸o˜es do Teorema 3.1 (a´rea abaixo da linha cheia) e´ maior do que o
estimado pela multiconvexidade [43] (a´rea abaixo da linha tracejada).
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Figura 3.2: Domı´nios de estabilidade do sistema (3.24) computados pelo Teorema 3.1 (linha cont´ınua) e
pela multiconvexidade [43] (linha tracejada) em func¸a˜o do limitante superior p¯ do paraˆmetro incerto p(t)
e do limitante superior τ de p˙(t).
Exemplo 3.4 Considere o sistema na forma afim (exemplo 3.5 de [44])
x˙(t) =
(
A¯0 + θ1(t)A¯1 + θ2(t)A¯2
)
x(t) (3.28)
em que θ1 ≤ θ1(t) ≤ θ1 e θ2 ≤ θ2(t) ≤ θ2 representam, por exemplo, a rigidez e o amortecimento de
um sistema f´ısico. O sistema (3.28) pode ser descrito na forma polito´pica com quatro ve´rtices obtidos de
todas as combinac¸o˜es poss´ıves de valores ma´ximos e mı´nimos de θ1(t) e θ2(t). A relac¸a˜o linear entre os
limitantes das taxas de variac¸a˜o dos paraˆmetros do sistema originalmente na forma afim com os limitantes
dos paraˆmetros na representac¸a˜o polito´pica e´ dada por (3.19). Para 5 ≤ θ1(t) ≤ 10, 0.01 ≤ θ2(t) ≤ 0.1 e
A¯0 =
[
0 1
0 0
]
, A¯1 =
[
0 0
−1 0
]
, A¯2 =
[
0 0
0 −1
]
(3.29)
a condic¸a˜o da estabilidade quadra´tica do Lema 2.1 na˜o e´ fact´ıvel. A condic¸a˜o de multiconvexidade [43]
assegura que o sistema e´ esta´vel para | θ˙1(t) |≤ 0.100 e | θ˙2(t) | arbitrariamente grande, enquanto as con-
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dic¸o˜es do Teorema 3.1 verificam a estabilidade do sistema para | θ˙1(t) |≤ 0.105 e | θ˙2(t) | arbitrariamente
grande. Os resultados do Teorema 3.1 foram obtidos com ρ1 = 0, ρ2 = 0.0210 e ρ3 arbitrariamente grande
(por exemplo, ρ3 = 10
6) permitindo um aumento de 5% na estimativa de | θ˙1(t) |.
3.1.2 Custo garantido H∞
A abordagem utilizada para a ana´lise da estabilidade pode ser estendida para o coˆmputo de custos
garantidos H∞, fornecendo uma soluc¸a˜o para o Problema 2.2, conforme descreve o teorema a seguir.
Teorema 3.2 Dado um conjunto de paraˆmetros escalares reais ρi ≥ 0, i = 1, . . . , N − 1, se existirem
matrizes sime´tricas definidas positivas Pj ∈ Rn×n, j = 1, . . . , N tais que o problema de otimizac¸a˜o
min µ
sujeito a 

A′jPj + PjAj +
N−1∑
i=1
±ρi(Pi − PN ) PjB1j C ′1j
? −I D′1j
? ? −µI

 < 0
j = 1, . . . , N (3.30)


A′jPk + PkAj + A
′
kPj + PjAk + 2
N−1∑
i=1
±ρi(Pi − PN ) PkB1j + PjB1k C ′j + C ′k
? −2I D′1j + D′1k
? ? −2µI

 < 0
j = 1, . . . , N − 1 , k = j + 1, . . . , N (3.31)
tenha uma soluc¸a˜o, enta˜o o sistema (2.17)-(2.18) com taxas de variac¸o˜es parame´tricas limitadas (2.14)
e´ esta´vel com um custo garantido H∞ dado por γ =
√
µ∗, µ∗ = min µ, com uma matriz de Lyapunov
dependente de paraˆmetros na forma afim dada por (2.15).
Prova: Utilizando ide´ias ana´logas a`s apresentadas na prova do Teorema 3.1, com (A, B1, C, D1)(α(t))
dada por (2.3), (B2, D2)(α(t)) = (0,0) e P (α(t)) dada por (2.15), o lado esquerdo da expressa˜o (2.23)
pode ser reescrito como
N∑
j=1
αj(t)
2Mj +
N−1∑
j=1
N∑
k=j+1
αj(t)αk(t)Mjk (3.32)
com
Mj =


A′jPj + PjAj +
N−1∑
i=1
α˙i(t)(Pi − PN ) PjB1j C ′1j
? −I D′1j
? ? −µI

 (3.33)
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Mjk =


A′jPk + PkAj + A
′
kPj + PjAk + 2
N−1∑
i=1
α˙i(t)(Pi − PN ) PkB1j + PjB1k C ′j + C ′k
? −2I D′1j + D′1k
? ? −2µI

 (3.34)
Considerando os limitantes (2.14) tem-se que as condic¸o˜es do Teorema 3.2 sa˜o suficientes para garantir
que as matrizes Mj , Mjk dadas em (3.33) e (3.34) sejam definidas negativas, garantindo que (3.32) e´
definida negativa para αj(t) ≥ 0, j = 1, . . . , N ,
∑N
j=1 αj(t) = 1, o que assegura a estabilidade do sistema
com um custo garantido H∞ dado por γ =
√
µ∗, µ∗ = min µ.
Comenta´rios ana´logos aos comenta´rios 3.1 a 3.7 sa˜o va´lidos aqui.
Comenta´rio 3.8 A condic¸a˜o baseada na multiconvexidade [43] na˜o fornece estimativas confia´veis de
custo garantido H∞ pois as varia´veis extras usadas para permitir uma soluc¸a˜o nume´rica do problema de
estabilidade afetam o coˆmputo do custo garantido H∞.
Exemplos de aplicac¸a˜o do Teorema 3.2 sa˜o mostrados a seguir.
Exemplo 3.5 Considere o sistema (2.17)-(2.18) com N = 3 ve´rtices gerados aleatoriamente
A1 =

 −1.42 0.78 −0.300.63 −0.22 −0.66
−0.13 0.37 −1.38

 , A2 =

 −1.31 −0.01 −0.08−0.15 −0.06 −0.09
0.71 −0.07 −0.86

 ,
A3 =

 −0.57 −0.90 0.96−0.98 −0.99 0.10
−0.40 0.30 −1.58

 (3.35)
B11 = B12 = B13 =

 10
0

 , C1 = C2 = C3 = [ 0 0 1 ] , D11 = D12 = D13 = 0 (3.36)
Esse sistema na˜o e´ quadraticamente esta´vel e portanto na˜o e´ poss´ıvel computar um custo garantido
H∞ baseado na condic¸a˜o do Lema 2.2. Por outro lado, o Teorema 3.2 fornece estimativas de custos
garantidos H∞ para o sistema sujeito aos limitantes | α˙1(t) |≤ ρ1, | α˙2(t) |≤ ρ2 nas taxas de variac¸a˜o
dos paraˆmetros (lembrando que | α˙3(t) |≤ ρ1 + ρ2). Para ρ1 = ρ2 = 0 (caso invariante no tempo), o
Teorema 3.2 fornece γ = 6.4285. O mesmo valor de γ e´ obtido considerando os paraˆmetros ρ1 = 0,
0 ≤ ρ2 ≤ 104 ou ρ2 = 0, 0 ≤ ρ1 ≤ 104. E´ interessante notar que a estabilidade do sistema e os valores
de custos garantidos H∞ na˜o sa˜o afetados quando um dos paraˆmetros permanece invariante no tempo.
Entretanto, quando se considera o caso ρ1 = ρ2 = ρ, isto e´, todos os paraˆmetros do sistema variantes no
tempo, os valores dos custos garantidos H∞ calculados pelo Teorema 3.2 sa˜o fortemente afetados pelos
limitantes ρ1, ρ2, como mostra a Figura 3.3.
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Figura 3.3: Custos garantidos H∞ do sistema (2.17)-(2.18) com ve´rtices (3.35)-(3.36) em func¸a˜o dos
limitantes das taxas de variac¸a˜o dos paraˆmetros ρ1, ρ2.
Exemplo 3.6 Seja o modelo de um sistema massa-mola
x˙(t) =
[
0 1
−a(t) −b(t)
]
x(t) +
[
0
c
]
w(t) (3.37)
z(t) =
[
1 0
]
x(t) + 0 w(t) (3.38)
em que as varia´veis de estado sa˜o a posic¸a˜o x1(t) e a velocidade x2(t) da massa. Os paraˆmetros sa˜o
definidos como
a(t) =
Ks(t)
m
, b(t) =
Kv(t)
m
, c =
1
m
(3.39)
sendo Ks(t) o coeficiente de elasticidade da mola e Kv(t) o coeficiente de atrito da superf´ıcie na qual a
massa m (suposta perfeitamente conhecida e invariante no tempo) desliza.
Primeiro, considere o caso em que c = 1 com paraˆmetros variantes no tempo tais que
1 ≤ a(t) ≤ aM , 1 ≤ b(t) ≤ 10 (3.40)
O sistema admite uma representac¸a˜o polito´pica com N = 4 ve´rtices dados por todas as combinac¸o˜es
de valores ma´ximos e mı´nimos de a(t) e b(t). As relac¸o˜es entre os limitantes das taxas de variac¸a˜o dos
paraˆmetros do sistema original e da representac¸a˜o polito´pica sa˜o dadas por | a˙(t) |≤| 1− aM | (ρ1 + ρ2) e
| b˙(t) |≤ 9(ρ1 +ρ3). A Figura 3.4 mostra os custos garantidos H∞ para o sistema calculados pela condic¸a˜o
da estabilidade quadra´tica do Lema 2.2 e atrave´s das condic¸o˜es do Teorema 3.2 com ρ1 = ρ2 = ρ3 = ρ,
para aM = 2, aM = 3 e aM = 4. As linhas horizontais pontilhadas representam os valores de custos
garantidos H∞ obtidos atrave´s da estabilidade quadra´tica para aM = 2 (γ = 2.1213) e para aM = 3
(γ = 3.3551). Na˜o ha´ soluc¸a˜o fact´ıvel pela condic¸a˜o do Lema 2.2 (estabilidade quadra´tica) para aM ≥ 4.
Note que, para 0 ≤ ρ ≤ 3, os custos garantidos H∞ dados pelo Teorema 3.2 sa˜o sempre menores do que os
valores obtidos com a estabilidade quadra´tica. Para valores de aM tais que o sistema e´ quadraticamente
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Figura 3.4: Custos garantidosH∞ do sistema (3.37)-(3.38) em func¸a˜o dos limitantes das taxas de variac¸o˜es
dos paraˆmetros ρ1 = ρ2 = ρ3 = ρ.
esta´vel, os custos garantidos H∞ obtidos pelo Teorema 3.2 tendem aos valores obtidos pela estabilidade
quadra´tica quando ρ cresce. Mesmo no caso em que a estabilidade quadra´tica do Lema 2.2 na˜o e´ verificada,
como por exemplo para aM = 4, o Teorema 3.2 fornece estimativas de custos garantidos H∞.
Considere agora a situac¸a˜o em que os dois paraˆmetros incertos variantes no tempo a(t) e b(t) assumem
valores nos intervalos 1 ≤ a(t) ≤ 4, 1 ≤ b(t) ≤ 10. Nesse caso, o sistema (3.37)-(3.38) admite uma
representac¸a˜o polito´pica com ve´rtices dados por
A1 =
[
0 1
−1 −1
]
, A2 =
[
0 1
−1 −10
]
, A3 =
[
0 1
−4 −1
]
, A4 =
[
0 1
−4 −10
]
(3.41)
e (B1, C, D1)j , j = 1, . . . , 4, dados pelas matrizes correspondentes no sistema original (3.37)-(3.38). A
relac¸a˜o linear entre os limitantes das taxas de variac¸a˜o dos paraˆmetros do sistema original (forma afim)
e os limitantes das taxas de variac¸a˜o dos paraˆmetros da representac¸a˜o polito´pica e´ dada por
|a˙(t)| ≤ 3(ρ1 + ρ2) , |b˙(t)| ≤ 9(ρ1 + ρ3) (3.42)
As condic¸o˜es do Teorema 3.2 podem computar custos garantidos H∞ para esse sistema como uma func¸a˜o
de ρ1, ρ2 e ρ3, denotados por γ(ρ1, ρ2, ρ3). Por exemplo, γ(0, 0, 0) = 1.1547 (caso invariante no tempo)
e γ(10, 10, 10) = 76.5834, correspondendo a |a˙(t)| ≤ 60 e |b˙(t)| ≤ 180. No caso de ρ1 = ρ3 = 0 e ρ2
arbitrariamente grande (isto e´, b˙(t) = 0), bem como quando ρ1 = ρ2 = 0 e ρ3 e´ arbitrariamente grande
(isto e´, a˙(t) = 0), as condic¸o˜es do Teorema 3.2 permitem determinar custos garantidos γ(0, 104, 0) =
γ(0, 0, 104) = 1.1547, indicando que a estabilidade e o valor do custo garantido H∞ do sistema original
(3.37)-(3.38) na˜o sa˜o afetados quando um dos paraˆmetros (tanto a(t) quanto b(t)) for invariante no tempo.
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3.1.3 Estabilizabilidade
O teorema a seguir fornece uma condic¸a˜o descrita em termos de LMIs para o ca´lculo de um ganho
estabilizante do tipo LPV para resolver o Problema 2.3.
Teorema 3.3 Se existir uma matriz sime´trica definida positiva W ∈ Rn×n e matrizes Zj ∈ Rm×n,
j = 1, . . . , N , tais que
Qj , AjW + WA
′
j + B2jZj + Z
′
jB
′
2j < 0, j = 1, . . . , N (3.43)
Qjk , (Aj + Ak)W + W (Aj + Ak)
′ + B2jZk + Z
′
kB
′
2j + B2kZj + Z
′
jB
′
2k < 0,
j = 1, . . . , N − 1 , k = j + 1, . . . , N (3.44)
enta˜o a lei de controle u(t) = K(α(t))x(t) com ganhos LPV dados por
K(α(t)) =
N∑
j=1
αj(t)Kj ,
N∑
j=1
αj(t) = 1 , αj(t) ≥ 0 , j = 1, . . . , N (3.45)
Kj = ZjW
−1 , j = 1, . . . , N (3.46)
assegura a estabilidade do sistema em malha fechada (2.29)-(2.30) sujeito a taxas de variac¸o˜es parame´-
tricas arbitra´rias, com uma func¸a˜o de Lyapunov quadra´tica (2.9), sendo P = W−1.
Prova: Considere o lado esquerdo da expressa˜o (2.31). Substituindo a expressa˜o Acl(α(t)) por A(α(t))+
B2(α(t))K(α(t)), fazendo P (α(t)) = P (o que implica P˙ (α(t)) = 0) e pre´ e po´s-multiplicando a expressa˜o
resultante por P−1 = W tem-se
(
A(α(t)) + B2(α(t))K(α(t)
)
W + W
(
A(α(t)) + B2(α(t))K(α(t)
)
′
(3.47)
Com a transformac¸a˜o de varia´veis Z(α(t)) = K(α(t))W , (3.47) pode ser reescrita como
A(α(t))W + WA(α(t))′ + B2(α(t))Z(α(t)) + Z(α(t))
′B2(α(t))
′ (3.48)
Levando em conta que
∑N
j=1 αj(t) = 1 e efetuando os produtos de varia´veis dependentes de α(t), pode-se
expressar (3.48) como
∑N
j=1 αj(t)
2Qj +
∑N−1
j=1
∑N
k=j+1 αj(t)αk(t)Qjk com Qj dada por (3.43) e Qjk dada
por (3.44). Impondo as condic¸o˜es do Teorema 3.3 tem-se que (2.31) e´ definida negativa para αj(t) ≥ 0,
j = 1, . . . , N , o que assegura a estabilidade quadra´tica do sistema em malha fechada.
Comenta´rio 3.9 O Teorema 3.3 fornece uma condic¸a˜o convexa com 1 + N(N + 1)/2 LMIs (incluindo
W > 0) cuja soluc¸a˜o permite determinar um ganho LPV que garante a estabilidade quadra´tica do sistema
em malha fechada.
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Comenta´rio 3.10 Note que na˜o ha´ necessidade de discretizar o espac¸o parame´trico para o ca´lculo do
ganho K(α(t)). Considerando que os paraˆmetros α(t) esta˜o dispon´ıveis em tempo real, o ganho LPV
e´ calculado pela combinac¸a˜o linear das matrizes Kj , j = 1, . . . , N , com Kj = ZjW
−1, sendo Zj e W
soluc¸o˜es de (3.43)-(3.44). No caso de implementac¸a˜o pra´tica do controlador, e´ poss´ıvel calcular os ganhos
Kj a priori e armazena´-los para que K(α(t)) seja atualizado em tempo real.
Comenta´rio 3.11 As condic¸o˜es do Teorema 3.3 conteˆm a condic¸a˜o do Lema 2.3, ja´ que e´ poss´ıvel
recuperar (2.33) fazendo Zj = Z, j = 1, . . . , N em (3.43)-(3.44). As varia´veis Zj das condic¸o˜es do
Teorema 3.3 fornecem um grau de liberdade adicional no projeto, permitindo estabilizar quadraticamente
atrave´s de ganhos do tipo LPV sistemas que na˜o sa˜o estabiliza´veis com ganhos fixos calculados pela
condic¸a˜o do Lema 2.3.
Comenta´rio 3.12 Em [12], [23], [68], uma classe de controladores LPV baseados na estabilidade qua-
dra´tica aplicados a sistemas lineares variantes no tempo na forma polito´pica foi estudada, mas apenas
para o caso em que algumas matrizes do sistema sa˜o supostas fixas e invariantes no tempo, tornando o
problema de s´ıntese convexo, evitando a necessidade de interpolac¸o˜es entre ganhos localmente estabili-
zantes. Observe que, diferentemente de condic¸o˜es anteriores da literatura, o Teorema 3.3 e´ va´lido para o
sistema (2.27) no caso em que todas as matrizes sa˜o supostas variantes no tempo de forma arbitra´ria.
Comenta´rio 3.13 Foi demonstrado recentemente em [14] que, para taxas de variac¸a˜o arbitra´rias dos pa-
raˆmetros, a existeˆncia de um controlador estabilizante do tipo LPV implica a existeˆncia de um controlador
estabilizante de ganho fixo (robusto), mas na˜o existe um procedimento sistema´tico para a determinac¸a˜o
deste controlador. Outras classes de func¸o˜es de Lyapunov como as func¸o˜es quadra´ticas por partes podem
tambe´m ser utilizadas para sistemas com paraˆmetros que variam de forma arbitra´ria para o caso de um
sistema linear variante no tempo descrito pela combinac¸a˜o convexa de dois pontos de operac¸a˜o [118], mas
a complexidade computacional para resolver os problemas de ana´lise e s´ıntese e´ geralmente alta [1], [63].
O exemplo a seguir ilustra como e´ poss´ıvel reduzir o conservadorismo da s´ıntese baseada em func¸o˜es
de Lyapunov quadra´ticas utilizando uma estrate´gia de controle LPV.
Exemplo 3.7 Seja o sistema linear variante no tempo (2.27) com N = 4 ve´rtices gerados aleatoriamente
A1 =

 −0.0505 −0.8622 −0.07560.2141 −0.2204 −0.6339
0.1507 −0.2629 −0.8448

 , A2 =

 −0.5855 0.0137 0.4352−0.4456 0.0045 −0.7803
−0.3795 0.1126 −1.0154

 (3.49)
A3 =

 −1.3094 −0.6297 0.5251−0.2418 −1.7352 −0.7128
0.7354 0.7466 −0.2276

 , A4 =

 −0.5865 −0.6177 0.8235−0.7109 −1.0169 0.8893
−0.5673 −0.7368 −0.6332

 (3.50)
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B21 =

 11
1

 , B22 =

 01
0

 , B23 =

 10
0

 , B24 =

 22
1

 (3.51)
Na investigac¸a˜o da estabilizabilidade quadra´tica do sistema, o Lema 2.3 na˜o fornece soluc¸a˜o ao pro-
blema, isto e´, a condic¸a˜o (2.33) na˜o fornece um ganho fixo quadraticamente estabilizante. Por outro lado,
as condic¸o˜es do Teorema 3.3 fornecem um ganho LPV dado por (3.45)-(3.46) com
K1 =
[ −4.3803 −11.7593 −2.8405 ] , K2 = [ −3.4797 −9.4745 −2.4182 ]
K3 =
[ −2.2846 −7.2602 −2.4343 ] , K4 = [ −0.9670 −2.9866 −1.5687 ] (3.52)
e a estabilidade quadra´tica do sistema em malha fechada e´ assegurada pela func¸a˜o de Lyapunov v(x(t)) =
x(t)′Px(t), P = W−1 com
W =

 234.8925 −71.5817 −27.1291−71.5817 32.7558 4.7304
−27.1291 4.7304 45.9249


Considere a estabilizac¸a˜o do sistema (2.27) com taxas de variac¸o˜es parame´tricas limitadas, conforme
descrito no Problema 2.4. Uma soluc¸a˜o LMI para o problema e´ apresentada no teorema a seguir.
Teorema 3.4 Dado um conjunto de paraˆmetros escalares reais ρi ≥ 0, i = 1, . . . , N − 1, se existirem
matrizes sime´tricas definidas positivas Wj ∈ Rn×n e matrizes Zj ∈ Rm×n, j = 1, . . . , N , tais que
AjWj + WjA
′
j + B2jZj + Z
′
jB
′
2j +
N−1∑
i=1
±ρi(Wi −WN ) < 0
j = 1, . . . , N
(3.53)
AjWk + WkA
′
j + AkWj + WjA
′
k + B2jZk + Z
′
kB
′
2j + B2kZj + Z
′
jB
′
2k + 2
N−1∑
i=1
±ρi(Wi −WN ) < 0
j = 1, . . . , N − 1 , k = j + 1, . . . , N
(3.54)
enta˜o a lei de controle de realimentac¸a˜o de estados u(t) = K(α(t))x(t) com ganhos dependentes de paraˆ-
metros
K(α(t)) = Z(α(t))W (α(t))−1 (3.55)
Z(α(t)) =
N∑
j=1
αj(t)Zj , W (α(t)) =
N∑
j=1
αj(t)Wj ,
N∑
j=1
αj(t) = 1, αj(t) ≥ 0, j = 1, . . . , N (3.56)
assegura a estabilidade do sistema em malha fechada (2.29)-(2.30) sujeito a taxas de variac¸o˜es parame´-
tricas limitadas (2.14) com uma matriz de Lyapunov dependente de paraˆmetros P (α(t)) = W (α(t))−1.
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Prova: Multiplicando (2.31) a` esquerda e a` direita por P (α(t))−1 e fazendo as trocas de varia´veis
W (α(t)) = P (α(t))−1 , Z(α(t)) = K(α(t))W (α(t)) (3.57)
o lado esquerdo da expressa˜o resultante pode ser reescrito como
R(α(t)) = A(α(t))W (α(t)) + W (α(t))A(α(t))′
+ B2(α(t))Z(α(t)) + Z(α(t))
′B2(α(t))
′ + W (α(t))P˙ (α(t))W (α(t)) (3.58)
De (3.57), P (α(t))W (α(t)) = I, implicando que P˙ (α(t)) = −W (α(t))−1W˙ (α(t))W (α(t))−1, o que permite
escrever (3.58) como
R(α(t)) = A(α(t))W (α(t))+W (α(t))A(α(t))′+B2(α(t))Z(α(t))+Z(α(t))
′B2(α(t))
′−W˙ (α(t)) (3.59)
Usando (A, B2)(α(t)) dados por (2.3) com (B1, C, D1, D2)(α(t)) = (0,0,0,0), as expresso˜es de Z(α(t)),
W (α(t)) dadas por (3.56) e efetuando os produtos das varia´veis dependentes de α(t), tem-se
R(α(t)) =
N∑
j=1
α2j (t)
(
AjWj + WjA
′
j + B2jZj + Z
′
jB
′
2j
)
+
N−1∑
j=1
N∑
k=j+1
αj(t)αk(t)
(
AjWk + WkA
′
j + AkWj + WjA
′
k
+ B2jZk + Z
′
kB
′
2j + B2kZj + Z
′
jB
′
2k
)− N∑
j=1
α˙j(t)Wj (3.60)
Uma vez que
(∑N
j=1 αj(t)
)2
=
∑N
j=1 α
2
j (t) + 2
∑N−1
j=1
∑N
k=j+1 αj(t)αk(t) = 1 e´ poss´ıvel reescrever (3.60)
como
R(α(t)) =
N∑
j=1
α2j (t)
(
AjWj + WjA
′
j + B2jZj + Z
′
jB
′
2j −
N∑
j=1
α˙j(t)Wj
)
+
N−1∑
j=1
N∑
k=j+1
αj(t)αk(t)
(
AjWk + WkA
′
j + AkWj + WjA
′
k
+ B2jZk + Z
′
kB
′
2j + B2kZj + Z
′
jB
′
2k − 2
N∑
j=1
α˙j(t)Wj
)
(3.61)
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Levando em conta que α˙N (t) = −
∑N−1
i=1 α˙i(t) e
∑N
j=1 α˙j(t)Wj =
∑N−1
i=1 α˙i(t)(Wi −WN ), (3.61) pode ser
expressa como
R(α(t)) =
N∑
j=1
α2j (t)
(
AjWj + WjA
′
j + B2jZj + Z
′
jB
′
2j −
N−1∑
i=1
α˙i(t)(Wi −WN )
)
+
N−1∑
j=1
N∑
k=j+1
αj(t)αk(t)
(
AjWk + WkA
′
j + AkWj + WjA
′
k
+ B2jZk + Z
′
kB
′
2j + B2kZj + Z
′
jB
′
2k − 2
N−1∑
i=1
α˙i(t)(Wi −WN )
)
(3.62)
Considerando os limitantes das taxas de variac¸a˜o dos paraˆmetros (2.14), as condic¸o˜es (3.53)-(3.54) sa˜o
suficientes para garantir que R(α(t)) seja definida negativa para αj(t) ≥ 0,
∑N
j=1 αj(t) = 1, verificando a
condic¸a˜o de estabilizabilidade (2.31).
Comenta´rio 3.14 As condic¸o˜es do Teorema 3.4 fornecem uma maneira sistema´tica de calcular ganhos
escalonados K(α(t)) que estabilizam o sistema variante no tempo (2.27) sujeito a taxas de variac¸o˜es
parame´tricas limitadas (2.14)-(2.16) conhecidas a priori. Na˜o ha´ necessidade de discretizac¸a˜o do espac¸o
parame´trico [99], [104], [105], nem de hipo´teses restritivas sobre a estrutura das incertezas [4], [61], [85],
[102], [103], como e´ usual em muitas abordagens de ganho escalonado da literatura. As condic¸o˜es (3.53)-
(3.54) sa˜o descritas por N + N2N−1 + N(N − 1)2N−2 LMIs (incluindo Wj > 0 , j = 1 . . . N) e, dado o
nu´mero de ve´rtices N , o problema pode ser resolvido por algoritmos de tempo polinomial [44].
Comenta´rio 3.15 Argumentos ana´logos aos utilizados no Comenta´rio 3.3 sa˜o va´lidos aqui para mostrar
que as condic¸o˜es do Teorema 3.4 conteˆm a estabilizabilidade quadra´tica. Por exemplo, se a condic¸a˜o do
Lema 2.3 for fact´ıvel (com matrizes W e Z soluc¸o˜es de (2.33)) enta˜o as condic¸o˜es do Teorema 3.4 sera˜o
fact´ıveis com Wj = W , Zj = Z, j = 1, . . . , N para valores arbitra´rios de ρi, i = 1, . . . , N − 1. Da
mesma forma, se as condic¸o˜es do Teorema 3.3 forem fact´ıveis tendo como soluc¸a˜o Zj , j = 1, . . . , N e W ,
o Teorema 3.4 sera´ fact´ıvel com essas matrizes, para quaisquer valores de ρi, i = 1, . . . , N − 1. Por outro
lado, se as condic¸o˜es do Teorema 3.4 fornecem soluc¸a˜o para ρi, i = 1, . . . , N − 1 arbitrariamente grandes,
esta soluc¸a˜o sera´ um conjunto de matrizes Zj , j = 1, . . . , N que podem tender ou na˜o a uma matriz fixa Z
e matrizes Wj , j = 1, . . . , N que tendem para uma matriz fixa W , indicando que a estabilidade do sistema
sujeito a taxas de variac¸a˜o arbitra´rias e´ assegurada por uma func¸a˜o de Lyapunov quadra´tica. Nesse caso,
se as matrizes Zj , j = 1, . . . , N tendem a uma matriz fixa Z, os ganhos estabilizantes tendem a ganhos
fixos. Se Zj , j = 1, . . . , N na˜o tendem a uma matriz fixa Z enta˜o os ganhos estabilizantes sera˜o do tipo
LPV.
Comenta´rio 3.16 No caso de implementac¸a˜o pra´tica da lei de controle com ganhos dependentes de
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paraˆmetros obtidos com o Teorema 3.4, pode-se calcular e armazenar Wj , Zj , j = 1, . . . , N soluc¸o˜es
de (3.53)-(3.54) e, conhecendo os paraˆmetros do sistema α(t) em tempo real, determinam-se Z(α(t)) e
W (α(t)) por (3.56) e o ganho K(α(t)) por (3.55).
Comenta´rio 3.17 Muitas vezes os sistemas variantes no tempo que representam sistemas f´ısicos sa˜o
expressos com dependeˆncia afim em paraˆmetros variantes no tempo θ(t), que sa˜o supostos limitados e
conhecidos em tempo real. Nesse caso, existe uma relac¸a˜o linear entre os paraˆmetros do sistema original
θ(t) e os paraˆmetros da representac¸a˜o polito´pica α(t), bem como entre os limitantes das taxas de variac¸a˜o
desses paraˆmetros, conforme descrito no Comenta´rio 3.7. Assim, conhecendo os paraˆmetros θ(t) em tempo
real, e´ poss´ıvel obter α(t) atrave´s de uma transformac¸a˜o linear e os ganhos dependentes de paraˆmetros
calculados pelas condic¸o˜es do Teorema 3.4 podem ser aplicados ao controle de sistemas na forma afim.
Observac¸o˜es ana´logas a`s do Comenta´rio 3.6 sa˜o va´lidas para a investigac¸a˜o da estabilizac¸a˜o do sistema
por meio de ganhos dependentes de paraˆmetros no caso em que os limitantes ρi, i = 1, . . . , N − 1 na˜o sa˜o
dados a priori.
Comenta´rio 3.18 No caso particular em que os limitantes das taxas de variac¸o˜es parame´tricas na˜o
sa˜o conhecidos a priori mas sabe-se que os paraˆmetros variam lentamente, e´ poss´ıvel projetar um ga-
nho dependente de paraˆmetros resolvendo (3.53)-(3.54) com
∑N−1
i=1 ±ρi(Wi − WN ) = 0 e, a posteriori,
determinar-se um limitante δ > 0 tal que | W˙ (α(t)) |≤ δI, para o qual esse ganho e´ va´lido, o que reduz a
complexidade nume´rica do problema.
Impondo estruturas especiais a`s matrizes Wj , Zj , j = 1, . . . , N do Teorema 3.4 e´ poss´ıvel tratar pro-
blemas de controle sob restric¸o˜es de estrutura como controle descentralizado e controle por realimentac¸a˜o
de sa´ıda, conforme descrevem os corola´rios a seguir.
Corola´rio 3.1 Suponha o sistema (2.27) composto por M subsistemas interconectados. Se existirem
matrizes sime´tricas definidas positivas Wj ∈ Rn×n e matrizes Zj ∈ Rm×n, j = 1, . . . , N com estrutura
bloco diagonal (bloc-diag) dadas por
Wj = bloc-diag{W 1j , . . . , WMj }, Zj = bloc-diag{Z1j , . . . , ZMj } (3.63)
tais que as condic¸o˜es do Teorema 3.4 sejam fact´ıveis, enta˜o o ganho descentralizado dependente de paraˆ-
metros
KD(α(t)) = bloc-diag{K(α(t))1, . . . , K(α(t))M} (3.64)
estabiliza o sistema em questa˜o.
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Corola´rio 3.2 Suponha que a sa´ıda do sistema y(t) ∈ Rp seja dada por y(t) = [ Ip 0 ]x(t). Se
existirem matrizes sime´tricas definidas positivas Wj ∈ Rn×n e matrizes Zj ∈ Rm×n, j = 1, . . . , N da
forma
Zj =
[
Z1j 0
]
, Wj =
[
W 1j 0
0 W 2j
]
(3.65)
com Z1j ∈ Rm×p, W 1j ∈ Rp×p e W 2j ∈ R(n−p)×(n−p), j = 1, . . . , N tais que as condic¸o˜es do Teorema 3.4
sejam fact´ıveis enta˜o o ganho de realimentac¸a˜o de sa´ıda
KS(α(t)) = (
N∑
j=1
αj(t)Zj)(
N∑
j=1
αj(t)Wj)
−1 (3.66)
estabiliza o sistema em questa˜o.
E´ interessante lembrar que sempre existe uma transformac¸a˜o de similaridade que permite transformar
a matriz de sa´ıda C de um sistema linear em uma matriz de sa´ıda
[
Ip 0
]
.
Alguns exemplos do uso das condic¸o˜es do Teorema 3.4 e dos seus corola´rios para a estabilizac¸a˜o de
sistemas lineares variantes no tempo com paraˆmetros com taxas de variac¸a˜o limitadas sa˜o apresentados
na sequ¨eˆncia.
Exemplo 3.8 Considere o sistema (2.27) com N = 2 ve´rtices gerados aleatoriamente
A1 =
[
0.2 −0.8
0.3 −1.3
]
, B21 =
[
0.4
0.8
]
(3.67)
A2 =
[
0.0 −0.3
0.5 0.0
]
, B22 =
[
0.3
0.1
]
(3.68)
com α2(t) = 1 − α1(t), | α˙1(t) |=| α˙2(t) |≤ ρ1. Esse sistema na˜o e´ quadraticamente estabiliza´vel pela
condic¸a˜o do Lema 2.3 (ganho fixo) nem pelas condic¸o˜es do Teorema 3.3 (ganho LPV). Por outro lado, as
condic¸o˜es do Teorema 3.4 permitem determinar ganhos dependentes de paraˆmetros K(α1(t)) que garantem
a estabilidade do sistema em malha fechada para taxas de variac¸a˜o limitadas no paraˆmetro α1(t).
Para uma comparac¸a˜o do desempenho da estrate´gia de ganho escalonado do Teorema 3.4 com uma
estrate´gia de ganho escalonado convencional baseada na interpolac¸a˜o de controladores que estabilizam
o sistema localmente, considere α1(t) = 0.5 + 0.5 sin(2t), tal que | α˙1(t) |≤ ρ1 = 1. As condic¸o˜es do
Teorema 3.4 fornecem a soluc¸a˜o
W1 =
[
52.3249 21.6632
21.6632 10.2517
]
, Z1 =
[ −11.7960 −47.6387 ] (3.69)
W2 =
[
44.3201 12.2531
12.2531 4.8696
]
, Z2 =
[ −47.2555 −96.3004 ] (3.70)
que permitem calcular o ganho dependente de paraˆmetros atrave´s da expressa˜o
K(α1(t)) =
(
α1(t)Z1 + (1− α1(t))Z2
)(
α1(t)W1 + (1− α1(t))W2
)
−1
(3.71)
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Figura 3.5: Elementos do ganho dependente de paraˆmetros (3.71) como func¸o˜es na˜o-lineares de α1(t) para
o sistema (2.27) com ve´rtices (3.67)-(3.68), ρ1 = 1.
Os elementos do ganho K(α1(t)) sa˜o func¸o˜es na˜o-lineares de α1(t), conforme mostra a Figura 3.5.
Utilizando uma te´cnica de alocac¸a˜o de po´los para computar ganhos de realimentac¸a˜o de estados que
estabilizam cada ve´rtice de forma independente, e´ poss´ıvel alocar os po´los de malha fechada do ve´rtice
#1 em (−10,−20) e do ve´rtice #2 em (−30,−40) atrave´s dos ganhos
K1 =
[
2014.65 −1043.45 ] , K2 = [ 2280.94 −7542.81 ] (3.72)
que podem ser usados para fornecer a estrate´gia de ganho escalonado por interpolac¸a˜o
KI(α1(t)) = α1(t)K1 + (1− α1(t))K2 (3.73)
A Figura 3.6 mostra a simulac¸a˜o da resposta temporal do sistema em malha fechada sujeito a` estrate´gia
baseada no ganho na˜o-linear (3.71) (Teorema 3.4) e a` estrate´gia de interpolac¸a˜o linear (3.73), tendo como
condic¸a˜o inicial x(0) = [1 1]′, marcada com ∗ nos planos de fase. Embora o sistema sujeito a` estrate´gia de
controle com ganho interpolado KI(α(t)) na˜o seja insta´vel, seu desempenho e´ claramente pior do que o do
sistema sujeito a` estrate´gia de controle com o ganho dependente de paraˆmetros obtido com o Teorema 3.4,
que na˜o requer o uso de discretizac¸o˜es nem de interpolac¸o˜es.
Exemplo 3.9 Seja o sistema (2.27) com N = 3 ve´rtices gerados aleatoriamente
A1 =

 0.4615 0.0041 0.09520.7684 −0.0633 0.9556
0.1943 0.6249 0.2818

 , B21 =

 0.76520.7489
0.9525

 (3.74)
A2 =

 −0.0207 0.3513 0.40030.8288 0.2590 0.9077
0.6369 0.1098 −0.0047

 , B22 =

 0.92740.4693
0.3157

 (3.75)
A3 =

 0.4992 0.3527 0.11250.3698 0.7311 0.3518
0.2291 0.7293 0.3262

 , B23 =

 0.39070.1346
0.1496

 (3.76)
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Figura 3.6: Trajeto´rias e planos de fase do sistema (2.27) com ve´rtices (3.67)-(3.68), ρ1 = 1, controlado
por ganho dependente de paraˆmetros baseado em interpolac¸a˜o linear, dado por (3.73) (acima) e controlado
pela estrate´gia de ganho dependente de paraˆmetros com elementos na˜o-lineares obtida com o Teorema 3.4
(abaixo).
Esse sistema na˜o e´ quadraticamente estabiliza´vel atrave´s da condic¸a˜o do Lema 2.3 (ganhos fixos) nem
com as condic¸o˜es do Teorema 3.3 (ganhos LPV). Entretanto, as condic¸o˜es do Teorema 3.4 podem fornecer
ganhos estabilizantes para o sistema quando as taxas de variac¸a˜o dos paraˆmetros se encontram na regia˜o
sombreada mostrada na Figura 3.7 (lembrando que | α˙1(t) |≤ ρ1, | α˙2(t) |≤ ρ2, | α˙3(t) |≤ ρ1 + ρ2).
Quando o paraˆmetro α1(t) e´ considerado invariante no tempo (ρ1 = 0), o sistema e´ estabiliza´vel atrave´s
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Figura 3.7: Domı´nio de estabilizabilidade (a´rea sombreada) do sistema (2.27) com ve´rtices (3.74)-(3.76)
obtido atrave´s das condic¸o˜es do Teorema 3.4 em func¸a˜o dos limitantes das derivadas dos paraˆmetros do
sistema ρ1 e ρ2.
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das condic¸o˜es do Teorema 3.4 para valores de ρ2 arbitrariamente grandes. De fato, esse comportamento
ocorre ate´ ρ1 = 11.8. As mesmas considerac¸o˜es sa˜o va´lidas para 0 ≤ ρ2 ≤ 13.4. Em outras palavras, esse
sistema na˜o quadraticamente estabiliza´vel pelo Lema 2.3 nem pelo Teorema 3.3 pode ser estabilizado por
um ganho dependente de paraˆmetros K(α(t)) calculado atrave´s do Teorema 3.4 inclusive para taxas de
variac¸a˜o arbitrariamente grandes em alguns dos paraˆmetros.
Exemplo 3.10 Este exemplo trata o problema de controle por realimentac¸a˜o de sa´ıda. Considere o
sistema (2.27) com ve´rtices dados por
A1 =
[
0.4886 0.1740
0.8502 −0.0006
]
, B21 =
[
0.5841
0.0812
]
(3.77)
A2 =
[
0.7794 0.8577
0.5147 −0.0392
]
, B22 =
[
0.2725
0.7584
]
(3.78)
e com sa´ıda y(t) =
[
1 0
]
x(t). O objetivo e´ obter um ganho para um controlador por realimentac¸a˜o de
sa´ıda usando as considerac¸o˜es do Corola´rio 3.2. A condic¸a˜o do Lema 2.3 (estabilizabilidade quadra´tica)
falha na determinac¸a˜o de um ganho fixo com estrutura K = [k11 0]. As condic¸o˜es do Teorema 3.4
permitem calcular ganhos estabilizantes na forma K(α1(t)) = [k11(α1(t)) 0] para o sistema em questa˜o,
com α2(t) = 1 − α1(t), | α˙1(t) |≤ ρ1. Por exemplo, para ρ1 = 1, as condic¸o˜es do Teorema 3.4 fornecem
como soluc¸a˜o
Z1 =
[ −54.2336 0 ] , Z2 = [ −38.8358 0 ] (3.79)
W1 =
[
0.4394 0
0 30.4217
]
, W2 =
[
6.1898 0
0 30.4127
]
(3.80)
o que permite determinar o elemento k11(α1(t)) do ganho dependente de paraˆmetros na˜o-linear mostrado
pela curva a na Figura 3.8. Para ρ1 = 10000, as condic¸o˜es do Teorema 3.4 teˆm como soluc¸a˜o
Z1 =
[ −69.5612 0 ] , Z2 = [ −45.4018 0 ] (3.81)
W1 ' W2 =
[
0.6066 0
0 40.4422
]
(3.82)
que possibilita calcular o ganho k11(α1(t)) linear mostrado pela curva b na Figura 3.8 (veja Comenta´-
rio 3.15). E´ interessante mencionar que as condic¸o˜es do Teorema 3.3 (estabilidade quadra´tica com ganhos
LPV) tambe´m sa˜o fact´ıveis para o controle com restric¸a˜o de estrutura em questa˜o, resultando na soluc¸a˜o
Z1 =
[ −123.0399 0 ] , Z2 = [ −79.9002 0 ] (3.83)
W =
[
0.7713 0
0 54.9110
]
(3.84)
com k11(α1(t)) mostrado pela curva c na Figura 3.8.
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Figura 3.8: Elemento k11(α1(t)) do ganho estabilizante (k12(α1(t)) = 0) para o sistema (2.27) com ve´rtices
(3.77)-(3.78) sujeito ao controle por realimentac¸a˜o de sa´ıda calculado pelo Teorema 3.4 com ρ1 = 1 (curva
a) e com ρ1 = 10000 (curva b) e pela estabilidade quadra´tica (taxas de variac¸a˜o arbitra´rias) do Teorema 3.3
(curva c).
3.1.4 Controle H∞
O teorema a seguir apresenta uma soluc¸a˜o LMI para o Problema 2.5 de coˆmputo de controle H∞ para
o sistema sujeito taxas de variac¸o˜es parame´tricas arbitra´rias.
Teorema 3.5 Se existir uma matriz sime´trica definida positiva W ∈ Rn×n e matrizes Zj ∈ Rm×n,
j = 1, . . . , N , tais que o problema de otimizac¸a˜o
min µ
sujeito a
Rj ,

AjW +WA′j + B2jZj +Z ′jB′2j B1j WC ′j + Z ′jD′2j? −I D′1j
? ? −µI

 < 0
j = 1, . . . , N
(3.85)
Rjk ,

 T11 B1j + B1k W (Cj + Ck)′ + Z ′kD′2j + Z ′jD′2k? −2I D′1j + D′1k
? ? −2µI

 < 0
j = 1, . . . , N − 1 , k = j + 1, . . . , N
(3.86)
com
T11 = (Aj + Ak)W + W (Aj + Ak)
′ + B2jZk + Z
′
kB
′
2j + B2kZj + Z
′
jB
′
2k (3.87)
tenha uma soluc¸a˜o, enta˜o a lei de controle u(t) = K(α(t))x(t), com ganhos LPV dados por (3.45)-
(3.46) assegura a estabilidade do sistema em malha fechada (2.37)-(2.39) sujeito a taxas de variac¸o˜es
parame´tricas arbitra´rias com um custo garantido H∞ dado por γ =
√
µ∗, µ∗ = min µ, com a func¸a˜o de
Lyapunov quadra´tica (2.9), sendo P = W−1.
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Prova: Considere o lado esquerdo da expressa˜o (2.40), com P (α(t)) = P . Multiplique a expressa˜o
resultante a` esquerda e a` direita por 
 P−1 0 00 I 0
0 0 I


e substitua P−1 por W para obter
Θ(α(t)) ,

 Acl(α(t))W + WAcl(α(t))′ B1(α(t)) WCcl(α(t))′? −I D1(α(t))′
? ? −µI

 (3.88)
Levando em considerac¸a˜o as expresso˜es de Acl(α(t)) e Ccl(α(t)) dadas por (2.30) e (2.39), fazendo a
transformac¸a˜o de varia´veis Z(α(t)) = K(α(t))W e levando em conta que
∑N
j=1 αj(t) = 1, e´ poss´ıvel
reescrever (3.88) como
Θ(α(t)) =
N∑
j=1
α2j (t) Rj +
N−1∑
j=1
N∑
k=j+1
αj(t)αk(t) Rjk (3.89)
com Rj dada por (3.85) e Rjk dada por (3.86)-(3.87). Portanto, a factibilidade das condic¸o˜es do Te-
orema 3.5 assegura que Θ(α(t)) < 0, o que e´ suficiente para que o sistema em malha fechada seja
quadraticamente esta´vel com um custo garantido H∞ dado por γ.
Comenta´rios ana´logos aos comenta´rios 3.9 a 3.12 sa˜o va´lidos aqui. As restric¸o˜es de estrutura do con-
trolador abordadas nos corola´rios 3.1 e 3.2 podem ser diretamente aplicadas a`s condic¸o˜es do Teorema 3.5
para tratar os problemas de controle descentralizado e de realimentac¸a˜o de sa´ıda.
Comenta´rio 3.19 Observe que ganhos LPV fornecidos pelo Teorema 3.5 podem assegurar a estabilidade
quadra´tica do sistema em malha fechada com um custo garantido H∞ dado por γ para casos em que a
condic¸a˜o do Lema 2.4 na˜o fornece um ganho fixo quadraticamente estabilizante, ao prec¸o de se conhecer
α(t) em tempo real para implementar a estrate´gia de controle LPV. Nos casos em que existe um ganho
fixo quadraticamente estabilizante dado pela condic¸a˜o do Lema 2.4, as condic¸o˜es do Teorema 3.5 fornecem
um controlador que assegura um valor de γ que e´ menor ou, no pior caso, igual ao obtido da estabilidade
quadra´tica com ganhos fixos.
O exemplo seguinte mostra um caso em que uma estrate´gia LPV pode contribuir para melhorar o
desempenho do sistema em malha fechada.
Exemplo 3.11 Seja o problema de controleH∞ de um helico´ptero em um voˆo vertical sujeito a variac¸o˜es
da velocidade do ar. O sistema em questa˜o possui um modelo linear com quatro varia´veis de estado e
dois atuadores (veja [83] para detalhes) e e´ descrito por
x˙(t) = A(t)x(t) + B1w(t) + B2(t)u(t)
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z(t) = Cx(t) + D1w(t) + D2u(t)
com matrizes
A(t) =


−0.0366 0.0271 0.0188 −0.4555
0.0482 −1.0100 0.0024 −4.0208
0.1002 a32(t) −0.7070 a34(t)
0 0 1 0

 , B2(t) =


0.4422 0.1761
b21(t) −7.5922
−5.5200 4.9900
0 0

 (3.90)
sujeitas aos paraˆmetros variantes no tempo −0.1134 ≤ a32(t) ≤ 0.6844, −0.8667 ≤ a34(t) ≤ 3.5125 e
−0.7178 ≤ b21(t) ≤ 6.8072. As matrizes B1, C, D1 e D2, supostas fixas e invariantes no tempo, sa˜o dadas
por
B1 = I4×4, C =
[
1 0 0 0
0 0 1 0
]
, D1 = 02×4 , D2 = I2×2 (3.91)
O sistema pode ser representado por um politopo de N = 8 ve´rtices, obtidos das combinac¸o˜es de
valores ma´ximos e mı´nimos dos paraˆmetros a32(t), a34(t) e b21(t). A condic¸a˜o do Lema 2.4 e´ fact´ıvel,
estabilizando quadraticamente o sistema atrave´s de um ganho fixo com um custo garantido H∞ dado por
γL24 = 44.6126. As condic¸o˜es do Teorema 3.5 fornecem ganhos LPV que tambe´m asseguram a estabilidade
quadra´tica com γT35 = 40.8541, o que representa uma reduc¸a˜o de 8.4% no custo garantido H∞ do sistema
com o uso da estrate´gia LPV.
O teorema a seguir fornece uma condic¸a˜o LMI para resolver o Problema 2.6 de controleH∞ de sistemas
com taxas de variac¸o˜es parame´tricas limitadas.
Teorema 3.6 Dado um conjunto de paraˆmetros escalares reais ρi ≥ 0, i = 1, . . . , N − 1, se existirem
matrizes sime´tricas definidas positivas Wj ∈ Rn×n e matrizes Zj ∈ Rm×n, j = 1, . . . , N tais que o
problema de otimizac¸a˜o
min µ
sujeito a
Hj ,


AjWj + WjA
′
j + B2jZj + Z
′
jB
′
2j +
N−1∑
i=1
±ρi(Wi −WN ) B1j WjC ′j + Z ′jD′2j
? −I D′1j
? ? −µI

 < 0
j = 1, . . . , N
(3.92)
Hjk ,

 T11 B1j + B1k WjC ′k + WkC ′j + Z ′jD′2k + Z ′kD′2j? −2I D′1j + D′1k
? ? −2µI

 < 0
j = 1, . . . , N − 1 , k = j + 1, . . . , N
(3.93)
com
T11 = AjWk + WkA
′
j + AkWj + WjA
′
k + B2jZk + Z
′
kB
′
2j + BkZj + Z
′
jB
′
k + 2
N−1∑
i=1
±ρi(Wi −WN ) (3.94)
3.1. Caso cont´ınuo no tempo 65
tenha uma soluc¸a˜o, enta˜o a lei de controle u(t) = K(α(t))x(t) com K(α(t)) dado por (3.55)-(3.56)
assegura a estabilidade do sistema em malha fechada (2.37)-(2.39) com taxas de variac¸o˜es parame´tricas
limitadas (2.14), com um custo garantido H∞ dado por γ =
√
µ∗, µ∗ = min µ, e matriz de Lyapunov
dependente de paraˆmetros P (α(t)) = W (α(t))−1.
Prova: Pre´ e po´s-multiplique o lado esquerdo da desigualdade (2.40) por
 P (α(t))−1 0 00 I 0
0 0 I


Substituindo Acl(α(t)) e Ccl(α(t)) por (2.30) e (2.39), respectivamente, e levando em conta as transfor-
mac¸o˜es de varia´veis P (α(t))−1 = W (α(t)) e Z(α(t)) = K(α(t))W (α(t)), tem-se a expressa˜o
H(α(t)) ,

 T11(α(t)) B1(α) W (α)C(α)′ + Z(α)′D2(α)′? −I D1(α)′
? ? −µI

 (3.95)
e
T11(α(t)) = A(α(t))W (α(t)) + W (α(t))A(α(t))
′
+ B(α(t))Z(α(t)) + Z(α(t))′B(α(t))′ + W (α(t))P˙ (α(t))W (α(t)) (3.96)
Seguindo os passos da prova do Teorema 3.4, e´ poss´ıvel reescrever (3.95)-(3.96) como
H(α(t)) =
N∑
j=1
α2j (t) H¯j +
N−1∑
j=1
N∑
k=j+1
αj(t)αk(t) H¯jk (3.97)
com
H¯j =


AjWj + WjA
′
j + B2jZj + Z
′
jB
′
2j +
N−1∑
i=1
α˙i(t)(Wi −WN ) B1j WjC ′j + Z ′jD′2j
? −I D′1j
? ? −µI

 < 0
j = 1, . . . , N
(3.98)
H¯jk ,

 T¯11 B1j + B1k WjC ′k + WkC ′j + Z ′jD′2k + Z ′kD′2j? −2I D′1j + D′1k
? ? −2µI

 < 0
j = 1, . . . , N − 1 , k = j + 1, . . . , N
(3.99)
com
T¯11 = AjWk + WkA
′
j + AkWj + WjA
′
k + B2jZk + Z
′
kB
′
2j + BkZj + Z
′
jB
′
k + 2
N−1∑
i=1
α˙i(t)(Wi −WN ) (3.100)
Levando em considerac¸a˜o os limitantes (2.14), as condic¸o˜es do Teorema 3.6 sa˜o suficientes para garantir
que H(α(t)) < 0, verificando portanto a condic¸a˜o (2.40) de estabilidade com custo garantido H∞ dado
por γ.
Comenta´rios ana´logos aos comenta´rios 3.6 e 3.14 a 3.18 sa˜o va´lidos aqui.
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Comenta´rio 3.20 Existem casos de sistemas em que as condic¸o˜es baseadas na estabilidade quadra´tica
do Lema 2.4 e do Teorema 3.5 sa˜o infact´ıveis ou fornecem controladores com custos garantidos H∞ que sa˜o
muito altos. Se for poss´ıvel levar em conta limitantes nas taxas de variac¸a˜o dos paraˆmetros no problema,
as condic¸o˜es do Teorema 3.6 podem fornecer um ganho dependente de paraˆmetros que estabiliza o sistema
com valores menores de custo garantido H∞.
O corola´rio a seguir estende a aplicac¸a˜o do Teorema 3.6 para tratar problemas de controle sob falhas
de atuadores.
Corola´rio 3.3 Considere o sistema (2.1)-(2.2) no caso em que as entradas de controle podem sofrer
variac¸o˜es modeladas por F (t)u(t), F (t) ∈ Rm×m, com F (t) = diag[f1(t) f2(t) · · · fm(t)]. Os elementos
de F (t) sa˜o tais que 0 ≤ fi(t) ≤ 1, i = 1, . . . , m, | f˙i(t) |≤ βi, i = 1, . . . , m e descrevem o poss´ıvel grau
de falha de cada atuador ui(t), i = 1, . . . , m do sistema. Por exemplo, se f1(t) = 1, o atuador u1(t) opera
sem falhas e se f1(t) = 0, esse atuador falha completamente. Os limitantes βi, i = 1, . . . , m, informam
o qua˜o rapidamente o atuador pode perder eficieˆncia durante a operac¸a˜o. Por exemplo, atuadores que
sa˜o confia´veis podem ser modelados com taxas de variac¸a˜o (degradac¸o˜es) lentas enquanto atuadores na˜o-
confia´veis ou atuadores que sa˜o cr´ıticos podem ser modelados com taxas de variac¸a˜o ra´pidas. Tambe´m e´
poss´ıvel assumir valores de βi arbitrariamente grandes para se modelar falhas abruptas dos atuadores.
As condic¸o˜es do Teorema 3.6 podem ser diretamente aplicadas nesse problema, avaliando-se os produtos
das matrizes B2(α(t)) e D2(α(t)) por F (t), o que permite representar um sistema polito´pico (2.1)-(2.2)
originalmente com N ve´rtices por um politopo com 2mN ve´rtices.
Na sequ¨eˆncia, um exemplo nume´rico ilustra como as condic¸o˜es do Teorema 3.6 podem assegurar
melhores desempenhos dados por menores valores de γ (maiores atenuac¸o˜es de perturbac¸o˜es) para o
sistema quando limitantes nas taxas de variac¸a˜o dos paraˆmetros sa˜o considerados.
Exemplo 3.12 Considere o segundo exemplo de [27], reescrito na forma polito´pica com ve´rtices dados
por
A1 =
[
7.9 1.0
8.0 14.8
]
, B11 =
[ −0.03
−0.47
]
, B21 =
[
3
2
]
(3.101)
C1 =
[
1 0 1 0
]
, D11 =
[
0
0
]
, D21 =
[
0
1
]
(3.102)
A2 =
[ −16.1 1.0
−8.0 −10.8
]
, B12 = B11, B22 = B21 (3.103)
C2 = C1, D12 = D11, D22 = D21 (3.104)
A condic¸a˜o do Lema 2.4 e´ fact´ıvel estabilizando quadraticamente o sistema atrave´s do ganho fixo
K =
[ −2.1082 −28.4674 ] (3.105)
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com um custo garantido H∞ dado por γQ = 0.4704. O mesmo valor de custo garantido e´ obtido quando
se usam as condic¸o˜es do Teorema 3.5 (estabilidade quadra´tica com ganhos LPV).
As condic¸o˜es do Teorema 3.6 permitem calcular ganhos dependentes de paraˆmetros que estabilizam o
sistema com custos garantidosH∞ menores do que γQ (custo garantido obtido atrave´s da estabilizabilidade
quadra´tica). Os valores de custos garantidos H∞ do sistema obtidos pelo Teorema 3.6 dados em func¸a˜o
de ρ1 (com α2(t) = 1−α1(t) e | α˙1(t) |≤ ρ1) sa˜o mostrados na Figura 3.9. Observe que para 0 ≤ ρ1 ≤ 1.5,
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Figura 3.9: Custos garantidos H∞ do sistema (2.37)-(2.39) com ve´rtices (3.101)-(3.104) dados em func¸a˜o
de ρ1 usando a condic¸a˜o do Lema 2.4 (estabilidade quadra´tica - EQ) e a condic¸a˜o do Teorema 3.6 (T36).
as estimativas de custos garantidos H∞ dadas pelo Teorema 3.6 sa˜o sempre menores do que o valor do
custo garantido H∞ dado pelo Lema 2.4. O menor valor obtido com o Teorema 3.6 e´ γ = 0.3666, para
ρ1 = 0 (caso invariante no tempo) e a` medida que ρ1 cresce, as estimativas de γ dadas pelo Teorema 3.6
tendem a γQ = 0.4704.
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Figura 3.10: Elementos do ganho dependente de paraˆmetros K(α1(t)) obtido atrave´s das condic¸o˜es do
Teorema 3.6 para ρ1 = 0 (a` esquerda) e ρ1 = 3 (a` direita).
A Figura 3.10 mostra os ganhos K(α1(t)) calculados com o Teorema 3.6 para ρ1 = 0 e para ρ1 = 3.
Observe o comportamento na˜o-linear dos elementos de K(α1(t)) para ρ1 = 0. A` medida que ρ1 cresce, os
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elementos do ganho K(α1(t)) tendem a ganhos lineares. No caso desse exemplo, os elementos do ganho
dependente de paraˆmetros convergem para os ganhos fixos obtidos atrave´s da estabilidade quadra´tica do
Lema 2.4, como pode ser visto na Figura 3.10 para o caso de ρ1 = 3.
3.2 Caso discreto no tempo
3.2.1 Estabilizabilidade
Uma condic¸a˜o descrita em termos de LMIs para a soluc¸a˜o do Problema 2.7 de coˆmputo de ganhos
dependentes de paraˆmetros que estabilizam o sistema com matrizes (A, B2)(α(k)) e´ dada no teorema a
seguir.
Teorema 3.7 Se existirem matrizes sime´tricas definidas positivas Sj ∈ Rn×n e matrizes Gj ∈ Rn×n e
Fj ∈ Rm×n, j = 1, . . . , N tais que
Vij ,
[
Gj + G
′
j − Sj G′jA′j + F ′jB′2j
? Si
]
> 0
i = 1, . . . , N , j = 1, . . . , N
(3.106)
Vijk ,
[
Gj + G
′
j + Gk + G
′
k − Sj − Sk G′jA′k + G′kA′j + F ′jB′2k + F ′kB′2j
? 2Si
]
> 0
i = 1, . . . , N , j = 1, . . . , N − 1 , k = j + 1, . . . , N
(3.107)
enta˜o a lei de controle u(k) = K(α(k))x(k) com
K(α(k)) = F (α(k))G(α(k))−1 (3.108)
F (α(k)) =
N∑
j=1
αj(k)Fj , G(α(k)) =
N∑
j=1
αj(k)Gj ,
N∑
j=1
αj(k) = 1 , αj(k) ≥ 0 , j = 1, . . . , N (3.109)
assegura a estabilidade do sistema em malha fechada (2.73)-(2.74) sujeito a taxas de variac¸o˜es parame´-
tricas arbitra´rias em (A, B2)(α(k)), com uma matriz de Lyapunov dependente de paraˆmetros P (α(k)) =
S(α(k))−1.
Prova: Em primeiro lugar, note que a expressa˜o[
G(α(k)) + G(α(k))′ − S(α(k)) G(α(k))′Acl(α(k))′
Acl(α(k))G(α(k)) S(α(k + 1))
]
> 0 (3.110)
equivale a` expressa˜o de projeto (2.77) pois: i) se (2.77) tem soluc¸a˜o S(α(k)), enta˜o (3.110) e´ fact´ıvel
com G(α(k)) = G(α(k))′ = S(α(k)); ii) se (3.110) e´ fact´ıvel, enta˜o pre´ e po´s-multiplicando (3.110) por
T = [−A(α(k)) I] e por T ′, respectivamente, tem-se S(α(k + 1))−Acl(α(k))S(α(k))A(α(k))′ > 0, que e´
complemento de Schur de (2.77).
Substitua Acl(α(k)) em (3.110) por A(α(k) + B2(α(k))K(α(k)) e fac¸a a troca de varia´veis F (α(k)) =
K(α(k))G(α(k)). Levando em conta as expresso˜es (2.44) para (A, B2)(α(k)), (3.109) para (F, G)(α(k)),
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S(α(k)) =
∑N
j=1 αj(k)Sj ,
∑N
j=1 αj(k) = 1 , αj(k) ≥ 0 , j = 1, . . . , N , e, seguindo a ide´ia apresentada em
(2.53), adotando S(α(k + 1)) =
∑N
i=1 βi(k)Si ,
∑N
i=1 βi(k) = 1 , βi(k) ≥ 0 , i = 1, . . . , N e multiplicando
a expressa˜o resultante por
∑N
j=1 αj(k) = 1 e por
∑N
i=1 βi(k) = 1, e´ poss´ıvel reescrever (3.110) como
N∑
j=1
αj(k)
2
N∑
i=1
βi(k)Vij +
N−1∑
j=1
N∑
k=j+1
αj(k)αk(k)
N∑
i=1
βi(k)Vijk (3.111)
com Vij dada por (3.106) e Vijk dada por (3.107). A factibilidade das condic¸o˜es do Teorema 3.7 e´ suficiente
para que a expressa˜o (3.111) seja definida positiva, o que verifica a expressa˜o (3.110) que assegura a
estabilidade do sistema em malha fechada.
Um comenta´rio ana´logo ao Comenta´rio 2.12 e´ va´lido aqui.
Comenta´rio 3.21 As condic¸o˜es do Teorema 3.7 sa˜o particularmente u´teis para tratar o caso em que
(A, B2)(α(k)) sa˜o matrizes variantes no tempo. Diferentemente da condic¸a˜o do Lema 2.10 que considera
a matriz B2 como invariante no tempo ou da condic¸a˜o mencionada no Comenta´rio 2.14 que so´ permite
computar ganhos fixos, a factibilidade das expresso˜es (3.106)-(3.107) permite calcular ganhos dependentes
de paraˆmetros que estabilizam o sistema (A, B2)(α(k)) atrave´s das expresso˜es anal´ıticas (3.108)-(3.109),
sem a necessidade de discretizac¸o˜es no espac¸o parame´trico nem de interpolac¸a˜o de controladores obtidos
para pontos espec´ıficos do espac¸o dos paraˆmetros. O problema de projeto atrave´s Teorema 3.7 consiste
na soluc¸a˜o de N + N 2 + N2(N − 1)/2 LMIs (incluindo Sj > 0, j = 1, . . . , N).
Comenta´rio 3.22 No caso espec´ıfico em que B2(α(k)) = B2 (matriz de controle fixa e invariante no
tempo), a condic¸a˜o (3.106) (condic¸a˜o do Lema 2.10) e´ suficiente para resolver o problema.
Comenta´rio 3.23 A condic¸a˜o (2.82) trata o caso de B2(α(k)) variante no tempo buscando um ganho
fixo estabilizante para o sistema. Entretanto, ha´ casos em que essa condic¸a˜o e´ infact´ıvel e as condic¸o˜es
do Teorema 3.7 fornecem soluc¸a˜o, permitindo o coˆmputo de um ganho dependente de paraˆmetros que
estabiliza o sistema ao prec¸o de se resolver um problema com maior nu´mero de LMIs e de se dispor
em tempo real dos paraˆmetros α(k) para a implementac¸a˜o da estrate´gia de ganho escalonado, conforme
ilustrado no exemplo a seguir.
Exemplo 3.13 Considere o sistema (2.71) com N = 2 ve´rtices gerados aleatoriamente dados por
A1 =


0.3158 0.2261 0.4781 0.4588
0.0473 0.6081 0.2509 0.2790
0.1581 0.4883 0.9031 0.6497
0.7402 0.4455 0.8582 0.1879

 , B21 =


0.6594
0.9802
0.2648
0.9155

 (3.112)
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A2 =


0.7926 0.9792 0.4006 0.7986
0.4810 0.1183 0.1389 0.2469
0.7169 0.8413 0.6237 0.4428
0.7596 0.8886 0.8093 0.2588

 , B22 =


0.0816
0.1295
0.5339
0.7519

 (3.113)
A condic¸a˜o do Lema 2.10 na˜o pode ser aplicada pois a matriz B2(α(k)) e´ variante no tempo. Esse
sistema tambe´m na˜o e´ estabiliza´vel por ganhos fixos calculados pela condic¸a˜o descrita no Comenta´rio 2.14.
Entretanto, as condic¸o˜es do Teorema 3.7 permitem calcular um ganho dependente de paraˆmetros na forma
K(α1(k)) =
[
k11(α1(k)) k12(α1(k)) k13(α1(k)) k14(α1(k))
]
cujos elementos sa˜o mostrados na Figura 3.11 em func¸a˜o de α1(k) (sendo α2(k) = 1− α1(k)). Observe o
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Figura 3.11: Elementos do ganho dependente de paraˆmetros K(α1(k)) calculados com o Teorema 3.7 que
estabilizam o sistema (2.71) com ve´rtices (3.112)-(3.113) para taxas de variac¸o˜es parame´tricas arbitra´rias.
comportamento claramente na˜o-linear dos elementos k11(α1(k)) e k12(α1(k)). Num caso de implementac¸a˜o
pra´tica do controlador, as matrizes Fj e Gj , j = 1, 2 sa˜o calculadas a priori e armazenadas. A partir
do valor de α1(k) (suposto dispon´ıvel em tempo real), obteˆm-se as matrizes F (α1(k)) e G(α1(k)) pela
expressa˜o (3.109) e o ganho K(α1(k)) e´ calculado atrave´s de (3.108). Note que na˜o ha´ necessidade de
discretizac¸o˜es do espac¸o parame´trico para obter a soluc¸a˜o do problema de s´ıntese. A estabilidade do
sistema em malha fechada e´ garantida pela matriz de Lyapunov dependente de paraˆmetros variante no
tempo
S(α1(k)) = α1(k)S1 + (1− α1(k))S2
com
S1 =


0.3650 −0.0192 −0.0296 −0.0265
−0.0192 0.3564 −0.0660 −0.0612
−0.0296 −0.0660 0.3139 −0.0529
−0.0265 −0.0612 −0.0529 0.3139

 , S2 =


0.3481 −0.0531 −0.0204 −0.0782
−0.0531 0.3399 −0.0677 −0.0901
−0.0204 −0.0677 0.3640 −0.0414
−0.0782 −0.0901 −0.0414 0.3031


(3.114)
obtidas da soluc¸a˜o de (3.106)-(3.107).
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Esse exemplo mostra como as condic¸o˜es do Teorema 3.7 podem reduzir o conservadorismo do pro-
blema de estabilizac¸a˜o de sistemas com matrizes (A, B2)(α(k)) sujeitas a taxas de variac¸o˜es parame´tricas
arbitra´rias utilizando uma estrate´gia de ganhos escalonados.
3.2.2 Controle H∞
Uma soluc¸a˜o LMI para o Problema 2.8 de controle H∞ do sistema que possui todas as matrizes
(A, B1, B2, C, D1, D2)(α(k)) sujeitas a taxas de variac¸o˜es parame´tricas arbitra´rias e´ dada no teorema a
seguir.
Teorema 3.8 Se existirem matrizes sime´tricas definidas positivas Sj ∈ Rn×n e matrizes Gj ∈ Rn×n e
Fj ∈ Rm×n, j = 1, . . . , N tais que o problema de otimizac¸a˜o
min µ
sujeito a 

Gj + G
′
j − Sj 0 G′jA′j + F ′jB′2j G′jC ′j + F ′jD′2j
? I B′1j D
′
1j
? ? Si 0
? ? ? µI

 > 0
i = 1, . . . , N , j = 1, . . . , N
(3.115)


Gj + G
′
j + Gk + G
′
k − Sj − Sk 0 G′jA′k + G′kA′j + F ′jB′2k + F ′kB′2j T14
? I B′1j + B
′
1k D
′
1j + D
′
1k
? ? 2Si 0
? ? ? 2µI

 > 0
i = 1, . . . , N , j = 1, . . . , N − 1 , k = j + 1, . . . , N
(3.116)
T14 = G
′
jC
′
k + G
′
kC
′
j + F
′
jD
′
2k + F
′
kD
′
2j (3.117)
tenha soluc¸a˜o, enta˜o a lei de controle u(k) = K(α(k))x(k), com K(α(k)) dado por (3.108)-(3.109), asse-
gura a estabilidade do sistema em malha fechada (2.83)-(2.85) sujeito a taxas de variac¸o˜es parame´tricas
arbitra´rias em (A, B1, B2, C, D1, D2)(α(k)), com um custo garantido H∞ dado por γ =
√
µ∗, µ∗ = min µ,
com uma matriz de Lyapunov dependente de paraˆmetros P (α(k)) = S(α(k))−1.
Prova: Segue os passos da prova do Teorema 3.7.
Comenta´rios ana´logos aos comenta´rios 2.12 e 3.21 a 3.23 sa˜o va´lidos para o Teorema 3.8.
Uma extensa˜o direta da ide´ia de [78] (veja o Comenta´rio 2.14) para tratar o controle H∞ com ganhos
robustos e´ apresentada no corola´rio a seguir.
Corola´rio 3.4 Se existirem matrizes sime´tricas definidas positivas Sj ∈ Rn×n, j = 1, . . . , N e matrizes
G ∈ Rn×n e F ∈ Rm×n, tais que o problema de otimizac¸a˜o
min µ
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sujeito a 

G + G′ − Sj 0 G′A′j + F ′B′2j G′C ′j + F ′D′2j
? I B′1j D
′
1j
? ? Si 0
? ? ? µI

 > 0
i = 1, . . . , N , j = 1, . . . , N
(3.118)
tenha soluc¸a˜o, enta˜o a lei de controle u(k) = Kx(k) com K = FG−1 assegura a estabilidade do sistema
em malha fechada (2.83)-(2.85) com matrizes (A, B1, B2, C, D1, D2)(α(k)) sujeitas a taxas de variac¸o˜es
parame´tricas arbitra´rias, com um custo garantido H∞ dado por γ =
√
µ∗, µ∗ = min µ, com uma matriz
de Lyapunov dependente de paraˆmetros P (α(k)) = S(α(k))−1.
Prova: Considere a expressa˜o (2.88). Fac¸a G(α(k)) = G, Acl(α(k)) = A(α(k))+B2(α(k))K, Ccl(α(k)) =
C(α(k)) + D2(α(k))K e utilize a transformac¸a˜o de varia´veis F = KG para recuperar a condic¸a˜o (3.118)
do Corola´rio 3.4.
Comenta´rio 3.24 A condic¸a˜o do Corola´rio 3.4 conte´m a condic¸a˜o do Lema 2.11 (estabilizabilidade
quadra´tica) pois sempre que existir uma matriz de Lyapunov fixa S, soluc¸a˜o para o Lema 2.11, o Coro-
la´rio 3.4 sera´ fact´ıvel com G = G′ = Sj = S. Note entretanto que a condic¸a˜o do Lema 2.12 na˜o permite
tratar problemas nos quais as matrizes de controle (B2, D2)(α(k)) sa˜o variantes no tempo. Por outro
lado, esses problemas podem ser tratados pelas condic¸o˜es do Corola´rio 3.4 (ganhos robustos) e tambe´m
com as condic¸o˜es do Teorema 3.8 (ganhos dependentes de paraˆmetros). Ha´ casos de sistemas que na˜o
sa˜o estabiliza´veis pela condic¸a˜o do Corola´rio 3.4 ou, se (3.118) for fact´ıvel, o custo garantido H∞ obtido
e´ muito elevado. Nesses casos, a condic¸a˜o do Teorema 3.8 pode melhorar os resultados do problema de
s´ıntese, fornecendo um ganho dependente de paraˆmetros que estabiliza o sistema com um custo garantido
H∞ menor, ao prec¸o de se resolver uma condic¸a˜o com maior nu´mero de LMIs e de se implementar uma
estrate´gia de controle de ganhos escalonados.
Exemplo 3.14 Considere o sistema (2.42)-(2.43) com N = 2 ve´rtices
A1 =
[
0.28 −0.315
0.63 −0.84
]
, B11 = B21 =
[
1
0
]
(3.119)
C1 =
[
1 0
]
, D11 = D21 = 0 (3.120)
A2 =
[
0.52 0.77
−0.7 −0.07
]
, B12 = B11 , B22 =
[
0
1
]
(3.121)
C2 = C1 , D12 = D22 = 0 (3.122)
Esse sistema foi estudado no exemplo 2 de [25], para o caso particular em que as matrizes B2(α(k)) sa˜o
fixas e invariantes no tempo. O objetivo aqui e´ estudar um caso mais geral, em que B21 6= B22.
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A condic¸a˜o do Corola´rio 3.4 e´ fact´ıvel, estabilizando o sistema com um custo garantido H∞ dado por
γC34 = 6.4938, com matrizes
F ′ =
[
2.4480
3.3628
]
, G =
[
6.5031 0.7675
1.0013 4.9480
]
, S1 =
[
7.2183 1.7171
1.7171 5.4663
]
, S2 =
[
6.8540 0.1317
0.1317 5.6480
]
(3.123)
e com ganho robusto
K = FG−1 =
[
0.2784 0.6364
]
(3.124)
As condic¸o˜es do Teorema 3.8 permitem melhorar esse resultado, estabilizando o sistema com γT38 =
4.9187, o que representa uma reduc¸a˜o de 24.3% no valor de γ. As matrizes soluc¸a˜o do Teorema 3.8 sa˜o
F1 =
[ −2.3079 3.3073 ] , F2 = [ 1.4653 −1.8766 ] (3.125)
G1 =
[
5.0467 −0.6525
−1.2692 7.4506
]
, G2 =
[
7.6666 −4.1665
−0.0571 7.6578
]
(3.126)
S1 =
[
6.9920 1.4329
1.4329 9.8275
]
, S2 =
[
6.8224 −4.2757
−4.2757 10.6498
]
(3.127)
e, como α2(k) = 1− α1(k), o ganho dependente de paraˆmetros e´ dado por
K(α1(k)) = F (α1(k))G(α1(k))
−1 (3.128)
F (α1(k)) = α1(k)F1 + (1− α1(k))F2 , G(α1(k)) = α1(k)G1 + (1− α1(k))G2 (3.129)
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Cap´ıtulo 4
Sistemas chaveados lineares
Este cap´ıtulo apresenta condic¸o˜es suficientes na forma de LMIs para o coˆmputo de ganhos chaveados
que asseguram a estabilidade com um certo custo garantido H∞ (problemas 2.9 e 2.10) e permitem a
alocac¸a˜o de po´los com restric¸o˜es de custo garantido H∞ (problemas 2.11 e 2.12) para sistemas chaveados
lineares cont´ınuos no tempo. Para o caso discreto no tempo, sa˜o apresentadas condic¸o˜es na forma de LMIs
que sa˜o suficientes para o coˆmputo de ganhos fixos e de ganhos chaveados que estabilizam o sistema com
um certo custo garantido H∞ (problemas 2.13 e 2.14) e de condic¸o˜es que asseguram alocac¸a˜o de po´los
com restric¸o˜es de custo garantido H∞ (problemas 2.15 e 2.16). Testes nume´ricos incluindo uma aplicac¸a˜o
em circuitos ele´tricos chaveados e tambe´m tratando o problema de falha de atuadores mostram que as
condic¸o˜es propostas permitem melhorar o desempenho de sistemas chaveados lineares sujeitos a func¸o˜es
de chaveamento arbitra´rias conhecidas em tempo real.
4.1 Caso cont´ınuo no tempo
4.1.1 Estabilizabilidade
O teorema a seguir fornece uma soluc¸a˜o para o Problema 2.9 de estabilizac¸a˜o quadra´tica atrave´s de
ganhos chaveados.
Teorema 4.1 Se existir uma matriz sime´trica definida positiva W ∈ Rn×n e matrizes Zj ∈ Rm×n,
j = 1, . . . , N , tais que
AjW + WA
′
j + B2jZj + Z
′
jB
′
2j < 0 , j = 1, . . . , N (4.1)
enta˜o a lei de controle u(t) = Kξ(t)x(t), em que a func¸a˜o de chaveamento ξ(t) seleciona o ganho ativo
dentre o conjunto de ganhos Kj = ZjW
−1, j = 1, . . . , N , estabiliza o sistema chaveado linear em malha
fechada (2.99)-(2.100) para qualquer sequ¨eˆncia de chaveamento arbitra´ria, atrave´s de uma func¸a˜o de
Lyapunov quadra´tica com P = W−1.
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Prova: Note que a condic¸a˜o (4.1) e´ uma particularizac¸a˜o das condic¸o˜es de estabilizac¸a˜o quadra´tica de
sistemas lineares variantes no tempo apresentadas no Teorema 3.3. Para o caso de sistemas chaveados
lineares como (2.97), a expressa˜o (3.47) e´ reescrita como
Qξ(t) ,
(
Aξ(t) + B2ξ(t)Kξ(t)
)
W + W
(
Aξ(t) + B2ξ(t)Kξ(t)
)
′
(4.2)
Considerando a transformac¸a˜o de varia´veis Zξ(t) = Kξ(t)W , tem-se
Qξ(t) = Aξ(t)W + WA
′
ξ(t) + B2ξ(t)Zξ(t) + Z
′
ξ(t)B
′
2ξ(t) (4.3)
e como a func¸a˜o de chaveamento ξ(t) : R+ → {1, . . . , N} somente pode assumir valores em j = 1, . . . , N ,
enta˜o (4.1) e´ suficiente para garantir que Qξ(t) < 0, assegurando a estabilidade quadra´tica do sistema em
malha fechada.
Um comenta´rio ana´logo ao Comenta´rio 3.11 e´ va´lido aqui.
Comenta´rio 4.1 O Teorema 4.1 fornece um teste convexo com 1 + N LMIs (incluindo W > 0) que
permite determinar ganhos chaveados que estabilizam quadraticamente o sistema em muitos casos para
os quais na˜o existem ganhos fixos quadraticamente estabilizantes calculados atrave´s do Lema 2.3.
4.1.2 Controle H∞
Uma soluc¸a˜o para o Problema 2.10 de controle H∞ por ganhos chaveados e´ dada no teorema a seguir.
Teorema 4.2 Se existir uma matriz sime´trica definida positiva W ∈ Rn×n e matrizes Zj ∈ Rm×n,
j = 1, . . . , N , tais que o problema de otimizac¸a˜o
min µ
sujeito a 
AjW +WA′j + B2jZj +Z ′jB′2j B1j WC ′j + Z ′jD′2j? −I D′1j
? ? −µI

 < 0 , j = 1, . . . , N (4.4)
tenha uma soluc¸a˜o, enta˜o a lei de controle u(t) = Kξ(t)x(t), em que a func¸a˜o de chaveamento ξ(t) seleciona
o ganho ativo dentre o conjunto de ganhos Kj = ZjW
−1, j = 1, . . . , N , estabiliza o sistema chaveado
linear em malha fechada (2.101)-(2.103) para qualquer sequ¨eˆncia de chaveamento arbitra´ria, com um
custo garantido H∞ dado por γ =
√
µ∗, µ∗ = min µ e com uma func¸a˜o de Lyapunov quadra´tica com
P = W−1.
Prova: A expressa˜o (3.88) pode ser representada como
Θξ(t) ,

 Aclξ(t)W + WA
′
clξ(t) B1ξ(t) WC
′
clξ(t)
? −I D′1ξ(t)
? ? −µI

 (4.5)
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trocando as matrizes Acl(α(t)) e Ccl(α(t)) pelas matrizes do sistema chaveado Aclξ(t) e Cclξ(t). Escrevendo
Aclξ(t) = Aξ(t)+B2ξ(t)Kξ(t), Cclξ(t) = Cξ(t)+D2ξ(t)Kξ(t), fazendo a substituic¸a˜o Zξ(t) = Kξ(t)W e lembrando
que ξ(t) so´ assume valores em j = 1, . . . , N , a condic¸a˜o (4.4) e´ suficiente para que Θξ(t) < 0, assegurando
a estabilidade quadra´tica do sistema em malha fechada com um custo garantido H∞ dado por γ.
Comenta´rios ana´logos aos comenta´rios 3.11 e 4.1 sa˜o aplica´veis ao Teorema 4.2.
Comenta´rio 4.2 Existem casos em que a condic¸a˜o do Lema 2.4 e´ infact´ıvel ou, se e´ fact´ıvel, fornece
altos valores de custos garantidos H∞ para o sistema. A condic¸a˜o do Teorema 4.2 permite reduzir o
valor dos custos garantidos H∞, melhorando o desempenho do sistema em malha fechada, ao prec¸o de
se implementar uma te´cnica de controle com ganhos chaveados que exige, por exemplo, a detecc¸a˜o dos
instantes de chaveamento e o uso de estrate´gias para troca de ganhos.
4.1.3 Alocac¸a˜o de po´los
Uma soluc¸a˜o LMI para o Problema 2.11 de estabilizac¸a˜o com alocac¸a˜o de po´los e´ dada pelo teorema
a seguir.
Teorema 4.3 Dados d ≥ 0 e r > 0, se existir uma matriz sime´trica definida positiva W ∈ Rn×n e
matrizes Zj ∈ Rm×n, j = 1, . . . , N , tais que[
AjW + WA
′
j + B2jZj + Z
′
jB
′
2j + 2dW AjW + B2jZj + dW
? −rW
]
< 0 , j = 1, . . . , N (4.6)
enta˜o a lei de controle u(t) = Kξ(t)x(t), em que a func¸a˜o de chaveamento ξ(t) seleciona o ganho ativo
dentre o conjunto de ganhos Kj = ZjW
−1, j = 1, . . . , N , estabiliza o sistema chaveado em malha fechada
(2.99)-(2.100) para qualquer sequ¨eˆncia de chaveamento arbitra´ria atrave´s de uma func¸a˜o de Lyapunov
quadra´tica com P = W−1, assegurando a cada subsistema linear Aj + B2jKj, j = 1, . . . , N a alocac¸a˜o de
po´los no c´ırculo Cc especificado na Figura 2.1.
Prova: Considere a expressa˜o (4.6), com Zj = KjW . Utilizando complemento de Schur, a expressa˜o
resultante pode ser escrita como
(Aj + B2jKj + dI)W + W (Aj + B2jKj + dI)
′ +
1
r
(Aj + B2jKj + dI)W (Aj + B2jKj + dI)
′ < 0
j = 1, . . . , N (4.7)
Observe que (4.7) e´ igual a` expressa˜o (2.106) trocando Aj por Aj + B2jKj , que assegura a alocac¸a˜o de
po´los desejada para cada subsistema linear do sistema chaveado.
Comenta´rios ana´logos aos comenta´rios 3.11 e 4.1 sa˜o va´lidos aqui.
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Comenta´rio 4.3 Existem casos em que a condic¸a˜o do Lema 2.13 na˜o fornece ganho fixo que estabiliza
o sistema com a alocac¸a˜o de po´los desejada e a condic¸a˜o do Teorema 4.3 e´ fact´ıvel, fornecendo ganhos
chaveados que resolvem o problema. As matrizes Zj , j = 1, . . . , N , utilizadas no Teorema 4.3 fornecem um
grau de liberdade adicional ao projeto, permitindo alocac¸o˜es de po´los mais restritivas (melhores respostas
transito´rias) do que no caso de um projeto com matrizes Z fixas dado pelo Lema 2.13.
Comenta´rio 4.4 Pela expressa˜o (4.7), e´ poss´ıvel notar que a existeˆncia de soluc¸a˜o para a condic¸a˜o do
Teorema 4.3 (com d ≥ 0 e r > 0) implica
(Aj + B2jKj)W + W (Aj + B2jKj)
′ < −2dW − 1
r
(Aj + B2jKj + dI)W (Aj + B2jKj + dI)
′ < 0
j = 1, . . . , N (4.8)
sendo que (Aj + B2jKj)W + W (Aj + B2jKj)
′ < 0 e´ uma condic¸a˜o suficiente para garantir a estabilidade
quadra´tica do sistema chaveado em malha fechada. Portanto, a factibilidade da condic¸a˜o do Teorema 4.3
garante a estabilidade do sistema chaveado sujeito a func¸o˜es de chaveamento arbitra´rias.
Comenta´rio 4.5 Embora o conceito de autovalor na˜o possa ser aplicado a sistemas chaveados, a fac-
tibilidade da condic¸a˜o do Teorema 4.3 garante que os autovalores de cada subsistema linear do sistema
chaveado esta˜o contidos no c´ırculo Cc da Figura 2.1. Nesse sentido, a resposta transito´ria devido a comu-
tac¸o˜es de um subsistema Aj + B2jKj para um subsistema Ak + B2kKk, j, k = 1, . . . , N , j 6= k, respeitara´
as restric¸o˜es dinaˆmicas (sobre-sinal, tempo de acomodac¸a˜o, frequ¨eˆncia de oscilac¸a˜o) dadas pela escolha
de d e r sempre que o intervalo de tempo entre dois instantes de chaveamento consecutivos for longo
o suficiente para permitir a acomodac¸a˜o de cada modo. Esse intervalo de tempo e´ chamado tempo de
permaneˆncia (em ingleˆs, dwell time [76]) em cada subsistema do sistema chaveado. Note que se todos os
autovalores de Aj +B2jKj , j = 1, . . . , N (po´los) esta˜o contidos no c´ırculo Cc da Figura 2.1, enta˜o, no pior
caso, a resposta transito´ria mais lenta estaria associada ao po´lo localizado mais pro´ximo de (−d, 0). Para
estimar o tempo de permaneˆncia em cada subsistema do sistema chaveado linear, pode-se considerar a
constante de tempo τ = 1/d e supor um tempo de permaneˆncia igual a 3τ ou 5τ .
E´ poss´ıvel combinar os resultados que incluem restric¸o˜es de alocac¸a˜o de po´los (especificac¸a˜o de resposta
transito´ria) com os resultados que asseguram um custo garantido H∞ dado por γ para o sistema em malha
fechada (robustez do sistema chaveado sujeito a perturbac¸o˜es), fornecendo uma soluc¸a˜o ao Problema 2.12,
conforme descrito no teorema a seguir.
Teorema 4.4 Dados d ≥ 0, r > 0, se existir uma matriz sime´trica definida positiva W ∈ Rn×n e
matrizes Zj ∈ Rm×n, j = 1, . . . , N , tais que o problema de otimizac¸a˜o
min µ
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sujeito a 

T11 AjW + B2jZj + dW B1j WC
′
j + Z
′
jD
′
2j
? −rW 0 0
? ? −I D′1j
? ? ? −µI

 < 0 , j = 1, . . . , N (4.9)
T11 , AjW + WA
′
j + B2jZj + Z
′
jB
′
2j + 2dW (4.10)
enta˜o a lei de controle u(t) = Kξ(t)x(t), em que a func¸a˜o de chaveamento ξ(t) seleciona o ganho ativo
dentre o conjunto de ganhos Kj = ZjW
−1, j = 1, . . . , N , estabiliza o sistema chaveado em malha fechada
(2.101)-(2.103) com um custo garantido H∞ dado por γ =
√
µ∗, µ∗ = min µ para qualquer sequ¨eˆncia de
chaveamento arbitra´ria (func¸a˜o de Lyapunov quadra´tica, com P = W−1), assegurando a cada subsistema
linear Aj + B2jKj, j = 1, . . . , N a alocac¸a˜o de po´los no c´ırculo Cc especificado na Figura 2.1.
Prova: Fazendo Zj = KjW e utilizando complemento de Schur, e´ poss´ıvel representar a expressa˜o (4.9)
por 
 R11 B1j W (Cj + D2jKj)′? −I D′1j
? ? −µI

 < 0 , j = 1, . . . , N (4.11)
com R11 , (Aj + B2jKj + dI)W + W (Aj + B2jKj + dI)
′ +
(
(Aj + B2jKj + dI)W (Aj + B2jKj + dI)
′
)
/r,
que assegura que ambas (4.4) e (4.7) sa˜o verificadas.
Comenta´rios ana´logos ao Comenta´rio 3.11 e aos comenta´rios 4.1 a 4.5 sa˜o va´lidos aqui.
Os teoremas 4.1 a 4.4 podem ser usados para tratar o problema de controle sujeito a falhas de atuadores
([100], [101], [106]), conforme descreve o pro´ximo corola´rio.
Corola´rio 4.1 Suponha que as matrizes relacionadas com o controle tenham um nu´mero de colunas que
pode variar em cada subsistema, isto e´, B2j ∈ Rn×mj e D2j ∈ Rp×mj , j = 1, . . . , N o que pode representar
falhas totais em alguns dos atuadores do sistema. As condic¸o˜es dos teoremas 4.1 a 4.4 podem ser utilizadas
para obter um conjunto de ganhos chaveados que estabiliza o sistema, incluindo restric¸o˜es de alocac¸a˜o de
po´los e de custos garantidos H∞, bastando utilizar matrizes Zj ∈ Rmj×n, j = 1, . . . , N , com nu´meros
distintos de linhas nas respectivas condic¸o˜es.
O problema de alocac¸a˜o dos po´los de cada um dos subsistemas lineares do sistema chaveado em c´ırculos
distintos pode ser tratado atrave´s das condic¸o˜es dos teoremas 4.3 e 4.4, como e´ descrito no corola´rio a
seguir.
Corola´rio 4.2 As condic¸o˜es dos teoremas 4.3 e 4.4 podem ser utilizadas para alocac¸o˜es dos po´los de
cada subsistema linear Aj + B2jKj, j = 1, . . . , N em um c´ırculo localizado no semiplano esquerdo do
plano complexo com raio rj e distando dj do eixo imagina´rio, bastando substituir r por rj e d por dj nas
respectivas condic¸o˜es. Observe que essa troca de varia´veis na˜o altera a validade das expresso˜es (4.6) e (4.9)
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nem da expressa˜o (4.8), que garante a estabilidade do sistema para qualquer sequ¨eˆncia de chaveamento.
Utilizando rj e dj, j = 1, . . . , N nas condic¸o˜es dos teoremas 4.3 e 4.4 e´ poss´ıvel impor alocac¸o˜es mais
restritas (raios menores, com c´ırculos mais distantes do eixo imagina´rio) para os subsistemas dos quais
se deseja uma resposta mais ra´pida, menos oscilato´ria e mais amortecida.
Como sera´ ilustrado por meio de exemplos, estrate´gias de controle com ganhos chaveados permitem
melhorar a resposta dinaˆmica do sistema chaveado em malha fechada. Ale´m disso, em alguns casos, um
controle chaveado pode assegurar a estabilidade em malha fechada para sistemas que na˜o admitem um
ganho fixo de realimentac¸a˜o de estados baseado na estabilidade quadra´tica.
Exemplo 4.1 Considere o sistema chaveado linear estudado em [75] (exemplo 1), que possui dois sub-
sistemas dados por
A1 =
[
0 1
−3 −0.2
]
, B21 =
[
0
1
]
(4.12)
A2 =
[ −0.2 −3
1 0
]
, B22 =
[
1
0
]
(4.13)
Esse sistema na˜o admite um ganho fixo estabilizante calculado pela estabilizabilidade quadra´tica do
Lema 2.3. Utilizando os ganhos
K1s =
[
1 0
]
, K2s =
[
0 1
]
(4.14)
os subsistemas sa˜o individualmente esta´veis, com autovalores −0.10± 1.41i. Entretanto, o sistema chave-
ado em malha fechada torna-se insta´vel quando inicializado em x(0) = [1 0]′ e ξ(0) = 1 (isto e´, partindo
do subsistema 1), sofrendo comutac¸o˜es de um subsistema para o outro a cada 0.5 segundos, como ilustrado
no plano de fase da Figura 4.1 (linha tracejada). Observe como um controlador chaveado que estabiliza
de forma independente cada um dos subsistemas lineares pode na˜o garantir a estabilidade do sistema
chaveado em malha fechada. Por outro lado, a condic¸a˜o do Teorema 4.3 fornece ganhos chaveados que
estabilizam quadraticamente o sistema. Por exemplo, escolhendo d = 0 e r = 1 como paraˆmetros do
c´ırculo de alocac¸a˜o Cc, a condic¸a˜o (4.6) permite obter os ganhos
K1 =
[
2.102 −1.369 ] , K2 = [ −1.369 2.102 ] (4.15)
que alocam os po´los de ambos os subsistemas em −0.78 ± 0.53i. Conforme descrito no Comenta´rio 4.4,
os ganhos chaveados calculados com a condic¸a˜o do Teorema 4.3 garantem a estabilidade do sistema em
malha fechada para qualquer sequ¨eˆncia de chaveamento arbitra´ria. A trajeto´ria das varia´veis de estado
do sistema chaveado sujeito a` lei de controle por realimentac¸a˜o de estados com os ganhos chaveados
(4.15) e´ mostrada na Figura 4.1 (linha cheia), para as mesmas condic¸o˜es iniciais e a mesma sequ¨eˆncia de
chaveamento utilizadas para a simulac¸a˜o da resposta do sistema com os ganhos (4.14). O comportamento
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dinaˆmico do sistema com ganhos chaveados computados pelo Teorema 4.3 e´ claramente melhor do que o
obtido com ganhos chaveados que estabilizam cada subsistema de forma independente.
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Figura 4.1: Plano de fase para o sistema chaveado linear (2.97) com subsistemas dados por (4.12)-(4.13)
para o caso de controle com ganhos chaveados (4.14) que estabilizam os subsistemas individualmente
(linha tracejada) e com os ganhos chaveados computados pela condic¸a˜o do Teorema 4.3 (linha cheia).
As condic¸o˜es iniciais sa˜o x(0) = [1 0]′, ξ(0) = 1, havendo comutac¸o˜es entre os subsistemas a cada 0.5
segundos.
Exemplo 4.2 Seja um sistema chaveado linear com dois subsistemas gerados aleatoriamente dados por
A1 =
[
1 −3
3 −2
]
, B21 =
[
1
0
]
(4.16)
A2 =
[
1 −3
2 −2
]
, B22 =
[
1
0
]
(4.17)
Neste exemplo, o objetivo do projeto e´ alocar os po´los de ambos os subsistemas lineares em um c´ırculo
Cc com d = 0.5 e com o menor raio r poss´ıvel. O menor raio obtido com a condic¸a˜o do Lema 2.13 e´
rf = 0.47, sendo que a alocac¸a˜o e a estabilidade do sistema sa˜o garantidas pelo ganho fixo e pela matriz
de Lyapunov dados respectivamente por
Kf =
[ −0.957 2.582 ] , Wf =
[
334.591 818.346
818.346 2402.676
]
(4.18)
Em contrapartida, o menor raio obtido com o Teorema 4.3 e´ rs = 0.26, com ganhos chaveados estabilizantes
e matriz de Lyapunov dados por
K1 =
[ −0.224 2.361 ] , K2 = [ −0.716 2.360 ] , Ws =
[
2.006 4.045
4.045 8.183
]
(4.19)
Note que o uso de uma estrate´gia de controle de ganhos chaveados permite uma alocac¸a˜o de po´los mais
restrita (raio menor, no caso), conforme mostrado na Figura 4.2, o que garante que as respostas transito´rias
devido a`s comutac¸o˜es de um subsistema para outro sera˜o mais amortecidas e menos oscilato´rias.
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Figura 4.2: Alocac¸a˜o dos po´los dos subsistemas lineares (4.16)-(4.17) do sistema chaveado (2.97) para um
controle por ganhos fixos calculados pelo Lema 2.13 (po´los em ◦, c´ırculo de alocac¸a˜o com linha tracejada,
rf = 0.47) e para um controle por ganhos chaveados obtidos com o Teorema 4.3 (po´los em ∗, c´ırculo de
alocac¸a˜o com linha cheia, rs = 0.26).
Exemplo 4.3 Considere o sistema chaveado linear com subsistemas gerados aleatoriamente dados por
A1 =

 −1 −1 10 −1 3
2 2 −2

 , B21 =

 −1−1
−1

 (4.20)
A2 =

 −4 −1 21 −7 2
2 0 −1

 , B22 =

 1−1
1

 (4.21)
C1 = C2 =
[
0 1 0
0 0 1
]
, D21 = D22 =
[
0
1
]
, B11 = B12 = I3×3; D11 = D12 = 02×3 (4.22)
As condic¸o˜es do Lema 2.4 sa˜o fact´ıveis, fornecendo o ganho fixo
Kf =
[
0.151 1.292 −0.440 ] (4.23)
que assegura a estabilidade quadra´tica do sistema em malha fechada, com um custo garantido H∞ dado
por γf = 22.790. As condic¸o˜es do Teorema 4.2 tambe´m garantem a estabilidade quadra´tica do sistema
em malha fechada atrave´s dos ganhos chaveados
K1 =
[
1.748 2.741 2.656
]
, K2 =
[ −0.660 1.092 −4.095 ] (4.24)
com um custo garantido H∞ dado por γs = 1.016, o que representa uma significativa melhora no ı´ndice
de desempenho do sistema, obtida ao prec¸o de se implementar uma estrate´gia de controle baseada em
ganhos chaveados.
O pro´ximo exemplo explora o uso das condic¸o˜es dos corola´rios 4.1 e 4.2 para tratar os problemas de
falhas de atuadores e de alocac¸o˜es de po´los em c´ırculos distintos aplicados a um modelo de sistema f´ısico.
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Exemplo 4.4 Considere o controle de um processo de lama ativada com treˆs fases distintas, analisado
em [54]. As quatro varia´veis de estado representam as concentrac¸o˜es de: x1(t) - substrato biodegrada´vel
rapidamente (em ingleˆs, readily biodegradable substrate), x2(t) - nitrato, x3(t) - amoˆnia e x4(t) - oxigeˆnio
dissolvido na lama. O subsistema 1 representa a fase aero´bica, 2 e´ uma fase intermedia´ria entre 1 e 3, que
e´ a fase ano´xica. Na fase aero´bica, o controle do processo e´ feito por duas varia´veis manipuladas: u1(t) -
a taxa de fluxo de entrada de concentrac¸a˜o de carbono (em ingleˆs, inlet flow rate of carbon concentration)
e u2(t) - a taxa de fluxo de entrada de ar (em ingleˆs, inlet flow rate of air). Nas fases 2 e 3, somente
a varia´vel u1(t) esta´ dispon´ıvel para o controle. A comutac¸a˜o de uma fase para outra e´ feita por um
operador, em func¸a˜o da remoc¸a˜o total do substrato principal, numa sequ¨eˆncia na˜o conhecida a priori,
mas dispon´ıvel em tempo real. Para maiores detalhes sobre o modelo, consulte [54]. As matrizes do
sistema sa˜o dadas por
A1 =


−100.863 0 0 0
0 −1.160 5.430 0
−5.488 0 −6.590 0
−35.893 0 −24.815 −115.160

 (4.25)
A2 =


−100.863 0 0 0
0 −1.160 5.430 0
−5.488 0 −6.590 0
−35.893 0 −24.815 −1.160

 (4.26)
A3 =


−74.597 −39.034 0 0
−9.244 −8.050 0 0
−4.042 −3.013 −1.160 0
0 0 0 −20.160

 (4.27)
B21 =


1.143 0
0 0
0 0
0 9.500

 , B22 = B23 =


1.143
0
0
0

 (4.28)
B11 = B12 = B13 =


0.083 0
0 0
0 0.333
0 0

 (4.29)
C1 =
[
10 0 0 0
0 0 0 100
]
, C2 = C3 =
[
10 0 0 0
0 0 0 0
]
(4.30)
D21 =
[
1 0
0 1
]
, D22 = D23 =
[
1
0
]
(4.31)
D11 = D12 = D13 = 02×2 (4.32)
As alocac¸o˜es de po´los escolhidas para cada subsistema sa˜o (d1 = 7, r1 = 10) (j = 1), (d2 = 0, r2 = 15)
(j = 2) e (d3 = 0, r3 = 30) (j = 3), o que representa um comportamento dinaˆmico mais restrito para o
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subsistema 1 quando comparado a` situac¸a˜o de uma u´nica entrada de controle (subsistemas 2 e 3). Os
ganhos chaveados obtidos atrave´s das condic¸o˜es do Teorema 4.4 sa˜o dados por
K1 =
[
59.022 50.511 44.388 −0.029
3.834 −0.442 2.207 10.300
]
(4.33)
K2 =
[
62.494 38.833 37.626 0.476
]
(4.34)
K3 =
[ −0.798 131.451 93.047 1.054 ] (4.35)
com a matriz de Lyapunov
W =


0.362 −0.021 0.146 0.608
−0.021 0.100 −0.129 −0.248
0.146 −0.129 0.217 0.478
0.608 −0.248 0.478 8.814

 (4.36)
assegurando a estabilidade do sistema chaveado em malha fechada com um custo garantido H∞ dado por
γ = 104.157. A Figura 4.3 mostra as alocac¸o˜es de po´los para os treˆs subsistemas.
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Figura 4.3: Alocac¸a˜o dos po´los de cada um dos subsistemas lineares Aj + B2jKj , j = 1, 2, 3. Subsistema
1: po´los em ◦, c´ırculo de alocac¸a˜o em linha cont´ınua com (d1 = 7, r1 = 10); subsistema 2: po´los em
¤, c´ırculo de alocac¸a˜o em linha tracejada com (d2 = 0, r2 = 15); subsistema 3: po´los em ×, c´ırculo de
alocac¸a˜o em linha tracejado-pontilhada com (d3 = 0, r3 = 30).
4.2 Caso discreto no tempo
4.2.1 Controle H∞
A condic¸a˜o mencionada no Corola´rio 3.4 pode ser diretamente aplicada na soluc¸a˜o do Problema 2.13
de coˆmputo de ganhos robustos que asseguram a estabilidade do sistema em malha fechada com um custo
garantido H∞ dado por γ.
Uma soluc¸a˜o LMI para o Problema 2.14 de controle H∞ atrave´s de ganhos chaveados e´ dada pelo
pro´ximo teorema.
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Teorema 4.5 Se existirem matrizes sime´tricas definidas positivas Sj ∈ Rn×n, matrizes Gj ∈ Rn×n e
Fj ∈ Rm×n, j = 1, . . . , N tais que o problema de otimizac¸a˜o
min µ
sujeito a 

Gj + G
′
j − Sj 0 G′jA′j + F ′jB′2j G′jC ′j + F ′jD′2j
? I B′1j D
′
1j
? ? Si 0
? ? ? µI

 > 0
i = 1, . . . , N , j = 1, . . . , N
(4.37)
tenha soluc¸a˜o, enta˜o a lei de controle u(k) = Kξ(k)x(k), em que a func¸a˜o de chaveamento ξ(k) seleciona
arbitrariamente o ganho ativo dentre o conjunto de ganhos Kj = FjG
−1
j , j = 1, . . . , N , estabiliza o sistema
chaveado linear em malha fechada (2.121)-(2.123) para qualquer sequ¨eˆncia de chaveamento arbitra´ria, com
um custo garantido H∞ dado por γ =
√
µ∗, µ∗ = min µ. A matriz da func¸a˜o de Lyapunov e´ selecionada
por ξ(k) dentre o conjunto de matrizes Sj, j = 1, . . . , N .
Prova: A prova e´ direta. Substitua Aj por Aj+B2jKj , Cj por Cj+D2jKj em (2.69) e fac¸a a transformac¸a˜o
de varia´veis KjGj = Fj para recuperar a condic¸a˜o (4.37).
Comenta´rios ana´logos aos comenta´rios 2.18 e 2.20 sa˜o va´lidos aqui.
Comenta´rio 4.6 A condic¸a˜o do Teorema 4.5 pode ser vista como uma extensa˜o da condic¸a˜o mencionada
no Comenta´rio 2.14 ([78]) para tratar o problema de controle H∞ ou como uma extensa˜o da condic¸a˜o
do Lema 2.12 ([25]) para tratar o caso em que as matrizes B2(α(k)) e D2(α(k)) sa˜o matrizes chaveadas.
O apelo principal da condic¸a˜o (4.37) e´ a possibilidade de calcular atrave´s de LMIs um controlador H∞
chaveado para o caso geral em que todas as matrizes do sistema sa˜o supostas chaveadas.
4.2.2 Alocac¸a˜o de po´los
O teorema a seguir apresenta uma condic¸a˜o convexa na forma de LMIs para resolver o Problema 2.15
de estabilizac¸a˜o com alocac¸a˜o de po´los.
Teorema 4.6 Dados | c |≤ 1, r > 0 tais que | c | + r ≤ 1, se existirem matrizes sime´tricas definidas
positivas Sj ∈ Rn×n e matrizes Gj ∈ Rn×n, Fj ∈ Rm×n, j = 1, . . . , N tais que[
r(Gj + G
′
j − Sj) G′jA′j + F ′jB′2j − cG′j
? rSi
]
> 0 , i = 1, . . . , N , j = 1, . . . , N (4.38)
enta˜o a lei de controle u(k) = Kξ(k)x(k), em que a func¸a˜o de chaveamento ξ(k) seleciona arbitrariamente
o ganho ativo dentre o conjunto de ganhos Kj = FjG
−1
j , j = 1, . . . , N , estabiliza o sistema chaveado
linear em malha fechada (2.118)-(2.119) para qualquer sequ¨eˆncia de chaveamento arbitra´ria, assegurando
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a qualquer subsistema linear Aj + B2jKj, j = 1, . . . , N a alocac¸a˜o de po´los no c´ırculo Cd, com centro c e
raio r, mostrado na Figura 2.2. A matriz da func¸a˜o de Lyapunov e´ selecionada por ξ(k) dentre o conjunto
de matrizes Sj, j = 1, . . . , N .
Prova: Considerando a transformac¸a˜o de varia´veis Fj = KjGj , a expressa˜o (4.38) pode ser reescrita
como [
Gj + G
′
j − Sj G′j
(
Aj + B2jKj − cI
)
′
/r
? Si
]
> 0 , i = 1, . . . , N , j = 1, . . . , N (4.39)
que e´ equivalente a` desigualdade (2.58), substituindo Aj por
(
Aj + B2jKj − cI
)
′
/r. A factibilidade de
(2.58) garante que os autovalores de Aj , j = 1, . . . , N esta˜o contidos no c´ırculo de raio unita´rio centrado
na origem do plano complexo, que e´ uma condic¸a˜o necessa´ria a` estabilidade de sistemas chaveados com
func¸o˜es de chaveamento arbitra´rias. A existeˆncia de soluc¸a˜o para (4.39) garante que os autovalores de
Aj + B2jKj , j = 1, . . . , N esta˜o localizados dentro do c´ırculo com centro c e raio r adequadamente
escolhidos para que esse c´ırculo esteja contido no c´ırculo de raio unita´rio. A estabilidade do sistema
para sequ¨eˆncias de chaveamentos arbitra´rias tambe´m e´ garantida pela existeˆncia de uma soluc¸a˜o para a
condic¸a˜o do Teorema 4.6. Observe que o sistema
x(k + 1) =
(Aj + B2jKj − cI
r
)
x(k) (4.40)
com Kj = FjG
−1
j obtido de (4.38) descreve um sistema esta´vel para qualquer sequ¨eˆncia de chaveamento.
O sistema (4.40) pode ser reescrito como a soma de dois sistemas lineares
x(k + 1) + (r − 1)x(k + 1) = (Aj + B2jKj)x(k)− cx(k) (4.41)
Note que a parcela (r − 1)x(k + 1) = −cx(k) e´ sempre esta´vel pois, para o c´ırculo Cd estar contido no
c´ırculo de raio unita´rio, tem-se | c | + r ≤ 1, implicando que −1 ≤ c/(1− r) ≤ 1. A estabilidade do
sistema (4.41) para qualquer sequ¨eˆncia de chaveamento exige que a parcela x(k + 1) = (Aj + B2jKj)x(k)
tambe´m seja esta´vel. Portanto, o ganho Kj que assegura a alocac¸a˜o de po´los para cada subsistema linear
tambe´m garante a estabilidade do sistema chaveado.
Os pro´ximos comenta´rios descrevem particularizac¸o˜es da condic¸a˜o do Teorema 4.6 para tratar controle
com ganho robusto e controle com ganhos chaveados que asseguram propriedades de alocac¸a˜o de po´los.
Comenta´rio 4.7 Fazendo Gj = G
′
j = Sj = Si = S e Fj = F , j = 1, . . . , N em (4.38), pode-se computar
um ganho robusto K = FS−1, que garante as propriedades de alocac¸a˜o de po´los e de estabilidade do
sistema em malha fechada para sequ¨eˆncias de chaveamento arbitra´rias descritas no Teorema 4.6, com
uma matriz de Lyapunov quadra´tica S. Observe que, para c = 0 e r = 1, recupera-se a condic¸a˜o de
estabilizabilidade quadra´tica do Lema 2.9.
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Comenta´rio 4.8 Fazendo Gj = G
′
j = G e Fj = F , j = 1, . . . , N em (4.38), pode-se computar um ganho
robusto K = FG−1, que garante as propriedades de alocac¸a˜o de po´los e de estabilidade do sistema em
malha fechada para sequ¨eˆncias de chaveamento arbitra´rias descritas no Teorema 4.6, sendo que a func¸a˜o
de chaveamento ξ(k) seleciona a matriz de Lyapunov dentre o conjunto de matrizes Sj , j = 1, . . . , N .
Comenta´rio 4.9 Fazendo Gj = G
′
j = Sj j = 1, . . . , N em (4.38), tem-se uma condic¸a˜o para coˆmputo
de ganhos chaveados Kj = FjSj
−1, j = 1, . . . , N que garantem as propriedades de alocac¸a˜o de po´los e
de estabilidade do sistema em malha fechada para sequ¨eˆncias de chaveamento arbitra´rias descritas no
Teorema 4.6, sendo que a func¸a˜o de chaveamento ξ(k) seleciona a matriz de Lyapunov dentre o conjunto
de matrizes Sj , j = 1, . . . , N .
No que diz respeito a coˆmputo de ganhos fixos, a utilizac¸a˜o da condic¸a˜o (4.38) com as particularizac¸o˜es
descritas no Comenta´rio 4.8 fornece resultados menos conservadores do que a implementac¸a˜o de (4.38)
sob as particularizac¸o˜es do Comenta´rio 4.7, grac¸as a`s matrizes extras G. No caso de coˆmputo de ganhos
chaveados com restric¸o˜es de estrutura, o uso da condic¸a˜o (4.38) sem as particularizac¸o˜es do Comenta´rio 4.9
leva a melhores resultados de s´ıntese ao prec¸o de se resolver LMIs com maior nu´mero de varia´veis.
Quando se sabe a priori que nem todas as transic¸o˜es entre subsistemas sa˜o realiza´veis, e´ poss´ıvel
reduzir o nu´mero de LMIs a serem resolvidas no Teorema 4.6, conforme descreve o Comenta´rio 2.18. Note
tambe´m que os corola´rios 4.1 e 4.2 podem ser aplicados com o Teorema 4.6.
Uma condic¸a˜o LMI para soluc¸a˜o do Problema 2.16 de controle H∞ com restric¸o˜es de alocac¸a˜o de po´los
e´ dada no teorema a seguir.
Teorema 4.7 Dados | c |≤ 1, r > 0 tais que | c | + r ≤ 1, se existirem matrizes sime´tricas definidas
positivas Sj ∈ Rn×n, matrizes Gj ∈ Rn×n e Fj ∈ Rm×n, j = 1, . . . , N tais que o problema de otimizac¸a˜o
min µ
sujeito a 

r(Gj + G
′
j − Sj) 0 G′jA′j + F ′jB′2j − cG′j r(G′jC ′j + F ′jD′2j)
? rI rB′1j rD
′
1j
? ? rSi 0
? ? ? µrI

 > 0
i = 1, . . . , N , j = 1, . . . , N
(4.42)
tenha soluc¸a˜o, enta˜o a lei de controle u(k) = Kξ(k)x(k), em que a func¸a˜o de chaveamento ξ(k) seleciona
arbitrariamente o ganho ativo dentre o conjunto de ganhos Kj = FjG
−1
j , j = 1, . . . , N , estabiliza o sistema
chaveado linear em malha fechada (2.121)-(2.123) para qualquer sequ¨eˆncia de chaveamento arbitra´ria,
com um custo garantido H∞ dado por γ =
√
µ∗, µ∗ = min µ, assegurando a qualquer subsistema linear
Aj + B2jKj, j = 1, . . . , N a alocac¸a˜o de po´los no c´ırculo Cd, com centro em c e raio r, mostrado na
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Figura 2.2. A matriz de Lyapunov e´ selecionada por ξ(k) dentre o conjunto de matrizes Sj, j = 1, . . . , N .
Prova: Substitua Aj por
(
Aj − cI
)
/r e B2j por B2j/r na condic¸a˜o do Teorema 4.5 para obter (4.42),
cuja factibilidade assegura a alocac¸a˜o de po´los com custo garantido H∞ para o sistema em malha fechada.
Ide´ias similares a`s da prova do Teorema 4.6 asseguram que se (4.42) tem soluc¸a˜o, enta˜o o sistema e´ esta´vel
para qualquer sequ¨eˆncia de chaveamento arbitra´ria.
Comenta´rios ana´logos aos comenta´rios 2.18 e 4.7 a 4.9 e condic¸o˜es ana´logas a`s dos Corola´rios 4.1 e 4.2
sa˜o va´lidas aqui.
Na sequ¨eˆncia, alguns exemplos ilustram a aplicac¸a˜o das condic¸o˜es dos teoremas 4.5 a 4.7.
Exemplo 4.5 Considere um sistema chaveado linear discreto no tempo com treˆs subsistemas gerados
aleatoriamente
A1 =
[
0.7582 0.6802
−0.6919 −1.0725
]
, B21 =
[
0.6234
0.6859
]
(4.43)
A2 =
[
0.8998 0.2847
−2.1231 −0.7333
]
, B22 =
[
0.6773
0.8768
]
(4.44)
A3 =
[ −0.7734 −0.3368
0.1518 0.9708
]
, B23 =
[
0.0129
0.3104
]
(4.45)
Embora as matrizes A1, A2 e A3 sejam esta´veis, este sistema na˜o e´ quadraticamente estabiliza´vel por
meio de ganhos fixos calculados pela condic¸a˜o do Lema 2.9. Por outro lado, aplicando a condic¸a˜o do
Teorema 4.6 com matrizes Gj = G
′
j = G e Fj = F fixas, matrizes Sj chaveadas e com c = 0 e r = 1
obte´m-se a soluc¸a˜o
G =
[
48.9397 −42.0100
−43.4477 119.8579
]
, F =
[
21.1029 −25.4457 ] (4.46)
que permite calcular o ganho robusto estabilizante
K = FG−1 =
[
0.3524 −0.0888 ] (4.47)
Note, nesse caso, como o uso de uma func¸a˜o de Lyapunov com matrizes chaveadas (Teorema 4.6 com par-
ticularizac¸o˜es do Comenta´rio 4.8) permite obter um ganho robusto estabilizante para o sistema enquanto
a condic¸a˜o baseada em uma func¸a˜o de Lyapunov com matriz fixa (Lema 2.9) na˜o e´ fact´ıvel.
Utilizando a condic¸a˜o do Teorema 4.6 sem particularizac¸o˜es nas matrizes Gj , Fj e Sj , e´ poss´ıvel
estabilizar o sistema em questa˜o impondo alocac¸o˜es de po´los mais restritivas, como por exemplo a alocac¸a˜o
com c = 0 e r = 0.52, assegurada pelos ganhos chaveados
K1 =
[ −0.3138 −0.0144 ] , K2 = [ 0.3413 0.1392 ] , K3 = [ 3.2388 −1.3244 ] (4.48)
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obtidos da soluc¸a˜o de (4.38). Observe que a alocac¸a˜o de po´los mais restritiva (c = 0, r = 0.52), obtida
com a estrate´gia de ganhos chaveados, permite melhorar a resposta transito´ria do sistema em relac¸a˜o a`
resposta relacionada com a alocac¸a˜o em (c = 0, r = 1), obtida atrave´s da estrate´gia de ganhos fixos, ao
prec¸o de se implementar uma estrate´gia de controle mais complexa.
Exemplo 4.6 Considere um sistema chaveado linear discreto no tempo com subsistemas
A1 =
[
0 1.00
−2.50 −1.00
]
, B21 =
[
0
1.00
]
(4.49)
A2 =
[
0 1.00
0.11 1.00
]
, B22 =
[
1.00
1.00
]
(4.50)
Este sistema possui matrizes insta´veis A1 e A2 (autovalores iguais a −0.50± 1.50i e −0.10, 1.10, respecti-
vamente). Na˜o e´ poss´ıvel encontrar um ganho fixo estabilizante (alocac¸a˜o com c = 0 e r = 1) atrave´s da
condic¸a˜o do Teorema 4.6 com as restric¸o˜es nas varia´veis do problema dadas pelos comenta´rios 4.7 e 4.8.
Por outro lado, a condic¸a˜o (4.38) do Teorema 4.6 (com matrizes Gj , Fj , Sj , j = 1, . . . , N) e´ fact´ıvel,
permitindo por exemplo a alocac¸a˜o dos po´los dos subsistemas (4.49)-(4.50) no c´ırculo com centro c = 0.5
e raio r = 0.5 por meio dos ganhos chaveados
K1 =
[
2.025 2.450
]
, K2 =
[
0.661 −1.132 ] (4.51)
A resposta temporal do sistema em malha fechada e´ mostrada na Figura 4.4. O s´ımbolo (·) indica
as trajeto´rias das varia´veis de estado x1(k) e x2(k), sendo x(0) = [1 − 1]′, para o caso de operac¸a˜o
no subsistema A1 + B21K1 enquanto o s´ımbolo (∗) indica o mesmo para operac¸a˜o no subsistema A2 +
B22K2. As linhas cheias indicam as trajeto´rias das varia´veis de estado quando o sistema e´ inicializado no
subsistema j = 1 e sofre comutac¸o˜es entre os subsistemas (1­ 2) a cada per´ıodo de amostragem.
Uma estrate´gia bem conhecida para controle de sistemas discretos no tempo e´ tentar obter um tran-
sito´rio ra´pido utilizando um controlador do tipo deadbeat. Para o presente exemplo, uma resposta quase
deadbeat e´ obtida fixando o centro do c´ırculo de alocac¸a˜o de po´los em c = 0 e reduzindo o raio ate´ um
valor mı´nimo, dado por r = 0.15 pela condic¸a˜o do Teorema 4.6. Os ganhos chaveados
K1 =
[
2.500 0.994
]
, K2 =
[ −0.104 −1.000 ] (4.52)
fornecidos por (4.38) garantem a especificac¸a˜o de alocac¸a˜o de po´los e tambe´m a estabilidade do sistema
para sequ¨eˆncias de chaveamento arbitra´rias. A Figura 4.5 mostra a resposta temporal (quase deadbeat)
para o sistema em questa˜o com os ganhos chaveados (4.52) no caso de uma operac¸a˜o iniciada no subsistema
1, com x(0) = [1 − 1]′, e com transic¸o˜es entre subsistemas ocorrendo a cada instante de amostragem (um
segurador de ordem zero foi inclu´ıdo na simulac¸a˜o).
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Figura 4.4: Trajeto´rias das varia´veis de estado para o sistema chaveado linear discreto no tempo com
subsistemas (4.49)-(4.50), controlado pelos ganhos chaveados (4.51). O s´ımbolo (·) indica as trajeto´rias
dos estados x1(k) e x2(k), sendo x(0) = [1 − 1]′, para o caso de operac¸a˜o no subsistema A1 + B21K1
enquanto o s´ımbolo (∗) indica o mesmo para operac¸a˜o no subsistema A2 + B22K2. As trajeto´rias das
varia´veis de estado do sistema sofrendo chaveamentos entre subsistemas a cada per´ıodo de amostragem
sa˜o representadas pelas linhas cheias.
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Figura 4.5: Trajeto´rias das varia´veis de estado x1(k) (linha cheia), x2(k) (linha tracejado-pontilhada)
para o sistema chaveado com subsistemas lineares (4.49)-(4.50) controlado pelos ganhos chaveados (4.52)
(resposta quase deadbeat : c = 0, r = 0.15).
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Exemplo 4.7 Seja um sistema chaveado linear discreto no tempo com subsistemas gerados aleatoria-
mente
A1 =
[
0.5960 0.0336
0.7818 0.8570
]
, B21 =
[
0.4720
0.0881
]
(4.53)
A2 =
[
0.6826 0.9177
0.8019 0.3881
]
, B22 =
[
0.9251
0.6785
]
(4.54)
E´ poss´ıvel computar ganhos fixos estabilizantes para o sistema atrave´s da condic¸a˜o do Teorema 4.6 (c = 0,
r = 1) com as particularizac¸o˜es dos comenta´rios 4.7 e 4.8. No entanto, se a restric¸a˜o de estrutura
Kj =
[
kj11 0
]
, j = 1, 2 (4.55)
for imposta, significando que somente x1(k) esta´ dispon´ıvel para a s´ıntese do sinal de controle u(k), enta˜o
apenas a condic¸a˜o (4.38) sem particularizac¸o˜es nas varia´veis Gj , Fj , Sj e´ capaz de computar ganhos
estabilizantes (c = 0, r = 1) para o sistema, dados por
K1 =
[ −2.3439 0 ] , K2 = [ −0.8736 0 ] (4.56)
Fixando o centro do c´ırculo de alocac¸a˜o de po´los em c = 0, a condic¸a˜o (4.38) permite reduzir o raio ate´
um raio mı´nimo r = 0.93, sendo que nesse caso a alocac¸a˜o e´ garantida por meio dos ganhos
K1 =
[ −3.0085 0 ] , K2 = [ −0.7989 0 ] (4.57)
Exemplo 4.8 Considere um sistema chaveado linear discreto no tempo com dois subsistemas
A1 =

 0.254 0.271 0.6310.307 0.749 0.417
0.487 0.430 0.723

 , B21 =

 0.054 0.4420.544 0.925
0.670 0.756

 (4.58)
A2 =

 0.567 0.642 0.7620.776 0.518 0.654
0.810 0.494 0.267

 , B22 =

 0.188 0.3420.106 0.149
0.996 0.588

 (4.59)
com varia´veis de estado x1(k), x2(k) e x3(k) e entradas de controle u1(k), u2(k).
O objetivo e´ controlar o sistema com ganhos chaveados sujeitos a` restric¸a˜o de estrutura do tipo bloco
diagonal
Kj =
[
kj11 k
j
12 0
0 0 kj23
]
, j = 1, 2 (4.60)
A condic¸a˜o do Teorema 4.6 e´ fact´ıvel para c = 0, r = 1, fornecendo os ganhos estabilizantes
K1 =
[ −0.7399 −0.9974 0
0 0 −0.8000
]
, K2 =
[ −1.1511 −0.8375 0
0 0 −1.3356
]
(4.61)
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Tambe´m e´ poss´ıvel impor uma alocac¸a˜o de po´los mais restrita (c = 0 e r = 0.76) atrave´s de (4.38),
assegurando ao sistema em malha fechada uma resposta transito´ria mais ra´pida por meio dos ganhos
K1 =
[ −0.8482 −1.2237 0
0 0 −0.8284
]
, K2 =
[ −1.8575 −1.4650 0
0 0 −1.7335
]
(4.62)
O exemplo a seguir apresenta um sistema do tipo fonte ininterrupta de energia (do ingleˆs, Uninter-
ruptible Power Supply – UPS) com uma carga chaveada t´ıpica, que e´ uma aplicac¸a˜o importante na a´rea
de eletroˆnica de poteˆncia. O sistema e´ modelado como um sistema chaveado linear e as condic¸o˜es dos
teoremas 4.6 e 4.7 sa˜o utilizadas para projetar controladores que garantam a estabilidade com restric¸o˜es
de alocac¸a˜o de po´los e de custo garantido H∞.
Exemplo 4.9 Considere o sistema UPS monofa´sico [65], cujo circuito e´ mostrado na Figura 4.6.
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Figura 4.6: Topologia ba´sica de um sistema UPS monofa´sico.
Uma caracter´ıstica fundamental de um sistema UPS e´ a capacidade de garantir uma tensa˜o senoidal de
sa´ıda com um baixo n´ıvel de distorc¸a˜o inclusive na presenc¸a de cargas na˜o-lineares, como retificadores com
filtros capacitivos. Muitas te´cnicas teˆm sido aplicadas para tratar o problema de controle do circuito da
Figura 4.6, sendo que controladores a tempo discreto teˆm merecido uma atenc¸a˜o especial, principalmente
pela possibilidade de implementac¸a˜o de estrate´gias sofisticadas de controle em processadores digitais de
baixo custo. Por exemplo, um controle do tipo deadbeat foi aplicado a sistemas UPS em [53], [77] e
um controle do tipo preditivo foi utilizado em [20]. Controladores repetitivos, cujo objetivo e´ eliminar
erros causados por distu´rbios perio´dicos produzidos por cargas c´ıclicas (comutac¸o˜es perio´dicas), teˆm sido
bastante utilizados para melhorar a resposta em regime permanente de sistemas UPS [57], [79], [112].
O objetivo aqui e´ usar as condic¸o˜es de estabilizac¸a˜o com alocac¸a˜o de po´los e com especificac¸a˜o de
custo garantido H∞, dadas pelos teoremas 4.6 e 4.7, para determinar os ganhos de controladores por
realimentac¸a˜o de estados que garantam ao sistema UPS em malha fechada uma tensa˜o de sa´ıda senoidal
com baixo n´ıvel de distorc¸a˜o e uma ra´pida resposta transito´ria quando uma carga chaveada t´ıpica e´
alimentada. A carga considerada e´ um retificador com filtro capacitivo, mostrado na Figura 4.7.
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Figura 4.7: Retificador em ponte completa com filtro capacitivo aplicado como carga do sistema UPS
mostrado na Figura 4.6.
Os diodos D1, . . . , D4 e as chaves S1, . . . , S4 sa˜o supostos ideais. Quando o retificador da Figura 4.7
substitui a carga gene´rica da Figura 4.6, dois modos de operac¸a˜o sa˜o poss´ıveis. Escolhendo como varia´veis
de estado xc(t) = [vC(t) iL(t)]
′ e usando as leis de Kirchhoff, o sistema UPS pode ser modelado como
um sistema chaveado linear (2.97). Quando os diodos D1, . . . , D4 na˜o esta˜o em conduc¸a˜o, as matrizes do
sistema sa˜o dadas por
Ac1 =
[
0 1/C
−1/L 0
]
, Bc1 =
[
0
1/L
]
(4.63)
e no caso em que D1, D4 ou D2, D3 esta˜o em conduc¸a˜o, as matrizes sa˜o dadas por
Ac2 =
[ −1/(R(C + CF )) 1/(C + CF )
−1/L 0
]
, Bc2 =
[
0
1/L
]
(4.64)
Observe que a varia´vel de estado vCF (t), tensa˜o no capacitor do retificador, na˜o e´ controla´vel pela
entrada u(t) quando os diodos D1, . . . , D4 na˜o esta˜o em conduc¸a˜o. Entretanto, cabe lembrar que o objetivo
aqui e´ controlar a qualidade da tensa˜o vC(t) fornecida a` carga pela UPS e na˜o o controle da tensa˜o
vCF (t) (varia´vel interna da carga). Para realizar esse objetivo, supo˜e-se que as varia´veis dispon´ıveis para
realimentac¸a˜o sa˜o vC(t) e iL(t) (varia´veis do sistema UPS).
A fim de aplicar um esquema de controle a tempo discreto, o sistema e´ discretizado utilizando o
me´todo do segurador de ordem zero, com um per´ıodo de amostragem Ts, sendo representado por
xd(k + 1) = Adξ(k)x(k) + Bdξ(k)u(k) (4.65)
com
xd(k + 1) = [vC(k) iL(k)]
′ (4.66)
e
Adj = exp(AcjTs) , Bdj = (exp(AcjTs)− I)Acj−1Bcj , j = 1, 2 (4.67)
Definindo o erro de trajeto´ria e(k) como
e(k) = r(k)− vC(k) (4.68)
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sendo r(k) um sinal de refereˆncia senoidal, tem-se que uma ac¸a˜o integral sobre o erro de trajeto´ria e´ dada
por
ei(k + 1) = ei(k) + e(k) (4.69)
que e´ incorporada ao sistema (4.65) para melhorar a resposta em regime permanente. O sistema aumen-
tado, com varia´veis de estado x(k)′ = [vC(k) iL(k) ei(k)] = [x1(k) x2(k) x3(k)] e´ dado por
x(k + 1) = Aξ(k)x(k) + B2ξ(k)u(k) + Brr(k) (4.70)
com ξ(k) : N → {1, 2} e
Aj =
[
Adj 0
H 1
]
, H =
[ −1 0 ] , B2j =
[
Bdj
0
]
, Br =
[
0
1
]
, j = 1, 2 (4.71)
Considere os seguintes paraˆmetros nominais do sistema UPS: tensa˜o eficaz (do ingleˆs, Root Mean
Square – RMS) de sa´ıda igual a 110 V , 60 Hz, tensa˜o de entrada E igual a 250V , frequ¨eˆncias de amos-
tragem e chaveamento iguais a 10800 Hz, o que define o per´ıodo de amostragem Ts = 1/10800 s. O
indutor do filtro de sa´ıda tem indutaˆncia L igual a 1mH, o capacitor do filtro de sa´ıda tem capacitaˆncia
C igual a 100µF e os paraˆmetros da carga da Figura 4.7 sa˜o R igual a 24Ω e CF igual a 330µF . Com
esses paraˆmetros, as matrizes (A, B2)j , j = 1, 2 em (4.71), sa˜o dadas por
A1 =

 0.9574 0.9128 0−0.0913 0.9574 0
−1 0 1

 , B21 =

 0.04260.0913
0

 (4.72)
para o caso em que D1, . . . , D4 na˜o esta˜o em conduc¸a˜o e por
A2 =

 0.9812 0.2137 0−0.0919 0.9901 0
−1 0 1

 , B22 =

 0.00990.0923
0

 (4.73)
para o caso em que D1, D4 ou D2, D3 esta˜o em conduc¸a˜o.
Simulac¸o˜es nume´ricas apresentadas na sequ¨eˆncia mostram que o sistema UPS tem um bom desempenho
com controlador com ganho fixo, mas que o desempenho pode ser melhorado significativamente utilizando
uma estrate´gia de controle de ganhos chaveados.
Utilizando a condic¸a˜o do Teorema 4.6 com as particularizac¸o˜es do Comenta´rio 4.8 e´ poss´ıvel garantir
uma alocac¸a˜o dos po´los dos dois subsistemas em c = 0, r = 0.9 atrave´s do ganho fixo
K =
[ −27.3715 −17.5037 5.1237 ] (4.74)
A tensa˜o vC(t) na sa´ıda da UPS e a corrente io(t) na entrada da carga sa˜o mostradas na Figura 4.8,
para o caso do sistema controlado por u(k) = Kx(k), com ganho fixo K dado por (4.74). O sinal u(k) e´
convertido em um sinal com modulac¸a˜o por largura de pulso (do ingleˆs, Pulsewidth Modulation – PWM)
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para ser aplicado ao sistema, como seria feito em uma aplicac¸a˜o pra´tica da te´cnica, e as varia´veis mostradas
na simulac¸a˜o sa˜o cont´ınuas no tempo. Quando a corrente de carga io(t) e´ igual a zero, o subsistema j = 1
esta´ ativo (descarga do capacitor CF ) e quando io(t) 6= 0, o subsistema j = 2 esta´ ativo (carga do capacitor
CF ).
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Figura 4.8: Tensa˜o de sa´ıda vC(t) e corrente de carga 2io(t) do sistema UPS da Figura 4.6 com a carga
da Figura 4.7 controlado pelo ganho fixo (4.74).
A taxa de distorc¸a˜o harmoˆnica (do ingleˆs, Total Harmonic Distortion – THD) da forma de onda da
tensa˜o de sa´ıda da Figura 4.8 e´ de 3.08%, causada pela presenc¸a da carga chaveada. O desempenho do
sistema pode ser melhorado utilizando ganhos chaveados computados atrave´s do Teorema 4.6. E´ poss´ıvel
restringir a alocac¸a˜o de po´los para c = 0 e r = 0.5, sendo que a condic¸a˜o (4.38) ainda e´ fact´ıvel, fornecendo
os ganhos
K1 =
[ −27.2512 −19.3967 9.1495 ] (4.75)
K2 =
[ −73.4297 −16.1507 24.2970 ] (4.76)
A tensa˜o de sa´ıda da UPS vC(t) e a corrente de carga io(t) sa˜o mostradas na Figura 4.9, na qual a
forma de onda senoidal apresenta uma melhor qualidade (THD de 0.67%) do que a forma de onda senoidal
da Figura 4.8, grac¸as ao uso de uma estrate´gia de controle com ganhos chaveados.
Restric¸o˜es estruturais nos ganhos do controlador podem tambe´m ser aplicadas a esse problema. Por
exemplo, suponha que a varia´vel de estado x2(t), a corrente no indutor, na˜o esta´ dispon´ıvel para realimen-
tac¸a˜o, o que torna a ac¸a˜o de controle dependente apenas de um sensor de tensa˜o para x1(t), resultando
nos elementos dos ganhos K1(1, 2) e K2(1, 2) iguais a zero. Esse e´ um problema de projeto de controle
de realimentac¸a˜o de sa´ıda (apenas x1(k) e ei(k) sa˜o usados para realimentac¸a˜o), que pode ser resolvido
impondo as restric¸o˜es de estrutura descritas no Corola´rio 3.2 a`s matrizes Fj e Gj , j = 1, 2 do Teorema 4.6.
Utilizando as condic¸o˜es do Teorema 4.6, e´ poss´ıvel garantir a alocac¸a˜o de po´los no c´ırculo de centro c = 0
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Figura 4.9: Tensa˜o de sa´ıda vC(t) e corrente de carga 2io(t) do sistema UPS da Figura 4.6 com a carga
da Figura 4.7 e ganhos chaveados (4.75)-(4.76).
e raio r = 1 por meio dos ganhos
K1 =
[
0.2675 0 0.0044
]
(4.77)
K2 =
[
0.8219 0 0.0011
]
(4.78)
com a estabilidade do sistema UPS em malha fechada assegurada para qualquer sequ¨eˆncia de chaveamento.
Na˜o e´ poss´ıvel obter ganhos fixos atrave´s do Teorema 4.6 com essa restric¸a˜o de estrutura. Nota-se que
a indisponibilidade de uma das varia´veis de estado para realimentac¸a˜o torna a ac¸a˜o de controle menos
eficiente, levando a uma especificac¸a˜o de projeto mais conservadora.
Suponha agora que o sistema esta´ sujeito a` ac¸a˜o de perturbac¸o˜es do tipo sinal de energia, o que permite
a representac¸a˜o do sistema aumentado no caso discreto
x(k + 1) = Aξ(k)x(k) + B1ξ(k)w(k) + B2ξ(k)u(k) + Brr(k) (4.79)
z(k) = Cξ(k)x(k) + D1ξ(k)w(k) + D2ξ(k)u(k) (4.80)
com
Aj =
[
Adj 0
H 1
]
, H =
[ −1 0 ] (4.81)
B1j =

 b11b21
b31

 , B2j =
[
Bdj
0
]
, Br =

 00
1

 , j = 1, 2 (4.82)
Cj =
[
1 0 0
]
, D1j =
[
d11
]
, D2j =
[
0
]
, j = 1, 2 (4.83)
Considere as seguintes matrizes para o problema
B11 = B12 =

 0.10.1
0.0

 , C1 = C2 = [ 1 0 0 ] , D11 = D12 = [ 0.1 ] , D21 = D22 = 0 (4.84)
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Utilizando a condic¸a˜o de alocac¸a˜o de po´los e restric¸a˜o de custo garantido H∞ do Teorema 4.7, e´ poss´ıvel
estabilizar o sistema UPS sujeito a` perturbac¸a˜o w(k). Escolhendo c = 0, r = 0.6, a condic¸a˜o do Teo-
rema 4.7 e´ fact´ıvel, assegurando a estabilidade do sistema UPS em malha fechada por meio de ganhos
chaveados de realimentac¸a˜o de estados dados por
K1 =
[ −27.1120 −19.5028 8.5565 ] , K2 = [ −74.2952 −16.3124 23.0583 ] (4.85)
com custo garantido H∞ dado por γ = 0.7578.
E´ interessante observar que o valor do custo garantido H∞ dado pelo Teorema 4.7 depende da especi-
ficac¸a˜o de alocac¸a˜o de po´los. Por exemplo, escolhendo c = 0, o valor de γ em func¸a˜o do raio r do c´ırculo
de alocac¸a˜o e´ mostrado na Figura 4.10.
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Figura 4.10: Valores γ de custo garantido H∞ dados pelo Teorema 4.7 para o sistema UPS da Figura 4.6
com carga mostrada na Figura 4.7 para uma alocac¸a˜o de po´los com centro c = 0, em func¸a˜o do raio r.
Note que o valor do custo garantido H∞ aumenta a` medida que a alocac¸a˜o de po´los se torna mais
restritiva (i.e., quando r diminui) e o compromisso entre rapidez da resposta transito´ria e capacidade de
rejeic¸a˜o de perturbac¸o˜es deve ser levado em conta pelo projetista.
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Concluso˜es e perspectivas
Nesta tese foram apresentadas condic¸o˜es convexas na forma de LMIs para a soluc¸a˜o de problemas de
ana´lise de estabilidade, coˆmputo de custos garantidos H∞, e para o ca´lculo de ganhos dependentes de
paraˆmetros para leis de controle por realimentac¸a˜o de estados capazes de assegurar a estabilidade incluindo
crite´rio de desempenho H∞ para sistemas lineares com paraˆmetros variantes no tempo pertencentes a um
politopo (casos cont´ınuo e discreto). Os resultados sa˜o diretamente aplica´veis a sistemas lineares com
dependeˆncia afim em paraˆmetros variantes no tempo, desde que os paraˆmetros sejam limitados. Tambe´m
foram apresentadas condic¸o˜es do tipo LMI para a determinac¸a˜o de ganhos chaveados para estabilizac¸a˜o
incluindo crite´rio de desempenhoH∞ e especificac¸o˜es de alocac¸a˜o de po´los para sistemas chaveados lineares
com func¸o˜es de chaveamento arbitra´rias. Os resultados fornecidos sa˜o baseados em func¸o˜es de Lyapunov.
Exemplos nume´ricos ilustraram como as condic¸o˜es propostas reduzem o conservadorismo dos problemas
de ana´lise e s´ıntese, podendo tratar inclusive controle com restric¸o˜es de estrutura e controle sob falhas de
atuadores.
5.1 Contribuic¸o˜es
Dezesseis problemas de ana´lise e de s´ıntese foram enunciados no Cap´ıtulo 2 e soluc¸o˜es para cada um
dos problemas foram apresentadas nos cap´ıtulos 3 e 4. Com respeito a sistemas lineares com paraˆmetros
variantes no tempo pertencentes a um politopo, caso cont´ınuo, as principais contribuic¸o˜es sa˜o:
• uma condic¸a˜o LMI (Teorema 3.1) para a verificac¸a˜o da estabilidade do sistema incerto sujeito a taxas
de variac¸o˜es parame´tricas limitadas que e´ menos conservadora do que a estabilidade quadra´tica e
que pode produzir melhores avaliac¸o˜es do domı´nio de estabilidade do que condic¸o˜es baseadas na
chamada multiconvexidade [43]. A condic¸a˜o apresentada pode ser vista como uma extensa˜o de
[97] para tratar o caso de sistemas variantes no tempo, permitindo inclusive avaliar os domı´nios de
estabilidade de sistemas no caso em que as taxas de variac¸o˜es parame´tricas na˜o sa˜o conhecidas a
priori ;
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• uma condic¸a˜o do tipo LMI (Teorema 3.2) para o coˆmputo de custos garantidos H∞ para o sistema
incerto com paraˆmetros sujeitos a taxas de variac¸a˜o limitadas. No caso de sistemas quadraticamente
esta´veis, a condic¸a˜o apresentada no Teorema 3.2 permite obter estimativas de custo garantido H∞
menores (para taxas de variac¸a˜o dos paraˆmetros limitadas) ou iguais (para taxas de variac¸a˜o ar-
bitrariamente grandes dos paraˆmetros) do que as obtidas pela estabilidade quadra´tica. No caso
de sistemas que na˜o sa˜o quadraticamente esta´veis, a condic¸a˜o do Teorema 3.2 pode computar cus-
tos garantidos H∞ levando em considerac¸a˜o limitantes nas taxas de variac¸a˜o dos paraˆmetros ρi,
i = 1, . . . , N − 1, com exemplos mostrando inclusive que e´ poss´ıvel obter estimativas de custos
garantidos H∞ finitas considerando taxas de variac¸a˜o arbitrariamente grandes em alguns dos paraˆ-
metros do sistema;
• uma condic¸a˜o do tipo LMI (Teorema 3.3) para a determinac¸a˜o de um ganho LPV para a lei de
controle por realimentac¸a˜o de estados que garante a estabilidade do sistema em malha fechada sujeito
a taxas de variac¸o˜es parame´tricas arbitra´rias. O ganho LPV calculado atrave´s do Teorema 3.3 e´
capaz de estabilizar quadraticamente o sistema em casos em que o Lema 2.3 na˜o fornece ganho
fixo quadraticamente estabilizante ao prec¸o de se conhecer os paraˆmetros α(t) em tempo real para
implementar a estrate´gia LPV. A condic¸a˜o do Teorema 3.3 e´ va´lida para o caso em que as matrizes
(A, B2)(α(t)) sa˜o supostas variantes no tempo de forma arbitra´ria, o que representa uma extensa˜o
de resultados anteriores da literatura nos quais algumas matrizes do sistema devem ser invariantes
no tempo para tornar o problema de s´ıntese convexo e evitar interpolac¸o˜es;
• uma condic¸a˜o descrita em termos de LMIs para o coˆmputo de um ganho na˜o-linearmente dependente
de paraˆmetros para a lei de controle por realimentac¸a˜o de estados que estabiliza o sistema sujeito
a taxas de variac¸a˜o limitadas nos paraˆmetros (Teorema 3.4). A estrate´gia de controle resultante
e´ um estrate´gia de ganho escalonado em que o ganho e´ calculado como uma func¸a˜o anal´ıtica do
vetor de paraˆmetros α(t), suposto conhecido em tempo real, sem a necessidade de discretizac¸a˜o
do espac¸o parame´trico, o que difere de estrate´gias convencionais de ganho escalonado baseadas em
interpolac¸a˜o. Os limitantes das taxas de variac¸a˜o dos paraˆmetros do sistema sa˜o levados em conta
nas condic¸o˜es de s´ıntese do Teorema 3.4, que podem ser fact´ıveis em casos nos quais o sistema
na˜o e´ quadraticamente estabiliza´vel. Em casos nos quais o sistema e´ quadraticamente estabiliza´vel,
as condic¸o˜es do Teorema 3.4 sa˜o fact´ıveis para ρi, i = 1, . . . , N − 1 arbitrariamente grandes, com
soluc¸a˜o tendendo para um ganho do tipo LPV. Ale´m disso, e´ poss´ıvel utilizar as condic¸o˜es do
Teorema 3.4 para inspec¸a˜o dos domı´nios de estabilizabilidade do sistema quando limitantes nas
taxas de variac¸o˜es parame´tricas na˜o sa˜o dados a priori, bem como analisar a estabilizabilidade de
sistemas com dependeˆncia afim nos paraˆmetros variantes no tempo;
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• uma condic¸a˜o LMI (Teorema 3.5) para resolver o problema de s´ıntese de um ganho LPV que estabi-
liza o sistema em malha fechada com um certo custo garantido H∞ para o caso em que as matrizes
(A, B1, B2, C, D1, D2)(α(t)) esta˜o sujeitas a taxas de variac¸o˜es parame´tricas arbitra´rias e α(t) e´ su-
posto dispon´ıvel em tempo real para realimentac¸a˜o. Utilizando func¸o˜es de Lyapunov quadra´ticas, o
ganho LPV computado pelas condic¸o˜es do Teorema 3.5 permite melhorar o desempenho do sistema
em relac¸a˜o a`quele baseado em ganhos fixos obtidos pelo Lema 2.4;
• uma condic¸a˜o na forma de LMIs (Teorema 3.6) para a s´ıntese de um ganho dependente de paraˆmetros
de forma na˜o-linear que assegura a estabilidade do sistema em malha fechada com um custo garantido
H∞ dado por γ para o caso em que as matrizes (A, B1, B2, C, D1, D2)(α(t)) esta˜o sujeitas a taxas
de variac¸o˜es parame´tricas limitadas. A condic¸a˜o do Teorema 3.6 permite estabilizar o sistema com
melhores ı´ndices de desempenho (menores valores de γ) do que condic¸o˜es baseadas na estabilidade
quadra´tica (Lema 2.4: ganhos fixos e Teorema 3.5: ganhos LPV) quando os limitantes nas taxas de
variac¸a˜o dos paraˆmetros sa˜o conhecidos a priori e α(t) esta´ dispon´ıvel em tempo real, ao prec¸o da
implementac¸a˜o de uma estrate´gia de ganhos dependentes de paraˆmetros de forma na˜o-linear.
Em relac¸a˜o a sistemas lineares com paraˆmetros variantes no tempo pertencentes a um politopo, caso
discreto, as principais contribuic¸o˜es sa˜o:
• uma condic¸a˜o LMI (Teorema 3.7) para a determinac¸a˜o de um ganho dependente de paraˆmetros
de forma na˜o-linear para uma lei de controle por realimentac¸a˜o de estados que assegura a estabili-
dade do sistema em malha fechada com matrizes (A, B2)(α(k)) com taxas de variac¸o˜es parame´tricas
arbitra´rias. A condic¸a˜o do Teorema 3.7 permite tratar de forma convexa do coˆmputo de ganhos
dependentes de paraˆmetros para o caso em que a matriz de controle B2(α(k)) e´ variante no tempo,
o que representa um avanc¸o em relac¸a˜o a` condic¸a˜o de estabilizabilidade de [24] (Lema 2.10) que
trata do coˆmputo de ganhos dependentes de paraˆmetros para o caso particular em que B2 e´ uma
matriz fixa e invariante no tempo. A condic¸a˜o apresentada aqui tambe´m permite obter resultados
menos conservadores na avaliac¸a˜o dos domı´nios de estabilizabilidade do que a condic¸a˜o proposta
em [78], que trata do coˆmputo de ganhos fixos para o caso de matrizes (A, B2)(α(k)) com variac¸o˜es
parame´tricas arbitra´rias. O prec¸o da reduc¸a˜o do conservadorismo na estabilizac¸a˜o do sistema e´ a
implementac¸a˜o de uma estrate´gia de ganhos escalonados (Teorema 3.7), que depende do conheci-
mento do vetor de paraˆmetros α(k) em tempo real, ao inve´s de uma estrate´gia de ganho robusto
[78];
• a extensa˜o da condic¸a˜o descrita no item anterior para tratar o problema de controle H∞ para o
sistema com matrizes (A, B1, B2, C, D1, D2)(α(k)) com taxas de variac¸o˜es parame´tricas arbitra´rias
102 Cap´ıtulo 5. Concluso˜es e perspectivas
(Teorema 3.8), com α(k) suposto dispon´ıvel em tempo real, permitindo abordar o problema de s´ın-
tese para matrizes de controle (B2, D2)(α(k)) variantes no tempo, que na˜o e´ trata´vel pelo Lema 2.12
(s´ıntese de ganhos LPV para matrizes de controle invariantes no tempo) e obter resultados menos
conservadores, estabilizando o sistema em malha fechada com menores valores de custo garantido
H∞ do que as condic¸o˜es do Corola´rio 3.4.
As contribuic¸o˜es relativas a sistemas chaveados lineares cont´ınuos no tempo com func¸o˜es de chavea-
mento arbitra´rias na˜o conhecidas a priori mas dispon´ıveis em tempo real sa˜o:
• uma condic¸a˜o LMI (Teorema 4.1) para o ca´lculo de ganhos chaveados que estabilizam quadratica-
mente o sistema em malha fechada, contendo a condic¸a˜o da estabilizabilidade quadra´tica com ganhos
fixos (Lema 2.3). A condic¸a˜o do Teorema 4.1 permite estabilizar quadraticamente alguns sistemas
chaveados para os quais a condic¸a˜o do Lema 2.3 na˜o fornece um ganho fixo estabilizante, estendendo
as estimativas do domı´nio de estabilizabilidade baseado em func¸o˜es de Lyapunov quadra´ticas;
• a extensa˜o da condic¸a˜o do item anterior para tratar o problema de coˆmputo de ganhos chaveados
que estabilizam quadraticamente o sistema em malha fechada com um custo garantido H∞ dado
por γ (Teorema 4.2), que e´ sempre menor ou igual ao custo garantido H∞ computado pela estabili-
zabilidade quadra´tica com ganhos fixos (Lema 2.4), permitindo melhorar o desempenho do sistema
em malha fechada ao prec¸o da implementac¸a˜o de uma estrate´gia de controle com ganhos chaveados;
• uma condic¸a˜o descrita em termos de LMIs (Teorema 4.3) para a determinac¸a˜o de ganhos chaveados
que estabilizam o sistema em malha fechada para func¸o˜es de chaveamento arbitra´rias, garantindo a
alocac¸a˜o dos po´los de cada subsistema linear Aj +B2jKj , j = 1, . . . , N no c´ırculo Cc da Figura 2.1. A
resposta transito´ria devido a`s comutac¸o˜es de um subsistema para outro exibira´ sobre-sinal, tempo de
acomodac¸a˜o e frequ¨eˆncia de oscilac¸a˜o determinados pela escolha dos paraˆmetros d e r da alocac¸a˜o
de po´los sempre que o intervalo de tempo entre dois instantes de chaveamento consecutivos for
longo o suficiente para permitir a acomodac¸a˜o dos modos de cada subsistema. Caso contra´rio, se o
sistema estiver sujeito a sequ¨eˆncias de chaveamento arbitrariamente ra´pidas, a existeˆncia de ganhos
chaveados calculados pela condic¸a˜o do Teorema 4.3 garante a estabilidade em malha fechada. Os
resultados do Teorema 4.3 sa˜o menos conservadores do que os do Lema 2.13 (alocac¸a˜o de po´los
com ganhos fixos quadraticamente estabilizantes), permitindo alocac¸o˜es mais restritas ao prec¸o da
implementac¸a˜o de uma te´cnica de controle com ganhos chaveados;
• a combinac¸a˜o dos resultados de estabilizac¸a˜o com alocac¸a˜o de po´los e de controleH∞ para obter uma
condic¸a˜o LMI (Teorema 4.4) capaz de calcular ganhos chaveados que estabilizam quadraticamente o
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sistema em malha fechada, permitindo incorporar especificac¸o˜es de resposta transito´ria e de rejeic¸a˜o
de perturbac¸o˜es no projeto do controlador.
A respeito de sistemas chaveados lineares discretos no tempo com func¸o˜es de chaveamento arbitra´rias
na˜o conhecidas a priori mas dispon´ıveis em tempo real, as contribuic¸o˜es sa˜o:
• uma condic¸a˜o do tipo LMI (Corola´rio 3.4) para o coˆmputo de um ganho robusto (nesse caso, na˜o
e´ necessa´rio conhecer a func¸a˜o de chaveamento) que assegura a estabilidade do sistema em malha
fechada com um custo garantido H∞ dado por γ para o caso em que todas as matrizes sa˜o con-
sideradas chaveadas. A condic¸a˜o do Corola´rio 3.4 foi derivada para sistemas variantes no tempo
como uma extensa˜o dos resultados de estabilizabilidade de [78] e e´ diretamente aplica´vel a sistemas
chaveados;
• a extensa˜o da condic¸a˜o de coˆmputo de ganhos chaveados estabilizantes apresentada no Lema 2.14
para uma condic¸a˜o LMI de projeto de ganhos chaveados que assegurem a estabilidade em malha
fechada e um custo garantido H∞ (Teorema 4.5) para o caso em que todas as matrizes do sistema
sa˜o supostas chaveadas;
• uma condic¸a˜o do tipo LMI (Teorema 4.6) de projeto de ganhos chaveados que garantem a estabi-
lidade do sistema chaveado em malha fechada com especificac¸o˜es de alocac¸a˜o de po´los no c´ırculo
Cd da Figura 2.2 que permite especificac¸o˜es de desempenho mais restritas do que as obtidas com
ganhos fixos calculados pela condic¸a˜o do Lema 2.13;
• a combinac¸a˜o das condic¸o˜es descritas nos dois itens anteriores (Teorema 4.7) para tratar o projeto de
ganhos chaveados que estabilizam o sistema com todas as matrizes chaveadas impondo especificac¸o˜es
de alocac¸a˜o de po´los e assegurando um certo custo garantido H∞ em malha fechada.
As condic¸o˜es convexas descritas na forma de LMIs fornecidas nos cap´ıtulos 3 e 4 podem ser diretamente
aplicadas a problemas de controle usuais como o controle descentralizado e a realimentac¸a˜o de sa´ıda
bastando impor estruturas apropriadas nas matrizes que sa˜o as varia´veis dos problemas (veja corola´rios 3.1
e 3.2). Outro problema trata´vel diretamente pelas condic¸o˜es apresentadas e´ o controle sob falhas parciais
ou totais de atuadores, abordados nos corola´rios 3.3 e 4.1.
As tabelas 5.1 e 5.2 sumarizam os problemas abordados na tese, com uma descric¸a˜o resumida do foco
de cada problema e das hipo´teses assumidas, descrevendo as condic¸o˜es propostas para a soluc¸a˜o de cada
um dos problemas e os comenta´rios pertinentes.
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Problema Descric¸a˜o Hipo´tese Contribuic¸a˜o Comenta´rios
2.1 estabilidade H1 Teorema 3.1 3.1 a 3.7
2.2 custo garantido H∞ H1 Teorema 3.2 3.1 a 3.8
2.3 estabilizabilidade H2 Teorema 3.3 3.9 a 3.13
2.4 estabilizabilidade H3 Teorema 3.4 3.6, 3.14 a 3.18
2.5 controle H∞ H2 Teorema 3.5 3.9 a 3.12, 3.19
2.6 controle H∞ H3 Teorema 3.6 3.6, 3.14 a 3.18, 3.20
2.7 estabilizabilidade H4 Teorema 3.7 2.12, 3.21 a 3.23
2.8 controle H∞ H4 Teorema 3.8 2.12, 3.21 a 3.23
Tabela 5.1: Suma´rio dos resultados da tese para sistemas lineares variantes no tempo. H1: paraˆmetros
α(t) incertos e taxas de variac¸o˜es α˙(t) limitadas; H2: paraˆmetros α(t) conhecidos em tempo real e taxas
de variac¸o˜es α˙(t) arbitra´rias; H3: paraˆmetros α(t) conhecidos em tempo real e taxas de variac¸o˜es α˙(t)
limitadas; H4: paraˆmetros α(k) conhecidos em tempo real e taxas de variac¸o˜es ∆α(k) arbitra´rias.
Problema Descric¸a˜o Hipo´tese Contribuic¸a˜o Comenta´rios
2.9 estabilizabilidade H5 Teorema 4.1 3.11, 4.1
2.10 controle H∞ H5 Teorema 4.2 3.11, 4.1, 4.2
2.11 estabilizac¸a˜o com alocac¸a˜o de po´los H5 Teorema 4.3 3.11, 4.1, 4.3 a 4.5
2.12 controle H∞ com alocac¸a˜o de po´los H5 Teorema 4.4 3.11, 4.1 a 4.5
2.13 controle H∞ robusto H6 Corola´rio 3.4 3.24
2.14 controle H∞ H7 Teorema 4.5 2.18, 2.20, 4.6
2.15 estabilizac¸a˜o com alocac¸a˜o de po´los H7 Teorema 4.6 2.18, 4.7 a 4.9
2.16 controle H∞ com alocac¸a˜o de po´los H7 Teorema 4.7 2.18, 4.7 a 4.9
Tabela 5.2: Suma´rio dos resultados da tese para sistemas chaveados lineares. H5: func¸a˜o de chaveamento
ξ(t) arbitra´ria, conhecida em tempo real; H6: func¸a˜o de chaveamento ξ(k) arbitra´ria e incerta; H7: func¸a˜o
de chaveamento ξ(k) arbitra´ria, conhecida em tempo real.
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5.2 Perspectivas de trabalhos futuros
Algumas poss´ıveis extenso˜es dos resultados da tese sa˜o:
• utilizac¸a˜o de func¸o˜es de Lyapunov v(x(t)) = x(t)′P (α(t))x(t), cujas matrizes P (α(t)) apresentam
dependeˆncia polinomial nos paraˆmetros para reduzir o conservadorismo das condic¸o˜es de ana´lise e
s´ıntese apresentadas para sistemas lineares variantes no tempo no caso cont´ınuo com paraˆmetros
pertencentes a um politopo sujeitos a taxas de variac¸a˜o limitadas. Estudos ja´ realizados com func¸o˜es
polinomiais homogeˆneas para o caso de sistemas lineares incertos invariantes no tempo mostram que
o conservadorismo dos resultados diminui a` medida que se aumenta o grau da func¸a˜o de Lyapunov.
A extensa˜o para o caso variante no tempo foi inspecionada, utilizando a mesma metodologia apre-
sentada na tese. Por exemplo, para um caso de um sistema com dois ve´rtices utilizando func¸a˜o de
Lyapunov homogeˆnea polinomial de grau dois dada por
P (α(t)) = α1(t)
2P1 + α1(t)α2(t)P12 + α2(t)
2P2
com
α1(t), α2(t) ≥ 0 , α1(t) + α2(t) = 1 , P1 = P ′1 > 0 , P12 = P ′12 > 0 , P2 = P ′2 > 0
os resultados obtidos sa˜o menos conservadores do que os da estabilidade quadra´tica (P (α(t)) = P ),
do que os resultados obtidos pela condic¸a˜o do Teorema 3.1 (P (α(t)) na forma afim) e do que
resultados baseados na estabilidade biquadra´tica [111] e na multiconvexidade [43];
• coˆmputo de custos garantidos H2 e de ganhos de realimentac¸a˜o de estados que assegurem a estabi-
lidade do sistema em malha fechada com um desempenho H2 pre´-especificado;
• aprofundar o estudo dos problemas de controle sob falhas parciais ou totais de atuadores, aplicando
os resultados da tese a sistemas f´ısicos, por exemplo. E´ poss´ıvel tambe´m explorar a ide´ia que cada
um dos ve´rtices de um politopo represente o sistema sujeito a uma poss´ıvel combinac¸a˜o de falhas
de atuadores, sendo que um dos ve´rtices representaria o caso do sistema sem falhas, e avaliar as
condic¸o˜es de projeto apresentadas na tese nos teoremas 3.4 e 3.6 para apenas algumas combinac¸o˜es
de sinais ±;
• a obtenc¸a˜o de condic¸o˜es na forma de LMIs para verificac¸a˜o da estabilidade de sistemas chaveados
sujeitos a um tempo de permaneˆncia dado em cada subsistema e tambe´m a determinac¸a˜o de custos
garantidos H∞ para esses sistemas utilizando func¸o˜es de Lyapunov dependentes de paraˆmetros,
como apontado nos resultados obtidos para uma classe de sistemas chaveados na˜o-ideais em [80];
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• coˆmputo de ganhos chaveados para estabilizac¸a˜o, alocac¸a˜o de po´los e controle H∞ para sistemas
chaveados lineares com func¸o˜es de chaveamento arbitra´rias cujos subsistemas lineares sa˜o incertos.
A ide´ia e´ obter um conjunto de ganhos chaveados em que cada ganho estabilize robustamente um
subsistema incerto e o conjunto de ganhos estabilize quadraticamente o sistema chaveado;
• a extensa˜o dos resultados de estabilidade e estabilizabilidade aplicados a sistemas discretos no tempo
[73] para o caso de sistemas chaveados lineares e para sistemas lineares com paraˆmetros variantes no
tempo de forma arbitra´ria sujeitos a atrasos nas varia´veis de estado. Estudos preliminares utilizando
funcionais de Lyapunov-Krasovskii ja´ foram feitos, fornecendo bons resultados para essa classe de
sistemas.
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