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Abstract
This paper studies the dynamics of a system of retarded functional differential equations (i.e.,
RFDEs), which generalize the Hopfield neural network models, the bidirectional associative memory
neural networks, the hybrid network models of the cellular neural network type, and some population
growth model. Sufficient criteria are established for the globally exponential stability and the exis-
tence and uniqueness of pseudo almost periodic solution. The approaches are based on constructing
suitable Lyapunov functionals and the well-known Banach contraction mapping principle. The pa-
per ends with some applications of the main results to some neural network models and population
growth models and numerical simulations.
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A neural network is an assembly of interconnected elementary units which have limited
characteristics of real (or biological) neurons. Each unit is capable of receiving many input
signals, some of which can activate the receiver while other inputs can inhibit the activities
of the receiver. The neuron-like elementary unit computes a weighted sum of the inputs it
receives and produces a single response and sends the response down along its axon when
the weighted sum exceeds a certain threshold level. Great interest in the dynamical models
of neural networks has been steadily increasing during the last 60 years.
In the theory of neural networks, various mathematical models have been proposed
and well studied in the literature in the attempts to understand the dynamical behavior of
biological neurons, among which, the famous Hopfield-type neural network model have
been a prominent tool in the elaboration of these systems, which can be modelled by a
dynamical system of ordinary differential equations of the form [16]
dui(t)
dt
= −bi(t)ui(t) +
n∑
j=1
T
(1)
ij (t)gj
(
uj (t)
)
+
n∑
j=1
T
(2)
ij (t)gj
(
uj
(
t − τij (t)
))+ Ii(t), i = 1, . . . , n. (1.1)
In analog to biology, the system (1.1) describes the dynamics of a large scale system com-
posed of n elementary units, also called neurons, which are massively interconnected. More
precisely, ui corresponds to the ith neuron activation state, i.e., the membrane potential of
the neuron i at time t ; gi(·) denotes a measure of response or activation to its incoming
potentials; Ii represent varying external input signals (or stimulus) from outside the net-
work to the neutron i; T (k)ij define the interconnections (or synaptic strength) weight of the
neutron j on the neuron i; τij corresponds to the transmission delay along the axon of the
neuron j to the neuron i, which is also assumed to be varied with time t ; the dissipation
coefficient bi is the rate with which the neuron i self-regulates or resets its potential when
isolated from other neurons and inputs.
System (1.1) is often referred to the literature on neural networks as Hopfield-type
neural networks as it represents a natural generalization of Hopfield’s original model by
taking into account the processing time of individual neurons and the finite switching speed
of the neuron amplifiers by incorporating time delay of various forms into the system. The
presence of the term involving T (1)ij assumes, in addition to the delayed propagation of
signals, a set of local interactions in the network whose propagation time is instantaneous.
System (1.1) has many applications in the fields of neurobiological modelling and ana-
logue computing and is general enough to include as special cases of the Hopfield’s original
model, its various modified versions, and the so-called Cellular Neural Networks (i.e.,
CNN) [12], which is rooted in 2D nonlinear Filter Theory and Cellular Automata. A num-
ber of neural networks associated with the system of form (1.1) have been intensively and
extensively studied in the literature. For instance, let us first assume that all the parameters
in (1.1) are constants, then (1.1) is the system investigated by [2,3,11,27]. Moreover, if
T
(2)
ij (t) ≡ 0, then (1.1) represents the Hopfield’s original neural network model and CNN
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tion [40]; if T (1)ij (t) ≡ 0, then (1.1) becomes the system considered by [1,15,22,34].
In the above researches, it has been assumed that the environment within which (1.1)
operates is stationary (i.e., an environment whose characteristics do not change with time).
However, frequently, the environment of interest is nonstationary which means that the pa-
rameters of the information-bearing signals generated by the environment vary with time.
In these situations, the traditional methods may prove to be inadequate because the net-
work is not equipped with the necessary means to track the temporal variations of the
environment in which it operates. To overcome this shortcoming, it is desirable for a neural
network to continually adapt its parameters to variations in the incoming signals in a real-
time fashion. Based on this, many authors have argued that it is more reasonable to study
neural network models with varying time delays and time-dependent coefficients, which
is more difficult to deal with in general. But, in doing so, one can and should also take
advantage of the properties of those varying parameters. For example, one may assume the
parameters are periodic or almost periodic. Some special nonautonomous versions of (1.1)
have been explored by many authors. For example, under the assumption that the para-
meters except the time delays in (1.1) are periodic of some common period, (1.1) with
T
(2)
ij (t) ≡ 0 is the system studied by [32] while [4,14] studied (1.1) with T (1)ij (t) ≡ 0. If
we assume that the parameters in (1.1) are almost periodic and T (1)ij (t) ≡ 0, then (1.1) is
investigated by [9].
Another interesting and important neural network model is the two-layer heteroasso-
ciative networks called bidirectional associative memory (BAM) neural network modelled
by
dui(t)
dt
= −bi(t)ui(t) +
n+m∑
j=n+1
T
(1)
ij (t)gj
(
uj (t)
)
+
n+m∑
j=n+1
T
(2)
ij (t)gj
(
uj
(
t − τij (t)
))+ Ii(t), i = 1, . . . , n,
dui(t)
dt
= −bi(t)ui(t) +
n∑
j=1
T
(1)
ij (t)gj
(
uj (t)
)
+
n∑
j=1
T
(2)
ij (t)gj
(
uj
(
t − τij (t)
))+ Ii(t), i = n + 1, . . . , n+ m (1.2)
which, initially proposed by Kosko [29,30], demonstrates a two-layer architecture for het-
ero associate memories.
A network of the form (1.2) generalizes the single layer autoassociative Hebbian cor-
relator network model and some unidirectional network models of Cohen and Gross-
berg [13]. It has been shown that network (1.2) is capable on storing paired patterns or
memories and the search mode for stored patterns can be accomplished via both directions,
i.e., forward and backward directions. The BAM neural networks has good application in
the field of pattern recognition and artificial intelligence. System (1.2) can be formally sim-
plified to a system of Hopfield-type (1.1) by suitably choosing nonlinear terms, but such
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layers, and thus may result in ignorance of the two-layer structure.
Recently, the BAM neural network has been one of the most active areas of research and
has attracted the attention of many researchers. Various special cases of (1.2) have been
extensively discussed, see, for example, if the parameters are constant and T (2)ij (t) ≡ 0,
then (1.2) is the system investigated by [21], while, if T (1)ij (t) ≡ 0, then (1.2) is studied by
[5,6,43]. Compared with the Hopfield-type neural networks of form (1.1), the BAM neural
network is very far from being well studied and, particularly, there is rare studies [7,8,10]
on its nonautonomous version, i.e., those within nonstationary environment.
Usually, many authors studied the Hopfield type neural networks and BAM neural net-
works in separate way but based on the same approaches, see, for example, [3] and [5,6],
[4] and [7,8], [9] and [10]. However, the present work will reveal that, in mathematics, it
is unnecessary and useless to explore neural networks of those two type separately.
In this paper, we will explore both the Hopfield-type neural network (1.1) and the BAM
neural network (1.2) in a uniform way, that is to say, for generality and convenience, we
will explore the following system of RFDEs with finite delay of the form
x˙i (t) = −bi(t)xi(t) + fi
(
t, x1(t), . . . , xn(t);x1
(
t − τi1(t)
)
, . . . , xn
(
t − τin(t)
))
+ Ii(t), i = 1, . . . , n, (1.3)
which incorporates (1.1) and (1.2) as special cases. The dynamics of (1.1) and (1.2) will
be discussed deliberately in Section 4 while seeking the application of our main results
for (1.3).
The interest in studying system (1.3), in addition to those discussed above, is justified
by the fact that it includes many other important models arising from mathematical biology
and neural networks, which have been widely attacked in the literature, see Section 4 for
more details.
In this paper, we explore the dynamics of (1.1) in the viewpoint of globally exponential
stability and the existence and uniqueness of pseudo almost periodic solution. The prop-
erty of globally exponential stability is of fundamental importance and has been shown
in the literature on neural networks to be an essential feature in the design and training
of neural networks for solving various optimization problems, for parallel computations,
for signal processing, or for neural control among others. For example, in the context of
pattern recognition, Content Addressable Memories are nothing more than asymptotically
stable stationary solutions with basins of attraction of positive measure. In the autonomous
case, periodic case, and almost periodic case, the corresponding stationary solutions are
equilibrium, periodic solution, and almost periodic solution, respectively.
Since the nature is full of all kinds of tiny perturbations, either the periodicity assump-
tion or the almost periodicity assumption is just approximation of some degree of the
natural perturbations. A well-known extension of almost periodicity is the asymptotically
almost periodicity, which was introduced by Frechet. In 1992, Zhang [41,42] introduced a
more general extension of the concept of asymptotically almost periodicity, the so-called
pseudo almost periodicity, which has been widely applied in the theory of ODEs and PDEs.
However, it is rarely applied in the theory of neural networks or mathematical biology.
The present paper is expected to establish criteria that provide much flexibility in the
designing and training of neural networks and to shed some new light on the application
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differential equations.
The paper is organized as follows. Section 2 focus on the globally exponential stability
of (1.3). Section 3 deals with the existence and the uniqueness of pseudo almost periodic
solution of (1.3). At the end of this paper, we address the application of our main results to
(1.1), (1.2) and some population growth model as well as some numerical simulation and
conclusive remarks.
For simplicity and convenience, we will use the following notations throughout this
paper gu = supt∈R g(t), gl = inft∈R g(t), where g is a bounded continuous function in R,
and i = 1, . . . , n if we do not specify it deliberately.
2. Boundedness and globally exponential stability
In this section, we devote ourself to the study of the boundedness and globally expo-
nential stability of system (1.3) together with the following assumptions
(A1) Ii(t), bi(t) are bounded and continuous on R with Ii(t) ≡ 0, bi(t) > 0.
(A2) τij (t) is bounded and continuously differentiable with 0  τij (t)  τ and 1 −
τ˙ij (t) > 0 for t ∈ R, where τ is constant.
(A3) fi : R×Rn×Rn → R is bounded, continuous, and there exist nonnegative, bounded,
and continuous functions αij (t), βij (t) defined on R such that
∣∣fi(t, u1, . . . , un;v1, . . . , vn) − fi(t, u¯1, . . . , u¯n; v¯1, . . . , v¯n)∣∣

n∑
j=1
[
αij (t)|uj − u¯j | + βij (t)|vj − v¯j |
]
for any (u1, . . . , un), (u¯1, . . . , u¯n), (v1, . . . , vn), (v¯1, . . . , v¯n) ∈ Rn.
We should remark here that, in the literature, some authors have assumed that the non-
linear activation function in (1.1) and (1.2) are bounded and increasing functions of ui and
have bounded derivatives. These functions are not necessarily differentiable, monotonic
and nondecreasing as compared to those of the usual sigmoidal activation functions such
as
tanh(u) = e
u − e−u
eu + e−u ,
1 − e−u
1 + e−u ,
2
π
tan−1
(
2u
π
)
,
u2
1 + u2 sign(u)
which have been employed in conventional network models. One can easily verify that
these functions satisfy the properties in (A3).
Let us now consider that (1.3) is supplemented with an initial conditions of the form( )
xi(t) = ϕi(t), t ∈ [−τ,0], ϕ ∈ C [−τ,0] .
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alent norms defined by
‖ϕ‖p = sup
s∈[−τ,0]
∣∣ϕ(s)∣∣
p
= sup
s∈[−τ,0]
(
n∑
i=1
∣∣ϕi(s)∣∣p
) 1
p
, ϕ ∈ C([−τ,0]), p = 1,2.
A solution of (1.3) is denoted by a vector x(t) = (x1(t), . . . , xn(t))T , t > t0 where T de-
notes a transpose of a matrix, xi(t) = xi(t, ϕ) for t > 0 and xi(s) = ϕ(s) for s ∈ [t0 −τ, t0].
First, we explore the boundedness of the solutions of (1.3).
Lemma 2.1. All the solutions of (1.3) are bounded on R.
Proof. By the boundedness of fi and Ii , there exist positive constants Mi > 0 such that
any solution of (1.3) satisfy
−bi(t)xi(t) −Mi  x˙i (t)−bi(t)xi(t) +Mi.
By the above inequality and the boundedness of bi(t), the conclusion follows directly. 
Definition 2.1. System (1.3) is said to be globally exponentially stable (i.e., GES), if for
any two solution x(t) and y(t) of (1.3), there exist positive numbers M and ε such that∣∣x(t) − y(t)∣∣
p
Me−ε(t−t0)‖ϕ − ψ‖p, t > t0,
where x(t) = x(t, ϕ) and y = y(t,ψ) denoting the solutions of (1.3) through (t0, ϕ) and
(t0,ψ), respectively. Here ε is called the Lyapunov exponent of (1.3).
Now we go ahead with the GES of (1.3). The approaches involve constructing suit-
able Lyapunov functionals and application of a generalized Halanay’s delay differential
inequality. We shall stop here to see our first criteria for the globally exponential stability
of (1.3), which is delay-dependent.
Theorem 2.1. Assume that (A1)–(A3) hold and there exist positive constants µi > 0 such
that
inf
t∈R
{
2µibi(t) −
n∑
j=1
[
µi
(
αij (t) + βij (t)
)+µj
(
αji(t) +
βji(ζ
−1
ji (t))
1 − τ˙j i (ζ−1ji (t))
)]}
> 0,
(2.1)
or
inf
t∈R
{
µibi(t) −
n∑
j=1
µj
[
αji(t) +
βji(ζ
−1
ji (t))
1 − τ˙j i (ζ−1ji (t))
]}
> 0. (2.2)Then system (1.3) is GES, where ζ−1ij (t) is the inverse function of ζij (t) = t − τij (t).
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(t0, ϕ) and (t0,ψ), respectively. Assume that (2.1) is satisfied, consider the auxiliary func-
tions Fi(v) defined on [0,+∞)
Fi(v) = inf
t∈R
{
µi
(
2bi(t) − v
)
−
n∑
j=1
[
µi
(
αij (t) + βij (t)
)+ µj
(
αji(t) +
βji(ζ
−1
ji (t))e
vτuij
1 − τ˙j i (ζ−1ji (t))
)]}
.
From (A1)–(A3), one can easily show that Fi(·) is well defined and is continuous. From
(2.1), it follows that Fi(0) > 0, Fi(v) → −∞ as v → ∞, it follows that there exists an
εi > 0 such that Fi(εi) > 0. Let ε = min1in εi, then we have Fi(ε) > 0, 1 i  n.
Consider the Lyapunov functional defined by
V (t) = 1
2
n∑
i=1
µi
[(
xi(t) − yi(t)
)2
eεt (2.3)
+
n∑
j=1
t∫
t−τij (t)
βij (ζ
−1
ij (s))
1 − τ˙ij (ζ−1ij (s))
(
xj (s) − yj (s)
)2
e
ε(s+τuij ) ds
]
.
Calculating the upper right derivative of V (t) and using the inequality 2ab a2 + b2, one
has
V ′(t)
n∑
i=1
µi
{
1
2
(
xi(t) − yi(t)
)2
εeετ − eεtbi(t)
(
xi(t) − yi(t)
)2
+ eεt
n∑
j=1
αij (t)
∣∣xi(t) − yi(t)∣∣∣∣xj (t) − yj (t)∣∣
+ eεt
n∑
j=1
βij (t)
∣∣xi(t) − yi(t)∣∣∣∣xj (t − τij (t))− yj (t − τij (t))∣∣
+ 1
2
n∑
j=1
βij (ζ
−1
ij (t))
1 − τ˙ij (ζ−1ij (t))
(
xj (t) − yj (t)
)2
e
ε(t+τuij )
− 1
2
n∑
j=1
βij (t)
(
xj
(
t − τij (t)
)− yj (t − τij (t)))2eε(t−τij (t)+τuij )
}

n∑
i=1
µi
{
1
2
(
xi(t) − yi(t)
)2
εeετ − eεtbi(t)
(
xi(t) − yi(t)
)2
+ eεt
n∑
αij (t)
∣∣xi(t) − yi(t)∣∣∣∣xj (t) − yj (t)∣∣j=1
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n∑
j=1
βij (t)
∣∣xi(t) − yi(t)∣∣∣∣xj (t − τij (t))− yj (t − τij (t))∣∣
+ 1
2
n∑
j=1
βij (ζ
−1
ij (t))
1 − τ˙ij (ζ−1ij (t))
(
xj (t) − yj (t)
)2
e
ε(t+τuij )
− 1
2
n∑
j=1
βij (t)
(
xj
(
t − τij (t)
)− yj (t − τij (t)))2eεt
}
 eεt
n∑
i=1
µi
{(
ε
2
− bi(t)
)(
xi(t) − yi(t)
)2
+ 1
2
n∑
j=1
αij (t)
[(
xi(t) − yi(t)
)2 + (xj (t) − yj (t))2]
+ 1
2
n∑
j=1
βij (t)
[(
xi(t) − yi(t)
)2 + (xj (t − τij (t))− yj (t − τij (t))2]
+ 1
2
n∑
j=1
βij (ζ
−1
ij (t))
1 − τ˙ij (ζ−1ij (t))
(
xj (t) − yj (t)
)2
e
ετuij
− 1
2
n∑
j=1
βij (t)
(
xj
(
t − τij (t)
)− yj (t − τij (t)))2
}
= eεt
n∑
i=1
{
µi
(
ε
2
− bi(t)
)(
xi(t) − yi(t)
)2 + 1
2
µi
n∑
j=1
αij (t)
(
xi(t) − yi(t)
)2
+ 1
2
n∑
j=1
µjαji(t)
(
xi(t) − yi(t)
)2 + 1
2
n∑
j=1
µiβij (t)
(
xi(t) − yi(t)
)2
+ 1
2
n∑
j=1
µj
βji(ζ
−1
ji (t))
1 − τ˙j i (ζ−1ji (t))
(
xi(t) − yi(t)
)2
e
ετuij
}
−c1
2
eεt
n∑
i=1
(
xi(t) − yi(t)
)2  0,
where c1 > 0 is defined by
c1 = min
1in
inf
t∈R
{
µi
(
2bi(t) − ε
)
−
n∑
j=1
[
µi
(
αij (t) + βij (t)
)+ µj
(
αji(t) +
βji(ζ
−1
ji (t))e
ετuij
1 − τ˙j i (ζ−1ji (t))
)]}
> 0.We have from the above that V (t) V (t0), t  t0 and
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2
eεt
(
min
1jn
µj
) n∑
i=1
(
xi(t) − yi(t)
)2  V (t), t  t0,
V (t0)
1
2
eεt0
[
n∑
i=1
µi +
n∑
i=1
n∑
j=1
µiτ
u
ij e
ετuij sup
t∈[t0−τ, t0]
βij (ζ
−1
ij (t))
1 − τ˙ij (ζ−1ij (t))
]
‖ϕ − ψ‖22.
Thus, it follows that there exists a positive constant M > 1 such that∣∣x(t) − y(t)∣∣2 Me− ε2 (t−t0)‖ϕ −ψ‖2, t  t0
which implies that (1.3) is GES.
Now we assume that (2.2) is satisfied. By carrying out similar arguments as above, one
can easily show that there exists an ε > 0 such that
inf
t∈R
{
µi
(
bi(t) − ε
)− n∑
j=1
µj
[
αji(t) +
βji(ζ
−1
ji (t))e
ετuij
1 − τ˙j i (ζ−1ji (t))
]}
> 0.
Consider the Lyapunov functional
V (t) =
n∑
i=1
µi
{∣∣xi(t) − yi(t)∣∣eεt
+
n∑
j=1
t∫
t−τij (t)
βij (ζ
−1
ij (s))
1 − τ˙ij (ζ−1ij (s))
∣∣xj (s) − yj (s)∣∣eε(s+τuij ) ds
}
.
Similar to the above arguments, calculating the upper right derivative D+V (t) produces
D+V (t)−c2eεt
n∑
i=1
∣∣xi(t) − yi(t)∣∣ 0,
where
c2 := min
1in
inf
t∈R
{
µi
(
bi(t) − ε
)− n∑
j=1
µj
[
αji(t) +
βji(ζ
−1
ji (t))e
ετuij
1 − τ˙j i (ζ−1ji (t))
]}
> 0.
Then we have
eεt
(
min
1jn
µj
) n∑
i=1
∣∣xi(t) − yi(t)∣∣ V (t) V (t0), t  t0.
Note that,
V (t0) eεt0
[
n∑
i=1
µi +
n∑
i=1
µiτ
u
ij e
ετuij
n∑
j=1
sup
t∈[t0−τ,t0]
βij (ζ
−1
ij (t))
1 − τ˙ij (ζ−1ij (t))
]
‖ϕ −ψ‖1.
Then there exists a positive constant M > 1 such that
∣∣x(t) − y(t)∣∣1 =
n∑
i=1
∣∣xi(t) − yi(t)∣∣M‖ϕ −ψ‖1e−ε(t−t0), t  t0.
The proof is complete. 
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dependent. Next, we will employ an alternative approach to establish some delay-
independent criteria for the same problem.
Theorem 2.2. Assume that (A1)–(A3) hold. Moreover, if
inf
t∈R
(
bi(t) −
n∑
j=1
{
αij (t) + βij (t)
})
> 0 (2.4)
then (1.3) is GES.
Proof. Let z(t) = x(t) − y(t), then from (1.3), one has
D+
∣∣zi(t)∣∣= D+∣∣xi(t) − yi(t)∣∣ (2.5)
−bi(t)
∣∣zi(t)∣∣+ n∑
j=1
αij (t)
∣∣zj (t)∣∣+ n∑
j=1
βij (t)
∣∣zj (t − τij (t))∣∣, t > t0.
Consider the auxiliary functions Fi(·) defined by
Fi(µi) = inf
t∈R
(
bi(t) −µi −
n∑
j=1
{
αij (t) + βij (t)eµiτ
u
ij
})
, µi ∈ [0,∞). (2.6)
Similar arguments to those in Theorem 2.1 implies that there exists a µ> 0 such that
Fi(µ) = inf
t∈R
(
bi(t) − µ−
n∑
j=1
{
αij (t) + βij (t)eµτ
u
ij
})
 0,
and hence
bi(t) −µ−
n∑
j=1
{
αij (t) + βij (t)eµτ
u
ij
}
 0. (2.7)
Moreover, define the nonnegative functions ci(·) as follows:
ci(t) = eµ(t−t0)
∣∣zi(t)∣∣, t > t0, ci(t) ∣∣zi(t)∣∣, t ∈ [t0 − τ, t0]. (2.8)
Then from (2.5), one can derive that
D+ci(t)−
(
bi(t) −µ
)∣∣ci(t)∣∣+ n∑
j=1
αij (t)
∣∣cj (t)∣∣
+
n∑
j=1
βij (t)e
µτuij cj
(
t − τij (t)
)
, t > t0. (2.9)
From (2.8), it is obvious that∣ ∣
ci(t) ∣zi(t)∣ ‖ϕ − ψ‖1, t ∈ [t0 − τ, t0].
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ci(t) ‖ϕ −ψ‖1, t > t0. (2.10)
We prove it by contradiction arguments. Assume that (2.10) is not valid. Then there exists
a 1 k  n and a t1 > t0 (the first time) such that
ci(t) ‖ϕ −ψ‖1, i = 1, . . . , n, i = k, t ∈ [t0 − τ, t1],
ck(t) ‖ϕ − ψ‖1, t ∈ [t0 − τ, t1),
ck(t1) = ‖ϕ −ψ‖1, and D+ck(t1) > 0. (2.11)
From (2.7), (2.9) and (2.11), it follows that
0 <D+ck(t1)−
(
bk(t1) −µ
)∣∣ck(t1)∣∣+ n∑
j=1
αkj (t1)
∣∣cj (t1)∣∣
+
n∑
j=1
βkj (t1)e
µτukj cj
(
t1 − τkj (t1)
)
−
[
bk(t1) − µ−
n∑
j=1
αkj (t1) −
n∑
j=1
βkj (t1)e
µτukj
]
‖ϕ −ψ‖1  0.
Contradiction! Therefore, the claim (2.10) holds. By (2.8) and (2.10), we reach∣∣xi(t) − yi(t)∣∣1 = ∣∣zi(t)∣∣ ‖ϕ −ψ‖1e−µ(t−t0), t > t0,
then ∣∣x(t) − y(t)∣∣1  n‖ϕ −ψ‖1e−µ(t−t0), t > t0.
Now we conclude that (1.3) is GES and µ is called Lyapunov exponent of (1.3). The proof
is complete. 
In order to prove our next delay-independent criteria, for the sake of the reader’s con-
venience, we first introduce a generalized scalar delay differential inequality of Halanay
type due to Liao [33]. It should be pointed out that a similar inequality is also derived by
Gopalsamy [20] and has been widely applied in the literatures while the Liao’s version is
expressed in a clearer way where the Lyapunov exponent can be directly determined by an
algebraic equation.
Lemma 2.2. Let v(t) be a nonnegative scalar continuous function defined on R. Assume
that a > b > 0 and
dv
dt
−av(t)+ b
(
sup
s∈[t−ζ,t]
v(s)
)
, t  t0.
Then
v(t)
(
sup
s∈[t0−ζ,t0]
v(s)
)
e−λ(t−t0), t  t0
where ζ  0 and λ is the unique positive solution of the transcendental algebraic equation
λ = a − beλτ .
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inf
t∈R min1in
[
2bi(t) −
n∑
j=1
αij (t) −
n∑
j=1
αji(t) −
n∑
j=1
βij (t)
]
> sup
t∈R
max
1in
n∑
j=1
βji(t).
Then (1.3) is GES, i.e., |x(t) − y(t)|2  ‖ϕ − ψ‖2e− λ2 (t−t0), t  t0, where λ is the unique
positive solution of the transcendental algebraic equation
λ = inf
t∈R min1in
[
2bi(t) −
n∑
j=1
αij (t) −
n∑
j=1
αji(t) −
n∑
j=1
βij (t)
]
− sup
t∈R
max
1in
n∑
j=1
βji(t)e
λτ .
Proof. Let z(t) = x(t) − y(t). Consider the Lyapunov functional defined by
V (t) = 1
2
n∑
i=1
z2i (t) =
1
2
n∑
i=1
(
xi(t) − yi(t)
)2
. (2.12)
Calculate the upper right (Dini) derivative of V (t), one has
D+V (t)
n∑
i=1
[
−bi(t)z2i (t) +
n∑
j=1
αij (t)
∣∣zi(t)∣∣∣∣zj (t)∣∣
+
n∑
j=1
βij (t)
∣∣zi(t)∣∣∣∣zj (t − τij (t))∣∣
]

n∑
i=1
{
−bi(t)z2i (t) +
1
2
n∑
j=1
αij (t)
[
z2i (t) + z2j (t)
]
+ 1
2
n∑
j=1
βij (t)
[
z2i (t) + z2j
(
t − τij (t)
)]}
= −
n∑
i=1
[
2bi(t) −
n∑
j=1
(
αij (t) + αji(t) + βij (t)
)]1
2
z2i (t)
+ 1
2
n∑
i=1
n∑
j=1
βji(t)z
2
i
(
t − τji(t)
)
− inf
t∈R min1in
[
2bi(t) −
n∑
j=1
(
αij (t) + αji(t) + βij (t)
)]
V (t)
+ sup max
n∑
βji(t) sup V (s).
t∈R 1in j=1 s∈[t−τ,t]
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V (t) = 1
2
n∑
i=1
(
xi(t) − yi(t)
)2  ( sup
s∈[t0−τ,t0]
V (s)
)
e−λ(t−t0)
 1
2
‖ϕ − ψ‖22e−λ(t−t0),
that is∣∣x(t) − y(t)∣∣2  ‖ϕ −ψ‖2e− λ2 (t−t0), for any t > t0,
where λ is the unique positive solution of the transcendental equation
λ = inf
t∈R min1in
[
2bi(t) −
n∑
j=1
(
αij (t) + αji(t) + βij (t)
)]− sup
t∈R
max
1in
n∑
j=1
βji(t)e
λτ .
The proof is complete. 
In the following we will establish another sufficient criteria for the globally exponential
stability of (1.3), which is a little bit different from those derived above, since it can be
either delay-dependent or delay-independent. First let us recall a useful lemma in [33].
Lemma 2.3. Assume that
D+xi(t)
(
n∑
j=1
aij xj (t) +
n∑
j=1
(
bij sup
s∈[t−ζ,t]
xj (s)
))
, (2.13)
where
aij  0, i = j, bij  0, i, j = 1, . . . , n,
n∑
j=1
(
sup
s∈[t0−ζ,t0]
xj (s)
)
> 0, ζ  0
and M := −(aij + bij )n×n is a M-matrix. Then there exist γi > 0 and α > 0 such that the
solution of differential inequality (2.13) xi(t) satisfies
xi(t) γi
[
n∑
j=1
(
sup
s∈[t0−ζ,t0]
xj (s)
)]
e−α(t−t0).
Theorem 2.4. Assume that (A1)–(A3) hold. Moreover, if there exists a number λ 0 such
that
diag
(
bl1 − λ, . . . , bln − λ
)− (αuij + βuij eλτuij )n×n is a M-matrix,
then (1.3) is GES.Proof. Let wi(t) = |zi(t)|eλt , where z(t) = x(t) − y(t). Then
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[
−bi(t)|zi | +
n∑
j=1
αij (t)|zj | + λ|zi | +
n∑
j=1
βij (t)
∣∣zj (t − τij (t))∣∣
]
−(bli − λ)∣∣wi(t)∣∣+
n∑
j=1
αuij |wj | +
n∑
j=1
βuij e
λτij (t)
∣∣wj (t − τij (t))∣∣,
−(bli − λ)∣∣wi(t)∣∣+
n∑
j=1
αuij |wj | +
n∑
j=1
βuij e
λτuij
(
sup
s∈[t−τ,t]
wj(s)
)
. (2.14)
Note that diag(bl1 −λ, . . . , bln −λ)− (αuij +βuij eλτ
u
ij )n×n is a M-matrix, by Lemma 2.3, we
have
∣∣wi(t)∣∣ γi n∑
j=1
(
sup
s∈[t0−τ,t0]
wj(s)
)
e−α(t−t0), t > t0.
After some simple algebraic calculations, one can easily conclude that there exists an
M > 0 such that∣∣x(t) − y(t)∣∣1 Me−(α+λ)(t−t0)‖ϕ −ψ‖1, t > t0.
The proof is complete. 
3. Pseudo almost periodic solution
In this section, we explore the existence of pseudo almost periodic solution of (1.3) with
constant delays. First, we would like to recall some basic notations and results of almost
periodicity [17,24] and pseudo almost periodicity [41,42] which shall come into play later
on.
3.1. Preliminaries and basic results of pseudo almost periodic function
Let Ω ⊂ Cn be closed and let L(C) (respectively, L(R ×Ω)) denote the C∗-algebra of
bounded continuous complex-valued functions on R (respectively, R×Ω) with supremum
norm. | · |∞ denotes the Euclidean norm in Cn, i.e., |x|∞ = max1in |xi |, x ∈ Cn.
Definition 3.1. A function g ∈ L(R) is called almost periodic if for each ε > 0, there exists
an lε > 0 such that every interval of length lε contains a number τ with the property that
|g(t + τ) − g(t)| < ε, t ∈ R.
Definition 3.2. A function g ∈ L(R × Ω) is called almost periodic in t ∈ R, uniformly in
Z ∈ Ω , if for each ε > 0 and any compact set M of Ω , there exists an lε > 0 such that every
interval of length lε contains a number τ with the property that |g(t + τ, z) − g(t, z)| < ε,
t ∈ R, Z ∈ Ω . The number τ is called an ε-translation number of g. Denote by AP(R)
(AP(R × Ω)) the set of all such functions.
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PAP0(R) =
{
ϕ ∈ L(R): lim
t→∞
1
2t
t∫
−t
∣∣ϕ(s)∣∣ds = 0
}
,
PAP0(R ×Ω) =
{
ϕ ∈ L(R ×Ω): lim
t→∞
1
2t
t∫
−t
∣∣ϕ(s,Z)∣∣ds = 0, uniformly in Z ∈ Ω
}
.
Definition 3.3. A function f ∈ L(R) (L(R×Ω)) is called pseudo almost periodic (pseudo
almost periodic in t ∈ R, uniformly in Z ∈ Ω), if f = g + ϕ, where g ∈AP(R) (AP(R ×
Ω)) and ϕ ∈ PAP0(R) (PAP0(R × Ω)). The functions g and ϕ are called the almost
periodic component and the ergodic perturbation respectively of the function f . Denote by
PAP(R) (PAP(R ×Ω)) the set of all such functions f .
Define ‖x‖∞ = supt∈R |x(t)|∞, x ∈ PAP . It is trivial to show that PAP is a Banach
space with ‖ · ‖∞.
Let A(t) = (aij (t)) be a complex n × n matrix valued function with elements (entries)
which are continuous on R. We consider the homogeneous linear ODE and nonhomoge-
neous linear ODE
dx
dt
= A(t)x, (3.1)
dx
dt
= A(t)x + f (t) (3.2)
where x denotes an n-column vector.
Definition 3.4 [24]. The homogeneous linear ODE (3.1) is said to admit an exponential
dichotomy if there exist a linear projection P (i.e., P 2 = P ) on Cn and positive constants
K,α,β , such that∥∥X(t)PX−1(s)∥∥Ke−α(t−s), t  s,∥∥X(t)(I − P)X−1(s)∥∥Ke−β(s−t), s  t
where X(t) is a fundamental matrix of (3.1) with X(0) = E, E is the n×n identity matrix.
Definition 3.5 [31]. The matrix A(t) is said to be row dominant if there exists a number
δ > 0 such that |Reaii(t)|∑nj=1
j =i
|aij (t)| + δ for all t ∈ (−∞,+∞) and i = 1, . . . , n.
Lemma 3.1 [24]. If A(t) is a bounded, continuous and row dominant n × n matrix func-
tion on R, and there exist k  n such that Reaii < 0 (i = 1, . . . , k). Then (3.1) has a
fundamental matrix solution X(t) satisfying∥∥X(t)PX−1(s)∥∥Ke−δ(t−s), t  s,∥∥X(t)(E − P)X−1(s)∥∥Ke−δ(s−t), s  t
where K is a positive constant, P = diag(Ek,0) with Ek being a k × k identity matrix.
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ι : R → Ω × R by
H × ι(t) = (h1(t), h2(t), . . . , hn(t), t) (t ∈ R).
Lemma 3.2 [41,42]. Assume that the function f (t, z) ∈ PAP(R × Ω) is continuous in
z ∈ M uniformly in t ∈ R for all compact subsets M ⊂ Ω and F ∈ PAP(R)n such that
F(R) ⊂ Ω , then f ◦ (F × ι) ∈PAP(R).
It is obvious that if f satisfies a Lipschitz condition; that is, there is an L > 0 such that∣∣f (z′, t) − f (z, t)∣∣ L|z′ − z| (z′, z ∈ M, t ∈ R)
then f is continuous in z ∈ M uniformly in t ∈ R.
Lemma 3.3. Assume that A(t) is an almost periodic matrix function and f (t) ∈
PAP(Rn). If (3.1) satisfies an exponential dichotomy, then (3.2) has a unique pseudo
almost periodic solution x(t) reads
x(t) =
t∫
−∞
∥∥X(t)PX−1(s)∥∥f (s) ds −
∞∫
t
∥∥X(t)(E − P)X−1(s)∥∥f (s) ds
and satisfying ‖x‖ (K
α
+ K
β
)‖f ‖, where X(t) is a fundamental matrix solution of (3.1).
3.2. Existence of pseudo almost periodic solution
In this section, we explore the existence of positive pseudo almost periodic solution of
(1.3) with constant delays, i.e.,
x˙i (t) = −bi(t)xi(t) + fi
(
t, x1(t), . . . , xn(t);x1(t − τi1), . . . , xn(t − τin)
)
+ Ii(t), t ∈ R, (3.3)
together with the following assumptions:
(A′1) bi(t) is almost periodic on R with bi(t) > 0 and Ii(t) is pseudo almost periodic on
R with Ii(t) ≡ 0;
(A′2) τij are positive constants;
(A′3) fi : R×Rn ×Rn ×Rn → R is pseudo almost periodic in the first variable, uniformly
with respect to other variables and satisfies fi(t,0,0) = 0 and (A3).
In the following discussion, we will use the notations:
I (m) = max
{
I
(m)
i
l
}
, I
(m)
i = sup
∣∣Ii(t)∣∣.
1in bi t∈R
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r := sup
t∈R
max
1in
{ t∫
−∞
e−
∫ t
s bi (η) dη
n∑
j=1
(
αij (s) + βij (s)
)
ds
}
< 1.
Then (3.3) has a unique pseudo almost periodic solution, say x∗(t), satisfying ‖x∗‖∞ 
I (m)/(1 − r).
Proof. For any ϕ ∈ PAP(R), consider
x˙(t) = −b(t)x(t) + f (t) + I (t) (3.4)
where
x(t) = (x1(t), . . . , xn(t))T , I (t) = (I1(t), . . . , In(t))T ,
b(t) = diag(b1(t), . . . , bn(t))T ,
f (t) = (f1(t), . . . , fn(t))T ,
fi(t) = fi
(
t, ϕ1(t), . . . , ϕn(t);ϕ1(t − τi1), . . . , ϕn(t − τin)
)
.
Since the matrix b(t) is row dominant and −bi(t) < 0, from Lemma 3.1, it follows that
the homogeneous equation of (3.4) has an exponential dichotomy on R with the projection
P = E. Then Lemmas 3.2 and 3.3 implies that (3.4) has a unique pseudo almost periodic
solution, which is given by
xϕ(t) =
( t∫
−∞
e−
∫ t
s bi (η) dη
× [fi(s, ϕ1(s), . . . , ϕn(s);ϕ1(s − τi1), . . . , ϕn(s − τin))+ Ii(s)]ds
)
n×1
.
Define the mapping S :PAP(R) →PAP(R) by
S(ϕ)(t) = xϕ(t), ϕ ∈PAP(R). (3.5)
Let
Γ ∗ =
{
ϕ | ϕ ∈PAP(R), ‖ϕ − ϕ0‖∞  r1 − r I
(m)
}
,
where
ϕ0(t) =
( t∫
−∞
e−
∫ t
s b1(η) dηI1(s) ds, . . . ,
t∫
−∞
e−
∫ t
s bn(η) dηIn(s) ds
)Tthen Γ ∗ is closed and convex in B . Note that
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t∈R
max
1in
{∣∣∣∣∣
t∫
−∞
e−
∫ t
s bi (η) dηIi(s) ds
∣∣∣∣∣
}
 sup
t∈R
max
1in
{
I
(m)
i
t∫
−∞
e−bli (t−s) ds
}
 max
1in
{
I
(m)
i
bli
}
= I (m),
then for any ϕ ∈ Γ ∗, one has
‖ϕ‖∞  ‖ϕ − ϕ0‖∞ + ‖ϕ0‖∞  r1 − r I
(m) + I (m) = 1
1 − r I
(m).
Now, we shall show that S maps Γ ∗ into itself. For any ϕ ∈ Γ ∗,∥∥S(ϕ) − ϕ0∥∥∞
 sup
t∈R
max
1in
{ t∫
−∞
e−
∫ t
s bi (η) dη
∣∣fi(s, ϕ1(s), . . . , ϕn(s);ϕ1(s−τi1), . . . , ϕn(s−τin))∣∣ds
}
 sup
t∈R
max
1in
{ t∫
−∞
e−
∫ t
s bi (η) dη
n∑
j=1
(
αij (s) + βij (s)
)‖ϕ‖∞ ds
}
 r
1 − r I
(m),
which proves S(ϕ) ∈ Γ ∗. Next, we will show that S is a contraction mapping. From (A′3),
we have∥∥S(ϕ) − S(ψ)∥∥∞
 sup
t∈R
max
1in
{ t∫
−∞
e−
∫ t
s bi (η) dη
∣∣fi(s, ϕ1(s), . . . , ϕn(s);ϕ1(s − τi1), . . . , ϕn(s − τin))
− fi
(
s,ψ1(s), . . . ,ψn(s);ψ1(s − τi1), . . . ,ψn(s − τin)
)∣∣ds
}
 sup
t∈R
max
1in
{ t∫
−∞
e−
∫ t
s bi (η) dη
n∑
j=1
(
αij (s) + βij (s)
)‖ϕ −ψ‖∞ ds
}
 r‖ϕ −ψ‖∞ < ‖ϕ −ψ‖∞
which shows that S is a contraction mapping. Apply the Banach contraction mapping prin-
ciple, we know S has a unique fixed point x∗ ∈ Γ ∗ such that S(x∗) = x∗, which is the
unique pseudo almost periodic solution of (3.3) and ‖x∗‖∞  I (m)/(1 − r). 
Corollary 3.1. Assume that (A1)–(A3) hold and bi , Ii and fi are almost periodic
(periodic) in t . Moreover, if
r := sup max
{ t∫
e−
∫ t
s bi (η) dη
n∑(
αij (s) + βij (s)
)
ds
}
< 1.t∈R 1in −∞ j=1
616 M. Fan, D. Ye / J. Math. Anal. Appl. 309 (2005) 598–625Then (3.3) has a unique almost periodic (periodic) solution x∗(t) satisfying ‖x∗‖∞ 
I (m)/(1 − r).
Corollary 3.2. Assume that (A1)–(A3) hold, and bli >
∑n
j=1(αuij + βuij ). If bi , Ii and fi
are pseudo almost periodic (almost periodic, periodic) in t , then (1.3) admits a unique
pseudo almost periodic (almost periodic, periodic) solution x∗(t), which is GES.
4. Applications
In this section, we investigate some examples arising from neural networks and pop-
ulation ecology illustrating the dynamical behavior of (1.3) established in the previous
sections.
Example 4.1. Consider the nonautonomous differential equation
dx(t)
dt
= −a(t)x(t) + c(t) tanh[x(t − τ)]+ I (t), t ∈ R (4.1)
which is considered as a model of the dynamics of a single artificial effective neuron with
dissipation and processing delay [23]. In (4.1), we assume that a(t) > 0, c(t) and I (t) ≡ 0
are bounded and continuous functions on R. The nonnegative number, τ denotes a neural
processing or synaptic transmission delay. Clearly, tanhx is bounded and continuous on R
and for any x(t), y(t), we have |tanhx(t) − tanhy(t)| |x(t) − y(t)|.
Apply Theorems 2.1 and 3.1 to (4.1) leads to the following theorem.
Theorem 4.1. If al > |c|u, then (4.1) is GES. Moreover, if a(t) is almost periodic and c(t),
I (t) are pseudo almost periodic (almost periodic) on R, then system (4.1) has a unique
pseudo almost periodic (almost periodic) solution y(t) satisfying ‖y‖ I (m)/(1 − r).
Corollary 4.1. If al > |c|u and the parameters in (4.1) are periodic of some common
period of ω. Then (4.1) admits an ω-periodic solution, which is GES.
Remark 4.1. Gopalsamy and Sariyasa [23] also investigate (4.1) and their main result on
globally exponential stability and the existence of periodic solution coincides with Corol-
lary 4.1. Therefore, Theorem 4.1 generalized the main results in [23].
Now let us go ahead with some ODEs modelling the growth dynamics of single species.
Example 4.2. Consider the single species model first introduced by Richard [37,38] to fit
empirical plant data
dN(t)
dt
= N(t)[a(t) − b(t)Nβ(t)], t ∈ R (4.2)
which is also known as the Gilpin–Ayala single species model in the literature. If β = 1,
then (4.2) is the famous Verhulst logistic equation.
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dx(t)
dt
= −βa(t)x(t) + βb(t). (4.3)
Theorem 4.2. Assume β > 0 and a(t) > 0 is almost periodic on R and b(t) > 0 is pseudo
almost periodic (almost periodic) on R. Then (4.2) has a unique pseudo almost periodic
(almost periodic) solution
N(t) =
( t∫
−∞
e−
∫ t
s βa(r) drβb(s) ds
)− 1
β
,
which is GES.
Remark 4.2. Theorem 4.2 generalizes Theorem 1 in [28].
Example 4.3. Consider the generalized Von Bertalanffy growth equation
dN(t)
dt
= Nα(t)[a(t) − b(t)N1−α(t)], 0 < α < 1, t ∈ R. (4.4)
When (4.3) with α = 13 is the originally introduced by Von Bertalanffy [39] to model fish
weight growth, which is a modification of the Verhulst logistic growth curve to accommo-
date crude ‘metabolic types’ based upon physiological reasoning.
Make the change of variable by x(t) = N1−α(t), then one has
dx(t)
dt
= −(1 − α)b(t)x(t) + (1 − α)a(t).
Theorem 4.3. Assume that a(t) > 0 is pseudo almost periodic on R and b(t) > 0 is almost
periodic (almost periodic) on R. Then (4.4) has a unique pseudo almost periodic (almost
periodic) solution
N(t) =
(
(1 − α)
t∫
−∞
e−
∫ t
s (1−α)b(r) dra(s) ds
) 1
1−α
,
which is GES.
Example 4.4. Consider the so-called generalized Gompertz single species model [38]
dN(t)
dt
= r(t)N(t) ln
{
k(t)
N(t)
}
, (4.5)
where r(t) > 0 and k(t) > 0. Let x(t) = ln{u(t)}, then one has
dx = −r(t)x(t) + r(t) ln{k(t)}.
dt
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periodic (almost periodic) on R. Then (4.4) has a unique pseudo almost periodic (almost
periodic) solution
N(t) = exp
{ t∫
−∞
e−
∫ t
s r(u) dur(s) ln
{
k(s)
}
ds
}
which is GES.
As promised in the introduction, we will apply our main results to general modifications
of both Hopfield neural network and the bidirectional associative memory (BAM) neural
network. We start with the former.
Example 4.5. Consider the generalized nonautonomous Hopfield-type neural network
(1.1). In (1.1), we assume that bi(t) > 0, T (1)ij (t), T (2)ij (t), Ii(t) ≡ 0 are bounded and
continuous on R; τij (t) is bounded and continuously differentiable with 0  τij (t)  τ
and 1 − τ˙ij (t) > 0 for t ∈ R, where τ is constant; gi : R → R is bounded and contin-
uous and there exist positive constants Gi  0 such that for any u1, u2 ∈ R, we have
|gi(u1) − gi(u2)|Gi |u1 − u2|.
The next theorem gives sufficient conditions for the globally exponential stability and
existence of pseudo almost periodic solution of the generalized Hopfield-type neural net-
work model (1.1).
Theorem 4.5. Assume that one the following conditions is satisfied:
(i) There exist positive constants µi > 0 such that
inf
t∈R
{
2bi(t)µi −
n∑
j=1
[
µiGi
(∣∣T (1)ij (t)∣∣+ ∣∣T (2)ij (t)∣∣)
+ µjGj
(∣∣T (1)j i (t)∣∣+ |T
(2)
j i (ζ
−1
ji (t))|
1 − τ˙j i (ζ−1ji (t))
)]}
> 0,
where ζ−1ij (t) is the inverse function of ζij (t) = t − τij (t).
(ii) There exist positive constants µi > 0 such that
inf
t∈R+
{
µibi(t) −
n∑
j=n
µjGj
[∣∣T (1)j i (t)∣∣+ |T
(2)
j i (ζ
−1
ji (t))|
1 − τ˙j i (ζ−1ji (t))
]}
> 0.
(iii) inf
{
bi(t) −
n∑[
Gj
(∣∣T (1)ij (t)∣∣+ ∣∣T (2)ij (t)∣∣)]
}
> 0.
t∈R
j=1
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t∈R min1in
{
2bi(t) −Gi
n∑
j=1
(∣∣T (1)ij (t)∣∣+ ∣∣T (1)j i (t)∣∣+ ∣∣T (2)ij (t)∣∣)
}
> sup
t∈R
max
1in
Gi
n∑
j=1
∣∣T (2)j i (t)∣∣.
(v) There exists a λ > o such that
diag
(
bl1 − λ, . . . , bln − λ
)− (GiT (1)uij + GiT (2)uij eλτuij )n×n is a M-matrix.
Then (1.1) is GES. Moreover, if τij (t) = τij , bi(t) are almost periodic, T (1)ij (t), T (2)ij (t),
Ii(t) are pseudo almost periodic (almost periodic) on R, and
r = sup
t∈R
max
1in
{ t∫
−∞
e−
∫ t
s bi (η) dη
n∑
j=1
Gj
[
T
(1)
ij (s) + T (2)ij (s)
]
ds
}
< 1.
Then system (1.1) has a unique pseudo almost periodic (almost periodic) solution x∗(t)
satisfying ‖x∗(t)‖∞  I (m)/(1 − r), which is GES. If the parameters in (1.1) are periodic
of some common period ω, then the pseudo almost periodic solution or almost periodic
solution reduces to an ω periodic solution. If the parameters in (1.1) are constant, the
stationary solution is an equilibrium.
Remark 4.3. Theorem 4.5 improved and generalizes the main results of [2–4,9,11,14,15,
27,32,33,35,36]. For example, if all the parameters in (1.1) are constant, then (1.1) is the
system investigated by [36] and (iii) of Theorem 4.5 reduces to the main result in [36].
If T (1)ij (t) ≡ 0, then (1.1) is the system investigated by [35] and all the results in [35] are
special cases of Theorem 4.5. We should point out here that, in [35], although the author
claimed that the criterion in his Theorem 2.1 is delay-independent, actually it should be
delay-dependent since there are some mistakes in his calculations of (2.18) in [35]. If
T
(1)
ij (t) ≡ 0 and bi(t), T (2)ij (t), Ii(t) are constant, then (1.1) reduces to the Hopfield neural
network investigated by [33] and Theorem 4.5 improves and generalizes the results in [33].
Theorem 4 in [33] should also be delay-dependent since there is also a mistake in its proof.
Example 4.6. Consider the BAM neural networks (1.2) together with the parameters hav-
ing the same assumptions as those in Example 4.5.
Theorem 4.6. Assume that one of the following conditions is satisfied:
(i) There exist positive constants µi > 0 (i = 1,2, . . . , n +m) such that
inf
t∈R
{
2bi(t)µi −
n+m∑
j=n+1
[
µiGi
(∣∣T (1)ij (t)∣∣+ ∣∣T (2)ij (t)∣∣)
+ µjGj
(∣∣T (1)(t)∣∣+ |T (2)j i (ζ−1ji (t))| )]
}
> 0, i = 1, . . . , n,ji 1 − τ˙j i (ζ−1ji (t))
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t∈R
{
2bi(t)µi −
n∑
j=1
[
µiGi
(∣∣T (1)ij (t)∣∣+ ∣∣T (2)ij (t)∣∣)
+ µjGj
(∣∣T (1)j i (t)∣∣+ |T
(2)
j i (ζ
−1
ji (t))|
1 − τ˙j i (ζ−1ji (t))
)]}
> 0, i = n+ 1, . . . , n +m.
(ii) There exist positive constants µi > 0 (i = 1,2, . . . , n +m) such that
inf
t∈R
{
µibi(t) −
n+m∑
j=n+1
µjGj
[∣∣T (1)j i (t)∣∣+ |T
(2)
j i (ζ
−1
ji (t))|
1 − τ˙j i (ζ−1ji (t))
]}
> 0,
i = 1, . . . , n,
inf
t∈R
{
µibi(t) −
n∑
j=1
µjGj
[∣∣T (1)j i (t)∣∣+ |T
(2)
j i (ζ
−1
ji (t))|
1 − τ˙j i (ζ−1ji (t))
]}
> 0,
i = n+ 1, . . . , n +m.
(iii)
inf
t∈R
{
bi(t) −
n+m∑
j=n+1
[
Gi
(∣∣T (1)ij (t)∣∣+ ∣∣T (2)ij (t)∣∣)]
}
> 0, i = 1, . . . , n,
inf
t∈R
{
bi(t) −
n∑
j=1
[
Gi
(∣∣T (1)ij (t)∣∣+ ∣∣T (2)ij (t)∣∣)]
}
> 0, i = n+ 1, . . . , n +m;
(iv)
inf
t∈R min1in
{
2bi(t) −Gi
n+m∑
j=n+1
(∣∣T (1)ij (t)∣∣+ ∣∣T (1)j i (t)∣∣+ ∣∣T (2)ij (t)∣∣)
}
> sup
t∈R
max
1in
Gi
n+m∑
j=n+1
∣∣T (2)j i (t)∣∣,
inf
t∈R minn+1in+m
{
2bi(t) −Gi
n∑
j=1
(∣∣T (1)ij (t)∣∣+ ∣∣T (1)j i (t)∣∣+ ∣∣T (2)ij (t)∣∣)
}
> sup
t∈R
max
n+1in+m
Gi
n∑
j=1
∣∣T (2)j i (t)∣∣.
(v) If there exists a number λ > 0 such that
diag
(
bl1 − λ, . . . , bln+m − λ
)−(A1 B1
B2 A2
)is an M-matrix, where
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(
T
(1)
ij
u
Gj
)
i=1:n
j=1:n
, B1 =
(
T
(2)
ij
u
e
λτuij Gj
)
i=1:n
j=(n+1):(n+m)
,
A2 =
(
T
(1)
ij
u
Gj
)
i=(n+1):(n+m)
j=(n+1):(n+m)
, B2 =
(
T
(2)
ij
u
e
λτuij Gj
)
i=(n+1):(n+m)
j=1:n
.
Then (1.2) is GES. Moreover, if with τij (t) = τij , bi(t) are almost periodic, T (1)ij (t),
T
(2)
ij (t), Ii(t) are pseudo almost periodic (almost periodic) on R, and
r1 = sup
t∈R
max
1in
{ t∫
−∞
e−
∫ t
s bi (η) dη
n+m∑
j=n+1
Gj
[
T
(1)
ij (s) + T (2)ij (s)
]
ds
}
< 1,
and
r2 = sup
t∈R
max
n+1in+m
{ t∫
−∞
e−
∫ t
s bi (η) dη
n∑
j=1
Gj
[
T
(1)
ij (s) + T (2)ij (s)
]
ds
}
< 1,
then (1.2) has a unique pseudo almost periodic solution x∗(t) satisfying ‖x∗(t)‖∞ 
I (m)/(1 − r). If the parameters in (1.2) are periodic of some common period ω, then
the pseudo almost periodic solution or almost periodic solution reduces to an ω periodic
solution. If the parameters in (1.2) are constant, the stationary solution is an equilib-
rium.
Remark 4.4. Theorem 4.6 improves and generalizes the main results in [5–7,10,21,43]. For
example, if the parameters in (1.2) are constant and T (1)ij ≡ 0, then (1.2) is system (1) in
[5,6]. One can easily verify that (iii) in Theorem 4.6 guarantee that system (1.2) admits an
equilibrium to be globally exponential stable, which is the main results (Theorems 1 and 2
there) proved in [5], while (i), (ii) or (iv) in Theorem 4.6 reduces to the main results of [6].
It is obvious that Theorem 4.6 establishes some new criteria for the globally exponential
stability of such BAM neural networks in stationary environment. If T (1)ij ≡ 0, T (2)ij and bi
are constant, and Ii(t) are ω-periodic functions, then Theorem 4.6 with (iii) is the main
results proved in [7]. If τij are constant, T (1)ij (t) ≡ 0 and the rest parameters are almost
periodic, then system (1.2) is the one investigated by [10]. In this case, (i) of Theorem 4.6
reduces to the main result of [10].
5. Final remarks and numerical simulations
In this paper, we have established various sufficient criteria (delay-dependent or delay-
independent) for the globally exponential stability and delay-independent criterion for the
existence and uniqueness of pseudo almost periodic solutions of RFDEs which incorpo-
rates as special cases the Hopfield and BAM neural network as well as some population
growth model. The parameters are all time-dependent, especially, the delay varies with
time. The pseudo almost periodicity assumption provides an more accurate approxima-
tion of the nonstationary environment. In addition, in this article, we deliberately deal
with the Hopfield and BAM neural networks and incorporated variable delays in the
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ters vary pseudo almost periodically with time during the encoding and recalling process.
We only need that the “activation functions” satisfy the assumptions (A3) and do not
need that the activation functions are differentiable or strictly monotonously increasing.
Roughly speaking, if the dissipation coefficients dominate the synaptic weights then the
system is guaranteed to converge exponentially toward the pseudo almost periodic solu-
tion. For those reason, the sufficient criteria established in this paper have a wider adaptive
range, which has an important leading significance in designing and training neural net-
works.
We end this paper with some numerical simulations illustrating the dynamical behav-
ior of (1.1) encoding the pseudo almost periodic external stimulus Ii(t) and recalling the
encoded pattern associated with Ii(t).
Consider the following Hopfield neural network with two interconnected neurons gov-
erned by
dxi(t)
dt
= −bi(t) +
2∑
j=1
αij (t) tanh
(
xj (t)
)
+
2∑
j=1
βij (t) tanh
(
xj
(
t − τij (t)
))+ Ii(t) (5.1)
for i = 1,2, t > 0. It is obvious that tanh(·) satisfies (A3).
Case 1. Instantaneous pseudo almost periodic network, i.e., βij (t) ≡ 0.
Consider (5.1) with the following parameters
α11(t) = 0.5 + 0.3 sin(t), α12(t) = 1 + 0.8 cos(πt),
α21(t) = 0.35 + 0.15 sin(t), α22(t) = 0.15 − 0.1 cos(πt),
b1(t) = 3µ + α11(t) + α12(t), b2(t) = 2µ+ α21(t) + α22(t),
I1(t) = 7 + 2 sin
(√
2t
)+ 3 cos(πt) I2(t) = −4 + 4 sin(√2t)+ cos(πt)
+ 1
1 + t2 , +
2
1 + t2 ,
where µ is a constant. It is trivial to show that the external stimuli I1(t) and I2(t) are typical
examples of pseudo almost periodic functions. When µ = 1 (see Fig. 1(a)), one can easily
verify that the conditions in Theorems 2.2 and 3.1 are satisfied. Therefore, (5.1) admits a
pseudo almost periodic solution which is GES. When µ decreases, in other words, when
the conditions in our criteria fail, system (5.1) can still admits a pseudo almost periodic
solution to be GES (see Fig. 1(b)–(c)), which indicates that our criteria has room but not
much room for further improvement. When µ decreases further, then the solutions of (5.1)
escape to infinity (see Fig. 1(d)) and x2(t) escapes much faster than x1(t).
M. Fan, D. Ye / J. Math. Anal. Appl. 309 (2005) 598–625 623Fig. 1. Convergence dynamics of (x1(t), x2(t)) with x1(0) = 0.5, x2(0) = −0.5 of pseudo almost periodic net-
work (5.1) with no delays toward the encoded pattern and association of the encoded pattern with the external
stimulus. Numerical simulations show that all the solutions of (5.1) converge to the pseudo almost periodic en-
coded pattern (see (a)–(c)).
Case 2. Delayed pseudo almost periodic network, i.e., αij (t) ≡ 0.
Consider (5.1) with the following parameters
β11(t) = 0.5 + 0.3 sin(t), β12(t) = 1 + 0.8 cos(πt),
Fig. 2. Convergence dynamics of (x1(t), x2(t)) of pseudo almost periodic network (5.1) with discrete delays
toward the encoded pattern. Numerical simulations show that all the solutions of (5.1) converge to the pseudo
almost periodic encoded pattern (see (a)–(c)).
624 M. Fan, D. Ye / J. Math. Anal. Appl. 309 (2005) 598–625β21(t) = 0.35 + 0.15 sin(t), β22(t) = 0.15 − 0.1 cos(πt),
b1(t) = 3µ + α11(t) + α12(t), b2(t) = 2µ+ α21(t) + α22(t),
I1(t) = 7 + 2 sin(t) + 3 cos(πt) I2(t) = −4 + 4 sin(t) + cos(πt)
+ 1
1 + t2 , +
2
1 + t2 ,
τ11(t) = 3, τ12(t) = 2.5, τ21(t) = 1, τ22(t) = 2
and initial values provided by x1(s) = −0.5, x2(s) = 0.5, s ∈ [−10,0].
Obviously, from Fig. 2, we can draw some interesting conclusions similar to those from
Fig. 1 for (5.1). From Figs. 1(d) and 2(d), one can easily observe that the time delay is
harmful to the globally exponential stability.
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