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The optimization problem of a set function defined on a family a’ of measurable 
subsets in an atomless finite measure space (X. a. m) is investigated. The 
generalized Fenchel theorem is formulated and proved in this note. 
1. INTRODUCTION 
In [ 5 1 Morris considered the optimization problems in a measure space 
(A’, a, m). He showed the necessary and sufficient conditions for a 
constrained minimum, and proved the Lagrange duality theorem for the case 
of set functions on a measure space and presented some related properties. If 
we give appropriate definitions in the requirement of the optimization 
problem for the case of set function, then many of the same properties hold 
as for functionals on a Banach space. There is a lot of difference between 
solving the optimization problem in the case of the objective functional 
defined on a topological linear space and the case of the set function on a 
measure space. In this paper, we shall show that the Fenchel theorem is 
applied in the dual optimization problem; such a theorem is also investigated 
by Dolecki and Kurcyusz 12 1 in some generalized sense. 
For the motivation of optimization problem considered in a measure 
space, there is a good example described in 15; Example 1.11. In general we 
will consider the optimization problem of measure space (X. 0. m) which is 
stated as the following: 
minimize F(R) 
(:, ) 
subject to R E a’. 
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where a’ is a subfamily of measurable subsets in a. For the sake of 
completeness, we start from some preparation for set functions. 
2. CONVEXITY 
Throughout this note, let (X, a, m) be a finite atomless measure space. We 
define a pseudometric p on the a-algebra in the following way: 
~(4, G> = mWVW9 Q,,R* E a, (1) 
where LJ, AR, denotes the symmetric difference for 0, and 52, in a. 
DEFINITION 1. A set function F: a -+ (R is said to be dgkentiable at 
Q,, E a if there exists fo, E L,(X, a, m), namely, the derivative of F at a,,, 
such that 
F(Q) = f’(Q,) + (fn,, xn - xn,> +d/W %)), 
where o@(Q,, L?,)) means that a number divided by p(Q, a,,) tends to zero 
whenever ~(0, 0,) + 0, and xo denotes the characteristic function of R E a. 
Since m(X) < too, xc E L,(X, a, m). In particular, if F is countably 
additive and absolutely continuous with respect o m, then fo is simply the 
Radon-Nikodym derivative dF/dm. Furthermore, if F is a Frechet differen- 
tiable functional on L,(X, a, m), then define F(.f2) = &o); it shows that the 
differentiable set function F coincides with the Frechet differentiable function 
I;’ on L,(X, a, m). It is known that the Frechet derivative FI’ lies in 
L T(X, a, m) = L,(X, a, m), the space of continuous linear functionals, and 
F = f, E L,(X, a, m). 
The measure space (X, a, m) need not have linear structure; thus the 
convexity of a set function is different from the usual sense. For a set X 
without linear structure, the convex combination of two elements x, y E X is 
given by a mapping (., ., .): [0, 1] x X x X-+X, namely, a mixture (see 
[ 3]), and a function 4: X+ R is said to be convex if #((A, x,~)) < @(x) + 
(1 - 1) 4(y) for all x,y E X, L E [0, 11. But this definition of mixture cannot 
be defined on a u-algebra a (see [5; Proposition 3.11). Hence we associate 
(2, L?, A) with a sequence Q,, WA,, U (Q nn) of measurable sets such that 
X0 LAxXn-/c ” 
xn 
n 
w’(1 -A)Xn-a, 
where w* means the weak* convergence; then [5; Proposition 3.21 
XR”uA,U(RnA) -c&t (1 -n>x,. (3) 
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It follows essentially from the atomless measure space that for any given R, 
n in o, and A, E (0, 1) there exist R, and /i, in a corresponding to A,, such 
that 
m(n,)=n,m(.f2-A) and m(A,)= (1 -&Jm(A -0) 
tend to nrn(a - /i) and (1 - A) m(/i - R), respectively, in weak* topology. 
Thus we can define a set function F: a + R to be convex as follows: 
DEFINITION 2. Let (X, a, m) be an atomless finite measure space, and 
F: a -+ R be a set function. F is said to be convex if given Sz and n in a, 
,4 E (0, 1 ] it follows that 
limsupF(Qn,u(i,U(Rn/i))<M’(~)+(l -A)F(A) 
n-rcc 
(4) 
for any sequences xn, -iw* &-*, x~, +w* (1 - A) x* -<). 
Although the o-algebra a is not a linear space, usually we can identify a 
measurable set 0 E a as the characteristic function ,yn E L,(X, a, m), and 
think of the space R x L,(X, a, m) as being oriented so that the R axis is the 
vertical axis. Then the set [F, a] can be thought of as the region above the 
graph of a convex set function. 
DEFINITION 3. For a convex set function F: a’ --t R of a subfamily of 
measurable subsets in a with convex property (3) define a set [F, a’ ] in 
R x L,,(X, a, m) as 
IF, a’ ] = closure{ (r, x0) E R x L&Y, a, m); R E a’ and 
lim sup F(fl,) < r for any sequence x0, +“‘* xo}. (5) 
We call [F, a’] the epigraph of F on a’. 
Definition 3 is well posed since for an atomless finite measure space 
(X, a, m) with L,(X, a, m) separable, the point )Lxn with 0 < k < I and Iz E a 
is in the weak* closure of the subspace 
x=(xn:J2Ea}cL,(X,a,m) (6) 
(see [ 5; Lemma 3.31). It is obvious that the epigraph of F is convex in 
R x Lm)(X, a, m) in the sense of (3). 
PROPOSITION 1. Let (X, a, m) be an atomless jkite measure space with 
L , (X, a, m) separable. If the set function F defined on a is convex, then [F, a 
is convex. 
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Proof: In fact if (r, ,Xn), (rz, x,,) E [F, a], then there exist sequences Q, 
and A, such that 
Xn z~xXa-A and ” XA ” w* (1 -d)X,,-a. 
Hence 
and 
Xn,uA,u(RnA) -JLl& + (1 -L)xA 
- 
jtlt F[O,uA.u(RnA)] <AF(f2)+ (1 -A)F(/i) 
<h-, + (1 -l)r,. 
This means that 
~(rlTxa)+ (1 -4h7xA) 
= (3Lr, + (1 - A) r2Jxxn+(l-4xA)E IF4 
for any 2 E [0, 11. I 
Without loss of generality, we may suppose throughout that [F, a’] is 
convex for the convex set function F on a family a’ of measurable subset in 
(X, a, m). 
3. CONJUGATE CONVEX AND CONCAVE FUNCTIONALS 
We say that a set function G over a family b of measurable sets is concave 
if -G is a convex set function. As the usual concept, we can define the 
conjugate set and conjugate functional of a set function over a family of 
measurable subsets. 
DEFINITION 4. Let F be a convex set function defined on a family a’ of 
measurable subsets in X. The conjugate set a* is defined as a subset of 
L,(X, a, m) by 
a*=LfEL,(X,a,m)I SUP l(f,xn)-F(Q>l < 001, 
DC0 
(7) 
and the conjugate functional F* of F is defined on a* to be 
F*(f) = y, l(f,xn> - F(Q)L .fE a*. (8) 
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EXAMPLE 1. Let X=((x,y)I~‘+y~~5~)cH’, then a=(fl/QcX} 
is a u-algebra. Let m be the Lebesgue measure. Then (X, a, m) is a finite 
atomless measure space. Define 
for f,(x,~j) E L’(X, a, m). 
Then for any f(x, JJ) E L ,(X, a, m), the conjugate functional is 
F*(f)= ;>~$h)-F(fJ)I 
sup nEa 
11, __, If(xy~) -f,(x*~)l dx dy. 
. . A , I LX 
where A I = ((x, y) / f(x, y) 2 f,(x, y)}. Here the conjugate set is a* = 
L,,(X a, ml. 
The conjugate set and conjugate functional of a set function F have the 
following property: 
PROPOSITION 2. The conjugate set a* and conjugate functional F” with 
respect to a convex set function F is convex and the epigraph [F”, a* ) is a 
closed convex subset of R x L ,(X, a, m). 
Proof. For any f, ,f2 E L,(X, a, m) and any a E (0, l), we have 
SUP I&f, + (1 - a)f21xo) -F(R)1 
QEO’ 
= sup Ia((f, 2 xo> - F(Q)) 
REO’ 
+ (1 - a)((f2,xC,> -F(Q))1 
<a sup [(fllxn)-F(Q)I 
neo 
+ (1 -a> ;y, l(f2,xn> -F(Q)1 
= aF*(f,) + (1 - a> F*(fJ 
from which it follows immediately that a* and F* are convex. 
Next we show the closedness of [F*, a*] = ((r,f) E R X L ,(X, a, m) I 
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F*(f) < 6 Let ~(~iJi)l b e a sequence in [F*, a*] such that (ri,fi) -+ (r,f). 
We shall show that (r,f) E [F*, a*]. For every i and J2 E a’, we have 
ri>F*df,)>(f;:~XD)-P(a)~ 
Letting i-+ co, we obtain 
r 2 (f, x0> - fw) 
;*,a;*? E;‘. Hence T > supn,,,[(f, xo) - F(0)] = F*(J) and so (r,f) E 
For a concave set function G defined on a family b of measurable subsets, 
we define the set 
[G,b]= {(r,,&)E R XL,(X,a,m)lRE band 
for any xo, + w* xo implies I~J G(Q,,) > r). 
It is easy to see that [G, b] is convex. We define the conjugate set and 
conjugate functional of the concave set function as follows. 
DEFINITION 5. Let G be a concave set function on b. The conjugate set 
b* is defined to be a subset in L. ,(X, a, m) by 
b*=(fEL’(Xa,m)I ~~[(h~~)-G(i?)]>-a,}, (9) 
and the conjugate functional G* of G is defined on b* by 
G*U-I= j,$,Kf)xn)-WL fE b*. (10) 
4. THE MAIN THEOREM 
To minimize a convex set function over a family of measurable subsets 
with property (3), we can reduce to a more general form 
(11) 
where F is convex set function over a’ and G is a concave set function over 
b. In standard minimization problems, G E 0. 
In [2], the conjugate functional F* is called the Fenchel transformation of 
I;, it obeys an important duality principle in optimization problem. To find 
(1 1 ), we can seek the maximization of the dual form G * df) - F*(f) for 
fE a* n b*. In the geometric intuition, -F*(f) is the vertical distance to a 
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support hyperplane below [F, a’] and -G*(f) is the vertical distance to the 
parallel support hyperplane above [G, b], and so G*(j) - F*(f) is the 
vertical separation of the two hyperplanes. The duality principle of Fenchel 
type for set functions is stated as the following theorem, and the proof 
described is parallel to the proof of Fenchel theorem in (41. 
THEOREM 3. Let (X, a, m) be an atomless finite measure space, a’, b be 
two families of measurable subsets in X, and F and G, respectively, convex 
and concave set functions over a’ and b. Assume that a’ n b # 0 such that 
[F, a’] or [G, b] has nonempty interior. Suppose further that ,u = 
inf,JF(R) - G(Q)] is finite. Then 
where the maximum on the right is achieved by some f, E a* n b*. If the 
inftmum on the left is achieved by some Sz, E a’ n b, then 
;$(fo,xn> - W)l= (fo,xn,) - Wd 
Proof By definition, for all f E a* n b*, Q E a’ n 6, 
F*(f)>(f,xn)-F(Q) and G*(f)G(f,xn)-G(Q). 
This implies 
and hence 
o~~~nbnblW)-W)I> sup [G*(f)-F*(f)l. 
fee* nb* 
We have to find a point f. E a* n b* such that 
o~~nbIW)- W)l = G*(fJ -F*(fd 
Since the convex set [F --, a’] is a vertical displacement of [F, a’], by 
definition of ,u, the sets (F - ,u, a’] and [G, b] are arbitrarily close but have 
disjoint interior points. Since one of these sets has nonempty interior, there is 
a closed pseudohyperplane in If? x xbU., separating them. Here xbua, = 
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FIGURE 1 
{x0 ] Q E b U a’} is the family of characteristic functions of measurable 
subsets R E b U a’. 
As a’ n b # 0, the above pseudohyperplane is not vertical, and hence this 
pseudohyperplane can be represented by 
for some& E L,(X, a, m) and c E R. 
Since (G, b] lies below this pseudohyperplane but is arbitrarily close to it, 
we have 
c= ~~bb[G~xcWW41 =G*tfiA 
c= sup [(fo,xa)-F(R)+~l==*(f,)+~u. 
REP’ 
This implies p = G*(f,) - F*(f,) and the first part of theorem is proved. 
If there is an Q, E a’ n b such that the infimum in (12) holds, then the 
sets [F -,u, a’] and [G, b] have the point (G(R,), xn,) in common and this 
point lies in the separating pseudohyperplane; that is, 
max[(fo,Xn)-F(.R)+~l==*(f,)+~== l?eo 
and 
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EXAMPLE 2. Let (X, a, m) be the same measure space of Example 1. 
Takef,(x, y) = 6(x2 +y2 + 1) and define 
F(Q) = -1)-Q 6(x2 
Then F(Q) is convex 
mi$$zelF(Q) - 
ty2 t l)dxdy, G(R) = 6m(S2) = 6 (_(_ dx dy. 
- 0 
(linear) and G(a) is concave (linear). It follows that 
G(Q)1 = n~a minimize 
[ir 
(6x2 + 6~1’ t 6 - 6) dx do 
. . II I 
ZZ mi:;l;ize 6 I.(_ (x’ + y’) dx dy 
[ ““0 1 =o (when 0, E a is of measure zero). 
It can be found that 
F*(f) = jj [j-(x, y) - 6x* - 6~1~ - 6 1 dx dy. 
A,nX 
where A, = {(x, y) 1 j-(x, y) > 6x2 f 6y2 + 6). and G*(f) = 
.I:1 Apxlf(~,.~) - 61 dxdy, where A, = ((x,y)If(x.y) < 6). Hence 
. . 
-!!,~~~[f(x,y)-6x~-6y2-6/dxd~;(.(i:l, 
, ‘ 
This expression can be divided into three parts: 
(i) Iff(x,y) < 6 < 6x2 + 6y2 + 6, then (* 1) < 0. 
(ii) If 6 < 6x2 + 6y2 + 6 <.j(x, y), then (* 1) S 0. 
(iii) If 6 <f(x, y) < 6x2 + 6y2 + 6, then (* 1) = 0. 
Therefore, 
maximize\G*(f) -F*(f)] = 0 = ?&[F(SZ) - G(Q)]. 
fEI.l(X.%rn) 
EXAMPLE 3. Let (X, a, m) be the finite atomless measure space as in 
Example 1. 
minimize F(Q) = \J (x t y) dx dy 
” n. 
for any R E a. 
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We could use the Fenchel Theorem to solve this problem. Setting G = 0, 
a* = L,(X, a, m), we have 
for fE a* 
= 
I 
~ [f(x~Y)-----YldxdY~ 
where 0, = {(X,Y)If(X,Y)>X+Y/ 
Therefore 
where R, = {(x, Y) If@, Y) < 01. 
- 0 R nx [fkY)--x-y1 dJc& . (*2) I I 
To attain the maximum, we must take (x, y) E X such that x + y <f(x, y) < 0 
(the reason will be shown in later Example 4). Thus (*2) equals 
li (x+y)dxdy=- 
250 fi 
((x,Y)~xlx+Y~/(x.Y)~ol 
3 . 
Actually, 
y~$ F(O) = rn2 [F(O) - G(D)] 
= 
II 
250 fi 
l(x,Y)ExlxtYco~ 
(x+y)dxdy=- 3 . 
This shows that 
T!i F(a) = f.Ly,E m) 
250 fi 
1 9 
[G*(f)-F*(f)1 = - 3 + 
In Example 3, we take the function f,(x, y) = x + y as linear; we could 
choose a nonlinear functionf,(x, y) as in 
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EXAMPLE 4. Let (X, a, m) be the measure space as in Example 1. 
Suppose that 
F(R)=jjn (X2-.!J* + 6)dxdy, RE a, 
G(Q)= jj 6 dx dy = 6m(R), R E a. R 
It is easily seen that F is convex (linear) and G is concave (linear). It can be 
shown that 
F*(f) = snupp [(.Axn> - FWI, fE L ,V, a, m) 
= li A nx[f(x,v)-x2+y2-61dxdy, I 
whereA,=((x,y)~f(x,y)>~~-~~+6) and 
G*(f)= $JUxnWWW=jj [f(x,y)-61dxdy, 
A2m 
where A 2 = { (x, Y) If(x, Y) < 6 }. Then 
where u(f) is a functional on L,(X, a, m). The maximum of v(f) must 
satisfy the condition u’(f) = 0, where v’(f) means the Frechet derivative of 
v(J). This means that for any h E L,(X, a, m), 
IQ-+ h) - 4.a 1 
Ilhll =~lhll A~mWW~dy ID 
- .Ii’ h(x, y) dx dy + 0 as h -+ 0. A , W 
It must be that A, f?X coincides with A, nX; that is, 
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In this case, we have 
max 
fELl(X.%rn) 
@,=(I If(x,~)-6l~xalv-jjl,~[f(x,~)--*+~’-61dxdy 
Qo 
= 11 (x2-y*)dxdy no 
= 1:r (x2 - y2) dx dy ((X,y)EXIX*-y*s01 
625 
-. 
2 
On the other hand, 
mir$$e(F(Q) - G(Q)] = mi%gize 
IJ 
[x2 - y* + 6 - 61 dx dy R 
i 
=J ,(x,y),x2~y~<o) (x2 -Y’) dx dY = -F. 
This shows that 
625 
mifgize[F(l2) - G(Q)] = rnn;i$z$G*(f) -F*(f)] = - 2. 
, 3 
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