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Perinteinen filmikamera muodostaa valokuvan kameraan asetetulle filmille. Valokuvaa
otettaessa kameran sisälle päästetään pienen hetken ajan valoa, jolloin kameraan asetettu
filmi valottuu. Kuhunkin filmin pisteeseen kerääntyy eri määrä fotoneja, riippuen kuvat-
tavasta kohteesta. Mitä enemmän fotoneja kerääntyy kuhunkin pisteeseen, sitä tummem-
maksi piste filmillä tulee. Mitä vähemmän fotoneja pisteeseen kerääntyy, sitä vaaleam-
maksi se tulee. Tässä vaiheessa kuvanmuodostusta saatu kuva on negatiivi. Negatiivi on
siis kuva, jossa valoisat elementit näkyvät tummina ja tummat elementit vaaleina. Vasta
kehittämällä filmi saadaan kuvattua kohdetta vastaava kuva, jossa vaaleat alueet näkyvät
vaaleina ja tummat tummina. Näin saadaan aikaan mustavalkokuva tai tarkemmin sanot-
tuna harmaasävykuva.
Värikuvan muodostamiseen filmikameralla tarvitaan värifilmiä, kun mustavalkokuvia
muodostettaessa riittää mustavalkofilmi. Värifilmi eroaa mustavalkofilmistä siten, että se
koostuu kerroksista, joista kukin on herkkä yhdelle värille. Nämä kerrokset ovat filmissä
päällekäin ja kullekin kerrokselle muodostuu kuva kameran näkymästä, mutta jokaisessa
kerroksessa on tieto vain yhdestä väristä. Mustavalkofilmin tavoin kullekin värikerrokselle
muodostettu kuva on negatiivi. Vasta värifilmin kehittämisprosessin tuloksena saadaan
värikuva, jossa värit näkyvät niin kuin ne kuvattavassa kohteessa olivat.
Filmikameralla on puolensa verrattuna nykyisin paljon käytettäviin digitaalikameroi-
hin. Digitaalikameran etuna on kuitenkin se, että kuvattavasta kohteesta otettu kuva
on useimmissa digitaalikameroissa heti nähtävissä eikä kuvan näkemistä varten tarvitse
suorittaa kehittämisprosessia, jonka filmikameran käyttö vaatii. Demosaicing-algoritmit
liittyvätkin digitaalikameran toimintaan. Seuraavaksi herääkin kysymys, miten kuvan-
muodostus digitaalikamerassa sitten toimii.
Digitaalikamera toimii hieman eri tavalla kuin perinteinen filmikamera. Digitaalika-
merassa ei ole filmiä, johon kuva muodostetaan. Digitaalikameran kuvanmuodostus toi-
mii samalla periaatteella kuin filmikamerassa, mutta kuva muodostetaan elektroniseen
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kennoon. Tällainen kenno koostuu pikseleistä, joihin filmin tapaan kerätään valoa. Di-
gitaalikamera mittaa, kuinka monta fotonia osui mihinkin pikseliin. Toisin kuin filmin
tapauksessa, kuvan ja kennon pikselistä tulee vaalea, jos fotoneja osui paljon ja tumma,
jos niitä osui vain vähän. Kennon pikselit mittaavat vain sitä valon määrää, joka niihin
osui ja kuten filmikameran tapauksessa, kuvista tulee harmaasävykuvia.
Valokuvista saadaan värillisiä asettamalla kennon eteen värisuodatin. Digitaalikame-
ran tapauksessa värisuodatin on sellainen, että kunkin pikselin päällä on vain yhden värin
suodatin. Näin ollen kuhunkin pikseliin saadaan tieto vain yhdestä väristä. Asettamal-
la riittävän monta eriväristä suodatinta vierekkäisien pikseleiden päälle, on mahdollista
arvata puuttuvat väritiedot riittävän hyvällä tarkkuudella. Demosaicing-algoritmit ovat
algoritmeja, jotka täydentävät nämä puuttuvat väritiedot, jotta värikuva saadaan muo-
dostettua.
Tämän pro gradu -tutkielman tarkoituksena on esitellä muutama tällainen demosaicing-
algoritmi ja verrata algoritmien tuottamia tuloksia keskenään. Esiteltäviä algoritmeja ovat
bilineaarinen interpolaatio, gradienttikorjattu bilineaarinen interpolaatio ja homogeenioh-
jautuva demosaicing-algoritmi. Algoritmit suoritetaan valokuville, jotka on otettu kame-
ralla, jolla saadaan tieto kustakin väristä kussakin pikselissä. Algoritmeja suoritettaessa
oletetaan, että tiettyjä värejä tietyissä pikseleissä ei tiedetä, jolloin algoritmien tehtävänä
on interpoloida nämä kyseiset arvot. Tämän jälkeen algoritmien tuottamia värikuvia
voidaan verrata alkuperäiseen valokuvaan, jossa jokaisen pikselin arvot on saatu mit-
taamalla. Työssä käytettävät algoritmit tuottavat yllättäviäkin tuloksia.
Tämän tutkielman aihe nostaa hyvin esille sen tosiasian, että hyvin monien jokapäi-
väisen elämän esineiden ja asioiden toiminnan taustalla piilee matematiikka. Matematiik-
ka on hyvin teoreettinen tieteenala ja tämän teoreettisen tiedon soveltaminen arkipäivän
asioihin ei välttämättä ole helppoa ja suoraviivaista, mutta ehdottomasti mielenkiintoista.





Matemaattisessa mielessä kuva voidaan määritellä olemaan kuvaus I : Ω → R, jossa
Ω ⊂ R2. Funktion I arvo kohdassa (x, y) ∈ Ω kuvaa pisteen intensiivisyyttä. Mus-
tavalkokuvassa intensiivisyydellä tarkoitetaan, onko piste musta vai valkoinen ja har-
maasävykuvissa nimensä mukaan harmaan eri sävyjä.
Tietokone käsittelee kuvia diskreettinä datana,M ×N -matriiseina. Tällaista diskreet-
tiä kuvaa kutsutaan digitaaliseksi kuvaksi. Digitaalinen kuva on siis kuvaus diskreetiltä
joukolta Λ = {(m,n)|m = 1, 2, 3, ...,M ja n = 1, 2, 3, ..., N} reaaliluvuille R. Piste (m,n)
vastaa matriisin alkiota, joka on rivillä m ja sarakkeessa n. Matriisin alkiota kutsutaan
myös nimellä pikseli. Pikseli on digitaalikuvan pienin elementti, joka sisältää numeerisen
arvon. Kuvassa 2.1 valokuva on sijoitettu avaruuteen R2 havainnollistamaan edellä mainit-
tua tilannetta.
Tässä tutkielmassa käytetyt kuvat ovat digitaalisia eli diskreettejä kuvauksia, mutta
teorian kannalta on usein hyödyllistä kohdella kuvia kuin ne olisivat kuvauksia, joiden
lähtöavaruus on jatkuva. Tällöin jokainen pikseli vastaa yhden pisteen sijaan pistejoukkoa
ja kuvaus tältä pistejoukolta maaliavaruuteen on vakio. Näin ollen voidaan käyttää monia
integraali- ja differentiaalilaskennan menetelmiä, jotka auttavat ymmärtämään kuvien
ominaisuuksia niitä käsitellessä ja manipuloitaessa.
Kuvista puhuttaessa usein ajatellaan ensimmäisenä kaksiulotteisia (2D) kuvia, mutta
kuvia on myös useammassa ulottuvuudessa. Esimerkiksi lääketieteessä tarvitaan kolmiu-
lotteisia (3D) kuvia ihmiskehosta. Kolmiulotteisiin kuviin voidaan lisätä aika-akseli, jolloin
kuvista saadaan neliulotteisia (4D).
Kuva voi olla mustavalkoinen tai värillinen. Kuvaus I(m,n) kertoo pikselissä (m,n)
olevan numeroarvon, joka kuvaa joko jotakin väriä tai valon intensiteettiä eli harmaasävyä.
Värikartta jaetaan siten, että jokainen numeroarvo vastaa jotakin värisävyä ja jokaisessa
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Kuva 2.1: M ×N -kokoisen digitaalikuvan kaksiulotteinen koordinaattiavaruus
kuvan pikselissä oleva numeroarvo tarkoittaa tiettyä väriä tietyllä intensiteetillä. Täten
kuvan numeerinen arvo tietyssä pikselissä saadaan muutettua visuaaliseksi datan esitys-
tavaksi. Näin saadaan aikaan värikuva. Yleisin värikartta koostuu kuitenkin harmaan
eri sävyistä väliltä puhtaan valkoisesta sysimustaan. Tällaisessa värikartassa mustan nu-
meerinen arvo on nolla ja täysin valkoinen saadaan väriskaalan maksimiarvolla. Har-
maasävyinen värikartta sopii erityisen hyvin kuviin, joilla halutaan ilmaista tummuus-
tai vaaleusastetta eli intensiteettiä tietyssä pisteessä. Joskus tällaiset intensiteettikuvat
on kuitenkin parempi esittää värien avulla, sillä ihmissilmä kykenee erottamaan vain noin
40 eri harmaansävyä mustan ja valkoisen väliltä, kun taas ihmissilmän herkkyys väreille
on suurempi.
Yhden väriarvon tallentamisen sijasta samaan pikseliin voidaan tallentaa useita eri ar-
voja. Kokonainen värispektri voidaan esittää kolmen värin avulla, joita ovat esimerkiksi
kolmikko punainen, vihreä ja sininen (R,G,B). Tällöin kuva koostuu kolmesta kaksiulot-
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teisesta matriisista ja on täten kolmiulotteinen. Tällöin kuva on kuvaus I : Λ → R3 ja
I(m,n) = [R,G,B], jossa R,G,B ⊂ R. Näin jokaisessa pikselissä (m,n) ∈ Λ on arvo
punaiselle värille (R), vihreälle värille (G) ja siniselle värille (B). Visuaalisessa kuvassa
näkyvä väri kussakin pikselissä on lineaarikombinaatio näistä kolmesta väristä. On ole-
massa myös muita käytössäkin olevia värien esitystapoja edellä esitellyn värikolmikon
lisäksi.
Kuvan resoluutiolla tarkoitetaan kuvan kokoa eli pikselien lukumäärää. Kuvan koko
ilmoitetaan usein muodossa C × R, jossa C on sarakkeiden lukumäärä ja R on rivien
lukumäärä. Yleisesti käytettyjä kuvien kokoja ovat esimerkiksi 1024× 768 tai 800× 600.
Bittiresoluutio määrittelee mahdolliset intensiteetti- tai väriarvot kussakin pikselissä ja
liittyy siten kuvainformaation määrään. Esimerkiksi binaarikuvassa on vain kahta väriä:
mustaa ja valkoista, harmaasävykuvassa on usein 256 eri harmaasävyä väliltä mustasta
valkoiseen, kun taas värikuvissa arvot vaihtelevat riippuen käytettävän väriskaalan koos-
ta. Bittiresoluution käsitettä käytetään ilmaisemaan niiden binaaribittien määrää, jota
tarvitaan tallettamaan haluttu informaatio. Esimerkiksi binaarikuvaa varten tarvitaan 2
bittiä, harmaasävykuvaa varten 8 bittiä ja värikuvaa varten tarvitaan usein 24 bittiä.
Tässä kappaleessa esitellyt käsitteet, kuvien ominaisuudet ja lisää tietoa kuvista sekä
kuvankäsittelystä löytyy kirjasta [1].
2.2 Väriavaruuksia
Väriavaruuksia on useita erilaisia, joista esitellään tässä kappaleessa kaksi väriavaruut-
ta: RGB ja CIELAB. RGB-väriavaruudesta kertovan kappaleen lähteenä on kirja [1] ja
CIELAB-väriavaruudesta kertova kappale pohjautuu lähteisiin [2] ja [3]. Näiden kahden
väriavaruuden esittelyn jälkeen esitellään, miten RGB-väriavaruudesta siirrytään CIELAB-
väriavaruuteen. Tämän väriavaruudesta toiseen siirtymisen teorian taustalla on artikkeli
[5].
2.2.1 RGB
Mikäli kuva on binaarikuva eli koostuu vain mustista ja valkoisista pikseleistä tai har-
maasävyinen, niin tällöin kuva on kaksiulotteinen matriisi eli kuva koostuu vain yhdestä
värikanavasta. Yksikanavaisen kuvan visuaalisessa esityksessä nähdään kunkin matriisin
alkion eli pikselin numeerisen arvon suora harmaasävyvastine. Mikäli kuva on puolestaan
aidosti värillinen, niin tällöin kuva koostuu useammasta kaksiulotteisesta matriisista eli
värikanavia on useampia kuin yksi. Todellisen värikuvan, esimerkiksi RGB -kuvan jokaiseen
pikseliin on siis talletettu yhden arvon sijasta kolme arvoa, jotka vastaavat punaista,
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vihreää ja sinistä värikomponenttia. Tällaisen useampikanavaisen kuvan visuaalisessa esi-
tyksessä nähtävät värit kussakin pikselissä on lineaarikombinaatio eri värikanavista.
Kuva 2.2: RGB-värikuva pilkottuna punaiseen, vihreään ja siniseen värikanavaan
RGB-kuvat ovat siis kolmi-ulotteisia matriiseja, joiden voidaan ajatella muodostuvan
kolmesta kaksiulotteisesta matriisista. Näistä matriiseista yksi vastaa punaista, toinen
vihreää ja kolmas sinistä värikanavaa. RGB-malli on yleisin käytetty väriavaruus digi-
taalisessa kuvanesityksessä. Värikuvasta voi helposti erotella nämä värikomponentit. Ku-
vassa 2.2 näkyy värikuva ja siitä erotellut punainen, vihreä ja sininen värikanava. Vi-
suaalisessa kuvan esityksessä nähtävät värit ovat lähes aina yhdistelmä kaikista kolmes-
ta värikomponentista. Kuvassa esimerkiksi punaisena näkyvä pikseli on hyvin harvoin
vain punaisen värikanavan tuottama, vaan siinä on myös jonkin verran niin vihreää
kuin sinistäkin värikanavaa. Toki punaiselta näyttävä väri koostuu suurimmaksi osaksi
punaisesta värikanavasta, mutta ei kokonaan. Punaisessa värikanavassa punaiseksi havain-
noidut esineet saavat suuren numeerisen arvon eli näkyvät punaisen värikanavan kuvas-
sa 2.2 valkoisina ja esineet, jotka havainnoidaan vain vähän tai ei ollenkaan punaisena,
saavat lähellä nollaa olevan numeerisen arvon ja näkyvät kuvassa hyvin tummana tai
mustana. Sama pätee myös vihreälle ja siniselle värikanavalle. Kussakin värikanavassa
näkyy jokainen värikuvan yksityiskohta, mutta eri värikanavan kuvassa eri intensiteetillä.
Jokainen havainnoitu väri, myös punainen, vihreä ja sininen, koostuu lähes aina jokaisesta
värikomponentista, eikä vain puhtaasti yhdestä.
Jos ajatellaan kaikkia värejä, jotka voidaan esittää RGB-esityksen avulla, niin RGB-
väriavaruus voidaan mieltää kuutioksi eli kolmiulotteiseksi väriavaruudeksi, jonka akselei-
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ta vastaavat värit punainen (R), vihreä (G) ja sininen (B). Tätä kuutiota on havainnollis-
tettu kuvassa 2.3. Kuvassa kaikki akselit on skaalattu välille [0, 255], jossa origoa vastaa
täysin musta väri, pistettä (255, 255, 255) vastaa vitivalkoinen ja kaikki muut mahdolliset
värit löytyvät näiden arvojen väliltä kuution sisältä tai sen reunoilta.
Kuva 2.3: RGB-väriavaruuskuutio [1]
Värikuvan voi helposti muuttaa harmaasävyiseksi kadottamatta tärkeää tietoa, kuten
informaatiota reunoista, alueista, möykyistä tai rajapinnoista. Värikuva sisältää paljon
enemmän informaatiota kuin harmaasävykuva. Monet algoritmit, jotka etsivät kuvasta
esimerkiksi tiettyjä piirteitä tai prosessoivat kuvaa eivätkä tarvitse kuvan värejä, muutta-
vat kuvan harmaansävyiseksi ennen itse algoritmin suorittamista. Kun tietoa väreistä ei
tarvita, harmaasävykuvan käsitteleminen on kevyempää, sillä kuvan informaatiomäärä on
saatu pienennettyä useammasta dimensiosta vain yhteen, eikä mitään algoritmin kannalta
tärkeää tietoa ole hukattu. Värikuva Ic saadaan muutettua harmaasävyiseksi kuvaksi Ig
kaavalla
Ig(n,m) = αIc(n,m, r) + βIc(n,m, g) + γIc(n,m, b),
jossa (n,m) indeksoi yksittäisen pikselin harmaasävykuvassa ja (n,m, v) yksittäisen kana-
van v pikselissä (n,m). Muuttuja v on siis joko punainen r, vihreä g tai sininen b. Muunnos
värikuvasta harmaasävykuvaan ei toimi kääntäen informaatiokadon vuoksi.
2.2.2 CIELAB
CIELAB eli CIE L*a*b* on kansainvälisen valaistuskomission (CIE) kehittämä väriava-
ruusmalli. RGB-väriavaruuden tavoin se koostuu kolmesta komponentista L*, a* ja b*,
joista L* kuvaa valoisuutta ja a* sekä b* kuvaavat värejä.
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Valoisuuskomponentti saa arvoja väliltä [0, 100] siten, että 0 tarkoittaa mustaa ja
100 täysin valkoista. Värikomponentit a* ja b* perustuvat siihen, että väri ei voi olla
samanaikaisesti sekä punainen että vihreä tai sekä sininen että keltainen. Värikompo-
nentti a* saa arvoja väliltä [−a, a], jossa −a tarkoittaa täysin vihreää väriä ja a kirkkaan
punaista. Kaikki arvot tältä väliltä ovat siis vihreän tai punaisen eri sävyjä. Värikompo-
nentti b* saa puolestaan arvoja väliltä [−b, b] siten, että −b tarkoittaa sinistä väriä ja b
keltaista väriä. Muut arvot tältä väliltä ovat puolestaan sinisen ja keltaisen eri sävyjä.
Kummankin värikomponentin tapauksessa arvo 0 tarkoittaa neutraalia harmaata. Teori-
assa värikomponenteilla a* ja b* ei ole olemassa maksimiarvoja, mutta käytännössä välit
[−a, a] ja [−b, b] sisältävät yleensä 256 arvoa, jolloin värikomponentit a* ja b* saavat
arvoja väliltä [−128, 127]. CIELAB-väriavaruutta havainnollistetaan kuvassa 2.4.
Kuva 2.4: CIELAB-väriavaruus (muokattu lähteen [4] kuvasta)
Kuvassa 2.5 on jaettu värikuva valoisuuskomponenttiin L* ja värikomponentteihin a*
sekä b*. Valoisuuskomponentin L* kuvassa valoisat tai vaaleat kohteet näkyvät valkoise-
na ja valottomat tai tummat kohteet näkyvät mustana. Värikomponentin a* kuvassa
punaisen väriset kohteet näkyvät valkoisena ja vihreän väriset mustana. Värikomponentin
b* kuvassa puolestaan keltaiset kohteet näkyvät valkoisena ja siniset kohteet taas mus-
tana.
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Kuva 2.5: CIELAB-värikuva pilkottuna valoisuuskomponenttiin L* sekä värikomponent-
teihin a* ja b*
2.2.3 Muunnos RGB-väriavaruudesta CIELAB-väriavaruuteen
RGB-väriavaruudesta siirtyminen CIELAB-väriavaruuteen tapahtuu CIE XYZ-väriavaruu-
den kautta. Siirtyminen RGB:stä CIE XYZ:aan tapahtuu tekemällä ensin niin sanottu
gamma-korjaus kullekin värikanavalle:
(2.1) C = a(C ′)γ + b,
jossa C = R,G,B, C ′ tarkoittaa normalisoitua värikomponenttia R,G tai B, a, b ∈ R
ovat vakioita ja γ on reaaliluku arvojen 2, 2 ja 2, 8 väliltä.
Muunnos gamma-korjattujen värikomponenttien arvojen ja XYZ-avaruuden välillä
tapahtuu kaavalla  XY
Z
 =





jossa R,G ja B ovat gamma-korjatut RGB-väriavaruuden värikomponentit ja 3×3-matrii-
sissa on käytössä olevan laitteen kolmen kanavan mitatut CIE tri-stimulus arvot. Esi-
merkiksi Xr, Yr ja Zr ovat punaisen kanavan mitatut CIE tri-stimulus arvot.
CIE XYZ-väriavaruudesta siirtyminen CIELAB-väriavaruuteen tapahtuu komponen-
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jossa Yn on vertailupisteen (white point) väriarvo. Värikomponentti a* saadaan kaavalla






ja b* saadaan kaavalla











3 , kun Y
Yn
> 0, 008856




Tämä kappale alikappaleineen pohjautuu suurimmaksi osaksi digitaalikameran toiminnas-
ta kertovaan artikkeliin [6].
Digitaalikamera eroaa toiminnaltaan täysin alkuperäisestä kamerasta. Tavallisen kame-
ran toiminta perustuu kemiallisiin ja mekaanisiin prosesseihin eikä niiden toiminta riipu
millään tavalla sähköstä, toisin kuin digitaalikameroiden toiminta. Jokaisessa digitaalika-
merassa on sisäänrakennettu tietokone ja tietokoneet ovat tunnetusti erittäin riippuvaisia
sähköstä. Tavallinen kamera kerää valoa ja muodostaa kuvan filmille, kun taas digitaa-
likamera kerää valoa puolijohdelaitteeseen ja tallettaa kuvan elektronisesti. Digitaalika-
meran tietokone muuttaa elektronisen informaation digitaaliseksi dataksi.
Digitaalikamerat eivät ole vielä tähän päivään mennessä syrjäyttäneet perinteisiä kame-
roita täysin, sillä filmikamera tuottaa yhä parempilaatuisia kuvia kuin digitaalikamerat.
Digitaalisen kuvateknologian kehityttyä ja monien digitaalikameran hyvien ominaisuuk-
sien myötä digitaalikameroista on tullut yhä suositumpia.
2.3.1 CCD- ja CMOS-kennot
Perinteisellä filmikameralla kuvan ottaminen tapahtuu siten, että kameran suljin aukeaa,
jolloin valo pääsee kameran sisälle. Pienen valotusajan verran fotoneita kerääntyy filmille
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kuhunkin pisteeseen eri verran, riippuen kuvasta, kunnes kameran suljin sulkeutuu. Pis-
teistä, joihin fotoneja kerääntyy paljon tulee tummia ja pisteistä, joihin fotoneja kerääntyy
vain vähän tai ei yhtään, tulee vaaleita. Filmille muodostunutta kuvaa kutsutaan negatii-
viksi. Vasta kuvan kehityksen jälkeen saadaan aikaan tavoiteltu kuva, positiivi, jossa va-
loisat kohteet näkyvät vaaleina ja tummat tai pimeät kohteet tummina. Negatiivin ja
positiivin käsitteet on poimittu lähteestä [7].
Värikuvan muodostamiseen perinteisellä filmikameralla tarvitaan värikuville tarkoitet-
tua filmiä. Värifilmi eroaa tavallisesta mustavalkofilmistä siten, että sen pinnalla on hyvin
ohuita värikerroksia. Fotonien kohdatessa filmin ensin tulee vastaan kerros, joka reagoi
siniseen väriin, seuraavaksi tulee kerros, joka reagoi vihreään väriin ja viimeinen väriker-
ros reagoi punaiseen väriin. Siniselle värille herkkä kerros on keltaisen värinen ja läpäisee
punaisen ja vihreän värin aallonpituuksia. Vihreälle värille herkkä kerros on magentan
värinen ja läpäisee punaisen ja sinisen värin aallonpituuksia. Viimeinen punaiselle värille
herkkä värikerros on syaanin värinen ja läpäisee vihreän ja sinisen värin aallonpituuk-
sia. Näin jokaiselle värikerrokselle saadaan muodostettua kameran näkymästä kuva, jos-
sa on tieto vain yhdestä väristä. Kuten mustavalkofilmin tapauksessa, jokaisen väriker-
roksen kuva on negatiivi. Kuvan kehitysvaiheessa filmille tallennetuista tiedoista saadaan
muodostettua tavoiteltu värikuva. Esittelyn, miten värikuvan muodostus filmikameralla
tapahtuu, pohjalla on artikkeli [8], josta löytyy myös lisätietoa filmikameran toiminnasta.
Toisin kuin tavallinen filmikamera, digitaalikamera kerää fotoneja valoherkkään ken-
noon. Digitaalikameroissa käytettyjä valoherkkiä kennoja ovat CCD-kenno ja CMOS-
kenno. Lyhenne CCD tulee sanoista charge coupled device ja lyhenne CMOS tulee sanoista
complementary metal oxide semiconductor. Kumpikin edellä mainituista kennoista koos-
tuu useista pienen pienistä neliöistä eli pikseleistä. Jokaisella tällaisella pikselillä on pinta-
ala, johon kameran valotusaikana kerääntyy fotoneja. Kun kameran suljin sulkeutuu, mi-
tataan kuinka monta fotonia osui kuhunkin pikseliin ja näin saadaan selville kunkin pik-
selin valoisuus. Mitä enemmän fotoneja osui tiettyyn neliöön, sitä vaaleammaksi vastaava
pikseli kuvassa tulee ja päinvastoin. Yhdessä nämä tuhannet tai miljoonat pienet neliöt
muodostavat kaksiulotteisen matriisin.
Niin CCD- kuin CMOS-kenno mittaavat kameran kennoon tulevan valon määrää,
mutta se, miten ne sen tekevät tapahtuu erilailla riippuen kumpaa kennoteknologiaa
käytetään. CCD-kenno siirtää pikseliin mitatun varauksen sirun läpi matriisin yhteen
kulmaan, jossa varaus vasta luetaan. Kussakin pikselissä mitattu varaus muutetaan digi-
taaliseksi, binaariseen muotoon ja tämän muunnoksen CCD-kennossa tekee analogisesta
digitaaliseksi -muunnin eli ADC, joka tulee sanoista analog-to-digital converter. CCD-
kennosta poiketen CMOS-kennon jokaisen pikselin ympärillä on useita transistoreja, jot-
ka vahvistavat pikseliin mitattua varausta. Toisin kuin CCD-kenno CMOS-kenno käyttää
varauksen siirtämiseen perinteisempiä johtoja.
CCD- ja CMOS-kennojen toiminnan erilaisuudesta seuraa kummankin laitteen niin
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hyvät kuin huonotkin puolet. CCD-kennon sensorit luovat laadukkaita ja vähä-kohinaisia
kuvia, kun taas CMOS-kennon sensorit ovat yleisesti ottaen herkkiä kohinalle. CCD-kenno
on herkempi valolle kuin CMOS-kenno. Tämän ominaisuuden taustalla on CMOS-kennon
pikselien ympäristössä sijaitsevat useat transistorit. Kun pikseleihin kerätään valoa, useat
fotonit osuvat itse pikselin mittausalueen sijasta sen ympärillä sijaitseviin transistorei-
hin. Virrankulutuksen kannalta CMOS-kenno on CCD-kennoa parempi. CCD-kenno ku-
luttaa jopa 100 kertaa niin paljon energiaa kun vastaavanlainen CMOS-kenno. CCD-
kennossa on enemmän pikseleitä kuin CMOS-kennossa ja pikseleiden määrän lisäksi ne
ovat myös laadultaan parempia. CCD-kennon kennoteknologia on kehittyneempää kuin
CMOS-kennon kennoteknologia, koska CCD-kennoa on massatuotettu pidemmän aikaa.
Eroistaan huolimatta kummallakin kennolla on sama tehtävä ja digitaalikameran toimin-
nan kokonaisuuden kannalta nämä kaksi laitetta ovat lähes identtisiä: ne muuttavat valon
sähköksi. Kuvassa 2.6a näkyy, miltä CCD-kenno näyttää ja kuvassa 2.6b näkyy, miltä
CMOS-kenno näyttää.
Kuva 2.6: Vasemmalla kuvassa CCD-kenno (a) ja oikealla CMOS-kenno (b) [9] [10]
CCD- ja CMOS-kennojen valolle herkät pikselit eivät näe värejä, vaan mittaavat ai-
noastaan valon määrää ja muodostavat näin vain harmaasävykuvia. Värikuva saadaan
aikaiseksi asettamalla kennon eteen värisuodattimia, joita ovat usein punainen, vihreä
ja sininen. Mittaamalla kunkin värin osuus kussakin pikselissä, saadaan muodostettua
värikuva.
2.3.2 Bayer-suodatin
Kuten jo aiemmin mainittiin CCD- ja CMOS-kennojen pikselit eivät aisti värejä. Näiden
kennojen pikselit mittaavat vain sitä valon määrää, joka osuu pikselin pinnalle. Näin
saadaan aikaiseksi harmaasävykuva. Jotta kuvasta saataisiin värillinen, täytyy sensorin
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eteen asettaa värisuodatin. Yksi värisuodatin läpäisee vain yhtä väriä ja saadaksemme
kuvaan useampaa väriä kuin vain yhtä, on käytettävä useampia suodattimia. Värikuvan
aikaansaamiseksi riittää suodattaa kolmea väriä: punaista, vihreää ja sinistä (RGB). Kun
kamera on mitannut kaikki kolme väriä kussakin pikselissä, muodostetaan näistä väreistä
lineaarikombinaatio, jonka tuloksena on värikuva kaikkine tarvittavineen väreineen.
On useita erilaisia tapoja mitata näitä värikuvaa varten tarvittavia kolmea väriä.
Laadukkaimmat kamerat käyttävät kolmea erillistä sensoria, joista jokaisen eteen on asetet-
tu oma värisuodatin. Kuvaa otettaessa valotetaan jokaista näistä sensoreista yhtä aikaa.
Näin saadaan muodostettua kolme piirteiltään identtistä kuvaa, mutta jokainen näistä ku-
vista sisältää vain tiedon yhdestä väristä. Saadut valokuvat vastaavat siis eri värikanavia
ja yhdistämällä nämä kanavat yhdeksi kuvaksi, saadaan aikaan värikuva.
Edellä mainitun menetelmän hyvä puoli on se, että kamera tallettaa tiedon jokaises-
ta väristä jokaisessa pikselissä. Valitettavasti kamerat, jotka käyttävät tätä menetelmää
tuppaavat olemaan kookkaita ja kalliita. Muunlaisille menetelmille on siis käyttöä.
Toinen keino mitata jokaisen värikanavan arvo kussakin pikselissä, on pyörittää suo-
datinsarjaa, joka koostuu punaisesta, vihreästä ja sinisestä suodattimesta, yhden ainoan
sensorin edessä. Tällöin sensori mittaa kolme erillistä kuvaa nopeassa tahdissa. Mene-
telmän hyvä puoli on se, että saadaan mitattua jokaisen värikanavan arvot kuhunkin
pikseliin. Menetelmän huono puoli piilee siinä, että kuvan ottamiseen tarvittava aika on
hyvin suuri. Kamera ei ota kolmea kuvaa täsmälleen samalla hetkellä, joten kuvattavan
kohteen tai kameran tulisi olla koko kuvausajan paikallaan. Tämä menetelmä ei siis sovellu
tilannevalokuvaamiseen, jolloin kuvattava kohde tai kamera saattaa liikkua.
Molemmat edellä esitellyistä menetelmistä sopivat hyvin ammattimaisiin studiokame-
roihin, mutta eivät ole niinkään käytännöllisiä yleiseen kuvaamiseen tarkoitetuissa digi-
taalikameroissa. Seuraavaksi tarkastellaan suodatusmenetelmiä, jotka sopivat paremmin
pieniin ja tehokkaisiin kameroihin.
Toimivampi ja käytännöllisempi tapa mitata kaikkia kolmea värikanavan väriä on aset-
taa pysyvästi suodatin jokaisen yksittäisen pikselin päälle. Tällaisesta värisuodattimesta
käytetään lyhennettä CFA, joka tulee sanoista color filter array. Asetetaan punainen,
vihreä ja sininen värisuodatin kunkin pikselin päälle siten, että yhden pikselin päällä on
vain yhden värinen suodatin. Tällöin on mahdollista saada tarpeeksi tietoa kunkin pik-
selin lähiympäristössä sijaitsevien pikselien arvoista, joiden avulla voidaan tehdä tarkko-
ja arvauksia pikselin oikeasta väristä. Tätä sensorin lähiympäristön pikseleiden tietojen
hyväksikäyttöä ja valistunutta arvausta kutsutaan interpolaatioksi.
Kaikkein yleisimmin käytetty suodatinmalli on Bayer-suodatin. Bayer-suodatinmallissa
joka toinen pikseli on vihreä ja joka toisella rivillä vihreän suodattimen kanssa vuorottelee
punainen ja joka toisella rivillä sininen väri. Pikseleitä ei ole jaettu tasan näiden kolmen
värin kesken, vaan vihreitä pikseleitä on kaksi kertaa niin paljon kuin punaisia tai si-
nisiä. Tämä valinta johtuu siitä, että ihmissilmä on paljon herkempi vihreälle värille kuin
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punaiselle tai siniselle. Käyttämällä kutakin väriä oikeassa suhteessa saadaan aikaan luon-
nollisen näköinen värikuva. Bayer-suodatin näkyy kuvassa 2.7. Kuvassa näkyvät harmaat
ruudut kuvastavat sensorin pikseleitä ja värilliset ruudut taas värisuodattimia.
Kuva 2.7: Bayer-suodatin [11]
Edellä esitelty menetelmä vaatii vain yhden sensorin ja informaatio kaikista kolmesta
väristä saadaan mitattua samanaikaisesti, jolloin vältetään aiemmin esiteltyjen menetel-
mien ongelmat. Edellä esitellyn menetelmän käytön seurauksena kamera voi olla pienempi,
halvempi ja käytännöllisempi laajempaan skaalaan kuvaustilanteita. Sensorin tuottama
data on punaisten, vihreiden ja sinisten pikseleiden eri intensiteettien mosaiikki.
Bayer-suodattimen läpi otettu kuva ei vielä ole värikuva, jota tavoittelemme. Meillä on
jokaisessa pikselissä tieto vain yhden värin intensiteetistä. Tässä vaiheessa mukaan kuvan-
muodostukseen tulee demosaicing-algoritmit. Demosaicing-algoritmeja on paljon erilaisia,
mutta niiden jokaisen tarkoituksena on laskea tiedettyjen pikselien väri-intensiteettien
avulla tuntemattomat pikselit kullekin värille. Kun jokaisen värin intensiteetti tiedetään
jokaisessa pikselissä, voidaan muodostaa tavoiteltu värikuva. Kuvassa 2.8 on pilkottu
Bayer-suodatin punaiseen, vihreään ja siniseen matriisin. Kuvassa näkyvät valkoiset ruu-
dut ovat tuntemattomia, joiden ratkaisemiseksi käytetään demosaicing-algoritmeja. Ku-
vassa 2.9b näkyy Bayer-suodattimen läpi otettu raakakuva ja siitä laskennallisesti muo-
dostettu värikuva näkyy kuvassa 2.9a.
16
Kuva 2.8: Bayer-suodatin pilkottuna punaiseen, vihreään ja siniseen matriisiin
Kuva 2.9: Vasemmalla kuvassa värikuva (a) ja oikealla Bayer-suodattimen läpi katsottu
kuva (b)
Bayer-suodattimen kolmelle värille ei ole vain yhtä tiettyä järjestystä, vaan värien
järjestys voi vaihdella. Suodattimen vasemman yläkulman 2 × 2-kokoinen pikselijoukko
ilmaisee yksikäsitteisesti suodattimessa käytettävän värijärjestyksen. Värijärjestys ilmais-
taan järjestyksessä (1, 1), (1, 2), (2, 1) ja (2, 2). Mahdollisia värijärjestyksiä ovat siis RGGB,
GRBG, BGGR ja GBRG siten, että R tarkoittaa punaista, G vihreää ja B sinistä väriä.
Kuvassa 2.10 visualisoidaan nämä mahdolliset värijärjestykset.
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Kuva 2.10: Mahdolliset värijärjestykset Bayer-suodattimessa
Bayer-suodattimelle on olemassa myös vaihtoehtoisia ratkaisuja, niin kuin on värikol-
mikkovalinnalle punainen, vihreä ja sininenkin. Jotkin kamerat käyttävät punaisen, vihre-
än ja sinisen sijasta esimerkiksi sinivihreää (cyan), keltaista, vihreää ja magentaa. On
myös menetelmiä, jotka käyttävät yhden sensorin sijasta kahta sensoria. Joka tapauksessa
suurin osa nykypäivän markkinoilla olevista kuluttaja-kameroista käyttää yhtä sensoria
ja vaihtelevia rivejä vihreää ja punaista sekä vihreää ja sinistä.
2.4 Fourier-muunnos






jossa cn ∈ C on vakio. Koska sarjan (2.4) termit ovat 2pi-periodisia, niin usein ajatellaan,
että f on kuvaus f : [0, 2pi]→ C tai oletetaan sen olevan 2pi-periodinen funktio.
Sarjassa (2.4) esiintyvät kertoimet cn ovat Fourier-kertoimia, joita merkitään yleisem-













joka suppenee, kun f on riittävän säännöllinen jatkuva funktio.
Monissa käytännön sovelluksissa käsiteltävät funktiot ovat diskreettejä, jolloin tarvi-
taan diskretisoitujen funktioiden Fourier-muunnoksia. Diskreetin funktion










jossa n = 0, 1, 2, ..., N − 1.
Käytännön sovelluksissa käsiteltävät diskreetit funktiot eli vektorit ovat usein hyvin
suuria ja näin ollen Fourier-muunnosten laskeminen on todella työlästä. Diskreetin Fourier-
muunnoksen laskemisen aikavaativuus on luokkaa O(N2). Sen voi laskea kuitenkin no-
peammin käyttäen nopeaa Fourier-muunnosta eli FFT :tä, jonka aikavaativuus on vain
luokkaa O(N logN).
FFT:n laskemiseksi merkitään aNk = fˆ(k), kun f : Z(N)→ C ja ωN = e−2pii
1
N . Tällöin
pätee ω2l2M = e−2pii
2l
2M = ωlM . Kun funktio f on kuvaus f : Z(2M)→ C, asetetaan funktiot
f0, f1 : Z(M)→ C siten, että f0(r) = f(2r) ja f1(r) = f(2r+1), jossa r = 0, 1, 2, ...,M−1.
Tällöin Fourier-kertoimet saadaan kaavalla











jossa k = 0, 1, 2, ...,M − 1 ja M = N .
Tässä kappaleessa esitetyt kaavat ja laskut sekä paljon lisää Fourier-analyysistä löytyy
lähteestä [12].
2.5 Konvoluutio
Konvoluutio on kahden funktion välille määritelty operaatio. Konvoluutio-operaattorille
käytetään merkintää ∗. Konvoluutio on hyvin tärkeä työkalu kuvan- ja signaalinkäsit-
telyssä.
Jatkuvien funktioiden h : R → R ja f : R → R konvoluutio h ∗ f määritellään
seuraavalla kaavalla:




jossa x, y ∈ R.
Kuvankäsittelyssä käsiteltävä data on diskreettiä. Tällöin konvoloitavat funktiot eivät
ole jatkuvia ja funktioiden konvoluution laskemiseksi tarvitaan diskreetin konvoluution
kaavaa. Oletetaan, että h = [h−v, h−v+1, . . . , h0, . . . , hv−1, hv] ja f = [f1, f2, f3, . . . , fn].
Nyt diskreettien funktioiden yksiulotteinen (1D) konvoluutio määritellään kaavalla




jossa i = 1, . . . , n ja fi−k = 0, kun i− k < 1 tai i− k > n.
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Kaksiulotteinen konvoluutio eli 2D-konvoluutio on kahden matriisin välinen konvoluu-
tio. Määritelläksemme kaksiulotteisen konvoluution oletetaan, että
h =

h(−k)(−v) . . . h(−k)(0) . . . h(−k)(v)
...
...
h(0)(−v) . . . h00 . . . h(0)(v)
...
...





f11 f12 . . . f1m
f21 f22 . . . f2m
...
...
fn1 fn2 . . . fnm
 .
Nyt matriisien h ja f välinen konvoluutio voidaan määritellä yksiulotteisen konvoluution
tapaan kaavalla






jossa i = 1, . . . , n ja j = 1, . . . ,m sekä f(i−r)(j−s) = 0, kun i − r < 1 tai i − r > n tai
j − s < 1 tai j − s > m.
Seuraavaksi esitellään muutama hyödyllinen konvoluution ominaisuus. Oletetaan, että
funktiot f, g, h : R→ C lokaalisti integroituvia 2pi-periodisia funktioita ja α ∈ C. Tällöin
pätee
1) f ∗ g = g ∗ f
2) (αf) ∗ g = α(f ∗ g)
3) f ∗ (g + h) = f ∗ g + f ∗ h
4) (̂f ∗ g)(ξ) = fˆ(ξ)gˆ(ξ) .
Yksiulotteinen konvoluutio on esitetty kuten kirjassa [13], kaksiulotteisen konvoluution
pohjana on lähde [14] ja konvoluution ominaisuudet on poimittu lähteestä [12].
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2.6 SSIM
SSIM tulee sanoista Structural Similarity eli rakenteellinen samanlaisuus ja on erityisesti
kuvien vertailuun tarkoitettu menetelmä, joka on esitelty artikkelissa [15]. Toisin kuin mo-
net muut vertailumenetelmät, SSIM vertaa useampaa kuvan ominaisuutta samanaikaisesti
ja näitä verrattavia ominaisuuksia ovat valoisuus (luminance), kontrasti ja rakenteelliset
erot. Kaavio SSIM:n toiminnasta näkyy kuvassa 2.11.
Kuva 2.11: SSIM:n toimintakaavio (muokattu artikkelin [15] kaaviosta)
Aloitetaan ensin signaalin valoisuuden vertaamisella. Oletetaan, että signaali x on







Tällöin valoisuuden vertailufunktioksi saadaan funktio l(x, y), joka on muuttujien µx ja
µy funktio, missä x, y ∈ Rn ovat diskreettejä signaaleja.
Seuraavaksi signaalista erotellaan keski-intensiteetti. Jäljelle jäävä signaali x−µx vas-


















Kontrastin vertailufunktio c(x, y) on tällöin σx:n ja σy:n vertailufunktio.
Seuraavaksi signaali normalisoidaan eli jaetaan sen omalla varianssin neliöjuurella. Ra-
kenteellinen vertailufunktio s(x, y) on johdettu näistä normalisoiduista signaaleista (x −
µx)/σx ja (y − µy)/σy.
Lopuksi nämä kolme laskettua komponenttia voidaan yhdistää yhdeksi yleiseksi saman-
laisuusmitaksi
(2.15) S(x, y) = f(l(x, y), c(x, y), s(x, y)).
Samanlaisuusmitan S(x, y) määritelmän valmiiksi saamiseksi on määriteltävä funktiot
l(x, y), c(x, y) ja s(x, y) sekä yhdistelmäfunktio f(·). Halutaan lisäksi, että samanlaisuus-
mitta S(x, y) toteuttaa seuraavat ehdot:
1) symmetrisyys: S(x, y) = S(y, x)
2) rajoittuneisuus: S(x, y) ≤ 1
3) yksikäsitteinen maksimi: S(x, y) = 1 jos ja vain jos x = y (diskreetissä esitysmuo-
dossa xi = yi kaikilla i = 1, 2, 3, ..., N).
Määritellään valoisuuden vertailufunktioksi






jossa vakio C1 on lisätty välttääksemme epästabiiliutta, kun µ2x − µ2y on hyvin lähellä
nollaa. Tarkemmin ottaen valitaan
(2.17) C1 = (K1L)2,
jossa L on sallittujen pikseliarvojen määrä eli 2b − 1, jossa b tarkoittaa bittiresoluutiota
(harmaasävykuvissa 8 bittiä) ja K1 << 1 on pieni vakio. Yhtälö (2.16) toteuttaa aiemmin
esitellyt kolme ehtoa.
Kontrastin vertailufunktio saa saman muodon kuin valoisuuden vertailufunktio eli







jossa C2 = (K2L)2 ja K2 << 1. Kuten valoisuuden vertailufunktio, kontrastin vertailu-
funktio (2.18) toteuttaa aiemmin esitellyt kolme ehtoa.
Rakenteellisen eron vertailufunktio määritellään kaavalla




Kuten valoisuuden ja kontrastin mittojen tapauksessa kaavaan on lisätty nimittäjään ja






(xi − µx)(yi − µy).
Lopulta voidaan yhdistää valoisuuden vertailufunktio (2.16), kontrastin vertailufunk-
tio (2.18) ja rakenteellisen eron vertailufunktio (2.19) ja saadaan aikaan samanlaisuusmitta
SSIM signaalien x ja y välille seuraavasti
(2.21) SSIM(x, y) = [l(x, y)]α[c(x, y)]β[s(x, y)]γ,
jossa parametrit α, β, γ > 0 painottavat kunkin komponentin suhteellista tärkeyttä. Näin
saatu yhtälö (2.21) toteuttaa aiemmin esitellyt kolme ehtoa, jotka samanlaisuus mitalle
asetettiin. Yksinkertaistaaksemme esityksen (2.21) valitaan parametrien arvoiksi α = β =
γ = 1 ja C3 = C2/2. Tällöin yhtälö (2.21) saadaan muotoon
(2.22) SSIM(x, y) =












Demosaicing-algoritmi on digitaalista kuvankäsittelyä, jossa muodostetaan värikuva va-
jaista väritiedoista. Värisuodattimen (CFA) läpi kulkeneesta valosta ja kuvasensorin (CCD-
tai CMOS-kenno) mittaamista arvoista saadaan informaatio tietystä väristä tietyssä pik-
selissä. Jokaisessa pikselissä ei kuitenkaan ole tietoa jokaisesta väristä, vaan vain yhdestä.
Demosaicing-algoritmit interpoloivat puuttuvat tiedot käyttäen hyväksi mitattuja arvoja.
Seuraavaksi esitellään muutama tällainen demosaicing-algoritmi.
3.1 Bilineaarinen interpolaatio
Tässä kappaleessa esiteltävän demosaicing-algoritmin esittelyn taustalla on artikkelit [17],
[18] ja [19].
Bilineaarinen interpolaatio on lineaarisen interpolaation laajennus. Lineaarisen inter-
polaation idea on arvioida funktion f : R → R arvo pisteessä x ∈ R, kun tiedetään
funktion arvot pisteissä x1 ja x2 eli f(x1) ja f(x2) ja pätee x1 < x < x2. Lineaarisessa
interpolaatiossa näiden pisteiden välille sovitetaan suora, jolloin funktion arvo halutussa
pisteessä x sijaitsee tällä suoralla ja saadaan kaavalla
(3.1) f(x) =
x− x1
x2 − x1f(x1) +
x2 − x
x2 − x1f(x2),
jossa x ∈ [x1, x2]. Tekemällä muuttujanvaihdon t = x− x1
x2 − x1 saadaan kaava (3.1) havain-
nollistavampaan ja yksinkertaisempaan muotoon
(3.2) f(t) = tf(x1) + (1− t)f(x2),
jossa t ∈ [0, 1]. Tästä kaavasta näkee selkeämmin sen, kuinka interpoloitavan pisteen
arvo on tunnettujen pisteiden arvojen suhteellinen keskiarvo. Kuva 3.1 havainnollistaa
lineaarista interpolaatiota.
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Kuva 3.1: Lineaarinen interpolaatio
Bilineaarinen interpolaatio on kuin lineaarinen interpolaatio, mutta tasossa. Biline-
aarisessa interpolaatiossa on siis kaksi muuttujaa, piste (x, y) ∈ R2. Jotta interpolointi
voidaan suorittaa, tarvitaan funktion f : R2 → R arvo kahden tunnetun pisteen sijas-
ta neljässä pisteessä. Merkitään näitä pisteitä (x1, y1), (x2, y1), (x1, y2) ja (x2, y2). Bili-
neaarisessa interpolaatiossa interpoloidaan ensin x-akselin suuntaisesti ja sitten y-akselin
suuntaisesti. Interpoloidaan siis ensin x-akselin suuntaisesti, jolloin saadaan
f(x, y1) =
x− x1
x2 − x1f(x1, y1) +
x2 − x




x2 − x1f(x1, y2) +
x2 − x
x2 − x1f(x2, y2).
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Nyt y-akselin suuntaan interpolointi tapahtuu näiden kahden pisteen avulla ja saadaan
f(x, y) =
y − y1
y2 − y1f(x, y1) +
y2 − y






x2 − x1f(x1, y1) +
x2 − x







x2 − x1f(x1, y2) +
x2 − x




(x2 − x1)(y2 − y1)(f(x1, y1)(x− x1)(y − y1) + f(x2, y1)(x2 − x)(y − y1)
+ f(x1, y2)(x− x1)(y2 − y) + f(x2, y2)(x2 − x)(y2 − y)),
jossa x ∈ [x1, x2] ja y ∈ [y1, y2]. Sijoittamalla saatuun kaavaan muuttujat t = (x−x1)/(x2−
x1) ja u = (y − y1)/(y2 − y1) saadaan bilineaarisen interpolaation kaava kirjoitettua
muotoon
f(t, u) = tuf(x1, y1) + (1− t)uf(x2, y1) + t(1− u)f(x1, y2) + (1− t)(1− u)f(x2, y2),
jossa t, u ∈ [0, 1]. Kuva 3.2 havainnollistaa bilineaarista interpolaatiota.
Kuva 3.2: Bilineaarinen interpolaatio
Bayer-värisuodattimen tapauksessa avaruus, jossa interpolointi suoritetaan, ei ole jatku-
va vaan diskreetti. Bilineaarinen interpolointi voidaan tästä huolimatta suorittaa jokaiselle
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pikselille selvittääksemme puuttuvat väriarvot. Bilineaarisen interpolaation perusidea on
laskea pikselin (i, j) tuntematon arvo neljän naapuripikselin keskiarvona seuraavasti





g(i+ n, j +m),
jossa A = {(0,−1), (0, 1), (−1, 0), (1, 0)} ja i ∈ {2, 3, ..., N − 1} ja j ∈ {2, 3, ...,M − 1}
sekä funktio g tarkoittaa vihreää väriä.
Kuva 3.3: Esimerkki 8× 8-kokoisesta Bayer-suodattimesta, jossa pikselit on lisäksi indek-
soitu
Esimerkiksi kuvan 3.3 tapauksessa, jos haluamme ratkaista vihreän värin pikselissä
(4, 5) eli arvon g(4, 5), saamme sen naapuripikselien arvojen g(3, 5), g(4, 4), g(4, 6) ja
g(5, 5) keskiarvona eli g(4, 5) = (1/4) (g(3, 5) + g(4, 4) + g(4, 6) + g(5, 5)) . Kaavalla (3.3)
saadaan interpoloitua kaikki puuttuvat vihreän värin arvot paitsi pikseleissä, jotka ovat
kuvan reunoilla. Reunoilla sijaitsevat tuntemattomat pikselien arvot saadaan lähimpien
saatavilla olevien vihreiden arvojen keskiarvona. Esimerkiksi kuvassa 3.3 vihreän värin
arvo g(3, 8) saadaan kaavalla g(3, 8) = (1/3)(g(2, 8) + g(3, 7) + g(4, 8)) ja vihreän värin
arvo kulmapikselissä (1, 8) saadaan kaavalla g(1, 8) = (1/2)(g(1, 7) + g(2, 8)).
Punaisen ja sinisen värin tapauksessa pikselien arvot lasketaan hieman eri tavalla kuin
vihreän värin tapauksessa, mutta samalla ajatuksella. Esimerkiksi kuvassa 3.3 pikselin
(4, 5) punainen arvo r(4, 5) saadaan naapuripikselien arvojen r(3, 4), r(5, 4), r(3, 6) ja
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r(5, 6) keskiarvona eli yleisemmin kaavalla





c(i+ n, j +m),
jossa B = {(−1,−1), (−1, 1), (1,−1), (1, 1)} ja i ∈ {2, 3, ..., N − 1} ja j ∈ {2, 3, ...,M − 1}
sekä funktio c ∈ {r, b} tarkoittaa joko punaista tai sinistä väriä. Punaisen ja sinisen
värin tapauksessa kaikki reuna-arvot saadaan kahden lähimmän interpoloitavaa väriä ole-
van naapurin keskiarvona tai jos pikselin lähiympäristössä on vain yksi pikseli, jossa
interpoloitavan värin arvo tiedetään, voidaan tämä arvo esimerkiksi vain kopioida in-
terpoloitavaan pikseliin. Esimerkiksi kuvan 3.3 pikselissä (2, 8) punainen arvo saadaan
kaavalla r(2, 8) = (1/2)(r(1, 8) + r(3, 8)) ja sininen arvo kaavalla b(2, 8) = b(2, 7).
Oletetaan, että käytössä oleva Bayer-suodatin on RGGB-suodatin eli pikselin (1, 1)
päällä on punainen suodatin, pikselien (1, 2) ja (2, 1) päällä on vihreä suodatin sekä pik-
selin (2, 2) päällä on sininen suodatin. Laajentamalla tämä järjestys peittämään koko
värisuodatinmatriisi eli CFA, saadaan kuvan 2.8 mukainen Bayer-suodatin. Oletetaan
vielä lisäksi, että rivien ja sarakkeiden määrät N ja M ovat parillisia kokonaislukuja.






(n,m)∈{(0,−1),(0,1),(−1,0),(1,0)} g(i+ n, j +m) , kun i ∈ {3, 5, ..., N − 1}
ja j ∈ {3, 5, ...,M − 1}
tai i ∈ {2, 4, 6, ..., N − 2}
























(n,m)∈{(−1,0),(0,−1)} g(N + n,M +m) , kun i = N ja j = M ,
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(n,m)∈{(−1,−1),(−1,1),(1,−1),(1,1)} r(i+ n, j +m) , kun i ∈ {2, 4, 6, ..., N − 2}




(n,m)∈{(−1,0),(1,0)} r(i+ n, j +m) , kun i ∈ {2, 4, 6, ..., N − 2}




(n,m)∈{(0,−1),(0,1)} r(i+ n, j +m) , kun i ∈ {1, 3, 5, ..., N − 1}




(n,m)∈{(−1,−1),(−1,1)} r(N + n, j +m) , kun i = N ja j ∈ {2, 4, 6, ...,M − 2}




(n,m)∈{(−1,−1),(1,−1)} r(i+ n,M +m) , kun i ∈ {2, 4, 6, ..., N − 2} ja j = M
r(i,M − 1) , kun i ∈ {1, 3, 5, ..., N − 1} ja j = M
r(N − 1,M − 1) , kun i = N ja j = M






(n,m)∈{(−1,0),(1,0)} b(i+ n, j +m) , kun i ∈ {3, 5, 7, ..., N − 1}




(n,m)∈{(−1,−1),(−1,1),(1,−1),(1,1)} b(i+ n, j +m) , kun i ∈ {3, 5, 7, ..., N − 1}




(n,m)∈{(0,−1),(0,1)} b(i+ n, j +m) , kun i ∈ {2, 4, 6, ..., N}




(n,m)∈{(1,−1),(1,1)} b(1 + n, j +m) , kun i = 1 ja j ∈ {3, 5, 7, ...,M − 1}




(n,m)∈{(−1,1),(1,1)} b(i+ n, 1 +m) , kun i ∈ {3, 5, 7, ..., N − 1} ja j = 1
b(i, 2) , kun i ∈ {2, 4, 6, ..., N} ja j = 1
b(2, 2) , kun i = 1 ja j = 1.
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3.2 Gradienttikorjattu bilineaarinen interpolaatio
Tässä kappaleessa esitellään artikkelissa [18] esitelty gradienttikorjattu bilineaarinen in-
terpolaatio. Bilineaarisessa interpolaatiossa tarkastellaan vain interpoloitavaa väriä inter-
poloitavan pikselin lähiympäristössä. Gradienttikorjatussa bilineaarisessa interpolaatiossa
otetaan huomioon tämän lisäksi väri, jonka arvo jo tiedetään tarkasteltavassa pikselissä.
Esimerkiksi interpoloitaessa vihreää väriä punaisessa pikselissä, punaista väriä ei jätetä
huomioimatta. Se otetaan mukaan interpolointiin laskemalla kyseisen punaisen pikselin
arvon ja interpoloitavaa pikseliä lähimpien punaisten pikseleiden arvojen keskiarvon ero-
tus ja lisäämällä tämä erotus painotettuna bilineaarisella interpolaatiolla saatuun arvoon.
Jokaista väriä interpoloitaessa on siis vähintään kaksi eri tapausta, miten interpolointi
suoritetaan. Vihreää väriä interpoloidaan joka punaisessa tai sinisessä pikselissä, punaista
väriä interpoloidaan joko vihreässä tai sinisessä pikselissä ja sinistä väriä interpoloidaan
joko vihreässä tai punaisessa pikselissä. Punaisen tai sinisen värin interpolointi vihreässä
pikselissä, voi tapahtua kahdella eri tavalla riippuen siitä, onko interpoloitava pikseli parit-
tomalla vai parillisella rivillä.
Muodollisemmin ilmaistuna, jos halutaan interpoloida vihreää väriä punaisessa pik-
selissä (esimerkiksi kuvan 3.3 pikselissä (3, 6)) saadaan tämä vihreä väri kaavalla
(3.5) g(i, j) = gBi(i, j) + α4R (i, j),
jossa gBi(i, j) tarkoittaa kaavalla (3.3) eli bilineaarisella interpolaatiolla saatua vihreän
värin arvoa, α ∈ R on vakio ja 4R(i, j) on punaisen värin R gradientti pisteessä (i, j) ja
se määritellään kaavalla




r(i+ n, j +m),
jossa C = {(0,−2), (0, 2), (−2, 0), (2, 0)}. Interpoloitaessa vihreää väriä sinisessä pikselissä
voidaan käyttää kaavaa (3.5), mutta korjataan bilineaarista interpolaatiota sinisen värin
gradientilla 4B(i, j). Vihreän värin interpolointia punaisessa pikselissä havainnollistaa
kuva 3.4a ja sinisessä pikselissä kuva 3.4b. Interpoloitavaa pikseliä merkitään kuvissa
symbolilla x.
Gradienttikorjatussa bilineaarisessa interpolaatiossa siis nimensä mukaan korjataan
bilineaarisen interpolaation tuottamaa arviota kyseisessä pisteessä tiedetyn värin gradi-
entilla, joka määritellään kaavalla (3.6). Kaavassa (3.5) esiintyvä kerroinvakio α kontrolloi
korjauksen suuruutta.
Punaista väriä interpoloitaessa vihreässä pikselissä käytetään kaavaa
(3.7) r(i, j) = rBi(i, j) + β 4G (i, j),
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Kuva 3.4: Vihreän värin interpolointi (a) punaisessa pikselissä ja (b) sinisessä pikselissä
jossa β ∈ R on vakio ja gradientti 4G(i, j) saadaan kaavalla




g(i+ n, j +m),
jossa D = {(−2, 0), (−1,−1), (−1, 1), (0,−2), (0, 2), (1,−1), (1, 1), (2, 0)}. Kaavassa (3.7)
funktiolla rBi(i, j), joka on saatu bilineaarisesti interpoloimalla, on kaksi eri vaihtoehtoa
riippuen siitä, onko rivi i parillinen vai pariton. Jos rivi i on parillinen, saadaan rBi(i, j)
kaavalla





r(i+ n, j +m)
ja jos rivi i on pariton, saadaan rBi(i, j) kaavalla





r(i+ n, j +m).
Kuva 3.5a havainnollistaa punaisen värin interpolaatiota vihreässä pikselissä, kun inter-
poloitava pikseli on parillisella rivillä i ja ja kuva 3.5b taas interpolaatiota, kun inter-
poloitava pikseli on parittomalla rivillä i.
Punaisen värin interpolointi sinisessä pikselissä tapahtuu kaavalla
(3.11) r(i, j) = rBi(i, j) + γ 4B (i, j),
jossa gBi(i, j) on saatu kaavalla (3.4), γ ∈ R on vakio ja 4B(i, j) saadaan kaavalla (3.6).
Punaisen värin interpolointia sinisessä pikselissä havainnollistetaan kuvassa 3.6.
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Kuva 3.5: Punaisen värin interpolointi vihreässä pikselissä, kun (a) i on parillinen ja (b)
i on pariton
Kuva 3.6: Punaisen värin interpolointi sinisessä pikselissä
Sinisen värin interpolointi vihreässä pikselissä tapahtuu kaavalla (3.7), jossa gradientti
4G(i, j) saadaan kaavalla (3.8) ja bilineaarinen interpolaatio gBi(i, j) saadaan kaavalla
(3.10), kun rivi i on parillinen ja kaavalla (3.9), kun rivi i on pariton. Sinisen värin
interpolointi punaisessa pikselissä tapahtuu samoin kuin interpoloitaessa punaista väriä
sinisessä pikselissä eli kaavalla (3.11), jossa gradientti 4R(i, j) saadaan kaavalla (3.6).
Sinisen värin interpolaatiota vihreässä pikselissä havainnollistetaan kuvassa 3.7a, kun rivi
i on parillinen ja kuvassa 3.7b, kun rivi i on pariton. Interpolaatiota punaisessa pikselissä
voi tarkastella kuvasta 3.7c.
Edellä esitellyissä kaavoissa esiintyvät kerroinvakiot α, β ja γ on selvitetty artikkelissa
[18], jossa vakioiden arvoiksi on saatu α = 1/2, β = 5/8 ja γ = 3/4.
Gradienttikorjatussa bilineaarisessa interpolaatiossa tarvitaan siis tuntemattoman pik-
seliarvon laskemiseksi 5 × 5-kokoinen pikselijoukko, jonka keskimmäinen pikseli on pik-
seli, jonka arvoa interpoloidaan. Tämä tarkoittaa sitä, että kahdessa ensimmäisessä ja
viimeisessä rivissä ja sarakkeessa olevia pikseleitä interpoloitaessa täytyy soveltaa muille
pikseleille soveltuvia kaavoja. Määritellään näissä pikseleissä interpolaation tapahtuvan
kuten muissakin pikseleissä, mutta siten, että kaavat ottavat huomioon vain ne pikselit,
jotka ovat olemassa. Bilineaarinen interpolaatio on määritelty tällä tapaa kaikille pisteille
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Kuva 3.7: Sinisen värin interpolointi vihreässä pikselissä, kun (a) i on parillinen ja (b) i
on pariton sekä (c) sinisen värin interpolaatio punaisessa pikselissä
kappaleessa 3.1, joten tehdään samoin gradientin osalta, jolloin gradienttikorjattu bili-
neaarinen interpolaatio saadaan laajennettua koskemaan jokaista pikseliä (i, j) ∈ N ×M .
3.3 Homogeeniohjautuva demosaicing-algoritmi
Tässä kappaleessa esitellään homogeeniohjautuva demosaicing-algoritmi, joka on esitelty
artikkelissa [20]. Esiteltävä algoritmi koostuu neljästä osasta. Ensin algoritmissa inter-
poloidaan puuttuvat vihreän, punaisen ja sinisen värin arvot kahdella tavalla: vaakasuun-
nassa ja pystysuunnassa. Tämän jälkeen lasketaan jokaiselle pikselille vaakasuuntainen
ja pystysuuntainen homogeenikartta. Seuraavaksi laskettujen homogeenikarttojen avulla
muodostetaan värikuva. Viimeiseksi suoritetaan interpolointivirheiden vähentäminen.
Oletetaan, että X ⊂ R2 on joukko kaksiulotteisen tason pikseleitä ja Y ⊂ R3 on
joukko punaisen, vihreän ja sinisen muodostamia värikolmikkoja siten, että jos y ∈ Y , niin
y = [R,G,B]T , jossa R, G ja B tarkoittavat punaista, vihreää ja sinistä värikomponenttia
mainitussa järjestyksessä. Tällöin värikuva f : X → Y on kuvaus pikselin sijainnin ja
värikolmikon välillä.
Vihreän värin interpolointi
Ensin interpoloidaan puuttuvat vihreän värin arvot kaikkiin pikseleihin vaakasuunnassa
ja pystysuunnassa. Oletetaan, että R(·), G(·) ja B(·) esittävät punaista, vihreää ja sinistä
värikanavaa kuvassa mainitussa järjestyksessä ja x ∈ X. Tässä algoritmissa puuttuvien
vihreän värin arvojen arvioimiseen käytetään tiedettyjen vihreän arvojen lisäksi tiedettyjä
punaisen ja sinisen värin arvoja. Puuttuvien vihreän värin arvojen arvioimiseksi tutkitaan
vaakasuuntaisessa interpolaatiossa kuvaa rivi kerrallaan ja pystysuuntaisessa interpolaa-
tiossa sarake kerrallaan. Oletetaan, että x ∈ X ja tutkitaan Bayer-suodattimen riviä,
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jossa vuorottelevat vihreä ja punainen väri siten, että vihreä väri on jokaisessa parillisessa
sarakkeessa ja punainen jokaisessa parittomassa sarakkeessa (esimerkiksi RGGB-Bayer-
suodatinmallin ensimmäinen rivi). Tällainen puna-vihreä rivi näkyy kuvassa 3.8. Olete-
taan, että P (x) on mikä tahansa signaali ja P0(x) ja P1(x) tarkoittavat signaalin P (x)
parillista ja paritonta komponenttia. Toisin sanoen
P0(x) =
{
P (x) , jos x on parillinen




0 , jos x on parillinen
P (x) , jos x on pariton.
Vihreä väri G(x) voidaan siis kirjoittaa parillisen komponentin G0(x) ja parittoman kom-
ponentin G1(x) lineaarikombinaationa
(3.12) G(x) = G0(x) +G1(x),
jossa G0(x) on tunnettu ja G1(x) on tuntematon.
Kuva 3.8: Bayer-suodattimen rivi, jossa vuorottelevat punainen ja vihreä väri. Punaisen
värin arvot tunnetaan parittomissa sarakkeissa ja vihreän värin arvot parillisissa sarakkeis-
sa.
Oletetaan, että G0(x) on tunnettu ja interpoloitavalla rivillä vuorottelevat punainen
ja vihreä väri. Signaalin G(x) ratkaisemiseksi on siis ratkaistava komponentti G1(x).
Ratkaistaksemme komponentin G1(x) suodatetaan signaalia G(x) lineaarisella suodat-
timella h. Halutaan, että h:lla on seuraava ominaisuus:
(3.13) G(x) = h(x) ∗G(x),
jossa x ∈ X ja ∗ tarkoittaa konvoluutiota.
Myös suodatinfunktio h(x) halutaan jakaa parilliseen komponenttiin h0(x) ja parit-
tomaan komponenttiin h1(x). Suodatinvektorin h indeksointi komponentteihin jakoa varten
tapahtuu seuraavasti: h = [h−k, h−k+1, . . . , h−1, h0, h1, . . . , hk−1, hk]. Tällöin suodatinvek-
torin pituus on 2k+ 1. Kuvassa 3.9 on indeksoitu suodatinvektori h, jonka pituus on 7 eli
k = 3. Kuvassa on värjätty parittomat indeksit mustaksi ja parilliset valkoiseksi. Parillises-
sa komponentissa siis mustat ruudut saavat arvon nolla ja parittomassa komponentissa
valkoiset ruudut saavat arvon nolla.
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Kuva 3.9: Suodatinvektorin h indeksointi, kun vektorin pituus on 7.
Yhdistämällä kaavat (3.12) ja (3.13), jakamalla myös h(x) parilliseen komponenttiin
h0(x) ja parittomaan komponenttiin h1(x) sekä käyttämällä konvoluution lineaarisuutta
saadaan
(3.14) G(x) = h0(x) ∗G0(x) + h1(x) ∗G0(x) + h0(x) ∗G1(x) + h1(x) ∗G1(x).
Signaalin parillisten ja parittomien komponenttien ominaisuuksista
h1(x) ∗G0(x) = 0 , kaikilla parillisilla x
h0(x) ∗G1(x) = 0 , kaikilla parillisilla x
h0(x) ∗G0(x) = 0 , kaikilla parittomilla x
h1(x) ∗G1(x) = 0 , kaikilla parittomilla x
johtuen signaali voidaan kirjoittaa muodossa
G(x) =
{
h0(x) ∗G0(x) + h1(x) ∗G1(x) , kun x on parillinen
h1(x) ∗G0(x) + h0(x) ∗G1(x) , kun x on pariton
=
{
G0(x) , kun x on parillinen
h1(x) ∗G0(x) + h0(x) ∗G1(x) , kun x on pariton,
jossa termi h0(x) ∗G1(x) on vielä tuntematon. Valitaan h0(x) siten, että
(3.15) h0(x) ∗G1(x) ≈ h0(x) ∗R1(x)
pätee, jolloin G(x) saadaan muotoon
G(x) =
{
G0(x) , kun x on parillinen
h1(x) ∗G0(x) + h0(x) ∗R1(x) , kun x on pariton,
joka voidaan kirjoittaa myös muodossa
(3.16) G(x) = G0(x) + h1(x) ∗G0(x) + h0(x) ∗R1(x).
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Suodatin h(x), joka toteuttaa ehdot (3.13) ja (3.15) saadaan muodostettua esimerkiksi
ratkaisemalla minimointiongelma
(3.17) hˆopt(ξ) = argmin
h
‖ ωˆ(ξ)(1− hˆ(ξ)) ‖2 ,
jossaˆtarkoittaa Fourier-muunnosta, ω(·) on painofunktio ja h toteuttaa ehdon (3.15).
Vihreän värin interpolointi tiedettyjen sinisen värin arvojen avulla tapahtuu samoin
kuin punaisen värin tapauksessa, mutta nyt komponentti G1(x) tunnetaan ja puolestaan
komponentti G0(x) on tuntematon. Tällöin vihreä väri saadaan interpoloitua kaavalla
(3.18) G(x) = G1(x) + h1(x) ∗G1(x) + h0(x) ∗B0(x).
Punaisen ja sinisen värin interpolointi
Seuraavaksi interpoloidaan puuttuvat punaisen ja sinisen värin arvot. Toisin kuin vihreän
värin tapauksessa, punaista ja sinistä väriä interpoloitaessa käsitellään signaaleja R(·),
G(·) ja B(·) kaksiulotteisina. Myös punainen ja sininen väri interpoloidaan niin vaaka-
kuin pystysuunnassa. Sen sijaan, että arvioitaisiin suoraan tuntemattomat punaisen ja
sinisen värin arvot arvioidaankin punaisen ja vihreän värin erotusta R(x)−G(x) ja sinisen
ja vihreän värin erotusta B(x)−G(x).
Punaisen värin arviointiin käytetään aiemmin interpoloituja vihreän värin arvoja ja
tunnettuja punaisen värin arvoja, joita merkitään RS. MerkitäänGS:llä niitä vihreän värin
arvoja, joiden pikseleissä tunnemme punaisen värin arvot. Näin ollen puuttuvat punaisen
värin arvot saadaan kaavalla
(3.19) R−G = L ∗ (RS −GS),
jossa L on kaksiulotteinen alipäästösuodatin.
Sinisen värin arvot saadaan interpoloitua käyttämällä samaa tekniikkaa kuin punaisen
värin interpoloinnissa.
Metrinen naapuruus ja homogeenisuus
Seuraavaksi artikkelissa [20] määritellään metrinen naapuruus, jonka avulla määritellään
homogeenisuustyökalu, jota taas käytetään lopullisen värikuvan muodostamiseen.
Oletetaan, että E on joukko kynnysarvoja tai sietoisuusarvoja. NaapuruuskuvausMf :
X ×E → 2X määritellään funktiona joukoilta X ja E joukolle, joka koostuu kaikista X:n
osajoukoista. Oletetaan, että dX : X×X → R on etäisyysfunktio X:ssä ja oletetaan, että
E = R. Oletetaan, että x ∈ X ja δ ∈ E. Tällöin voidaan määritellä kuulaympäristö B
siten, että
(3.20) B(x, δ) = {p ∈ X|dx(x, p) ≤ δ}.
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Toisin sanoen B(x, δ) on joukko pisteitä, jotka ovat korkeintaan δ:n etäisyydellä x ∈ X:stä.
Seuraavaksi määritellään väriavaruuden muunnoskuvaus pi : Y → Yˆ , jossa pi([R,G,B]T ) =
[L, a, b]T , jossa [L, a, b]T on CIELAB-väriavaruuden arvo. Kuvaus pi on siis kuvaus RGB-
väriavaruudelta CIELAB-väriavaruudelle. Oletetaan, että y1, y2 ∈ Y , yˆ1 = pi(y1) ja yˆ2 =
pi(y2), jolloin
(3.21) dL(y1, y2) = |yˆ1L − yˆ2L|
ja
(3.22) dC(y1, y2) =
√
(yˆ1a − yˆ2a)2 + (yˆ1b − yˆ2b)2,
jossa yˆi = [yˆiL, yˆia, yˆib]T ja i ∈ {1, 2}. Toisin sanoen dL on etäisyysfunktio, joka käyttää
mittana valoisuutta ja dC on etäisyysfunktio a-b-tasolla.
Oletetaan, että x ∈ X ja εL, εC ∈ E = R. Määritellään tällöin valoisuusnaapuruus Lf
ja värinaapuruus Cf seuraavasti:
(3.23) Lf (x, εL) = {p ∈ X|dL(f(x), f(p) ≤ εL)}
ja
(3.24) Cf (x, εC) = {p ∈ X|dC(f(x), f(p) ≤ εC)}.
Nyt voidaan määritellä metrinen naapuruus Uf : X × E3 → 2X siten, että
(3.25) Uf (x, δ, εL, εC) = B(x, δ) ∩ Lf (x, εL) ∩ Cf (x, εC).
Toisin sanoen Uf (x, δ, εL, εC) on joukko, jossa on kaikki ne alkiot, jotka ovat δ:n etäisyydel-
lä x:stä, εL:n etäisyydellä pi(f(x)):n valoisuuskomponentista ja εC :n etäisyydellä pi(f(x)):n
värikomponentista. Jos siis x0 ∈ Uf (x, ·), niin päätellään, että f(x) näyttää samalta kuin
f(x0).
Homogeenisuus on työkalu, joka on suunniteltu analysoimaan funktion Uf käytöstä.
Määritellään homogeenikartta Hf : X × E3 → R siten, että
(3.26) Hf (x, δ, εL, εC) =
|Uf (x, δ, εL, εC)|
|B(x, δ)| ,
jossa | · | : 2X → R tarkoittaa joukon kokoa.
Parametri δ on vakio, mutta parametrit εL ja εC voivat pikselistä riippuen saada eri
arvoja. Parametrit εL ja εC saadaan kaavoilla
(3.27) εL(x) = min(εLH(x), εLV (x))
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ja
(3.28) εC(x) = min(εCH(x), εCV (x)),
joissa esiintyvät funktiot εLH(x) ja εCH(x) saadaan kaavoilla




(3.30) εCH(x) = max
x0∈{x−x1,x−x2}
dC(fH(x), fH(x0)),
joissa x1 = [1, 0]T ja x2 = [−1, 0]T ja funktiot εLV (x) ja εCV (x) saadaan kaavoilla
(3.31) εLV (x) = max
x0∈{x−x3,x−x4}
dL(fV (x), fV (x0))
ja
(3.32) εCV (x) = max
x0∈{x−x3,x−x4}
dC(fV (x), fV (x0)),
joissa x3 = [0, 1]T ja x4 = [0,−1]T .
Tähän mennessä on interpoloitu kaikkien värien puuttuvat arvot vaakasuunnassa sekä
pystysuunnassa. Merkitään vaakasuunnassa (horizontal) interpoloitua värikuvaa funkti-
olla fH ja pystysuunnassa (vertical) interpoloitua värikuvaa funktiolla fV . Muodostetaan
näistä kahdesta värikuvasta yksi värikuva seuraavasti:
f(x) =
{
fV (x) , jos A ∗HfV (x, ·) > A ∗HfH (x, ·)
fH(x) , jos A ∗HfV (x, ·) ≤ A ∗HfH (x, ·),
jossa ∗ tarkoittaa konvoluutiota ja A on avaruudellinen keskiarvoydin.
Viimeisimpänä vaiheena algoritmissa suoritetaan interpolointivirheiden vähentämisek-
si toistuvasti (m kertaa) seuraavat vaiheet
1. R =median(R−G) +G
2. B =median(B −G) +G
3. G = (median(G−R)+median(G−B) +R +B)/2,




Tämän tutkielman aineistona toimii kaksi tutkielmaa varten otettua valokuvaa. Ensim-
mäisessä valokuvassa on Rubikin kuutio, jonka sivutahkolle on valittu kaikki mahdolliset
kuutiossa esiintyvät värit eli punainen, sininen, keltainen, vihreä, valkoinen ja oranssi.
Kuutio on kuvassa mustaa taustaa vasten. Valokuvassa näkyvät värit eivät täysin vastaa
luonnossa nähtäviä Rubikin kuutiossa esiintyviä värejä. Muun muassa kuvassa nähtävät
värit eivät ole yhtä kirkkaita kuin alkuperäisessä kuutiossa. Rubikin kuutiosta otettu va-
lokuva näkyy kuvassa 4.1.
Kuva 4.1: Rubikin kuutio -valokuva
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Toinen tutkielmaa varten otettu valokuva on puuvärikynistä. Puuvärikyniä asetel-
tiin kahteen tasoon useita eri värejä. Osa kynistä aseteltiin päällekkäin, jotta eri värejä
saataisiin myös vierekkäin, eikä vain siten, että jokaista väriä erottelee musta alue. Puu-
värikynät ovat Rubikin kuution tapaan mustaa taustaa vasten. Puuvärikynistä otettu
valokuva näkyy kuvassa 4.2.
Kuva 4.2: Puuvärikynät-valokuva
Kumpikin tutkielman aineistoksi otetuista valokuvista on otettu Arca-Swiss 4 × 5 -
palkkikameralla, jolla saatiin mitattua kaikkien kolmen värikomponentin arvot jokaiseen
pikseliin. Kamerassa käytettiin Nikkor-AM*ED 120mm -linssiä ja aukon kokona oli f/16.
Linssin edessä käytettiin infrapuna-suodatinlasia, jonka paksuus oli 3mm. Linssilautase-
na ja skannaavana kamerana toimi BetterLight Super 6K-HS, jolla saatiin valokuvattua
täydellä 6000 × 8000 pikselin resoluutiolla. Yhden sarakkeen skannaamiseen kului aikaa
1/30s ja ISO-asetuksena oli 200.
Kuvattavien kohteiden valaisemiseen käytettiin kolmea Olight X6 Marauder LED -
valaisinta, joista kunkin valaisevuus oli 5000 lumenia. Kuvattavan kohteen ja valaisimien
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väliin asetettiin sylinterin muotoinen valonhajotin valaistuksen yhtenäistämiseksi ja terävi-
en varjojen välttämiseksi.
Laitteistolla saadut valokuvat talletettiin TIFF-formaatissa, Rubikin kuutiosta otetun
kuvan resoluutioksi tuli 2790×2837 pikseliä ja puuvärikynistä otetun kuvan resoluutioksi
tuli 5354×6621 pikseliä. TIFF-kuvien bittiresoluutio on 16 bittiä eli pikseleiden väriarvot
vaihtelevat välillä [0, 65535]. Itse kuvaustilanteen laiteasetelma näkyy kuvassa 4.3.




Luvussa kolme esitellyt demosaicing-algoritmit suoritettiin luvussa neljä esitellyille va-
lokuville Rubikin kuutiosta ja puuvärikynistä. Kuvassa 5.1b on bilineaarisella interpolaa-
tiolla saatu värikuva, kuvassa 5.1c on gradienttikorjatulla bilineaarisella interpolaatiolla
saatu värikuva ja kuvassa 5.1d on homogeeniohjautuvalla demosaicing-algoritmilla saatu
värikuva. Vertailun vuoksi alkuperäistä kuvaa Rubikin kuutiosta voi tarkastella vielä ku-
vasta 5.1a. Puuvärikynät-kuvalle suoritetun bilineaarinen interpolaatio -algoritmin tulos
näkyy kuvassa 5.2b, gradienttikorjattu bilineaarinen interpolaatio -algoritmin tulos näkyy
kuvassa 5.2c, homogeeniohjautuvan demosaicing-algoritmin tulos näkyy kuvassa 5.2d ja
alkuperäinen Puuvärikynät-kuva näkyy vielä kuvassa 5.2a. Kuvassa 5.3 on Rubikin kuu-
tio -kuvista 5.1a-d tehdyt 200× 200-kokoisen alueen suurennokset ja puolestaan kuvassa
5.4 on Puuvärikynät-kuvista 5.2a-d tehdyt 200× 200-kokoisen alueen suurennokset.
Kaikkia kolmea demosaicing-algoritmia suoritettaessa oletettiin, että käytössä oli
RGGB-Bayer-suodatin. Bayer-suodattimen värijärjestyksen lisäksi oletettiin, että inter-
poloitavat kuvat koostuvat parillisesta määrästä rivejä ja sarakkeita. Kummassakin käytet-
tävässä valokuvassa on parillinen määrä sarakkeita, mutta pariton määrä rivejä. Kummas-
takin kuvasta poistettiin viimeinen rivi, jolloin saatiin parillinen rivilukumäärä.
Gradienttikorjattu bilineaarinen interpolaatio -algoritmia ja homogeeniohjautuvaa de-
mosaicing-algoritmia suoritettaessa huomattiin, että osa suoritettavien laskutoimitusten
tuloksista meni yli 16 bitin väriskaalan eli osa pikseleistä sai arvoja, jotka olivat alle nollan
tai yli 65535. Tämä korjattiin asettamalla alle nollan menevät pikselien arvot nollaksi
ja yli sallitun ylärajan menevät arvot ylärajan arvoksi eli arvoksi 65535. Tätä samaa
ongelmaa ei esiintynyt bilineaarisessa interpolaatiossa, koska algoritmin laskutoimitukset
ovat keskiarvon laskemisia.
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Kuva 5.1: (a) Alkuperäinen 2790×2837-kokoinen kuva Rubikin kuutiosta (b) bilineaarinen
interpolaatio (c) gradienttikorjattu bilineaarinen interpolaatio (d) homogeeniohjautuva
demosaicing-algoritmi
Homogeeniohjautuvan demosaicing-algoritmin suorituksessa käytettiin suodatinfunk-
tiona vektoria h = [−1, 2, 2, 2,−1]/4, joka saatiin minimointiongelman ratkaisuna artikke-
lissa [20]. Kaksiulotteisena alipäästösuodattimena L käytettiin bilineaarista interpolointia.





 1 1 11 1 1
1 1 1
 .
Homogeeniohjautuvan demosaicing-algoritmin lopussa suoritetaan interpolointivirheiden
vähentämiseksim kertaa toistuva algoritmi. Paras lopputulos, eli tulos, joka on lähimpänä
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alkuperäistä kuvaa, homogeeniohjautuvalle demosaicing-algoritmille saavutettiin kuitenkin
jättämällä tämä algoritmin osa kokonaan suorittamatta eli algoritmi suoritettiin muut-
tujan arvolla m = 0. Mainitun algoritmin osan suorittaminen poisti toki interpoloin-
tivirheitä, mutta samalla vääristi kuvan värejä huomattavasti.
Kuva 5.2: (a) Alkuperäinen 5354 × 6621-kokoinen kuva puuvärikynistä (b) bilineaarinen
interpolaatio (c) gradienttikorjattu bilineaarinen interpolaatio (d) homogeeniohjautuva
demosaicing-algoritmi
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Kuva 5.3: (a) Alkuperäisestä Rubikin kuutio -kuvasta 5.1a otettu suurennos, jonka koko
on 200 × 200 pikseliä (b) bilineaarisella interpolaatiolla saadun kuvan 5.1b suurennos
(c) gradienttikorjatulla bilineaarisella interpolaatiolla saadun kuvan 5.1c suurennos (d)
homogeeniohjautuvalla demosaicing-algoritmilla saadun kuvan 5.1d suurennos
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Kuva 5.4: (a) Alkuperäisestä Puuvärikynät-kuvasta 5.2a otettu suurennos, jonka koko
on 200 × 200 pikseliä (b) bilineaarisella interpolaatiolla saadun kuvan 5.2b suurennos
(c) gradienttikorjatulla bilineaarisella interpolaatiolla saadun kuvan 5.2c suurennos (d)
homogeeniohjautuvalla demosaicing-algoritmilla saadun kuvan 5.2d suurennos
Jokaista demosaicing-algoritmilla saatua kuvaa verrattiin alkuperäiseen kuvaan käyt-
tämällä samanlaisuusmittaa SSIM. Samanlaisuusmitalla verrattiin jokaista värikanavaa
erikseen eli SSIM laskettiin algoritmin tuottaman kuvan punaisen värikanavan ja alku-
peräisen kuvan punaisen värikanavan välille, ja sama tehtiin sekä vihreälle että siniselle
värikanavalle. Koko algoritmilla saadun värikuvan ja alkuperäisen värikuvan välinen saman-
laisuusmitta saatiin ottamalla keskiarvo näistä värikanavien välisistä samanlaisuusmi-
toista. Kuvien vertailuun käytettiin SSIM-algoritmia, joka löytyy lähteestä [16]. SSIM-
algoritmilla saadut tulokset Rubikin kuutio -kuvalle on koottu taulukkoon 5.1 ja Puuväri-
kynät-kuvalle saadut tulokset näkyvät taulukossa 5.2.
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2790× 2837-kokoinen Rubikin kuutio -kuva
bilinaarinen gradienttikorjattu homogeeniohjautuva
punainen 0.9622 0.9611 0.9546
vihreä 0.9977 0.9972 0.9967
sininen 0.9896 0.9894 0.9861
keskiarvo 0.9832 0.9826 0.9791
Taulukko 5.1: 2790 × 2837-kokoisen Rubikin kuutio -kuvan eri värikanavien SSIM-arvot
verrattuna alkuperäiseen kuvaan, kun käytettiin bilineaarista interpolaatiota, gradient-
tikorjattua bilinaarista interpolaatiota ja homogeeniohjautuvaa demosaicing-algoritmia.
5354× 6621-kokoinen Puuvärikynät-kuva
bilinaarinen gradienttikorjattu homogeeniohjautuva
punainen 0.9958 0.9902 0.9890
vihreä 0.9998 0.9998 0.9998
sininen 0.9988 0.9989 0.9980
keskiarvo 0.9982 0.9963 0.9956
Taulukko 5.2: 5354×6621-kokoisen Puuvärikynät-kuvan eri värikanavien SSIM-arvot ver-
rattuna alkuperäiseen kuvaan, kun käytettiin bilineaarista interpolaatiota, gradienttikor-
jattua bilinaarista interpolaatiota ja homogeeniohjautuvaa demosaicing-algoritmia.
Luvussa neljä esitellyt Rubikin kuutio -kuva ja Puuvärikynät-kuva ovat hyvin suurire-
soluutioisia eli kuvissa on hyvin paljon pikseleitä. Mahdolliset interpolointivirheet tapah-
tuvat yleensä pikseleissä, joissa kontrasti naapuripikseleihin verrattuna on suuri. Tällainen
tilanne on muun muassa esineiden reunoilla. Koska pikseleitä on kuvassa paljon, niin yhden
pikselin suhteellinen osuus koko kuvasta on hyvin pieni. Mahdolliset interpolointivirheet
tapahtuvat yksittäisissä pikseleissä. Tästä syystä luvussa neljä esiteltyjä kuvia on pienen-
netty huomattavasti, jotta nämä mahdolliset interpolointivirheet saataisiin selkeämmin
näkyviin demosaicing-algoritmien tuottamissa värikuvissa.
Kuvassa 5.5a näkyy alkuperäisestä Rubikin kuutio -kuvasta tehty pienennös, jonka re-
soluutio on vain 126× 128 pikseliä. Kuvassa 5.5b on bilineaarisella interpolaatiolla saatu
värikuva, kuvassa 5.5c on gradienttikorjatulla bilineaarisella interpolaatiolla saatu väriku-
va ja kuvassa 5.5d on homogeeniohjautuvalla demosaicing-algoritmilla saatu värikuva,
kun interpoloitava värikuva oli resoluutioltaan 126 × 128 pikseliä. Kuvassa 5.6b näkyy
bilineaarisella interpolaatiolla saatu värikuva, kuvassa 5.6c näkyy gradienttikorjatulla bi-
lineaarisella interpolaatiolla saatu värikuva ja kuvassa 5.6d näkyy homogeeniohjautuval-
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la demosaicing-algoritmilla saatu värikuva, kun interpoloitava värikuva oli 104 × 128-
kokoinen Puuvärikynät-kuva. Kuvassa 5.6a näkyy algoritmien 104×128 pikselin kokoinen
Puuvärikynät-tavoitekuva.
Kuva 5.5: (a) Alkuperäinen 126× 128-kokoinen kuva Rubikin kuutiosta (b) bilineaarinen
interpolaatio (c) gradienttikorjattu bilineaarinen interpolaatio (d) homogeeniohjautuva
demosaicing-algoritmi
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Kuva 5.6: (a) Alkuperäinen 104 × 128-kokoinen kuva puuvärikynistä (b) bilineaarinen
interpolaatio (c) gradienttikorjattu bilineaarinen interpolaatio (d) homogeeniohjautuva
demosaicing-algoritmi
Kuten täysikokoisen Rubikin kuutio -kuvan ja Puuvärikynät-kuvan tapauksessa, pie-
nemmän, 126 × 128-kokoisen, Rubikin kuutio-kuvan ja demosaicing-algoritmeilla saatu-
jen kuvien väliset SSIM-algoritmilla saadut samanlaisuusmitat on koottu taulukkoon 5.3.
Pienemmän, 104× 128-kokoisen, Puuvärikynät-kuvan ja demosaicing-algoritmeilla saatu-
jen kuvien väliset samanlaisuus mitat on koottu taulukkoon 5.4.
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126× 128-kokoinen Rubikin kuutio-kuva
bilinaarinen gradienttikorjattu homogeeniohjautuva
punainen 0.6834 0.8300 0.8094
vihreä 0.8583 0.9035 0.8909
sininen 0.7017 0.7934 0.7891
keskiarvo 0.7478 0.8423 0.8298
Taulukko 5.3: 126×128-kokoisen Rubikin kuutio -kuvan eri värikanavien SSIM-arvot ver-
rattuna alkuperäiseen kuvaan, kun käytettiin bilineaarista interpolaatiota, gradienttikor-
jattua bilinaarista interpolaatiota ja homogeeniohjautuvaa demosaicing-algoritmia.
104× 128-kokoinen Puuvärikynät-kuva
bilinaarinen gradienttikorjattu homogeeniohjautuva
punainen 0.7844 0.8904 0.8699
vihreä 0.9099 0.9653 0.9589
sininen 0.7732 0.9182 0.9261
keskiarvo 0.8225 0.9246 0.9183
Taulukko 5.4: 104 × 128-kokoisen Puuvärikynät-kuvan eri värikanavien SSIM-arvot ver-
rattuna alkuperäiseen kuvaan, kun käytettiin bilineaarista interpolaatiota, gradienttikor-




Bilineaarinen interpolaatio -algoritmi, gradienttikorjattu bilineaarinen interpolaatio -algo-
ritmi ja homogeeniohjautuva demosaicing-algoritmi tuottavat eritasoisia värikuvia riip-
puen siitä, kuinka suuriresoluutioista kuvaa käsitellään. Suurempiresoluutioista eli kool-
taan 2790× 2837 pikseliä olevaa Rubikin kuutio -kuvaa tai 5354× 6621 pikselin kokoista
Puuvärikynät-kuvaa interpoloitaessa ei näytä olevan juurikaan merkitystä, mitä demosa-
icing-algoritmia käyttää algoritmien tuottamien värikuvien kannalta.
Kuvassa 5.1 ja kuvassa 5.2 näkyvien värikuvien sekä taulukoihin 5.1 ja 5.2 koottu-
jen SSIM-algoritmin tuottamien samanlaisuusmittojen arvojen perusteella kaikilla al-
goritmeilla on saatu hyvä tulos. Rubikin kuutio -kuvan tapauksessa on saatu noin 98-
prosenttinen ja Puuvärikynät-kuvan tapauksessa vähintään 99, 5-prosenttinen vastaavuus
haluttuun lopputulokseen verrattuna keskiarvojen perusteella tarkasteltaessa kaikkia al-
goritmeja. Pienimpiin yksityiskohtiin pureutumalla huomataan, että suoritetuista algo-
ritmeista parhaimman tuloksen antaa bilineaarinen interpolaatio ja huonoimman tulok-
sen antaa homogeeniohjautuva demosaicing-algoritmi. Rubikin kuutio -kuvalle saatiin bi-
lineaarisella interpolaatiolla 98, 3-prosenttinen vastaavuus ja Puuvärikynät-kuvalle jopa
99, 8-prosenttinen vastaavuus haluttuun värikuvaan verrattuna. Homogeeniohjautuvalla
demosaicing-algoritmilla Rubikin kuutio -kuvalle saatiin 97, 9-prosenttinen vastaavuus ja
Puuvärikynät-kuvalle noin 99, 6-prosenttinen vastaavuus haluttuun lopputulokseen ver-
rattuna.
Tarkasteltaessa kuvia 5.1 Rubikin kuutiosta huomataan, että gradienttikorjatun bili-
neaarisen interpolaatio -algoritmin ja homogeeniohjautuvan demosaicing-algoritmin tuot-
tamissa värikuvissa kuution keltainen alue on aavistuksen haaleampi kuin bilineaarisen
interpolaation tuottamassa värikuvassa tai tavoiteltavassa värikuvassa. Jos tarkastellaan
kuution punaisen salmiakin muotoisen alueen oikeaa alareunaa (esimerkiksi kuvasta 5.1a)
huomataan, että reunassa näkyy muutama valkoisen värinen viiva. Bilineaarisella interpo-
laatiolla saadussa kuvassa nämä viivat ovat hieman häilyvämpiä kuin gradienttikorjatulla
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bilineaarisella interpolaatiolla saadussa kuvassa tai homogeeniohjautuvalla demosaicing-
algoritmilla saadussa kuvassa. Kuvassa 6.1 näkyy mainittu kuvan osa bilineaarisella inter-
polaatiolla (a), gradienttikorjatulla bilineaarisella interpolaatiolla (b) ja homogeeniohjau-
tuvalla demosaicing-algoritmilla (c) saatuna. Nämä kapeat viivat edustavat kuvissa suurta
kontrastin vaihtelua eli reunaa. Huomataan, että bilineaarinen interpolaatio pehmentää
reunoja, kun taas kaksi muuta algoritmia säilyttää reunojen terävyyden.
Kuva 6.1: 2790 × 2837-kokoisen Rubikin kuutio -kuvan punaisen alueen alareuna (a) bi-
lineaarisella interpolaatiolla, (b) gradienttikorjatulla bilineaarisella interpolaatiolla ja (c)
homogeeniohjautuvalla demosaicing-algoritmilla.
Hyvin tarkoissa eli suuriresoluutioisissa kuvissa ei siis ole juurikaan lopputuloksen
kannalta merkitystä, mitä esitellyistä demosaicing-algoritmeista käyttää. Bilineaarinen
interpolaatio, gradienttikorjattu bilineaarinen interpolaatio ja homogeeniohjautuva de-
mosaicing-algoritmi painivat kuitenkin aivan eri painoluokissa. Homogeeniohjautuva de-
mosaicing-algoritmi on huomattavasti raskaampi algoritmi suorittaa kuin aiemmin maini-
tut kaksi muuta algoritmia. Suuriresoluutioisten kuvien tapauksessa bilineaarinen inter-
polaatio-algoritmin suoritus kestää vain pienen hetken, kun taas gradienttikorjattu bili-
neaarinen interpolaatio -algoritmin suoritus kestää useita minuutteja ja homogeeniohjau-
tuvan algoritmin suoritus kestää useita tunteja.
Koska alkuperäisen kokoisissa algoritmeilla suoritetuissa kuvissa ei näy juurikaan eroja
eikä algoritmien mahdollisia huonoja tai hyviä puolia, suoritettiin algoritmit myös pienem-
piresoluutioisilla kuvilla. Pienempiresoluutioisissa eli 126× 128-kokoisissa Rubikin kuutio
-kuvissa sekä 104×128-kokoisissa Puuvärikynät-kuvissa näkyy jo algoritmien suorituksista
aiheutuvia eroja.
Bilineaarisella interpolaatiolla saadusta Rubikin kuutio -kuvasta 5.5b huomaa nyt
selkeästi sen, mitä reunoilla tapahtuu. Bilineaarinen interpolaatio ei säilytä reunojen
terävyyttä vaan pehmentää ne. Gradienttikorjatulla bilineaarisella interpolaatiolla ja ho-
mogeeniohjautuvalla demosaicing-algoritmilla saaduista kuvista 5.5c ja 5.5d huomataan,
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että reunat pysyvät terävinä, mutta tasaisten värialueiden sisällä, mutta reunojen läheisyy-
dessä, tapahtuu näkyviä interpolointivirheitä. Esimerkiksi punaisen ja sinisen alueen reu-
nojen läheisyyteen on ilmestynyt ympäristöään vaaleampia pikseleitä. Kuvassa 6.2 on
suurennettuna tällainen alue gradienttikorjatun bilineaarisen interpolaation tuottamasta
kuvasta 5.5c ja kuvasta nähdään, että interpolointivirhe ei ole tapahtunut vain yksittäisiin
pikseleihin, vaan pieneen alueeseen. Gradienttikorjatun bilineaarisen interpolaation tuot-
tamassa kuvassa 5.5c ja homogeeniohjautuvan demosaicing-algoritmin tuottamassa ku-
vassa 5.5d ei ole juurikaan silminnähtäviä eroja.
Kuva 6.2: Kuvan 5.5c suurennos
Suurennettaessa pienempiresoluutioisia Rubikin kuutio -kuvia 5.5a-d huomataan, mi-
ten algoritmit toimivat kuvan reunoilla. Algoritmeja suoritettaessa kuvan reunapikseleis-
sä interpolointiin käytettäviä arvoja on käytössä vähemmän kuin kuvan keskellä. Kuvassa
6.3 näkyy kuvien 5.5b-d suurennokset aivan kuvan vasemman ylänurkan 10× 10 pikselin
kokoisesta alueesta. Näistä kuvista huomataan, että bilineaarinen interpolaatio ja gra-
dienttikorjattu bilineaarinen interpolaatio toimivat kuvan reunapikseleissä hyvin, mutta
homogeeniohjautuva demosaicing-algoritmi ei toimi yhtä hyvin kuin kaksi muuta algorit-
mia.
Pienempiresoluutioisen Puuvärikynät-kuvan tapauksessa huomataan myös, että bili-
neaarinen interpolaatio hieman epäterävöittää kuvaa. Lisäksi huomataan, että esimerkik-
si melko keskellä Puuvärikynät-kuvaa sijaitseva hyvin vaalean sävyinen vaaleanpunainen
kynä kärsii melko suuresta värihäiriöstä. Tähän kynään on ilmestynyt muun muassa si-
nistä väriä siten, että kynä näyttää raidalliselta. Tämä sama ominaisuus esiintyy myös
gradienttikorjatun bilineaarisen interpolaation ja homogeeniohjautuvan demosaicing-algo-
ritmin tuottamissa kuvissa. Jos tarkastellaan Puuvärikynät-kuvan oikeassa reunassa sijait-
sevia kahta punertavaa kynää huomataan, että nämäkin kynät kärsivät samasta ongel-
masta bilineaarisen interpolaation tuottamassa kuvassa. Gradienttikorjatun bilineaarisen
interpolaation ja homogeeniohjautuvan demosaicing-algoritmin tuottamissa kuvissa ovat
näissä kyseisissä kynissä esiintyneet väreihin liittyvät interpolointivirheet vähäisempiä,
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Kuva 6.3: (a) Kuvan 5.5b, (b) kuvan 5.5c ja (c) kuvan 5.5d vasemman ylänurkan 10× 10-
kokoisen alueen suurennos
mutta eivät täysin olemattomia. Viimeksi mainitut kaksi algoritmia eivät siis ole osanneet
korjata väreihin liittyviä interpolointivirheitä täysin, mutta osittain kyllä. Näistä kahdesta
punertavasta kynästä tehdyt suurennokset näkyvät kuvassa 6.4, jossa kuva (a) on saatu bi-
lineaarisella interpolaatiolla, (b) gradienttikorjatulla bilineaarisella interpolaatiolla ja (c)
homogeeniohjautuvalla demosaicing-algoritmilla. Suurennoksista nähdään selkeästi värei-
hin liittyvien interpolointivirheiden määrän muutos siirryttäessä algoritmista toiseen.
Kuva 6.4: Suurennoksia pienempiresoluutioisesta Puuvärikynät-kuvasta, kun algoritmina
on ollut (a) bilineaarinen interpolaatio, (b) gradienttikorjattu bilineaarinen interpolaatio
ja (c) homogeeniohjautuva demosaicing-algoritmi.
Taulukoihin 5.3 ja 5.4 koottujen pienempiresoluutioisten kuvien SSIM-algoritmilla
saatujen samanlaisuusmittojen perusteella algoritmeilla saadut kuvat voidaan nyt laittaa
uuteen paremmuusjärjestykseen. Samanlaisuusmittojen keskiarvojen perusteella kolmes-
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ta algoritmista gradienttikorjattu bilineaarinen interpolaatio -algoritmi antaa parhaan
tuloksen. Rubikin kuutio -kuvan tapauksessa algoritmin tuottama kuva vastaa 84, 2-
prosenttisesti tavoiteltua värikuvaa ja Puuvärikynät-kuvan tapauksessa 92, 5-prosenttisesti.
Huonoimman vastaavuuden kummankin kuvan tapauksessa antaa bilineaarinen interpo-
laatio, jolloin Rubikin kuutio -kuvan vastaavuus on 74, 8% ja Puuvärikynät-kuvan vas-
taavuus on 82, 3%. Suurempiresoluutioisten kuvien tapauksessa saatiin siis paremmat vas-
taavuusprosentit kuin pienempiresoluutioisten kuvien tapauksessa.
Bilineaarinen interpolaatio toimii hyvin laajemmissa tasaisen värisissä alueissa, mut-
ta ei reunoilla. Gradienttikorjattu bilineaarinen interpolaatio toimii hyvin reunoilla ja
vähentää jonkin verran värihäiriöitä pelkkään bilineaariseen interpolaatioon verrattuna.
Homogeeniohjautuva demosaicing-algoritmi kärsii gradienttikorjattua bilineaarista inter-
polaatio -algoritmia vähemmän värihäiriöistä, mutta ei tästä huolimatta tuota saatu-
jen tulosten perusteella parempaa kuvaa kuin gradienttikorjattu bilineaarinen interpolaa-
tio. Tämän selittänee ainakin osittain homogeeniohjautuvan algoritmin huono suoriutu-
mistuskyky kuvan reunoilla. Homogeeniohjautuva demosaicing-algoritmi on lisäksi hyvin
paljon raskaampi algoritmi suoritettavaksi kuin kaksi muuta algoritmia.
Luvussa viisi esitellyistä tuloksista voidaan päätellä, että ei ole yhtä algoritmia, joka
toimisi jokaisessa tilanteessa paremmin kuin muut. Parhaan algoritmin valinta on tulosten
perusteella tilannekohtaista. Mikäli käsiteltävät kuvat ovat tarpeeksi suuria, vaikuttaisi bi-
lineaarinen interpolaatio toimivan parhaiten unohtamatta, että se on myös aikavaativuu-
deltaan tehokkain kolmesta esitellystä algoritmista. Mikäli käsiteltävät kuvat ovat pieniä ja
reunojen terävyydelle on tarvetta, on gradienttikorjattu bilineaarinen interpolaatio hyvä
valinta. Jos käsiteltävät kuvat ovat pieniä sekä halutaan, että kuvassa on mahdollisim-
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