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به رشدی داشته  ترین نوع بدخیمی در زنان ایرانی است که اخیرا روند روترین انواع سرطان و شایعسرطان پستان یکی از شایع مقدمه:
دهند. است. در مبتلایان به این بیماری همواره احتمال عود مجدد وجود دارد. عوامل زیادی میزان این احتمال را افزایش یا کاهش می
 عود بینیپیش بیشترین کاربردهای آن، از یکی رود ومی کار به هاسرطان بینیپیش یا تشخیص در که است هاییروش از کاویداده
 سرطان است. دمجد
ا توجه به . باستفاده شد ،ویژگی از هر بیمار 98بیمار مبتلا به سرطان پستان و  809های داده، از نگردر این مطالعه گذشته :روش
نده، دلیل وجود مقادیر تهی در رکوردهای باقیمابیمار قابل استفاده بود. به 666های این مجموعه، تنها اطلاعات زیاد داده گمشدگی نسبتاً
 ها،سازی دادهپردازش و آمادهعنوان یکی از فازهای پیشبه، 02V.SSPSافزار و با استفاده از نرم MEاین مقادیر از طریق الگوریتم 
ها بر روی داده 84Jکارگیری درخت  آگهی عود مجدد سرطان پستان در بین بیماران با بهیک مدل پیش در پایان،تخمین زده شده و 
  ست.اارائه شده
بیماران دچار عود مجدد را به از درصد  18ین مدل، تنها ا .درصد بود 69و  56ترتیب ویژگی و حساسیت مدل توسعه یافته به :نتایج
 .داندنمیمستعد عود مجدد  ،اشتباه
قدامات پیشگیرانه برای مورد عود بیماری و انجام به موقع ا تواند درمی بینی با ویژگی و حساسیت مناسبایجاد مدل پیش :گيرينتيجه
، بینی پزشکی بسیار اهمیت داردهای پیش. درصد منفی کاذب نیز در مدلبه بیماران بدهدهشدار مناسب را ، جلوگیری از پیشرفت سرطان
نظر  به مقدار قابل قبولی ،لحاظ مدلینگ درصد بوده که از 18تواند عواقب خطرناکی داشته باشد که در پژوهش حاضر این مقدار می زیرا
 رسد.می
 
 آگهیمدل پیش ،کاویداده ،سرطان پستان: هاكليد واژه
 مقاله پژوهشی
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 مقدمه
 که است زنان در هاسرطان ترینشایع از یکی پستان سرطان
 ثیرأت تحت زندگی مختلف مراحل در را زنان از ده درصد تقریبا
 زنان در بدخیمی ترینیعشا سرطان، این. ]8-1دهد [می قرار
 اخیر، هایسال است. در در ایران توجهات اصلی کانون و ایرانی
 نشان هابررسی و داشته رشدی به رو روند بیماری شیوع میزان
 از پس  سال ده و پنج تا بیماران بقای میزان که دهدمی
 ].2است [ بوده درصد 09 و 99به ترتیب  تشخیص،
 یا خیمخوش است ممکن و ندنیست سرطانی تومورها تمام
 ولی دارند طبیعی غیر رشد خیم، خوش تومورهای .باشند بدخیم
  هایتوده از تعدادی حال، این با. هستند کشنده ندرت به
 را پستان سرطان به ابتلا خطر توانندمی نیز پستان خیمخوش
  سابقه دارای زنان از برخی در دهند. همچنین افزایش
 سرطان خطر نیز، پستان خیمخوش هایدهتو از بردارینمونه
 بدخیم، تومورهای دیگر، طرف از. است یافته افزایش پستان
 تشخیص ولی شوندمی محسوب سرطانی و بوده ترجدی
 بالا را آمیزموفقیت درمان شانس هاسرطان از نوع این زودهنگام
 . ]1[ است برده
 بینیپیش یا تشخیص برای که است هاییروش از کاویداده
 پرطرفدارترین از یکی این روش رود.می کار به هاسرطان
 بنابراین،. است پستان سرطان مجدد عود بینیپیش رویکردهای
 و مثبت تعداد نتایج کاهش با توانندمی کاویداده رویکردهای
 کمک پستان سرطان بهتر شناسایی را در پزشکان کاذب، منفی
 از دانش کشف مانند دیدج رویکردهای نتیجه، در. ]6،6کنند [
 ataD dna yrevocsiD egdelwonK (داده  پایگاه
 هستند، کاویداده هایتکنیک شامل که) DDK =gniniM
 تحقیقاتی ابزار یک به و یافته بیشتری محبوبیت روز به روز
 کمک به. اندتبدیل شده پزشکی علوم پژوهشگران برای مطلوب
 از زیادی تعداد بین روابط و الگوها توانندمی پژوهشگران آنها
 یک از حاصل نتایج بینیپیش و کرده شناسایی را متغیرها
 ،داده هایپایگاه در موجود اطلاعاتی ذخایر از استفاده با بیماری
 هایپژوهش و هابررسی ].7است [ شده پذیرامکان آنها برای
 بیماران بقای بینیپیش از ناشی مشکلات زمینه در گوناگونی
  و آماری هایروش از استفاده با پستان، سرطان هب مبتلا
 حوزه ها درپژوهش گرفته و صورت مصنوعی، عصبی هایشبکه
 هایروش از استفاده با هاداده بین روابط یافتن برای پزشکی
 .]7-8افزایش یافته است [ کاوی،داده
 بـا و کـاویداده از اسـتفاده با هاییپژوهش پزشکی علوم در
 دلن مثـال، عنـوان بـه. انجام شده است بینییشپ رویکـرد
 بــزرگ هـایپایگـاه تحلیـل و تجزیه با همکاران و) neleD(
و  گیریتصمیم درخـت مصـنوعی، عصـبی هـایشـبکه داده، از
 سرطان بینیپیش هـایمدل توسعه برای لجستیک رگرسیون از
 الگوریتم که داد نشان آنها تحقیقات نتایج. استفاده کردند پستان
 بر موجود، هایداده از دانـش اسـتخراج بـرای تصـمیم درخت
 نزدیک تحقیق، از آمده دست به نتایج و است مقدم هاروش سایر
ورهگن  و )dnaL( لند همچنـین. ]9بود [ واقعیت به
پشـتیبان  بردار ماشین از ، تنها)neggehreV(
  بـرای )enihcaM rotceV troppuS=MVS(
 نتـایج. کردنـد اسـتفاده سـتان،پ سرطان تومور تراکم بندیطبقه
 و بوده  مناسبی روش ، MVS که داد نشان آمده دسـت بـه
داشت  مطابقت ،واقعی و موجود شواهد با آمده دست به نتایج
 هـایشـبکه مدل از همکارانش و )nidnuL( لاندین .]08[
 ده پنج، بینیپیش برای لجستیک رگرسیون و مصـنوعی عصـبی
 استفاده پستان سرطان به مبتلا بیماران بقای ساله پانزده و
 مطالعه مورد را پستان سرطان به مبتلا بیمار 868 آنها .کردند
 بافـت، نـوع ـی،لنف هـایگـره وضعیت تومور، اندازه و داده قرار
 متغیرهـای عنـوان بـه را سن و تومور نکروز توبول، تشکیل
 کـه رسـیدند نتیجـه این به سپس. در نظر گرفتند ورودی
 بـرای لجستیک رگرسیون همچنین و بندیطبقه درختان
 .]88اســت [ تــرآســان بســیار ،بــالینی تفســیر
 روش چندین از همکاران و )rakrahdneP( پنــدهارکر 
 پسـتان سـرطان در موجود الگوهای بررسی برای کاویداده
توان می کـه دادنـد نشـان آنهـا مطالعه، این در. کردند اسـتفاده
 شناســایی برای ارزشــمند ابــزاری عنــوان بــه کـاویاز داده
 هبـ پســتان ســرطان مــورد در) الگوهــا(هــا شــباهت
درمــان، استفاده کرد  و آگهــیـیشپـ تشــخیص،منظور 
 رویکردهای با هاییپژوهش هم ایران کشور در طرفی، از ].28[
 ،مثال برای. است شده انجام پستان سرطان حوزه در کاویداده
 تکنیک سه از پژوهش، یک در همکاران و اشلقی طلوعی
 پستان سرطان مجدد عود بینیپیش برای کاویداده مختلف
 در راهبرد، سه هر نهایت در. کردند ها را مقایسهاستفاده و آن
 و داشتند بالایی دقت پستان، سرطان مجدد عود بینی پیش
 دقت ، بیشترین)enihcaM rotceV troppuS( MVS
 دیگری پژوهش در .]58[ را داشت مجدد عود بینیپیش در
 تشخیص برای کاویداده هایاز روش همکاران، و عظیمیان
 آنان تشخیص استفاده کردند که زنان در انپست سرطان بیماری
هایی نمونه هاپژوهش ایــن. ]18گرفت [ صورت بالایی دقت با
 كيانی و آتشی  كاويآگهی مبتنی بر دادهایجاد یک مدل پيش
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 هابیماری بینیپیش برای پزشـکی علـوم در کاویداده کاربرد از
  .هستند
 به توجه با و پستان سرطان بیماری ویژه اهمیت به عنایت با
 در ان این مطالعهپژوهشگر کاوی،داده هایروش مضاعف مزیت
 استفاده ازبا و  کاویداده هایشیوه به وسیله تا برآمدند صدد
 در داده پایگاه یک پستان سرطانمربوط به  موجود هایداده
ها برای بندی دادهبینی مبتنی بر دستهکشورمان، یک مدل پیش
بینی عود ارائه دهند. پیشرا بینی عود مجدد سرطان پستان پیش
چرا که در  ،پستان از جهات زیادی اهمیت داردمجدد سرطان 
و  شودداده میبه بیمار هشدار لازم  ،مورد عود مجدد سرطان
 بیمار نیز اقدامات تشخیصی و درمانی لازم را زودتر شروع 
 کند. می
 
 روش
ها از مرکز تحقیقات سرطان نگر، دادهدر این پژوهش گذشته
 809مربوط به ها هدانشگاه شهید بهشتی دریافت شد. این داد
ویژگی برای هر بیمار  98بیمار مبتلا به سرطان پستان و دارای 
ها در این مجموعه، تنها بود. با توجه به گمشدگی بسیار زیاد داده
بیمار قابل استفاده بود. بنابراین، در این  666اطلاعات مربوط به 
رکورد مربوط به افرادی که مبتلا به سرطان  666پژوهش، از 
تان بودند، استفاده شد. با توجه به اینکه تعدادی از فیلدهای پس
موجود در رکوردهای باقیمانده، دارای مقادیر تهی بودند، این 
 noitatcepxE( MEمقادیر از طریق الگوریتم 
افزار و با استفاده از نرم) mhtiroglA noitazimixaM
 پردازش و ، به عنوان یکی از فازهای پیش02V.SSPS
های پیوسته به داده ها، تخمین زده شد. سپسسازی دادههآماد
بندی دسته، مقادیر گسسته تبدیل شدند. پس از این مرحله
ها با در نظر گرفتن فیلد عود مجدد داده) noitacifissalC(
شد. برای این  انجامسرطان پستان به عنوان برچسب کلاس، 
مجدد  بینی عودبرای پیش 84Jمنظور از الگوریتم درخت 
با  dloF-Kسرطان و برای ارزیابی مدل ایجاد شده از روش 
کاوی استفاده شد. این الگوریتم از طریق ابزار داده 01=K
 د.شاجرا  AKEW
 
 نتایج
کاوی بندی توسط ابزار دادهپس از ساخت درخت دسته
، آنکه با استفاده از شد  تشکیل ،، ماتریس برخوردAKEW
 .)8(جدول  ده، محاسبه شدویژگی و حساسیت مدل ایجادش
 
 ارائه شده بينیمدل پيش برخورد سیاترم: 3 جدول
 كلاس واقعی
 بينی شده توسط مدلكلاس پيش
 كندبيماري عود نمی كندبيماري عود می
 بيماري عود كرده است
 665
 مثبت واقعی
 )PT=evitisoP eurT(
 86
 منفی کاذب
 )NF=evitageN eslaF(
 بيماري عود نکرده است
 888
 مثبت کاذب
 )PF=evitisoP eslaF(
 928
 منفی واقعی
 )NT=evitageN eurT(
   
پارامتر حساسیت مدل عبارت از نسبت تعداد افرادی که در 
به کل  ،اندبینی شدهمدل به عنوان مستعد عود مجدد پیش
 اند. پارامتر ویژگی،افرادی که واقعا دچار عود مجدد شده
کننده تعداد افرادی است که توسط مدل به درستی به مشخص
 ،شوندعنوان افرادی که دچار عود مجدد سرطان پستان نمی
کننده پارامتر مثبت کاذب مشخص اند.تشخیص داده شده
اند اما درصدی است که دچار عود مجدد سرطان پستان نشده
ص توسط مدل به اشتباه مستعد عود مجدد سرطان پستان تشخی
کننده درصد افرادی و پارامتر منفی کاذب، مشخص اندداده شده
اند اما توسط مدل، است که دچار عود مجدد سرطان پستان شده
شوند. مقادیر پارامترهای بینی شده است که دچار عود نمیپیش
و نحوه  )noisicerP( دقت و )ycaruccA( صحتفوق و 
 .نشان داده شده است 2محاسبه آنها در جدول 
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 بينی عود مجدد سرطان پستان: مشخصات مدل پيش7 جدول
 مقدار فرمول نام پارامتر
 69  )etaR llaceR ro ytivitisneS ro etaR evitisoP eurT( حساسيت
 56  ))etaR evitageN eurTویژگی 
 61  ) )etaR evitisoP eslaF مثبت كاذب
 18  )etaR evitageN eslaF(  منفی كاذب
 77  ))noisicerPدقت 
 67  ))ycaruccAصحت 
   
 
 گيريبحث و نتيجه
کاوی (درخت های دادهدر این مطالعه با استفاده از الگوریتم
 کاوی برای آگهی مبتنی بر دادهتصمیم)، یک مدل پیش
های موجود بینی عود مجدد سرطان پستان با توجه به دادهپیش
ها از جمله ایجاد شد. سرطان ،مرکز تحقیقات سرطان پستان
 مؤثرهایی هستند که عوامل بسیار زیادی در ابتلا به آنها بیماری
های باشند. این ویژگی بیانگر مؤثر بودن استفاده از تکنیکمی
 باشد. کاوی میداده
د مجدد سرطان پستان از جهات متعددی اهمیت بینی عوپیش
دارد. برای نمونه، در مورد بیمارانی که فقط تومور و یا یکی از 
شود، در صورت بالا بودن ها به طور کامل برداشته میپستان
توان قبل از گسترش میزان احتمال عود سرطان پستان، می
اد. های بدن، اقدمات خاصی را انجام دسرطان به بقیه قسمت
توانند بسیار مفید باشند. اما بینی از این حیث میهای پیشمدل
بینی پزشکی های پیشباید توجه کرد که در حوزه ارزیابی مدل
باید به دو پارامتر ویژگی و حساسیت مدل با هم توجه نمود، زیرا 
کننده باشد. تواند گمراهدر نظر گرفتن یکی از آنها به تنهایی می
اید به مقدار پارامتر منفی کاذب توجه خاصی علاوه بر این ب
بینی در حوزه پزشکی های پیشداشت. درصد این پارامتر در مدل
سالم در نظر گرفته  ،بیمار به اشتباه بسیار اهمیت دارد چون فرد
تواند عواقب بسیار خطرناکی داشته باشد. در مدل شود که میمی
درصد بود که  18ر پیش بینی ارائه شده در این تحقیق این مقدا
توان این مدل را قابل مقدار نسبتا کمی است و از این حیث می
 قبول دانست.
مشابهی که در حوزه سرطان پستان انجام شده،  هایپژوهش
های ایجاد کننده سرطان های وابسته به ژنمدلشامل بیشتر 
جالب توجه  ،از جهت میزان نتایج پژوهشاما نتایج این  باشدمی
 و همکاران اشلقی طلوعی  پژوهشمقایسه با نتایج و قابل 
در تشخیص میزان منفی  پژوهشکه این ، به طوریباشدمی
دارد. اگر چه مطالعه مذکور یک مطالعه  یکاذب، دقت کمتر
کاوی است، اما هر سه تکنیک های دادهای بین روشمقایسه
این نسبت به مورد استفاده در آن مطالعه دارای دقت بیشتری 
های پایگاه داده به نوع دادهمربوط ژوهش هستند که احتمالا پ
 ].58[ باشدمی
های از های این پژوهش، مقادیر زیاد دادهیکی از محدودیت
رفته بود. همان گونه که در روش اجرای تحقیق توضیح دست
تخمین زده شد. در  MEداده شد، این مقادیر توسط الگوریتم 
توان رفته زیاد نبودند، میز دستهای اصورتی که مقادیر داده
بینی کرد که دقت و بازنمایی و سایر پارامترهای ارزیابی پیش
بینی ارائه شده به صورت قابل توجهی بهبود یابد. مدل پیش
محدودیت دیگر، تعداد کم بیماران برای ایجاد مدل است که باید 
عه در مطالعات بعدی، این مدل با تعداد بیشتری از بیماران توس
کاوی، نتایج این داده هایپژوهشحال مانند تمامی هر  یابد. به
ها، پژوهش فقط برای پایگاه داده مورد مطالعه (و نه سایر پایگاه
مگر به شرط توسعه) معتبر است. از طرفی، ارزیابی این مدل 
انجام شده است که پیشنهاد  01=Kبا  dloF-Kتوسط روش 
های ایجاد شده توسط بیماران شود در مطالعات بعدی، مدلمی
کنند، ارزیابی واقعی که در آینده به مراکز پزشکی مراجعه می
 شود.
 
 secnerefeR
 ,J razalaS azraG al ed ,NG iygabotroH .1
 siduH ,R regnidiaH ,D irodamA ,K drahctirP
 :nedrub recnac tsaerb labolg ehT .la te ,,AC
 nilC.lavivrus dna ygoloimedipe ni snoitairav
 .104-193:)5(6 ;5002 .recnaC tsaerB
شيپ لدم کی داجیاهداد رب ینتبم یهگآيواك  یشتآ و ینايك 
13                        31-26 :2014; 1(1) Informatics iomedicalB and Health of Journal 
2. Setayeshi S, Akbari ME, Darghahi R, 
Haghighat khah HR."Breast Cancer and 
Technical Analysis of its Diagnostics". Tehran: 
Bitarafan; 2011. Persian. 
3. Jemal A, Bray F, Center MM, Ferlay J, Ward 
E, Forman D. Global cancer statistics. CA 
Cancer J Clin. 2011; 61(2):69-90. 
4. American Cancer Society. Breast cancer facts 
& figures 2009-2010. [cited 2006 Feb 11]. 
Available from: http://www.cancer.org 
5. Boser BE, Guyon IM, Vapnik VN. A training 
algorithm for optimal margin classifiers. 
Proceedings of the 5th Annual ACM 
Workshop on Computational Learning Theory; 
Pittsburgh: ACM Press. 1992. p. 144–52. 
6. Calle J. Breast cancer facts and figures 2003-
2004. American Cancer Society 2004. [cited 
2006 Feb 11]. Available from: 
http://www.cancer.org 
7. Breast cancer Q & A/ facts and statistics. [cited 
2006 Mar 11]. Available from 
(http://www.komen.org/bci/bhealth/QA/q_and
_a.asp).  
8. Delen D, Walker G, Kadam A. Predicting 
breast cancer survivability: a comparison of 
three data mining methods. Artif Intell Med. 
2005; 34(2):113-27. 
9. Lugo-Reyes SO, Maldonado-Colín G, Murata 
C .Artificial intelligence to assist clinical 
diagnosis in medicine. Rev Alerg Mex. 2014; 
61(2):110-20. 
10. Land WH Jr, Verheggen EA. Multiclass primal 
support vector machines for breast density 
classification. Int J Comput Biol Drug Des. 
2009; 2(1):21-57. 
11. Lundin M, Lundin J, Burke HB, Toikkanen S, 
Pylkkanen L, Joensuu H. Artificial neural 
networks applied to survival prediction in 
breast cancer. Oncology. 1999; 57(4):281-6. 
12. Pendharkar PC, Rodger JA, Yaverbaum GJ, 
Herman N, Benner M. Associations statistical, 
mathematical and neural approaches for 
mining breast cancer patterns. Expert Syst 
Appl. 1999; 17(3):223-32. 
13. Toloie Ashlaqi A, PourEbrahimi A, Ebrahimi 
M, GhasemAhmad L. Using Data Mining 
Techniques for Prediction 11. Breast Cancer 
Recurrenc. Iran J Breast Dis. 2012; 5(4):23-34. 
Persian. 
14. Azimian F, Tadaion-Tabrizi GN, Jalali M. 
Breast Cancer Detection Using Data Mining 
Techniques. 4th Iran Data Mining Conference 
(IDMC), Tehran;  2010: 31- 1 
  
Journal of Health and Biomedical Informatics 
      Medical Informatics Research Center 
              2014; 1(1): 26-31 
 
 
 
 
 
 
 
 
 
 
A Prognostic Model Based on Data Mining Techniques to Predict Breast Cancer 
Recurrence 
 
Behzad Kiani
1
, Alireza Atashi
1,2* 
 Received: 19 Oct, 2014            Accepted: 3 Dec, 2014 
 Citation: Kiani B, Atashi A. A Prognostic Model Based on Data Mining Technics to Predict Breast Cancer Recurrence. Journal of 
Health and Biomedical Informatics 2014; 1(1): 26-31. 
 
 
1. Ph.D Candidate of Medical Informatics, Research Committee, Department of Medical Informatics, Faculty of Medicine, 
Mashhad University of Medical Sciences, Mashhad, Iran. 
2. Cancer Informatics Department, Breast Cancer Research Center, ACECR, Tehran, Iran. 
*Correspondence: Cancer Informatics Department, Breast Cancer Research Center 146, South Gandhi Ave., Vanak Sq., Tehran, 
Iran.  
 Tel: 021-88677478         Email: AtashiA901@mums.ac.ir 
Introduction: Breast cancer is one of the most common cancers, and also it is the most common 
type of malignancy in Iranian women that has been growing in recent years. The risk of recurrence 
is usual in patient. Many factors may increase or decrease the recurrence rate. Data mining methods 
have been used to diagnose or predict cancer and one of the most application of data mining 
approaches is prediction of breast cancer recurrence 
Method: This is a retrospective study. Collected data on 809 patients with breast cancer with 18 
fields for each patient were used. Due to excessive missing data only about 665 cases have been 
used. Since the number of fields in the remaining records with null values have been observed, as a 
preprocessing and data preparation phases, these values have been estimated by the EM algorithm 
and using SPSS.v20 software. In this study, a model for prognosis of breast cancer recurrence 
among patients using J48 tree has been developed. 
Results: The specificity and sensitivity of the developed model are 53% and 85%, respectively. 
Moreover, only 14% of patients who have relapsed are known as false negative with developed 
model. 
Conclusion: Creating a predictive model with appropriate specificity and sensitivity can warn 
patients about recurrence and timely preventive measures to prevent progression of the cancer. The 
False Negative rate is very important in medical prediction models that can make serious 
results/consequences. In present study this rate is about 14% that seems reasonable amount in term 
of modeling. 
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