INTRODUCTION
Prescribed Gauss-Kronecker curvature problems are widely studied in the literature. Famous among them is the Minkowski problem. It was studied by H. Minkowski, A.D. Alexandrov, H. Lewy, A.V. Pogorelov, L. Nirenberg and at last solved by S.Y. Cheng and S.T. Yau [CY] . After that, V.I.Oliker [O] researched the arbitrary hypersurface with prescribed Gauss curvature in Euclidean space. On the other hand, L.A. Caffarelli, L. Nirenberg, and J. Spruck studied the boundary-value problem of prescribed Weingarten curvature of graphs over some Euclidean domain in [CNS2] , [CNS3] , [CNS4] . Then B. Guan and J. Spruke [GS] studied the boundary-value problem in the case of hypersurfaces that can be represented as a radial graph over some domain on some unit sphere. But on the product unit spheres, the similar problem has not been studied systematically. The present paper tries to ask and partly solve a problem of this kind.
Let S m ⊂ R m+1 , S n ⊂ R n+1 , and S m+n+1 ⊂ R m+1 ⊕ R n+1 are three unit spheres. γ, ρ are position vectors of S m , S n respectively, and u is a smooth function defined on S m × S n .
Consider a hypersurface M ⊂ S m+n+1 defined by a natural embedding X X :
(1.1) ( γ, ρ) −→ 1 (1 + e −2u ) 1/2 γ + 1 (1 + e 2u ) 1/2 ρ.
This map firstly appears in [H] , but that paper only discusses the prescribed mean curvature problem. The fact that the map is an embedding will be proved in Section 2. Now we state explicitly the main problem: for a given positive smooth function K defined on S m × S n , can we find a closed strictly convex hypersurface in S m+n+1 which is described by (1.1), and whose Gauss-Kronecker curvature is K ? We will show that there is no global solution to this problem. So we have to restrict this problem to a subdomain of S m × S n . We solve this problem for some special domains defined as follows: We know strictly geodesically convex is equivalent to strictly locally convex, and they can be induced by strictly infinitesimally convex. For details see [S] . Our main result is the Theorem 1.1. Assume that Ω ⊂ S m × S n is a PHC-domain. For a given smooth positive function K defined onΩ, there is an embedding X given by (1.1) onΩ, giving a closed strictly convex smooth hypersurface in S m+n+1 , whose Gauss-Kronecker curvature is K.
The prescribed Gauss curvature problems always relate to some Monge-Ampère type equation. Assume m > n. Consider the Dirichlet problem on a PHC-domain Ω ( det M (u) = K(f (u, |∇xu| 2 , |∇yu| 2 )) m+n+2 2
in Ω u = ψ on ∂Ω , (1.2) where K, ψ ∈ C ∞ (Ω), K > 0 onΩ, M (u) is defined in (2.9) and the rest of the notation defined in (2.1),(2.2). This is the equation associated to our main problem. Although by the effort of much people, Monge-Ampère equations are well understood now, in our case there are some new difficulties.
The framework to obtain a solution is the classical continuity method (see [N] ). So we need to give the openness part and the closedness part. For the openness part, the condition of the uniqueness of linearized equation relies on the smallness of boundary-values. Hence we consider Dirichlet problem (1.2) with sufficiently small boundary-values. For the closedness part, the openness also gives the comparison Lemma 3.1, leading to the construction of the subsolution using suitable boundary-values. As in [CNS1] , the subsolution gives the initial solution, the C 0 estimate and the C 1 estimate on the boundary. The interior C 1 estimate is needed, since the manifold we consider here is a product of a domain and a unit sphere, and the sphere has no boundary. We choose a natural function (3.22) and estimate it at its maximum value point to obtain the bound. For the interior C 2 estimate, the difficulty is that we can not diagonalize the three matrices (M (u)AB) (m+n)×(m+n) , (M (u)ij)m×m and (M (u) αβ )n×n at the same time (the conservation of the indices is stated in the head of Section 2). Because of this, we need to introduce a term
Inspired by papers of S.T. Yau [Y] and B. Guan [G] , we choose a function (4.11). Then estimating it at the maximum value point, and computing explicitly the function f in equation (1.2), we obtain the needed term and the interior C 2 estimate, in which we also generalized the idea of using a C 3 term in the paper [Y] . For the C 2 estimate on the boundary, we have the same difficulty as for the interior estimate and the difficulty that the manifold is a product manifold. Inspired by [CNS1] , we use a function developed in [G] and the coordinate functions in Euclidean space to obtain the estimate. Then from Evans-Krylov theory (see [GT] ), we have the C 2,α estimate. At last , differentiate (1.2) and using Schauder theory, we have Proposition 1.2. Let 0 < τ < 2, K > 0 smooth and ψ ∈ ABF (τ , K) . Assume that u is the solution of problem (1.2). Then there is a constant C0 depending on ψ, m, n, K, ∂Ω, k, α such that
where k is a positive integer and 0 < α < 1.
Here τ is defined in (2.1) and ABF(τ, K) is defined in Definition 3.2. Now by the continuity method, we have Theorem 1.2. Let Ω ⊂ S m × S n be a PHC-domain, and m > n. For a given smooth function K > 0 and ψ ∈ ABF(τ , K), problem (1.2) has a unique convex smooth solution(meaning that M (u) is positive definite).
Since the main problem leads to equation (1.2), for m > n Theorem 1.2 gives the m > n part of Theorem 1.1 . For m < n, we take v = −u and change the position of S m and S n , so it becomes the previous case and the map X is not changed. Then we obtain the rest of Theorem 1.1. The present paper is organized as follows: in Section 2, we compute out the GaussKroneker curvature of the hypersurface M defined by map X, and give the openness part of equation (1.2). Section 3 gives the C 0 and C 1 estimates of (1.2). And the last two sections give the C 2 estimate in the interior and on the boundary.
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EQUATION AND OPENNESS
We firstly compute the Gauss-Kronecker curvature of the hypersurface M defined by (1.1). Let {e1, · · · , em}, {em+1, · · · , em+n} be local orthonormal coordinates of S m , S n . Throughout our paper, Latin indices (i, j, · · · ), Greek indices (α, β, · · · ) and capital Latin indices (A, B, · · · ) take values in the sets {1, · · · , m}, {m + 1, · · · , m + n} and {1, · · · , m + n} respectively. Now we define
1 + e 2r q´, (2.1) and
Then the tangent vectors of M is
and the induced metric g is gAB = < XA, XB > (2.5)
Here < ·, · > is the standard inner product of R m+n+2 , and we choose special local coordinates such that |∇xu| = u1 and |∇yu| = um+1, then det(gAB) = e
2mu
(1 + e 2u ) m+n (1 + |∇xu| 2 + e 2u |∇yu| 2 1 + e 2u ). (2.6) And (2.6) implies that X is an embedding. Out of the two normal unit vectors of M in S m+n+1 , we choose
and (2.8)
where we use γij + γδij = 0 and ρ αβ + ρδ αβ = 0. Now we denote a symmetric matrix
Then the second fundamental tensor of M along n is hAB = − < nA, XB > (2.10)
Then rewrite (2.11), and using (2.1),(2.2), we have (1.2).
Proposition 2.1. There is no global strictly convex hypersurface described by (1.1) on the product of unit spheres.
Proof:
The meaning of strictly convex here is that the hypersurface M viewed as the submanifold of S m+n+1 is strictly convex. This means that the second fundamental tensor is positive or negative definite, which implies that (uij −uiuj −δij) > 0 or (u αβ +uαu β +δ αβ ) < 0. In the first case, at the maximum value point of u, we have (uij ) ≦ 0 and ∇u = 0. Then (δij) < (uij ) ≦ 0, which is a contradiction. The second case has the same contradiction at the minimum value point of u. 
The linearized operator of F at u along function v is
where (M (u) AB ) is the inverse matrix of (M (u)AB). When fr ≧ 0, the linearized problem has a unique solution. Then by linear elliptic PDE theory, DF (u) is a continuous linear bijective map. Now by the implicit function theorem and the openness of positivity, we obtain the openness. Hence, we only need to find the condition guaranteeing fr ≧ 0. Since
(1 + e 2r ) 2 p + τ e 2r q
1 + e 2r + 2e 2r q
(1 + e 2r ) 2˜, (2.14)
at r = u, p = |∇xu| 2 , q = |∇yu| 2 , we only need
Now by Remark 2.2, if we require
then (2.15) is satisfied. And (2.16) makes sense if m > n by (2.1).
Proposition 2.3. Assume m > n, and sup
, then the openness of problem (1.2) holds.
From this section on, we always assume m > n and use the Einstein convention: indices appearing twice in an expression, once as a subscript,once as a superscript implicitly summed over. The following comparison Lemma maybe known, but the author did not find an appropriate reference, so it is included here.
Lemma 3.1. Let Ω be a domain on the product of unit spheres. Let
where M (u) defined in (2.9) is positive definite and g(r, p, q) is a positive smooth function on R 3 . Assume that there is a constant r0 such that for r ≦ r0, gr > 0. For two smooth functions u, v, if u, v ≦ r0 and G(u) ≦ G(v) then one of the following holds
Since M (u) is symmetric and positive definite, we can assume M (u) = CC T , where C is a non-degenerate matrix. Then
where, tr means taking the trace of a matrix. If (3.2) does not hold, and the function v − u attains its maximum value at some point in Ω, then at that point, v − u > 0, ∇v = ∇u, and
Hence by (3.3)-(3.6), we have a contradiction.
We introduce a class of function sets,
Definition 3.2. (ABF-sets)
Assume Ω is a PHC-domain, m > n and K is a smooth positive function defined onΩ. We assume Ω = Ωx × S n . Let ψ be a smooth function onΩx. We call ψ an admissible boundary function (simply, ABF) with respect to τ and K, if it satisfies
, and F (ψ) ≧ K.
The set of all ABFs with respect to τ and K is denoted by ABF(τ , K).
In fact for 0 < τ < 2, K > 0 on a PHC-domain, the set ABF(τ , K) is always non-empty. Indeed for a PHC-domain Ω, we can always assume thatΩx is contained in the hemisphere {x ∈ R m+1 ; x ∈ S m and x1 > 0}. So we can take a constant E > 0 sufficiently small, such that x1 − E > 0. Then for any constant F > 0, let
The derivative of ϕ is
where we use (x1)ij + x1δij = 0 (cf. [CY] ). Then
Then we take A big enough such that
as the boundary function, we use the continuity method to solve the Dirichlet problem (1.2). For t ∈ [0, 1], takẽ
Assume that F (ut) =Kt with ut| ∂Ω =ψ. Obviously, at t = 0, we can take u0 =ψ.
By (2.14) and 0 < τ < 2, for p, q > 0,
Since we haveψ ∈ ABF(τ,K), by the (ii) of Definition 3.2 we have ut ≦ r0. Then (3.15) implies gr > 0. Moreover by (3.13), F (ut) ≦ F (ψ). Now we can use Lemma 3. where n is the outer normal direction of Ω. If vector Y is in the tangent space of the submanifold ∂Ω, then ∇Y ut = ∇Yψ. Hence there is a constant C1 depending onψ, m, n, such that
where Y is a unit vector in the tangent space of S m × S n supported by ∂Ω, and the angle between Y and n is not bigger than π/2.
For any point P ∈ ∂Ωx × S n , we know that P = (Px, Py), where Px ∈ ∂Ωx, Py ∈ S n . In Ωx we take a geodesic curve lx which starts at Px with direction − n(Px) ( the inward normal direction of Px ) and ends at point Qx ∈ ∂Ωx. Denote by σ the arc parameter of lx. Then at every point of lx, we choose a orthonormal frame {e1, · · · , em} such that em is the positive direction of lx, namely em = ∂/(∂σ). Then by the positivity of the matrix M (u) along geodesic curve lx,
where (ut)σ,σ is the second order normal derivative. Take integral and by (3.18),
Combining (3.18) (3.20), we obtain the C 1 estimate on the boundary. Namely, there is a constant C2 depending onψ, m, n, ∂Ω, such that on ∂Ω
Now we only need to give the interior C 1 estimate. Without loss of the generality, we only give the estimate for equation (1.2).
Consider a function (3.22) and let the operator
Assume that φ attains its maximum value at some point P in Ω. Then at P ,
By the Ricci identity on the product of unit spheres,
Using (3.25) and the positivity of M (u),
Take logarithm of (1.2), and differentiate it. We get
Now by (3.24) and (3.26),
Then by (3.15) and the C 0 estimate, there is a positive constant ε1 depending on ψ, m, n, such that fr(u, |∇xu| 2 , |∇yu| 2 )
Now by (3.29) and Schwarz inequality, at point P 0 ≧ Lφ ≧ −C − 2ε1|∇u| 2 + (m + n + 2)ε1|∇u| 2 , (3.30) which implies the interior estimate. Here C is a positive constant depending on ψ, K, m, n. Now we have proved Proposition 3.3. Let 0 < τ < 2,K > 0 andψ ∈ ABF (τ ,K) . Assume that ut is the solution of problem (1.2) in which K isKt defined by (3.12) , and ψ isψ. Then there is a constant C3 depending onψ, m, n,K, ∂Ω such that
Since we have a lot of positive constants, for simplicity, from this section on, we write C to represent any constant of minor important. For a useful constant, we use C orĈ with a lower index (for example C1,Ĉ1) to represent it. These constants always relate to ψ, K, m, n and the C 1 norm of u, but we do not refer to this fact everywhere. Without loss of generality, we only estimate problem (1.2) with ψ ∈ ABF(τ, K), so by (3.14), (3.15) and (3.16), u ≧ ψ.
Since Ω is a PHC-domain, we can assumeΩx ⊂ {x ∈ R m+1 ; x ∈ S m and x1 > 0}. Then there is a positive constant ε2 depending on ∂Ω such that in Ω,
We let
where C4, C5 are two positive constants which will be determined in the following. Since the matrix M (ψ) is positive, we can assume M (ψ) ≧ 4ε3id, where ε3 is a positive constant depending on ψ. Then using (2.9),(3.23) and Proposition 3.3,
By Schwarz inequality and because the C 1 norms of ψ and u are bounded, we have
and we also have a similar inequality for the term C4M (u) αB (ψ)α(u−ψ)B and the inequal-
whereĈ1, · · · ,Ĉ4 are four positive constants. Obviously by the positivity of M (u),
Now by (4.7) and the fact (x1)ij + x1δij = 0,
whereĈ5 is also a positive constant depending onĈ4, ε3, m and n. Now we take C5 = 2C 2 3 /ε2, and C4 = max{Ĉ2/ε3, 2(Ĉ5e C 5 /C 2 3 )}. Now since x1 ≦ 1, u ≧ ψ and (4.1), we have where C6 is a positive constant which will be determined in the following, and ∆ is the Laplace operator of S m × S n . This type of function is well known (see [Y] ), but we modify it and use the idea of [B] to handle the extra term
AA P A M (u)AA which will appear in the following. Assume φ attains its maximum value at point P ∈ Ω. Then at P ,
Use the notation R A BCD to denote the Riemannian curvature(see [C] appendix A.6 and the Ricci identities using in the following also see this book). Firstly by the Ricci identity and (2.9),
M (u)
AB ηAuCCB (4.14)
and we have a similar inequality for the term |M (u) Aα ηAuα|. By Schwarz inequality and (2.9)
then diagonalizing the matrix (M (u) ij M (u) ik M (u) jl ) at point P and using the positivity of M (u), we have
By the above two inequalities,
Similarly, we have an inequality for the term −M (u) Aα ηAu αβ u β . Now combining (4.14), (4.15) and (4.18),
It will be used in the later. By the Ricci identity, we get
Then by (2.9),
and
where ε5 = (m + n + 2)e −2C 3
3 ) 2 and we have used the inequality
and a similar inequality for term
Now the term
AA P A M (u)AA appears, which is one of our main difficulties. By the Ricci identity, (4.21) becomes
At point P , by (4.3),(4.10),(4.12),(4.13),(4.25) we have
Now using the first equality of (4.4), the bounds on ψ, on x1, and on the C 1 norm of u, we have
Combing the above two inequalities and (4.10), we have
Here C(C6) is a positive constant depending on ψ, m, n, the C 1 norm of u and also C6. Now we use equation. Take logarithm of (1.2) and differentiate it:
We choose a local orthonormal frame at P such that the matrix M (u) is diagonal at P . Then by (4.30),
where we used the bound of K. Obviously,
Then by (4.29) and Schwarz inequality,
Now by (2.1)
then by the Schwarz inequality and fp, fq > 0,
Now by (2.1) and Proposition 3.3,
Now (4.35) becomes
AB is bounded at point P . So the function φ has a uniform upper bound, and by the positivity of matrix M (u), there is a constant C7 depending on K, ψ, m, n, ∂Ω such that
This gives the interior C 2 estimate. Here we generalize the idea of [Y] to deal with the C 3 term. In order to obtain the C 2 estimate, now we only need the estimate on the boundary.
C
2 ESTIMATE ON THE BOUNDARY Let P be on the boundary ∂Ωx × S n , P = (Px, Py), and Ω δ (P ) = Ω Since Ω is a PHC-domain, for sufficiently small δ, we can find a frame {e1, · · · , em+n} onΩ δ (P ) such that: em is the outer normal direction on ∂Ω δ (P ); the previous m − 1 ones are tangent vectors of ∂Ωx; the last n ones are tangent vectors of S n . By compactness of ∂Ωx, we can take δ independent from boundary points.
(The proof is similar to Lebesgue's Covering Lemma.) Taking δ < 1 sufficiently small, we consider a local function onΩ δ (P ),
where ψ ∈ ABF(τ, K), and v is an undetermined function which we will give explicitly in the following. If φ attains its maximum value at some point Q in Ω δ (P ). Then at point Q,
By (3.23) and Ricci identity,
For any function ξ define an operator
Then by (4.29),(5.2) and (5.4), (5.3) becomes
Now we define a vector field in R m+1 . For 0 < ǫ < 1/4 and Px ∈ ∂Ωx, let
Here we use γ(·) and em(·) to denote the vectors at point "·" in R m+1 , and γ is defined in (1.1). We choose a coordinate system for R m+1 with first coordinate axis given by χ(Px). Denote by < ·, · >m and | · |m the inner product and corresponding norm of R m+1 . Let H = { γ ∈ S m ; < −em(Px), γ >m= 0} be a totally geodesic submanifold of S m . Since Ωx is a strictly infinitesimally convex domain, it is a strictly locally convex domain (see [S] ). Since the exponential map of S m takes the subspace TP x (∂Ωx) onto H, we have H ∩Ωx = {Px}.
(If there is another pointPx ∈ H ∩Ωx, the minimal geodesic curve connected Px andPx is contained in H ∩Ωx which contradicts the strictly locally convexity of ∂Ωx.) This means that for any 
whereĈ13 is an absolute positive constant and distx(·, ·) is the distance function of S m . Assume C9, C8 > 1. Then we choose δ such that
By (5.12), (5.17), we have for i = m
, by the positivity of M (u) and (5.16),
ii .
Now (5.12) becomes
Since at point P , u − ψ − C9(x1 − θ) = 0, we know that in Ω δ (P ),
whereĈ16 is a positive constant depending on ψ and C3. We further require
We take C9 = max{1, (eĈ12 +Ĉ14)/θ}, and
Now by (5.14), (5.21), (5.22) and (5.23),
Since C8 > 1 and by (1.2),(5.13),(5.24) and (5.25),
where we assume λ1 ≦ λ2 · · · ≦ λm+n to be the positive eigenvalues of the matrix M (u) −1 , andĈ17 is a positive constant depending on ε3, C9, C3. Now by (5.24), we take
Now we choose δ sufficiently small and satisfying (5.18),(5.23), then in Ω δ (P ) by (5.26),(5.27),
is the distance function of S m × S n , and C10, C11 are two positive constants which will be determined in the following. Then by (5.1) and (5.29), we know that on ∂Ω ∩Ω δ (P ) \ {P } (where w < 2 and u| ∂Ω = ψ), we have
whereĈ19 is a positive constant depending on C3, ψ. Now we take C11 = (Ĉ19 + 1)/δ 2 . By (5.30) and (5.31) on ∂Ω δ (P ) \ {P },
We notice that the derivative of the smooth function dist 2 (P, ·) has a uniform bound which does not depend on the point P . Then by (5.5),(5.28) and (5.29), we have
whereĈ20 is a constant. So by (1.2) and Proposition 3.3, we only need to take C10 big enough, then Lφ > 0 in Ω δ (P ). This means that the maximum value of function φ is attained on the boundary. Then inΩ δ (P ), (5.32) gives By the choice of frame we made in the head of this section, and by the equality on the boundary u = ψ, we know that for A, B = m, on ∂Ω δ (P ) uAB = ψAB − hAB(u − ψ)m, (5.37) where hAB is the second fundamental tensor along the outward normal direction em of ∂Ω. Obviously, if one of A, B takes value in m + 1, · · · , m + n, then hAB = 0. Moreover, as ψ ∈ ABF(τ, K), ψ only depends on S m . So for i, j = m, uij = ψij − hij (u − ψ)m, (5.38) and uAB = 0 for the other cases. Since M (u) is positive definite, we now only need the upper bound on umm. We use the same argument as in the papers [T] and [G] . For P ∈ ∂Ω, define a function λ(P ) = min |ξ|=1,ξ∈T P (∂Ωx)
[∇ ξξ u(P ) − (∇ ξ u(P )) 2 − 1], (5.39) where | · | is the standard norm of S m × S n . Assume that at P0 ∈ ∂Ω and ξ = e1(P0) ∈ TP 0 (∂Ωx), λ attains its minimum value. Then λ(P ) ≧ λ(P0). By (5.37), (5.39) and u| ∂Ω = ψ, h11(P )(u − ψ)m(P ) ≦ (ψ11(P ) − ψ 2 1 (P )) − (ψ11(P0) − ψ 2 1 (P0)) (5.40) +h11(P0)(u − ψ)m(P0).
By the compactness of ∂Ωx, there is a uniform sufficiently small δ such that onΩ δ (P0), the smooth function h11 =< ∇e 1 e1, em >m has a uniform negative upper bound. Now on By (5.42), and a similar argument as in (5.1) to (5.5) and (5.28) to (5.33), φ attains its maximum value at point P0 for a choice of suitable constants of v. Then φm(P0) ≧ 0 which implies that umm(P0) has a upper bound. So at P0 by (5.38), all eigenvalues of M (u) have a upper bound. By equation (1.2), the minimum eigenvalue of M (u) at P0 has a lower bound, which implies that λ(P0) has a lower bound. Since P0 is the minimum value point of λ, for any boundary point P , and any unit vector ξ ∈ TP (∂Ωx), ∇ ξξ u(P ) − (∇ ξ u(P )) 2 − 1 has a uniform lower bound. By the sentence after (5.38) and Definition 3. where M (u) * mm is the cofactor matrix of M (u)mm, and the right hand side is a order m − 1 matrix with i, j = m. So on the tangent space of ∂Ωx, diagonalizing the matrix M (u) * mm , we find that M (u) * mm has a positive uniform lower bound. With the same argument as in [CNS1] , umm has a uniform upper bound. Now by (5.36) and (5.37), there is a positive constant C13 depending on ψ, K, m, n, ∂Ω such that on ∂Ωx × S n , |uAB| ≦ C13. (5.45) Now we have the C 2 estimate on the boundary, and combining this with the interior C 2 estimate and proposition 3.3, we obtain C 2 estimate. Then using Evans-Krylov theory (see [GT] ), we have the C 2,α estimate. Then differentiate equation (1.2) and using Schauder theory, we obtain Proposition 1.2. This gives the existence part of Theorem 1.2. For the uniqueness part, we let g equals f (m+n+2)/2 in Lemma 3.1. If u, v are both solutions of Problem (1.2), then G(u) = G(v) . Then similar as the argument of (3.14),(3.15), we can use Lemma 3.1, and for the equality of boundary-values, we have u = v.
