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We compute the Galois groups of several 2-extensions of  ramiﬁed at ﬁnitely
many odd primes. © 2000 Academic Press
INTRODUCTION
If K is a number ﬁeld and S is a ﬁnite set of primes of K, then the
structure of the Galois group of the maximal p-extension of K unramiﬁed
outside S is important in the study of p-adic Galois representations unram-
iﬁed outside S. The case of S containing the primes above p is fairly well
understood and widely applied. This is the kind of Galois representation
arising from algebraic geometry.
On the other hand, there is very little known concerning the structure
of the Galois group of the maximal p-extension of K, unramiﬁed out-
side S, if S contains no primes above p. This includes, for instance, the
case of Hilbert p-class towers (i.e., S = ), the Galois group of which is
called one of the most mysterious objects in algebraic number theory in
[10]. There are, however, conjectures regarding the structure of the Galois
group, such as that it has no inﬁnite quotient linear over the p-adic inte-
gers [3] and generalizations of this [1]. These have important consequences
on the nonexistence of corresponding p-adic representations.
In this paper, we begin to ﬁll this hole in our understanding by computing
some of these Galois groups in the simplest case, namely for 2-extensions
of . We observe an interesting phenomenon, namely that there appears
to be a relatively small class of ﬁnite 2-groups to which these calculated
Galois groups belong.
This phenomenon will be further examined in a subsequent paper by
Charles Leedham-Green and the ﬁrst author. They develop a new method
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that ﬁnds, given a particular S, a short list of possible GS (or, if inﬁnite,
large quotients of GS), by an exhaustive computer search based on the
p-group generation algorithm [9]. The methods of this paper are quite
different, in that they are not computer-based and the results hold for whole
families of sets S.
1. PRELIMINARIES
Let S be a ﬁnite set of odd rational primes, S the maximal 2-extension
of  unramiﬁed outside S (we allow ramiﬁcation at inﬁnity), and GS =
GalS/. We will study the pro-2 group GS for various S.
Lemma 1.1. (1) Every open subgroup ofGS has ﬁnite abelianization.
(2) The generator and relator ranks of GS , denoted dGS and rGS,
respectively, are both equal to #S, and GS has trivial Schur multiplicator.
Proof. (1) is due to class ﬁeld theory (the ﬁniteness of certain ray class
groups), and (2) is due to Shafarevich (see [4]).
Remarks. (1) implies that each subgroup of the derived series of GS
is of ﬁnite index in GS . In [4], Fro¨hlich also gives a presentation of the
maximal nilpotency class 2 quotient of GS . (2) implies that GS cannot be
an Abelian group if #S > 1, since noncyclic Abelian groups have nontrivial
Schur multiplicator.
If #S = 1, then GS is ﬁnite cyclic. If S = p, then S ⊆ ζp and
GS = a 	 ap−1 (presented as a pro-2 group). If #S ≥ 4, then GS is inﬁnite
(as a consequence of the theorem of Golod and Shafarevich [5]). When
#S = 3, GS can be either ﬁnite or inﬁnite. (Maire [8] showed that GS is
inﬁnite if S = 3 13 61. Recent work of the ﬁrst author and C. Leedham-
Green shows that GS is ﬁnite if S = 3 7 11.) It is unknown whether GS
is ﬁnite or inﬁnite in general when #S = 2. In this paper we detail three
cases where GS is ﬁnite and computable with #S = 2.
Before we do so, we list results from group theory and class ﬁeld theory
which we will use in the next section.
Lemma 1.2. (Burnside’s basis theorem—proﬁnite version). Let H be a
pro-p group and let H be its Frattini subgroup (i.e., the intersection of
its maximal open subgroups). Any lifts to H of generators of H/H will
(topologically) generate H. Hence, dH = dH/H, and if J is a closed
subgroup of H that maps onto H/H, then J = H.
The following lemma combines the relevant parts of [Go, Theorems 4.4
and 4.5].
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Lemma 1.3. Let P be a non-Abelian 2-group of order 2m.
(1) If P contains a cyclic subgroup of order 2m−1 and m > 3, then P is
dihedral, generalized quaternion, semidihedral, or the modular group Mm2.
(2) If
∣∣P/P ′∣∣ = 4, then P is dihedral, generalized quaternion, or semi-
dihedral.
For the remainder of this paper we assume that S = p q, where p
and q are odd primes. Let Dq and Iq denote decomposition and inertia
subgroups of GS at q, deﬁned up to conjugacy. Note that Dq is meta-
procyclic (since there is no wild inertia). In fact Dq is generated by elements
τ and y where Iq = τ and τy = τq (the tame relation). In the three cases
detailed in the next section we establish that a decomposition subgroup is




∼= 2r × 2s , where 2r is the highest power of 2 divid-
ing p− 1 and 2s is the highest power of 2 dividing q− 1.
Proof. Let K be the maximal Abelian 2-extension of  unramiﬁed out-
side S. Then K = FixG′S ⊆ ζn for some n by Kronecker–Weber.
The restricted ramiﬁcation implies that only p and q can divide n. Since∣∣ ζn  
∣∣ = pk−1p − 1ql−1q − 1 for some k ≥ 1, l ≥ 1, the result
follows.
Note. K is the compositum of the maximal Abelian 2-extensions of 
ramiﬁed only at p and q, of degrees 2r and 2s, respectively.
Lemma 1.5. If H is an open subgroup of GS and H/H ′ is either cyclic or
isomorphic to 2 × 2, then GS is ﬁnite.
Proof. H/H ′ cyclic implies that H is ﬁnite cyclic by Lemmas 1.1 (1) and
1.2. If H/H ′ ∼= 2 × 2, then H ′ is open in GS and Lemma 1.3 (2) implies
that H ′/H ′′ is cyclic.
Lemma 1.6. If p ≡ 3 (mod 4) or q ≡ 3 (mod 4), then there exists an
involution σ ∈ GS such that σ /∈ GS, the Frattini subgroup of GS .
Proof. Either √−p or √−q lies in FixGS. Hence, the in-
volution σ = complex conjugation ∈ GS does not lie in GS.
Lemma 1.7. If p ≡ 3 (mod 4), then the 2-part of the ray class group of
√−p of modulus p · q is
(i) 2k if −p/q = −1, i.e., if q is inert in 
√−p, where 2k is the
highest power of 2 dividing
∣∣Fq2×
∣∣ = q2 − 1, and
(ii) 2l × 2l if −p/q = 1, i.e., if q splits in 
√−p, where 2l is the
highest power of 2 dividing
∣∣Fq×
∣∣ = q− 1.
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Proof. The 2-part of the ray class group is the 2-part of the cokernel of
the map K× −→
(
K/pqK
)×, where K = √−p (which has odd class
number by genus theory).
2. THREE EXPLICIT FAMILIES OF GS
Theorem 2.1. Assume that p ≡ 3 (mod 4), q ≡ 3 (mod 4), and without
loss of generality (by quadratic reciprocity) p is a quadratic residue of q. If 2k
is the highest power of 2 dividing q2 − 1, then
GS ∼=  a b 	 a2 = b2
k = 1 ba = b−1+2k−1
the semidihedral group of order 2k+1. Further, we can take a to be complex
conjugation σ and b to be the generator τq of any inertia subgroup Iq of GS .
Proof. GS/GS
′ ∼= 2 × 2 by Lemma 1.4 and so GS is ﬁnite by
Lemma 1.5. As GS is non-Abelian, Lemma 1.3 implies that GS is dihedral,
generalized quaternion, or semidihedral. GS cannot be dihedral, as such
2-groups have nontrivial Schur multiplicator (Lemma 1.1 (2)). GS cannot
be generalized quaternion, as such groups have a unique involution, which
is in GS (Lemma 1.6). Therefore, GS is semidihedral.
q ramiﬁes in √−q and √pq and remains inert in √−p.
As these are the only quadratic extensions of  in S , Dq maps onto
GS/GS. By Lemma 1.2, Dq = GS . Thus, GS ′ ≤ Iq, and it follows from
the above that √−p = FixIq. By Lemma 1.7, Iq has order 2k. As σ
does not ﬁx √−p, GS = τq σ. The ﬁnal claim of the theorem follows
from the fact that a semidihedral group of order 2k+1 is generated by any
element generating a cyclic subgroup of index 2 and any involution outside
of that subgroup.
Theorem 2.2. Assume that p ≡ 3 (mod 4), q ≡ 1 (mod 4), and p/q =
−1. If 2k is the highest power of 2 dividing q− 1, then
GS ∼=Mk+22 = a b 	 a2 = b2
k+1 = 1 ba = b1+2k
the modular group of order 2k+2. Further, we can take a to be complex con-
jugation and b to be the generator of any inertia subgroup Iq of GS .
Proof. GS/GS
′ ∼= 2 × 2k by Lemma 1.4. q ramiﬁes in √q and
√−pq and remains inert in √−p, so Dq = GS as above (so GS is
ﬁnite), and √−p ≤ FixIq. The index 4 subgroups of 2 × 2k lie in a
unique index 2 subgroup, which necessarily corresponds to √q (by the
note following Lemma 1.4). Therefore, we have √−p = FixIq, and Iq
has order 2k+1 by Lemma 1.7. By Lemma 1.3(1), GS is dihedral, generalized
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quaternion, semidihedral, or modular. As the ﬁrst three families of groups
have Abelianization of order 4, GS is modular of order 2k+2. The ﬁnal
claim of the theorem follows analogously to the proof of Theorem 2.1.
Lemma 2.3. (the critical quartic lemma). Assume p ≡ 3 mod 4, 2n
n ≥ 2 exactly divides q− 1, and either
(1) n = 2 and p ∈ F×q 4, or
(2) n ≥ 3 and p ∈ F×q 2 − F×q 4.
Then FixDq = 
√−p, and S is a ﬁnite extension of .
Proof. This is given in Section 3.
Theorem 2.4. Assume the same hypotheses on p and q as in Lemma 2.3,
so in particular q ≡ 2n + 1 mod 2n+1n ≥ 2. Then
GS ∼= Pn = a b 	 a2 = b−1ababab2
n−1a = 1
( presented as a pro-2 group), of order 23n+1. Further, we can take a to be
complex conjugation and b to be the generator of any inertia subgroup Iq
of GS .
Proof. We know that Dq is metacyclic generated, say, by τ and y where
τ = Iq and τy = τq. By Lemma 2.3 Dq is of index 2 in GS and complex
conjugation σ ∈ GS −Dq (so GS is a split extension of Dq by σ). Since
σ permutes the two primes of Q√−p above q, the corresponding inertia
groups are generated by τ and τσ , respectively. The proof of Lemma 2.3
shows that the images of these two elements in Dq/Dq are distinct and
nontrivial. Thus they generate Dq/Dq and hence by Lemma 1.2 they
generate Dq. It follows that GS = σ τ τσ = σ τ.
As for relations, we have σ2 = 1. Also, the image of y in Dq/Dq must
be nontrivial and distinct from the images of τ and τσ , since if, for instance,
y and τ were equal modulo Dq , then they would not generate Dq. Thus
y equals ττσ modulo Dq. The freedom in picking y allows us to assume
that y = ττσ . Then the tame relation becomes τττσ = τq. Expanding this
out gives (using σ2 = 1) στ−1στστσ = τq.
Letting Hq be the 2-group with presentation a b 	 a2 = b−1ababab−q
a = 1, we easily check that Hq is isomorphic to Pn of order 23n+1. We
have a surjection φ  Hq → GS given by a → σ b → τ. Since φ induces an
isomorphism Habq → GabS and GS has trivial Schur multiplicator, it follows
that φ is an isomorphism.
Note. For n = 2, Pn is group #87 of order 128 in the standard databases
of 2-groups of small order.
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3. PROOF OF THE CRITICAL QUARTIC LEMMA
The proof of this lemma is technical and will be split into a series of
claims.
Claim 4.1. √−p has three quadratic extensions inside S . One of
them is √−p√q and the other two are nonnormal over .
Proof. LetH = GalS/
√−p. By Lemma 1.7,H/H ∼= 2×2,
establishing the ﬁrst sentence of the claim. As in the proof of Theorem 2.2,
any normal subextension of S of degree 4 over  necessarily contains
√q.
Claim 4.2. There exists an integral solution to X2 +pY 2 = 4qi for some
odd integer i.
Proof. Let Q be one of the two prime ideals lying above q in √−p,
which has odd class number by genus theory. Therefore, Qi is principal
for some positive odd integer i; let C + D1+√−p/2 (CD ∈ ) de-
note a generator of that principal ideal. Then C2 + CD +D21+ p/4 =
NormC +D1+√−p/2 = qi, so 2C +D2 + pD2 = 4qi, and we take
X = 2C +D and Y = D.
We construct one of the two quadratic extensions of √−p in S , non-
normal over , by adjoining
√
θ, where θ = A+ B1+√−p/2 ∈ √−p
is chosen as follows:
Take m, n ∈  such that m2 + pn2 = 4qi, where i is the smallest positive
odd integer for which a solution exists. The minimality of i implies that
q  	 m, q  	 n, and mn = 1 or 2. m and n have equal parity, and we set
A = m− n/2 and B = n. If θ = A + B1+√−p/2, then Normθ =
A2 +AB + B21+ p/4 = qi. Noting that we are free to choose between
m and −m and between n and −n, we use the results in [7] to insure that
only p and q ramify in L = √θ.
Speciﬁcally, in [7, Theorem 1]:
(1) If mn = 1, we must take a = 2m, b = 2n, and c = −p in
Theorem 1, choosing between m and −m so that a ≡ 6 mod 8 so that we
fall in case C7, and L has discriminant p2q.
(2) If mn = 2, we must take a = m/2, b = n/2, and c = −p in
Theorem 1, choosing between m and −m so that a+ b ≡ 1 mod 4 so that
we fall in case C2, and again L has discriminant p2q.
At worst, an injudicious choice results in ramiﬁcation at 2 in L in addition
to p and q.
Claim 4.3. If m2 + pn2 = 4qi, q  	 m, and q  	 n, then mn/q = −1.
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Proof. m2 + pn2 ≡ 0 mod q, so m/n2 = −p ∈ F×q . If n and m are
simultaneously either residues or nonresidues modulo q, then we have that
−p is a fourth power modulo q. However, the hypotheses on p and q
imply that exactly one of −1 and p is a fourth power modulo q, so this is
impossible. Hence, we must have mn/q = −1.
If mn = 2, then set m = 2m′ and n = 2n′, so m′ n′ = 1. Then
m′2 + pn′2 = qi, so m′ and n′ have opposite parity. By looking at this
equation modulo 8, we ﬁnd that necessarily m′ is odd and n′ = 2n′′ is even.
Further, if q ≡ 5 mod 8, n′′ must be odd and if q ≡ 1 mod 8, n′′ must
be even.
Claim 4.4. Assume m2 + pn2 = 4qi with mn = 1 or 2, q  	 m, and
q  	 n, with i ≥ 1 an odd integer, say, i = 2k + 1. Then m/q = −1 and
n/q = 1.
Proof. Here we must work in the Dedekind domain √q. Let τ denote
the nontrivial element of Gal√q/ which sends √q to −√q.
First, assume that m and n are odd, with mn = 1. We have pn2 =
−m + 2qk√qm + 2qk√q. Let R = −m + 2qk√q be considered as a
principal ideal in √q. As ideals,
p t +√qp t −√q · n2 = R · τR
where t is a square root of q modulo p.
Note that for any prime ideal Q lying above a prime pi 	 n, we cannot
have Q 	 R and Q 	 τR, or else R, τR ⊆ Q, implying 2m = m +
2qk
√
q − −m+ 2qk√q ∈ Q and n ∈ Q, implying that 1 ∈ Q.
Let pi 	 n be an odd prime. Assume that pi/q = −1. Then Pi = pi
is a prime ideal, and τPi = Pi. As Pi 	 n as ideals, Pi 	 R or τR. If
Pi 	 R, then Pi = τPi 	 τR, and vice versa. This is a contradiction, and so
pi/q = 1. As n is the product of quadratic residues modulo q, n/q = 1.
By Claim 4.3, we also have m/q = −1.
Assume that mn = 2, and let m′, n′, and n′′ be deﬁned as above.
m′2 + p · n′2 = q2k+1, so p · n′2 = −m + qk√qm + qk√q. Let R =
−m + qk√q be considered as a principal ideal in √q. Let l be such
that n′ = 2ln′′′, where n′′′ is odd. l = 1 and n′′′ = n′′ if q ≡ 5 mod 8, and
l > 1, n′′ = 2l−1n′′′ if q ≡ 1 mod 8. Note that 2m′ n′′′ = 1. We have
p t +√qp t −√q · 22l · n′′′2 = R · τR
as ideals, and for any ideal Q lying above a prime pi 	 n′′′ we cannot have
both Q 	 R and Q 	 τR, lest 1 ∈ Q as in the previous case. Proceeding as
we did in the previous case, any odd prime pi which divides n′′′ must be a
quadratic residue modulo q. Therefore, n′′′/q = 1.
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When q ≡ 5 mod 8, this implies that n/q = 2n′/q = 4n′′/q =
4n′′′/q = 1. When q ≡ 1 mod 8, this implies that n/q = 2n′/q =
2l+1n′′′/q = 2/ql+1 · n′′′/q = 1.
Recall thatθ = A+B1+√−p/2.Letθ′ = σθ = A+B1−√−p/2,
so θ+ θ′ = 2A+B = m. Also recall that Nθ = θ · θ′ = qi. Let Q′ = σQ,
where Q is a prime ideal in √−p lying above q. As ideals, we have
θ · θ′ = Qi · Q′i. We cannot have Q 	 θ and Q 	 θ′, lest m, q ∈ Q,
and hence 1 ∈ Q. Therefore, θ = Qi and θ′ = Q′i (or vice versa, but
without loss of generality we can assume the former).
Recall that L = K√θ, where K = √−p. Hence, Q ramiﬁes in L/K.
Claim 4.5. Q′ remains inert in L/K.
Proof. We use the power residue symbol and relevant properties, found,
for example, in [2, Exercise 1]. Q′ is inert in L/K iff θ/Q′ = −1. As


























We are now ready to prove the lemma. Let H = GalS/
√−p. As
q splits in √−p, H ≤ Dq. As q ramiﬁes in √q, we have each prime
in √−p lying above q ramifying in √−p√q. Further, each prime
in √−p lying above q ramiﬁes in either L or σL. Therefore, Dq maps
onto H/H, so by Lemma 1.2 we have Dq = H, and hence GS is ﬁnite.
4. FUTURE DIRECTIONS
The simplest cases not covered by the above theorems are those where
p ≡ 3 mod 4, q ≡ 5 mod 8, and p is a square but not a fourth power
modulo q. In recent joint work with C. Leedham-Green the ﬁrst author
has modiﬁed the p-group generation algorithm [9] so as to produce by
computer ever larger quotients of GS in these cases and many others not
covered in the current paper. The number-theoretical information typically
allows the determination, given S, of a small ﬁnite set of groups to which
GS belongs. These computed groups do not have metacyclic subgroups of
small index. This indicates that the methods of this paper will not extend
to other families of sets S.
For instance, the group G519 turns out to be of order 219 and nilpotency
class 11. Its largest metacyclic subgroup is of index 210. This appears to be
the ﬁrst in a family of groups of order 25k+4 and nilpotency class 4k + 3
(k = 3 4 5 * * *).
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If GS is inﬁnite, the computational method yields quotients against which
we can test the conjecture of Fontaine–Mazur and its generalizations. Hajir
has shown that Gs is inﬁnite when S = 17 101.
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