A problem of classification of local field potentials (LFPs), recorded from the prefrontal cortex of a macaque monkey, is considered. An adult macaque monkey is trained to perform a memory based saccade. The objective is to decode the eye movement goals from the LFP collected during a memory period. The LFP classification problem is modeled as that of classification of smooth functions embedded in Gaussian noise. It is then argued that using minimax function estimators as features would lead to consistent LFP classifiers. The theory of Gaussian sequence models allows us to represent minimax estimators as finite dimensional objects. The LFP classifier resulting from this mathematical endeavor is a spectrum based technique, where Fourier series coefficients of the LFP data, followed by appropriate shrinkage and thresholding, are used as features in a linear discriminant classifier. The classifier is then applied to the LFP data to achieve high decoding accuracy. The function classification approach taken in the paper also provides a systematic justification for using Fourier series, with shrinkage and thresholding, as features for the problem, as opposed to using the power spectrum. It also suggests that phase information is crucial to the decision making.
INTRODUCTION
One of the most important challenges in the development of effective brain-computer interfaces is the decoding of brain signals. Although we are still very far from obtaining a complete understanding of the brain, yet important contributions have been made. For example, results are reported in the literature where local field potential (LFP) data or spike data are collected from animal species, while the animal is performing a task. The LFP or spike data are then used to make various inferences regarding the task; see [1] , [2] .
Spectrum based techniques are popular in the literature. Fourier series, wavelet transform or power spectrum of the recorded signals are often used as features in the machine learning algorithms used for inference. See [1] for a review. However, the choice for such spectrum based techniques is either ad-hoc or is not well motivated.
In this paper, we propose a mathematical framework for classification of LFP signals into one of many classes or categories. The framework is of Gaussian sequence model for nonparametric estimation; see [3] and [4] . The LFP data is collected from the prefrontal cortex of a macaque monkey, while the monkey is performing a memory-based task. In this task the monkey saccades to one of The work at both Harvard and NYU was supported by the Army Research Office MURI Contract Number W911NF-16-1-0368. eight possible target locations. The goal is to predict the target location using the LFP signal. More details about the task are provided in Section 2 below.
The LFP signal is modeled as a smooth function corrupted by Gaussian noise. The smooth function is part of the LFP that is relevant to the classification problem. The classification problem is then formulated as the problem of classifying the smooth functions into one of finitely many classes (Section 3). We provide mathematical arguments to justify that using minimax function estimator for the smooth function as a feature leads to a consistent classifier (Section 4). The theory of Gaussian sequence models allows us to obtain minimax estimators and also to represent them as finite dimensional vectors (Section 5). We propose two classification algorithms based on the Gaussian sequence model framework (Section 6). The classification algorithms involve computing the Fourier series coefficients of the LFP data and then using them as features after appropriate shrinking and thresholding. The classifiers are then applied to the LFP data collected from the monkey and provides high decoding accuracy of up to 88% (Section 7). The Gaussian sequence model approach used in this paper leads to the following insights:
1. A systematic modeling of the classification problem leads to Fourier series coefficients, with shrinkage and thresholding, to be used as features for the problem (as opposed to the use of power spectrum for example). 2. Numerical results in Section 7 show that using the absolute value of the Fourier series coefficients as features results in a drop of 15% in accuracy. This suggests that phase information is crucial to the classification problem studies in this paper. The presentation here is brief due to page limitations. We refer the readers to [5] for a detailed version of this paper.
A MEMORY BASED SACCADE EXPERIMENT
An adult macaque monkey is trained to perform a memory based saccade. A single trial starts with the monkey looking at the center of a square target board; see Fig. 1 . The center is illuminated with an LED light, and the monkey is trained to fixate at the center light at the beginning of the trial. After a small delay, a target light at one of eight corners of the target board (four vertices and four side centers) is switched on. The location of the target is randomly chosen across trials. After another short delay, the target light is switched off. The switching off of the target light marks the beginning of a memory period. After some time the center light is switched off. The latter provides a cue to the monkey to saccade to the location of the target light, the location where the target was switched on before switching off. The cue also marks the end of the memory period. If the monkey correctly saccades to the target chosen for the trial, i.e., if the monkey saccades to within a small area around the target, then the trial is declared a success. Only data collected from successful trials is utilized in this paper.
LFP data are collected from electrodes embedded in the cortex of the monkey throughout the experiment. The data is collected using a 32 electrode array resulting in 32 parallel streams of LFP data. The data used in this paper has been first collected and analyzed in [2] . Further details about sampling rates, timing information, and the post-processing done on the data, can be found in [2] .
It is hypothesized that different target locations would correspond to different LFP patterns. The objective is thus to detect or predict one of eight target locations based on the LFP data after the target is switched off and before the cue, i.e., the LFP data collected during the memory period.
A NONPARAMETRIC REGRESSION FRAMEWORK FOR LFP DATA
Let Y , for ∈ {0, 1, · · · , N − 1}, represent the sampled version of the LFP waveform collected from one of the 32 channels during the memory period. We model the LFP data in a non-parametric regression framework:
Here, f : [0, 1] → R is a smooth function, and represent the part of the LFP waveform that is relevant to the classification problem. Thus, f (t) is the signal that contains information about where the monkey will saccade to out of eight possible target locations, after the cue. Also, Z
∼ N (0, 1), and correspond to neural firing data either not pertinent to the memory experiment itself, or corresponds to the experiment, but not relevant to the classification task. We model this impertinent data as noise and treat f (t) as the signal. In Fig. 2 we show a sample LFP waveform and its reconstruction using first 10 Fourier coefficients. The figure shows that a nonparametric regression framework to model the LFP data is appropriate.
We assume that f ∈ F , where F is a class of smooth functions in L2[0, 1]. Precise assumptions about F will be made later; see Section 5 below.
We hypothesize that the signal f will be different for all the eight different target locations. In fact, even if the monkey saccades to the same location over different trials, the signal f cannot be expected to be exactly the same. Thus, we assume that for target location k,
Thus, our classification problem can be stated as
Our objective is to find a classifier that maps the observed time series {Y } into one of the eight possible target locations.
CLASSIFICATION USING MINIMAX FUNCTION ESTIMATORS
LetfN be an estimator for function f based on Y0, · · · , YN−1 such that its maximum estimation error over the function class F goes to zero: sup
Here E f is the expectation with respect to the law of Y0, · · · , YN−1 when f is the true function, and
Let δmd be the minimum distance decoder:
Of course, to implement this decoder we need to know the function classes {F k } 8 k=1 . We now show that if the function classes {F k } 8 k=1 are known, then δmd(fN ), the minimum distance decoder usingfN , is consistent. In the rest of this section, we useδ to denote δmd(fN ) for brevity.
Let Pe be the worst case classification error defined by
Also, let for s > 0, the classes are separated by a distance of at least 2s, i.e.,
Then, for f ∈ F k andδ = δmd(fN ),
where the limit to zero follows from (3) . In fact, since the right most term of (6) is not a function of k and f , we have
Thus, the worst case classification error goes to zero if we use a function estimator with property (3). If we choose the minimax estimatorf * N , i.e.,f * N satisfies
then we will have the fastest rate of convergence to zero (fastest among all classifiers of this type) for the misclassification error in (7). Note further that the above consistency result is valid for any choice of function classes {F k }, as long as the classes are well separated, as in (5). This fact demonstrates a robust nature of the minimax estimator based classifier δmd(f * N )
In practice, the function classes {F k } are not known, and one has to learn them from samples of data. In machine learning, a feature is often extracted from the observations, and the feature is then used to train a classifier. The above discussion on minimax estimators suggests that if the class boundaries can be reliably learned, then a classifier based on minimax estimator and minimum distance decoder is consistent and robust. This motivates the use of minimax estimator itself as a feature. That is, given the data, use the minimax estimators to learn the class boundaries.
A typical function estimator is an infinite dimensional object, and hence it is a complicated object to choose as a feature. However, the theory of Gaussian sequence models, to be discussed next, allows us to map the minimax estimator to a finite dimensional vector (under certain assumptions on F). We use the finite-dimensional representation of the minimax estimator to learn the class boundaries and train a classifier.
GAUSSIAN SEQUENCE MODEL
In this section, discuss minimax estimation is Sololev function classes (to be defined below) using the framework of Gaussian sequence model. In the next section, we utilize the minimax estimators to obtain robust classifiers for our LFP classification problem.
Consider the problem of estimating a function f : [0, 1] → R from its noisy observation Y : [0, 1] → R in the white noise model (idealized regression model)
where W is a standard Brownian motion, and > 0. We want to choose an estimatef : [0, 1] → R to minimize
where the dependence of estimatef on the observation Y is made explicit, and also we assume that the expectation is well defined for the noise model in question.
Consider an orthonormal basis {φ k } (e.g., Fourier Series or wavelet series) in L2([0, 1]), and define
(11) where the integrals with respect to Y and W are stochastic integrals [6] . By defining
we get the Gaussian sequence model
We clearly have
providedθ is the transform off . Thus, function estimation in the white noise model and sequence estimation in the Gaussian sequence model are equivalent. One of the most remarkable observations in nonparametric estimation theory is that the estimation in the white noise model (9), the regression model (1) , and many other popular estimation problems, including density estimation and power spectrum estimation, are all fundamentally equivalent. The common thread that ties them together is the Gaussian sequence model (12). See [3] and [4] for details. For the regression problem (1), mapping to a finite Gaussian sequence model
can be similarly defined using discrete Fourier transform. Another option is to consider discrete approximation to Fourier series. In both the cases, we need to take N → ∞ to recover the exact infinite Gaussian sequence model (12).
Pinsker's Theorem
Let Θ be a compact ellipsoid in 2(N) such that 
It can be shown that a function is in the Sobolev function class Σ(α, π α C) if and only if its Fourier series coefficients {θ k } are in an ellipsoid Θ(a, C) with
Thus, finding the minimax function estimator over Σ(α, π α C) is equivalent to finding the minimax estimator over Θ(a, C) in the Gaussian sequence model. Based on the discussion above, this will also give us approximately minimax function estimators in the regression model (1) . Consider the following diagonal linear shrinkage estimator of θ,θ * = (θ * 1 ,θ * 2 , · · · ):θ *
Here, µ > 0 is a constant that is a function of the noise level and the ellipsoid parameters {a k } and C; see [3] . This estimator shrinks the observations y k by an amount 1 − a k µ if a k µ < 1, otherwise resets the observation to zero. It is linear because the amount of shrinkage used is not a function of the observations, and is defined beforehand. It is called diagonal, because the estimate of θ k depends only on y k , and not on other yj, j = k.
Theorem 5.1 (Pinsker's Theorem, [3] ) For the Gaussian sequence model (12), the linear diagonal estimatorθ * (17) is consistent, optimal among all linear estimators, and asymptotically minimax sup θ∈Θ(a,C)
provided condition (5.17) in [3] is satisfied.
Thus, to obtain the minimax function estimator, one can take the Fourier series of the observation Y , shrink the coefficients as in Pinsker's theorem, and then reconstruct a signal using the modified Fourier series coefficients. See Lemma 3.3 in [3] and the discussion surrounding it for further details. Note that the Pinsker's estimator depends on the ellipsoid parameters α, C, and {a k }. An alternative is to use blockwise James-Stein estimators, that are adaptively minimax over all ellipsoids, and hence are not a function of the ellipsoid parameters. See the detailed version of this paper [5] for mathematical statements.
CLASSIFICATION ALGORITHMS BASED ON MINIMAX ESTIMATORS
The discussion in Section 4 suggested that we should use minimax function estimator as features for our classification problem. Thus, assuming that the true function is in a Sobolev ellipsoid (15), we useθ * (Y0, · · · , YN−1) as our feature. Based on this idea, we now propose a classifier, referred to as the Pinsker's classifier in the following. Since the ellipsoid parameters are not known, we optimize over them while designing the classifiers.
1. Fix parameters: Fix T and c1, · · · , cT .
Compute FS coefficients:
Use the LFP time-series to compute T Fourier series coefficients y k .
3. Use Shrinkage: Shrink the FS coefficients by {c k } to get feature vector (c1y1, c2y2, · · · , cT yT ).
Dimensionality Reduction (optional):
For LFP data from multiple channels, use principal component analysis to project the FS coefficients from all the channels (vectorized into a single high-dimensional vector) to a P dimensional subspace.
5.
Train LDA: Train a linear discriminant analysis classifier.
6. Cross-validation: Estimate the generalization error using cross-validation. 7. Optimize free parameters: Optimize over the choice of P , T and c1, · · · , cT .
The Blockwise James-Stein classifier is similar to Pinsker's classifier, with the difference that dyadic blockwise James-Stein shrinkage is used instead of diagonal shrinkage. Again, see [5] for details.
NUMERICAL RESULTS
Both the classifiers from the previous section are applied to LFP data. We collected 736 samples of LFP data from 32 channels (each channel corresponds to a different electrode), collected across 9 recording sessions. Electrode depths were kept constant across the trials. The analysis below is based on the first 500 data points (0.5 seconds) from the memory period of total length 1000.
For Pinsker classifier, the optimal choice of parameters was found to be:
Thus, for the LFP data we analyzed, the best classification performance, of 88%, was obtained by low pass filtering the signal. For the BJS classifier, the optimal P was found to be P = 190. The BJS classifier achieved a performance of 85% but had few free parameters. Due to the adaptive minimaxity properties of the BJS estimator and few free parameters, we can expect robust performance, and hence better generalization performance, of the BJS classifier.
In Fig. 3 we have plotted target wise decoding performances of the Pinsker classifier and the BJS classifier. The horizontal axis labels from 0 to 7 correspond to eight different target locations shown in Fig. 1 . Both the classifiers have better decoding accuracy for the targets on the left. This latter phenomenon was also reported in [2] . Also shown in the figure is the performance of another classifier, where the absolute values of the Fourier series coefficients were used in the Pinsker's classifier. This causes a drop in performance to 71%. The decoding accuracy of the targets on the right also drops by a significant margin. This suggests that phase information is crucial to this decoding task, at least for the targets on the right. We note that power spectrum based techniques, popular in the literature, use absolute values of Fourier coefficients to compute power spectrum estimates.
CONCLUSIONS AND FUTURE WORK
We proposed a new framework for robust classification of local field potentials and used it to obtain Pinsker's and blockwise James-Stein classifiers to obtain high decoding performance. In another article, we will study wavelet transform based classifiers that are robust over a larger class of functions than the Sobolev classes.
