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We consider quantum-classical hybrid machine learning in which large-scale input channels remain
classical and small-scale working channels process quantum operations conditioned on classical input
data. This does not require the conversion of classical (big) data to a quantum superposed state,
in contrast to recently developed approaches for quantum machine learning. We performed optical
experiments to illustrate a single-bit universal machine, which can be extended to a large-bit circuit
for binary classification task. Our experimental machine exhibits quantum learning speed-up of
approximately 36%, as compared to the fully classical machine. In addition, it features strong
robustness against dephasing noise.
I. INTRODUCTION
Quantum machine learning (QML) has recently at-
tracted significant interests [1–6]. However, this ap-
proach is confronted with several challenges and ques-
tions, which include: is there any advantage in quantum
machine learning compared to its classical counterpart?
If so, what are the quantum effects and how do they con-
tribute to this advantage? These issues were addressed
theoretically in terms of learning performance, such as
membership query complexity [7, 8] and sample complex-
ity [9] (see Ref. [10] for the relevant summary). Vari-
ous quantum learning scenarios have also been proposed,
e.g., quantum neural networks [11, 12], quantum Boltz-
mann machine [13], and quantum reinforcement learn-
ing [14, 15].
Recent progress has been made in several specific
learning applications such as data classification [16, 17],
regression [18, 19], topological data analysis [20], and
anomaly detection [21]. One of the noteworthy areas
of research is quantum support vector machine, which
is a method to classify big quantum data [17, 22, 23].
The quantum support vector machine and its variants
exploit the quantum algorithm for solving linear equa-
tions (often called HHL, named after the inventors, Har-
row, Hassidim, and Lloyd [24]), to facilitate an expo-
nential speed-up of quantum learning. These machines
operate with the limits of restrictive stipulations [25].
For example, the HHL algorithm requires the kernel ma-
trix to be sparse. The condition number must also scale
sub-linearly with the system size. Furthermore, the ma-
chines need to be equipped with a quantum random ac-
cess memory [27, 28], where big input data are rapidly
converted and efficiently resourced to allow for quantum
superpositioning. It is challenging to realize quantum
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†Corresponding authors
random access memory without encountering a few well-
known problems. For example, the impracticality of er-
ror correction, the requirement of uniformly distributed
data over a quantum register, and the intrinsic bound of
memory latency [25, 29]. We are thus interested in an-
other QML method; namely, one that does not involve
the conversion of (big) classical input data into quantum-
superposed information [16].
In classical machine learning, a machine learner re-
ceives a finite set of sampled inputs x = x1x2 · · ·xN
(xj ∈ {0, 1} for all j = 1, . . . , N) and their labels c(x).
Here, c is a target function that the learner is supposed
to learn, which is called a concept. For the given train-
ing data {x, c(x)} and a set of hypotheses h, classical
machine learning is formally defined by the identification
of a hypothesis h which is close to the concept c [30]. In
contrast, the QML process begins with the preparation of
training data in quantum states, e.g., {|x〉 , |c(x)〉}, and
the processing of superposed states using quantum opera-
tions. However, in this instance, we consider another ap-
proach in which the input training data are not converted
to a quantum state, but the operations are processed
based on a quantum mechanical approach. We refer
to this method as the quantum-classical hybrid scheme.
This approach will be beneficial from the perspective of
quantum random access memory.
In this report, we consider a universal machine of bi-
nary classification with input and output, each consisting
of a single classical bit and an internal working channel
of a qubit, based on a hybrid approach. This is a basic
machine, with classical input channels that can be ex-
tended to an arbitrary number of bits, while its internal
working channel is maintained with a single qubit [26].
We performed optical experiments to illustrate the single-
bit universal machine functionality for a binary classifi-
cation. Our experimental machine exhibits a quantum
advantage of approximately 36% as compared to a fully
classical machine. The system also exhibits strong ro-
bustness against dephasing.
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2II. PRELIMINARIES
A. Binary classification
A simple and representative example of binary classifi-
cation is the operation of an email-filter, which classifies
incoming emails as spam and non-spam categories by re-
ferring to the labels of the emails. A single bit y is in-
troduced for each label which indicates whether an email
is spam, so that y = 0 indicates it is a spam and other-
wise, it is not. An N -bit string x = x1x2 · · ·xN is also
introduced to denote the features of an email, e.g., name,
address, date, etc. The machine is supposed to learn a
map from x to y so that the machine eventually classifies
the emails. Candidates for such a map are N -bit Boolean
functions,
x ∈ {0, 1}N → y ∈ {0, 1}. (1)
The candidate maps are called hypotheses in the lan-
guage of machine learning. The goal of machine learning
in this scenario is to find a hypothesis h that is acceptable
with a small error E as for the email filter [30, 31].
A circuit can be introduced for realizing the entire set
of hypotheses in Eq. (1). This circuit consists of an N -bit
input channel to handle the input data x and the one-bit
working channel that processes operations to realize a hy-
pothesis. The working channel runs 2N controllable gate
operations: one single-bit operation and 2N − 1 opera-
tions conditioned on the bit values xj of x = x1x2 · · ·xN .
These gate operations are supposed to be either identity
(doing nothing) or logical-not (flipping a bit). This cir-
cuit is universal since it realizes all possible (22
N
) Boolean
functions [16, 32].
It is worth mentioning that as N is increased, it will
be impractical to require 2N gates for the circuit, and
approximate answers with even smaller gates will suffice
for practical applications. The latter can be made by
excluding unlikely hypotheses based on a priori informa-
tion [33].
B. Universal single-bit feature circuit
We shall focus on a basic universal machine through-
out the paper, which we call a universal single-bit fea-
ture circuit (USFC). The USFC receives a single-bit fea-
ture x from the input channel and operates two gates
g0,1 in the internal working channel (see Fig. 1a). The
USFC thus realizes four possible deterministic tasks:
[τ.1] x → y = 0, [τ.2] x → y = x, [τ.3] x → y = 1,
and [τ.4] x → y = x ⊕ 1. The USFC is crucial for its
generalization, noting that the latter exhibits a quantum
speed-up that is more than quadratic [16], that extends
the classical input channels to an arbitrary number of bits
and maintains the internal working channel with a sin-
gle qubit. In addition, the analysis of USFC can provide
some intuition to speed-up learning (see Appendix A).
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FIG. 1: The binary classification circuits. a. We con-
sider a reversible circuit that consists of two types of channels:
one deals with N -bit classical input data and the other pro-
vides a working bit. This circuit runs 2N gate operations to
realize all possible N -bit Boolean functions: one single-bit op-
eration and 2N − 1 operations conditioned by the bits xj of
x. These gate operations are supposed to be either identity
(1 ) or logical-not (X). Note that such a circuit can real-
ize all possible (22
N
) binary classification functions [32]. We
focus on the basic machine of single-bit circuit, referred to
as the universal single-feature circuit. b. Here, we consider
two versions of the basic circuits: one is the classical circuit
that operates the probabilistic operations, and the other is the
quantum circuit that operates the unitary operations utilizing
quantum interference.
Since the generalization is made by increasing the classi-
cal bits and it is experimentally feasible, the realization
of the USFC is central to this work.
USFC learning is performed as described in this sec-
tion for a given target task, which is represented by one of
[τ .1]-[τ .4] if it is deterministic or by a conditional prob-
ability Prτ (y|x) if it is probabilistic. Input data that are
transmitted through the classical channels remaining un-
altered. They condition the operations to be performed
in the working channel. The initial signal in the work-
ing channel is successively flipped as it passes through
the two gates gk (k = 0, 1) with g1 conditional on the
input bit. A measurement is performed at the end of the
working channel. The measurement outcome is used to
evaluate how close the current circuit is to the target c,
and the gates gk (k = 0, 1) are adjusted based on the
evaluation in the interim. Here, the learning control of
gk is assumed to be made based on the probability, which
we refer to as the gate-adopting preference,
Pr(gk → 1 ) and Pr(gk → X) = 1− Pr(gk → 1 ), (2)
3which are the probabilities that the gate gk operates the
identity 1 and the logical-not X, respectively. Such prob-
abilistic operations can offer practical advantages in a
heuristic manner [30, 34].
We introduce the classical and quantum machines of
USFC for comparison. Noting that the input channels
are classical for both types of machines [16], by the clas-
sical USFC (cUSFC) we mean the classical realization
of the working channel; the working input α is a binary
number that is initially defined as α = 0, and the gates
gk (k = 0, 1) run randomly (1 or X) with probabilities
given in Eq. (2). The operations gk (k = 0, 1) are rep-
resented by a stochastic evolution matrix in the basis of
classical bits:(
Pr(gk → 1 ) Pr(gk → X)
Pr(gk → X) Pr(gk → 1 )
)
, (3)
where the gate-adopting preferences are written as the
transition probabilities. On the other hand, the quan-
tum USFC (qUSFC) works with the quantum working
channel and unitary gate operations. The channel is as-
sumed to be initially in a quantum state |α〉 = |0〉, where
{|0〉 , |1〉} is the computational basis of a qubit. The gate
operations are represented in the computational basis as:( √
Pr(gk → 1 ) eiφk
√
Pr(gk → X)
e−iφk
√
Pr(gk → X) −
√
Pr(gk → 1 )
)
, (4)
which involves the intrinsic probabilistic nature. Thus,
both types of cUSFC and qUSFC are treated on equal
footing, disregarding the quantum phases. In this way,
we single out the quantum phases φ0,1 and their roles
in machine learning, and expect that they are engaged
in quantum interference between two operations (as de-
picted in Fig. 1b) [16].
C. Quantum learning speed-up
In this subsection, we briefly review the results in
Ref. [16]. The error E = 1 − F of the learning is an-
alyzed with the task fidelity F that indicates how close a
circuit performs the desired task. The task fidelity F is
defined by:
F =
(∏
x
∑
y
√
Pr(y|x)Prτ (y|x)
)1/2N
, (5)
where Pr(y|x) is the conditional probability that the ma-
chine learner produces y for given x at a certain stage of
learning, and Prτ (y|x) are the target probabilities that
a given task determines, as in Refs. [16, 35]. Then we
obtain the difference of the quantum and classical task
fidelities for N = 1 as
F 4Q − F 4C = Λ cos ∆, (6)
where
Λ = 2Pr(g0 → 1 )
√ ∏
k=0,1
Pr(gk → 1 )Pr(gk → X),
∆ = |φ1 − φ0| . (7)
The subscripts C and Q denote classical and quantum,
respectively. Here, Eq. (6) is obtained for [τ.1] with
{Prτ (0|0) = 1,Prτ (0|1) = 1}, while similar results are
obtained for the other tasks [τ.2]-[τ.4] [16].
The principal implication of Eq. (6) is the expansion of
regions for the approximate hypotheses to the given tar-
get task by appropriately choosing the quantum phases
φ0,1. A wider region of the approximate hypotheses im-
plies that it is easier for the machine to find one of them
in the entire hypothesis space. Here, the approximate hy-
potheses for the target task are defined by the condition
E = 1−F ≤ t where t is an error tolerance. Note that
these implications originate from quantum superposition-
ing [16]. It is thus crucial to appropriately choose the
quantum phases φ0,1 for the speed-up of qUSFC learn-
ing. One could offset the advantage Λ in Eq. (6) with
cos ∆ = 0 and even transform it to a disadvantage with
cos ∆ = −1. Similar behavior is found for the different
phases of the tasks [τ.2]-[τ.4]. The quantum learning
speed-up is more pronounced with an N -bit circuit by
using the coherence of all 2N unitary gates (see Ref. [16]
for more details).
III. EXPERIMENT WITH HERALDED SINGLE
PHOTONS
A. Linear-optical settings for USFC learning
Given the classical input data x ∈ {0, 1}, the USFC
can be realized in a linear-optical platform with single
photons as the working bit α, as shown in Fig. 2. The or-
thogonal polarization of a single photon in free space con-
stitute the basis for the bit; horizontally (H) or vertically
(V ) polarized single photon represents the bit 0 or 1 in
the working channel. In our experiment, the working in-
put α = 0 (i.e., H-polarized single photon) is prepared by
a heralded single-photon generation scheme. We pumped
a periodically poled KTiOPO4 (PPKTP) crystal of a
length 10 mm with a continuous wave pump laser at a
wavelength 401.5 nm (MDL-III-400, CNI). Pairs of or-
thogonally polarized photons at 799.2 nm and 803.5 nm
with a FWHM of 6.7 nm and 5.0 nm are produced in
the same spatial mode via phase-matching for collinear
type-II spontaneous parametric down-conversion. The
photon pairs are divided using a polarization beam split-
ter (PBS) placed after the 750 nm long pass filter (LPF).
The reflected V -polarized photon is directly measured
in the idler mode by an avalanche photodiode (APD,
SPCM-AQR-15, PerkinElmer), whereas the transmitted
H-polarized photon is sent to the working channel of the
USFC circuit and measured by the APDs at the end of
4agents : 
differential weight : 
crossover probability : 
DE 
parameters
CW LASER
401.5 nm
PPKTP
g0 g1
a. cUSFC setting
LPF HWP QWP APDPBS
PPKTP
CW LASER
401.5 nm
gˆ0 gˆ1
b. qUSFC setting
Differential
Evolution
Feedback 
controller
Differential
Evolution
Feedback 
controller
x
y
y
x
Classical-bit working channel
Qubit working channel
M = 10
W = 0.62
Cr = 0.76
FIG. 2: Schematic view of our experimental setups.
We design two versions of USFC learning experiments (i.e., a
classical and b quantum) in the linear-optical regime, where
single-photon polarizations, i.e., horizontal (H) and vertical
(V ), are used as single-bit information carriers of the work-
ing channel. In quantum USFC learning, the quantum su-
perposition effects involved in single-photon polarization are
exploited. On the other hand, in classical USFC learning, the
quantum superposition of photon polarization is completely
destroyed when passing through the polarization beam split-
ter (PBS) placed between g0 and g1. In our experiments,
differential evolution (DE) [37] is employed as a learning al-
gorithm.
the circuit. We post-select only the cases when coin-
cidence detection occurs between the idler and working
channel after synchronization of the arrival times of the
two optical paths. This allows us to exclude the cases
where the photon in the working channel is lost, e.g., loss
in the optics and detectors. Coincidence detection in our
experiment is analyzed using a field-programmable gate
array (FPGA, PXI-7841R, National Instruments) with a
clock speed of 40 MHz.
The gate operations g0 and g1 are expected to vary
the polarization of a single photon in the working chan-
nel. This is achieved in a controlled manner by choosing
appropriate angles for the optic axis of birefringent crys-
tals, e.g., half or quarter wave plates (HWP or QWP),
through which the initial H-polarized photon is transmit-
ted. Specifically, we implement the gate operation g0 us-
ing a stack of crystals, HWP(ϑ0)-QWP(ϕ0)-QWP(pi/4).
Here, ϑ0 and ϕ0 denote the angles between the horizontal
axis and the fast axes of the first two wave-plates to be
controlled, and the last one is fixed with an angle of pi/4.
The gate g1, on the other hand, is realized using a single
plate, HWP(ϑ1) with ϑ1. These hands-on rotation angles
handle the gate-adopting preferences such that [36]:
Pr(g0 → 1 ) = cos2
(
2ϑ0 − ϕ0 − pi
4
)
,
Pr(g1 → 1 ) = cos2 2ϑ1,
∆ = 2ϕ0 +
pi
2
. (8)
The USFC is also equipped with a feedback controller,
which is responsible for the learning; the feedback con-
troller updates the angles with no a priori knowledge.
Using such a setting, the USFC is expected to iden-
tify a set of (say, optimal) angles so that it eventually
becomes a realization of the desired task. To this end,
the change in polarization is measured at the end, and a
number of the identical measurement for single-photon
inputs are made to yield the probability distribution.
Consequently, this result in the examination of the error
E. Over several repetitions of such an ensemble mea-
surement, the updates of the angles are made until the
measured E becomes lower than the error tolerance t.
We finally examine how many repetitions (iterations) of
the ensemble measurements are required for the USFC to
be optimal. This number is the key quantity in this work
which determines the speed of machine learning. The
setup described above also applies to cUSFC learning,
but with an additional PBS inserted between the gates g0
and g1. The superposed state of the orthogonally polar-
ized photons is collapsed to be either H- or V -polarized
single-photon states, so that there is no quantum co-
herence involved. Apart from this, we apply the same
scheme of measurement and feedback controller. Such
a scheme for cUSFC learning leads to the same perfor-
mance that would be obtained for the coherent state of
light as the classical bit for the working channel.
B. Learning algorithm
As the learning algorithm, we employ differential evo-
lution (DE) which is known as one of the efficient global
optimization methods [37]. Our DE model considers M
agents, and thus M gate-adapting preference vectors:
pi =
(
Pr(g0 → 1 ),Pr(g1 → 1 )
)T
i
(i = 1, 2, . . . ,M), (9)
each of which characterizes one USFC as a candidate,
i.e., pi ↔ USFCi. Here the task fidelity F is used as a
criterion that indicates how well the USFCi performs the
target task (for the detailed method, see Appendix B.1).
In such settings, the vectors pi are expected to evolve
by ‘mating’ their gate-adopting preferences. Therefore,
the following aspect is commonly expected for both the
classical and quantum cases; the USFC vectors pi be-
come closer together and move towards the exact solu-
tion point psol. However, the theory predicts that the
5FIG. 3: Learning evolution of USFC. Experimental task fidelity F as a function of the iteration n. Contour plots show, for
a selected trial, the evolution of the training USFC points in the parameter space of Pr(g0 → 1 ) and Pr(g1 → 1 ) as the learning
(iteration) progresses. Here, M = 10. The red line in the contour plot indicates the boundary of F = 0.99 (or t = 0.01).
vectors pi converge faster toward the solution point for
qUSFC than cUSFC.
The experiments are performed using the DE algo-
rithm. In the experiments, we assume the target is a
constant function f(x) = 0 (x = 0, 1). Here, M = 10
and t = 0.01 are chosen for both cUSFC and qUSFC.
We set ∆ = 0 in the case of qUSFC to maximize the
contrast between cUSFC and qUSFC. Here, we define an
experimental quantity F , such that
F˜ = 4
√(
Ls(0)
Ltotal
)(
Ls(1)
Ltotal
)
, (10)
where Ls(x) denotes the number of successful measure-
ment outputs matched to the target for a given x, and
Ltotal denotes the total number of coincidence counts.
We set Ltotal = 10
5 in our experiments. The obtained
data are in a good agreement with our theoretical pre-
dictions and display the evolutionary behavior expected,
as shown in Fig. 3. Here, note that the pre-settable DE
parameters were chosen to maximize the efficiency of the
cUSFC learning. This is understood as a penalty on the
qUSFC. The advantage of qUSFC is better defined with
this given handicap (for details, see Appendix B.2).
C. Learning probability
For statistical analysis, we repeat the experiments
many times. The results are summarized in Fig. 4.
Firstly, we present the learning probability P (n), which
is defined as the probability of completing the learning
process before a certain iteration n [38]. The experi-
ments are done for M = 10 and t = 0.01. The tar-
get is f(x) = 0 (x = 0, 1). Here, qUSFC learning is
performed for different ∆ settings in order to maximize
(∆ = 0) or eliminate (∆ = pi2 ) the quantum advantages
[see Eq. (6)]. In addition, by noting that the appropri-
ate choice of ∆ depends on the target task, we consider
a “target-independent” approach for the ∆-setting, i.e.,
∆TI = pi
(
Pr(g0 → 1 ) − Pr(g1 → 1 )
)
. There is no need
for a priori knowledge about the target and a ∆ setting
is not required in advance. Choosing such a ∆TI value
makes the comparison between the classical and quan-
tum cases as fair as possible, and more importantly, it is
desirable for practical implementation. After the experi-
ments are completed, P (n) is characterized in each case
with the average number of iterations, say nc, required to
complete learning (see Fig. 4a). We find that the qUSFC
shows a faster learning convergence (' 36% speed-up) as
compared to cUSFC. Note that nearly the same degree
of learning speed-up can be achieved for both ∆ = 0 and
∆TI . We did not observe a speed-up for ∆ =
pi
2 (see
Fig. 4b). For each case, we perform the learning trials
200 times.
D. Decoherence effect in qUSFC learning
We also investigate the effect of decoherence on qUSFC
learning. For this purpose, we assume that the qubits
passing through the gate operations decohere (decay of
the off-diagonal elements in the density matrix, say, ρˆ0)
at a rate of γ ∈ [0, 1] (see Fig. 5a). The decoherence
results in the damage of the quantum advantage factor
Λ in Eq. (6), is given by:
Λ→ Λ˜ = (1− γ)Λ. (11)
This implies that the qUSFC would not be able to fully
exploit the quantum advantage. The experiments are
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FIG. 4: Experimental results for cUSFC and qUSFC learning. a. Here, the qUSFC learning experiments are performed
with three ∆-settings: ∆ = 0, pi
2
, and ∆TI . The error tolerance t is set to 0.01. The data are created by counting the cases
in which learning is completed before a certain iteration n, by sampling 200 trials of the learning experiments. We present the
learning probabilities P (n) by fitting the counting data (red points). The data are well fitted (blue lines) by the integrated
Gaussian
∫ n
−∞ dn
′ρ(n′), where ρ(n) = 1√
2piσn
exp
(
− (n−nc)2
2σn
)
. Here, we also depict ρ(n) (green lines). b. The average number
of iteration nc, the center position of ρ(n), is compared for qUSFC and cUSFC. Here, the blue (red) bar represents the 95(99)%
statistical confidence interval. Our results show quantum learning speed-up of ' 36% for both ∆ = 0 and ∆TI . All the
experimental data are in good agreement with our analytical predictions.
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FIG. 5: Decoherence effects in qUSFC learning. a.
We assume that decoherence occurs between g0 and g1. b.
The experiments are performed for ∆ = 0. The experimental
values of nc (red solid circles) are shown together with nu-
merically simulated data (green dotted). 100 learning trials
were used for each decay rate of γ. The blue line is for the
classical approach.
performed for ∆ = 0 by sampling 100 learning trials for
each decay rate of γ. The decoherence process is operated
in our experiment by setting the relative phases of the
states to either 0 or as pi (a phase flip) randomly with a
weight of 1−γ/2 or γ/2. The results are shown in Fig. 5b,
where the average number of iterations, nc, increases as
(1 − γ) tends to 0. However, the qUSFC maintains the
learning speed-up unless the quantum superposition is
completely destroyed. Note that the quantum learning
speed-up persists by an arbitrary degree of the coherence.
In the worst case, i.e., fully decohered case, the learning
of qUSFC is identical to that of cUSFC.
IV. REMARKS
We proposed a quantum-classical hybrid scheme for
machine learning in which the classical input data are
unaltered and a small quantum working channel is em-
ployed. In particular, we employed the single-bit univer-
sal circuit, which can be extended to a large N -bit circuit
of learning. We experimentally demonstrated quantum
speed-up of approximately 36% for learning using the
single-bit universal circuit. We explained that the speed-
up originates from quantum interference and the exten-
sion of the regions for approximate hypotheses; the ex-
tended region makes it easier to identify an approximate
solution in the entire hypothesis space [16]. We showed
that the quantum speed-up persists even in the presence
of the dephasing noise before the quantum coherence is
completely destroyed. The strong robustness against the
dephasing noise is understood to be a remarkable fea-
ture of our hybrid machine learning. It is expected that
this hybrid method will yield practical applications that
exploit conventional classical techniques.
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Appendix A: Primitive strategy for general N-bit
data classification
Here, we introduce a naive strategy for N -bit binary
classification learning, which consists of a USFC module
and a training system. The USFC module is equipped
with controllable preparation and measurement devices.
The training system includes the learning algorithm (e.g.,
differential evolution in our case) and 2N−1 classical
memory blocks, each of which stores the correspond-
ing gate-adopting preferences (see Fig. 6a). In such a
setting, the learning proceeds as follows. Firstly, a su-
pervisor (or a server) provides a set of training inputs
x = xNxN−1 · · ·x1 and targets Tx ∈ {0, 1}. The training
system initializes and arranges the gate-adopting prefer-
ences in the classical memory blocks. Then, by iterating
the following [A.1]-[A.2], the USFC module optimizes
all 2N−1 sets of the gate-adopting preferences.
[A.1] — For an input x = xNxN−1 · · ·x1 entering the
USFC, the training system calls the gate-adopting
preferences
(
Pr(g0 → 1 ),Pr(g1 → 1 )
)
j
stored in
the j-th memory block, say Rj. Here, the memory
index j is identified by the data bits of the input
features xNxN−1 · · ·x2, except for the last one x1,
i.e., j = xNxN−1 . . . x2.
[A.2] — Then, USFC learning is performed with the
single-feature input x1. In this learning process,
the input α and the measurement target τ of the
working channel are determined according to:
α =
{
0 if j = 00 . . . 0,
Tj⊕(−0...01),x1 ∈ {0, 1} if j 6= 00 . . . 0, (A1)
and τ = Tj,x1 ∈ {0, 1}.
After completion of learning, the entire N -bit classifica-
tion circuit can be constructed, recursively, with 2N−1
different USFC modules, each of which is obtained based
on the optimized gate-adopting preferences in Rj.
As a simple example, let us consider the two-bit feature
(N = 2) binary classification learning, where the training
input x = x2x1 ∈ {00, 01, 10, 11} and target Tx2x1 ∈
{0, 1} are provided. In this case, the training system uses
two classical memory blocks Rj (here, j = x2 ∈ {0, 1}).
USFC learning is performed with the last bit x1 of the
input x. The working input α and the single-bit target
τ are selected using [A.2], i.e.,
if x2 = 0
{
α = 0,
τ = T0x1 ,
and, if x2 = 1
{
α = T0x1 ,
τ = T1x1 .
(A2)
a. Primitive learning by a USFC module 
=
x1
α
x2
Example 1: two-bit feature circuit
x3
x1
x2
α
Example 2: three-bit feature circuit
b. Recursive construction of N-bit classification circuit
Optimized memory
R0 R1 R00 R01 R10 R11
Optimized memory
Training 
system
A USFC module
Training data
Interpretation 
machine
x = xNxN−1 · · ·x1
...
Classical memory
Learning algorithm
control 
parameters
gate-adopting
probabilities
x1
g0 g1α
Memory # : xN xN-1 ... x2
Interpretation machine
Interpretation 
machine
FIG. 6: Schematic view of the primitive strategy for larger
N . a. Basic structure: a single USFC and training system are
casted. The training system includes the learning algorithm
and 2N−1 memory blocks. b. After completion of learning,
the entire N-bit classification circuit can be constructed.
After learning is completed for all the memory blocks,
the two-bit classification circuit can be constructed with
the optimized gate-adopting preferences in R0 and R1,
as shown in Fig. 6b. One can see how such a primitive
strategy works for higher N -bit training data.
Now, we indicate that the quantum learning speed-up
of the qUSFC described in this work can be generalized
to the case of larger N by means of the primitive learning
strategy described in the preceding section. Roughly, the
overall learning time would be 2N−1TC and 2N−1TQ for
an arbitrary N , where TC and TQ are the learning time
for the cUSFC and qUSFC, respectively (here, TC > TQ).
We clarify here that achieving quantum learning speed-
up in this manner would be the worst-case scenario. In
other words, the quantum learning speed-up analyzed by a
single USFC would be the lower bound for arbitrary N -bit
binary classification learning. Actually, such a speed-up
is attributable to the quantum coherence of the two dif-
ferent unitary gates involved only in a single qUSFC. If
the coherence of all 2N unitary gates is used without any
intermediate measurements between the different qUS-
FCs, the degree of quantum learning speed-up will be
even more pronounced (for details, see our previous the-
oretical results in Ref. [16]).
8Appendix B: Differential evolution
1. Method
One of the most important aspects of machine learning
is the choice of the learning algorithm since the efficiency
of learning strongly depends on the algorithm. In this
work, we choose differential evolution (DE), which is one
of the most efficient global optimization methods [37].
By employing the DE algorithm, we first prepare M gate-
adopting preference vectors as candidates: pi = (p0, p1)
T
for i = 1, 2, · · · ,M , where p0 and p1 denote Pr(g0 → 1 )
and Pr(g1 → 1 ), respectively. They are chosen initially
at random and saved in the classical memory of the train-
ing system. We then implement differential evolution as
follows:
Step 1. — For each USFCi, we generate M mutant vec-
tors νi = (ν0, ν1)
T
i , according to
νi = pa +W (pb − pc) , (B1)
where pa, pb, and pc are randomly chosen for
a, b, c ∈ {1, 2, · · · ,M}. These three vectors are
chosen to be different from each other; hence, it
is necessary that M ≥ 3. The free parameter W ,
which is called the differential weight, is a real and
constant number.
Step 2. — Subsequently, all M parameter vectors pi =
(p0, p1)
T
i are reformed to trial vectors ti = (t0, t1)
T
i
by the following rule: For each j ∈ {0, 1},{
tj ← pj if rj > Cr,
tj ← νj otherwise, (B2)
where rj ∈ [0, 1] is a random number and the
crossover rate Cr is another free parameter which
lies between 0 and 1. Note that W and Cr are set
to achieve the best learning efficiency.
Step 3. — Finally, ti is taken for the next iteration if
the newly updated USFCi from ti yields a higher
fitness value than the previous one from pi; if not,
pi is retained. Here, the fitness is defined as the
task fidelity F . While evaluating the M fitness val-
ues, the training system records the best Fbest and
pbest in the classical memory.
Steps 1-3 described above are repeated until Fbest is
maximized. Ideally, our DE algorithm is supposed to
find pbest that yields Fbest ' 1− t.
2. Setting of the free parameters W and Cr
In most machine learning algorithms, it is very impor-
tant to set the learning parameters because the learning
efficiency strongly depends on the chosen parameter val-
ues. In our case, the parameters W and Cr are chosen
to maximize the learning efficiency and we are free to
use pre-established data or empirical knowledge without
any specific rules [37]. Thus, in this case, we construct a
priori data, which are used to set the free parameter val-
ues W and Cr by performing the numerical simulations.
The simulations are performed for cUSFC and qUSFC
by varying W (from 0 to 2) and Cr (from 0 to 1), with
1000 learning trials. In the case of qUSFC learning, we
consider three different ∆ settings: ∆ = 0, ∆ = pi2 , and
∆TI = pi
(
Pr(g0 → 1 ) − Pr(g1 → 1 )
)
. Figure 7 shows
the results, where the average iteration number nc re-
quired to complete learning is depicted as density plots
in the plane of (W , Cr), and the optimized parameter val-
ues that exhibit the best learning efficiency are found in
each case. The number of instances of failed (i.e., uncon-
verged) learning up to 100 evolution steps is also deter-
mined. By observing these results, we choose W and Cr
that optimize the cUSFC learning (not of qUSFC learn-
ing). Such a choice might be considered as a penalty for
qUSFC learning, because the learning efficiency strongly
depends on the parameters of the algorithm. Neverthe-
less, qUSFC learning is shown to be faster and thus over-
comes this limitation (see our main manuscript).
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