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Abstract
The 3D Morphable Face Model (3DMM)[1] has been used for over a decade for
creating 3D models from single images of faces. This model is based on a PCA
model of the 3D shape and texture generated from a limited number of 3D scans.
The goal of tting a 3DMM to an image is to nd the model coecients, the
lighting and other imaging variables from which we can remodel that image as
accurately as possible. These coecients can without further processing be used
in verication and recognition experiments.
In this paper, we investigate the potential benets of using multiple images
from the same person to t a 3DMM. Lighting and imaging variables can dier
from image to image, but the PCA coecients will remain the same, assuming
no change in expression between the images. We expect using multiple images
could result in a more accurate t.
A standard 3DMM tting algorithm uses a two-part cost function. The rst
part is a pixel-wise error function describing the dierence between the modelled
image and the target image. The second part is for regularization to prevent over-
tting the 3DMM. The coecients of a PCA model have a Gaussian distribution
with a mean of zero and add therefore a prior to the overall cost function. On
one hand the regularization prevents generating unlikely faces, based on the PCA
model, by pulling the tted coecients to the mean. On the other hand it re-
duces the between class variability by pulling coecients to the mean. However,
the inuence of this regularization can be controlled by a single scalar relating
the cost of the pixel errors to the prior information.
1 Introduction
State-of-the-art face recognition is based on comparing 2D images. Unlike what TV
series like CSI would have us believe, forensic scientists currently take only a single
frame from a video on which they search for a comparison with a suspect. However,
face recognition based on 2D images suers from noisy registration, dicult illumina-
tion conditions and variation in expression. Therefore, in the Person Verication 3D
project we aim to reconstruct a 3D model of a face based on an image sequence from
uncalibrated cameras.
The 3D Morphable Face Model (3DMM) provides a method to generate a 3D recon-
struction of a face based on a single image. The 3DMM uses a 3D shape and texture
model of faces and using a Phong lighting model and a perspective projection it is
able to project that 3D model onto a 2D image. In an analysis by synthesis loop the
variables of the model, the lighting and the projection are optimized by using a cost
function to minimize the dierence between a target image and the image that is gen-
erated by the illumination and projection of the model. In PV3D, we want to apply
the Morphable Model to multiple images from the same person.
This paper is organized as follows. Section gives 2 a detailed explanation of the
3DMM and the tting procedure is given. In section 3, the experiments and the results
are given. In the nal section, the results are discussed.
2 Methods
2.1 The basic Morphable Model
The morphable face model is based on a vector space representation of both the shape
and the texture of faces. The shape vector contains a xed number of Cartesian coor-
dinates of vertices: S = (x1; y1; z1; : : : ; xn; yn; zn)
T and the texture vector contains the
corresponding RGB values: T = (R1; G1; B1; R2; : : : ; Rn; Gn; Bn)
T . These shape and
texture vectors from various faces are aligned using a modied optical ow algorithm[2].
This modied optical ow algorithm gives two important outcomes. The rst one is
that every recorded face has the same number of vertices. The second one is that
landmarks such as the tip of the nose and the middle of each eye have the same index
in the shape vector.
Principle Component Analysis is performed on the aligned vectors Si (shape) and Ti
(texture) of m example faces i = 1 : : :m. The possible correlation between shape and
texture data is ignored. The eigenvectors of the covariance matrix of S and T form an
orthogonal basis:
Si = s+
m 1X
j=1
j;i  sj; T = t+
m 1X
j=1
j;i  tj (1)
where s and t denote the mean shape and texture, and si and ti denote the eigen-
vectors. The probabilities of shape and texture are Gaussian:
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where CS and CT denote the covariance matrices of T and S. The probabilities of
shape and texture, after PCA, are given by their variables (;):
p(S  s)  e 
1
2
P
i
2i
2
S;i ; p(T  t)  e 
1
2
P
i
2i
2
T;i (3)
in which 2S;i and 
2
T;i are the eigenvalues of CS and CT respectively. The PCA
model can be constructed using an aligned training set which should be representative
of the target population and the modied optical ow algorithm. We used the Basel
Face Model [3]. This model was constructed based on face scans of 100 females and 100
males, most of them European. The age of the persons was between 8 and 62 years.
The faces were parameterized as triangular meshes with Nv = 53490 vertices. The 200
faces result in a PCA model that has 199 eigenvectors for both shape and texture.
An image of a face can be rendered by projecting the 3D shape to a 2D image
frame. First, a rigid transformation maps the object-centered coordinates, S, to a
position relative to the camera in world coordinates:
W = RxRyRzS+ tw11Nv (4)
where Rx;Ry and Rz denote the rotation matrices and tw a translation in 3D.
After the rigid transformation a perspective projection maps a vertex i to the image
plane in (xi; yi):
xi = tx + f
W1;i
W3;i
yi = ty + f
W2;i
W3;i
(5)
If the distance of the face to the camera is large compared to the depth of the face
then for numerical stability it is better to use a weak perspective projection. In this
case W3;i can be considered constant:
xi = tx + efW1;i yi = ty + efW2;i (6)
The albedo of the face is illuminated using the Phong reectance model [4] that
accounts for the diuse lighting and the specular reection on a surface. Since in-
put images may vary signicantly with respect to the overall tone of color, a color
transformation is applied. In this form the 3DMM has a total of 422 variables.
The illumination of the texture Tr(k) (red channel) is given by:
Lr(k) = Tr(k)  Lr;amb + Tr(k)  Lr;dir  hnk; li+ s  Lr;dir hrk; v^ki ; (7)
where k is the vertex index, s is the specular reectance,  the shininess or angular
distribution of the specular reections, v^k the viewing direction, rk the direction of
maximum specular reection, nk the normal of the vertex and l the lighting directions.
Shadows can be calculated using a two-pass z-buer algorithm and incorporated in
Lr;dir making the directional light intensity vertex dependent (Lr;dir(k)). If a vertex
is not visible from the viewpoint of the lighting source, the directional light intensity
Lr;dir equals zero.
A color correction is applied to the illuminated albedo to be able to handle a variety
of color images. The overall luminance L(k) of a colored point is:
L(k) = 0:3  Lr(k) + 0:59  Lg(k) + 0:11  Lb(k) (8)
The color-corrected vertex color is now given by:
Ir(k) = gr  (cLr(k) + (1  c)L(k)) + or (9)
Ig(k) = gg  (cLg(k) + (1  c)L(k)) + og (10)
Ib(k) = gb  (cLb(k) + (1  c)L(k)) + ob (11)
with gr, gg and gb the gains of the color channels, and or, og and ob the osets of
the color channels and c the color contrast.
2.2 Fitting a Morphable Model
In the previous section, we described the synthesis of an image based on a Morphable
Model. In this section, we will describe the analysis by synthesis loop that is used to
nd the variables (;) given an input image. Let us denote the input image as I,
the modeled image as Im(;;). The vector  contains all the imaging parameters.
The goal of tting can now be stated as nding the vectors ,  and  that minimize
the squared distance between the modelled and input image:
;; = arg min
;;
X
8k
kIm(k;;;)  I(xk; yk)k2 (12)
199 shape, 199 texture, 3 pose angles, 3 3D translation, 2 2D translation, 1 focal length, 3 ambient
light intensities, 3 directed light intensities, 2 angles of directed light, 1 surface coecient of specular
reection, 1 shininess coecient, 1 color contrast, 3 gains and 3 osets of color channels
The 2D locations (xk, yk) in the previous equation are determined by the location
of the vertex k, which is determined by .
Stochastic Newton Optimization [5], [6] or Levenberg-Marquardt optimization [7]
can be used to minimize this cost function. To prevent overtting, it also takes into
account the prior probability of the shape and texture given in equation 3:
E = arg min
;;
1
2I
X
8k
kIm(k;;;)  I(xk; yk)k2 +
X
8i
2i
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+
X
8i
2i
2T;i
(13)
with 2I the variance of the Gaussian noise in the input image I(xk; yk). This
variance is, in general, unknown.
2.3 Initialization
The tting algorithm needs a good initial guess before it can start minimizing the error
function, otherwise it will not be able to nd a suitable t. This initial guess can be
found by aligning the average face shape with the input face. This can be achieved
by automatically or manually nding landmarks in the input image and align them
with the same landmarks in the average face. The positions of the 2D landmarks of an
input image are stored in xl;i; yl;i and their 3D locations on the Morphable Model are
Xl;i; Yl;i; Zl;i. The cost function is then
di =
24 f 0 00 f 0
0 0 0
350@RxRyRz
24 Xl;iYl;i
Zl;i
35+ tw
1A+
24 txty
0
35 
24 xl;iyl;i
0
35 (14)
E = arg min
Rx;Ry;Rz;f;tw;tx;ty
X
8i
dTi di (15)
There are 9 projection variables involved: focal length (1), 3D rotation (3), 3D
translation (3) and 2D translation (2). This means that at least 5 landmarks have to
be known. Each landmark gives us a 2D point, and therefore two equations. To make
the system overdetermined, it is better to identify even more locations of landmarks.
The Farkas landmarks are used because their positions in the Basel Face Model are
already known.
2.4 Morphable Models applied to multiple images
In the previous section, we explained the procedure to t a morphable model to a
single image. In this section, we will discuss two methods for tting morphable models
to multiple images. For clarity and brevity we will only discuss extending the tting
procedure to two images, but it can easily be seen how it can be applied to more than
two images.
The rst method is based on averaging the found variables of two independent
tting outcomes. Let us denote the found variables for shape and texture of the rst
image as 1 and 1 and for the second image as 2 and 2. The morphable model of
the combination is then given by:
 =
1 +2
2
 =
1 + 2
2
(16)
The second method is based on tting the model to the two images simultaneously.
We assume that the variables ,  are the same and that only the other variables
(like the lighting and the projection) vary. The cost function from equation 13 now
becomes:
E = arg min
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2.5 Regularization of Morphable Models
The variance (2I ) of the noise in the target image in equation 13 is - in general -
unknown, but serves as a tradeo between the pixel errors and the prior knowledge
about  and . A high variance will put greater emphasis on the prior knowledge and
pull the modelled face towards the mean face, which decreases between-class variability.
A low value of the variance will put more emphasis on the pixel error and can generate
faces that are less likely based on the PCA model which results in an increased within-
class variability.
3 Experiments and Results
3.1 FRGC
The experiments were performed on the FRGCv2 database. A subset of the FRGCv2
Spring 2004 set was used, which contained 4 frontal color images per person for 64
subjects under controlled lighting conditions. The expression is neutral or smiling and
the average distance between the eyes is 250 pixels. An example image from the set is
given in gure 1.
(a) Original image (b) Morphable Model projected
on original image
Figure 1: Example from dataset
The results in the following subsections are obtained using a verication experi-
ment. For every image in the set we make a Morphable Model and thus we obtain
the shape and texture parameters for a specic image. We only t 60 shape and 60
Table 1: EER and distance to mean as function of regularization values
Reg. factor EER (%) Dist. to mean (%)
25 15.6 4.48
50 9 3.36
100 4.76 1.63
200 3.17 0.82
300 3.17 0.6
500 3.17 0.47
700 3.17 0.43
1000 3.03 0.42
2500 3.28 0.4
10000 4.8 0.3
20000 6.81 0.26
40000 7.3 0.25
texture parameters, since adding more eigenvectors did not result in an improved per-
formance. The parameters are concatenated in a single vector and this vector can then
be compared to the parameters of another image in the set using the cosine distance
measure.
3.2 Regularization
We tested the inuence of regularization on the overall performance by tting mor-
phable models to single images with varying regularizations. Table 1 shows the 4results
of the EER as function on the regularization parameter, along with the average 3D
distance to the mean face shape (as a percentage of the depth of this mean face shape).
This clearly shows that for a low regularization factor, when there is less emphasis on
the prior knowledge, the performance in terms of the EER drops signicantly. Also,
if the regularization factor is high and the shape and texture are pulled towards the
means of shape and texture, the performance drops. Fortunately there is a large range
of regularization values in which the performance with respect to this regularization
value is optimum and constant.
3.3 Shape versus texture
Both shape and texture can be regarded as separate features or modalities. It is
interesting to know what are the individual contributions of the shape and texture to
the overall performance. Figure 2 shows the EER as function of the number of PCA
features used for calculating the cosine distance for the shape, the texture and the
combination of shape and texture.
The performance of shape+texture is almost fully determined by the performance
of the texture. The lowest EER based on only the shape is 27%. Based on these results
we conclude that the 3D information that can be obtained from frontal images using a
Morphable Model is not suciently accurate for verication of faces. The Morphable
Model is in this case, with frontal images, reduced to a standard PCA classier. It
works as a preprocessor to correct for pose and lighting.
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(c) Shape + texture
Figure 2: EER as function of shape, texture and shape + texture
3.4 Multiple images
The images in the dataset are near frontal and the variation between images from the
same class is mainly due to varying expressions. Both averaging techniques improve
the EER with respect to the single image case and have a similar performance on this
set. If we however look at the average standard deviation of the shape parameters per
class, we see that most components have a smaller standard deviation when using the
multiple t technique that with the averaging technique. Figure 3 shows the EER as
function of the number of PCA shape components for both techniques. These gures
can be compared to the Shape in gure 2. This clearly indicates that the performance
of the shape parameters have greatly improved by using the multiple t technique on
two near frontal images.
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(a) Average after t
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(b) Fit on multiple images
Figure 3: EER as function of shape
4 Discussion
Regularization is necessary to prevent under- and overtting Morphable Models. There
is a large range of regularization values that lead to a good verication result with
respect to the regularization value. If we combine this with the result from our shape
versus texture experiments, it might be interesting to apply separate regularization to
the shape and to the texture.
We have shown that the extracted 3D information from frontal images using the
3DMM hardly contributes to recognition performance compared to the information
that is extracted from the texture of the images. This can indicate that the power of
these models is more because of the pose and lighting correction. It may well be the
case that similar performance is obtained if the shape is not optimized in the algorithm
and that the mean face shape is used throughout the tting procedure.
We have shown that averaging the 3DMM features from two separate ts improves
the verication performance. Moreover, the performance in terms of EER for the
multiple t technique have greatly improved. This supports our idea that better 3D
results can be achieved by using multiple images. In this case only frontal images were
used, but in future work we plan to also explore the benets of multiple images with
dierent views.
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