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Abstract—High variations in the OFDM signal envelope cause
nonlinear distortion in the power amplifier of the transmit-
ter, which is a major drawback. Peak-to-Average Power Ratio
(PAPR) and Cubic Metric (CM) are commonly used for quan-
tifying this characteristic of the signal. Despite the reportedly
higher accuracy compared to PAPR, limited research has been
done on reduction algorithms for CM. In this paper, the Method
of Conditional Expectations (CE Method) is used to achieve
CM reduction by the Sign Selection approach. Using the CE
Method, the amenable mathematical structure of CM is exploited
to develop a low complexity algorithm. In addition, guaranteed
reduction is analytically proved for every combination of the data
symbols. Simulations show a reduction gain of almost 3 dB in
Raw Cubic Metric (RCM) for practically all subcarrier numbers,
which is achieved using only half the full rate loss of the Sign
Selection approach.
Index Terms—Orthogonal Frequency Division Multiplexing
(OFDM), Cubic Metric (CM), Sign Selection
I. INTRODUCTION
Orthogonal Frequency Division Multiplexing (OFDM) is a
well-known multicarrier waveform which has been used in a
number of major wireless communication systems. However,
a drawback of the OFDM signals is their high dynamic range,
which causes nonlinear distortion at the output of the power
amplifier. In addition to the performance degradation in the
receiver, the nonlinear distortion creates Out-Of-Band (OOB)
radiation and can violate the spectral mask. The problem
particularly becomes a bottleneck in physical layer design in
the mobile terminals due to the low-cost amplifiers and limited
battery life.
The problem is commonly formulated as the minimization
of a metric which captures the physical phenomenon. The
classical metric is the ratio of the peak power to the average
power over consecutive signal segments and is referred to as
Peak-to-Average-Power-Ratio (PAPR). A more recently pro-
posed metric, referred to as Cubic Metric (CM), is employed
in the modern communication systems [1] and is reported to
be more accurate than PAPR. Several proposals are available
in the literature for the CM reduction problem. For instance,
Clipping and Filtering is considered in [2], which is based
on clipping the signal in a controlled manner such that OOB
radiation is limited. Some distortion-less methods are Partial
Transmit Sequence (PTS) as used in [3] and Tone Reservation
(TR) as in [4]. In distortion-less methods, some resources are
reserved to allow modification of the signal in order to reduce
the desired metric.
Using the sign of the symbols that modulate the subcarriers
has been shown to be a promising method in PAPR reduction
problem, referred to in this paper as Sign Selection [5–9].
There are 2N possible sign combinations, with N being the
number of subcarriers, which makes the minimization problem
of exponential complexity. This has motivated research on
competing suboptimal solutions. Some proposals with notice-
able performance include the application of the method of
Conditional Probabilities in [5], [6], a sign selection method
guided by clipping noise in [7], a greedy algorithm in [8]
and a cross-entropy-based algorithm in [9]. The CM reduction
problem, however, has not been tackled by the Sign Selection
approach.
In this paper, the method of Conditional Expectations (CE
Method), which is originally proposal in graph theory [10],
is used to obtain a suboptimal solution to the Sign Selection
problem for CM reduction. Briefly, the CE Method introduces
an artificial randomness to the signal and uses the conditional
expectations to make the sequential sign selection possible.
Asymptotic distribution of the modified signal is shown to lay
the basis for derivation of simple closed-form expressions for a
sequential sign selection rule. The CM reduction performance
of the method is then analyzed to obtain an accessible upper
bound on the worst-case reduced CM. Finally, simulations are
used to verify the analysis and to show significant reduction in
CM for a wide range of N . Furthermore, it is shown that only
N
2 sign bits are enough to achieve almost the same reduction
performance, which implies a considerably lower rate loss.
Notation: A random variable X is distinguished from a
realization x by using upper and lower case letters, respec-
tively. Vectors are shown by bold-face letters. For a vector x,
the notation xm:n is the compact form for [xm, xm+1, . . . , xn].
The expected value of Y with respect to the random variable
X is denoted by EX [Y ], where the subscript may be omitted,
if clear from the context.
II. SIGNAL MODEL AND CUBIC METRIC
Consider an OFDM scheme with N subcarriers modulated
by data symbols generated independently and equiprobably
from the set of constellation pointsM. Let the random vector
B ∈MN denote the data symbols. The oversampled discrete-
ar
X
iv
:1
90
5.
03
01
9v
1 
 [c
s.I
T]
  8
 M
ay
 20
19
time baseband OFDM symbol is
s(n,B)=
1
σb
√
N
N−1∑
k=0
Bke
j 2piLN kn, n = 0, 1, . . . , LN−1, (1)
where the signal is normalized by σ2b = E[|Bk|2] in order to
have unit power and L > 1 is the oversampling factor required
for reliable calculation of CM [11].
Cubic Metric (CM) is based on the energy of the third-
order signal which appears at the output of the power amplifier
and is the main source of the nonlinear distortion [12]. For the
OFDM signal v(t), CM is defined as
CMdB =
RCMdB − RCMref,dB
Kslp
+Kbw,
where the Raw Cubic Metric (RCM) is
RCMdB = 20 log10
(
rms
[(
v(t)
rms[v(t)]
)3])
(2)
and RCMref is obtained similarly for a reference signal. The
slope factor Kslp and the bandwidth scaling factor Kbw are
obtained from hardware measurements [12]. The Root Mean
Square (RMS) of a signal, e.g. rms[v(t)], over a large interval
T ⊂ R is
√
1
T
∫
T
v(t)dt. Note that CM and RCM are scalars
obtained from the whole signal. The reduction algorithms,
on the other hand, typically operate on individual OFDM
symbols. Therefore, RCM of an OFDM symbol is used which
is defined below.
Symbol RCM (SRCM) for an oversampled discrete-time
baseband OFDM symbol is
ηN(B) =
1
LN
LN−1∑
n=0
|s(n,B)|6, (3)
where rms[v(t)] = 1 is assumed. It is straight-forward to
obtain the relation between v(t) and s(n). For instance, refer
to [13, Ch. 14].
III. SIGN SELECTION PROBLEM
In the Sign Selection problem, the sign bit of each data
symbol is reserved to form the optimization variables x ∈
{−1, 1}N . Assume that the constellation is symmetric such
that for each point y ∈M, the negated value −y is in the set.
Let M′ ⊂ M be a (non-unique) choice of |M|/2 points of
M such that if y ∈ M′, then −y /∈ M′. A sample choice of
M′ for 16-QAM is shown in Fig. 1. Then
MN = {c x : c ∈M′N ,x ∈ {−1, 1}N},
where  denotes element-wise multiplication of vectors. For
each c, the Sign Selection problem suggests a solution x∗.
Consequently, c  x∗ will be the transmitted symbols. The
optimization problem for a given c can be represented as
min
x∈{−1,1}N
f(c x), (4)
where f(.) ≥ 0 is the metric, such as PAPR or CM.
Im
Re
Fig. 1. A non-unique choice ofM′ fromM; here a 16-QAM constellation.
A. Receiver processing and Rate loss
For the Sign Selection scheme, decoding is simply per-
formed by choosing b ∈M′ when one of ±b ∈M is detected.
That is, the decoding adds no complexity to the receiver.
Consider that usingM′ for the symbols with a reserved bit for
sign selection incurs a rate loss. If Ns ≤ N signs are used in
the sign selection by mapping the corresponding data symbols
from log2 |M|−1 bits toM′ and the remaining N −Ns data
symbols from log2 |M| bits toM, the incurred amount of rate
loss is
R =
Ns log2
|M|
2
N log2 |M|
=
Ns
N
log|M| 2,
which clearly decreases for a larger constellation.
IV. METHOD OF CONDITIONAL EXPECTATIONS
The CE Method [14], [10] is represented here for reduction
of an arbitrary metric f(.) ≥ 0 by sign selection. For a given
data vector c, the value of the sign variables will be decided
sequentially. Consider the random vector X ∈ {−1, 1}N with
independently and equiprobably distributed elements. At the
j-th iteration where x∗0:j−1 are already decided, x
∗
j is chosen
such that the expectation of f(cX) conditioned on X0:j−1 =
x∗0:j−1 is minimized. Formally, the solution is obtained by the
decision rule
x∗j = arg min
xj∈{±1}
E[f(cX)|X0:j−1 = x∗0:j−1, Xj = xj ] (5)
for j = 0, 1, . . . , N − 1. Justification of the fact that the
above decision rule results in a x∗ such that f(c  x∗) is
a desirably reduced metric value is partly available form the
standard treatment of the method [10] and is represented here
for the general metric f . It will be elaborated for SRCM in
Section V and verified via simulation in Section VI.
Let
g±j (c) = E[f(cX)|X0:j−1 = x∗0:j−1, Xj = ±1]. (6)
After the j-th sign decision,
E[f(cX)|X0:j = x∗0:j ] = min {g+j (c), g−j (c)}.
In addition, it holds that
E[f(cX)|X0:j−1 = x∗0:j−1]
= g+j (c)P(Xj = 1) + g
−
j (c)P(Xj = −1)
=
1
2
(g+j (c) + g
−
j (c))
≥ min{g+j (c), g−j (c)}.
Therefore, by each sign decision, we have
E[f(cX)|X0:j=x∗0:j ]≤E[f(cX)|X0:j−1=x∗0:j−1],
which shows a non-increasing sequence of conditional expec-
tations. For a given c, it begins with the initial expectation
EX[f(cX)] with complete randomness in X. At last, it ends
with f(cx∗) = E[f(cX)|X = x∗] where no randomness
is left and it coincides with the reduced metric value such
that [10]
f(c x∗) ≤ EX[f(cX)]. (7)
A. Distribution of s(cY±j )
Calculation of the conditional expectations is the main
challenge in employing the CE Method. For the sake of
brevity, let
Y±j , [x∗0, x∗1, . . . , x∗j−1,±1, Xj+1, . . . , XN−1]T .
The conditional expectations (6) required for the sign decision
at iteration j for SRCM, i.e. ηN(.), can be written as
g±j (c) =
1
LN
LN−1∑
n=0
E[|s(n, cY±j )|6], (8)
which motivates the study of the distribution of s(n, cY±j ).
Recall that the proposed algorithm performs sign selections
for a given c ∈ M′ by introducing random signs X. That
is, subcarriers are modulated by ckXk, k = 0, . . . , N − 1.
Consequently the real and imaginary parts for each summand
in (1) are dependent. Consider the centered random variables
sˆr(n, cY±j )=sr(n, cY±j )− E[sr(n, cY±j )],
sˆi(n, cY±j )=si(n, cY±j )− E[si(n, cY±j )].
The following lemma determines the covariances of the signal
components in the limit, which is a necessary step in proving
their joint Gaussian distribution in Theorem 1.
Lemma 1. Consider j = αN where α 6 1 is a rational
number. For C uniformly distributed in M′N , it holds for
n = 0, 1, . . . , LN − 1 that
lim
N→∞
EY±j [sˆr(n,CY
±
j )sˆr(n,CY±j )] =
1− α
2
lim
N→∞
EY±j [sˆi(n,CY
±
j )sˆi(n,CY±j )] =
1− α
2
lim
N→∞
EY±j [sˆr(n,CY
±
j )sˆi(n,CY±j )] = 0 (9)
with probability one.
Proof. The proof consists of showing that the variances of the
random expected values in (9) converge to zero. Consequently,
it implies that they are almost surely equal to the limit value
of their expected values as N → ∞. If j is constant and not
growing with N , the limit value is identical to the case where
no sign decision is made. Therefore, it is not reflected in the
lemma. The case of j = αN , which is pertinent to the working
of the algorithm, alters the limit value and must be accounted
for. The full proof is rather technical and is omitted due to
lack of space.
The next essential property of the signal samples is the joint
Gaussian distribution of their real and imaginary parts, which
is shown in the following theorem. Given Lemma 1, a standard
procedure involving Crame´r-Wold Theorem and Lindeberg’s
Condition [15] can be used to show the joint distribution. The
proof is omitted due to the lack of space.
Theorem 1. For any given c ∈M′ and n = 0, 1, . . . , LN−1,[
sˆr(n, cY±j )
sˆi(n, cY±j )
]
d−→ N (0, 1− α
2
I). (10)
where 0 is a vector of zeros and I is a 2× 2 identity matrix.
B. Derivation of the Conditional Expectations
The expected values in (8) are the third moments of |s(n, c
Y±j )|2. As shown in Theorem 1, the real and imaginary parts
of a signal sample s(n, cY±j ) are independent in the limit
due to the zero covariance. Therefore, |s(n, c  Y±j )|2 can
be approximated for large enough N − j as a non-central χ2-
distributed random variable with two degrees of freedom.
Let σ2s,j =
1
2 (1−α), the value obtained in Lemma 1. Then
the real and imaginary parts of
z(n, cY±j ) = σ−1s,j s(n, cY±j )
have approximately unit variance for large N with accordingly
scaled expected values. Consequently, the third moment can
be obtained from the moment generating function of the
χ2 random variable |z(n, c  Y±j )|2, for which closed-form
expressions are available. That is,
E[|s(n, cY±j )|6] = σ6s,j
d3M±j,n(t)
dt3
∣∣∣
t=0
, (11)
with the moment generating function
M±j,n(t) = e
λ±j,nt(1−2t)−1(1− 2t)−1 2t < 1,
where the non-centrality parameter is
λ±j,n = σ
−2
s,j
∣∣E [s(n, cY±j )]∣∣2 ,
where the expected values can be constructed cumulatively by
adding the contribution of one subcarrier at each iteration.
Obtaining the derivative in (11) and substituting it in (8),
we have
g±j (c)(c)=
σ6s,j
LN
LN−1∑
n=0
[
(λ±j,n)
3+18(λ±j,n)
2 + 72λ±j,n +48
]
which leads to the following closed-form expression for the
decision rule (5) for sign selection.
Decision rule In the jth iteration of the algorithm, the
value of x∗j can be decided by
x∗j = −sign
( LN−1∑
n=0
[
(λ+j,n)
3 + 18(λ+j,n)
2 + 72λ+j,n−
(λ−j,n)
3 − 18(λ−j,n)2 − 72λ−j,n
])
, (12)
where the non-centrality parameters depend on c and x∗0:j−1.
Remark The derivations in this section rely on the Gaus-
sian approximation of s(n, c  Y±j ) at each iteration of the
algorithm, whose accuracy depends on the number remaining
random sign variables, i.e. N − j. That is, the decision rule
in (12) does not implement the CE Method for the last few
iterations in principle. Using sample average to calculate the
conditional expectations for these last iterations is a trivial
solution, which can be done accurately using a high number
of realizations of the random sign variables. However, simu-
lations have shown that for varying number of last iterations,
the CE Method using an accurate sample average delivers the
same performance as using exactly the decision rule in (12).
Therefore, (12) is advised for all sign decisions in this work.
The method is summarized in Algorithm 1.
Algorithm 1 SRCM reduction by the CE Method.
Input: c0, . . . , cNf−1: data symbols in M
cNf , . . . , cN−1: data symbols in M′
{Element-wise operations on vectors are assumed in the
following calculations.}
1: N◦ ← LN
2: x∗ ← [1, 1, . . . , 1]N×1
3: n← [0, 1, 2, . . . , N◦ − 1]
4: h←∑Nf−1j=0 cj exp(2pijn/N◦)
5: for j = Nf − 1 to N − 1 do
6: p← h+ cj exp(2pijn/N◦)
7: m← h− cj exp(2pijn/N◦)
8: x∗j ← −sign(sum(|p|6 + 18|p|4 + 72|p|2 − |m|6 −
18|m|4− 72|m|2))
9: if x∗j = 1 then
10: h← p
11: else
12: h←m
13: end if
14: end for
15: return x∗
Remark It was observed via simulations that the trajectory
of the conditional expectations, as the algorithm performs
sign decisions for x∗0 to x
∗
N−1, suggests that the reduction
steps become statistically larger. This motivates pruning the
algorithm. That is, a solution to the minimization problem
stated in (4) with fewer reserved sign bits, i.e. lower rate loss,
can be obtained by using the first Nf sign variables to bear
data and choosing the remaining sign variables xNf+1:N−1
according to (5).
V. PERFORMANCE ANALYSIS
The following theorem shows an upperbound on the reduced
SRCM for all data vectors C, i.e. including the worst-case
reduced value.
Theorem 2. For all C ∈ M′N , the reduced SRCM value in
the limit is bounded from above as
lim
N→∞
ηN(C x∗) ≤ 6, (13)
4 6 8 10 12 14
SRCM [dB]
10 3
10 2
10 1
100
C
C
D
F
[d
B
]
N = 64, original
N = 64
N = 64, Nf = N/2
N = 1024, original
N = 1024
N = 1024, Nf = N/2
Upper Bound at 7.8 dB
Fig. 2. SRCM Reduction performance, including the analytical upperbound.
where x∗ is the solution provided by (12) for C.
Proof. As stated in (7), the CE Method guarantees that
ηN(C x∗) ≤ EX[ηN(CX)], for any N. (14)
In addition, from Theorem 1, we have[
sr(n, cX)
si(n, cX)
]
d−→ N (0, 1
2
I).
That is, the distribution of s(n, cX) in the limit is the same
as that of s(n,B), where B is randomly distributed in M.
Therefore, the right hand side of (14) as N →∞ is
lim
N→∞
EX[ηN(CX)] = lim
N→∞
E[ηN(B)]. (15)
The distribution of ηN(B) is studied in [11], where it is viewed
as the sample average of |s(n,B)|6 with a vanishing variance
as N grows. A power of a Rayleigh random variable, here
|s(n,B)| as N → ∞, has Weibull distribution with known
closed-form expression for its expected value. Consequently,
it can be shown that [11]
lim
N→∞
E[ηN(B)] = 6. (16)
Considering (14), (15) and that an inequality between two
sequences is preserved in their limits, we have
lim
N→∞
ηN(C x∗) ≤ lim
N→∞
E[ηN(B)],
which completes the proof.
VI. SIMULATION AND RESULTS
The reduction in SRCM is shown in Fig. 2 for N = 64
and 1024 to cover a wide range of subcarrier numbers. The
constellation size affects the performance but only slightly.
Therefore, the simulation results are depicted only for 16-
QAM. As shown in the figure, the performance of the pruned
algorithm with Nf = N2 , i.e. using the second half of sign
bits, is only slightly degraded compared to the Nf = 0 case.
It implies that the full rate loss of the Sign Selection problem,
i.e. log|M | 2 = 0.25, can be reduced to
1
2 log|M | 2 = 0.125
4 6 8 10 12 14
SRCM [dB]
10 3
10 2
10 1
100
C
C
D
F
[d
B
]
N = 64 original
N = 64 CE Method
N = 64 SLM
N = 1024 original
N = 1024 CE Method
N = 1024 SLM
Fig. 3. Comparison of the CE Method with SLM with S = 100.
with negligible degradation in the performance. The analytical
upperbound of Theorem 2 is as well included in Fig. 2, which
confirms the analysis for large N , as well as the approximation
of E[ηN(B)],B ∈MN by the constant 10 log10 6 = 7.8 dB.
As shown in Fig. 2, RCM is reduced from 7.7 dB to 4.5 dB
for both N = 64 and 1024. That is, a surprising result of nearly
3.2 dB reduction practically regardless of N . For N = 512, for
which Kslp and Kbw were reported in [12], the CM is reduced
to 2.87 dB. The available values are presented in Table I. The
reduction performance is compared to the well-known method
Selected Mapping (SLM) [16]. The result is shown in Fig. 3
for the relatively large number of candidate representations
S = 100, where it can be seen that the performance of the
proposed algorithm is significantly better than SLM for N =
1024, but almost the same for N = 64. That is, the SLM
method cannot maintain its performance as N increases.
For each iteration, the expected value of the signal is
constructed cumulatively by adding contribution of each sub-
carrier at the end of each iteration, which requires LN
complex multiplications. Let D1 be the constant number of
complex multiplications required for calculations on each
signal sample. Consequently, we have D = L(D1 + 1)N2
complex multiplications required per OFDM symbol. This is
indeed a tentative discussion on the complexity as calculating
the constant D1 is a hardware-related matter.
VII. CONCLUSION
The CE Method was used to obtain a suboptimal solution
to the Sign Selection problem for SRCM, and eventually
CM, reduction. The study of the OFDM signal samples under
the specific changes imposed by the Sign Selection problem
showed that their distribution depends on the given data vector
in a tractable manner. Thanks to this observation, the CE
Method made it possible to exploit the mathematical structure
of SRCM to derive a closed-form decision rule for the sign
selections. In addition, an accessible worst-case upperbound
on the reduced SRCM was derived. Regarding the reduction
performance, two remarkable characteristics were observed
from the simulation results. Firstly, the reduced RCM is almost
constant for a wide range of N , for which the possibility
TABLE I
RCM REDUCTION PERFORMANCE.
N orig. RCM orig. CM reduced RCM reduced CM
64 7.7 dB - 4.5 dB -
512 7.8 dB 4.8 dB 4.5 dB 2.87 dB
1024 7.8 dB - 4.5 dB -
of existence of an analytical justification motivates further
research. Secondly, the impact of the individual sign decisions
varies by the sign index, such that nearly the same performance
is achieved by the using only half of the sign variables. Further
work is required to gain insight particularly about the effect
of the choice of the subset of the sign variables and the order
of decisions.
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