Abstract-As modern engineering systems grow in complexity, attitudes toward a modular design approach become increasingly more favorable. A key challenge to a modular design approach is the certification of robust stability under uncertainties in the rest of the network. In this paper, we consider the problem of identifying the parametric region, which guarantees stability of the connected module in the robust sense under uncertainties. We derive the conditions under which the robust stability of the connected module is guaranteed for some values of the design parameters, and present a sum-of-squares (SOS) optimizationbased algorithm to identify such a parametric region for polynomial systems. Using the example of an inverter-based microgrid, we show how this parametric region changes with variations in the level of uncertainties in the network.
I. INTRODUCTION
With the growing complexity of modern engineering systems, attitudes toward reconfigurability and modular design approaches are gaining popularity. Plug-and-play design approaches have drawn attention for use in cyber-physical networks, power grids, biological networks, and process control systems [1] - [5] . In the context of microgrids, and power systems in general, the plug-and-play design approach is particularly attractive because of the involvement of various stakeholders (not all resources/equipment on the network are owned by the same utility). A hierarchical design is often preferred, where a network-level assessment of the operational conditions sets certain interconnection guidelines (from the dynamic security and economic considerations) to which individual resource owners (or resource aggregators) adhere when plugging in their resource to the network [6] - [8] . As such, a key challenge for a successful plug-and-play operation is the identification of the design parameter space that certifies robust stability under various operational conditions of the network.
Unlike bulk power systems, which have adequate rotational inertia to naturally stabilize fluctuations in the network, the dynamic security of low-inertia microgrids needs to be specifically ensured via design [9] , [10] . Identification of droop-coefficients for stability certification of inverter-based microgrids have been investigated in recent works [11] , [12] . A centralized approach of identifying the droop-coefficients for a lossless microgrid was adopted in [11] , while conditions on droop-coefficients were derived in a distributed approach for small-signal stability in [12] . However, low-to-medium voltage microgrids typically have significant line resistanceto-reactance ratios, and often operate in a nonlinear regime due to fluctuations from renewable generation, rendering the aforementioned approaches inapplicable.
Lyapunov function methods have been widely used in the context of nonlinear systems stability certification [13] , [14] . Extension of the theory to robust stability problems under uncertainties as well as parametric stability analysis have been proposed [15] , [16] . More recent works have used advanced computational techniques, such as sum-of-squares (SOS) algorithms, for parametric stability analysis using Lyapunov functions [17] - [21] . Lyapunov-based methods have been applied to robust stability analysis and control problems in power grids [22] , [23] . Chebyshev minimax formulation has been used for identifying the parametric stability region for linear systems (with Lur'e-type nonlinearity) [24] . The construction of the design parameter space that ensures robust stability of nonlinear networks, though, still remains a challenge.
The main contributions of this article are -1) the theoretical construction of robust stability certificates in the design parameter space for nonlinear systems, under exogenous timevarying but bounded uncertainties; and 2) an algorithmic approach to identifying the largest robust stability region in the parametric space for polynomial networks. Numerical illustrations are provided in the context of identifying droopcoefficient values for robustly stable plug-and-play design of inverter-based microgrids. The rest of this article is structured as follows: Section II provides a background of the relevant theoretical and computational methods; Section III presents a description of the microgrid example and the problem formulation; Sections IV and V describe the theoretical and algorithmic approach; while a numerical example is presented in Section VI. We conclude this article in Section VII. Throughout the text, | · | will be used to denote both the L 2 -norm of a vector and the absolute value of a scalar; while ∇ x denotes the gradient (of a function) with respect to x .
II. PRELIMINARIES A. Stability Analysis: Lyapunov Functions
Consider a nonlinear system of the form:
The equilbrium point of interest is shifted to the origin (0 ∈ X ) and f is assumed to be locally Lipschitz in X . The equilibrium at origin is said to be locally asymptotically stable if 1) for every ν > 0 there exists an > 0 such that |x(t)| ≤ ν ∀t ≥ 0 for every |x(0)| ≤ , and 2) lim t→∞ |x(t)| = 0 for every x(0) in X . Lyapunov's stability conditions state [13] , [14] :
Theorem 1: Existence of a continuously differentiable radially unbounded positive definite function Ψ : X → R ≥0 (Lyapunov function) where ∇ x Ψ T f (x) is negative definite in X guarantees asymptotic stability of the origin.
B. Parametric Lyapunov Analysis
Consider a dynamical system in a parametric form:
where
λ ∈ R l is an l-dimensional vector of the design parameters and f is assumed to be locally Lipschitz continuous in X . Assume that over the range of possible values of the parameters, the equilibrium point of interest always remains at the origin, i.e., f (0, λ) = 0 ∀λ ∈ Λ . Stability of such systems can be analyzed in a similar treatment to that of the absolute stability problem [14] , [17] . We argue that the origin of the parametric system (2) is locally asymptotically stable in X if there exists a continuously differentiable parametric Lyapunov function
for some positive definite functions φ 1 (·) and φ 2 (·) . The conditions can be extended to the situations when the equilibrium point depends on the values of the parameter. For example, if the equilibrium point of interest is an explicit function of the parameter, x 0 (λ) , then the above argument holds after shifting of the state variablesx = x − x 0 (λ) .
C. Sum-of-Squares Optimization
Relatively recent studies have explored how SOS-based methods can be utilized to find Lyapunov functions by restricting the search space to SOS polynomials [18] - [21] . Let us denote by R [x] the ring of all polynomials in
We denote the ring of all SOS polynomials in x by Σ[x]. Whether or not a given polynomial is an SOS is a semi-definite problem which can be solved with SOSTOOLS, a MATLAB R toolbox [25] , along with a semi-definite programming solver such as SeDuMi [26] . An important result from algebraic geometry, called Putinar's Positivstellensatz theorem [27] , [28] , helps in translating conditions such as in (3) into SOS feasibility problems.
Using Theorem 2, we can translate the problem of checking that p > 0 on K into an SOS feasibility problem where we seek the SOS polynomials σ 0 , σ j ∀j such that p − j σ j k j is SOS. Note that any equality constraint k i (x) = 0 can be expressed as two inequalities k i (x) ≥ 0 and k i (x) ≤ 0. In many cases, especially for the k i ∀i used throughout this work, a µ satisfying the conditions in Theorem 2 is guaranteed to exist (see [28] ), and need not be searched for.
III. PROBLEM DESCRIPTION A. Motivational Example: Microgrids
Design of a networked microgrid involves solving an optimization problem that ensures operational reliability (e.g., transient stability) while achieving certain economic goals [29] . Typically this translates to identifying the largest region in the space of design parameters that certify stability of the system under a set of uncertainties. Consider the case of droopcontrolled inverters [11] , [30] :
where λ 
where θ i,k = θ i −θ k , and N i is the set of neighbor nodes; and G i,k and B i,k are respectively the transfer conductance and susceptance values of the line connecting the nodes i and k . Considering the droop-coefficients as the design parameters, the goal of this work is the algorithmic identification of the design space that ensures robust stability of the microgrid. Note that the particular choice of droop-coefficients as design parameters is for illustrative purpose only, while the proposed algorithm is generalizable to other choices of design parameters (such as line parameters and dispatched power set-points).
The nominal (or desired) equilibrium is attained when
In a plug-and-play operation, it is important that the design parameters are chosen to ensure robust stability of the (possibly) time-varying equilibrium point of the connected inverter under bounded uncertainties in the (rest of the) network. Moreover, an additional constraint that needs to be enforced through the choice of design parameters is that the equilibrium point under uncertainties should stay close to the nominally desired equilibrium of
. This ensures that even under uncertainties, the operating conditions remain acceptable.
After introducing the following variables:
the inverter dynamics (4)- (5) can be reformulated in the polynomial form as follows:
In the reformulation, the phase angle dynamics are dropped, since the phase angle differences (represented in δ 1,i,k and δ 2,i,k ) are sufficient to model the power flow across networks.
B. Problem Formulation
Consider an uncertain polynomial dynamical system which is represented in a parametric form as follows:
where For notational simplicity, we will henceforth drop the time parameter t from the argument of x and δ , whenever obvious . Without any loss of generality, we assume that 0 ∈ D, and that x = 0 is an equilibrium of the system when δ = 0 , i.e.,
Moreover, when δ = 0 , the equilibrium point of interest, x 0 (λ, δ) , is defined uniquely in the domain (x, λ, δ) ∈ X × Λ × D by the relationship:
Remark 1: We assume the explicit functional form x 0 (λ, δ) to be available. Future work will address the issues when this relationship is implicit. Also note that the condition (9) holds when droop coefficients are chosen as the design parameters values. Future efforts will consider relaxing that condition.
The problem we are interested in is identifying a set of possible values of the design parameter λ that ensures the robust stability of the system (8) under bounded uncertainties, i.e., find the set Λ ⊆ Λ such that the following hold:
1) the equilibrium point of interest, x 0 (λ, δ), remain within an acceptable region X 0 ⊆ X (0 ∈ X 0 ) for every uncertainty δ ∈ D and for every design parameter λ ∈ Λ ; 2) the locally asymptotic stability of the equilibrium point x 0 (λ, δ) of the uncertain system S[λ, δ] in (8) is guaranteed for every δ ∈ D and for every λ ∈ Λ .
IV. THEORETICAL CONSTRUCTION
In this section, we discuss the theoretical development regarding robust stability of the connected module over some parameter range, under bounded uncertainties.
Assumption 1: The system (8) admits a unique equilibrium point x 0 (λ, δ) inside the domain {x| |x| ≤ ∆} ⊂ X , i.e., (λ, δ) ∈ Λ × D =⇒ ∃ x 0 (λ, δ) ∈ {x| |x| ≤ ∆} ⊂ X s.t. (10) Note that the value of ∆ depends not only on the uncertainties, but also on the parameter values. Given some parameter value, ∆ decreases as the uncertainty level goes down. On the other hand, given a range of uncertainties, we can choose the range of parameter values to lower ∆ .
Assumption 2: The system (8) admits a parametric Lyapunov function Ψ(x, λ) satisfying the following:
where the equilibrium of interest x 0 (λ, δ) satisfies Assumption 1; and φ 1,2 (·) are positive definite functions.
Let us define
i.e., Γ is the largest level-set of the L 2 -norm of the state x contained within X , while Γ Ψ (λ) is the maximum level-set of Ψ(x, λ) contained within X . Note that,
Proposition 1: (Boundedness) Let us define the following:
For sufficiently weak uncertainties satisfying
there exists a ξ > 0 for every ν ∈ [ν * (λ) + ∆, Γ] such that |x(0)| ≤ ξ implies |x(t)| ≤ ν for all t ≥ 0 .
Proof From Assumption 2, we have
i.e., Ψ(x, λ) is non-increasing in x along the trajectories of the system (8) . Note that when x(0) = 0 , |x(0) − x 0 (λ, δ)| ≤ ∆ . From (12) it follows immediately that x(0) = 0 implies Ψ(x(0), λ) ≤ ζ * which implies Ψ(x(t), λ) ≤ ζ * for all t ≥ 0 . Applying (12) again, we have |x(t)−x 0 (λ, δ)| ≤ ν * , such that
For sufficiently weak uncertainties satisfying ∆ < Γ − ν * (λ) , we have that x(0) = 0 implies |x(t)| < Γ for all t ≥ 0 . Now, for every ν ∈ (ν * (λ) + ∆, Γ] , we have
Moreover, because φ 1 (·) is a radially unbounded and positive definite function bounding Ψ(x, λ) from below, for every such ν − ∆ > ν * , we have a ζ > ζ * such that
Since Ψ(x, λ) is non-increasing in x along system trajectories, and since φ 1 (·) is positive definite, there exists a ξ > 0 for every ζ > ζ * such that
This completes the proof. Fig. 1 illustrates the different levelsets used in the derivation. 
For sufficiently weak uncertainties satisfying ∆ < µ * (λ)/2 , there exists a finite time T (µ, ) for every µ ∈ [∆, µ * (λ) − ∆] and ∈ (0, Γ − ∆] such that |x(t)| ≤ + ∆ for all t ≥ T (µ, ) for every |x(0)| ≤ µ .
Proof For every µ such that |x(0)| ≤ µ , we have |x(0) − x 0 (λ, δ)| ≤ µ+∆ . Since φ 1 (·) is positive definite, there exists a ρ * such that
For sufficiently weak uncertainties satisfying ∆ < µ * (λ)/2 , we have ρ * ≤ Γ Ψ (λ) for every µ ∈ [∆, µ * (λ) − ∆] . Since φ 1 (·) is radially unbounded and positive definite, there exists a ρ * ∈ (0, ρ * ) for every ∈ (0, Γ − ∆] such that
Let us define:
Choosing T (µ, ) = (ρ * − ρ * )/κ, we can show that:
This completes the proof.
Theorem 3: (Main Result) Suppose Assumptions 1 & 2 hold, and the uncertainties are sufficiently weak such that
then the system S[λ, δ] in (8) satisfies the following boundedness and uniform asymptotic convergences properties: there exists a ξ > 0 for every ν ∈ [ν * (λ)+∆, Γ] such that |x(0)| ≤ ξ implies |x(t)| ≤ ν for all t ≥ 0 , and
Proof Follows from Propositions 1 and 2.
V. ALGORITHMIC PROCEDURE
In this section we present an algorithmic procedure to compute the largest parameter set with certified robust stability. Without any loss of generality, let us assume that 0 ∈ Λ , 2 and that the origin is a locally asymptotically stable equilibrium point of the nominal (unperturbed) system S(0, 0) . In the rest of this article, we will restrict ourselves to the identification of the region of design parameter space in the form of
where β ≥ 0 is a scalar, h = [h i ] is an m-dimensional vector of non-negative scalars, for some m ≥ 1, i.e. h i ≥ 0 ∀i ∈ {1, 2, . . . , m}, and G = [g ij ] is an m × l matrix. Note that 0 ∈ Λ(0) . Moreover,
We are interested in solving the following problem:
where X and D are semi-algebraic domains defined in (8), while ε 1,2 are small positive scalars. The first two constraints are the Lyapunov conditions, while the third constraint is to make sure that the equilibrium point under uncertainties do not move far from the nominal (desired) equilibrium point at the origin. Using Theorem 2, the above problem can be recast into an SOS optimization problem as follows:
subject to:
where {s The first challenge can be resolved by obtaining sufficiently close polynomial approximation of x 0 (λ, δ) via Taylor series expansion around (λ, δ) = (0, 0) (or, by polynomial recasting techniques [31] ). The second challenge is resolved by reformulating (17) as an iterative feasibility problem while applying a bisection-search algorithm for the maximum value of β.
VI. EXAMPLE: INVERTER-BASED MICROGRID
We consider a modified version of the CERTS microgrid network described in [32] as an example. Disconnecting the utility, we replace the substation by a droop-controlled inverter, with two other inverters placed alongside load banks 3 and 5 (no inverters at load banks 4 and 6) . Nominal operating point (equilbrium) of the network was obtained by solving the steady-state power-flow equations (5). A disturbance set was created by allowing the uncertain parameters to vary within some limits around their nominal values (denoted by superscript 'nom') in the form of:
where the value of α > 0 denotes different levels of uncertainties. The design parameter set for the droop-coefficients was chosen to be of the form (15) with the affine constraints 1 the inverter voltage and frequency become stiff, not adjusting with network conditions, which is an unfavorable scenario from the network resiliency perspective. The perturbed equilibrium point is desired to remain within some domain of the form:
where ω max was set to 0.7 Hz, and ∆v max to 0.2 p.u. . The value of c was varied to investigate different uncertainty scenarios. Note that the constraint defining the domain (18) is equivalent to the third constraint in (16), albeit after scaling and shifting. The choice of c influences the possible set of design parameter values (with smaller values yielding narrower design space). Fig. 2 shows the identified robustly stable design parameter space for the inverters under varying uncertainties in the exogenous input, for two different values of c, which refer to different levels of perturbations allowed on the equilibrium point (c = 1 allows larger perturbation than c = 0.5) . The design space shrinks as the uncertainty level rises (higher value of α) and as the allowable perturbation on the equilibrium point is reduced.
VII. CONCLUSION
In the context of robust plug-and-play design of nonlinear networks, we address the problem of identifying the largest region in the design parameter space that ensures asymptotic convergence of the states of the connected element under uncertainties in the network. We derive novel theoretical conditions of robust stability, as well as develop a SOS programming algorithm to identify the largest stability region in the design parameter space. Numerical illustrations are provided in the context of identifying droop-coefficient values of inverters for a plug-and-play operation of microgrids. Future work will explore the scalability and applicability of the algorithm to large-scale microrgid networks with other forms of dynamic resources (responsive loads, diesel generators). (f) parametric set for inverter #3 
