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Abstract 
In this paper Principal Component Analysis (PCA) is proposed for monitoring electric consumption of building. PCA allows 
modeling correlations between independent variables (weather, calendar) and energy consumption at different time scales 
(hourly, daily, weekly monthly). Multiway principal component analysis (MPCA) is used to model time dependencies of 
variables as it is commonly done in batch process monitoring. This approach allows defining simple statistic indices T2 and SPE 
to be used in monitoring charts. These indices are used to detect abnormal behaviours at selected time scales. After detection, 
contribution analysis is performed to isolate variables responsible of such misbehaviour. Exploitation of such models, obtained 
during normal operating conditions, can be used to detect both faults in sensors and misbehaviours in consumption patterns with 
respect to independent variables. The paper presents the methodology and illustrates it in a case study focused on academic 
buildings situated in the Campus of the University of Girona. 
 
© 2014 The Authors. Published by Elsevier Ltd. 
Selection and peer-review under responsibility of KES International.  
Keywords:  monitoring; modelling; Principal component analysis; Multiway Principal component analysis; Electricity consumption; Building 
energy consumption; Data mining; Occupant behavior; Fault detection and diagnostics; 
1. Introduction 
When working in energy efficiency, especially when focusing on building and neighbourhood’s efficiency, there 
are lots of factors influencing the final energy consumption. Relations can be found between the equipment placed in 
the building and the weather (acclimatization of the buildings) but also with human usage of the equipment. 
According to [1] the factors influencing building energy consumption are divided in seven categories:  
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x Climate 
x Building characteristics 
x User characteristics 
x Building services 
x Building occupants’ behaviour and activities 
x Social and economic factors 
x Indoor environmental quality requirements 
 
This seven influence sources gives a general idea of where to start to find the consumption behaviour causes and 
where to spend the time finding relationships. In order to mine knowledge from buildings energy consumption, as 
much information from this seven factors as possible is needed. At the same time methodologies capable of deal 
with all this kind of information should be applied. 
In this paper well-known techniques in industrial processes monitoring such as Principal Component Analysis 
(PCA), for continuous processes, and Multiway Principal Component Analysis (MPCA), for batch processes, are 
proposed for modelling and monitoring energy consumption of buildings. The same methodology can be extended to 
neighbourhoods and communities. PCA is a projection technique that allows representing dependencies among 
variables in lower dimension space (orthogonal components). Thus, the method gathers relationships among 
variables in the projection space containing correlated information; whereas non correlated information falls in the 
residual space. Two simple statistics, Hotelling’s T2, and SPE (Square Prediction Error) defined in those subspaces, 
projection and residual spaces respectively, are used to model adequacy of new data with respect to the PCA model 
obtained with historical data. Large deviations of those indices, over a statistical threshold, are used to detect alarms. 
When it happens, the PCA methodology allows identifying the variables responsible for such large variations by 
applying the contribution analysis. Main advantages of the proposed approach are summarised below:  
 
x Monitoring (sensor errors, abnormal user behaviours, etc.) 
x Find abnormal consumption causes in the original monitored variables 
x Find relations involving consumption and the other used variables 
x Make consumption predictions given a sub-set of the variables used for building the model 
x Monitoring also with data errors or missing data 
x Get user friendly charts for operational tasks 
 
In the next section, related work is outlined, and the proposed methodology is introduced in section 3. Then, a 
case study, focused on a set of buildings situated in the University of Girona campus is presented in section 4 and 
conclusions and future work are presented in section 6 and 5 respectively.  
2. Related work 
There are lots of techniques for modelling and mining information, focusing in energy monitoring is possible to 
find a pretty good collection of techniques carefully organized in [2] and [3]. But sometimes it is difficult to get 
useful information from some of the factors influencing the energy consumption, especially when talking about 
human behaviour’s and socio-economic data. The most frequent data used from buildings is climatic data from the 
building location, building operational data and physical parameters [1]. 
Particular examples at building level are proposed in [4] focused on large public buildings. In case of buildings, 
methodologies to improve adjustment and calibration of tools to support the monitoring are studied in [5] and a 
solution based on evidences is proposed in [6]. Energy efficiency models for urban environments and buildings 
usually are calibrated with hourly data [7] and typologies of days and seasons are used to introduce corrections. 
Improvements supported by wireless sensors have been proposed in [8] and case studies analysed in [9] served to 
propose recommendations when monitoring energy performance of buildings. Principal Component Analysis (PCA) 
has been used to analyse electricity consumption in residential dwellings [10] and in office buildings [11] 
Multivariate analysis using Principal Component Regression and Partial Least Square Regression was proposed in 
[12] to find relationships between building information (occupancy level, control signals, water and air 
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temperatures) and energy use (heating, electricity and fan). An example of improved energy supervisory system was 
recently proposed in [13]. 
It seems clear that in order to take into account the occupants’ behaviour and activities, historical data should be 
used to obtain the models. In this case multivariate statistics offer a set of methods and techniques that fit this 
purpose. PCA and MPCA, then, bring the ability of building models from nearly all the data available from 
buildings. Using PCA and MPCA is also possible to adapt the model to the data measurement frequency or modify 
intentionally this frequency in order to find distinct types of relations. For example in [14] a wavelet-PCA is applied 
for detecting faults in the air acclimatization system.  
3. Methodology 
Proposed methodology is based on finding correlation among monitored variables, including energy consumptions 
and independent variables (weather, occupancy, etc.). Diagonalisation of the correlation matrix (eq. 1) obtained with 
all the involved variables allows finding principal components in terms of gathering variability of data. Principal 
Component Analysis (PCA) gives the theoretical background and the proposed methodology follows the same 
guidelines commonly used for statistical process monitoring in the chemical industry. In this case, the processes to 
monitor are buildings, neighborhoods or communities consuming energy in their daily use.  
3.1. Background on Principal Component Analysis (PCA)  
Principal Component Analysis (PCA) is a multivariate statistical technique that allows finding correlations 
among variables represented by a set of observations stored in a matrix. Usually data describing normal operating 
conditions is organized in a bidimensional matrix where columns (m) represents the variables and rows the 
observations (n) at a given time instant of these variables. Thus, a single observation is a row vector of length m. 
Data in this matrix, X, is pre-treated to have zero mean and unit variance (standardization). This, results in new data 
centered in the origin of coordinates with the same variability (all variables involved in the process have the same 
importance). Then, the covariance matrix or correlation matrix S is computed and decomposed according to their 
singular values into the corresponding eigenvectors and eigenvalues [15]: 
TT XX
n
S VV
1
1 /    (1) 
Where /is a diagonal matrix containing eigenvalues, iO , that represent the quantity of information in terms of 
variability gathered by their associated eigenvectors, Vi (columns of V matrix in eq.1). Components of eigenvectors 
represent the relative weight of each variable in the new coordinates (principal components). By ordering the 
eigenvalues, obtained in the singular value decomposition, according to a decreasing order and retaining only a 
subset of principal components associated to the (r) largest eigenvalues ( iO  with i=1..r), most of the variation in the 
original space can be expressed. As a result, the number of variables required to express observations in the original 
space (m) is reduced to r < m in the projection space described by the r first eigenvectors (r first columns in the V 
matrix of eq 1), resulting the ‘loadings’ matrix P (m x r). Based on that, the data matrix X can be rewritten in the 
following way [16]:  
ETPX T    (2) 
Where T is known as the ’score’ matrix and contains the projection of the n observations (X) in the principal 
component subspace (defined by the eigenvectors in P). Each row represents an observation in the principal 
component space (with r<m components), P is the ’loadings’ matrix and their columns correspond to the r 
eigenvectors, pi (i=1..r), that define the principal component space. The error matrix E (n x m) represents the 
projection error for each observation due to the fact that only the first r components have been used instead of the m. 
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Observe that this model allows projecting back the scores to the original space Xˆ  only considering the information 
contained in the principal component subspace and, assuming an error, E (or X
~
), using the following expression: 
TTPX  ˆ   (3) 
Thus, information contained in observations can be decomposed in two orthogonal vectors representing 
projection in the principal component space and residual spaces respectively ( EXXXX   ˆ~ˆ ). Based on this 
subspace decomposition two indices, or statistics, can be used to define the quality of an observation with respect to 
the model: T2 (in the projection space) and SPE (in the residual space). The former represents a kind of square 
distance (Mahalanobis distance) between an observation and the center of the model measured in the projection 
space. The latter is related with the square distance of the observation to the projection hyperplane and consequently 
is and indicator of how the observation fits the model structure. These statistics can be computed for an observation 
using the following expressions [16]: 
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Thus, T2 and SPE are, respectively, the values of those statistics corresponding to the observation x (with m 
components, ix ); ti is the i-th component of the score vector t corresponding to the observation x and iO  represents 
its associated eigenvalue. 
3.2. Energy monitoring 
Monitoring consists in continuous comparison of acquired variables against normal operating conditions of a 
system. The strategy proposed in this work consists in obtaining this reference model based on PCA methodology 
using observations collected during normal operating conditions. Thus, model will be represented by loading matrix 
P obtained in such conditions and T2 and SPE statistics of a given observation will represent the fitness of this 
observation to the model. So, for any new observation, xnew,  is easy to check its adequacy to the model y by simply 
projecting it with the model (P) obtained during normal operating conditions and ( Pxt newnew  ), computing the 
associated statistics (Tnew2 and SPEnew) and comparing them with appropriate thresholds defined during normal 
operating conditions. Overpassing these thresholds (one of them or both) will identify a deviation of the new 
observation with respect to the model. 
Second step in monitoring is associated to isolating the origin of such misbehavior. This is achieved by analyzing 
contribution of original variables to the statistics that detected the deviations (either T2 or SPE). Decomposition of 
these statistics into contributions of the variables in the original space can be computed according to [17] and 
represented by the following expressions: Contribution of the variable number j of an observation x to its T2 can be 
calculated according to the following expression derived from equation (4):   
¦
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And contributions of each original variable to the SPE statistic, is obtained simply subtracting components of 
projection and residual space:    
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2)ˆ()( jj
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With xˆ  being the back projection of x to the original space computed with equation (3) with a single 
observation, and jx  and jxˆ  are the respective components. 
Thus, when an observation is out of control (overpasses the associated threshold) the original variables that 
mainly contributes to this situation can be identified. Causes of the misbehaviors can be diverse:  
 
x Sensor faults 
x Variation in the building operation conditions 
x Change in the relation between variables 
x Etc. 
3.3. Multiway PCA for energy monitoring 
Previous formulation allows modeling and monitoring energy consumption considering time instants as 
independent observations; however, usually consecutive time instants in a day are hardly related, and an analysis at 
different time scales (day, week, months, etc.) can be necessary. Again, the approach proposed for batch process 
monitoring can be extended to the building/neighborhood monitoring domain. Such extension, known as Multiway 
Principal Component (MPCA), basically consists in considering fixed-time observations instead of simply instants. 
It means that the observation matrix, X, is filled with the set of samples recorded during the observation time for 
each considered variable. Thus, considering an observation time-window with k samples, the length of each row in X 
will be enlarged to k x m columns (m variables with k samples each). For example, if an observation time-window of 
one day is considered, and the m monitored variables are sampled each 30 minutes, then the X row will contain 
mu48 columns and the number of rows will be the number of days used to build the model. 
4. Case Study 
In this case study real data from the buildings in Montilivi campus of Girona University is used. First of all a 
small description of the data is performed including a brave description of each building uses. 
4.1. Campus description 
Data used in this study has been collected with meters installed at academic buildings in the Campus at the 
University of Girona. Basic description of buildings is summarized in (Table 1). 
Table 1. Building usages, monitored variables and general information 
Building name  m2 Offices Secretary Bar classrooms Laboratory Computer 
classrooms 
Free use 
Computers 
Consumption 
(KW) 
Politecnica 1 7304,43 No Yes Yes Yes No Yes No Since 2009 
Politecnica 2 8556,91 No No No Yes Yes No No Since 2009 
Politecnica 3 2582,70 yes No No Yes No Yes No Since 2009 
Politecnica 4 3354,80 Yes No No No Yes No No Since 2013 
Biblioteca 5450,75 No No No No No No Yes Since 2009 
Mòduls 3525,63 Yes No No Yes No No No Since 2009 
Ciencies 8236,88 Yes No No Yes Yes No No Since 2009 
Dret 7284,01 Yes No No Yes No Yes No Since 2009 
Aulari 6860,60 No No No Yes Yes Yes No Since 2009 
Economiques 7191,35 Yes No No Yes No Yes No Since 2009 
 
The campus has a weather station which provides outdoor climate information. The meteorological station 
measures nine variables every 5 minutes: 
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x Direct light (W/m2) 
x Diffuse light (W/m2) 
x Air Temperature (Celsius) 
x Air Humidity (%) 
x Athmosferical pressure (difference over 1000hPa expressed also in hPa) 
x Precipitation (millimetres) 
x Wind velocity (m/s) 
x Wind direction mean (Cartesian coordinates) 
x Wind direction standard deviation (Cartesian coordinates) 
4.2. Data preprocessing 
As explained in the methodology section first of all a little data preprocessing is needed. In this case study 
meteorological station and electrical monitoring system capture data in different frequencies, first step must be 
resample all the variables in one same frequency. Once all the data is at the same frequency the second step must be 
standardize the data as it is a PCA and MPCA prerequisite for input data. In building models empty values will be 
discarded in order to avoid introducing errors to the models. 
4.3. Variable selection 
PCA and MPCA are methodologies that need variables to be correlated, a good practice is study the variable 
correlations. Studding variables correlations the goal is find those variables which are the most correlated with 
energy consumption and the best unfolding technique. In this purpose the correlation matrix will be used. Studying 
variable correlations in Batch-wise, in Variable-wise and also without unfolding with the correlation matrix is 
possible to know which variables can be discarded because variables without correlation with consumption are 
irrelevant to this case study.  
Fig. 1. Batch-wise correlation matrix 
Fig. 2. Variable-wise correlation matrix 
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Fig. 3. Correlation matrix 
In Fig.1, Fig.2 and Fig.3 the correlation matrixes of the distinct unfolding techniques are shown. Each element in 
a correlation matrix is a value in the interval [-1 1] where -1 represents negative correlation, 1 positive correlation 
and 0 is no correlation. In order to help visualization in Fig.1, Fig.2 and Fig.3 correlation matrixes were coloured 
using blue gradient for negative values and red gradient for positive values of correlation, using the pure red and 
blue for 1 and -1 and with for 0. Observing the variables press-1000ph, presc(mm), Wind_d(o), Wind_sd(o) in any of 
the figures (Fig.1, Fig.2 and Fig.3) present correlation with consumption with any building so is possible to discard 
them as they will not bring relevant information to the model. For the variables Glo(W/m2) direct light and 
Dif(W/m2)  diffuse light bring nearly the same information and have nearly the same correlations with building 
consumptions so Dif(W/m2)  will be discarded in order to simplify the model. 
The problem variables  after a correlation analysis can be reduced to Direct light (W/m2), Air Temperature 
(Celcius), Air Humidity (%) and Wind velocity (m/s) for meteorology and obviously the electrical consumption for 
each building as the goal of this study is find correlations with  the buildings consumption. 
4.4. Building modelling and fault detection 
In fault detection the chosen modelling option was build a model for each building using MPCA and a Batch-
wise unfolding using as batch a day time scale. Selected variables for building the model are Direct light (W/m2), 
Air Temperature (Celsius), Air Humidity (%) and Wind velocity (m/s) and the building’s electrical consumption at a 
0,5 hour sampling time. This kind of model is good at modelling daily usages of the building and constructing a 
model with historical data of working days from (2009 and 2010) allows detecting abnormal daily behaviours of the 
monitored variables in working days in (2011). 
In this example using a T2 index control chart for Aulari building shown in a chart in (Fig. 4) is possible to detect 
suspicious behaviours: 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 4. T2 index chart for 2011working days 
562   Llorenç Burgas et al. /  Energy Procedia  62 ( 2014 )  555 – 564 
Once suspicious behaviours are detected fault diagnosis will be done using T2 contributions chart for the faulty 
days in (Fig. 4), in (Fig.  5) the contribution charts of the faulty days labelled with day date ( date format is  
YY/MM/DD) is presented. Is easy to see in (Fig. 5) the fault was caused always for wind and consumption 
contributions, in these case further works should study if someone left the windows open or if there are some 
windows with damaged wind isolation. This kind of model is also useful in detecting sensor errors. 
Fig. 5. T2 Contributions of faulty observations (Corresponding to days from top to bottom: 9-oct-2011, 7-nov-2011, 22-nov-2011, 23-nov-2011) 
5. Future Work 
The proposed future work could be developed towards Benchmarking and Prediction. The analysis of 
neighbourhoods allows the comparison of buildings. PCA models can be obtained from data coming from a set of 
buildings instead of a single one. In this way each building can be projected through the model and its statistical 
indexes compared with the rest  Another option is to directly compare the models (‘loadings’ in the P matrix) 
obtained individually for each building under the same conditions in order to find common characteristics or 
differences between them. As a simple example, using the consumption of all the buildings and the climate as input 
Fig. 6 Captured variance for each principal component. 
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variables, a model capable of comparing buildings and give relations with climate can be obtained. Fig.6 shows the 
variance of both climate variables and buildings consumption captured for each principal component, allowing to 
find similarities between buildings and the influence of climate variables in each one.  
Moreover, PCA models can be extended also be used to predict future energy consumption following the 
proposed methodology. For example Partial least Squares (PLS) models or the combination of PCA with nonlinear 
techniques (such as Case Based Reasoning [18]) should be used in this sense. In the same direction, PCA offers 
simple models to be used with contractual purposes by Energy Service Companies and customers according to the 
Measuring and Verification (M&V) guidelines [http://www.evo-world.org/index.php?lang=en] used for the 
evaluation of energy efficiency. 
6. Conclusions 
PCA and MPCA methodology have been introduced for modelling and monitoring energy consumption in 
buildings. PCA is the basic methodology whereas MPCA allows dealing with different time scales and finding 
relations among variables at these temporal references. T2 and SPE indices are used as monitoring charts and they 
are capable of detecting sensor errors or abnormal behaviours. Once an error is detected, contribution analysis 
allows identifying the variable (or sets of them) responsible for such situation. Visualisation of the correlation 
matrix allows representing relationships among variables and helps selecting variables to be used for monitoring. 
The method can extend towards energy forecasting applications when independent variables (weather and 
occupancy) are known by using reconstruction capabilities of PCA. 
Acknowledgements 
This work has been developed within the project ACCUS (Adaptive Cooperative Control in Urban (sub) 
Systems. ART-010000-2013-2 -333020-1), funded by the Spanish Ministry of Industry, Energy and Tourism and 
JTI ARTEMIS Joint Undertaking of the European Commission. Partial developments are also being tested within 
the ITEA2 SEAS “Smart Energy Awareness Systems” project (founded by the Spanish Ministry of Industry, Energy 
and Tourism – grant Ref. TSI-100501-2013-47– under its National Plan for Scientific and Technological Research 
and Innovation 2013-2016). 
References 
[1] Yu Z, Fung BCM, Haghighat F, Yoshino H, Morofsky E. A systematic procedure to study the influence of occupant behavior on 
building energy consumption. Energy Build 2011;43:1409–17. 
[2] Swan LG, Ugursal VI. Modeling of end-use energy consumption in the residential sector: A review of modeling techniques. Renew 
Sustain Energy Rev 2009;13:1819–35. 
[3] Zhao H, Magoulès F. A review on the prediction of building energy consumption. Renew Sustain Energy Rev 2012;16:3586–92. 
[4] Park K, Kim Y, Kim S, Kim K, Lee W, Park H. Building Energy Management System based on Smart Grid. 2011 IEEE 33rd Int. 
Telecommun. Energy Conf., Ieee; 2011, p. 1–4. 
[5] Hajdukiewicz M, Keane M, O’Flynn B, O’Grady W. Formal calibration methodology for CFD model development to support the 
operation of energy efficient buildings. Tenth Int. Conf. Enhanc. Build. Oper. Kuwait, 2010. 
[6] Directive 2012/27/EU of the European Parliament and of the Council of 25 October 2012 on energy efficiency 
(http://www.boe.es/doue/2012/315/L00001-00056.pdf). n.d. 
[7] Raftery P, Keane M, O’Donnell J. Calibrating whole building energy models: An evidence-based methodology. Energy Build 
2011;43:2356–64. 
564   Llorenç Burgas et al. /  Energy Procedia  62 ( 2014 )  555 – 564 
[8] O’Flynn B, Jafer E, Špinar R. Development of miniaturized wireless sensor nodes suitable for building energy management and 
modelling. ECPPM, Irel., 2010. 
[9] Rafferty Paul, Marcus Keane, James O’Donnell AC. Energy Monitoring Systems value, issues and recommendations based on five case 
studies. Clima Conf. Antalya, Turkey, 2010, n.d. 
[10] Ndiaye D, Gabriel K. Principal component analysis of the electricity consumption in residential dwellings. Energy Build 2011;43:446–
53. 
[11] Lam JC, Wan KKW, Cheung KL, Yang L. Principal component analysis of electricity use in office buildings. Energy Build 
2008;40:828–36. 
[12] Djuric N, Novakovic V. Identifying important variables of energy use in low energy office building by using multivariate analysis. 
Energy Build 2012;45:91–8. 
[13] Ma X, Cui R, Sun Y, Peng C, Wu Z. Supervisory and Energy Management System of large public buildings. 2010 IEEE Int Conf 
Mechatronics Autom 2010:928–33. 
[14] Li S, Wen J. A model-based fault detection and diagnostic methodology based on PCA method and wavelet transform. Energy Build 
2014;68:63–71. 
[15] Russell E, Chiang L, Braatz R. Data-driven methods for fault detection and diagnosis in chemical processes. vol. 49. 2000. 
[16] Nomikos P, MacGregor JF. Monitoring batch processes using multiway principal component analysis. AIChE 1994;40:1361–75. 
[17] Kourti T. Application of latent variable methods to process control and multivariate statistical process control in industry. Int J Adapt 
Control Signal Process 2005;19:213–46. 
[18] Berjaga X, Mel J. A Framework for Case-Based Diagnosis of Batch Processes in the Principal Components Space es 2009.  
 
