Abstract. In this study, we introduce and examine the concepts of asymptotically lacunary statistical equivalent of order α in probability and strong asymptotically lacunary equivalent of order α in probability. We give some relations connected to these concepts.
Introduction and Background
The idea of statistical convergence was given by Zygmund [22] in the first edition of his monograph published in Warsaw in 1935. The concept of statistical convergence was introduced by Steinhaus [21] and Fast [9] and later reintroduced by Schoenberg [19] independently. Over the years and under different names statistical convergence has been discussed in the theory of Fourier analysis, Ergodic theory, Number theory, Measure theory, Trigonometric series, Turnpike theory and Banach spaces. Later on it was further investigated from the sequence spaces point of view and linked with summability theory by Altınok et al. [1] , Connor [4] , Çolak [5] , Das et al. [6] , Et et al. ([7] , [20] ) Fridy [11] , Işık et al. ([13] , [14] , [15] ) and many others. In recent years, generalizations of statistical convergence have appeared in the study of strong integral summability and the structure of ideals of bounded continuous functions on locally compact spaces. Statistical convergence and its generalizations are also connected with subsets of the Stone-Čech compactification of the natural numbers. Moreover, statistical convergence is closely related to the concept of convergence in probability.
Marouf [16] introduced definitions for asymptotically equivalent sequences and asymptotic regular matrices. Patterson [17] extend these concepts by presenting an asymptotically statistically equivalent analog of these definitions and natural regularity conditions for nonnegative summability matrices. Later on asymptotically equivalent sequences have been studied in ( [2] , [3] , [18] ).
By a lacunary sequence we mean an increasing integer sequence θ = (k r ) such that h r = (k r − k r−1 ) → ∞ as r → ∞. Throught this paper the intervals determined by θ will be denoted by I r = (k r−1 , k r ] and the ratio k r k r−1 will be abbreviated by q r . Recently lacunary sequences have been studied in ( [8] , [10] , [12] , [20] ).
Let X n (n ∈ N) be a random variable which is defined on a given event space S with respect to a given class of events ∆ and a probability function P : ∆ → R, then we say that X 1 , X 2 , X 3 , ..., X n ... is a sequence of random variables. A sequence of random variables is denoted by {X n } n∈N .
Definition 1 Let (S , ∆, P) be a probability space, θ = (k r ) be a lacunary sequence, α ∈ (0, 1] be any real number. Two nonnegative sequences of random variables {X n } n∈N and {Y n } n∈N are said to be asymptotically lacunary statistical equivalent of order α in probability provided that for every ε, δ > 0,
In this case we write X
Definition 2 Let (S , ∆, P) be a probability space, θ = (k r ) be a lacunary sequence and let α be any real number such that α > 0. Two nonnegative sequences of random variables {X n } n∈N and {Y n } n∈N are said to be strong asymptotically lacunary equivalent of order α in probability provided that for every ε > 0,
Main Results
We give the following results without proof.
Theorem 1 Let θ = (k r ) be a lacunary sequence and let α and β be fixed real numbers such that
Theorem 2 Let θ = (k r ) be a lacunary sequence and let α and β be fixed real numbers such that Now let θ = (k r ) and θ = (s r ) be two lacunary sequences such that I r ⊆ J r for all r ∈ N, α and β be fixed real numbers such that 0 < α ≤ β ≤ 1. Now we give some inclusion relations between the concepts of asymptotically lacunary statistical equivalent of order α in probability and strong asymptotically lacunary equivalent of order β in probability. Proof (i) Suppose that I r ⊂ J r for all r ∈ N and let (1) be satisfied. For given ε, δ > 0 we have
for all r ∈ N. Now taking the limit as r → ∞ in the last inequality and using (1) we get X
(ii) Let X PS α θ ∼ Yand (2) be satisfied. Since I r ⊂ J r , for ε, δ > 0 we may write Proof (i) For any sequence {X n } n∈N of random variables and ε, δ > 0, we have
and so that 1
ii) Omitted.
