Despite the rapid growth in datasets for video activity, stable robust activity recognition with neural networks remains challenging. This is in large part due to the explosion of possible variation in video -including lighting changes, object variation, movement variation, and changes in surrounding context. An alternative is to make use of simulation data, where all of these factors can be artificially controlled. In this paper, we propose the Randomized Simulation as Augmentation (RSA) framework which augments real-world training data with synthetic data to improve the robustness of action recognition networks. We generate large-scale synthetic datasets with randomized nuisance factors. We show that training with such extra data, when appropriately constrained, can significantly improve the performance of the state-of-the-art I3D networks or, conversely, reduce the number of labeled real videos needed to achieve good performance. Experiments on two realworld datasets NTU RGB+D and VIRAT demonstrate the effectiveness of our method.
Introduction
Recognizing human actions robustly from video is an important task in computer vision that has many real-world applications. The recent advances of action recognition are partially due to the creation of large-scale labeled video datasets [15, 5, 33] . However, performance on action recognition benchmarks is still not as good as object recognition in static images. One reason for this inferior performance is the extremely high intra-class variation -the same action looks very different when performed by different people in different environments while captured from different camera viewpoints [27, 28] . Factors, such as lighting, appear- * Indicates equal contributions.
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Augmented Model Test on novel viewpoints, scenes and human appearance Figure 1 : Illustration of our main idea. We use simulated videos to augment real training data to improve model robustness to nuisance factors, e.g. novel viewpoint, change of background and human appearance.
ance, and camera viewpoints, which should not affect recognizing an action are called nuisance factors. When collecting real-world video data different nuisance factors are often entangled together, e.g. people often play soccer during the day on grass fields. Therefore, it is often difficult or impractical to collect and annotate a large real-world video dataset that sufficiently covers the space of all nuisance factors. Current action recognition benchmarks are far from capturing all the variations of a single action. Therefore, models trained on these datasets are prone to be biased towards intrinsic dataset-specific features.
In this paper we explore the possibility of augmenting real videos with simulated data to improve action recognition performance, particularly through robustness to nui-sance factors, e.g. camera viewpoints, actor appearance and background. To this end, we propose the Randomized Simulation as Augmentation (RSA) framework in which we render actions in a virtual world where nuisance factors can be controlled. By varying the rendering parameters, we can generate a large number of action sequences that cover a large variation of nuisance factors. Adding these data to model training can reduce the possibility of overfitting and model bias. This is in the same spirit with domain randomization [31, 42, 39, 24] .
Rendering synthetic action using computer graphics engines requires 3D human motion to drive 3D human models. For each action, we identify three possible ways to obtain the corresponding 3D human motion. First, we can search from existing large-scale motion capture libraries, i.e. CMU MoCap Library [4] and Human3.6M [13] , which contain high-quality motions. A more scalable way is to obtain human motion from videos. Since 2D human pose estimation is relatively accurate, we can further obtain 3D motion from videos with depth information, i.e. RGB-D videos. Recently, monocular 3D human pose estimation becomes increasingly accurate. This supports extracting human motion directly from the RGB video. Furthermore, there is temporal consistency in videos which can be exploited to enhance pose estimation.
Utilizing synthetic data requires dealing with the gap between synthetic and real domains, i.e. the reality gap. Since 1) renderers from computer graphics are not perfect and 2) it is often impractical to model every possible nuisance factors in the generation process, synthetic data will still have discrepancies from real data. This limits the potential for learning generalizable features from the synthetic domain. For deep models with large capacity, there is the additional complication that directly training with both real and simulated datasets jointly can result in learning models for the two domains separately [22] . We explore two possible solutions to this problem: 1) pretraining the network on synthetic data and then fine-tuning on real data; 2) performing domain adversarial training [9, 43] which minimizes the discrepancy of distributions of extracted features from two domains. We find that both methods outperform a baseline joint training method as well as performance from real data alone.
To support our methodology, we perform extensive experiments on two real-world datasets NTU RGB+D [17] and VIRAT [23] . We show that augmentation with simulated data boosts the performance of the state-of-the-art action recognition model while improving the robustness to various nuisance factors. Meanwhile, we show that using synthetic data significantly reduce the number of labeled real videos needed to achieve good performance. We name our framework Randomized Simulation as Augmentation (RSA).
Our contributions can be summarized as follows:
• We propose an effective framework to augment real videos in with large-scale rendered synthetic videos to improve robustness to nuisance factors for human action recognition.
• We describe methods for effectively handling the domain gap between synthetic and real domains.
• We demonstrate the effectiveness of our approach on two real-world datasets in terms of both improving performance of a state-of-the-art model and greatly reducing the need for labeled real data.
Related Work
Human Action Recognition. Human action recognition has also benefited from the recent advances of deep convolutional neural networks (DCNN). Karpathy et al. [15] demonstrated on a large dataset that DCNNs significantly improves action recognition accuracy over the featurebased baselines. Further improvements have been achieved through better temporal modeling [46, 53] and adding optical flow branch [34] . Another branch of methods for action recognition directly learn spatio-temporal features with 3D convolutions [40, 38] . Carreira and Zisserman [5] showed the effectiveness of inflating the filters of 2D CNNs pretrained on large-scale 2D image datasets as the initialization for 3D convolutional layers. To reduce the large computational cost of 3D convolutions, recent trends [26, 41, 48] have been focused on different ways to replace 3D convolutions with 2D convolutions. Skeleton-based models [45, 35, 49] for human action recognition reason on dynamic human skeletons. Currently their performance is not on par with the RGB-based methods [49] .
Synthetic Data for Computer Vision. Synthetic data has already been successfully applied in many computer vision tasks, such as stereo [21] , optical flow [3, 21] , semantic segmentation [29, 30] , human part segmentation [44] , for which the groundtruth is either difficult or expensive to obtain in real world.
Motivated by the fact that existing benchmarks lack the variety required to properly assess the performance of video analysis algorithms, Gaidon et al. [8] propose to use synthetic data as a proxy to assess real-world performance on high-level computer vision tasks. The ability to control the nuisance factors in virtual world enables to study the robustness of vision algorithms [51] . Amlan et al. [14] parameterizes synthetic dataset generator with a neural network and generates data to match content distributions for different tasks. [6] is the first work to investigate using virtual worlds to generate synthetic videos for action recognition, where the author proposes to procedurally generate realistic 3D Renderer Figure 2 : Overview of the RSA framework. Given real human action videos, we obtain corresponding 3D human motions for driving synthetic human models in a virtual environment. We render synthetic human action videos with randomized parameters that covers much more variations than the original dataset. Through transferable training with both real and synthetic data, the model achieves improved robustness to nuisance factors.
action from a library of atomic motions. Xavieret al. [25] uses sequences of atomic actions and interactions to generate actions in a simulated household environment. Our work, however, goes beyond by randomizing the nuisance factors in synthetic data to improve model robustness and boost the performance in real domain. Domain Adaptation. Computer vision models trained on a source domain often suffer from performance drop when tested on domains which have different marginal distributions. This phenomenon is known as domain shift which domain adaptation (DA) methods seek to alleviate. One type of DA methods directly minimizes a distance function, e.g. maximum mean discrepancy [18, 19, 50] and CORAL function [37] , for feature distributions of the source and target data. Domain adversarial training [9, 43] encourage to learn features which is indistinguishable between domains. Pixel-level DA methods [2, 11] align the distributions in the pixel space rather than the feature space. For video domain adaptation, aligning the temporal dynamics between source and target domain is shown to be effective [36] . For adaptation from synthetic to real domain, domain randomization [31, 42, 39, 24] is proposed which tries to randomize all irrelevant factors in virtual world forcing the model to focus on essential structure of the problem.
Method
We present the Randomized Simulation as Augmentation (RSA) framework for robust action recognition in this section. We first provide the formulation of our method in a probabilistic perspective. We then introduce how we implement our framework in detail, followed by how we handle the domain gap between synthetic and real domain.
Formulation
We use a simplified generative model, where an action is defined by human motion only, for generating human action videos while taking nuisance factors into consideration. Formally, we denote x to be an RGB video. We formulate the generation of a human action video as a function
where random variable A denotes the underlining action to generate, M denotes human motion which contains a sequence of 3D human poses and
are a set of pairwise independent random variables representing the nuisance factors, e.g. human appearance, surrounding environment and camera viewpoint, which is also independent of A and M . We obtain the following generative model for human action videos,
where 1[·] is indicator function. Therefore, the optimal discriminative recognizer is
which is our goal of approximation with a deep neural network and is not affected by nuisance factors.
Randomized Simulation as Augmentation for Robust Human Action Recognition
It is costly and inefficient to sample enough data from the real P (x, A, M, {N i } K i=1 ), i.e. collect and annotate real videos, that sufficiently covers the variation of nuisance factors. We propose to use simulation in the 3D virtual world to augment more variation of nuisance factors. The whole framework is shown in Fig. 2 . The key idea is to use uniform distributions over all possible values for
. This is desirable because 1) the distributions of some nuisance factors should inherently be uniformly distributed, e.g. camera viewpoints; 2) even though other nuisance factors do have distributions that are not uniform in real world, e.g. the height of humans, such prior distribution should not be exploited too strongly by a robust recognition model. Specifically, we use a 3D renderer to approximate the real generator G. As it is shown in Fig. 3 , the renderer uses human motion sequences to drive 3D human skeletal meshes in a virtual environment.
For the purposes of simulation, we need a motion model. We learn the model P (M |A) from existing datasets. For action category a, let {(x i , a)} n i=1 denote the training examples from an existing dataset. The most direct way is to estimate 3D human motionM i fromx i , by which we obtain a motion set {(M i )} n i=1 . For datasets where RGB-D videos are provided, we can simply perform 2D human joint estimation which is relatively accurate and reconstruct the 3D pose with the help of depth information. We subsequently assume M takes value from {(M i )} n i=1 uniformly. Furthermore, we use action category name to query similar 3D human motion from existing large-scale motion capture libraries such as CMU MoCap Library [4].
We consider three main nuisance factors -human appearance, background environment and camera viewpoints -that are controlled by rendering parameters to follow an approximately uniform distribution. We obtain a random human mesh from MakeHuman [1] by random sampling from a set of parameters that define a humanoid. Unlike previous work [6] , our method does not require realistic human texture. Instead, we use images randomly sampled from the MSCOCO dataset [16] as textures. The human action is rendered in a simple virtual environment consisting of a floor and background sky sphere. Similarly, the textures of the floor and sky sphere are sampled from the same dataset. For the camera, we set the resolution to be 640 × 480 and an FOV of 90 degrees. As shown in Fig. 3 , the camera always faces toward the human model and is controlled by three parameters, i.e. distance to the human model, azimuth and elevation, from which a random camera viewpoint is sampled for each video.
Randomly choose textures
Randomly set camera and lightings Figure 3 : The virtual environment for generating synthetic data. A virtual camera can record the action from different viewpoint. The textures are given to sky, ground, vehicle and actor.
Transfer from Synthetic to Real
Since the graphics renderer we utilized is only an approximation to the real world generator G, there are still discrepancies between real and synthetic action videos. Thus, a model trained with synthetic data will not generalize to real data. This problem is called the reality gap. Directly training networks on the mixture of synthetic and real data may not help the model to achieve better performance on the real domain. Because the huge capacity of deep networks enables learning to handle two domains separately as shown in Fig. 8 .
To overcome the reality gap, we investigate two strategies, i.e. finetuning and domain adversarial training [9, 43] . For finetuning, the action recognition network is pretrained on the synthetic videos and then finetuned on real videos using a small learning rate. Domain adversarial training seeks to find a shared latent space where data from the two domains are indistinguishable, usually through a minimax optimization of a GAN loss [10] .
Our domain adversarial training process is illustrated in Fig. 4 . Let X S and X T to be the distributions of source and target domains. f T denotes the module for extracting spatial temporal feature in an action recognition network f , e.g. the layers before the final 1 × 1 convolutional layer in a I3D network [5] . A discriminator D is added to predict whether a feature is from source or target domain, which means maximizing the adversarial loss L adv ,
The objective for the action recognition model is to bring the feature representation from the two domains closer as well as performing correct classification. Therefore, the final optimization is as follows, where L cls denotes the cross entropy loss for action classification on the two domains and λ adv is a weight for balancing the classification task and adversarial training. We perform training in an alternating manner, i.e. freezing the weight of f when optimizing D and vice versa.
Synthetic Data Generation Pipeline
We developed two pipelines for data generation in our RSA framework to maximize the utilization of available 3D human resources. They are based on Unreal Engine and Blender respectively, each of which has unique properties. The first pipeline enables utilizing more high-quality commercial resources for building complex environments and human-object interaction. The second one is more suitable for controlling low-level rendering processing, such as controlling human meshes and rendering parameters.
For the Unreal Engine pipeline, we developed code for randomizing object textures, changing appearance of any 3D human model, and controlling the rotation of each bone on a human skeleton. A Python interface is provided which enables connecting the virtual environment with other learning algorithms. The whole pipeline can be released as a binary executable for reproducing and sharing our work. Our code for obtaining images and groundtruths is based on UnrealCV [47] .
For the Blender pipeline, human meshes from MakeHuman is utilized. The animation data captured from Microsoft Kinect [52] can be used by our pipeline to drive the human mesh in Blender. We also implemented a full pipeline to randomize other rendering factors.
Experiments
In this section we present the datasets used for evaluation, implementation details and experiment results showing the effectiveness of our proposed RSA framework. We also provide detailed analysis illustrating why our method works.
Datasets for Evaluation
NTU RGB+D dataset [32, 17] . This is a large controlled human action dataset with variety of camera views, capture environments and human subjects. This dataset is collected from 106 distinct subjects and contains 114,480 sequences in total. There are 120 classes of human actions including daily one-person actions, two-human interactions and health-related activities. There are 32 different setups each of which has a different location and background. The actions are captured by three cameras at the same time covering the front, side and 45 degrees views. Depth and 3D skeletal data are also captured by Microsoft Kinetic.
Highly Disjoint Train/test split for NTU RGB+D. The controlled real-world dataset enables us to evaluate the robustness of action recognition models to nuisance factors. We split this dataset so that train and test splits have no shared environments, human subjects and camera viewpoints. For environments, we use setup 7, 10, 11, 13, 21, 22, 23, 24, 25 for testing and the rest for training. We do not use the split for the cross-setup evaluation because the same environments appear in both train and test set in that split. For human subjects, we select human subject IDs for training following the cross-subject evaluation in [17] . For camera viewpoints, we only choose the camera view 1 (C001) for training and test on others. In this work, we focus on a subset of 31 classes which do not require reasoning about human-object interactions. This results in a training set of 3950 videos and a test set of 2670 videos.
VIRAT dataset [23] . This is a dataset for video surveillance containing videos with cluttered backgrounds and various camera viewpoints, including 19 classes of human actions and human-vehicle interactions. The videos are collected at multiple sites distributed throughout the USA, including five scenes named 0000, 0002, 0400, 0401 and 0500. The scenes are shown in Fig. 5 , the videos in these scenes share the same actions but have different backgrounds and viewpoints. VIRAT dataset is challenging due to 1) low resolution actions, i.e. each action only occupies a small region in the whole frame; 2) only limited data available for training. We focus on the task of classifying video clips that has already been cropped both spatially and temporally using ground truth annotation.
Highly Disjoint Train/test split for VIRAT. The differences between five scenes enable us to create new splits suitable for evaluating the robustness of action recognition model to nuisance factors. We split the dataset based on Leave-One-Scene-Out (LOSO) criterion, in which we use videos from one scene for testing and the rest of training. In our experiment, we leave 0401 out in order to keep the balance between training and testing set. In the new split, we focus on six typical yet challenging classes of activities in VIRAT: Opening, Open Trunk, Entering, Exiting, Close Trunk and Closing. The training set contains 534 video 
Implementation Details
Network architecture. For all experiments, we use the I3D network [5] as our base action recognition network which is initialized by inflating weights from 2D Inception network pretrained on ImageNet [7] . We rescale the shorter side of all input videos to 256 pixels. For training, we randomly sample 32 consecutive frames temporally and crop a 224 × 224 patch from each frame spatially. Random leftright flip is applied as 2D data augmentation. At test time, we spatially sample three patches evenly along the longer side of the video and temporally sample three clips evenly from the full video. For implementation of domain adversarial training, we use a simple discriminator with three 3D convolutional layers each followed by a 3D BatchNorm Layer [12] and a Leaky ReLU activation. Human Motion Model Acquisition. For NTU RGB+D dataset, the 3D skeleton data is already provided which is calculated by Kinect. We find the predefined skeleton of Kinect, calculate the local rotations of all the joints in each frame and write the animations in BVH file format. We then import the generated BVH files into Blender and use these animations to drive 3D Human models. For VIRAT dataset, we use a low-cost motion capture device to collect a set of human motions for each action class.
Experimental Results on NTU RGB+D
In this section we evaluate RSA on the NTU RGB+D dataset. We generate a total of 14631 synthetic videos, which is about 4 times larger than the real training set, to augment the real training set. We compare three methods for learning from our generated synthetic data: 1) direct joint training (Joint training) as our baseline; 2) pretraining on synthetic videos and finetuning on real videos (RSA-F); and 3) domain adversarial training (RSA-DA).
Real videos in VIRAT
Real videos in NTU RGB+D Synthetic videos in NTU RGB+D As shown in Table 1 , RSA improves the action recognition accuracy compared to training purely on real videos. The classification accuracy improves from 83.93% to 88.69% (+4.76%) with finetuning, and to 85.02% (+1.09%) with adversarial training. This suggests that with RSA the state-of-the-art I3D model achieves increased robustness to nuisance factors. Due to the reality gap, model trained on synthetic data only achieve an accuracy of 47.57%. Direct joint training performs worse than realonly, showing that handling the reality gap carefully is important.
Synthetic videos in VIRAT
In the rest of this section, we provide more experiments for better understanding of our framework, including: effects with reduced real videos, ablation studies on the effect of individual nuisance factor and visualization of learned features from different ways of handling the reality gap.
Effectiveness with fewer training videos. how much improvement RSA can achieve with less real training data, we perform experiments on NTU RGB+D with only a subset of the real videos available for training. As shown in Fig. 7 , consistent performance boosts are achieved by adding RSA. As the number of labeled real data decreases, I3D performance drops as expected due to an increased possibility of overfitting to training data. With the help of our proposed method, the same level performance (accuracy down 8%) is achieved with only 1/8 of all real training data, whereas real-only performance drops significantly (accuracy down 45%). This shows that our framework can significantly reduce the number of labeled real videos need to achieve good performance. Improvement for individual nuisance factor. To study how well our model works for each nuisance factor, we create new test sets varying one nuisance factor at a time. For example, to evaluate the robustness to different human subjects, we keep the camera view and setup the same as training and choose videos performed by human subjects in the test set. Results are shown in Table 2 . Our method improves the robustness of all three nuisance factors especially when training data is insufficient. Among the three nuisance fac-tors evaluated, the camera viewpoint results to be the least robust one for I3D, which can be greatly improved by our method.
Visualization for Handling the Reality Gap. We visualize the feature distributions of data from both domains learned by different models in 2D space using t-SNE [20] . Fig. 8 shows feature embedding for models trained with direct joint training, finetuning and domain adversarial training. Compared with joint training, domain adversarial training achieves better alignment for synthetic and real domain while learning more discriminative features, i.e. features are in separate clusters. This can explain why domain adversarial training achieves better results than joint training. As shown in Fig. 8b , after finetuning on real videos, I3D focuses on the real domain and is no longer able to handle synthetic data well.
Experimental Results on VIRAT
In this section, we evaluate RSA on VIRAT dataset using the same three methods for learning from synthetic data as on NTU RGB+D dataset. VIRAT is quite different with NTU RGB+D; it contains less data and is more difficult, the human and vehicle in the video are far from the camera and the surveillance video itself is blurred thus hard to recognize the activity; the latter is collected indoor and the action is explicit thus easy to recognize. Therefore, the accuracy of model on VIRAT is generally lower than that on NTU RGB+D. We experiment on VIRAT to show our proposed method's ability of handling difficult dataset, for which we generated 7582 synthetic videos (14 times the size of real training data).
As is shown in Table 3 , RSA greatly improves the accuracy compared with training only on real. While the joint training baseline hardly improves the accuracy, finetuning lifts the accuracy from 46.01% to 54.82% (+8.81%) and domain adversarial training lifts the accuracy from 46.01% to 55.10% (+9.09%). We can see domain adversarial training works better than finetuning, unlike the results on NTU RGB+D, which is probably because the number of real data on VIRAT is insufficient for finetuning.
In the following parts, we provide experiments to show the influence of nuisance factors and detailed analysis of the Table 5 . The result shows that dramatic variation of the nuisance factors poses a challenge to state-of-the-art action recognition network as the I3D performance drops from 52.97% to 46.01% (−6.96%).
Improvement on each class We evaluate the performance for each action class using F1 score metric, which is defined as the harmonic mean of precision and recall. The results are shown in Table 4 . Domain adversarial training brings improvement to all the classes while finetuning brings improvement to most of the classes except Open Trunk. Great improvement is achieved on the Entering class which is difficult for model trained on real only. Model trained using joint training achieves improvement on some classes while performing terribly on Exiting.
We also find an interesting fact that the model trained with synthetic data only performs even better than real data trained model on some classes, such as Entering and Opening. This suggests that the model can learn useful features from synthetic data with randomized nuisance factors despite the reality gap.
Conclusion
In this work, we propose the RSA framework which augments real-world videos with randomized synthetic data for training more robust human action recognition networks. Domain gap between synthetic and real data is carefully handled so that model can learn transferable features. We demonstrate on two real-world datasets that our method boosts the performance of the state-of-the-art I3D network for human action recognition and improves model robustness to nuisance factors. Furthermore, we show that our method can reduce real-world labeled data needed for achieving good performance. This can potentially save a huge amount of human labors for collecting and annotating large-scale video datasets. In our future work, we plan to extend our model to simulate more complex human-object interactions and explore the potential of using the free extra groundtruths from simulation, e.g. depth and segmentation masks, for better action recognition models.
