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ABSTRACT 
The relationship between the inertia of a symmetric real matrix and the inertia of 
its projection to a subspace is studied. The result is then used to characterize a 
Karush-Kuhn-Tucker point of a nonlinear programming problem by the inertia of a 
Hessian of Lagrangian with respect to both primal and dual variables. A theorem of 
Kojima on the determinant of a matrix in nonlinear programming is also derived as a 
direct consequence of the result. 
1. INTRODUCTION 
It is shown in the recent paper [3] that a necessary and sufficient 
condition for a symmetric real n X rz matrix A to be positive definite is that 
the matrix A is positive definite on any subspace S in R” and its inverse is 
positive definite on the orthogonal complement of S. By a theorem of 
Haynsworth [ll] on the Schur complements, the result can be extended in 
terms of the inertia of the matrix A, which is defined to be the triple (p, 77, e), 
where p, TJ, and 6 are the numbers of positive, negative, and zero eigenvalues 
*This material is based on work supported in part by the National Science Foundation under 
Grant DMS 8203603. 
LINEAR ALGEBRA AND ITS APPLICATIONS 72~47-58 (1985) 47 
0 Elsevier Science Publishing Co., Inc., 1985 
52 Vanderbilt Ave., New York, NY 10017 0024-3795/85/$3.30 
48 S.-P. HAN AND 0. FUJI’VARA 
of A respectively with multiplicities counted. In this paper we further 
generalize the result and deduce a relationship between the inertia of a 
symmetric matrix and the inertia of its restriction to a subspace. The result 
does not require the underlying matrix to be nonsingular and subsumes a 
similar result given in [5,12]. The result is then applied to a matrix of the 
following form: 
which is induced from a Karush-Kuhn-Tucker condition of a nonlinear pro- 
gramming problem, with H the Hessian of Lagrangian with respect to the 
primal variables and J the Jacobian matrix of the constraint function. It is 
shown that the inertia of M depends only on the inertia of the projection of H 
onto the kernel space of the matrix J. Consequently, a Karush-Kuhn-Tucker 
point of a nonlinear programming problem can be completely characterized 
by the inertia of the matrix M, rather than the matrix H as in the literature 
[4]. A theorem of Kojima [14] on the determinant of a similar matrix in 
nonlinear programming can also be shown as a direct consequence of our 
result. Some other applications can be found in [9, lo]. 
The paper is organized as follows: in Section 2, we first introduce the 
concept of relative eigenvalues and the relative inertia of a matrix with 
respect to a subspace and derive our main inertia theorem; in Section 3, we 
apply the result in Section 2 to characterize a Karush-Kuhn-Tucker point of a 
nonlinear programming problem and reprove a theorem of Kojima. 
2. AN INERTIA THEOREM 
Let A be a symmetric n X n real matrix; the inertia a(A) is defined to be 
the triple (p, q,fI) where p, q, and 8 are respectively the numbers of positive, 
negative, and zero eigenvalues of the matrix A with multiplicities counted. In 
this paper we are interested in the relationship between the inertia +rr( A) and 
the inertia r( STAB), the columns of the matrix B being a basis of a subspace 
S. It follows directly from Sylvester’s law of inertia that the inertia rr(BTAB) is 
independent of the choice of a basis for S. To avoid such dependence on a 
basis in our analysis, we introduce the concept of relative eigenvalues below. 
We note here that our analysis can also be carried out through the concept of 
indefinite inner product or quadratic forms (see, for example, [1,6,13]). We 
adopt our approach merely for the convenience of application in Section 3. 
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DEFINITION 2.1. A real number h is said to be a relative eigenvalue of a 
symmetric n x n real matrix A with respect to a subspace S in R” if there 
exists a nonzero vector x such that 
XES and Ax-AXESI, (2.1) 
where S ’ is the orthogonal complement of S in R”. 
Clearly, if B is a matrix with columns being an orthonormal basis of S, 
then X is a relative eigenvalue of A with respect to S if and only if X is an 
eigenvalue of BrAB. With the above definition we can then define the relative 
inertia r(A/S) as the triple 
+/S):= (p(A/S),q(A/S),e(A/S)), (2.2) 
which are, respectively, the numbers of positive, negative, and zero relative 
eigenvalues of A with respect to S. As mentioned before, it follows from 
Sylvester’s law of inertia that r(A/S) = a(BrAB) for any matrix B whose 
columns form a basis of S. The relative kernel ker( A/S) is then defined as 
ker(A/S):= {x:x~S and AXES’}, (2.3) 
and A is said to be nonsingular on S when ker( A/S) = (0). By (2.3) we also 
have that 
ker(A/S)=Sn(AS)I. (2.4) 
In all the following discussion in this section we wiIl use S to denote an 
arbitrary subspace in R” and use A to denote an arbitrary symmetric real 
rr x n matrix. We first give the following lemma for our main inertia theorem. 
LEMMA 2.2. The following statements are equivalent: 
(a) ker(A/S) = ker(A)fl S, 
(b) ker(A/S)c ker(A), 
(c) S 1 n(AS)= {0}, 
(d) R”=S+(AS)L. 
Proof. (a) * (b): Obvious. 
(b) * (c): Let z E S ’ n (AS); then z = Ay E S ’ for some y E S. Hence, 
it follows from (b) and the definition of ker(A/S) that y E ker(A/S) c 
ker(A). Thus, z = Ay = 0. 
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R^ = (0) L 
= { SL n(AS)} L 
= S I* +(AS)l 
=S+(AS)‘. 
(d)-(a): Let zEker(A/S),then ZES and AzESI. Weonlyneedto 
show that Az = 0. By (d), for any w E R” there exist x E S and y E (AS) ’ 
such that w = x + y. Hence we have that 
wTAz = x=Az + yTAz = 0. 
Thus, it follows that AZ = 0. 
Now we give our main inertia theorem. 
THEOREM 2.3. Zf ker( A /S) c ker( A) then 
n(A)=n(A/S)+n(A/(AS)‘)-(O,O,B(A/S)). 
Proof From the assumption and Lemma 2.2 we have that R” = S f 
(AS)‘. On the other hand, we also have ker(A/S)= S PI’. Then, we 
can choose a basis {xl ,..., xi, y, ,..., yj, zr ,..., zk} of R” such that 
{X r,...,~i~yr,..+,yj}, {yr....,yj}, and {y,,...,yj,zl,...,zk} form bases of 
S, ker(A/S), and (AS)l respectively. Let X, Y, and Z be the matrices that 
have x ‘s, y ‘s, and z’s as their columns respectively. Hence, we have that 
which implies that 
[X Y Z]=A 
XTAX 0 0 
[x Y z]= 0 YTAY 0 
0 0 Z=AZ 
XTAY = 0, X=AZ = 0, Y TAZ = 0, 
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Therefore, by Sylvester’s law of inertia we have that 
The theorem immediately follows from 
r(A/S) = T(X~AX)+V(Y~AY), 
T(A/(AS)‘)=~(Y~AY)+V(Z~AZ), 
r(YrAY)= (O,OJ(A/S)). n 
The following example shows that the assumption ker(A/S) c ker( A) is 
essential. Let 
s= {rER2:Xr=O}; 
then r(A)=(l,l,O), a(A/S)=n(A/(AS)‘-)=(O,O,l), and B(A/S)= 
dim(ker( A/S)) = dim(S) and the theorem does not hold. 
The following corollaries are immediate consequences of Theorem 2.3. We 
note here that Corollary 2.5 was also given in [5,12] and can be derived from 
a theorem of Haynsworth [II] on the Schur complements. 
COROLLMY 2.4. If A is nonsingular on S, then 
r(A) = r(A/S)+?r(A/(AS) ‘). 
COROLLARY 2.5. If A is nonsingular on both R” and S, then 
Proof. We first note that 
A-‘Sl = {z:z=A-’ f y orsome yESI) 
= {z:Az~s’} 
= {z:xrAz=OforanyxES} 
=(AS)? 
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Let {Xl,..., r,} be a basis of Sl, and X be the matrix with columns 
zr,...>z,; then the columns of the matrix A-‘X form a basis of (AS) I. 
Hence, we have that 
V( A/(AS) ‘) = r((A-‘X)rA(A-‘X)) 
= v(X~A-‘X) 
The positive semidefiniteness of an n x n matrix A on a subspace S is 
defined as follows: rTAx >, 0 for any x in S. It is equivalent to the condition 
rl( A/S) = 0. Thus we get the result below on the characterization of a 
positive semidefinite symmetric matrix. We note here that a similar result 
with respect to cones instead of subspaces was deduced in [7,8] through a 
different approach. However, the assumption that xTAx = 0 and x in S 
implies Ax = 0 given in [7,8] is more restrictive than the assumption that 
ker( A /S) C ker( A) given here. This can be seen from the following example: 
s:= {x:x,=0}. 
When or = (l,O,O) we have that xrAx = 0, x in S, but Ax # 0. However, the 
assumption that ker( A /S) c ker( A) in Corollary 2.6 holds for this example. 
COROLLARY 2.6. Let ker(A/S) C ker(A). Then A is positive semidefi- 
nite on R” if and only if A is positive semidefinite on both the subspaces S 
and (AS)l. 
3. APPLICATIONS 
Consider the following nonlinear programming problem: 
minimize f(x) 
subject to h(x) = 0, 
(3.1) 
where f: R” + R and h : R” + Rk are twice continuously differentiable at a 
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Karush-Kahn-Tucker point x*. It is known that the vector x* is a Karush- 
Kuhn-Tucker point and a vector o* E Rk is its associated Lagrange multiplier 
if the gradient of the Lagrangian L( X, v) := f(x)+ V%(X) with respect to 
both variables vanishes at (x*, o*); that is, 
vL( x*, u*) = vf(x”>+ J(X*)Tu* 
h(x*) 
where J is the k X n Jacobian matrix of h at x*. Let H be the n X n Hessian 
matrix of the Lagrangian with respect to x at the Karush-Kuhn-Tucker pair 
(x*, u*), and let S be the kernel of J; it is well known that whether the 
Karush-Kuhn-Tucker point x* is a minimum point, a maximum point, or a 
saddle point of the problem (3.1) depends on the relative inertia r( H/S) of H 
with respect to the subspace S. Specifically, when H is positive definite on 
the subspace S or, equivalently, when a( H/S) = (dim(S),O,O), the point X* is 
actually a strict local minimum point of the problem (3.1). This is known as 
the second order sufficient condition [4]. Similarly, the second order necessary 
condition is just q( H/S) = 0. On the other hand, under a constraint qualifica- 
tion, if p( H/S) > 0 and v( H/S) > 0, then the point x* is only a saddle point 
of the problem (3.1). Here we will use the results in Section 2 to deduce a 
relationship between the inertia a( H/S) and the inertia of the (n + k) X (n + 
k) Hessian matrix of the Lagrangian with respect to the variables x and 0: 
(3.2) 
By so doing a Karush-Kuhn-Tucker point can also be characterized by the 
inertia of the matrix M itself. 
We note here that for a nonlinear programming problem with inequality 
constraints our analysis still can go through under the strict complementarity 
condition and by treating active inequality constraints as equality constraints. 
We also note that all the following results, except for Theorems 3.6 and 3.7, 
hold for a general matrix M of the form (3.2) which is not necessarily 
induced from a nonlinear programming problem. 
We first discuss the relationship between the dimensions of ker( M) and 
ker( H/S). 
THEOREM 3.1. d(M) = 0( H/S)+dim(ker(_/T)). 
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Proof If (r, y) E ker(M) then 
Hx+JTy=O and 1x=0. 
Hence, we have that x E S = ker(J) and Hx E image(JT) = S * , which im- 
plies that z E ker( H/S). The theorem follows immediately by observing that 
(~,y)~ker(M) if and only if x~ker(H/S) and ye -(_IT)+Hx+ker(JT) 
where ( .JT)’ is the Moore-Penrose inverse of JT. n 
The following result of Fujiwara [2] is now a direct consequence of the 
above theorem. 
COROLLARY 3.2. The matrix M is nonsingular if and only if rank(J) = k 
and H is nonsingular on the subspace S. 
To establish our next result we need the following lemma. 
LEMMA 3.3. Let B be a k x n matrix and image(BT) = image(JT); then 
n(M)= r(N), where 
Proof. Because image( BT) = image(JT), there exists a nonsingular k x k 
matrix P such that PB = J. The lemma follows immediately from 
THEOREM 3.4. Let H be rwnsingulur on S := ker( J), and let m := rank(J); 
then 
,(M)=r(H/S)+(m,m,k-m). 
Proof. We prove the theorem by considering the following three cases: 
Case 1. When H is nonsingular on R” and rank(J) = k. By the equa- 
tion 
H 
0 
;)(lf c)(; -HiLIT) 
and by Sylvester’s law of inertia, we have that 
vr(M)=vr(H)+r( -JH-‘JT). 
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Then it follows from Corollary 2.5 and r( - JW’Jr) = V( - HP l/S 1 ) that 
n(M)=m(H/S)+n(H-‘/SL)+?7( -H-‘/SL). 
By the nonsingularity of H on both S and R” and by Corollary 2.5, we have 
that H- ’ is nonsingular on S 1 and 
,(H-‘/S*)+T( -H-‘/SI)=(p,17,0)+(77,p,O) 
= (k, k,(J), 
where dim(SI)= rank(J)= k. 
Case 2. When H is singular on R” but rank(J) = k. In this case we 
define 
H,:=H+cZ and M,:= 
By the assumption that H is nonsingular on S and by Corollary 3.2, we have 
that M is nonsingular. Hence, we have that for any sufficiently small e 
w(M,) = n(M), T( HJS) = T( H/S). 
Because of the nonsingularity of H, for sufficiently small e and because 
rank(J) = k, we can apply the result in case 1 to M, and H, and get 
+f,) = +,/S)+ (k k,O). 
Consequently, we get 
r(M)=lr(H/S)+(k,k,O) 
Case 3. When rank(J)=m<k. Let C beanmxn matrixwithits 
rows forming a basis of image(Jr). Then it follows from Lemma 3.3 that 
m(M) = r(N), where N is the (n + k) x (n + k) matrix defined by 
Therefore, we have that 
n(M)=a(@+(O,O,k-m), (3.3) 
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Since the matrix C has full row rank m, we can apply the argument in case 2 
to the matrix a. By using the fact that S = ker( 1) = ker(C) we have that 
,(@=a(H/S)+(m,m,O), 
which, in conjunction with (3.3), implies our result. n 
We now derive from Theorem 3.4 a result given by Kojima [14] on the 
sign of the determinant of the nonsymmetric matrix 
First we define sign(H/S) as sign(det(BrHB)) with the columns of B a basis 
of S or, equivalently, as follows: 
sign( H/S) := A- I)” when H is nonsingular on S, 
otherwise, 
where TJ := rl( H/S). 
COROLLARY 3.5. Zf rank(J) = k then sign(det(K)) = sign( H/S). 
Proof. It follows from Theorem 3.4 and rank(J) = k that 
sign(det( M)) = ( - 1) k sign( H/S). 
Therefore we have 
sign(det( K)) = ( - l)k sign(det( M)) = sign( H/S). n 
It is interesting to note that, according to Theorem 3.4, the inertia n(M) 
depends only on the inertia of H on the subspace S and the rank of I. This 
point can be illustrated through the following example. Let M be given by 
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If C and D are nonsingular matrices, then by Theorem 3.4 we have that 
a(M)= m(D)+(k,k,O), where k is the order of C. The inertia m(M) is 
independent of the matrices A, B, and C. It is this independence that is 
useful for us to characterize a Karush-Kuhn-Tucker point of the nonlinear 
program (3.1) in terms of the inertia of the matrix M. 
THEOREM 3.6. Let (x*, u*) be a Karush-Kuhn-Tucker pair of the nonlin- 
ear programming problem (3.1) and m := rank(J); then 
(a) m(M) = (n, m, k - m) implies that x* is a strict local minimum point; 
(b) n(M) = (m, n, k - m) implies that x* is a strict local maximum 
point; 
(c) m=kand~(M)=(p,n,O)withk<pandk<nimpZythatx*isa 
saddle point. 
Proof. We first note that it follows from e(M) = k - m and Theorem 3.1 
that H is nonsingular on the subspace S and hence Theorem 3.4 can be 
applied here. 
The well-known second order sufficient condition given in [4] is that the 
matrix H is positive definite on the subspace S, which is equivalent to the 
condition 7r( H/S) = (dim(S), 0,O). Then (a) follows directly from dim(S) = n 
- m and Theorem 3.4. The proof of (b) can be carried out similarly by using 
the fact that a( H/S) = (0, dim(S),O) implies that x* is a strict local maximum 
point of (3.1). For proving (c), we note that m = k is a constraint qualification 
and, under this condition, x* being a local minimum or maximum implies 
n( H/S) = 0 or p( H/S) = 0, respectively. H 
Under the assumption of M being nonsingular, the converse of the above 
theorem can also be given as follows. 
THEOREM 3.7. Let (x*, v*) be a Karush-Kuhn-Tucker pair of the nonlin- 
ear programming problem (3.1) and let the Hessian matrix M in (3.2) be 
nonsingular. 
(a) Zf x* is a local minimum point of (3.1) then r(M) = (n, k,O). 
(b) Zf x* is a local maximum point of (3.1) then r(M) = (k, n,O). 
(c) Zfr*isasaddZepointof(3.1)thena(M)=(p,n,O) withn>p>k 
andn>n>k. 
Proof. If M is nonsingular, then it follows from Corollary 3.2 that 
rank(J) = k and H is nonsingular on the subspace S. Because the constraint 
qualification rank(J) = k is satisfied, if x* is a local minimum point of (3.1) 
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then the matrix H is positive semidefinite on S, which, in conjunction with 
nonsingularity of H on S, implies that rr( H/S) = (n - k,O,O). Therefore, 
statement (a) follows directly from Theorem 3.4. Statement (b) can be proven 
similarly, and statement (c) is a consequence of (b) and (a). n 
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