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Abstract
Solving the Plateau problem means to find the surface with minimal
area among all surfaces with a given boundary. Part of the problem
actually consists of giving a suitable definition to the notions of “sur-
face”, “area” and “boundary”. The sliding boundary condition has
been introduced by David in order to study the boundary regularity of
minimal sets. In order to do that an important step is to know the list
of minimal boundary cones, that is to say tangent cones on boundary
points of minimal surfaces. In this paper we focus on cones contained
in an half-space and whose boundary can slide along the bounding
hyperplane. After giving a classification of one-dimensional minimal
cones in the half-plane we provide four new two-dimensional minimal
cones in the three-dimensional half space (which cannot be obtained as
the Cartesian product of the real line with one of the previous cones).1
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1 Introduction
In order to study boundary regularity of minimal surfaces, in [4] David intro-
duced a new notion of boundary, called sliding boundary. Loosely speaking
the boundary of a surface subject to this condition is not fixed but is allowed
to move in a closed set. A physical example where this condition applies is
a soap film contained in a tube: the boundary of the film can move along
the inner surface of the tube without leaving it. David proved that sliding
minimisers (i.e. minimal surfaces in this new setting) are uniformly rectifi-
able; moreover he proved that under some mild regularity condition of the
boundary, the blow-up limit of a sliding minimal set at a boundary point is
a sliding minimal cone with respect to a conical boundary. The assumption
of more regularity of the boundary (like C1 or rectifiable) provides flatness
(everywhere or almost-everywhere) of its blow-up. Therefore an important
step toward understanding the behaviour of sliding minimisers close to the
boundary is to list the sliding minimal cones with respect to flat boundaries.
In [5] Fang proved that given Γ a two-dimensional C1 submanifold of
R3, and a two-dimensional set E which is sliding minimal with respect to
Γ, then E is locally biHo¨lder equivalent to a sliding minimal cone under the
assumption that E contains Γ and stays on one side of it. In the recent
paper [6] Fang improved this result to C1,α-regularity at the boundary of
sliding minimal sets. We expect a similar result (at least the Ho¨lder part) to
hold with the corresponding analogue of our basic problem when 0 ≤ α ≤ 1
and follow from our description of minimal cones.
Let d and n be two positive integers such that 1 ≤ d ≤ n − 1. In
the following we will assume our sliding minimisers to have locally finite d-
dimensional Hausdorff measure, to be contained in the n-dimensional half-
space Rn+ := {(x1, ..., xn) : xn ≥ 0}, and to be subject to the sliding bound-
ary condition given by the bounding hyperplane Γ := {(x1, ..., xn) : xn = 0}.
The functional we want to minimise is the following weighted Hausdorff
measure
Jα(E) := Hd(E \ Γ) + αHd(E ∩ Γ) (1)
for E ⊂ Rn+. This energy is slightly more general than the d-dimensional
Hausdorff measure, and it is is related to functionals appearing in capillarity
theory and free boundary problems (see e.g. [8] [9] [19] [15]).
Let us now define precisely the notion of sliding minimiser. Given a set
E ⊂ Rn with locally finite d-dimensional Hausdorff measure we can define
the class of sliding competitor as follows.
Definition 1 (Sliding competitor). Let Ω be a closed subset of Rn, which
may coincide with Rn itself; and let Γi ⊂ Ω, for 0 ≤ i ≤ I, be finite family
of closed sets. For the sake of notation we will set Γ0 := Ω. We say that F
is an admissible competitor to E in Ω, with respect to the sliding boundary
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domains {Γi}0≤i≤I , if there exists a continuous function φ : [0, 1]×E → Rn
such that (setting φt(x) = φ(t, x)):
1. φ0 is the identity;
2. F = φ1(E);
3. φ1 is Lipschitz;
4. Set Wt := {x ∈ E : φ(t, x) 6= x} for t ∈ [0, 1] and W = ∪t∈[0,1]Wt,
there exists a compact set K such that φ(W ) ⊂ K ⊂ Rn.
5. for any 0 ≤ i ≤ I, if x ∈ E ∩ Γi then ϕt(x) ∈ Γi ∀t ∈ [0, 1].
Therefore F a sliding competitor for E if it is the image of E under a
one-parameter family of compact deformations that take place on a compact
set and that moves points along the sliding boundary domains but not away
from them. For short we will refer to this class of competitor simply as
sliding competitor, and to the deformation satisfying the definition as sliding
deformations. In our setting Γ0 = Ω := Rn+, I = 1 and Γ1 := Γ = ∂Ω.
Definition 2 (Sliding minimal set). A set E is a Jα-minimiser in Ω with
respect to the sliding boundary condition given by Γ, if, for any sliding com-
petitor F , we have that Jα(E \ F ) ≤ Jα(F \ E).
Let us remark that both E and F only have locally finite Hausdorff
measure, therefore both Jα(E) and Jα(F ) may be infinite. However, since
admissible competitors are images of compact deformations, it follows that
F and E coincide outside a compact set, therefore both F \E and E \F are
contained in a compact set and we can compare their energies.
The purpose of this paper is to study the 2-dimensional minimal cones
in the 3-dimensional half-space, that is to say d = 2 and n = 3. We will
start by classifying the one-dimensional minimal cones in the half-plane,
these cones will provide the profiles that a sliding minimal surface can have
wile approaching the sliding boundary. Beside the cones obtained as the
Cartesian product of R with a one-dimensional minimal cone in the half-
plane, we will prove the sliding minimality of 4 new types of 2-dimensional
cones in the 3-dimensional half-space (see Figure 2) each of them being
indeed a one-parameter family of sliding minimal cones depending on the
parameter α. In order to prove the sliding minimality of these cones we
will use paired calibrations. This tool has been employed by Lawlor and
Morgan in the proof [12] of the minimality of the cone over the (n − 2)-
dimensional skeleton of an n-dimensional regular simplex; and has recently
been generalised to currents with coefficients in a group by Marchese and
Massaccesi in [13] and [14]. The technique of paired calibrations consists
in applying the divergence theorem to each of the connected components of
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Figure 1: Cones of type Y and T.
the complement of a cone using a suitable family of divergence-free vector
fields.
The complete list of 2-dimensional minimal cones in the whole space R3
is well known since long time, it was first conjectured by Plateau [16] and
then proved by Taylor in [18] a century later (let us also recall the works of
Lamarle [11] and Heppes [10]). The only minimal cones on the whole space
are: planes; the set Y, obtained as the union of three half-panes meeting
with equal angle of 120◦; the set T, obtained as the cone over the edges of
a regular tetrahedron (see Figure 1). These cones will be our starting point
when looking for sliding minimal cones in the half-space.
The first two examples of minimal cones are obtained with the following
procedure. First embed in R3 a cone of type Y. Then tilt it in such a
way that the intersection between the three half-planes meets the horizontal
plane with an angle β ∈ [0, pi/2] and one of the three folds meets orthogonally
the horizontal plane. Take now the intersection of this cone with the upper
half-space R3+. By construction the two sloping folds are forced to meet
the horizontal plane with equal angle γ (depending on β), and the vertical
fold has the shape of a planar sector whose angle can be either β or pi − β.
In the first case we define Yβ as the union of the cone obtained with the
previous construction and the sector of the horizontal plane contained in
between the two sloping folds. In the second case we define Yβ as the union
of the cone obtained with the previous construction and the sector of the
horizontal plane not contained in between the two sloping folds. Both Yβ
and Yβ are minimal if and only if cos γ = α.
The third minimal cone is called Wβ and is obtained by taking the union
between the intersection of Yβ with a half-space bounded by a vertical plane
P orthogonal to the vertical fold and its reflection with respect to the plane
P itself. The cone Wβ is minimal if and only if β ≤ 30◦ and cos γ = α.
The fourth minimal cone is called T+ and is obtained by taking a cone of
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Figure 2: The 2-dimensional sliding minimal cones in 3-dimensional half
space, respectively: Yβ, Yβ, Wβ, T+. For each one of them the grey region
represent the intersection of the cone with the horizontal plane.
type T as in the first picture, flipping it upside down, placing its barycentre
at the origin, and finally intersecting it with the half-space R3+. Using paired
calibrations it is possible to prove the minimality of T+ for every α ≥
√
2
3 .
Moreover for every α <
√
2
3 a better competitor to the cone can be found
by pinching it down on the horizontal plane in such a way to produce a little
triangle and then by connecting it to the boundary in a proper way.
To know the complete list of sliding minimal boundary cones is the first
step in direction of boundary regularity results for sliding minimal sets. We
conjecture this list of minimal cones to be complete. However, in order
to prove that, it is necessary to classify all the cones satisfying the neces-
sary condition for minimality and, for each one of them, to find a sliding
competitor with less energy.
2 One-dimensional cones in the half-plane
In this section we will discuss one-dimensional minimal cones in the half-
plane. The domain of the sliding boundary will be the bounding line. Using
the notation introduced in the previous Section we have that Ω = R2+ =
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Figure 3: One dimensional sliding α-minimal cones in the half plane.
{(x, y) ∈ R2 : y ≥ 0} and Γ = {y = 0}.
Given 0 ≤ θ ≤ pi2 , let Pθ be a half-line meeting Γ at the origin with angle
θ ∈ [0, pi2 ], and let θα be such that α = cos θα. In particular let us remark
that θα → pi/2 when α→ 0 and θα → 0 when α→ 1. Given 0 ≤ α ≤ 1 the
sliding minimal cones in this setting are the following (see Figure 3):
(i) Γ; this cone is trivially minimal because the only member in the family
of sliding competitors is Γ itself.
(ii) Ppi
2
; given a compact set K and x0 ∈ Ppi
2
\K, any sliding competitor to
the vertical half-line would be (or at least contain) a path connecting
x0 to Γ, therefore it would be longer than the vertical line segment
connecting x0 to the origin.
(iii) Γ ∪ Ppi
2
; we can show the minimality of this cone combining the two
previous arguments. In fact any competitor to this cone still contains
Γ, and given x0 as before we have that any competitor contains a path
connecting x0 to Γ.
(iv) the union of Pθα with a horizontal half-line laying on Γ; let B1(0) be
the unit ball centred at the origin, and θ ∈ [0, pi2 ]. We define A =
(−1, 0) and B = (cos(θ), sin(θ)) to be the two endpoints of the cone
intersected with B1(0). In order to prove the minimality of the cone it
is sufficient to consider all competitors obtained as the union of the two
segments AC and CB where C = (x, 0). Hence we have to minimise
Jα among a one-parameter family of competitors. Let Ex be one of
6
Figure 4: Better competitors to the cone (v) in case θ > pi/6 above, and in
case θ ≤ θα below.
such competitors, than
Jα(Ex) = α(1 + x) +
√
(x− cos(θ))2 + sin2(θ)
∂Jα(Ex)
∂x
∣∣∣∣
x=0
=
[
α+
x− cos(θ)√
(x− cos(θ))2 + sin2(θ)
]
x=0
= α− cos(θ)
∂2Jα(Ex)
∂x2
∣∣∣∣
x=0
=
sin2(θ)[
(x− cos(θ))2 + sin2(θ)]3/2
∣∣∣∣∣
x=0
= sin2(θ).
(2)
Therefore x = 0 is a critical point if and only if cos(θ) = α, and the
second derivative is always positive.
(v) Vθ: the union of Pθ and its symmetric with respect to the vertical axis,
for θα ≤ θ ≤ pi/6. As before let us call A and B the endpoints of Vθ
intersected with the ball B1(0). Any admissible competitor for Vθ has
to connect A, B and Γ. It is easily seen that Vθ is minimal among all
the competitors obtained as the union of the two segments AC and CB
where C = (x, 0). However other types of competitor may occur (see
picture 4). Pinching together the two segments AC and CB we can
produce a triple junction, and in case θ > pi/6 it is possible to arrange
it in the shape of a Y cone. In this case the obtained competitor is
actually the minimiser. Otherwise we can push down the two segments
onto Γ producing a segment C ′C ′′ in Γ. In case θ < θα we can keep
pushing down up to the point when the angles formed by AC ′ and
C ′′B with Γ turn into θα, and again we obtain a minimiser.
We remark that cones (i), (ii) and (iii) are independent from α while cone
(iv) forms a one parameter family depending on this value. Cones of type (v)
form a one-parameter family independent on α but whose endpoints depend
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on it. When α = 1 we have that J1 = H1xΩ and the cone (iv) collapses to
the cone (i). On the other side, when α = 0, we have that J0 = H1x(Ω \Γ).
In this case (i) turns into an (even more) trivial minimal cone, and the cones
(ii) and (iii) become equivalent with respect to J0 because they only differ
from a “null-measure” set. Moreover also the cone (iv) collapses to the type
(ii)-(iii).
The minimality of the cones (i) and (iv) is only due to the definition
of Jα and it would still be minimal without imposing the sliding boundary
condition. The cones (ii) and (v) are in the opposite situation: they would
not be minimal without the sliding boundary condition, regardless to the
coefficient α. Cone (iii) in an exceptional case, its minimality relies on the
cost functional when α ≤ √3/2 and on the sliding boundary condition when
α >
√
3/2. Indeed, in the latter case, what could happen if we drop the
sliding boundary condition is that the branching point of the cone could
move upwards assuming the Y configuration. Therefore the two branches
of this Y would meet the boundary with an angle of 30◦, whose cosine is√
3/2.
In order to show that the aforementioned list of sliding minimal cones
is complete we can classify all the one-dimensional cones by the number of
distinct half lines (or branches) they are composed by (see Figure 5) and by
their position with respect to Γ. In case the cone is composed by only one
branch than it is sliding minimal only if the branch is vertical (cone of type
(ii)); otherwise it is very easy to find a better competitor. In case the cone
has two branches than we have three sub-cases, depending on the number of
branches contained in Γ. If they are both contained in Γ we find again the
cone of type (i); if only one is contained then the cone if minimal if and only
if it is of type (iv); and it both the branches are not contained in Γ then the
cone is minimal if and only if it is of type (v). Let us now discuss the case
of three branches. If the three of them are not contained in Γ than at least
two of them form an angle smaller then 120◦ therefore they can be pinched
together decreasing the total length. If only one branch is not contained in Γ
than the cone is minimal if and only if it is of type (iii) otherwise the sloping
branch can be projected onto Γ decreasing the total energy. If exactly one
branch is contained in Γ we can call σ and θ the angles formed by the sloping
branches with Γ (as in Figure 5). Than we have two sub-sub-cases. If both
the angles are less than a right angle than the angle between them is less
than 120◦ and they can be pinched together. If at least one angle is bigger
than a right angle than the corresponding branch can be pushed down onto
Γ in such a way as to obtain a better competitor. The case of four branches
is rather simple to rule out. Since there cannot be three branches outside Γ
(because otherwise we could pinch together two of them as before) the only
possibility is that exactly two of them are contained in Γ, but that means
that the other two can be projected onto Γ in such a way as to decrease
the energy of the set. Therefore there are no four-branched minimal cones.
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Figure 5: Classification of one-dimensional cones by the number of their
branches, and whether or not there exists a minimal cone of a given type.
By the same argument no cone with more than 4 branches can be sliding
minimal.
3 Two-dimensional cones in the half-space
In this Section we will discuss two-dimensional cones in the half-space R3+ :=
{(x, y, z) ∈ R3 : z ≥ 0}. The domain of the sliding boundary will be the
horizontal plane Γ = {(x, y, z) ∈ R3 : z = 0}.
3.1 Cartesian products
Let us start our discussion with the 2-dimensional cones that can be obtained
as the Cartesian product of R with one of the 1-dimensional minimal cones
in the previous Section (see Figure 6).
The minimality of this kind of cones can be proved by a slicing argument.
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Figure 6: Cones obtained as the Cartesian product of R with a 1-dimensional
minimal cone in R2+ (the gray region is the intersection between the cones
and Γ).
Figure 7: Representation of the graphs on the hemisphere (seen from above)
characterising the cones in Figure 6.
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In the following we are going to provide a proof for a cone of type (iv), the
minimality of the other cones can be proved in the same way.
Let us denote with B the unit ball of R2 centred at the origin, and let
A be the intersection of the 1-dimensional cone of type (iv) with the ball B.
Let C := B × [0, 1] ⊂ R2 × R be a cylinder and D := A × [0, 1] ⊂ R2 × R,
then D is the intersection of a 2-dimensional cone of type (iv) with the
cylinder C. Let us now identify R2 × R with R3, abusing the notation we
will denote with Jα both the functional defined on R2+ and the corresponding
functional defined on R3+. Let φ : D → R3 be a sliding deformation acting
in the interior of the cylinder C, that is to say φ is a Lipschitz function and
φ(W ) ⊂ Int(C) where W := {p ∈ D : φ(p) 6= p}. Therefore M := φ(D)
is a sliding competitor in the cylinder C. Let JAK ∈ P1(R2,Z2) be the
1-dimensional polyhedral chain with coefficient in Z2 whose support is A,
and let JDK := JAK × J0, 1K ∈ P2(R3,Z2) be the 2-dimensional polyhedral
chain with coefficient in Z2 whose support is D, it follows that f](JDK) is
supported in M (for the definition and properties of flat chains see, e.g. [7]
or [20]). Let us now define the following orthogonal projection
pi :R2 × R→ R
(x, y, t) 7→ t. (3)
Since H2(M) < +∞ we have that H1(M ∩ pi−1(t)) < +∞ for almost every
t ∈ [0, 1], therefore the slice 〈φ]JDK, pi, t〉 ∈ F1(R2,Z2) exists for almost
every t ∈ [0, 1] since its support is contained in M ∩ pi−1(t). Moreover the
boundary of this slice is the same as the boundary of 〈JDK, pi, t〉, and it can
be shown using the properties of the slices and the definition of φ as follows
∂〈φ]JDK, pi, t〉 = 〈∂φ]JDK, pi, t〉
= 〈φ]∂JDK, pi, t〉
= φ]〈∂JDK, pi ◦ φ, t〉
= 〈∂JDK, pi, t〉
= ∂JAK.
(4)
Hence for almost every t ∈ [0, 1] the slice M ∩pi−1(t) contains a curve whose
length is finite and whose endpoints are the same as the endpoints of A, and
by the argument in the previous Section we have that Jα(M ∩ pi−1(t)) ≥
Jα(A). Therefore we can now compute as follows
Jα(M) ≥
∫ 1
0
Jα(M ∩ pi−1(t))dH1(t) ≥
∫ 1
0
Jα(A)dH1(t) = Jα(D). (5)
3.2 Characterisation of minimal cones
Let S := {(x, y, z) ∈ R3 : x2 + y2 + z2 = 1} be the unit sphere of R3 centred
at the origin, and let C ⊂ R3+ be a sliding minimal cone. We remark that,
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since a cone is invariant by dilations, it is completely characterised by its
intersection with S. In our case C is contained in a half-space, hence it is
completely characterised by the graph obtained as its intersection with the
upper hemisphere S, that is to say S+ := S ∩ R3+.
In [17] and [18] Taylor proved that the graph obtained as the intersection
of a minimal cone with the unit sphere must consist of arcs of great circles
intersecting three at a time at a finite number of points, and the angles
of intersection must be 120◦. Moreover she proved that if A is one of the
region in which the sphere is divided by the cone, then A is a spherical
polygon having at most 5 sides and the lengths of the arcs of these nets can
be computed (in terms of the angle at the origin they subtend) using the
following formulae:
• if A is bounded by only one edge then A is a hemisphere bounded by
a great circle;
• if A is bounded by 2 edges then it is a gore whose side length is pi;
• If A is a spherical equiangular triangle (all angles 120◦), its side length
is arccos(−13);
• If A is a spherical quadrilateral with 120◦ angles at its vertices, then
it is “rectangular” in the sense that opposite sides are of equal length,
and the lengths α and β of its adjacent sides are related by the formula
cos(β) =
3− 5 cos(α)
5− 3 cos(α) (6)
which in terms of half angles becomes
cos(β/2) = 2 sin(α/2)
√
1 + 3 sin2(α/2) (7)
• If A is a spherical pentagon (120◦ angles), and if α and β are the
lengths of adjacent sides, then the length γ of the side adjacent to
neither is given by
2 cos(γ) =
1
3
+ cos(α) + cos(β) + cos(α) cos(β)− sin(α) sin(β). (8)
Taylor proved that there are only 10 network satisfying the previous condi-
tion on the sphere. She also proved that only 3 of the cones corresponding
to these networks are minimal, these cones are: the plane; the cone Y, ob-
tained as the union of three half-planes meeting with equal angle of 120◦;
and T, the cone over the edges of a regular tetrahedron (see Figure 1).
Finally Taylor provided a better competitor for each one of the remaining
cones.
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Figure 8: On the right the cone T+ or “half T”, and on the left its inter-
section with the hemisphere.
In our setting we have an extra condition concerning the way in which
the network can meet the equator. Applying the slicing argument of the
previous subsection to the blow-up of a cone in a point on Γ, we have that
the arcs can meet the equator only with one of the 1-dimensional optimal
profiles of Section 2.
3.3 Half T
The first minimal cone we are going to discuss is called T+ (or half T) and
is obtained by taking a cone of type T as in Figure 1, flipping it upside
down, placing its barycentre at the origin, and finally intersecting it with
the half-space R3+ (see Figure 8). In this section we are going to prove the
following theorem:
Theorem 3. The cone T+ is an α-sliding minimiser in the half-space R3+
with respect to Γ = ∂R3+ if and only if α ≥
√
2
3 .
Let us begin with a formal description of T+. Given the following unitary
vectors
v1 =
(
2
√
2
3 , 0,
1
3
)
v2 =
(
−
√
2
3 ,
√
2
3 ,
1
3
)
v3 =
(
−
√
2
3 , −
√
2
3 ,
1
3
)
v4 =
(
0, 0, −1
) (9)
let ∆3 := [v1, v2, v3, v4] be the 3-dimensional simplex whose vertices are
v1, v2, v3, v4, and let ∆
3 := cone(sk1(∆
3)); then T+ := ∆
3 ∩ R3+.
We set ∆3+ := ∆
3 ∩ R3+; for 1 = 1, 2, 3, 4 let Fi := ∆3i be the two-
dimensional face of ∆3 opposed to the vertex vi and F
+
i := Fi ∩ R3+. Let
13
M ⊂ R3+ be a sliding competitor for T+ such that the symmetric difference
between the two is contained in ∆3+ ∩ Int(∆3). It follows that R3 \M has 2
unbounded connected components: one of them contains F+4 , and the other
one contains the other three faces F+1 , F
+
2 , F
+
3 , as well as the lower half-
space R3 \ R3+. However R3+ \M has 4 unbounded connected components
each one of them containing one of the faces F+i .
For i = 1, 2, 3, 4 we name Vi the connected component of R3+ \M con-
taining F+i and we set V0 := ∆
3 \ R3+. In case R3+ \ M also has some
bounded connected components we just include them in V1. By the def-
inition of sliding competitor we have that M is a Lipschitz image of T+,
therefore M has locally finite 2-dimensional Hausdorff measure. This means
that any of the Vi is a set whose perimeter is locally finite. In particular
the sets Ui := Vi ∩∆3 have finite perimeter (in the following we will apply
the divergence theorem on these sets). Let us now introduce the following
notation:
Mij := ∂
∗Ui ∩ ∂∗Uj (10)
Mi :=
4⋃
j=0, j 6=i
Mij (11)
M+i :=
4⋃
j=1
Mij , for i = 1, 2, 3, 4 (12)
M˜ := M+1 ∪M+2 ∪M+3 ∪M4 (13)
where ∂∗E denotes the reduced boundary of E (see [1] for a definition) and
i, j = 0, 1, 2, 3, 4 unless otherwise specified. The sets Mij are contained in
M and in particular Mij is contained in the interface between the regions
Ui and Uj . Let us now remark that for every i = 0, ..., n, Hn−1-almost every
point of Mi lies on the interface between exactly two regions Ui and Uj .
Therefore the interfaces between different couples of regions are essentially
disjoint with respect to Hn−1 and
Hn−1(Mi) = Hn−1
⋃
j 6=i
Mij
 = ∑
j 6=i
Hn−1 (Mij) . (14)
In order to show it let us first define, for i = 0, ..., n, the exceptional set
Ei := Rn \
(
U0i ∪ ∂∗Ui ∪ U1i
)
, (15)
where, for an Ln-measurable set A ⊂ Rn and t ∈ [0, 1], we define
At :=
{
x ∈ Rn : lim
r→0
Ln(A ∩Br(x))
Ln(Br(x)) = t
}
. (16)
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Since Ui is a finite perimeter set for every i = 0, ..., n, by Federer’s theorem
Hn−1(Ei) = 0 (see [1, Theorem 3.61]). Therefore the exceptional set E :=
∪iEi is negligible with respect to Hn−1. Let us now assume that a point
x belongs to the common boundaries of at least three sets Ui, Uj and Uk.
Clearly the point x cannot belong to the reduced boundaries of the three
of them because in this case the blow-up limit of each one of them in the
point x would be a half-space and that is a contradiction. Let us assume
x /∈ ∂∗Ui, then x ∈ Ei ⊂ E. Since E is Hn−1-negligible, the same holds true
for its intersection with Mi for any i = 0, ..., n.
We just showed that M˜ ⊂ M ∩ ∆3+ and H2-almost every point in M˜
lies on the interface between exactly two regions of its complement (taking
into account also U0). Moreover the interfaces between different couples of
regions are essentially disjoint with respect to H2.
Let us now remark the following useful facts
Mi = M
+
i ∪Mi0 (17)
M˜ \ Γ =
⋃
i,j 6=0
Mij (up to H2-negligible sets) (18)
M˜ ∩ Γ = M40 (up to H2-negligible sets) (19)
∂∗Ui = F+i ∪Mi = F+i ∪M+i ∪Mi0 (20)
∂∗U0 = ∂∗(∆3 \ R3+) = (∂∗∆3 \ R3+) ∪M0. (21)
Finally we denote with ni the exterior unit normal to ∂Ui, and nij will
denote the unit normal to Mij pointing in direction of Uj . The vectors of
the calibration we will use are wi :=
−vi
|vi−vj | = −
√
3
8vi for i = 1, 2, 3, 4; whose
components are the following:
w1 =
(
− 1√
3
, 0, − 1
2
√
6
)
w2 =
(
1
2
√
3
, −12 , − 12√6
)
w3 =
(
1
2
√
3
, 12 , − 12√6
)
w4 =
(
0, 0, 12
√
3
2
)
.
(22)
Let us remark that
We are now ready to start the paired calibration machinery. After ap-
plying the divergence theorem to the sets Ui with the constant vectorfields
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wi we can isolate the interface with the negative half-space as follows√
3
8
H2 (∪iF+i ) = 4∑
i=1
∫
F+i
wi · nidH2
= −
4∑
i=1
∫
Mi
wi · nidH2
= −
4∑
i=1
∫
M+i
wi · nidH2 −
4∑
i=1
∫
Mi0
wi · ni0dH2
=
∑
1≤i<j≤4
∫
Mij
(wj − wi) · nijdH2 +
4∑
i=1
∫
Mi0
wi · zˆdH2,
(23)
where we denoted with zˆ the vector (0, 0, 1). We could replace ni0 with −zˆ
because all the interfaces of kind Mi0 are contained in the horizontal plane Γ
and their exterior normal points downward. Let us now focus on the second
of the two sums. Using (22) and the definition of Mij we get
4∑
i=1
∫
Mi0
wi · zˆdH2 = −
3∑
i=1
1
2
√
6
H2(Mi0) +
√
3
8
H2(M40)
= − 1
2
√
6
H2(M10 ∪M20 ∪M30) +
√
3
8
H2(M40).
(24)
Plugging (24) in (23) and using the fact that H2(M10 ∪ M20 ∪ M30) =
H2(M0)−H2(M40) we obtain√
3
8
H2(∪iF+i ) +
1
2
√
6
H2(M0) =
=
∑
1≤i<j≤4
∫
Mij
(wj − wi) · nijdH2 +
√
2
3
H2(M40)
≤ H2
(
M˜ \ Γ
)
+
√
2
3
H2
(
M˜ ∩ Γ
)
.
(25)
The previous inequality follows from the fact that, by definition |wi−wj | = 1
hence |(wj − wi) · nij | ≤ 1.
Let us now assume α =
√
2
3 . Recalling that M˜ ⊂ M ∩∆3 the previous
inequality becomes√
3
8
H2(∪iF+i ) +
1
2
√
6
H2(M0) ≤ Jα(M˜) ≤ Jα(M). (26)
Since the left-hand side of (26) is a constant, we just found a lower bound for
the energy of any sliding competitor to the cone. Let us now remark that, if
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Figure 9: Graph of the profile function z, the dotted line is its negative part.
we choose M = T+, we have that wi−wj = nij , implying (wj−wi) ·nij ≡ 1.
Therefore the inequality 26 turns into an equality in this case. Hence what
we just proved is that
Jα(T+) ≤ Jα(M),
when α =
√
2
3 and for any M sliding competitor to T+.
This argument also entails that the cone is minimal for α′ ≥
√
2
3 . It is
due to the fact that Jα′(T+) = Jα(T+) because H2(T+ ∩ Γ) = 0. To show
the α′-minimality of T+ we can compute as follows:
Jα′(T+) = Jα(T+) ≤ Jα(M) ≤ Jα′(M) (27)
for every sliding competitor M .
Let us now check that T+ is not a sliding minimiser for every α <
√
2
3 ,
we will do it by providing a better competitor. The competitor we are about
to show is similar to the competitor for the cone over the skeleton of a cube
provided by Brakke in [3] and it is a modification of T+ obtained by pushing
it down on Γ in such a way to create a little horizontal equilateral triangle
centred at the origin and bending the sloping folds along a profile defined
by the positive part of the following function (see Figure 9)
z(x) =
x√
2
+ c log
(
3√
2
x
)
, z′(x) =
1√
2
+
c
x
. (28)
The function has been chosen in such a way that z(
√
2/3) = 1/3 for any
c > 0 (which will be fixed later). Moreover we set x0 ∈ (0,
√
2/3) as the
17
Figure 10: Competitor M . The dotted line represent the profile given by
the function (28). The grey region is the intersection between M and Γ.
unique solution of z(x0) = 0
0 =
x0√
2
+ c log
(
3√
2
x0
)
. (29)
What we just defined is a one-parameter family of admissible competitors
for T+. It is possible to use either c or x0 as parameter of the family, and
in particular we can use (29) in order to write c in terms of x0 as follows
c = − x0√
2 log
(
3√
2
x0
) . (30)
Let us now show that for every α <
√
2
3 there exist a competitor in this
family, denoted by Mc, with less energy than the cone. As usual we define
M+c := Mc \ Γ, and we have
Jα(Mc) = H2(M+c ) + αH2(M ∩ Γ). (31)
By construction the part of Mc laying on Γ is just an equilateral triangle
whose apothem is x0 therefore its area is 3
√
3x20. On the other hand M
+
c is
composed by three equal vertical folds and three equal curved folds. Let us
call B and V respectively any of the bended or vertical folds, hence
H2(M+c ) = 3H2(B) + 3H2(V ), (32)
and (31) becomes
Jα(Mc) = 3H2(B) + 3H2(V ) + αH2(M ∩ Γ). (33)
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Since the profile of both B and V can be described in terms of the function
z(x), their area can be computed by slicing along the direction of the x axis
and then integrating on the interval [x0,
√
2/3] (or, up to a symmetry, on
the interval [−x0,−
√
2/3]). We have that
H2(B) =
∫ √2
3
x0
2
√
3x
√
1 + (z′(x))2dx, (34)
where 2
√
3x is the length of the slice and
√
1 + (z′(x))2 is the Jacobian of
the function Z(x) := (x, z(x)); and
H2(V ) =
∫ √2
3
x0
2z(x)dx (35)
where we have to multiply by two because the fold V that we are slicing
makes and angle pi/3 with the direction of the x axis. Using the inequality√
3
2
x2 +
√
2cx+ c2 ≤
√
3
2
x+
c√
3
+
√
2
3
c2
x
(36)
we can now compute as follows
H2(B) = 2
√
3
∫ √2
3
x0
x
√
1 +
1
2
+
√
2
c
x
+
c2
x2
dx
= 2
√
3
∫ √2
3
x0
√
3
2
x2 +
√
2cx+ c2dx
≤ 2
√
3
∫ √2
3
x0
[√
3
2
x+
c√
3
+
√
2
3
c2
x
]
dx
= 2
√
3
[
1
2
√
3
2
x2 +
c√
3
x+
√
2
3
c2 log
(
3√
2
x
)]√23
x0
(37)
and
H2(V ) = 2
∫ √2
3
x0
[
x√
2
+ c log
(
3√
2
x
)]
dx
= 2
[
x2
2
√
2
+ cx log
(
3√
2
x
)
− cx
]√2
3
x0
.
(38)
Therefore, using (33), (37) and (38) we obtain
Jα(Mc) ≤ 6
[√
2x2 +
√
2c2 log
(
3√
2
x
)
+ cx log
(
3√
2
x
)]√2
3
x0
+ α3
√
3x20.
(39)
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Let us now compute the energy of the cone T+. Since T+ = M0 we can just
use the previous computation with c = 0 and x0 = 0 and we get
z(x) =
x√
2
, z′(x) =
1√
2
,
Jα(T+) = 3
∫ √2
3
0
2
√
3x
√
1 + (z′(x))2dx+ 3
∫ √2
3
0
2z(x)dx
= 12
√
2
∫ √2
3
0
xdx =
4
3
√
2.
(40)
Now we can compare the energy of the competitor with the energy of the
cone and, using (30), we have
Jα(Mc)− Jα(M0) =
=6
[√
2
2
9
−
√
2x20 −
√
2c2 log
(
3√
2
x0
)
−cx0 log
(
3√
2
x0
)]
+α3
√
3x20 −
4
3
√
2
=− 6
√
2x20 − 6
√
2c2 log
(
3√
2
x0
)
− 6cx0 log
(
3√
2
x0
)
+ α3
√
3x20
=− 6
√
2x20 − 3
√
2
x20
log
(
3√
2
x0
) + 3√2x20 + α3√3x20
=3x20
−√2− √2
log
(
3√
2
x0
) + α√3
 .
(41)
Therefore the competitor has less energy than the cone if
α ≤
√
2
3
1 + 1
log
(
3√
2
x0
)
 . (42)
Since
lim
x0→0+
1 + 1
log
(
3√
2
x0
)
 = 1− (43)
it follows that for every α <
√
2
3 there exists an x0 (and hence a c) such
that Jα(Mc) ≤ Jα(T+). This completes the proof of 3.
Let us now set α =
√
2
3 . In order to understand why α is the threshold
between minimality and non-minimality of the cone let us recover how it
shows up in the calibration argument as the difference of two scalar products
α =
√
2
3
=
1
2
√
3
2
+
1
2
√
6
= w4 · zˆ − wi · zˆ. (44)
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Figure 11: Minimiser for α < α obtained with Brakke’s Surface Evolver.
The grey region (fat triangle) is the intersection between the set and Γ.
The last term in (44) can be reformulated as follows
w4 · zˆ − wi · zˆ = (w4 − wi) · zˆ = ni4 · zˆ, (45)
where ni4 is the unit normal to one of the sloping folds of T+. Hence α
turns out to be the cosine of the angle between the two unit vectors ni4 and
zˆ, which is the same as the cosine of the angle between the plane containing
the interface Mi4 and Γ since the previous vectors are the unit normals to
these planes. Therefore when α = α the sloping folds of T+ satisfy the
optimal profile condition cos θα = α, stated in Section 2. In case α < α the
corresponding optimal profile angle θα is bigger than θα and a competitor,
in order to minimise its energy, would try to attain such optimal angle with
the sloping folds; resulting in a shape similar to Mc. Numerical simulations
with Brakke’s Surface Evolver [2] show that in this case the minimiser is
very similar to Mc, it particular the part of it laying on Γ is a “fat” triangle
(see Figure 11).
On the other hand if α > α the optimal profile angle θα is smaller than
θα and for a competitor is impossible to attain it with its sloping folds
minimising the energy at the same time.
3.4 Yβ
Let us introduce a new kind of cone that we will call Yβ, where β ∈ [0, pi/2].
It can be obtained with the following procedure: first take the cone Y ⊂ R3,
tilt it in a proper way, then intersect it with R3+, and finally join it with a
section of the horizontal plane Γ (see Figure 12).
A formal construction of the cone Yβ is the following. Let r be the
straight line spanned by the vector zˆ = (0, 0, 1) and Y ⊂ R3 be the 1-
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Figure 12: The cone Yβ (the grey region is the intersection between the
cone and Γ) and on the left its intersection with the hemisphere.
dimensional cone over the three points
p1 = (1, 0, 0)
p2 =
(
−1
2
,
√
3
2
, 0
)
p3 =
(
−1
2
,−
√
3
2
, 0
)
.
(46)
We define the 2-dimensional cone Y as the Cartesian product Y × r (see
Figure 13). Now we can rotate Y around the y axis using the following
rotation
Rβ :=
 sinβ 0 cosβ0 1 0
− cosβ 0 sinβ
 (47)
and we obtain a cone, Rβ(Y), composed of one vertical fold and two sloping
ones meeting Γ with the same angle γ (by symmetry). Let us now introduce
the vectors
n2 :=
(
−
√
3
2
,−1
2
, 0
)
n3 :=
(
−
√
3
2
,
1
2
, 0
)
,
(48)
which are respectively orthogonal to p2 and p3 and are contained in Γ. It
follows that the normal vectors to the sloping folds of Rβ(Y) can be obtained
22
Figure 13: The three points generating the cone Y on the left, and the cone
Y on the right.
by rotating n2 and n3 with Rβ; that is to say:
m2 := Rβ(n2) =
(
−
√
3
2
sinβ,−1
2
,
√
3
2
cosβ
)
m3 := Rβ(n3) =
(
−
√
3
2
sinβ,
1
2
,
√
3
2
cosβ
)
.
(49)
Since cos γ = (m2, zˆ) we find the following relation between β and γ:
√
3
2
cosβ = cos γ. (50)
The intersection between Rβ(Y) and Γ is the union of three half-lines meet-
ing at the origin, each one being the intersection of one of the folds with Γ.
We name q1, q2 and q3 these half-lines, and using m2 and m3 we find that
q1 = {(t, 0, 0) : t ≥ 0}
q2 =
{(
t,−
√
3 sinβ t, 0
)
: t ≤ 0
}
q3 =
{(
t,
√
3 sinβ t, 0
)
: t ≤ 0
}
.
(51)
Let us call S the convex subset of Γ bounded by q2 ∪ q3; we can now define
our cone as
Yβ := (Rβ(Y) ∩ R3+) ∪ S. (52)
In the the rest of this section we will prove the following theorem.
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Theorem 4. The cone Yβ is sliding minimal if and only if
α =
√
3
2
cosβ. (53)
In order for Yβ to be a minimal set a necessary condition is that for
every P ∈ Yβ the blow-up of Yβ at P has to be a minimal cone (here
we are assuming P 6= 0 because otherwise the necessary condition would
turn into a tautology since the blow-up of Yβ at the origin is Yβ itself).
In particular if P ∈ q1 ∪ q2 ∪ q3 the blow-up of Yβ has to assume one of
the optimal profiles described in Section 2. In case P ∈ q1 this condition is
satisfied because the cone assumes the profile (ii). When P ∈ q2 ∪ q3 the
profile taken by the cone is of type (iv), and in this case the blow-up is a
minimal cone if and only if
cos γ = α. (54)
Hence, combining the equality (50) with the previous one we obtain that
the condition (53) expressed in Theorem 4 is necessary for the minimality
of Yβ.
We are now going to prove with a calibration argument that condition
(53) is also sufficient for the minimality of Yβ. The calibration we will use
is obtained by rotating with Rβ a calibration for the cone Y ⊂ Γ. Let
v1 :=
(
− 1√
3
, 0, 0
)
v2 :=
(
1
2
√
3
,−1
2
, 0
)
v3 :=
(
1
2
√
3
,
1
2
, 0
) (55)
be a calibration for Y in Γ (hence for Y in R3), we define the calibration
for Yβ as wi := Rβ(vi) and we get
w1 =
(
−sinβ√
3
, 0,
cosβ√
3
)
w2 =
(
sinβ
2
√
3
,−1
2
,−cosβ
2
√
3
)
w3 =
(
sinβ
2
√
3
,
1
2
,−cosβ
2
√
3
)
.
(56)
Let s be the straight line spanned by Rβ(zˆ) = (cosβ, 0, sinβ), in the
following we will refer to it as the spine of Yβ. We fix the compact set
in which the sliding deformation takes place as the right prism P whose
bases are two equilateral triangles, T1 and T2, orthogonal to the spine s
and centred on it, such that their vertices lie in Yβ. We assume that the
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Figure 14: The right prism P enclosing part of the cone Rβ(Y).
barycentre of P is the origin and its height is large enough such that the
two triangular bases do not intersect Γ (see Figure 14).
By definition the vectors wi are orthogonal to the lateral faces of the
prism P , therefore, for i = 1, 2, 3 we name Fi the face orthogonal to wi.
We set P+ := P ∩ R3+ and F+i := Fi ∩ R3+. Let M ⊂ R3+ be a sliding
competitor for Yβ such that M4Yβ ⊂ P+. It follows that R3+ \M has 3
unbounded connected components. For i = 1, 2, 3 we name Vi the connected
component of R3+ \M containing F+i , and we set V0 := ∆3 \ R3+. In case
R3+\M also has bounded connected components we can just include them in
V1. For i = 0, 1, 2, 3 the sets Vi have locally finite perimeter, hence the sets
Ui := Vi ∩ P are finite perimeter sets. We can now introduce the following
notation
Mij := ∂
∗Ui ∩ ∂∗Uj (57)
Mi :=
3⋃
j=0, j 6=i
Mij (58)
M+i :=
3⋃
j=1
Mij , for 1 = 1, 2, 3 (59)
M˜ := M+1 ∪M+2 ∪M3. (60)
As in the previous subsection it follows that M˜ ⊂M ∩ P , H2-almost every
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point in M˜ lies on the interface between exactly two of the Ui, and the sets
Mij are essentially disjoint when i < j. Finally we call ni the outer normal
to ∂Ui, and nij the unit normal to Mij pointing in direction of Uj .
We are now ready for the calibration argument. In particular, when
applying the divergence theorem to the sets Ui with respect to the vectors
wi, we can ignore the contribution given by the upper base of the prism
since by definition the vectors wi are orthogonal to the normal vector to T1.
Thus we can compute as follows:
1√
3
3∑
i=1
H2(F+i ) =
3∑
i=1
∫
F+i
wi · nidH2
=−
3∑
i=1
∫
Mi
wi · nidH2
=−
3∑
i=1
∫
M+i
wi · nidH2 −
3∑
i=1
∫
Mi0
wi · nidH2
=
∑
1≤i<j≤3
∫
Mij
(wj − wi) · nijdH2 +
3∑
i=1
∫
Mi0
wi · zˆdH2.
(61)
In the last line we isolated the contribution given by the interface with the
negative half-space, let us now focus on this term. Using the definition of
the vectors wi we get
3∑
i=1
∫
Mi0
wi · zˆdH2 = cosβ√
3
H2(M10)− cosβ
2
√
3
(H2(M20) +H2(M30)) . (62)
Plugging (62) in (61) and using the fact thatH2(M20)+H2(M30) = H2(M0)−
H2(M10) we obtain
1√
3
H2(∪iF+i ) +
cosβ
2
√
3
H2(M0) =
∑
1≤i<j≤3
∫
Mij
(wj − wi) · nijdH2
+
√
3
2
cosβH2(M10)
≤ H2
(
M˜ \ Γ
)
+
√
3
2
cosβ
(
M˜ ∩ Γ
)
.
(63)
Assuming α =
√
3
2 cosβ we have
C(α, P ) ≤ Jα(M˜) ≤ Jα(M) (64)
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where C(α,K) is a constant that depends only on the parameter α and on
the compact set K containing M4Yβ, in our case K = P . Since the left-
hand side of (64) is a constant, and the chain of inequalities turns into a
chain of equalities for M = Yβ, we proved that this cone is minimal when
α =
√
3
2 cosβ. Therefore condition (53) is both necessary and sufficient for
the cone Yβ to be minimal.
I the same way it has happened with the cone T+, it might look sur-
prising how a necessary condition for minimality turns into a sufficient one.
However, as we did before, let us remark how the constant
√
3
2 cosβ showed
up from the computation. It appears as the scalar product between the
normal vector to the sloping folds and the normal vector to the domain of
the sliding boundary. Since the two vectors have unitary norm their scalar
product simply is the cosine of the angle between them, which is the same
as the cosine of the angle between the planes they are orthogonal to,
√
3
2
cosβ =
cosβ
2
√
3
+
cosβ√
3
= (wi − w3, zˆ) = cos γ. (65)
And this means that the reason why we impose (53) as necessary for the
minimality of the cone, is actually the same reason that makes it sufficient
(the optimal profile angle between the sloping folds and Γ).
Let us also remark that the cones of type Yβ satisfying that condition
form a one parameter family of minimal cones, depending on the angle
β ∈ [0, pi/2] or, equivalently, on the parameter α ∈ [0, 1]. In particular when
α = 0 we have β = pi/2, therefore Yβ becomes the union of a vertical half
Y with the section of Γ contained in between the two half-lines (cfr. 51)
q2 =
{(
t,−
√
3 sinβ t, 0
)
: t ≤ 0
}
q3 =
{(
t,
√
3 sinβ t, 0
)
: t ≤ 0
}
.
(66)
However, since in this case the energy functional J0 does not take into ac-
count any set laying on Γ, up to a J0-negligible set Ypi/2 is the same as a
vertical half Y. On the opposite, when α = 1 we have that β = 0 and Yβ
turns into Vpi/6 := Vpi/6 × R.
3.5 Yβ
We can use the previous construction to produce another cone that we call
Yβ, for β ∈ [0, pi/2]. It can be obtained with the same procedure as before:
first take a cone Y ⊂ R3 symmetric to the previous one, tilt it in a proper
way, then intersect it with R3+, and finally add to it a section of the horizontal
plane Γ (see Figure 15).
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Figure 15: The cone Yβ (the grey region is the intersection between the
cone and Γ) and on the left its intersection with the hemisphere.
A formal construction of the cone Yβ is the following. Let r be the
straight line spanned by the vector zˆ = (0, 0, 1) and Y ⊂ R3 be the 1-
dimensional cone over the three points
p1 = (−1, 0, 0)
p2 =
(
1
2
,−
√
3
2
, 0
)
p3 =
(
1
2
,
√
3
2
, 0
)
,
(67)
in particular pi = −pi where the pi are the points defined in the previous
subsection, and it follows that Y = −Y (where given E ⊂ R3 we denote
−E := {x ∈ R3 : −x ∈ E}). Then we define the 2-dimensional cone Y as
the Cartesian product Y × r (see Figure 16), and again we have Y = −Y.
Let us now rotate Y around the y axis with the rotation Rβ. We obtain again
a cone, Rβ(Y), composed by one vertical fold and two sloping ones meeting
Γ with the same angle γ. The normal vectors to p2 and p3, respectively
n2 and n3, after an appropriate rotation provide the normal vectors to the
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Figure 16: The three points generating the cone Y on the left, and the cone
Y on the right.
sloping folds of Rβ(Y), respectively m2 and m3. That is
n2 :=
(
−
√
3
2
,−1
2
, 0
)
n3 :=
(
−
√
3
2
,
1
2
, 0
)
m2 := Rβ(n2) =
(
−
√
3
2
sinβ,−1
2
,
√
3
2
cosβ
)
m3 := Rβ(n3) =
(
−
√
3
2
sinβ,
1
2
,
√
3
2
cosβ
)
.
(68)
As before, using the fact that cos γ = (m2, zˆ), we find the following relation
between β and γ: √
3
2
cosβ = cos γ. (69)
The intersection between Rβ(Y) and Γ is the union of three half-lines meet-
ing at the origin, each one being the intersection of one of the three folds
with Γ. We name q1, q2 and q3 these half-lines, and using m2 and m3 we
find that
q1 = {(t, 0, 0) : t ≤ 0}
q2 =
{(
t,−
√
3 sinβ t, 0
)
: t ≥ 0
}
q3 =
{(
t,
√
3 sinβ t, 0
)
: t ≥ 0
}
.
(70)
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Let us call S the non convex subset of Γ bounded by q2 ∪ q3; we can now
define our cone as
Yβ := (Rβ(Y) ∩ R3+) ∪ S. (71)
In the the rest of this subsection we will prove the following theorem
Theorem 5. The cone Yβ is sliding minimal if and only if
α =
√
3
2
cosβ. (72)
First of all we have to check that the blow-up of Yβ at any of its point
P (except for the origin) is a minimal cone. In case P ∈ q1 this condition
is satisfied because the cone assumes the profile (iii). When P ∈ q2 ∪ q3 the
profile taken by the cone is of type (iv), and in this case the blow-up is a
minimal cone if and only if
cos γ = α, (73)
and we obtain that condition (72) is necessary for the minimality of Yβ.
Let us now provide a calibration for Yβ, this will show that the condition
(72) is also sufficient for the minimality of Yβ. We will obtain a calibration
for Yβ by rotating with Rβ a calibration for the cone Y. Let
v1 :=
(
1√
3
, 0, 0
)
v2 :=
(
− 1
2
√
3
,
1
2
, 0
)
v3 :=
(
− 1
2
√
3
,−1
2
, 0
) (74)
be a calibration for Y in R3, we define the calibration for Yβ as wi := Rβ(vi)
and we get
w1 =
(
sinβ√
3
, 0,−cosβ√
3
)
w2 =
(
−sinβ
2
√
3
,
1
2
,
cosβ
2
√
3
)
w3 =
(
−sinβ
2
√
3
,−1
2
,
cosβ
2
√
3
)
.
(75)
Let us call s the spine of Yβ, it is spanned by the vector Rβ(zˆ) =
(cosβ, 0, sinβ). We fix the compact set in which the sliding deformation
takes place as the right prism P whose bases are two equilateral triangles,
T 1 and T 2, orthogonal to the spine s and centred on it, such that their
vertices lie in Yβ. We assume that the barycentre of P is the origin and its
height is large enough such that the two triangular bases do not intersect Γ
(see Figure 17).
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Figure 17: The right prism P enclosing part of the cone Rβ(Y).
For i = 1, 2, 3 we call Fi the lateral face of P which is orthogonal to
wi. We set P+ := P ∩ R3+ and F+i := Fi ∩ R3+. Let M ⊂ R3+ be a sliding
competitor to Yβ such that M4Yβ ⊂ P+. Than R3+ \M has 3 unbounded
connected components and we name Vi the one containing F
+
i for i = 1, 2, 3,
and we set V0 := ∆
3 \ R3+. In case R3+ \M also has bounded connected
components we include them in V1. For i = 0, 1, 2, 3 the sets Ui := Vi ∩ P
are finite perimeter sets, and we introduce the following notation:
Mij := ∂
∗Ui ∩ ∂∗Uj (76)
Mi :=
3⋃
j=0
Mij (77)
M+i :=
3⋃
j=1
Mij , for 1 = 1, 2, 3 (78)
M˜ := M+1 ∪M2 ∪M3. (79)
The set M˜ defined above is contained in M and H2-almost every point in
it lies on the interface between exactly two of the regions Ui; moreover the
sets Mij are essentially disjoint. Let us call ni the outer normal to ∂Ui, and
nij the unit normal to Mij pointing in direction of Uj . We can now compute
as follows
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1√
3
3∑
i=1
H2(F+i ) =
3∑
i=1
∫
F+i
wi · nidH2
=−
3∑
i=1
∫
Mi
wi · nidH2
=−
3∑
i=1
∫
M+i
wi · nidH2 −
3∑
i=1
∫
Mi0
wi · nidH2
=
∑
1≤i<j≤3
∫
Mij
(wj − wi) · nijdH2 +
3∑
i=1
∫
Mi0
wi · zˆdH2.
(80)
Let us now consider the second term in the last line
3∑
i=1
∫
Mi0
wi · zˆdH2 = −cosβ√
3
H2(M10) + cosβ
2
√
3
(H2(M20) +H2(M30)) . (81)
The two previous computation together with the fact that H2(M10) =
H2(M0)−H2(M20)−H2(M30) lead to
1√
3
H2(∪iF+i ) +
cosβ√
3
H2(M0) =
∑
1≤i<j≤3
∫
Mij
(wj − wi) · nijdH2
+
√
3
2
cosβ
(H2(M20) +H2(M30))
≤ H2
(
M˜ \ Γ
)
+
√
3
2
cosβ
(
M˜ ∩ Γ
)
.
(82)
Therefore, in case α =
√
3
2 cosβ, we get
C(α, P ) ≤ Jα(M˜) ≤ Jα(M) (83)
where C(α,K) is a constant only depending on the parameter α and on
the compact set K containing M4Yβ, in our case K = P . Since the left-
hand side of (83) is a constant, and the chain of inequalities turns into a
chain of equalities for M = Yβ, we proved that this cone is minimal when
α =
√
3
2 cosβ. Therefore condition (72) is both necessary and sufficient for
the cone Yβ to be minimal, and once again the explanation of this fact relies
on the optimal angle profile.
The minimal cones of type Yβ form a one parameter family depending
on the angle β ∈ [0, pi/2] or, equivalently, on the parameter α ∈ [0, 1]. In
particular when α = 0 we have β = pi/2, therefore Yβ becomes the union
32
Figure 18: The intersection of Yβ with H on the right, and its reflection
with Rx on the left.
of a vertical half Y with the section of Γ not contained in between the two
half-lines
q2 =
{(
t,−
√
3 sinβ t, 0
)
: t ≥ 0
}
q3 =
{(
t,
√
3 sinβ t, 0
)
: t ≥ 0
}
.
(84)
However, since in this case the energy functional J0 does not take into ac-
count any set laying on Γ, up to a J0-negligible set Ypi/2 is the same as a
vertical half Y. On the opposite, when α = 1 we have that β = 0 and Yβ
turns into a cone composed by the union of Γ with a vertical half-plane.
3.6 Double Yβ
The next cone is called Wβ, and it is composed by two cones of type Yβ
symmetric to each other with respect to a vertical plane, and sharing the
same vertical fold (see Figure 20). It can be constructed as follows. Let
H := {(x, y, z) ∈ R3 : x ≥ 0} be the half-space of positive x, and Yx+β :=
Yβ ∩H. Let Rx be the reflection with respect to the yz plane
Rx =
 −1 0 00 1 0
0 0 1
 (85)
then we can define Wβ := Y
x+
β ∪ Rx(Yx
+
β ) (see Figure 18). In this section
we will prove the following theorem.
Theorem 6. Let sinβ ≤ 1/√3, then the cone Wβ is sliding minimal if and
only if
α =
√
3
2
cosβ. (86)
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Figure 19: The intersection of Yβ with the hemisphere.
As usual the necessity of condition (86) is given by the minimality of
the tangent cone of Wβ at any of its point and the sufficiency is proved via
calibration. By construction the two spines of the sloping Y cones are the
two following half lines
s1 = {(cosβ t, 0, sinβ t) : t ≥ 0}
s2 = {(− cosβ t, 0, sinβ t) : t ≥ 0},
(87)
and the intersection of the four sloping folds with Γ are the following four
half lines
q1 = {(t,
√
3 sinβ t, 0) : t ≥ 0}
q2 = {(t,−
√
3 sinβ t, 0) : t ≥ 0}
q3 = {(t,
√
3 sinβ t, 0) : t ≤ 0}
q4 = {(t,−
√
3 sinβ t, 0) : t ≤ 0}.
(88)
We can name the folds of Wβ as follows (see Figure 20):
V : the vertical planar face bounded by the two spines s1 and s2;
H1: the horizontal planar face bounded by q1 and q4;
H2: the horizontal planar face bounded by q2 and q3;
S1: the sloping planar face bounded by q1 and s1;
S2: the sloping planar face bounded by q2 and s1;
S3: the sloping planar face bounded by q3 and s2;
S4: the sloping planar face bounded by q4 and s2.
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Figure 20: The cone Wβ with the names of the lines on the left and the
names of the folds on the right (the grey region is the intersection between
the cone and Γ).
For i = 1, 2, 3, 4 let sˆi be a unit vector orthogonal to Si. Exploiting the
computation of the previous section and the symmetries of Wβ we get
sˆ1 =
(
−
√
3
2
sinβ,
1
2
,
√
3
2
cosβ
)
sˆ2 =
(
−
√
3
2
sinβ,−1
2
,
√
3
2
cosβ
)
sˆ3 =
(√
3
2
sinβ,−1
2
,
√
3
2
cosβ
)
sˆ4 =
(√
3
2
sinβ,
1
2
,
√
3
2
cosβ
)
.
(89)
Therefore we can choose the following vectors as our calibration (see Figure
21)
w1 =
(√
3
2
sinβ, 0,−
√
3
2
cosβ
)
w2 =
(
−
√
3
2
sinβ, 0,−
√
3
2
cosβ
)
w3 =
(
0,
1
2
, 0
)
w4 =
(
0,−1
2
, 0
)
,
(90)
and it is easily seen that, except for w1−w2, the difference between any two
vectors of the calibration is the unit normal to some of the folds of Wβ. In
the following we will explain better the role played by this difference in the
calibration argument. Let us name the 4 connected components of R3+ \Wβ
as follows
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Figure 21: Calibration for the cone Wβ.
V1: the connected component bounded by S1, S2 and Γ;
V2: the connected component bounded by S3, S4 and Γ;
V3: the connected component bounded by H1, S1, V and S4;
V4: the connected component bounded by H2, S2, V and S3.
Let B := B1(0) be the ball with unitary radius centred at the origin. We
choose B as the compact set in which the deformation takes place, and we
set Fi := Vi ∩ ∂B for i = 1, 2, 3, 4 and B+ := B ∩ R3+. Let M be a sliding
competitor to Wβ such that M4Wβ ⊂ B+. It follows that R3+ \M has 4
unbounded connected components and, with an abuse of notation, we still
call them Vi for i = 1, 2, 3, 4 (in such a way that these connected components
correspond to the previous ones when M = Wβ). We set V0 := ∆
3\R3+ and,
in case R3+ \M also has bounded connected components we include them in
V1. The sets Vi have locally finite perimeter, hence the sets Ui := Vi ∩B are
finite perimeter sets. Let us introduce the following sets
Mij := ∂
∗Ui ∩ ∂∗Uj (91)
Mi :=
4⋃
j=0, j 6=i
Mij (92)
M+i :=
4⋃
j=1
Mij , for 1 = 1, 2, 3 (93)
M˜ := M+1 ∪M+2 ∪M3 ∪M4. (94)
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It follows that M˜ ⊂M ∩B, H2-almost every point in M˜ lies on the interface
between exactly two of the Ui, and the sets Mij are essentially disjoint.
Finally we call ni the outer normal to ∂Ui, and nij the unit normal to Mij
pointing in direction of Uj . Thus
4∑
i=1
∫
Fi
wi · nidH2 =−
4∑
i=1
∫
Mi
wi · nidH2
=−
4∑
i=1
∫
M+i
wi · nidH2 −
4∑
i=1
∫
Mi0
wi · nidH2
=
∑
1≤i<j≤4
∫
Mij
(wj − wi) · nijdH2 +
4∑
i=1
∫
Mi0
wi · zˆdH2.
(95)
Let us consider the second term in the last line
4∑
i=1
∫
Mi0
wi · zˆdH2 = −
√
3
2
cosβ
(H2(M10)H2 + (M20))
=
√
3
2
cosβ
(H2(M30)H2 + (M40))− √3
2
cosβH2(M0).
(96)
Putting together the two previous computation we get
4∑
i=1
∫
Fi
wi · nidH2 +
√
3
2
cosβH2(M0) =
=
∑
1≤i<j≤4
∫
Mij
(wj − wi) · nijdH2 +
√
3
2
cosβ
(H2(M30)H2 + (M40))
≤ H2
(
M˜ \ Γ
)
+
√
3
2
cosβH2
(
M˜ ∩ Γ
)
.
(97)
In order for the last inequality to be true we have to impose
|wi − wj | ≤ 1 ∀1 ≤ i < j ≤ 4. (98)
As we remarked above, in order to satisfy (98) we only need to check that
|w1 − w2| ≤ 1, and this condition leads to
sinβ ≤ 1√
3
. (99)
Since the left-hand side in the first line of (97) is a constant depending only
on the shape of the compact set chosen and on the calibration (which only
depend on α) in the following we will denote it with C(α,B). Therefore,
assuming α =
√
3
2 cosβ and sinβ ≤ 1√3 (97) becomes
C(α,B) ≤ Jα(M˜) ≤ Jα(M). (100)
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Figure 22: On the left the tetrahedron ∆3 and the cone T over its skele-
ton. On the right the corresponding cone Wβ and the relative Cartesian
coordinate system (not centred at the origin).
Let us now remark that H2(M12) = 0 when M = Wβ, then in this case
the previous inequalities turn into a chain of equalities and we proved the
minimality of Wβ.
The cones of type Wβ satisfying the minimality condition form a one-
parameter family which can be described in therm of the parameter α ∈
[1/
√
2, 1], or equivalently in term of the angle β ∈ [0, arcsin(1/√3)]. In
particular, when α = 1 the cone Wβ turns into the union of Γ with a
vertical half-plane. On the other hand, when α = 1/
√
2 the two sloping Y
cones of Wβ actually belong to a cone of type T (see Figure 22). It can be
obtained as the cone over the skeleton of the regular tetrahedron ∆3 whose
vertices are
p1 =
(√
2
3
, 0,
1√
3
)
p2 =
(
−
√
2
3
, 0,
1√
3
)
p3 =
(
0,
√
2
3
,− 1√
3
)
p4 =
(
0,−
√
2
3
,− 1√
3
)
.
(101)
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