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Despite a research line that can be tracked back to the Ancient Greeks and Romans 1 
(Meijer, 2001), the past four decades has seen a resurgence of interest in many areas of the 2 
movement sciences including the study of coordination, motor control as well as motor 3 
learning and motor development (Abernethy & Sparrow, 1992; Summers, 2004). The reasons 4 
for the resurgence are complex but include technological advances in the measurement and 5 
quantification of movement at various different levels (kinematic, kinetic, electromyographic, 6 
electrophysiological) and the influence of new theoretical paradigms (i.e., ecological 7 
psychology, dynamical systems theory), which have stimulated new ways to think about how 8 
traditional stages of information processing such as perception, knowledge and decision 9 
making are involved in  movement coordination and skill acquisition (see Rosenbaum, 2005). 10 
Whilst exciting, the plethora of research publications and communications has made it 11 
challenging for researchers to interpret advances in knowledge and understanding in the 12 
many domains of motor behavior. In response, motor behavior researchers have increasingly 13 
engaged in detailed theoretical reviews and literature syntheses (e.g., Riley & Turvey, 2002; 14 
Summers, 2004). Such literature analyses have often been useful in developing understanding 15 
and stimulating further research (see for example the review of literature relating to 16 
variability of practice hypothesis by van Rossum, 1990). However, reviews of this type are 17 
open to subjective biases inherent in qualitative integration procedures, particularly where 18 
inclusion criteria or the nature and extent of search procedures are not clearly reported. 19 
Moreover, when qualitative reviews are not underpinned by a strong theoretical rationale for 20 
interpreting effects in the extant literature, further subjective bias is possible as researchers 21 
decipher the relevance of significant and/or non-significant effects. 22 
The implication, therefore, is that the fast growing literature pertaining to motor 23 
behavior, which contains varied empirical research designs, could benefit from unbiased 24 
reviews conducted through a quantitative synthesis (i.e., meta-analysis) of reported (i.e., 25 
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published and unpublished) effects. However, it is important to note that meta-analysis is not 1 
necessarily an atheoretical procedure in which a treatment effect is quantified across all 2 
related studies. Rather, meta-analysis can also be informed by theoretically-derived 3 
hypotheses regarding what factors might influence treatment effects. For example, Feltz and 4 
Landers (1983) conducted a meta-analysis of 60 studies to test whether mental practice of 5 
movement skills prior to performance enhances subsequent performance, and how this might 6 
be explained by underlying theoretical mechanisms such as symbolic learning or 7 
psychoneuromuscular gain. In this sense, meta-analysis can help determine the weight of 8 
evidence in support of a particular theoretical approach or apparent trend in the literature, and 9 
therefore provides a useful tool for researchers to clarify understanding of key concepts and 10 
principles in motor behavior. 11 
The aim of this tutorial review is to provide a contemporary overview of current 12 
techniques in meta-analysis, which have a specific relevance to the type of experimental 13 
designs that are often used in the motor behavior literature. More specifically, we provide a 14 
detailed explanation of current meta-analytic procedures for three types of raw score 15 
difference-based analyses that have often been used to quantify changes in behavior as a 16 
function of skill acquisition. In doing so, we also aim to define merits and concerns 17 
associated with these quantitative procedures, while outlining the main issues and criticisms 18 
prompting their development.  19 
Meta-analysis: A definition 20 
Meta-analysis is a rubric description for quantitative methods used to combine results 21 
across studies, dating back to the 1930s.  The process has understandably been called “an 22 
analysis of the results of statistical analysis” (Hedges & Olkin, 1985, p.13), and emerged in 23 
response to the proliferation of research outputs in the second half of the twentieth century, 24 
which brought into question the practicality and subjective quality of utilizing traditional 25 
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narrative methods for the synthesis of a research literature. The widespread acceptance of 1 
meta-analytic procedures as offering alternative, appealing protocols for synthesizing, 2 
interpreting and summarizing research literatures using quantitative procedures, can be traced 3 
back to Gene Glass’s (1976) pivotal text. Here, Glass emphasized the importance of 4 
providing reliable literature summaries using the words of mathematician David Hilbert, who 5 
noted “that the importance of a scientific work can be measured by the number of previous 6 
publications it makes superfluous to read” (p.11).   7 
In this tutorial review, we use the observational learning literature to exemplify the 8 
appropriate procedures for meta-analysis, although it is important to note that these examples 9 
generalize to any basic methodological design where two or more groups are compared 10 
and/or there is repeated measurement over time (e.g., experiments on practice, attention, 11 
perception, anticipation, and knowledge of results/performance). First, procedures and 12 
calculations required to calculate between-participant standardized difference treatment 13 
effects will be outlined. Second, comparable procedures are described for repeated measure 14 
designs involving control and/or experimental conditions. Finally, procedures for pooling 15 
estimates obtained from different experimental designs are outlined so that overall between-16 
individual treatment effects may be obtained for treatment effects that encompass as many 17 
available effect estimates associated with the treatment under analysis. To facilitate 18 
replication and application of procedures described in this tutorial review, worked examples 19 
have been provided which utilize the data shown in Tables 1, 2, 3 and 4. 20 
Calculations and procedures for independent-group (between-participant) designs 21 
Early methods for effect size calculation (Glass, 1976) were based on between-group 22 
standardized mean differences of the two experimental groups (equation 1).1 This approach 23 
utilized the control group’s standard deviation as a measure of the standardized mean 24 
difference. The worked equations below are based on estimate 7 within Table 1, which was 25 
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obtained from the following dispersion data μE = 11.00, σE = 2.53, nE = 10 and μC = 5.75, σC 1 
= 4.70, nC = 10: where (i), is an individual effect size estimate, E and C are the 2 
experimental and control, or second experimental group mean values, and C indicates the 3 
control group standard deviation. 4 
CCE
Bi  /)(   5 
1.12 = (11.00 – 5.75) / 4.70 6 
(1) 7 
However, Hedges and Olkin (1985) proposed an alternative method gi that utilized the 8 
pooled paired standard deviation as the denominator (p). Glass (1976) postulated that when 9 
several treatment group results are contrasted with those of a control group, pooling pairs of 10 
variances might produce different standardized values where mean differences were identical. 11 
Hedges and Olkin (1985) argued that Glass’s (1976) contention depended on the assumption 12 
that the standard deviation of the various treatment groups would almost certainly differ. 13 
They indicated that i and gi are sample statistics having a sampling distribution of a non-14 
central t-distribution (Johnson & Walsh, 1940), and that in many circumstances it was 15 
reasonable to assume that equal population variances would occur. Therefore, they suggested 16 
that when two groups are being compared, a weighted-pooled estimate of the standard 17 
deviation as in equation (2) offers a uniformly better estimator of effect size compared to 18 
equation (1), primarily because the bias and variance associated with the pooled method is 19 
reduced. The estimate ( Big ) within equation (2) represents Hedges individual effect size 20 
estimate (named g after Gene V. Glass), and (p) represents the pooled estimate of the 21 
standard deviation (Hedges & Olkin, 1985, p.78).2 22 
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1.39 = (11.00 – 5.75) / 3.77 2 
(2) 3 
The pooled standard deviation (P) is calculated using equation (3), where nE and nC 4 
represents the sample size of the experimental and the control or second experimental group 5 
respectively (Hedges & Olkin, 1985, p.79). Where multiple experimental conditions are used 6 
the control group () would be pooled with the () for each experimental condition in turn, 7 
resulting in a separate effect size estimate for each group manipulation.  8 
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Of course, the use of this procedure necessitates reliable reporting of group data 12 
including means, standard deviations, and sample size within each primary study. However, a 13 
review of studies in most research areas reveals that these data are often not provided. In 14 
circumstances where the standard deviation and mean data are not reported, the effect size 15 
estimate can be calculated from inferential statistics such as t, or F. Alternative methods can 16 
be utilized to calculate effect size estimates from t-statistic values depending on which effect 17 
size estimate is required (i.e.,  or g).  18 
Hedges’ g from t produces a slightly smaller, less biased estimate of the population 19 
effect compared to other methods such as Cohen’s d and Glass’s . Equation (4) is 20 
appropriate only when the sample size of nE is assumed to be equal to that of nC. The worked 21 
example (4) uses the same dispersion and sampling statistics applied within the previous 22 
examples (2 and 3). However, any changes in sample size will result in an alternative t-23 
statistic (i.e., n = 8, t = 2.847; n = 10, t = 3.110) being inserted into equation 4. This alteration 24 
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would produce a more conservative effect size estimate (gBi = 1.342) when compared to that 1 
obtained directly from dispersion data (gBi = 1.441), and is therefore less likely to 2 
overestimate the effect size estimate for a particular study.  3 
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(4) 6 
If between group sample sizes differ, g from t should be obtained using equation 5 7 
(Cooper & Hedges, 1994, p.238).3  8 
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(5) 11 
Although it is not always made clear, g obtained from the t-statistic using equations 4 12 
or 5 can reflect different effect metrics (i.e., population parameters) dependent on the t-13 
statistic being used (e.g., independent or dependent). To clarify, if equations (4) or (5) are 14 
used to calculate an effect size estimate from an independent t-statistic, the resultant effect 15 
size estimate will be identical to one attained using equation 2 when nE = nC. The structure of 16 
an independent t-test (6) illustrates why this is so, with both methods relying only on the 17 
original group data including sample size statistics (e.g., included in the pooled denominator 18 
of equation 2 and described prior to equation 1). 19 
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A dependent t-statistic will produce a different estimate (i.e., generally smaller effect 3 
size estimates) to that calculated using group mean and standard deviation results. This 4 
difference increases as a function of increased statistical significance (i.e., with increased t-5 
values). A review of the dependent t-test (7), illustrates the reasons for differences in effect 6 
size estimates derived from t-dependent and dispersion data, where D represents the paired 7 
pre- and post-test difference scores.  8 
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The dependent t-statistic utilizes the mean standardized error (standard deviation) of 11 
individual difference scores within its structure (Thomas & Nelson, 1996, p.146). A more 12 
practical representation of the dependent-t (8) makes this clear (Grimm, 1993, p.160), where, 13 
(e) represents the standard deviation of the difference scores.  14 
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(8) 16 
This procedure focuses the analysis towards the "pure (paired) differences," thereby 17 
excluding the portion of variation within the data that may have resulted from unequal base 18 
levels associated with individual participant differences. These procedures make the 19 
dependent-t a more sensitive measure of difference for repeated measures data but causes 20 
concern when calculating effect size estimates from a dependent-t, particularly if estimates 21 
are typically calculated from dispersion data. This discrepancy occurs because effect size 22 
estimates from dispersion data utilize the raw variance scores (e.g., either pre-test or pooled 23 
 9
standard deviation) as the denominator, whilst the dependent-t estimate utilizes the standard 1 
deviation of the change scores as the denominator. Although effect size estimates can be 2 
calculated using either metric (e.g., either a raw score or difference score denominator), 3 
pooled estimates should reflect a single metric. A conversion procedure to ensure consistency 4 
of metric across pooled estimate samples will be described later (see equation 36).  5 
Correcting for bias associated with differing sample sizes 6 
Effect size estimates gained from any of the data sources mentioned above can be 7 
positively biased where sample sizes are small because the estimates are less representative 8 
of the true population effect size compared to estimates obtained from larger samples 9 
(Hedges, 1989; Hedges & Olkin, 1985). To adjust for this potential bias, the effect size 10 
(example estimate taken from equation 2) is multiplied by a correction factor to produce an 11 
unbiased effect size estimate ( uBig ) using equation (9). 12 
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(9) 15 
In equation 9, C(m) represents the correction factor based on m.4 For independent 16 
group designs m is given by nE + nC - 2 or nE1 + nE2 - 2  when a pooled denominator is used 17 
(Cooper & Hedges, 1994; Hedges, 1981; Morris, 2000; Thomas & French, 1986).5 Positive 18 
bias due to small sample size is less likely to be a problem where sample sizes exceed twenty. 19 
In such cases, positive bias is likely to be less than 20% (Hedges & Olkin, 1985). For a table 20 
of exact values of the bias correction factor C(m) see (Hedges & Olkin, 1985, p.80). 21 
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Calculating variance for an independent-group effect size estimate 1 
Once an unbiased effect size estimate is attained, its variance needs to be determined. 2 
Considerable variation exists in the way this equation has been presented in different sources. 3 
Thomas and Nelson (1996) suggest that variance is calculated using equation (10) where 4 
)(2 ii g equals the variance of an individual biased effect size estimate (p.298). 5 
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Looney et al. (1994) reported equation (11) as being correct (p.366), where )(2 uii g  9 
represents the variance for an individual unbiased (i.e., corrected) effect size estimate. 10 
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(11) 13 
Cooper and Hedges (1994) report equation (12) similar to (11) but use the biased 14 
effect size estimate as the numerator in the second part of the equation (p.238).  15 
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 19 
Alternatively, Hedges and Olkin (1985) reported equation (13) as being the 20 
appropriate representation (p.86), where ),(2 uii g  represents the variance for an individual 21 
 11
unbiased effect size estimate based on a large sample approximation for an asymptotic 1 
distribution (). 2 
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While differences in the resulting variance values appear small, they are nevertheless 6 
important. Equations (10) and (12) do not emphasize that the unbiased effect size estimate is 7 
used as the numerator. Whilst equations (11) and (13) do emphasize the use of the unbiased 8 
effect size estimate, they differ regarding the denominator (i.e., n + n or n + n –2). Morris 9 
(personal communication, 11 June, 2002) confirmed the appropriate large sample 10 
approximation (13) and exact (14) variance calculations. 11 
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(14) 14 
To summarize, equation (14) is recommended as a more reliable estimator of effect 15 
variance, particularly with sample sizes of n <20, where )(2 uiEi g  equals the exact variance 16 
for the unbiased effect size estimate and ñ equals (n*n) / (n+n), and C(n-2) equals the small 17 
sample bias correction factor as detailed in equation (9). Equation (13) may be useful in 18 
circumstances where a large sample approximation is justified (Morris & DeShon, 2002).  19 
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Combining independent-group (between-participant) effect size estimates from a series of 1 
independent studies 2 
Early methods of combining effect size estimates involved a simple averaging of 3 
estimates from N independent studies (Glass, 1976, Wolf, 1986). However, analysts realized 4 
that this simple approach confounded synthesis outcomes because identical effect size 5 
estimates would contribute equally to the averaging process even if the sample size of the 6 
independent effect size estimates differed considerably. A weighting scheme with three 7 
advantages over earlier methods was therefore introduced to address this concern (Hedges, 8 
1982; Hedges & Olkin, 1983, 1985). First, it is generally accepted by theoretical statisticians 9 
that larger sample sizes will produce sample means closer to those of the population mean. 10 
This consideration is relevant given that the population mean treatment effect size estimate 11 
will be the inference of concern (i.e., the target of generalization). Second, the direction and 12 
nature of uncertainty within studies that have small sample sizes is clear: increased variability 13 
of sample estimates symmetrically around the population parameter. Finally, statistical theory 14 
suggests very specific weights are known to maximize the chances of correctly making the 15 
desired inference to the population parameter (Cooper & Rothstein, 1981, p.264). The 16 
weighted mean unbiased effect size estimate (i) is calculated using equation (15). 17 
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To calculate this value, first each corrected (unbiased) effect size estimate is divided 21 
by its exact or approximated variance, and the sum of these values is calculated for all 22 
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studies. The reciprocal of the exact or approximated variance for each effect size estimate is 1 
then calculated and summed for all studies. Finally, the weighted mean effect size estimate is 2 
determined by dividing the summed effect size estimates by the summed reciprocals. This 3 
procedure weights each effect size estimate according to the reciprocal of its variance. 4 
Therefore, effect size estimates with less variance will have increased weight within the 5 
overall weighted mean calculation (values in the worked example reflect the overall weighted 6 
mean treatment effect size obtained for estimates 1 to 9, Table 1). 7 
Additional forms of analysis have been conducted to combine and compare effect size 8 
estimates such as analysis of variance and regression (Glass et al., 1981). However, 9 
subsequent research into such statistical methods has shown that they may not always be 10 
appropriate on conceptual and statistical grounds for meta-analysis involving effect size 11 
estimates or correlations (Hedges & Olkin, 1985). Use of such methods may result in serious 12 
violations of assumptions underpinning these conventional statistical procedures, whilst also 13 
failing to attain a number of objectives in conducting a research synthesis (Hedges & Olkin, 14 
1985). Specifically, the use of t-tests, analysis of variance, or regression relies on the 15 
parametric assumption of homoscedasticity for the non-systematic variance (i.e., sampling 16 
error and data error) associated with individual observations. In the case of an effect size 17 
estimate, this non-systematic variance is inversely proportional to the sample size upon which 18 
it is based. Given that different sample sizes are very likely to occur across studies, widely 19 
differing non-systematic variance error across studies will result (i.e., increased heterogeneity 20 
of variances values), and the homoscedasticity assumption will be violated. In fact, even 21 
when combined effects are homogeneous it is debated whether conventional statistical 22 
procedures should be used (Cooper & Hedges, 1994; Glass, 2000; Hedges & Olkin, 1985). 23 
Still, if such statistical procedures are applied it would appear prudent to implement a 24 
heterogeneity test beforehand.  25 
 14
Heterogeneity testing 1 
Hedges and Olkin (1985) suggested early meta-analysis procedures lacked clear 2 
underpinning statistical theory. They attempted to address this issue by introducing a 3 
heterogeneity test for hypothesis testing. In combining sample estimates from independent 4 
studies (i.e., a pooled sample), we assume that each effect size estimate is representative of 5 
the population effect size. Where pooled effect size estimates are homogeneous, they are 6 
more likely to be testing the intended hypothesis. Conversely, if the effect size estimates are 7 
heterogeneous we should question whether all estimates are answering or testing the same 8 
hypothesis. A heterogeneous sample could imply a need to remove or re-group some of the 9 
estimates. Then, if the new sub-group is homogeneous, it may be possible to address 10 
alternative hypotheses. The main point is that effect size estimates causing heterogeneous 11 
results can be considered as outliers, which need to be scrutinized to determine what factors 12 
or experimental variables may have contributed to this (Hedges & Olkin, 1985; Light & 13 
Pillemer, 1984; Wolf, 1986). However, conflicting opinions have been reported concerning 14 
the appropriate action where pooled estimates are significantly heterogeneous. Hedges (1982) 15 
and Hunter et al. (1982) argued that pooling of heterogeneous estimates to determine the 16 
overall weighted mean effect size estimates is inappropriate for heterogeneous samples. 17 
Harris and Rosenthal (1985) questioned this and suggested that pooled sample differences are 18 
similar to individual subject differences found within individual studies. Despite such 19 
differences, heterogeneity testing does provide a means to determine whether variability 20 
within a pooled sample of effect size estimates resulted from sampling error alone or from 21 
additional underlying differences in the features of included studies. Hedges and Olkin’s 22 
(1985, p.127) heterogeneity test for a pooled sample of effect size estimates from N 23 
independent studies is obtained using equation (16).6 24 
 25 
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First, one needs to square each unbiased effect size estimate and divide by its exact or 4 
approximated variance, before calculating the sum for all estimates within the pooled sample. 5 
Second, one should divide each unbiased effect size estimate by its exact or approximated 6 
variance and calculate the sum for all estimates in the pooled sample, and then square this 7 
value. After this procedure, the second summed value is subtracted from the first, and the 8 
obtained value is divided by the summed reciprocals obtained for each unbiased effect size 9 
estimates exact or approximated variance in the pooled sample. The summed values in the 10 
worked example are shown in Table 1, bottom of columns 9, 10 & 11).  11 
This equation produces a between Q-statistic (sometimes described as H-statistic), 12 
which can be used with the degrees of freedom, calculated using N - 1 (where N = the number 13 
of studies), to determine homogeneity of a group of effect sizes. Using the between Q-14 
statistic and the degrees of freedom, a review of a chi-square (2 notation typically used when 15 
reporting Q-statistic in review result sections) distribution table will determine whether the 16 
100(1-)-percent critical value has been exceeded. Where this is the case we can reject the 17 
hypothesis that the pooled effect size estimates are homogeneous. Significant and therefore 18 
heterogeneous outcomes indicate that the variability of a pooled sample of effect size 19 
estimates is likely to be influenced by at least one additional moderating variable besides 20 
sampling variance.  21 
Additionally, a within Q-statistic (17) can be used to determine the contribution of 22 
individual effect size estimates to the heterogeneity of a pooled sample (Hedges & Olkin, 23 
1985).7  24 
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The QW analysis run on each of the effect size estimates contributing to the pooled 4 
sample indicated that estimate 4 (QW = 18.034) made the largest contribution (see Table 1, 5 
column 12) to the pooled heterogeneity (where ui  denotes the overall weighted mean effect 6 
size for estimates 1 to 9, see equation 15 worked example). Removal of this outlying estimate 7 
alters the overall mean treatment estimate obtained, and accordingly the QW contributions 8 
made by the remaining estimates. The remaining pooled effect size estimates were 9 
homogeneous 2(7, N = 284) = 12.93, p > 0.0738, with a slightly reduced overall mean 10 
treatment effect ( uBi = 1.10, )(2 uBiBi  = 0.018, )( uBiBi  = 0.136, CI = ± 0.266) see Table 4.  11 
Distribution theory and confidence intervals: generalizing to a population 12 
The parameter gained from the meta-analysis remains a sample estimate, and hence 13 
an approximation (i.e., the overall weighted mean effect size estimate). Confidence intervals 14 
are used to illustrate the extent to which a sample estimate may be generalized to the 15 
population effect (i.e. the true effect size). When estimating a parameter we need to 16 
determine the distribution of the estimator (i.e., the sample estimate) so that we can calculate 17 
its variance and confidence intervals. It is reported that the large sample distribution of 18 
unbiased effect size estimates tends towards normality; i.e., where nE = nC, and nE and nC, 19 
both increase at the same rate, the asymptotic distribution of  is normal with mean g and 20 
asymptotic variance (Hedges & Olkin, 1985).  21 
This formal asymptotic distribution can be used to determine a large sample 22 
distribution approximation for  (i.e., the unbiased weighted mean effect size estimate). This 23 
 17
approximation permits computation of variance (13) and confidence intervals (19) when 1 
combined sample sizes are moderate to large (i.e., nE + nC =  20). Where nE + nC = 20, 2 
such approximations are less reliable, and therefore, it is suggested that variance estimates 3 
should be calculated using exact (14) methods (Becker, 1988; Hedges & Olkin, 1985). On the 4 
other hand, Hedges and Olkin (1985) reported that because the determination of exact 5 
confidence intervals for  requires complicated and extensive calculations, the approximation 6 
equation (19) should be used when nE and nC are > 10. Where a sample of less then ten is 7 
used, nomographs are available showing 90, 95, and 99 percent confidence intervals for , 8 
when 0  g  1.5 and nE = nC = between 2 to 10 (Hedges & Olkin, 1995, p.341).   9 
Calculating variance, standard deviation and confidence intervals for the weighted mean 10 
treatment effect size estimate 11 
After calculating the overall weighted mean treatment estimate () for a pooled 12 
sample of effect size estimates, its variance is calculated using equation (18), where 1 is 13 
divided by the summed reciprocals of the variance values (worked example is for Table 1 14 
estimates excluding estimate 4). The notation (E) indicates that exact variance estimates were 15 
used in the worked example. However, where appropriate variance values are based on a 16 
large sample approximation, () may also be used (13).  17 
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The square root of the variance ( uiEi  2 ) obtained using equation (18) provides the 21 
standard deviation (0.136 see equation 19) for the weighted mean (see Table 4, row 2, column 22 
5). Following this, confidence intervals for the weighted mean treatment effect size estimate 23 
 18
can be determined using equation (19), where  L and  U, represent the lower and upper 1 
confidence intervals for the weighted mean effect size estimate (), and CI/2 is the two-tailed 2 
critical value of the standard normal distribution (i.e., 99% = 2.575, 95% = 1.96, 90% = 1.65 3 
etc). The value 1.102 denotes the unbiased mean treatment effect size estimate for the pooled 4 
estimates shown in Table 1 excluding estimate 4). 5 
)(2/
&  CIUL   6 
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(19) 8 
Confidence limits for individual unbiased effect estimates are calculated in the same 9 
manner. If 99% confidence limits are required for gi = 1.39, where nE = nC = 10 (estimate 7, 10 
Table 1), the large sample variance approximation and confidence interval components would 11 
be calculated using equation 20. 12 
 )(mCgg i
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(20) 15 
Where gi illustrates initial effect size estimate (equation 2); C(m) is the small sample 16 
correction factor with 18 degrees of freedom (equation 9). The unbiased effect size estimate 17 
is then used in equation (13) or (14) to determine an approximated or exact variance estimate. 18 
The square root of the variance value provides the standard deviation used to calculate 19 
confidence limits (equation, 19). To clarify (using estimates 7, Table 1), given an unbiased 20 
estimate of 1.33 with a variance of 0.287, the standard deviation will be 0.536. Therefore, 21 
1.33 ± 2.575 * 0.536 gives 99% confidence limits of -0.049 ≤ 1.33 ≤ 2.709). Because in this 22 
instance lower limits cross zero, the difference between the experimental and control 23 
treatments is not significant. A lowering of the confidence limit to the 95% level alters this 24 
outcome (e.g., 1.33 ± 1.96 * 0.536 gives 0.280 ≤ 1.33 ≤ 2.380).    25 
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Johnson and Welsh (1940) examined the behavior of both the exact and the 1 
approximate distribution, and concluded that the approximation is quite good when g is small 2 
and N is moderately large. The large sample approximation to the distribution of the effect 3 
size estimator seems reasonably accurate for study sample sizes that exceed 10 per group, 4 
when the effect sizes are 0.25 and 1.50 in absolute magnitude, and may be useful outside of 5 
these ranges (Hedges & Olkin, 1985, p.87). 6 
Interpreting treatment effects 7 
When effect size estimates from control and experimental conditions are normally 8 
distributed the effect size estimates can be interpreted in two ways. We can construct 9 
confidence intervals around the overall weighted mean effect size estimate to determine 10 
whether it encompasses zero; where confidence limits do not overlap zero the result is 11 
statistically significant. Or put another way, there is a real effect and the true value is unlikely 12 
to be zero (Hopkins, 2002). Alternatively, confidence limits can be used to quantify the 13 
amount of overlap between the distributions of the two independent groups or samples 14 
(Glass, 1976). Because  is a standardized score (z score) of the experimental sample mean in 15 
the control sample distribution, the quantity () represents the proportion of control sample 16 
scores that are less than the average score in the experimental sample. Thus a mean effect 17 
size of  = 0.5 implies that the mean outcome for the experimental sample exceeded that of 18 
69% of the control sample. Similarly an effect size of –0.5 implies that the mean outcome for 19 
the experimental sample exceeded that of only 30% of the control sample (Hopkins, 2002). 20 
Calculations and procedures for within-participant (repeated measure) designs 21 
Although independent group methods are effective for investigations 22 
involving simple experimental designs such as difference testing of means from two 23 
independent samples (Hedges, 1982), such procedures are inappropriate for some 24 
investigations where researchers may be interested in aspects of motor development 25 
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or motor learning.  Often studies incorporate repeated measures into their designs so 1 
that changes in behavior as a function of development or learning occurring over time 2 
can be evaluated. Two approaches have been proposed for repeated measures designs.  3 
Becker (1988) advocated the use of the pre-test standard deviation as the denominator 4 
as shown in equation (21). This procedure calculates the standardized mean change (i.e., the 5 
difference between the pre to post-test results) for each independent sample (i.e., 6 
experimental and/or control conditions), where, EWig and 
C
Wig  represent the within-participant 7 
biased effect estimates obtained for the experimental and control treatments. Although 8 
contributing mean and standard deviation values are shown below this is not the case in Table 9 
2 (estimate 1), which shows the resultant experimental and control effect size estimates (see 10 
Adams, 1994).  11 
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(21) 14 
Becker (1988) suggested that where repeated measure designs are used, assumptions 15 
of equal variance for pre-test and post-test periods cannot be assured. Therefore, the pre-test 16 
standard deviation constitutes a more reliable denominator. If a two-group design is used in 17 
conjunction with the repeated measures investigation, two standardized mean change effect 18 
size estimates will be obtained (e.g., one for the experimental and one for the control sample). 19 
The resultant effect size estimates are identical (i.e., in that the same denominator is used) to 20 
that derived from Glass’s (1976) original (i) independent sample calculation. Unbiased 21 
within-participant effect size estimates EuWig and 
Cu
Wig  are obtained using equation (9), although 22 
m is calculated using nE – 1 (Hedges, 1981; Hedges & Olkin, 1985; Looney et al., 1994). 23 
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Therefore, the unbiased within-participant effect size estimates for the above would be 0.45 1 
and 0.38 for the experimental and control conditions, respectively (see Table 2, estimate 1, 2 
column 7). The correction factor is also used to determine exact variance estimates where a 3 
large sample approximation is inappropriate (Becker, 1988; Morris, 2000). Correcting for 4 
sample size typically results in a slightly decreased effect size estimate. Becker’s (1988) 5 
procedure also permits calculation of the unbiased between-participant (i.e., independent-6 
group) effect size estimate by subtracting the control samples unbiased within-participant 7 
effect size estimate from the experimental samples unbiased within-participant effect size 8 
estimate (22). 9 
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The between-participant effect size variance estimate is obtained by summing the 13 
within-participant effect size estimate variance values obtained for the experimental and 14 
control samples within each independent study (23).  15 
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An alternate method for calculating repeated-measure (i.e., within-participant) effects 19 
was proposed by Gibbons, Hedeker, and Davis (1993), which used the standard deviation of a 20 
particular groups change scores (Di) as the denominator when calculating each effect size 21 
(24).  22 
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The numerator iD  utilizes the summed difference values obtained for the paired pre-4 
test post-test data sets (24). The effect size estimates obtained using the Gibbons et al. (1993) 5 
method reflect an alternate metric (i.e., population parameter) to that obtained using Glass’s 6 
(1976) original independent sample (i) or Becker’s (1988) within-participant gWi calculation. 7 
The Gibbons et al. (1993) approach tends to produce a larger initial effect size estimate 8 
compared to Becker’s (1988) method, except where values of rho (i.e.,  the population 9 
correlation coefficients for the pre-test post-test scores) approach or are equal to zero. The 10 
unbiased effect size estimate is obtained using the same corrections for small sample bias as 11 
in Becker’s (1988) approach. Both methods attempt to address potential errors that may occur 12 
when calculating repeated measure effect size estimates, if the dependency of such data is not 13 
recognized. Gibbons et al. (1993) removed such dependencies by using only change score 14 
differences to calculate effect size estimates. Becker (1988) incorporated a rho statistic (i.e., 15 
rho being the correlation (r) for the population of pre-test and post-test results) when 16 
calculating the variance of each effect size estimates (see equation 27), and the reciprocal of 17 
these variance values is used to weight each effect size estimates contribution when pooled to 18 
determine the overall weighted mean treatment effect size.  19 
Although viable, the Becker (1988) and Gibbons et al. (1993) approaches have 20 
limitations associated with the availability of information reported within each primary 21 
investigation. (e.g., rho and especially Di). Looney et al. (1994) reviewed the two 22 
approaches and recommended Becker’s (1988) approach arguing that it provided a more 23 
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robust means of estimating effects where there was dependency within the data. This was 1 
because variance values decreased as the dependency or correlation of the pre-test and post-2 
test results increased, resulting in less weight being given to such studies when calculating 3 
the overall weighted mean treatment effect size estimate. However, extracting or calculating 4 
rho values may sometimes be impossible. The possibility of using a substituted mean rho 5 
value based on reported rho values was raised by several analysts. Hopkins (personal 6 
communication, 27 Sept, 2001) reasoned that using a mean value of rho extracted from N 7 
studies, where it could be determined, offered an acceptable means of dealing with missing or 8 
non-obtainable rho values when attempting to calculate within-participant variance estimates. 9 
Becker (personal communication, 8 March, 2002) also confirmed that use of a mean value of 10 
rho would offer a viable method to address the dependency issue where rho values were 11 
unobtainable.  12 
In some circumstances a between-participant effect size estimate may be obtained 13 
directly from inferential statistics for repeated measures designs where means and standard 14 
deviation data are not presented. Specifically, if an F-statistic is reported for an interaction in 15 
a 2 group (exp-ctrl) x 2 time (pre-test, post-test) design, F can be converted into a t-value 16 
using equation 25 as long as the numerator of F has df = 1. Where a 2 x 2 design is employed 17 
with repeated measures on the last factor, the F-statistic for an interaction effect is analogous 18 
to an independent t-value for the difference between each groups change scores (so equation 19 
36 would need to be applied if a raw score metric was required).  20 
Ft   21 
(25) 22 
Hopkins (personal communication, 31 July, 2001) recommended that when only a p-23 
value and df for the interaction are reported; t can be calculated accurately using the ‘TINV’ 24 
equation function within most spreadsheet programs.8 25 
 24
Calculating variance for repeated measures (within-participant) effect size estimates 1 
Methods for calculating the variance of within-participant effect size estimates have 2 
been forward by Gibbons et al. (1993) and Becker (1988) as shown in equation 26 and 27 3 
respectively.  4 
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These are approximations that assume large sample distribution (i.e., N>20), where, 11 
)(2 uii g equals the variance for the unbiased effect size estimate, and  is the population 12 
parameter rho for the population correlation coefficients or the sample r-statistic for the 13 
paired samples (i.e., the population of pre-test-post-test results, r = 0.388).9 The use of 14 
equations (26) or (27) depends on which approach is being implemented for the within-15 
participant analysis. Becker (1988) also reported an exact variance equation (28) suggesting it 16 
provided a more precise estimate of variance, particularly where assumptions for the large 17 
sample distribution are not met. 18 
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Where, c(n-1) reflects the correction factor with m = n-1 degrees of freedom as 3 
defined in equation (9), and I has been used within the original sources (for equations 28, 29 4 
and 30) to denote the theoretical population estimate. In practice, uig would be used as the 5 
more reliable and available estimate of the population effect and therefore uig  replaces I in 6 
subsequent equations (29 and 30). The sample correction factor C(n-1) is included in addition 7 
to the unbiased effect size estimate because the variance of the uncorrected effect estimate 8 
can be influenced by the expected value (Morris, personal communication, 12 June, 2002).  9 
Morris (2000) highlighted three errors in the exact variance equation (28) reported in 10 
Becker’s (1988) paper and provided the corrected equation (29). This equation shows the 11 
correct positioning for uig  (shown as i within equation 28), the inclusion of rho within the 12 
third section, and also the squaring of the correction factor within the closing section.  13 
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The exact variance for the unbiased estimator (30) is obtained by inserting the 17 
correction factor c(n-1) squared in front of the opening section of equation 29 (Morris, 2000, 18 
p.21). 19 
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Defining rho () for within-participant variance estimation 3 
Becker (1988) reported that  in the variance equation represented “the population 4 
pre-test post-test correlation” (p.261). In this case, r is not the intra-class correlation generally 5 
implemented as a reliability measure, which is often referred to using the term rho. The rho 6 
required is a variant of the commonly used Pearson’s product-moment correlation coefficient. 7 
Equation (31) illustrates the calculation for Pearson’s r (Anderson et al., 1994, p.562).  8 
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A shortened approximation (32) of the above equations illustrates how the covariance 11 
(sxy) between the pre-post scores forms the numerator in the Pearson’s r estimation equation 12 
(31). 13 
yx
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(32) 15 
The covariance estimate represented by the numerator within equation (31 & 32) is 16 
for the sample covariance, which is inappropriate for determining rho (the population 17 
correlation coefficients) as defined for Becker’s effect size variance estimate. The reasoning 18 
is clarified by reviewing equations (33) and (34), which illustrates how sample (ss), and 19 
population (sp) covariance values are calculated respectively.  20 
 21 
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To conclude, the rho value (i.e., the population correlation coefficient for the pre-test 5 
and post-test results), as defined within equations (27 to 30) and used to calculate within-6 
participant variance estimates, utilizes the population covariance estimate as its numerator as 7 
detailed below.  8 
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As mentioned earlier, the distribution of reported rho values can be obtained for 11 
experimental and control conditions. Where these are normally distributed, a mean of the 12 
reported rho values may be used for the experimental and control studies in which a rho value 13 
could not be obtained. Analysis showed that obtainable rho values extracted from studies 14 
involving modeling conditions (estimates 2, 3, 4, 5 and 6 see Table 2) were normally 15 
distributed, Shapiro-Wilk (5) 0.833, p > 0.148. Subsequently, a mean value of rho (0.388) 16 
was used where rho was not obtainable. Analysis also showed obtainable rho values extracted 17 
from studies involving control conditions (estimates 2, 3 and 4 see Table 2) were normally 18 
distributed, Shapiro-Wilk (3) 1.000, p > 0.971, and as such a mean value of rho (0.606) was 19 
used where rho was not obtainable. 20 
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Homogeneity testing, calculating weighted mean effect size estimates and the use of 1 
confidence intervals with repeated measures designs 2 
Within-participant procedures for homogeneity testing, for pooling estimates to 3 
determine overall weighted mean treatment effect size estimates, and reporting confidence 4 
intervals are applied in the same manner outlined for independent-group designs. However, 5 
analysts may also wish to conduct separate homogeneity tests, pooling and reporting of 6 
confidence statistics for the overall mean within-participant effects (summary within-7 
participant statistics for experimental and control conditions are shown in Table 4). 8 
Alternatively, or in addition to these separate analyses, investigators may wish to determine 9 
the between-treatment (exp-ctrl) effect size estimates and variance estimates for each 10 
independent study estimate using equations (22) and (23), before testing homogeneity, 11 
pooling, and reporting confidence statistics. 12 
Considerations in combining effect size estimates from analysis involving independent-13 
groups and repeated measures designs 14 
Reviewed literatures will often comprise primary studies that have utilized a variety 15 
of experimental designs, including independent groups (post-test), or repeated measures with 16 
single or independent groups. In the motor behavior literature the use of a modeled 17 
demonstration to facilitate motor skill acquisition has been investigated using independent 18 
groups (Feltz, 1982) or a repeated measures design (Adams, 1994). For independent groups, 19 
the difference in the performance of a modeling vs. control group provides the treatment 20 
effect, whilst a repeated measures design will use a pre-test vs. post-test comparison, with the 21 
pre-test (i.e., pre-treatment) measure acting as the particular group’s (i.e., modeling or 22 
control) own control. Ultimately, researchers may wish to combine effects derived from these 23 
different designs to obtain an overall treatment estimate that is more representative of the 24 
population effect.  25 
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Morris and DeShon (2002) suggested three criteria for investigators wishing to 1 
combine independent-groups and repeated measures effects: i) effects should be transformed 2 
to the same metric (i.e., using the same effect indices   or g, and the same standard deviation 3 
C p 1 or Di): ii) estimates should represent the same treatment effect (e.g., modeling 4 
treatment effects on movement outcomes): and iii) sampling variance should be determined 5 
using design-specific procedures that permit reliable representation of the effect size estimate 6 
(i.e., large sample approximation or exact variance equations). In most instances, a reflection 7 
of the literature under consideration should facilitate decisions regarding the preferred 8 
criteria. These criteria will be discussed in greater detail below.  9 
Where repeated measures are involved, alternate approaches have been developed that 10 
use either a raw score (Becker, 1988) or a change score (Gibbons et al., 1993) metric as an 11 
effect size denominator. These alternative approaches are both feasible but address different 12 
questions. Although analysts may wish to use a raw score metric, there may be circumstances 13 
where effect size estimates can only be calculated using a change score metric. For example, 14 
where a primary study does not report dispersion data, but only a dependent t-value, the 15 
resultant effect size estimate will be based on the error term of the dependent t-statistic, 16 
which is calculated using the standard deviation of the change scores. An effect size estimate 17 
derived from change scores can be converted into a raw score metric estimate or vice versa 18 
using equation 36. The raw score effect size estimate obtained using this conversion is 19 
equivalent to that proposed by Becker (1988) equation 21. Although values obtained using 20 
these two approaches may differ slightly, they are nevertheless “equivalent estimates for the 21 
population effect size.” (Morris & DeShon, 2002, p.111), where p is as defined within 22 
equations 27 to 30. 23 
)1(2 pgg tdepii    24 
 30
 
)1(2 p
g
g itdepi 
  1 
(36) 2 
The second consideration relates to the compatibility of effect size estimates from 3 
different designs. Experimental designs have been developed to control for various types of 4 
bias, and therefore consideration of these potential sources of bias is needed to determine the 5 
possible impact upon effect size estimates (Morris & DeShon, 2002). Independent-groups, 6 
pre-test post-test designs is a good starting place as many of the issues will carry across to 7 
other experimental designs. Analysts need to recognize that the population mean (sometimes 8 
described as the grand mean) towards which they generalize can influence pre-test results 9 
through selection and random error effects. A selection effect represents differences between 10 
the mean of a sample and the mean of the grand population. This source of bias is recognized 11 
through the use of confidence intervals, which describe the level of confidence in the overall 12 
weighted mean treatment effect size estimate reflecting the grand population effect. Many 13 
different factors can cause selection bias effects within primary studies. For example, Morris 14 
and DeShon (2002) suggested that different gender samples in control and experimental 15 
conditions could cause selection bias errors. In practice, as the number of independent studies 16 
in a meta-analysis increases such differences are likely to balance out. Therefore, in general 17 
the use of random selection and random assignment into experimental and control conditions 18 
results in an impact bias of zero from selection effects.  19 
Treatment and time effects can both influence post-test values. Maturation, history, 20 
and fatiguing effects are examples of non-treatment factors that can introduce bias over time. 21 
Where time effects are not expected to have an impact upon effects (i.e., where only a 22 
minimal period between repeated-measures is applied) and/or additional time effects are 23 
assumed to be equal across conditions (e.g., practice), effect size estimates can be represented 24 
by: i) the mean difference between each condition (i.e., independent-group post-test): ii) a 25 
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mean change score (i.e., single-group pre-test post-test): or iii) the product of subtracting a 1 
control change score from an experimental change score (independent-groups pre-test post-2 
test). Another source of bias can result if the dependency of pre-test and post-test scores is 3 
not recognized. Becker (1988) reported methods that recognize such dependency by 4 
incorporating a rho value for this correlation into the sampling variance equation (27) for 5 
individual effect size estimates as described earlier.  6 
Finally, if pooled effect size estimates are obtained from different experimental 7 
designs (e.g., independent-group, and repeated measure independent-groups) the contributing 8 
variance estimates should be obtained using a consistent variance estimation procedure (e.g,, 9 
a variance estimate based on a large sample approximation if appropriate [13 & 27] or an 10 
exact variance calculation [14 & 30] for the respective designs).  11 
Pooling estimates from varied experimental designs 12 
Becker (1988) proposed a procedure that permitted aggregation of effect size 13 
estimates based on raw scores from any of the three designs described above. Repeated 14 
measures effects are aggregated separately for the experimental and control conditions. The 15 
control condition’s standardized mean effect size estimate is then taken as the time effect. If 16 
this is assumed to be the same for the experimental condition, an unbiased estimate of the 17 
between-participant treatment effect can be obtained by subtracting the control group time 18 
effect from the experimental group (treatment) effect (21). Furthermore, if independent-group 19 
post-test effects produce an unbiased treatment estimate, effects from all of the three above 20 
designs would be comparable and therefore could be combined (Morris & DeShon, 2002). 21 
To illustrate this procedure, the 9 independent-group effect size estimates (Table 1), 22 
and 7 between-participant effect size estimates (Table 3) obtained from experimental and 23 
control within-participant effect size estimates (Table 2), were pooled to determine an overall 24 
weighted mean between-participant treatment effect size estimate. Having pooled the 16 25 
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unbiased between-participant effect size estimates along with the associated variance values 1 
(exact rather than approximated in this example), calculations and summing of values were 2 
performed in the same manner previously outlined in the first section of this paper to obtain 3 
the overall weighted mean treatment effect size estimate and Q-statistic (See Equation 15, 16, 4 
18 and 19). Using the pooled estimates reported in Tables 1 and 3, an initial chi square 5 
analysis yielded a significant chi square value, 2(df  = 15, n  = 494) = 51.140, p < 0.000, 6 
indicating that the pooled estimates were heterogeneous. The overall weighted mean 7 
treatment effect size estimate was uBi = 0.963 ( )(2 iEi  = 0.010, CI = ± 0.20) for this 8 
heterogeneous sample.10 Within-participant Q-statistics (17) were calculated for each of the 9 
pooled estimates to identify the one that made the largest contribution to the pooled 10 
heterogeneity. The most heterogeneous estimates were incrementally removed (estimates 4 11 
and 6, from Table 1) to produce a homogeneous grouping 2(df  = 13, n = 406) = 16.781, p > 12 
0.2095, with a slightly reduced overall weighted mean treatment effect size estimate of uBi = 13 
0.765 ( )(2 iEi   = 0.012, CI = ± 0.21) compared to the initial heterogeneous aggregation. 14 
Missing control data 15 
Where a repeated measures investigation does not include a control sample, analysts 16 
could have difficulties when calculating between-participant effect size estimates. The 17 
absence of a control sample may cause some concern regarding the quality of such 18 
investigations and their inclusion within a meta-analysis. However, automatic rejection of 19 
studies that failed to use a control group would result in considerable loss of data. Becker 20 
(1988) pointed out that failure to use control groups does not automatically imply a study is 21 
of a poorer quality, but rather that in many cases alternative questions were being addressed 22 
by the investigators. Becker (1988) cites examples from the literature concerning mental 23 
practice effects on motor learning. For example, Feltz and Landers (1983) compared a 24 
‘mental practice’ and ‘control’ condition, while Clark (1960) investigated skill improvements 25 
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for a ‘physical practice’ and ‘mental practice only’ condition. Clearly, these studies asked 1 
different questions, but that does not necessarily make one study more useful than the other. 2 
Becker (1988) showed how meta-analysts can combine results from within-participant 3 
investigations regardless of whether a control group was used by employing the standardized 4 
mean change for the experimental samples (whether experimental or control). Where control 5 
group effect estimates are not available, Becker (1988) discussed various methods (including 6 
use of zero values or an average effect gained from studies where effects were obtained) that 7 
would permit calculation of a between-participant effect size estimate as defined in equation 8 
(22). In the current worked examples, no within-participant control data was obtainable for 9 
studies 5, 6 and 7 within Table 2. An analysis showed that the reported mean control 10 
estimates 1 to 4 were normally distributed, Shapiro-Wilk (4) 0.898, p > 0.423, and as such a 11 
mean value of (0.10) was used for the missing control estimates (see Table 2, control 12 
estimates 5, 6 and 7). 13 
Additional Issues 14 
A major criticism of some meta-analysis methods concerns the inclusion of effect size 15 
estimates from multiple dependent measures from single studies (e.g., for example when 16 
multiple kinematic movement variables are reported). It has been reasoned that the correlated 17 
nature of these effect size estimates could bias results, invalidating analysis outcomes 18 
(Rosenthal & Rubin, 1986). Various procedures have been reported for collapsing multiple 19 
effect size estimates from individual studies to produce a single representative effect size 20 
estimate. A simple, conservative procedure would be to use the mean or median effect size 21 
estimate. More advanced procedures are also available and have been described elsewhere in 22 
more detail (see Cooper & Hedges, 1994; Hedges & Olkin, 1985; Rosenthal, 1991; Rosenthal 23 
& Rosnov, 1984; Rosenthal & Rubin, 1986). These are thought to produce larger effect size 24 
estimates compared to methods that utilize a mean or median effect size estimate, which may 25 
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be considered preferable (Cooper & Hedges, 1994). However, these alternative procedures 1 
can also be dependent on the availability of additional information within primary 2 
investigations. 3 
A traditional criticism directed towards meta-analysis procedures is that they are 4 
meaningless because they effectively mix ‘apples and oranges’ when combining results 5 
across studies that have considerable variability in their designs such as different dependent 6 
measures, samples characteristics, and study features. Meta-analysts have attempted to 7 
address these concerns on many levels. First, it has been suggested that criteria for study 8 
inclusion should be set in order to ensure that the independent measure (i.e., the treatment) is 9 
consistent across studies (Cooper & Hedges, 1994). For example, all of the effect size 10 
estimates used throughout the current paper were taken from the motor behavior literature for 11 
observational modeling, and hence all studies involved modeled observations and practice. 12 
Second, where there are multiple correlated outcome measures, these can be averaged as 13 
described earlier to reduce over-estimation of effects from single studies (Hedges & Olkin, 14 
1985; Rosenthal, 1991). Where dependent measures reported across studies show obvious 15 
and consistent differences, derived effect size estimates can be analyzed separately. An 16 
example of this can be found within the observational learning literature, where two types of 17 
dependent measures have predominantly been reported as an indicator of modeling effects 18 
(i.e., performance outcome and movement dynamic [form based] measures). Ashford, 19 
Bennett and Davids (2006) were interested in quantifying any differences in modeling effects 20 
obtained via these different dependent measures.  As such there was a clear theoretical 21 
rationale for extracting estimates for both movement and performance outcome measures 22 
when reviewing individual primary sources. 23 
Nevertheless, whilst measures can be taken to ensure sampled studies address a 24 
common hypothesis there are likely to be considerable differences in the independent 25 
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manipulations made across studies. The introduction of heterogeneity testing was designed to 1 
address such concerns by determining whether variability within a pooled sample of 2 
estimates resulted from sampling error alone or from additional underlying differences in the 3 
features of included studies (Bangert-Drowns, 1986; Cooper & Hedges, 1994; Hedges & 4 
Olkin, 1985). It appears inevitable that there will be differences and some variability in the 5 
characteristics of multiple independent studies. Glass (2000) insisted that this outcome is 6 
reasonable and much like the inter-subject variability found within all primary studies: 7 
“Of course it mixes apples and oranges; in the study of fruit nothing else 8 
is sensible; comparing apples and oranges is the only endeavor worthy 9 
of true scientists; comparing apples with apples is trivial” (Glass, 2000, 10 
p.6).  11 
 12 
Glass (2000) noted that this statement did little to silence critics. Therefore, he 13 
developed more extensive and eloquent rebuttals to such criticisms, which are a highly 14 
recommended read (cf. p.7-8). Briefly, a strong philosophical argument is made concerning 15 
the concept of ‘sameness’ demanded by such critics and attention is also drawn to the 16 
contradiction of such demands, which expect high levels of similarity or ‘sameness’ within 17 
meta-analytic reviews, yet ignore inter-subject variability that is continually present within 18 
primary studies. Glass (2000) concluded that the concept of ‘sameness’ demanded by such 19 
critics can ultimately be viewed as an empirical question where various factors are considered 20 
and weighted to determine whether studies have shared commonality (i.e., where all studies 21 
are different, what is important is how they vary concerning the specific factor we are 22 
interested in).  23 
Publication bias.  24 
Thornton and Lee (2000) discussed publication bias, including the reasons why it 25 
might occur, the consequences for quantitative reviews, and correction procedures.  26 
 27 
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Reasons why it could occur included, methodological shortcomings within studies, 1 
lack of researcher interest in submitting work or a bias against negative studies on the part of 2 
some journals. Where methodological reasons may have contributed to the unpublished status 3 
of individual primary sources, the specified inclusion criteria within individual reviews can 4 
be used to evaluate methodological concerns. In situations where researchers may not have 5 
been interested in publishing their results, a thorough literature review incorporating 6 
unpublished results would permit recognition of such findings. To this end search efforts 7 
should be exhaustive and include published and unpublished material. Here it is important 8 
that the meta-analyst makes no priori judgments regarding the quality of unpublished 9 
investigations, except that they need to report data for the treatment effect of interest, and 10 
permit calculation of the desired treatment estimate.        11 
This inclusive approach has been described as a sampling correction method for 12 
dealing with publication bias (Cooper and Hedges, 1994). Where such concerted efforts are 13 
made, unpublished and published effects can be contrasted to explore any concerns over 14 
publication bias. For example, published and unpublished estimates can be pooled separately 15 
and overall weighted mean estimates determined for each sample. If trivial or insignificant 16 
effects are obtained for unpublished estimates, while effects of increased magnitude and 17 
significance are obtained for published estimates, it would indicate that publication bias is an 18 
issue within the reviewed literature. Where there is evidence of this type of editorial bias to 19 
publish significant findings the potential contribution of subsequent thorough meta-analytic 20 
reviews is only increased as the published mean treatment effects will reflect both published 21 
and unpublished findings. .        22 
Alternately, analytical correction methods have been introduced, which are 23 
increasingly important where analysts elect to report effects from published sources only 24 
(Cooper & Hedges, 1994; Rosenthal, 1995; Sterne et al., 2000; Thornton & Lee, 1995). A 25 
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good example is Rosenthal’s (1979) ‘File drawer’ method, which calculates the number of 1 
missing (i.e., unpublished) trivial or insignificant effects that would be required to reduce the 2 
observed overall weighted mean treatment effect to a non-significant, or trivial level 3 
(equation 37). Clearly, this method is particularly useful where the overall mean treatment 4 
effect is significant. Whilst investigators might debate what constitutes a trivial effect, a value 5 
of 0.15 has been used in the worked example below (Thomas and Nelson, 1996; Hopkins, 6 
2002).  7 
Trivial
i
Trivial
i
Obtained
iNX  /)]([   8 
10315.0/]15.0248.1(9[   9 
(37) 10 
If equation 37 is applied to each overall mean pooled estimate reported in Table 4, we 11 
can calculate the number of studies that would be required to trivialize each reported 12 
treatment estimate. In descending order, 103, 80, 30, 41, 7, 138 and 93 trivial studies would 13 
be required to trivialize the reported mean effects.  14 
Whilst publication bias remains an important consideration for anyone wishing to 15 
conduct a meta-analysis, implementation of the procedures gives increased credibility to 16 
analysis outcomes. Bangert-Drowns (1986) suggested reviewers should not set inclusion 17 
criteria related to the quality of primary studies, and Glass (2001) concurred with this 18 
viewpoint and indicated that he,   19 
“remained staunchly committed to the idea that meta-analysis must deal 20 
with all studies, good, bad and indifferent, and that their results are only 21 
properly understood in the context of each other, not after having been 22 
censored by some a priori set of prejudices” (p.9).  23 
 24 
By this account, the findings of master and doctoral thesis should be reviewed and 25 
where appropriate included within analysis irrespective of publication status.  26 
 General Procedures 27 
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Considerations in reporting methods 1 
Random (Hedges, 1983) or fixed effect operational models are utilized by meta-2 
analysts to recognize the different contextual, methodological, and substantive variations that 3 
can occur across independent studies, and subsequently the way these estimates are 4 
interpreted and generalized. “Fixed effects analyses are appropriate if the inferences desired 5 
are regarded as conditional—applying only to studies like those under examination" (Cooper 6 
& Hedges, 1994, p.286)11. Alternatively, a randomized model may be used, which is 7 
consistent with standard scientific aims of generality; studies under review can be viewed as 8 
being representative of the larger population12.  9 
Hedges and Olkin (1985) stressed that the Glassian term ‘meta-analysis’ described far 10 
more than the various statistical procedures involved in a quantitative analysis. Meta-11 
analysts, once familiar with the various statistical procedures and their underpinning theories, 12 
will realize that the labor-intensive work revolves around search procedures, information 13 
coding, quality assessment, dealing with missing data, and dealing with sources of bias. For 14 
example, many of the problems faced by quantitative analysts results from the variability in 15 
reporting habits across disciplines and within scientific journals. The absence of crucial 16 
information within primary sources means that some meta-analytic procedures may not be 17 
possible, and where procedures are employed for dealing with missing data, results will 18 
clearly be less reliable. These non-statistical processes will be discussed briefly to highlight 19 
issues and good practices. A number of thorough overviews relating to general reporting 20 
procedures for meta-analytic reviewers have been presented (Hedges & Olkin, 1985; 21 
Rosenthal, 1995). The following sections reflect a summarized account of these 22 
recommendations and procedures. Some points may appear rather obvious, nevertheless they 23 
are cited as common causes for paper rejections by editors (Becker, 1991), and while other 24 
points describe specific requirements in drafting quantitative reviews.  25 
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As is typical within all reviews, quantitative investigators need to introduce readers to 1 
the research field under review, culminating in a clear rationale for the proposed analysis. 2 
Research questions should be clearly stated, as well as expected gains from the review. Most 3 
important is the reporting of methods employed within the review, with detail in excess of 4 
that generally found within primary studies. Cooper and Hedges (1994) reported that the 5 
principle threat to validity of reviews resulted from omissions regarding procedures used 6 
within the review, or omission of details of study characteristics and the relations among such 7 
study features. Reviewers should specify the operational definitions for the analysis, such as 8 
the outcome variables that are to be extracted from primary studies and how they were 9 
measured. Search methods need to be described to illustrate the scope of the review. 10 
Eligibility criteria for primary studies should be stated, and procedures used to check these 11 
criteria. Methods used to determine the accuracy of data extraction should also be reported. 12 
Statistical procedures used to compare and combine data from primary studies should be 13 
described clearly and how results will be presented. Methods used to report potential sources 14 
of bias should be outlined (this might include inter alia evaluation of potential publication 15 
bias, data extraction bias, and inter coder reliability).  16 
Considerations in reporting results. 17 
Results sections need to indicate the primary studies that were analyzed and those that 18 
were omitted, including a summary outlining the reasons for the rejections. Experimental 19 
conditions within primary studies need to be described, particularly those that are relevant to 20 
the research questions being addressed within the synthesis. This task may be accomplished 21 
in tabular form to highlight characteristics of the sample (e.g., source of study, gender, 22 
publication year, sample ages and size, etc) used within the analysis (Cooper & Hedges, 23 
1994, p.432).  24 
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Results from primary studies have often been presented using stem and leaf, or similar 1 
plots that display the distribution of study estimates. Homogeneity statistics are typically 2 
included to highlight sources of variance for the primary effects that may not be due to 3 
sampling error alone. Overall weighted mean effect size estimate(s) should be reported in 4 
conjunction with accuracy estimates, such as confidence intervals, to illustrate precision 5 
towards the population effect size. Cooper and Hedges (1994) recommended a tabular 6 
approach when presenting summary statistics for multiple subgroups (e.g., overall group 7 
means, heterogeneity Q-statistics, variance, standard error, and confidence intervals and also 8 
the number of studies and participants with each pooled sample). If issues arise concerning 9 
the inclusion or exclusion of specific studies, outcomes may be reported with and without 10 
such primary studies, or removed outliers can be reported individually accompanied by 11 
potential explanations for their occurrence (Light & Pillemer, 1984). Lastly, discussions need 12 
to address issues of bias associated with the retrieved literature and make inferences based on 13 
result outcomes (see Gregoire et al., 1995; Sterne et al., 2000; Thornton & Lee, 2000). In 14 
concluding, the potential impact of results and implications for future research should be 15 
discussed. 16 
Conclusion 17 
Meta-analysis has developed to permit systematic and thorough synthesis of research 18 
literatures that would probably not be possible utilizing traditional qualitative methods 19 
because of the proliferation of papers within many scientific fields. Although early methods 20 
were questioned (e.g., Eysenck, 1978), numerous analysts (e.g., Becker, 1988; Cooper & 21 
Hedges, 1994; Glass, 1976; Hedges & Olkin, 1985; Hunter & Schmidt, 1990; Rosenthal, 22 
1976) have continued to develop and introduce procedures addressing initial concerns, which 23 
strengthen the theoretical underpinning of current procedures. A more detailed account of the 24 
historical developments in meta-analysis has been provided by Morton Hunt (1997). In the 25 
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present paper, we have provided a tutorial review of current meta-analytic procedures, which 1 
have a specific relevance to the various types of experimental design that are typically used in 2 
the motor behavior literature. We have also endeavored to outline the potential merits and 3 
concerns associated with these quantitative procedures. In conclusion, movement scientists 4 
considering the use of meta-analytic reviewing procedures to understand current trends and 5 
theoretical positions in the literature might keep in mind the words of Robert Rosenthal 6 
(1991): 7 
“…procedures are not perfect, we can use them inappropriately, and we 8 
will make mistakes. Nevertheless, the alternative to the systematic, 9 
explicit, quantitative procedures to be described is less than perfect, even 10 
more likely to be applied inappropriately, and even more likely to lead 11 
us to error. There is nothing in the set of meta-analytic procedures that 12 
makes us less able to engage in creative thought. All the thoughtful and 13 
intuitive procedures of the traditional review of the literature can also be 14 
employed in a meta-analytic review. However, meta-analytic reviews go 15 
beyond the traditional reviews in the degree to which they are more 16 
systematic, more explicit, more exhaustive, and more quantitative.  17 
Because of these features, meta-analytic reviews are more likely to lead 18 
to summary statements of greater thoroughness, greater precision, and 19 
greater intersubjectivity or objectivity” (p.11). 20 
 21 
22 
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Footnotes 1 
1 Glass (1976) proposed a scale-free, effect magnitude indices to calculate treatment effects 2 
from different studies. The parameter  (sometimes denoted as d, or g) is often referred to as 3 
Glass’s effect size as it was originally suggested by Glass (1976) and then by Cohen (1992). 4 
Cohen’s d was originally proposed “as an index of effect magnitude in connection with an 5 
assessment of power of the two-sample t-test” (Hedges & Olkin, 1985, p.108). Effect size 6 
estimates can be positive or negative values; positive values indicate results that favored the 7 
experimental treatment, whilst negative values reflect better outcomes for the control 8 
condition. 9 
 10 
2 The current paper uses additional subscript notation to show whether estimates are based on 11 
between-participant ‘B’ or within-participant ‘W’ effects.  12 
 13 
3 Procedures for determining alternative effect estimates from t are also available, for details 14 
(see Hedges & Olkin, 1985, p.237-239).  15 
 16 
4 The notation C(m), appears as J(m) in some sources, with (m) representing the degrees of 17 
freedom. 18 
 19 
5 There appears to be some confusion regarding the appropriate calculation within some 20 
sources. Thomas and Nelson (1996) reported that the correction factor cited by Thomas and 21 
French (1986) was incorrectly printed and forwarded a corrected equation. However, the 22 
equation reported by Thomas and French (1986) is consistent with Hedges (1981) original 23 
equation and that used by subsequent investigators (e.g., Looney et al., 1994; Morris, 2000). 24 
Further, the equation reported by Thomas and Nelson (1996) appears to contradict that 25 
recommended in many primary sources (Cooper & Rothstein, 1981; Hedges, 1981; Hedges & 26 
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Olkin, 1985). To avoid further confusion, and to maintain consistency with the majority of 1 
sources citing the correction factor, equation (9) is recommended. 2 
 3 
6 This equation appears somewhat different in its original source (Hedges & Olkin, 1985, 4 
p.123). The altered appearance is only to permit a consistent notation within the current 5 
paper. Also, values used in the worked example are taken from the summed (all) values with 6 
Table 1, Columns 11, 10 and 9 respectively and the resultant Q-statistic is seen on the same 7 
line column 12. 8 
 9 
7 Q-statistics may be calculated for total, between or within group heterogeneity (Hedges & 10 
Olkin, 1985, p.163-165). 11 
 12 
8 This function returns the inverse of the student-t distribution. 13 
 14 
9 Variance values displayed in equations 27 to 30 are based on the data (e.g., sample size, 15 
unbiased effect estimates and rho values) reported for the first modeling estimate within 16 
Table 2. 17 
 18 
10 Where, uBi describes the overall weighted mean between-participant treatment effect for a 19 
pooled sample of estimates, )(2  Ei describes the exact variance associated with this mean 20 
effect, and CI the 99-percent confidence interval for the mean estimate. 21 
 22 
11 "If differences between studies that lead to differences in effects are not regarded as 23 
random (e.g., if they are regarded as consequences of purposeful design decisions), then fixed 24 
effect methods are appropriate for the analysis” (Cooper & Hedges, 1994, p.286).  25 
 51
12 "Random effects models allow investigators to account for the extra uncertainty that arises 1 
when studies under synthesis are viewed as a representative sample from a larger universe 2 
rather than themselves constituting the universe of scientific interest. This uncertainty arises 3 
because, despite concerted attempts at replication, study contexts, treatments, and procedures 4 
will inevitably vary in many ways that may influence results" (Copper & Hedges, 1994, 5 
p.316). 6 
 7 
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Table 1: Pooled between-participant treatment estimates obtained for the effect of observational modeling (experimental) over control 
conditions.  
 
No 1st Author/ Year ne nc Big  C(m) 
u
Big  )(
2 u
BiEi g  )(/1 2 uBiEi g  )(/ 2 uBiEiuBi gg   )(/)( 22 uBiEiuBi gg   )(/)( 22 uBiEiuBiuBi gg   
1 Feltz (1982) 26 23 1.14 0.98 1.13 0.100 9.97 11.23 12.651 0.147 
2 Gould (1978) 18 18 0.77 0.98 0.75 0.127 7.85 5.92 4.466 1.907 
3 Grey et al (1991) 11 11 0.83 0.96 0.80 0.221 4.52 3.59 2.856 0.924 
4 Laguna (1996) 20 20 3.59 0.98 3.52 0.287 3.49 12.28 43.256 18.034 
5 Lirgg & (1991) 39 20 1.32 0.99 1.30 0.094 10.61 13.78 17.910 0.028 
6 Magill & (1996) 24 24 2.05 0.98 2.02 0.135 7.39 14.91 30.091 4.388 
7 McGuire (1961) 10 10 1.39 0.96 1.33 0.287 3.49 4.65 6.188 0.025 
8 Schoenfelder-Zohdi (1992) 5 5 1.76 0.90 1.59 0.805 1.24 1.97 3.138 0.145 
9 Whiting et al (1987) 20 20 0.42 0.98 0.41 0.108 9.26 3.78 1.542 6.525 
  Σ (all) > 12.844 2.165 57.812 72.122 122.098 32.124 
  Σ (excluding 4) > 9.323 1.879 54.323 59.837 78.842 12.931 
 
Notation: where, (No) equals the number allocated to an individual estimate within a pooled aggregation; (ne) and (nc) equals the experimental 
and control sample sizes (i.e., number of participants); Big equals the biased between-participant treatment estimate; C(m) indicates the 
correction factor for small sample bias; uBig equals the unbiased between-participant treatment estimate; )(
2 u
BiEi g and )(/1 2 uBiEi g , respectively, 
represent the treatment estimates exact variance (equation 14) and its reciprocal. The summed reciprocals (column 9) and the summed values 
shown in columns 10 and 11 are used to calculate heterogeneity. 
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Table 2: Individual experimental (i.e., modeling) and control (no modeling) within-participant estimates for seven independent investigations.  
  
No 1st Author/ Year ne nc Wig  C(m) 
u
Wig   )(2 uwiiE g  
 Experimental        
1 Adams (1994) 12 - 0.48 0.93 0.45 0.388 0.119 
2 Ashford (1999) 5 - 0.20 0.80 0.16 0.001 0.518 
3 Horn et al. (2002) 7 - 0.81 0.87 0.70 0.125 0.349 
4 Roach (1988) 13 - 1.11 0.94 1.04 0.530 0.132 
5 Armstrong (1971) 18 - 0.35 0.96 0.33 0.634 0.046 
6 Armstrong (1971) 18 - 0.83 0.96 0.79 0.648 0.062 
7 Herbert & (1994) 12 - 1.47 0.93 1.36 0.388 0.215 
         
 Control        
1 Adams (1994) - 12 0.41 0.93 0.38 0.606 0.078 
2 Ashford (1999) - 5 0.59 0.80 0.47 0.601 0.266 
3 Horn et al. (2002) - 7 -0.70 0.87 -0.61 0.423 0.237 
4 Roach (1988) - 13 0.11 0.94 0.10 0.795 0.034 
5 Armstrong (1971) - 18 0.10* 0.96 0.16 0.606 0.046 
6 Armstrong (1971) - 18 0.10* 0.96 0.16 0.606 0.046 
7 Herbert & (1994) - 12 0.10* 0.93 0.15 0.606 0.071 
 
Note: On occasions some control effect estimates or rho values (experimental and control) could not be obtained from individual primary 
sources. A substituted mean based on normally distributed control estimates was used where control data was not available (indicated by an 
asterisk). Substituted means based on normally distributed rho values were also used to recognize the dependency in pre-post data obtained for 
experimental and control conditions respectively (indicated using bold font).  The notation )(2 uwiiE g  defines the within-participant treatment 
estimates exact variance (equation 30).  Where investigators wish to determine within-participant overall weighted mean time effects for either 
the experimental or the control condition (i.e.,. pre-test to post-test) the same calculations (see columns 9, 10, 11 and 12) and summing 
procedures are applied as for between-participant effects (see tables 1 & 3). The resultant values would then be used to obtain the weighted mean 
time effect estimate, its variance and confidence interval values. Two estimates appear within each pooled sample for Armstrong (1971) because 
more then one experiment and task were reported in this source.     
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Table 3: Between-participant treatment estimates derived from the within-participant treatment estimates displayed within Table 2.  
 
No 1st Author/ Year ne nc Big C(m)
u
Big  )(
2 u
BiiE g )(/1 2 uBiiE g )(/ 2 uBiiEuBi gg  )(/)( 22 uBiiEuBi gg  )(/)( 22 uBiiEuBiuBi gg 
1 Adams (1994) 12 12 - - 0.07 0.197 5.072 0.336 0.022 0.835 
2 Ashford (1999) 5 5 - - -0.31 0.785 1.275 -0.396 0.123 0.781 
3 Horn et al. (2002) 7 7 - - 1.31 0.586 1.705 2.235 2.930 1.199 
4 Roach (1988) 13 13 - - 0.94 0.166 6.030 5.655 5.303 1.307 
5 Armstrong (1971) 18 18 - - 0.17 0.092 10.897 1.893 0.329 0.971 
6 Armstrong (1971) 18 18 - - 0.64 0.108 9.254 5.912 3.777 0.257 
7 Herbert & (1994) 12 12 - - 1.21 0.286 3.500 4.240 5.136 1.912 
  Σ (all) > 4.030 2.220 37.706 19.863 17.625 7.161 
 
Author and year details have been included in Tables 2 and 3 to illustrate that each between-participant estimate is derived from two within-
participant estimates obtained from each primary investigation. The biased effect values Big and correction factor C(m) are not included above 
because it is the unbiased within-participant estimates uWig  that are used to determine each unbiased between-participant effects reported here. 
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Table 4: Overall summary statistics for the pooled between-participant treatment estimates displayed within Tables 1, 2 and 3.  
 
Pooled Sample Q  df  n ui  )(2 uBiEi   )( uBiEi   %99)( LuBi  %99)( UuBi  99)( CIuBi  
B-P 1a 32.124 8 324 1.248 0.017 0.132 0.990 1.505 0.258 
B-P 1b 12.931 7 284 1.102 0.018 0.136 0.836 1.367 0.266 
          
B-P 2 . 7.161 6 170 0.527 0.027 0.163 0.208 0.846 0.319 
W-P 2 (Exp) 2.27 7 97 0.608 0.034 0.186 0.244 0.971 0.363 
W-P 2 (Ctrl) 4.16 7 97 0.191 0.016 0.126 -0.056 0.437 0.246 
          
B-P 3a 51.140 15 494 0.963 0.010 0.102 0.762 1.164 0.201 
B-P 3b 16.781 13 406 0.765 0.012 0.109 0.552 0.979 0.213 
 
Notation: The notation B-P or W-P indicate that pooled estimates are for either between or within participant effects respectfully; superscript 
numbers 1, 2 or 3 show the Table from which the pooled data came; and the lettering A or B respectfully show the initial heterogeneous and 
subsequent homogeneous statistics derived from these pooled samples. The Q-statistics reflects the heterogeneity of a pooled sample of 
estimates; df defines the degrees of freedom (N – 1) where N equals the number of pooled study estimates; n equals the number of participants 
used within the pooled investigations; )( ui  represents the overall weighted mean treatment estimate; )(2 uBiEi  , )( uBiEi   and 99)( CIuBi  define 
the variance, standard deviation and confidence intervals for the overall mean treatment estimate respectively. Q-critical values for N = 15, 13, 8, 
7 and 6 degrees of freedom equal 24.99, 22.36, 15.51, 14.07 and 12.59 respectively (If the Q-critical value associated with N = df. is exceeded by 
the obtained Q-statistic the outcome is significant and pooled estimates are heterogeneous). 
 
 
