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Abstract
1.1 Abstract
One of the goals of Computer Vision is to be able to understand real-world situations at the
level humans can do. In order to adapt to a constantly changing world, we use common sense
to comprehend and react to events even if we have never experienced them before. Despite
progress made in many Computer Vision tasks, a deeper level of visual understanding still
needs to be addressed in order to reach these capabilities.
In this work, we propose Frames in Places, a dataset inspired by Minsky’s Frame Theory
[22] which is aimed at harvesting visual common sense knowledge by containing descriptors
of situations that are prototypical for a context. We further introduce a system designed to
identify the situation happening in a given image and show how it is able to recognize events
even when it has not seen them before.
6
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1.2 Resum
Un dels objectius de la Visio´ per Computador es poder entendre situacions reals al nivell dels
humans. Per tal d’adaptar-nos a un mo´n en constant canvi, utilitzem el sentit comu´ per a
entendre i reaccionar a esdeveniments fins i tot quan no els hem experimentat abans. Malgrat
el progre´s que s’ha donat en moltes tasques en Visio´ per Computador, encara e´s necessari
adrec¸ar un nivell de comprensio´ me´s profund per tal d’arribar a aquestes capacitats.
En aquest treball, proposem Frames in Places, una base de dades inspirada en la Teoria de
Frames de Minsky [22] que te´ com a objectiu emmagatzemar sentit comu´ visual mitjanc¸ant de-
scriptors sobre situacions que son protot´ıpiques en un context donat. Posteriorment, introduim
un sistema dissenyat per a identificar la situacio´ que es dona en una imatge donada i demostrem
com el sistema es capac¸ d’identificar situacions fins i tot quan no han sigut vistes abans.
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1.3 Resumen
Uno de los objetivos de la Visio´n por Computador es poder entender situaciones reales al
nivel de los humanos. Para poder adaptarnos a un mundo en constante cambio, usamos el
sentido comu´n para a entender y reaccionar a eventos incluso cuando nunca antes los hemos
experimentado. A pesar del progreso que se ha dado en muchos problemas en Visio´n por
Computador, au´n es necesario trabajar en un nivel de comprensio´n ma´s profundo para poder
llegar a estas capacidades.
En este trabajo proponemos Frames in Places, una base de datos inspirada en la Teor´ıa de
Frames de Minsky [22] cuyo objetivo es almacenar sentido comu´n visual mediante descriptores
sobre situaciones que son protot´ıpicas en un contexto dado. Posteriormente, introducimos un
sistema disen˜ado para reconocer estas situaciones en una imagen dada y demostramos como el
sistema es capaz de identificar situaciones incluso cuando no han sido vistas anteriormente.
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Introduction
3.1 Motivation
One of the keys of human intelligence is our ability to understand complex situations even if we
have never experienced them before. By using common sense knowledge (CSK), we can reason
about how di↵erent elements interact in a given scene, what are the intentions of its agents or
what is likely to happen next. While this capacity is assumed in human intelligence, it is still
a big challenge in computer vision.
Consider for instance the Figure 3.1. The classic computer vision tasks will identify the
objects in the picture (two people, a bench, a curb) and the actions happening in the scene
(both people are sitting, one of them is making a call), but we can actually make more complex
inferences. We can say that the two people are waiting for a train, and probably don’t know
each other. It is common sense that people knowing each other will likely sit closer in a public
space and engage in an interaction. Even if we had never seen this scene before, our ability to
extrapolate from passt experiences allows us to reason about this new situation.
Dealing with CSK in computer vision is more than an interesting challenge. While com-
puter vision is already successfully empowering many applications in society, from medicine to
marketing, the upcoming development of technologies such as robotics or self driving cars will
require systems that can understand scenes or situations in a much broader way, so that they
can anticipate and react to what is happening. The main motivation of this thesis is to study
how this CSK can be acquired and used in Computer Vision.
Firstly, we introduce the field of Knowledge Representation and how it is relevant to build
systems with CSK. We review some of the existing representation frameworks and focus on
Marvin Minsky’s Frame theory [22], which proposes a knowledge representation model based
on frames, data-structures containing information about stereotyped situations. Based on [22],
we introduce Frames in Places, a dataset aimed at formalizing the representation of visual
common sense knowledge in Computer Vision. We describe the methodology followed to collect
the dataset and compare it with other existing image datasets built for objects in context.
Secondly, we study how Frames in Places dataset can leverage language and vision to obtain
CSK, learning relationships between actions, roles and scenes. We finally propose a frame-
recognition system that is able to identify the frame being represented in an image. We compare
the systems with other baselines, showing how language and semantic knowledge improves the
classification performance. Furthermore, we show how the system is able to recognize frames,
even when they have not been seen during training.
10
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Figure 3.1: Passengers waiting on a bench.
Theoretical Background
In this section, we provide an overview of the methods that have been used in order to build
the frame recognition models, as well as the comparison with other datasets. This section is
intended to serve as a reference for the methods which we discuss later in this work.
4.1 Support Vector Machines
A Support Vector Machine (SVM) is a method for binary classification which works by finding
the hyperplane that best separates two classes in Rn space. Formally we define the problem of
binary classification with SVM’s as follows.
Given some pairs of data S = {(xi, yi) 2 Rn⇥ { 1, 1}}ni=1, we want to find w and b in order
to optimize the following expression:
arg min
1
2
||w||2 s.t. yi(wxi   b)   1. (4.1)
Intuitively, the goal is to find an hyperplane separating the data whose margin is maximized,
i.e. so that the points closer to the hyperplane boundaries are as far as possible. Notice that
for some data distribution setting, this problem may be unsolvable, which is why the problem
is reformulated using a soft margin that makes the hyperplane tolerate classification errors to
a certain extent. The problem is formulated as:
arg min
1
2
||w||2 + C
nX
i=1
⇠i s.t. yi(wxi   b)   1  ⇠i. (4.2)
Where C is set using cross-validation and controls the soft margin. The smaller C is, the
larger the soft-margin, which makes the hyperplane less disriminative. What is most interesting
about SVMs is that the optimization problem can be reformulated as a sum of dot products
between the input vectors, multiplied by scalar values that need to be learnt. Given that many
of these scalars end up being 0, classifying a new sample in a trained model reduces to calculate
the dot product with some selected training samples (the support vectors). More importantly,
this allows redefining the dot product and use kernels that allow non-linear separating functions
instead of the hyperplanes.
4.2 Convolutional Neural Networks
While Deep Convolutional Neural Networks (CNN) were introduced in 1980 by Fukushima [8],
it has been in recent years [15] that high computing power and larger image datasets have
allowed building architectures that have made these models the state-of-the-art in several image
recognition tasks. A CNN consists of a set of stacked layers transforming some given input into
an output. The way the network transforms the data is controlled by a set of weights, which
12
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are learned for every problem to solve a given task. A CNN can have di↵erent kinds of layers
depending on the task to solve. However, to provide better reference in the future sections we
highlight two of them.
• Convolutional Layer: divides the input in patches and convolves them with a set
of learned filters. Given that we want the input and output of the layer to be multi-
dimensional, the convolutional layer uses as many filters as the ouput dimension, each of
them taking as many inputs as the input dimension. A non-linearity is normally applied
at the output of the layer, normally being the funcion f(x) = max(0, x).
• Max-pooling Layer: divides the input in patches and takes the maximum value for
each patch, downsampling the input data and thus reducing the number of parameters to
learn. It also allows the network to be invariant to small translations or rotations in the
input.
• Fully Connected Layer: linearly combines all the inputs of the layer and applies a
non-linear transformation for each of the outputs.
It is worth noticing that, while CNN’s can be used in an end to end fashion, for example
converting an image into a classification label, it is also possible to extract the information
from intermediate layers, obtaining vectors that can be used to represent the image at a lower
dimensionality. This is known as feature extraction, which we will use throughout this work. In
future sections, we use two well-known CNN architectures for our experiments: VGG [25] and
AlexNet [15], which have proven great success for image recongition tasks. Both architectures
are constructed by stacking a set of convolutional and max-pooling layers, followed by a set
of fully connected layers. When refering to feature extraction in both architectures, we will
talk about FC7 features, which correspond to the information extracted from the second fully
connected layer of the network.
One other consideration is that while neural networks learn to modify their weights according
to the task that is needed to solve, it is not necessary to learn them from scratch. Instead, a
common approach is to use the weights learnt from an existing model and slightly modifying
them to solve a new problem. This is known as fine-tuning.
4.3 Long Short-Term Memory
Recurrent Neural Networks are a set of Neural Networks in which neurons are not only connected
between consecutive stacked layers, but also between themselves, forming directed cycles. This
allows building models that, unlike traditional neural networks, can deal with input sequences
of arbitrary length, which makes them suitable for tasks such as speech recognition [24]. One
of the problems of standard recurrent neural networks is that they are not good at retaining
long term dependencies, mostly due to the problem of the vanishing gradient [11]. In order
to address that problem, in 1997 Hochreiter [12] proposed the LSTM network, which started
gaining great popularity from 2009 with the rise of deep learning, providing great performances
in tasks such as image captioning [28].
A layer of the LSTM is shown in Fig 4.1. Notice that multiple layers can be stacked to create
more complex models. The main idea of this model is that it is designed in such a way that
information can flow along the sequence time steps, and the cell decides whether to add new
information at each step, keep it unchanged or clear the information. This allows the model to
learn both long and short-term dependencies.
Formally, the LSTM is generally defined through the following equations.
it =  (Wxixt +Whiht 1 +Wcict 1 + bi) (4.3)
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Figure 4.1: Design of the LSTM network, from [5]
ft =  (Wxfxt +Whfht 1 +Wcfct 1 + bf ) (4.4)
ct = ftct 1 + it tanh(Wxcxt +Whcrt 1 + bc) (4.5)
ot =  (Wxoxt +Whort 1 +Wcoct + bo) (4.6)
rt = ot tanh(ct) (4.7)
Where it is the input gate, controlling how the new input xt will enter in the network. There
is also a forget gate ft which controls to which extent the previous information should be carried
or forgotten, updating accordingly the cell state ct, which is a vector bounded between 0 and 1
containing the information memorized by the network at each time. An output gate ot uses the
information of the current input, along with the cell state and an intermediate representation
rt to obtain the output required for a given task.
4.4 Skip-Thought vectors
Skip-Thoughts [13] is a method to encode sentences into a real vector capable of gathering its
semantic meaning. As such, it is really useful for tasks such as clustering sentences by semantic
relatedness or detect paraphrasing. The model is trained in an unsupervised way by leveraging
the context in which sentences appear. Therefore, it can be learnt by just using a large corpus
of books.
The main idea of Skip-Thoughts is that in a text corpus, nearby sentences tend to be
semantically related between each other. Therefore, it proposes an encoder-decoder model
where an LSTM is used to encode a given sentence (the hidden state at the last time step
is used as the encoding vector) and two LSTM are used to predict the sentences that appear
before and after in the text corpus, starting from the encoded vector. The model is trained
end to end, which makes it learn an encoding that will allow reconstructing the surrounding
sentences. After training the vector extracted from the encoder can be used to represent the
sentence. Several experiments in [13] show how this encoded representation allows performing
tasks that require semantical understanding of a sentence.
Frames in Places
5.1 Introduction to Frames
5.1.1 Schemes for Knowledge Representation
One of the facts that allow us to understand new situations and reason about them is our
knowledge about the past. When we encounter a new situation, we make use of a set of our
prior of experiences and extrapolate them to understand the situation or their possible outcomes.
For this reason, one key in building systems that reason and make use of CSK is studying how
to store and represent knowledge so that it can be understood and manipulated by Artificial
Intelligence algorithms. This field of study is known as Knowledge Representation (KR).
While many existing applications make use of knowledge sources, these are in most cases
tailored to a specific domain of expertise, designed by experts of a certain field to solve a
concrete set of problems. These models, known as expert systems, can solve a specific and well-
defined set of problems, and therefore their design can be tailored to the field or problem that
it is supposed to solve. However, systems with common sense require using information across
di↵erent fields of knowledge and target an undefined set of problems. This requires designing
knowledge representations that can be flexible enough at the expense of being less defined than
expert systems.
In KR, 4 main classes of schemes for representing knowledge are commonly distinguished:
procedural, logical, networked and frames.
The procedural scheme represents knowledge as a set of production rules, each of which
defining a condition and an action to perform if the condition holds true. At each step the state
of the problem is checked and each procedure whose condition is true is applied, leading to a
new state. While this scheme is e cient at encoding knowledge related to procedures or sets
of actions, it lacks a formalization of the taxonomy of the knowledge in the problem, how facts
are organized and therefore how to describe the conditions and procedures.
The logical scheme formalizes KR by encoding knowledge through symbolic, semantic and
syntactic rules. Knowledge is discretized as a set of atomic formulas operating on variables,
which in turn can be connected through logical connectives, creating more complex formulas
or rules. After having defined the formulas that describe some knowledge, a problem is solved
by finding an instantiation of the variables (called taxonomy) that can satisfy the given rules.
Given that only a subset of instantiations will satisfy the rules, logical schemes are able to make
deductions of which values a variable should take given that other values are fixed.
While the logical scheme provides a formalization for KR, the discretization of knowledge in
such basic atoms makes knowledge systems to easily generate too big amounts of logical atoms,
easily resulting in combinatorial explosions. In [22], Minsky points out some other limitations,
such as relevancy, all formulas in a logical scheme are treated equally but a good knowledge
representation should be able to use the information that is relevant for a given problem, or
monotonicity, where logical axioms allow generating new inferences that might not be suitable
for the knowledge base. This requires defining not only the knowledge facts that exist in our
15
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knowledge base but also the facts that we do not want to exist there 1.
The networked scheme aims to represent knowledge using semantic networks. Entities
in the Knowledge Base are represented by nodes and edges connecting the nodes represent
relationships between the entities. Nodes can represent abstract entities, like the animal concept,
or instances, one animal in particular. Entities at di↵erent levels of abstraction can be related
by inheritance. Such relationships allow storing information at the highest level of abstraction,
which reduces the size of the Knowledge Base and helps prevent update inconsistencies. While
semantic networks allow knowledge representations to be more compact than in logical schemes,
it is again di cult to formalize the representation language. Moreover, the strong division
between entities and relations
The Frames scheme was introduced by Marvin Minsky in [22] as a way to encode knowl-
edge in a larger and more structured way than in logical or procedural representations. The
idea is to encode knowledge as a set of structures representing stereotypical situations, match-
ing our expectations about reality, which are called frames. Some elements of the structure are
fixed, representing facts that will always be true about a situation, while other elements, which
Minsky refers as slots, can be modified to match the reality that needs to be represented. Each
of the slots attached to a frame can contain information about how to use the frame, procedural
information about what will happen if the frame is true or other frames representing related
stereotypical situations. The set of slots attached to a frame can contain default values match-
ing our expectations about the world, and will be modified to encode a particular situation that
does not match these expectations. As an example, a frame describing a birthday party would
contain slots about the kind of dresses people are expected to wear, how the room is decorated,
the meal that will be served or the person who is being celebrated.
When a new situation is observed, a system selects the frame which is more similar to the
given situation, containing information about what is more likely to happen. Once the frame
is found, the value of its slots are modified to match the situation that is being represented.
Following on the previous example, imagine a situation where there is a room with balloons, a
cake and people focused on a person. The frame scheme would allow us to match the details
with frame slots and deduce that there is a party. After finding the corresponding frame, the
default slots could be adjusted to match the reality, allowing us to draw new conclusions (for
example, if the cake has no candles we can deduce people are celebrating something di↵erent
than a birthday).
Notice that, as frames are based on prototyped situations, they are a great way to represent
common sense knowledge. Many of the situations we encounter in everyday life tend to match
the expectations we have built from previous experiences, so one good approach at recognizing
these situation is starting by what we know about how the world should be and modify it
afterwards to fit our reality.
5.1.2 Frames in Computer Vision
While frames have been widely adopted in Natural Language Processing leading to databases
as FrameNet [1] and ConceptNet [17] which encode the context in which words should be used,
as well as relationships between di↵erent semantic concepts, there still has not been a clear
formalization of this framework in the field of Computer Vision.
A frame-based dataset entails gathering knowledge about a very di↵erent set of relationships
and interactions involving scenes, actions, objects and actors. While some datasets in Computer
Vision have focused in gathering part of these interactions, these only conform certain aspects
of the knowledge that would be needed for VCSK.
In order to address that, we propose a dataset of frames, containing knowledge about pro-
totypical situations anchored to places. Each of the frames representing a situation contains
1This last issue can be addressed using non-monotonic logic
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information about the type of scene where the situation is taking place, the roles of the people
or entities which are participating in the situation, their interactions and the relevant objects
that are part of the interaction. For example, the place ‘restaurant’ evokes common situations
such as ordering food, eating or making a toast, which in turn make us think about objects
such as a menu card or a glass, and roles such as a client or the waiter. The evoked situations
would represent the prototypical frames, whereas the di↵erent entites would represent slots that
complete information about the frames.
We encode each of these situations constituting a frame with sentences following predefined
structures, making it easy to parse the frame slots but also adding verbal and semantic meaning
and thus making the dataset compatible with captioning work. The result is a dataset containing
81664 images of 2,104 distinct frames anchored to 265 places categories from [31].
5.2 Related Work
Knowledge Bases and datasets for Common Sense Knowledge have been widely studied in
Natural Language Processing (NLP). Wordnet [21] contains information about how words are
semantically related between each other. Conceptnet [17] explores more complex relations,
containing information about what certain concepts can be used for, where they can be found
what they are capable of etc. Framenet [1] is probably the most related work in NLP adapting,
containing sentences that represent semantic frames, detailing how they should be used or the
elements they are made of. However, many of the frames depicted in Framenet are conceptual,
without a clear visual grounding.
In Computer Vision, it becomes more di cult to find datasets that contain the kind of
knowledge we aim at when describing frames. Frames are di↵erent from image categories,
as frames connect many elements such as the roles of people, objects, and places in an image.
Image datasets such as ImageNet [6], Places [31], Scene Attribute [23], and ActivityNet [10] only
annotate relatively independent visual concepts in images like objects [6], places [31], semantic
attributes [23], and actions [10]. Our goal with the Frames Database is to connect all these
visual concepts into a unified visual knowledge base.
Some datasets and works [3,7,16,20] are closely related to Frames in Places. However, they
only represent a small subset of the possible frame types. For instance, the Actions in Context
dataset [20] contains 12 classes of human actions, from 10 classes of scenes. NEIL [3] uses a
semi-supervised learning algorithm that jointly discovers common sense relationships among
three kinds of visual concepts: objects, scenes, and attributes. LEVAN [7] proposes a weakly
supervised method to harvest exhaustively the appearance variations of visual concepts. The
COCO dataset [16] annotates objects and their segmentations in an image, while the derived
datasets such as the COCO Caption dataset [2] and COCO Visual Semantic Role dataset [9]
greatly enrich the description of the visual concepts underlying the images in the COCO dataset.
However, since the images in the COCO dataset are not organized by place categories, a lot
of common frames anchored with places are missing (we will analyze it in 5.4). Instead, our
Frames in Places Database enumerates the possible frames over hundreds of di↵erent places
in a more structured way, which allows us to collect a larger variety of frame types and their
representative images.
Recent work has aimed at collecting a more complex and denser set of interactions between
visual concepts. Visual Genome [14] provides a dataset of images densely annotated with region
descriptions, objects, attributes and relationships located via bounding boxes, however it does
not distinguish between which situations are prototypical of the scene or which roles are more
relevant for a given situation. Maybe the most related work to ours is in [19], which uses
framenet to build a dataset of situations in images describing the activity taking place, the
actors and their roles.
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Besides, our work is also related to the line of work on image captioning [4,18,28], which uses
recursive neural networks (RNN) learning to generate image captions. While image captions
describe elements in an image in free form, frames are structured sentences describing the
scenario happening in the scene. This makes our dataset complementary to current caption
datasets, such as the COCO Caption dataset [2], allowing RNN models to learn more structured
descriptions. As shown in the experiment section, the evaluation protocol of frames is simpler
than the ones used for evaluating the free-form captions, and we can perform more controlled
experiments of generalization, as we can train with a set of frames and test on a di↵erent set
of frames where the degree of overlap between training and testing is controlled.
5.3 Building Frames in Places Database
5.3.1 Enumerating Frames
In order to create the Frames in Places database, we first define a list of the most common
situations occurring in di↵erent places. We start from the ontology of scenes provided by the
Places database [31] and select from there a subset of 265 places. For each of the given scenes,
we list the situations that are common in that context, obtaining a total of 2576 frames covering
265 places 2.
Each of the frames is represented by a structured sentence in such a way that it makes sense
grammatically but can also be easily parsed. The verbs describing each frame are always in
participle form and special characters are added to the sentence to encode cardinalities or other
features. These characters allow defining slots that can be filled afterwards, following Minsky’s
proposition [22], allowing to enrich the definition of the frames. Given how these sentences are
represented, the list of frames is manually defined instead of being crowd-sourced in order to
ensure that the structure is consistent across the dataset.
Following there are some examples of frames belonging to two di↵erent places, showing the
described structure. More examples of frame definitions are shown in Table A.1.
• Train station platform (10 frames)
– #N passengers [sitting, standing] and waiting for a train to arrive while [talking to other
people, reading, making a call]
– #N trains arriving
– #N [train o cers] checking the tickets from #M passengers
– #N passengers entering a train
• Classroom (12 frames)
– #N [teachers, students] writing notes on the board
– #N students [laughing, talking between them]
– #N students raising their hands to [ask, answer] a question
– #N teachers walking around to watch a test
Frames are composed with elements that will be shared across categories. This allows
creating models that can understand correspondences between di↵erent frames by the elements
they share, even if they are visually di↵erent. As an example, an image of a tennis player
celebrating a point is visually di↵erent than that of a soccer team celebrating a goal, but we
know that both frames should share many elements in common such as a crowd cheering. The
current list of frames contains 265 di↵erent scenes, 272 verbs and 194 roles. Figure 5.1 shows a
visualization of the di↵erent verbs and roles, where the word size of each element is proportional
to the amount of frames containing it.
2The final number of frames is 2104, being reduced in the image collection step
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Figure 5.1: The word clouds of roles and verbs defined in the frames. The size of the word is
scaled by the number of the collected images containing them.
5.3.2 Collecting Images
Having defined the frame categories, we continue by collecting images for each frame. In order
to do so, one possibility could be to leverage existing datasets such as Imagenet [6], Places [31]
or COCO [2] by relabeling the images with the frame names. However, these datasets only
cover a small portion of the frames. This is due to the fact that these datasets tend to be object
centric and there is no guarantee that the images cover a diverse set of situations. In Places and
COCO datasets, people are posing for the camera around 17% of the images, biasing the type
of actions present in both datasets 3. As Frames in Places targets situations that are common,
they are also less prone to appearing in action recognition datasets, which will focus on rather
unique and distinctive actions (such as playing instruments or sports). As a result, we decide to
collect the data by downloading images from image search engines and cleaning them through
crowd-sourcing.
To query images, we start generating natural language queries from the structured frames.
For instance, for the frame “waiters serving [food, drinks] to #M clients” in the place “restau-
rant”, two queries are generated: “waiters serving food to clients in restaurant” and “waiters
serving drinks to clients in restaurant”. Then we download the images following the top 1000
URLs of each query retrieved from the Google search engine.
We then remove the duplicated URLs for each frame and download the raw images for the
unique URLs. Only images with sizes larger than 300x300 are kept. By visual inspection, we
notice that the frames having very few results after this cleaning tend to have noisy images,
unrelated to the search. These tend to be frames that are defined with too much detail as “swim-
ming pool indoor: #N people leaving the pool by climbing [the stairs, the edge]” or that are
less common such as “jewelry shop: #N employees putting jewels into a [box, bag]”. Therefore,
we eliminate frames with less than 75 images results, obtaining a total of 2104 frames. Next,
we filter the downloaded images by running annotations tasks through the Amazon Mechanical
Turk (AMT).
AMT is an online platform that allows posting tasks and o↵ering a compensation for people
to complete them. While there are mechanisms to target a set of workers or ban malicious
workers from completing the task, collecting results from this platform e ciently in cost and
time while ensuring good quality is a challenging task. The results obtained from Google
Search yield more than 2 million images, but given that the Google queries are generated in an
automatic way, many of the image results do not correspond to the frame they are downloaded
for. As a result, it becomes necessary to design a procedure that is scalable to the number of
frames we aim to annotate but also ensures a good final quality.
3We randomly select 400 images per dataset then do visual inspection over them.
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Figure 5.2: Interface designed for the mutiple-choice task in AMT.
In order to collect the images for the dataset given these considerations, we design a protocol
consisting of 3 tasks.
In the first task, the goal is to obtain some prior information about the downloaded images.
Given the high number of frames, it is unfeasible to manually select valid images that can serve
as groundtruth, so in order to be cost e cient, we only evaluate a small sample of images for
each frame, validating each of them by di↵erent workers to ensure consistency. From this task,
we obtain a set of images which are highly likely to be valid representations of the frames.
Given these results, we launch a second task which is aimed at performing image cleaning
at a higher scale. This time each frame has a set of annotated images, so we use them as a test
to ensure that workers are performing the tasks with enough quality, which allows to have each
image validated by a single worker.
After inspecting the results from the second task, we notice that some images contain
multiple situations and therefore should belong to multiple frames. Moreover, we realize that
the annotation results would be more accurate if several frame options were shown, instead of
asking whether an image belongs to a frame or not. As an example, if we show an image of
people making a toast in a table with food and ask whether the image contains people eating,
the workers will be more likely to say yes than if we present both the options “eating” and
“making a toast”. In order to address that we design a third task as a multiple choice question,
where we present the workers with a set of frames for a given image and ask them to select all
the valid ones. Following we describe in more detail each of the mentioned tasks.
Task 1. For each frame we take a sample of 75 of the downloaded images and show them
to three di↵erent workers, asking them to decide, for each given image, whether it corresponds
to the frame or not.
Task 2. For each frame we take the top 450 images that appeared first in the Google Search
results, as long as they have the minimum size and they were not used in Task 1. We divide
each frame in 3 sets of 150 images and ask a single worker to judge if each image corresponds
to the frame. Additionally, we include 10 images correctly validated by three workers in the
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Figure 5.3: a) Ranking plot of the image number per frame. b) Distribution of images according
to the number of frames present in each image.
previous task corresponding to the frame being tested and a frame from a di↵erent place. This
ensures the worker will annotate images for which we have a high confidence of whether they
belong to the frame or not. We track the annotation of these images and only allow the worker
to submit the task he/she has correctly annotated more than 80% of them. Only a 15% of the
images are labeled as represeting the correct frame.
Task 3. Finally, we take all the positively labeled images from Task 2 and we cluster them
by the location corresponding to their frame. For each location, we show to a single worker a
subset of 20 of the clustered images and all the frames that can take place on the given scene.
For each image, the worker has to select the set of frames that could correspond to the image.
We also ask to indicate the number of people appearing in the image and validate whether
it corresponds to the given scene. Similarly to Task 2, we include a set of images whith 3
positive votes in the previous step and which therefore correspond to a given frame with a high
confidence. For each of these images, we track whether the worker has selected the ground-
truth frame among the matching frames. Again, we only allow the worker to submit each task
if he/she has correctly annotated more than 80% of these images. Additionally we constrain
the task to workers having a minimum of 100 attempted tasks and at least 95% of which are
approved. Fig. 5.2 shows the web interface used for this task.
After annotation, the Frames in Places database contains 81,664 images with 121,215 frame
instances (2,104 distinct frame types). Fig 5.4 shows image examples from six frames associated
with three di↵erent places. Fig. 5.3 shows the ranking plot of the image number per frame and
the histogram of number of frames per image. The two frames with more images are “beach:
#N people standing” (1,330 images), and “street: #N people walking” (958 images) which are
quite common in daily life, while some of the frames with fewer images are “stable: #N people
helping a horse give birth”, and “stage: #N artists jumping over the crowd”, which are less
common or less captured by photographers. More image examples are shown in A.1, portraying
frames in 9 di↵erent scene classes.
5.4 Comparing with Other Datasets
In order to further justify the importance of the dataset, we present some comparisons between
Frames in Places and COCO and Places Dataset, two image datasets which are also built for
objects in context. We select a subset of images from each dataset and send them to AMT for
frame annotation.
For COCO dataset, we randomly select 10,000 images from the val2014 set. Since the images
in COCO dataset do not have any place labels, we use the Places-VGG convolutional neural
CHAPTER 5. FRAMES IN PLACES 22
So
cc
er
 F
iel
d 
#N players complaining to #M referees #N players celebrating a goal 
Liv
ing
 R
oo
m
 
#N people playing a board game  #N people lying on the couch 
Tr
ain
 P
lat
fo
rm
 #N passengers waiting for a train to stop  #N people waiting in a queue to enter the train 
Figure 5.4: Six examples of frames from three di↵erent places. Each row shows two frames
sharing the location.
network (CNN) (its top5 accuracy is 87.6% on the test set of Places) [31] to predict the place
labels of each selected COCO image. In the AMT task, for each image we first ask the worker
to select the most probable place label from the top 5 place labels predicted by the CNN, then
choose the frames which describe the situation of the image associated with that place label.
For the Places Database, we randomly select 10,000 images from the images which are labeled
with people inside. Since these images already have place labels, in each AMT task we ask the
workers to choose the frames which describe the situation of the image directly.
After the annotation, we found that there are 26.91% images from the COCO dataset
which do not have any frames, while there are 37.10% images with people inside from the
Places Database that do not have any frames. The image examples annotated with frames and
without frames from the two datasets are shown in Figure 5.6. We can see that these images
annotated without any frames are usually the images where people are posing to the camera or
people doing unusual things which do not fit into the place.
To further compare the diversity of frame types distributed among the Frames in Places
Database, COCO, and Places, we take out all the images annotated with frames then plot the
rankings of image number per frame for the three datasets in Figure 5.5. To remove the e↵ect
of di↵erent image number over the three datasets, we normalize the image number per frame
for each frame with the maximum image number per frame in each dataset respectively. We
can see that the ranking plots of the image number per frame in the COCO and Places both
drops sharply, showing that there are a lot of frame types missing in the two datasets. For
instance, the most frequent frame type in COCO is “a player preparing to bat a ball in baseball
field”, while the most frequent frame type in Places is “dancers dancing on the dance floor
in ballroom”. There are no or just a few image instances from the frames such as “a vendor
selling food in coast” and “police o cers stopping cars in highway” in both of the datasets.
On the other hand, in the class restaurant of the Places database, there are no pictures of
people ordering food or paying the bill despite that these events always occur when going to a
restaurant. However, there are lots of images of people posing to the camera (which is not as
frequent as paying the bill). In terms of describing a wider range of situations which happen in
places, our Frames in Places Database complements these two image datasets.
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Figure 5.6: Image examples from two places annotated with frames and without no frames,
from COCO dataset and Places Database.
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5.5 Recognizing Frames in Places
One of the motivations of Frames in Places dataset is building systems that can recognize situ-
ations in contexts automatically. While these situations can be recognized in a fairly straight-
forward way by humans, we believe that doing so requires in computers a deeper level of image
understanding than other more traditional tasks such as object recognition. In order to study
that, in this section we explore di↵erent approaches to recognize frames from the images in the
proposed dataset. We show how semantic knowledge from frames can help in the recognition
task and propose a Frame recognition system, called Frame-Recognizer, being able to both
recognize Frames in the database and generalize to propose new existing frames.
5.5.1 Data Preparation
Given the exhaustiveness in situations described in Frames in Places dataset, the number of
images per frame follow a power-law distribution as seen in Fig. 5.3. While this is a desirable
characteristic (we want images in the dataset to follow similar distributions to those in real
world to learn about how frequent the situations are) in a recognition setting, sframes with
very few images could add no information to the recognizing systems and thus work as noise.
In order to get statistically signifcant results from the designed recognition systems, we only
consider in this section frames with 40 or more associated images. As such, in the following
experiments the dataset is reduced to 846 frames and 70,274 images.
Frame Recognition benchmark split
In order to allow new models to be comparable with our results we create a Frame recognition
benchmark, splitting the data in 51,137 images for the training set, 3,451 images for the valida-
tion set and 15,686 images for the testing set. Notice that, while this split is straightforward in
most datasets, randomly splitting the instances of each class according to some proportions, this
is not the case in Frames in Places. Images in our dataset can belong to multiple frame classes,
so the splits have to be made so that training, validation and testing set contain examples of
all the classes, but no image belongs to more than one set. Moreover, we want the images in
the training set to follow the class proportions of the dataset but in order to perform a fair
evaluation, we want the validation and test set to contain a number of images per frame that
is as uniform as possible.
In order to achieve this, we follow a greedy algorithm which loops over the frames starting
by the ones having less images. For each frame, it assigns the belonging images that have not
been previously assigned in the validation and test set, trying to maximize uniformity in the
number of images per frame until there are are at least 5 images in the validation set and 20
in the training set for that frame. The remaining images are assigned to the training set. The
reason for following such frame order is to ensure that the number of images per frame in the
validation and test set is as uniform as possible: if the frames with few images where considered
at the end it would become very di cult to select images for the test/validation set without
increasing the number of images of the other more common frames.
Zero-shot split
Besides classifying previously seen frames, our goal is to test the generalization ability of our
models by testing zero-shot learning [26] in our dataset. The basic idea is to train our models in
a set of frames and test how it can recognize frames it has not been trained for. To prepare the
data for this task, we randomly split the dataset obtained in 5.5.1 into 592 classes as training
set and other 254 classes as testing set. For images with multiples labels of frame classes across
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Figure 5.7: The illustration of the Frame-Recognizer.
the two sets, we randomly assign them into either training or testing set, making sure there are
no images overlapped between both sets.
5.5.2 Framework of Frame-Recognizer
The Frame-Recognizer is a generative model based on the recursive neural network model long
short-term memory (LSTM) network described in 4.3. LSTM’s have gained big popularity over
the past year, where they have shown big performance in Natural Language Processing tasks
and Computer Vision, among others. One of the tasks where these models have shown great
success is in image captioning [18, 28], the goal of which is to generate a sentence describing a
given image. In our Frame-Recognizer, we leverage the fact that frames can be seen as sentences
and use the LSTM to match the visual information coming from the image with the semantic
information coming from the frame, improving the capacity to recognize frames.
The general framework of the Frame-Recognizer is illustrated in Figure 5.7. Instead of using
image features as the initial state of the LSTM as proposed in [28], the Frame-Recognizer has
a multimodal layer to integrate image and word features, similarly to the image captioning
framework m-RNN [18]. Following, we detail the di↵erent components of the framework.
Image encoding
In order to extract the visual information, each image is fed through a pretrained CNN and the
output at an intermediate layer is extracted generating an image feature vector, that encodes
information about the contents of the image while reducing its dimensionality. We will call this
vector I.
Word embedding
Each of the words of the sentence are encoded as a one-hot vector, a vector of all zeros but
a 1 in the position index associated to the word. Given that our frames are structured, the
vocabulary is known beforehand and therefore all words can be associated with an index. The
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one-hot vector is then embedded into a lower dimensionality vector via a linear transformation
matrix. We will call the embedding vector corresponding to the word appearing at time t in
the sentence as w(t). The word embedding w(t) is fed as input to the LSTM, which uses the
word embeddings w(t0) where t0 < t along with w(t) to generate a hidden state r(t) encoding
the semantical meaning of the sentence until the word at time step t. At each time step, the
LSTM’s hidden states r(t) and c(t) are updated through
r(t), c(t) = f(r(t  1), c(t  1),w(t)) (5.1)
The details about the non-linear function f and the updating mechanism of the LSTM are
discussed in 4.3.
Multimodal layer
The multimodal layer combines the visual and semantic information in the same space. At
each step t, the activation of the multimodal layer m(t) is defined as the summation of the
transformed word vector, the transformed hidden state of LSTM, and the transformed image
feature vector I as follows,
m(t) = Vww(t) + Vrr(t) + VII (5.2)
Prediction layer
Finally, at each time step t, m(t) is multiplied by a decoder matrix H that changes the dimen-
sionality back to the vocabulary size. A softmax function is used at each time step to convert
the decoded vector into a vector encoding the probability of the next word xt.
P (xt+1|x1:t, I) = Softmax(Hm(t)), (5.3)
Training
Following [28] the Frame-Recognizer is trained in order to maximize the probability of finding
the correct frame sn for the image In for all n, which we can formulate as follows:
✓⇤ = argmax
✓
nY
i=1
P (sn|In) = argmax
✓
nX
i=1
log(P (sn|In)) (5.4)
Where ✓ are the model parameters. If the frame is defined as a sequence of words sn =
{xn1 , xn2 , ..., xnT } we can apply the chain rule which leads to the goal of minimizing the following
loss:
' =
1
N
NX
n=1
TX
t=1
logP (xnt |xn1:t 1, In) (5.5)
where N is the number of images along with their frame sequences in a training batch.
The term 1N has been added to normalize the gradient in case the batch varies in size. All the
parameters in the LSTM model, along with the projection matrices Vw, Vr, VI in the multimodal
layer, H in the prediction layer, L in word embedding layer, are updated iteratively through
back-propagation. Notice however that the parameters of the CNN are still fixed from the pre-
trained model, allowing that network to keep extracting visual information without overfitting
the our datataset.
Once the Frame-Recognizer is trained, the model can be used to both classify an image into
a frame or generate new frames. Following, we detail how to perform each of the tasks.
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Frame Classification
For a given image, we can retrieve the most likely frame by computing P (sn|In) for each frame
sn and selecting the one with highest score. To compute this score, which can be seen as a
similarity between the image and the frame, we parse each frame and add the special words
START and END, as in training, obtaining the sequence s = {x1, x2, ..., xT } and compute
P (s|I) = PTt=1 logP (xt|x1:t 1, I), which is the sum of the logarithms at the output of the
Frame-Recognizer.
Frame Generation
To generate a new frame for a given image, our model starts from the initial word START and
the default state of the LSTM. Then, the model calculates the probability of the next word
conditioned on previous words and the image as P (xt|x1:t 1, I), from where the next word xt is
sampled. After each step, the hidden states of LSTM are also updated. This process continues
recursively until the model outputs the end word END. With the constraint that there are only
around 800 di↵erent frame sequences where each frame contains various images, the Frame-
Recognizer is trained to generate the same sequence for the di↵erent images in the same frame
class.
5.5.3 Evaluation on Frame Classification
In this section we test the performance of the Frame-Recognizer to identify the frame belonging
to a given image and benchmark the model by comparing it with other classification baselines.
As we have noticed, the Frame-Recognizer takes inspiration from image captioning work
[18, 28]to perform frame classification. One of the challenges of image captioning datasets
such as COCO is that sentences are generally associated with a single image and follow a free
structure, which makes it hard to evaluate the generated results. In most cases, BLEU score,
a popular metric for machine translation evaluation, is used to test the performance of the
generative models. Unfortunately, the BLEU score has been shown to correlate weakly with
human judgment [27]. How to better quantitatively evaluate the generation model is still an
open question. In our Frames in Places Database, the frame labels are both categorical and
phrasal. Frames are defined as sentences but two images corresponding to the same frame class
will be characterized by the same sentence. This makes evaluation become simpler given that
we can follow 5.5.2 (Frame Classification) to benchmark the classification performance. In order
to quantify such performance, we calculate the Average Precision over the test set defined in
5.5.1 for each frame class by comparing the ground-truth labels and the prediction scores and
take the mean over all the frames.
Visual Features and Baselines
In order to test the Frame-Recognizer, we encode the visual information using deep visual
features, which have shown high performance in a wide range of computer vision tasks. As shown
in [31], scene-centric deep features and object-centric deep features have di↵erent advantages.
Given that our dataset contains information that is relevant to scenes and objects (many frames
entail object interactions) we build models using two CNN architectures trained on two image
datasets. In particular, we use AlexNet network trained on ImageNet dataset [15] and VGG
network trained on ImageNet [25] to encode object-centric features and both AlexNet and
VGG networks trained on Places [31] to encode scene-centric deep features. For all of these
architectures, we extract the 4096-dimensional feature vectors from layer FC7, which is one
layer before the Softmax and usually contains high level semantic information about the image,
and use it as the image encoding for the Frame-Recognizer. Additionally, we fine-tune the best
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evaluated deep feature, Places-VGG with the task of classifying images into frames, regardless
of their naming. Even though an image may belong to di↵erent frames, we train using softmax
loss instead of the cross-entropy loss (which is more appropiate for muti-label classification) as
we observe that the former performs better in finetuning.
As a comparison baseline, we test the frame classification performance by training a linear
SVM for each frame using the FC7 feature vectors from the previous architectures and per-
forming multiple one-vs-all classification. Additionally, we train the architectures end to end,
using a softmax loss. The classification probabilities are used to compute the mean Average
Precision.
Training details
Before training each Frame-Recognizer model, we first pre-process the frame labels: for a struc-
tured frame like “#N [teachers, students] writing notes on the board” belonging to “classroom”,
we convert it to more human readable sentence “teacher or students writing notes on the board
in classroom”, as we did to generate queries in Google Image Search. To train the model, we
use a 2-layer LSTM, the dimension of the hidden state and word embedding space are set both
as 512, the sequence length T is 15, where frames with shorter length are padded with the end
sign END. To avoid gradient explosion we clip the gradient so that its norm is no bigger than
15. The learning rate is 0.01. The model is trained for 80 epochs with a batch size of 100.
The model is implemented in Torch. The training is finished within 8 hours using Nvidia Titan
Black.
The baselines using an end to end CNN are trained using a learning rate step policy, starting
with a learning rate of 0.001 which decays by a 0.1 factor every 100000 iterations. A batch of
120 is used for AlexNet models and 60 for VGG. The models are trained using weight decay of
0.0005 and momentum of 0.9 for the gradient updates.
The SVM are trained from FC7 image features. We handle multi-class classification by
training mutliple one-vs-all linear SVM. Given the high number of classes, this leads to having
for each SVM too many negative samples. We handle that by performing several iterations of
hard negative mining using SVM and then train a new SVM with all the positive samples and
the hard-negative samples. Hard negative mining works by iteratively selecting the negative
samples that are more di cult to classify. At each iteration of training we keep all the positive
samples and the negative samples which where classified as positive or where not confident
enough in their classification. This makes the model improve by focusing on the negative
samples that are most challenging to classify.
Results
The results of the Frame-Recognizer and the baselines are shown in Table 5.1. We can see
that though Frame-Recognizer is not trained to classify di↵erent frame classes, it outperforms
SVMs. This is because SVMs only consider frame classes as a category index and are trained to
classify the image features, while the Frame-Recognizer learns the language semantics shared
among the frame labels and their association with the image features. We additionally evaluate
Places-VGG-finetune with AP-SVM [29], which is reported to optimize better average precision.
We obtain a mean Average Precision of 0.1778, performing slightly worse than standard linear
SVM.
Figure 5.8 plots the AP of each frame ranked by the AP score. The frames with 5 highest
APs and 5 lowest APs are also shown. We can see that the frames with high APs are usually
the frames which are unique in some specific scene, like “fire trucks leaving a fire station” and
“people playing pool in a game room”, while the frames with low APs are common actions
which could happen in various scenes, like “people entering a building in a street” and “people
eating drinking talking in a campus”, which cannot be well separated from other frames. This
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Deep Feature SVM End To End Frame-Recognizer
ImageNet-AlexNet 0.151 0.132 0.154
Places-AlexNet 0.163 0.167 0.171
ImageNet-VGG 0.182 0.144 0.188
Places-VGG 0.195 0.155 0.210
Places-VGG-finetune 0.207 - 0.229
Table 5.1: Mean AP of the Frame-Recognizer and the comparison baseline SVM on the test set
of Frames in Places Database.
Frames
0 200 400 600 800
AP
0
0.2
0.4
0.6
0.8
1 Frames with 5 highest APs:
fire trucks leaving a fire station
people looking around in a bamboo forest
people getting out of the bed in a bedroom
people playing pool in a game room
people skiing in a snowy mountain
Frames with 5 lowest APs:
people talking eating in a coast
people entering a building in a street
people leaving the court in a stadium soccer
life guards getting into water in a water park
people eating drinking talking in a campus
Figure 5.8: Plot of the ranked AP for each frame estimated by Frame-Recognizer using Places-
VGG feature. The frames with 5 highest APs and frames with 5 lowest APs are shown.
shows that evaluating performance on frame classification is still in fact a challenging task.
In our dataset collection process we let the annotators label one image with multiple frames
belonging to the same scene category, but for some images, their labeled categories are not so
distinguishable from other scenes or frames in the dataset. Even if we as humans evaluate a
given picture, there would probably not be total agreement on which situation it is representing.
Some examples of the predicted and generated frames for images in the validation set are
shown in Figure 5.9. For each image we show one sentence generated from the Frame-Recognizer,
the top 3 predicted frames (ranked by the retrieval scores), and the ground-truth frame labels.
The first row presents two examples where the generated sentence matches exactly with the
ground-truth frame label. Second row presents examples where the generated sequence does
not match the frame label. The Frame-Recognizer correctly identifies the scene of the image,
although not describing the right action in the frame. Furthermore, in the canyon example
we observe that the top 1 predicted frame matches the ground-truth label, while the generated
sentence did not match. This is because given one image the trained Frame-Recognizer generates
sentences probabilistically, therefore there can be multiple sentences generated for the same
image. The third row presents two examples showing the generalization ability of our model:
although these two frame sentences are not present in the training set, the Frame-Recognizer
has been able to learn to give new frames to describe them. In contrast to traditional classifiers
like SVM, the Frame-Recognizer with the LSTM inside as a language model learns to generalize
the recognition to unseen frames. Given that the frames follow a defined structure, the frames
that are generated can be parsed to distinguish the compouding slots and actions describing
the situation. In A.2, we show some more classification and generation results. Particularly
interesting are the examples shown in Fig. A.6 where the model creates frames that do not exist
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Top 3 Predicted: 
1: Instructors teaching kids in a kindergarten 
classroom. 
2: Instructors giving a group class in a gymnasium 
3: Instructors teaching customers in a gymnasium  
 
Generated: instructors teaching kids in a kindergarten 
classroom 
 
Ground Truth: instructors playing with kids in a 
kindergarten classroom 
Instructors teaching kids in a kindergarten classroom 
Top 3 Predicted: 
1: people walking across in a corn field 
2: people touching the corn leaves in a corn field 
3: people lying in a corn field 
 
Generated: people walking across in a corn field 
 
Ground Truth: people walking across in a corn field 
Top 3 Predicted: 
1: instructors giving a group class in a gymnasium 
2: kids playing while sitting in the ground in a nursery 
3: kids making drawings on a paper in a kindergarten 
classroom 
 
Generated: people kids while being animals in a 
nursery 
 
Ground Truth: kids playing while sitting lying in the 
ground in a kindergarten classroom 
Top 3 Predicted: 
1: people cheering the fighters in a boxing ring 
2: a fighter celebrating a win in a boxing ring 
3: fighters fighting in a boxing ring 
 
Generated: people celebrating a point in a boxing ring 
 
Ground Truth: a fighter celebrating a win in a boxing 
ring  
 
Top 3 Predicted: 
1: people riding a bike in a canyon 
2: people hiking in a canyon 
3: people taking pictures of landscapes in a canyon 
 
Generated: people hiking in a canyon 
 
Ground Truth: people riding a bike in a canyon 
Top 3 Predicted: 
1: players celebrating a goal in a soccer field 
2: players celebrating a stroke in a golf course 
3: a referee showing a red yellow card in a soccer field 
 
Generated: players celebrating a goal in a soccer field 
 
Ground Truth: a referee showing a red yellow card in a 
soccer field 
Figure 5.9: Result of the generated frames and the top predicted frames for images from the
validation set. The predictions are based on the Frame-Recognizer retrieval scores. The ground-
truth frame labels are also shown.
in the dataset but make sense with the scene that is being depicted. This shows the capacity
of our model to learn common sense knowledge.
Notice that despite using state-of-the-art algorithms, our best model only achieves a mAP
of 22%. Despite the fact that the model has a strong understanding of the objects in the image
and the scene category (VGG architectures have shown to achieve near-human performance on
these tasks), these approaches fail to achieve high performance in the task of recognizing frames,
even though for humans it is a fairly straighforward task. This demonstrates that understanding
frames requires a deeper level of image understanding lacking in current approaches. As such,
we believe this dataset will be an essential contribution to the community, allowing to study
higher-level tasks such as common sense knowledge.
5.5.4 Zero-Shot Learning of Frames
In this section we aim to furtherly test how good is Frame-Recognizer in generalizing to recognize
unseen frames. To do this, we test our model in the Zero-Shot classification task, using the
split that is proposed in 5.5.1.
Visual Features and Baselines
Given the results of the supervised Frame Classification task 5.5.3 we train and test our Frame-
Recognizer model using the feature vectors extracted from FC7 layer of Places-VGG as the
visual information.
As a baseline to compare the Zero-Shot performance, we propose a model based on Places-
VGG [31] and skip-thought vectors [13]. For each of the 846 frame sentences in 5.5.1, we parse
it into a human-readable sentence and extract the skip-thought vector so that each frame is
represented as a 4800 dimensional vector which lays in an embedded semantic space. We train
Places-VGG network in and end to end fashion, using logistic regression for each of the 592 frame
classes in the training set. For each image in the testing set, we first compute the responses of
the 592 logistic regression, generated by the network and normalize them across the 592 frames
using the softmax function. We then compute a 4800 dimensional descriptor for each image
by averaging the skip-thought vectors of the 592 frame classes with the normalized response.
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Zero-shot model Log.Reg.+Skip-thought Frame-Recognizer
Mean AP 0.105 0.209
Fully supervised model SVM Frame-Recognizer
Mean AP 0.204 0.222
Table 5.2: Mean AP for zero-shot and fully supervised models.
Finally, we use the inverse of the L2 distance between the generated image descriptor and the
skip-thought vectors of each of the 254 unseen frames as confidence of the image belonging to
each of the unseen frames. We use this metric compared with the ground-truth to obtain the
mean-AP.
Training details
Both the Frame-Classifier and the baseline are trained using the same parameters described in
5.5.3, with the only di↵erence being in the training and testing splits used.
Results
The results of the Frame-Classifier and the baseline for Zero-Shot frame prediction are shown in
Table 5.2. We also include the mean-AP over the testing frames using the best fully-supervised
SVM and Frame-Recognizer models from 5.5.3. These scores can be seen as an upper bound
performance for zero-shot learning, as they have been trained using the unseen frames. We
can see that even without the help of skip-thought vector, our model generalizes better than
the baseline in the zero-shot learning task. This is because the frame-recognizer is a generative
model, which could synthesize new frames which do not exist in the training set. Note that
here we do not use the fine-tuned deep features, because we need to avoid the bias that there
might be some images in the testing set of zero-shot learning existing in the original training
set of the frame recognition benchmark.
5.6 Visualizing the Informative Regions of Frames
Recent work [30] proposes a localizable CNN feature which could identify the discriminative
image regions for classification. Here we adapt the localizable CNN feature to analyze the
informative regions of each frame.
We train the SVMs and Frame-Recognizer using the same settings as before, but we use
the localizable CNN feature as the visual information. Given that most of the architecture of
the localizable features follow a standard convolutional network, we can reuse the VGG trained
on places, with the only di↵erence being in the last layers. On the testing set of the Frame
recognition benchmark, the SVM and the Frame-Recognizer have mAP as 0.167 and 0.175
respectively.
We select a set of random images from some frames and we generate the class activation
map for the images using the weight of the SVM, following the methodology described in [30].
Figure 5.10a shows the informative regions for images from three frames. We can see that the
visual concepts most relevant to the frame are identified. For example, for the frame “a player
shooting a ball in a soccer field”, the ball and the kicking feet of the player are highlighted,
while for frame “clients ordering food in a fastfood restaurant” the banner of the restaurant
and heads of the clients are highlighted.
For the Frame-Recognizer, we use the softmax output and the visual feature from the
activation of the multimodal layer m(t) in Eq.5.2 to generate a class activation map at each
time step when the LSTM generates a new word. In order to visualize which words are more
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   people  talking      in            a         parkpeople    clinging     in         a            rope     bridge
b)
a)
clients ordering food in a fastfood restaurant people riding a bike in a canyona player shooting a ball in a soccer field
Figure 5.10: a) The informative regions of images from three frames are identified by the
localizable CNN feature. The highlighted regions are consistent among images belonging to the
same frame. b) Di↵erent region of the same image is highlighted when the Frame-Recognizer
generates a new word at each step.
important, we normalize the class activation map according to the maximum value of all time
steps. As shown in Figure 5.10b, for two given images the frame-recognizer generates two frame
sentences. A class activation map is generated when LSTM outputs a new word at each time
step, highlighting the current most relevant image region. For instance in the first image, the
image region of people and bridge are localized and highlighted when generating the word people
and bridge.
Conclusions
In this work we present Frames in Places Database, a dataset based on [22] which is designed
to formalize the representation of Visual Common Sense Knowledge in vision. We compare the
dataset with COCO and Places datasets, showing that the Frames in Places Database contains
a larger diversity of frames/situations that typically occur in hundreds of places. Based on
our new dataset, we propose a recursive neural network called Frame-Recognizer that learns to
recognize frames in images by leveraging visual and semantical information. We show how the
model is able to map frame parts, or slots, with the relevant location in the image. Furtherly,
we quantitatively evaluate our model on frame classification and zero-shot learning.
While the proposed dataset is already showing some interesting properties, there are several
directions in which it would be worth developing further work. Firstly, it would be interesting
to keep increasing the number of frames, densely covering all the situations that we expect to
happen in all possible scenes. In this sense, it would be worth designing a protocol to either
crowd-source or automatically create new frames without compromising the format defined.
Another interesting direction would be to enrich the images describing frames with more
data, providing information about where the Frame slots are located in each image or adding
qualifiers to the slots. At this moment, the images in Frames in Places Database are being
densely annotated with information about the objects present at the pixel-level. One other
possibility would be to take images that are already richly annotated, such as the ones in [14]
and run the Frame-Recognizer on top of them. Having information about the objects present
in frames would allow us to find new correspondences of objects or roles with frames, increasing
the common sense knowledge base.
While the representation based on frames is partly in response to some of the limitations of
Logic-based frameworks, it would be worth studying how both representations can be combined
for acquiring common sense. If more details about the images in frames were acquired, one
interesting direction would be to convert the Frame slots into logical variables and propose
formulas relating the variables (for example, when someone is eating on a restaurant table,
there has to be another person sitting too). Then we could use the dataset grounding to
discover to which extent our proposed constraints hold true for di↵erent frames. A similar
approach is used in [32] to reason about object a↵ordances.
Computer Vision has gone through significant progress in recent years, where the availability
of more computing power and larger amounts of data have boosted some visual tasks beyond
human-level performance, notably in object recognition and detection. However, there is still
a lot to be done towards the goal of scene understanding and visual common sense reasoning.
In order to achieve this, we will need to provide a new generation of datasets that can serve
as training and benchmarking for this next level of visual challenges. In our results we see
that models that are able to accurately classify objects and scenes show low performance in
the task of recognizing frames. This demonstrates that recognizing these situations in images
is indeed a challenging problem and requires a level of understanding that goes beyond object
or scene classification. As a result, Frames in Places not only can serve as a knowledge base
for prototypical situations anchored in places, but it also a relevant dataset to study this new
set of high-level visual tasks.
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Project Details
7.1 Project Requirements and Specifications
7.1.1 Project requirements
• Provide an image dataset that is large enough and has good quality by applying crowd-
sourcing techniques.
• Comparative study of the dataset to other existing datasets
• Develop a model that leverages the dataset to demonstrate that it can help achieving
common sense knowledge.
7.1.2 Project specifications
• The scripts for crowd-sourcing and analyzing the dataset have been developed in MATLAB
and python.
• Amazon Mechanical Turk interface has been used to crowd-source the dataset.
• Google Image Search has been used to download images for the dataset.
• Torch7 framework has been used to develop the deep models.
• The pre-computed visual features have been extracting using the MATLAB interface of
CAFFE.
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7.2 Work Plan
7.2.1 Tasks
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7.2.2 Gantt Diagram
24-Aug-15 13-Oct-15 2-Dec-15 21-Jan-16 11-Mar-16 30-Apr-16
Project	Description
State	of	the	art	on		the	project	topic
Specification	of	the	project
Design	of	the	dataset
Manual	creation	of	frames
Image	 downloading
First	phase	of	cleaning	for	dataset
Second	phase	cleaning	of	the	dataset
Third	phase	cleaning	of	the	dataset
Dataset	analysis
Selection	of	datasets	to	Compare
Visual	inspection	of	the	datasets
Dataset	labeling
Compared	Dataset	analysis
Literature	 reading	 for	Models
Fully-Supervised	baselines
Zero-shot	baselines
Implementation	of	Frame-Recognizer
Visualization	of	Recognizer
Research	on	videos	and	language
Memory	Writing
Gantt	Chart
Figure 7.1: Gantt Diagram.
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7.3 Budget
Most of the models and scripts developed in this research have been developed under Python
and Torch, which are available under permissive free software license and therefore have no
repercussion in the Budget of the research. The total cost of the project has been $13,158.24,
which is detailed below.
7.3.1 Matlab
Part of the analysis and scripting has been developed in Matlab. Its license cost and amortiza-
tion are stated in 7.1
Price/Year Months of Project Amortization/Month Total Amortization Total Cost
$500 6 $41.67 $250 $250
Table 7.1: Costs of Matlab License.
7.3.2 Wages
Table 7.2 shows the waging costs, totaling $9800
Amount Wage Hours Spent Total
Junior Engineer 1 $10.00/hour 480 $4800
Senior Engineer 1 $25.00/hour 200 $5000
Table 7.2: Waging costs.
7.3.3 Amazon Turk
Costs from Amazon Mechanical Turk are stated in 7.3. Tasks in AMT are divided in HITS,
which is the minimum unit a worker has to complete to get paid. AMT charges an additional
20% or $0.01 to the cost of the hit to support its infrastructure. The total cost is $3,108.25.
Number of HITS Cost per HIT Amazon Fee Total
Task 1 frame cleaning 6,312 $0.03 $63.12 $252.48
Task 2 frame cleaning 6,312 $0.10 $126.24 $757.44
Task 3 frame cleaning 7,743 $0.20 $309.72 $1858.32
COCO and Places dataset comparison 1000 $0.20 $40 $240
Table 7.3: AMT costs.
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Appendices
A.1 Dataset
More examples of the frames and associated images from Frames in Places Database are at-
tached in the document. Table A.1 shows 58 frames corresponding to 11 scene categories. For
each frame, both the structured form and the natural language form are shown. The images
displayed belong to 36 out of the 2,104 gathered frames and correspond to 9 di↵erent scene
classes. Such places are arranged by three main scene categories: sports (Fig.A.1), public areas
(Fig.A.2), and residential areas (Fig.A.3).
A.2 Model
Frame-Recognizer prediction results are shown for di↵erent images of Frames in Places Database
in A.4. For each of the images, top 3 retrieved frames are shown, together with the ground
truth frame labels. Additionally, frame generation results are attached for di↵erent images
from the validation set of the database in Fig.A.5 and Fig.A.6. In both cases, frame names
are given in natural language form. Note that such results also allow creating new frames.
For example, in the upper-left image of the Fig.A.6 the system predicts the frame as “people
having a meeting to in a art school”. Even though there is no frame depicting a meeting in
an art school, the resulting frame makes sense, as the covered walls are similar to the scene
of art school. The lower-left example in Fig.A.6 is also interesting, as even though it does not
recognize the fountain, it is still recognizing water in a street setting, which is interpreted by
the system as swimming in a street. Finally, in the last image of A.6 the system is creating
both a new frame and a new scene. The system combines conference room and dance hall to
create a new scene and action that make sense with the given image.
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Table A.1: Examples of frames from Frames in Places Database, organized by scene categories.
Structured name Natural language name
Airport Terminal
#N people checking in people checking in in a airport terminal
#N people hugging #M travelers people hugging travelers in a airport terminal
#N people looking for information in [a panel,screen] people looking for information in a panel screen in a airport terminal
#N people walking with luggage people walking with luggage in a airport terminal
#N security sta↵ screening luggage security sta↵ screening luggage in a airport terminal
Art Gallery
#N artists explaining a piece of art artists explaining a piece of art in a art gallery
#N visitors buying a piece of art visitors buying a piece of art in a art gallery
#N visitors looking at a piece of art visitors looking at a piece of art in a art gallery
#N visitors reading information in a [stand, wall, guidebook] visitors reading information in a stand wall guidebook in a art gallery
#N visitors taking pictures of [a painting, a showcase, a stand] visitors taking pictures of a painting a showcase a stand in a art gallery
Auto Factory
#N people visiting people visiting in a auto factory
#N robots [adding pieces, performing work] on a car robots adding pieces performing work on a car in a auto factory
#N workers checking an assembly robot workers checking an assembly robot in a auto factory
#N workers testing a car workers testing a car in a auto factory
Bar
#N people celebrating [a goal, a tv event] people celebrating a goal a tv event in a bar
#N people making a toast people making a toast in a bar
#N people watching [an event, movie] on tv people watching an event movie on tv in a bar
#N waiters picking up [food, drinks] waiters picking up food drinks in a bar
client paying the bill to the barman client paying the bill to the barman in a bar
Beach
#N people lying people lying in a beach
#N people packing up their [towels, umbrellas] people packing up their towels umbrellas in a beach
#N people playing people playing in a beach
#N people putting on [sun lotion] people putting on sun lotion in a beach
#N people sitting people sitting in a beach
#N people standing people standing in a beach
Car Interior Frontseat
a [driver, co-driver] setting up the gps a driver co-driver setting up the gps in a car interior frontseat
a [driver, co-driver] talking with people outside of the car a driver co-driver talking with people outside of the car in a car interior frontseat
a co-driver looking backwards to check the backseats a co-driver looking backwards to check the backseats in a car interior frontseat
a co-driver sleeping in the frontseat a co-driver sleeping in the frontseat of a car interior frontseat
a driver looking at the [front mirror, driving mirror] a driver looking at the front mirror driving mirror in a car interior frontseat
a driver taking the hand out of the window to pay a driver taking the hand out of the window to pay in a car interior frontseat
Church Indoor
#N people lighting a candle people lighting a candle in a church indoor
#N people praying while [being sit,standing up, kneeling down] people praying while being sit standing up kneeling down in a church indoor
#N people standing up people standing up in a church indoor
#N people waiting in line to receive the wafer people waiting in line to receive the wafer in a church indoor
A priest baptizing a baby a priest baptizing a baby in a church indoor
A priest raising a [chalice, wafer] a priest raising a chalice wafer in a church indoor
Elevator
#N people entering people entering in a elevator
#N people entering as doors are being closed people entering as doors are being closed in a elevator
#N people leaving people leaving a elevator
#N people looking at each other people looking at each other in a elevator
#N people sitting on the ground waiting to have the elevator fixed people sitting on the ground waiting to have the elevator fixed in a elevator
#N people talking on the phone people talking on the phone in a elevator
Fountain
#N people celebrating [a festival, a victory] people celebrating a festival a victory in a fountain
#N people drinking water people drinking water in a fountain
#N people filling a bottle with water people filling a bottle with water in a fountain
#N people taking a picture people taking a picture in a fountain
#N people throwing coins people throwing coins in a fountain
Gymnasium Indoor
#N instructors teaching #M customers instructors teaching customers in a gymnasium indoor
#N people doing a spinning session people doing a spinning session in a gymnasium indoor
#N people drinking water in a fountain people drinking water in a fountain in a gymnasium indoor
#N people running on a belt people running on a belt in a gymnasium indoor
#N people stretching people stretching in a gymnasium indoor
Hospital
#N doctors talking to #M patients doctors talking to patients in a hospital room
#N nurses administering medicines to #M patients nurses administering medicines to patients in a hospital room
#N nurses bringing food to #M patients nurses bringing food to patients in a hospital room
#N nurses carrying a bed nurses carrying a bed in a hospital room
#N patients [eating, drinking] on their bed patients eating drinking on their bed in a hospital room
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So
cc
er
 F
iel
d 
#N players complaining to #M referees #N players celebrating a goal 
#N players celebrating a stroke #N players walking across the field 
A player making a dunk #N players bouncing a ball 
#N people cheering their team #N players doing a training exercise 
Go
lf 
Co
ur
se
 
#N players making a stroke #N players taking the ball from a whole  
Ba
sk
et
ba
ll C
ou
rt 
#N players robbing a ball #N people doing a training exercise 
Figure A.1: Example images from 12 selected frames corresponding to 3 scene categories related
to sports. All frame names are given in structured form.
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Re
st
au
ra
nt
 
#N clients ordering food  #N clients making a toast 
#N passengers taking the luggage in the conveyor belt #N people hugging #M travellers 
#N passengers waiting for a train to stop  #N people waiting in a queue to enter the train 
#N waiters serving [food, drinks] to #M clients #N clients paying the bill to the waiter 
Ai
rp
or
t T
er
m
ina
l 
#N people looking for information in a panel #N passengers crossing a security arch 
Tr
ain
 P
lat
fo
rm
 
#N people buying groceries #N people talking to #M officers 
Figure A.2: Example images from 12 selected frames corresponding to 3 scene categories related
to public areas. All frame names are given in structured form.
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Be
dr
oo
m
 
#N opening the curtains #N people sleeping in bed 
#N people playing a board game  #N people lying on the couch 
#N people washing [dishes, cutlery] #N people filling the dishwasher 
#N turning off the clock alarm #N people making the bed  
Liv
ing
 R
oo
m
 
#N people playing videogames #N people reading 
Ki
tc
he
n #N people making [coffee, tea] #N people putting food into the fridge 
Figure A.3: Example images from 12 selected frames corresponding to 3 scene categories related
to residential areas. All frame names are shown in structured form.
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Top 3 Predicted: 
1: horses eating drinking in a stable 
2: people petting feeding a horse in a stable 
3: animals eating drinking in a corral 
 
 
 
 
Ground Truth:  
•  people petting feeding a horse in a stable 
Top 3 Predicted: 
1: people petting feeding a horse in a stable    
2: people brushing cleaning preparing a horse in a stable 
3: people petting feeding animals in a corral 
 
Ground Truth:  
•  people petting feeding a horse in a stable 
Top 3 Predicted: 
1: judges showing their scores in a ballroom 
2: people talking in a park 
3: people eating drinking talking while looking at the 
dancers in a ballroom  
 
Ground Truth:  
•  judges showing their scores in a ballroom 
Top 3 Predicted: 
1: people kids crawling in a ball pit 
2: people playing with kids in a ball pit 
3: people kids entering in a ball pit 
 
Ground Truth:  
•  people playing with kids in a ball pit 
Top 3 Predicted: 
1: people walking in a  garbage dump 
2: people working collecting garbage in a garbage dump 
3: people walking in a landfill 
 
 
 
 
Ground Truth:  
•  people walking in a landfill 
Top 3 Predicted: 
1: players running in a baseball field 
2: a player catching a ball in a baseball field 
3: players celebrating a point in a baseball field 
 
Ground Truth:  
•  players running in a baseball field 
Top 3 Predicted: 
1: people clinging in a rope bridge 
2: people crossing in a rope bridge 
3: people fishing in a bridge 
 
Ground Truth:  
•  people clinging in a rope bridge 
Top 3 Predicted: 
1: a referee stopping a fight in a boxing ring 
2: people cheering the fighters in a boxing ring 
3: fighters fighting in a boxing ring 
 
Ground Truth:  
•  a referee stopping a fight in a boxing ring 
Top 3 Predicted: 
1: people brushing their teeth in a bathroom 
2: people shaving in a bathroom 
3: people cleaning in a bathroom 
 
 
 
 
Ground Truth:  
•  people brushing their teeth in a bathroom 
Top 3 Predicted: 
1: employees washing the hair to costumers in a beauty 
salon 
2: people cleaning in a bathroom 
3: people shaving in a bathroom 
 
Ground Truth:  
•  employees washing the hair to costumers in a beauty 
salon 
Top 3 Predicted: 
1: workers checking the assembly line 
2: workers checking the assembly line in a auto factory 
3: workers adding pieces performing work in a car in a 
auto factory 
 
Ground Truth:  
•  workers checking the assembly line in a auto factory 
Top 3 Predicted: 
1: people walking across in a corn field 
2: people lying in a corn field 
3: machines cutting harvesting in a corn field 
 
Ground Truth:  
•  people walking across in a corn field 
Figure A.4: Example prediction results of the Frame-Recognizer based on retrieval score to-
gether with the ground truth frame labels. Note that frames are shown in natural language
form.
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Generated Frame 
people browsing into a product 
fridge in a supermarket 
 
Generated Frame 
people sleeping in a bag 
 
 
Generated Frame 
people sightseeing by in a 
catacomb 
 
 
Generated Frame 
speakers giving a speech in a 
auditorium 
 
Generated Frame 
people talking eating in a beach 
Generated Frame 
people talking eating in a 
campsite 
 
Generated Frame 
customers looking at a 
medicine in a pharmacy 
 
Generated Frame 
passengers sitting in a plane sits 
 
Figure A.5: Example frames generated by the Frame-Recognizer. For the shown images, the
model creates frames with small di↵erences from the already existing ones. The frame names
are shown in natural language form.
Generated Frame 
people swimming in a street 
 
 
Generated Frame 
people having a meeting to in a 
art school 
 
 
 
Generated Frame 
people discussing in a 
conference hall 
 
Generated Frame 
workers in a construction site 
 
Figure A.6: Example frames generated by the Frame-Recognizer. For the shown images, the
model creates frames that did not exist in Frames in Places Database. The frames are shown
in natural language form.
