We investigate the problem of dynamic portfolio optimization in continuous-time, finite-horizon setting for a portfolio of two stocks and one risk-free asset. The stocks follow the Cointelation model recently introduced [7] . The proposed optimization methods are twofold. In what we call an Stochastic Differential Equation approach, we compute the optimal weights using mean-variance criterion and power utility maximization. We show that dynamically switching between these two optimal strategies by introducing a triggering function can further improve the portfolio returns. We contrast this with the machine learning clustering methodology inspired by the band-wise Gaussian mixture model [9] . The first benefit of the machine learning over the Stochastic Differential Equation approach is that we were able to achieve the same results though a simpler channel. The second advantage is a flexibility to regime change.
I. INTRODUCTION
Mahdavi-Damghani introduced the cointelation model and the inferred correlation approximation in [7] together with few applications like socially responsible and consumer finance. We extend the range of these applications by considering the portfolio optimization problem when the assets follow the cointelation model. At the same time the rise of machine learning in finance has recently resulted in methodologies promoting disassociation to heavily parameterized mathematical models [9] . An example of these types of methodologies is the recently introduced band-wise Gaussian Mixture [9] which seats in the family of Bayesian non-parametric methodologies and proposes an interesting data focus bridge with the world of Stochastic Differential Equations (SDE) as used to quantitative finance.
We consider a continuous-time, finite-horizon setting for a financial market with two stocks which follow the cointelation model [7] and one risk-free asset with deterministic dynamics and we search for the optimal investment strategy in the context of two optimization methods. Firstly, the optimal weights of the assets in the portfolio are calculated using Mean-Variance Criterion (MVC) and power utility maximization. For the MVC we derive the explicit expressions for the expectation and variance of our portfolio, which in turn enables us to compute the optimal weights. Next, we use stochastic control formulation of a dynamic portfolio optimization problem. Using the ansatz inspired by [13] we are able to find the closed form solution to the stochastic control problem under the power utility function of terminal wealth. We then dynamically switch between these two optimal strategies using a triggering function in order to further improve the portfolio returns.
We use machine learning clustering methodology inspired by the band-wise Gaussian mixture model in [9] to compute the optimal strategies that maximize the P&L of the portfolio wealth value. The benefits of the machine learning over the SDE approach are the simplicity and capability to model the data even after the regime changes. To understand what we mean by the capability to model the data after the regime changes one can draw the parallel with the world of interest rates where it was assumed that interest rates could never become negative. A similar SDE approach would have enforced a Cox-Ingersoll-Ross [2] like model and would not have therefore been able to accommodate the regime change towards the negative interest rates. These types of transitions are easy to handle for the machine learning methodology and the adaptation is almost immediate through, for example, a simple filtering process. This paper is organized as follows. In Section II we review the cointelation model and highlight some of its interesting properties. In Section III we briefly review how to compute the optimal weights using MVC as in standard Modern Portfolio Theory. We describe the portfolio optimization problem using stochastic control approach and compute the optimal strategies using power utility function in Section IV. In Section V we introduce a triggering function that dynamically switches between two optimal strategies to produce better portfolio returns. In Section VI we review the bandwise Gaussian mixture model of asset prices and describe the implementation of the machine learning approach. We finally conclude in Section VII by providing a summary as well as thoughts regarding the future research.
II. REVIEW OF COINTELATION MODEL
In this section we briefly review the cointelation model, the inferred correlation approximation and discuss some interesting properties of the model. We start with the cointelation model.
Definition 1 (Cointelation Model):
Let us denote the filtered probability space by (Ω, F, (F t ) (t≥0) , P), with the historical probability measure, P, under which the discounted price of the underlier is not necessarily a martingale. The Cointelation model is defined by the following set of 2 SDE's:
with µ ∈ R, σ > 0 are drift and diffusion coefficients of asset price X, κ, η > 0 -the rate of mean reversion and the volatility of the asset price Y , X(t 0 ) = x 0 , Y (t 0 ) = y 0 > 0 are initial values of two assets, (W (t)) t≥0 and (W (t)) t≥0 are two correlated Brownian motions with constant correlation coefficient ρ ∈ [−1, 1]. The process (X) t≥0 is called the leading process, (Y ) t≥0 the lagging process.
If one takes the discrete version of leading process in equation (1), the correlation that you measure as a function of the timescale, ∆t, would increase faster as θ increases. In this paper measured correlation will refer to Pearson's correlation coefficient given by
where σ X,Y is the covariance, σ X is the standard deviation of X and σ Y is the standard deviation of Y . Definition 2 (Inferred Correlation): Let ρ * ∆t denote the inferred correlation and we define it as follows
Conjecture 1: We can approximate the inferred correlation with an expression below
where κ ∈ [0, 1], λ > 0. Remark 1: In [7] the author has set λ ≈ 1.75 for "regular financial data", however the author explains that λ is actually itself a function of the other parameters.
Using Pearson's correlation measure, therefore independent from the classic ways of tempering in with measuring correlation, one notable interesting property of the Cointelation model is that its inferred correlation may hit the whole measured correlation spectrum [−1, 1] if we set ρ = −1 in (1). Figure 1 illustrates this claim. Interesting work around inferring different impacts at different timescales has recently been introduced at the agent level [4] .
We can estimate parameters of cointelation model as described below. 1) Estimating κ by rearranging the SDE: Using the methodology of the original paper [7] , we can use sequential estimation in order to estimate the key parameters.
Variance reduction technique: Similarly to the variance reduction methodology described by [11] , [7] , we can define
We note that the estimation of κ has a higher variance when
where σ, on the other hand has quality samples. The reverse is true when
We can therefore sample θ in Z κ and σ in Z σ . Figure 2 gives a representation of these sampling zones. Another interesting concept, the Number of Crosses, was discussed in [7] . The precise formulation of the concept of Number of Crosses is an open problem, but the empirical formula with approximate constants yields good results. The idea is that, compared to the number of times purely correlated SDEs (eg: without the mean reversion component, i.e. when κ = 0) the number of times the discrete version of the cointelated SDEs cross paths is more than if they were random and the bigger the κ the more often the discretized SDEs cross each other per unit of time. Conjecture 2 (Number of Crosses): If we discretize equation (1), then we can approximate the number of times the two stochastic process, x = X i∈[1,2,...L] and y = Y i∈[1,2,...L] , cross paths, Γ x,y , as follows (10)
with L is the length of the data, γ is a positive constant and κ is the speed of mean reversion in equation (1) . Remark 2: The proof of Conjecture 2 is still an open problem. The author mentions in [7] that with "reasonable financial data" γ ≈ 0.01. Similar to Remark 1, γ, λ are themselves the functions of other parameters, but its precise expression is currently an open problem.
III. PORTFOLIO OPTIMIZATION WITH MEAN-VARIANCE CRITERION
The foundation of Modern Portfolio Theory was laid by Harry Markowitz in 1952 with his seminal paper [12] in which he proposed expected return and variance to be criteria for portfolio selection. More specifically, the problem of an between oil and BP every 12 days, we get around 0.37 whereas if we do it every 70 days, we get a correlation of 0.56. How do we explain this discrepancy? The difference is due to the fact that in the long run, oil and BP have the same drift but in the short run, we get a weaker perceived relationship due to the numerous noises that can only impact one of these assets and not the other (for example, the very temporary impact of the Gulf of Mexico accident on the spread between oil and BP in Figure 7 ). For the physical reasons just described, the relationship between oil and BP is a good candidate for the cointelation model. In fact, with the current financial mathematics literature this duality between differences in the short-term relationship and the long-term relationship can only be explained by the cointelation model. Using the variance reduction technique [2, 5] , one can estimate q (in the last 5 years, agent who wishes to build a portfolio with the maximum possible level of expected return, given a risk level, or the least possible risk given the expected return. This leads to the concept of efficient portfolios. The efficient portfolios can be represented graphically to form efficient frontiers. In this section we use Mean-Variance Criterion to optimize the portfolio of two stocks which follow cointelation model [7] and one risk-free asset.
A. Expected Return and Variance of Portfolio
A portfolio considers a combination of n potential assets, with an initial capital W (0) and weights h 1 , h 2 , ..., h n , such that n i h i = 1, h i W (0) is the amount invested in security i for i = 1, 2, ..., n.
Given the weights h 1 , ..., h n , the number of shares to invest in security i is
The value of portfolio at time t is
Thus the percentage of the portfolio invested in asset i is
The rate of return of portfolio,
It can be shown that the return of portfolio is a linear combination of the returns of individual assets as follows
Sometimes it is more convenient to use log returns, which are defined for asset i by
.
It should be pointed out that for short period of time the log return is approximately equal to the rate of return
So we don't distinguish between these two returns, as long as the time period is short. In this paper we will use daily logarithmic returns. The return of portfolio in this case is
The expected return of portfolio, E(r p ), and the variance of the return of portfolio, σ 2 (r p ), are
where the linearity property of expected value operator and the formula for the sum of correlated random variables [6] we obtain the following
where E(r i ), σ 2 (r i ) is the expectation and the variance of returns of asset i respectively, σ(r i , r j ) is the covariance of returns of two different assets i and j.
B. Optimal Investment Strategy Using Mean-Variance Criterion
We consider a portfolio consisting of two stocks and one risk-free asset. The uncertainty is modelled by a probability space (Ω, F, P ) with a filtration (F t ) t≥0 generated by twodimensional Brownian motions. Assume the dynamic of the risk-free asset B(t) with continuously compounded risk free rate r ≥ 0 satisfies
Denote by X(t) and Y (t) the prices of two assets at time t, which dynamics follow cointelation model in (1) . We assume an initial wealth w 0 > 0 at time t = 0. The investment behavior is modelled by an investment strategy h = (h 1 , h 2 , h 3 ). Here, h i ∈ [0, 1], i = 1, 2, 3, denotes the percentage of total wealth invested in i-th asset. Let h 1 , h 2 , h 3 denote respectively the portfolio weights for stocks X, Y and risk-free asset at time t. The weight are constant throughout the investment horizon [0, T ]. We restrict our considerations to self-financing strategies.
Denote by W t the value of portfolio at time t, which is given by
with W (t 0 ) = w 0 . The dynamic of the wealth process is
Definition 3 (Admissible strategies): Let A(w 0 ) denote the set of all admissible strategies corresponding to the initial condition w 0 > 0. We say that a trading strategy
Definition 5 (Mean Variance Criterion): An optimal strategy for the Mean Variance Criterion (MVC) is equivalent to an optimal strategy for the maximizing the following utility function
where τ ≥ 0 is risk tolerance. Thus, the portfolio problem becomes
with constraints
• h i ≥ 0 ∀i. From equation (16) we have that the rate of return of our portfolio over [0, t] is
and the log return of our portfolio, r p is given by
where r i (t) ≈ R i (t), as we showed in equation (18). Lemma 1: Consider a w 0 > 0 and an investment strategy h ∈ A 0 . Denote by W (t) = W w0,h (t) the value of portfolio corresponding to strategy h and initial wealth w 0 . Then the mean and variance of the return of portfolio W and covariance of returns of assets X and Y are calculated as:
(i) The expectation of portfolio return over [0, T ] is given by
The variance of portfolio return over [0, T ] is given by
is the covariance of returns of two stocks X and Y over investment horizon [0, T ].
Proof: See Appendix. Deriving expectation and variance of the portfolio returns enables us to obtain optimal solutions of problem (26).
Proposition 1: For the cointelation model (1) the optimal solutions becomes
where the expressions for E(r X ), E(r Y ), E(r B ) and V ar(r X ), V ar(r Y ) are given in Appendix.
Proof: For the proof we refer to [14] .
IV. PORTFOLIO OPTIMIZATION WITH STOCHASTIC CONTROL

A. Power Utility Maximization Problem
A stochastic control approach to the problem of pairs trading was proposed in [13] . In this section we mainly follow [13] , however assume slightly different dynamics for stock prices. More specifically, Mudchanatongsuk, Primbs and Wong [13] assume the price dynamics of one of the stocks is a geometric Brownian motion and model the logdifference of the stock prices as an Ornstein-Uhlenbeck process. We however, assume the dynamics of stock prices are governed by the cointelation model in equation (1), where one of the stocks follow the geometric Brownian motion and the second stock mean reverts around the first one.
Let (Ω, F, P ) be a complete probability space with a Brownian filtration (F t ) t≥0 generated by two-dimensional Brownian motion, (W (t), W (t)) t≥0 . All adapted or progressively measurable processes are adapted or progressively measurable with respect to the Brownian filtration. We consider the same set-up as in Section III-B: a portfolio of two stocks and one risk-free asset. The stocks dynamics follow cointelation model (1) and the dynamic of risk-free asset is given in equation (22).
In order to obtain a closed for solution for the stochastic control problem under a power utility on a terminal wealth we can rewrite the dynamics of asset Y in (1) in terms of the difference in log-price of the stocks (spread). We denote the spread of two stocks as S t , which is defined as
Applying Itô's lemma to (1) we get
where λ = θ+ 1 2 σ 2 −4ησρ κ . Now, using equations (1), (32), (33) and Itô's lemma, we can rewrite the dynamics of Y (t) in terms of spread S(t):
where ψ = θ+σ 2 −4ησρ κ . We assume an initial wealth v 0 > 0 at time t = 0. The holdings are allowed to be adjusted continuously up to a fixed horizon T . The investment behavior is modelled by an investment strategy π = (π 1 , π 2 , π 3 ). Here, π i (t), i = 1, 2, 3, denotes the percentage of total wealth invested in i-th asset at time t. Let π 1 (t), π 2 (t) denote respectively the portfolio weights for stocks X and Y at time t. In addition, we restrict our considerations to self-financing strategies.
We use the definition of admissible control as in [5] for the definition of admissible control and controlled process.
Definition 6 (Control Processes): Given a subset U of R 3 , we denote by U 0 the set of all progressively measurable processes π = {π t , t ≥ 0} valued in U . The elements of U 0 are called control processes.
Denote by V (t) = V π (t) the value of portfolio corresponding to strategy π at time t, which is given by
The dynamic of the portfolio value is
(35) In light of (1), (22), (33) and (34) the equation above for dynamic of the portfolio value becomes
For each control process π ∈ U 0 we rewrite the dynamics of two-dimensional state process, P = (V, Z), as follows dP (t) = a(t, P (t), π(t))dt + b(t, P (t), π(t))dA(t). (36) with initial value of P (t 0 ) = p 0 and A(t) = (W (t),W (t)) being the two-dimensional Brownian motion. The process P is called the controlled process.
Let [t 0 , T ] with 0 ≤ t 0 < T < ∞ be the relevant time interval and define Q :
are all continuous. Further, for all π ∈ U let a(·, ·, π) and b(·, ·, π) be in C 1 (Q). We then define Definition 7 (Admissible control): Denoting A(t 0 ; p 0 ) the set of all admissible controls corresponding to the initial condition (t 0 ; p 0 ) ∈ Q, we say a control {π(t), F t } t∈[t0,t1] will be called admissible if the following conditions hold (i) For all p 0 ∈ R the corresponding controlled SDE (36) with initial condition P (t 0 ) = p 0 admits a pathwise unique solution {P π (t)} t∈[t0,t1] , (ii) ∀k ∈ N the integrability condition
is satisfied, (iii) the corresponding state process P π satisfies
(iv) only pairs trading is allowed: short one of the stock and long the other π 1 = −π 2 .
(39) Since we consider self-financing portfolio and due to equation (39) in the definition of admissible strategies above the dynamic of wealth process becomes
B. Optimal Investment Strategy
We assume that an investor's preference can be represented by the power utility function U (x) = 1 γ x γ , with x ≥ 0 and γ < 1. It will our objective to maximize the objective (or utility) functional J over all admissible controls, i.e. determine an admissible control π(·) such that for each initial value (t 0 , v 0 ) the utility functional below is maximized:
The value function is W(t, v) := sup π(·)∈A(t,v) J(t, v, π). Now we can formulate the optimization problem:
Consider the function G(t, v, s) such that G ∈ C 1,2 (Q). The Hamilton-Jacobi-Bellman (HJB) equation corresponding to our stochastic control problem is
subject to terminal condition
The infinitesimal generator, L π G(t, v, s), of the two dimensional state process P = (V, S) is given by
If there exists an optimal control π * 1 (·) then G coincides with the value function:
The HJB equation in (42) is similar to the one considered in [13] , the closed form solution to which can be obtained as
V. DYNAMIC SWITCHING
Assuming that an investors' preference can be represented by the utility functions U (x) = 1 γ x γ , with x ≥ 0 and γ < 1 and U (t, h) = 2τ E[r p ] − σ 2 [r p ], we formulate the following portfolio optimization:
The optimization process consists of a triggering function
)|>µ} which switches between MVC optimal strategy and power utility optimal strategy. In the case where κ Xt−Yt Yt , we are in a situation in which the spread strategy is more interesting than the MVC approach and therefore we switch to the former, otherwise we switch back to MVC.
Proposition 2: Dynamic switching achieves better results than mean-variance or power utility optimal strategies implemented separately.
Proof: See Figure 5 .
Signal Decomposition: we have have the set of decomposed signals summarized as π 1 (t) + π 2 (t) = 0 and π 3 (t) = 1,
where π 1 (t) = −π 2 (t) are the optimal weights for assets X and Y correspondingly, which were computed in closed form in Section III-B and h 1 (t), h 2 (t), h 3 (t) are weights for assets X t , Y t and risk free asset B t obtained as a solution to classic MVC in Section III-B. These signals are recomposed as below
We would like to use some of the results introduced in Section IV but this Section uses a different jargon than the one associated to the cointelation model introduced in Section II. We therefore need to reconcile these two sections through a proper transform function. Finding the right phase: one other important aspect to note is that when dealing with cointelated pairs, after estimating θ, ρ, σ, an understanding of phase is still required. The latter point is discussed in this subsection. We have seen in equation (10) θ .
Definition 8 (Beginning of Time):
We call the Beginning of Time τ 0 , the inception time of the discrete version of two Cointelated pairs in which, ∆X t = X t − X t−1 and ∆Y t = Y t − Y t−1 with arbitrary, t > τ 0 , ∆x τ0 := 0, τ 0 := 0.
Likewise, the same pair is said to be in Equilibrium if X τ − Y τ = 0 In the case in which our cointelated pair's τ 0 is unknown or two cointelated pairs, (X t , Y t ) t>0 started in disequilibrium (eg: |X τ0 −Y τ0 | > 0), then it is primordial to start the strategy in a case where they are in equilibrium.
Definition 10 (Cointelated Pairs' Phase Corrector): The Phase Corrector of two cointelated pairs, (x, y) where x = (X t ) t>0 and y = (Y t ) t>0 is a constant c ∈ R which maximize historical instance in which the cointelated pair is in equilibrium and is given by:
where Γ x+c,y (θ, L) is the number of cross function of equation (10) phase corrected. We may need to use the Phase Corrector methodology described above to address the reservations described in this section.
VI. PORTFOLIO OPTIMIZATION WITH MACHINE LEARNING A. Band-Wise Gaussian Mixture Review
The cointelation model is a special case of the generalized bumping equation recently introduced in [9] , and can therefore use the corresponding Band-wise Gaussian Mixture model. The generalized bumping methodology introduced in [9] contained some secondary parameters whose purpose is empirical manual fitting. We have equation for generalized SDE:
Here θ t is the speed of mean reversion, µ t , the long term mean, α the positivity flag enforcer, β, the [−1, +1] boundary flag enforcer and { dW i } t i=t−τ , the set of historical deviations of the assumed model's distribution (e.g.: all the historical absolute returns in the context of a normal diffusion).
This stochastic process can model: Proposition 3: Let P = {p 1 , . . . , p n } be a set of empirical random variables sampled using equation (48) with cumulative distribution function F (p) and density f (p). Denote O = {p (1) , . . . , p (n) } the ordered set of P such that p (1) < p (2) < . . . < p (n) and O i h = {p ( n((i−1)+1)/h ) , . . . , p ( n(i)/h ) }. Then the empirical distribution function of the data simulated using the SDE in equation (48) is given as follows:
with η = n((i − 1) + 1)/h and ζ = n(i)/h . Remark 3: In the case h = 3, using a Gaussian Mixture such thatF n (p i |F t ) = N (−3, 1)1 pt∈O 1 3 + N (0, 1)1 pt∈O 2 3 + N (3, 1)1 pt∈O 3 3 , we obtain the approximate stratification of Figure 2 . The stratification in our case being made so that the cardinality in each O j h region remains approximately the same, as opposed to being the result of a geometrical separation function of p (1) and p (n) . Figure 3 illustrates this remark. Lemma 2: The distribution given by equation (49) converges towards a h-Gaussian Mixture.
Proof: 1 pi∈O j h is a Bernoulli random variable with parameter p, and since the sum of Bernoulli random variable is also Bernoulli,F n (p i |F t ) = 1 n h j=1 ζ i=η 1 pi∈O j h is Bernoulli distributed. We can also see that in equation (1) lim n→∞,h→∞ (µ t,τ − P t ) = λ t,τ and therefore dP t − λ t,τ = σP α t (1 − P 2 t ) β dW t becomes a locale martingale. Using the Glivenko-Cantelli theorem [15] , [17] , (1) can be mimicked by equation (49) therefore approximates ∪ h i=1 N (λ i , σ i ). Remark 4: Empirically, we can see from figure 3 and figure 4 that increasing p can lead to transition probabilities that are more smooth (though less data will be available per band and therefore the significance of the empirical probability driving that particular band will be less significant). Theorem 1 (SDE to Band-wise Gaussian Mixture): Let (Ω, F, (F t ) (t≥0) , Q) be filtered probability space with the probability measure Q. The conditional probability density function f P (p|F t ) of random variables sampled using SDE dP t = θ t,τ (µ t,τ − P t )dt + σP α t (1 − P 2 t ) β dW t converges almost surely towards a h-Gaussian mixture as n and h converge towards ∞.
Proof: The proof can be split in 2 steps using Lemma 1a and Lemma 1b. The calibration for the band-wise Gaussian mixture can be found in Algorithm 1.
B. Trading Signal for Machine Learning Approach
We are now going to present the trading signal that translates to investment strategy in machine learning approach.
The Bayesian set-up: We set, from equation (1 
Return state: 14 :
We have seen that depending on the spread, the resulting approximated distribution of the samples differ [9] . The calibration algorithm will then consist of creating as many zones as possible whilst and as many strategies as possible within these bands and test how well each strategy is doing in each band. For instance in a situation in which we take a direct approach (see Remark 5) consisting of 4 strategies and their their cumulative P&Ls. 
Remark 5: We call this approach direct, since ideally the number of strategies should consist of a more granular weight distribution. However for the sake of this example we wanted to keep the explanation more intuitive. We define the maximum P&L achieved by each of these strategies by V ∓∓, * [a,b],T , as given by equation (51) 
],T ) (52) We further provide Algorithm 2 as the pseudo-code for the calibration process.
Remark 6: Note that in both algorithm 1 and 2, we have used a QuickSort which can be substituted by other sorting algorithm. We invite the motivated readers to investigate on their own this idiosyncratic issue. Also note that this algorithm has neither been optimized nor checked for data quality (eg: the combination of n and p should be such that each band has enough data (eg: minimum 30) for the statistical estimators to be significant. Also note the use of self explanatory functions such as:
• returnCorrespondingStrat(x,y) which given the set of strategies and the P&L that maximized that strategy returns as its name indicates the corresponding strategy. • forecast(x,y,z) which given the set of trained strategies and the current level of S t and S l,t returns a prediction of where the signals for the latter two should be. Finally the use of the arg max function in lines 13-16 can be replaced by a simple for loop but in the interest of not making the pseudocode too crowded we have kept it this way.
Remark 7: We have seen [9] that a reasonable risk manager or trader can assume the generalized SDE (48) with β = 0 and an α = 1, in order to enforce positivity for the simulated scenarios of our risk factor. This very reasonable assumption would have crashed the whole risk engine. The approach we advocate would have, however, been able to continue its dynamical learning scenario without any problem.
VII. RESULTS AND CONCLUSION
We have studied the cointelation model in the context of a dual portfolio optimization problem using two approaches: the SDE where we dynamically switching between MVC to power utility maximization.
We find that SDE and machine learning methodologies provide similar portfolio returns. However, the machine learning approach is easier to implement since we can bypass the complex SDE calibration issues. The second advantage that the machine learning approach presented here provides flexibility to regime change. Regime changing occurs in financial markets when they abruptly change their behavior and the new regime often persists for at least several periods after such a change. These types of transitions are easy 
where X t−∆t is a known constant at time t − ∆t. The expectation of log return of asset Y is
where Y t−∆t is a known constant at time t − ∆t. We use Taylor expansion to approximate expected value and variance of logarithm of Y t and covariance of logarithm Y t and logarithm X t (see [1] ):
Now, we need to derive E[Y t ]. We have a set of stochastic differential equations from (1)
We have Taking expectation on both sides we have
Differentiating on both sides
Denoting E[Y t ] = y(t) we have ordinary differential equation (ODE): y = −κy + κX 0 e µt (62)
The solution is given by
where a = κX0 µ+κ . In order to derive E[Y 2 t ] we need to first compute E[X t Y t ]. Applying integration by parts (IBP) to (1) we have
Taking expectation and differentiating on both sides
Denoting E[X t Y t ] = x(t) we have ODE x = κE[X 2 t ] + (µ + σηρ − κ)y (64)
Since X t is GBM, we have E[X 2 t ] = E[X 2 0 e (2µ−σ 2 )t+2σWt ] = X 2 0 e (2µ+σ 2 )t .
Thus (64) becomes
x = κX 2 0 e (2µ+σ 2 )t + (µ − κ + σηρ)y.
Using variation of parameters method we get the solution
where b = κX 2 0 µ+σ 2 +κ−σηρ . Now we are ready to compute E[Y 2 t ]. By Itô's lemma the dynamics of Y 2 t is
Integrating on both sides
Taking expectation on both sides and and differentiating
Defining E[Y 2 t ] = z(t) and plugging in the value for E[X t Y t ] form equation (65) we have ODE z = (η 2 − κ)y + 2κbe (2µ+σ 2 )t + 2κ(X 0 Y 0 − b)e (µ−κ+σηρ)t .
Using variation of parameters we obtain the following solution And from (60) we obtain the covariance of betwee two logasset prices 
