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Cette thèse s’inscrit dans un courant d’études mathématiques et numériques pour
les équations intégrales appliquées en physique et chimie quantiques qui se dévelop-
pent au Laboratoire dirigé par le Professeur A. Zerarka depuis quelques années, prin-
cipalement sous l’impulsion de nombreuse contribution et collaboration avec des Lab-
oratoires de Mathématiques à l’Université de Biskra et quelques autres Laboratoires
en France et en Allemagne. Notre contribution se distingue toutefois des travaux an-
térieurs par trois aspects :
- Construction d’une méthode générale aux cas des équations intégrales linéaires
et non linéaires.
- Cette méthode est extensible aux cas multidimensionnels.
- La manipulation de la présente méthode peut également être utilisée avec soin
aux problèmes singuliers.
Une fois les équations et leurs conditions aux limites établies, l’une des premières
tâches du mathématicien consiste à formuler le problème en termes rigoureux et à
démontrer que les équations ont une solution, et que si c’est le cas, la solution doit être
évidemment unique sinon on dira que le problème est mal posé, et que la modélisation
ou la construction du système lui même est incomplet. Une telle synthèse peut être
ardue, et on ne sait pas toujours la conduire à terme ; mais elle permet de s’assurer que
l’on ne se lancera pas vainement dans les manipulations des calculs dans un chemin
hasardeux.
Il s’agit ensuite de proposer des méthodes efficaces pour résoudre, avec une préci-
sion relativement acceptable et suffisante, le problème posé. La résolution dite ana-
lytique ou dite encore exacte est généralement , exprimée par une formule compacte,
est dans tout état de cause hors de portée, sauf cas exceptionnels et très simples. Le
scientifique est obligé ainsi de se contenter d’une résolution numérique souvent réal-
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isée par ordinateur car les calculs mis en oeuvres sont très volumineux. Les résultats
obtenus sont aussi valables avec une certaine approximation.
Si la condition n’est pas simple à imposer numériquement, l’une des solutions pro-
posées consiste à transformer l’équation aux dérivées partielles d’origine en une équa-
tion intégrale (équation où les fonctions inconnues apparaissent dans des intégrales)
; l’avantage de cette formulation est qu’elle satisfait automatiquement quelques con-
ditions possibles sur la fonction inconnue.
C’est dans les années 1960 qu’ont été écrits les premiers programmes informatiques
de résolution par équations intégrales. Ils ne permettaient de calculer que la diffraction
par des objets petits par rapport à la longueur d’onde ; de plus, ils donnaient souvent
des résultats aberrants, faute d’une analyse mathématique suffisante.
Les progrès dans le domaine des équations dans laquelle la fonction est supposée
inconnue ont permis en particulier d’essayer de caractériser quelques propriétés in-
trinsèques d’une variété de méthodes à l’aide de la connaissance de certains algo-
rithmes des opérateurs formulant les diverses équations en général. L’intérêt pour la
physique par exemple découle bien sûr du fait que de nombreux systèmes de la nature
sont décrits par des équations aux dérivées partielles et que l’étude de ces dernières
se fait souvent à l’aide de l’analyse spectrale des opérateurs différentiels correspon-
dants ou par l’intermédiaire d’une élaboration profonde d’une théorie adoptée à une
situation particulière donnée.
Il est intéressant de noter que de très nombreuses méthodes numériques sont em-
ployées pour résoudre les probèmes issus des équations intégrales. Cela éventuelle-
ment peut dépendre souvent implicitement des géométries mises en oeuvre, de l’aspect
particulier de type périodique ou de manière narturellement arbitraire, etc... Néan-
moins, toutes ces applications ont subi d’énorme progrès dans la construction des
réponses, notamment à cause de l’apparition et l’ammélioration de nouvelles formu-
lations ou de nouvelles méthodes numériques. Ceux-ci sont dus peut être à l’augmen-
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tation de la taille de mémoire des ordinateurs qui ont déclenché ce bouleversement
scientifique important.
On verra par la suite que notre méthode développée a conduit au problème de réso-
lution d’un système linéaire ou non linéaire dont la matrice est pleine ( ou simplement
triangulaire) et peut être selon le problème envisagé d’une taille relativement mod-
érée.
Les méthodes intégrales s’appuient sur une autre formulation couramment utlisée
dans les systèmes physiques ou entre autre la modélisation mathématique susceptible
de s’adapter à une situation concrète et réelle. Par exemple les EDP peuvent être
remplacées par des équations intégrales qui épousent alternativement le problème
posé. Ainsi ces équations intégrales sont alors résolues par un choix convenable de
calcul numérique ou une construction d’une méthode adaptée adéquate.
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C H A P I T R E 1
Introduction générale sur les équations in-
tègrales
La théorie des équations intégrales [1, 2] porte sur deux types principaux, les équa-
tions intégrales linéaires et non linéaires de Fredholm, et les équations intégrales
linéaires et non linéaires de Volterra.
Cette vaste théorie a commencé avec les travaux célèbres d’Ivar Fredholm [3, 4] où
il a construit la théorie des équations intégrales de seconde espèce et établi quelques
théorèmes fondamentaux (les théorèmes de l’alternative) relatifs à ces équations et
résolu enfin les problèmes aux limites de Dirichlet et de Neumann relatifs à l’équation
de Laplace.
C’est en fait une généralisation étendue de la théorie des systèmes algébriques
linéaires, puisque les équations intégrales de Fredholm [5-7] sont liées à ces derniers
par leurs propriétés.
L’équation intégrale linéaire de Fredholm de seconde espèce est sous la forme suiv-
ante
f (x) = g (x) + λ
bZ
a
K (x, t) f (t) dt, a ≤ x ≤ b (1.1)
f est la fonction inconnue, K et g sont des fonctions données et λ un paramètre
numérique. Il convient de noter
bZ
a
K (x, t) f (t) dt = Kf (x) (1.2)
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On définit une nouvelle fonction Kf ; K s’apelle un opérateur intégral, la fonction
K (x, t) est le noyau de cet opérateur, ou bien le noyau de l’équation intégrale.
Fredholm a proposé d’approcher l’intégrale par des sommes finies. Il a utilisé les
déterminants qui portent son nom, le déterminant de Fredholm DK (λ) associé au
noyauK (x, t), et DK (λ) est de la forme d’une série entière suivant les puissances
de λ [8, 9].
Par ailleurs E. schmidt a ouvert une nouvelle voie aux théoriciens des équations in-
tégrales de seconde espèce, son idée principale est de représenter le noyau de l’équa-
tion intégrale par la somme d’un noyau dégénéré et d’un noyau petit pour une valeur
absolue.
Un noyau K (x, t) d’une équation intégrale est dit dégénéré s’il est de la forme:
K (x, t) =
nX
k=1
ak (x) bk (t) (1.3)
où les fonctions ak (x) et bk (t) sont supposées continues dans le carré a ≤ x, t ≤
b. et linéairement indépendantes, ce noyau est dit symétrique si :K (x, t) = K (t, x)
dans le cas réel. Cette classe d’équations intégrales à noyau dégénéré se ramènent
facilement aux équations algébriques linéaires.
F. Riesz a formulé les théorèmes de Fredholm pour une classe d’équations fonction-
nelles de nature fort générale avec la seule notion d’opérateur complètement continu
(compact). J.Schauder et d’autres mathématiciens l’ont suivi.
La théorie abstraite des équations fonctionnelles de Riesz s’étend à de nombreux
domaines, en particulier aux opérateurs dans les espaces de Banach et les espaces
localement convexes. Elle comprend la plupart des résultats de Fredholm.
On trouve les éléments de cette théorie dans plusieurs ouvrages d’analyse fonction-
nelle [9]. Presque tous les manuels d’analyse fonctionnelle qui traitent aujourd’hui
dans telle ou telle mesure les équations de Fredholm, les considèrent comme applica-
tion de la théorie des opérateurs compacts selon Riesz.
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D.Hilbert et E.Schmidt ont formulé la théorie des équations intégrales linéaires
de Fredholm à noyau symétrique qui a été développée par T.Carleman, F. Riesz, et
J.Neumann [9].
Les équations intégrales de Volterra peuvent être considérées comme un cas spé-
cial d’équations de Fredholm c’est-à-dire si on suppose dans l’équation intégrale de
Fredholm que le noyau
K (x, t) = 0 , si t > x
on obtient alors l’équation suivante:
f(x) = g (x) + λ
xZ
a
K(x, t)f(t)dt, a ≤ t ≤ x ≤ b (1.4)
qu’on appelle équation intégrale linéaire de Volterra de seconde espèce.
La solution de l’équation de Fredholm de seconde espèce suivante




peut être chercheé par la méthode de Fredholm, c’est une méthode de calcul explicite
des solutions de l’équation de Fredholm de seconde espèce limtée au cas unidimen-
tionnel, la formule de la solution est:
f(x) = g (x) + λ
bZ
a
R(x, t;λ)g (t) dt (1.6)






sous la condition D (λ) 6= 0. Ici D (x, t;λ) et D (λ) sont des séries de puissance de
λ:
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K (x, t) K (x, t1) ... K (x, tn)
K (t1, t) K (t1, t1) ... K (t1, tn)
K (t2, t) K (t2, t1) ... K (t2, tn)
... ... . . . ...














K (t1, t1) K (t1, t2) ... K (t1, tn)
K (t2, t1) K (t2, t2) ... K (t2, tn)
K (t3, t1) K (t3, t2) ... K (t3, tn)
... ... . . . ...
K (tn, t1) K (tn, t2) ... K (tn, tn)
°°°°°°°°°°
dt1...dtn (1.10)
Les fonctionsD (λ) etD (x, t;λ) sont respectivement le déterminant et le mineur





K (x, t) dxdt
est finie, les séries de fonctions D (λ) et D (x, t;λ) convergent ∀λ et sont donc des
fonctions analytiques entières de λ [8, 9].
L’existence et l’unicité des solutions des équations intégrales de Volterra de seconde
espèce (1.4) sont assurées dans des hypothèses plus larges sur la fonction g (x) et le
noyauK(x, t) que leur continuité, c’est-à-dire l’équation intégrale suivante
f (x) = g (x) + λ
xZ
0
K (x, t) f (t) dt (1.11)
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dont le noyau K ∈ L2 ([0, T ]× [0, T ]) et la fonction g ∈ L2 ([0, T ]) , admet une
solution et une seule dans L2 ([0, T ]) [8].
Indiquons quelques méthodes classiques de résolution numérique des équations in-








donc l’idée est de remplacer l’intégrale par une somme finie, avec une subdivision de
[a, b] = {xj , j = 1, 2, ..., n} , et A1, ..., An sont des coeficients indépendants de la
forme de la fonction φ, on pose x = xj dans l’équation (1.1) et en utilisant la formule
quadratique précédente, on obtient l’équation suivante
f(xj) = g(xj) + λ
nX
i=1
AiK(xj, xi)f(xi), j = 1, ..., n (1.13)
Il s’agit donc d’un système linéaire algébrique den équations àn inconnues et f(xj) j =
1, 2, ..., n , sont les valeurs approchées de la solution f (x). Les coefficients Ai sont
déterminés par l’une des formules suivantes:
1) La formule des rectangles
pour les points xj = a+(j−1)h; j = 1, ..., n , on a A1 = A2 = ... = An =
h, où h = b−an .
2) La formule des trapèzes
pour les points xj = a+(j− 1)h; j = 1, ..., n , on a A1 = An = h2 , A2 =
A3 = ... = An−1 = h, où h = b−an−1 .
3) La formule de Simpson (n = 2m+ 1)
pour les points x2j+1 = a+ 2jh, j = 0, ...m; A1 = A2m+1 = h3 , A2 = A4 =
... = A2m =
4h
3 ,
A3 = A5 = ... = A2m−1 =
2h
3 , où h =
b−a
2m .
On peut prendre comme solution approchée de l’équation intégrale (1.1) sur [a, b]
13
la fonction suivante [8]




Dans ce travail on s’intéresse à une nouvelle méthode numérique pour la résolution
des équations intégrales de Volterra, puisque les méthodes exactes de résolution ne
sont possible que si les noyaux présentent certaines formes, généralement ne sont pas
vérifiées dans un grand nombre de problèmes pratiques, les méthodes numériques
sont donc conseillées. On dispose en effet des moyens rapides de calcul, par exemple
le traitement par ordinateur ou bien le calcul par machine parallèle ou vectorielle.
Le traitement des équations intégrales linéaires aussi bien le traitement des équa-
tions intégrales non- linéaires sont developpées dans ce travail. Des exemples numériques
sont également présentés.
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C H A P I T R E 2
Les équations intégrales: Développement
2.1 Introduction
Toute équation fonctionnelle, où la fonction inconnue intervient sous le signe d’in-
tégration s’appelle équation intégrale. Le sujet des équations fonctionnelles est trés
vaste puisque contenant les thèmes suivants; les équations différentielles, les équa-
tions aux dérivées partielles, les équations intégrales, et le calcul des variations. Notre
étude va se borner sur le thème des équations intégrales.
Les besoins de la physique mathématique ont conduit à la création de la théorie des
équations intégrales linéaires ou non linéaires [10-19]. Cette discipline importante des
mathématiques a aujourd’hui de nombreuses applications en théorie des équations
différentielles, en physique mathématique classique et moderne.
Notons une liaison forte entre les équations différentielles linéaires à coefficients
continus et les équations intégrales. En d’autre terme, le problème de Cauchy pour
les équations différentielles se ramène à une équation intégrale ( appelée équation
intégrale de Volterra de seconde espèce), c’est-à-dire l’existence et l’unicité d’une
équation différentielle linéaire d’ordre n à coefficients continus dans un voisinage
du point x = 0 correspond exactement au problème d’existence et d’unicité pour
l’équation intégrale de Volterra de seconde espèce .
Le problème aux limites pour les équations différentielles se ramène à une équation
intégrale (appelée équation intégrale de Fredholm de seconde espèce) au moyen de la
fonction de Green:
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dx + b(x)f (x) = g (x)
f (0) = α , f 0 (0) = β
(2.1)




(x) = ϕ (x) (2.2)
en utilisant les conditions intiales , on obtient
df
dx


















en reportant dans le PC1 on voit que ϕ est solution de :
g (x) = ϕ (x) + βa (x) +
xZ
0




(x− t)ϕ(t)b (x) dt (2.5)
posons:
− (a (x) + b (x) (x− t)) = K (x, t) (2.6)
et
g (x)− βa (x)− αb (x)− βxb (x) = G (x) (2.7)
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K (x, t)ϕ (t) dt+G (x) (2.8)
cette équation intégrale est du type Volterra de seconde espèce .
Inversement , la résolution de l’équation intégrale (2.8) se ramène à la résolution
du problème de Cauchy, avec K et G définis par les formules précédentes. On
obtiendrait le même résultat à partir d’une équation différentielle linéaire d’ordre n à
coefficients continus
½
f (n) (x) + a1 (x) f
(n−1) (x) + a2 (x) f
(n−2) (x) + ...+ an (x) f (x) = g (x)






















(x− t)n−1 ϕ (t) dt. (2.11)
ii) Considérons un exemple sur le problème aux conditions limites:
Ramenons le problème aux conditions limites suivant à une équation intégrale,
PL2
½
y(2) + λy = x

















t, t ≤ x ≤ 2π
(2.13)
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la solution du problème aux limites PL2 est donnée par








cette équation est du type Fredholm, ainsi la résolution du problème aux conditions
limites se ramène à celle d’une équation intégrale du type Fredholm.
2.2 Classification des équations intégrales
En théorie classique, on distingue une différence entre équation intégrale de Volterra
et équation intégrale de Fredholm. Dans l’équation intégrale de Fredholm les bornes
d’intégration sont fixées, tandisque dans l’équation intégrale de Volterra les bornes
d’intégration sont variables. Par analogie aux équations différentielles la distinction
se fait sentir au niveau du problème aux conditions initiales et du problème aux con-
ditions limites [20, 21].
L’équation intégrale suivante :
cy(t) = f(t) + λ
bZ
a
K (t, s, y (s)) ds, a ≤ t ≤ b (2.15)
est un exemple d’une équation intégrale de Fredholm, et l’équation intégrale suivante
:
cy(t) = f(t) + λ
tZ
a
K (t, s, y (s)) ds, a ≤ t (2.16)
est un exemple d’une équation intégrale de Volterra, où f(t)et K (t, s, y (s)) sont
des fonctions connues, y(t) est la fonction inconnue, c ∈ {0, 1}, et λ un paramètre
numérique .
Si c = 0 , dans (2.15) ou (2.16), l’équation intégrale obtenue est appelée équation
18
Section 2.2 Classification des équations intégrales
intégrale de première espèce.
Si c = 1 dans (2.15) ou (2.16), l’équation intégrale obtenue est appelée équation
intégrale de seconde espèce .
SiK (t, s, y (s)) = K(t, s)y (s) les équations (2.15) et (2.16) sont dites linéaires,
autrement sont dites non linéaires. Une équation linéaire avec un noyau symétrique si
k (x, t) = k (t, x), cette propriété joue un role important dans les équations intégrales
de Fredholm.
Si f (t) = 0 dans (2.15) ou (2.16) l’équation intégrale obtenue est appelée équa-
tion intégrale homogène.
L’équation intégrale de Volterra peut se transformer aussi en une équation non
linéaire du type de Hammerstein [22]
y (x) = f(x) + λ
tZ
a
K (x, t)Y (t, y (t)) dt (2.17)
• Equations intégrales à noyau dégénéré:
Le noyau d’une équation intégrale linéaire est dit dégénéré s’il est la somme d’un
nombre fini de produits de fonctions de x seul par des fonctions de t seul, c’est -à-dire
il est de la forme
K (x, t) =
nX
j=1
aj (x) bj (t) ; (2.18)
les fonctions aj (x) et bj (t) seront supposées continues dans le carré [a, b]× [a, b] ,et
linéairement indépendantes.
• Equations intégrales du type convolution
Sont des équations intégrales linéaires dont le noyau K (x, t) dépendant que de
la différence des arguments c’est-à-dire K (x, t) = K (x− t) , donc l’équation
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intégrale du type convolution est de la forme suivante
y (x) = f (x) + λ
xZ
0
K (x− t) y (t) dt (2.19)
cette classe d’équations comprend par exemple l’équation d’Abel généralisée.
• Equations intégrales singulières
Une équation intégrale [23, 24] est dite singulière si:
i) l’intervalle d’intégration n’est pas borné c-à-d, il est de l’une des formes suivantes
]−∞, b] ; [a,+∞[ ; ]−∞,+∞[ ou;
ii) le noyau est singulier ( n’est pas régulier), ou bien le noyau est discontinu.
iii) le noyau de l’équation intégrale K (x, t) = P (x,t)
(x−t)α , avec 0 < α < 1, et







où ϕ (x) est la fonction inconnue, f (x) une fonction donnée, est un exemple d’une

















(x− t)αdt où α une constante, telle que 0 < α < 1 (2.22)




















REMARQUE 2.1 L’équation intégrale d’Abel est souvent déduite du problème de mé-
canique.
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C H A P I T R E 3
Notions sur le Polynôme de Lagrange
3.1 Introduction
Les polynômes sont des fonctions simples, faciles à évaluer; donc pour représen-
ter une fonction f par une fonction simple c’est en général faire approcher f par
un polynôme, et cette approximation est toujours possible; puisque toute fonction
peut être approchée, en un sens ou un autre par des polynômes, d’après le théorème
d’approximation de Weierstrass [25].
Il existe plusieurs méthodes d’approximation, mais nous allons aborder unique-
ment une méthode d’approximation dite la méthode d’interpolation de Lagrange.
3.2 Formule d’interpolation de Lagrange: Position du
problème
Soient une fonction f [a, b]→ R continue et
σ = {a =< x0 < x1 < ... < xn = b}, une subdivision de l’intervalle [a, b], les
points x0, x1,... xn s’appellent points d’interpolation.
On note par Pn l’espace vectoriel des polynômes de degré inférieur ou égal à n;
dimPn = n + 1. Le problème d’interpolation de la fonction f par la formule de
Lagrange consiste à déterminer un polynôme P ∈ Pm qui coïncide avec la fonction
f aux points (xj)0≤j≤n . Ce polynôme est -il unique ? et quelle erreur commet -on
si on remplace f(x) par p(x)? en d’autres termes calculons la quantité suivante
R(x) = f(x)− p(x).
22
Section 3.2 Formule d’interpolation de Lagrange: Position du problème
THEOREME 3.1 Pour tout choix de (n+ 1) points de la subdivision de [a, b] et pour
toute donnée (f(x0), ...; f(xn)), il existe un unique polynôme P ∈ Pn qui verifie:
P (xj) = f(xj), ∀j = 0, 1, ..., n (3.1)
PREUVE 3.1 Pour chercher une solution dans Pm, on doit déterminer m+ 1 points











j = f(xj) ∀j = 0, 1, ..., n (3.3)
on a ainsi n + 1 équations à m + 1 inconnus, il est naturel de prendre m = n
et de résoudre le problème d’interpolation dans l’espace vectoriel Pn. A partir de la
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ou sous forme matricielle
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. . . . . .


















































(xi − xj) 6= 0 (3.5)
(déterminant deVandermonde), donc le système (S) possède une solution (a0, a1, ..., an)
unique. Désignons par Ln (x)le polynôme d’interpolation de Lagrange.
3.3 Calcul des coefficients de Lagrange
COROLLAIRE 3.1 Pour tout choix de n+ 1 points de la subdivision [a, b]
et ∀j ∈ {0, 1, ..., n}; il existe un unique polynôme de degré
inférieur ou égal à n satisfaisant:
Φi (xj) = δij , i = 0, 1, ..., n (3.6)
où δij est le symbole de Kronecker:
δij =
½
1 si i = j
0 si i 6= j (3.7)
D’abord, nous calculons explicitement les
Φi (x)
pour i 6= j , Φi (xj) = 0 et pour i = j , Φi (xi) = 1, on a donc :





où c est une constante à déterminer et comme
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Section 3.3 Calcul des coefficients de Lagrange



































f (xi)Φi (x) (3.12)
coïncide avec le polynôme d’interpolation de la fonction f aux points xi. Comme
il est de degré inférieur ou égal à n, il est donc égal à ce polynôme d’interpolation.
D’après le théorème précédent on peut donc écrire le polynôme d’interpolation de




























(xi − xj) (3.16)
il s’ensuit que la formule d’interpolation du polynôme de Lagrange peut-être écrite


























i (x) f (xi) (3.19)
3.4 Erreur de la formule de Lagrange
THEOREME 3.2 Soient f une fonction de classe Cn+1 sur [a, b] et Ln (x) son
polynôme d’interpolation de Lagrange en n+ 1 points x0, x1, ..xn dans [a, b], alors
quelque soit x ∈ [a, b], il existe un nombre ξx ∈ [a, b] tel que






PREUVE 3.2 On pose:





Section 3.4 Erreur de la formule de Lagrange
k est une constante qui sera choisie par la suite. Remarquons que u(x) possède n+1
racines aux points x0, x1, ...xn. Choisissons maintenant k de sorte que u(x) ait une
(n+ 2 ) − ième racines en un point quelconque −x fixé dans [a, b], −x6= xi ∀i ∈































pour cette valeur de la constante k la fonction u (x) a n+1 racines sur [a, b] et s’an-







En appliquant le théorème de Rolle sur chaque intervalle pour la fonction u (x), on
voit que u/ (x) a au moins n + 1 racines sur l’intervalle [a, b], et on procède de
la même façon jusqu’à la dérivée d’ordre n on pouvait finalement remarquer que
la fonction u(n+1) (x) possède au moins une racine dans l’intervalle [a, b] c-à-d :
∃ξ ∈ ]a, b[ tel que u(n+1) (ξ) = 0. Comme la dérivée d’ordre n + 1 de Ln (x)
égale à 0 c-à-d :
L(n+1)n (x) = 0
et Y(n+1)
n+1
(x) = (n+ 1)!
l’équation (3.21) entraine la relation suivante:













































x est quelconque cette formule peut s’écrire:













on obtient l’estimation suivante de l’érreur absolue de la formule d’interpolation de
Lagrange.





REMARQUE 3.1 L’erreur Rn (x) (3.28) de la formule de Lagrange est, à une con-
stante numérique près, le produit de deux facteurs, dont l’un, f (n+1) (x) , dépend des






n’est déterminé que par le choix des points d’interpolation. Dans le cas d’une mau-
vaise répartition des points d’intrepolation {xj , j = 0, ..., n}, la borne supérieure
de la valeur absolue de l’erreur Rn (x) peut être très grande. Le choix des points






soit sur le segment [a, b] minimale. Ce problème a été résolu par P.Tchébychev qui a
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montré que dans ce sens le meilleur choix des points d’interpolation est donné par la



















C H A P I T R E 4
Equations intégrales de Volterra
Les équations intégrales sont utilisées le plus souvent pour obtenir la solution de
problèmes issus d’un modèle différentiel . La transformation vers le modèle intégral
s’appelle ’’méthode intégrale’’. L’idée de base de quelques équations différentielles
est de rechercher la solution sous forme d’une représentation intégrale. Cette note in-
troductive s’attache plus particulièrement aux aspects usuels de la méthode, à la com-
préhension des problèmes physiques et mathématiques sous-jacents, afin de donner
une capacité de saisir les éléments de base à bon escient, et de les mettre en oeuvre.
Les aspects théoriques seront présentés plus brièvement.
DEFINITION 4.1 On appelle opérateur intégral associé à la fonctionK ∈ (C [a, b])2




K (x, t) f (t) dt (4.1)
la fonctionK (x, t) s’appelle le noyau de cet opérateur, sa norme est notée
k K k= sup
kfk=1
k Kf k (4.2)
DEFINITION 4.2 Soit K (x, t) le noyau de l’opérateur K , les opérateurs suivants
K1,K2, ...,Kn définis par:
K1f = K , K2f = K (K1f) , ...,Knf = K (Kn−1f)
s’appellent opérateurs (noyaux) itérés, le noyau deKn est donné par
K1 (x, t) = K (x, t)
Kn (x, t) =
Z b
a
k (x, y)Kn−1 (y, t) dy pour n ≥ 2 (4.3)
DEFINITION 4.3 Le noyau de Volterra sur un intervalle borné [a, b] est une fonction
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K (x, t) telle que K (x, t) = 0 si tix.
SoientK un noyau de Volterra continu sur [a, b]× [a, x], f une fonction continue
sur [a, b] et λ un paramètre numérique. On appelle équation intégrale linéaire de
Volterra de seconde espèce l’équation suivante:
ϕ (x) = f (x) + λ
Z x
a
K (x, t)ϕ (t) dt (4.4)
où ϕ est la fonction inconnue.
THEOREME 4.1 L’équation (4.4) admet une solution unique et continue, cette solu-
tion est donnée par:
ϕ (x) = f (x) + λ
Z x
a
H(x, t;λ)f (t) dt
où H (x, t;λ) =
∞X
n=0
λnKn+1 (x, t) (4.5)
ou
ϕ (x) = lim
n→+∞
(f (x) + λKf (x) + ...+ λnKnf (x)) (4.6)
Si λ = 0 ϕ (x) = f (x) solution triviale, on suppose par la suite λ 6= 0.
Au noyau K(x, t) on associe un opérateurK dans l’espace C [a, b], et l’équation
(4.4) s’écrit
(I − λK)ϕ = f (4.7)
D’après un théorème d’analyse fonctionnelle si
|λ| < 1k K k (4.8)
alors l’opérateur inverse
(I − λK)−1 (4.9)
existe et égal à
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I + λK + (λK)2 + ...+ (λK)n + ... (4.10)
4.1 Existence de la solution
En cherchant donc la solution de l’équation (4.4) sous la forme d’une série entière




λnϕn(x) = ϕ0 (x) + λϕ1 (x) + λ
2ϕ2 (x) + ...+ λ
nϕn (x) + ... (4.11)
et en portant formellement cette série dans l’équation (4.4) il vient:
ϕ (x) = ϕ0 (x) + λϕ1 (x) + λ
2ϕ2 (x) + ...+ λ
nϕn (x) + ...









= f(x) + λ
Z x
a
K(x, t) (ϕ0 (t) + λϕ1 (t) + ...+ λ
nϕn (t) + ...) dt
(4.12)
en identifiant les coefficients on obtient:






























K(x, t)ϕn−1 (t) dt (4.13)
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Section 4.2 Unicité de la solution
Sous les hypothèses faites sur f(x)et K(x, t), on démontre que la sérieP
n=0
λnϕn (x) dont les coefficients sont donnés par (4.13) constitue effectivement
une solution de l’équation (4.4), ainsi on pose
sup
x
|f(x)| =M , sup
(x,t)
|K(x, t| = N (4.14)
on a alors
















ainsi la série de terme général λnϕn(x) converge pour toute valeur de λ, cette con-
vergence est absolue et aussi uniforme sur l’intervalle [a, b]. Il resulte que la solution
obtenue formellement est effectivement une solution de l’équation intégrale (4.4).
4.2 Unicité de la solution
Supposons que l’équation (4.4) admette deux solutions ϕ1et ϕ2 posons leur dif-
férence Ψ:




K (x, t)Ψ (t) dt
|Ψ (x)| ≤ |λ|N
Z x
a
|Ψ (t)| dt (4.19)
d’après le lemme de Gronwall, on déduit que Ψ(x) = 0, donc la solution est unique.
DEFINITION 4.4 Soit K(x, t) un noyau de Volterra sur ([a, b])2 , l’équation de-
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Volterra de première espèce est une équation de la forme:Z x
a
K(x, t)ϕ (t) dt = f (x) (4.20)
Cette équation en général est plus difficile à résoudre que celle de seconnde espèce
sauf si les fonctions f etK sont assez régulières, dans ce cas l’équation (4.7) peut-
être ramenée à une équation de seconde espèce.
THEOREME 4.2 Sous les hypothèses suivantes
i) f de classe C1 [a, b] et f (a) = 0.
ii)K(x, t) et Kx(x, t) = ∂K(x,t)∂x sont continues dans l’intervalle 0 ≤ t ≤ x ≤ b
iii)K (x, x) 6= 0 ∀x ∈ [a, b]
l’équation (4.7) se ramène alors à une équation de seconde espèce.










ϕ (x) = F (x) + γ
Z x
a
Γ (x, t)ϕ (t) dt (4.21)
où F (x) = fx(x)k(x,x) , Γ (x, t) =
Kx(x,t)
K(x,x) et γ = −1.
REMARQUE 4.1 Sous les hypothèses du théorème précédent, l’équation (4.7) est
équivalente à (4.4) donc l’équation (4.7) possède une solution continue et une seule
sur [a, b]. Toute solution ϕ continue sur [a, b] de l’équation (4.7) vérifie évidemment
l’équation (4.4). Inversement, toute solution continue sur [a, b] l’équation (4.4) véri-
fie l’équation (4.7) [25].
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C H A P I T R E 5
Méthode quadratique intégrale généralisée
Cette partie est consacrée à l’étude numérique des solutions des équations inté-
grales de Volterra linéaires basées essentiellement sur la méthode quadratique inté-
grale généralisée (QIG).
5.1 Introduction
Les équations intégrales de Volterra interviennent dans de nombreuses disciplines
scientifiques [26] dont les applications telles que, l’électromagnétisme, la mécanique
des solides, la mécanique des fluides, ect ..., d’une part et d’autre part, d’extensives
études théoriques et numériques ont été largement développées dans ces dernières
années [27].
Généralement les différents types de ces équations intégrales de Volterra apparais-
sant de façon naturelle en relation avec les modèles physiques représentés par les
systèmes d’équations différentielles ordinaires EDO et d’équations aux dérivées
partielles EDP , lesquels peuvent se ramèner à des équations intégrales de différents
types [8, 22, 25, 28].
En effet un grand nombre d’algorithmes pour les EDO sont valables pour l’équa-
tion intégrale de Volterra, et réciproquement. En pratique il est arrivé souvent que
l’éfficacité des solutions des équations intégrales de Volterra est contrebalancée par
les systèmes de ces équations. Plusieurs méthodes ont été proposées pour résoudre
les équations intégrales de Volterra linéaires et non linéaires [29, 30].
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5.2 Formulation
Considérons l’équation intégrale de Volterra de seconde espèce avec un noyau non
singulier
f(x) = ϕ (x) + λ
Z x
0
K(x, t)f(t)dt, 0 ≤ x ≤ T (5.1a)
où λ est un paramètre numérique,ϕ : x→ ϕ (x) est une fonction donnée, etK(x, t)
est le noyau de l’équation intégrale. Les fonctions dans (5.1a) sont supposées assez
















La fonction f est supposée identifiable par interpolation au moyen d’un polynôme
de Lagrange de degré inférieur ou égal à N , alors il vient
f(xj) = PN,k(xj) (5.5)
avec
PN ,k (x) =
GN(x)
(x− xk)G(1)N (xk)

















CmjK(xm, xj)PN,k (xj) (5.7)







, j = 0, 1, ..., N sont les points d’interpolation, les
Cmj représentent les coefficients ou poids de l’intégrale simple et sont des inconnus
à déterminer, et PN,k(xj) sont les polynômes d’interpolation de Lagrange associés
avec la base de points discrets {xj}, et PN,k (xj) = δjk =
½
1, j = k
0, j 6= k et par suite
Cmj = K
−1(xm, xj)Uj(xm) (5.8)





K−1(xm, t)PN,j (t) dt (5.9)
Dans le but de trouver une expression simple pour le polynôme PN,k (t), on écrit
PN,k (t) = (t− x0)Q(N, l, k; t), N ≥ 1 (5.10)





















l , N ≥ 1 (5.13)





















Les premiers membres des égalités (5.14) sont les sommes des combinaisons une à

















K (xm, s) t
l dt, m = 0, ..., N (5.16)
Dans les calculs pratiques , au lieu d’utiliser (5.16) pour évaluer Cii d’autres re-
lations peuvent-être établies pour obtenir Cii . Par conséquent les relations (5.7) et








K(xm, t)dt, pour m = 0, ..., N (5.17)






j=0 , j 6=i
Cij K (xi, xj), pour i = 0, ..., N (5.18)
où K (xm, t) = K(xm,t)K(xm,xm) .
REMARQUE 5.1 L’inconvénient de la technique d’interpolation polynomiale de La-
grange, c’est qu’on ne sait pas quel degré du polynôme on devrait utiliser, si le degré
du polynôme est trop bas, alors le polynôme ne donne pas de bonnes estimations pour
la fonction, si le degré du polynôme est trop haut, il peut y avoir d’indésirables os-
cillations dans les valeurs du polynôme. Pour cela , on peut adopter une stratégie de
choix des points utilisés dans la construction des polynômes d’interpolation.
REMARQUE 5.2 Le point essentiel concernant les applications de cetteméthode (QIG)
est comment déterminé de manière efficace les coefficients ou poids nécessaires à une
bonne estimation de la fonction inconnue. On peut voir que (5.16) et (5.18) sont de
trés simples expressions algébriques pour Cij, et il n’y a pas de restriction dans le
choix des points d’interpolation, sauf dans des situations qui ne sont pas favorisantes.
REMARQUE 5.3 Si on sait à priori que la fonction est régulière, un polynôme de
degré petit est utilisé et peut fournir de bons résultats. Les expressions (5.16) et
(5.18) constituent des formules complètes pour la détermination des coefficients du
poids, ceci veut dire qu’il n’est pas nécessaire de résoudre un système d’équations
algébriques linéaires qui peut-être mal conditionné quand le nombre de points d’in-
terpolation est raisonablement grand, et il n’y a pas de restriction sur les points (xi).
De plus les expressions du calcul des coefficients sont simples et faciles à mettre en
oeuvre numériquement, cependant, ceci veut dire qu’on n’a même pas besoin d’écrire
un système d’équations algébriques, mais de résoudre le problème pas à pas par rap-
port à x. Une fois les valeurs de la fonction en tous les points d’interpolation (xi)
sont obtenues, il est alors facile de déterminer les valeurs dans tous le domaine par
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f(xj)PN , j (x) (5.19)
où PN ,j (x) sont les polynômes d’interpolation de Lagrange donnés par (5.6).
5.3 Description de l’algorithme pour évaluer la fonction
inconnue
On écrit l’équation (5.1a) sous la forme suivante:
fp = ϕp + λ
pX
j=0
CpjKpjfj , p = 0, ..., N (5.20)
où fi , ϕi et Kpj sont des quantités pour f(xi), ϕ(xi) et K(xp, xj) respective-
ment. L’équation (5.20) peut être écrite en abrégée sous forme matricielle, donc il
s’agit d’un système d’équations algébriques linéaires c’est-à-dire:
(I − λR)F = Φ (5.21)
où les composantes de F et Φ sont fp et ϕp respevtivement, R = CK où
Rij = CijKij et les composantes Cij sont données par (5.16) et (5.18). D’un point






Si nous considérons l’équation (5.1a) comme équation vectorielle, pour le vecteur
f(t)deM fonctions, alors le noyauK(x, t) est une matrice d’ordre M 2. L’équation
(5.20) peut être considérée comme équation vectorielle. Pour chaque p = 0, 1, ..., M ,
alors on cherche la solution de (M + 1)×(M + 1) ensemble d’équations algébriques
linéaires.
Soit TOLV la valeur de tolérance, alors pour deux itérations consécutives, la
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Section 5.4 Test numérique
condition suivante sera prise en considération pour chaque point de maillage kf (i)−
f (i−1)k ≤ TOLV , i ≥ 2.
Etape 1: On donne les points d’interpolation (xi), ensuite on construit le polynôme
d’interpolation PN ,k (x) défini par (5.6) avec le système (5.14), les points d’inter-
polation peuvent être calculés comme suit: on pose xi = ih i = 0, 1, ..., N où h
désigne le pas fixé, mais il est utile d’utiliser les points de Tchebycheff donnés dans
la section ’’formulation’’ .
Etape 2: Comme le noyau K (x, t) est une fonction donnée, alors on calcule les
coefficients Cik en utilisant
l’équation (5.16), pour i = 0, 1, ..., N et k = 0, 1, ..., N avec i 6= k, et pour
les coefficients Cii, en utilisant l’équation (5.18) pour i = 0, 1, ..., N .
Etape 3: Commeϕ :x→ ϕ (x) est une fonction donnée, on calcule les ϕi pour i =
0, 1, ..., N . Pour la valeur x = 0, la fonction f est supposée identifiable à ϕ.
Etape 4: Cherchons la solution du système par le processus itératif en utilisant la
méthode itérative de Gauss-Seidel dont le dernier terme s’écrit







p , k = 0, 1, 2, ..., p = {i}Ni=0 (5.22)
où l’approximation initiale est F (0) = Φ.
Etape 5: On construit la fonction f en utilisant l’expression (5.19).
5.4 Test numérique
Du point de vue pédagogique et principalement scientifique, il est d’usage de procéder
à la vérification de l’efficacité de la méthode développée dans la section précédente,
nous allons donc, essayer de présenter quelques résultats de solutions numériques et
les comparer avec les solutions analytiques exactes.
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(t− x) f(t)dt (5.23)
La solution analytique de cette équation est f(x) = sin (x). Pour les solutions
numériques TOLV = 10−3 dans 0 < x < 5 et pour des points d’interpolation
N = 8 sont utilisés. On trouve que la solutoin numérique et la solutoin analytique
sont presque identiques et les résultats sont très satisfaisants. (Figure 1)
0 . 0 0 1 . 0 0 2 . 0 0 3 . 0 0 4 . 0 0
x
- 0 . 8 0
- 0 . 4 0
0 . 0 0
0 . 4 0
0 . 8 0
1 . 2 0
f(x
)
Figure 1: Résultat analytique: trait en plein, présente méthode: trait en tiret- point.
EXEMPLE 5.2 Soit l’équation intégrale de Volterra suivante:
f(x) = x2 + λ
Z x
0
(x− t) f(t)dt , λ 6= 0 (5.24)






pour λ = 1, et
λ = 4 on procède de la même manière, avec une erreur de tolérance TOLV =
10−3 pour 0 ≤ x ≤ 3 et un polynôme d’interpolation d’ordre 8. Comme l’exem-
ple précédent les solutions numériques et analytiques sont presque semblables et les
resultats sont très encourageants. (Figure2)
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Section 5.4 Test numérique
0 . 0 0 1 . 0 0 2 . 0 0 3 . 0 0
x
0 . 0 0
4 0 . 0 0
8 0 . 0 0





Figure 2: Résultat analytique: trait en plein, présente méthode: trait en tiret- point.
EXEMPLE 5.3 Dans cet exemple , on considère une équation intégrale de Volterra







La solution exacte de cette équation est f(x) = exp (πx) erf c (
√
πx), où erf c (
√
πx) =
1 − erf (
√
πx). Dans l’équation (5.25) la singularité peut être évitée par le change-
ment de variable suivant en posant u =
√
x− t , l’équation (5.25) devient









pour les solutions numériques de cette équation on applique la méthode pour une
valeur de tolérance TOLV = 10−3 et un polynôme d’interpolation d’ordre N = 8
sur [0, 12]. On constate que les solutions numériques et analytiques sont presque
identiques dans le début de l’intervalle, c’est-à-dire dans [0, 10]. Mais la solution
décroit rapidement sur [10, 12]et le résultat est relativement moins bon. En pareil cas
on prend un polynôme d’interpolation d’ordreN = 12 dans l’intervalle [10, 12] et on
constate une nette amélioration de la solution numérique qui est presque confondue
avec la solution analytique. (Figures 3(a, b))
43











  12    10    8   6   4   2   0   
    0.8   
   0.6   
   0.4   
   0.2   
    0   











Figure 3b: Résultat analytique: trait en plein, présente méthode: trait en point rond.
REMARQUE 5.4 La méthode précédente, peut être appliquée dans le cas de l’équa-
tion intégrale de Volterra de première espèce, avec quelques modifications. Sup-
posons que les conditions suivantes soient vérifiées:
i)K (x, t) et Kx (x, t) = ∂K(x,t)∂x sont continues dans 0 ≤ t ≤ x ≤ T.
ii)K (x, x) 6= 0 pour tout x.
iii) ϕ ∈ C1 ([0, T ]) et ϕ (0) = 0.
Alors l’équations intégrale de Volterra de première espèceZ x
0
K (x, t) f (t) dt = ϕ (x) (5.27)
44
se ramène à une équation intégrale de Volterra de seconde espèce. En effet , en déri-
vant cette égalité par rapport à x , on obtient l’équation suivante:
f(x) = Φ (x) + γ
Z x
0
κ (x, t) f (t) dt (5.28)
où Φ (x) = ϕx(x)K(x,x) , κ (x, t) =
Kx(x,t)
K(x,x) et γ = −1. L’équation (5.28) est une équation
intégrale de Volterra de seconde espèce et est équivalente à (5.1a).
.
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C H A P I T R E 6
Généralisation à l’équation intégrale de
Volterra au cas non linéaire




K (x, t)Γ (t, f (t)) dt = 0 (6.1)
Pour l’existence et l’unicité des solutions de cette équation (6.1), on sait que la ré-
solution d’une équation différentielle ordinaire pour des conditions initiales données
peut se ramener à la résolution d’une équation intégrale de Volterra non linéaire [29].
Considérons des équations plus générales de la forme:
f(x) = ϕ (x) +
Z x
0
F (x, t, f(t))dt (6.2)
THEOREME 6.1 Sous les hypothèses suivantes, la fonction F continue dans le do-
maine [0, T ]× [0, T ]× [0, T ] et satisfait à la condition de Lipschitz
|F (x, y, z1)− F (x, y, z2)| ≤ L |z1 − z2| , (6.3)
par rapport à z.
La fonction f est continue dans [0, T ], s’annulle au point x = 0, et elle satisfait à
la condition de Lipschitz
|f (x1)− f (x2)| ≤ l |x1 − x2| , (6.4)
Soit Ω le domaine défini par, |x| ≤ T 0, avec T 0 = min ¡T, Tl+M ¢ , M =
supF (x, y, z).
Alors l’équation intégrale non linéaire de Volterra de seconde espèce (6.2) possède
une solution et une seule dans Ω [22, 29, 31]. Donc l’équation (6.1) admet une solu-
tion unique est cette solution peut être cherchée par la méthode des approximations
successives.
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Dans le but d’appliquer la méthode précédente, on écrit l’équation (6.1) sous la
forme suivante:
f + λkΨf = 0 (6.5)




K (x, t) g (t) dt (6.6)
et l’opérateur Ψ est l’opérateur de Nemychii pour Γ, i.e
(Ψf) (t) = Γ (t, f (t)) (6.7)
Dans la perspective de la recherche des solutions approximatives f de l’équation
intégrale (6.1), nous allons essayer d’appliquer les résultats du chapitre précédent,
l’équation (6.1) devient
f (xm) + λ
NX
j=0
CmjK(xm, xj)Γ(xj, f(xj)) = 0, m = 0, ..., N (6.8)
où les coefficients Cij sont exprimés par :





CmjK(xm, xj)Γ(xj, 0) ,
k = 0, ..., N (6.9)
et
(kF )k (xm) =
Z xm
0
K(xm, y)Γ(y, PN,k(y))dy (6.10)
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A ce stade on est arrivé à pouvoir généraliser les résultats de la méthode quadratique
intégrale généralisée dans le cas des équations intégrales non linéaires.
La relation (6.9) est un système réel deM ×M équations àM ×M coefficients
inconnus où M = N + 1. La ralation (6.8) est un système d’équations algébriques
non linéaire qui peut être résolu par des algorithmes non linéaires par exemple la
méthode Newton-Raphson [32].
6.1 Mise en oeuvre numérique
Dans l’article [29] une méthode de décomposition est donnée pour la solution des
équations intégrales aléatoires de Volterra. Malheureusement, il n’’y a pas de con-




Un, où ω est un paramètre.
Westreuch et Cahlon [33] ont analysé plusieurs méthodes différentes pour la résolu-
tion numérique des équations intégrales de Volterra non linéaires, une des méthodes
recommandées est paratiqument basée sur la méthode d’interpolation polynomiale
quadratique discrète pour Γ (x, t, f (t)) , en tous les points.
Les résultats précédents peuvent être appliqués à l’équation intégrale aléatoire de
Volterra, avec une légère modification [34].
EXEMPLE 6.1 Cas non linéaire:
Afin d’effectuer un examen de cette méthode au cas non-linéaire, considérons










dt = 0 (6.11)
c’est-à-dire dans l’équation (6.1), on pose λ = −1, K(x, t) = exp(−x + t)
et Γ (t, f (t)) = f (t)+e−t+exp (−f (t)− e−t), la solution exacte est de la forme:
f(x) = − exp(−x) + log(x+ e).
Dans cet exemple l’interpolation polynomiale de Lagrange d’ordre 8 est employée
pour résoudre ce problème avec TOLV = 10−4. Le système d’équations non
linéaires (6.8) est resolu par la méthode de Newton-Raphson. Les solutions numériques
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Section 6.2 Discussion et conclusion
et analytiques sont identiques et les résultats sont satisfaisants. (Figure 4)
0 . 0 0 4 . 0 0 8 . 0 0 1 2 .0 0 1 6 . 0 0 2 0 . 0 0
x
0 . 0 0
1 . 0 0
2 . 0 0
3 . 0 0
4 . 0 0
f(x
)
Figure 4: Résultat analytique: trait en plein, présente méthode: trait en tiret- point.
6.2 Discussion et conclusion
Dans ce présent travail, nous nous sommes intéressés aux solutions numériques des
équations intégrales du type Volterra de première et seconde espèce, en utilisant une
nouvelle méthode quadratique intégrale généralisée. Nous avons dégagé les principes
de base de la construction des solutions dans le cas linéaire et non-linéaire.
Cette méthode de résolution numérique consiste à chercher les solutions par voie de
construction de la fonction inconnue en utilisant l’interpolation polynomiale de La-
grange et de manière très différente, en la comparant avec les autres méthodes d’in-
terpolations standards. Les résultats obtenus sont très satisfaisants, sous certaines
conditions mathématiques imposées à la fonction inconnue , autrement dit si la fonc-
tion inconnue se laisse approcher au moyen des polynômes.
Cette nouvelle méthode quadratique intégrale généralisée proposée dans ce travail
est basée essentiellement sur la construction de la fonction inconnue c’est-à-dire, l’é-
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valuation des solutions des équations intégrales du type Volterra dans les deux cas
linéaires et non-linéaires, en utilisant la formule d’’interpolation polynomiale de La-
grange mais avec une nouvelle approche.
Cette méthode va nous permettre de dégager deux expressions pour les solutions
numériques des équations intégrales de Volterra et sont d’un grand intérêt pratique.
Pour l’exemple 3, les résultats ne sont pas vraiment très bons puisque dans l’inter-
valle [10, 12]les solutions décroissent rapidement, et présentent quelques fortes oscil-
lations.
Dans de telle situation on essaie de résoudre l’equation (5.19) en premier lieu avec
une subdivision (des points d’interpolation) standard de l’intervalle [0, 10], et pour la
deuxième étape nous nous insistons beaucoup sur le choix des points d’interpolation
de l’intervalle [10, 12] avec l’interpolation polynomiale de Lagrange correspondante
et le maïllage doit être raffiné. Le nombre de points nécessaire est N = 12, et le
nombre moyen d’itérations de la méthode Gauss-Seidel sur l’intervalle [10, 12] est
k = 42.
En général nous fournissons une valeur de tolérance TOLV modérée puisque la
précision exigée ne peut être jamais réalisée pour une valeur de tolérance TOLV très
petite. La précision peut être contrôlée en faisant changer la valeur de tolérance
TOLV.
Notre souci de discusion concerne également les problèmes de calcul, quand un
traitement parallèle est disponible, peut accélérer la vitesse de calcul des aspects
numériques , comme il est indiqué par exemple dans les formules (5.14), (5.16) et
(5.18), des sommes et des produits ou la combinaison des deux, dans le cas échéant
les moyens qui sont a notre disposition sont vainement utilisés.
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La méthode quadratique intégrale généralisée est une technique numérique qui permet
de résoudre de manière approchée les équations différentielles [35] ou les équations
intégrales quelles que soient les conditions aux limites que l’on impose. Elle consiste
plus précisément à transformer le système différentiel [36] ou intégral en un système
d’équations linéaires qui présente l’avantage d’être triangulaire ou plein ou encore
dans des situations particulières symétrique. Dans cette méthode dite quadratique in-
tégrale, seule la discrétisation de l’intégrale par une séquence de points est nécessaire.
En contre partie, les systèmes matriciels formés sont pleins et non symétriques dans
le cas de l’équation intégrale de Volterra que nous avons proposé son élaboration.
Il est aussi permis de traiter le même problème en passant à une forme triangulaire,
mais les calculs testés par un cas élémentaire ont montré un résultat moins satisfaisant
comparé avec le cas plein. Ce traitement a été abandonné prématurément.
Il faut noter également que l’équation intégrale quand elle fait intervenir un noyau
singulier, et à ce stade d’évaluation, souvent l’introduction de la valeur principal de
Cauchy par des techniques numériques spécifiques sont souhaitables, mais le temps
de calcul est augmenté considérablement. Cette considération ne fournit pas tou-
jours des résultats acceptables surtout quand le temps d’exécution est non limité et
la situation numérique devient trop coûteuse. Dans un prochain article, nous pen-
sons introduire dans le cas échéant le concept de la transformée d’Abel dans laquelle
l’existence et l’unicité de la solution sont toujours assurées.
Pour conclure, l’équation intégrale se révèle être couramment utilisable dans la
recherche des nombreux problèmes issus du champs mathématique. La résolution
numérique de l’équation intégrale par son implémentation en un système d’équation
linéaire à coefficients constants a autorisé de réaliser de modèles mathématiques de
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