The distribution of fitness effects (DFE) encompasses deleterious, neutral and beneficial mutations. It conditions the evolutionary trajectory of populations, as well as the rate of adaptive molecular evolution (α). Inference of DFE and α from patterns of polymorphism (SFS) and divergence data has been a longstanding goal of evolutionary genetics. A widespread assumption shared by numerous methods developed so far to infer DFE and α from such data is that beneficial mutations contribute only negligibly to the polymorphism data. Hence, a DFE comprising only deleterious mutations tends to be estimated from SFS data, and α is only predicted by contrasting the SFS with divergence data from an outgroup. Here, we develop a hierarchical probabilistic framework that extends on previous methods and also can infer DFE and α from polymorphism data alone. We use extensive simulations to examine the performance of our method. We show that both a full DFE, comprising both deleterious and beneficial mutations, and α can be inferred without resorting to divergence data. We demonstrate that inference of DFE from polymorphism data alone can in fact provide more reliable estimates, as it does not rely on strong assumptions about a shared DFE between the outgroup and ingroup species used to obtain the SFS and divergence data. We also show that not accounting for the contribution of beneficial mutations to polymorphism data leads to substantially biased estimates of the DFE and α. We illustrate these points using our newly developed framework, while also comparing to one of the most widely used inference methods available.
shows a schematic of the data and the model. We offer 158 below a summary of the assumptions and theory underlying Schematic of data and model. Throughout the figure, gray and green filling indicates sites that are assumed to be evolving neutrally or potentially under selection, respectively, while red and blue outline indicates polymorphism and divergence data (expectations), respectively. (A) The history and coalescent tree of two populations: the ingroup (on the left side), for which polymorphism data is collected, and the outgroup (on the right side), for which divergence counts are obtained. A total of n sequences are sampled from the ingroup (marked in red), with the most recent common ancestor (MRCA) found at s. The MRCA of the whole ingroup population is found at i. From the outgroup we typically have access to one sequence (marked in blue). The total evolutionary time between s and the sampled outgroup sequence can be divided into the time from s to i (blue dot-dash line) and T, the time from i to the sampled outgroup sequence (blue full line). (B) Site frequency spectrum and divergence counts (p z (i) and d z , with z ∈ {neut, sel} and 1 ≤ i < n). (C) Expected counts (E [ P z (i) ] and E [ D z ], with z ∈ {neut, sel} and 1 ≤ i < n), model parameters and relations between parameters, expectations and data. (D) Expectations as a function of S, for θ = 0.001 and λ = 0.005. our approach. Further details on the likelihood function, its 160 implementation and numerical optimization can be found in the 161 Supplemental Material.
162
Notations and assumptions 163 The data is divided into sites that are assumed to be either sites 164 that evolve neutrally (henceforth marked by the subscript neut), 165 or sites that bear mutations with fitness consequences and for 166 which the DFE is estimated (henceforth marked by the subscript 167 sel). Let the observed SFS be given through p z (i), where p z (i) 168 is the count of polymorphic sites that contain the derived allele 169 i times, 1 ≤ i < n, and l z the total number of sites surveyed, 170 where n is the sample size and z ∈ {neut, sel}. We denote by 171 P z (i) the corresponding random variable per site, defined as the 172 random number of sites that contain the derived allele i times, 173 normalized by l z . From the PRF theory, p z (i) follows a Poisson 174 distribution with mean l z E [ P z (i) | θ, φ ], where θ = 4N e µ is the 175 scaled mutation rate per site per generation, and φ is a para-176 metric DFE ( Figure 1B and C) that will be specified later in the 177 Results and Discussion section. Here, we assume additive selec-178 tion and we define the selection coefficient s as the difference 179 in fitness between the heterozygote for the derived allele and 180 the homozygote for the ancestral allele, leading to fitness of 1, 181 1 + s and 1 + 2s for the ancestral homozygote, heterozygote and 182 derived homozygote genotypes, respectively.
183

Expected SFS
From PRF theory (Sawyer and Hartl 1992; Sethupathy and Han-185 
where 187
is the binomial probability of observing i derived alleles in a 188 sample of size n, when the true allele frequency is x, and
Note that due to our scaling of the mutation rate, H(s, x) is pro-190 portional (with a factor of 1/2) to the mean time a new semidom-191 inant mutation of scaled selection coefficient S = 4N e s spends 192 between x and x + dx (Wright 1938) . Figure 1D shows the 193 expectations from equation (1) as a function of S.
194
To obtain E [ P sel (i) | θ, φ ], we integrate over the DFE,
Relative to the expected SFS of independent sites under a Fisher constant population (equations (1) and (2) 
To avoid identifiability issues, we set r 1 = possibly be different than l z . We have that
where λ = Tθ is a composite divergence parameter that accounts 214 for the number of neutral mutations that go to fixation during the 215 divergence time T from the MRCA of the ingroup population to 216 the outgroup (blue full line in Figure 1A ). The term S/(1 − e −S ) 217 accounts for the fixation of a mutation with scaled selection 218 coefficient S, and can be obtained as lim x→1 H(S, x). Figure 1D 219 shows the expectations for the divergence counts at selected 220 sites from equation (4) as a function of S.
221
As divergence counts are calculated by comparing the out-222 group sequence to the sample of sequences from the ingroup, 223 polymorphism may be misattributed as divergence, i.e. muta-224 tions that are polymorphic in the ingroup population but fixed 225 in the sample are counted as divergence. This is the case for 226 mutations that occur between the MRCAs of the sample and 227 ingroup (blue dot-dash line in Figure 1A ). As noted by Keightley 228 and Eyre-Walker (2012), misattributed polymorphism can lead 229 to biased inference of α. To account for this, we adjust the above 230 means to also incorporate the misattributed polymorphism by 231 increasing the expectations with the contributions coming from 232 mutations present in all n sampled individuals,
Assuming that the ingroup and outgroup share the same 234 DFE, we integrate over it to obtain (Durrett 2008; Fay and Wu 2000) . To obtain an unfolded SFS, 243 the ancestral state needs to be identified, and this is error prone.
244
To account for potential misidentification of the ancestral state, ,
Mutation variability 250 There is substantial evidence that both substitution and mu-251 tation rates vary along the genome (Golding 1983; Yang 1996 
where the nominator represents the estimated number of adap- with the re-adjusted divergence counts d * sel and d * neut given by
This approach to calculate α relies heavily on the assump-291 tion that the ingroup and outgroup share the same scaled DFE.
292
However, if one has access to an estimated full DFE purely from 293 polymorphism data, α can still be estimated by replacing the 294 observed divergence counts with the expected counts from equa-295 tion (4). As λ will cancel out in the resulting fraction, α can be 296 obtained by setting λ = 1. Then,
In the rest of this paper, we refer to the two above estimates 298 of α as α div and α dfe , respectively, to distinguish more clearly the 299 type of information used. DFE was estimated ( Figure 3A and Figure S1 ). When, instead, a 374 full DFE was inferred from the polymorphism data alone, the 375 parameters showed different amounts of bias ( Figure 3A and 376 Figure S1 ). A crucial question is whether the data allows one should have a non-negligible impact in the polymorphism data.
300
Likelihood estimation and comparison of models
S = 4N e s p b · Exp(1/S b ) (1 − p b ) · Γ − (S d , b) Density low α medium α high α B 0.0 0.2 0.4 0.6 < −100 (−100, −10)(−10, −5) (−5, −1) (−1, 0) (0, 1) (1, 5) (5,
393
This suggests that it should be possible to infer the full DFE 394 from polymorphism data alone. We investigated this using data 395 generated under a full DFE. As one might expect, the deleteri-396 ous DFE parameters were inferred equally well regardless of 397 whether the divergence data was used or not ( Figure S3 ). The 398 variance of the estimates seems to be somewhat larger when 399 divergence data is not used, but this is most likely due to the 400 inference using less data. The parameters of the beneficial part 401 of the DFE and α were inferred with different levels of accuracy 402 ( Figure 3B and Figure S3 ). From the simulation scenarios consid-403 ered here, it is apparent that the value of α predicts the accuracy: 
Inference of α (proportion of beneficial substitutions) and DFE parameters: S d (mean selection coefficient of deleterious mutations), b (shape of distribution of deleterious DFE), p b (proportion of beneficial mutations), and S b (mean selection coefficient of beneficial mutations). (A) Quality for inference performed on polymorphism data alone, for three simulated deleterious (corresponding to DelLSD, DelMSD, and DelHSD from Table S1) DFEs with different S d s. The DFE parameters are inferred using only polymorphism data assuming a full (white boxes) and deleterious (gray boxes) DFE. (B) Quality for inference performed on polymorphism and divergence data, for three simulated DFEs with different αs (corresponding to LALSD, MAMSD, and HAHSD from Table S1 ). The DFEs differ only in the simulated value of S d . The DFE parameters are inferred using both polymorphism and divergence (white boxes) and only polymorphism (gray boxes) data. (C) Quality for inference performed on polymorphism data alone, for three simulated DFEs with different αs (corresponding to LALSB, MAMSD, and HAHSB from Table S1 ). The DFEs differ only in the simulated value of S b . Only polymorphism data is used, and the DFE parameters are inferred assuming a full DFE where is set to 0 and is not estimated (white boxes) and a deleterious DFE (gray boxes), where is set to 0 and is not estimated (light gray boxes), or is estimated (dark gray boxes). The data was simulated with = 0.
properties and α is challenging (even with divergence data).
408
Conversely, when beneficial mutations are relatively common, 409 they dominate the divergence counts, but also make substantial in this case, the polymorphism data is heavily dominated by 416 deleterious mutations and it is more difficult to tell apart the 417 amount of beneficial selection from polymorphism data alone.
418
However, as α increases, the differences in performance between 419 the inference with and without divergence diminishes, strongly 420 indicating that divergence data is not necessarily needed for 421 accurate inference. 
Inference of α (proportion of beneficial substitutions), (rate of ancestral error), and DFE parameters: S d (mean selection coefficient of deleterious mutations), b (shape of distribution of deleterious DFE), p b (proportion of beneficial mutations), and S b (mean selection coefficient of beneficial mutations). The figure shows the inference quality for three simulated DFEs (corresponding to LALSD, MAMSD, and HAHSD from Table S1 ) with different αs. The DFEs differ only in the simulated value of S d . A full DFE is inferred from both polymorphism and divergence data, and is set to 0 and is not estimated (white boxes), or is estimated (gray boxes). The data was simulated with = 0.05.
with α for when only deleterious DFE is inferred, indicating, 507 as expected, that the model with = 0 could account for some 508 of the weakly beneficial mutations present in the polymorphism 509 data.
510
Inferring only a deleterious DFE leads to a consistent bias in 511 α as well. This bias is not that well correlated with the simulated 512 value of α, but it is apparent that a higher α leads to a smaller 513 bias ( Figure S6 ). This is in contrast to the bias observed for S d 514 and b. To obtain α from a deleterious DFE only, we need to rely 515 on the divergence data. Perhaps, when α is large, the signal 516 of positive selection is so strong in the divergence data that it 517 overrides, to some extent, the bias in S d and b, leading to a more 518 accurate estimate of α.
519
The assumption of negligible contribution of beneficial muta-520 tions to SFS counts can be traced back to Smith and Eyre-Walker 521 (2002) . To support the claim, the authors stated that "if advan-522 tageous mutations, with an advantage of N e s = 25 occur at 523 one-hundredth the rate of neutral mutations, they will account 524 for 50% of substitutions, but account for just 2% of heterozygos-525 ity". Our simulated S b (which is scaled by 4N e ) was typically 4.
526
To investigate what happens when selection is much stronger, 
569
Impact of ancestral error on inference 570
The results presented above were based on simulations where 571 the true ancestral state was used. To investigate the conse-572 quences of misidentification of the ancestral state, we added 573 errors to the simulated data (see Supplemental Material for de-574 tails). Inferring a full DFE and using divergence data, we found 575 that we can properly account for the rate of misidentification, 576 and the error is accurately recovered (Figure 4 and Figure S11 ).
577
As expected, the inference of the DFE and α is biased when 578 the misidentification is not accounted for. A LRT for = 0 579 ( Figure S14 ) supported the use of a model including the joint 580 estimation of and DFE parameters for the data with errors, but 581 rejected the more complex model for the data without error. 582 Galtier (2016) , who also used distortion parameters r i when 583 inferring the DFE, stated that these parameters are "expected 584 to capture any departure from the expected SFS as soon as it 585 is shared by synonymous and non-synonymous sites". Our Figure S11 ). However, we did find that the resulting bias 589 decreased with α and that the preference (as measured by a LRT) 590 for models inferring = 0 also decreased for data sets with 591 higher α ( Figure S14 ). For data simulations with α ≈ 80%, the 592 inference was just as good when was set to 0. To investigate 593 this in more details, we also ran the inference with r i = 1 (i.e. 594 no distortion correction) and = 0 on those simulated DFEs.
595
The results showed a large bias in the DFE parameters and α 596 when r i = 1 (Figure S12) , and a LRT favored the estimation 597 of r i s ( Figure S15 ). This illustrated that merely using the r i 598 parameters without explicitly accounting for misidentification of 599 the ancestral state is not always accurate and can bias inference 600 of DFE and α. 601 Both the presence of beneficial mutations and = 0 create 602 similar patterns in the polymorphism data: the frequency of the 603 common derived alleles increases. We have seen before that 604 can account for some of the positive selection in the data (Fig-605 ure 3C, Figures S6 and S7) . Similarly, we observed that positive 606 selection can account for some of the misidentification of ances-607 tral state. On simulations with a deleterious DFE and incorrect 608 ancestral states, we found that when assuming = 0, the pa-609 rameters inferred when a full DFE is assumed are, generally, 610 more accurate than when only a deleterious DFE is inferred 611 ( Figure S13) . A LRT also supported the use of a full DFE (Fig-612 ure S16). Comparing the inferred p b and S b when is inferred or 613 not ( Figure S13 ) showed that these parameters are higher when 614 = 0, further indicating that they captured some of the ancestral 615 misidentification errors. Therefore, if the data contains sites that 616 have the ancestral state misidentified, which is virtually always 617 the case in empirical data sets, ancestral misidentification will 618 be wrongly interpreted as positive selection if the misidentifi-619 cation is not accounted for. If is inferred jointly with the DFE 620 parameters, a LRT comparing models with full DFE or only dele-621 terious DFE can correctly detect that the polymorphism data 622 does not contain any beneficial mutations ( Figure S16 ). Our Table S1 ) or a full DFE (α ≈ 50%, corresponding to MAMSD from Table S1 ). For all inference only SFS data was used, and a LRT was performed to compare the full and deleterious only DFE models. The estimated value of α was chosen from the model preferred by the LRT.
we also ran simulations with reduced linkage ( Figure S21 ), but 681 the bias remained.
682
We investigated if the full or deleterious DFE model is pre-683 ferred for the data simulated under variable population size. 684 We found that a LRT consistently preferred the full DFE model 685 when the SFS data contained beneficial mutations ( Figure S23 ). infer a full discrete DFE, the method to account for potential 729 errors in the ancestral state described in Schneider et al. (2011) 730 is not implemented in dfe-alpha. At the time when we ran out 731 comparison, we could not find any option in dfe-alpha for ac-732 counting for such errors. As we showed that this is crucial for 733 accurate inference (Figure 4 and Figure S11 ), we therefore chose 734 to run dfe-alpha with a folded SFS, where only a deleterious 735 DFE can be estimated. We then compared with our method 736 when only a deleterious DFE was inferred, where, as before,
737
was either set to 0, or estimated. Although these comparisons 738 are therefore quite limited in scope, we found that, for simula-739 tions with only a deleterious DFE, our method provided better 740 estimates and with lower variance than dfe-alpha ( Figure 6 and 741 Figure S25 ). For these simulations, we also found that, some- 
Comparison to dfe-alpha of inference of α (proportion of beneficial substitutions) and deleterious DFE parameters: S d (mean selection coefficient of deleterious mutations) and b (shape of distribution of deleterious DFE), for four simulated deleterious DFEs (corresponding to DelMSD, LALSD, MAMSD and HAHSD from Table S1 ) with different αs. The DFE parameters are inferred using only polymorphism data, assuming a deleterious DFE, where is set to 0 and is not estimated (white boxes), or is estimated (light gray boxes). The inference from dfe-alpha is given in the dark gray boxes. The data was simulated with = 0. presence of beneficial mutations.
789
In order to correct for demography and other forces that can 790 distort the SFS data, such as linkage, we used the so-called nui-791 sance parameters r i s. These parameters have the potential of 792 accounting for more complex scenarios without directly model-
793
ing the underlying changes in population size, and potentially, 794 other events such as migration and admixture. This could prove 795 more robust than just allowing for one (or two) population size 796 changes, as dfe-alpha assumes. However, we did not test the 797 behavior of our method under these more complex scenarios 798 and the extent of bias in α they might generate.
799
In order to infer the full DFE, we used the unfolded site fre-800 quency spectrum (SFS). This requires the identification of the 801 ancestral state, which is prone to errors. The errors in the identi-802 fication of the ancestral state can, for example, be accounted for 803 by using a probabilistic modeling of the ancestral state (Schnei-804 der et al. 2011; Gronau et al. 2013) . We chose to assume that 805 the polymorphism data is composed of a mixture of sites with 806 correctly inferred ancestral state and sites with incorrect ances-807 tral state. This approach has proved to be efficient for unbiased 808 estimation of GC-biased gene conversion (Glémin et al. 2015) , 809 a weak selection-like process. Here, we also showed that we 810 could capture the errors in the identification of ancestral state 811 under a general distribution of fitness effects and, as apposed to 812 the expectations of Galtier (2016) , that the r i parameters are not 813 sufficient to correct for misidentification of ancestral state.
814
When using the divergence data in the inference, we cor-rected for mutations that were fixed in the sample but that were, in fact, polymorphic in the population. These mutations would 817 incorrectly be counted into the divergence data. Our correction is 818 different than the one used by Keightley and Eyre-Walker (2012) , 819 which is implemented in dfe-alpha. We found that this correc-820 tion can lead dfe-alpha to predict values of α that are extreme,
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