Introduction
Fugitive emissions, defined as unintended or irregular leaks of gases and vapors, are an important source of air pollution that is difficult to monitor and control [1] . Within industrial facilities such as oil and gas processing plants, fugitive methane emissions can be a significant source of greenhouse gas emissions [2, 3] . Greenhouse gas data reported by Annex I countries to the United Nations Framework Convention on Climate Change (UNFCCC) suggest that fugitive emissions accounted for ~5 % of global greenhouse gas emissions in 2012 [4] . Detection of fugitive methane is often difficult because the gaseous plumes emanating from individual sources are often intermittent and at low concentrations relative to ambient values of ~1.7 ppm v [5, 6] . Moreover, current methods for detection of fugitive emissions, which most often involve using survey teams equipped with handheld vapor analyzers [7] or infrared cameras [8] , are generally labor-intensive and necessarily intermittent. Recent work on trajectory and inverse methods for interpreting sensor network data to locate and quantify unknown fugitive sources suggests that a measurement standard deviation of 2 ppm v (equivalent to an absorbance of 8.1 × 10 −7 cm −1 for the 2v 3 R(3) methane manifold at standard atmospheric pressure and temperatures) is sufficient to locate and potentially quantify fugitive methane sources using statistical methods [9] , and possibly as high as 29 ppm v using adjoint-based inverse dispersion modeling [10] . This paper reports development and quantitative testing of a fiber-coupled, optically networked detection system designed for measuring in situ ambient methane concentrations within an industrial environment, such as an oil and gas processing plant. Quantification of methane at near-ambient concentrations is challenging, and for this Abstract A tunable diode laser absorption spectroscopy system, employing a 2f wavelength modulation spectroscopy measurement scheme, was developed for remote monitoring of ambient methane fluctuations by way of fiber-optically connected all-optical sensors. Detection of fugitive methane emissions demands a measurement precision less than 2.0 ppm v and a lower detection limit less than ~1.7 ppm v methane in air. To determine the optimum base system configuration, the influence of the laser driving signal frequency and amplitude was characterized to strike a balance between measurement precision and system sensitivity. In addition, relative to the basic system configuration, a 50 and 96 % reduction in measurement deviation was achieved by way of polarization scrambling and thermal stabilization of critical optical components, respectively. For methane concentrations between 2.0 and 50.0 ppm v in air, the laboratory-based system achieved a measured precision of 1.36 ppm v and a lower detection limit of 1.56 ppm v using a 6.0-m single-mode optical fiber and an averaging time of 1 s. The long-term system stability and system performance were analyzed using datasets acquired 4 and 12 months after the initial system calibration, yielding a difference in measured precision within the uncertainties of the calibration gas mixture. Finally, it was determined that fiber length between individual remote optical sensors can lead to a varying measurement bias, which implies that length-specific calibrations for each remote optical sensor may be required for a field implementation.
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type of application, measurement accuracy, sensitivity, and response time are critical. After a survey of possible detection methods, tunable diode laser absorption spectroscopy (TDLAS) was selected due to its theoretical ability to meet required performance criteria while possessing other desirable attributes including gas species selectivity, flexible multiplexing options via commonly available optical telecommunications hardware, and the potential for intrinsically safe detection where electricity is not required at each sensor.
Spectroscopic measurement of atmospheric methane is an established technique, but it has not often been extended to remote detection by way of fiber-coupled all-optical sensors. Although high-sensitivity fiber-coupled optoelectric systems have been demonstrated (e.g., [11, 12] ), in an industrial environment where intrinsic safety is paramount, systems with remote sensors that do not require detectors or electrically actuated optics are of particular interest. Table 1 summarizes published data for systems that utilize inherently intrinsically safe, all-optical, fiber-coupled sensors for the measurement of gases at atmospheric pressures and temperatures. To compare the performance of spectroscopic systems employing differing hardware topologies and targeting different gas species, concentration measurement deviations are recalculated in terms of a species-independent instrument-specific absorbance in Table 1 . For each gas species, calculations were performed using spectral parameters from the 2012 HITRAN database [13] , the most prominent manifold within 0.2 nm of the reported center wavelength, and a Lorentzian lineshape at 101.325 kPa and 296 K.
Since Chan et al. [14] presented a fiber-coupled remote optical sensor constructed using microscope lenses for beam collimation, there has been steady improvement in the reported measurement standard deviation for fiber-coupled gas sensors. The most notable detection limits have been reported recently using systems implementing cavity ring-down spectroscopy (CRDS), second-harmonic wavelength modulation spectroscopy (2f-WMS), and secondharmonic photo-acoustic spectroscopy (2f-PA).
He et al. [23] demonstrated quantification of ammonia in nitrogen with a remote fiber-coupled CRDS-based optical sensor, achieving a measurement deviation (in terms of absorbance) of approximately 5.4 × 10 −9 cm −1
. Although sensitive and expandable to multiple all-optical sensors, the CRDS method requires high-quality mirrors and precise optical alignment to achieve the best measurement performance, necessitating compromises between sensitivity and sensor cost.
Bauer et al. [20] demonstrated detection of acetylene in nitrogen using 2f-PA spectroscopy via a low-cost 3-D-printed sensor (with integrated microphone), in which an absorbance precision of 2.7 × 10 −6 cm −1 was calculated based on measurements of 100 ppm v acetylene in nitrogen. Similarly, Cao et al. [22] demonstrated an all-optical 2f-PA-based system, achieving an absorbance precision of 6.7 × 10 −9 cm −1 acetylene in nitrogen. Even though these are promising advancements in remote optical 2f-PA indicating the viability of low-cost sensor solutions, the fragility of the diaphragm, sensitivity to external acoustic and vibrational noise [24] , and its reliance on diffusion through micro-channels could limit its compatibility with detection of ambient methane in an industrial environment.
Stewart et al. [19] demonstrated the potential of 2f-WMS-based remote multi-point open-path detection of methane in industrial environments, reporting on various iterations where performance was limited by optical fringes, noise, and system drift [25, 26] . Tai et al. [21] presented a fiber-coupled continuous-wave 2f-WMS-based system capable of achieving a minimum drift-limited detectable absorbance of 2.0 × 10
estimated from results obtained with an optically simplistic 10-cm fiber-coupled interrogation cell containing 350 ppm v methane in nitrogen. The simplicity, selectivity, and theoretically achievable precision of the 2f-WMS technique show promise for remote monitoring of ambient methane, but will require specific attention to system design to achieve a measurement precision and lower detection limit required for detecting and monitoring fugitive methane plumes [9] , less than 8.1 × 10 −7 and 6.9 × 10 −7 cm −1 , respectively. In the present work, a purpose-built TDLAS system with the ability to optically monitor ambient methane over multiple multiplexed sensors via a telecommunications-grade single-mode (SM) fiber-optical network is presented. The test system was modularly designed to enable quantitative comparison of various hardware and software changes to reach the desired system measurement performance characteristics.
Methodology/apparatus
The present TDLAS system employs all-fiber optical routing for robustness and compactness and includes fiber-coupled components such as the tunable diode laser, reference gas cell, and fiber-ring resonator. A schematic of the complete system, consisting of the base TDLAS system and fiber-coupled remote optical sensor, is provided in Fig. 1 .
The requirement to detect low concentrations of methane at ambient pressures and temperatures using an array of sensors governed the design of the remote optical sensors. The custom fiber-coupled open-path optical sensors employ an arrangement of planar reflective surfaces that route the laser beam through an open interrogation region, achieving a total optical path length of 5.79 m in 8 passes. The laser beam is coupled in and out of the interrogation region using a wavelength-optimized fiber-coupled aspheric lens collimator with optical routing facilitated by way of a three-port optical circulator.
The fibers used within this system are telecommunications-grade single-mode (SM) optical fibers. Within the base TDLAS system, 900-µm loose-tube fibers were used, as flexibility was more critical than durability. Reinforced jacketed fibers were used to couple the remote optical sensor to the base station, identical to what would be used when deployed in the field. Where physical fiber connections were required, high-polish FC/APC-type connectors were used to minimize back-reflections and unwanted optical interference. SM fibers were selected over polarizationmaintaining fibers due to their lower cost and higher bandwidth. The laser in this setup is an InGaAs fiber-coupled distributed feedback (DFB) diode (NEL, NLK1U5EAAA), with an approximate spectral linewidth of 2.0 MHz and a fiber output power of approximately 15 mW. This diode was spectrally tuned to the near-infrared 2ν 3 R(3) methane manifold located near 1,653.73 nm at atmospheric temperatures and pressures. The reference cell is a fixed-volume interrogation cell containing 5.0 % methane in nitrogen at atmospheric pressure, which provides an easily distinguished signal onto which the TDLAS system can lock on for the purposes of system calibration and counteracting wavelength drift. A fiber-ring resonator (FRR) is tapped directly off the laser, providing a means of accurately quantifying the time-varying wavelength by way of optical interference fringes, with similar functionality to a free-space etalon.
The single-mode fibers, and in particular the fiber-based optical components used in this system, are sensitive to polarization-dependent loss and dispersion, which in turn is influenced by ambient temperature. Polarization scramblers are commonly used in optical communication systems to reduce polarization-dependent effects by introducing a random polarization within the fiber network. The result of polarization scrambling is an increase in the instantaneous intensity variation, fluctuating about a common mean. When time-averaged, the degree of polarization of the resultant signal approaches zero, resulting in a reduced perceived intensity variation. The potential utility of a General Photonics polarization scrambler (PCD-104, implementing a multiple-stage birefringent modulator via four piezoelectric transducers) was tested for mitigating the influence of polarization variation on methane volume mixing ratio measurements.
To stabilize the optical system, the optical components most susceptible to temperature fluctuations (taps, couplers, circulator, optical attenuators, FRR, reference cell, and optical relay) are housed within an insulated enclosure. The temperature within the enclosure is stabilized to within 0.1 °C using a thermoelectric heating and cooling system. To ensure efficient heat transfer, the optical components are mounted to a polished aluminum plate which is bonded to the Peltier element of the heating/cooling system. A gas mixing system comprised of two mass-flow controllers was used to calibrate and assess system performance. Varying concentrations of methane were created by mixing compressed air or bottled calibration-grade nitrogen with premixed calibration gas (2.00 ± 0.02 % methane in nitrogen). The gas mixture was then passed through an unpressurized test chamber containing the fiber-coupled remote optical sensor. The uncertainty in the test chamber methane volume mixing ratio, separately confirmed using a MKS Multi-Scan 2030 FTIR gas analyzer, linearly increased from 0.56 to 1.82 ppm v as the requested methane concentration increased from 2.0 to 50.0 ppm v .
The TDLAS system synchronously acquires 2f-WMS signals from the remote optical sensor and the reference cell, which are spectrally centered on the 2ν 3 R(3) methane manifold. Due to the potentially low signal-to-noise ratio of the remote optical cell second-harmonic signal during measurements at low methane concentrations, the reference cell 2f signal maximum is used to provide the time index at which the absorption manifold peak is traversed, and is subsequently used to infer a 2f value from the remote optical sensor signal as illustrated in Fig. 2 . The measured remote optical sensor 2f signal is then converted to a methane volume mixing ratio using either a theoretical or an experimental calibration as further detailed below.
Theoretical calibration
To investigate the utility of a calibration based on spectroscopy theory, a lookup table was pre-calculated using theoretical 2f-WMS signals and methane spectral parameters from HITRAN [27] . The theoretical signals used to generate the lookup table were generated following the procedures found in [28, 29] , as further explained here. The pressure, P (Pa), and temperature, T (K), range covered by the table encompasses what is normally observed in the laboratory, and the overall resolution of the table is balanced to offset the interpolation time of a single value. The instantaneous wave number and absorption-free intensity of the laser output, ν(t) (cm ) and I 0 (t) (V), follow:
where I o and V are the mean absorption-free intensity (V) and associated center wave number (cm −1 ) over the modulation period, f is the modulation frequency (s −1 ), a is the (1) (kg cm 2 )/(s 2 K)], q is the volume mixing ratio, L is the optical path length (m), and σ is the absorption cross section (cm 2 /molecule) defined by the product of absorption line strength and lineshape. For this application, a Lorentz lineshape was chosen to reduce table pre-computation time. The difference in estimated second-harmonic, 2f, values for Lorentz and a Voigt profiles is negligible when using the calibration described in Sect. 3.2.
The transmittance, and subsequent absorption, can be written in terms of a Fourier series (with coefficients H c ) with reference to only the high-frequency modulation component of the laser injection signal. To simplify notation, let η = 2πft. The transmittance can be written as From this, the Fourier coefficients are defined by, The second-harmonic, 2f, signal can be obtained by summing the even and odd second-harmonic terms and computing the root sum square, where and (3)
To permit real-time compensation for return intensity fluctuations, the lookup table includes the first five Fourier coefficients {H 0 ,…, H 4 }, computed at the wavelength of the theoretical 2f feature maximum. The theoretical 2f value, R 2f , is then recomputed using the estimated absorption-free intensity and known laser intensity and wavelength response characteristics (I 0 , i 0 , i 2 , ψ 1 , ψ 2 ) . The resultant calibration function permits the transformation of measured 2f values, x 2f , to a methane volume mixing ratio, q, described by the WMS theoretical lookup table, LUT WMS , and calibration coefficients, G and b (commonly referred to as the calibration factor, G, and the zero response, respectively). These calibration coefficients are determined once during system commissioning by fitting a linear calibration function to the theoretical lookup table result relative to the requested test chamber methane volume mixing ratio.
Experimental calibration
Unlike the theoretical calibration, the experimental calibration used here depends only on the measured 2f values, x 2f , and mean return intensity from the remote optical cell, I, and follows a constrained fourth-order polynomial, This function permits the transformation of measured 2f values to a methane volume mixing ratio, without the inclusion of ambient pressure and temperature or the laser response characteristics. It should be noted that the dataset used to determine the polynomial coefficients, {G 0 ,…, G 7 }, must include the temperature, pressure, and intensity variations over which the function is intended to be used. For this system, the lack of any return intensity controllability necessitated the acquisition of calibration data over the course of multiple days.
Results
The optimum laser input signal frequencies and amplitudes for the WMS technique are often stated when the 2f signal is maximized [29] [30] [31] [32] . However, for this system, the optimum (9)
is a combined function of the experimentally measured 2f signal-to-noise ratio, the 2f value sensitivity (the change in the measured absorption or 2f peak height for a given change in test chamber methane volume mixing ratio (�x 2f /�q)), and the absolute difference between the experimental and theoretical 2f peak (1 − x 2f − R 2f /x 2f ). The optimum laser input signal was assessed within the constraints of the system. The maximum and minimum frequencies are constrained by the data acquisition hardware (100 kHz, limited by the digitizer sample rate of 2 MHz and the constraint of having sufficient sample points to precisely resolve the 2f signal) and laser controller stability (10 kHz), respectively, whereas the maximum amplitude is constrained by the laser diode (1.0 V, corresponding to 20 mA). Figure 3 illustrates the summed non-dimensional results for these three optimization parameters at a requested methane concentration of 10 ppm v in air (at 101.325 kPa and 296 K), with the most desirable frequency and amplitude indicated at the surface maximum.
The maximum 2f feature value occurs at a modulation frequency of 80 kHz and modulation amplitude of 1.0 V. The maximum change in the measured 2f value with a change in requested volume mixing ratio occurs at lower frequencies and higher amplitudes, 20 kHz and 1.0 V. The experimentally measured 2f value matches theoretical estimations most closely at low sweep amplitudes and frequencies, 0.5 V and 20 kHz, respectively. The equally weighted sum of the normalized parameters at a requested methane concentration of 10 ppm v yields an optimum laser input signal frequency and amplitude at a low laser injection modulation frequencies and high modulation amplitudes, as illustrated in Fig. 4 .
The resultant optimum occurs at the minimum modulation frequency and maximum modulation amplitude constrained by the available system hardware, 10 kHz and 1.0 V, respectively, consistent with results obtained at methane volume mixing ratios between 2.0 and 50 ppm v . In the experiments presented below, an optimum wavelength sweep frequency of 100 Hz and amplitude of 75 mV were used, which balances the trade-offs between 2f feature resolution, measurement rate, and signal generation limitations.
Drift compensation
The effects of polarization scrambling and thermal stabilization on measured 2f value deviation using the aforementioned optimum laser driving signals are illustrated in the Allan-Werle deviation plot in Fig. 5 . This plot demonstrates measured remote optical sensor 2f value deviation (2σ) using the 5.79-m optical sensor within a nitrogenpurged test chamber near STP, coupled to the base system with a 6.0-m SM optical fiber. The thermal enclosure was maintained at a constant 21.10 °C when activated, maximizing the second-harmonic signal sensitivity to changes in methane volume mixing ratio within the fiber-coupled When compared to the baseline case, the addition of the polarization scrambler, as expected, increased the instantaneously measured 2f value deviation, but reduced the measurement deviation by greater than 50 % with averaging times greater than 1.0 s. Thermal stabilization with no polarization scrambling yielded the lowest measurement standard deviation, which was consistently at least an order of magnitude lower than that achieved with the polarization scrambler, for averaging times greater than 0.5 s. Interestingly, the positive effects of thermal stabilization on the measured 2f value deviation are reduced when combined with polarization scrambling. This may be attributable to the piezoelectric transducers internal to the polarization scrambler that impart polarization and amplitude modulation at four fixed frequencies (each less than 700 kHz). This in turn would influence the measured signal deviation at the sweep and modulation frequencies of 100 Hz and 20 kHz, which may not be fully suppressed with signal averaging.
Even though long averaging times yielded the lowest signal deviation, these times are not useful for the intended application of observing transient ambient methane plumes, or in a case where sensors are multiplexed and sequentially interrogated. Averaging optical measurements for 1 s balances the trade-offs between minimizing measurement duration and increasing measurement precision by reducing random scatter.
To illustrate typical measurement deviation and scatter, Fig. 6 shows normalized remote interrogation cell 2f values for system configurations with and without thermal stabilization and polarization scrambling. The displayed 1-s-averaged results were acquired at requested test chamber methane volume mixing ratios between 2.0 and 25.0 ppm v at pressures between 98 and 103 kPa, and temperatures between 21 and 27 °C. The tests were conducted with the remote optical sensor connected to the base TDLAS system via a 6.0-m SM optical fiber.
Calibration results
The system calibration functions were determined following the ISO 9169 standard as described by Werle et al. [33] . The calibration dataset spans 2.0-100 ppm v methane in air, with at least 10 repeated measurements at greater than 25 requested concentrations. Unique calibration coefficients can be used to describe the theoretical and experimental calibration functions with confirmed negligible non-linearity. The calibration dataset consists of measured remote optical sensor 2f values averaged for 1 s, acquired at ambient pressures between 98 and 103 kPa, ambient temperatures between 21 and 25 °C, a thermal enclosure temperature of 20.1 °C, with no polarization scrambler One-second-averaged normalized 2f measurements (using the 5.79-m fiber-coupled remote optical sensor) for various methods of system drift suppression present, and with the fiber-coupled optical sensor connected to the base TDLAS system with a 6.0-m SM optical fiber.
The measurement precision and lower detection limit (LDL) were determined following Werle et al. [33] , and the limit of detection (LOD) was computed following Loock and Wentzell [34] . The LDL is calculated based on the prediction interval of the calibration function at 95 % confidence. The LDL is defined such that the lower bound of the prediction interval at the LDL is equal to the upper bound of the prediction interval at a requested concentration of 0 ppm v . The LOD is computed in a similar fashion using a 95 % confidence interval. Table 2 lists the maximum measured precision over the intended system operational range (2.0-50.0 ppm v ) and the calculated LDL and LOD with 95 % confidence.
Comparing the two calibration methods for measurements averaged over 1 s, the theoretical calibration yields a 20 % improvement in precision and a 38.5 % decrease in the LDL. The achieved LDL of 1.56 ppm v (or an instrument-dependent absorbance of 6.32 × 10 −7 cm −1 ) is lower than the targeted LDL of ~1.7 ppm v (or ~6.9 × 10 −7 cm −1 ) for remote detection of ambient methane. In addition, the obtained measurement precision of 1.36 ppm v (or 5.51 × 10 −7 cm −1 ) is comparable to the suggested minimum precision of 2.0 ppm v (or 8.10 × 10 −7 cm −1 ) required to locate fugitive methane sources using statistical trajectory methods [9] .
Discussion
The long-term stability of system performance was assessed using subsequent datasets acquired 4 and 12 months after the initial calibration. Figure 7 illustrates the measured precision and bias (calculated as the absolute difference between the measured and requested methane concentration) at methane in air concentrations of 2.0 and 50.0 ppm v .
The results in Fig. 7 illustrate a minimal variation in measurement precision and an increase in measured bias to as high as 8.1 ppm v over the course of a year. The bias increase may be attributable to network fiber replacement between the remote optical sensor and base TDLAS system, as well as the cleaning and realignment of the reflective surfaces within the remote optical sensor. Given that the latter activities would most likely occur during field maintenance and there is also potential for fiber breakage and replacement in an industrial setting, the ambient methane concentration (zero response) would need to be established regularly to minimize the accumulation of bias errors. Simulation suggests [9] that an ambient methane concentration estimation should be achievable by way of software analysis, due to the infrequent interaction of fugitive emission plumes with sensors in a distributed network.
When deployed around an industrial facility, the remote optical sensors could require placement up to 1 km away from the base TDLAS system. To determine the effect of optical fiber length on measured 2f values, laboratory tests were conducted with 25-, 100-, and 1,000-m SM fibers added between the interrogation cell and base TDLAS system. The addition of the fibers was the only difference in the otherwise identical hardware, operating, and ambient conditions for the original calibration set. Figure 8 illustrates the measured precision and bias at 2.0 and 25.0 ppm v , for the fiber lengths tested.
The measurement precision remained relatively consistent among the tested fiber lengths and calibration methods, varying by only slightly more than the methane volume mixing ratio uncertainty from the gas mixing system. The increase in measured bias with increased fiber length suggests fiber length should remain fixed after system commissioning in which the initial calibration could be easily accomplished using lengths specific to the installation or, perhaps more simply, using longer fibers to accommodate varying optical network configurations, with excess fiber coiled where it is safe and convenient. Based on the superior measurement precision and bias obtained, as listed in Table 2 , the theoretical calibration method is more suitable than the experimental calibration method for this application. In addition, knowledge of the ambient temperature and pressure could be made readily available from a single atmospheric monitoring station within the extents of the network, making the theoretical calibration procedures comparatively less complex than the experimental calibration.
Long-term implementation of a fiber-coupled open-path optical sensor in the field presents significant albeit surmountable challenges [19] . Firstly, contamination of the laser beam-steering surfaces can be minimized by enclosing them within a dust and moisture resistant enclosure and passing the laser beam through angled windows coated to ensure high transmittance and resistance to scratches, moisture, and dust buildup. Aside from requiring routine cleaning, signal loss due to window contamination is inherently included in the intensity-normalized calibration and will lead to an increase in the measurement deviation proportional to the decrease in the SNR of the measured 2f value.
Conclusions
The presented laboratory-based TDLAS system for measuring in situ ambient methane concentrations achieved an average measurement precision of 1.36 ppm v over optical fiber lengths up to 1 km, and a LDL of 1.56 ppm v , at an averaging time of 1 s using a theory-based calibration. When compared in terms of an instrument-dependent absorbance, the measured precision (5.51 × 10 −7 cm −1 ) and LDL (6.32 × 10
) values are lower than published results from comparable fiber-coupled 2f-WMS systems implementing all-optical remote sensors [19, 21] and meet the suggested requirements for the reliable measurement of transient fugitive methane plumes [9] .
The modular nature of the system's fiber components facilitated a study on the effectiveness of reducing measurement scatter by way of a polarization scrambler and thermal control system. Relative to the baseline system, the thermal stabilization of system-critical optical components (e.g., taps, optical switch, fiber-ring resonator, reference cell, etc.) significantly reduced measurement scatter on a 1-s measurement by at least 96 %. This is greater than the decrease in the measured precision achieved using the polarization scrambler alone (54 %) or using the polarization scrambler in combination with thermally stabilized components (80 %). Once thermally stabilized, long-term stability tests and varying fiber lengths (for the theoretical and experimental system calibrations) yielded comparable measurement precision and bias. However, the theoretical calibration would likely be favorable because it is substantially less laborious to implement. Although long-term stability tests showed a marked increase in measurement bias, for the intended application of detection of intermittent fugitive methane plumes this bias could be software-corrected by monitoring background methane concentrations and adjusting the bias accordingly. Additionally, to minimize bias uncertainties, the system should be implemented with calibrations specific to the length of fiber between each remote optical sensor and the base TDLAS components. By surpassing relevant precision and LDL targets for quantifying fugitive methane plumes at near-ambient concentrations, the fiber-optically networked TDLAS system presented here has demonstrated potential for use in the detection of fugitive emissions while using all-optical (intrinsically safe) passive sensors.
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