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ABSTRACT
The life cycles of intense high-latitude mesoscale cyclones and polar lows are strongly shaped by their
ambient environments. This study focuses on the influence of the orography of Svalbard and the sea ice cover
in the Norwegian and Barents Seas on polar low development. We investigate two typical polar lows that
formed near Svalbard during northerly cold-air outbreaks. Each case is simulated using the Met Office
Unified Model with convection-permitting grid spacing. A series of sensitivity experiments is conducted with
an artificially changed land mask, orography, and sea ice distribution. We find that Svalbard acts to block
stably stratified air from the ice-covered Arctic Ocean, and as an additional source of low-level cyclonic
vorticity aiding polar low genesis and intensification. A decrease in sea ice cover west of Svalbard results in a
moderate intensification of the polar lows, particularly for the more convectively driven case, while an in-
crease in the sea ice cover significantly hinders their development. These experiments exemplify that polar
mesoscale cyclones in the northeast Atlantic can withstand large perturbations in the surface conditions (such
as the removal of Svalbard) and still develop to sufficient intensity to be labeled as polar lows. However, there
is a sensitivity to Svalbard’s orography and surrounding sea ice cover, illustrated by a clear modulation of
polar low genesis and development.
1. Introduction
High-latitude mesoscale cyclones, and their intense
subcategory polar lows (PLs), usually occur concomitantly
with marine cold air outbreaks (CAOs) (e.g., see Kolstad
2006). The Svalbard Archipelago is the major orographic
obstacle for these CAOs in the Norwegian and Barents
Seas and climatological studies (e.g., Condron et al. 2006;
Michel et al. 2018) report amaximumofmesoscale cyclone
activity in its vicinity. With a retreating Arctic sea ice
(Cavalieri and Parkinson 2012), PL activity is predicted to
move mainly northward (Zahn and Von Storch 2010) and
northeastward (Romero and Emanuel 2017); although
Michel et al. (2018) suggest that no significant correlation
between PL activity and sea ice extent in the North
Atlantic has been observed so far. This controversy calls
for more investigation of the mechanisms of cyclone
interactions with the surface. In this paper, we present a
high-resolution modeling study of two PL events in the
Norwegian Sea and examine their sensitivity to Sval-
bard’s orography and the sea ice distribution around it.
Orographic barriers generate flow distortions that may
evolve into PLs in high latitudes (Rasmussen 1981). In
general, the potential impact of orography on the atmo-
spheric flow is dependent on the wind speed and the sta-
bility of the atmosphere as well as the size and shape of the
barrier. These parameters are encapsulated by the non-
dimensional mountain height and the horizontal mountain
aspect ratio (Smith 1989a). Depending on these criteria,
the flow over mountains can affect cyclogenesis via up-
stream blocking, flow splitting, and lee vorticity stretching.
Low-level flow blocking by an elongated mountain
can hold back the flow creating more favorable condi-
tions for mesoscale cyclone growth downstream. For
example, Watanabe et al. (2017) found that the mountain
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ridge on the northern coast of the Sea of Japan blocks
dry and stably stratified air from Eurasia; in simulations
without these mountains, the continental CAO sweeps
mesoscale cyclones closer to Japan, leaving less oppor-
tunity to gain energy over the warm sea, leading to
landfall prior to full development. Although the highest
peak of Svalbard is only 1717m, the flow distortion as-
sociated with the archipelago is comparable to that of far
higher mountains because of the climatologically high
static stability (Skeie and Gronas 2000).
Lee cyclogenesis has been reported to produce me-
soscale lows in the North Atlantic (Petersen et al. 2003),
the Sea of Japan (Watanabe et al. 2018), and the Ross
Sea (Gallée 1995). Via a series of sensitivity experiments,
Kristjánsson et al. (2011) show that the orography of east-
ern Greenland can lead to a spinup of low-level circula-
tion that develops into an intense PL over the Denmark
Strait. The subsidence associated with vortex stretching
and adiabatic warming is absent without Greenland. On a
smaller scale, lee vorticity production can be invigorated
by katabatic winds, as shown by Gallée (1995) for the
Antarctic Peninsula. Katabatic convergence in the wake of
Greenland can also be conducive for the formation of
mesoscale cyclones (Klein and Heinemann 2002). Simi-
lar effects have not been investigated around Svalbard.
The flow deflection by a mountain with sufficient non-
dimensional height can produce low-level jets at its flanks,
referred to as ‘‘tip jets’’ (Doyle and Shapiro 1999; Renfrew
et al. 2009; Outten et al. 2009). They regularly appear near
the southernmost point of Greenland (Moore andRenfrew
2005). Tip jet formation has also been observed at the
southern cape of Spitsbergen, the largest island of the
SvalbardArchipelago (Reeve andKolstad 2011). The shear
vorticity associated with such jets can create a conducive
environment for barotropic instability (Skeie and Gronas
2000), potentially leading to cyclogenesis. However, a link
between the flow distortion caused by Svalbard and local
PL activity remains unclear (Bracegirdle and Gray 2008).
To our knowledge, there has been scarcely any research
focused on the mechanisms by which such flow responses to
orographymay contribute to the development of PLs. Thus,
the first question we address here is to what degree does the
presence of Svalbard affect PL formation and spinup.
PLs are also sensitive to the sea ice and sea surface
temperature (SST), via their influence on low-level
baroclinicity and surface heat fluxes. The sea ice edge
represents a zone with sharp gradients of temperature
and albedo, resulting in shallow baroclinic zones that
can spawn mesoscale vortices (e.g., Harold et al. 1999).
In addition, differences in surface roughness between
the open water and the ice can result in shear vorticity
generation and consequently barotropic cyclogenesis
(Rasmussen and Turner 2003).
The shape of the sea ice edge is important in the for-
mation of a downstream convergence zone that can be
favorable for PL generation. This mechanism of meso-
scale cyclone development was addressed by Heinemann
(1997) in idealized numerical simulations of Weddell Sea
vortices. Because of the differential heating in that re-
gion, pressure fell in a belt parallel to the sea ice edge,
forming a meso-b-scale (about 200km in diameter) cir-
culation. In Albright et al. (1995) the intensity and loca-
tion of a PL in Hudson Bay was found to be strongly
dependent on the upstream sea ice edge. The sea ice edge
in the Svalbard region has a concave shape forming a bay
of open water to the west of the archipelago, which is
potentially conducive to convergence within CAOs, and
this could influence mesoscale cyclone generation.
Turbulent heat fluxes over the sea ice are too small for
PL intensification, whereas over the ice-free ocean they
can create a favorable environment for PLs by destabi-
lizing the atmosphere. To reproduce a baroclinic PL
moving northeastward, Adakudlu and Barstad (2011)
modified the SST and sea ice cover over the Barents Sea.
Their removal of sea ice allowed the simulated PL to
develop and persist for longer than in a control case. In
addition, increased SST led to a strong vertical coupling
between the PL and an upper-level potential vorticity
(PV) anomaly. A recent study by Watanabe et al. (2017)
also demonstrates that the sea ice configuration in the
Sea of Japan and the Strait of Tartary is conducive to the
development of mesoscale vortices. In a sensitivity ex-
periment with increased sea ice cover and reduced SST
the fluxes from the surface are limited resulting in amore
stably stratified atmosphere, reducing the influence of
upper-level forcing. In the context of theNordic Seas, we
address the following second question: what influence
does the sea ice extent near Svalbard have on PLs?
2. Data and methodology
a. Polar low cases
To find suitable cases, we perused the Sea Surface
Temperature and Altimeter Synergy for Improved
Forecasting of Polar Lows (STARS) database, which is
freely available to the community (http://polarlow.met.
no). It contains a total of 140 PL tracks in the northeast
Atlantic for the period 2002–11. After manual in-
spection of the cloud imagery and PL tracks, a dozen
candidates were chosen based on their proximity to
Svalbard and general southward propagation. These
criteria imply that we are interested in PLs that origi-
nate immediately downstream of the archipelago in the
airstreams coming from the sea ice. Following pre-
liminary simulations of all of these cases, here we
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present two cases that are illustrative of the range of
PL examined: the 5–6 April 2007 (STARS-72) and the
30–31 January 2008 (STARS-77).
These two cyclones are well reproduced by the numer-
icalmodel and havewell-defined circulations that facilitate
their tracking and clarify the analysis of sensitivity exper-
iments. Both PLs developed in a classic northerly CAO
(Papritz and Spengler 2017) and spawned very close to
Svalbard, raising the possibility of its importance in their
development. The two cases are somewhat different in
terms of dynamical forcing, as discussed later.
b. The Met Office Unified Model
We use one of the latest versions (vn10.2) of the Met
Office’s Unified Model (MetUM) in atmosphere-only
mode. The MetUM has been used in previous PL in-
vestigations (e.g., Bracegirdle and Gray 2009) and this
particular version and configuration (Table 1) has been
validated against aircraft and satellite observations of
a shear-line PL by Sergeev et al. (2017). The basic
equations of the model are described in Wood et al.
(2014) and essentially represent the atmosphere as a
deep nonhydrostatic fully compressible fluid. We use
the ‘‘ENDGame’’ configuration, which incorporates
significant improvements to the numerical schemes and
physical parameterizations, such as a new orographic drag
scheme, a corrected convection entrainment scheme, and
revised turbulent mixing for shear-dominated boundary
layers. The model calculates surface fluxes separately on
each tile using similarity theory [details can be found in
Walters et al. (2017)]. For the boundary layer, the scheme
described by Brown et al. (2008) is used. Although the
sensitivity of PLs to the subgrid mixing parameteri-
zation is beyond the scope of this paper, the MetUM
schemes used in the present study have been tested in
PL cases by Irvine et al. (2011) and Sergeev et al.
(2017), who have shown that the boundary layer and
surface fluxes parameterizations are suitable for re-
producing these events.
A global MetUM simulation with N768 resolution
(17km) is initialized using the operational analysis and
run to provide boundary conditions for the nested sim-
ulations (e.g., see Fig. 1). The horizontal grid spacing of
the limited-area model is ’2:2 km, while the time step is
60 s. Sea ice extent and SST are derived from the Opera-
tional Sea Surface Temperature and Sea Ice Analysis
(OSTIA) at 17-km resolution and bilinearly interpolated
to the nestedmodel resolution. The elevation is taken from
theGlobal LandOnekilometerBaseElevation (GLOBE)
dataset (Webster et al. 2003) with a grid spacing of 1km.
The frequency of the model output is set to 1 h. Three-
dimensional fields are analyzed on isobaric surfaces (29
equally spaced levels spanning 1000–300hPa). The code
used in this study relies on the iris Python package (Met
Office 2016) and is available on GitHub (https://github.
com/dennissergeev/mplosi). Model output data are avail-
able upon request.
c. Trajectory analysis
To investigate how the PLs form and obtain their warm
cores, we calculate kinematic trajectories backward in time,
applying the Lagrangian Analysis Tool (LAGRANTO),
version 2.0 (Sprenger and Wernli 2015), to the MetUM
output of the three wind components and sea level
pressure. Similar trajectory analysis of PLs over the Sea
of Japan has been carried out by Watanabe and Niino
(2014) and Watanabe et al. (2017), and has been proven
to be useful for CAO climatology work by Papritz and
Spengler (2017) as well as for the mesoscale flow in-
teraction with topography in polar regions by Elvidge
et al. (2015). Trajectories from five pressure levels (950,
925, 900, 875, and 850hPa) over a 10km 3 10km grid
within the warm core of the PLs are calculated backward
in time for 24h from the time of maximum intensity
(defined as the time when the PL reaches its maximum
relative vorticity in the lower troposphere).
d. Experimental setup
We start with control (CTRL) experiments for each of
the two PL cases. The model domain spans most of the
Norwegian and parts of the Greenland and Barents Seas
(Fig. 1). The Svalbard Archipelago is near the center of
the domain. The surface temperature and sea ice cover
are similar in both PL cases; namely, a ‘‘diagonally ori-
ented’’ sea ice edge in Fram Strait, a bay of open water
to the west of Svalbard, and sea ice to the east of the
archipelago.
For each case we perform four additional model
simulations, where we separately change the orogra-
phy and sea ice edge positions. Note that simulta-
neous changes of orography and sea ice resulted in
even larger differences between the CTRL and per-
turbed experiments. However, the combined per-
turbed orography and sea ice experiments do not
TABLE 1. MetUM settings.
Version; nesting suite ID 10.2; u-ae616
Horizontal grid spacing 2.2 km
Nested domain size (x, y) 6003 700 grid points
Rim width (grid points) 24
Nested domain area 1320 km3 1540 km
Initialization time
STARS-72 1200 UTC 4 Apr 2007
STARS-77 1200 UTC 29 Jan 2008
Run duration 48 h
Output frequency 1 h
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provide new information beyond the uncombined
experiments presented here, so for the sake of brev-
ity, these are not discussed further.
Some additional experiments were carried out to test
the MetUM’s sensitivity to the initialization time, the
size of the model domain, and its geographical posi-
tion. In the first few hours of all experiments (CTRL
and sensitivity) low-level vorticity features were in-
distinguishable. A few weak vorticity filaments are
present at the beginning of the forecast, but they dis-
sipate or are advected away from the region of future
PL formation. Thus, we believe the initialization time
of the experiments is appropriate to capture the full life
cycle of PLs and is not too early to render the forecast
inaccurate compared to observations. Overall, the model
produced very similar results even if the domain was twice
as large or shifted by a few degrees latitude or longitude.
Runs with doubled grid spacing (4.0km) generally agreed
with the control runs, but did not reproduce the same
amount of small convective cells. These differences in the
representation of discrete convective cells do not accom-
pany significant differences in the wind and temperature
fields, as was found for a higher-resolution (0.5-km grid
size) simulation by Sergeev et al. (2017).
3. Results
a. Large-scale atmospheric conditions and PL
evolution in the CTRL experiments
The surface environment prior to the PLs generation is
similar in both cases. It is characterized by a quasi-zonal
pressure gradient over the Norwegian Sea, on the western
periphery of a synoptic-scale cyclone moving to the
northeast, while a high pressure system is located over
Greenland. This setting is a classic example of favorable
conditions for CAOs in this area (Papritz and Spengler
2017). Accordingly, the prevailing wind direction through-
out the simulation is from the north. These synoptic con-
ditions fall into the category of the Atlantic ridge weather
regime,which is found byMallet et al. (2013) to be themost
conducive for PL activity over the northeast Atlantic.
The upper-level conditions (Fig. 1) display a south-
ward propagation of the Arctic air mass, but the geo-
potential height and temperature patterns differ between
FIG. 1. The model domain showing upper-level (500 hPa) conditions for the (a)–(c) STARS-72 case and (d)–(f) STARS-77 case. Shown
are air temperature (color shading, K), geopotential height (pink contours, m), SST2 T500 (selected for 43- and 50-K isotherms, green),
and the sea ice edge (dark gray line). The PL tracks aremarked in white, a white cross showing the start, and black and white dots showing
the PL location at the time of the panel and after 48 h, respectively.
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the STARS-72 and STARS-77 cases. In the former case, a
distinct cold trough at 500hPa forms over the Svalbard
region. During the PL event, this upper-level vortex be-
comes more concentrated and propagates toward the
Scandinavian coast, elongating the cold anomaly over the
western Norwegian Sea. This is reflected in the 500-hPa
PV field (Fig. 2a), which contains an elongated maximum
that moves to the region from the north. The moment
when the forefront of the PV maximum happens to pass
over Svalbard (Fig. 2a), an embryo of the future STARS-72
PL detaches from the western coast of the archipelago
(evident in low-level vorticity).As the PVfilament extends
southward, the sea level pressure (SLP) trough and the
low-level vorticity maximum associated with the growing
PL follow it. The upper- and the lower-level PV anomalies
(qualitatively similar to the low-level vorticity in Fig. 2)
quickly become vertically aligned, with the surface PV
maxima associated with convective mesoscale vortices
extending up to 500hPa (Figs. 1c and 2c). The reduction of
the distance between upper- and lower-level lows, or in
other words, the decrease of the baroclinic mode phase tilt
in the STARS-72 case, resembles a type-B cyclogenesis in
the classification of Petterssen and Smebye (Bracegirdle
and Gray 2009).
The STARS-77 PL’s upper-level environment, on the
other hand, does not possess a well-defined cold vortex,
nor does it have a strong PV anomaly. The geopotential
height contours at 500 hPa remain largely zonal during
the life cycle of the PL (Figs. 1d,e). A small upper-level
trough appears above the PL at the end of the simulation
because of the intensification of the surface mesoscale
cyclone (Fig. 1f). The 500-hPa temperature field is as
cold as in the first case, though the temperature mini-
mum is less pronounced. The broad negative tempera-
ture anomaly in the midtroposphere combined with
slightly higher SST in the STARS-77 case indicates that
the atmosphere is less stable, compared to the first case’s
environment, and thus more prone to convection.
FIG. 2. As in Fig. 1, but for potential vorticity at 500 hPa (blue contours, every 2 PVU), relative vorticity at 950 hPa (color shading,
1024 s21), and sea level pressure (red contours, every 2 hPa). The white line in (b) indicates the south–north vertical cross section shown in
Fig. 11. Model elevation is shown by color shading.
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This difference is more pronounced in the first day of the
simulations and is demonstrated by the SST and the
temperature at 500hPadifference (SST2T500, Figs. 1a,d)—
a proxy often used for potential PL development
(Kolstad 2011).
The low-level evolution of the STARS-77 PL begins
with a series of high-vorticity banners emanating from
the west coast of Spitsbergen and growing over the ice-
free ocean, before merging into a long (up to ’500 km)
convergence line accompanied by a weak SLP trough
(Fig. 2e and vectors in Fig. 3e). Because of a greater low-
level convergence (not shown), stretching of the existing
cyclonic vorticity intensifies the northern segment of the
shear line quicker than its southern segment. Conse-
quently, under the influence of northerly flow from
Fram Strait and northeasterly flow from the Barents
Sea, the vorticity line curls up into a comma-shaped PL
(Figs. 2e,f). The barotropic nature of this wave is evident
from the high horizontal gradients in the wind speed
(not shown) and the characteristic scale of the vorticity
waves, roughly equal to 25–30km. Given the sharp
vorticity gradient across this narrow (,20km across)
vorticity strip, Rayleigh’s inflection point criterion for
instability is satisfied [i.e., a maximum in vorticity is
within the domain (e.g., Dritschel et al. 1991)]. The
barotropic wave growth is likely to be aided by latent
heat release in the banded convection (Joly and Thorpe
1990). This is related to themechanisms examined in the
idealized model experiments of Dacre and Gray (2006).
This PL’s high-vorticity core continues to expand, be-
coming more spiraliform in a similar fashion to that
described by Schär and Davies (1990), while the central
pressure drops below 984hPa at the end of the simula-
tion (Fig. 2f).
Both PLs develop in a similar ambient horizontal
equivalent potential temperature gradient of roughly
1.5K (100km)21 in the lower troposphere (Fig. 3). The
incipient mesoscale cyclones appear in the northern
part of the baroclinic zone that stretches from southwest
to northeast (Figs. 3a,d). The warm air mass and the
FIG. 3. As in Fig. 2, but for equivalent potential temperature (color shading, every 5K) and horizontal wind at 850 hPa (black vectors), and
sea level pressure (red contours, every 2 hPa).
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large-scale surface low retreat to the east and are re-
placed by colder air brought by the CAO. The PLs de-
velop on the eastern edge of this CAO. Toward the end
of the PL life cycle, the cold air encircles warmer air,
resulting in a warm seclusion in the STARS-72 case
(Fig. 3c). The temperature stratification of the background
environment is stronger in the STARS-72 case, than in the
STARS-77 case. For example, the SST–500hPa difference
at the early stages of PL development exceeds 47K in the
STARS-77 case, which is 7K larger than in the STARS-72
case (Fig. 1). The difference in stratification is mainly due
to themid- and upper levels being colder in the STARS-77
case (cf. Figs. 1a and 1d). This suggests a greater role of
convection and diabatic destabilization in the STARS-77
case. The latter can represent a sufficient mechanism for
PL intensification in the regions with sustained surface
baroclinicity (Montgomery and Farrell 1992). Thus, the
formation and growth of both PLs involves a synergy
among baroclinic instability, convection, barotropic in-
stability (for STARS-77), and upper-level forcing (for
STARS-72).
The simulated top-of-the-atmosphere outgoing long-
wave radiation plots (TOA OLR; see Fig. 4) are broadly
consistent with AVHRR satellite images (http://polarlow.
met.no). They depict a cloud-free eye surrounded by the
highest spiraling cloud bands (white shading—lowest
values of TOA OLR), with precipitation rates reaching
10mmh21. The rest of themodel domain is filled by swaths
of stratocumulus clouds and convective cells or cloud
streets of shallow convection typical of a CAO event.
Backward trajectory analysis shows that in both cases,
more than half of the air parcels that end up in the PL
center originate from Fram Strait and to the north of
Svalbard, as far as Franz Josef Land (pink lines in
Figs. 5a and 5e). Their typical path goes over the ice-
covered Fram Strait, bypassing Svalbard to the west, and
moving in a southeastward direction to end up in the PL.
The trajectories stay below 850hPa (in the STARS-72
case even lower) and barely change their potential tem-
perature u, until about218h when they enter the ice-free
area. Accordingly, the air parcels’ temperature and, a bit
later, specific humidity begin to rise because of the strong
surface heat fluxes.
The highest u in the PL core is associated with tra-
jectories that have the western Barents Sea as their
predominant origin (yellow lines in Figs. 5a and 5e).
Being already much warmer than the parcels from the
north, u along trajectories from the Barents Sea in-
creases farther as a result of diabatic processes (Figs. 5c,g,
inset axes). Moisture brought by these parcels to the PL
(Figs. 5d,h) helps to drive convection that is manifested
by the upward movement at the end of the trajectories
(e.g., Fig. 5f).
The STARS-77 case has an additional source of air that is
located over the Greenland Sea and carried to the PL by
westerlies at’600 hPaandhigher (cyan lines inFig. 5e).This
dry air from the mid- and upper troposphere contributes to
the warm core of the PL, through adiabatic warming during
descent (cyan curve in the inset axes of Fig. 5g showing
nearly constant u values). The change in temperature along
these trajectories is the largest of all the trajectory paths.
b. Sensitivity experiments
When Svalbard obstructs a CAO, it can act as a source
of low-level vorticity conducive to the formation of
FIG. 4. Simulated cloud signature (shown by TOAOLR), SLP (red
contours, hPa), and precipitation rate (mmh21) at the time of maxi-
mum intensity in case (a) STARS-72 and (b) STARS-77. The sea ice
edge is shown as 15% contour line of sea ice fraction (gray line).
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mesoscale cyclones (e.g., Fig. 2). In addition, the rela-
tively warm ice-free sea surface to the west of the ar-
chipelago supplies the heat and moisture that contribute
to PL development. The shape of the sea ice edge can
also be vital for flow convergence (e.g., Gryschka et al.
2008). To examine the sensitivity of the PLs to these
surface factors we performed a number of sensitivity
experiments (Table 2).
The CTRL surface characteristics are illustrated in
Fig. 6a. The NOSVA experiment has the area of Sval-
bard replaced by sea ice of the same coastal shape in
order to elicit the influence of the archipelago’s topog-
raphy (Fig. 6b). In SVA200, Svalbard’s elevation is
changed by a set percentage (200%) at each grid point.
Consequently the vertical profile of Svalbard becomes
steeper, but the coastal shape of Svalbard remains
the same.
The diagonally oriented sea ice distribution in the
Fram Strait and the open water next to Svalbard (see
Fig. 6a) will lead to a diagonal pattern of heating from
the surface that may supply energy to the growing con-
vergence lines. In our sensitivity experiments, we make
the sea ice edge oriented zonally and shift it to 828N,
north of Svalbard (ICE82N run; Fig. 6c). Then, to isolate
the influence of open water west of Svalbard, we extend
the sea ice cover south to 768N (ICE76N; Fig. 6d). In the
ICE82N experiment sea ice south of 828N is replaced by
ocean with an SST of 271.35K (seawater freezing point).
Note that changing the sea ice cover also changes the
baroclinicity in the area, which is an inherent part of our
experimental design. The effect of this additional factor
would be better answered via idealized studies in
future work.
1) PERTURBED OROGRAPHY EXPERIMENTS
Although the PLs still develop in the perturbed orog-
raphy conditions, their origin and tracks have changed
(Fig. 7). In the NOSVA run of both PL cases, the incipient
vortices still appear near the ragged western ice edge re-
placing Spitsbergen, but are quickly advected away from
FIG. 5. Backward trajectories (a),(e) over 24 h, and time series of (b),(f) pressure; (c),(g) potential temperature; and (d),(h) specific
humidity along the trajectories for the cases (top) STARS-72 and (bottom) STARS-77. Trajectories with distinct geographical origins are
highlighted: north (pink), northeast (yellow), and west (cyan). Gray lines depict trajectories that do not decidedly fall into any geo-
graphical category. The colored circles show hourly positions of the air parcels along the median trajectory. The time series plots (b)–(d),
(f)–(h) show themedian and the interquartile range by a solid line and shading, respectively. Inset axes in subplots (c) and (g) show the u–T
diagrams, where the first hour of the trajectory is shown by a cross. The dashed diagonal line shows 1:1 ratio of u and T increase. Note that
the geographical origins are defined by longitude–latitude boxes; even though some of the gray trajectories seem to originate in the similar
area, they do not cross those boxes.
TABLE 2. Sensitivity runs setup.
Run Svalbard Sea ice
NOSVA Replaced by sea ice Control
SVA200 Height scaled by 200% Control
ICE82N Control Zonal ice edge at 828N
ICE76N Control Zonal ice edge at 768N
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the ice edge. As a result, they are unable to join the vor-
ticity lines produced in a merry-go-round fashion around
the synoptic-scale low to the east. The initial vorticity
cluster coming from Svalbard dissipates near the Scandi-
navian Peninsula after about 21h of existence. The pri-
mary nuclei of PLs in the NOSVA runs become the
vortical disturbances generated by the northeasterly large-
scale flow (cf. the starting locations of the PL tracks to the
ones in theCTRL runs). TheNOSVAPLs develop farther
to the south and slightly later than CTRL PLs, likely be-
cause of the lack of vorticity reinforcement from Svalbard,
illustrated in the STARS-77 case by the absence of a
trailing ‘‘vorticity tail’’ between the archipelago and the
growing PL in Fig. 7e. One can notice a remnant of the
vorticity filament close to the PL, but it is detached from it
and is too far west. In the STARS-77 case, theNOSVAPL
is weaker than in the CTRL run when assessed by such
metrics as the low-level relative vorticity averaged within
150km of the center of the vortex (Figs. 8a,b). In the
STARS-72 case, the intensity of the NOSVA PL takes
more time to increase, but eventuallymatches the intensity
of the CTRL PL.
When the height of Svalbard’s mountains is doubled
(SVA200 runs), the fjords produce more vorticity fila-
ments, which feed the growing mesoscale cyclones. In
both cases, intense tip jets are generated by the air
flowing around the northwestern cape (not shown),
consistent with the idealized experiments of Skeie and
Gronas (2000) and being the major source of relative
vorticity to the incipient PLs. The mesoscale cyclones
are initiated closer to the archipelago because of the
topographic blocking of the CAO (i.e., Svalbard acts to
divert flow around it; discussed in section 4). They are
characterized by a much higher vorticity at the begin-
ning of their tracks, but comparable to the CTRL at the
end. In fact, as shown in Fig. 8 the STARS-72 PL attains
FIG. 6. Sea surface temperature (color shading, 8C), surface elevation (color shading, m), and sea ice edge (orange
line) in (a) CTRL, (b) NOSVA, (c) ICE82N, and (d) ICE76N simulations of the STARS-72 case.
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its vorticity maximum after about half a day of devel-
opment while it is less than 200km away from Svalbard
(blue circle in Fig. 7c). Note this allows us to start PL
tracking earlier (e.g., by 10h in STARS-77 case), which
is reflected by a longer time series of averaged vorticity
(Fig. 8).
2) PERTURBED SEA ICE EXPERIMENTS
In the experiments with increased sea ice cover to the
south (ICE76N), the vorticity maxima forming near
Svalbard receive a smaller flux of energy from the ice-
covered surface, and so are much weaker than in the
CTRL runs (Figs. 8, 9).
In the STARS-72 case, the incipient vortex gradually
weakens while traveling over the sea ice. Once the cold
stably stratified air embedded within the vortex enters
the ice-free area south of 768N, the average sensible heat
flux around the vortex center spikes to almost 350Wm22
(Fig. 8c)—comparable to other PLs with high heat fluxes
(e.g., Wagner et al. 2011). However, even this boost in
surface heating is not enough for the incipient vorticity
maximum to evolve into a PL, and instead it disintegrates
into convective disturbances that eventually make land-
fall in northern Norway. The mesoscale SLP trough
deepens nonetheless, and the low-level vorticity field is
characterized by the strong shear line originating from
the rear part of the large-scale low over the Barents Sea
(Fig. 9b).
In the STARS-77 case (Fig. 9e), despite the fact that in
this simulation the mesoscale vortices develop in the
same spot as in the CTRL run, they appear as a series of
small-scale shear waves without a dominant center (the
SLP minimum is around 4hPa weaker than the CTRL).
The growth of this mesoscale disturbance is hindered by
FIG. 7. Results of the sensitivity experiments with changed orography at the time of maximum intensity in the control run. Relative
vorticity at 950 hPa (color shading, 1024 s21) and SLP (red contours, every 2 hPa) in (a),(d) CTRL; (b),(e) NOSVA; and (c),(f) SVA200
simulations of (top) STARS-72 and (bottom) STARS-77. Model elevation is shown in color shading, and sea ice edge is shown by the gray
line. Manually tracked PL positions are shown by blue dots. The blue filled circle shows the location of maximum intensity of the PLs. The
blue cross shows the beginning of the track and the white circle shows the PL location after 48 h.
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the lack of surface heat fluxes. Similarly to the NOSVA
run, the link to Svalbard is very weak, and it is only due
to the vorticity source at the synoptic low periphery that
the mesoscale vortices develop at all.
In the retreated sea ice conditions (ICE82N), both
PLs undergo a life cycle similar to that of the CTRL run
and exhibit almost the same vorticity pattern and de-
velopment. In the STARS-72 case, the mesoscale cyclone
is comparable to the CTRL run when expressed in vor-
ticity (Fig. 8a), surface wind speed, or precipitation rate,
although the maximum value of averaged vorticity is
slightly smaller than in CTRL. A possible explanation is
that the sensible heat flux is also lower during the early
stages of the PL life cycle, though not as low as in the
ICE76N case. In the STARS-77 case the mesoscale cy-
clone is slightly stronger in the ICE82N run compared to
CTRL, based on the mean low-level vorticity (Fig. 8b)
and precipitation rate. However, even though the sensi-
ble heat flux is lower during the PL intensification in the
ICE82N run (Fig. 8d), the resulting decrease in the
vorticity is small. On the other hand, in the STARS-77
case, the vorticity increase appears quite large, compared
to the small increase in sensible heat flux early in the life
cycle (Fig. 8d).
In short, the impact of replacing the ocean surface
with sea ice in the area west of Svalbard (ICE76N) has a
greater effect on the intensity of these PLs than chang-
ing the sea ice distribution to the north of it (ICE82N).
4. Discussion
In these two cases the primary influence of Svalbard is
that it blocks the propagation of a CAO: in experiments
with flattened elevation, mesoscale cyclones still form
but they are more readily swept away by the northerly
flow, while a doubled elevation deflects the cyclone
track (as in the STARS-72 case) or slows it down
(STARS-77).
A useful metric for assessing the flow response to oro-
graphic obstacles is the nondimensional mountain height:
FIG. 8. Time series of (a),(b) average relative vorticity between 950 and 850 hPa and (c),(d) average sensible heat
flux within 150-km radius from PL centers for (a),(c) the STARS-72 case and (b),(d) the STARS-77 case, and for
each of the sensitivity experiments. The colored circles show the maximum values of each curve.
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h^5Nh/U. The real atmospheric flow around complex
topography is characterized by large variations in
the wind speed U and the Brunt–Väisälä frequency
N, making it nontrivial to calculate the average h^
(Ólafsson and Bougeault 1997). Following estimates of
the nondimensional height in real cases with flow
splitting (Ólafsson and Bougeault 1997, and references
therein), we obtain N and U in the layer below the
mountain-top level and average them separately
(rather than averaging their ratio N/U). This calcula-
tion is performed for the CTRL experiment of both PL
cases using the model output linearly interpolated to 12
equally spaced height levels below 1200m. The latter is
chosen as the mountain-top level h, being roughly
equal to the altitude of the highest peak of Svalbard as
represented in the MetUM’s surface elevation field,
and similar to 916m in a study by Skeie and Gronas
(2000). The area used for horizontal averaging is lo-
cated upwind of the archipelago (Fig. 10c), approxi-
mately at a distance equal to the Rossby radius of
deformation (Elvidge et al. 2015), lR5Nh/f (where
f is the Coriolis parameter).
The time series of U and N (Figs. 10a,b) demonstrate
that the upstream conditions are characterized by stable
stratification, with values of N close to ones used by
Skeie and Gronas (2000) in their idealized experiments.
The average wind velocity is quite low in the first 12–18h
of the STARS-72 case simulation (Fig. 10a), resulting in
h^ up to ’5. Gradually, the wind speed in the lower
troposphere increases, due to the strengthening of the
large-scale pressure gradient (e.g., see Figs. 2b,c), while
N remains constant. Consequently, h^ diminishes, but
nevertheless remains larger than unity. In the STARS-77
case (Fig. 10b), even though U is relatively high, the
static stability is large too, so h^ stays larger than ’2
throughout the simulation and increases toward the end.
Interestingly, several hours before the formation of the
STARS-77 PL, there is a noticeable rise in h^, which may
hint at the causality between flow splitting and meso-
scale cyclone generation downstream.
FIG. 9. As in Fig. 7, but for (a),(d) CTRL; (b),(e) ICE76N; and (c),(f) ICE82N sensitivity runs of the (top) STARS-72 and (bottom)
STARS-77 cases.
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These estimates of the nondimensional mountain
height indicate that in both cases the atmospheric flow is
incapable of climbing the orographic barrier of Svalbard
and thus a flow splitting regime is favored. Flow splitting
is somewhat visible in the wind speed vectors in Fig. 3,
while the wake convergence is also demonstrated by the
pattern of backward trajectories (Fig. 5e). As demon-
strated theoretically by Smith (1989b) and numerically
by Skeie and Gronas (2000), blocking in experiments
with realistic orography is more pronounced than in
experiments with an idealized mountain, and this can be
attributed to the cross-flow-oriented mountain ridges of
north Spitsbergen. The sufficient nondimensional height
of Svalbard in our cases offers a comparison, for exam-
ple, with the Sikhote-Alin mountain range, which blocks
Siberian cold air masses from the Sea of Japan and
creates favorable conditions for mesoscale cyclogenesis
(Watanabe et al. 2017).
Under conditions of stable stratification andweakwinds,
flow splitting leads to wake effects such as eddy shedding,
which is manifested by PV anomalies on the flanks of an
orographic obstacle (Schär and Smith 1993a; Smith 1989a;
Petersen et al. 2003). The presence of these PV anomalies
renders the flow susceptible to barotropic instabilities, as
was previously demonstrated by idealized experiments
with a circular obstacle (e.g., Schär and Smith 1993b). This
process of low-level vorticity production is likely to be the
case in the two PL cases presented here.
Svalbard’s isolated shape and orientation also make
it a source of vorticity filaments, which merge into and
reinforce vortices downstream. Removing Svalbard, the
STARS-72 PL instead grows on the vorticity clusters
coming from the Barents Sea, and the STARS-77 PL
lacks a vorticity ‘‘tail’’ stretching away from Svalbard.
Hence, at least for the mesoscale cyclones similar to
STARS-72 and -77, Svalbard plays the role of a sec-
ondary vorticity source, albeit not a necessary one for
PL intensification.
As for the main vorticity clusters, they form in the rear
part of the large-scale cyclone independent of surface
conditions near Svalbard (in both PL cases). This southern
cluster of vorticity in the centralNorwegian Sea emerges at
about 23–26h and intensifies into a shear line. The growth
of the shear line is coincident with a high precipitation rate
(not shown). This suggests that the latent heat released in
the lower troposphere through condensation contributes
to PL growth via strong updrafts leading to the stretching
of vertical vorticity.
One phenomenological difference between STARS-72
and STARS-77 is the presence of an upper-level PV
anomaly. This is illustrated in the SVA200 runs, in which
even with higher Svalbard the STARS-72 PL stays on a
similar course. The positive PV anomaly is indeed a
salient synoptic feature of PL development in cases
similar to STARS-72 and is manifested as a short-wave
trough in the upper troposphere. Note the shape and
magnitude of the upper-level PV filament is very similar
to the PV anomaly associated with a Kara Sea PL, ana-
lyzed by Verezemskaya and Stepanenko (2016). To test
whether the upper-level PV anomaly is strong enough to
interact with the low-level mesoscale vortices appearing in
the CTRL simulation of the STARS-72 case, we calculate
the Rossby penetration depth (Adakudlu and Barstad
2011), which can be approximated by
dz’
L
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
f (f 1 z
u
)
p
N
,
where L is the horizontal scale of the PV anomaly and
zu is the isentropic relative vorticity. At the time of
FIG. 10. Time series of the nondimensional height h^, wind speed U (m s21), and the Brunt–Väisälä frequency
N (s21) in (a) STARS-72 case and (b) STARS-77 case. Note the vertical lines correspond to the three time slices
shown in Figs. 1–3.
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vigorous PL development (at 1500 UTC 5 April 2007;
Fig. 2b), the PV reaches almost 5 PVU (1 PVU 5
1026Kkg21m2 s21) and is located close to the 285-K
isentropic surface. As can be seen in Figs. 2b and 11, the
horizontal scale of the anomaly is roughly 200km. The
relative vorticity (zu5285K) contribution to the PV anomaly
on this level is about 2.5 3 1024 s21, or ’1:8f , and N 5
0.0092 s21 in the tropospheric column around the PL
center.Using these values, we obtain aRossby penetration
depth of ’4:8 km, which exceeds the vertical distance
between the low-level and upper-level PV anomalies. This
suggests that one of the mechanisms of the PL develop-
ment is a dynamical coupling between the low-level dis-
turbance and the upper-level trough.
In the STARS-77 environment, even though the av-
erage Brunt–Väisälä frequency is of the same magni-
tude, the PV field does not have a distinct positive
anomaly in the upper troposphere, nor does isentropic
relative vorticity, so a dynamical coupling does not ap-
pear to be occurring.
One might expect that with a weakened temperature
stratification in the ICE82Nexperiment of the STARS-72
case, the vertical PV coupling would be stronger and
lead to a more intense PL. However, as seen from Fig. 8a,
the mesoscale cyclone in the STARS-72 case appears
slightly weaker compared to the CTRL run. A possible
explanation is that in the run with reduced sea ice, the
surface heat fluxes are persistently lower, because the
convective boundary layer of the northerly flow is more
well mixed, reducing the air–sea temperature difference.
In ICE76N the presence of sea ice implies that vortices
spawned by Svalbard’s orography do not gain sufficient
strength and dissipate or make landfall.
The cumulative effect of surface fluxes on both PLs is
evident from the comparison of the areas under the
curves in Figs. 8c and 8d. Even though the total area
integrated for the CTRL and ICE76N curves is similar,
the heat flux at the beginning of the PL’s life cycles is
significantly lower in ICE76N than in CTRL. Hence, even
though the PLs’ development depends on a mix of baro-
tropic and baroclinic processes, surface heat fluxes are still
important in their early stages. It appears that in the
STARS-72 case, surface fluxes are more important in the
very beginning of the PL development than later on.
5. Summary and conclusions
We have carried out numerical simulations of two
Norwegian Sea PLs, in which the orography of Svalbard
and the sea ice around it were modified to test their role
in mesoscale cyclone formation and development. Our
focus is on the Norwegian and Barents Seas area, but
these results have implications for PL dynamics more
generally.We use a state-of-the-art convection-permitting
NWPmodel that allows for a detailed examination of PL
life cycles in the control experiments and how their
tracks and intensity change in perturbed scenarios.
Because of a large nondimensional mountain height,
Svalbard splits the northerly CAO and produces low-
level vorticity filaments that grow to mesoscale cyclones
with the help of surface heat fluxes. In the synoptic
conditions characterized by the large-scale depression
over northern Norway and an anticyclone over Green-
land, vorticity filaments emanating from Svalbard need
to merge with their counterparts coming from the
Barents Sea to form intense PLs, as seen here for both
the STARS-72 and STARS-77 cases. In other words, the
primary sources are convectively driven convergence
lines, while Svalbard’s mountains provide a secondary
source of vorticity (Fig. 12a). Increasing Svalbard’s
orography leads to greater vorticity production in the
early stages of PL development, as well as deflection of
PL tracks. In cases with a prominent upper-level PV
anomaly (such as STARS-72) the PL is steered by the
cold trough aloft and is less affected by the topographic
forcing.
The removal of sea ice to the east of Svalbard and in
the Fram Strait results in a moderate intensification of
the more convectively driven PL (STARS-77). On the
other hand, extending the sea ice cover to the south
FIG. 11. South–north vertical cross section of relative vorticity
(color shading, 1024 s21), potential temperature (black contours,
every 1K), and potential vorticity (blue contours, every 2 PVU) at
1500 UTC 5 Apr 2007 in the CTRL simulation of the STARS-72
case. The location of the cross section is given in Fig. 2b.
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(Fig. 12b) deprives the mesoscale vortices of a necessary
heat supply, halting their intensification (STARS-72) or
slowing it down (STARS-77). PL development is hin-
dered in this situation, because weaker surface fluxes
(see Figs. 8c,d) lead to a more stable stratification and
less condensational heating.
The two cases analyzed in our study exemplify that
PLs in the northeast Atlantic often begin their evolution
from sporadic vorticity filaments and clusters associated
with convective cells. Vorticity clusters form in surges at
the western part of large-scale depressions, and some of
them intensify to PLs with gale-force winds. These two
mesoscale cyclones withstand large perturbations to
their ambient environment and still develop to suffi-
cient intensity to be labeled as PLs. Thus, we demon-
strate that both Svalbard’s orography and surrounding
sea ice have an impact on the cyclogenesis in the Nor-
wegian Sea to the point of modulating it, but not being
a dominant factor.
A next step would be to extend our study to more PL
cases and examine if these results are robust for different
synoptic situations. Compiling a climatology of meso-
scale vortices in the vicinity of Svalbard would allow for
broader conclusions about the statistically significant
influence of orography and sea ice on PL genesis. For
example, correlating the nondimensional mountain
height upstream of Svalbard and PL formation in the
Norwegian Sea.
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