Abstract-A new approach for recognizing the iris of the human eye is presented. Zero-crossings of the wavelet transform at various resolution levels are calculated over concentric circles on the iris, and the resulting one-dimensional (1-D) signals are compared with model features using different dissimilarity functions.
I. INTRODUCTION
Computer vision-based techniques that recognize human features such as faces, finger prints, palms, and eyes have many applications in surveillance and security. Most of the existing methods have limited capabilities in recognizing relatively complex features in realistic practical situations. The objective of this correspondence is to present a new approach for recognizing humans from images of the iris of the eyes under practical conditions.
The iris has unique features and is complex enough to be used as a biometric signature [1] . This means that the probability of finding two people with identical iris patterns is almost zero. Therefore, in order to use the iris pattern for identification, it is important to define a representation that is well adapted for extracting the iris information content from images of the human eye. We propose a new algorithm for extracting unique features from images of the iris of the human eye and representing these features using the wavelet transform (WT) zero crossings [2] . This representation is then utilized to recognize individuals from images of the irises of their eyes. A wavelet function that is the first derivative of a cubic spline is used to construct the representation. The proposed technique is translation, rotation, and scale invariant. It is also largely unaffected by variations in illumination and noise levels in the images.
II. REPRESENTATION OF IRIS PATTERNS
The proposed iris recognition system is designed to handle noisy conditions as well as possible variations in illumination and camerato-face distances. In studying the characteristics of the irises, we will only deal with samples of the grey-level profiles and use these to construct a representation. Input images are preprocessed to extract the portion containing the iris. We then proceed to extract a set of one dimensional (1-D) signals and obtain the zero-crossing representations of these signals. The main idea of the proposed technique is to represent the features of the iris by fine-to-coarse approximations at different resolution levels based on the WT zerocrossing representation. To build the representation, a set of sampled data is collected, followed by constructing the zero-crossing representation based on its dyadic WT.
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Publisher Item Identifier S 1053-587X(98)02926-2. The process of information extraction starts by locating the pupil of the eye, which can be done using any edge detection technique. Knowing that it has a circular shape, the edges defining it are connected to form a closed contour. The centroid of the detected pupil is chosen as the reference point for extracting the features of the iris. The grey level values on the contours of virtual concentric circles, which are centered at the centroid of the pupil, are recorded and stored in circular buffers. In what follows, for simplicity, one such data set will be used to explain the process and will be referred to as the iris signature. Choosing the centroid as the reference point ensures that the representation is translation invariant. We now need to compensate for size variations due to the possible changes in the camera-to-face distance.
The extracted data from the same iris may be different even if the diameter of the used virtual circle is kept constant. This is due to the possible variation in the size of the iris in the image as a result of a change in the camera-to-face distance. For matching purposes, the extracted data must be processed a) to ensure accurate location of the used virtual circle and b) to fix the sample length before constructing the zero-crossing representation.
Using the edge-detected image, the maximum diameter of the iris in any image is calculated. In comparing two images, one will be considered to be a reference image. The ratio of the maximum diameter of the iris in this image to that of the other image is also calculated. This ratio is then used to make the virtual circles, which extract the iris features, have the same diameter. In other words, the dimensions of the irises in the images will be scaled to have the same constant diameter regardless of the original size in the images.
Furthermore, the extracted information from any of the virtual circles must be normalized to have the same number of data points. We introduce a normalization value N , which is selected as a power-of-two integer. The main reason for this selection is to enable the extraction of the whole information available in the iris signature by applying the dyadic wavelet transform. By changing the normalization constant, the accuracy of the classification process can be adjusted. A large value of N results in decomposing the iris signature to a large number of levels, in which the information of iris signature is analyzed in more detail. This implies that the classification is more accurate. In contrast, a small normalization value N results in reducing the accuracy of the classification but increases the speed of the whole process. Fig. 1 shows a sample image. The extracted data set and its wavelet transform are shown in Fig. 2 .
The next step is to generate a zero-crossing representation from the normalized iris signature f (n); n 2 Z. Since the normalized iris signature represents a closed ring, it is naturally periodic with period N , and the zero-crossing representation will also be periodic since the wavelet coefficients are periodic. This means that the representation 1053-587X/98$10.00 © 1998 IEEE is independent from the starting point on iris virtual circles. Fig. 3 illustrates the zero-crossing representation of the iris of Fig. 1 . The dyadic wavelet transform decomposes a signal into a set of signals at different resolution levels. The information at the finer resolution levels is strongly affected by noise. In order to reduce this effect on the zero-crossing representation, only a few lowresolution levels, excluding the coarsest level, are used. This makes the representation robust in a noisy environment and reduces the number of computations required.
III. THE MATCHING ALGORITHM
The proposed algorithm is a model-based one in which the original signatures of the different irises to be recognized are represented by their zero-crossing representations. These representations are then stored in the database of the system and are referred to as models. The main task here is to match an iris in an image, which is referred to as an unknown, with one of the models whose representations are stored in the database. The process consists of two phases: learning and classification. In the learning phase, the system will construct the model representations based on the irises in noise-free images. The intermediate resolution levels containing most of the energy of the representation are chosen for use in the matching process.
In the classification phase, the representation of an unknown iris in an image is constructed with the same normalization value used in 
where 0 is the scale factor and equals the ratio between the radius of the virtual circle of the candidate model and that of the unknown signature. Note that the first dissimilarity function is computed using every point of the representation, whereas the second uses only the zero-crossing points. The overall dissimilarity value over the resolution interval [K; L] will be the average of the dissimilarity functions calculated at each resolution level in this interval, i.e.,
where p = 1; 2 refers to one of the dissimilarity functions defined above.
The first dissimilarity function d (1) j [3] makes a global measurement of the difference of energy between two zero-crossing representations over the entire spatial domain at a particular level j.
In order to grasp the most essential information selectively and effectively and to simplify the computation, we introduce the other dissimilarity function d (2) j , which compares two representations based on the dimensions of the rectangular pulses of the zero-crossing representations. With this function, the amount of computation is significantly reduced since the number of zero crossings is much less than the total number of data points. However, the main problem of using this function is that it requires the compared representations to have the same number of zero crossings at each resolution level. To overcome this problem, one can do either of the following. a) Check the number of zero crossings of the representations of the unknown signature and candidate model. If the above condition is satisfied for at least two adjacent resolution levels, then use d (2) j . The overall dissimilarity value D (2) is calculated in the interval where the number of zero-crossings is the same. b) Alternatively, use a false zero-crossing elimination algorithm to remove unimportant (or false) zero crossings in order to make the number of zero crossings of the unknown and model representations be the same before calculating the dissimilarity function [4] .
IV. COMPARISON WITH EXISTING METHODS
Personal identification using the patterns and colors of the iris was reported in [5] . More recently, Daugman presented a prototype system for iris recognition [6] and reported that it has excellent performance on a diverse database of many images. Wildes et al. [7] described a prototype system for personal verification based on automated iris recognition. These recent prototype systems considered a number of implementation issues from the practical point of view. Since our proposed technique addresses mainly the problems of pattern extraction and recognition, we will compare our technique to those in [6] and [7] considering these main points.
Both the systems of Daugman and Wildes et al. concentrated on ensuring that repeated image captures produced irises in the same location within the image, had the same resolution, and were glarefree under fixed illumination. These requirements were essential for the accurate extraction of iris features in order for processing to be successful. While these are logical requirements, it may not be possible to apply them if a system is to be designed to operate without the intervention of an operator. Therefore, it would be an advantage if a system can be made free of the above requirements and yet be able to extract the appropriate pattern information needed for successful identification. Our technique offers such freedom in image capture because it is translation and size invariant. It is also tolerant to illumination variations. In addition, our technique is made insensitive to any glare that may result from the reflection of the light source on the surface of the iris by use of the wavelet transform, which allows pattern matching under local distortions.
The prototype of [7] relied on image registration, which is very computationally demanding. Daugman's system filters transformed images with oriented, quadrature pair, bandpass filters and coarsely quantizes the resulting representation for byte-wise matching. While these operations are not required for our technique, we also have the advantage of processing 1-D iris signatures rather than the 2-D images used in both [6] and [7] . However, it must be noted that while we proposed a novel technique for iris recognition and tested it on a small number of real images (with and without noise), both of the systems in [6] and [7] have been much more extensively tested on databases of hundreds of images and have been shown to produce remarkable results. 
V. EXPERIMENTAL RESULTS
The proposed algorithm was tested using real images. Only the iris pattern of a single eye (left or right) was used to construct the representations in the database. Since the sizes of the irises extracted from the images were different, a scale factor was calculated for each unknown. The image size used was 128 2 128, and the virtual circles used to collect data had a diameter of 45 pixels, where there were no reflections on the irises. One virtual circle was sufficient for the small database of images. The width of each circle was 3 pixels. The data was collected as grey-level values ordered by the pixel locations around the circle. This was subsampled (normalized) to a common length of 256 points, which is a power-of-two integer. The zero-crossing representations of these irises were compared using the dissimilarity function D (1) . The parameters K, L, and Q had the values 4, 6, and 3, respectively. The results of comparing the irises in the database are given in Table I . The entries of the table are normalized with respect to the maximum of the dissimilarity functions over the entire database. A dissimilarity of zero indicates that the model and unknown are completely matched. M1 and M2 are images of irises of the same eyes taken under different lighting and camera-to-face distances. As a result, the dissimilarity between them is much smaller (although nonzero) than those obtained when they are compared with images of different eyes. The same is also true for models M3 and M4. Similar experiments were conducted using another set of images (a total of 11 images) consisting of a mixture of the same and of different irises at different image resolutions. In both cases, experimental results showed that the system was successful in correctly classifying and recognizing the different iris patterns.
To study the effect of noise on the classification ability of the algorithm, the images were corrupted with varying degrees of white Gaussian noise. A median filter was used during the preprocessing stages of these images before constructing the representation. The signal-to-noise ratio (SNR) of the noisy images was in the range of 0-30 dB. Experimental results showed that the system was successful in recognizing the different iris patterns within the small database used. However, in some cases, noisy irises (M3) n were misclassified as model M4 at lower SNR's. Once again, since M3 and M4 differ only in the lighting conditions, such misclassifications are still acceptable. Table II gives the results of comparing the noise-free M4 with noisy realizations of all the irises in the database. In this table, the subscript n denotes a noisy image. Boldfaced entries indicate the minimum dissimilarity value in each row. It should be noted that the dissimilarity values of the noisy (M3) n and (M4) n at an SNR of 0 dB are less than 23% of those of (M1) n and (M2) n , which indicates that the algorithm is successful in separating the two classes of iris patterns, even in the presence of noise.
VI. CONCLUSIONS
A new algorithm for recognizing the iris of the human eye based on the wavelet transform is presented. The algorithm is translation, rotation, and scale invariant. It is also insensitive to variations in the lighting conditions and noise levels. It specifically uses the zero crossings of the wavelet transform of the unique features obtained from the grey-level profiles of the iris. It uses only a few selected intermediate resolution levels for matching, thus making it computationally efficient and less sensitive to noise and quantization errors.
