Introduction
The characteristic exponent v of the finite Hill's differential equation (1) y is defined by the existence of a solution y4=0 of (1) with ( 
"(x) +(,~ + q(x)) y(x)
=
3) y(x + ~) = e i~ y(x) (xeR).
The characteristic exponent can be evaluated by the numerical solution of the differential equation, on the one hand. For this, according to [-24] , the Taylor method of high order has proved to be most convenient. On the other hand there are relations between v and certain infinite determinants. The originally slow convergence of these determinants is accelerated by splitting up certain infinite products. For the general case of the finite Hill's equation, such a method has been given by Mennicken in [10] and discussed by the author in [23] under numerical aspects. In the special case of Mathieu's differential equation these methods coincide with those given by Sch~ifke and Schmidt [15] : a method which converges even more rapidly has been developed by the author in [22] . The present paper treats the numerical solution of the inverse problem, called the eigenvalue problem, which consists in finding 2 so that a given v6~ becomes a characteristic exponent of (1) . The eigenvalues related to v=0 or 1 are of particular interest: for these there are 2re-(or ~-)periodic solutions of (1); furthermore, in the real case these 2-values mark the endpoints of the instability intervals. Whereas this problem for the general finite Hill's equation is rarely treated in the literature (cf. [13] ), for Mathieu's equation several methods are known. Some of these are iteration methods founded on the wellknown continued-fraction relations quoted by Meixner and Sch/ifke [-9 ], p. 117: A direct iteration method, the convergence of which is not proved in general, has been used by Tamir [, 18 ] for evaluating some eigenvalues related to v=0.1, 0.2, ...,0.9; other iteration methods, which are at least locally convergent, are given by ] -see also [,9 ], p. 216 -and Arscott et al. [1] . In these papers no error analysis is presented.
For the Ritz-Galerkin method the Sturm-Liouville eigenvalue problem related to (1) is replaced by a finite-dimensional problem: from experience this method yields an accuracy sufficient for graphical purpose even in case of small dimensions (see Petersen [-13] ). For v=0, 1 in the real case the authors of [19] have carried out an error analysis. According to Weinstein and Stenger [26] and Fichera [4] some other methods of constructing upper and lower bounds on the eigenvalues are based on inclusion theorems concerning positive compact operators in a Hilbert space. These methods have been developed in view of partial differential equations. They have been applied to some numerical examples of Mathieu's differential equation (in the real case, with v=0, 1), for demonstration: these methods are rather expensive, their order of convergence is not known. According to a theorem of Veltkamp and van der Krogt [-21] , under certain assumptions any eigenvalue of an infinite tridiagonal matrix can be interpreted as a zero of the characteristic polynomial of a cut-off (N, N)-matrix, the (N, N)-coefficient of which has been replaced by a continued fraction depending on 2. For computing such a zero in the real case the bisection method or regula falsi can be used. By this means Jansen and Jeuken [6] and Thurlings [20] have programmed the calculation of eigenvalues of the real Mathieu's equation for v =0, 1 : the Lam6 equation can be treated in a similar way according to Jansen [5] .
Here we deal with the eigenvalue problem for any given v and in the complex case: for simplicity the rounding-error analysis is carried out only in the real case. The foundations are the methods for calculating the characteristic exponents according to [,22-24] , in connection with Newton's method. In the first section we list the functions the zeros of which have to be computed. Furthermore, we give an error estimate for Newton's method. The a priori estimations of the solutions of (1), which are given in Sect. 2, are needed in several parts of the error analysis: they are based on a generalization of Banach's fixed-point theorem given by Sch~ifke [-14 ], applied to a quasi-metric mentioned by Schr6der [16] . In Sect. 3 Newton's method is treated in con-nection with the numerical solution of the differential Eq.(1). Unlike the usual realization of shooting methods (cf. [17-1, p. 163 ) the derivatives with respect to 2 are evaluated by the numerical solution of the related inhomogeneous differential equation. The error analysis from [24] is slightly improved and generalized for the inhomogeneous problem. Finally the asymptotic behaviour of the error bounds related to increasing 2>0 and simultaneously decreasing step-width h is discussed.
In Sect. 4 we restrict ourselves to Mathieu's differential equation: from the determinantal method presented in [22,1 we develop an algorithm of the same order for evaluating the derivatives with respect to 2. Again, a complete error analysis including the rounding errors is performed.
As the numerical examples in Sect. 5 show, the presented methods are favorable if high accuracy is required; in particular, the determinantal method for Mathieu's equation yields excellent error bounds over a wide range of the parameters.
The algorithms given in the Sects. 3 and 4 for evaluating the derivatives will yield more accurate values than needed for Newton's method. The accurate evaluation of derivatives is useful for example, if in the real case the local maxima of Im v should be determined. -For an asymptotic formula for these maxima see [9] , p. 165 or more recently Berryman [2] .
Foundations
Let Yl (x, 2), yz(x, 2) denote the solutions of the differential equation
related to the initial conditions \y](0, 2)f =: el' \y2(0, 2) = =:e2"
As is well known, v~C is a characteristic exponent of (1.1), if and only if one of the following mutually equivalent equations holds (1.3) As in [23] , Theorem (1.6), we define the following one-sided infinite matrices, in which we set t0=0, t,=0 (n>k+l), t_,=t, (neN): we define for given v~C (2) .
In this way the given eigenvalue problem is reduced to the problem of finding the zeros of G, which is an entire analytic function. In the case v=0 or 1, which is characterized by the existence of n-periodic or 2~t-periodic solutions of (1.1), only the zeros of the Gv, J from (1.6) have to be found. Even periodic solutions of (1.1) exist if j= 1, odd periodic solutions if j= 2.
For evaluating a zero of G from (1.7) or G = G~,~ from (1.6) we use Newton's method (1.8)
2~176176
(i=0, 1,2 .... ), which starts with a sufficiently close approximation 2 (0) of the zero 2 being sought. As G is holomorphic, Newton's method is always locally convergent. It is quadratically convergent if G'(2)4:0. The latter condition is always fulfilled in the important case G= Gv, j, the parameters t~ being real: this can be verified by means of the Eqs. (2.15) in [8] , p. 17. for ~oeK(2o, 2),):= {~o~a2:l~o-~.ol <27}. 
The error bounds mentioned in (1.10), related to the functions defined by (1.6), will be determined in the Sects. 3 and 4. Hence the corresponding quantities for a more general G as in (1.7) can obviously be evaluated. Likewise the bound C needed in (1.13) can be deduced from the bounds on the derivatives no. 0, 1, 2 of the Gv, j: these will be given in (2.13). The right-hand sides of (1.15) and (1.16) are relatively insensitive to the error bound fl of G'(2o) as long as fl remains much smaller than rG'(2o) 1. Therefore it may be practical to approximate G'(2o) simply by (1.17) ~' (20) ." = fl {~ (~(2o + h)-~(2o))} with an appropriate h > 0.
A Priori Bounds
Let ~eP,., h>0 be given as well as 2eC, q as in (1.1). For estimating the solutions ( 
hold, where if p = 0 we define p-1 sin ~p:= h. Moreover if p > 0, then
Proof As it can be shown by analogy with [24-1, (2.2), the zj with
cos ( 
can be proved in the same way as the somewhat cruder inequalities [24] , (2.6). From (2.7) we immediately conclude that for w, ~91, ~c> 1
hence the operators T~ and T 2 satisfy all assumptions of the mentioned fixedpoint theorem. The assertion [14] , (2.12) applied to n= 1 yields the estimations
satisfy the integral equations for the unique fixed points zi of the Tj, where _~e~ is arbitrary. Hence we conclude (2.4) by choosing ~=0 and noticing that because of (2.6)
In the case p>0 it is possible, for w,~, T=T 1 or T2, x>l to prove the
by analogy with [24] , (2.6'): this yields (2.4').
In the following we confine ourselves to the interval J=/0, ~-/" Then the solutions (j(x) of (2.1) are just the yj(x, 4) specified in (1.2). If the corresponding zj(x) are named z~(x, 2) and if we define
then obviously the 9 i are holomorphic mappings from C into the Banach space Co([0, n/2], C2). For a given 2~C we represent the K-th derivative O~) (2) by means of Cauchy's integral formula, integrating around a circle S(2, a~) with centre 2 and radius ~K>0. Let the matrices M, ~/ from (2.4), (2.4') -with
where again L=L (2, p) . By this means we obtain estimates for 110)~) (2)11 still containing the parameter ~; we choose ~=~z-~2px if we estimate using h4, otherwise we choose ~ = x. Obviously, the estimation by means of M is always preferable in the case 0 <p < 1. In summary we obtain the 
After the Definition (2.3) of the quasi-norm, the components of [q~J~) (2) 
For the proof we refer to the Definition (1.6) of the G~,~ and use L(co, p)<L(2, p)+cc -In the practical application of (2.12), (2.13) the choicecf. [24] -(2.14)
p=l/2+, 2+ = max{Re(A), 0}
will be advantageous. In the case p > 1 one should evaluate both M ~ and IV) (~) and use the smaller components for estimation.
The Method Based on Numerical Integration
For given 2~112 the value of G,,j(2)(vE{0, 1},js{1, 2}) can be computed by the numerical solution of the differential Eq.(1.1) in the interval [0, n/2], related to the initial condition z(0)=e/for this we use the Taylor method, on which we have given full details in [24] . In order to compute G'v,y(2 ) for the same 2, we note that
satisfies the differential equation
Setting for abbreviation
y(x): = y~(x, ,~), from (3.2) we obtain the following equations for the derivatives of q(x): For programming, (3.5) should be reduced to a form similar to [24] , (1.13). For saving storage and computing time it is advisable to carry out (3.5) immediately after [24] , (1.13) , that is, to solve the inhomogeneous differential Eq. (3.2) simultaneously with the homogeneous (1.1).
For the error estimates concerning z we propose two improvements over [24] . The first one refers to the local discretization error. Since by virtue of (2.12) the quasi-norm (2.3) of z can be estimated by (3.6) I] z II < }l~)(~ ej =: K j, and that with p=]/~+-+, L=L (2, p) The second improvement refers to the matrix Q, which according to [24] and as in [24] , (4.7) we obtain the error bound
As mentioned in [24] , this estimate is rather realistic if the parameters 2, t~ are not too large. In the following let the t~elR be fixed: in view of higher eigenvalues we study the behaviour of H as 2--*o0(2>0) and h=rc/(2N)~O, simultaneously. More precisely, setting p =1/2, we suppose O(N-1) ).
Secondly, if N is chosen as N,.~mp with a somewhat greater rn~N we have 2m
Obviously, for given p=1/2 the first formula yields a better value. In fact, experience shows that for greater 2 we can choose N smaller than p without requiring too high an order p. The local discretizating error related to w is denoted by the remainder term of the Taylor expansion, hence by 
~=x/~! "
In order to find a representation of s~, (3.19) has to be compared with the floating-point-arithmetic version of (3.5). Then the ytU-2)(x,) in (3.19) correspond with the approximating values ,,~(u-2) for the u.(U-2). By using [24] , (3.4), (3.15), Hilfssatz 3.10, as well as (3.11), we obtain the estimates
The errors which are caused by the arithmetical operations occurring in (3.4), (3 
., N).
Since s w contains a linear combination of the right-hand sides of (3.21), the matrix H is included in (3.22) twice. For that reason, in the case of large parameters the presented error analysis will not be practicable.
The Determinantal Method for Mathieu's Differential Equation
In accordance with the notation of [22] we write Mathieu's differential equation in the form Furthermore we omit the superscript tt in t/~,u)(2), which is now fixed. We adopt the 1 -ft,(2): = 1 -ft, from [22] , Satz 1, we define
-~.(2):= (-n.(2)) (-/L(,~)) (n~N) (4.4)
and put (4.5)
B(2)=(b"''(2))"~"=~ \1 --/~n(2)] .... 0 \1--~n(2)] .... O"
Obviously B (2) is identical with the matrix B from [22] . The numerical evaluation of det A (2) is based on the relation Contrary to [22] , (7), we allow 2 to be equal or approximately equal to a N'Z(NelN). In this case we replace 1-qu(2 ) by 1, and in 1-/~) 1 1-/~ (~' ) ' N+l,2 from [22] , (15) we replace the divisors N'2-2 by N'2; in an analogous way we treat 1-/~ 1 2 in the case N'2~2+1. The infinite products of the modified 1 -/2~,1 ~) -,t.~ p -t,,.~ can easily be written down by means of the formulas [22] , (24) . Further modifications of the l-ft,(2), concerning the second and third terms of the factorization given in [22] , (16) , have already been discussed in [22] .
According to [22] , Satz 1 the determinants of the section matrices Differentiating (4.14) with respect to 2 yields a linear inhomogeneous recursion for the w,, from which the recursion for the x, can be inferred immediately. This recursion reads, finally, .=u+, ~ 1-~. (2) x-," /~;(2) v" .; (2) 7~o (2) For the second equation we require that all /?, and q, are differentiable in 2. This is obvious as long as /?,(2), q. (2) are given by their original definitions [22] , (12) (2) is modified so that in the product decomposition by [22] , (10), (15), (16) several factors are replaced by 1, then the analogous definition of 1-/?, has to be used in a whole neighbourhood of 2. -The finite sums appearing in (4.19) are to be evaluated explicitly. According to [22] , Satz2 and (4.7) the term no(A)-'n~ (2) is essentially a sum of logarithmic derivatives of functions
perhaps modified as in [22] , (24) . These logarithmic derivatives can be written down immediately. Some elementary analysis is necessary if the d I given in [22] , (14) equals zero, or if -in the case of real parameters -a d~ is purely imaginary (cf. [22] , p. 58).
The somewhat cumbersome programming of ~N+,(2)-'Zr~+,(2) can be omitted, if the program should be used only for eigenvalue problems related to (2 ) occur. Therefore in the expression (4.18) for a~(2) the first term is negligible. An estimation for rcN+ 1(2)-1n~+ 1(Z) can be determined by means of the first Eq. of (4.19).
Our next aim is an error estimation for aN(2 ), which, for instance, can be used to complete the proof of Theorem (4.9). For the present let 2~C be fixed, let the argument 2 in A, ~, etc. be omitted for brevity. Let N O with the property (4.10) be chosen. For N>N o we define p~) and 7N according to [11] In order to determine error bounds by explicit formulas, we can partially refer to the results of [22] . For distinction here we shall mark the submatrices of with , analogously let the 7, from [22] , (13) 
The expression in braces can be evaluated and estimated after [22] In the case/z=0, the right-hand side of (4.28) may be multiplicated by 2/n. In summary, we note the
Since for detA~0 the bounds P and ~I~ are too crude, give we a variant of estimation. For this we observe that by means of the known a n and the bounds from (4.30). By the use of (4.30) the proof of (4.9) can be completed. If a bounded domain ~i=r is given, we again choose N O so that (4.10) holds for any 2~i. Obviously, the right-hand side of (4.30), which depends on 2, tends to zero uniformly for 2~.
In order to estimate the error of a~v (2) The rounding-errors which occur during the numerical realization of (4.16) have been discussed in [22] , p. 61/62 with regard to their asymptotic behaviour as n~oo. On the other hand, the recursion formula [22] , (38) for the ~, can be replaced by a similar formula which contains the practically computed ~, instead of the u,. In this way it is possible to calculate upper bounds for the roundoff-errors recursively: a detailed analysis is given in [25] .
Numerical Examples
For employing Newton's method (1.8) we have to know an appropriate starting value 2 ~~ Given small parameters t~, for 2 ~~ we can choose the corresponding eigenvalue of (1.1) with q=0. This "unperturbed" problem obviously has the eigenvalues The algorithms presented in this paper were programmed in FORTRAN, they were carried out on the TR440 of the University of Regensburg, using double-precision arithmetic. This arithmetic, approximately equivalent to a 25-digit decimal arithmetic, was chosen for demonstrating the virtue of the methods, when high accuracy is demanded. In the following examples we restrict ourselves to the zeros of the functions G=Gv, j from (1.6), that is to the cases v =0 or 1; the programs are also applicable to a more general v.
In the Examples 1 and 2 we present numerical results for the finite Hill's differential Eq. In the tabulated eigenvalues the underlined digits have been confirmed by the determinantal method. In the following column the number of Newtoniteration steps are listed; in the second example the preceding calculations are included. The error bounds were evaluated from (1.15), (1.16) using the error analysis -including the rounding-errors -discussed in Sect. 3. For higher eigenvalues (2>400) this error analysis was no longer practicable, since (1.11) or (1.14) were violated. Nevertheless, even in these cases the eigenvalues obtained by the two different methods coincided in more than 20 digits. -The following computation times were needed for the final iteration step: Taylor method including  error analysis  Determinantal method   Example 1  Example 2 2.5-6.0 s 3.2-6.6 s 14 -22 s 0.6-1.6s
As mentioned in [23] , the computational cost of the determinantal method is proportional to k 2, the cost of the Taylor method is nearly independent of k: this explains the difference between the Examples 1 and 2.
For several values of t~, lower and upper bounds for the leading eigenvalues of Mathieu's differential equation (5.6) y"(x) + (2 + 2 t 1 cos (2x)) y(x) = 0 in the even g-periodical case are tabulated in [26] -see also [4] , p. 40 -. According to a differing notation of Mathieu's equation in [26] , these eigenvalues are 2+2t~, with 2 the zeros of Go, 1. The author has treated these examples by the methods of the present paper. For initial approximations we chose the eigenvalues of t~(~ from (5.3), computed by means of the QL-method, ~N setting N=20 or N=100 (in the below example). Starting from these values, we performed only one Newton-iteration step, using each the Taylor method from Sect. 3 and the determinantal method from Sect. 4. For both methods the error analysis including the roundoff-errors was carried out. In order to be able to perform the error analysis of the determinantal method, we determined a minimum number N so that g~< 1 and the right-hand side of (4.36) became smaller than an e'> 0. In the below example we chose g= ~/g, where g=z max{l, 12o1 }.
Additionally we employed the stopping condition (5.5). On the other hand we had limited N by 1,000.
Here we present only a few of the eigenvalues related to the largest t 1 tabulated in [26] . Additional, more comprehensive tables are contained in [25] . The error bounds are derived from the error analysis given in Sect. 4, including the roundoff-errors. The error estimates for the Taylor method are so bad that (1.11) or (1.14) are violated. On the other hand the eigenvalues computed by the Taylor method coincide with the tal~ulated values in the underlined digits. For all examples the computational times needed for the determinantal method were considerably shorter than for the Taylor method: therefore the determinantal method is always preferable in the case of Mathieu's equation.
The last example shows that our methods are also appropriate in the case of large parameters. We would like to point out that in [26] , p. 220 the eigenvalues of our Example 3 are given only to five decimal places, whereas for the preceding examples in [26] the eigenvalues are accurate to 7 or 8 decimal places.
Finally, the author has translated the ALGOL-program for Jansen and Jeuken's method [6] , supplied by Thurlings [20] , into FORTRAN. By means of this program, using double precision arithmetic, the examples mentioned for Mathieu's equation were treated. The eigenvalues obtained for Examples 3 coincide with the tabulated values, at least in the underlined decimal digits. The computational times of this method are comparable with those of the determinantal method. If, however, in the determinantal method the error analysis is omitted and, instead of this, stopping conditions like (5.5) also related to the derivatives are employed, the computational times are considerably reduced.
