Summary. The forecasts generation from models that belong to the threshold class is discussed. The main problems that arise when forecasts have to be computed from these models are presented and, in particular, least squares, plug-in and combined predictors are pointed out. The performance of the proposed predictors are investigated using simulated and empirical examples that give evidence in favor of the forecasts combination.
Introduction
Since their introduction at the end of the '70's, threshold models have been widely applied to study economic and financial time series.
The interest arisen from this class of models is even testified by the relevant number of variants proposed in literature with respect to the original one introduced in [Ton78] . Among them, in the present paper we give attention to the so-called Self Exciting Threshold Autoregressive Moving Average (SETARMA) models proposed in [Ton83] , and recently revised in [ANVss] , that are a direct generalization of the linear ARMA structure ([BJ76] 
conditional on the threshold value X t −d ∈ R i , where R i = [r i−1 , r i ] forms a partition of the real line such that −∞ = r 0 < r 1 < r 2 < . . . < r k = +∞, r i are the threshold values, d is the threshold delay, p i and q i are non-negative integers.
The revised form of model (1) proposed in [ANVss], can be given as: The main variants that can be appreciated in model (2) are related to: the variance of the error component (that is left to change between the two regimes); the delayed values of X t in the autoregressive part of both regimes (where the notation X (i) t means that X t has been generated from regime i).
[ANVss] show that, under the assumption of strictly stationarity and ergodicity of the process X t , model (2), with k = 2, can be alternatively written as
with
Starting from model (2), with k = 2, and from the alternative form (3), exact multistep forecasts have been derived. In particular in Section 2, the best multi-step predictor, in terms of minimum mean square error, for this class of models is presented. Different aspects which affect its generation are highlighted further distinguishing among least squares and plug-in predictors. Taking advantage of these results, the two predictors are properly combined in a scheme based on their variance. In Section 3 an application to two stock markets index returns shows the performance of the proposed predictors when the forecast of the time series level is of interest.
