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ABSTRACT
The behaviour of an NMR signal (the 'NMR response') from a sample depends 
on the method used to excite the signal, and on three characteristic NMR 
properties of the sample; the concentration of NMR-sensitive atomic nuclei, 
the long .itudinal relaxation time and the transverse relaxation time. In 
'NMR imaging cross sectionalmaps are produced which are related to the 
spatial distribution of NMR properties within the sample. This thesis 
forms part of a continuing programme of research to investigate the 
application of NMR imaging to biological systems.
The relationship between the intensities on an NMR image and the NMR 
properties of the sample is analysed. For the medically important case 
of biological systems imaged by the method of reconstruction from 
projections a new model is described which predicts the observed behaviour. 
Earlier models are shown to be unsatisfactory.
A review is made of published measurements of the NMR properties of excised 
tissues. For the soft body organs the NMR response is shown to arise 
mainly from tissue water, with contributions up to 20% from fat. The 
relaxation times for excised tissues are shown to depend on the 
intracellular water content. A model is described which explains this 
dependence as the result of water molecules exchanging rapidly between 
two phases of the intracellular water.
An extensive series of measurements of the relaxation times of live human 
tissues is presented. The properties of live tissues are shown to be 
significantly different from excised tissues. It is suggested that the 
difference is due to the presence of blood in live tissues. Experiments 
are described which will measure the properties of the tissue intracellular'
water and blood supply separately.
The relative intensities of different tissues on an NMR image is shown to 
depend in a complicated way on the imaging method, with drastic changes 
in relative intensities for even small changes in the imaging method.
The use of earlier simple models to interpret NMR images is shown to be 
misleading in many cases.
A procedure is proposed, using, the new models described, which allows the 
'optimum' NMR imaging method to be chosen for any given application.
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INTRODUCTION
The method of nuclear magnetic resonance (NMR) imaging has caused great 
excitement recently because of the success with which it has been applied 
to diagnostic medical scanning. The number of research groups publicly 
working on NMR' imaging has grown from less than a dozen in 1979 to more 
than thirty in *1982, and the first generation of commercial NMR scanners 
will be installed before the end of 1982.
The method has several advantages over conventional scanning using x ray 
computed tomography. The methods currently in use require the subject to 
be exposed only to magnetic fields up to 0.3T and radio waves up to 6W 
average power which are well within recommended safety limits of 2 5T 
and 70W respectively (ref. l) and the technique is believed to be without 
hazard even for young children and pregnant women; this contrasts with 
x ray scanning where the use of ionising radiations is a source Of concern^- 
and with radioisotope scanning where radioactive substances are ingested. 
The radio waves used penetrate the bony cavities of the body without 
attenuation, avoiding a major source of artefacts in x ray scanners; 
and the NMR method is sensitive to the soft body tissues, again in 
contrast to x ray scanning which shows bone structure well. Howrever, 
the main cause of the recent surge of interest was early evidence that 
cancer tissues could be distinguished from all healthy tissues by NMR, 
which opened up the possibility of non-surgical diagnosis; and the 
demonstration by several groups, notably the EMI research group based 
at the Hammersmith Hospital, of contrast between soft tissues which is 
considerably better than present day x ray scanners.
Partly because of the rapid advances which have occurred in the technical 
performance of NMR scanners, some important questions have been left 
unanswered. The research which I describe in this thesis was designed 
to answer the question of how biological systems respond to NMR imaging.
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Put Simply; what does an NMR image show? This question is important in 
interpreting an NMR image, as well as in indicating how to improve the 
imaging method, and it is perhaps surprising that it has not been answered 
before. There are at least three reasons for this and all of them reflect 
the fact that up till now (and quite rightly) improving the technical 
performance of NMR scanners has been considered more important than 
constructing a consistent picture of how the properties of a subject 
are reflected in its NMR image. The first reason is that only recently 
have NMR scanners been produced which can be compared in image quality 
with existing x ray scanners; until NMR images of an acceptable quality 
were available it was not very important to provide a thorough interpreta­
tion of what, is shown in an NMR image. Secondly the NMR scanners which 
are in existence at the moment have been steadily improved in performance 
by an empirical process of continual adjustment of the technique-to 
arrive at the optimum performance; that this process is in fact highly 
productive will be seen later in this thesis where my predictions of the 
conditions for* optimum performance are matched in almost every case by . 
the conditions which have been arrived at empirically. The third reason 
is an important one, and illustrates a possible failing of the type of 
work I have described in this thesis, which I have tried to avoid. The 
problem is of a difference of approach; the users of medical NMR scanners 
are medical personnel and the way that a physician interprets a medical 
scan is not to consider the physical properties of the tissues, but to 
draw on past experience of similar scans in different situations. In 
this respect it is not necessarily helpful to the user of the scanner 
to know how the appearance of the image is related to the properties of 
the subject. This is illustrated by the amount of work which has been 
put into the interpretation of x ray attenuation coefficients from 
x ray scanners in terms of the underlying tissue properties, and the
fact that this interpretation is often ignored by physicians 'who use 
x ray scanners. However, NMR imaging is a different case; one of the 
features of the method is that the appearance of an NMR image can be 
changed drastically by quite small changes in the experimental conditions. 
One of the most*surprising, and important, things that I will show in 
this work is how easily the NMR image can become completely misleading.
A fourth reason can be added to the list; as always the answer to the 
question is not at all simple.
In NMR experiments the physical quantity which is measured is a 
magnetisation due to atomic nuclei in the sample aligning with an 
applied magnetic field. I have called the behaviour of this magnetisation 
the ’NMR response'. To answer the question of what an NMR image shows 
three subsidiary questions have to be asked: -
1. How are the levels of an 'NMR image related to the NMR response
of the sample? •
2. How does the NMR response depend on the properties of the sample,
and what factors affect this dependence?
3. What are the NMR properties of the sample?
To answer the last of these questions for the case of biological tissues 
we need to know the properties of each component of the tissue (fat, 
protein, water), and the relative importance of its contribution.
Having answered these questions several possibilities arise which are 
of great importance for the future of NMR imaging. I have said above 
that much of the excitement surrounding medical NMR imaging arises 
because of the contrast between soft tissues which can be achieved and 
the possibility that cancer tissues can be distinguished from all healthy 
tissues using NMR. If we can predict the response of biological tissues
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to NMR imaging, then we can predict the contrast and this opens up the 
possibility of predicting how to improve the imaging method to achieve 
the best contrast. The second possibility is to do with the detection 
of cancer. Having measured the NMR properties of biological tissues 
we can tell if the properties of cancer tissues are really different 
from all healthy tissues, and if not we can predict how best to 
distinguish those cancers which can be detected by NMR. These last 
two possibilities; predicting the 'best* NMR imaging method and 
predicting how to detect cancer, provide the motive for undertaking 
the work described in this thesis.
Because medical diagnostic imaging is the major area where NMR imaging 
will be applied in the near future I have restricted this study to NMR 
imaging of biological systems, in particular of humans and animals. 
However, the approach I have developed can be applied to any application 
of NMR imaging and many of my results, particularly in the early chapters, 
can be applied directly to other areas where NMR imaging is used.
Many different methods of producing NMR- images have been proposed and 
most of these have been demonstrated in practice. It is not feasible 
to present a comparative analysis of all the imaging methods which are 
in use, but several excellent introductions have been published elsewhere, 
(ref. 2). The problem is simplified because the most common method, and 
the one which is used in most of the present generation of commercial 
NMR scanners, is the method of reconstruction from projections. Since 
this study is intended to be useful in medical NMR scanning I will only 
consider the method of reconstruction from projections, but many of my 
conclusions will be applicable to other imaging methods as well.
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There are many nuclei which are sensitive to NMR and could in principle 
be used for NMR imaging. However, in biological systems two factors 
make hydrogen the only nucleus for which NMR imaging is feasible (ref. 3). 
First, there is more hydrogen in biological tissues than any other nucleus, 
and a thousand times more hydrogen than the next most abundant NMR 
sensitive nucleus. Secondly, hydrogen is over, a hundred times more 
sensitive to NMR than any other biologically important nucleus. The 
combination of high abundance with high sensitivity makes hydrogen the 
only choice for NMR imaging of biological tissues, and it is the only 
nucleus which is used for medical NMR scanning. For this reason I have 
only considered NMR imaging using hydrogen nuclei in this work.
The work I have performed and described in this thesis falls roughly 
into six parts:
1. I analysed the relationship between the NMR image and the NMR 
response of the sample by constructing a model of the processes 
of measuring an NMR signal and reconstructing an NMR image. The
model which I developed has the advantage of making the link 
between the measured signals and the NMR image very clear and 
direct; it also allows the effects of practical limitations to 
be analysed in a very concise way.
2. I investigated the NMR response of samples under the conditions 
of NMR imaging and found that earlier models were unsatisfactory.
I developed a new model for the NMR response which is appropriate
to the conditions of NMR imaging, and tested this model experimentally.
3. I conducted a comprehensive review of published measurements of 
the NMR properties of tissues excised from animals and humans, 
and developed a simple model to explain the observed properties.
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4. I investigated the implications for NMR imaging of the calculated 
NMR response combined with the properties of biological tissues.
This part.of the work led to some very surprising results, which 
I tested experimentally.
5. I conducted*an experimental study of the NMR properties of human 
tissues using NMR imaging. This is the most extensive study of 
its kind to date.
I have adopted a conventional thesis layout with-sections on Theory, 
Experiment and Results, but to make it easier to read each section is 
divided into chapters which are largely self contained. Except in­
chapter I which describes basic NMR theory I have given detailed 
derivations only where they are not already given in the literature, 
and wherever possible I have relegated straightforward but tedious 
analysis to an appendix. At all stages in the derivations I have 
indicated where approximations are needed and why they are justified.
Chapter I introduces the basic theory of NMR and justifies the classical 
model which I have used, in common with other workers, to describe NMR • 
imaging experiments. This chapter also includes a derivation of the 
Relationship between the measured signal and the NMR response.
'Chapter'll describes the theoretical basis of NMR imaging using a 
novel model which greatly simplifies the analysis of practical limitations 
on the NMR image.
Chapter III describes some models of the response of samples to NMR 
imaging which have been used in the past and shows how they are not 
satisfactory. This chapter also describes a new model for the NMR 
response which is appropriate for NMR imaging experiments.
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Chapter IV describes the performance and construction of the three NMR 
scanners which I used in this work. This chapter also describes in 
some detail the way I have designed the signal measurement and processing 
for the two NMR scanners which I have been involved in constructing, and 
indicates the procedures I used to test and calibrate these scanners.
Chapter V describes the results of a comprehensive review of published 
measurements of the NMR properties of excised biological tissues, and 
introduces a simple model which explains the observed properties.
This chapter also describes the way in-which I have checked the published 
measurements for consistency. " ■
Chapter VI considers the implications for .NMR imaging of the calculated 
response of biological tissues. This chapter contains some very 
surprising conclusions which are of great importance for NMR imaging.
Chapter VII describes the results of experimental studies designed to 
test the conclusions of previous chapters. This chapter also describes 
the experimental study of the NMR properties of live human tissues 
using NMR imaging.
Chapter VIII discusses the further studies which are suggested by the 
results of this work so far, and specifies the changes to existing 
scanners which are needed to make this work possible.
In the chapters which follow I will show that:
a) An NMR image is a map of the components of the nuclear magnetisation 
which lie normally to the applied magnetic field.
b) The measured NMR signals are direct samples of the two dimensional 
Fourier transform of the image.
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c) The NMR response of biological tissues can be modelled using a 
’steady state* theory where the magnetisation is assumed to behave 
in a periodic fashion.
d) The NMR response of biological tissues is dominated by the 
intracellular water in the tissue, .with contributions of up to 20%
from fat and insignificant effects from protein.
e) The NMR properties of excised biological tissues are determined 
by the tissue water content, and this dependence can be explained, 
using a simple model for the intracellular water.
f) The levels on an M R  image do not bear an unambiguous relationship 
to the tissue NMR properties except in a few- special cases.
g) The NMR properties oflive human tissues are not determined by the 
tissue water content as for excised tissues; the difference may be 
due to the blood in live tissues. -
h) NMR cannot distinguish all cancers from healthy tissues, and in
some cases NMR cannot detect the presence of a cancer at all.
I will also show that it is possible to predict the ’best’ NMR imaging
method, and I will suggest criteria for judging how good an NMR image is.-
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CHAPTER I
THEORY OF NMR
I INTRODUCTION
In order to analyse the method of NMR imaging some of the basic theory 
of NMR must be introduced. The models which are used to describe NMR 
imaging are faihly simple and in this chapter I introduce only such 
theory as is necessary to justify the classical model used.
What is actually measured in an NMR imaging experiment is a signal 
voltage, which is caused by the sample NMR response but has passed 
through several stages of detection, amplification and filtering before 
being measured. I have considered it important to establish exactly 
how the measured signal is related to the NMR response, and what 
approximations can be justified in the conditions of NMR imaging . 
experiments.
This chapter has two parts. In the first part I introduce the basic theory 
of NMR and justify the simple classical model which I will use to describe 
the NMR imaging experiment. This model is then used to describe the 
effects of applied magnetic fields in terms of the bulk nuclear 
magnetisation.
In the second part I describe how an NMR signal is measured and derive 
a relationship between the measured signal and the bulk nuclear 
magnetisation with approximations appropriate to the conditions of 
NMR imaging experiments.
I will show that:
1. A net bulk magnetisation exists in a sample which is due to atomic 
nuclei with non zero magnetic moment aligning with an applied 
.magnetic field.
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2. . The behaviour of the bulk nuclear magnetisation under the conditions
of NMR imaging can be described by a simple classical model.
3. The measured NMR signal is directly proportional to the components 
of the bulk nuclear magnetisation which lie normally to the applied 
magnetic fifeld, referred to a reference frame which rotates about 
the applied magnetic field with some reference frequency.
4. The frequency of the signal is directly proportional to the difference 
between the Larrnor frequency and the reference frequency.
I will also indicate the mechanisms which cause equilibrium to be 
approached, and the limitations to the validity of the above.
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II BASIC NMR THEORY
1. • The equilibrium bulk magnetisation Atomic nuclei which have total 
angular momentum J = Hi also have a nuclear magnetic moment p  = ¥ftl, 
where J is the* gyromagnetic ratio for the particular nucleus. The 
eigenvalues I of the operator I are integer or half integer. Hydrogen
3 — ^
nuclei have I = %. and a gyromagnetic ratio  ^ = 2.67 x 10 rad s T ,
O g
and the individual nuclear magnetic moments /* = 1.4 x 10 T. In an
applied magnetic field B the interaction Hamiltonian is ^  = -yw..B = --thl.B,
and if .the magnetic field B is aligned with the z axis of a Cartesian
reference frame, B = iiB , the interaction Hamiltonian is = -ifiB I ,
— o ’ o z
where I is the component of the operator I which is parallel to the 
z axis and has eigenvalues m = -I, -(i-l), ... ,1. The allowed energies 
for this Hamiltonian are Em = -#hB0m. At thermal equilibrium the 
populations of the energy levels Em are described by the Boltzmann 
distribution and are proportional to'expC-E^/kt) (ref. 4) where k is 
Boltzmann’s constant and T is the absolute temperature. A sample 
which contains N nuclei per unit volume will have net (bulk) 
magnetisation due to the difference in population which is given by 
(ref. 4)
. I ■
M0 = 1cM0 = IiNq 2], m exp ()(tlBom/kT)
m = - r ________
I
£  exp(<ftB /kT)
D1 = -I
At room temperature the separation of the energy levels, ^hB0 , is very
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small compared with the thermal energy kT (for hydrogen nuclei at 
300 IC in a magnetic field of 0.1 T the ratio 1hB0/kT = 3.3 x 10~7 ) 
and the exponential can be expanded as
thB0m
exp( ihBQ/kT) = 1 +
kT
so that the bulk magnetisation per unit volume at thermal equilibrium 
is (ref. 4)
' A 2 1(1 + 1)
^o = n 0 ----------------- b 0 /
kT 3
For pure water at room temperature in a magnetic field of 0.1 T
the equilibrium magnetisation due to hydrogen nuclei is MQ = 4 x 10 ® T
There are three important points to notice about the equilibrium
magnetisation. First, it is proportional to the square of the
gyromagnetic ratio; the gyromagnetic ratio for hydrogen is ten times
higher than for any other nucleus, and its sensitivity to NMR as
measured by the equilibrium magnetisation is a hundred times higher.
Secondly, the size of the magnetisation is directly proportional to
the strength of the magnetic field. Thirdly, for hydrogen and other
2 2
nuclei with I = Vz the magnetisation becomes MQ = N0 t Ti B0/4kT. The 
last point is important for NMR imaging; the equilibrium magnetisation 
arises from a very small population difference between energy levels,
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and this makes the magnetisation very small and means that the NMlt 
imaging method is inherently insensitive.
2. NMR energy level transitions The discrete energy levels Em can 
be detected by the absorption and emission of .energy which accompanies 
transitions between levels (ref. 5). To be able to cause transitions 
between energy levels an" interaction must be time dependent with an 
angular frequency *•> = AE/fi where A E  is the difference in energy 
between the initial and final states. The interaction Hamiltonian 
must also have a matrix element joining the initial and
final states and ■‘typ which is not zero (here U j  is the interaction 
Hamiltonian and are.wave functions describing the two states)
(ref. 5). The interaction which is used to stimulate NMR energy level 
transitions in imaging experiments is an alternating magnetic field 
= i2B^cos(. *Jt) applied normal to the static magnetic field 1cB0*.
The alternating magnetic field introduces a perturbation Hamiltonian
(ref. . 5). -Uj = - itil xcos( Ut) which has non-rzero matrix elements only
between adjacent energy levels with eigenvalues m separated by + 1
(ref. 5). The only transitions which are stimulated by the alternating
magnetic field are thus between adjacent energy levels with A E  =
and'can only occur when the frequency of the alternating magnetic field is
U Q = AE/h = %B0 (1)
This frequency is called the ’resonance frequency’ or ’Larmor frequency’. 
For hydrogen nuclei in a magnetic field of 0.1 T the resonance frequency
13
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is 4.26 MHz or 2.67 x 10 rad s , which is in the radio frequency range.
The alternating magnetic field is often referred to as 'the radio frequency1 
or more often 'the rf'. There are two important features of equation (l). 
First, the resonance frequency at which transitions are stimulated is 
directly proportional to the magnetic field Bq , and secondly the 
frequency is also proportional to the gyromagnetic ratio. The gyromagnetic 
ratio for hydrogen is ten times greater than other biologically important 
nuclei, and this means that when the resonance frequency for hydrogen is 
applied, the conditions for transitions of other nuclei are not met, and 
only hydrogen transitions are observed.
Inspection of equation (l) reveals that Planck's constant does not enter 
it; this suggests that the result is close to a classical model (ref. 5).
In fact I will show in the next section that the expectation value for 
the nuclear magnetisation can be adequately described using a simple 
classical model.
3. Equations of motion for the bulk magnetisation If the Cartesian
reference axes (x,y,z) are fixed so that at one instant the z axis
coincides with the direction of the total applied magnetic field B
(which may have a time dependent component) the interaction Hamiltonian
is = - ^hBI . The expectation value for the nuclear magnetic moment 
z
is given, using the Dirac notation, by ^ ^  I
where ^  is the wave function describing the nucleus which satisfied 
the Schrodinger equation
and i is the square root of (-1). Then
d <WllVvY> =
dt h
with the commutator tU.l} = H I - X - H .  The time dependence of the 
expectation value of the nuclear magnetic moment is then given by
!_<£> = 1 [l
d t  z  . '  . < ■■
where I have used the Hamiltonian = -thBI . The commutation relations 
for angular momentum operators can be obtained cyclicallyfrom Clx >Iy]
= ilz and using these gives • .
| i x b \v?y
where the operation 'x1 applied to vector operators means to take the 
vector product. Since the nuclear magnetic moment £  = thl the equation 
of motion for the expectation value of the nuclear magnetic moment 
becomes
*_<£> =
dt
If a sample contains N non interacting nuclei per unit volume the net 
(bulk) nuclear magnetisation per unit volume is (ref. 5) M = NQ< 
and the equation of motion for the bulk nuclear magnetisation is
d_ M = M x B (2)
dt
This is in fact the classical equation of motion for a magnetisation M 
in a magnetic field B (ref. 6) , and provided the nuclei can be ‘regarded 
as not interacting the behaviour of the bulk nuclear magnetisation can 
be described classically (ref. 5). This simple classical model will be 
used in what follows.
4. The Bloch equations The preceeding discussion ignores the way in 
which thermal equilibrium is established, and in fact if the nuclei were 
really non interacting there would be no mechanism which could cause 
equilibrium to be reached. Bloch (ref. 7) included the effects of 
interactions by assuming that components of the nuclear magnetisation 
normal to the applied magnetic field decay .with-, a first order time 
constant T^ f called the transverse relaxation time. The equilibrium 
magnetisation is restored with a first order time constant T^ , called 
the longitudinal relation time. The classical equation which describes 
the magnetisation for isolated nuclei is modified to include these 
relaxation effects and give the Bloch equations
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For hydrogen nuclei in biological systems the Bloch equations have
been found to describe the observed behaviour of the magnetisation.
For the hydrogen- nuclei in pure water in a magnetic field of 0.1 T
the relaxation times are the same, T„ = T = 5s.
1 2
4b. Relaxation machanisms The Bloch equations are semi-empirical; 
they describe the effects of relaxation but do not explain its causes.
In practice interactions between nuclei do occur and it is these :
interactions which allow equilibrium to be reached, and which are
responsible for relaxation.
The equilibrium state of a system of nuclei with I = V2 in a magnetic 
f i e l d i s  described by the components of the bulk nuclear
00 0Cl 00
magnetisation M y 1 = M. = 0, M A = M . A general non equilibrium 
x . y z o
state is one in which (ref. 8) M X  M , M ^ M 0. Because the nuclei
z o x y
do suffer interactions the system will tend to. relax towards equilibrium, 
Two distinct processes can be identified, which correspond to the 
transverse and longitudinal relaxation in the Bloch equations.
The first process is the return of M towards its equilibrium value M ,
z • o
which corresponds to the longitudinal relaxation. Because the magnetic
state is higher than for equilibrium, and longitudinal relaxation must 
involve the loss of energy from the system of magnetic nuclei.
The second process is the return of the components M and M to their
’• _ ■ ‘ x y
equilibrium values of zero. This corresponds to.transverse relaxation, 
and no loss of energy is involved.
The only way the magnetic nuclei can lose energy is by making transitions 
between energy levels, and an interaction can only cause.such transitions 
if it is time dependent with'an angular frequency = AE/li where A E  ' 
is the difference in energy between the initial and final stages. It 
must also have a matrix element < ^ fl joining the initial and
final states, which is not zero.
Magnetic nuclei can interact with magnetic and electric fields arising 
from other nuclei or from atomic electrons (ref. 9).. The most important 
interactions which can cause transitions between energy levels are listed
energy of the s3 rstem is ~MZS0 (ref. 8) the energy in a non equilibrium
below
a) The dipole-dipole interaction The interaction Hamiltonian for a
pair of nuclei with spin anular momentum operators due to their
nuclear magnetic dipole moments is (ref. 10)
3
r.
2
r.
ij ij
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where r . . is the vector joining the two nuclei. The strength of the 
J
interaction depends on the separation of the nuclei and their relative 
orientation. For a system containing many such nuclei, with a magnetic
A
field kBQ defining the z direction, the interaction Hamiltonian can be 
decomposed using notation suggested by Van Vlecke (ref. 11)
L y y u
^  _ i j (A + B + C + C* + D + D*)
"'dip “ i<j “^3
ij ■;
where
A = I. I . (1 - 3cos29. .) 
iz jz ij
B = -%(I. I . + I. I . )(1 - 3cos2©. .)
i+ J- i- J+ ij
C = -3 (I. I. + 1 .  I. )sinB. .cosB. .exp(-10. .) 
2 12 J+ 1+ Jz IJ ij ij
D = -%(l. I. )sin2B. .exp(-i20. .)
i+ J+ ij ij
Here 1 ^ ,  are the operators for the z component of spin angular
momentum, I. , I. and I. I. are raising and lowering operators
i+ 3+ J“
(ref. 12) and * denotes complex conjugation. The angles B. . and 0. .
J
are the polar angles of the vector For identical nuclei the terms
A and B do not produce any net transitions (in other words the number 
of upward transitions is balanced by an equal number of downward 
transitions). The terms C and D can cause net transitions if the time
19
dependence of the interaction fulfils the condition = AE/ft. The
time dependence of the interaction is introduced by the relative motion
of the nuclei, which causes a change in the vector £^j* For hydrogen
nuclei in biological systems the nuclei are contained in molecules and
two sorts of motion are involved. For two nuclei in the same molecule
rotations of the molecule will cause a change in the direction of the
vector r. while for nuclei- in different molecules translational 
-1J
motions will cause the vector r . . to change in both direction and size.
-ij ' '
The efficiencj' of the dipole-dipole interaction in causing energy level 
transitions, and hence as a relaxation mechanism, depends on how much 
of the molecular motions; have frequency components with the necessary 
frequency = AE/ft. For hydrogen nuclei with I =./£ only two energy/’ 
levels exist and the frequency is just the resonance frequency.
Farrar and Becker (ref. 9) give an elegant analysis of molecular'motions v
in terms of the molecular ’correlation time’ which is the average
time a molecule remains in a given state of motion. For rotational 
motions they give the relaxation times due to the dipole-dipole 
interaction as '
1/T 2 t4h2 1(1 + 1) c +  c 4a)
1
1 + l + 4io2't2r\s\ r\ r\o c o c
1/T,
2
t4h2r(i + i ) f 3 r c + 5T 2 TO + 0 (4b)
5r6 I 1 + U>2't2 1 + 4 to2^
o c o c
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where r is the average nuclear separation and tj is the resonance
. o
frequency toQ = The expressions for translational motions are
similar, with modified constants before the brackets.
b) Paramagnetic impurities The dipole-dipole relaxation due to 
translational motion becomes very important when paramagnetic impurities 
are present (ref. 9) because the electron gyromagnetic ratio is 657 times 
higher than the hydrogen gyromagnetic ratio. Even very small amounts of 
paramagnetic impurities can alter the relaxation times.
c) The quadrupole interaction Nuclei which have an electric quadrupole 
moment can interact with an electric field gradient (ref. 10). Hydrogen, 
with I = >2 , does not have an electric quadrupole moment and does not 
suffer the quadrupole interaction.
d) Chemical shift In practice a nucleus experiences a magnetic field 
which is the sum of the applied magnetic field and magnetic fields 
generated by atomic electrons moving in the applied field (ref. 1 0 ).
The actual magnetic field which the nucleus experiences is B^ = Bq -<tBq 
where ^  is the ’shielding factor’; the amount of shielding generated 
by electrons is proportional to the applied magnetic field (ref. 1 0 ). 
There are two effects of this; the first is a shift in the resonance
CS ^
frequency = £oq ( 1  - <r ) which depends on the shielding factor and
hence on the electronic environment of the nucleus. This effect is
called 'chemical shift’ and is of great importance in NMR spectroscopy.
The chemical shift interaction Hamiltonian is (ref. 10) u  = -UftB.<r.I
cs------ ------
where <r is the chemical shift tensor. If the chemical shift tensor is 
anisotropic (in other words if the shielding factor depends on the 
prientation of the molecule) the interaction Hamiltonian is time
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dependent and provides a relaxation mechanism. For hydrogen nuclei in
—5
biological systems'the chemical shift is quite small (up to c  - 1 0  
for fat) and chemical shift relaxation is not an important relaxation 
mechanism.
For hydrogen nuclei in biological systems the dipole-dipole interaction 
is the dominant relaxation mechanism (ref. 13), with possible effects 
from paramagnetic impurities in some cases (ref. 14). Relaxation in 
biological tissues will be discussed again in chapter V.
5. The effect of a static magnetic field In a static magnetic field
A ‘
kB the Bloch equations reduce to
d II = *M B - M  (5a)
-rr x y o x , : . : .
dt . ■ 0 ■■■■ “  ■ .
2
d = - *M_B_ - M ' (5b)
t"
dt ” x 0  -z
2
d M = (M - M ) (5c)
z o z
dt
Ti
which have the solutions .
M (t) = (M (0)cos( to t) - M (0 )sin(to t))exp(-t/T ) (6 a)
x x o y o 2
My(t) = (Mx (0) sin( u)Qt) + M^.(0)cos( iOQt) )exp(-t/T2 ) (6 b)
M (t) = M (0)exp(-t/T„) + M (1 - exp(-t/T.)) (6 c)
z z 1  o 1
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These equations describe a magnetisation vector which precesses around
the z axis at the resonance frequency modified by the
relaxation effects which tend to restore the equilibrium magnetisation 
along the z axis. The precession of the magnetisation in a static 
magnetic field is often called 'free precession'. The resonance 
frequenci^ derived using the classical approach is the same as the 
resonance frequency derived from the quantum mechanics.
6 . The effect of an alternating magnetic field In NMR imaging experiments 
energy level transitions are stimulated by an alternating magnetic field 
of frequency *o and amplitude 2B^ applied along the x axis. This 
alternating field can be represented as the sum of two contra-rotating 
vectors each of length 3^, rotating with frequencies to and - to and 
each component can be treated separately (ref. 15). With only one
, ' • ' A
rotating magnetic field vector the total magnetic field is B(t) - iB^cos^t)
A A
+ jB^sinOot) + kBQ . The rotating magnetic field can be thought of as 
fixed relative to a reference frame S' whose axes rotate- around the 
common (z,z') axis with the same frequency to as the rotating magnetic 
field. The equations of transformation between the fixed reference 
frame S and the rotating frame S' are
x'
y*
z '
By the general laws of relative motion (ref. 16) the time derivatives
= x cos(tot) + y sin(tot)
= -x sin(io t) + y cos(oot) 
= z
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of a vector V which is referred to both reference frames are related by
d_ V- = d_ V 1 + o  x V 
dt dt
where V 1 is the vector V referred to the rotating reference frame and 
is the vector representing the angular rotation of the reference frame 
S'..■■■If the alternating magnetic field is applied only for a time which 
is short compared with the relaxation times.:T and-T the relaxation 
terms in the Bloch equations can be neglected (ref. 17) and the equations 
of motion for the bulk nuclear magnetisation referred to the rotating
reference frame become (ref. 18)
d_ M 1 - #(M x B 1 ) v V . "  C7).-,,' _:.
dt ■ ;
where the effective magnetic field in the rotating reference frame is
B 1 = B + to/I > with components B , = B , B , = 0, B , = o'/* ; the
—■ ■ — — ■ x l y • z
frequency w 1 = (to - o^) is the difference in frequency between the 
resonance frequency cjq = and the frequency of the alternating
magnetic field. It is important to notice that in order to derive 
equation (7) we have assumed that the total duration of the alternating 
magnetic field is short compared with the relaxation times. In 
biological tissues the relaxation times are typically longer than
0.02 s in a magnetic field of 0.1 T; in order to ignore the effects 
of relaxation we must stipulate that the relaxation terms exp
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and expC-t/T^) should change very little during the application of the 
alternating magnetic field. For a change of less than 10% the duration 
of the alternating magnetic field should be less than 1 0 % of the shortest 
relaxation time, or about 0.002 s for biological tissues; In practice 
some NMR imaging experiments require the alternating magnetic field 
to be applied for up to 0.004 s, and inithese cases relaxation effects 
would be expected to alter the simple analysis given above, although 
the alteration would not be severe.
The solution to equation (7) is not simple except for the special case
where the frequency of the alternating magnetic field is equal to the 
resonance frequence' so that to* = 0. In this simple case the equations 
of motion for the bulk nuclear magnetisation referred to the rotating 
reference frame are
Mx'(t) = MX '(0)
, M ,(t) = M ,(0)c6s(w t)'- M .(O)sin(u) t) 
y y i z i
M , (t) = M .(o)sin(o t) + M .(O)cos(u .t) z1 y* 1 z1 1
These equations describe a magnetisation vector which precesses about
the x ’ axis'of the rotating reference frame with angular frequency
= ;1**B . If the alternating magnetic field is applied in a short
. pulse of duration t = ^  / o the magnetisation will precess through
P
an . angle ©t = ^^^p a^ou^ x ' axis during the pulse. If the 
system were initally at equilibrium then after the pulse the 
magnetisation would be in a non equilibrium state; the alternating
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(8 a)
(8 b)
(8 c)
magnetic field will have stimulated energy level transitions exactly as 
in the quantum mechanical model. A pulse of alternating magnetic field 
is often referred to as a ’radio frequency pulse’ or more often an 
'rf pulse’; and rf pulse which causes the magnetisation to precess . 
about the x ’ axis by an angle <* is referred to as an ’ pulse' .
For example a pulse which causes the magnetisation to precess through
Q O
90 is a '90 pulse' . In fact the behaviour of the magnetisation is 
described by equation (8 ) as long as the frequency o' = ('«j - co^) 
is small compared with the frequency = TSB ;. in other words - so 
long as the precession about the x' axis is rapid by comparison with 
the precession about the(z ,z ') axis.
Unfortunately in NMR imaging experiments the frequency cannot always 
be regarded as small in comparison with w  , and it is necessary to •' 
solve the equations of motion for., an arbitrary frequency *°'. The 
resulting expressions are cumbersome, but will be needed later in this 
work.
2  ' '
M .(t) = M .(0) ( w ' 2 cos(<0 'it) + °1 ) + M , (0) w' u  " sin( cJ'!'t) 
x' x'   :----- o ---—  y — o—
- M , (0) O' to ' (1 _ cos(w»t)) (9a)
z 1 1
(9b)
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M (t) = -M , (0 ) (l - cos( ‘-‘"t)) + , (0 ) lj sin(tJ 1 1 1 )
z x i y ly  ___
2 U)"ton
+ M ,(0) ( W 2  + c^cos(*o"t)) (9c)
Z X
ton2
2  2  y
where the frequency o». = ' ( w  + to 1 ) V  These equations describe a 
magnetisation vector which precesses about an effective magnetic field 
direction specified by 3'.
If the frequency\l» 1 is large compared to the frequency the equations 
of motion reduce to
M ,(t) = M , (0)cos( ^ ’t) + M_, (O)sin(^ ft) (-10a)
x x y
H ,(t) = - M . (O)sin( ^  't) + M , (-O)cos('40 ' t) (lOb)V ' X AT-'
M ,(t) = M ,(0) (10c)
z ’ z 1
These equations are just the equations of motion for the magnetisation 
in the absence of an applied magnetic field, referred to the rotating 
reference frame. For this case, with no rf pulse applied, we can 
include the relaxation effects to obtain the solutions to the Bloch 
equations referred to the rotating reference frame:
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■M .(t) = (M ,(0 )cos( w 't) + M , (0) sin( 1 1) )exp(-t/T ) (11a)
x x y £
M (t) = (- M , (0)sin( <o't) + M (O)cos( lo ’ t) )exp(-t/T9 ) (lib)
y x j ^
. M_ , (t) = M , (0)exp(-t/T ) + M (1 - exp.(-t/T ) (lie)
Z Z O X
These equations describe a magnetisation vector which precesses about 
the (z,zf ) axis with frequency modified by the relaxation effects
which tend to restore the equilibrium magnetisation along the z axis.
The second component of rotating magnetic field rotates in the opposite 
sense and has an angular frequency (-^ )'. If the first component is
such that the frequency difference 1 is small, the difference
((_io) _ o q ) for the second component is automatically large and the
effect of the second rotating component can be ignored.
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Ill THE NMR SIGNAL
1. The NMR experiment A simplified block diagram of an NMR experiment
is shown in figure 1. A sample is held in a uniform magnetic field kBQ ,
which in NMR imaging experiments is typically 0.1 T. In imaging experiments
linear magnetic field gradients can be superimposed on the uniform
magnetic field by specially wound magnetic coils (ref. 19) so that the
total magnetic field at a position r is B(r) = k(BQ + G.r), where G is
the vector representing the magnetic field gradient. Typical magnetic
_1
field strengths are 0 . 0 0 1  T  m , which over a distance of 0.5 m gives 
a 2% variation in the magnetic field. The alternating magnetic field 
= i2B^cos( which stimulates the NMR signal is provided by a
tuned coil driven by a radio frequency source at the resonance frequency 
for hydrogen; in a magnetic field of 0.1 T the' radio frequency is 4.2 MHz. 
The radio frequencjr source is switched on and off by a pulse generator 
to produce short pulses of alternating magnetic field. To avoid tedium 
I will use the words ’the pulse 1 or ’the rf pulse 1 to mean a pulse of 
alternating magnetic field in what follows. Applying an rf pulse causes ' 
the bulk nuclear magnetisation to depart from its equilibrium value, and 
after the pulse the. magnetisation precesses about the applied magnetic 
field with an angular frequency = tB(r) which depends on position.
The. precessing magnetisation induces an electromotive force in a second 
tuned coil (ref. 2 0 ) and it is this induced electrornotance, detected 
and amplified, which is measured as the NMR signal. The different 
stages of the experiment are described in more detail in the following 
sections.
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2. Stimulating the NMR signal The first (transmitter) tuned coil is
designed so that a current I^cost ^ t )  flowing through it produces a
uniform magnetic field B. = i2B„cos(o t) across all parts of the—1 1 o 1
sample (ref. 21). This alternating magnetic field causes the bulk
magnetisation to precess around the x 1 axis of the rotating reference
frame as described by equation (8 ) if the frequency difference
1 (r) = to(r) - u>q is small compared with the frequency = ^ 3  »
or by the more complicated equation (9) if the frequency is not small.
Two conditions must be met; for equation (7) to be valid the effects
of relaxation during the pulse must be small. This condition has been
discussed in section II, and for biological tissues it means that the
pulse length should-be less that 2  ms. The second condition is more
restrictive; for the magnetisation to precess around the x' axis in
the simple way described by equation (8 ) the amplitude of the alternating
magnetic field B^ must be large enough to make the frequency
greater than the frequency difference 'cJ'(r). For hydrogen nuclei in
-1
a magnetic field gradient of 0.001 T m applied over a distance of
0.5 m, the alternating magnetic field strength B^ must be greater than 
.0.001 T. In some NMR imaging experiments the field strength is kept 
deliberately small to make use of the frequency dependence of the effect 
of the rf pulse.
3. The magnetisation after stimulation After the pulse, at a time
t = 0, the bulk magnetisation will have a non equilibrium value M(r,0).
The magnetisation will precess about the (z,z') axis as described by 
equation (11). For convenience I. will define a 'transverse magnetisation' 
M+ = which represents the components of magnetisation which lie
normal to the z axis; the real axis then corresponds to the x axis and
the imaginary axis corresponds to the y axis. The transverse magnetisation 
referred to the rotating reference frame is then described by
M , (r,t) = M,(r,0)exp(i «*> (r)t)exp(-t/T0)) (12)
+ "7 T —  — Z
where as usual, i is the square root of (-1). The frequency of precession
is to (r) = 'SB(r) , which is directly proportional to the local value of 
the total magnetic field B(r).
4. The induced electromotive force The precessing magnetisation 
M(::r,t) at the position r induces an electromotive force in the second
(receiver) tuned coil which is given by the reciprocity theorem (ref. 2 2 )
■ a s  ■ ■ ■ . ' •
E(r,t) = -d (B (r) .I-i(r,t))
\  ' dt ' , . - 0  : :
where ^ ( r )  is the magnetic field which would be produced at position 
r by unit current flowing in the coil. For a long solenoid of 100
—I-
turns m the field is uniform and directed along the axis of the coil 
with a strength = 0.0001 T. In NMR imaging experiments the receiver 
coil is wound so that the magnetic field is uniform over the whole 
sample and lies along the y axis. It is straightforward but tedious
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to show (Appendix 1) that the voltage at the ends of such a coil is
v(r,t) = QB *B (M (r,0)cos( do (r)t) - M (r,0)sin(io (r)t))exp(-t/T (r)) 
c o x -  y “ 2  —
where Q is the quality factor of the coil (ref. 23) which in NMR imaging 
experiments is typically 100.
5. Phase sensitive detection The signal voltage v(r,t) is amplified 
and passed through a phase sensitive detector. Phase sensitive detection 
consists of passing the signal through an amplifier whose gain A(t) is 
proportional to some reference signal (ref. 20). In NMR imaging experiments 
the reference signal is usually derived from the radiofrequency source 
which is used to generate the alternating magnetic field, by adding a 
variable phase delay £ , so that the-gain A(t) = Acos( tOQt + P ). The 
modulated signal is the sum of terms in the sum and difference frequencies 
(do + u>q ) and (u> - to^). The difference frequency term is removed by •
low pass filtering and it is straightforward but tedious to show 
(Appendix 2) that the phase sensitive detected signal is
v'(r,t) = C(M (r,0)cos( (r)t - £ ) + M (r,0)sin( ui»(r)t - £ ) )exp(-t/T (r)) 
— x —  y “ — 4  —
where the frequency do'(r) is the difference between the radio frequency 
and the local resonance frequency do(r) and the constant C = AQBc ^bQ/2 
depends on the characteristics of the receiver coil and the strength of 
the uniform magnetic field.
It is important to notice that in deriving the expression for the phase
sensitive detected signal given above, two approximations have been made,
both of which are well satisfied under the conditions of NMR imaging
experiments. First, it has been assumed that the transverse relaxation
time is very* large compared with the period of the resonance
frequency. In biological tissues typically T i s  longer than 0.01 s
7
while the resonance frequency *->(r) = 10 rad s , so this condition is 
easily fulfilled. Secondly, the variations in magnetic field due to 
magnetic field gradients have been assumed to be small compared with
the strength of'the uniform magnetic field. In NMR imaging experiments
i -1
typically magnetic field gradients of 0.001 T m. are applied over a
distance of 0.5 m, and with a uniform magnetic field of 0.1 T . the
variations are less than 2%, so this condition is also satisfied,
within 2% limits. However, it is instructive to see that the equation
I have derived above, and which is implicitly assumed in all published
descriptions of NMR imaging, is only .obeyed to within 2%. For a long
solenoid of 100 turnsm with a quality factor of 100, using hydrogen
nuclei in a magnetic field of 0.1 T, the constant factor C = 1.6 x 10
when the amplifier gain A = 1 .
6. The detected signal The form of the detected signal depends on 
the phase delay P of the reference signal. If the phase delay is zero 
then by comparison with equation (11) the detected signal is proportional 
to the x f component of magnetisation referred to the rotating reference 
frame, v*(r,t) = C Mx ,(r,t), while for a phase delay of n/2 the signal 
is proportional to the y ’ component of magnetisation, v*(r,t) = C M .(r,t).
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The transverse magnetisation can be measured simply by combining the 
signals from two phase sensitive detectors with phase delays P =  0 
and (* = n/2:
v ,(r,t) = v'(r,t)| + iv'(r,t)I n = C M (r,t) (13)
+  1(3 = 0  ' 1(3=2
The ..NMR signal which is detected in this way is directly proportional 
to the transverse magnetisation referred to the rotating reference frame.
The signal which arises; from the whole sample is the integral of equation
(13) over the whole volume of the sample, and this is the signal which is 
measured in NMR imaging experiments.
V (t) = C /dT M (r ,0)exp(i u>’ (r)t)exp(-t/T (r)) (14)
+ J T — Z — .
For example, the transverse magnetisation immediately after a 90° pulse
is equal to the equilibrium magnetisation, 'M ,(r,0) = -iMo(r) and the
measured signal after a 90° pulse is (figure 2)
V+I(t) = -iC jdJ RQ (r)ex-p(i u 1 (r) t)exp(-t/T2 (r))
The NMR signal after a 90° pulse decays because of destructive interference’ 
between signals from different parts of the sample with different
34
frequencies, and because of transverse relaxation; for this reason such
a signal is often called a ’free induction decay1 or more often an 'FID'.
For 1 Kg of pure water in a magnetic field of 0.1 T surrounded by a
-1
solenoid of 100 turns m with a quality factor of 100 the amplitude 
of the signal following a 90° pulse is 0.5**V.
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NMR signal
sensitive amplifier
4>magnetic field
receive coil
gradient
coil
sampletransmit coil'
pulsed radio source
Figure 1♦ A simplified block diagram for an NMR imaging experiment* 
Radio pulses generate an alternating magnetic field in a tuned transmitter 
coil which surrounds a sample in a magnetic field* Precessing nuclear 
magnetisation in the sample after the pulse induces an emf in a second 
tuned coil which is amplified to become the NMR signal. Magnetic-field 
gradients can be applied via special coils.
signal voltage
exp(-t/T2)
real part
-•5
imaginary part
t(s)
Figure 2* The NMR signal measured immediately after a 90 pulse 
oscillates with frequency o 1 (in this case o* rad s and decays with 
the transverse relaxation time T2* The illustrated signal would be measured 
from 1 Kg of pure water in a magnetic field of 0*1 T, surrounded by a coil 
of 100 turns m"”' with Q = 100.
CHAPTER II
THEORY OF NMR IMAGING
I INTRODUCTION
The question of what is measured by NMR imaging has not been clearly 
answered in the literature. In particular the commonly used explanation 
of NMR imaging based on an analogy with x ray imaging by reconstruction 
from projections fails to emphasise the unique and very direct link 
between the signals which are measured in NMR imaging experiments and 
the reconstructed image. In this chapter I describe the theoretical 
basis of image reconstruction for NMR imaging by the method of reconstruction 
from projections. I have developed a novel approach by describing the ' ■ - 
image reconstruction as a two dimensional Fourier transformation.
There are two distinct advantages to this approach, apart from its 
conciseness. First, the direct way in which the NMR signals are related 
to the image is shown very clearly by the Fourier transformation; and 
secondly the model allows the practical limitations to be introduced 
analytically in a straightforward and clear way. I have also described 
the way in which an NMR image can be restricted to a single thin slice.
I will show that:
1. The NMR image is a map of the transverse magnetisation referred to 
the rotating reference frame at some time t = 0.
2. The measured NMR signals are direct samples of the two dimensional 
Fourier transform of the image.
3. The result of the usual image reconstruction process using filtered 
back projection is identical to a two dimensional Fourier 
transformation of the NMR signals.
4. The resolution of an NMR image is limited by the transverse 
relaxation time, non uniformities in the magnetic field and the way
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in which the NMR signals are sampled. It can be increased by 
increasing the strength of applied magnetic field gradient.
5. The signal to noise ratio on an NMR image is inversely proportional 
to the square root of the interval between samples of the signals, 
for a fixed resolution, and can be increased by signal averaging.
37
II NMR IMAGE RECONSTRUCTION
1. Direct two dimensional Fourier transformation In NMR imaging 
experiments a linear magnetic field gradient G = G$ is superimposed
A
on the uniform magnetic field kB^ so . that the total magnetic field is
A A
B(r) = k(BQ + G 0 .r) where I have defined the direction of the magnetic
A A yv.
•field gradient by the vector 0 = i cos0 + j sin0 . Neglecting the 
effects of relaxation and representing the volume element d't' = dr d9 dz |r\ 
in cylindrical polar co-ordinates, the NMR signal is described by equation
(14) with the frequency o ’(r) = U G 0 . r
V^f(t,0) = C Jdr|*d9 I r\ exp(i < G 0 .rt) ykz M+I (r,0) (15)
The integral ' ■. •
f(r,© ) = jdz M^f(r,0) (16)
is the projection of the transverse magnetisation at time t = 0 onto 
the plane z = 0 (figure 3), and the NMR signals V ,(t,0 ) are the two 
dimensional Fourier transformation of the projection of the transverse 
magnetisation at time t = 0. To find the projection of the transverse 
magnetisation it is only necessary to measure signals with gradient 
directions in the range 0 4 0 ^  and take the inverse Fourier transformation
f f(r,0) = jdt|dp |t|"exp(-i ^G 0 ,rt)V+l(t,0 ) (17a)
= C f(r, 6 ) (17b)
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This is the NMR image, and the/two dimensional Fourier transform has led. 
us from the NMR signals to the image 'with quite startling directness.
2. Filtered back projection In spite of the clarity of the Fourier 
transform model*of NMR image reconstruction it has never been used in 
the literature. The most common method of reconstructing an NMR image 
is filtered back projection (ref. 24). The process is mathematically 
equivalent to two dimensional Fourier transformation, but it loses 
some of the directness of the Fourier transform model because its 
derivation proceeds in two separate stages. The reason that filtered 
back projection is used for reconstructing NMR images is that suitable 
computer algorithms already exist for implementing it, developed for 
x ray computed tomography.
2a. NMR projections The process of filtered back projection has 
been developed for reconstructing images using x ray computed tomography. 
The initial information from x ray computed tomography is in the form 
of one dimensional projections of the x ray attenuation of an object. ' 
In order to extend its application to NMR imaging, it is necessary to 
find analogous one dimensional projections in NMR./ The one dimensional 
Fourier transform of the NMR signal described by equation (15) is
p(r,0) =/ jdt exp(~i % Grt)V+| (t,0 ) (18a)
= C J^dT M+l (r,0) (18b
(b .r=r
and this is the one dimensional projection of the transverse magnetisation
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at time t = 0 onto the direction of the magnetic field gradient (figure 4). 
This projection is analogous to the projections from x ray computed 
tomography, and provides the basis for applying filtered back projection 
to NMR imaging (ref. 25).
2b. Filtered back projection In filtered back projection the one 
dimensional projections are first Fourier transformed. Clearly in 'NMR 
imaging this step is not necessary, since the NMR signals are already 
Fourier transforms of the projections. .However, in some NMR scanners 
the signals are first transformed into projections before the. filtered 
back projection; the reason for this somewhat laborious and redundant 
procedure is again the existence of computer algorithms designed for 
x ray computed tomography,; which require initial information in the 
form of projections. The transformed projection (or the NMR signal) 
is multiplied by a 1 filter function’ |t| before being Fourier transformed 
(ref. 26). The resulting 'filtered projection1 is
p*(r,0 ) = fdt \t\ exp(-i tGrt)V+1(t,0 )
The process of back projection is then defined (ref. 26)
f*(r, 9 ) = Jd0 p*( $ .r, 0 )
i
and in the case of NIviR imaging this is
f*(r, 0 ) = Idt Jd0 \t\exp(-i 0 .£t)V+l (t, V> ) (19)
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This is identical to the tv;o dimensional Fourier transformation; so 
the image produced by filtered back projection and-the ..image produced 
by Fourier transformation are the same.
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Figure 3« The NMR image function is a two dimensional projection of the 
three dimensional distribution of transverse magnetisation M+I(x,y,z) onto 
a single plane z = 0.
object
magnetic field
projection
Figure 4. The one dimensional Fourier transform of an NMR signal is a 
one dimensional projection of the transverse magnetisation onto the direction 
of the magnetic field gradient*
Ill NMR IMAGE RESOLUTION
1. Image resolution The concept of the ^resolution' of an NMR image 
has not been clearly defined in the literature. Any definition based 
on ability to distinguish between different features on an image will 
be complicated by questions as to the relative intensities of the two 
features, and whether the resolution criterion is to include amplitude 
resolution as well as simply telling two features apart. However, 
because the whole question of what is meant by resolution is so 
complicated, and because no standard definition exists, it is permissible 
to use a very crude but readily tested criterion, and simply ignore 
the subtler complexities. According to Rayleigh's criterion (ref. 27) 
two adjacent points, each of which is spread over a point spread function 
f(r), can be distinguished if they are separated by at least the;full 
width at half maximum of the point spread function. In the case of 
NMR imaging, a workable definition of resolution can be made by specifying 
that the resolution is equal to the full width at half maximum of the 
point spread function; this is in fact the criterion which most workers 
have used in practice. It is important to notice here that this 
criterion for image resolution in fact leaves the possibility of very 
poor amplitude resolution. In other words, an object of low intensity 
will be changed in intensity by a significant amount by an adjacent 
object of high intensity.
The NMR image f'(r, 9) described by equation (17) has been calculated
for an unreal case where no transverse relaxation occurs and the
magnetic field is perfectly uniform. It has also been assumed implicitly
that the signals V ,(t , G ) can be specified for an infinite time and 
+ *
for a continuous range of angles <t>. In practice none of these conditions
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is met. The novel model I have developed for the NMR image reconstruction 
process is ideally suited to analysing the effects of these practical 
limitations. The effects of relaxation, non uniform magnetic field 
and limited measurement time can all be represented as a modulation of 
the NMR signal by some function S(r,t), so that the modified signal is
V|, (t,0 ) = C |dr jd9 \r\ exp(i t G 0.rt)f (r, fc )S(r,t)
and the reconstructed image with the effects of the modulation included 
is
f"(r, 0) = j^ dt fd0 \tlexp(-i .rt)V^, (t,0 )
This is where the Fourier transform model becomes really useful. Using 
the well known convolution property of the Fourier transform (ref. 28), 
the transform of a product of two functions is simply the convolution 
of the respective Fourier transforms. The NMR image with modulation 
included is therefore simply the ’ideal1 image, convoluted with a point 
spread function s(r) which is the Fourier transform of the modulation 
s(r,t)
f"(r, 0 ) = f' (r,9 )**s(r, 9) (20)
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where ** denotes the operation of two dimensional convolution (ref. 29) 
and the point spread function is
s(r, 0 ) = jdtfde I tl exp(-i *G $> .rt)S(r,t) (21)
Analysing the effects of practical limitations is thus reduced to 
finding the appropriate modulating function and performing a straight­
forward two dimensional Fourier transformation. The results of such 
an analysis are interesting not only because they indicate the 
limitations on resolution for an NMR image, but also because they 
show the reasons behind some of the most common artefacts in NMR 
imaging.
2. Transverse relaxation Transverse relaxation imposes an exponential 
decay on the NMR signal so that the modulation function is S(r,t) = 
exp(-t/T2 (r)) and the relaxation point spread function is a Lorentzian 
(ref. 30)
s„(r,e)= 2*/T2(r) (22)
R
.2-2 2 „ / 2, vt G r + 1/T2(r)
whose width at half maximum is Vi = 1/ 1GT_(r). There are three points
K Cm —
to notice about the relaxation point spread function. First, it is 
circularly symmetrical, with no angular dependence. Secondly, the
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width depends on position via the position dependent relaxation
time T2 (r); thus in a single image the resolution will be different
for different components if their relaxation times are different.
Thirdly, the width of the point spread function, and hence the resolution,
is inversely proportional to the strength of the applied magnetic
field gradient. In biological tissues the transverse relaxation time
is typically longer than 0.01 s and in a magnetic field gradient of 
-1
0.001 T m the resolution is limited to 0.3 mm.
3. Non uniform magnetic field In practice the magnetic field Bq 
cannot be made perfectly uniform. There are two main sources of 
variations. In NMR imaging magnets designed to produce magnetic fields 
of 0.1 T there are variations of the order of 10~ T due to defects in 
the magnet manufacture. There may also be variations due to varying 
magnetisation of the sample because of differences in susceptibility, 
but these are small compared to the variations due to defects in 
manufacture (ref. 31). The second source of variations in the magnetic 
field is the 'chemical shift1 which has been discussed in chapter I. 
Chemical shift in biological tissues in magnetic field of 0.1 T can 
cause magnetic field shifts of up to 10 T (for fat) (ref. 32). The 
magnetic field variations cause a shift in the NMR signal frequency
/V
« 1 (r) = i G ^  .r + ^^BQ(r), where ABQ (r) is the magnetic field shift 
at position r. The field shift is constant, and the signal is modulated 
by S(r,t) = exp(i * £\BQ (r)t); the point spread function is a Dirac 
delta function (ref. 30)
s_(r, 6 ) =£(r - AB  (r)/G) 
I o —
(23)
The point spread function due to variations in the magnetic field is
particularly interesting; its effect is to spread the intensity from a
part of the sample over a crescent shape whose radius is A B Q (r)/G
(figure 5). The width of the function is W = A B Q(r)/G, but in a
sense the non uniform magnetic field is not so much a limit on the
resolution as a source of crescent shaped artefacts. The fact that
such artefacts are common in NMR images suggests that they may be due
to non uniform magnetic fields (figure 6). The resolution is again
inversely proportional to the magnetic field gradient strength. In a
-1
magnetic field gradient of 0.001 T m a magnetic field variation of
•
10 T limits the resolution to 1 mm.
4. Limited measurement time In real NMR imaging experiments the
signals V , (t, 0 ) are only measured for a finite time T . The signal 
+ s
can be thought of as modulated by a truncation function S(r,t) = 1
when t 4 t ^ ( t  + T ) and S(r,t) = 0 otherwise. The truncation point 
o o s —
spread function is (ref. 30)
s (r, © ) = nT s J ( KGrT /2) (24)
■ 1 g? 1' s ■
where J^(x) is a Bessel function of the first kind (ref. 33). The 
width of the point spread function is WT = 4/ <GT . The resolution 
is again inversely proportional to the magnetic field gradient strength, 
but the point spread function due to limited measurement time is rather 
different from the other point spread functions I have mentioned. It 
is independent of position within the sample. Because of the
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difficulties associated with an image resolution which can be different
depending on position within the sample and on the properties of the
sample it is useful to make the truncation point spread function dominant
in limiting the image resolution; the resolution is then no longer
dependent on position and the sample properties. In a magnetic field
-1
gradient of 0.001 T m a measurement time of 0.02 s limits the image 
resolution to 1 mm.
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Figure 5« The effect of a non uniform magnetic field is to spread the 
intensity from a single point over a crescent shape of r a d i u s A B q/G where 
A±5q is the departure from uniformity and G is the gradient strength. This 
image was produced on the small animal NMR scanner at the University of 
Surrey and shows a 1 mm tube of water scanned with a deliberately introduced 
magnetic field non uniformity of 0*1 mT. The radius of the crescent is 10 mm.
Figure 6. Crescent shaped artefacts are common on NMR images. This 
type of artefact would be expected where the magnetic field is not uniform. 
This image of my head, taken on an experimental NMR scanner at GEC Hirst 
Research Centre, has a crescent shaped artefact which may be the cumulative 
effect of magnetic field non uniformities across the whole image.
IV SAMPLING
1. The effect of sampling The number of NMR signals V ,(t,0) which 
are actually measured in NMR experiments is finite, and this means that 
only a finite number M  of angles 0  can be used. This is a problem 
which has been thoroughly discussed for the case of x ray computed 
tomography, and the limitations it imposes on NMR imaging are the same 
(ref. 24). The image resolution depends on the number of angles used 
and on their spacing (ref. 34). In all existing NMR scanners the 
magnetic field gradient directions m A 0  are equallj'- spaced and the 
Whittaker-Shannon sampling theorem relates the image resolution to
the maximum separation between adjacent samples V+ l ( t , m A 0  ) in the 
Fourier plane (ref. 34). The image resolution is limited by the number 
of angles M to W  = r* d/2M, where d is the diameter of the image.’
In order that the Fourier transform described by equation (17) can be 
performed by digital computer the continuous signals V ,(t,0) are 
sampled at intervals A t  and the samples are converted from voltages 
to binary numbers to be stored on the computer. Sampling of continuous 
signals at discrete intervals is a well known problem which is discussed 
at length elsewhere (ref. 35). In order to avoid the phenomenon known 
as 'aliasing' which results in distortion of the image the sampling 
intervals A t  must be less than A t  = r-/ KGd (ref. 35).
2. Representing the NMR signal The equations which I have described 
above for the NMR image reconstruction are actually solved using digital 
computers, and this means that the signals V ,(t,0 ) are sampled and
■f
stored as sets of binary numbers within the computer. For each of the
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M angles m A 0  a set of N samples of the NMR signal V , ( t , m A 0  )
are taken at intervals A t  (figure 7). It is useful to understand
how the resulting set.of (M x N) samples F = V , ( n A t . m A 0  ) are
nm + 1 *
processed to arrive at the final image, and I have described this 
process in the next two subsections.
3. Filtered back projection of sampled signals The process of
filtered back projection has two parts. The filtered projections
are described by equation (18) which is applied to the set of sampled
points F as a discrete'summation 
r nm
N/2-1
P, = / ln\ exp(-i2n kn/KN)F
n=-N/2
*
The K points P ^  = p * ( k A r , m A 0  ) are samples of the continuous filtered 
projection. This is a simple Fourier series and can be calculated by 
straightforward use of the Fast Fourier Transform (ref. 36).
The process of back projection defined by equation (19) is usually 
translated into Cartesian co-ordinates for NMR imaging, as
T*
f*(x,y) = fd0 p*(x c o s 0  + y  sin0 , 0  )
where the Cartesian co-ordinates x = r cos^ , y = r sin0 . Implemented
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on a computer this becomes a discrete summation 
M—1
f = ) p ( p A x  cos(mA0 ) + q y  sin(mA0 ),mA0 )
Pq m=0
where the (P x Q) points f = f ( p A x , q A y )  are samples of the NMR
P^ [
image function. Implemented like this, the required samples of the 
filtered projections do not correspond with the point p ^  which have been 
calculated. The required points can be found by interpolating between 
the calculated points (ref. 24).
4. Sampling the NMR image In calculating the NMR image, nothing is
gained by sampling the image more closely than the image resolution.
It is convenient to take samples which are/separated by the width of
*
the truncation point spread function; in this case the samples f are
separated by intervals A x  = A y = 2/ tGN A.t and if sampling intervals
are chosen to just avoid aliasing (ref. 35), A t  = TV *Gd, then the
image diameter is spanned by N points, and in calculating the image 
*
points f the limits P = Q = N.
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sampled signal
nm
Figure 7* In order to store NMR signals on a computer each signal is 
sampled N times at intervals At, so that the samples are Fnm = V t(nAt,m^0).
.thin slice
projection of 
a thin slice
Figure 8* Unless an object has very simple variations in the z direction 
it is convenient to restrict the NMR image to a single thin slice*
V RESTRICTING THE IMAGE TO A THIN SLICE
1. The need for plane selection The NMR image defined by equation 
(17) is a projection of the transverse magnetisation onto the plane 
z = 0  (figure 3). Except for special cases where the sample object
has very simple variations in the z direction it is convenient to restrict 
the image to a thin slice (figure 8). In NMR medical scanners several 
methods are available for achieving this 'plane selection'.
2. Selective excitation The behaviour of the magnetisation during 
an rf pulse is described by equation (9). If the system is initially 
at equilibrium the transverse magnetisation immediately after a pulse
of duration t is
P . ■ .
M *°1 ( W (  1 - c o s ( o " t  )) + iu>Msin(to"t ))
0 ~ ~ o  P P
«o»
The effect of the pulse reduces as the frequency o' = (i-V - o  ) 
increases. In NMR imaging experiments using the method of selective 
excitation a linear magnetic field gradient is applied in the z
direction during the pulse. The frequency = 'iG z then increases
as z increases and the effect of the pulse reduces as z increases
M+ ,(z,tp) = -Mq °1 ( ^Gzz(l - cos( o ”tp) + i toM sin(o ntp)) (25)
M
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where the frequency o "  = .(«*> + * G ^  ) 2. The pulse only produces
2 2 2
significant transverse magnetisation over a range A z  = ( n  - o  t )/ KG t
.1 p z p
about the plane z = 0, and the transverse magnetisation is restricted to 
a slice whose shape is described by equation (25). There is an important 
feature of equation (25) which should be noted. In the limit where the 
frequency ^ 1 becomes large compared with the frequency .o , the image 
is restricted to a slice of shape
^  f(z) = to ( (1 - cos( ^ ' t  ) + i sin( to't ))
1 P .  P
u> ' to'
and this is simply the Fourier transform of the pulse envelope shape
function, g(t) = 1 when 0 - t ^  t , g(t) = 0 otherwise. Several methods
P
have been evolved (ref. 37) for shaping the plane shape f(z) by changing
the shape of the pulse envelope. In fact it has been shown (ref. 38)
that with certain approximations, the plane shape is just the Fourier
transform of the pulse envelope. It is important to remember that this
only applies strictly when the frequency is large compared with the
frequency to^; in the region within the selected slice the shape is
described by equation (25). The selective excitation method is limited
by the requirement I have mentioned in chapter I that there should be
no relaxation during the pulse. In biological systems the pulse length
should not exceed 2 ms, but in practice pulse lengths up to 6 ms are
commonly used. For a 90° pulse with = n/2 ra!dians, the plane
—1
width is = B./G . With a magnetic field gradient of 0.001 $ m  .
1 z
—5
and an alternating magnetic field strength of 10 T the plane width for
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a 90° pulse is 10 mm, and the length of the pulse is 0.5 ms. With pulse 
shaping, much longer pulses are required.
3. Multiplanar NMR imaging An alternative method of plane selection 
was developed by the NMR imaging research group at the University of 
Surrey during the course of this research (ref. 39). The method allows 
several parallel slices to be imaged simultaneously, although for many 
applications the storage and signal processing required make it desirable 
to use the technique to select a single slice. I have reported on the 
application of the multiplanar imaging method to an experimental whole 
body scanner elsewhere (ref. 40), For the purposes of this thesis I 
describe the multiplanar imaging method in its single slice application 
below.
3a. The spin echo method The multiplanar imaging method uses a 
'spin echo1 technique to stimulate the NMR .signal; a 90° rf pulse is 
followed after a time ^  by a 180° pulse (ref. 41). In a non uniform 
magnetic field the decay of the transverse magnetisation after the 90° 
pulse, which is caused by destructive interference between different 
signal frequencies, is reversed by the 180° pulse and the transverse 
magnetisation reaches a new maximum at time 2T after the 90° pulse 
to form a ’spin echo1 which is a mirror image of the signal after the 
90° pulse. The signal is measured after the 180° pulse (figure 9).
I have discussed the spin echo method in more detail in chapter III; 
it is introduced here only to explain the multiplanar imaging method 
of slice selection.
, 3b. The multiplanar method If the spin echo method is used to produce
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the NMR signal the signal following the 180° pulse is described by
OO JT
V . (t, <P ) = C fdr'f d0 |r \ exp(i % G 0  .rt)f (r, © ) (26)
-•© O
where the time t = 0 is the centre of the spin echo time 2 T  after the 
90° pulse, and f(r, © ) is the image function as before. In the multiplanar 
imaging method a magnetic field gradient G^ is applied in the z direction 
only during the interval between the 90° and 180° pulses (figure 9).
The signal after the 180° pulse becomes (ref. 39)
V ,(t,0,G ) = C /dr fdd | r\ exp (i < G 0  .rt)f (r, ©  ,G.: )
+ Z 'J J ”■ 1 . 2
' .--OO ; o' -
where the modified image function is
eo
f (r, 0  ,G ) = f d z M , (r,0)exp(i *G .zT)
1 Z # •}* z
— *o
which is simply the Fourier transform of the transverse magnetisation 
M+ I (r,0) with respect to z. Taking a continuous set of signals from 
all magnetic field gradient strengths and performing the inverse 
Fourier transformation separates the signals which come from different 
slices
54
CO
V" (t,<Z>,z) = /dG V , (t,0, G )exp(i < G z l )  
+ i z + z z
- — 0b
ft
= C /dr/dB Irl exp(i t G 0  ,rt)f2 (r, 9 ,z) 
o
where the function f_(r,6 ,z) = M ,(r,9 ,z) is the transverse 
magnetisation from the plane at position z only. The signals V” (t,0 ,z) 
are then the signals only from the plane at position z, and these can 
be used to reconstruct images of each plane. In practice only finite 
magnetic field gradient strengths can be used and the Fourier transform 
becomes ,
CO r
V*,(t, 0  ,z) = /dG V',(t,0 ,G )b(G )exp(-i ^G z ^  )
+ I z + z z z
— tfO
where the truncation function b(G ) = 1  when -G ^  G A  G , and
z m z m
b (G^) = 0 otherwise. Using the convolution property of the Fourier
transform, the transform of a product of two functions is the convolution
of their transforms, and the signals are convoluted with a plane spread
function; V*,(t,0 ,z) = V^j(t,0 ,z)**B(z), where ** denotes convolution
and the plane spread function is (figure 10) B(z) = 2 sin( VG^z't )/ tz't.
The width of the plane shape is A z  = t^ ./Ig^t -. The multiplanar imaging
method is implemented by taking a finite number of equally spaced magnetic
field gradients n_ G and performing a discrete Fourier transform;
G z
V",(t,P ,n & z )
+ z
1  -
V ' ( t , 0 , n  & G  )exp(-i2 n  n n  /N„N , 
n = - N / 2  + 2 G z & z;
G G
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where is the number of magnetic field gradients, Nz is the number of
sampled planes, and A z  is the separation between the planes. To avoid
the phenomenon of aliasing which I have mentioned earlier in this chapter,
the magnetic field gradient strengths must be separated by intervals less
than A g = r /  H T 1 ,  where 1 is the total length of the object in the 
z
z direction. With a magnetic field gradient of 0.001 T m and a pulse 
spacing of 0.01 s the plane width is 1 ram. The multiplanar imaging method
has the advantage that it does not require long rf pulses, and so
relaxation effects during the pulse are not important.
4. The steady state free precession method One of the ways which is
used to stimulate the NMR signal for NMR imaging is the 'steady state free
precession1 method (ref. 42). The sample is repeatedly stimulated at 
intervals of less than 10 ms, and eventually a 'steady state' is'reached 
where the signal after each pulse is the same; because a condition of 
dynamic equilibrium is set up by the’repeated stimulation, the signal 
after each pulse can be quite large (ref. 42). By applying magnetic field 
gradients which oscillate incoherently with the pulses, the equilibrium 
conditions can be destroyed except where the gradient is weak, and this 
provides a means of plane selection. This method of plane selection has 
been successfully applied in practice (ref. 43) but no satisfactory 
model of how it works has been derived in the literature. I have 
discussed the steady state free precession excitation method in more 
detail in chapter III.
5. Transmitter coil response The radio transmitter coils which are 
used in NMR imaging experiments are not long solenoids; some scanners 
use short solenoids (ref. 44) while others use more complicated saddle
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coils (ref. 21). The design of these coils in practice means that 
the alternating magnetic field B^ is not uniform along the whole length 
of the sample; for example the field at the ends of a short solenoid
of length equal to its diameter is only 15% of its strength at the 
centre. The effect of an rf pulse depends on the strength of the 
alternating magnetic field B^ and so the shape of the coil response 
(that is, the strength of the alternating magnetic field along the axis) 
can be used to select a thin slice (ref. 45). In fact all NMR scanners 
use the coil response to restrict the NMR image at least to a rather 
thick slice, because the ends of the subject stretch well outside the 
length of the coil.
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rf pulses
20r
FID spin echo
NMR signal
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measurement
Figure 9* In the multiplanar imaging method a 90° pulse is followed at
time T  by a 180° pulse, A variable sized gradient G is applied in the
z
interval between pulses and the signal is measured after the 180° pulse. 
The decaying FID after the 90° pulse refocusses at time 2 Y  to form the 
'spin echo' which is a mirror image of the FID.
B(z)/
multiplanar 
imaging plane shape
(mm)
Figure 10. The plane spread function for the multiplanar imaging
method of selecting a slice depends on the maximum strength of gradient
G which is used. I measured the illustrated plane shape using a cylindrical 
z
water phantom along the z axis on the prototype NMR scanner at the University
-1
of Surrey. The maximum gradient was 0*001 T m and the pulse spacing was 
0*01 s.
VI NOISE IN NMR IMAGING
1. Thermal noise Measuring the NMR signal will in practice include 
unwanted 'noise' voltages which are not due to the nuclear magnetisation 
(ref. 46). The*possible sources of noise are endless, but in a well 
designed NMR imaging system, where noise due to picking up unwanted 
radiation, poorly designed amplifiers and all other avoidable noise 
sources is reduced to as low a level as possible, the dominant source
of noise is random thermal noise which originates in thermal motions 
of electrons in the receiver coil (ref. 46). If the series resistance 
of the coil is R the thermal noise power contained in a frequency 
interval A 10 is 4kTRA«o/2it , where k is Boltzmann's constant and 
T is the absolute temperature of the coil. The thermal noise power 
is independent of frequency and the root mean square noise voltage 
from the frequency interval A 40 is 2 (kTR A u > / 2 n  ) 2. For a receiver 
coil with a series resistance of 1 sl- at room temperature the root mean 
square (rms) noise voltage over a 10 kHz frequency interval is 0.01 ^ V. 
The effect of phase sensitive detection is to limit the noise to 
frequencies below the cut off frequency of the low pass filter used 
in the phase sensitive detector (ref. 47).
2. Imaging random noise In NMR imaging experiments the signal plus
noise is sampled at intervals A t .  We can treat each measurement of
the noise as a single measurement of a random variable = v(nAt),
and the sampled signal plus noise is represented by the points
F' = F + v . The processes of Fourier transformation and summation 
nm nm nm r
involved in image reconstruction are linear (ref. 24) and the 
reconstructed image is the sum of the 'ideal' image samples fkl and
and a 'noise1 image represented by sampled points
N/2-1 M-l
2^1 = ^ ^  v^exp(-i2 Tt kn cos( (l-m) 7^/m) )
n=-N/2 m=0 ^G A r
nm
3. The signal to noise ratio Since the noise samples, v ^ ’. are independent
random variables the statistical properties of the noise image g ^
depend only on the number of samples (N x M ) . For a fixed number of
samples N of each signal and a fixed number M of magnetic field gradient
angles the resolution of the image depends on the strength of the magnetic
field gradient G and the sampling interval A t ,  as shown earlier in this
chapter. To obtain a given resolution W  the magnetic field gradient
strength must be G = 2 n /  tf.GN.AtW, if the truncation of the signal is
the limiting factor on the resolution. If the image diameter d is also
fixed the gradient strength fixes the maximum frequency of the NMR
signals = <Gd/2 = <d/ N W A t .  This in turn fixes the cut off
m
frequency which can be used in the phase sensitive detector without
losing signal frequencies, and hence the rms noise voltage is 
y
2(kTRd/NWAt) 2. If the phase sensitive detector cut off frequency 
is always set at the maximum NMR signal frequency then as the magnetic 
field gradient is changed to maintain a constant resolution the rms 
noise voltage is inversely proportional to the square root of the 
sampling interval At. Clearly if the gradient strength and the 
sampling interval are changed together to maintain a constant resolution 
then the series of sampled points F ^  and hence the image samples fkl 
are unchanged. The ratio of the image intensity to the rms noise 
image depends only on the noise image gj^ and the signal to noise ratio
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is inversely proportional to the square root of the sampling interval 
A.t. Ernst (ref. 46) has arrived at the same result from a different 
set of assumptions. It is important to notice three things about this 
result. First, the signal to noise ratio and the image resolution 
are inextricably linked and if the experimental conditions are fixed 
an improvement in one leads to a corresponding degradation of the other. 
Secondly, the signal to noise ratio is only inversely proportional to 
the square root of the sampling interval so long as the image resolution 
is maintained by changing the magnetic field gradient to compensate for 
any change in the sampling interval A-t. Thirdly, any NMR imaging 
method which restricts the available time for measuring the NMR signal 
more than is necessary to make truncation the dominant limitation on 
resolution will lose signal to noise ratio if the resolution is kept 
constant. This last point will become very important when I consider 
the steady state free precession method later on. It can also be noted 
that the signal to noise ratio will depend on the number of samples 
(N x M ) ; I will discuss this point in more detail in chapter IV.
4. Signal averaging The signal to noise ratio can be improved by 
measuring the same NMR signal repeatedly and taking the average values, 
because the signal voltages will always add coherently while the noise 
is a random variable. The rms noise voltage from the average of N
av
y .
measurements is reduced by a factor of (N ) 2 (ref. 48) and hence the
av
y
signal to noise ratio is increased by a factor of N 2 (figure ^ ^ ) .
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CHAPTER III
NMR RESPONSE
I INTRODUCTION
It has been shown in chapter II that the NMR image produced by 
reconstruction from projections is a map of the transverse magnetisation 
at the (arbitrary) time t = 0. In order to complete the theoretical 
analysis of NMR imaging it is now necessary to consider how the transverse 
magnetisation behaves under the conditions of NMR imaging. In this 
chapter some of the models which have been put forward to explain the 
NMR response in imaging experiments are described. I also describe 
a new model which is appropriate to the peculiar condtions of NMR 
imaging. I have adopted a concise matrix notation to describe the 
effects of rf pulses and relaxation.
It will be shown that, under the conditions of NMR imaging experiments:
1. It is not satisfactory to treat the system as if it were at 
equilibrium before each new excitation cycle.
2. Simple models which have been used by other workers to describe 
the response to NMR imaging are not applicable to the conditions 
of NMR imaging.
3. A new model of NMR response based on the assumption that a 1 steady 
state1 of dynamic equilibrium is reached during NMR imaging 
experiments does describe the magnetisation correctly.
The conditions for a steady state to be established will be considered and 
by a simple numerical calculation the principle of plane selection 
using oscillating gradients with the steady state free precession 
excitation m i l  be demonstrated.
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II EXCITATION METHODS IN NMR IMAGING
1. Commonly used excitation methods In NMR imaging experiments there 
are several common ways of stimulating the NMR signal, but all have one 
thing in common.* In order to measure all the signals which are needed 
to reconstruct the image, the excitation cycle is repeated many times, 
and in general the interval between cycles is not long compared with 
the relaxation times. I have shown in chapter II that the NMR image is 
a map of the transverse magnetisation at a time t = 0, and unlike 
other scanning techniques the NMR image can be drastically altered by 
changes in the way the transverse magnetisation behaves in response to 
different excitations. The most commonly used imaging excitation 
methods fall into three categories:
a) Free precession
The free precession methods consist of applying single rf |5ulses and 
measuring the signal after each pulse (figure 11). 90° pulses are
usually used, but some workers have used other pulse angles (ref. 43). 
The range of repetition times for this method is very wide indeed, 
with intervals as short as 3 ms for the 'steady state free precession1 
methods and as long as 1 s for simple 'repeated FID' methods (ref. 49).
b) Spin echo
The spin echo method consists of applying a 90° pulse followed a time 
T  later by a 180° pulse. The signal is measured after the 180° pulse 
(figure 9). In a non uniform magnetic field the signal decays after 
the 90° pulse because of destructive interference from different signal 
frequencies, but this decay is reversed after the 180° pulse and the 
transverse magnetisation reaches a new maximum at time 2rr after the 
90° pulse to form a 'spin echo'. The spin echo is a mirror image of
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the signal following the 90° pulse. In NMR imaging the spacing between 
the 90° and 180° pulses varies between 0.01 s and 0.04 s, and repetition 
intervals range from 0.1 s to 1.0 s.
c) Inversion recovery
In the inversion recovery method a 180° pulse is followed at time 'I' by 
a 90° pulse, and the signal is measured after the 90° pulse (figure 12). 
Pulse spacings of between 0.2 s and 0.6 s are typical (ref. 50), and 
repetition intervals range from 1 s to 2 s.
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rf pulse
NMR signal
measurement
Figure 11. In the free precession excitation method a single rf pulse 
is applied and the NMR signal is measured immediately after the pulse. The 
pulse angle may be any angle and the excitation is repeated at intervals
• 180° 90°
rf pulses
I a . NMR signal
measurement
Figure 12. In the inversion recovery excitation method a 180° pulse 
is followed after time T  by a 90° pulse. The signal is measured immediately 
after the 90° pulse.
Ill DESCRIBING THE MAGNETISATION
1. A concise operator notation The behaviour of the magnetisation 
both during and after an rf pulse is described by equation (9) and 
equation (11) respectively. The description can be made very much more 
concise by using a matrix operator notation to describe the effects 
of a pulse and the effects of relaxation. Such notation has been used 
by Hinshaw (ref. 42) in describing the effects of the fast repeated 
steady state free precession excitation method. I have found it useful 
to extend the notation to cover all the excitation methods. In deriving 
the notation I have made two assumptions, which I have commented on in 
chapter II. First, I have assumed that relaxation during a pulse is 
negligible. This is in keeping with other workers, but this assumption 
does lead to approximations in the case of long (more than 2 ms) - selective 
excitation pulses applied to biological systems. For a 4 ms 90° pulse 
applied to a biological tissue with = 0.01 s the magnetisation 
components assuming no relaxation during the pulse are about 5% different 
from the values calculated with relaxation included. The second 
assumption is that the difference frequency *A* = (^ - t*>Q ) is small 
compared with the frequency where is the strength of the
alternating magnetic field. This condition is not satisfied when 
selective excitation pulses are used, because the very nature of the 
selective excitation method precludes it. These two assumptions mean 
that the responses calculated here can be regarded only as approximations, 
to within a few percent, when selective excitation methods are used. In 
multiplanar imaging and steady state free precession, where pulse lengths 
are short (less than 1 0 0 y*s) the assumptions are well satisfied.
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2. The pulse rotation operator The magnetisation immediately after
an rf pulse with alternating magnetic field strength can be described
by the pulse rotation operator R( ). if the magnetisation immediately
before the pulse is M 1(t '), referred to the rotating reference frame,
then the effect of the pulse is to rotate the magnetisation through an
angle - o  t about the x 1 axis so that M 1 (t +> t ) = R(<*)M'(t ), 
l p  — o p —  o
where tp is the duration of the pulse. The pulse rotation operator 
is the matrix
1
1 0 ’ 0
0 cos -sin
0 sin eL cos DC
X  . ' ■'•■■■
3. The relaxation operator In the absence of an rf pulse the
magnetisation precesses about the z ’.axis with angular frequency <o', 
and simultaneously suffers transverse and longitudinal relaxation towards 
equilibrium. This behaviour can be described by the relaxation operator . 
D(t), which also includes the effects of precession. If the magnetisation 
at time t = 0 is M*(0), referred to the rotating reference frame, then 
at time t it is M !(t) = D(t)M*(0) + kM (1 - exp(-t/T.)). The effects 
of longitudinal relaxation in restoring the equilibrium magnetisation 
cannot be fully included within the relaxation operator, hence the second 
term. The relaxation operator is the matrix
The operator I have given above differs from the one given by Hinshaw 
(ref. 42) in two respects. The first is trivial; the alternating magnetic
A
field ..B - 128^003(to^t) is in the opposite direction to the one Hinshaw 
uses. This results in the direction of precession being different.
The second difference is more serious; Hinshaw has omitted the terra 
expC-t/T^) in his operator; however it is clear from the rest of his 
analysis that he has in fact used the operator given above.
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IV MODELS OF THE NMR RESPONSE
1. Excitation at equilibrium The simplest model we can take for the 
NMR imaging conditions is to assume that the system is at equilibrium 
before each excitation cycle. In fact it is well known that the repetition 
times’which are used in NMR imaging do not allow sufficient time for 
equilibrium to be reached, but it is useful to consider this 'ideal1 
situation for two reasons. First, it is a very simple model indeed and 
one which has been thoroughly analysed for other applications than NMR 
imaging, where its application is more appropriate. Secondly, this 
model has been used in the past to model the NMR response to imaging, 
and is still frequently used as a first approximation when estimating 
the expected response. I have analysed this model here in order to 
compare its predictions with what actually happens, and to illustrate 
the dangers of simple approximations when applied to the NMR imaging 
experiment. '
For the free precession exci tation the magnetisation immediately after
fp A
each pulse is M F (0.) = R (u  )kMQ » and the transverse magnetisation is 
simply mJ^(O) = iMQsin«* , which is directly proportional to the 
equilibrium magnetisation.
The magnetisation for the spin echo method, measured at the centre of
the echo time 2T  after the 90° pulse, is MSe(0) = D( T  )R(180)D(^ )R(90)kMQ ,
S0
and the transverse magnetisation is M+l(0) = iMQexp(-2'V /T^). An 
interesting feature of the spin echo method is that at the centre of 
the echo the transverse magnetisation does not depend on the local 
resonance frequency, and hence the signals from all regions of a sample 
are in phase. It is constructive interference between the different 
signal frequencies which gives rise to the spin echo. The spin echo 
method is sensitive to the transverse relaxation time T^.
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The magnetisation immediately after the 90° pulse in the inversion
recovery excitation method is Mir(0) = R( 9 0 )D(HT)R(i80)kM and the
; o
transverse magnetisation is M^f(O) =. iMQ (i -- 2exp(-'t'/T ). The inversion 
recovery method is sensitive to the longitudinal relaxation time T^.
Two features of the equilibrium responses given above are worth 
pointing out. All three excitation methods give a transverse 
magnetisation which is directly proportional to the equilibrium 
magnetisation; but the response for the spin echo and inversion 
recovery methods is sensitive to T^ and T^ respectively.
2. Repeated excitations The expressions for the NMR response which
I have given above are well known (ref. 51) and apply only when the 
system is at equilibrium before each excitation cycle. In NMR imaging 
experiments the excitation is applied periodically, and the system 
does not have time to relax back to equilibrium between cycles. For 
example, with the free precession excitation the magnetisation just
■fn .
before a second pulse is M p (0) = D(Tr )R(90)kMQ , where T^ is the interval 
between the first and second pulses. The z component of magnetisation 
is M = Mq(1 — exp(—T^/T^). For an NMR imaging experiment, typically 
T^ = 1 s, and for biological .tissues with T^ = 0.5 s the z component 
of magnetisation before the second pulse is only 86% of its equilibrium 
value. Clearly it is important to take the repetition of excitation 
into account in calculating the magnetisation under the conditions of 
NMR imaging.
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3. A first approximation A first approximation to calculating'the- NMR 
response to repeated excitation is to assume that the system is not at 
equilibrium before each cycle, but that it was at equilibrium just 
before the last cycle. In other words, we treat each cycle as the second 
of two cycles, the first cycle having been applied to the system at 
equilibrium. This approximation has been used by several workers to 
describe the NMR response to imaging (ref. 52). As with the excitation 
at equilibrium, it is acknowledged that this is only an approximation, 
but I have considered this estimate here in order to show how simple 
models of the NMR response in imaging experiments can lead to very 
misleading results.
The calculation is straightforward, using the matrix operator notation.
For the free precession method the transverse magnetisation is given by 
M^(0) =.M (exp(-Tr/T2 )sin( U ’T^) —  i(l - expC-T^/T^)). The frequency, 
dependent behaviour arises because the transverse magnetisation has 
not decayed to zero. If the repetition interval T^ is long compared to 
T^ then the transverse magnetisation approaches M 0) = -iMo (1 - exp (-T V T ^ ). 
For biological tissues typically T2 is less than 0.1 s and for repetition 
intervals longer than 0.3 s this equation is accurate to within 5%.
Similar expressions can be calculated for the spin echo and inversion 
recovery methods.
4. Numerical calculation Calculating the transverse magnetisation
using the matrix operator notation lends itself to numerical calculation.
In order to gain some insight into how a system behaves under conditions 
of repeated excitation, I have performed this calculation for the 
magnetisation in successive cycles by repeatedly applying the pulse
69
rotation and relaxation operators. The results are significant 
(figure 13). The first important point is that it is not at all 
satisfactory to use the second excitation cycle as an approximation 
to the response to repeated excitation. The transverse magnetisation 
shows large oscillations for the first cycles of all three excitation 
methods, and approximating the response by the second eyeie gives very 
different results from the third or fourth cycle. In order to produce 
a reasonable model for the NMR response we have to make some more 
assumptions about the behaviour of the magnetisation under conditions 
of repeated excitation.
5. The zero option One way which has been used to model the NMR
response to repeated excitations is to assume that the transverse
magnetisation has decayed to zero at the start of each new excitation
cycle (ref. 48). There are two justifications for such an assumption
under the conditions of NMR imaging.- First, if the repetition interval
is long compared to T then transverse relaxation will have caused the.
^ .
transverse magnetisation to decay. This condition is less restrictive 
than making the repetition interval long compared with T , because in 
biological systems typically-T is about ten times shorter than T^.
For example for a biological tissue with T^ = 0.1 s the transverse 
magnetisation has decayed to only 5% of its initial value after 0.3 s.
The second justification is more subtle. In NMR imaging we are interested 
in the response at each point of the image; however, as I have explained 
in chapter II, each point of the image represents an average over the 
point spread function of the properties of the object. In NMR imaging 
experiments the average will include a range of resonance frequencies 
because of the application of magnetic field gradients, and destructive
70
interference will destroy the transverse magnetisation averaged over
the point spread function. For example, with a.magnetic field gradient 
—1
of 0.001 T m ana a resolution of 1 mm the spread of frequencies 
averaged in each point of the image is 50 Hz, and destructive 
interference between this range of frequencies will destroy the average 
transverse magnetisation in 0.02 s. This approach was used by Bailes 
(ref. 14) to calculate the NMR response to imaging.
The assumption of zero transverse magnetisation can be included in the 
matrix operator notation quite simply, by making the pulse rotation 
operator at the start of each cycle have the form
- 1 • 0 o'
R( <*) = 1 0 0 -Sin<^
■ 0 0 cos
For the free precession excitation method the transverse magnetisation 
after the 90° pulse is M^(0) = iMQ (l - exp(-T^/T^), which is exactly 
the same as the expression derived earlier using the second cycle 
approximation.
For the spin echo excitation method the transverse magnetisation at the
centre of the echo is M Sf(0) = -iM exp(-2T/T )(1 - 2exp(-(T +'t)/T ) +
exp(-(T + 2 T  )/T)). 
r 1
For the inversion recovery excitation method the transverse magnetisation 
after the 90° pulse is M^(.O) = ±Mq (1. - 2exp(-T'/T1 ) + exp(-(Tr + 'T J/T^)). 
There are two features of this model which it is important to notice.
First, the simple dependence of the spin echo method on T alone has 
been lost, and the dependence of the inversion recovery method on T 
has beco'me more complicated. Secondly, the expressions for the response 
are exactly the same as for the second cycle approximation. This 
indicates immediately that this new model is not satisfactory, because 
it also does not fit in very well with the numerically calculated response.
6. The steady state assumption It has been shown above that none of
the models of response to NMR imaging which have been proposed so far
are entirely satisfactory. In order to construct a better model we must
note one significant feature of the numerically calculated response
(figure 13). It is clear that the oscillations in the transverse
magnetisation are in fact damped, and after a time a 1 steady state1
is reached where the magnetisation at similar points in successive
excitation cycles is the same. The time constant for the damping is
approximately equal to T^. In NMR imaging experiments the excitation
is repeated periodically and it is reasonable to make the assumption
that after a time which is long compared with the relaxation times the
system reaches a state of dynamic equilibrium, where the magnetisation
is the same at identical points in any excitation cycle. This 'steady
state1 assumption was made by Hinshaw (ref. 42) in calculating the
response for rapid repeated steady state free precession excitation;
I have extended the idea to cover all the excitation methods. The
calculation is straightforward but tedious (Appendix 3) after the
basic assumption M'(t + T ) = M'(t ) has been made.
■ — o r — o
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6a. Free precession The transverse magnetisation immediately after 
a pulse is
Mf?(0) = -i sin**(l - ) M (27a)
+ 1 -  0
where = expC-T^/^) and = expC-T^/^)
6b. Spin echo The transverse magnetisation at the centre of the 
spin echo, time 2 T  after the 90° pulse, is
^•(0) = -ie2(l " 2E1 + V  M (27b)
-------------------- o
■ 1 - £ £ 
fcl 2
where e2 = exp(-T/T2 ) and E1 = exp(-(T^ - T  J/T,).
6c. Inversion recovery The transverse magnetisation immediately 
after the 90° pulse is
M1^ (0) = 1 ^1 “ 2ei + M (27c)
+  :-- “ -- r--  o
1 * 1*2
where e^ = exp(- T / T  ).
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7. Experimental evidence The expressions I have derived above differ 
from the two simple models quite significantly. With long repetition 
intervals the steady state model and the 'zero transverse magnetisation1 
model give very similar results, but at short repetition times there 
are detectable differences between the two models. The experimental 
evidence to verify the steady state model of NMR response developed 
here is presented in chapter VII, but in figures (14),(15) and (16)
I have illustrated the calculated response and included experimental 
measurements for comparison. The agreement with the steady state model 
is very good. The zero transverse magnetisation model does not agree 
with the evidence for short repetition times.
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signal height
number'of 
excitations
Figure 1 If a system is subjected to a repetitive excitation, starting 
at thermal equilibrium, the transverse magnetisation after each excitation 
oscillates for the first few excitations. The magnetisation approaches a 
constant value after a time greater than 5T-j* which is a ‘steady state* 
condition. The illustration shows the magnetisation for a series o f -90° 
pulses spaced 1 s apart, applied to toWAe. with T^ * 0-2- s.
steady state model 
second cycle model 
experiment
Figure 14, The steady state model agrees very well with experiment; 
this illustration shows the measured response of pure water with T^ = 1^ = 5 
to the 90° free precession method (circles). Both the second cycle and 
zero transverse magnetisation models predict the same response for this 
method and neither agrees with experiment.
'*•(«)
Figure 15. The steady state model agrees with experiment for the spin 
echo excitation method* The illustration shows the predicted response for 
the steady state (solid line) and second cycle (dotted line) models for 
pure water with T^ = - -3 s* The circles are the measured response using
the prototype NMR scanner at the University of Surrey.
-T(s)0-0
Figure 16. The steady state model agrees with experiment for the 
inversion.recovery method. The illustration shows the predicted steady 
state response (solid line), the second cycle response (dotted line) and 
the measured response (circles) for pure water with T^ - Tg = 3 s *
V THE STEADY STATE MODEL
1. Conditions for a steady state The model of NMR response in imaging
experiments developed in this chapter contains the implicit assumption
that all the experimental conditions remain fixed during the experiment.
In other words, the magnetic field and any magnetic field gradients
do not change. This is clearly not the case, since the magnetic field
gradients must be changed to measure the required NMR signals for the
image reconstruction. Also, the methods of selecting a thin slice
which I have described in chapter II use magnetic field gradients which
are switched on and off during the experiment. The use of switched
magnetic field gradients is not as serious as it first appears, because
the gradient switching.is itself periodic, and the gradients are switched
on and off at the same times in each successive excitation cycle'.
The only effect of the switched gradients is to alter the frequency w 1
which is used in the relaxation operator, and since the alteration is
periodic with the excitation cycle the steady state conditions are
preserved. The question of the imaging magnetic field gradients is
potentially more difficult. These gradients are certainly not repeated,
but change as each new gradient angle is applied. However, the size
of the change from one gradient to the next is quite small. For
— 1
example, with a magnetic field gradient of 0.001 T m over a distance
of 0.5 m, the change in magnetic field for a 1° change in gradient
—5
direction is only 10 T, or less than 2% of the gradient size. In 
order to test the effect of such changes on the steady state condition,
I have performed a numerical calculation to follow the way in which the
NMR response changes with a small change in magnetic field from one 
excitation cycle to the next. For a system which is initially in the
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steady state, a change of 2% of the magnetic field gradient does not 
affect the steady state condition; the NMR response reaches within 2% 
of its steady state value within 0.1 s. For faster repetition rates 
the situation is more difficult.
2. Steady state free precession In the steady state free precession
method the free precession excitation is repeated at intervals of less
than 10 ms (ref. 53). The -'NMR response for such short repetition
intervals reaches a limiting value which is independent of the interval;
this is called 1 steady state free precession’ and is the method described
by Holland et al (ref. 53). If a changing magnetic field is applied
to a system under steady state free precession the effect is dramatic
(figure 17). I have modelled the approach to equilibrium of a system
under the conditions of rapid steady state free precession with '
incoherently oscillatingmagnetic field gradients applied. With no
oscillating gradient, the steady state response is reached, within 5%,
in a time greater than 5T^ (figure 18). With varying sizes of oscillating
magnetic field, the response does not reach a steady state, but continues'
to oscillate; however, the size of the transverse magnetisation decreases
as the size of the oscillating field increases (ref. 54). This reduction
in the transverse magnetisation arises because the steady state conditions
are destroyed with an oscillating magnetic field, and this is the basis
for the method of plane selection using steady state free precession and
oscillating gradients. Unfortunately the degree of destruction of the
steady state depends markedly on the frequency of the oscillating magnetic
field and on T„ and T , so I have been unable to describe this effect 
1 2
analytically. The method is applied in practice by a totally empirical 
procedure (ref. 54).
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time (s)
Figure 17* If a changing magnetic field is applied to a system under 
conditions of steady state free precession the magnetisation continues to 
oscillate and never reaches a steady state, ihe illustration shows'the envelope 
of the response of pure water to 9 0 ° free precession repeated at intervals '
of 0*01 s. The response oscillates within this envelope and never reaches 
a steady value. In this case an oscillating field of 0*000 1 T with a frequency 
of 170 Hz has been applied.
1*0
20
Figure 18, The steady state response is reached within a time if 
no changing magnetic field is present. The illustration shows the envelope 
of the response of pure water to 9 0 ° free precession repeated at intervals 
of 0*01 s. The steady state response is i  the response to a single 90° 
pulse applied at equilibrium.
CHAPTER IV
EXPERIMENTAL CONSIDERATIONS
I INTRODUCTION
The three main objectives of the work described in this thesis can be
summarised as follows:
a) To develop the theory of NMR imaging in order to relate the 
appearance of an NMR image to the M R  properties of the sample.
b) To measure the NMR properties of biological tissues and predict
the appearance of NMR images of biolqgical systems under the 
range of experimental conditions used in NMR imaging.
c) To test the predictions of a) and b) above experimentally.
The theoretical part of this work has been presented in the previous
chapters. : ~
I approached the experimental work by four routes:
1. I made a comprehensive review of published measurements of the NMR' 
response of biological tissues, supplemented by my own measurements 
where necessary. Most of these measurements were made on tissues 
excised from rats and mice, but some human tissues were included. 
Because the results of this review are extensive, this work is 
described in the next chapter.
2. I improved and calibrated an existing small scale prototype NMR 
scanner and tested the theoretical predictions of response to NMR 
imaging using simple phantom objects, and some biological systems.
3. I conducted an extensive study of the NMR properties of live 
human tissues, using NMR images of patients and volunteers which 
were produced during clinical trials of the whole body NMR scanner 
at Hammersmith Hospital. This represents the most extensive study 
of its kind to date.
4. I assisted in the design and construction of an NMR scanner to 
allow long term study of the NMR properties of healthy and 
diseased tissues in rats and mice. Controlled studies of this 
kind are not possible with human subjects.
Because of the nature of the experiments required I have spend a lot 
of time and effort in improving, constructing and calibrating the 
small scale prototype and small animal scanners. However, I have 
considered the subject of this thesis to be the results of the 
measurements I have made and do not describe in detail the construction 
and design work which has been undertaken in order to make the measurements.
In this chapter I describe the performance of the three NMR scanners 
which I have used in this work, for the two NMR scanners which I have 
helped to construct I have described in some detail the way I have 
designed the measuring and processing of signals to produce the image.
I have also described the procedures ’used to calibrate each stage of 
tne imaging process, and I estimate the errors introduced. I also 
describe how the NMR properties are measured using NMR imaging and the 
approximations which are made.
When my research started in 1979, a small scale prototype NMR scanner 
was in existence at the University of Surrey. For the purposes of 
biological experiments this machine was not satisfactory for several 
reasons. First, the signal to noise ratio was too low to allow any 
objects other than artificial phantoms containing specially prepared 
water to be imaged, and the small contrast variations in biological 
systems were totally swamped in random noise fluctuations. Secondly, 
the process of measuring signals by computer allowed random errors in
78
sample timing to be introduced and forced the sampling intervals to be 
long. Thirdly, the whole process of calculating the NMR image from 
measured signals was implemented using floating point arithmetic in 
FORTRAN, which meant that the processing time was in excess of one 
hour for an image of 32 points on a side. Fourthly, the image 
resolution was poor and the image was produced on a coarse display 
32 points on a side which did not allow small features to be distinguished. 
Fifth', no method was available for restricting the image to a single 
thin slice. In order for this scanner to be useful for the measurements^
I wanted to make, all of these factors had to be improved. Improvement 
of the signal to noise ratio has been described elsewhere (ref. 55). 
as has the design of the multiplanar method for restricting the image 
to a single thin slice (ref. 39). I redesigned the way the NMR signals 
were measured and processed, and this is described in more detail in 
section ill of this chapter. By using fast fixed point arithmentic in 
a low level computer language it was'possible to reduce the image 
processing time from over an hour to less than ten minutes, while 
simultaneously increasing the image size to 65 points on a side (figure 19). 
The image resolution was improved from 1 mm to 0.3 mm, and random 
timing errors were reduced from up to 1.4 ms to less than 1 ^ s.
I also implemented an aliasing filter, which I have described in 
section III of this chapter, to improve the signal to noise ratio by 
a factor of two. In making these improvements I also performed a 
thorough calibration of each stage of the processing, which is described 
in section III of this chapter. The final performance of the prototype 
scanner after these improvements is described in section II of this 
chapter.
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In 1981 a grant was awarded by Cancer Research Campaign to the NMR 
imaging research group at the University of Surrey for the construction 
of an NMR scanner for small animal studies. My contribution to the 
design and construction of this scanner was principally in the area 
of measuring and processing the NMR signals, and the purchase of a 
computer with more memory space allowed me to increase the image size 
to 129 points on a side (figure 19). Preliminary results are shown 
in figure 20. The present performance of the small animal scanner is 
described in section II of this chapter.
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Figure 19* The prototype NMR scanner at the University of Surrey originally 
produced images 32 points across (top left), taking li hours for each scan.
By improving the performance and speeding up signal processing images 65 
points across could he produced in 10 minutes (top right), allowing images 
of biological objects such as plant stems ^bottom left). The new small 
animal scanner can take an image 129 points across in less than 10 minutes 
{bottom right).
dorsal
muscle
Figure 20. Progress with the small animal scanner was delayed for six 
months by computer and magnet breakdowns, but preliminary images are now 
becoming available. The image here shows the abdomen of a live rat; the 
liver, spleen, dorsal muscle and part of the stomach can be seen.
II THE NMR SCANNERS
1. The scanners used In the course of the research described in this 
thesis I have used three NMR scanners, all of which use the method of 
reconstruction from projections to form the image. One of the scanners, 
a small scale prototype at the University of Surrey, was in existance 
when I started this research, but I have spent a lot of time and effort 
in improving its performance. Another of the scanners, a small animal 
scanner at the University of Surrey, I have been involved in designing 
and constructing from its inception; this scanner has recently been 
used to produce NMR images of rats, and I have described some of the 
early results in chapter VII. The third NMR scanner is a commercial 
machine, produced initially by the EMI research group, but now under
the control of the General Electric Company. This machine is installed 
at the Hammersmith Hospital and is used routinely for imaging of 
patients and healthy volunteers. '
2. The prototype University of Surrey scanner The prototype NMR scanner'
at the University of Surrey is based on a Varian HR 100 iron cored
electromagnet which provides a magnetic field strength of 0.35 T
uniform to 10 T over a 10 mm sphere at the magnet centre (figure 21).
This corresponds to a resonance frequency of 15 MHz for hydrogen nuclei.
' —1 :
A single 10 turn solenoid wound at 1000 turns m with.a diameter of 
8mm and a length of 10 mm, aligned with its axis normal to the magnetic 
field, serves as both transmitter and receiver coils (ref. 56). The 
effective series resistance of the coil, measured at 15 MHz, is 1 i*- 
and its quality factor Q = 10. The transmitter coil is driven by a 
15 MHz crystal oscillator which is amplified in pulses by a radio
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power amplifier to generate an alternating magnetic field of strength
= 0.1 mT along the coil axis. Linear magnetic field gradients up 
-1
to 70 mT m are provided by three sets of coils aligned with the 
three Cartesian axes (x,y,z)(ref. 57) and controlled via three 8 bit 
digital to analogue converters by a Data General microNova computer 
(figure 22). The NMR signal from the receiver coil is amplified and 
filtered by a Polaron NMR receiver with a phase sensitive detector 
bandwidth of 7 kHz. The signals are measured by an 8 bit analogue to 
digital converter with a linear voltage range from -5 v to +5 V, 
read as fixed point numbers by the same microNova computer which controls 
the magnetic field gradients, at an effective sampling rate of 6.6 kHz. 
The digital to analogue converters for the gradients and the analogue 
to digital converter for the signal are calibrated to be linear to 
within 0.5%, and the Polaron receiver has a specified linearity within 
0.1%. /. '
With 1 g of pure water in the coil the calculated signal following a 
single SO0 pulse is 6 /<*V. The calculated root mean square (rms) noise 
voltage over a 7 kHz frequency interval is 0.01 and the signal to 
noise ratio, defined as the peak signal voltage to the rms noise voltage, 
is 600:1. The measured signal to noise ratio under these conditions 
is 200:1.
The NMR signal is excited using the spin echo method for imaging 
experiments, with a pulse spacing of 0.01 s and a repetition time which 
is variable from 0.1 s upwards. In non-imaging experiments the free 
precession and inversion recovery methods can also be used, with pulse 
spacings from 0.002 s up to 5.0 s. A slice 2 mm thick is selected 
using the multiplanar imaging method with nine magnetic field gradient
-1
strengths up to 1.3 mT m . The image is reconstructed using filtered 
back projection onto a Cartesian array of image samples 65 points across 
with 50 magnetic field gradient angles (ref. 58) evenly spaced at 
intervals of TV50 radians. The image scale is 0.1 mm per point and 
resolution is calculated to be 0.2 mm; experimentally the image resolution 
is estimated from images of phantom objects with a known geometry to 
be better than 0.3 mm (figure 23). The construction of the prototype 
NiviR scanner at the University of Surrey is described in detail elsewhere 
(ref. 55).
3. The small animal scanner The University of Surrey small animal 
Scanner is based on an Oxford Instruments superconducting solenoid
_g
magnet which provides a magnetic field of 0.4 T uniform to 2 x 10 T
over a 40 mm diameter sphere at the magnet centre (figure 24). This
corresponds to a resonance frequency for hydrogen nuclei of 17 MHz.
-1
A single 5 turn solenoid wound at 100 turns m with a diameter of
40 mm and a length of 50 mm serves as both transmitter and receiver
coils. The effective series resistance of the coil measured at 17 MHz
is 1 and its quality factor Q = 1 0 0 .  The transmitter coil is driven
by a Hewlett Packard 3335A frequency synthesiser at 17 MHz which is
amplified in pulses by an ENI 3100L power amplifier to produce an
alternating magnetic field of amplitude = 0.5 mT along the coil:'
-1
axis. Linear magnetic field gradients up to 50 mT m are provided 
by three sets of coils aligned with the three Cartesian axes (x,y,z) 
and controlled via three 12 bit digital to analogue converters by a 
Data General MP/200 computer. The digital to analogue converters 
are calibrated to be linear within 0.1%. The NMR signal from the 
receiver coil is amplified and filtered by a Polaron NMR receiver with
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a phase sensitive detector bandwidth of 12 kHz. The signals are 
measured by a 12 bit analogue to digital converter calibrated to be 
linear within 0.1% with a voltage range from -5 V to + 5V, read by 
the same MP/200 computer which controls the gradients, at an effective 
sampling rate of 13.3 kHz.
With 100 g of pure water in the coil the calculated signal following 
a single 90° pulse is 80 The calculated rms noise voltage is 0.014
and the signal to noise ratio is 2800:1. The measured signal to noise 
ratio is 600:1.
The NMR signal is excited using the spin echo method for imaging 
experiments, with a pulse spacing of 0.01 s and repetition times variable
from 0.1 s upwards. A slice 5 mm thick is selected using the multi planar
technique with nine gradient strengths up to 0.2 mT m . The image is
reconstructed using filtered back projection onto a Cartesian array of
sampled image points 129 points across, with 128 gradient angles evenly 
spaced at intervals of ^/128 radians. The image scale is 0.25 mm per 
point and resolution is calculated to be 0.4 mm; experimentally the 
resolution is estimated to be better than 0.5 mm (figure 25).
4. The Hammersmith Hospital scanner The whole body NMR scanner at the
Hammersmith Hospital is based on an Oxford Instruments superconducting
solenoid magnet which provides a magnetic field of 0.15 T uniform to 
—610” T over a 400 mm diameter sphere at the magnet centre (figure 26). 
This corresponds to a resonance frequency for hydrogen nuclei of 
6.3 MHz. The Hammersmith Hospital scanner is a commercial machine 
which can be used for scanning the whole human body (ref. 26) or the 
head (ref. 59).
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The image is reconstructed using filtered back projection onto a 
Cartesian array 256 points across with 180 gradient angles spaced 
1° apart. The image scale is 1 mm per point; experimentally the 
resolution is estimated at 2 mm.
The NMR signal can be excited using the free precession, spin echo or 
inversion recovery methods with variable pulse spacings (ref. 26).
A slice 10 mm thick is selected using the selective excitation method 
(ref. 59).
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Figure 21. The prototype NMR scanner at the University of Surrey is 
based on a Varian JtLtt 100 iron cored, electromagnet operating at 0*35 T. The 
access space between the pole faces is 30 mm.
DAC's
/  computer
magnetic field 
gradient coils
Figure 22. Linear magnetic field gradients are generated by three 
orthogonal sets of coils aligned with the axes (x,y,z) and driven via three 
8 bit digital-to-analogue converters (DAC's) by a microlMova computer.
Figure 23. The image resolution for the prototype NMR scanner is estimated 
experimentally from images of phantom objects with known geometry. This 
phantom was a loose bundle of glass tubes inside a larger tube containing 
water. The large tube is 6 mm diameter and the walls of the small tubes are 
3- mm thick. Dark areas represent high NMR signal.
Figure 24. The new small animal scanner at the University of Surrey is 
based on an Oxford Instruments superconducting solenoid magnet which 
provides a magnetic field of 0*4 T.
Figure 25. The image resolution for the small animal scanner is estimated 
from images of phantom objects with known geometry. This phantom was 
made in perspex and filled with water; light areas represent high signal.
The diameter of the smallest hole (arrowed) is 2 mm. Dents around the edges 
are caused by air bubbles.
Figure 26. The jmMR scanner at the Hammersmith Hospital is based on an 
Oxford Instruments superconducting solenoid magnet operating at 0»15 T.
Ill MEASURING AND STORING SIGNALS
1. Timing of samples In NMR imaging experiments the NMR signals from 
different gradient directions must be measured and stored at precisely 
timed intervals as binary numbers on a computer. The sampling must be 
centred at a specific point in the excitation sequence or the image 
will suffer from phase errors, because the transverse magnetisation
is not where it should be (ref. 36), and the samples must be separated 
by exact intervals or errors in the image positions can be caused 
(ref. 36)(figure 27).
In both the University of Surrey scanners the timing signals for sampling 
are derived from the pulse generator which controls the rf pulses and 
from the internal timing of the analogue to digital converter (ADC) 
circuit. The function of the computer is simply to recognise these 
timing signals and read the binary samples accordingly,
2. The prototype scanner The prototype scanner uses the spin echo 
excitation which consists of a 90° pulse followed after a time by
a 180° pulse. The signal is measured on both sides of the spin echo peak 
which occurs at time 2T after the 90° pulse (figure 9). To control 
the timing for signal sampling, two timing signals from the pulse 
generator are used to fix the centre of the sampling at the centre of 
the echo (figure 28). A RESET logic pulse is generated simultaneously 
with the 90° pulse and causes the ADC to clear existing binary data from 
its output and suspend operation. The same RESET pulse is also read by 
the computer via a parallel logic interface and as soon as it is detected 
the computer starts to test a DATA READY logic line from the ADC. The 
180° pulse triggers, after a selectable delay, a START logic pulse
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which enables the ADC sampling. The ADC takes analogue samples and 
converts them to 8 bit binary values at preset intervals; as soon as 
each conversion is complete the DATA READY line is set. The computer 
detects the DATA READY signal, reads the binary value from the ADC, 
and stores it in memory. After completing these operations the computer 
sends an ACKNOWLEDGE logic pulse which causes the ADC to reset the 
DATA READY signal, and returns to testing the DATA READY signal. 
Successive binary samples are stored in successive locations in 
computer memory.
There are two important limitations to this method of sampling the 
signal, bothof which caused errors in the timing on the original version 
of the prototype scanner. First, the ADC signal DATA READY remains set 
until an ACKNOWLEDGE pulse is received from the computer, although the 
ADC continues to sample at its preset rate. If the computer detects 
the DATA READY signal while a conversion is taking place, it will read 
an indeterminate binary value during the conversion process (figure 29). 
Secondly, if the ADC samples faster than the computer can complete its 
cycle of operations some binary samples can be lost, introducing 'jitter1 
equal to one sampling interval into the sampled signal (figure 30).
Both these limitations can be avoided only by making the computer cycle 
time faster than the ADC sampling rate. In the original version of the 
prototype scanner the computer cycle time for the sequence of operations 
needed was extended because some processing was performed within each 
cycle to compensate for the form of the data from the ADC, to 200 /*s.
By writing the computer routines in assembly language and cutting out 
all non essential processing it was possible to reduce the computer 
cycle time to 27 s, allowing sampling rates up to 30 kHz. A further
problem was caused on the original prototype scanner by the real time 
clock facility on the microNova computer, which interrupts the processing 
at 1.4 ms intervals; these interrupts, which occurred during sampling, 
introduced random errors in sampling by extending the effective computer 
cycle time. The problem is avoided by selectively disabling the clock 
only during sampling. The amount of timing jitter in the sampling can 
be estimated by applying a known periodic signal to the ADC ; on the 
present version of the prototype scanner it is 1 f-vs, compared with up 
to 1.4 ms for the original version.
3. The small animal scanner One of the biggest problems with signal 
Sampling on the prototype scanner was the need to synchronise the computer 
with the ADC sampling, which limited the achievable sampling intervals.
A major improvement was made in this respect on the small animal scanner 
by using an ADC with an internal memory. The timing signals from’ the 
pulse generator are used to control the ADC in the same way as for the 
prototype, but each successive sample is stored in the ADC memory before 
being sent to the computer. The ADC signal DATA READY now indicates 
that valid binary data is set on the ADC output, and the computer signal 
ACKNOWLEDGE instructs the ADC to put its next stored value on the output 
lines. This arrangement avoids the limitations on sampling which were 
encountered on the prototype and allows sampling rates up to 1 MHz 
without problems.
4. Signal processing and storage Although the ADC only has 8 data 
bits the microNova computer reads and stores the binary values as 16 
bit binary numbers. For the prototype scanner the lowest 8 bits are 
zero, while for the small animal scanner the lowest 4 bits are zero.
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The ADC's convert signal voltages into unipolar binary values which 
appear to the 16 bit computer as
+ 5 V = 1 111 111 100 000 000
0 V = 1 000 000 000 000 000
- 5 V = 0 000 000 000 000 000
for the prototype, and
+ 5  V = 1 111 111 111 110 000 
0 V = 1 000 000 000 000 000
- 5 V = 0 000 000 000 000 000
for the small animal scanner. Treating these values as signed binary 
two's complement fixed point numbers and subtracting an offset of 
32,767 converts the sampled signal voltages into bipolar fixed
S'- -
point integers ^nm = 65534. The fixed point samples are returned
from an assembly language collection routine to FORTRAN integer storage.
5. Dead times and echo centralisation NMR receivers are sensitive to 
signal voltages of a few microvolts. The signals leaking into the 
receiver from the transmitter coil during an rf pulse can be much 
greater than this and all NMR receivers have built in circuitry to avoid 
damage from large signals (ref. 60). However, after an rf pulse the 
protection circuitry takes the receiver out of operation for a short 
time, called the 'receiver recovery time' while it recovers from the 
effects of the pulse (ref. 36). This has the effect of a sudden 
'impulse' applied to the output of the receiver and this appears also 
at the phase sensitive detector output. It is well known that an impulse 
applied to a low pass filter such as is found at the output of a phase
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sensitive detector produces an exponentially decaying signal (ref. 61) 
with the time constant of the decay being the time constant of the 
filter. The effect of this ’transient’ response immediately after an 
rf pulse is often enough to swamp the NMR signal and effectively makes 
the signal unmeasurable for a short time t^ after the pulse, called 
the 'dead time'. For the Polaron receiver with 7 kHz filter bandwidth 
used on the prototype scanner the 'dead time' is up to 1 ms. This 
problem is avoided using the spin echo method because-the signal 
immediately after the 180° pulse is small and only reaches its maximum 
at time after the pulse (figure 9). It is a simple matter to delay 
the start of sampling until after the dead time to avoid introducing 
the transient response into the sampled signals (ref. 36). In both 
of the University of Surrey scanners a dead time of 1 ms is used.
Small adjustments in the dead time which is allowed provide a convenient 
and accurate way of positioning the echo signal in the centre of the 
sampled points.
6. Multiplanar imaging In multiplanar NMR imaging a gradient must 
be applied along the z axis during the interval between 90° and 180° 
pulses of the spin echo sequence. In both the University of Surrey 
scanners the required gradient is set on by the computer -when it reads 
the RESET pulse simultaneous with the 90° pulse, and off when it detects 
the 180° pulse (figure 9). The time for the gradients to reach their 
set levels is less than 50 s, and is not a problem.
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7. Imaging gradients In both the University of Surrey scanners the 
imaging gradient G in the (x,y) plane is set by the computer before 
each sampling sequence. The computer sets two orthogonal gradients
A A
Gx and G^ to produce a vector gradient G = iG^ + jG^ (ref. 57).
A
In order that the gradient has a size G and a direction 0  = icos0 
+ j sin# the orthogonal gradients are calculated as Gx = Gcos0 and 
G = Gsin0 .
y
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Figure 27* In NMR imaging experiments precise sample timing is essential. 
Cooper (ref, J6) illustrates the effect of random timing errors by the above 
diagram, which shows the Fourier transform of a 2500 Hz sine wave sampled 
with the indicated amounts of random timing error per point. The errors 
are quite severe even for small amounts of timing error.
pulse gen
ADC
DATA READYSTART computer1
180
excitation
START
timing
Figure 28. The timing signals for the prototype NMR scanner are derived 
from the pulse generator which controls the rf pulses. During sampling the 
analogue-to-digital converter takes samples at a preset rate and sets a 
DATA READY signal to indicate completion of a conversion; the computer sets 
an ACKNOWLEDGE signal to indicate that the current data has been read.
n DATA READY
conversion time
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READ DATA
Figure 29. On the prototype scanner the DATA READY signal remains set 
until the computer acknowledges that the current data has been read. Because 
the ADC continues to sample at a preset rate it is possible for the computer
to check the DATA READY signal just before a conversion and read the
,:'l , .
indeterminate binary data during the conversion process.
n _J)ATA READY
H  IL^ LjZiJIsaMPLING
v l /  
I
CHECK ,
DATA READY
READ DATA
Figure 50. If the computer takes too long to read and store each sample 
some samples can be lost altogether.
IV COMPUTING THE FILTERED PROJECTIONS
1. Errors introduced by computing In NMR imaging the process of 
reconstructing an image is implemented by numerical calculation using 
a computer. In practice fixed point arithmetic is usually used 
because.of its greater speed, but this necessarily entails a loss of 
accuracy on the final image. It is important to understand how the 
errors introduced by computing propagate through the image reconstruction 
and how important such errors are in limiting the accuracy of the image. 
In this section and the next I describe how the image reconstruction
is carried out for the University of Surrey scanners, and I have 
estimated the errors introduced at each stage of the calculation. Much 
of this is applicable to any NMR image reconstruction which uses fixed 
point arithmetic for extra spfeed. I also describe some of the methods 
used to reduce the amount of time which is spent in processing to 
manageable proportions, and the implementation of an aligning filter 
to reduce noise.
2 . Filtered projections The first part of the filtered back projection
*
process requires M sets of filtered projection samples p ^  to be 
calculated from the M sets of signal samples which are stored in 
the computer. The calculation has the form
N/2-1
pf = / 1 F exp(-i2Tt kn/N)
km “ N/2 nm
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This is simply the discrete Fourier transform of the function 
*
F m = InlF / #GA.r, which is easily calculated from the samples F 
nm nm nm
*
The filtered projection samples.p can now be calculated by a simple 
discrete Fourier transform
N/2-1
p L  = H F% x p ( - i 27, kn/N ) 
n=-N/2
* 1 *
if the sample points are renumbered so that F , = F . where n* = n + N/2,
c . n ’ra nm’ 9
the filtered projection samples are modulated by an o:scillatory function
exp(-i2 P k/2), which takes the value + 1 when k is even and -1 when k 
* *» 
km ~ ^km3
is odd; p = p , where the samples
N-l
* i V * t
p. = /_ F exp(-i2n kn’/N) 
km «7 -_ n'm ~
n'=0
are the discrete Fourier transform of the renumbered samples. The
reason for this apparently rather curous renumbering procedure is that
it enables the Fourier transform to be performed in a very efficient
*
way, using the Fast Fourier Transform. The required samples p^m can
* •
be calculated from the points p ^  by simply taking the negative of all 
the odd numbered points.
3. The discrete Fourier transform To see why it is useful to use the
Fast Fourier Transform, we must consider how long it takes to perform
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the discrete Fourier transform normally. The discrete Fourier transform 
can be written as
N—1
A, = Z  l  / ' k
k fco n
* « * »
where in the example above the correspondence is A, = p. , X , = F .
k ^km* n 1 n ‘m
and W = exp(-i2n/N). The coefficients A and X are complex numbers.
To calculate each coefficient A requires a total of N complex multi-
2
plications and to calculate all N coefficients requires-N complex 
multiplications. On a computer which treats complex numbers as a real 
part R and an imaginary part I each complex multiplication involves an 
operation like
(R1 +lIl)(R2 + S ’ ~  (\ R2 -  h V  + W
which in fact requires four multiplications and two additions. In 
justifying the use of Fast Fourier Transforms it is commonly said (ref. 36) 
that multiplication is a slow operation on computers. In fact this is 
becoming less true as hardware multiplication units are used more and 
more on scientific computers; for example the Data General MP/200 computer 
takes only 6.5 f*s to perform a signed fixed point multiplication, which 
is only six times slower than an addition. However, we can take the 
number of multiplications in an operation as a measure of how long it 
takes to perform and this makes Fourier transformation an excessively 
slow operation on most microcomputers. For example, the Data General 
microNova computer takes up to 100 p s  to perform a signed fixed point
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multiplication; a discrete Fourier transformation of 1024 points would 
take at least 7*minutes. In practice the time taken will be much 
longer than this because other operations also have to be performed.
For the MP/200 computer a 1024 point transform takes at lest 27 s.
In NMR imaging experiments up to 180 Fourier transformations may need 
to be performed in each image reconstruction (one per gradient angle) 
and the processing time becomes excessively long (21 hours for a 
microNova) . It is not unreasonable to say that NMR imaging really 
depends more on the Fast Fourier transform than on any other single 
factor.
4. The Cooley-Tukey Fast Fourier Transform Cooley and Tukey (ref. 62) 
devised a fast method of performing the .discrete Fourier transform, 
which they called the Fast Fourier Transform. Their method is fundamental 
to the practical realisation of all NMR image reconstructions and because 
of its importance it is described in ’some detail here.
The series of sampled points X^ t can be subdivided into its odd and even 
points Ynt| = x2n„ and z = x2n"+l respectively, where the subscript nM 
takes integer values up to N/2-1. Both the new sets of N/2 points have
their own discrete Fourier transforms
: • - N/2-1 ' ■ . ■
B, „ = Y: ftexp(-i2n k(2n")/N)
n"=0 ■. n
N/2-1
Ck" = ^  Znlfexp(-i2nk(2n" + l)/N) 
n"=0 n
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The original discrete Fourier transform can also be written in terms of 
its even and odd numbered points
N/2-1 N/2-1
a i = T Z  Y „exp(-i2 Kk(2n,')/N) + exp(-i2 rtk/N) ^  z „exp(-i2 Tt k(2n" + 1)/N) 
n"=0 n nM=0 n
and it is possible to recognise this as a combination of the discrete 
Fourier transforms of the odd and even numbered points separately
A; = B, + exp(-i2 1* k/N)C. k k k
The important point here is that to calculate all N coefficients it
is sufficient to evaluate two N/2 point transforms, and each of these
only involves (N/2) multiplications. So the number of multiplications
is reduced by half. In reality N extra complex multiplications are
K
introduced because of the factor W = exp(-i2 rck/N), but if N is large 
these can be neglected. The process of dividing up the samples into 
odd and even points can be repeated on the small sets of samples Y and Z 
until eventually the samples are divided into N sets each containing a 
single point. Since the Fourier transform of a single point is itself, 
it is not necessary to calculate a single Fourier transformation, but 
only to perform a series of operations involving shuffling and 
recombining points to form the smaller and smaller arrays. The total 
number of multiplications is reduced from N to NloggN (ref. 63). For 
a 1024 point transform •the time taken is reduced by a factor of 100.
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For example on a microNova computer the time is reduced from 7 minutes 
to an acceptable 4 s, while on an MP/200 computer it is reduced from 
27 s to a healthy 0.27 s. The total time for all 180 transforms is 
reduced from 21 hours to twelve minutes for the microNova, and to less 
than one minute*for the MP/200.
5. Signal flow in the Fast Fourier Transform The series of operations 
which are involved in the Fast Fourier Transform can be regarded as a 
series of log2N separate steps or 'passes1 each of which is performed
on all N points (ref. 36). Each new point is calculated from only two 
points in the previous pass by an equation of the form X^M = X ^  + W^X^,,. 
An important feature is that any two points -X and:X are only used to 
calculate two points in the next pass and this allows points in a new 
pass to be calculated in pairs, using only two extra storage locations 
regardless of the total number of points to be transformed. This makes 
the Cooley-Tukey Fast Fourier Transform an 'in place' transform and is 
an advantage if computer memory is limited.
6. Decimation in frequency The coefficients which are calculated 
from the Fast Fourier Transform are in a shuffled order; their subscripts 
are in a binary bit-inverted order (figure 31). More seriously the 
powers of W also advance down the pairs of points in each pass in a 
bit-inverted order so that calculating each point requires a binary 
bit-inversion operation (ref. 36). This introduces another slow 
procedure into the transform and may lose some of the advantages of the 
Fast Fourier Transform in terms of speed. In the method known as 
'decimation in frequency' the set of points Xnf| is renumbered into a 
binary bit-inverted order before the transform; this has the effect of 
making the powers of W advance down the points in a pass in natural
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order (figure 32) as well as making the order of the final points A.
K
natural. The decimation in frequency method is used to perform the 
Fast Fourier Transform on both .the University of Surrey scanners.
7. Equations of the Fast Fourier Transform The Fast Fourier Transform 
is considerably faster than the normal discrete Fourier transform but it 
is still a time consuming operation. In order to speed the process up 
further, some additional modifications are commonly made, but these will 
limit the accuracy of the process. However, they are used in practice 
in most NMR scanners, and it is important to understand their effect 
on the final accuracy of the 'NMR image. Before introducing the time 
saving devices, it is necessary to derive the equations of the Fast 
Fourier Transform as they appear to a computer.
Any two points X|, are calculated from a pair of points in the previous 
pass by the equations (ref. 36) X^ 1 = X„ + and XJ^  = X / -  X_W^.
* JL JL 6  6  i  C.
These equations are in the form of complex numbers and need to be reduced 
to simple operations to be implemented on a computer. Defining a 
complex number in terms of its real part R and its- imaginary part I the 
fundamental equations of the Fast Fourier Transform become
Ri ~ R1
+ R2cos(y) - I2sin(y)
R2 = R1
- R2cos(y) + I2sin(y)
h = I1
+ R2sin(y) + I2cos(y)
*2 = h
- R2sin(y) - I2cos(y)
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There are two features of these euqations which are worth noticing; 
first, only the terms R2 and I are multiplied by the sine and cosine 
terms - the terms and 1^ are only added in. This reduces the number 
of multiplications which are needed to four (which interestingly is 
the number we approximated to by ignoring the multiplication by W 
earlier). Secondly, by using the decimation in frequency method the 
exponents of W are calculated by starting with y = 0 in each pass, 
and incrementing by tV 2 between successive pairs in each pass, dividing 
the increment by two after each pass (figure 33).
8. Sine and cosine lookup tables The coefficients require 
calculation of a sine and a cosine value. On a microcomputer calculating 
sines and cosines is a very slow process. The calculation can be speeded 
up by having a table of sine and cosine values stored in the computer 
memory (ref. 36); any given sine value is found simply by reading the 
corresponding point in the stored ’lookup table1. In the Fast Fourier 
Transform only a limited number of values of the exponent y are used
and for transforms of the length used in NMR imaging experiments the 
whole lookup table can be stored. If this is done, using a lookup table 
does not affect the accuracy of the transform. A sine calculation on a 
microNova computer can take up to 50 ms; using a lookup tables this can 
be reduced to only 10 /*s,
9. Performing the first pass separately In the first pass of the 
Fast Fourier Transform the equations involve only sine and cosines of 
angles 0 and Tt; since these take only values -1, 0, +1 the first pass 
can be implemented separately without any multiplications and without 
any loss of accuracy.
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10. Fixed point arithmetic The most common way of achieving time 
savings in the Fast Fourier Transform is to use fixed point arithmetic 
which allows the use of fast fixed point arithmetic facilities. For 
example, a signed fixed point multiplication on the Date General 
MP/200 computer*takes only 6.5 ^s compared with up to 300 ^ s  for a 
floating multiplication. Using fixed point arithmetic means that the 
dynamic range of the incoming values must be less than the fixed point 
number range (65 553 for signed fixed point numbers in 16 bit 
representation) and the precision of the result is similarly limited.
The limitation is not likely to be important in NMR imaging experiments, 
where the signal to noise ratio on incoming signals is typically less 
than 1000:1, but a related effect may be. In each pass of the transform 
the size of the numbers can be increased by a factor of two; to avoid 
exceeding the maximum fixed point number range a scaling operation 
is needed before each pass to test the size of the numbers and divide 
the points down if necessary (ref. 36), and this can be a source of 
errors. This point is discussed in the next section.
If fixed point arithmetic is used all sine and cosine values need to 
be represented as fixed point binary numbers; this is iraightforward 
to do using binary fractions (ref. 36) with the binary point just to 
the right of the sign bit
dnary point
sign bit
^ 0  .100 000 000 000 000 (binary representation of'%)
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11. Round off errors The Fast Fourier Transform contains certain 
approximations when implemented using fixed point arithmetic which 
limit the precision of the result much more than the dynamic range 
implies (ref. 36). In every addition and multiplication an error of 
half the least Significant bit can occur, and each time the numbers 
are divided down to avoid exceeding the maximum fixed point number 
range an error of one bit can occur. The cumulative effect of these 
small errors can cause significant errors overall, especially where 
much scaling down is required. Welch (ref. 64) has calculated the 
maximum root mean square error which can occur in a fixed point Fast 
Fourier Transform (which occurs when many of the points are large to 
start with) to be
/ \ ■ «(M + 3)/2 -w .-. .^(3/2 - w),„ _vrms(error) _ 2 2 (0.3) _ N 2 (0.3)
rms(result) ~ rms(input values) ~ rms (input values)
where M = log^N is the number of passes in the transform and w is the
word length of the computer (16 bits for a microNova). The maximum
y
error increases as k 2, which is half a bit for each pass. The error 
which can occur when no scaling is needed (which occurs when the input 
values are small) is
rms(error) _ _ 2>B)X (0.3)2-*
rms(result)
' y
The minimum error increases as M 2. For the Data General microNova
computer with-..a word length of 16 bits, a 1024 point Fast Fourier 
Transform can introduce a maximum error of 0.041% and a minimum error 
of 0.001%. These errors are much smaller than typical random noise 
fluctuations on the NMR signal.
12. An aliasing filter I have shown above that the errors which can 
be introduced by numerical calculation using the Fast Fourier Transform 
are less than 1% and this is smaller than the noise fluctuations which 
are due to thermal noise on the NMR signal. In order to limit the 
effects of noise voltages to a minimum the phase sensitive detector 
filter bandwidth should be just above the maximum expected NMR signal 
frequency (ref. 65); such a filter is called a 'matched filter'. However, 
most practical filters do not cut off frequencies outside their nominal 
bandwidth sharply, especially when the effect on voltage rather than 
power is considered (figure 34). To avoid distorting the signal' 
frequencies a much larger bandwidth has to be admitted and this 
increases the noise voltage. To avoid this problem and reduce the noise 
on the University of Surrey scanners an orainay electronic filter with 
a wide bandwidth is used and the desired sharp cut off is implemented 
after the Fourier transform (figure 35). The process of Fourier 
transformation separates the higher frequency noise voltages from the 
signal frequencies ana by simply ignoring these components an ideally 
sharp filter cut off can be produced. There is a difficulty in using 
this approach when the discrete Fourier transform is used, because the 
range of frequencies which are correctly represented is limited by the 
separation of the samples (ref. 35) to 1/A.t where & t  is the separation 
between samples. Frequencies which lie outside this range are ’folded 
back’ or ’aliased’ to appear within the frequency range. This
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phenomenon of ’aliasing1 (ref. 36) is an inevitable consequence of using 
the discrete Fourier transform rather than its continuous version.
It is shown in chapter II tnat the separation of samples to avoid 
aliasing of signal frequencies is A t  = 2i*/ & Gd where d is the image 
diameter and G is the applied gradient. In the University of Surrey 
scanners samples are taken at four times this rate; this prevents 
aliasing of noise voltages up to four times the maximum signal frequency, 
ana provided the filter does not cut off frequencies above this range 
the sharp filter can be applied after the Fourier transform.
This type of combined filter is called an ’aliasing filter’, and for 
the University of Surrey scanners it results in a reduction of the noise 
voltage by almost a factor of two. Because of its success in reducing 
noise, this filter was also applied on an experimental whole body NMR 
scanner at GEC Hirst Research Centre with a similar reduction of noise.
13. Implementing the Fast Fourier Transform In both the Universitjr of 
Surrey NMR scanners I have used the Cooley-Tukey Fast Fourier Transform 
algorithm as described above, with fixed point arithmetic, a separate 
first pass and a sine lookup table for speed. The transform is performed 
in assembly language on the Data General microNova and MP/200 computers, 
using a 16 bit binary word to represent the fixed point numbers. On 
the small scale prototype scanner a transform of 1024 points takes 6 s ,  
compared with the original version which took 2 minutes, while on the 
MP/200 computer used with the small animal scanner the same transform 
takes only 0.4 s. During the filtered back projection process the 
Fourier transform is performed 50 times on the prototype and 128 times 
on the small animal scanner. The total time occupied by Fourier 
transformation is 5 minutes for the prototype and 51 s for the small 
animal scanner. It is important to realise that the speed of the Fast
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Fourier transform is essential to make the processing time for NMR 
images within acceptable limits.
14. Calibrating the Fast Fourier Transform Although theoretical 
considerations indicate that the accuracy of the Fast Fourier Transform 
is better than the random noise fluctuations it is necessary to test 
this experimentally. This has been done by using input functions such 
as Gaussian and exponential functions for which the analytical transform 
can be calculated, and comparing the results of the Fast Fourier 
Transform with the expected answer (figure 36). Input functions were 
also used which simulate the shape of an NMR imaging signal. The error 
is less than 0.05%, which is of the same order as errors introduced by 
the dynamic range of the ADC and thermal noise.
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Figure 51* The steps in a Cooley-Tukey Fast Fourier Transform are shown 
here scematically, The array of points is transformed into the array Ar* 
Each arrow leads from a point in one column to a new point in the next 
column; the new point is calculated by adding the points whose arrows lead 
to the new point. If a number is written beside an arrow, the point is 
multiplied by that number before adding. The final subscripts r are in binary 
bit-inverted order
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Figure 52, The steps in a Cooley-Tukey Fast Fourier Transform by the 
decimation in frequency method are shown schematically in the same way as 
figure 51, The final subscripts r are now in natural order, as are the 
powers of W advancing down each column. The columns correspond to passes 
of the Fast Fourier Transform,
INCREMENT A  - it/2 ,
No. Of CELLS C - N/2
Ho. OF PAIRS IN EACH CELL P ■ 1
SEPARATION BETWEEN POINTS S - 1
C - C/2
A-  A/2
H Q
Figure 55> The algorithm for the Fast courier transform using decimation 
in frequency which is used in the University of Surrey NMR scanners. The 
fundamental equations are implemented on pairs of points in a series of 
•passes*; during each pass all the points are processed. The pairs are 
grouped into ’cells’ in which all pairs are treated similarly. After each 
pass the increment in the exponent of W is halved.
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Figure 54. Most practical low pass filters do not cut off frequencies 
outside their nominal bandwidth sharply. The illustration shows the ratio 
of output to input voltage for a simple low pass filter consisting of a 
resistance and capacitance in parallel, with a nominal cut off frequency 
of 10 kHz. Also shown is the more common logarithmic plot which does not 
show so clearly how sloppy the cut off is.
electronic filter 
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Fourier transformation
Figure 55* On the University of Surrey scanners a sharp filter cut off 
is achieved by using a wide filter and setting the high frequency components 
to zero (or rather just ignoring them) after the Fourier transform. The 
transform separates high and low frequencies and allows any desired cut off 
to be achieved.
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Figure 36. The Fast Fourier Transform on the University of Surrey scanners 
is tested using various input functions and comparing the answer with 
analytically calculated results. The illustration shows a Gaussian function 
(dotted lines) and a simulated NMR signal and their transforms. The 
percentage error is also shown for the Gaussian function.
V COMPUTING. THE BACK PROJECTED IMAGE
1. Back projection The second part of the filtered back projection 
process is calculation from M sets of filtered projection samples
Pkm of N samples of the image f which are defined by the equation
: . .. : ' M—1 ■ .
C  = E  F * ( ( p A  x cos(2> + q A y  sin 0 ) , 0  )
m=0
where A x  and A y  are the separations of the image samples in the x and 
y directions. There is no loss of generality in assuming these separations 
to be equal to unity.
2. Linear interpolation The only real difficulty in implementing the
back projection on a computer is the. fact that the required sample
* * 
points p do not coincide with the points pkm which have been calculated
by the Fourier transformation. However, the samples p ((pcos0 + qsin0),<£)
* * . 
and the samples p^m = p (kAr, niAP ) do lie in the same direction and
the correct samples can be calculated by a proper interpolation (ref.58).
In NMR imaging experiments this correct interpolation is not used and
for extra speed a linear interpolation is used instead (ref. 58)
p ((pcos 0 + qsin 0  ), 0  ) = pkm + ((pcos 0  + qsintf ) - k) (Pk+1 m “ Pkm)
where k is the integer part of (pcos 0  + qsin 0 ), The effect of this
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approximation on the image obviously depencs on how rapid the change 
*
in p is from point to point. This in turn will depend on the structure 
of the imaged object, and on how rapidly this structure changes within 
the space between two samples. In fact if the Rayleigh criterion for 
resolution is used then the image is blurred and rapid variations are 
smeared out, so the linear interpolation is expected to work quite well. 
The effect of the interpolation was tested by reconstructing images 
from simulated NMR signals with linear interpolation and with proper 
interpolation (figure 37). The root mean square difference between the 
images is less than 1%. This is beginning to become the same size of 
error as the random noise fluctuations.
2 *
3. Fixed point arithmetic Calculating all N image samples f ^
2 2 2
requires a total of 4MN additions, 4MN multiplications and 2MN- sine
and cosine calculations. Using floating point arithmetic makes the
calculation excessively time consuming; back projecting 128 filtered
projections of 128.points each onto an image of 128 points across takes
more than 3 hours on a microNova computer. In order to speed up the
process, in NMR imaging experiments fixed point arithmetic is used with
sine lookup tables. The accuracy of the result is limited by the dynamic
range of the fixed point numbers. On a 16 bit computer this is 65553:1
and is a smaller source of error than the Fast Fourier Transform and
considerably less than thermal noise. However, in order to avoid
overflowing the fixed point number range with successive additions of
filtered projections the input numbers must be scaled down before each
addition; this is a potential source of errors, as it is in the Fast
Fourier Transform. If M  filtered projections are to be added, the
input numbers may need to be scaled down by M to avoid overflow, although
106
this amount of scaling would only occur infrequently. The real restriction
on dynamic range from using fixed point arithmetic in the back projection
is. thus not the word length w alone, but the number of filtered
w
projections. The dynamic range is 2 /M, and on a 16 bit computer with 
128 projections*the errors introduced by using fixed point arithmetic 
in the back projection can be up to 0.2%. This is not a significant 
source of error. The errors introduced by fixed point arithmetic in 
the back projection were examined by comparing the results of back 
projection using both fixed and floating point arithmetic; the differences 
are less than 0.5%. The speed of the back projection, like the speed 
of the Fourier transform, is an important limiting factor in NMR imaging 
experiments because it determines how many measurements (ie images) can 
be made in a given time. For the prototype NMR scanner the back projection 
takes 3 minutes while on the small animal scanner a larger back projection 
takes 5 minutes.
4. Calibration I have calibrated the entire filtered back projection 
process on the University of Surrey scanners by generating NMR signals 
analytically from simple phantom objects of known geometry and comparing 
the results of the back projections with the original object (figure. 38). 
This procedure allows the intrinsic resolution, as well as the intensity 
fluctuations, to be estimated.
4a. NMR signals from circular objects A simple geometry to simulate,
and also to construct real phantoms, is a combination of circular objects
each of uniform intensity. The equation of a circle of radius rQ centred
at ( r 9.) is (r - r„) = r and the signal from a uniform circular lr 1 — —1 o
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object can be derived from equation (14)
n
V , (t, P  ) = C /dr fd© I'rl exp(i % G 0  .rt)M
+ J “ O
r 1 < r
. o
where displacement r 1 = (r The form of this integral can be found
from tables (ref. 66) to be (figure 39)
V + 1 (t , <P ) = ~  r(3/2) ^ ( - 2 ^  t)exp(-i *GrlCos( O - ©1 )t)
where P(x) is a gamma function (ref. 66) and JT(x) is a spherical 
Bessel function (ref. 66). Sampled values of the simulated NMR signal 
were calculated by the numerical method (ref. 66) and used as the input 
signal for the entire filtered back projection process. Simulated 
signals from several circular objects can be generated simply by 
superimposing the separate signals. The resolution of the simulated 
images is about one point (figure 40), and the intensity fluctuations 
are about 2%. This corresponds well with the errors discussed above, 
and indicates the very important point that even in the absence of 
noise the NMR imaging process is limited to about 2% accuracy in the 
intensity of the image, because of the way the image is calculated.
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Figure 57 > To speed up the process of jnMR image reconstruction several 
approximations are commonly made. The illustration shows the same image 
reconstructed using no approximations (top left), fixed point arithmetic 
in the Fourier transform (top right), linear interpolation in the back 
projection (bottom left) and fixed point arithmetic in the back projection 
(bottom right). The differences are about 2 %.
Figure 58. Images generated from simulated NMR signals from circular 
objects allow the intensity fluctuations introduced by the reconstruction 
process to be tested. The illustrated image is of a single circular object 
of uniform density; departures from uniformity on the image are aboui 2%.
time (ms)
Figure 59, The NMR signal from simple combinations of circular objects 
can be calculated analytically. The illustrated signal is from a single 
circular object of radius 15 mm in a gradient of 0*001 T m .
Figure 40* The resolution on images generated from simulated NMR signals 
is about one point. The illustrated image is a simple test object; the 
radius of the smallest hole is about 3 points.
VI RELAXATION TIMES FROM NMR IMAGING
1. Image intensita' It has been shown in chapter III that the intensity 
which is shown on an NMR image depends on the equilibrium magnetisation 
Mq , and the relaxation times T^ and T2 » It has also been shown that 
under the conditions which are used in NMR imaging no single NMR image 
is a measure of any of these three properties alone. However, it is 
possible by using pairs of images and making some approximations, to 
produce images which do show each of the three properties Mq , T^ and T^ 
in a fairly unambiguous way.
2. Proton density maps For the 90° free precession method it is 
shown in chapter III that the NMR image intensity is-given by 
M^(0) = - iMQ (l - C ^ J / d  - ^  rePetition time T^'is 
very long compared with the relaxation times then the image intensity
is simply - iMQ , and the image is a inap of the equilibrium magnetisation. 
Such images are often called ’proton density maps’ because they show the 
equilibrium magnetisation which depends on the number of hydrogen nuclei 
(protons) per unit volume. However, it is important to understand the 
approximations which are made in regarding a slow repeated 90° free 
precession image as a proton density map. There are two classes of 
approximation involved, and I have discussed the second class at the 
end of this section. The first class of approximation is well known, 
although not often taken notice of. For biological tissues in a magnetic 
field of 0.1 T, ^  is typically 0.5s. In NMR imaging, repetition times 
in excess of 1.5 s are very seldom used, and never in medical practice, 
because of the long time it would take to collect the number of NMR 
signals needed for the image. Images with repetition times of 1 s are
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commonly referred to as 'proton density maps' (ref. 67). At a repetition 
time of 1 s the intensity of the image differs from a true reflection 
of the equilibrium magnetisation by up to 10%, which is an error of 
significant size. Even at 1.5 s the error is 5%, and for some tissues 
such as cancers*with relaxation times up to 1.0 s the error at 1 s is 
as high as 40%. With such large possible errors, all we can say about 
proton density images is that for healthy tissues with relaxation times 
less than 0.5 s the proton density is shown within 10%. In chapter 
VII I have discussed another important reason why these images do not 
show the proton density, because of the severe differences between the 
response of hydrogen nuclei in different types of biological tissue.
In practice proton density maps can be useful as an indication of the 
size of the equilibrium magnetisation, and on the Hammersmith Hospital 
scanners such maps are produced with a repetition time of 1.0 s (figure 41).
3. mapping It is shown in chapter III that the image intensity
for the inversion recovery method is iM (1 - 2e. + £')/(l - £' £')
o 1 1 1 2
where the repetition interval is and = exp(- T V ), 
t 2  = exp(-T^/T2 ). Dividing such an image by a 90° free precession 
image gives a ratio of intensities
( l - 2 e1 +  e p  u -  £ l £2 )
(1 -  ip (1 -  Zp
If the repetition times are slow compared with the relaxation times 
the second term approaches unity and the ratio of intensities is
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-(1 - 2e^ 4- £|)/(l - ^•)> and this is now dependent only on T . So
the longitudinal relaxation time can be found by solving the equation
for the ratio of an inversion recovery and a free precession image.
Again approximations have been made; for biological tissues with
T = 0.5 s, T = 0.1 s the error is less than 0.5% for T = 1.0 s,
1 2 r
= 1.4 s. On the Hammersmith Hospital scanner these are the conditions
used to produce maps (figure 42).
4. T2 mapping The image intensity using the spin echo method is given 
2
by - ie2 (l - 2E^ + £|)Mq/ (1 - C ^ ) • Dividing this by a free precession
image gives -
e2 (l - 2E± + C p  (1 - £ 1 £ g)
(1 - e ) (1 - ej e p
If the repetition times are nearly equal and the pulse separation is
small by comparison with the repetition times the last two terms
2
approach unity and the ratio of image intensities is just e2 , which 
depends only on the transverse relaxation time T * For biological
tissues with T = 0.5 s, T = 0.1 s the error in measuring T by this
1 Cs &
method is less than 3% with T =  T 1 = 1.0 s and T  = 0.02 s.
r r
These are the parameters used to produce T2 maps on the Hammersmith 
Hospital scanner (figure 43).
M°®(0)
^ T o )
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5. Approximations At first sight it appears that the relaxation times 
can be measured quite accurately by NMR imaging, although the proton 
density is more suspect. However, I have indicated in previous chapters 
that the NMR imaging process itself contains several errors and 
approximations which affect the accuracy of the resulting image as 
a measurement of the transverse relaxation time. There are three main 
sources of error, all of which have already been discussed in earlier 
chapters. First, the model of NMR imaging makes assumptions about the 
absence of relaxation during rf pulses, differences in magnetic field 
across the sample being small compared with the static magnetic field 
and the changes caused by imaging magnetic field gradients being small, 
all of which are only approximately met in the conditions of NMR imaging 
of biological systems. These approximations are necessary in order to 
make the model of NMR imaging manageable, and it is important to - realise 
that they are always present in all the models of NMR imaging Which 
have been proposed. The effect of these approximations depends on 
whether selective excitation is used or not, but on the basis of the 
discussion in chapters II and III I have estimated possible errors as 5%.•
The second type of error occurs during the processing which is necessary 
to produce the NMR image. In this chapter these errors have been 
discussed and I estimate their effect as an error of less than 2% on the 
final image. The third source of error is simply due to the NMR imaging 
apparatus not functioning in the 'ideal' way which is assumed in modelling 
the imaging process (ref. 58). I have not discussed instrumental errors 
here because they are fully treated elsewhere (ref. 55), but calibration 
tests have been made on all three scanners used in this work, using 
phantoms with known T , T^ and relative water contents (figure 44).
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I estimate the distortions in image intensity to be of the order of 
5% overall on all three scanners, with errors on the arid maps 
of the Hammersmith Hospital scanner of up to 10%. The Hammersmith 
Hospital scanner is certainly regarded as the standard for the next 
generation of commercial scanners, and the size of the errors in 
images is very significant for the future of NMR imaging. It should 
be emphasised here that the errors I am discussing are errors in 
relating the NMR image intensity to the NMR properties of the sample; 
noise on an image is a different question altogether.
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Figure 41» On the Hammersmith Hospital NMR scanner proton density maps 
are produced from 90° pulses repeated every 1*0 s. For most tissues the 
intensity on such an image is within 10 %  of being a measure of the amount 
of hydrogen present. This image shows a cross section through a human head. 
There is a region of increased proton density associated with a tumour at 
the back of the head farrowed).
kidney
figure 42. On the Hammersmith Hospital scanner T^ maps are calculated 
from a proton density map and an inversion recovery image with T = 0*4 s,
T = 1»4 s. This image shows a cross section through the mid abdomen of a 
human subject. The liver is the dark (.low t  ) region on the left, the spleen 
is the bright (long T^) region on the right and the two kidneys can be seen 
either side of the spinal cord towards the lower edge of the image.
Figure 43* On the Hammersmith Hospital scanner T2 maps are calculated 
from a proton density map and a spin echo image with ^ = 0*01 s, = 1»0 s. 
This image shows the same cross section through the mid abdomen as figure 42.
Figure 44* The image distortions due to instrumental errors can be 
estimated by scanning simple phantom objects with known NMR properties.
The illustration shows uniform water phantoms imaged on the prototype 
scanner (.top left), the small animal scanner (top right) and the Hammersmith 
Hospital scanner (bottom left). Distortions of the intensity are less than 
5 % overall on all three scanners.
CHAPTER V
NMR OF EXCISED TISSUES
I INTRODUCTION
In the course of the research described in this thesis I conducted a 
comprehensive review of published measurements of the NMR properties 
of biological tissues. The review had three main objectives:
1. To determine the NMR properties of biological tissues at the 
magnetic field strengths used for NMR imaging in order to model 
the response of these tissues to NMR imaging.
2. To relate the NMR properties to other characteristics of the 
tissue; for example the relative amounts of fat, protein and water.
3. To determine how the NMR properties are changed in the presence 
of cancer.
In order to make the review a reliable guide to the properties of 
tissues I have been careful to identify the possible sources of - 
variation in measurements between different workers, and in the case 
of variable delays between excision of the tissue and measurement of 
its NMR properties, I have made my own measurements as a test of the 
consistency of results.
In this chapter I describe the results of the review and discuss a 
possible model to explain the observed properties. I will show that:
1. The signals measured in NMR imaging arise mainly from intracellular 
water in excised tissues, with some contributions from fat. The 
signals from hydrogen in proteins and other large molecules are 
insignificant.
2. The NMR properties of some cancers are different from all healthy 
tissues, but this.is not true for all cancers.
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The NMR properties of healthy and cancer tissue can be related 
to the amount of intracellular water in the tissue.
A simple model of the state of intracellular water in tissues 
can be used to explain the NMR properties of biological tissues. 
There is little variation in NMR properties between different 
individuals, and even between different mammal species.
II THE MEASUREMENTS
1. The information available Several workers have published 
measurements of the NMR properties of hydrogen nuclei in biological 
tissues. Most of these measurements have been made on tissues excised 
from rats and mice, but a few measurements are available for other 
animals and for human tissues. In all, tissues from over 300 different 
individual rats and mice have been used, with a much, smaller set of 
measurements of tissues from rabbits (ref. 68), frogs (ref. 69) and 
newts (ref. 70). The biggest difficulty in interpreting the published 
work is in establishing how consistent the results are between different 
workers (ref. 71), The major potential sources of variations are in 
the range of magnetic field strengths used (from 0.06 T to 1.2 T),
the use of different strains and even species of animal and in sample 
preparation. In conducting this review I have tried to identify the 
effects of each of these factors independently before drawing any 
conclusions from a disparate set of results.
2. Methods of measurement Two methods have been used to measure the 
longitudinal relaxation times T ".of excised tissue samples, both based 
on the inversion recovery excitation method. The methods are described 
in detail elsewhere and I will only indicate the basic ideas here in 
order to estimate the errors involved. If the inversion recovery 
sequence is applied to a system which has been allowed time to reach 
thermal equilibrium, it has been shown in chapter III that the NMR 
signal after the 90° pulse has a height of iMQ(l - 2exp(-'t'/T^))
where ^  is the separation between the 180° and 90° pulses. T^ can be 
measured in two ways; if the signal height At for a pulse spacing 
is plotted as the logarithm ln(A0D - ) against the pulse spacing
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the graph has a slope -l/T^ (ref. 51). This method gives an accurate 
measure of T^ and can be used (ref. 72) to distinguish between components 
of a tissue with different.T.■ The second method is quicker in practice 
and was used by most workers. For the pulse spacing T  = T^ln2 the NMR 
signal after the 90° pulse is zero (ref. 51) and by adjusting the pulse 
spacing until the signal vanishes.T can be measured. This method is 
often called the 'null method1 and the point where the signal vanishes 
is well defined; a change in pulse spacing of 5% on either side of the 
'null point' leaves a residual signal which is 4% of the maximum. In 
other words if a 4% signal can be distringuished from a zero signal,
T can be measured to within 5%. Sandhu (ref. 70), Frey (ref. 73),
Hollis (ref. 74) and Saryan (ref. 75) all estimate the error in their 
measurements of T^ as less than 5%. Coles (ref. 76), Floyd (ref. 77) 
and MeLachlan (ref. 78) estimate their errors at 3% or less. The null 
method cannot distinguish between components in the same tissue with
different T„ ..1
Transverse relaxation times are measured by the spin echo method (ref. 79). 
For a spin echo excitation sequence applied to a system which has been 
allowed time to reach thermal equilibrium the signal height at the centre 
of the echo is -iMQexp(-2T /Tg) and a logarithmic plot of signal height 
against pulse spacing T  has a slope -2/T . All the published 
measurements used this method to measure
The third parameter which some workers have measured was the amount of 
water in a tissue, which was measured as a percentage of the whole 
tissue weight by drying samples for 24 hours in a vacuum oven at 37°c 
and comparing the whole tissue weight with the dry weight (ref. 80).
Saryan (ref. 75) estimates the error in water content measured in this 
way as less than 1%.
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3. Two component relaxation In the measurements which I have reviewed, 
and in NMR imaging experiments, components with very short relaxation 
times will not be measured. There are two reasons for this. First, 
the height of the signal after the 90° pulse in the inversion recovery 
method is not measured immediately after the pulse. The reason for 
the delay is the receiver recovery time which is discussed in chapter IV. 
Coles (ref. 76) waited 150 /*s after the pulse while MeLachlan (ref. 78) 
waited 2 ms. In NMR imaging experiments the delay before measurement 
is typically 1 ms (ref. 81) . Any tissue components which have less 
than this delay (ie T^ £  1 ms) will decay during this time and will not 
be measured. The second factor is the minimum pulse separation. If 
both a short and a long relaxation time component are present, the change 
in the signal with pulse spacing will be dominated by the short relaxation 
time for short spacings, and by the long relaxation time for long spacings. 
This feature can be used to distinguish between different components 
of the same tissue, as shown by Weismann (ref. 72) and Sandhu (ref. 70) 
(figure 45), but usually the short component is lost (ref. 73). Coles 
(ref. 76) used a minimum pulse spacing of 50 ms to measure T^ and 4 ms 
to measure • Me Lachlan (ref. 78) used a minimum spacing of 4 ms to
measure T . These timings would lose any components with T 4 4ms
Ct u  -
and T^ ^ 50 ms. Most workers have not specified their timings, but 
Kiricuta (ref. 82) states that no attempt was made to measure the fast 
decaying portion of the signal, which was of negligible amplitude.
Most workers have analysed their data with the implicit assumption 
that only one component is present, and this will also mask the short 
components.
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Ill CONSISTENCY OF RESULTS
1. Sample preparation As I have indicated in the previous section 
there are several possible causes of inconsistency between the results 
from different workers. One of these is the preparation of the tissue 
samples. All workers have used broadly similar methods to prepare 
samples. Samples are removed within the first ten minutes after death, 
pressed to squeeze out blood and other fluid, and kept on ice in sealed 
glass tubes. However, the length of time for which samples are stored 
varies enormously between different workers, with a maximum time of 
more than 15 hours (ref. 80) and a minimum of less than 30 minutes 
(ref. 82). All samples were allowed to return to room temperature 
before measurement. There are two causes for concern in this; first,
the variations in length of storage might be expected to cause variations 
in tissue properties between workers, and secondly squeezing out blood 
removed an important tissue component which would be present in NMR 
imaging of live subjects. I will discuss the possible implications 
of not measuring the blood component of tissue NMR properties in 
chapter VII.
2. The effects of storage Unfortunately very little work has been 
reported on the changes which occur in tissue NMR properties after death. 
Sandhu (ref. 70) measured the T^ of newt tails and mouse liver, as a 
function of time after death. He found two distinct components with 
different relaxation times in the newt tail, which can probably be 
ascribed to the inclusion of at least two different tissue types in
the measurement. After death two effects were observed; the short 
relaxation time component in the newt tail did not change, but both the
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long component and the mouse liver showed an increase of 30% in T during 
the first hour (figure 46). Sandhu suggests that the change was due to 
breakdown of the tissues. Sandhu did not squeeze blood out of the
tissues, and his samples were not kept on ice, so these measurements
do not help to Establish the consistency of other workers' results 
where these conditions were met. Hollis (ref. 74) reported that the T 
of mouse tissues was unaffected by storage at room temperature for up 
to 12 hours, but this does not seem to agree with Sandhu1 s findings. 
Crookes (ref. 83) found that the appearance of NMR images of a rat's 
abdomen were different before and after death, but it is not possible 
from his images to tell what the change means in terms of the tissue 
properties. Baroillhet (ref. 84) found that the relaxation time of 
mouse liver increased after death, but again these measurements were 
not made under the same conditions as those reviewed here.
In order to resolve this difficulty, I used the prototype NMR scanner 
at the University of Surrey to measure the NMR properties of five 
tissues which were excised from two rats. The samples were prepared 
as described above and one batch was kept on ice for four hours. Two 
samples were taken of each tissue from each rat. For the samples 
which were kept at room remperature, a change in T^ of 40% in two hours 
was measured (figure 47). During the four hours for which the other
batch of samples was kept on ice, I measured changes in T^ of less than
5% (figure 48). These measurements agree with the observation that the 
NMR properties of tissues do change after excision from an animal, but 
at the same time storage on ice seems to be an acceptable way of keeping 
the properties constant. It is instructive to notice how quickly the 
NMR properties change after death; in the first 15 minutes the relaxation 
times can change by up to 10%. This does point out a difficulty with
120 ,
some of the measurements which have been made on human tissues where 
storage of the samples on ice immediately was not possible (ref. 85).
3. Variation between individuals There are two reasons for looking
at the variatiohs in NMR properties between individuals. First,
because this is a possible source of inconsistency in results between
workers even where the same strain of animal has been used, and secondly,
because the size of such variations between healthy individuals will
decide how effectively the NMR porperties can be used to diagnose disease.
Damadian (ref. 86) found variations of less than 10% in T. between five
1
individuals of the Sprague-Dawley strain of rats. Inch (ref. 87) and 
Hazlewood (ref. 88) found similar variations for individuals of the 
mouse strain C3H. Encouragingly, the measurements of these workers on 
the same strain of mouse also agree within 10% limits, indicating that 
it is possible to assume some degree of consistency between different 
workers. Hollis (ref. 74) found differences as high as 20% for ten 
individuals of the mouse strain C57BL/6J. It is clear that more 
measurements are necessary before the variations in NMR properties 
between individuals can be estimated with any confidence, but a figure 
of about 10% seems reasonable on the information available.
4. The effect of strain Because so many different strains of animal 
have been used by different workers, it is useful to look at the variations 
between strains, to assess how far we can go in comparing results from 
different strains. Not surprisingly, the differences are larger than
the variations between individuals, but not much larger. Hollis (ref. 74) 
found differences of less than 10% for tissues from three strains of 
mouse, except for the sp'leen and kidney which showed differences up to
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30%. Frey (ref. 73) measured differences of less than 10% in T. and
1
up to 18% in T ■for two strains of mice. Hollis (ref. 89) and Damadian
(ref. 86) measured differences of less than 16% in T„ between three
1
strains of rats. It is interesting to notice that differences between 
species do not seem to have a much larger effect on the NMR properties 
than differences between strains or even between individuals. Hollis 
(ref. 80), Inch (ref. 87) and Hazlewood (ref. 88) all measured T for 
C3H mice which were within 10% of the measurements of Hollis (ref. 80) 
for ACI rats.
5. Magnetic field strength The published measurements have been made
over a very wide range of magnetic field strengths, from 0.06 T (ref. 76)
to 1.2 T (ref. 82). It is shown in chapter I that the relaxation times
can have a significant dependence on magnetic field strength (via the
resonance frequency u  ), and it is worthwhile to look at the frequency
o
dependence of tissue NMR properties for three reasons. First, the 
magnetic field strengths used in NMR imaging are in the region of 0.1 T 
and only Coles (ref. 76) of all the reviewed workers has measured the 
NMR properties of tissues in fields of this strength. In order to 
extrapolate the reviewed measurements to imaging field strengths I have 
considered it important to establish the form of the variation in and 
Tg, if any.
Secondly, to compare results from different workers at different field 
strengths it is essential to know how the NMR properties change. In 
the measurements quoted above, I have been careful to compare only 
measurements made at the same field strangth, but this limits the amount 
of useful information considerably.
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Thirdly, in this thesis I have been concerned to construct simple 
models when possible to explain or at least predict the behaviour 
of systems under the conditions of NMR imaging. The form of the 
frequency dependence of tissue NMR properties provides some information 
on the physical properties of tissues which cause the NMR properties, 
and so is helpful in constructing a model of the NMR properties of 
tissues.
5a. Evidence for a field dependence Within the limits imposed by 
variations between workers, there is fairly strong evidence that the 
NMR properties of tissues do show a dependence on magnetic field 
strength. Coles (ref. 76) found increases of up to 160% in T^ for 
mouse tissues between 0.06 T and 0.35 T; T^ increased by less than 
5%. Knispel (ref. 90) found the T^ of mouse spleen, muscle and a 
tumour to be proportional to the magnetic field strength squared 
between 0.4 T and 1.0 T (figure 49).' In order to extend the range of 
measurements, it is necessary to include results from different workers; 
it is shown above that it should be possible to do this without 
significant error. I have combined the measurements of Fung (ref. 69), 
Sandhu (ref. 70), Hollis (ref. 74), Inch (ref. 87) and Hazlewood (ref. 88)
on T, of mouse tissues with those of Coles (ref. 76) and Knispel (ref. 90).
1
These measurements together cover the range of magnetic fields from
0.06 T to 1.0 T, and confirm the general trend for T^ to increase with 
the magnetic field strength (figure 50). A dependence on the square of 
the magnetic field strength is consistent with these results. Kiricuta 
(ref. 82) measured T^ for rat tissues in a field of 1.4 T which were 
50% longer than similar measurements by Hollis (ref. 89) and Damadian 
(ref. 86) in a field of 0.56 T. Bratton (ref. 91) also measured an
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increase in T for frog muscle of 60% between 0.1 T and 0.56 T.
Cooke (ref. 68) measured T for rabbit muscle in a field of 1.2 T 
which was 30% longer than similar measurements by Fung (ref. 69) at
0.46 T, confirming the trend for increasing with magnetic field 
strength. •
Evidence for a field dependence of is not so clear, but this may be 
due to greater variations in from other causes, including instrumental 
error. Coles (ref. 76) and Hazlewood (ref. 88) measured for mouse 
tissue in field s ranging from 0.06 T to 0.7 T without finding any 
clear dependence on field. I will discuss the possible explanations 
for the field dependence of in section V. For the moment it is 
sufficient to assume that is dependent on field and allow for field 
differences simply by reference to the observed changes shown in 
figure 50.
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Figure 45. Using the graphical inversion recovery method to measure 
allows two separate components to be distinguished if their Vs are different. 
The illustration shows measurements made by Sandhu and Friedmann (ref. 70) 
on the tail of a dead newt.
newt tail 
(long T )
mouse liver
newt tail<&■
time
after
death5 hr
Figure 46. Variations in the length of storage of tissue samples before 
measurement make it important to study the changes in hMR properties which 
occur after death. The illustration shows measurements made by Sandhu and 
Friedman (ref. 70) on newt's tail and mouse's liver; T^  increases by up to 
50 % within the first hour. These measurements were not made under quite 
the same conditions as others in this review.
kidney
. liver
time after death
2 hr
Figure 47• Tissue samples kept at room temperature show changes in -T
of up to 40 %  in the first two hours* I made these measurements on excised
rat tissues using the prototype imMR scanner. In the first 15 minutes can
1
change by up to 10 %.
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Figure 48* Keeping tissue samples on ice reduces the changes in T^ to 
less than 5 %  in the first four hours. I made these measurements on excised 
rat tissues using the prototype NMR scanner.
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Figure 49* There is strong evidence that T^ and T^ depend on the magnetic 
field strength. The illustration shows measurements made by Knispel et al 
(ref. 9 0 ) on mouse spleen, muscle and a tumour; the measured values are 
consistent with a proportionality to the square of the field strength.
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Figure 50. Combining the results of several workers at different magnetic 
field strengths confirms the trend for T^  to increase with field strength.
IV TISSUE WATER CONTENT
1. Evidence for a link The published measurements show strong evidence 
for a link between the relaxation times of tissues and the tissue water 
content. In the case of the excised tissues I am discussing here, this 
means a link with the intracellular water.
2. Variations in Water content Before discussing the evidence for
a link between relaxation times and tissue water content, it is helpful 
to consider how much variation there is between the water contents of 
tissues from different animals. Taking measurements from Hollis (ref. 80), 
Inch (ref. 87), Saryan (ref. 75) and Kiricuta (ref. 82) on the water 
content of tissues from 3 strains of mice., the total amount of variation 
shown is less than 3%.
3. The link . Hollis (ref. 74), Inch :(ref. 87), Saryan (ref. 75) and 
Kiricuta (ref. 82) have all suggested that the relaxation times of 
biological tissues are related to the tissue water content. Inch (ref. 87) 
found that T^ was related to the water content P by a hyperbolic 
function of the form T^ = P / (Af + B), where P is the water content 
expressed as a fraction of the total tissue weight and for a best fit
A = -6.3, B = 6.4 approximately (figure 51). Hollis (refs. 74,80,89)
found a similar relation for mouse tissue in a magnetic field of 0.56T.
Allowing for a 25% increase between 0.56 T and the 0.7 T of Inch’s
measurements, the best fit hyperbola for Inch's measurements also fits
Hollis's measurements (figure 52). Kiricuta (ref. 82) found that T^ as
well as T, was related to water content for rat tissues.
1
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4. Other evidence Several workers have tested the link between 
relaxation times and water content by artificially drying or wetting 
tissues. Saryan (ref. 75) found that■T for mouse liver and kidney 
bathed in salt water were related to the water content by a hyperbola 
of the same form as Inch's measurements (figure 53). Cooke (ref. 68) 
found a similar relation for dried rabbit muscle (figure 54). These 
measurements, combined with the evidence quoted above, provide a firm 
basis for assuming at least a first order link between the relaxation 
times and tissue water content.
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Figure 51* Inch et al (ref. 87) found that for various tissues from 
mice was related to the tissue water content. The solid line shows the line 
of best fit, which is a hyperbola of the form-T^' =V)/(AP+ B), where P is 
the water content expressed as a fraction of the whole tissue weight.
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Figure 52. Hollis (ref. 74,80,89) found that for various tissues from 
mice was related to the tissue water content. These measurements were made 
in a lower field than the similar measurements by Inch et al shown in figure 
5 1 , but allowing for the observed field dependence of the best fit to 
Inch’s measurements also fits Hollis’s measurements (solid line).
00 OO
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%  water
Figure 5 %  Further evidence that T.j is related to tissue water content 
is provided by measurements on tissues artificially increased in water 
content by soaking in salt water* The illustration shows measurements made 
by Saryan et al (ref* 75) on mouse liver and kidney* The measurements fit. 
the same form of hyperbola, T^ = P / ( k P  + B) as normal tissues.
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Figure 54* The same dependence of T^ on water content as for normal 
tissues holds for tissues artificially dried to as low as 10 %  water content* 
The illustration shows measurements made by Cooke and Wien (ref* 68) on 
dried rabbit muscle*
V HYDROGEN IN TISSUES
1. Hydrogen reservoirs in tissues As well as the observed properties 
of whole biological tissues it is important to establish how much each 
component of the tissue contributes to the'NMR properties of the tissue 
as a whole. The tissue components which contain hydrogen can be divided 
for the purposes of NMR imaging into three parts:
la. Water Most of the hydrogen in biological tissue is held in the 
water. In humans and animals water is about 70% of the total body weight 
and of this about 10% is contained in the blood plasma, 20% in spaces 
between tissues and 70% is in the tissue cells as intracellular water 
(ref. 71) (figure 55). In tissues in the body intracellular water makes 
up between 60% and 80% of the total tissue weight, excluding extracellular 
fluids such as blood, which add another 10%. In the measurements 
reviewed here only the intracellular water remains in the tissue samples.
lb. Fat Many body tissues, notably the breast (ref. 92) and the white 
matter of the brain (ref. 50) contain significant amount of hydrogen 
in fat molecules. Hazlewood (ref. 92) measured the fat content of 
female mouse breast tissue as 23% and of a mouse breast tumour as 3%.
Usden (ref. 93) quotes the fat content of various animal tissues as 
between 10% and 15% (figure 56).
lc. Proteins and big molecules The remaining hydrogen in tissues 
is mainly in proteins and other large molecules (ref. 71). By weight 
large molecules contain up to 20% of the total amount of hydrogen in 
the body. Usden (ref. 93) quotes the protein content of various animal 
tissues as between 20% and 30% (figure 56).
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Figure 55« Most of the hydrogen in the human body is in the form of 
water# Of the total 70 % of body weight which is water, JO % is in the 
tissue cells in the form of intracellular water, 20 %  is in spaces betwee* 
tissues as extracellular water and 10 %  is in the blood.
100%
60 %
25 %
fatproteinwater
Figure 56# The hydrogen which is contained in the soft tissues of 
animals (and humans) is distributed between water (60 %), proteins and 
large molecules (25 %) and fat (15 %)•
VI INTERPRETATION
1. Relaxation in biological tissues Before trying to interpret the 
measured NMR properties of biological tissues it is helpful to consider 
the consequences of the relaxation mechanisms which I have described in 
chapter I. Walter and Hope (ref. 94) have shown that in liquid water 
the dominant relaxation mechanism for hydrogen nuclei is the dipole-dipole 
interaction. The relaxation times are
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where the variables are the same as defined in chapter I. The frequency
= KBq is the resonance frequency and r is the average separation
between interacting nuclei; for pure water at room temperature
r = 1.3 x 10"10 m (ref. 13). The time X  is the molecular correlation
c
time which measures how long a molecule stays in a given state of motion.
Several features of the behaviour of the relaxation times deserve comment.
For short correlation times O  T  «  1,T and T are equal and independent
0 0  1 ^
6f the magnetic field strength Bq , T ■=' = W ( 2  #4h2T c ). This is the
case for pure water at room temperature where the correlation time is 
—12
less than 10 s. For longer correlation times 1> T Is longer4
than T and both depend on the magnetic field strength. T^ is proportional
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to the square of the magnetic field strength T. = 5r T  B /(4  ^ft ).
1 c o
This appears to be the case for biological tissues, where the relaxation 
times are field dependent and is shorter than T2 *
2. Pure water It has been said (ref. 71) that the signals which are 
observed in.'NMR imaging arise almost exclusively from water. This is not 
strictly true because relatively large signals are observed from fat
in NMR imaging experiments. The molecules of fat and protein are very 
large, consisting of hundreds of atoms, and their motion is correspondingly 
restricted resulting in long correlation times and short relaxation times.
In pure water the small molecules are highly mobile and have correlation
"" _12 ' -
times of 10 s and relaxation times of several seconds which are 
independent of the magnetic field strength. The relaxation times which 
are observed for biological tissues are reduced by a factor of ten and 
do show a dependence on magnetic field strength; so clearly the NMR 
signals do not arise from unmodified water.
3. Fat Fat makes up about 10% of the tissue weight in biological 
tissues. That fat does in fact give strong NMR signals is clear from 
NMR images which show strong signals from fat beneath the skin and 
around the eyes in the human head (ref. 49) and in the abdomen (ref. 26). 
Figure 57 illustrates this point with an NMR image of my own head, taken 
using an experimental whole body scanner at GEC Hirst Research Centre, 
which shows bright regions corresponding to strong signals from fat 
around the eyes and skull. Hazlewood (ref. 92) measured a strong NMR 
signal from the fat component of female mouse breast tissue.and 
Koutcher (ref. 85) identified a strong NMR signal with short relaxation 
time from human breast tissue with the fat. Crookes (ref. 83) found
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strong NMR signals from the fat in images of rats’ tails. It is likely
that the 10% of fat in tissues does contribute a significant amount to
the total signal and in some cases this contribution may be very
important. For example Doyle (ref. 59), Orr (ref. 50) and Young (ref. 49)
have published NMR images which show differences of 100% in between
grey and white matter in the human head, which they suggest may be due
to the 2% times higher percentage of fat in the white matter. However,
Doyle (ref. 14) found no difference in the relaxation times of patients
with normal and fatty liver. • Inch (ref. 87j and Hollis (ref. 74)
measured of 0.14 s and 0.18 s for human fat in a magnetic field^of
' —8
- 0.7 T which suggests a correlation time for fat molecules of 10” . s.
4. Protein Protein molecules are very large and their correlation 
times are correspondingly long. Mathur de Vre (ref. 13) suggests 
correlation times of 10 s for protein molecules, which would result
' - 4
in very short relaxation times of 10- s or less. NMR signals from 
such molecules would not be observed in NMR imaging experiments or 
in the measurements reviewed because of their short relaxation times 
(ref. 71). However, Campbell (ref. 95), Foster (ref. 96), Fung (ref. 97) 
and Peemoeller (ref. 98) have suggested that some sites on a protein 
molecule are highly mobile even though the molecule as a whole is not, 
and this results in relaxation times for some parts of a protein molecule 
which can be quite long. For example, Peemoeller (ref. 98) estimates 
the contribution from large molecules with long relaxation times in 
mouse muscle as up to 7%. Campbell (ref. 95) measured T a s  long as
0.15 s for hydrogen nuclei on the aromatic sites of protein molecules. 
Fung (ref. 97) found a component of rabbit muscle with a relaxation 
time of 0.03 s and estimated that up to 30% of this was due to mobile
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sites in protein molecules. It is likely that protein molecules do 
contribute to the NMR signal from biological tissues, but the contribution 
is less than a few percent and is not significant.
5. Water Water is the major reservoir of hydrogen in biological 
tissues and water molecules are small and highly mobile, so the 
correlation times are expected to be short and relaxation times long.
The NMR properties of biological tissues would be expected to arise 
mainly from water, but the properties do not correspond with those of 
pure water and any model for the NMR properties of water in biological 
tissues must recognise this. In order to simplify the construction of 
a model for the NMR properties of biological tissues, I will make the 
approximation that all the signals arise from water; this will be 
within 10% of being true except for some tissues which have a high fat 
content.
To account for the observed NMR properties of biological tissues the 
properties of tissue water must be different from pure water. Two models 
of tissue water have been proposed which can account for the observed 
properties, both based on the work of Ling (ref. 99), who found evidence 
that large molecules and membranes in cells have extensive 'hydration 
spheres' where the mobility of surrounding water molecules is restricted 
by electrostatic forces and hydrogen bonding. Damadian (ref. 86) and 
Szent-Gyorgi (ref. 100) suggested that the effect of large molecule 
hydration spheres on cell water extends over the whole intracellular 
water, producing an overall restriction of mobility. The correlation 
times of the water molecules are longer than for pure water and the 
relaxation times are shorter. Damadian (ref. 86) further suggests 
that variations in the relaxation times are due to variation in the
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degree of structure between different tissues. Ling (ref. 99) has 
predicted that concentrations of alkali cations such as potassium K+ 
would weaken the structuring caused by large molecules, resulting in |
■ X
shorter correlation times and longer relaxation times. Damadian (ref. 86) 
demonstrated that increasing concentrations of potassium in bacteria 
did result in increases in T^. However, Hazlewood (ref. 101) measured 
T2 for rat muscles at different ages and their data shows that increasing 
potassium content is associated with decreased relaxation times, 
contrary to Damadian's hypothesis.
The relaxation times could also be reduced by the dipole-dipole
interaction with paramagnetic ions, as described in chapter I. Cope
(ref. 102) has shown that the concentrations of paramagnetic ions
required to produce the relaxation times observed in biological tissues 
3'
are 10 times higher than the concentrations which are present in 
muscle. This indicates that paramagnetic ions are not responsible for 
the reduced relaxation times of muscle water. However, Doyle (ref. 14) 
found that T^ was reduced for patients with primary biliary cirrhosis 
which is associated with increased paramagnetic copper ion content.
It seems likely that concentrations of paramagnetic ions in healthy 
tissues do not affect the relaxation times, although increased 
concentrations in diseased tissues may do.
6. The fast exchange model Damadian's model of 'structured' cell 
water can account for the observed properties, but it is not easy to 
extend the model to make predictions about the behaviour which account 
for the link with water content. Garlid (ref. 103) has suggested that , 
the hydration layers around cell membranes and large molecules affect 
only a small proportion of the cell water. The rest of the cell water
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is very like pure water in its properties while the hydration water
is very restricted in its motion. Mathur de Vre (ref. 13) suggests
that the majority of cell water does suffer some restriction in mobility
due to the obstructive effect of large molecules, but still has correlation
times of 10 11 to 10 10 s. Water molecules hydrogen bonded into the
—6
hydration layers of large molecules have correlation times of 10- s.
Of course in reality the restriction of motion in a hydration layer
will not be uniform and in general there will be a distribution of
correlation times, but for the simple model I will derive here a single
correlation time will be sufficient to describe the 'average1 properties
of hydration water. There is one further assumption which is needed
to construct the model. Garlid (ref. 103) suggests that the water in
hydration layers exchanges very rapidly with molecules in the rest of
the cell water, the lifetime of a water molecule in a hydration layer 
' -11
being about 10 s. !
Zimmerman and Brittin (ref. 104) have shown that when nuclei are
exchanging between two phases with different relaxation times at a
rate which is fast compared with the relaxation in each phase only a
single relaxation time will be observed. If the relaxation time for
hydration water is and for the rest of the water is the observed
relaxation time is 1/T = (a/T, + (1 - a)/T„) where a is the fraction
o n r
of the water which is in hydration layers. Using the correlation times
which I have quoted above the relaxation times for the hydration water
—2 —2 
will be = 0.03 s T and - 0.0003 s T where these are proportional
to the square of the magnetic field strength. For the rest of the cell
water the relaxation times are - 3 s, independent of the magnetic
field strength. The amount of hydration water required to give the T^
of 0.2 s which Coles (ref. 76) measured for mouse liver at 0.35 T is
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then only 5%. Because the hydration relaxation time is so short, 
the observed relaxation time is dominated by this, and the relaxation 
times are proportional to the square of the magnetic field, as observed.
The model described above has the advantage of explaining the observed
dependence of the relaxation times on water content in a very simple way.
Only one further assumption is necessary; that the weight of hydration
water W, is proportional only to the 'dry weight' W of the tissue,
P
= P Wp. The fraction of hydration water is then simply a >  W  .
= Wp/Wj. where W^ . is the total weight of the water in the tissue. The
fractional concentration of water is given by P = ( W ^ >  /3Wp)/W^ and
the fraction of hydration water is a = (1 - P )/P . Using Zimmeraman
and Brittin's equation for the observed relaxation time then gives
T = P/(AP + B) where A = ((1 + >  )/T^ - (^ /T, )' and B = P/Tu . This 
o r n n
is the equation of a hyperbola which is the best fit to Inch's measurements
of T . and water content for mouse tissues. With the relaxation times 
1
estimated above and using Inch's best fit parameters gives a value for 
the amount of hydration water which is about 6% of the dry weight, or 
between 1% and 4% of the tissue weight.
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Figure 57» It is not strictly true to say that NMR signals in imaging 
experiments arise only from water. This image of my own head, taken on an 
experimental NMR scanner at GEC Hirst Research Centre, shows quite a lot 
of fat; in particular the fat around the eyes (orbital fat) and around the 
skull (subcutaneous fat) give strong signals.
VII HUMAN TISSUES AND CANCER
1. Human tissues The measurements reviewed above were all made on 
tissues excised from animals. In medical NMR imaging.we are concerned 
primarily with NMR of human tissues and although animal studies can be 
helpful, especially in conducting controlled experiments, it is essential 
to check that the animal NMR properties do correspond with human 
properties. In this respect there is some encouragement in the observation 
that tissue NMR properties do not seem to differ markedly between 
different species of small animal; indeed if the properties are really 
determined simply by the amount of tissue water we would expect the 
properties of all animal tissues to be very similar. Several workers 
have measured the relaxation times of tissues excised from human subjects, 
but for obvious reasons such studies have tended to concentrate on 
patients with disease, and especially cancer. It is not quite so 
acceptable to remove tissue samples from healthy people as it is from 
laboratory animals. The measurements which do exist seem to lie in 
the same range as animal tissues. Koutcher (ref. 85) measured T^ arid Tg • 
for human lung, colon and breast tissue and found differences of up to 
75% between individuals. Unfortunately the tissue samples were obtained 
from people killed in accidents and delays of up to 24 hours before 
excising the tissues may account for much of this variation. Koutcher 
also measured an NMR signal from the fat content in the breast tissue.
His measurements lie within the range for animal tissues. Hollis (ref. 74) 
measured the T^ of human lung, kidney and colon and his results agree 
with Koutcher1 s. Young (ref. 26) and Doyle (ref. 49) have measured the 
T^ of human liver in live human subjects using NMR imaging, as between 
0.21 s and 0.27 s in a magnetic field of 0.15 T. Other workers have
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published NMR images showing similar relaxation times (ref. 67). 
Measurement of the NMR properties of human tissues is clearly an area 
which needs much more examination; I have conducted the most extensive 
study of this subject to date, using NMR imaging, and will discuss the 
results in the next chapter.
2. Cancer In the work described in this thesis I have considered the 
detection of cancer by NMR imaging as an important objective for study. 
There are two important questions to be answered. First, do the 
relaxation times for cancer tissues differ from those of the host 
tissues? Secondly, can the properties of cancer tissues be explained 
by the same model as healthy tissues? A third question is often asked; 
do the properties of cancer tissues differ from all healthy tissues? 
This last question is important because it raises the possibility of 
unambiguous diagnosis of cancer by NMR imaging.
3. Cancer and healthy tissues There are many measurements in the 
literature of the relaxation times of cancer tissues compared with 
healthy tissues, and some workers (ref. 105) have claimed that cancer 
tissues can be distinguished from all healthy tissues by their NMR 
properties. Saryan (ref. 75) and Hollis (ref. 74) found T^ for three 
mouse tumours to be longer than for all healthy tissues (figure 58). 
Hazlewood (ref. 88), Frey (ref. 73) and Inch (ref. 87) found T^ for 
eleven mouse tumours to be longer than all healthy tissues (figure 59), 
but T2 was Within the normal range. Kiricuta (ref. 82) found T^ for 
eight rat tumours to be longer than for all healthy tissues; T^ was 
longer for three of the tumours. This kind of evidence was (and still 
is) responsible for much' of the excitement surrounding medical NMR
scanning. However, it is important to look at all of the evidence 
rather than just the encouraging ones, and a rather different picture 
emerges.
Damadian (ref. 86) measured and for three rat tumours and found
that for one of them was within the range for healthy tissues;
because this tumour was benign he suggested that and for all
malignant tumours are longer than for all healthy tissues. Hollis
(ref. 89) measured for nine malignant mouse tumours and found that
five of them were within the range for healthy tissues. Hollis (ref. 106)
also measured T. for two rat tumours and found one of them to be 
1
within the range for healthy tissues. ,
The evidence for human cancers is even less convincing. Koutcher 
(ref. 85) found T and T for cancers of the human lung, kidney and 
colon to be within the range for healthy tissues. Hollis (ref. 74) 
found for cancer of the human lung to be within the range for normal 
tissue, although cancers of the kidney and colon were outside the range 
for these two healthy tissues. Schara (ref. 107) found for 21 out 
of 44 cancers of the human thyroid to be within the range for healthy 
thyroid. It seems clear that some cancer tissues do have and 
which are outside the range for all healthy tissues, but the strongest 
evidence for this comes from experimental animal tumours which may not 
be representative of naturally occurring human tumours. Many tumours 
have NMR properties which lie within the' range for healthy tissues. 
Koutcher (ref. 85) has suggested that a combination of T^ . and can 
be used to distinguish between healthy and tumour tissue; I will discuss 
this point in the next chapter.
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Although it is clear that not all cancers have NMR properties which 
are different from all healthy tissues, many more do have properties 
which differ from the host tissues. All the animal tumours I have 
reviewed above had which was different from the host tissue, which 
in most cases was muscle of the back or the leg. There is, however, 
one exception to this which was measured by Hollis (ref. 106). He 
found the of a rat tumour was the same as the of its host thigh 
muscle. This indicates again that most tumours may have NMR properties 
different from their host tissues, but certainly not all. I have 
discussed the implications of this for NMR imaging in the next chapter.
4. Cancer and water There is strong evidence that the NMR properties 
of cancer tissues are linked with tissue water content in the same way 
as healthy tissues. Hazlewood (ref. 88) found that the T^ for a mouse 
tumour fitted the same relationship to water content as did healthy 
tissues. Inch (ref. 87) reached the same conclusion for three mouse 
tumours (figure 60), Saryan (ref. 75) and Hollis (ref. 74) found that 
T^ and water content were linked in the same way for mouse and rat 
tumours as for healthy tissues. Kiricuta (ref. 82) found T^ for eight 
rat tumours was related to water content in the same way as healthy 
tissues (figure 61).
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figure 58, Early evidence that cancer tissues had different from all 
healthy tissues was responsible for much of the excitement surrounding 
medical M R  imaging. This illustration shows measurements made by Saryan 
and Hollis (ref, 75) on tissues excised from mice. Three tumours; a 
fibrosarcoma (MC3) and two lymphosarcomas (EL4 and C3ri) had longer than 
any healthy tissues. The healthy tissues shown are: skin (a ), liver (B), 
kidney (c), spleen (d ), muscle (E), heart (P) and brain (G).
1*0 ^  (s)
limit of
healthy
tissues
A B C. D E E  G H I J K
Figure 59, A wide range of tumours have longer than all healthy 
tissues. The illustration shows measurements by several workers on 11 
different mouse tumours, A is a spontaneous mammary tumour, B is a first 
generation fibrosarcoma induced by methylcholanthrene (MCA); all the others 
are transplanted twaours which have been preserved by transplantation for 
several years, C, D and E are transplanted mammary tumours, F,G,H and I 
are transplanted C3HBA adenocarcinoma and J and K are transplanted 
fibrosarcomas induced originally by MCA,
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Figure 60, Tumour tissue shows the same relationship between T^  and 
water content as healthy tissues. The illustration shows the measurements 
made by Inch et al (ref. 87) on a transplanted adenocarcinoma (BA), a 
transplanted mammary tumour (C5HI) and a spontaneous mammary tumour (C3HS). 
The solid line shows the best fit to similar measurements on healthy tissue.
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Figure 61. The T^  for rat tumours shows the same relationship to water 
content as healthy tissues. The illustration shows measurements made by 
Kiricuta et al (ref. 82) on transplanted Walker sarcoma (Wal), lymph node 
metastases of Walker sarcoma (LM), Guerin (G) and Ehrich solid ascites 
sarcoma (ES).
VIII SUMMARY
Because the results of this review are important for the work which is 
described in the next two chapters, I have summarised the conclusions 
which can be drawn here:
1. In the magnetic field strengths used for NMR imaging the relaxation 
times range from'T = 0.3 s, T = 0.06 s for mouse liver up to
T = 0.6 s, T = 0.14 s for mouse brain (specified in a magnetic
1 • • X
field of 0.15 T). The relaxation times for human tissues can be 
expected to lie within a similar range.
2. The relaxation times for Cancer can extend beyond the range for 
healthy tissues, to T = 0.8 s, = 0.2 s (specified in a magnetic 
field of 0.15 T).
3. The relaxation times are dependent on the magnetic field strength 
with an increase of about 75% between 0,1 T and 0.35 T.
4. The NMR response of biological tissues is dominated by water,
with some contributions from fat varying from 10% t o -30% depending 
on the particular tissue.
5. Differences in relaxation times between different individuals and 
even species are about 10%. Differences in water content are about
: 3 % . .
6. The relaxation times are related to the tissue water content by 
equations of the form T^ = 9/ (AP + B), = 9/ (A^P + Bg) with
A = -7, B = 8 ana A = -50, B = 55 in a magnetic field of 0.1 T.
7. The NMR properties can be explained by a simple model of cell
water in which the intracellular water consists of a small fraction 
(5%) in hydration layers near large molecules and membranes, in 
rapid exchange with the bulk of the intracellular water.
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8. Some cancers have NMR properties which are different from all
healthy tissues, but this is certainly not true for all tumours.
9. Some tumours have NMR properties which are the same as the host
tissue.
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CHAPTER VI
IMPLICATIONS FOR NMR IMAGING
I INTRODUCTION
In the previous chapters I have constructed a model for the response of 
biological tissues to NMR imaging, and in chapter V I have described a 
simple model which allows the NMR properties to be calcualted from the 
tissue water content alone. It has been the objective of the work I 
have described in this thesis to predict the appearance of NMR images 
of biological systems and the models I have developed now enable this 
to be attempted. Three main questions arise:
1. How do the intensity levels on an NMR image reflect the properties 
(not just the NMR properties) of the tissues imaged?
2. Can NMR imaging distinguish between healthy and cancer tissues?
3. Is it possible to predict the NMR imaging excitation method which 
will give the 'best' image?
In this chapter an attempt will be made to answer these questions.
I will show that: .
1. In general the intensities on an NMR image do not bear an unambiguous 
relationship to the tissue properties, and using simple models of 
the response can be highly misleading.
2. There are special cases where the relationship of the image to
the tissue properties is simplified and interpretation of the image 
is possible.
3. NMR imaging can distinguish between healthy and cancer tissues
in some cases and the ability depends critically on the particular 
tissues involved and the excitation method used.
4. NMR imaging cannot be used, as has been suggested by some workers, 
for.the diagnosis of cancer by its NMR properties alone.
I will also suggest criteria for assessing -what constitutes the 'best'
NMR image and I will outline a procedure which allows the best excitation 
method to be selected for any given situation.
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II MODELLING THE RESPONSE OF TISSUES TO NMR IMAGING
1. A crude model In order to model the response of tissues to NMR 
imaging, I have sought a simple model for the NMR properties. From 
this point of view the most significant result of the previous chapter 
is the evidence that the relaxation times are at least primarily " 
determined by the water content. It is useful to take a very crude 
model in which I assume that the relaxation times are dependent variables 
and are determined only by the water content. This allows the response 
of different tissues to be investigated without being specific about 
which tissues are involved and enables general conclusions to be reached 
about the response of tissues to NMR imaging. However, it is important 
to understand the approximations which must be made to achieve this 
simplification. First, the experimental evidence only supports this 
model to within limits of 20% or so, which is the extent of variations 
which are not correlated with the water content. Until more evidence 
is available the model cannot be tested any more closely than this. 
Secondly, the measurements reviewed in chapter V were only of a 
selection of tissue types which can be thought of as self contained 
organs within the body; for example the general, connective tissues 
within the body were not measured. This limits the application of the 
model only to those tissues which have been measured, although it would 
be expected to apply in general to the soft tissues of the body.
Thirdly, I have chosen to ignore the contribution from fat. This has 
two consequences; for those tissues such as breast and brain white 
matter which contain significant amounts of fat the model will not 
apply so closely, while for the numerous regions of the body which 
contain bulk fat, such as the abdominal region and beneath the skin
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it will not apply at all. These limitations restrict the application 
of the model, but its usefulness as a guide to the expected response 
is still enormous; it is merely important to realise its limitations.
2. The response Using our crude model of the NMR properties of tissues 
the relaxation times are give by T. = P/(A p + B), T = P / ( A  P + B ) .
JL c* ^
In the field strengths of 0.1 T used for NMR imaging A = -7, B = 8  and
Ag = -50, B^ = 55. I have shown in chapter III how the response in NMR
imaging depends on the relaxation times, and in the crude model' the
equilibrium magnetisation is simply proportional to the tissue water
content. The response to imaging therefore becomes only a function of
the water content and the excitation method used. For example the
response to the free precession method is R ^  = P(1 - H^)/(l. -
where the relaxation terms £„ and S are functions of P . I have
1 • 2 .
calculated the response for different tissue water contents (figure 62) 
and the most important point to notice is that there is no unambiguous 
relationship between the response (which measures the intensity on the 
image) and either the relaxation times or the water content. For example, 
with repetition times above 1.0 s the response is a direct indicator 
of the tissue water content, but for repetition times less than 1.0 s 
the response becomes scrambled. A high response in this region may be 
associated with either a high or a low water content, but it is impossible 
t o 'say from the image which. This is particularly serious in interpreting 
an NMR image because it means that nothing sensible can be said about 
the tissues by looking at the image. Between 0.1 s and o.3 s the response 
for tissues with water contents above 60% is inverted so that high water 
content gives a low signal, but at least the relationship is unambiguous. 
In the steady state free' precession region of very short repetition
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times the response once more becomes directly related to the water 
content. It is important to notice that bulk body fluids like blood, 
which have a high water content, and tissues with lower water content 
than most, like bone marrow, will have a very different response from 
the normal range of the soft tissues. However, in this work I am only 
considering the soft tissues. There are two conclusions which arise 
immediately from the nature of the response I have calculated. First, 
if the image intensities are to bear an unambiguous relation to the 
tissue properties (eg water content) then the excitation method must 
be selected with some care. Three regions give such a response; the 
steady state free precession region of very Short repetition times 
less than 0.05 s , the 1 proton density map' region of repetition times 
longer than 1.0 s, and the intermediate region of repetition times 
between 0.1 s and 0.3 s. It is not sufficient to select an arbitrary 
repetition time and expect to be able to interpret the resulting image. 
Secondly, even in the unambiguous regions the response can be inverted, 
and this must be considered in interpreting the image. These conclusions 
are of enormous importance for NMR imaging and are perhaps the most 
significant results of the work I have described in this thesis. A 
further important point is that the simple models for the response 
described in chapter III do not give any indication that the type of 
scrambling of response shown above can occur, and using these models to 
interpret NMR images can be highly misleading. An example of the kind 
of confusion which can occur is given by the statement, which is 
commonly made in published work on NMR imaging, that free precession 
scans with short repetition time (less than 0.1 s) 'emphasise tissues 
with a short T^1 (ref. 108). That this is not true can be seen 
immediately from the response I have calculated; in fact at short
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repetition times it is the tissues with long T (and hence high water 
content) which are emphasised. The statement would be true for 
intermediate repetition times between 0.1 s and 0.3 s, but the very 
common identification of fast repetition times with emphasising short 
T^'s is not at all true in reality (ref. 49).
I have also calculated the expected response to the spin echo method 
(figure 63). In this method, there are two variable parameters; the 
pulse spacing and the repetition time T^. One feature of the spin 
echo response (with T  = 0.01 s) is strikingly different from the free 
precession response. The response now shows an unambiguous link with 
the water content, and this would make interpretation of NMR images 
much clearer.
The inversion recovery response (figure 64) again Shows some scrambling 
of the tissues. For pulse spacing T  = 0.4 s the response is always 
positive and a high response indicates a low water content.
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Figure 62. The response of biological tissues to the free precession 
excitation method is not simple to interpret. For repetition intervals Tr 
which are less than 1•0 s the image intensity becomes scrambled and undergoes 
an inversion before becoming directly proportional to the water content 
again at repetition intervals less than 0 * 0 5  s.
1-0
Figure 63• The spin echo response of biological tissues is unambiguous •' 
The illustration shows the calculated response for biological tissues 
with the indicated water contents to a spin echo sequence with - 0*01 s. 
The inset shows the dependence on T  for Tr = 1*0 s.
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Figure 6 4 a, The NMR response of biological tissues to the inversion recovery 
excitation method increases as the pulse spacing increases# The illustration 
shows the response with repetition:? time Tr = 1*4 s,
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Figure 64b. The NMR response of biological tissues to the inversion 
recovery excitation method decreases as the repetition time increases# 
The illustration shows the response for a pulse spacing ^  = 0*4 s#
Ill DISTINGUISHING HEALTHY AND CANCER TISSUES
1. The nature of the problem In order that NMR imaging should be able 
to distinguish cancer from healthy tissue, the intensity of the cancer on 
the image must be different from the intensity of the surrounding host 
tissue. There are two classes of cancer from the point of view of NMR 
imaging, and the problems of detection are rather different. Those 
tumours which have NMR properties outside the range of all normal tissues 
can at least in principle always be distinguished from their host tissue 
by NMR imaging, no matter where they arise. For those cancers which 
have NMR properties within the normal range, the possibility of detection 
depends on the tumour site. For example, the two Morris hepatomas 
(liver cancers) studied by Hollis (ref. 106) had relaxation times longer 
than healthy liver, but similar to the thigh muscle in which they were 
sited (figure 65). These tumours could be distinguished from normal 
liver but not from the muscle in which they arose. Clearly cancer can 
only be distinguished by NMR imaging if its NMR properties differ from 
the surrounding tissues and if the properties are the same it cannot be 
distinguished at all by NMR imaging; this would be the case for Morris 
hepatoma 7800 sited in thigh muscle.
There are two possible approaches to the problem of detecting cancer by 
NMR imaging; to measure the NMR properties directly, or to produce maps 
in which the cancer appears differently from the surrounding tissues.
I have considered both approaches below.
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2. Relaxation time maps If NMR imaging is used to produce maps of the 
NMR relaxation times then clearly any difference between cancer and 
surrounding tissues will be shown directly and if the properties are 
different the cancer will be detected (figure 66). This method has not 
been much used for detection of cancer, although Young (ref. 26) has 
published maps of the in the head which show very good contrast 
between grey and white matter. The main reason for not using T^ maps
to detect cancer is that the method requires at least two images for 
each map, and the increased risks of patient movement during the scan 
make other, quicker, methods more desirable. Also, it is shown in 
chapter IV that the errors on T^ and T^ maps are of the order of 10%, 
and this makes fine discrimination between tissues impossible. However, 
T^ and T^ mapping is the only certain way of detecting a difference 
in the NMR properties if it exists, and its use can be expected'to 
increase in the future.
3. NMR imaging The more common application of NMR imaging is to 
produce an image where the intensity from the cancer is different 
from surrounding tissues. In this case, unlike T^ and mapping, the 
ability to detect a cancer depends very much on the excitation method 
used. For example, the difference in response is very small for the 
free precession method with a repetition time of 0.05 s and it would 
be very difficult to detect a cancer using this method (figure 62).
Also because of the scrambling which I have shown can occur, over a 
range of repetition times for bothtthe free precession and inversion 
recovery methods the response from tissues with very different properties 
can be the same (figure 64). For example, using the inversion recovery 
method with T  = 0.7 s and a repetition time of 1.4 s the response from
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tissues with water content of 60% and 80% is the same, but different 
from other tissues with 70% and 90% water content. A cancer with 80% 
water content could not be distinguished from healthy tissue with a 
60% water content using this method. That this effect can be very 
important in practice is shown by two NMR images taken on the Hammersmith 
Hospital scanner. Both images show the same slice through the head of 
a patient with a brain tumour at the back of the head; but in the 
inversion recovery scan (figure 67) the response of the tumour is not 
different from the healthy tissue, while in the spin echo scan (figure 68) 
the tumour response is obviously higher than the response of surrounding 
brain tissue. In this instance the inversion recovery scan is not a 
good way of detecting the presence of the tumour. It is interesting to 
note that despite the tumour itself not being distinguished in the 
inversion recovery scan its presence is still detectable because-of the 
distortion of surrounding tissues; so the NMR response is only one factor 
among many which would be used by a physician in interpreting an NMR 
image.
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Figure 65. Hollis (ref. 106) measured for two Morris hepatomas, Morris 
7800 (M7) and Morris 3924A (M3) which were implanted in the thigh muscle 
of rats. was different from healthy liver (hepatomas are liver cancers) 
but similar to the thigh muscle.
cysts
Figure 66. If NMR imaging is used to produce calculated maps of the 
true NMR properties, differences in the tissues are shown directly. The 
illustration shows a T 1 map from the nammersmith Hospital scanner. The 
different T^'s are clearly shown, and the small white dots in the liver 
(dark region on the left) indicate the presence of liver cysts.
tumour
Figure 67* The NMR response of healthy brain tissue and tumour can be 
the same using the inversion recovery method. The illustration shows a 
brain scan from the Hammersmith Hospital scanner using the inversion recovery 
method. The tumour response is the same as the healthy brain tissue, 
although the presence of the tumour can be deduced from displacement of the 
normal brain tissues.
tumour
Figure 68. The NMR response of healthy brain and tumour can be very 
different using the right excitation method. The illustration shows the 
same brain section as figure 67* but imaged using the spin echo method. The 
tumour response is now clearly different from the healthy tissue.
IV THE BEST IMAGE
1. Defining the best image It is obvious from what I have said above 
that the 'best' NMR image will depend on the particular situation; 
it is also not clear how to define what is meant b y ’the"* best' image.
For this purpose I have considered the performance of an NMR scanner 
to be fixed except for the choice of excitation method. In particular 
the resolution, the thickness of the image slice and the noise level 
will all be assumed to be fixed. This corresponds to the real situation 
with medical NMR scanners. Given all these assumptions the only 
difference between the excitation methods is in the size of the response,
There are at least two different ways of assessing the quality of an NMR
image in terms of its intensities. First, it may be important to
produce an image where the level of random noise fluctuations is as
small as possible compared to the intensities of the image. In other
words the signal to noise ratio must be as high as possible. This would
be the case for example where the shape of tissues was important, or
where a cancer was being looked for by the distortions of healthy
tissueswhich it causes. The measure of image quality in this case is
the signal to noise ratio (S/N) = R/n where n is the root mean 
6 rms rms
square (rms) noise level on the image and R is the image intensity.
The second case is quite different and is applicable in cases where the 
contrast between tissues is important. This is more relevant to the 
usual uses of NMR imaging, because good contrast between tissues is one 
of the reasons for using NMR in the first place. In order that two 
tissues can be distinguished the difference in their response must be 
as large as possible compared with the noise. This is a very different
requirement from maximum absolute signal to noise. It can be measured
by what I have called the 'contrast to noise ratio' (C/N). For two
tissues with responses R(l) and R(2) the contrast to noise ratio is
just the difference between the respective signal to noise ratios
(C/N) = (R(l) -*R(2))/n .
rms
It is important to notice that the siggal-to-noise ratio is increased
y
by signal averaging by a factor of Nowhere is the number of averages. 
This leads to two possible ways of performing the imaging experiment; 
depending on whether the number of averages is fixed or not.
2. Fixed number of averages If the number of averages is fixed the 
signal-to-noise ratios for the different excitation methods are simply 
the NMR response curves derived above (figures 62,63,64). The highest 
signal-to-noise ratio is obtained using free precession with long 
repetition times of 1.0 s. For the spin echo method the highest 
signal-to-noise is obtained by using long repetition times and decreases 
as the pulse spacing is increased (figure 63). For the inversion 
recovery method the highest signal-to-noise ratio occurs with short 
repetition times and passes through a minimum at pulse spacings of 
about 0.2 s (figure 64).
With all three excitation methods the contrast-to-noise is highest for 
long repetition times. The simple free precession method performs 
best on signal-to-noise but worst on contrast-to-noise; the maximum 
contrast-to-noise ratio between tissues with 60% and 80% water content 
is 0.3 for the free precession method with a repetition time of 1.5 s, 
compared with o.4 for the spin echo method with repetition time 1.4 s 
and pulse spacing 0.01 s' and 0.4 for the inversion recovery method with 
repetition time 1.4 s and pulse spacing 0.4 s.
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It is interesting to notice that the best contrast-to-noise for a fixed 
number of averages with the inversion recovery method is obtained with 
exactly the conditions which have been arrived at empirically for the 
Hammersmith Hospital scanner (ref. 26), the same is true for the free 
precession method (ref. 26). This indicates that my predictions do 
correspond with what is found in practice.
For a fixed number of averages the total scan time will depend on the 
repetition time.
3. Fixed scan time Using a fixed number of averages independently
of the excitation method does not give a complete comparison between
the different methods. In practice the total available scan time may
be held approximately fixed and for short repetition times it is
possible to take more averages in the same total scan time./ The number
of averages which can be taken is N = T, ,/N T where T, , is the 
& av tot e r tot
allowed scan time, T^ is the repetition time and is the number of 
signals which need to be measured. For example on the Hammersmith 
Hospital scanner 180 different signals are measured and the number of 
averages which can be taken in a total scan time of 4 minutes is 1 with 
a repetiton time of 1.4 s or 2 with a repetition time of 0.7 s.
Obviously the number of averages can only be a whole number, but in
practice the total scan time can be varied slightly to always accommodate
a whole number of averages. I have followed the approach of Ernst
(ref. 109) in defining the number of averages per unit time N 1 and
av
allowing this to be other than a whole number; this then provides a 
measure of how efficiently the signal-to-noise ratio is increased, 
allowing for the variations in scan time to accommodate always a whole
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number of averages. The number of averages per unit time is N ' = l/T
av r
y
and the signal-to-noise ratio will be increased by a factor 1/T^; in 
common with Ernst (ref. 109) I have called this increased signal-to-noise 
the 'signal-to-noise per unit time'. Both the signal-to-noise per unit 
time and the contrast-to-noise per unit time are measures of the 
efficiency of the excitation method when signal averaging is used to 
fill a total scan time which is fixed. I have again normalised to 
unity the signal-to-noise per unit time which would be observed from 
a single average on pure water using a single 90° pulse for each 
measurement.
The behaviour of the signal-to-noise per unit time (S/N)^ and the 
contrast-to-noise per unit time (C/N)^ is quite different from that 
of the signal-to-noise and contrast-to-noise for a fixed number of 
averages, and they reflect more realistically what happens in an NMR 
imaging experiment.
I have calculated the signal-to-noise per unit time and the contrast-to 
noise per unit time for each of the three excitation methods with 
different tissue water contents. For free precession (figure 69) (S/N)
1
reaches a definite maximum with a repetition time of 0.2 s for 60% 
water content, and 0.7 s for 90% water content. This is very different 
from (S/N) which reaches a maximum for long repetition times (figure 62) 
and illustrates the dangers of neglecting the benefits of signal 
averaging when comparing excitation methods. For short repetition 
times the behaviour is even more striking (figure 70). At about 0,02 s 
(S/N) reaches a minimum, and for shorter repetition times shows a rapid 
increase reaching as high as 5.0 at 0.001 s. This increase in (S/N)^ 
is well known (ref. 110)' and arises because the response for very short
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repetition times reaches a limit while the reduction of noise by 
averaging continues. The method of NMR imaging by steady state free 
precession (ref. 110) uses short repetition times to achieve high (S/N)^ 
through signal averaging. Unfortunately the gains which can be achieved 
in this way are'limited. It is shown in chapter II that the signal-to- 
noise ratio is proportional to the square root of the interval between 
samples, so long as truncation of the signal dominates the resolution.
In the steady state free precession methods the time between pulses 
is restricted, and the sampling interval A t  = T^/N is also limited, 
where N is the number of samples which must be taken. In NMR imaging 
experiments using other methods of excitation typically t = 0.0002 s 
to make truncation dominate the resolution, and the number of samples 
N = 128, so that the total sampling time needed is 0.025 s. For the 
steady state free precession methods with repetition times shorter 
than 0.025 s the sampling interval must be reduced and the signal-to- 
noise is consequently decreased.
For the spin echo method (figure 71) (S/N)^ reaches a maximum at 
about 0.2 s with a pulse spacing of 0.01 s for all tissues. It is 
interesting to notice that despite changes in the (S/N)^ the contrast- 
to-noise per unit time remains roughly constant at 0.4 between 60% 
and 90% water content.
For the inversion recovery method (figure 72) (S/N)^ reaches a maximum 
for short repetition times but (C/N)^ increases with longer repetition 
times.
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(S/N) per unit time
■frlgure 6 9 • i'or the free precession method the (s/n) per unit time reaches 
a maximum for repetition intervals of 0*2 s (for 60 %  water content) and 
.0*7 s (for 9 0  %  water content). This is quite different from the simple (S/n) 
ignoring the benefits of signal averaging within a fixed scan time.
(S/n ) per unit time
T
r
j’igure 70. The (S/N) per unit time increases for very short repetition 
intervals because the signal reaches a constant steady state value while 
signal averaging continues to reduce the noise.
(s/n ) per unit time
.60%
Figure 71« For the spin echo method (S/N) per unit time reaches a 
maximum at about 0*2 s for all tissues. In this method (c /N )y  remains 
constant despite changes in (S/n )^ . This makes the spin echo method a good 
choice when both signal to noise and contrast are required in the same image.
(s/n ) per unit time
Figure 72, For the inversion recovery method with *** = 0«4 sf (S/n )^  
reaches a maximum for short repetition times but (o/N)^ reaches a maximum 
for long repetition times.
V SUMMARY
The results of this chapter are very important and it is useful to 
present a summary here. The conclusions can be arranged under three 
headings which correspond to the questions which I asked in the 
introduction to this chapter:
1. Response of tissues to imaging I have shown that in general the 
relative intensities of different tissues on an NMR image does not 
provide an unambiguous guide to the properties of the tissues. In 
particular the free precession method with repetition times between
0.25 s and 0.9 s and the inversion recovery method with repetition 
time of 1.4 s and pulse spacings longer than 0.5 s both give image 
intensities which are 1 Scrambled*: a high intensity means intermediate 
water content, while a 'low intensity can mean either high or low water 
content. Some regions do exist where the intensities are a guide to 
the tissue properties and these are the regions which should be used 
for NMR imaging experiemtns. I have shown that it is very important 
that the excitation method is precisely specified in order that an NMR 
image can be interpreted in terms of properties of the tissues; and 
simple models of NMR response can be highly misleading.
2. Detecting cancer I have shown that cancer can be detected by T 
and Tg maps produced by NMR imaging, provided that its relaxation times 
differ by more than 10% from surrounding tissues. I have also shown 
that cancer can be detected using NMR imaging if its properties are 
different from surrounding tissues, provided that an excitation method 
is selected which gives a different response from the cancer than the
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surrounding tissues. I have indicated how such a method can be predicted 
in advance from the observed properties of biological tissues.
3. Predicting the best image I have suggested two criteria for 
assessing the quality of an NMR image. Either the signal-to-noise or 
the contrast-to-noise can be maximised. I have shown that these criteria 
depend on whether a fixed number of averages or a fixed total scan time 
is set. I have shown that the ‘best1 excitation method can be predicted 
by modelling the response of tissues to NMR imaging, and I have provided 
calibration curves which enable such a method to be chosen.
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CHAPTER VII
EXPERIMENTAL RESULTS
I INTRODUCTION
In this thesis I have pursued four main themes:
1. I have investigated the,response of samples in NMR imaging experiments 
theoretically and derived equations which relate the intensities of 
an NMR image to the NMR properties of the sample.
2. I have reviewed published measurements of the NMR properties of
biological tissues and described a simple model which related the 
observed relaxation times to the tissue water content.
3. I have combined my calculations of response to NMR imaging with the 
model of the NMR properties of biological tissues to construct a 
model which predicts the intensities on an NMR image for different 
biological tissues and the way the image intensities change as 
different excitation methods are used.
4. I have suggested criteria for testing the quality of NMR images by 
different excitation methods and‘I have constructed a model which 
predicts the quality of NMR images of biological systems.
The models which; I have derived can be tested experimentally and in
this chapter I describe how I approached this, and the results of the 
tests. I have found it convenient to describe the experimental work in 
three parts:
1. I measured the response of samples with known NMR properties to
the excitation methods used in NMR imaging, both directly from NMR 
signals and by looking at the intensities of NMR images. I also 
measured the response of tissues in a live rat's tail by NMR imaging 
where the properties of the excised tissues were known. I compared 
the measured response with my predictions and with models proposed 
by other workers.
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2. I tested the model for the NMR properties of biological tissues 
on live tissues using NMR imaging. I measured the relationship 
between relaxation times and tissue water content in live rats1 
tails and in an extensive study of human subjects. I compared the 
experimental results with predictions of the simple model for the 
NMR properties of biological tissues.
3. I tested the reduction of noise on an NMR image by signal averaging 
and compared the results with my predictions of the quality of an 
NMR image.
I will show that:
1. The equations Which I have derived to describe the response of 
samples to the excitations used in NMR imaging do describe the 
response which is measured experimentally both from measurements 
of NMR signals and on NMR images. I will'also show that previous 
predictions by other workers do not describe the observed response.
2. The simple model of the NMR properties of biological tissues does 
not explain the NMR properties of tissues in live subjects; I will 
discuss possible reasons for this and the implications for the work 
I have described earlier in the thesis.
3. The reduction of noise on an NMR image does correspond to theoretical 
predictions and consequently the model which I have developed to 
predict the best imaging method is valid.
157
II TESTING THE NMR RESPONSE
1. The measurements I have derived expressions which predict the 
response of samples with known NMR'properties to the excitations used 
in NMR imaging in chapter III. In order to test the validity of these 
expressions, which are different from those derived by other workers 
(ref. 26) I measured the NMR response for a variety of samples with 
known NMR properties and compared the observed response with my predictions. 
The NMR relaxation times of my samples were measured using the methods 
which I have described in chapter V, with an estimated error in T and 
T^ of less than 5%. I measured the NMR response in two different ways. 
First, I measured the height of the NMR signal for each sample and 
compared this with the height of the signal from the same sample 
immediately after a single 90° pulse. The error in measuring the height 
of the signal was estimated at less than 2%. The repetition times used 
varied over the range from 0.1 s to 1.5 s which would be used for NMR 
imaging experiments. For two samples, pure water and egg white, 
repetition times up to 10 s were used (figure 73). For all three 
excitation methods my measurements fell within 5% of the predicted 
values (figure 74), over the whole range of repetition times. I also 
compared these results with predictions from another model which has 
been proposed (ref. 26). The measured response does not fit these 
predictions. For the free precession and spin echo methods the results 
differ from predictions by 80% for pure water at repetition times of
0.1 s and by 50% at 1.0 s (figure 75). For the inversion recovery 
method the difference is 60% at 0.5 s and 30% at 1.5 s. However, the 
difference between this model and my own model becomes smaller for long 
repetition times and short relaxation times and for egg white the error 
is less than 1% for repetition times of 0.3 s or longer.
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The second measurement made was to test the NMR response on an NMR 
image. NMR images of simple phantom objects were produced using the 
small scale prototype NMR scanner, using the spin echo excitation 
method and the response was compared with my predictions. The intensities 
I observed fell within'10%'of. my predictions (figure 76).
2. Scrambling One of the most important predictions of my theory 
of response in NMR imaging was that the intensities on an image can 
become 'scrambled1 or even inverted depending on the excitation method.
I tested this prediction with a simple phantom consisting of egg white 
and egg yolk (figure 77). I measured T for-egg white as 1.2 s and
T = 0 . 1  s, while for egg yolk T = 0.4 s, T = 0.08 s. I estimated
2 ' 1 2 • - . ■
the concentration of water in white and yolk respectively at 90% and 70%, 
by comparing the height of the NMR signal immediately after a singe '90° 
pulse for equal volumes of egg white, yolk and pure water. Using the 
measured NMR properties I predicted that the egg white and yolk would 
be well resolved using the spin echo method with pulse spacing 0.01 s 
and repetition times of 0.9 s and 1.2 s, but not resolved at all with 
repetition time of 0.4 s. I also predicted that at 0.1 s the relative 
intensities of the egg white and yolk would undergo an inversion. All 
of these predicted features were shown by the NMR images (figure 78) and 
this illustrates that such inversions can and do occur as I have predicted.
3. Rats! I also measured the properties of the muscle tendons and 
connective tissue and skin excised from a rat's tail and used these to 
predict the appearance of NMR images of a rat's tail. I predicted that 
the relative image intensities for skin, connective tissue and muscle 
would remain constant with repetition times of 0.1 s, 0.4 s, 0.7 s and 1.0s.
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The NMR images show different behaviour (figure 79). The relative 
intensity of the skin compared with the connective tissue increases 
with decreasing repetition times, and the intensity for muscle is much 
lower than expected. NMR images have recently been produced of the 
abdomen of live* rats using the small animal NMR scanner at the 
University of Surrey (figure 80) and although the images at present 
show a large amount of noise it is hoped to extend these measurements 
to live rats soon.
The failure of the live rats' tails images to follow my predictions 
may be due to differences in the NMR properties between live tissues 
and excised tissues; I have discussed this possibility in the next 
section.
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Figure 73a* For egg white and pure water with = 1*2 s , - 0*1 s.and; 
i’^ = 2^ ~ 5 s respectively, the predicted response from the theory developed 
in this thesis matches the measured response to within 5 %* The illustration 
shows the measured response for pure water (circles) and egg white (crosses) 
together with predictions (solid lines) for repetition times up to 10 s.
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Figure 73b. The predicted response (solid lines) and the measured
response for pure water (circles) and egg white (crosses) agree to within
5 %  for the spin echo method up to repetition times of 10 s.
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Figure 75c* The predicted response (solid lines) and the measured response 
for pure water circles). and egg white (crosses) for the inversion recovery 
method with = 0»4 s for repetition times up to 10 s.
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Figure 74a* The free precession response for a selection of samples with 
different \wMR properties matches predictions within 5 %* The illustration 
shows the measured response for excised rat liver and kidney, distilled 
water, egg white and apple.
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Figure 74b. The measured spin echo response matches the predictions of 
the steady state model to within 5 %• The illustration shows the measured 
response for rat liver and kidney, distilled water, egg white and apple. 
The predicted responses are shown by lines.
1*0 signal
liver
kidney
apple
egg white' water
Figure 74c. The inversion recovery response measured on the University 
of Surrey prototype NMR scanner matches predictions within 5 %• The 
illustration shows the measured response for excised rat liver and kidney, • 
distilled water, egg white and apple. Predicted responses are shown .by lines.
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water
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Figure 75a. The response measured on the University of Surrey prototype 
NMR scanner does not match predictions from a model proposed by Doyle et 
al (ref# 14)* The illustration shows the measured response for pure water 
(circles) with T-j = T2 = 3 s and egg white (crosses) with T^ = 1*2 s, T2 = 0*1 
The predictions of the steady state model proposed in this thesis are 
shown as solid lines, while Doyle’s predictions are shown as dotted lines#
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0.0
Figure 75b# The measured response for distilled water (circles) with 
T.j as T2 = 3 s does not match predictions from the model proposed by 
Doyle (ref, 14) for the inversion recovery method# The predictions of the 
steady state model proposed in this thesis are shown as a solid line, 
while Doyle’s predictions are shown as dotted lines#
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Figure 75c* The measured response for distilled water (circles) with 
= T2 = 3 s and egg white (crosses) with T^  = 1*2 s, T2 = CM s does not 
match predictions from the model proposed by Doyle et al (ref, 14)» for 
the free precession excitation method* The predictions of the steady 
state model are shown as solid lines, while Doyle et al’s predictions are 
shown as dotted lines. Note particularly that Doyle’s prediction for pure
water is the lower dotted line
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Figure 76* The measured response from NMR images produced on the
University of Surrey prototype NMR scanner matches the predictions of the 
steady state model proposed in this thesis* The illustration shows the 
intensities measured from a simple phantom containing tubes of water dosed 
with copper sulphate to have the indicated relaxation times*
Figure 77• A simple phantom consisting of egg white (outer) with = “\»2 s, 
Tg = 0*1 s and egg yolk (inner) with = 0-4 s, ^2 = ^*^8 s shows how the 
image intensities can become ‘scrambled’ with different repetition times, 
fhe illustration shows four images of the egg phantom, taken on the university 
of Surrey prototype nMR scanner at repetition times of (left to right)
0»1 s, 0*4 s, 0*9 s and •^2 s.
white
1*0
Figure 7g. The steady state model for response predicts the scrambling 
of the egg phantom with the spin echo imaging method. The illustration 
shows the predicted response for egg white (dotted line) and yolk (solid 
line) together with the images produced.
Figure 79« According to predictions based on measurements of the NMR 
properties of the excised tissues the relative intensities on spin echo 
images for the skin, tendons and connective tissue in a rat’s tail should 
remain constant at all repetition times. This set of four images taken on 
the University of Surrey prototype scanner shows that this is not so. The 
images show a live rat’s tail, taken with repetition times of (left to right) 
1*0, 0*7* 0»4 and 0»1 s. :
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Figure 80. NMR images have recently been produced of the abdomen of 
live rats using the small animal scanner at the University of Surrey. This 
image shows the liver, spleen and spinal muscle, with part of the intestine 
lying across the liver.
Ill NMR PROPERTIES OF LIVE TISSUES
1. The measurements The model of the NMR properties of biological 
tissues which I have developed in this thesis is based on measurements 
.of. the-.NMR properties of excised tissues. Results have been shown in 
the previous section which suggest that the NMR properties of living 
tissues in a rat's tail differ from those of the excised tissues.
There is some evidence in the literature that this is so. Baroillhet 
and Moran (ref. 84) measured two components in mouse liver with different 
relaxation times and observed the long relaxation time component to 
change after death. Weismann (ref. 72) and Sandhu (ref. 70) found 
similar behaviour in mice tails and newts tails respectively. It seems 
likely that the long relaxation times are due to extracellular blood
in the tissues; when the tissues are excised the blood is squeezed out 
and consequently is not measured. The effect of this would be to change 
the NMR properties of living tissues'when compared with excised tissues.
I have used NMR imaging to measure the NMR properties of living tissues 
in live rats' tails and in human subjects.
2. Live rats' tails I have measured the NMR properties of the tissues 
in live rats' tails using NMR imaging. On the prototype NMR scanner 
the duration of a single scan of a rat's tail is 10 minutes, and this 
means that the animal must be anaesthetised to stop movement ..during the 
scan. Unfortunately the typical time for the rats to recover from the 
anaesthetic was also about 10 minutes and it was impossible to conduct 
two successive scans without movement of the animal in between. This 
meant that the T and T mapping methods used on the Hammersmith
JL Ct
Hospital scanner could not be applied to the rat's tail images. However,
the same method can be used if instead of calculating the and 
values for each point of the image the intensities for each tissue are 
measured and the T and T values are calculated by hand. This is the 
procedure I have adopted for the rat's tail images. I measured the T 
and T2 values f6r the skin, connective tissue and the muscle tendons 
in this way (figure 81). The relative water contents were estimated 
from an image taken with a repetition time of 1.0 s (figure 82). 
Unfortunately the measurements made in this way cannot be used to test 
my predictions of the response to imaging, because these predictions 
have been used in making the measurements. Two features are apparent 
from my results when compared with the measurements made on excised 
tissues. First, the relaxation times for all three tissues are within 
10% of the values for the excised tissues (figure 83) and secondly, 
the relative water content of the skin and connective tissue is much 
higher than for the muscle tendons. This is in complete contradiction 
to the simple model for the NMR properties of biological tissues which 
predicts that muscle, with a long T^, would have a high water content. 
The discrepancy may be due to the presence of blood in the skin and 
connective tissue in the live animal. I have discussed this possibility 
more fully later in this chapter.
3. Live human beings In order to test the simple model of the NMR 
properties of biological tissues in liv£ human subjects I made an 
extensive experimental study of NMR images produced during clinical 
trials with the Hammersmith Hospital NMR scanner. I used NMR images of 
49 different subjects, which makes this the largest study of the NMR 
relaxation times of live human subjects to date. In some cases the 
subjects had local disea'ses of the liver and for these scans I did not
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measure the and T of the liver. For each subject at least two
images were taken through the same abdominal section. These were a
'proton density map' using the free precession method with repetition
time of 1.0 s and an inversion recovery scan with pulse spacing 0.4 s
and repetition time 1.4 s. For some subjects a spin echo image was
also produced with pulse sapcing 0.02 s and repetition time 1.0 s.
For a few subjects other scans were available with slightly different
pulse spacings or of a different abdominal section. In all 105 free
precession images, 109 inversion recovery images and 16 spin echo images
were available; a total of 230 separate images. I treated the intensity
of the proton density maps as an estimate of the relative tissue water
content. This is, as I have shown in chapter IV, an approximation
because water is not the only contributor to the signals in NMR imaging.
However, for the tissues of the abdomen which I studied the fat '
contribution is less than 10% (ref. 93), and it is permissible to
neglect it. The overall error in measuring the water content will be
about 10% to 20%. The measurement of water content has been calibrated.
using phantom objects with known water density (constructed by mixing '
. ok »ey e­
water with deuterium^ to within 5%.
I calculated the relaxation time maps as described in chapter IV.
The error in relaxation time measurement has been calibrated with phantoms
of known relaxation times to within 10%. Where alternative images were
available of the same subject I calculated the T^ and T^ maps from
every possible combination of images to provide an extra check on the
consistency of results. For example, where two inversion recovery images
existed, two. T maps could be produced. In all I calculated 109 T^ maps
and 16 T_ maps. In all the images the liver, spleen and spinal muscle 
z
were visible (figure 84) and in most the two kidneys could be seen.
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The signal-to-noise ratio on the original images was better than 70:1 
and on the and maps was about 30:1.
4. Variations within an individual As with the review of published 
measurements I was concerned to establish the amount of variation in 
the measurements before drawing conclusions. I measured the variations 
within a single organ in a single individual by measuring the NMR 
properties for every point of the image within the boundary of an organ.
For relatively large organs such as the liver and spleen several 
thousand image points are contained within the boundary while for small 
organs like the kidneys only a few hundred points are involved. I have 
presented the results as a set of histograms showing how many times the 
NMR properties fell within a small range. For water content the variations 
were less than 10% (figure 85) for all the tissues X  measured. For T '■ 
the variations are less than 10% for all the tissues except the kidney 
(figure 86). The kidney T^ shows a tendency in some subjects to fall 
into two groups with the centre of the kidney having a lower T^ than 
the outer part. This is probably due to a real difference in T^ between \ 
the inner part of the kidney (the medullah) and the outer part (the 
cortex), and on some of the original images these features can be seen.
The T^ maps show variations of up to 50% (figure 87) which are much 
larger than the 10% measurement erros and may indicate a real 
distribution of Tg within an organ.
There are two interesting features of the variations within an individual. 
First, both the water content and T ■ show a signficant amount of 
overlapping for all the tissues I have measured; only the T^ are well 
resolved. Of course it is not difficult to distinguish between the major
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abdominal organs even if their NMR properties are similar, because 
their shape is recognisable and their boundaries are well defined; 
however, if this degree of overlapping occurs also for cancer tissues 
it will make the detection of cancer more difficult. The second 
interesting feature I will discuss in more detail later on, but I 
point it out here because of its importance to this investigation.
It is already clear by comparing figures 85 and 86 that the tissues with
high water content do not have the longest relaxation times. It can 
be seen in particular that for liver, spleen and muscle a high mean 
water content is associated with a long and , but the kidney 
with the lowest water content also has the longest -T . This suggests 
that the simple model for the NMR properties of biological tissues does 
not hold for live tissues.
5. Variations betwen individuals For each of the 49 individuals
in this study I measured the overall' mean NMR properties for each organ 
by taking the average over all points of the image within the boundary 
of the organ. The water content shows variations of up to 50% (figure 88)
which are larger than the errors and I have suggested that these
represent real variations* Because the image intensities are only a 
relative measure of water content it is possible that there are 
systematic errors caused by changes in the scanning machine betwen 
patients. However, there are two reasons for rejecting this possibility. 
First, calibration of the water maps over a period of 6 months during 
which the scans were taken shows systematic variations to be less than 
10%, and secondly any such variation in the machine would affect all the 
water contents measured for a given individual. There is no evidence 
that the variations in tissue water contents are consistent within an
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individual (figure 89). Such large variations in water content could 
be due to variations in the blood content of organs or to other causes 
which I have not identified. and show variations of 10% which 
are of the same order as variations within an individual.
6. Relaxation and water content One of the important models I have 
supported in this thesis is the simple model of-T ■ and T ’ linked to the 
tissue water content based on measurements of excised tissues. First 
with the measurements of the properties of live rats' tails and now 
with the observed properties of live human tissues this model is thrown 
into doubt. It is already clear from examining the spread of and 
water contents in a single individual (figure 85) that the simple 
model does not hold for live tissues. However, a study which includes 
only four different organs cannot be regarded as complete. For this 
reason I extended the study to include NMR images of human arms and 
legs, as well as other tissues in the abdomen. The range of and water 
contents which I have measured is quite wide (figure 90) but there is no 
evidence to support the simple model in live human tissues.
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Figure 81. The ratio of the intensities of two imMR images taken with 
different repetition times can be used to calculate the relaxation times.
The illustration shows the ratio of intensities for spin echo images with 
pulse spacing = 0 * 0 1  s and repetition times of 1*0 s and 0*3 s respectively. 
The measured ratios are shown for muscle, connective tissue and skin in 
the tail of a live rat, and for egg white and egg yolk.
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Figure 82, The relative water contents of the tissues in a live rat’s 
tail can be estimated from the intensities of a 'proton density map’, taken 
with a repetition time of 1*0 s. This image was taken on the university of 
Surrey prototype NMR scanner and shows the skin, connective tissue, muscle 
tendons and bone marrow.
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Figure 8 %  The relaxation times for tissues in a live rat's tail, 
measured from the ratio of intensities of two n MR images, are within 10 %  
of the measurements for excised tissues.
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Figure 84» and maps produced from images of the human abdomen on 
the Hammersmith Hospital scanner show the liver, spleen and spinal muscle.
Many images also show the kidneys. This image is a T^ map of a female subject.
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Figure 85> The water content in organs of a single individual shows 
variations (expressed as a standard deviation) of less than 10 %. i’he 
illustration shows the relative water content for four abdominal organs 
measured using a proton density map from the nammersmith Hospital NMR 
scanner. The results are shown as a histogram plot of the number of measurements 
falling within range of the indicated water content.
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Figure 86. T^  in organs of a single individual varies by less than 
10 %. These measurements were made on abdominal organs using maps from 
the Hammersmith Hospital HMR scanner.
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Figure 87« The variations in Tg within the organs of a single individual 
are up to 50 %. These, measurements were made on T£ maps from the iiammersmith 
Hospital NMR scanner*
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Figure 88, The water content of organs varies between different indiviuals 
by up to 50 %, These measurements show water contents for organs of 49 
different individuals.
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Figure 89> The variations in water content between different individuals 
are not consistent for all organs in each individual. These measurements 
show the relative water contents measured on the Hammersmith Hospital M R  
scanner for four different individuals. There is no consistent effect.
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Figure 90. There is no evidence that the relaxation times for tissues 
in live subjects are related to the tissue water content. This illustration 
shows the T^ and water content for seven different tissues; no correlation 
is visible (compare this with figure 51 * which shows the same thing for 
excised tissues).
IV EXPLAINING THE DIFFERENCE
1. The nature of the problem The evidence against the simple model 
to explain the NMR properties of tissues is puzzling. The evidence 
from measurements on excised tissues for at least an approximate 
relationship between T^ and T^ and the tissue water content is strong 
(ref. Ill); but the evidence presented above for the absence of any 
such relationship in living tissues is equally strong.
That there should be a difference between live and dead tissues is 
perhaps not surprising. The most obvious difference in the measurements 
reported here is that all blood is squeezed out of the excised tissues 
before measurement. In live.subjects this blood may represent up to 
20% of the total weight of the tissue and up to 25% of the total tissue 
water, distributed throughout the tissue in the capillary system.
Clearly such a large amount of water can account for quite significant 
changes in the tissue properties.
2. NMR~ of blood The NMR properties of blood have been measured by 
several workers. Battocletti (ref. 112) measured T^ of 0.6 s for fully 
oxygenated blood and 0.4 s for partially oxygenated blood. He explained 
the differences as due to the fact that haemoglobin in the blood is 
paramagnetic in its deoxygenated state and hence can contribute to 
relaxation. McLachlan (ref. 78) measured T of blood plasma as 1.48 s 
and T2 as 0.565 s for normal plasma, with variations of 5% for patients 
with cancer. Floyd (ref. 77) found T^ of 1.37 s for blood plasma with 
variations of 15% for animals with cancer. Sandhu (ref. 70) measured 
T^ of 0.8 s for whole mouse blood. It seems a reasonable guess to
suggest that for whole blood in the magnetic fields of 0.1 T used 
for NMR imaging is about 0.6 s with T of 0.2 s, depending on the 
condition of the blood.
3. The effect of blood in a tissue The presence of blood in a tissue
will alter the response to imaging. The response of the blood will be
added to that of the tissue and the relaxation times measured by NMR
imaging will depend on the amount of blood in the tissue. The observed
relaxation time will be a combination of the tissue relaxation time and
the blood relaxation time. I have calculated the effect on the T^ maps
produced by the Hammersmith Hospital scanner of different amount of
blood in the tissues (figure 91). I have taken the' measured T„ and T
1 - 2
values as estimates of the relaxation times of the tissues to start with. 
The relaxation times which are measured are affected surprisingly little 
by the presence of the blood, with less than 10% change for the liver if 
it contained 10% of blood. The relaxation times are increased most for 
those tissues with short T^. The reason for this is that the signal 
from blood in the inversion recovery method is small because of its 
long relaxation time and ~the change it produces is correspondingly small. 
The changes which 10% of blood causes in the tissue T^.and T2 are less 
than 10%, but this compares with more than 50% change for every 10% 
increase in intracellular water. For tissues with long T^ the change in 
the T^ with blood is even smaller. So if the tissue T^ measured by 
NMR imaging contains a significant fraction of blood, the T^ would be 
lower than expected from a measurement of the water content. In other 
words the presence of blood in tissues provides a mechanism for producing 
significant changes in the water content without correspondingly large 
changes in the T- values. This may be the reason for the apparent lack
168
of any relation between and water content for live tissues; the NMR 
imaging methods measure two components, the tissue intracellular water 
and the extracellular blood..
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Figure 91* The presence of blood in living tissues can cause errors in 
measurement of T^. This illustration shows the calculated increase in 
as a function of the amount of tissue blood supply.
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Figure 92, The reduction of noise on images produced on the University 
of Surrey prototype NMR scanner with signal averaging follows the predicted 
behaviour for white noise. The illustration shows the predicted reduction 
(solid line) and the measured rms noise on 5 images produced with different 
numbers of averages (circles).
V SIGNAL TO NOISE RATIOS
1. Measuring the noise It has been shown in previous sections in 
this chapter that the equations I have derived for the response of 
tissues to NMR imaging do describe the response which is observed in 
practice, although the simple model I have supported to explain the NMR' 
properties of tissues does not hold so well in practice. The theory 
which has been developed in the previous chapter to predict the appearance 
of NMR images of biological tissues will need some modification to take 
account of this failure, but the general principles on which it is 
based still hold; all that is necessary is to substitute the measured 
'NMR properties for my simple model. However, the concept of signal-to- 
noise per unit time which I have introduced does depend on the implicit 
assumption that the noise on an NMR image is reduced by signal averaging. 
This assumption is always made in NMR imaging, but in order to complete 
the test of my theory it is useful tb test its application experimentally.
I used the prototype scanner to produce 5 NMR scans where no sample 
was present but all other conditions were the same, using different 
numbers of averages up to 32 (figure 92). I measured the noise level 
by taking the root mean square image level over the whole image, and 
I found that the noise level did decrease as the square root of the 
number of averages.
To complete the test I also produced 3 scans of a simple circular 
phantom object with different numbers of averages and demonstrated 
that the resulting image level was constant within 10%.
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CHAPTER VIII
FUTURE WORK
I INTRODUCTION
In this thesis it has been shown that the NMR properties of excised 
tissues can be explained by simple model which describes the intracellular 
water, and that* the properties of living tissues are different from 
excised tissues and cannot be explained by the same simple model.
I have suggested that the difference is due to significant amounts of 
blood in living tissues, so that the intracellular water and extracellular 
blood form two separate components within the same tissue and the 
observed resonse is the sum of two separate responses. This model 
has two important consequences for NMR imaging; first, the NMR response 
of a given tissue becomes difficult to predict because it now depends 
not only on the NMR properties of two separate tissue components but 
also on their relative amounts. Secondly, all the methods of T^; and 
proton density mapping which I have described contain the implicit 
assumption that only one tissue component is present. Any measurement 
by these methods will give a weighted average of the properties of 
either component separately. This is clearly unsatisfactory for two 
reasons; first, in order to predict the response we need to know the 
NMR properties of each tissue component and this cannot be measured 
by existing imaging methods. Secondly, in clinical applications an 
apparent T , for example, which is longer than the ’normal1 range for 
a given tissue type could indicate a real increase in T^ for the tissue 
intracellular water, but it could equally well indicate an increase in 
T for the blood supply, or even simply an increase in the blood supply. 
This confusion arises because the imaging methods I have described 
cannot distinguish between separate components of the same tissue.
In order to extend the work I have described in this thesis we need a 
method of measuring the properties of each component separately in
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living tissues, and such a method does not exist at the moment.
The presence of two separate components in the same tissue should not 
be regarded only as a complicating factor and a nuisance. If the two 
components can be distinguished and their properties measured separately 
there is a great deal of extra information to be gained. It would be 
possible to measure not only the properties of the tissue intracellular 
water, which can be explained by the simple model, but also the quantity 
and condition of the tissue blood supply. This type of information may 
be of enormous clinical usefulness (ref. 3) and provides a powerful 
incentive for developing such methods in the future.
In this chapter I will indicate some possible ways in which the properties 
of each tissue component could be measured separately for living tissues 
and I will discuss the problems involved in making such measurements.
I will show that:
1. A modification to the simple spin echo imaging method will permit 
both T2 and the relative water content to be measured separately 
for both the tissue intracellular water and the blood supply.
2. 'Rapid scan1 imaging methods which are still in the process' of 
development may permit T , T and water content to be measured
JL &
separately for both the tissue intracellular water and-the tissue 
blood supply.
3. Methods which do not use NMR imaging but instead restrict the 
NMR response to a small volume within a subject may allow T , T
X
and water content to be measured separately for the tissue 
intracellular water and the blood supply.
I will discuss the modificatons which are necessary to existing NMR 
scanners to allow these‘measurements to be made.
II MEASURING TWO TISSUE COMPONENTS
It is shown in chapter V how two separate components within the same 
tissue can be distinguished by measuring either the spin echo or the 
inversion recovery response for many different pulse spacings '*'(figure 45). 
Both these methods have been described in detail elsewhere (ref. 51) 
but because this is.important in what follows I have considered it 
useful to describe the method here.
1. Tn discrimination If the spin echo excitation is applied to a
v-rs
system at equilibrium the size of the response at time 2 T  in idle centre
■ 7! " '
of the spin echo is just A T  = exp(-2°C/T2 ). If two components were
present; say liver intracellular water with T^ = 0.2 s,. T = 0.02 s
and water content P = 0.7, and liver blood supply with P = 0.2, 
b b
T^ = 0.6 s, T2 = °«2s; the response is the sum of each response 
separately.
A t  = P 1exp(-2'r/T2 ) + /3bexp(-2'T/T2 ) (28) *
The decrease in A ^  with longer pulse spacing t  is the sum of two
exponentials and the T2 and P values for each component can be found
by fitting different exponentials to the observed curve. In practice
the fitting is often done by a graphical method (figure 45). Plotting
the logarithm l n ( A ^ ) against the pulse spacing 't gives a curve which
can be fitted at its extremes by two straight lines. For short pulse 
b *
spacings T  4 T^ the response from the tissue blood component remains
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relatively constant and the slope approximates to - 2 / 1 ^  while for long 
pulse spacings T  > the response from intracellular water is small 
and the slope approximates to -2/T^. Extrapolating the straight line 
for long pulse spacings where the intracellular water response is small 
gives an intercept of- approximately ln( P^) which is a measure of the 
blood content. -
2. T discrimation- For the inversion recovery excitation the response 
after the 90° pulse is
Ar  = Pt(l - 2exp(-T/T1 ) + P h (l - 2exp(-T/T^) 
and v •
(A^ - A r  ) = 2 P* exp(-ft/r£1 ) + 2 P bexp(-nr/T^)
which is similar to equation (28) above for the spin echo method.
and P for each component separately can be found in just the 
same way as and P for the spin echo method.
3. Problems in practice There are three important points to notice 
about the 'graphical1 method for distinguishing different tissue 
components. First, to enable the fitting to be done a number of 
different measurements must be made with different pulse spacings .
In the crudest approximation only four samples would be needed, two
to define each straight 'line, but in practice defining a straight line
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by only two points is not regarded as satisfactory and between 10 
(ref. 70) and 50 (ref. 72) different pulse spacings have been used. 
Secondly, the sampled pulse spacings must cover the range at least
I. ^ u
from T  < T to *£• t for T measurement, and from 4 t to2 2 2 1
T  > for measurement (figure 45). For biological tissues this
means pulse spacings from below 0.02 s to above 0.1 s for and from
below 0.2 s to above 1.0 s for T ■ measurement. The necessary range 
will depend on the particular tissue being investigated. Thirdly, 
the size of the variations in response with pulse spacing must be 
greater than the noise level for accurate measurement, and this means 
that if very long pulse spacings are used where the response is small
i  -  *
the noise level must be low. The method of fitting a double exponential 
to inversion recovery and spin echo responses has been used successfully 
by Weismann et al (ref. 72) and by Sandhu and Friedmann (ref. 70) to
distinguish between two components of the same tissue in mice and
newts. Sandhu and Friedmann(ref. 70) apparently distinguished between 
blood and intracellular water in the liver of a live mouse. The graphical 
method for measuring two separate components of the same tissue has 
never been used in NMR imaging experiments.
4. The problem of imaging Although the graphical method provides 
a straightforward way of distinguishing between tissue intracellular 
water and blood in living tissues there are some problems when we try 
to apply the method to NMR imaging experiments. The basic difficulty 
is the length of time needed to perform a number of different 
measurements. In order that the system should be at equilibrium before 
each excitation cycle the repetition time must be long compared with 
T ; to return within 1% of equilibrium after a 90° pulse takes a time
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5T^, and for biological tissues with up to 0.8 s this is about 4 s. 
With the Hammersmith Hospital scanner, for example, 180 different 
signals must be measured for each image and the total scan time would 
be about 12 minutes. If we take 10 images with different pulse 
spacings the total scanning time will be over 2 hours and this is 
unacceptably long for the subject, who must remain still for this time. 
By reducing the number of signals measured for each image the time 
can be reduced, but at the expense of image resolution; for example 
10 images 64 points on a side, each needing only 64 signals, could be 
produced in % hour. This is still too long for a subject to remain 
still, especially since this is only the minimum scan time and in 
practice would probably be longer. In order to distinguish between 
the intracellular water and blood in living tissues we must look for 
faster methods than simple repeated images.
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Ill THE CARR-PURCELL IMAGING METHOD
1. The Carr-Purcell method The simple spin echo excitation method
uses a single 180° pulse to produce a single spin echo at time 2 Y  .
If the 90° pulse is applied to a system at equilibrium the magnetisation
at the centre of the spin echo is M(2T )' = D( HC )R(180)D( T  )R(90)ldM =
— o
A
-jM exp(-2TT/T ), where I have used the operator notation introduced
O u
in chapter II to describe the effects of rf pulses and subsequent 
relaxation. A modification to this method, suggested by Carr and 
Purcell (ref. 113), has been used in NMR spectroscopy for some years.
The 180° pulse is repeated at intervals 2 T  and the magnetisation at 
time 2n t  is M(2n/f ) = (D(^ )R(180)D(T ) )\(90)kMQ= -jMQexp(-2n%/T2 ), 
where ( )n means to apply the operator within brackets n times. The 
effect of the repeated 180° pulses is to produce a series:;of spin echoes 
whose centres are at time 2n ^  and whose heights are M exp(-2n^/T )
O 2
(figure 93). The exciting feature of the Carr-Purcell method is that 
the height of the nth echo is the same as if a single spin echo sequence 
with pulse spacing n had been applied, but all N echoes are produced 
without needing to wait 5T^ between excitation cycles. Now suppose the 
Carr-Purcell method were applied to produce NMR images, with each of 
the N echoes from each excitation cycle being used to produce a separate 
image. Then all N images can be produced in the same time as a single 
image, and the nth image has intensities the same as if a single spin 
echo image with pulse spacing n had been taken. For N images each 128 
points on a side* needing 128 signals for each image, all N images 
could be produced in a total time of 10 minutes. Each of these images 
will then represent a sample on the graph of response against pulse 
spacing, and and P can be measured separately for the intracellular
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water and the blood. Figure 94 shows what would be expected for a set 
of 24 Carr-Purcell images with = 0.008 s on the intracellular water 
and blood in liver. Both the relative water contents and the are 
well resolved for both components.
2. The Bruker NMR imaging systems The Carr-Purcell method applied to 
NMR imaging clearly provides an ideal tool for investigating the different 
components of living tissue, and to continue to work described in this 
thesis a method of this sort will be necessary. The biggest problem 
in implementing the method on existing NMR scanners is the need to 
produce a string of 180° pulses separated by intervals 2 ^  , and the need
' i '
to store large amounts of signal information. The first problem is 
not too serious, and requires only extension of the rf pulses generation 
system; for the University of Surrey scanners the present pulse generators : 
are capable of producing only four pulses per cycle but replacement of 
the commercial pulse generator will be straightforward; on commercial 
scanners like the Hammersmith Hospital scanner pulse generation is 
computer controlled and onljr a software modification is necessary. 
Unfortunately in these machines the use of selective excitation for 
slice selection means that each of the 180° pulses must be shaped 
to match the selected plane shape, and this may be technically difficult.
A more difficult problem to overcome is the need for large amounts of 
signal storage. If 2,4 images are taken with pulse spacing ^  - 0.1 s 
then each of the 24 spin echoes must be sampled and the values stored.
For an image 128 points on a side at least 128 samples must be taken of 
each echo, and with real and imaginary parts stored separately this 
means six 144 stored values for each excitation cycle. On the 
University of Surrey small animal scanner the amount of storage for
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signal samples is only 1024 points ana the necessary 6144 points cannot 
be measured and stored; however, this problem could be overcome by 
extending the available sample store. More importantly, by the end 
of the scan 128 different signals will have been measured and the 
number of stored values will be 786 432. This is greater than the 
available memory of the microNova and MP/200 computers used for the 
University of Surrey scanners, and of the computer used for the 
Hammersmith Hospital scanner. In order to implement the Carr-Purcell 
method of NMR imaging the available computer storage must be larger 
than existing NMR scanners..
It is clear that existing NMR scanners will require major modifications, 
especially to .computer storage and signal sampling, before the Carr-Purcell 
method can be used. However} there is some exciting news from the NMR 
company Bruker Spectrospin which may make such modifications unnecessary. 
Although many of the details of the new Bruker NMR scanners are classified, 
it is clear that both a whole body scanner and a small animal scanner 
will shortly be available ..which have been designed to use the Carr-Purcell 
method to produce at least 24 separate images (ref. 114). 24 images each 
128 points on a side have been produced (ref. 115) using the Carr-Purcell 
method with pulse spacings down to 0.008s, of both the human head and 
small animals. Although the application of the Bruker scanners to 
distinguish between intracellular water and tissue blood supply has not 
been suggested before the new scanner will be ideally suited to this 
work. The need I have shown for such measurements with the announcement 
of a new scanner which is suitable for the work will no doubt lead to a 
great expansion of this area of research in the near future.
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Figure 9 %  In the Carr-Purcell modification of the spin echo excitation 
method the 9 0 ° pulse is followed by a string of 180° pulses separated by 
2T. The effect is to generate a string of spin echoes whose heights are
within an envelope exp^-t/T2 )
slope.= (-2/t 2 ) = -66
Figure 94. Using 24 spin echo images produced by the Uarr-Purcell method 
with pulse spacing 0*08 s will allow the intracellular water and blood to 
be clearly d i s t i n g u i s h e d * i l l u s t r a t i o n  shows the calculated behaviour 
(circles) for liver with T2 = 0 * 0 3  s, with 20 %  of blood having T2 = 0*2 s. 
The intercept of the shallower line gives the amount of blood. An is the 
image intensity for the nth image.
IV RAPID SCAN IMAGING
1. An alternative approach Although the Carr-Purcell method for NMR 
imaging provides a powerful tool for distinguishing between tissue 
intracellular water and the tissue blood supply, only T2 and the 
relative water contents can be measured. For many purposes this may 
be sufficient information, especially in clinical applications where 
the amount of the blood supply may be the important factor. However, 
for a complete analysis of the two tissue components some form of 
measurement will be useful. The problem of excessively long scan times 
when several images are needed with different pulse spacings arises 
because each image requires a minimum number M of signals to be measured 
and the system must be allowed to return to equilibrium between each 
measurement. The Carr-Purcell method rather elegantly avoids this 
problem by making a whole set of measurements for different pulse 
spacings within each excitation cycle. A different approach may be 
possible by using imaging methods which do not require M different 
signals to be measured for each image. Mansfield (ref. 116) has 
demonstrated a rapid scan imaging method which does not use the method 
of reconcstruction from projections and which can produce an NMR image 
from a single excitation cycle.
2. Echo planar imaging The echo planar imaging method described by 
Mansfield (ref. 116) uses selective excitation to select a slice, and
a combination of constant and rapidly switched gradients during measurement 
to produce the image. The method has been fully described elsewhere 
(ref. 37) and it is not appropriate to include a detailed description 
here. The important point is that the image can be produced from a 
single excitation cycle. Ordidge (ref. 117) has produced images 32
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points on a side from a single excitation, but the method has not yet 
been demonstrated on the scale of a whole body scanner. Now if the 
90° pulse selective excitation pulse in echo planar imaging were preceeded 
by a 180° pulse, the method would be similar to the inversion recovery 
imaging method. Clearly then several images could be produced with 
different pulse spacings, using only one excitation cycle per image, 
and the total scan time could be very short indeed. For 10 images the 
total scan time need not exceed 40 s. If. the echo planar method can be 
used to produce inversion recovery images in this way (and this remains 
to be demonstrated) it would then be possible to distinguish between the 
intracellular water and blood with T as well as This possibility
has not been suggested before and it certainly deserves further study.
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V POINT MEASUREMENTS
1. Field focussing NMR A further possible method for distinguishing 
between tissue intracellular water and blood in living tissues was 
originally developed by Damadian (ref. 118) who used it as an imaging 
method, A similar technique has since been successfully applied by 
Gordon and Shaw (ref. 119) and Tanaka et al (ref. 120) to measure the 
NMR properties within a small volume inside a subject. The methods all 
use a form of selective excitation to limit the NMR response, but 
instead of selecting a slice with a linear magnetic field gradient the 
magnetic field is shaped to select only a Small volume. For example if 
the magnetic field at a given position within the subject is made to
satisfy the resonance condition but increases linearly in all directions
away from the point a spherical volume will be selected whose radius 
will depend on the strength of the gradient. Damadian (ref. 118) used 
a small selected volume to produce images by scanning the volume through 
the subject and mapping the size of the NMR response. Gordon and Shaw 
(ref. 119) used essentially the same methods to restrict the response 
to a small volume, but used conventional NMR techniques within the volume 
•to produce spectra showing the chemical shifts of phosphorous within 
the selected volume. Tanaka et al (ref. 120) have used a logical .
extension of the same method by using the selected volume to select
a region within a mouse which included the site of a tumour. They 
performed the graphical inversion recovery experiment on the selected 
volume and were able to distinguish between the tumour with T = 1.1 s 
and healthy tissue with T^ = 0.76 s.
2. Point measurement of and Clearly once the NMR response has
been limited to a small volume within a subject by selective excitation 
any NMR experiment can be performed on that region, including inversion 
recovery ana spin echo experiments. The possibility of selecting a 
small region within a subject and performing a series of NMR experiments 
on that region has been talked about for several years, but no effort 
has been made to achieve this aim. There are many advantages of this 
sort of measurement over imaging experiments. First, the approximations 
which are inherent in the use of NMR imaging are largely avoided; the 
measured response can be related to the sample NMR properties quite 
rigorously and in principle even the effect of selective excitation can ' 
be included. Secondly, there is no need for a number of signals to be 
measured as in imaging by reconstruction from projections, and this 
reduces the time needed for any given experiment by a factor of M at 
least. Thirdly, in clinical applications and the type of work described 
in this thesis the average properties of a particular tissue are of 
interest and variations within the tissue may not be important. In 
this case the fine resolution of imaging experiments may not be needed 
and a simple measurement over a selected volume which more or less fills 
the tissue of interest may suffice. In practice imaging would probably 
be used to locate the region of interest, with a point measurement facility 
for precise measurements within the tissue. Tanaka et al (ref. 120) have 
come close to this idea by making point measurements of tumour tissue 
in a live mouse, but their measurements do not use the full potential of 
the method. If instead of selecting a region which included both tumour 
and healthy tissue the selected volume was used as I have suggested, to 
isolate a region within a single tissue, then the intracellular water
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and the blood supply could be distinguished using spin echo and inversion 
recovery methods. The success of Tanaka's measurements shows that this 
proposal is certainly feasible, and the inclusion of a field focussing 
facility for detailed measurements would considerably extend”the power 
of the NMR imaging method.
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VI FUTURE NMR SCANNERS
I have shown that to extend the work I have described in this thesis, 
and to realise the full potential of NMR imaging, it will be necessary 
to measure the properties of tissue intracellular water and the blood 
supply separately. The Carr-Purcell imaging method will allow this to 
be done and should certainly be incorporated in future NMR scanners. 
Existing scanners will require major changes to the computer systems 
and to the provision for signal sampling. The future use of rapid scan 
imaging methods is not so clear because a full size imaging system 
using these methods has not yet been produced and the use of spin echo 
and inversion recovery sequences with rapid scanning has not been 
demonstrated. If these" objections can be overcome the rapid scan 
imaging methods will provide a necessary and power ful extension to 
current NMR scanners. The use of field focussing NMR, possibly in 
conjunction with imaging to locate regions of interest, is attractive 
because the necessary technology is simple and has been successfully 
used for several years in other applications. The FONAR scanner which 
has been developed by Damadian (ref. 118) already uses this method.
For other existing scanners the field focussing facility will have to 
be added on and this m i l  involve major changes to the design. 
Development of these methods should be a high priority in the near 
future of NMR imaging.
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CONCLUSION
I CONCLUSION
In this thesis I have tackled some of the important questions about 
NMR imaging of biological systems which have not been answered 
satisfactorily before. In particular I have tried to construct a 
model which can relate the appearance of an NMR image to the properties 
and constituents of the tissues, and which can be used to select the 
best imaging conditions for each'application. Throughout this research 
I have been careful to indicate where approximations are made and the 
conditions for which they are justified. In doing this I have produced 
a model for the process of NMR imaging by reconstruction from projections 
as a two dimensional Fourier transformation, which has the advantage of 
relating the measured signals very directly to the image, and of allowing 
the effects of practical limitations totbe included analytically in a 
clear and straightforward way. The achievements of this research can 
be summarised quite briefly:
1. I have shown that models which have been used for response to NMR 
imaging are not satisfactory and I have developed a hew model and 
confirmed it experimentally.
2. I have shown that the NMR properties of excised tissues can be 
explained by a simple model of the intracellular water; I have used 
this model to illustrate that interpretation of NMR images based on 
existing models of response can be totally misleading.
3. I have shown that the NMR properties of living tissues are 
significantly different from excised tissues, but the difference 
can be explained by the presence of a blood supply. I have 
suggested new experiments to distinguish between the tissue 
intracellular water" and the blood supply.
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It is clear that a lot of work remains to be done before the appearance 
of an NMR image can be related confidently to the tissue constituents 
and properties. In particular it will be important to follow up the 
work I have described here and the experiments I have suggested to 
measure the properties of each tissue component separately. It is 
encouraging to see that several recent papers have started to consider 
the sort of problems I have raised (refs. 121, 122, 123) and it seems 
likely that much more effort ^ will be devoted to this kind of work in 
the near future. In the meantime it is possible to draw several 
conclusions from the work I have described in this thesis:
1. The response of samples to NMR imaging can be described by a steady
'  'i
state model where the bulk nuclear magnetisation behaves periodically.
Other models which have been used up to now do not agree with the
experimental evidence.
2. The NMR porperties of tissue intracellular water can be explained 
by a model in which part of the Water is in hydration layers near 
large molecules and cell membranes, in rapid exchange with the rest 
of the water.
3. The NMR properties of living tissues are affected significantly 
by the tissue blood supply. It should be possible to measure the 
NMR properties of the tissue intracellular water and the blood 
separately and this would enormously increase the clinical value 
of NMR imaging.
4. The NMR properties of the soft body tissues are mainly due to water 
in the form of intracellular water and extracellular blood, but some 
contribution from fat (up to 20%) can be expected, depending on the 
tissue.
5. For biological tissues the response to imaging can be very confusing 
except for special imaging conditions which must be selected with
187 -
some care. Using existing models of the response to imaging can 
be misleading.
6. The NMR properties of some cancers are different from all healthy 
tissues but this is not true for all cancers. In some cases the
properties 6f the cancer may even be the same as the host tissue
and in these cases the cancer will not be detected with NMR imaging. 
To give the best chance of detecting a cancer the imaging conditions
must be selected carefully and it is not sufficient to use rough
'rules of thumb1 based on existing models of response to imaging.
7. The quality of an NMR image can be predicted using the models for
response which I have described, and this will allow the best 
imaging method to be selected for any given case. The conditions 
for maximum signal to noise ratio will be different from the 
conditions for maximum contrast.to noise ratio, and the best- 
conditions will also be different depending on whether the scan 
time or the number of measurements is fixed.
I t i s  important to notice how the work I have described in this thesis
shows clearly the dangers of using partially developed models to 
interpret the results of NMR imaging. In general the response of 
biological tissues is complicated; existing models can be misleading 
and should not be used.
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APPENDIX I
THE INDUCED ELECTROMOTIVE FORCE
APPENDIX 1
The electromotance induced by a precessing magnetisation 
The electromotive force induced in a receiver coil by a precessing 
magnetisation M(r‘,t) at r is given by the reciprocity theorem (ref. 22) 
as
E(r,t) = - d (B (r),M(r,t)) 
dt 0
where (r) is the magnetic field which would be produced at position r 
by unit current flowing in the coil. For a coil which produces a magnetic 
field B^ which is uniform over the whole sample and lies along the y axis 
the induced electromotance is
E(r,t) = - B d M_ (r,t) 
dt
and substituting the y component of magnetisation described by equation 
(24) this is
E(r,t) = B^U(r)(Mx (r,0)cos(io (r)t) - M^(r,0)sin( to (r)t))exp(-t/T2 (r))
+ Bc (M (r,0)sin(w(r)t) + M r(r,0)cos(to (r)t))exp(-t/T (r))
F T r )  x "  “ J ^
2 “
For biological objects typically Tg = 0.1 s while the frequency >> (r) =
7 —110 rad s , so the second term is vanishingly small. Also in nuclear 
magnetic resonance imaging experiments the frequency (r) varies by
only 2% or less, and can be approximated by the resonance frequency
to = , so that the induced electromotance is
o o
E(r,t) = B % B  (M (r,0)cos( lo (r)t) - M  (r,0)sin( to (r)t) )exp(-t/T_(r))
—  c c x — —  y —  — 2 —
The voltage which appears at the ends of the coil is proportional to the
induced electromotance (ref. Al)
v(r,t) = QB 1SB (M (r,0)cos( i-> (r)t) - M (r,0)sin( ui (r)t) )exp(-t/T0 (r))
—  c o x —  —  y — — 2 —
where Q is the quality factor of the coil (ref. A2).
APPENDIX II
PHASE SENSITIVE DETECTION
APPENDIX 2
Phase sensitive detection The voltage measured at the ends of the receiver 
coil in a nuclear magnetic resonance experiment is
v(r,t) = QB ^B (M (r,0)cos( to (r)t) — M (r,0)sin( u) (r)t))exp(-t/T (r)) 
c o x —  —  y “ — 2 “
and if the signal is passed through an amplifier whose gain is
A(t) = Acos( to t + fc) 
o
then the modulated signal has the form
v 1 (r,t) = AQBc t Bq (Mx (r,0)cos( ( - to(r))t - & )
+ M (r,0)sin( ( to - to (r) )t - )) exp(-t/T (r))y -  o -  2 -
+ AQB B (M (r,0)cos( (to + to (r )) t + ) + M (r,0)sin( (to + to(r) )t+ P>))
c o x - o - y - o -
2
exp(-t/T2 (r))
Passing this signal through a low pass filter with a cut off frequency such
that (to - to(r)) 4 to < (to + to(r)) removes the high frequency component,
o — c o  —
leaving the phase sensitive detected signal
v* (r,t) = AQB (M (r,0)cos(t-s 1 (r)t-£) + M  (rjCOsinfto1 (r)t-£) )exp(-t/T (r))— c ° x — . — y  -  2 •—
2
where the frequency tO'(r) = to (r) - LO .
APPENDIX III
THE STEADY STATE NMR RESPONSE
APPENDIX 3
The magnetisation after excitation The bulk nuclear magnetisation after 
a pulse of alternating magnetic field of duration t is described by
M'(t + t ) = R(o<) M ’(fe)
9 P -
where the rotation operator R( ) is defined by equation (Al).
In the absence of an alternating magnetic field the magnetisation is 
described by <
M*(t) = D(t) M'(0) + IkM (1 - exp(-t/T _))
— — o 1
where the relaxation operator D(t) is defined by equation (A^).
The bulk nuclear magnetisation at any time during the excitation sequence
. 1
can be calculated by straightforward matrix equations for each of the 
commonly used excitation methods.
Free precession The magnetisation at time t = 0 immediately after a
pulse in the free precession excitation sequence is
A
M 1 (0) = R( oc ) D(T ) M' (—T ) + M (1 - R(o() k
— r — r o 1
where M'(-Tr ) is the magnetisation immediately after the previous pulse,
and £. = exp(-T /T. ).
1 r r 1
iv
Under conditions of repeated excitation the magnetisation is the same 
after any pulse (ref. 51), M'(0) = M'(-T '), and substituting this in the 
equation above
M'(0) = {R-1 ( ) - D ( T J ) -1H (1 - £ Ik
— r o 1
—1
where (D(Tr ) ) applied to a matrix operator means to take the inverse 
matrix. . ;
The solution to this matrix equation is
£ sin©< sin to'T 
2 r
M 1 (0) = M Qjj ^-sino^l - £ncos o'T ) 
o fp | 2 r
cos (1 - £costJ'T ) + £ ( £
2 r 2 2
cos to‘T ) 
r J
■ i - ; £i ■
Qf =    ■
^ (1 - E^cosc^ (1 - EgCOSuJfT^) - ^2 (^i “ cosoC)( ^2 ~ c o s ° ITr )
where £  ■ = exp(- T ^ / ).
The transverse magnetisation immediately after the pulse is
M^(0) = M Qf sin esc exp (-t/T ) ( £ sin o'T - i(l - £ cos » t v ) )
•}* O  i p  6  i u  *
The response depends on the relaxation times as well as the equilibrium
magnetisation, and is periodic in frequency with period 1/T^.
v
Spin echo The magnetisation at the centre of the spin echo, time 2 ^  
after the 90° pulse is
M'(2T) = D(nr )r (180)D(T)R(90)D(T)M(2T -T ) + (l+D(rT)R(l80))M d-e, fk
— — r o 1
+ D('T )R(180)D('T )R(90)Mq (1-E )k
where M(2T - T ) i s ,the magnetisation at the centre of the preceeding spin 
echo, I is the identity matrix, and e^ = expC-^/T^), = expC-T/T^),
T = T^ - T. Under conditions of repeated excitation the magnetisation 
is the same at the centre of any spin echo, and M(2't') = M(2^ - T ).
The magnetisation at the centre of the echo is then
M(2T ) = ( R ^ d S O D ^ C T  )-D(T )R(90)D(T))-1M ((1-E„ )D(T )R(90)k '
— o 1
+ M (1 - e j k  + M ( l - e j R ^ d S O j D ^ C T  )k 
o 1 o 1
which is
The transverse magnetisation at the centre of the echo is
cp
M ,(0) = M Q exp(-2T/T )( L  sin«'T - i(l - £  cos^'T))
+  O  S w  £ Cj, Ct
where here the time t = 0 has been redefined to mean time 2't after the 
o
90 pulse.
Inversion recovery The inversion recovery pulse excitation'sequence is 
similar to the spin echo sequence except the spin echo interval T  is the 
inversion recovery interval T, and the spin echo interval T is the 
inversion recovery interval ( T  - T) (figure ]'L). The transverse 
magnetisation immediately after the 90° pulse is
•jp
M+ ,(0 ) = MoQir( - £ 2sin 1T 1 + i(l - X ^ o s w ’T')) -
1 - 2e„ + C.
1 1
^ir ” 1 - £ cos«'T' - £. £ ( £. - coso'T1)
c* JL c* £
Slow repetition rates The transverse magnetisation for all three excitation 
methods depends on the frequency u>'4 " The extent of this
dependence is determined by terms of the form expC-T^/Tg), which become 
small for slow repetition rates Tr ^ T2 * For slow repetition rates the 
frequency dependence can be ignored and the transverse magnetisations 
can be approximated by
— i sin ot(i - ^l)
..fp^x M
'+’ 1 “ £ i ^2 “ ( ~ £ 2 )c0Set °
V I 1
For biological tissues with typical relaxation times of T '<'0.1 s in 
magnetic field of 0.1 T, the frequency dependence can be ignored for 
repetition times of 0.1 s.
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A Review of the Magnetic 
Resonance Response of Biological 
Tissue and Its Applicability to the 
Diagnosis of Cancer by NMR Radiology
D. G. Taylor, Ph.D.
C. F. Bore, B.Sc.
Department of Physics, University 
of Surrey, Guildford, Surrey, England
A  review is given of the known response of animal tissues in 
terms of the N M R  parameters T, (the spin-lattice relaxation 
time), T2 (the spin-spin relaxation time), and D (the molecu­
lar diffusion coefficient). Correlation is made between the 
behavior of these parameters and water concentration varia­
tions in tissues, with particular reference to concentration 
changes in cancerous tissue. The correlation is discussed in 
terms of the various physical models for intracellular water. 
Finally, the significance of these results to the optimization 
of the N M R  radiological technique is examined.
Nuclear magnetic resonance (NMR) imaging, or 
Zeugmatography, as it has been named, has attracted 
a great deal of attention because it is believed to be 
nonhazardous and because its intrinsic contrast be­
tween soft tissues appears to be considerably higher 
than'that obtained using X-rays. The in vivo charac­
teristics of normal and cancerous tissues are not well 
understood. However, measurements in vitro indicate 
that the technique could provide a means of early de­
tection and sensitive monitoring of cancer.
Many nuclei possess both spin angular momen­
tum and a magnetic dipole moment. We know that, if 
these nuclei are placed in a steady magnetic field (60), 
their nuclear ground states are split into a number of 
discrete states having different energies correspond­
ing to the quantization of the nuclear spin angular 
momentum. The presence of such a set of energy 
levels may be detected by spectral absorption. If the 
quanta of electro-magnetic radiation applied exactly
Address reprint requests to Dr. D. G. Taylor, Department of 
Physics, University of Surrey, Guildford, Surrey, GU2 5XH 
England.
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match in energy the separation of the states, then a 
resonant absorption of energy occurs. This phenome­
non is called nuclear magnetic resonance. The energy 
or frequency of the radiation absorbed is related to 
the magnetic field B0 by fQ = (yl27r)(B0) where y is a 
constant, the gyromagnetic ratio of the particular 
type of nucleus [e.g., for hydrogen, 7/2x=42.6 
MHz/Tesla and hence f0 is typically in the radio fre­
quency range (10’s of MHz)]. However, it is conven­
tional in N M R  to work in terms of the angular fre­
quency: w0 = 27rf0. There are now many excellent texts 
(1-3) on N M R  and the newcomer to the field is re­
ferred to these.
The extension of the technique to produce im­
ages of the spatial distribution of hydrogen nuclei in 
biological systems relies on the linear relationship be­
tween the absorption frequency and the applied mag­
netic field. If a small additional linear magnetic field 
gradient is applied to the object under investigation, 
the frequency of absorption at a given point in the ob­
ject will depend on its location in this field gradient 
(co oc B oc distance). Because the intensity of absorption 
at a given frequency is proportional to the number of 
nuclei absorbing, it is readily seen that the absorption 
spectrum is in fact a projection of nuclear density or­
thogonal to the direction of the magnetic field gradi­
ent (Figure 1). A  series of these projections may be 
collected by rotating the direction of the field gradient 
and an image of the spatial distribution of nuclear 
density reconstructed in a manner directly analogous 
to that utilized in X-ray tomography.
Before proceeding with a review of the known 
N M R  response of biological tissue, it is appropriate to 
introduce several additional parameters frequently 
measured in the N M R  experiment.
1. The spin-spin relaxation time (T2). Classically, 
the application of a steady magnetic field B0 to 
the nuclei causes precession of the nuclear spins
CT: the journal of Computed Tomography, Copyright ©  University Park Press, 1981
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Figure 1. The absorption spectrum obtained from a 
three-dimensional object in.a static magnetic field B 
composed of a large homogeneous component B0 
plus a small linear magnetic field gradient Gz(x). All 
the nuclei in the plane at Xi absorb at A, all those in the 
plane at x2 absorb at h, etc. The absorption spectrum is 
equivalent to a projection of nuclear density per­
pendicular to the direction of the field gradient.
about B0. T2 is a measure of the phase coherence 
among individual members of a system of pre- 
cessing nuclear spins.
2. The spin-lattice relaxation time (T,). This quan­
tity describes the rate of approach of a system of 
nuclear spins to thermal equilibrium with its sur­
roundings.
3. Relaxation mechanisms. Spin-spin and Spin-iat- 
tice relaxation are induced by fluctuations in the 
local magnetic field Z?(t) at a nucleus. The correla­
tion time r is the characteristic time for the cor­
relation function B{0) B(t) of the local field to 
become effectively zero. In liquid water, for ex­
ample, the predominant effect is a modulation of 
intramolecular dipolar interactions by Brownian 
rotation of water molecules, in which case ris ap­
proximately the average time for a molecule to 
rotate through one radian, and
1 3 /  74fi2 \  /  r  4r  \
T, 10 \ r6 /\1 + o$t2+ 1 + 4o)g,r2 /
_1___3_ / y*h2 \ / 5t 2t \
T2 10 \ r6 / \^T + 1 + wq t2 + l+4o5§r2 /
where r is the distance between protons in a water 
molecule, 7 is the nuclear gyromagnetic ratio, co0 
is the nuclear precession frequency (s absorption
frequency) in the external field B0, and h = h/27r 
where h is Plank’s constant.
Translational motions may also modulate in- 
termolecular interactions .ris then approximately 
the time between molecular diffusion “jumps.” 
T, and T2 are given by equations similar to those 
above with a modified constant before each.
4. The translational self-diffusion coefficient D, 
which is a measure of the average rate of diffu­
sion of, say, a water molecule through the bulk li­
quid as a result of Brownian motion.
Investigations of biological tissue have been 
limited to elements having a large nuclear magnetic 
moment and a high natural abundance. Of these ele­
ments only hydrogen is likely to be imaged with an ac­
ceptable spatial resolution. To within a few percent 
the resonance response of hydrogen in biological tis­
sue in an imaging experiment arises from the water 
content of that tissue. The bodies of humans and ani­
mals contain about 70% water. Of this total body 
water, roughly 10%  is in the blood plasma, 20%  is in 
the spaces between tissues, and 70% is in the tissue 
cells as intracellular water. Intracellular water in bio­
logical tissue, including cancers, makes up 60% to 
90% of the total tissue mass. The remaining mass is 
composed of proteins, cell membranes, and the like; 
hydrogen nuclei in these large molecules have very 
broad absorption spectra and are not normally ob­
served by the imaging technique.
Although water constitutes such a large fraction 
of the weight of most biological tissues, little unam­
biguous knowledge is available on its physical nature 
within the cell. However, this knowledge is not critical 
for an appreciation of the useful application of 
nuclear magnetic resonance in radiology. The pur­
pose of this paper is to review the known, macro­
scopic N M R  characteristics of biological tissue and 
their modification by the cancerous condition, lead­
ing to an examination of possible optimization of the 
N M R  imaging method for diagnosis.
THE N M R  RESPONSE OF HEALTHY TISSUE
Very few measurements have been made on biological 
tissue in vivo, but a considerable amount of informa­
tion is available on N M R  properties of recently ex­
cised tissues. The bulk of these measurements have 
been carried out on laboratory animals (rats and 
mice), with a few measurements having been made on 
excised human tissue. N M R  relaxation times for 
water in biological tissue range from 2% to 40% of 
those of pure water (T,, T^S sec). The translational 
diffusion coefficient of tissue water is approximately 
50% of the value for pure water at room temperature;
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this is about the same as the diffusion coefficient of 
pure water at 0°C.
In the discrimination of different soft tissues it is 
the relative values of the N M R  parameters that are of 
paramount importance, not their absolute magni­
tudes. It is significant that the same pattern is ob­
served in in vivo measurements of Tj and T2 on both 
healthy mouse and rat tissues and at a number of reso­
nant frequencies. This is illustrated in Figures 2-4, 
which are compilations of data from a number of 
studies (4-9). Figure 2 shows the values of T,-1 (the 
spin-lattice relaxation rate) for the major organs 
within healthy mice. All values have been normalized 
to that of the kidney. Figure 3 shows similar plots for 
T2“1 (spin-spin relaxation rate). Again the values have 
been normalized to that of the kidney. It should be 
noted that the T2 values measured are consistently a 
factor of > 10 smaller than the Tj values, unlike the 
pure water situation where T,vr2. Figure 4 is a com­
parison between the normalized values of T,~‘ for 
mouse and for rat tissues. Strikingly similar behavior 
can be seen for the two animals.
Several questions arise immediately:
1. Is the pattern consistent within a given animal? 
The points plotted in Figures 2-4 are all averages 
of values from a number of animals, typically 5 to 
20. Hollis and co-workers (5) measured T, in five 
different organs for each of 10 healthy mice. To 
within experimental error all the measurements
T i(k id n ey )2.0
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Figure 2. A compilation of spin-lattice relaxation 
rates, normalized to that of the kidney, for healthy 
mouse tissues at a number of resonant frequencies: 
O, 2.7 MHz; x , 15 MHz, +, 24 MHz; A, 30 MH z  (4-9).
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Figure 3. A compilation of spin-spin relaxation 
rates, normalized to that of the kidney, for healthy 
mouse tissues at a number of resonant frequencies: 
O, 2.7 MHz; x, 15 MHz; A, 30 M H z (4-9).
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lute values of T, vary from animal to animal, but 
at a resonant frequency of 24 M H z  the overall 
pattern is always the same. For measurements in 
a given organ, maximum differences of up to 
20%  between animals were observed.
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Figure 4. A comparison of the normalized (to the kid-____ ,___________
ney) spin-lattice relaxation rates between healthy 
mouse and rat tissues at 24 M H z  (4-9).
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2. Is there a difference between animal strains? Var­
ious research groups have used different strains 
of mice or rats for their experiments. The com­
parison of these measurements with the objective 
of detecting differences between strains is obvi­
ously fraught with difficulty. Frey et al. (8), how­
ever, have measured T, for seven different tissues 
in two different strains of mice, C3H and swiss. 
Their results show particularly identical results 
from the two strains. Hollis et al. (5) carried out 
similar measurements for three strains of mice 
and obtained the same overall agreement but with 
substantially larger scatter in Tj values for a given 
organ.
3. Does the maturity of tissue modify the N M R  re­
sponse? Kiricuta and Simplaceanu (10) compared 
measurements of T, and T2 in liver, heart, and 
brain of 2-day-old rats and mature rats. Signifi­
cant increases, up to a factor of 2, in the magni­
tude of T, and T2 were observed for immature 
tissues. Similarly, Inch et al. (7) found a factor of 
2 increase in T, for pooled fetal tissue (spleen, 
kidney, muscle, and skin) compared with that for 
tissues from control mice. Their research also 
showed that significant increases in the spin-lat­
tice relaxation time occurred for regenerating 
liver (after partial hepatectomy) compared with 
normal liver in mature mice. Both research 
groups correlated these changes in T, with 
changes in the water content of the immature tis­
sue compared with mature tissues. This is dis­
cussed at length in the next section of this paper.
4. To what extent is the scatter of measurements 
within a given animal and between animals a real 
phenomena or a result in part of sample prepara­
tion techniques? The process of excising tissue 
necessarily introduces a degree of uncertainty. 
Again it is very difficult to compare the results of 
different research groups. The use of different 
strains of animal, different ages of animal, dif­
ferent sample preparation techniques, the extent 
to which organs still contain a significant fraction 
of blood, and the sampling of muscle tissue from 
different parts of the body of the animal could all 
contribute to the large variations, in published 
values of T, and T2. However, the same basic pat­
tern can be seen in all the published data and it is 
this pattern that is of major importance in the dis­
crimination of soft tissues.
The efficiency of spin-spin and spin-lattice relax­
ation mechanisms is dependent on the resonant fre­
quency. Several research groups have utilized this in
their investigations of biological tissue. In particular
Coles (4) measured T, and T2 of tissues from normal 
and tumor-bearing mice at 2.7 MHz and 15 MHz, and 
Ling et al. (11) measured T, of over 35 different tis­
sues from male and female rabbits at 2.5 MHz and 24 
MHz. The measurements of Ling and co-workers 
showed the ratio of the relaxation measurements at 
the two frequencies to lie in the range of 1.9<T, (24 
MHz)/T, (2.5 MHz) <2.2 for most tissues. However, 
muscle and nerve tissue were found to have T, ratios 
distinctly out of this range. The ratios for most stri­
ated muscles lay between 2.7 and 3.1, whereas those 
for smooth muscle were from 2.0 to 2.2, i.e., similar 
to the majority of tissues. The cardiac muscle ratio 
0v2.5), was found to lie between the two extremes of 
the major muscle types. For nerve tissue the ratios 
were considerably below 2.0— for example, the spinal 
cord had a ratio of 1.43, medulla oblongata 1.66, and 
cerebellum 1.75. Ling et al. also reported that T, mea­
surements at 2.5 MHz and 24 MHz on rat tissues are 
in complete agreement with their measurements on 
rabbit tissues. In addition, when allowance for the 
difference in frequency is made, their results are in 
good agreement with those of Coles.
Although no definite explanations can be offered 
for these variations in ratio of T, values for different 
tissues, it is suggested that they may be associated 
with differences in the histological structure of the tis­
sues. It is interesting to note here that no significant 
difference in the values of T,, T2, and D (the molecu­
lar diffusion coefficient) have been observed between 
relaxed and contracted muscle. There is some evi­
dence for a change in the spin-spin relaxation rate in 
exhausted muscle (12); however, the origin of this is 
not at all well understood.
All the measurements described above essentially 
have been taken on intracellular water in tissue. The 
blood constitutes a second major source of water. 
Adult human blood contains 80.5%-80.8% water. 
Singer and Crookes (13) demonstrated that T, of 
whole blood relates to T, values for plasma and cells 
in the following manner:
(y) =x(t) + il~x)(y)'  1 l ' w ho le b lo o d  ' \  •* I ' ce lls  \  * 1 /  p la sm a
Battacletti et al. (14) have noted that, whereas oxygen 
and hemoglobin are paramagnetic, oxyhemoglobin is 
diamagnetic. This has obvious consequences for the 
relaxation times to be expected for blood in its two 
states. It was found that, for human blood, T,^0.6 
sec fully oxygenated and Tj'xTM sec partially oxyge­
nated at 3.0 MHz. McLachlan (15) notes a strong pH 
dependence for T, and T2 in human blood plasma: a 
30% change per pH unit was detected. Changes in pH
NMR Imaging and Diagnosis of Cancer
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were attributed to the outgassing o f C 0 2 from the 
sample during preparation.
When one remembers that the blood is in motion 
in living organisms, the interpretation of in vivo mea­
surements on composite tissues, even in the imaging 
situation, must necessarily be complex. Very few in 
vivo measurements have been carried out to date and 
those that have are investigations of diseased states. 
The results of this work are discussed below under 
“Differentiation of Cancerous Tissues.”
To reiterate, an extrapolation of the in vitro re­
sults to those anticipated in vivo must be carried out 
with extreme caution. The heart is an obvious exam­
ple. In its normal working state the heart consists of 
expanding and contracting muscle containing and giv­
ing motion to blood in two different states: oxyge­
nated and deoxygenated. This is obviously an extreme 
example but it does highlight the difficulties, particu­
larly with respect to the blood content of a particular 
tissue or organ. -
MODELS OF CELL WATER
In pure liquid water at 25°C the average distance be­
tween nearest neighbor oxygen atoms is 2.85 A. Hy­
drogen bonds are breaking and reforming in times of 
the order of picoseconds. When an ionic substance is 
dissolved in water, the polar water molecules tend to 
orient themselves in the electric field created by the 
ions. The time spent by any given water molecule in a 
particular hydration shell is still very short. This time 
may be increased, to the order of 10-8 sec, when water 
molecules interact with strong hydrogen-bonding 
groups on proteins and polysaccharides. Intracellular 
solutions differ from typical bulk aqueous solutions 
in that they are filled with macromolecules and mem­
brane structures. The extent to which the macromole­
cules and membranes influence the movement of the 
neighboring water molecules is unclear and is the 
center of some controversy. Three models have been 
put forward:
1. Cell water does not differ greatly from bulk water
(16). The statement is with particular reference to 
the solvent properties of intracellular water and is 
certainly the view held by the majority. These 
workers do not deny that the presence of macro­
molecules perturbs the solution properties of 
water. Rather, they consider these perturbations 
to be sufficiently minor to permit treating the in­
tracellular phase as a single, bulk aqueous phase 
with normal solvent properties. Although this 
model may be adequate for many purposes, it is 
certainly totally inadequate in explaining the
N M R  properties. As Hazelwood notes in his re­
view of “cell-associated water” (17), allowing for 
the wide range of biological types, all investiga­
tions report values of T2 to be reduced by a factor 
of 5.8 to 221, T, to be reduced by a factor of 2.5 
to 23, and the self-coefficient (D) to be reduced 
by a factor of approximately 2 when compared to 
the values of these parameters obtained for pure 
water or dilute electrolyte solutions.
2. Cell water differs greatly from bulk water in that 
the whole is assumed to be loosely “structured” 
(17—19). In this interpretation the word “struc­
tured” implies the reduction of mobility of some 
degree of freedom. Furthermore, the structuring 
of water molecules may include larger rotational 
and/or translational correlation times or prefer­
ential orientation of water dipoles because of the 
influence of macromolecular surfaces.
3. The most popular model from the N M R  point of 
view is described by Garlid (20) and assumes a 
semi-classical model of intracellular water ex­
isting in a major fraction of pure water with a 
small proportion forming short-lived (10~11 sec) 
bound layers close to the cell surfaces. Ling (21) 
has provided theoretical and experimental evi­
dence for the existence Of bound water layers 
around macromolecules found in cells. Protons 
in the bound layers have short relaxation times 
and because protons exchange rapidly between 
bound and free water the observed relaxation rate 
is a weighted average of the relaxation rates of the 
two fractions (22).
The work of Ling (21) on the polarized multi­
layer concept in fact provides a basis for both of the 
latter two models. Neither model gives a mechanism 
for relaxation; however, the two-fraction fast ex­
change model does provide explicit predictions con­
cerning tissue hydration and relaxation times. It 
should be noted here that the small concentration of 
paramagnetic ions in cells is insufficient to account 
for the reduction in relaxation times (23).
Daskiewitcz et al. (24) found that relaxation rates 
increased linearly with protein concentration in water 
for dilute solutions:
1 1
T1i2 " T, 2(co) +kl’2C
where Tj, 2(co) are the relaxation times for pure water 
and c is the protein concentration in grams per gram 
of solution. The water concentration is "p= 1 — c-, so 
that
t /7 = ( t ,,» +k'.*),-.k' ^
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The relation between relaxation rates and water 
concentration in biological tissues is of a similar 
form, as is illustrated in Figures 5 and 6. The spin- 
lattice and spin-spin relaxation rates have been 
plotted as a function of water density for a variety of 
healthy mouse tissues. There is a large scatter in the 
data but, to a first approximation, there would ap­
pear to be a linear dependence of relaxation rate on 
water density. The dependence can be explained by 
Garlid’s model of intraqellular water in two phases. If 
a fraction a of the intracellular water has a short 
relaxation time [T(bound)] and is in rapid exchange 
with the major fraction having a long relaxation time 
[T(bulk)], then the observed relaxation rate [T(obs)] 
is a weighted average
1 (1 -a)
T(obs) T(bound) T(bulk)
If the further assumption is made that the weight 
of bound water is proportional to the weight of “dry” 
cell material [W(bound) = /3W(dry)] and any excess 
water simply increases the weight of bulk water, then 
the fraction of bound water is
a=
W(bound) /3W(dry) 
W(water) W(water)
where W(water) is the total weight of water.
For well-hydrated cells W(dry) will be small and 
the fractional concentration of dry material
W(dry)
where
W(dry)
W(water) — W(water) + W(dry)
W(water)
=  1 — p
W(water) +W(dry)
is the fractional water concentration. Thus a = 
/3(1 — p) and
1
T(obs) = (T(bulk)+k)
where
k = j
1 1
T(bound) T(bulk)
The observed relaxation rates are thus propor­
tional to water content. If the dry weight is not small 
the relaxation rate is inversely proportional to the 
water content:
1
T(obs) \T(bulk)
1
- k  +-
8 •
heart *
Percent H;0  concentration
Figure 5. Spin-lattice relaxation rate as a function 
of percentage of water content for a number of 
healthy mouse tissues and tumors at 24 MHz. The 
solid line is a least-squares best fit to the data (6).
Over the small range of water content for biological 
tissues (60% to 90%) the direct and inverse propor­
tionalities differ only very slightly. With such a large 
scatter on the data it is impossible to determine the 
true situation from the experimental results to date. 
Figures 5 and 6 should be taken purely as illustrative. 
The fundamental point to note is that, almost without 
exception in biological tissue, an increase in water 
density causes an increase in T, and T2. This is of ma­
jor importance in the optimization of the N M R  imag­
ing technique.
Several attempts (17 and references therein) have 
been made to test the two-fraction fast exchange 
model, with limited success. The weakness of all 
models proposed to date is highlighted by their inabil­
ity to fully explain the reduction by a factor of 2 of the 
molecular translational diffusion coefficient in bio­
logical tissues. Three explanations have been offered 
for this observed reduction:
1. The water-protein interaction induces a long- 
range “structuring” in a substantial fraction of
C3H mammary
Percent H?0  concentration
Figure 6. Spin-spin relaxation rate as a function of 
percentage of water content for a number of healthy 
mouse tissues and tumors at 30 MHz. The solid line is 
a least-squares best fit to the data (9).
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the intracellular water. This is essentially the 
Szent-Gyorgi model.
2. Intracellular membrane systems serve to com­
partmentalize the cytoplasmic water.
3. Intracellular protein structures serve as obstruc­
tions to diffusion of intracellular water.
The latter model is based on the work of Wang 
(25) on diffusion in weak protein solutions. The re­
duction in the self-diffusion coefficient of the water 
molecules is assumed to arise from two sources.. First, 
protein molecules have a much larger volume and a 
much smaller self-diffusion coefficient than the water 
molecules. These large and almost stationary (com­
pared to the Brownian motion of the water molecules) 
protein molecules obstruct the paths for water mole­
cules. Second, a fraction of the water molecules con­
tribute to the rate of self-diffusion in water. Hazel- 
wood (17) attempted to test this model both experi­
mentally and theoretically and concluded that it did 
not account for the reduction of the self-diffusion co­
efficient of water molecules in skeletal muscle. How­
ever, relaxation measurements indicate that perhaps 
muscle is not a “typical” biological tissue. Further 
work is required before the true validity and appli­
cability of Wang’s model may be assessed.
The second model of impenetrable membrane 
systems restricting the diffusion of water molecules 
has been examined by several research workers and 
their results have been summarized by Hazelwood
(17), who concludes that there is no experimental evi­
dence to support this explanation. The first model of 
“structured” intracellular water, while possibly ac­
counting for the reductions in the diffusion coeffi­
cient and relaxation times, is singularly unhelpful be­
cause the appropriate degree of structure is assumed 
to explain any given measurements.
DIFFERENTIATION OF CANCEROUS TISSUES
In 1971 Damadian (26) found the longitudinal (Tj) 
and transverse (T2) relaxation times to be longer for 
two malignant rat tumors than for all healthy rat tis­
sues. A  benign fibroadenoma exhibited a relaxation 
time shorter than the brain but longer than all other 
rat tissues. Damadian used Szent-Gyorgi’s model of 
structured cell water to suggest that cancer cells are 
enriched in “structure breaking agents such as potas­
sium,” which decrease the ordering of cell water and 
hence increase the relaxation times. Hazelwood et al. 
(27) observed similar, long relaxation times, for mam­
mary tumors in mice. They also observed increases in 
the self-diffusion coefficient. These observations 
were then extended (5, 6) to cover 10 different mouse 
tumors, malignant and benign. All tumors showed
longer relaxation times than any healthy tissues. 
These results are strikingly illustrated in Figure 7, in 
which the T, values of a selection of mouse tumors are 
compared with those from the tissues of healthy mice. 
Observations on mouse tissues over a range of fre­
quencies (4, 28) were consistent with the early work.
A little work has been carried out on human tis­
sue in vitro. An elevation of T, for malignant and 
benign tumors of the human thyroid gland has been 
reported (29). It was suggested that T, was correlated 
with the degree of differentiation of the tissues. 
Schara et al. concluded that oxygen (deficient in many 
tumors) did not affect T,.
Damadian’s early explanation of the elevation of 
relaxation times in tumors was in terms of the Szent- 
Gyorgi model and structure-breaking agents. How­
ever, further investigation (6) revealed that longitudi­
nal relaxation times in both normal and tumor tissue 
from mice were related to water concentration (Figure 
5). Hollis et al. (30) and Inch et al. (7) confirmed this 
for mice and extended the observations to rat tissues. 
A similar relation was found for the transverse relaxa­
tion (31) (Figure 6). Damadian’s hypothesis of struc­
ture-breaking agents does not predict this correlation 
of relaxation times with water content. The possibility 
that the long relaxation times of tumors may be due to 
their commonly high water content (32) poses the 
question of whether cancer could be differentiated 
from, for example, edema. Furthermore, Hollis and 
co-workers when examining human adenocarcinoma 
of the lung found that the tumor Tt was not signifi­
cantly different from that of adjacent lung tissue. 
Perhaps significantly, they observed that the unin­
volved host lung could not be regarded as normal and 
showed “focal acetactasis and inflammation as well 
as other abnormalities.”
There has been some evidence of the detection by 
N M R  of systemic effects in the healthy tissues of the 
host. Frey et al. (8) and Inch et al. (7) found the relax-
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Figure 7. Spin-lattice relaxation times for a variety 
of mouse tumors and healthy tissues in the resonant 
frequency range of 24-30 MHz. The standard devia­
tion for each set of measurements is given where 
available (5-7, 9, 30).
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ation times for healthy tissues of tumorous mice to be 
longer than those of healthy mice. The relaxation 
times remained shorter than those of the tumor, how­
ever. Inch et al. correlated these increased relaxation 
times of the healthy tissues with a systemic increase of 
water content in a tumor-bearing host, as noted by 
Olmstead (32) and Cramer (33). Such an effect will 
obviously decrease the differentiation of diseased and 
healthy tissue.
One of the earliest and most exciting sets of mea­
surements was carried out on mouse mammary tissue 
(27). The relaxation times and diffusion coefficient 
for precancerous nodules of the diseased mice mam­
mary glands were found to be increased relative to the 
healthy gland, but not as high as the developed tumor 
(Figure 8). Apart from the detection of the precancer­
ous state, the figure strikingly demonstrates the corre­
lated changes in T,, T2, and diffusion coefficient. 
Hollis et al. (34) obtained a similar result for a slow- 
growing Morris hepatoma that they considered effec­
tively a precancerous state.
Recent measurements on blood plasma (15) have 
shown a detectable decrease in the T, “1 relaxation rate 
of plasma from Cancer patients. The relaxation rates 
changed during treatment and the size of the decrease 
was proportional to tumor size. This is in agreement 
with similar measurements for blood serum from rats 
and mice (30, 35-37).
Finally, Hollis et al. (5) found that tumor cells 
grown in culture had relaxation times that were lower 
than for tumors of the same stock grown in mice. 
However, the tumor relaxation times in culture were 
still higher than those for healthy tissues, indicating 
that long relaxation times are an intrinsic feature of 
tumors. Confusingly, Beal (38) reported a strong cor­
relation of T, with tumor cell division time but no cor­
relation with water content for metastatic human 
breast cancer cells in culture. The clear influence of 
site on relaxation times for the same tumor shows the 
importance of further investigations. Similarly, it is 
to be expected that the degree of necrosis in a well-
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Figure 8. Relaxation times and diffusion coefficient 
in mouse mammary tumor, preneoplastic nodule, and 
normal mammary gland at 30 MH z  (27).
developed tumor w ill significantly affect the NMR 
response o f that tumor.
OPTIMIZATION OF THE IMAGING TECHNIQUE
Although as yet not proven conclusively, there is a 
considerable body of evidence indicating'that the dif­
ferences in the N M R  response of healthy and cancer­
ous tissues are primarily a function of the relative 
water density of the tissues. This observation is of 
fundamental importance in any attempt to improve 
the efficiency of the technique. However, before em­
barking on the discussion of optimization, it is appro­
priate here to discuss the N M R  experiment in a little 
more detail.
N M R  Imaging
Classically, the combined effect of magnetic moment 
and spin angular momentum causes a nucleus to pre- 
cess about the direction of an applied static magnetic 
field. The precessional frequency is called the Lar- 
mour frequency [co0( = 7B0)] and is equivalent to the 
frequency at which resonant absorption of radio fre­
quency radiation occurs. If left in a magnetic field, 
the weakly interacting nuclei in a specimen polarize, 
or align themselves along the external magnetic field 
direction. This gives rise to a macroscopic nuclear 
magnetization of the specimen. If this bulk magneti­
zation is perturbed away from alignment with the 
field, repolarization will occur, characterized by the 
spin-lattice relaxation time (T,). The magnetic com^ 
ponent of applied electromagnetic radiation will per­
turb the alignment. Application of a burst of radia­
tion of long enough duration to just tip the magne­
tization through 90° is termed a 90° pulse.
After being perturbed, the nuclei will precess at 
their Larmour frequency as well as undergo spin- 
lattice relaxation. If internal magnetic interactions ex­
ist that superimpose local magnetic fields at the site of 
individual nuclei, there will be a distribution of Lar­
mour frequencies throughout the specimen. The 
result will be a gradual dephasing of the nuclear spins 
and a consequent loss of coherence of the precess- 
ing magnetization, characterized by the spin-spin re­
laxation time (T2). Typically in biological systems 
T2<0.1 T,.
The 90° pulse of resonant radio frequency radia­
tion is applied via a coil wrapped around the speci­
men. The same coil may be used to pick up the small 
induced voltage produced by the free precession of 
the transverse magnetization following the pulse. The 
dephasing of this transverse magnetization results in a 
gradual decrease of the induced signal and is called 
the free induction decay (f.i.d.). The f.i.d. is the tran­
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sient response to the 90° pulse stimulus and is the 
Fourier transform of the absorption line shape in the 
frequency domain and vice versa. Application of a 
magnetic field gradient, as in the imaging experiment, 
increases the spread of Larmour frequencies and cor­
respondingly decreases the time constant of the f.i.d. 
(now called T2*). However, the f.i.d. in this situation 
is still the Fourier transform of the absorption line 
shape.
Several methods have been proposed to spatially 
code the frequency response of the nuclei. Some only 
excite or detect the signal from a single point or line in 
the imaging plane (39-41). The sensitive region is then 
scanned across the plane. Another method (42) codes 
the response of the whole plane by the fast switching 
between orthogonal magnetic field gradients, applied 
across the sample, during the transient response Of the 
nuclear spin system to excitation by bursts of radia­
tion. The selective excitation and time-dependent 
field gradient methods have been extended (43, 44) to 
enable signals from the whole plane to be simultane­
ously read out and differentiated. One of the earliest 
proposed techniques is that already described and 
utilizes the property that a single magnetic field gradi­
ent placed across the sample yields an absorption 
spectrum that is identical with the one-dimensional 
projection of the nuclear density in the direction of 
the gradient (45-46). By rotating the gradient direc­
tion, a series of projections may be determined and a 
two- or three-dimensional image of nuclear density 
may be reconstructed using the technique first pro­
posed by Hounsfield (47) for X-ray computer-assisted 
tomography. . ‘
Brunner and Ernst (48) have discussed in some 
detail the sensitivity and performance time of these 
different techniques. For the purposes of this review 
we concentrate on planar imaging arid specifically the
2-D projection reconstruction technique. Point or line 
measurements are too slow for most applications and
3-D methods, while perhaps providing the best sensi­
tivity per unit volume, pose severe data-handling 
problems as well as long data collection times. The 
method of image reconstruction from projections is 
simple to implement , close to the optimum technique, 
and therefore perhaps the most popular method in use 
today. The question then arises of how best to collect 
the projection information in the light of the strong 
correlation between density, T,, and T2, to maximize 
tissue discrimination per unit time.
Optimizing Tissue Discrimination
The discrimination between tissues may be measured 
by (signal difference)-to-noise per unit time. For any 
experiment giving a-signal S = S(p, Tr, T,, T2, a)
where p is the density, Tr is the repetition time of the 
experiment, and a is the r.f. pulse length, the signal 
difference AS is given by
AS = S(p, Tr> T„ T2< a)-S(P', Tr\ T,\ T2\ a')
Following the approach of Brunner and Ernst in 
which it is assumed 1) that random noise possesses a 
frequency-independent power spectral density (white 
noise) identical for all experiments, and 2) that a 
matched filter is used in all techniques, the signal-to- 
noise ratio is given by
total signal energy \  1/2 
noise power per bandwidth /
Each volume element is assumed to be sampled an 
identical number of times for each of the experiments 
described. The energy contributions for a given vol­
ume element K may be divided into three factors:
Ek = M I G2(Tr, T „ T 2, «) fk(T2)
where M„ measures the magnetization of the selected 
volume element and is proportional to the water den­
sity p ; Gk(Tr, T,, T2, a) is the initial signal amplitude; 
and the factor fk(T2) measures the energy of the 
recorded portion of the free induction decay. This 
factor is normalized to 1 for detection of the whole 
f.i.d.
The simplest method of producing the projection 
information is from the f.i.d. produced by a pulse of 
radiation repeated every Tr, i.e., a 90°-Tr-90°- pulse 
sequence. In the steady state, the function Gk for the 
f.i.d. following each pulse (assuming 90° pulses) is 
given by:
_ (1—e~Tf/Tl)
Gk_ (i_e- V Tie-VT2)
and thus *
' C Pk(i-e“Tr/Ti)
S/N=- L—  ---— ~
(1 — e r 1 e r 2)
where C is a constant. However, it is the S/N per unit 
time that is fundamentally important. S/N per unit 
time is:
Cpk (1 — e‘~T|,/Tl) / T^\ ‘/2
(l-e~Tr/Ti e~Tr/T2) \ T r /
where T* = ttT* or Tr, whichever is less and describes
the bandwidth of the experiment. T ~ Vl arises from
the improvement in S/N due to signal averaging.
There are two major regimes for this sequence: 1) 
Tr < T2, which gives rise to the steady state free preces­
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sion (SFP) techniques (39, 49-51); and 2) Tr> >T2. In 
this situation G k reduces to the familiar result
Gk = ( l - e - V Ti)
A third technique utilizes the spin-echo phenom­
ena (2). The pulse sequence 90°-r-180°-Tr- is used, 
which produces an echo centered at a time r after the 
180° pulse that may be considered as two f.i.d.’s 
“back to back.” The formation of this echo intro­
duces a somewhat different dependence on T, and T2:
/ T* \ 1 /2  
S/N«(l-e'T''T>)e'WT'e-2T/T2 ( —  J
where T* = 7rT2* or Tr, whichever is less.
To calculate the relative signal-to-noise per unit 
time for three sequences an approximate least-squares 
fit to the relaxation data shown in Figures 5 and 6 was 
carried out, giving
•—-= 10— lOyQ 
1
and
- p  =  1 0 0 —  1 0 0 p  
2
i.e., T, = 10T2.
The relative S/N per unit time at 5 .MHz, for a 
magnetic homogeneity of 1 in 104 (i.e., 500 MHz line- 
width) of the three pulse sequences is shown in Fig­
ures 9-11 as a function of water density and sequence 
repetition rate. Figure 10 is an expansion of the first 
100 msec of Figure 9 to illustrate the SFP region in 
greater detail. A pulse spacing r of 10 msec has been
800-
R e la tive  
S /N  per
P u lse  re p e tit io n  tim e  (T, (sec))
Figure 9. Relative signal-to-noise per unit time for 
the 90 °-Tr-90 °- pulse sequence at 5 MH z  and a mag­
netic homogeneity of 1 in 104, as a function of per­
centage of water concentration in tissue.
Figure 10. Relative signal-to-noise per unit time for 
the 90°-Tr-90°- pulse sequence at 5 M H z  and a mag­
netic homogeneity of 1 in 104, as a function of per­
centage of water concentration in tissue. The figure is 
an expansion of Figure 9 for short repetition times, 
i.e., in the steady state free precession (SFP) regime.
assumed for Figure 11. Several features are immedi­
ately apparent. SFP techniques appear to give the best 
absolute S/N per unit time for a given density pro­
viding Tr is sufficiently short (< 5 msec in this exam­
ple). The echo sequence at long repetition times, 
although not as good in absolute terms, does give 
almost comparable performance for the critical 
parameter (difference signal)-to-noise per unit time 
with a considerable relaxation in hardware complex­
ity and performance. However, the most striking 
result of this calculation is best illustrated by consid­
ering the signal strength as a function of water density 
for the 90°-Tr-90° sequence at a repetition time of 0.5 
sec (Figure 9). For the five densities plotted, the low­
est signal arises from 90% H 20, then in increasing 
amplitude 50%, 80%, 60%, and finally 70%. This 
phenomenon is seen to occur over a wide range of 
repetition rates for all three sequences and arises from
R elative 
S/N per 
u n it tim e  700
(t =  10 m sec)
P u lse re p e titio n  tim e  [T, (sec))
Figure 11. Relative signal-to-noise per unit time for 
the 90°-T-180°-Tr- pulse sequence at 5 MH z  and a 
magnetic homogeneity of 1 in 1 0 4, as a function of 
percentage of water concentration in tissue. The 
pulse pair separation t =  1 0  msec.
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the correlation of p, T„ and T2 combined with the 
complex dependence of signal strength on T, and T2.
Obviously the above Calculations contain several 
approximations; however, they do illustrate the pit­
falls in interpreting many N M R  images without sub­
stantial knowledge of the density, T, and T2 distribu­
tions, and their interrelation, and gives a clear indica­
tion of the approach to optimization of tissue discrim­
ination. There is not likely to be one optimum 
sequence; rather, a range of sequences depending on 
the question asked of the imaging apparatus is prob­
able. It should be noted that the above discussion 
does not consider the minimum performance time but 
assumes a constant total for all three methods. This 
parameter will depend on the nature of the investiga­
tion.
CONCLUSION
It is now possible to produce cross-sectional N M R  im­
ages of humans on a routine basis (52-54). Further­
more, there is a growing body of evidence from 
studies in vitro indicating that cancerous tissue has a 
significantly different N M R  response from healthy 
tissue. Provided sufficient knowledge of the density, 
relaxation times, and their interrelation is available, 
then the technique of N M R  radiology may with care 
be optimized to give considerable improvement over 
existing techniques in soft tissue discrimination and 
tumor detection. However, the first-order correlation 
of relaxation times with water density does raise the 
question of the uniqueness of diagnosis. Further­
more, the extrapolation of in vitro measurements to 
the situation in vivo is seen to be complicated by such 
factors as blood content, muscle and fluid motion, 
contributions from fat, and fluid in tissue spaces. 
Considerable study is required in vivo to resolve these 
uncertainties.
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P.20. Optimisation of N.M.R. Imaging with Particular Reference
to the Detection of Cancer
D. G. Taylor and C. R. Bore
(University of Surrey)
It is now possible to produce cross sectional N M R  images of 
humans on a routine basis. Further there is a growing body of 
evidence from studies in vitro indicating that cancerous tissue 
has a significantly different N M R  response from the healthy 
tissue. A critical review will be given of the known response of 
animal tissues in terms of the N M R  parameters; Tj — the spin- 
lattic relaxation time, T2 — the spin-spin relaxation time and 
D — the molecular diffusion coefficient. It will be demonstrated 
that provided sufficient .knowledge of the density, relaxation 
times and their interelation, is available, then the technique of 
N M R  radiology may with care, be optimised to give considerable 
improvement in soft tissue discrimination and tumour detec­
tion, over existing techniques. However it will also be demon­
strated that the observed first order correlation of relaxation 
times with water density when combined with the N M R  signal 
dependance gives rise to a complex and potentially confusing 
dependance of tissue discrimination per unit time on the pulse 
sequence repetition rate Tr. This will be illustrated for the three 
pulse sequences; 90-^Tr — 9 0— Tr-, Steady State Free Precession, 
and 90— t— 180—Tr— , when used for data collection in the 
technique of image reconstruction from projections. Further it 
will be shown that the simple sequence 90—r— 180— Tr— gives 
tissue discrimination per unit time comparable with that of 
more complex sequences thus minimising hardware complexity 
and the r.f. duty cycle.
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INTRODUCTION
Nuclear magnetic resonance (NMR) is a 
resonant phenomena involving the interaction 
of magnetic and r.f. fields with nuclei 
possessing non-zero spin. This is normally 
used to determine the properties of homo­
geneous samples. The extension of NMR into 
the imaging of inhomogeneons objects is based 
on the application of time varying linear 
gradients to the main magnetic field in order 
to encode positional information into the 
NMR signal.
The feasibility of NMR imaging was demon­
strated on a small scale system in 1973 and 
over the last eight years whole body NMR - 
imaging systems have been under development 
for use in medical diagnostics. Useful 
clinical results have recently been obtained 
by a number of different establishments.
There are a variety of ways of producing the 
final image both in terms of the way the . 
gradients are used to encode positional in­
formation into the signal and also in the way 
in which the final image intensity depends on 
the NMR properties on the imaged subject.
This paper deals with a new multiplanner 
•imaging method and does not consider the 
dependence of the resulting image on these 
NMR properties.
Imaging Methods •
Leaving aside for the present the technique 
used to define the plane from which the image 
is obtained there are two approaches to 
encoding positional information into the NMR 
signal such that an image can be reconstructed.
i) The frequency of the signal can be made 
to vary with respect to the position by 
applying a constant linear gradient to 
the magnetic field during the interval 
when the signal is being sampled.
ii) The phase of the signal can be varied 
with respect to position by.applying a 
short pulse of a gradient field before 
the signal is'detected.
These two basic approaches can be combined in 
various combinations with the r.f. pulse 
sequences that are used to excite the signal.
In most systems, at present, the gradients 
are varied in such a way as to confine the 
detected NMR signal to a single plane (1-3). 
This paper reports on the extension of NMR 
imaging to a multiplanar technique in which 
data is taken from a volume rather than a 
single slice such that the final set of data 
can be used to reconstruct several parallel 
slices through the plane of interest. This 
is based on the method originally reported by 
Reference 4.
D e ta i ls  o f  M u l t i - P la n a r  Im ag ing  Method
The scan sequence re q u ire d  to  c a r ry  ou t th is ,  
te c h n iq u e  is  shown in  F ig u re  1. U n lik e  th e
methods that produces an image of a single 
plane,, this sequence makes no attempt to 
limit the volume from which data is detected. 
The only limitation to this volume is the 
physical limits defined by the field fall-off 
effects of the r.f. coils.
This scan sequence is carried out for a range 
of values of Gp and Gr . The data manipulation 
sequences is shown in Figure 2 for eight 
values of Gp. Gp is used to encode a phase 
shift into the signal so that the data can be 
processed to give images of a number of 
parallel planes. In the present set up eight 
different amplitudes of this pulse are applied 
for each Gr amplitude. This enables the 
reconstruction of eight parallel planes 
following the eight point Fourier transform 
Of the eight sets of data. As is shown in 
Figure 2 this transform is carried out at 128 
times for each set of eight points in the 
sampled data. The result is eight sets of 
data representing the calculated spin echo 
that would have been obtained- from the eight 
separate planes for that particular Gr grad- 
-- ient. Gr is used to encode positional in­
formation across each of these slices. By 
Fourier transforming these calculated spin 
echoes it is possible to produce the pro-' 
jection of the slice on to the axis of the Gr 
gradient. This is shown in Figure 2 for a 
particular value of Gr . By rotating the angle 
of this radial gradient it is possible to 
build a series of projections of the individual 
slices and it is then possible to reconstruct 
an image of each slice using reconstruction 
from projection.
The Hirst NMR Imaging System
The system has been designed and built over 
the last three years and has been operated 
since July 1980. It is based on 1.5 kG 4 coil 
resistive magnet, but has normally been used 
at an operating field of 1.17 kG giving an 
NMR frequency of 5 MHz. The magnet has a 
minimum inner bore of 62 cm and has a useable 
homogeneous region of 36 diameter. Within 
the magnet gradient coils are installed to 
generate the required gradient fields across 
this usable volume. Also an r.f. transmitter 
and receiver coil are mounted in this inner 
region. The final aperture allowing access 
to the patient is 50 cm.
A basic outline of the system is shown in 
Figure 3. It consists of an r.f. transmitter 
and gradient coil drivers under computer con­
trol. These are used to generate the NMR 
signal and to introduce the positional 
information into the signal. The detected 
signal is amplified and then is phase 
sensitive detected in quadrature generating 
two channels. The two channels represent the 
real and imaginary components of the signal. 
These are digitized and buffered into the 
computer via a signal averager. The data is' 
Fourier transformed and the resulting profiles 
are used to reconstruct the image using the
filtered back projection on to a 128 x 128 
array. The resulting image is interpolated 
on to a 256 x 256 arrat before being dis­
played. The present system uses a sixteen 
grey level display.
RESULTS
investigated. It is also intended that the 
pulse sequence should be changed to enable 
sixteen images to be obtained in the same 
period.
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Figure 4 shows the first successful multi­
planar head scan images. Image i-iv show 
four examples from a set of eight slices. 
The data collection time was *6.4 minutes. 
The estimated plane thickness is 2 cm with 
the plane separation also 2 cm. At present 
image quality is not as good as has been 
achieved on the same machine using single 
slice imaging. The cause of this is being .
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The 8 point Fourier transform of the initial signal s for points 
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For clinical applications, the inherent low sensiti­
vity of NMR imaging makes it desirable to measure 
simultaneously as many individual locations as possi­
ble (Brunner and Ernst 1979). The method of project­
ion (PR) has therefore been adopted by many workers 
in preference to point or line measurements in which 
much of the sample is ingored, and to other planar 
techniques due to its technical simplicity. However, 
limitations of computer storage and of uniform spatial 
sensitivity along the receiver coil often require that 
the information be restricted to a slice or set of 
slices through the object. In this compromise, the 
PR technique requires a means of removing the response 
from locations outside the 'plane' (slice of finite 
thickness) of interest* The possible techniques fall 
into two broad categories: selective excitation 
methods, and oscillating field gradient techniques.
In this abstract, we describe an oscillating field 
gradient technique that allows both variable plane 
thickness and shape, and, more importantly, the 
simultaneous measurement of a set of planes.
The technique is a simple yet powerful variant of the 
.phase encoding concept utilised by Edelstein et al. 
(1980) and Kumar et al. (1975) in their imaging 
methods. However, unlike the previous applications of 
this concept, it does not require the rapid switch­
ing of large orthogonal magnet field gradients nor 
does it restrict data collection to a single slice.
The basic technique proposed utilises the 90° - t- 180° 
echo pulse sequence for data collection coupled with 
controlled phase shifts within the sequence produced 
by weak time-varying magnetic field gradients. To 
obtain plane definition, spins in the direction 
perpendicular to the slice of interest are phase 
encoded by a time variant gradient. The resulting 
spatial response function can be qualitatively under­
stood as follows. Following the 90° pulse, a single 
spin experiencing a field perturbation will accumulate 
a phase angle. At the expected time of the echo ( 2t ) 
the angle will be zero unless the perturbation was 
different between 0 < t < t  and t  < t < 2x. For an 
oscillating field, (8B„/3t) the phase angle t = 2x 
will depend on the history of the'perturbation.
Along a line of spins in the direction of the time- 
varying gradient, (3B0/3y)t say, the accumulated 
phases at t = 2x vary linearly with distance. The 
amplitude of the signal read with a phase-sensitive 
detector from consecutive points along the line will 
oscillate sinusoidally along the line. This spatial 
frequency may be anything from zero (when all the 
spins accumulate no net phase) up to a maximum which 
will depend on the gradient strength.
The signal averaging of responses modulated by diffe­
rent spatial frequencies can be thought of as the 
superposition of these frequencies, resulting in a 
modified response whose spatial form depends on the 
frequency distribution. The simple averaging of 
successive signals in fact discards useful informat­
ion. If, under computer control, known spatial 
frequencies are imposed on the sample, then by means 
of a discrete Fourier transform multiple image planes 
may be reconstructed from the same information 
collected for the. single plane technique.
perturbation, Bt is given by 2t t
M(2x) = M exp(„2x/T2)exp i [ uudt - i j <otdt 
l_ jt J0 -i
where
<ot = yBt .
The magnetisation at any t time in the spin-echo 
sequence, for static gradient G . applied at project­
ion angle <j> and a transient gradient G applied for a 
time t is therefore
M*(Gy .t) = | dr | dy M 0V , y ) e x p ( - t / T 2)exp(iYGr ^ t )
exp(iyGyy )
Taking a discrete Fourier transform over Gy :
Re|S'(t,y')| = ^  j dr c°s(rGrjtrt)jMj’y (r ) + (r)|
r.|I,Wyi| -} j s1nt-rGr,+rt)Mj--y'(r7|
followed by a discrete transform over t:
S*(r',y') + M j ’-y , ’r ' +Mj’y , ’r \
. f1$ > - y V T | _
'o _|
V'-y,) ■"zH5’y''r’
(terms in - r' are not present with off-resonance 
detection).
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