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Abstract
We consider algebraic curves in the complex affine plane. A natural extension of the exist-
ing definition of Poncelet curves in the real plane to the complex plane is presented. Three
equivalent polynomial equations in tangent coordinates are given for complex plane Poncelet
curves: (a) the polynomial which generates the Bezoutian form with parameters—the foci of
the curve; (b) the Darboux equation with parameters—the vertices of a Poncelet polygon;
(c) the determinant equation involving matrices having certain specific properties. We use
these polynomials in order to solve Poncelet-type problems. Namely, criteria are proved for
real Poncelet curves to be generated by matrices that admit unitary bordering. These criteria
answer the question when a convex Poncelet curve which is inscribed in a convex polygon is
the boundary of a numerical range of a matrix.We also demonstrate that the general theorems
of the first three sections may shorten the proofs of some known results.
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0. Introduction and preliminaries
Notation
• C2 the complex plane (the set of ordered pairs of complex numbers);
• C unit quadric in C2: C = {(x, y) ∈ C2 : x2 + y2 = 1}.
Parametrization of C: For (x, y) ∈ C, z = x + iy is a nonzero complex number
(x and y are not necessarily real), and conversely, for any nonzero complex number z,
setting x(z) = (z2 + 1)/(2z) and y(z) = (z2 − 1)/(2iz), we have (x(z), y(z)) ∈ C.
Livshitz [13] initiated in 1946 the study of a class of linear operators in Hilbert
space with the deficiency-index (1, 1). In particular, he considered matrices which
admit unitary bordering (called here UB-matrices). Recently these matrices have
drawn attention in Gau and Wu [5–10,24], Chien and Nakazato [2], and Mirman
et al. [15–18]. It was found that UB-matrices generate the so-called Poncelet curves.
This name is influenced by The Great Poncelet Theorem (see Berger [1, p. 203])
about polygons inscribed in one quadric and circumscribed about another quadric.
It turns out, as we shall see, that UB-matrices are not the only matrices that gener-
ate Poncelet curves. It is shown here that any complex plane algebraic Poncelet curve
gives rise to a pair of matrices admitting borderings that make them inverse of each
other, and conversely, any such matrices generate a Poncelet curve. The bordered
rows and columns contain a parameter which allows one to determine the curve as
the envelope of the tangent lines defined by the matrices. In the particular case of
some real Poncelet curves, such matrices are presented in a recent work by Chien
and Nakazato [2].
A significant part of the characterization of the Poncelet curves is based on a
theorem of Darboux. Earlier, while studying Poncelet curves, we were not aware that
the curves, which are dual to the Poncelet curves, are known for more than hundred
years as a consequence of this theorem of Darboux. We thank Emma Previato for
calling our attention to this theorem. The basic features of the Poncelet and Darboux
curves in C2 are given in Sections 1 and 2. The matrices which generate these curves
are described in Section 3. The case of quadrics is considered in Section 4. Real
Poncelet curves and matrices that generate some of these curves are considered in
Section 5 and it is conjectured that real Poncelet curves of rank 3 admit a dilation
to a Poncelet curve in C2. An affirmative answer to this conjecture leads to the proof
that any real Poncelet curve can be generated by a matrix having certain specific
properties.
Sometimes the statements formulated below are valid for all but finitely many
values of a parameter involved in the statements. In such situations we say that the
statement is valid “for almost any” value of the parameter.
The usual definition of a Poncelet curve K is given in terms of closure of poly-
gons inscribed in C and circumscribed aboutK. However, such a definition requires
an order on the set of vertices of a polygon. This order exists either in the case of
88 B. Mirman, P. Shukla / Linear Algebra and its Applications 408 (2005) 86–119
real plane curves (since the points on the real unit circle are ordered) or in the case
of a quadric (since we may order the tangents to the quadric). The usual definition in
these cases is equivalent to the following more general definition:
Definition 0.1. An algebraic curve K in C2 is called a Poncelet curve of rank N,
N  2, with respect to C, if
1. for any point (x0, y0) ∈ C, there are no more than N − 1 tangents to K passing
through (x0, y0), and
2. for almost any point (x0, y0) ∈ C, there are N − 1 distinct points (xj , yj ) ∈ C,
1  j  N − 1, different from (x0, y0) such that each line [(xj , yj ), (xk, yk)]
(j /= k, 0  j, k  N − 1) is tangent to K.
Remark 0.2. This definition does not exclude the case when for some point (x0, y0)
∈ C, the points (xj , yj ) and (xk, yk) (j /= k) coincide. Then the line [(xj , yj ),
(xk, yk)] becomes tangent to both curvesK and C. By the definition, there is only a
finite number of such points.
It follows from Definition 0.1 that for a Poncelet curve K of rank N and almost
any point (x, y) ∈ C, there are exactly N − 1 lines through (x, y) that are tangent
to K. Therefore K is an algebraic curve of class N − 1. Let us consider K in
the so-called tangent coordinates. The often used tangent coordinates for a curve
are simply the coefficients u and v in the equation uξ + vη − 1 = 0 when a tan-
gent to the curve has this form. However sometimes it is convenient to describe
a Poncelet curve in terms of a different set of coordinates that are related to the
parametrization of C described above. Namely, let τ = wz and ν = w + z, where
w and z are the parameters for the points (x(w), y(w)) and (x(z), y(z)) on C such
that the line
[
(x(z), y(z)) , (x(w), y(w))
]
is tangent to K. Then τ and ν are bira-
tionally equivalent to u and v mentioned above: u = (τ + 1)/ν and v = i(1 − τ)/ν;
τ = (iu− v)/(iu+ v) and ν = 2i/(iu+ v). Thus, since K is of class N − 1, there
is a polynomial equation P1(τ, ν) = 0 of degree N − 1 which defines the curve K.
Consider the polynomial P(z,w) = P1(wz,w + z). The equation P(z,w) = 0
defines the lines [(x(z), y(z)), (x(w), y(w))] which are tangent to K, and con-
versely, if a line [(x1, y1), (x2, y2)] is tangent to K with x21 + y21 = x22 + y22 = 1,
then P(x1 + iy1, x2 + iy2) = 0. Fix a complex number w0 and let w1, . . . , wN−1
be the roots of P(w0, w) = 0 for w. Due to Definition 0.1, the set of wj (j =
0, . . . , N − 1) has the property that for any j /= k, 0  j, k  N − 1, we have
P(wj ,wk) = 0. This property gives rise to the following definition:
Definition 0.3. Let P(z,w) be a symmetric polynomial of degree N − 1 in w (or z)
and let w1, . . . , wN−1 be the roots of P(w0, w) = 0 for w. The set P =
{w0, . . . , wN−1} is called an N-complete set with respect to P(z,w), if for any j /= k
(0  j, k  N − 1) we have P(wj ,wk) = 0.
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The basic properties of the polynomial P(z,w) defining a Poncelet curve are
summarized in the following proposition:
Proposition 0.4. Let P(z,w) be a polynomial defining a Poncelet curveK of rank N
in the sense that P(z,w) = 0 if and only if the line [(x(z), y(z)) , (x(w), y(w))] is
tangent to K. Then
1. P(z,w) is a symmetric polynomial of degree N − 1 in w or in z (as well as in wz
and w + z);
2. P(z,w) does not have a component (z− α)(w − α) as a factor for otherwise any
line passing through (x(α), y(α))would be tangent toK violating Definition 0.1;
3. P(z,w) is a square-free polynomial;
4. for any complex w0, the set of roots of P(w0, w) together with w0 form an
N-complete set with respect to P(z,w), each root being counted with its mul-
tiplicity.
We show in the next section that P(z,w) has a special form which is convenient
for analyzing Poncelet curves.
1. Poncelet curve and a Bezoutian
Theorem 1.1. Consider a symmetric polynomial R(z,w) that defines a Poncelet
curve of rank N as in Proposition 0.4. For given complex numbers α0, β0 with
α0β0 /= 1, let R(α0) := {α0, α1, . . . , αN−1} , R(β−10 ) :=
{
β−10 , β
−1
1 , . . . , β
−1
N−1
}
,
where αj , β−1j (j = 1, . . . , N − 1) are the roots of the equations R(α0, w) = 0 and
R(β−10 , w) = 0, respectively. Then αjβk /= 1 for any j, k (0  j, k  N − 1) and
R(z,w) differs from the polynomial
P(z,w)= P(z,w;α0, . . . , αN−1, β0, . . . , βN−1)
= 1
w − z

N−1∏
j=0
(w − αj )(1 − βj z)−
N−1∏
j=0
(z− αj )(1 − βjw)


only by a nonzero constant factor.
Proof. It is sufficient to prove this theorem for the case when the numbers α0,
α1, . . . , αN−1, β−10 , β
−1
1 , . . . , β
−1
N−1 are distinct. Indeed, this distinction is violated
only for a finite number of pairs α0, β0 with α0β0 /= 1 (see Remark 0.2 and Item 3 of
Proposition 0.4). Because of continuous dependence of the polynomial roots on the
polynomial coefficients, the general case follows from the case of the distinct roots.
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Note that P(z,w) is a symmetric polynomial of degree N − 1 in w or z and for
any distinct j, k, 0  j, k  N − 1, we have P (αj , αk) = P (β−1j , β−1k ) = 0, i.e.,
R(α0) and R(β−10 ) are N-complete with respect to P(z,w). This shows that the
algebraic curves defined by the equations R(z,w) = 0 and P(z,w) = 0 coincide in
N(N − 1) pairs of wz and w + z. However these polynomials with respect to wz
and w + z are of degree N − 1 (see Item 1 of Proposition 0.4). Hence it follows
from Bezout’s theorem that P(z,w) and R(z,w) have a nonconstant common fac-
tor, say Q(z,w). Thus P(z,w) = Q(z,w)S(z,w), R(z,w) = Q(z,w)T (z,w) for
some polynomials S(z,w) and T (z,w).
Since R(α0) and R
(
β−10
)
are N-complete with respect to P(z,w) and as well
as with respect to R(z,w) (see Item 4 of Proposition 0.4), the roots of equations
S(αj , w) = 0 and T (αj , w) = 0 coincide for any j. The roots of S(β−1j , w) = 0 and
T (β−1j , w) = 0 coincide also. Hence again it follows from Bezout’s theorem that
S(z,w) and T (z,w) have a nonconstant common factor. Continuing this procedure,
we obtain that P(z,w) and R(z,w) may differ only by a nonzero constant factor.
The fact αjβk /= 1 for any j, k, 0  j, k  N − 1, follows from the condition that
R(z,w) does not have a component (w − α)(z− α) as a factor (Item 2 of Proposi-
tion 0.4). 
An application of Bezout’s theorem such as the above proof is typical in the study
of the Poncelet curves; see Gau and Wu [8, Appendix], Mirman et al. [16, Section
1.2] and the proof of Theorem 4.4 below.
We assume below that α0 = β0 = 0. Here, R(∞) is the set of the roots of
R(∞, 1/w) = 0 which, by definition, are the roots of S(0, w) = 0, where S(z,w) =
(wz)N−1R(1/z, 1/w). Thus the equation which defines a Poncelet curve in tangent
coordinates takes the form
P(z,w)= P(z,w;α1, . . . , αN−1, β1, . . . , βN−1)
= w
∏N−1
j=1 (w − αj )(1 − βj z)− z
∏N−1
j=1 (z− αj )(1 − βjw)
w − z = 0,
(1)
where αjβk /= 1 for any j, k, 1  j, k  N − 1.
Example 1.2. We have from Eq. (1) for N = 2 that w = (z− α)/(βz− 1). Then
the lines
[
(x(z), y(z)) , (x(w), y(w))
]
pass through the point ξ˜ = (α + β)/2, η˜ =
i(β − α)/2. This point can be considered as a degenerate Poncelet curve.
Since P(αj , αk) = P(β−1j , β−1k ) = 0 for any j /= k, 0  j, k  n = N − 1, the
following corollary holds. This corollary is useful in the case when P(z,w) is reduc-
ible (see Theorem 4.4).
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Corollary 1.3. Let p(z,w) be a symmetric polynomial of degree k in w that cannot
be represented in the Bezoutian form of Theorem 1.1. However, assume that there
exists a complementary polynomial q(z,w) such that the product p(z,w)q(z,w) =
P(z,w) has this form, and q(z,w) is of the smallest degree n− k in w with this
property. Then the parameters αj , βj , j = 1, . . . , n, of Eq. (1) can be determined
as the roots of the equation p(z,w) = 0 for w with specially chosen z’s.
Proof. To determine αj , we start with z = 0 and determine roots wj , j = 1, . . . , k,
of the equation p(0, w) = 0. These roots are some α’s since a root of p(0, w) = 0 is
a root of P(0, w) = 0. Continue this procedure with z = wj , determining the roots
of the equation p(wj ,w) = 0. These roots are also some α’s, since the last equation
results in P(wj ,w) = 0, and so forth up to complete saturation of the set of roots.
Such a saturation must exist since there is only a finite number (n) of α’s.
To determine βj , we start with z = ∞, determine roots wj , j = 1, . . . , k, of the
equation p(∞, w) = 0. These roots are some β−1’s. Continue this procedure with
z = w−1j , determining the roots of the equation p(w−1j , w) = 0, and so forth up to
complete saturation of this set of roots. 
Remark 1.4. We consider in Section 5 the case of βj = α¯j with |αj | /= 1. For this
case Eq. (1) is equivalent to the equation with Blaschke products
w
N−1∏
j=1
w − αj
1 − α¯jw = z
N−1∏
j=1
z− αj
1 − α¯j z ,
where w and z are not identically equal.
2. Characterization of Poncelet curves by Darboux theorem
Lemma 2.1 [3,20]. Let N lines with equations aj ξ + bjη − cj = 0, j = 0, . . . ,
N − 1, meet in N(N − 1)/2 distinct points. Then the equation of any curve of degree
N − 1, which passes through these points, has the form
N−1∏
k=0
(akξ + bkη − ck)
N−1∑
j=0
qj
aj ξ + bjη − cj = 0.
Proof. The proof is taken from Prasolov [20] and presented here for the convenience
of the reader. Let D(ξ, η) = 0 be an equation of degree N − 1 which defines a curve
D that passes through all N(N − 1)/2 intersection points (ξjk, ηjk) of the lines
aj ξ + bjη + cj = 0 and akξ + bkη + ck = 0 (j /= k, 0  j, k  N − 1). Consider
a line L intersecting the lines aj ξ + bjη + cj = 0 in points (ξˆj , ηˆj ), which are
different from all (ξjk, ηjk). The equation of degree N − 1
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D1(ξ, η) = D(ξ, η)−
N−1∏
k=0
(akξ + bkη + ck)
N−1∑
j=0
D(ξˆj , ηˆj )
aj ξ + bjη + cj = 0
is either an identity for all ξ and η or defines a curve D1 which passes through all
(ξjk, ηjk) as well as through all (ξˆj , ηˆj ), i.e., D1 has N points in common with each
line aj ξ + bjη + cj = 0, and therefore it follows from Bezout’s theorem that D1
contains all these N lines as components. Since the latter hypothesis is impossible
(as D1 is of degree N − 1), it follows that D1(ξ, η) is identically zero. Hence,
D(ξ, η) =
N−1∏
k=0
(akξ + bkη + ck)
N−1∑
j=0
D(ξˆj , ηˆj )
aj ξ + bjη + cj . 
Corollary 2.2. Let (xj , yj ) ∈ C, j = 0, . . . , N − 1. Any curve D of degree N − 1
which does not have a line as a component and passes through all N(N − 1)/2
intersection points of the tangents to C at (xj , yj ) is defined by the equation
D(ξ, η) =
N−1∏
k=0
(xkξ + ykη − 1)
N−1∑
j=0
qj
xj ξ + yjη − 1 = 0, (2)
where qj are nonzero complex numbers. The slope mjk of the tangent to D, passing
through the intersection point of the lines xj ξ + yjη − 1 = 0 and xkξ + ykη − 1 =
0, is
mjk = −D/ξD/η = −
qjxk + qkxj
qj yk + qkyj . (3)
Theorem 2.3 [3,21]. Let pj (ξ, η)= xj ξ +yjη−1 = 0 be tangents to C, j = 0, . . . ,
N − 1, with N(N − 1)/2 distinct intersection points (ξjk, ηjk). A curveD of degree
N − 1, which passes through all these intersection points, has the following prop-
erty:
• Let (u01, v01) ∈ D, and let pˆ0(ξ, η) = 0 and pˆ1(ξ, η) = 0 be lines through
(u01, v01), that are tangents to C at points (xˆ0, yˆ0) and (xˆ1, yˆ1) on C, respec-
tively. Then there are N − 2 additional points on C, (xˆj , yˆj ), j = 2, . . . , N − 1,
such that any two tangents pˆj (ξ, η) = xˆj ξ + yˆj η − 1 = 0 and pˆk(ξ, η) = xˆkξ +
yˆkη − 1 = 0 meet in a point that lies on D.
The proof can be found in Trautmann [21] where the formulation of the theorem
is slightly (but not essentially) different. Eq. (2) is to define the curveD of Theorem
2.3.
Remark 2.4. Comparing the Darboux theorem (Theorem 2.3) and Definition 0.1, we
see that the Darboux curve D is dual to a Poncelet curve K. Indeed, let us consider
projective planes PC2 and PC2∗ where, as usual, PC2 is the space of nonzero triples
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(ξ, η, ζ ) of complex numbers with the equivalence relation (ξ, η, ζ ) ∼ (λξ, λη, λζ )
for any nonzero λ in C, and PC2∗ is the dual projective space consisting of lines in
PC2. Lines in PC2 are points in PC2∗ and lines in PC2∗ are points in PC2. Thus the
unit quadric in PC2 is C = {(ξ, η, ζ ) : ξ2 + η2 − ζ 2 = 0}. For the convenience of
the reader we give a dictionary of parallel notions in PC2 and PC2∗ under discussion
in this article (Table 1).
In view of Darboux theorem, for any point P ∈ D there exist exactly N distinct
lines which are tangent to C and pass through a set R of N(N − 1)/2 points of
D with P ∈ R. The dual picture in PC2∗ results in a set of N points of C∗ which
satisfy Item 1 of Definition 0.1 for the curve K, i.e., N(N − 1)/2 lines P ∗ ∈ R∗
are tangents to K.
We consider below a necessary and sufficient condition for an algebraic curveK
to be a Poncelet curve with respect to C. These conditions are in terms of compat-
ibility of points of contact of K with tangent lines P ∗jk (see 3◦ in the above table
and Fig. 1). The necessity is proved in Theorem 2.6 and the sufficiency is proved in
Theorem 2.10. As before, points, lines and curves are considered in C2.
It follows from Eq. (3) that the slopes of the tangents to D at the intersection
points (ξjk, ηjk) may not be chosen arbitrarily.
Table 1
No. PC2 PC2∗
1. Points Pj = (ξj , ηj , ζj ) ∈ C Tangents to C∗:
P ∗
j
= ξj ξ + ηj η + ζj ζ = 0
2. Tangents to C:
pj = ξj ξ + ηj η − ζj ζ = 0 Points p∗j = (ξj , ηj ,−ζj ) ∈ C∗
3. Intersection points of the lines Lines which are tangent
pj = 0 and pk = 0, j /= k to K:
(points on D which are P ∗
jk
= (ζj ηk − ηj ζk)ξ
defined by Eq. (2)) +(ξj ζk − ζj ξk)η
Pjk = (ξjk, ηjk, ζjk) +(ξj ηk − ηj ξk)ζ = 0
= (ζj ηk − ηj ζk,
ξj ζk − ζj ξk,
xij ηk − ηj ξk)
4. Tangents to the Darboux curve Points of K:
D at a point Pjk : t∗jk =
(
qj ζj ξk + qkξj ζk, qj ζj ηk
tjk = (qj ζj ξk + qkξj ζk)ξ +qkηj ζk,−(qj + qk)ζj ζk
)
+(qj ζj ηk + qkηj ζk)η
−M − (qj + qk)ζj ζkζ = 0.
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Fig. 1. Dual curves K and D (see Remark 2.4), pjk =
t∗
jk
−p∗
j
p∗
k
−p∗
j
.
Proposition 2.5 (Compatibility of the slopes of tangents to a Darboux curve). Con-
sider the notations of Theorem 2.3. Let the slope of the tangent to D at (ξjk, ηjk) be
denoted by mjk . Assume that D does not contain lines as components. Then for any
three distinct j, k, l (0  j, k, l  N − 1) the slopes mjk, mkl, and mjl are such
that
mljyj + xj
mlj yl + xl = −
mjkyj + xj
mjkyk + xk ×
mklyk + xk
mklyl + xl .
Proof. Without loss of generality, we may assume that the lines pj (ξ, η) = 0 of
Theorem 2.3 are not tangent to D. Then mjk /= −xk/yk , i.e., mjkyk + xk /= 0 and it
follows from Eq. (3) that qj /qk = −(mjkyj + xj )/(mjkyk + xk). The proposition
now follows from the identity (qj /qk)× (qk/ql) = qj /ql . 
The statements which are dual to Proposition 2.5 are presented in Theorems 2.6
and 2.10 below. These statements are the necessary and sufficient condition for K
to be a Poncelet curve with respect to C.
Theorem 2.6. LetK be a Poncelet curve of rank N and let (xj , yj ) ∈ C, j = 0, . . . ,
N − 1, be the points that define the lines tangent toK. Let (ξ˜jk, η˜jk) be the point of
contact of K with the tangent line [(xj , yj ), (xk, yk)]. If pjk denotes the scalar
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pjk = ξ˜jk − xj
xk − xj =
η˜jk − yj
yk − yj (4)
with pjk /= 0 and pjk /= 1, then for any three distinct integers j, k, l (0  j, k, l 
N − 1)
pjk
1 − pjk ×
pkl
1 − pkl =
pjl
1 − pjl . (5)
Proof. Consider the parametrization of C mentioned in Section 1, namely, x(z) =
(1 + z2)/(2z) and y(z) = i(1 − z2)/(2z). Let the line which passes through (x(z),
y(z)) and (x(w), y(w)) be tangent to K at a point (ξ˜ , η˜). Then
1 + wz
w + z ξ˜ + i
1 − wz
w + z η˜ − 1 = 0 and
dη˜
dξ˜
= i 1 + wz
1 − wz,
where z and w satisfy Eq. (1). Differentiating the first of these equations with respect
to z, we have:[
w2 − 1 + (z2 − 1)w′
]
ξ˜ − i
[
w2 + 1 + (z2 + 1)w′
]
η˜ = 0,
wherew′ = dw/dz = − (P/z) / (P/w). Thus, ξ˜ /η˜ = i[w2 + 1 + (z2 + 1)w′]/[
w2 − 1 + (z2 − 1)w′], and the points ofK are defined by the following equations:(
ξ˜ = w
2 + 1 + (z2 + 1)w′
2(w + zw′) , η˜ =
w2 − 1 + (z2 − 1)w′
2i(w + zw′)
)
. (6)
On the other hand, the tangents to C, ξ x(z)+ η y(z)− 1 = 0 and ξ x(w)+
η y(w)− 1 = 0, intersect at the point(
ξ = y(w)− y(z)
x(z)y(w)− x(w)y(z) =
1 + wz
w + z ,
η = x(w)− x(z)
x(w)y(z)− x(z)y(w) = i
1 − wz
w + z
)
. (7)
Therefore,
dξ
dz
= w
2 − 1 + (z2 − 1)w′
(w + z)2 ,
dη
dz
= −iw
2 + 1 + (z2 + 1)w′
(w + z)2 , and
dη
dξ
= −iw
2 + 1 + (z2 + 1)w′
w2 − 1 + (z2 − 1)w′ = −
ξ˜
η˜
.
Consider (ξjk, ηjk) (j /= k, 0  j, k  N − 1 ), the points of intersection of the
tangents xj ξ + yjη − 1 = 0 and xkξ + ykη − 1 = 0 to C. These points satisfy the
conditions of the Darboux theorem. When the lines
[
(xj , yj ), (xk, yk)
]
rotate around
K, the points (ξjk, ηjk) pass through a Darboux curve D. As calculated above, the
slope of D at the point
(
ξjk, ηjk
)
is dηjk/dξjk = −ξ˜jk/η˜jk. Therefore by the defi-
nition of pjk (Eq. (4))
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mjk = − ξ˜jk
η˜jk
= − pjkxk + (1 − pjk)xj
pjkyk + (1 − pjk)yj .
On the other hand, in accordance with Eq. (3), mjk = −(qj xk + qkxj )/(qj yk +
qkyj ). Hence,
pjk
1 − pjk =
qj
qk
. (8)
Eq. (5) now follows from the identity (qj /qk)× (qk/ql) = qj /ql . 
Eq. (1) provides us with functions w(z) which define the points (ξ˜ , η˜) of a Ponc-
elet curve K by Eq. (6) and the points (ξ, η) of the corresponding Darboux curve
D by Eq. (7). Since the line through the points (x(z), y(z)) and (x(w), y(w)) is
tangent to K, the polynomial of Eq. (2) may be expressed in the variables z and w
by substituting Eq. (7) into Eq. (2). As a result we have
Q(z,w)= (w + z)N−1D(ξ, η)
N−1∏
k=0
ak
=
N−1∏
k=0
[
a2k + wz− (w + z)ak
]N−1∑
j=0
qjaj
a2j + wz− (w + z)aj
= 0,
where ak = xk + iyk . Thus we obtain the polynomial equation for z and w with
parameters—the vertices of a Poncelet polygon:
Q(z,w) =
N−1∏
k=0
(z− ak)(w − ak)
N−1∑
j=0
qjaj
(z− aj )(w − aj ) = 0. (9)
Since Eqs. (1) and (9) define the same functions w(z), the polynomial Q(z,w) dif-
fers from P(z,w) of Eq. (1) only by a nonzero constant factor. Comparing the coef-
ficients of these polynomials, we can find the equations which link the parameters
of P(z,w) (αj ’s and βj ’s—the foci of the Poncelet curve) with the parameters of
Q(z,w) (ak’s and qj ’s) which define the vertices of Poncelet polygons and the tan-
gent points (i.e., the common points of a Poncelet polygon and the Poncelet curve).
Such equations are derived by Gau and Wu in [5,6,9,10] for real Poncelet curves that
are generated by UB-matrices. In particular, the following corollary holds:
Corollary 2.7. LetK be a Poncelet curve of rank N and let (xj , yj ) ∈ C (j = 0, . . . ,
N − 1 = n) be the vertices of a Poncelet polygon (i.e., the points on C that define
the lines tangent to K). Further, let (ξ˜jk, η˜jk) be the point where the line [(xj , yj ),
(xk, yk)] is tangent to K. Then(
n∏
k=0
ak
)
n∑
j=0
qj /= 0,
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where ak = xk + iyk and qj are such that qj /qk = (ξ˜jk − xj )/(xk − ξ˜jk) = (η˜jk −
yj )/(yk − η˜jk).
Proof. The coefficient of wn in Q(0, w) is (−1)n (∏nk=0 ak)∑nj=0 qj and this
coefficient is 1 in P(0, w). 
An interesting theorem of Gau and Wu [10] influenced the following statement,
which is used to reprove the Gau–Wu theorem in Section 5.4:
Corollary 2.8. Let bj (j = 0, . . . , n) be distinct complex numbers and Q(b0, bj ) =
0 for j = 1, . . . , n. Then for any j /= k we have Q(bj , bk) = 0 (0  j, k  n), i.e.,
bj (j = 0, . . . , n) form an N-complete set with respect to Q(z,w) since Q(z,w)
differs from P(z,w) of Eq. (1) only by a nonzero constant factor.
The numbers α1, . . . , αN−1 of Eq. (1) may be determined from the equation
Q(0, α) = 0, whereas the numbers β−11 , . . . , β−1N−1 of Eq. (1) may be determined
from the equation Q(∞, β−1) = 0:
N−1∑
j=0
qj
aj − α = 0, (10)
N−1∑
j=0
qj
a−1j − β−1
= 0. (11)
Eq. (10) for α, as well as Eq. (11) for β−1, has N − 1 roots due to Corollary 2.7. The
reverse statement is also true:
Proposition 2.9. Let aj and qj be nonzero complex numbers (0  j  N − 1) with∑N−1
j=0 qj /= 0. If αj and β−1j are determined from Eqs. (10) and (11), then the
polynomial P(z,w) of Eq. (1) differs from Q(z,w) of Eq. (9) only by a nonzero
constant factor and both of these polynomials define a Poncelet curve.
Notice that Eq. (6) may also be determined by the usual procedure for finding an
envelope of a family of lines
ξ − x(z)
x(w)− x(z) =
η − y(z)
y(w)− y(z) ,
where w = w(z) is a differentiable function of z.
It may happen that there is a curve K and only a given set of N points on C
satisfies conditions 1 and 2 of Definition 0.1. The next theorem shows that in this
case, Eq. (5) is sufficient for the existence of an infinite number of such sets with an
arbitrarily chosen point on C.
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Theorem 2.10. Let K be an algebraic plane curve of class N − 1 and let (xj , yj ),
j = 0, . . . , N − 1, be N distinct points on C such that each line [(xj , yj ), (xk, yk)],
j /= k, 0  j, k  N − 1, is tangent to K, and there is no other point (x, y) ∈ C
such that a line [(x, y), (xk, yk)] is tangent to K. Let (ξ˜jk, η˜jk) denote the points
where these lines are tangent to K. If for any three distinct integers 0  j, k, l 
N − 1, Eq. (5) is satisfied, i.e.,
pjk
1 − pjk ×
pkl
1 − pkl =
pjl
1 − pjl , where pjk =
ξ˜jk − xj
xk − xj =
η˜jk − yj
yk − yj ,
then K is a Poncelet curve of rank N.
Proof. Let qj = q0pj0/(1 − pj0). Consider the curve D of Eq. (2). It follows from
the Darboux theorem that for any given point (xˆ0, yˆ0) ∈ C, we can determine a set
of N points (xˆj , yˆj ) ∈ C, j = 0, . . . , N − 1 (including the given point) such that all
tangents pˆj = xˆj ξ + yˆj η − 1 = 0 intersect onD. Namely, first we consider the line
xˆ0ξ + yˆ0η − 1 = 0 and find a point (u01, v01) of intersection of this line with D.
Then we develop the procedure described in Theorem 2.3. This procedure results
in a set of N points mentioned above, as well as the set of points
(
ξˆjk, ηˆjk
)
∈ D,
which are the intersection points of pˆj = 0 and pˆk = 0. Since Eq. (5) is satisfied,
Eq. (8) holds for all j /= k, 0  j, k  N − 1. Therefore, as the points
(
ξˆjk, ηˆjk
)
run throughD, the lines [(xˆj , yˆj ), (xˆk, yˆk)], j /= k, 0  j, k  N − 1, rotate around
K. Any such line is tangent toK, i.e., the conditions of Definition 0.1 are satisfied,
and K is a Poncelet curve. 
Equations for (ξ˜ , η˜) ∈K may also be presented with another interpretation. Let
H(t) = κ

1 + N−1∑
j=1
(
t
t − αj +
βj t
1 − βj t
) , (12)
where κ is a nonzero constant and consider the equation∫ w
z
H(t)
t
dt = 2π ilκ,
involving z and w, where l is an integer. Then
ln

w
z
N−1∏
j=1
(w − αj )(1 − βjz)
(z− αj )(1 − βjw)

 = 2π il1,
where l1 is an integer which depends on l and the chosen path of integration from z
to w. Therefore
w
N−1∏
j=1
w − αj
1 − βjw = z
N−1∏
j=1
z− αj
1 − βjz ,
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where w and z are not identically equal. The last equation yields Eq. (1). Since
w′ = dw
dz
= wH(z)
zH(w)
,
it follows from Eq. (6) that
ξ˜ = H(z)
H(z)+H(w)x(z)+ H(w)H(z)+H(w)x(w);
η˜ = H(z)
H(z)+H(w)y(z)+ H(w)H(z)+H(w)y(w).
(13)
Comparing Eqs. (13) and (4), we define
p(z,w) = 1 − p(w, z) = ξ˜ − x(z)
x(w)− x(z) =
η˜ − y(z)
y(w)− y(z) , (14)
and we have the “lever rule”: p(z,w)×H(z) = p(w, z)×H(w).
Eq. (5) can be given the following form:
Proposition 2.11. For P(z,w) of Eq. (1) and any distinct j, k, l (0  j, k, l 
N − 1)
P
z
(
wj ,wk
) · P
z
(wk,wl) · Pz
(
wl,wj
)
+ P
w
(
wj ,wk
) · P
w
(wk,wl) · Pw
(
wl,wj
) = 0. (15)
Proof. It follows from Eq. (6) that
p(z,w) = 1 − p(w, z) = w
w + zw′ ,
or
p(z,w)
1 − p(z,w) =
1 − p(w, z)
p(w, z)
= w
z
1
w′
.
Hence, Eq. (5) yields the following equation:
wk
wj
−P ′w(wj ,wk)
P ′z(wj ,wk)
wl
wk
−P ′w(wk,wl)
P ′z(wk,wl)
= wl
wj
−P ′w(wj ,wl)
P ′z(wj ,wl)
,
or, since P ′w(wj ,wl)P ′w(wl, wj ) = P ′z(wj ,wl)P ′z(wl, wj ), we have Eq. (15). 
3. Matrices that generate Poncelet curves
Let αj and βj , j = 1, . . . , N − 1 = n, be such that αjβj /= 1, and let γj =√
1 − αjβj , where any of the branches of the square root can be chosen. Consider
the n× n square matrices
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T =


α1 −γ1γ2 −β2γ1γ3 −β2β3γ1γ4 · · · −β2 · · ·βn−1γ1γn
0 α2 −γ2γ3 −β3γ2γ4 · · · −β3 · · ·βn−1γ2γn
0 0 α3 −γ3γ4 · · · −β4 · · ·βn−1γ3γn
0 0 0 α4 · · · −β5 · · ·βn−1γ4γn
· · · · · · · · · · · · · · · · · ·
0 0 0 0 · · · αn


.
S =


β1 0 0
−γ1γ2 β2 0
−α2γ1γ3 −γ2γ3 β3
−α2α3γ1γ4 −α3γ2γ4 −γ3γ4
· · · · · · · · ·
−α2 · · ·αn−1γ1γn −α3 · · ·αn−1γ2γn −α4 · · ·αn−1γ3γn
0 · · · 0
0 · · · 0
0 · · · 0
β4 · · · 0
· · · · · · · · ·
−α5 · · ·αn−1γ4γn · · · βn


.
Theorem 3.1. The determinant equation
F(z,w) = det [T + wzS − (w + z)In] = 0 (16)
coincides with Eq. (1) and, if αjβk /= 1, defines a Poncelet curve in view of Eqs. (6)
or (13).
Proof. Direct checking shows that matrices T and S admit the following bordering
(for any nonzero θ):
U = U(θ)=


α1 −γ1γ2 −β2γ1γ3 −β2β3γ1γ4 · · ·
0 α2 −γ2γ3 −β3γ2γ4 · · ·
0 0 α3 −γ3γ4 · · ·
0 0 0 α4 · · ·
· · · · · · · · · · · ·
0 0 0 0 · · ·
γ1 β1γ2 β1β2γ3 β1β2β3γ4 · · ·
−β2 · · ·βn−1γ1γn −β2 · · ·βnγ1θ
−β3 · · ·βn−1γ2γn −β3 · · ·βnγ2θ
−β4 · · ·βn−1γ3γn −β4 · · ·βnγ3θ
−β5 · · ·βn−1γ4γn −β5 · · ·βnγ4θ
· · · · · · · · ·
αn −γnθ
β1 · · ·βn−1γn β1 · · ·βnθ


.
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U−1 =


β1 0 0
−γ1γ2 β2 0
−α2γ1γ3 −γ2γ3 β3
−α2α3γ1γ4 −α3γ2γ4 −γ3γ4
· · · · · · · · ·
−α2 · · ·αn−1γ1γn −α3 · · ·αn−1γ2γn −α4 · · ·αn−1γ3γn
−α2 · · ·αnγ1/θ −α3 · · ·αnγ2/θ −α4 · · ·αnγ3/θ
0 · · · 0 γ1
0 · · · 0 α1γ2
0 · · · 0 α1α2γ3
β4 · · · 0 α1α2α3γ4
· · · · · · · · · · · ·
−α5 · · ·αn−1γ4γn · · · βn α1 · · ·αn−1γn
−α5 · · ·αnγ4/θ · · · −γn/θ α1 · · ·αn/θ


.
Hence, matrices T and S may be expressed through U as follows: T = (IN − uv∗)
U (IN − uv∗), S = (IN − uv∗) U−1 (IN − uv∗), where IN is the N ×N identity
matrix, u is a column N-vector and vtr is a row N-vector such that v∗u = 1. The
matrices U, U−1 and the projector IN − uv∗ are considered as operators acting on
the N-dimensional Hilbert space HN .
The matrix representation of T and S that is given above means that T and S are
operators acting on HN−1 = (IN − uv∗)HN , i.e., HN is a direct sum of HN−1
and the one-dimensional space generated by the vector u = v = e(N) = (0, . . . , 0, 1)tr.
The bordering (Nth) zero-row and zero-column of matrices T and S are deleted, so
they are (N − 1)× (N − 1) matrices.
Notice that if Eq. (16) holds and d(z, w) ∈HN−1 is the corresponding eigen-
vector (i.e., [T + wzS − (w + z)I ]d(z, w) = 0), then [U + wzU−1 − (w + z)I ]d
(z, w) = κ(z,w)u, where κ(z,w) is a factor. Therefore, d(z, w) = κ(z,w)[U +
wzU−1 − (w + z)I ]−1u. Since d(z, w) ∈HN−1, we have v∗d(z, w) = 0, or
v∗
[
U + wzU−1 − (w + z)I
]−1
u = 0. (17)
For almost all θ , U has N nonzero distinct eigenvalues λ0, . . . , λN−1 and cor-
responding N eigenvectors f0, . . . , f(N−1). Denote by C the matrix with columns
f(j), j = 0, . . . , N − 1. ThenC−1UC = diag (λ0, . . . , λN−1) andC−1uv∗C = uˆvˆ∗,
where uˆ = C−1e(N) = (u0, . . . , uN−1)tr, vˆtr = e(N)trC = (v0, . . . , vN−1), i.e., uˆ is
the Nth column of C−1, vˆtr is the Nth row of C.
Let us prove that if αjβk /= 1 for all j, k (1  j, k  N − 1) then all uj and vj
are nonzero, or in other words, that any eigenvector of U is not in HN−1 as well as
any eigenvector of U−1(tr). Assume the opposite.
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Let f be an eigenvector of U and f ∈HN−1. Then T f =U f = λf and Sf = U−1f =
λ−1f, where λ is equal to some αj and λ−1 is equal to some βk . Thus αjβk = 1 which
contradicts the given condition. Hence, all vj are nonzero.
Similarly, if g is an eigenvector of U−1(tr) and g ∈HN−1, then g(tr)S =
g(tr)U−1 = µgtr and g(tr)T = g(tr)U = µ−1gtr, where µ is equal to some βj and
µ−1 is equal to some αk . Thus βjαk = 1 that again contradicts the given condition.
Since λj + wz/λj − (w + z) = (z− λj )(w/λj − 1), we have from Eq. (17),
N−1∏
k=0
(z− λk)(w − λk)vˆtrC−1
[
U + wzU−1 − (w + z)I
]−1
Cuˆ
=
N−1∏
k=0
(z− λk)(w − λk)
N−1∑
j=0
ujvjλj
(z− λj )(w − λj ) = 0. (18)
It follows from Eq. (16) that the roots of equation F(0, w) = 0, or∑N−1
j=0 ujvj /(w − λj ) = 0 in w are αj and the roots of equation F(∞, w) = 0, or∑N−1
j=0 ujvj /(w−1 − λ−1j ) = 0 in w are βj . Therefore the conditions of Proposition
2.9 are satisfied for qj = ujvj and aj = λj , and Eq. (16) coincides with Eq. (1). 
The matrix U(θ) is essentially similar to the matrix constructed by Chien and
Nakazato [2] as an analytic continuation of unitary dilation of T for the case S = T ∗,
‖T ‖ = 1 and rank(IN−1 − T ∗T ) = 1, i.e., when T is a UB-matrix. We consider this
special case in Section 5.1.
Remark 3.2. The following conditions are equivalent and their geometric mean-
ing is that any point of the Poncelet curve K does not coincide with a vertex of
the Poncelet polygon and that the Darboux curve D does not contain a line as a
component:
• pjk /= 0 and pjk /= 1 in Theorem 2.6 (Eq. (4)),
• qj /= 0 in Corollary 2.2 (Eq. (8)),
• αjβk /= 1 in Theorems 1.1 and 3.1.
Example 3.3. Let N = 3, α1 = 1, α2 = 2, β1 = −3 and β2 = −4. Then γ1 = 2,
γ2 = 3 and
T =
(
1 −6
0 2
)
, S =
(−3 0
−6 −4
)
,
U =

1 −6 −20 2 0.75
2 −9 −3

 , U−1 =

−3 0 2−6 −4 3
16 12 −8

 .
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The eigenvalues of U are λ0 = −0.066588, λ1 = 0.033294 + i1.93735, λ2 =
0.033294 − i1.93735, and the corresponding eigenvectors are the columns of the
matrix
C =

 1 1 12.18072 −0.340360 − i0.236889 −0.340360 + i0.236889
−6.00887 1.504434 − i0.258008 1.504434 + i0.258008

 .
Hence
C−1 =

 0.182777 0.106164 −0.0974740.408612 − i0.254206 −0.053082 + i1.54577 0.048737 + i0.518683
0.408612 + i0.254206 −0.053082 − i1.54577 0.048737 − i0.518683

 ,
utr = [0, 0, 1]
(
C−1
)tr
= [−0.0974741, 0.048737 + i0.518683, 0.048737 − i0.518683]
and
v∗ = [0, 0, 1]C=[−6.00887, 1.504434 − i0.258008, 1.504434 + i0.258008].
Thus q0 = u0v∗0 = 0.585709, q1 = u1v∗1 = 0.207146 + i0.767750, q2 = u2v∗2 =
0.207146 − i0.767750, and by Eq. (18),
0.585709
(z− λ0)(w/λ0 − 1) +
0.207146 + i0.767750
(z− λ1)(w/λ1 − 1) +
0.207146 − i0.767750
(z− λ2)(w/λ2 − 1) =0.
The last equation results (after clearing the denominators) in a polynomial equation
in z and w, namely,
(w + z)2 + 12(wz)2 + 7wz(w + z)− 46wz− 3(w + z)+ 2 = 0.
In view of Eq. (1), this equation yields:
1
w − z [w(w − 1)(w − 2)(1 + 3z)(1 + 4z)
−z(z− 1)(z− 2)(1 + 3w)(1 + 4w)] = 0,
and in view of Eq. (16) (the determinant equation), it yields:
det [T + wzS − (w + z)I ]
=
∣∣∣∣1 − 3wz− (w + z) −6−6wz 2 − 4wz− (w + z)
∣∣∣∣ = 0.
Remark 3.4. The particular form of the matrices T and S (given in the beginning of
this section) is not used in the proof of Theorem 3.1. Therefore this theorem is valid
for any pair of matrices admitting borderings that make them inverse of each other.
Consequently any n× n matrix of rank greater or equal to n− 1 may be chosen for
T (or S), since any such matrix may be bordered to an invertible (n+ 1)× (n+ 1)
matrix.
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4. The case of quadrics
Here some results of [17,18] are generalized for quadrics in the complex plane.
A quadric has the following equation in the variables z and w (or in the variables
τ = wz and ν = w + z):
p(z,w;α1, α2, β1, β2, A) = p(z,w) = p1(τ, ν)
= β1β2τ 2 − (β1 + β2)τν + ν2 + 2(A− 1)τ − (α1 + α2)ν + α1α2 = 0,
(19)
where α1, α2, β1, β2 are the foci of the quadric, and A is a scalar parameter. Using
Eq. (6), the quadric may be parametrically defined by the following equations:
ξ˜ = [ τ(β1β2 + A− 1)− ν (α1 + α2 + β1 + β2) /2
+A− 1 + α1α2]/[(β1 + β2)τ − 2ν + α1 + α2],
η˜ = i[ τ(β1β2 − A+ 1)+ ν (α1 + α2 − β1 − β2) /2
+A− 1 − α1α2]/[(β1 + β2)τ − 2ν + α1 + α2],
where τ , ν satisfy Eq. (19).
For quadrics, we may redefine the Poncelet curves in the usual manner consid-
ering the lines passing through the points (x(z), y(z)) and (x(w), y(w)) and being
tangent to the quadric in question.
Definition 4.1. LetK be a quadric given by p(z,w) = p(z,w;α1, α2, β1, β2, A) =
0, and let w0 and w1 be such that p(w0, w1) = 0. Consider the following procedure:
w2 /= w0 is such that p(w1, w2) = 0; w3 /= w1 is such that p(w2, w3) = 0; and so
on. If for some N  3, wN = w0, we call K a Poncelet quadric of rank N. In other
words, K is inscribed in the closed polygon defined by the sequence of vertices(
x(wj ), y(wj )
) ∈ C, j = 0, 1, . . . , N − 1.
The fact that this definition is equivalent to Definition 0.1 follows from the fol-
lowing proposition:
Proposition 4.2 (Poncelet theorem, see Berger [1, p. 203, 208]). Let w0, w1, . . . ,
wN = w0 be a sequence of complex numbers as described in Definition 4.1. Then for
any starting number wˆ0, the procedure of Definition 4.1 results in wˆN = wˆ0. More-
over, for any k, there exists a polynomial pk(z,w) = pk(z,w;α(k)1 , α(k)2 , β(k)1 , β(k)2 ,
A(k)) such that pk(wj ,wj+k) = 0, where j = 0, . . . , N − 1, wl = wm for l ≡ m
(mod N).
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Obviously there are [N/2] such distinct polynomials pk(z,w), ifK is a Poncelet
quadric of rank N. The product of these polynomials is a polynomial of the form
P(z,w) of Eq. (1). The polynomial P(z,w) defines the Poncelet curve of Definition
0.1, so the Poncelet quadrics are the components of this curve, while the polynomials
pk(z,w) are the factors of P(z,w). Theorem 4.4 below provides us with a criterion
for a quadric to be a component of a Poncelet curve. It is based on the following
lemma which is a consequence of Corollary 1.3.
Lemma 4.3. Let α1α2β1β2 /= 0, and consider the following two recursive proce-
dures:
• w1 = α1,
w2 = (β1 + β2)α
2
1 − 2Aα1 + α1 + α2
(α1β1 − 1)(α1β2 − 1)
and for t  2, wt+1 = (wt − α1)(wt − α2)
(β1wt − 1)(β2wt − 1)
1
wt−1
.
• w˜1 = β1,
w˜2 = (α1 + α2)β
2
1 − 2Aβ1 + β1 + β2
(α1β1 − 1)(α2β1 − 1)
and for t  2, w˜t+1 = (w˜t − β1)(w˜t − β2)
(α1w˜t − 1)(α2w˜t − 1)
1
w˜t−1
.
If for n  2, the first recursive procedure results in wn = α2, then the second recur-
sive procedure results in w˜n = β2.
Proof. Comparing these procedures we see that the second procedure is a result of
exchanging the pair α1, α2 with the pair β1, β2. Therefore the lemma will be proved
if we show that the value of A resulting from the equation wn = α2 is the same as
that results from the equation w˜n = β2. It is sufficient to prove this for the case of
α1 = α2 = α and β1 = β2 = β. Let us substitute wt = αγt . Then we have:
γ1 = 1, γ2 = 2αβ + 1 − A
(αβ − 1)2 , . . . , γt+1 =
(γt − 1)2
(αβγt − 1)2
1
γt−1
, . . .
Hence, it follows from wn = α (i.e., γn = 1) that A is a function of the product αβ
and does not change if α and β are exchanged. 
Theorem 4.4. The quadric defined by an irreducible polynomial
p(z,w)= p1(τ, ν) = β1β2τ 2 − (β1 + β2)τν + ν2
+ 2(A− 1)τ − (α1 + α2)ν + α1α2 = 0,
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where τ = wz and ν = w + z, is a component of a Poncelet curve of rankN  3 if
and only if the recursive procedure of Lemma 4.3 results in wN−1 = α2.
Proof. Consider Eq. (1) with the parameters as in Lemma 4.3: P(z,w) =
P(z,w;w1, . . . , wN−1, w˜1, . . . , w˜N−1) = 0. Obviously for any 0  j  N − 1,
P(wj ,wj+1) = P(w˜−1j , w˜−1j+1) = 0, where w0 = wN = w˜−10 = w˜−1N = 0. Since
P(z,w) = P(w, z), this polynomial may be expressed in the variables τ = wz and
ν = w + z, say P(z,w) = P1(τ, ν). There are 2N pairs (τ, ν) which satisfy equa-
tions p1(τ, ν) = 0 and P1(τ, ν) = 0. However, p1(τ, ν) is a quadratic polynomial
whereas P1(τ, ν) is a polynomial of degree N − 1. Since 2(N − 1) < 2N , it follows
from Bezout’s theorem that p1(τ, ν) is a factor of P1(τ, ν). 
Example 4.5. Let 2A = 1 − α1α2β1β2 + (α1 + α2)(β1 + β2). Then
p(z,w) = 1
w − z
[
w(w − α1)(w − α2)(1 − β1z)(1 − β2z)
−z(z− α1)(z− α2)(1 − β1w)(1 − β2w)
]
,
and the corresponding quadric is a Poncelet curve of rank 3.
5. Poncelet curves in the real plane R2
5.0. General consideration
In this section, C denotes the unit circle in R2. Since the points on C are ordered,
one can define real Poncelet curves in the usual way through the closedness of poly-
gons inscribed in C and circumscribed about the curve. First, let us describe the
curves for which this definition is valid. These curves have a unique tangent in any
given direction.
Definition 5.0.1. A closed plane curve Kˆ inside C has the bullet property, if
• For any angle ϕ, there exists exactly one directed tangent to Kˆ that forms angle
ϕ with a fixed directed line.
In other words, a closed plane curve has the bullet property if its tangent rotates
no more than once when the tangent point makes one rotation along the curve. A
closed curve has the bullet property if it is a smooth convex curve. However, it may
have cusps and fish tales (see for example Fig. 2). Now we can define a real Poncelet
curve.
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Fig. 2. Poncelet curve of rank 2 and class 3. The outer quadratic—unit circle—is not shown.
Definition 5.0.2a. A closed plane curve Kˆwith a bullet property is a Poncelet curve
if for any point A on C, there exists a closed polygonP circumscribed about Kˆ and
inscribed in C with A as one of the vertices of P.
The parametrization of C used in the Introduction results in real x(z) and y(z)
for any z ∈ C. Using variables z and w, we may reformulate Definition 5.0.2a for an
algebraic Poncelet curve as follows:
Definition 5.0.2b. Let a closed curve Kˆ, having the bullet property, be strictly inside
the unit circle. Let, further, an irreducible polynomial equation P(z,w) = 0 be sat-
isfied for the ends of any chord [z,w] of C which is tangent to Kˆ. We call Kˆ a real
algebraic Poncelet curve of rankM  2 if for any w0 ∈ C, there exists a sequence
of distinct points wj ∈ C, j = 0, . . . ,M − 1, such that the chords [wj ,wj+1] are
tangent to Kˆ (here, wM = w0).
It is convenient to analyze, along with Kˆ, the following set of curves:
Definition 5.0.3a. Given a real Poncelet curve Kˆ of rank M and a set of M vertices
of a polygon Pˆ inscribed in the unit circle and circumscribed about Kˆ, consider the
following m = [M/2] polygons with common vertices:
• the polygon P1 which is the convex hull of the vertices of Pˆ, and
• the polygons Pk (2  k  m) composed by the diagonals of P1 that leap over
k − 1 vertices (i.e., all such diagonals that connect vertex j − 1 with vertex j + k,
where j = 1, . . . ,M and the vertex numbers are taken modulo M).
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The envelopes Kk of the sides of Pk (1  k  m) form a package of Poncelet
curves of rank M. These curves are nested:K1 ⊃K2 ⊃ · · · ⊃Km. For some k, the
curve Kk coincides with the given Kˆ.
The latter definition is similar to Definition 0.1 of Poncelet curves in C2. Indeed,
for any two vertices wj , wk (j /= k), the chord [wj ,wk] is tangent to a curve of the
package. Therefore Definition 5.0.3a is equivalent to the following.
Definition 5.0.3b. A set K of closed real plane curves with the bullet property is
called a package of real Poncelet curves of rankM  2 if
1. all curves are strictly inside the unit circle C,
2. for any real point (x0, y0) ∈ C, there are exactly m = M − 1 other distinct real
points (xj , yj ) ∈ C, j = 1, . . . , m, such that each chord [(xj , yj ), (xk, yk)],
j /= k, 0  j, k  m, is tangent to a curve of K, and
3. there does not exist any other real point (xˆ, yˆ) on C such that a chord [(xˆ,
yˆ), (xk, yk)] (0  k  m) is tangent to a curve of K.
Definition 5.0.4. The total algebraic class of a package of real Poncelet curves is the
smallest degree of the polynomial equations in tangent coordinates of all the curves
in the package.
The total algebraic class n of a package of rank M is obviously not less than M −
1. As we show in the next section, if n = M − 1 then the package is generated by a
matrix that admits unitary bordering (a UB-matrix) and the curve K1 of Definition
5.0.3a is the boundary of the numerical range of this UB-matrix.
5.1. Packages of class n = M − 1
Consider again the parameters z and w which define a chord tangent to a curve of
the package. Let P(z,w) = 0 be a polynomial equation of degree n defining all the
[(n+ 1)/2] Poncelet curves of the package in the tangent coordinates (such a poly-
nomial exists since the total algebraic class of the package is n). Then the roots wj
of the equation P(w0, w) = 0 in w for almost all w0 are such that P(wj ,wk) = 0,
j /= k, 0  j, k  n (i.e.,wj form a complete set with respect to P(z,w) in the sense
of Definition 0.3.) Indeed, for w0 ∈ C this follows from the Poncelet property of the
curves, and for almost all w0 it follows from the fact that all implicit functions w(z)
defined by the equation P(z,w) = 0 are analytic. Hence it follows from Theorem
1.1 that the polynomial P(z,w) is as given in Eq. (1). Moreover, the numbers αj and
βj of Eq. (1) are not independent in this case. We show below that βj = α¯j .
Lemma 5.1.1. Let the polynomial equation P(z,w) = 0 of degree n in w be such
that for any z ∈ C, there are n roots on C. Then for any z and w which satisfy the
equation P(z,w) = 0, the equation P (1/z¯, 1/w¯) = 0 holds.
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Proof. Using a Cayley transform P1(z1, w1) = (1 + iw1)n(1 + iz1)nP
(
(1 − iz1)/
(1 + iz1), (1 − iw1)/(1 + iw1)
) = 0, we have for P1(z1, w1) with a real z1, n real
roots w1. Hence for any z1 it follows from P1(z1, w1) = 0 that P1(z¯1, w¯1) = 0. Con-
sequently, P(z,w) = 0 yields P(1/z¯, 1/w¯) = 0. 
Since αj and βj are the roots of equations P(0, w) = 0 and P(∞, w−1) = 0 in
w, respectively, we have from Lemma 5.1.1 that βj = α¯j . Thus, if M = n+ 1, the
package of real Poncelet curves is defined by the following equation in the tangent
coordinates:
P(z,w)= 1
w − z

w n∏
j=1
(w − αj )(1 − α¯j z)− z
n∏
j=1
(z− αj )(1 − α¯jw)


= 0. (20)
This equation may be interpreted in the following way: the Poncelet curve in C2
which is defined by Eq. (20) may be reduced to the real plane where this curve
generates the package of real Poncelet curves. Eq. (20) has n roots w ∈ C for any
z ∈ C, and these N = n+ 1 numbers are the vertices of the polygons inscribed in
the real unit circle and circumscribed about the real Poncelet curves of the package.
We can analyze the curves of the package applying the results of Sections 1–3.
First, let us prove the following lemma. This lemma is also applied to the case of
M < N . Therefore it is presented in a more general form than required for this section.
Lemma 5.1.2. Let |αj | < 1 for 1  j  n1, |αn1+j | > 1 for 1  j  n2 < n1 and
N = n1 + n2 + 1. If for any z ∈ C, there are exactly m = M − 1 roots of Eq. (20) in
w on C, then m = n1 − n2. In particular, if m = N − 1 (i.e., M = N), then n2 = 0.
Proof. Let
h(eiψ) = 1
2π(n1 − n2 + 1)

1 + n1∑
j=1
1 − |αj |2
|eiψ − αj |2 −
n1+n2∑
j=n1+1
|αj |2 − 1
|eiψ − αj |2

 .
(21)
Notice that
1
2π
∫ 2π
0
1 − |α|2
|eiψ − α|2 dψ =
{
1, if |α| < 1
−1, if |α| > 1.
Hence
∫ 2π
0 h
(
eiψ
)
dψ = 1. The function
H(t)= t
2π(n1 − n2 + 1)
×

1t +
n1∑
j=1
[
1
t − αj +
α¯j
1 − α¯j t
]
−
n1+n2∑
j=n1+1
[
1
αj − t +
1
t − 1/α¯j
]

110 B. Mirman, P. Shukla / Linear Algebra and its Applications 408 (2005) 86–119
coincides with h(eiψ) for t = eiψ and therefore∮
C
H(t)
it
dt = 1.
We shall prove that the equation∫ w
z
H(t)
it
dt = l
n1 − n2 + 1 (22)
in z and w with an arbitrary integer l and regardless of an allowable path from z to w
is equivalent to Eq. (20). In other words, we shall prove that for any pair (z, w) that
satisfies Eq. (20), we can find an integer l and a path from z to w such that Eq. (22) is
satisfied, and conversely, any pair (z, w) which satisfies Eq. (22) for an integer l and
a path from z to w also satisfies Eq. (20).
Indeed,
∫ w
z
H(t)
it
dt = 1
2π i(n1 − n2 + 1) ln

w
z
n1+n2∏
j=1
(w − αj )(1 − α¯j z)
(1 − α¯jw)(z− αj )

 .
Therefore it follows from Eq. (22) that
ln

w
z
n1+n2∏
j=1
(w − αj )(1 − α¯j z)
(1 − α¯jw)(z− αj )

 = 2π il1,
where l1 depends on l and the chosen path of integration. Thus the following products
are equal:
w
n1+n2∏
j=1
w − αj
1 − α¯jw = z
n1+n2∏
j=1
z− αj
1 − α¯j z ,
i.e., Eqs. (20) and (22) are equivalent.
Consider Eq. (22) with the path of integration along an arc of C:∫ ψ2
ψ1
h(eiψ) dψ = l
n1 − n2 + 1 . (23)
Since Eq. (20) has exactly m roots in w lying on C for any z ∈ C, we have:
• h(eiψ) defines a probabilistic measure on C:
h(eiψ)  0 for any real ψ. (24)
Indeed, if this inequality does not hold, then h(eiψ) is negative on an arc of C.
Then the number of solutions ψ2 of Eq. (23) varies depending on ψ1, thus condi-
tion 2 of Definition 5.0.3b is not satisfied.
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• The solutions ψ(1)2 , . . . , ψ(m)2 of Eq. (23) lying in [ψ1, ψ1 + 2π] and arranged in
the ascending order break C into m+ 1 arcs each of measure 1/(n1 − n2 + 1).
Thus m = n1 − n2. 
In the case of M = N , we have n2 = 0, i.e., all αj are inside the unit circle and all
parameters γj of Section 3 are real. Therefore S = T ∗, for any unit θ (i.e., |θ | = 1),
matrix U−1 = U∗, and T is a UB-matrix:
T =


α1 −γ1γ2 −α¯2γ1γ3 −α¯2α¯3γ1γ4 · · · −α¯2 · · · α¯n−1γ1γn
0 α2 −γ2γ3 −α¯3γ2γ4 · · · −α¯3 · · · α¯n−1γ2γn
0 0 α3 −γ3γ4 · · · −α¯4 · · · α¯n−1γ3γn
0 0 0 α4 · · · −α¯5 · · · α¯n−1γ4γn
· · · · · · · · · · · · · · · · · ·
0 0 0 0 · · · αn


,
where |αj | < 1 and γj =
√
1 − |αj |2.
A unitarily equivalent form of the matrix T is given by Gau and Wu [5] and
Mirman [15]. The eigenvalues of T are the foci of the package. The largest Poncelet
curve K1 of the package is the boundary W(T ) of the numerical range W(T ) of
matrix T, where
W(T ) = {〈T x, x〉 : ‖x‖ = 1} ,
〈x, y〉 is the inner product of vectors x and y of the n-dimensional Hilbert space, and
‖x‖ = √〈x, x〉.
The considerations of this section may be summarized in the following theorem:
Theorem 5.1.3. If the rank of a package of real Poncelet curves is N and the total
algebraic class of the curves is N − 1 then there exists a UB-matrix T that generates
the package, i.e., the boundary W(T ) of the numerical range of T is the largest
Poncelet curve of the package, and all curves of the package are defined by the
following equation in tangent coordinates τ = wz and ν = w + z:
det
(
T + wzT ∗ − (w + z)IN−1
) = 0, (25)
which coincides with Eq. (20).
This theorem partially confirms the conjecture by Gau and Wu [7, p. 184] on the
conditions for convex Poncelet curves to be the boundary of a numerical range of a
UB-matrix.
Remark 5.1.4. This consideration is based on the construction of the probabilistic
measure defined on C by Eq. (21). Such an approach is described in detail by Ko-
lodziej [12] and King [11] for the case of real quadrics. The proof of the Poncelet
theorem proposed by Jacobi in 1828 may be interpreted as an application of this ap-
proach. Jacobi considered the function H
(
eiϕ
) = C/√1 + α2 − r2 − 2α cosϕ for
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a circle of radius r centered at real α, and applied properties of elliptic functions.
Other examples of a measure-density function and proofs of the Poncelet theorem
are presented in [16,17] and Panov and Panov [19].
The results of Sections 1–3 allow us to formulate two additional criteria for the
case when a package of real Poncelet curves is generated by a UB-matrix.
Theorem 5.1.5. A package of real Poncelet curves is generated by a UB-matrix if
and only if
• all qj of Eq. (2) are positive, or,
• all pjk of Eq. (4) are real and strictly between 0 and 1 (see Fig. 1).
If a UB-matrix generates Poncelet curves, then their points may be determined
from Eq. (6) as well as from the following equations [23,14]:{
ξ˜ = λ(ϕ) cosϕ − λ′(ϕ) sinϕ,
η˜ = λ(ϕ) sinϕ + λ′(ϕ) cosϕ, (26)
where ϕ = arg(wz)/2 and λ(ϕ) = cos (arg(w/z)/2). Hence, cosϕ = (1 + wz)/
(2
√
wz), sinϕ = i(1 − wz)/(2√wz), λ(ϕ) = (w + z)/(2√wz), and it follows from
Eq. (25) that λ(ϕ) satisfies the determinant equation
det
(
T + T ∗
2
cosϕ + T − T
∗
2i
sinϕ − λ(ϕ)I
)
= 0. (27)
For the points of the largest Poncelet curveK1 of such a package, λ(ϕ) is the greatest
root of Eq. (27). All the roots λ(ϕ) of Eq. (27) are distinct and, consequently, all
real Poncelet curves are strictly nested (i.e., the nested curves do not have common
points). Another equation for the curves of the package may be obtained from the
values of the measure density. Similar to Eq. (14) we have:
ξ˜ + iη˜ = h(z)
h(z)+ h(w)z+
h(w)
h(z)+ h(w)w.
5.2. The case M < N = n+ 1: the rank of the package is not greater than
the total algebraic class n
If there is a package of real Poncelet curves of rank M and Eq. (20) of degree
N − 1 holds for these curves, then Eq. (20) defines a complex Poncelet curve of
rank N (and class n = N − 1). This case may be interpreted as a dilation of a package
of real Poncelet curves of rank M to a Poncelet curve in C2 of rank N. We showed in
the previous section that such a dilation is always possible for M = N (see Theorem
5.1.3). An example for M < N cannot be constructed with quadrics. Indeed, if the
largest Poncelet curve in a package is an ellipse of rank M, then there are [M/2]
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ellipses in the package and the total algebraic class of the package is M − 1. There-
fore we have M = N for quadrics. Below is an example for M = 2 and N = 4.
Example 5.2.1. Let n = N − 1 = 3 in Eq. (20), α1 = α2 = 0 and α3 = 3. Then we
have from (20)
w3(1 − 3z)+ (w2 + wz)(z− 3)(1 − 3z)+ z2(z− 3) = 0.
For any unit z, this equation has exactly one unit root w = w1(z). The envelope of
the chords [z,w1(z)] is a Poncelet curve of rank 2 and of class 3. This curve is not
convex, it has three cusps (see Fig. 2). Notice that contrary to this case, the largest
curve of a package of rank 3 is always convex [17, p. 125], Vinograd [22].
It can be shown that the following small perturbation of the above equation does
not violate its feature to have exactly one unit root w1(z) for any unit z.
Example 5.2.2
P(z,w)= w3(1 − 3z)+ (w2 + wz)(z− 3)(1 − 3z)
+ z2(z− 3)+ 0.05(w + 1)3(z+ 1)3 = 0.
Again the envelope of chords [z,w1(z)] is a Poncelet curve of rank 2, but this equa-
tion does not have the form of Eq. (20), and it is rather unlikely that a supplemental
polynomial R(z,w) exists such that the product P(z,w)R(z,w) has the form of the
left-hand side of Eq. (20). This happened for the rankM = 2. Perhaps this cannot
happen for M  3.
Conjecture 5.2.3. Any package of real Poncelet curves of rankM  3 admits a dila-
tion to a Poncelet curve in C2.
Discussion. Consider the case of an irreducible polynomial equation P(z,w) = 0
that defines the many-valued implicit function w(z) and the chords [z,w(z)] which
are tangent to a curve of the package. Since M  3, there is, for a given z0 on C,
a neighborhood of z0 and a pair of branches w1(z) and w2(z) of w(z) such that
P (w1(z), w2(z)) = 0. Let wj(z) and wk(z) (j /= k) be another pair of branches of
w(z) in the neighborhood of z0. If the branch points of w(z) are of order two, then
for any z0 there exists a closed path z(t), 0  t  1, z(0) = z(1) = z0, such that
w1(z) continuously transforms into wj(z) and w2(z) into wk(z). (Such a path exists
in general if there is a sufficient number of appropriate branch points.) Hence in
this case, along with P (w1(z), w2(z)) = 0, we have P
(
wj(z), wk(z)
) = 0 for any
distinct j and k. The roots of P(z,w) in w, together with z, form a complete set in
the sense of Definition 0.3. Thus the equation P(z,w) = 0 coincides with Eq. (20)
and the package admits a dilation to a Poncelet curve in C2. This reasoning shows
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that if the conjecture may be refuted, the counterexample of the package that does
not admit the dilation should be rather intricate.
When this dilation is possible, then we can analyze the curves applying Eq. (20)
as well as polynomial equations in the form of (10) or (16). The matrices of Section
3 for this case are as follows. Let again, as in Lemma 5.1.2, |αj | < 1 for 1  j  n1
and |αn1+j | > 1 for 1  j  n2 < n1. Then
T =
(
T11 iT12
O T22
)
, S =
(
T ∗11 O
iT ∗12 T ∗22
)
,
where
T11 =


α1 −γ1γ2 −α¯2γ1γ3 · · · −α¯2 · · · α¯n1−1γ1γn1
0 α2 −γ2γ3 · · · −α¯3 · · · α¯n1−1γ2γn1· · · · · · · · · · · · · · ·
0 0 0 · · · αn1

 ,
T12 =


−α¯2 · · · α¯n1γ1δ1 · · · −α¯2 · · · α¯n1+n2−1γ1δn2−α¯3 · · · α¯n1γ2δ1 · · · −α¯3 · · · α¯n1+n2−1γ2δn2· · · · · · · · ·
γn1δ1 · · · −α¯n1+1 · · · α¯n1+n2−1γn1δn2

 ,
T22 =


αn1+1 δ1δ2 α¯n1+2δ1δ3 · · · α¯n1+2 · · · α¯n1+n2−1δ1δn2
0 αn1+2 δ2δ3 · · · α¯n1+3 · · · α¯n1+n2−1δ2δn2· · · · · · · · · · · · · · ·
0 0 0 · · · αn1+n2

 ,
γj =
√
1 − |αj |2 for 1  j  n1 and δj =
√
|αn1+j |2 − 1 for 1  j  n2. Matrices
T and S admit the bordering presented in Section 3.
Theorem 5.2.4. Matrices T and S generate a package of real Poncelet curves if
either all αj’s are inside the unit circle, or some αj’s are outside the unit circle
and the inequality (24) holds. If there are n1 αj’s inside the unit circle and n2
outside, and the inequality (24) holds, then matrices T and S generate a package
of m = [M/2] Poncelet curves, where M = n1 − n2 + 1  2. The total algebraic
class of the curves Kl (l = 1, . . . , m) of the package is N − 1 = n1 + n2, i.e., the
degree of the polynomial P(z,w) with respect to w (or z). If n1 = 0, then S = T ∗,
Eq. (16) reduces to Eq. (23), and it may be shown that T −1 is a UB-matrix.
Proof. The proof follows from Lemma 5.1.2. 
Sometimes the following proposition is useful:
Proposition 5.2.5 (Lever rule for real Poncelet curves [16]). Let z = eiψ1 and w =
eiψ2 be points on C and (ξ˜ , η˜) (or ζ = ξ˜ + iη˜) be the point of contact of the tangent
chord [z,w] with a real Poncelet curve K. If p(z,w) is a function as in Eq. (14),
namely,
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p(z,w) = ζ − z
w − z =
ξ˜ − cosψ1
cosψ2 − cosψ1 =
η˜ − sinψ1
sinψ2 − sinψ1 ,
then
p(z,w)
1 − p(z,w) =
p(z,w)
p(w, z)
= h(w)
h(z)
,
where h(z) is a measure density function defined in Eq. (21).
5.3. Examples
The following examples are typical in demonstrating various cases when we can
see a part of a complex Poncelet curve in the real plane. Sometimes such a real
curve satisfies the conditions of Definition 5.0.2a (or 5.0.2b), and sometimes it does
not. These examples may clarify Definition 5.0.2a and suggest ways to classify real
Poncelet curves.
Example 5.3.1. Let the parameters of Eq. (20) be αj = 0 for 0  j  3 and α4 =
α > 0. Then Eq. (20) yields w4 + (w3 + w2z+ wz2)(z− α)+ z3(z− α)/(1 − αz)
= 0, and the corresponding complex Poncelet curve K is of class 4. For z = 1 and
0 < α  5/3, we have five points on C, whereas for z = 1 and α > 5/3, we have
three points on C. For z = −1 and 0 < α < 1, we have five points on C, whereas
for z = −1 and α > 1, we have three points on C. Based on these values, it can be
shown that K is such that
• For 0 < α < 1, M = N = 5. In the real plane,K consists of two nested Poncelet
curves which are envelopes for some five-sided polygons.
• For 1 < α < 5/3, the inequality (24) does not hold. Consequently, condition 2
of Definition 5.0.3b does not hold: for some z ∈ C we have four tangent chords
[z,w] in R2, while for other z ∈ C we have only two such tangent chords. K is
not a package of real Poncelet curves.
• For α  5/3, M = 3 < N = 5.Kmay be considered as a Poncelet curve of rank
5 in C2 such that its restriction to R2 is a real Poncelet curve of rank 3 (i.e., an
envelope of a set of triangles).
Example 5.3.2. Let the parameters of Eq. (20) be α1 = α2 = 2. So Eq. (15) yields
to w2 − w(4z2 − z+ 4)/(1 − 2z)2 + (z− 2)2/(1 − 2z)2 = 0. The real part of the
corresponding complex Poncelet curve K is an arc of the circle with center at 2 and
radius 1.5. However, for |ψ | < π/3, there is no real tangent chord toK with an end
at z = eiψ . Hence there is no real Poncelet curve.
Example 5.3.3. Let
p1(z, w) = 38 (wz+ 1)
2 + (w + z)2 − 25
144
wz−
√
3
2
(wz+ 1)(w + z).
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It can be shown that for any w1 ∈ C, the two solutions w0 and w2 of the equa-
tion p1(w1, w) = 0 are on C. Moreover, in this case, “the root saturation” holds.
Namely, the solutions of p1(w2, w) = 0 are the previous w1 (since p1(w1, w2) =
p1(w2, w1) = 0) and a new root w3. Similarly, the solutions of p1(w3, w) = 0 are
the previous w2 and a new root w4. However, both solutions of p1(w4, w) = 0 are
not new: they are w3 and w0. Also, both solutions of p1(w0, w) = 0 are not new:
they are w4 and w1. So the numbers wj , j = 0, 1, 2, 3, 4, form a complete set with
respect to p1(z, w). The envelope of the chords [wj ,wj+1] is the Poncelet circle with
center at
√
3/8 and radius 5/24. It can be shown that there exists a “complementary
polynomial”
p2(z, w) = 227 (wz+ 1)
2 + (w + z)2 − 625
324
wz−
√
8
27
(wz+ 1)(w + z)
such that the product p1(z, w)p2(z, w) = P(z,w) is a Bezoutian, i.e.,
P(z,w) = f (w)g(z)− f (z)g(w)
w − z ,
where f (z)= z(z−√2/27)2(z−√3/8)2 and g(z)= (1− z√2/27)2(1 − z√3/8)2.
The polynomial p2(z, w) corresponds to the Poncelet circle with center at
√
2/27
and radius 25/36. The two Poncelet circles form a package of rank 5. The existence
of the complementary polynomial is typical for any Poncelet quadric (see [17,18]).
5.4. A proof of the Gau–Wu theorem on the existence of a Poncelet curve
circumscribed by two given polygons inscribed in the unit circle
This proof is presented here to demonstrate an application of the results of the
previous sections. The proof follows the steps of the original proof in [10]. However,
due to the Darboux theorem (here Theorem 2.3), Theorem 1.1 and Corollary 2.8, our
proof is shorter.
Lemma 5.4.1. Let aj , bj (j = 1, . . . , n) be distinct complex numbers. Then the
determinant
det =
∣∣∣∣∣∣∣∣
(b1 − a1)−1 (b1 − a2)−1 · · · (b1 − an)−1
(b2 − a1)−1 (b2 − a2)−1 · · · (b2 − an)−1
· · · · · · · · · · · ·
(bn − a1)−1 (bn − a2)−1 · · · (bn − an)−1
∣∣∣∣∣∣∣∣
= (−1)n
n∏
j,k=1
(bk − aj )−1
∏
1j<kn
(ak − aj )(bk − bj ).
Proof. This determinant is known as the Cauchy determinant (see for instance Fuhr-
mann [4]). If bj = bk or aj = ak (j /= k), then det = 0. Hence det = C∏nj,k=1(bk −
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aj )
−1∏
1j<kn(ak − aj )(bk − bj ). By comparing the coefficients, we conclude
that C = (−1)n. 
Lemma 5.4.2. If aj , bj (j = 1, . . . , n = N − 1) are distinct complex numbers, then
Eq. (9) with q0 = 1 and
qj = −b0
bj
∏
1ln,l /=j
b0 − bl
bj − bl
n∏
k=0
ak − bj
ak − b0
is satisfied by z = bj and w = bk for any distinct j and k (0  j, k  n).
Proof. Consider the following system of linear equations with Qj = qjaj /(b0 −
aj ) (j = 1, . . . , n):
n∑
k=1
Qk(bj − ak)−1 = −Q0(bj − a0)−1 (j = 1, . . . , n).
The assertion holds for z = b0 and w = bj (j = 1, . . . , n) due to Lemma 5.4.1. It is
true for other combinations of distinct bj because of Corollary 2.8. 
Remark 5.4.3. The total number of parameters for a plane curve (number of coeffi-
cients in the polynomial defining it minus 1) of degree N − 1 is (N − 1)(N + 2)/2.
Eq. (9) is for such a curve passing through N(N − 1)/2 points. Therefore there are
(N − 1)(N + 2)
2
− N(N − 1)
2
= N − 1
free parameters, the parameters qj with q0 = 1. However, the additional conditions
for the determination of qj may lead to either a compatible or incompatible system,
as stated in Theorem 2.6. Lemma 5.4.2 shows that its conditions lead to a compatible
system for qj .
Lemma 5.4.4. Let ϕ, ψ1 and ψ2 be real distinct numbers in (−π, π]. Then
eiϕ − eiψ1
eiϕ − eiψ2 = Ae
i(ψ1−ψ2)/2,
where A > 0 if (ϕ − ψ1)(ϕ − ψ2) > 0 and A < 0 if (ϕ − ψ1)(ϕ − ψ2) < 0.
Proof. Proof is left for the reader. 
Theorem 5.4.5 [10]. If a0, b0, a1, b1, . . . , aN−1, bN−1 (in this order) are 2N points
on C, then there is a UB-matrix, unique up to unitary equivalence, which generates
a Poncelet curve circumscribed by the two N-gons a0a1 · · · aN−1 and b0b1 · · · bN−1.
Proof. We show below that due to the alternating location of the vertices of the N-
gons, the numbers qj (j = 0, . . . , N − 1) of Lemma 5.4.2 are positive. Therefore,
in accordance with Theorem 5.1.5, there exists the required UB-matrix.
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Let aj = eiϕj , bj = eiψj and −π < ϕ0 < ψ0 < ϕ1 < ψ1 < · · · < ϕN−1 < ψN−1
 π . Then, due to Lemma 5.4.2, q0 = 1 and
qj = −ei(ψ0−ψj )
∏
1lN−1,l /=j
eiψl − eiψ0
eiψl − eiψj
N−1∏
k=0
eiϕk − eiψj
eiϕk − eiψ0 .
It follows from Lemma 5.4.4 that
eiψl − eiψ0
eiψl − eiψj = Ale
i(ψ0−ψj )/2
and
eiϕk − eiψj
eiϕk − eiψ0 = Bke
i(ψj−ψ0)/2,
where Al > 0 for (ψl − ψ0)(ψl − ψj ) > 0, Al < 0 for (ψl − ψ0)(ψl − ψj ) < 0,
Bk > 0 for (ϕk − ψj )(ϕk − ψ0) > 0 and Bk < 0 for (ϕk − ψj )(ϕk − ψ0) < 0.
Adding the arguments of all factors in the expression for qj , we see that qj is
real. Moreover, the number of ψl’s between ψ0 and ψj is j − 1, whereas the number
of ϕk’s between ψ0 and ψj is j. Hence among the coiefficients Al and Bk there are
2j − 1 negative numbers and therefore qj > 0. 
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