Abstract. We consider certain suboptimal alignments of two independent i.i.d. random sequences from a nite alphabet A = {1, . . . , K}, both sequences having length n. In particular, we focus on so-called cellwise alignments, where in the rst step so many 1-s as possible are aligned.
Introduction
Throughout this paper, X := (X 1 , X 2 , . . . , X n ) and Y := (Y 1 , Y 2 , . . . , Y n ) are two random vectors, usually referred to as sequences, so that all random variables X i and Y i , i = 1, . . . , n take their values in a xed nite alphabet A = {1, . . . , K}. We study the properties of certain similarity measures of X and Y . The problem of measuring the similarity of two sequences is central to many areas of applications including computational molecular biology [2, 3, 5, 14, 18] and computational linguistics, e.g., [10, 11, 12] . A popular measure of similarity is the length of the longest common subsequence (LCS) . A longest common subsequence of X and Y is any common subsequence that has the longest possible length. Let L n be the length of LCS. Formally, L n is the biggest k such that there exist two subsets of indices an alignment {i 1 , . . . , i k }, {j 1 , . . . , j k } ⊂ {1, . . . , n} satisfying i 1 < i 2 < . . . < i k , j 1 < j 2 < . . . < j k , and X i 1 = Y j 1 , X i 2 = Y j 2 , . . . , X i k = Y j k . Any alignment corresponding to maximal k is called optimal alignment. LCS (or equivalently, an optimal alignment) is typically not unique, but all of them can be found by dynamic programming algorithm called SmithWaterman algorithm, see, e.g., [2, 5] with complexity O(n 2 ). However, for very long sequences, this complexity can be still too high and so one seeks for common subsequences having the length close to L n . Besides the computational cheapness those suboptimal common subsequences (sometimes called suboptimal alignments) are often analytically easily tractable [16, 13] . This is a clear advantage, since it is well known that L n , although easy to dene, is very dicult to analyze.
A straightforward way to dene a suboptimal common subsequence is the following: choose a letter, say 1 ∈ A. Now going from left to right, align as many 1- In what follows, we shall study the long run behavior of dierent cellwise alignments. To be able to distinguish the related (dependent) sequences from unrelated (independent) ones, one has to study the long-run behavior of B n in the case X and Y are independent. So throughout the paper, we consider the case, where X and Y are both independent i.i. In particular, in Section 2 we prove the following large deviation inequality
Here γ > 0 is a constant that depends on the distributions P and Q, the inside-cell alignment methods, but not on n. Obviously from (1.2) it follows that B n n → γ, a.s. and in L 1 .
The bigger γ, the better is the cellwise alignment so that knowing the value of γ (or being able to calculate it) provides valuable information about the performance of B n . Another application of (1.2) is the statistical tests of testing independence of X and Y . Knowing the constant A, b and γ, such tests can be easily constructed. Those tests would be non-asymptotical, because they hold for any n, not only for n big enough.
Motivated by above-stated arguments, the second half of the paper, Section 3, deals with exact calculation of the constant γ for certain cellwise alignments. We shall show that Intuitively, one could expect the ordering be such that
It turns out that this intuition would fail and we nish the paper with a counterexample showing that it is not always the case.
To conclude the introduction, let us also mention that being able to calculate γ exactly is a clear advantage of using suboptimal common subsequences over LCS. Namely, from subadditivity it follows that when (X, Y ) are the rst n observations from an ergodic process, then there exists a constant γ * such that L n /n → γ * , a.s. (see, e.g., [2, 7, 6] ). The constant γ * is sometimes called ChvatalSanko constant referring to the seminal paper of Chvatal and Sanko [4] , where the existence of γ * was observed. However, after more than 40 years of study, the exact value of γ * is not exactly known even for the simplest case where X and Y are independent i.i.d. Bernoulli sequences with probability 1/2. For an overview of the research related with estimating ChvatalSanko constant as well as for some bounds, see [7] . For a suboptimal alignment, surely γ < γ * , but if the dierence is not that big, then the lower score could be a fair price for computational cheapeness, analytical formulas and well-understandable statistical properties. Besides practical use, knowing a lower bound of γ * might help researchers restrict the search space of optimal alignments in theoretical studies of the longest common subsequence, see, e.g., [8, 9] .
The study in the present paper continues the one in [1] , where several cellwise and other suboptimal alignments of binary sequences (K = 2) were considered. The simulations in [1] show that many suboptimal alignments perform rather well, provided that the distributions P and Q are asymmetrical, i.e., p 1 = q 2 = q 1 = p 2 . As it becomes evident from the present paper, the analysis of cell-wise alignments, in particular the exact calculation of γ , becomes more involved when the number of letters K increases.
Large deviation inequality
Let us rst formally dene the cells in one sequence. Let X 1 , X 2 , . . . be an i.i.d. sequence from A. Let
be a function that assigns to a pair of cells a non-negative score. Since we are considering common subsequences, clearly the score inside the cell cannot be bigger than the length of X-cell and the length of Y -cell. Therefore, for every i = 1, 2, . . ., In what follows, let G(p) stand for geometric distribution with parameter p. Thus 
where G 1 , G 2 , . . . are i.i.d. random variables with distribution G(p 1 ). The inequality in (2.2) follows from the observation that if X 1 , . . . , X n contains strictly more than m 2 1-s, then τ x m 2 < n. The equality in (2.3) follows from the observation that X 1 , . . . , X n contains strictly less than m 1 1-s if and only if τ x m 1 > n.
For bounding the right hand side of (2.2) and (2.3), the following bounds are useful: for any A > 1 and α < 1,
where C(A) = A − 1 − ln A and C(α) = α − 1 − ln α. For the proof, see [8] .
and use (2.4) to deduce
where
From (2.5) and (2.6), it follows that if ∆ > 0 is small enough, then
To see (2.7), note that when p 1 < q 1 and ∆ <
The large deviation inequality (1.2) now follows from the following theorem proven in [15] .
Theorem 2.1. Let {Z n } n 1 be non-negative random variables so that (2.9) and let M (n) be a non-negative integer valued random variable, that might depend on the sequence Z 1 , Z 2 , . . . , Z n , suppose there exists µ > 0 such that for every
Then for all ∆ > 0 there exist constants A(∆), B(∆) and N (∆), so that
Moreover,
From this theorem our main large deviation inequality almost immediately follows.
Theorem 2.2. Let B n be dened as in (1.1) and let γ = (p 1 ∧ q 1 )EZ 1 .
Then for every
Proof. The proof is straightforward application of Theorem 2. 
Since τ 1 ∼ G(p 1 ), we know that M τ 1 (t) < ∞, when t is suciently close to 0. Thus the assumptions (2.8) and (2.9) are fullled with µ Z = EZ 1 . Then take M (n) = N x 1 ∧ N y 1 and note that (2.7) implies (2.10) with µ = p 1 ∧ q 1 .
Thus all assumptions of Theorem 2.1 are fullled and so (2.11) holds.
Note that when (2.11) holds for n > N , then there exist maybe dierent constants A and b so that with these constants (2.11) holds for n ≥ 1.
Priority letter alignment: Recursion for γ
In this section, we study the priority letter alignment described in the introduction and we develop a recursive formula for calculating EZ 1 . Before doing that, we need some additional denitions. 
A 2-subcell ends with 1 or 2 and the rest of the letters in a 2-subcell are 3, . . . , K. Of course, it can be that there are no 2-s in a cell and so the only 2-subcell coincides with the original cell. Similarly, every 2-subcell C 2 i can be further partitioned into 3-subcells C 3 i,j , j = 1, . . . , N 3,i , that consists of letters 4, . . . , K (this part can be empty as well) but ends with a letter in {1, 2, 3}. 2 2 4 3 4 3 2 1 2 2 3 1 2 1 3 3 1 2 2 (2 2 4 3 4 3 2 1) (2) (2) (43432) (1) (2) (2) (43) (43) (2) (1) sequence First cell 2-subcells in rst cell 3-subcells in rst cell Since X 1 , X 2 , . . . are i.i.d. random variables, we see that the number of 2-subcells in a cell C is geometrically distributed: N 2 ∼ G(
), the number of 3-subcells in a 2-subcell C 2 is geometrically distributed N 3 ∼ G(
Therefore, for any l < K, the number of l-subcells in a (l − 1)-subcell C l−1 is geometrically distributed N l ∼ G(
Similarly, the number of K-s
In what follows, it is convenient to represent a (random) cell as a (random) tree, where the root has R 2 := N 2 children each corresponding to a 2-subcell. The i-th child of the root (node at level 2) has N 3,i children, each corresponding to a 3-subcell. The number of nodes at level 3 is R 3 := 
Thus, every l-level node in the tree corresponds to a l-subcell, and if l < K − 1, the number of its children equals to the number of its l + 1-subcells. The total number of l-subcells is R l . The children of the nodes in level K − 1 are the leaves and the number of children of a node in level K − 1 is the number of K-s in the corresponding subcell. Unlike other levels, we shall denote the number of children of i-th node in level K − 1 as N K,i − 1, so that the total number of leaves is R K =
. Note that R K is the number of K-s in the cell. Note that R l is the number of 1, . . . , l letters in the cell and R K−1 + R K is the length of the cell. The number of l-letters in the cell is R l − R l−1 , if l < K (see an example in Figure 3 ). Now, a random cell can be modelled as a random tree as follows: at rst generate R 2 = N 2 children of the root, where N 2 ∼ G(
). These are the children of 2-level nodes. All together there are R 3 3-level nodes and then generate R 3 i.i.d. random variables N 4,1 , . . . , N 4,R 3 from distribution G( Let T be a random tree obtained like that and to specify the distribution, we sometimes write T (p 1 , . . . , p K ). Let T 2 i , i = 1, . . . , N 2 be subtrees at level 2. Clearly they are independent and every subtree is T (p 1 + p 2 , p 2 , . . . , p K−1 ).
This observation is important in recursion.
In what follows, we also consider the random trees, where every node has a dierent ospring distribution for the number of children. So the number of nodes at level 2 is distributed according to law P 1 , attached to the root. Given N 2 children, we have thus P 2,1 , . . . P 2,N 2 distributions, each attached to a child. The i-th node at level 2 has N 3,i ∼ P 2,i children, and the j-th of them has distribution P 3,i,j , j = 1, . . . N 3,i according to which the number of children are distributed and so on. In this terminology, for a T (p 1 , . . . , p K )-tree, Ef (C x , C y ), where C x (C y ) is a random cell in X (in Y ). For that we represent C x as a random tree T x (p 1 , . . . , p K ) and C y as a random tree T y (q 1 , . . . , q K ). In order to facilitate the calculation, we represent the (random) alignment as a (random) tree T = f (T x , T y ), where the number of aligned l letters (l < K) is R l − R l−1 and R K is the number of aligned K's. Therefore, the score of the alignment is g(T ) :
and the tree-representation allows us to calculate Eg(T ) recursively, namely
We consider closely two alignments. In order to help the reader to understand the tree construction, we rst consider so-called priority subcell alignment.
After that, we focus on the priority letter alignment which is the main objective of our paper.
In this section, we use the same notation as previously, just adding super- rst, we align the maximal number of 2-s, proceeding from left to right. We obtain R 2 − 1 aligned letters, where R 2 := M 2 . Then we align maximal number of 3-s in the rst M 2 2-subcells, again proceeding from left to right. The number of 3-s we align in the i-th 2-subcell (out of rst R 2 subcells) is M 3,i − 1. In total we align R 3 − R 2 letters 3, where
In what follows, we consider these R 3 3-subcells only and so on, always
proceeding from left to right during aligning letters in subcells. Thus, after aligning letters (l − 1), we have R l−1 (l − 1)-subcells. In i-th (l − 1)-subcell we align M l,i − 1 letters (l), all together we shall have R l l-subcells, where
Finally, after aligning all letters K −1, we end up with R K−1 (K −1)-subcells and in each of them, we align maximal number of K-letters. Formally, in i-th (K − 1)-subcell we align M K,i − 1 letters K. The number of aligned K-s
In terms of trees, this procedure can be described as follows. and for every subtree T 2 i proceed so: delete all subtrees in level 2 (level 3 in original tree) starting from nodes having indexes bigger than M 3,i . Then repeat the same procedure for subsubtrees. We end up with a reduced tree T obtained from two independent original trees T x (p 1 , · · · , p K ) and T y (q 1 , . . . , q K ). The number of nodes at level l in the reduced tree is R l , dened as previously by (3.3) and (3.4). In tree T , all nodes at level l have the same ospring distribution
The score of the alignment g(T ) = R K−1 + R K is easy to nd recursively
There is an example of priority subcell alignment in Figure 4 , where the alignment of one pair of cells is represented both letterwise and in terms of trees in case K = 4. One can see that there are ve 2-subcells (four 2-s) in X and three 2-subcells (two 2-s) in Y which means that we can align two pairs of 2-s and get three aligned 2-subcells (separated by solid lines on the gure).
Now we can't align any 3-s in rst 2-subcell as there are not any, while we can align one pair of 3-s in the second and third 2-subcell. Now we can't align any more letters, because in the third 2-subcell we have two 3-subcells in X and ve 3-subcells in Y and there are no 4-s in rst two 3-subcells of Y (separated by dashed lines in the gure). Thus the score of priority letter alignment is greater or at least equal to the previously considered priority subcell alignment (see Figure 5 ). T x and T y are equal, and the output tree is T .
Let us now study the distribution of random output tree
given the two original trees T x (p 1 , . . . , p K ) and T y (q 1 , . . . , q K ) are independent. Recall that T has M 2 nodes at level 2, so that T has M 2 independent subtrees T 2 i , i = 1, . . . , M 2 , having roots at level 2. The independence comes from the fact that the number of subtrees N x 
To see that recall that the 2-level subtrees T 2x
. . , q K )) and along the rst M 2 − 1 subtrees the whole alignment procedure is exactly the same as for the whole cell. In particular, these M 2 − 1 subtrees T 2 
When N x 2 ≥ N y 2 , then the conditional distribution of U 2 equals to that of
To see (3.8) recall that removing 2-s means that a letter 2 is not any more an end of a cell. Thus the number of 3-subcells is distributed along G(
number of 4-subcells is distributed along G(
) and so on. So as for the whole tree T (p 1 , . . . , p K ; q 1 , . . . , q K ) the number of rst level subcells is distributed along G(
) and the number of second level subcells is distributed along G(
) and so on, then for subtree T 2 M 2 we need probabilities a 1 , a 3 , . . . , a K , to be so that
Since the distribution of tree is determined by its ospring distributions, we get that U 2 is distributed as T (a 1 , a 3 , . . . , a K ; q 1 + q 2 , q 3 , . . . , q K ).
Now take
and note that (3.9) holds. Similarly, when N x 2 ≤ N y 2 , then the conditional distribution of U 2 equals to that of Again, all these subtrees are independent, the rst M * 3 − 1 of them have the
Let U 3 be M * 3 -th subtree of U 2 . Since the procedure of building the trees is the same in every subcell, we see that under the condition N x 2 ≥ N y 2 , U 3 has the distribution
Now clearly
where T 2 is a random tree with distribution (3.7) and T 3 is distributed as any of the rst M * 3 − 1 subtrees of U 2 . We know that under condition N x 2 ≥ N y 2 , the subtree T 3 is distributed as (3.11), U 2 as (3.8) and U 3 as (3.12).
Let
With this notation, we have
Using (3.11) and (3.12) we get
and from (3.13), it follows that
(3.14)
Reader can verify (3.14) via straightforward calculations. Therefore (3.10)
is distributed as minimum of two independent geometrically distributed random variables, one having parameter q 1 +q 2 q 1 +q 2 +q 3 and another We dene symmetrical distribution as follows 4 ]. In Figure 7 there are presented theoretical expected values of constants γ = (p 1 ∧ q 1 )g K (priority letter alignment) and γ = (p 1 ∧ q 1 )g K (priority subcell alignment) in case of every ε ∈ [0, corresponds to the case K = 2 and for binary sequences the priority letter and the priority subcell alignments are the same.
Now we look at the same P and Q, but we try to get an overview on how far from the score of the LCS is our priority letter alignment. To get a better comparison on the methods we add one more alignment cellwise LCS, where we rst divide our sequences into cells and then we nd LCS in all the pairs of cells. The last cell is unnished, because it does not necessarily end with 1. However, it is taken into calculations as well. Asymptotically the eect of the last unnished cell is negligible. When one sequence has more cells than another, then these redundant cells are considered as the one The global LCS is still substantially better than the others. 4 .2. Ordering of the letters. Studying both of the methods described before (priority subcell and priority letter alignments), one can see, that the ordering of the letters has quite large inuence on the score of the alignment.
We shall now present a counterexample showing that the ordering (1.3) does not always give the best possible score. Let us have p = q = (0.45, 0.45, 0.1). 
