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ABSTRACT
The proliferation of Internet-of-Things (IoT) devices and maturing machine learning tech-
nologies have spawn numerous smart services permeating in every day life. These cyber-
physical systems are fundamentally changing the way of managing resources, analyzing data
and interacting with the physical world. The concept of smart building is a rapidly develop-
ing vision that brings intelligence closer to human life. However, transforming the existing
building management infrastructure to an intelligent one requires an expensive revamp, if
not an overhaul, to the physical environment. This thesis focuses on developing a↵ordable,
incrementally deployable smart systems with an example on waste management.
Indoor waste management is crucial to a healthy environment in smart buildings. Measur-
ing the waste bin fill-level helps building operators schedule garbage collection more respon-
sively and optimize the quantity and location of waste bins. Simple and direct solutions face
many challenges. For example, intrusively measuring the physical quantities of the garbage
(weight, height, volume, etc.) or its appearance (image), requires careful device installation,
laborious human calibration or labeling, and is costly. Such design is not economically viable
or incrementally deployable. This work presents a system called VibeBin, that indirectly
measures fill-level by sensing the changes in motor-induced vibration characteristics on the
outside surface of waste bins. VibeBin exploits the physical nature of vibration resonance of
the waste bin and the garbage within, and learns the vibration features of di↵erent fill-levels
through a few garbage collection (emptying) cycles in a completely unsupervised manner.
The evaluation shows that accurate level measurements can be made within a short period
of time, without any human e↵ort involved in the process. Therefore, our design enjoys wide
deployment potential which is aimed at optimizing smart building management.
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CHAPTER 1: INTRODUCTION
The proliferation of Internet-of-Things (IoT) sensors has made our indoor environment
smarter. Various sensing and communication techniques spawn new services for monitoring
the buildings we stay in. Among these services, waste management is important, since an
average US adult spends 87% of their time indoors [1]. Garbage that accumulates around
indoor areas is unsanitary and unhealthy. If not cleaned in a timely manner, the overflow of
garbage can be a serious problem.
However, cleaning incurs expensive human labor, especially if the waste management is
not smart. Nowadays janitors have fixed schedules to collect the garbage in the waste bins,
often to find that the waste bins are hardly filled or have overflowed. Waste bin fill-level
monitoring is an important function that can potentially save huge human labor. VibeBin
is designed to reduce unnecessary labor by moving from a fixed garbage collection schedule
towards a more on-demand paradigm, where labor is incurred only when needed. It is
estimated that the fixed everyday garbage pickup schedule can be reduced to about every
two days. It also helps reduce the use of plastic bags, optimize the quantity of waste bins
and reallocate the bins according to their utilization.
Few existing solutions for waste bin level monitoring systems have managed to simulta-
neously achieve low cost, ease of installation, absence of labeling or calibration, and high
accuracy. Many systems rely on cameras [2, 3, 4] or some combination of ultrasonic sensors,
proximity sensors, weight sensors, and even pressure and temperature sensors [5, 6]. Al-
though they claim to achieve high accuracy, these systems need careful installation, manual
calibration, and/or labeling of training data. The cost of such systems is high, the camera
or weight sensor alone can cost almost the same as our prototype system as a whole (⇡ $50).
In addition, some systems are intrusive, meaning that the devices are installed inside the
bin or under the lid, which can be smudged or damaged from direct contact with garbage.
VibeBin is low-cost because we only use an o↵-the-shelf accelerometer and a cheap vibra-
tion motor. It can also be easily installed by anybody without complicated instructions. To
allow such convenience with just one sensor, we design VibeBin to be able to learn from
vibration samples of each individual bin and make accurate measurements for that same bin
as soon as possible. The contributions of this work are thus threefold:
1. To the best of our knowledge, this is the first work that exploits the physical nature
of vibration resonance to measure the waste bin fill-level. We describe the physical
model of our system and show how we utilize the vibration features in real examples.
2. We build a low-cost, non-intrusive waste bin fill-level detection system that can be
1
easily and incrementally deployed on existing waste bins. Our system does not require
expensive hardware and can be general enough to work on a wide variety of waste bins.
3. Our system is completely free of the need for labeling or calibration. We show how it
automatically learns the vibration features as the fill-level changes, and show that it
can make accurate measurements after just 3 waste collection cycles (usually within a
week) with real garbage.
This thesis is organized as follows. Chapter 2 discusses some related work. In Chapter 3,
we detail the design of VibeBin, including an overview and a physical model of our sys-
tem, followed by the system hardware, software and the mechanism of the learning process.
Chapter 4 evaluates our system in real deployment. In Chapter 5, we summarize the lessons
learned, o↵er some discussion, future work and then conclude this work.
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CHAPTER 2: REVIEW OF RELATED WORK
2.1 WASTE BIN LEVEL DETECTION SYSTEMS
There have been many waste bin level detection systems in the literature [7]. Among
them the most accurate approach employs digital image processing techniques [3, 4, 2].
These systems install a camera above the waste bin, and are able to distinguish empty,
medium, full and overflow four states. [2] uses multi-layer perception (MLP) classifier and
KNN classifier. The MLP classifier achieves 94.33% accuracy and KNN classifier achieves
90.26%. However, a lid on the waste bin would block the camera’s view. Also, these systems
need labeled samples to train the classifier, while our approach needs zero labeling e↵ort.
Mamun et al. [5] proposed a waste bin state management system that relies on ultrasonic
sensor, magnetic proximity sensor and weight sensor. The magnetic proximity sensor is
used to detect the lid open and close status, and monitor the overflow and loading event.
Ultrasonic sensor is used to measure the fill-level based on the time-of-flight of sound. This
system measures the height of garbage with 5-10% error. However, the combined sensors
are costly ($560) and this approach needs careful installation and initial calibration. In [6],
the researchers developed a bin equipped with several types of sensors such as camera, LED,
ultrasonic, weight, pressure, and temperature sensors for detecting bin status. The camera
is installed under the lid with LED providing the light. The pressure sensor is deployed to
detect possible liquid, and the temperature sensor is used to calibrate the drift of weight
sensors. The large combination of sensors leads to high cost and di cult calibration process
that need specialized people. Also such systems require a considerable amount of manual
installation e↵ort to install the camera, ultrasound transmitter under the lid. Our system,
on the other hand, is cost-e cient and easy to install. It can be attached to the outside
surface of bins by anybody, with no special installation or calibration required.
2.2 VIBRATION BASED DETECTION SYSTEMS
Active sensing using vibration or acoustic signal has been researched in various recog-
nition and identification applications. Kunze et al. [8] uses vibration and sound to sample
the response of the environment in order to classify object locations. It involves a train-
ing phase using decision trees to learn the features of surrounding surface material and the
overall structure. Although the system does not need to be trained for each single location,
it needs to be trained for each type of locations (such as wood table or jacket pocket). In
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[9], touch gestures on objects are identified using a vibration speaker and a contact mi-
crophone attached on the object. It requires training a SVM classifier with RBF kernel
to map acoustic frequency responses to touch gestures. Based on this system, [10] further
builds a support vector regression (SVR) model to estimate the touching force applied to
the object. The physics behind this is that di↵erent touch forces result in di↵erent reso-
nant frequency spectra. Korpela et al. [11] developed a smartphone-based tooth brushing
performance evaluation system that uses audio signal features (MFCC) and hidden Markov
models to recognize brushing activities. SymDetector [12] is a smartphone application to
unobtrusively detect the sound-related respiratory symptoms such as sneezing, coughing,
and sni✏ing. SoQr [13] is a system to measure the content level inside household containers
by emitting a sweep of sound waves and analyzing the response from the content. SoQr
can accurately measure the content level of a variety of boxes, cans, cartons, and plastic
bags, but needs a lot of training samples. The aforementioned systems all require supervised
training process, which incurs expensive human sample collection and labeling e↵ort. The
key point that enables unsupervised learning in our system is that the vibration feature ex-
tracted closely relates to the intrinsic nature of the physical property. The vibration features
from the object belonging to similar states are also close in feature space, and they show
consistent changing trend (intensity decreasing) thus allows for unsupervised learning such
as clustering techniques. We are also the only work that provides a physical proof via math
equations showing why the vibration features change with waste bin fill-levels, instead of
simply throwing the features into a machine learning black box to do the task.
Vibration based detection technique can also be found in many system status or health
monitoring applications. Schantz et al. [14] developed a water load detection system using
non-intrusive sensors to track fluid consumption in a pipe. It uses vibration sensors to track
water consumption by analyzing pipe vibration signatures. Vibration characteristics can
also be used for damage identification. Farrar et al.[15] proposed a bridge column structural
health monitoring system where the vibration is excited by an electro-magnetic shaker. In
[16], a vibration-based multi-fault diagnosis system for centrifugal pumps is developed, where
several classification algorithms are used to analyze the time and frequency domain of the
vibration. The vibration features in the mentioned systems are complex and need domain
knowledge, while in our scenario it is more understandable.
Many human activity monitoring systems are also based on vibration characteristics.
Mokaya et al. [17] designed a wearable system called MyoVibe, that uses accelerometer-
based mechanomyography sensors to detect incorrect skeletal muscle activation during high
motion sports and exercises. Burnout [18] is a similar wearable system to detect skeletal
muscle fatigue and prevent injury by sensing and processing the muscle vibrations generated
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in exercise. Jia et al. [19] developed HB-Phone, which uses a geophone under the mattress
to detect and monitor the user’s heartbeats during sleep. In [20], wearable wrist sensors
are used to perform object user identification. They developed an application on Android
smart watch to identify hand gestures of object users. [21] proposed a skill assessment frame-
work and tested on surgical procedure training evaluation using instruments with embedded
miniature accelerometers. The acceleration sensors in the mentioned applications are all
passively sensing the subject. The reason why we do not adopt this passive sensing (or
event-driven) scheme (without a motor) is that our device is in sleep mode most of the time
so that it will miss most of the throwing events.
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CHAPTER 3: SYSTEM DESIGN
3.1 SYSTEM OVERVIEW
VibeBin enables the scenario where janitors are able to see the most recent fill-level of
every waste bin on their smartphones. The backend server collects vibration samples from
each bin and runs our algorithm to tell whether the bin is empty, half full, or full. The
smartphone communicates with the server to retrieve the waste bin status and display it on
the building map. In this way, only those full waste bins need attention.
VibeBin learns the fill-levels by learning the characteristics of vibration caused by a vi-
brating mini motor. To do so, VibeBin applies a linearly increasing voltage to the motor, so
as to change vibration frequency and intensity. As shown in Figure 3.1, the accelerometer
is firmly glued to the outside surface of the waste bin, and the vibration motor is firmly
attached to a lower position. The motor’s vibration direction should be perpendicular to the
bin surface so that the vibration force can be e↵ectively applied to the surface. Also, z-axis
of the accelerometer is perpendicular to the surface, and we only use readings on z-axis.
The motor is connected to the device’s digital-to-analog output pin, so as VibeBin applies
an increasing voltage to the motor, the frequency and intensity of the motor vibration also
increase. Due to complex interactions of the garbage and waste bin, the vibration intensity
sensed by the accelerometer does not always keep increasing, but sometimes decreases as
the voltage increases. We model this phenomenon as forced vibration with damping, where
a local vibration maximum is a point of resonance.
VibeBin monitors the fill-level by waking up regularly and taking a sample of vibration
local maxima, which consists of several pairs of voltage and vibration intensity. It then sends
the sample to the backend server to be stored. As the fill-level changes, the resonant voltage
and intensity also change because the damping e↵ect of the garbage is di↵erent. Figure 3.2
shows the workflow of our system. The backend server collects samples generated in a few
garbage collection cycles, and learns the fill-level in a completely unsupervised manner. This
is achieved by a customized clustering method that divides samples into several groups, each
representing a certain garbage fill-level. The clustering results are then analyzed to find
recurring empty-to-full cycles automatically, and level numbers are assigned to each group.
Next, representative samples are selected from each group to form profiles of di↵erent levels.
Finally new samples collected can be matched to the historical profiles to determine the
current waste bin fill-level.
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Figure 3.2: System workflow.
system interactions, we give an approximate mathematical explanation in the next section
to help understand the intuition.
3.1.1 The underlying physics
When the device is taking a sample, it linearly increases the motor voltage from the
threshold (1.2V) to the maximum (3.7V). We normalize this voltage range into the range
from 0.0 to 1.0 spaced by 0.02. Let V denote the normalized voltage (or voltage in short).
The intensity I at each voltage V is the mean acceleration magnitude, which is calculated
by adjusting the accelerometer readings to have zero mean and taking the average of the
absolute values of acceleration. Note that for oscillation, acceleration and kinetic energy
have positive correlation [22], so we do not have to find integral of acceleration to represent
intensity, but just use mean absolute acceleration to represent the vibration intensity. In
other words, at each voltage V , the accelerometer readings are adjusted to have zero mean,
and I is the average of the absolute values of acceleration. The motor rotation speed ! is
roughly linear to input voltage [23], so we regard ! to be proportional to V .
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Under the rotation speed of !, the vibration force F of the motor is F = C1⇥!2 [24], where
C1 is a constant coe cient. We omit the detailed expressions for constant values C1, and C2,
C3, C4, C5 (which are used below), because it does not a↵ect our understanding of the under-
lying physics. Interested readers can refer to physics theories [22, 25, 26]. According to the
theory of resonance [25], when an object oscillates in a damping situation under external sinu-
soidal force F , the mean amplitude of the oscillation is A(!) = C2F÷(
p
(1  r2)2 + (2⇣r)2),




is the natural frequency of the waste bin surface under interactions with
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where c is the damping coe cient, which increases as the garbage fills up. Then,
the mean oscillation velocity is proportional to A(!)! and the mean oscillation acceleration

















The spring constant k represents the material’s sti↵ness, which equals to the force divided
by the displacement caused by the force. Suppose a 100N force deforms the material by
0.01m, then k = 104 N/m. ⇣ is smaller than 1 because the bin surface oscillation is always
under-damped [26]. When !
n
and ⇣ are fixed, r = !
!n
and ⇣ is small, the local maximum is
obtained when r
max












. Taking a reasonable example,
let m 2 [0.5, 2] (kg), c 2 [3, 11] (kg/s), then the relationship of I and ! is shown in Figure
3.3. When the fill-level increases, the general trend is that m increases and the damping
coe cient c also increases, so I
max
is expected to decrease. The motor spins at 137Hz (3.7
volt) and the natural oscillation frequency of garbage and waste bin is generally less than
100Hz, so in most cases there exists a local maximum. If not, the global maximum is taken
as its vibration intensity.
In reality, as V increases, there might be multiple local maxima. Figure 3.4 shows a real
example, where there are two local maxima (V1, I1) = (0.36, 1.17) and (V2, I2) = (0.78, 4.40).
A possible explanation is that the bin has multiple surfaces, each surface is under di↵erent
interactions with the garbage, therefore the vibration of all surfaces as a whole can have
multiple resonant points. But since each local maxima represents a feature, the device sends
all local maxima (V, I) pairs to the backend server. The unsupervised learning is possible
because the waste bin is emptied regularly, and the vibration features recur every cycle.
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Figure 3.3: Example of the relationship of I and !.

















Figure 3.4: A real example of I and V .
When the waste bin is in the same state, we find that the resonance values of V and I
are not exactly the same in consecutive samples, but roughly follow a Gaussian distribution
(shown in Figure 3.5). This property is used later when matching the resonance voltages be-
tween two samples, where a customized distance function is designed to reflect the similarity
of samples.
3.1.2 Design considerations
There are several considerations when designing and building this system.
1. Easy to install. This is the most important consideration since we are not building
specialized waste bins, but are installing sensing devices on many existing waste bins.
Intrusive sensors such as ultrasonic sensors and proximity sensors need to be carefully
installed inside the waste bin. They need precise hardware installation and software
calibration. VibeBin is designed to be easy to install and non-intrusive. It can be
superglued to the outside surface of the waste bin with the motor being certain distance
below the accelerometer. The distance is not important to the unsupervised learning
process, but we usually use 20cm to 50cm.
2. Learning fast. Since VibeBin learns the fill-levels without any human labeling e↵ort,
9
































Figure 3.5: Distribution of resonance voltage V and energy I when the fill level is the same.
The standard deviation is 0.017 for V and 0.18 for I.
the learning speed is a concern. VibeBin has to learn by itself from a few garbage
collection cycles and be able to make measurements as soon as possible. If VibeBin
cannot learn the levels after a relatively long time, say 5 cycles, users might not want
to use the system any more.
3. Low power consumption. VibeBin device belongs to a type of Internet-of-Things (IoT)
sensor, and must be energy e cient and long lasting. VibeBin device requires a battery
to operate, but changing battery should not be as frequent as every few weeks. VibeBin
saves energy by putting itself in deep sleep mode most of the time and only waking up
for a few seconds each time to take a sample.
4. Low cost. For large deployment and possibility of vandalism or theft, the cost should
be as low as possible. VibeBin is assembled using o↵-the-shelf components, including
a $17.1 Particle Photon device, a $21.21 inertial measurement unit (IMU), a $10.49
10,000mAh 3.7V lithium battery (from a power bank) and a $1.95 vibrating mini
motor. The total commercial selling price is only around $50.75, which is much cheaper
compared to the total cost of $560 in Table III of [5].
5. Minimal data transmission. Although the IoT device we use does not have wireless
bandwidth constraint, we still pursue minimal data transmission because other weaker
IoT devices that can be used to replace Photon might have limited transmission capa-
bility. The only data for transmission in each wake up is several (V, I) pairs, along with
meta data such as device ID and waste bin ID. The transmitted data in a character
stream is only around 50 bytes, which is e cient.
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3.2 SYSTEM DESIGN
This section describes the VibeBin system in more detail.
3.2.1 System hardware and software
Figure 3.6 shows hardware installation on four waste bins, the installation of other waste
bins is similar and there is no strict installation rule. The main computing device Particle
Photon has a Broadcom WICED Wi-Fi chip alongside a powerful STM32 ARM Cortex M3
microcontroller (MCU) running at 120MHz. It has 1MB flash and 128KB memory. When
the Photon device is operating with WiFi connected, it draws 80mA current. When it is put
into deep sleep mode, it only consumes about 0.08mA. The Photon device is stacked onto
a SparkFun LSM9DS1 IMU shield, which has a 3-axis accelerometer sampling at 952Hz.
We only use the z-axis since it is perpendicular to the waste bin surface. The IMU shield
draws 0.6mA current and keeps sampling for only a few seconds each time, so its power
consumption is small.
The mini vibration motor is connected to the 8-bit digital-to-analog output pin of the
Photon device, where the maximum voltage is 3.7 volt. At 3.7V, the motor draws around
60mA current. Averaging the motor current from threshold voltage to maximum voltage,
it is only around 40mA. At each voltage V , Photon reads 50 IMU readings in about 0.05s,
and calculates the intensity I of the corresponding V . The time of sweeping through the 50
voltages is about 2.5 seconds. Then the system scans the intensity values of the 50 voltages
and finds all local maxima, which constitute a sample X
i
. In most cases, each sample only
consists of 1 to 3 local maxima.
The time duration of deep sleep is determined empirically. It is not necessary to wake
up too often since the fill-level may not change. But if it sleeps too long, certain states of
the waste bin may be missed. Photon has the ability to adjust the sleep time itself and
Figure 3.6: Hardware prototype installation on the waste bins.
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retain some variables saved last time before sleep. So we set the sleeping time to be either
15 minutes or 30 minutes, depending on the dissimilarity of the current sample and the last
saved sample. The dissimilarity is measured by distance in Section 3.2.2, and empirically, if
the distance is greater than 0.1, it sleeps for 15 minutes, otherwise it sleeps for half an hour.
So each day there are around 50-100 samples sent to the backend server. To determine the
lifespan of a fully charged battery, we experimented on a smaller 300mAh battery. It lasted
10 days and sent 738 samples. So with a 10,000mAh battery it can last around 10 months.
The software, excluding the operating system, consumes only 18KB of RAM and 97KB of
ROM. The C++ code and the firmware can be flashed via Particle cloud platform [27]. The
program uses one array to store the IMU readings, which are only 50 float numbers. The
vibration intensity values calculated from the IMU readings are then stored in another array
of 50 float numbers, each represents the intensity of the corresponding voltage. Then the
program makes a one-pass scan of this array to find all local maxima points. A valid local
maximum should be greater than its previous and next 5 points, to reduce fake ones. Then
the system sends the sample to the backend server using TCP socket connection. Since there
is no hard time deadline for measurements, the backend server can be a regular desk top or
even an IoT embedded system [28] which has shown capabilities of running even complex
deep learning models [29]. The server stores historical samples of all waste bins registered
under this server. The backend server applies our algorithm to historical samples of each
individual bin and automatically learns the features of di↵erent fill-levels, and will be able
to make measurements after only a few garbage collection cycles.
3.2.2 Learning from historical samples







), n = 1, 2..., N}, where N is the number of local maxima in X
i
. Suppose




for any n < m). The first step is to filter the
samples which contains large intensity values because someone happens to be moving the
waste bin when the device is taking a sample. A sample is deleted if its maximum intensity
value is larger than twice the maximum intensity values in both its previous and following
samples. These abnormal samples are less than one percent because the “sense and then
sample” scheme is used to make sure the bin stays still before sampling, so the probability
of someone moving the bin during the 2.5-second sampling period is low.
We first plot an example of historical samples from 5 empty-to-full cycles in Figure 3.7. The
x-axis is the sample number (i), blue dots are voltages (V n
i
) and green crosses are vibration
intensity values (In
i
). I is shown in cm/s2 to avoid large decimal places. The samples start
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with empty state and experienced 5 garbage collection cycles, where the emptying action
point is indicated by the purple vertical lines.






























Empty Empty Empty ...Full Full
2
Figure 3.7: Historical samples. In this example, the empty level has 2 resonance points, one
peaks at V1 ⇡ 0.2 and I1 ⇡ 11, another at V2 ⇡ 0.75 and I2 ⇡ 26. Full level typically has 1
global maximum point, V3 ⇡ 1 and I3 ⇡ 14. From empty to full, both voltage (blue dots)
and intensity (green crosses) at vibration maximum change. The largest peak intensity (I2)
decreases as garbage level fills up, and the smaller resonance peak (V1) disappears.
We observe that the features of every empty level are quite similar. There are two local
maxima, and the second resonance voltage (V ⇡ 0.75) has the largest vibration intensity
value since there is no garbage that dampens the vibration. As the waste bin fills up, the
features of fuller levels can exhibit slightly di↵erent progress, but the general trend is that
the peak vibration intensity is decreasing (reflected by green crosses going down). Therefore,
if we knew the features of empty and full levels, given a new sample, the system should be
able to match it to some previous samples of a certain level, and tell the user the current
fill-level. Therefore, clustering and classification of samples is a fundamental task.
The core of our algorithm is to automatically classify samples into empty, full and some
intermediate levels. We define a customized distance metric between two samples, and
employ a distance matrix based K-means for clustering. Although the distance we define
is not Euclidean, it is made to comply to some geometric properties. For example, given
two empty-level samples X1 = {(V 11 = 0.21, I11 = 12), (V 21 = 0.75, I21 = 25)} and X2 =
{(V 12 = 0.22, I12 = 11), (V 22 = 0.78, I22 = 26)}, the distance should be small since the two
(V, I) pairs are both similar. For two full-level samples such as X3 = {(V 13 = 1.0, I13 = 12)}
and X4 = {(V 14 = 0.98, I14 = 14)}, their distance should also be small. For an empty-level
sample X1 and a full-level sample X3, both V and I values are very di↵erent, so the distance
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should be large. We define the distance in Section 3.2.2.
Definition of the distance between two samples
Suppose the two samples are X1 = {(V m1 , Im1 ),m = 1, 2..., N1} and X2 = {(V n2 , In2 ), n =
1, 2...N2}. Since N1 and N2 can be greater than 1 and can be di↵erent, there are many ways
to match the N1 pairs in X1 with N2 pairs in X2. On the one hand we try to find the best
matching so similar samples are more likely to be classified together, on the other hand the
matching has to respect the relative order of (V, I) pairs within each sample, When matching
the (V, I) pairs between two samples, the relative order of (V, I) pairs within each sample
needs to stay the same. It means when matching (V m11 , I
m1









with (V n22 , I
n2
2 ), if m1 < m2 then n1 < n2. Also, the matching process is supposed to be strict
rather than to minimize the average matching distance, meaning that the first match with
the smallest distance should be fixed, and then recursively continue matching the rest of the
pairs (instead of enumerating all possible ways of matching and finding the minimum overall
distance). So first we calculate the N1⇥N2 matching matrix A of {(V m1 , Im1 ),m = 1, 2..., N1}
and {(V n2 , In2 ), n = 1, 2..., N2} where Amn is the distance between (V m1 , Im1 ) and (V n2 , In2 ),
and is defined as:







|V m1   V n2 |









Taking maximum at the denominator is to normalize the di↵erence, since V and I are on
di↵erent scales. Because N1 can be di↵erent from N2, there may be some (V, I) pairs left











is the maximum intensity seen in any of the two samples. The reason to
choose I
max
and 1.0 as denominators is that if the unmatched V and I are small, then the
unmatched pair does not make the two samples significantly di↵erent because larger pairs
are matched perfectly. If the unmatched pair has large V and I, then the two samples
should has larger distance. Algorithm 3.1 explains the process of matching and distance
calculation given the matching matrix A. First, the algorithm finds the minimum element
in A to be A
mn
, and fixes the matching between (V m1 , I
m




2 ). It cumulates the
distance between (V m1 , I
m




2 ), and recursively perform the matching of the rest of




2), j = 1, 2..., n   1},
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ALGORITHM 3.1: Calculating the distance between a pair of samples.























2 )); (Equ. (3.2))
A1=A(1 : m  1, 1 : n  1);












for unmatched (V, I) in X1 and X2 do
distance +=d
0
((V, I)); (Equ. (3.3))
end
return distance;




2), j = n + 1, ..., N2}. Counting the
number of distance values cumulated from both matched pairs and unmatched pairs, it
equals to max(N1, N2). The final distance score is the average of these distance values. Note
that in Algorithm 3.1, we use MatLab syntax to denote a submatrix (A1 and A2).
For example, X1 = {(0.21, 12),(0.75, 25)}, X2 = { (0.22, 11), (0.78, 26)} and X3 =
{(1.0, 12)}. To calculate the distance between X1 and X2, we can easily see that our al-
gorithm would match (0.21,12) with (0.22,11), and match (0.75,25) with (0.78,26). So the






0.78 )÷max(2, 2) = 0.1. To calculate the distance
between X1 and X3, our algorithm would match (0.75,25) with (1.0,12) and (0.21,12) is






1 )÷max(2, 1) = 0.73.
Our definition of distance satisfies d(x, x) = 0, non-negativity (d(x1, x2)   0) and symme-
try (d(x1, x2) = d(x2, x1)), but does not strictly satisfy the triangle inequality (d(x1, x2) +
d(x2, x3)   d(x1, x3)). However, when N1 = N2 = N3 = 1 and V1 = V2 = V3 = V , it does
satisfy the triangle inequality. To prove this, suppose X1 = {(V, I1)}, X2 = {(V, I2)} and







, which can be easily proven. In practice, we find that our definition of
distance works well in clustering.
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Clustering samples
After calculating the distance between every pair of historical samples, we cluster the
samples into several groups, each representing a certain fill-level. Clustering turns raw
samples into a sequence of cluster numbers, which makes it easier to identify cycles and
classify clusters into correct fill-levels. The approach is a customized distance matrix based
K-means. We choose the number of clusters to be 6 for the following reasons.
Choosing K = 2 is too coarse. Perhaps for the user, giving two levels (empty and full)
might be enough. But it will be hard to find the emptying action because the class number
might jump frequently between empty and full (jitters) when the fill-level is somewhere in
the middle. K = 3 can be enough for some cases, because a jump from level 3 to level 1 can
be identified as the emptying action. However, some waste bins have more diverse resonance
features, and clustering into only 3 groups makes it di cult to select representative samples
(Section 3.2.2). Because each cluster may actually contain some smaller clusters within,
and ignoring them makes the selection process biased. Therefore, we can consider larger
K. From user’s perspective, we want to give empty, half and full 3 levels, so we let K be
a multiple of three (six is our choice). Further increasing K may result in too many empty
clusters, especially when each garbage collection cycle only consists of less than 100 samples.
As we know, K-means clustering result depends on the initialization of each sample’s mem-
bership. Random initialization can work but may not necessarily yield good results. Besides,
random initialization also means that each time the program runs, it is likely to generate
di↵erent clusters. This instability makes the results hard to reproduce, and also makes it
look inconsistent when showing the intermediate results in our system demo [30]. There-
fore, we use UPGMA (Unweighted Pair Group Method with Arithmetic Mean) algorithm
[31] to generate initial membership matrix. UPGMA is a simple agglomerative hierarchical
clustering algorithm that merges samples into six clusters given their distance matrix. The
quality of these six clusters is not as good as K-means, but it serves as a good initializa-
tion. In this way the initial membership matrix stays the same, and the clustering results
of K-means will be stable and better. Our customized K-means is di↵erent from traditional
K-means in that there is no representation of cluster center (mean). Our K-means is similar
to kernel K-means algorithm [32], but di↵ers in that our distance matrix does not satisfy
the properties of a kernel matrix. Nevertheless our algorithm works well in practice.
Suppose the historical sample set is X = {x
i
, i = 1, 2, ..., N} (we use small x to denote







according to Algorithm 3.1. The input to the K-means algorithm is S and initial membership
matrix. The number of clusters K = 6.
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The K-means algorithm divides X into K disjoint clusters {C
k
, k = 1, 2, ..., K}, each
cluster C
k
has a virtual center m
k
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l=1 O(xj 2 Ck)O(xl 2 Ck)
(3.4)









) is the largest. Now we explain the algorithm in matrix
form. Suppose U is the K by N membership matrix, where
P
K
k=1 Uki = 1 and Uki = 1 if xi
belongs to C
k
. Our K-means algorithm is described in Algorithm 3.2.
ALGORITHM 3.2: Customized K-means algorithm.
Input: S, X, initial U.
Output: U.
converge = false;








) for all k;
Update U
ki




) is the largest;
end




We show the clustering results of Bin2 in Figure 3.9, the raw samples of which are shown
in Figure 3.8. Each color (height) in Figure 3.9 represents a cluster, which is explained in
the following section.
Processing clustering results
After initial clustering, we calculate the average maximum intensity of samples in each
cluster, and assign initial level numbers to clusters according to their intensity level. For
example, the cluster in which samples have the highest intensity is assigned to be level 1
(empty level), and is plotted with height 1
K
in Figure 3.9 (K = 6). The cluster with the
lowest intensity is assigned level K (full level) plotted with height 1.
Up to now the historical samples are transformed into a sequence of level numbers (from
1 to K). Each level number contains multiple samples assigned to that level. Level 1
17































Figure 3.8: Raw samples.


















Figure 3.9: Classify into 6 levels.


















Figure 3.10: Re-order the 6 levels.
















Figure 3.11: Selected samples.
and 2 represent empty, level 3 and 4 represent half-full, and level 5 and 6 are full. However,
assigning levels purely according to the intensity without considering the level’s relative order
may cause inaccuracy when generating level profiles. Processing the initial level sequence is
to make sure that the level numbers assigned to samples truly reflect the ascending trend
within the filling cycles. Therefore the task is to identify empty-to-full cycles in the sequence
and correct the level numbers by re-ordering.
First we smoothen out jitters in the initial level sequence. Jitters should have length
no more than two samples with the level number either greater or smaller than both the
preceding level and the following level. We denote the historical sequence of level numbers
as B = {b1, b2, ..., bn}, where n is the total number of levels occurred in the historical time
window. For the example of B = {1, 2, 4, 6, 5, 1, 2, 3, 4, 5} in Figure 3.9, n = 10 and b1 = 1,
b2 = 2, b3 = 4, etc.
Second, we need to find the emptying actions, by finding the jumps from a high level to
a low level with the highest increase of vibration intensity. The approach is to scan through






i 1) (i = 2, 3, ..., n), where E(bi) denotes the average maximum intensity
value of samples in b
i
. Then the most empty level is the level being jumped to with the
18
largest average  E. The other empty level would be the level other than the most empty one
but has the largest maximum intensity. For example, in Figure 3.9, the jump from level 5 to
level 1 at sample number 82 is the largest, so level 1 is the most empty. Then level 2 would
be the second empty level. Let e
set
be the empty level set. In our example, e
set
= {1, 2}.
Third, we cut the historical level sequence B into shorter rising segments {B
i
, i = 1, 2, ...},
so that each segment B
i
starts with a level from e
set
, and ends right before the level returns
to lower than K2 after experiencing levels higher than
2K
3 . For the example in Figure 3.9,
B1 = {1, 2, 4, 6, 5} and B2 = {1, 2, 3, 4, 5}. The reason to analyze those rising segments is
to see if we need to re-assign (re-order) a few level numbers to make the level sequences in
better ascending order. This re-ordering helps improve level profile accuracy. For example,
comparing Figure 3.9 and Figure 3.10, level 5 and 6 are reordered (exchanged level numbers)
to better reflect the empty-to-full trend.
The re-ordering process first derives the global order of initial level numbers, and then
re-assigns a few level numbers to better reflect the overall ascending trend in each cycle.
To derive a global order from the partial order in {B
i
, i = 1, 2...} is challenging. The
first challenge is that the number of segments is small, since the learning process has to
complete within just a few empty-to-full cycles. The second challenge is that in each B
i
,
some levels might be absent. Therefore, calculating pairwise transition probability and
finding the most likely permutation may be problematic due to insu cient transition cases
to derive meaningful statistics. Instead, we use some heuristics to reorder level numbers.
First, the transition matrix T is obtained from all segments where T
mn
is the number of
times level m is followed by level n. But finding the global level order solely from T is not
stable since not all level transitions are present. So we use T to insert absent levels in each
B
i
if the absent levels can be transitioned from or to a level in B
i
. If not, the absent level is
inserted in a way that tries to preserve the initially assigned order. After inserting all absent
levels, the segment B
i
becomes a completed segment.
To explain in more detail, given B
i
, we first calculate each level’s average position. For
example, if B
i
= {1, 2, 1, 2, 3}, level 1 has average position 1+32 = 2, level 2 has average
position 2+42 = 3, and level 3 has 5. Then a deduplicated version of partial order Hi is derived
from B
i
based on the level’s average position (H
i
= {1, 2, 3}). The next task is to find absent
levels in H
i
and insert them according to T. If level k is absent in H
i
= {b1, b2, ..., bn}, we
check T
bjk and Tkbj (1  j  n) to see if level k can be after bj or before bj, and choose
a more likely position to insert. If T
bjk > Tkbj then insert k after bj; if Tbjk < Tkbj then
insert k before b
j
. If T
bjk = Tkbj , k is inserted before bj if k < bj, or after bj if k > bj. If









j+1 where bj < k < bj+1.
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For the example in Figure 3.9, H1 = {1, 2, 4, 6, 5} and H2 = {1, 2, 3, 4, 5}. Level 3 is absent
in H1, and 6 is absent in H2. The transition matrix T23 = 1, and T34 = 1, T65 = 1, T46 = 1,
then we insert level 3 after level 2 and thus H1 = {1, 2, 3, 4, 6, 5}, and insert level 6 after
level 4 and thus H2 = {1, 2, 3, 4, 6, 5}. After applying this step to all {Hi, i = 1, 2, ...}, we
have a collection of completed segments. Therefore we can calculate the average position
of each levels from the completed segments, and output the global order of the initial level
numbers. Then the level numbers are reordered to make the global order strictly increasing.
For example, {1, 2, 3, 4, 6, 5} will become {1, 2, 3, 4, 5, 6} by exchanging level number 5 and
6. After re-ordering, the classification is complete and each cluster is assigned with the best
possible level number.
Sample selection and profile generation
After classification, VibeBin generates profiles for each level by selecting representative
samples. And new samples are compared to each level profile to decide the current waste bin
level. It is not optimal to compare each new sample to all historical samples in each level.
Because jitters that are smoothened out and samples that are far from its cluster center
should not be in the profile. It is possible that some levels may have a lot more samples
while others have much fewer, so to prevent bias, we use stratified sampling. We select a
few representative samples in each level. We empirically set the number of representative
samples to be 10 for each level. For each level we select a random sample within the historical
time window and store it in an array of its level. The array is sorted so that samples having
larger similarity (Equation (3.4)) to their cluster center are preferred. The random selection
is continued until each level has twice the desired number of samples, and the best 10 samples
are chosen to represent that level. If the number of available samples in a certain level is
not enough, all samples are selected. It is allowed that a certain level contains zero sample,
meaning that the profile of a certain level can be empty. A profile is named using a version
number and a level number, and contains the selected samples in it. The version is assigned
according to the current time window, which is explained in the next section.
Time window and profile management
The length of the time window is chosen to be 3 garbage collection cycles, which is
enough to deliver accurate measurements (shown in Section 4.2.1). This means that in
the bootstrapping phase, the VibeBin system will not start level prediction until it has
detected that 3 cycles of samples have been collected. After that, the first version of profile
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is generated, and the time window moves forward by one cycle as new samples arrive. The
next time window after moving forward would contain 2 cycles at the beginning. The server
periodically runs the classification to count the number of cycles in the time window. When
it detects 3 cycles, the second version of profile is generated, and so on. Predicting the levels
of new samples uses profiles of all valid versions available. Versions contain timestamps, and
profiles more than half a month ago are deleted. The predicted level is the median of best
matched profile levels from all versions (and is converted to one of empty, half-full, or full
levels).
It is possible that a certain time window contains cycles that are emptied by janitors
before the waste bin is full. That means the fullest level profile from that window is actually
only half-full. When using only this time window’s profiles, the system will overestimate
the garbage level. However, taking the median among other window’s profiles can solve this
problem, as long as not all cycles in all windows are emptied at half-full state. If the bin is
always emptied at half-full, then it is reasonable to think that the half-full state is actually
full enough so that the janitor is cleaning it every time. However, at the bootstrapping
phase, there are not enough versions to take the median from. Here we show an example
where the first 3 cycles are emptied when the bin is only half full, and then in the next
two cycles it reaches full level before being emptied. Figure 3.12 shows the samples of the
five cycles, the first three cycles form time window 1, and the second to fourth cycles form
time window 2. As shown in Figure 3.13, in the first three cycles the true fullest state is
only half full, but the profile of level 6 is generated. But in time window 2 (Figure 3.14),
due to the existence of true full state at sample number 210, the previous half-full state at
sample number 90 is correctly labeled as level 4, which is half-full. So the profiles generated
from the second window will be more accurate. In practice, janitors should try not to empty
waste bins unless they are really full.
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Cycle 1 Cycle 2 Cycle 3 Cycle 4 Cycle 5
Figure 3.12: Raw samples.

















Figure 3.13: Results of time window 1.


















Figure 3.14: Results of time window 2.
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CHAPTER 4: SYSTEM EVALUATION
This chapter presents VibeBin performance evaluation. We test the design’s feasibility
on di↵erent materials, the system’s measurement accuracy, and its performance on handling
light weight garbage.
4.1 EXPERIMENT SETTINGS
To test the e↵ectiveness of our system, we use 8 waste bins of di↵erent types and sizes,
and conduct the following experiments.
1. We let the bins experience normal 4 empty-to-full cycles with real garbage, and then
manually test the level measurement accuracy using similar garbage. The garbage
people throw into the bins is common daily trash (such as trash found in shopping
areas), including but not limited to food waste, fruit, vegetable peels, paper, boxes,
bottles and cans.
2. We use the previously generated level profiles to test the measurement accuracy for
light weight garbage, such as empty bottles, cartons and cans. We show that light
weight garbage still cause vibration changes despite their low density.
3. We deploy the bins for another 2 weeks, and collect garbage by ourselves when a
certain bin indicates full. False positive is the case when the bin is indicating full but
is actually empty. To find out the false negatives, we examine each bin twice each day,
to check whether a bin is full but is not indicating full. First check is early afternoon
and second check is early evening.
The details of the 8 bins are as follows. Bin1, Bin5, Bin6, Bin7 and Bin8 are smaller ones
and Bin2, Bin3 and Bin4 are relatively bigger. The size is given as height ⇥ circumference
(at top). Bin1 measures 33cm⇥ 70cm, Bin2 is 84cm⇥ 90cm, Bin3 is 73cm⇥ 97cm, Bin4 is
80cm⇥ 87cm, Bin5 is 34cm⇥ 70cm, Bin6 is 40cm⇥ 77cm, Bin7 is 34cm⇥ 75cm, and Bin8
is 44cm⇥ 85cm. Bin1, Bin5, Bin7 and Bin8 are made of soft and thin plastic material and
Bin6 is made of sti↵ and thicker plastic material. Bin2, Bin3 and Bin4 are made of hard
plastic materials, and Bin3 has a lid.
Indoor waste bins are generally made of plastic materials, but we want to test the feasibility
of our system on bins made of other materials. We did not find waste bins made of glass or
steel, so we tested our system on other similar containers shown in Figure 4.1 and Figure
4.2. We install the sensors in the same way and gradually fill them with water for 2 cycles.
The samples are plotted in Figure 4.3 and Figure 4.5 while the level classification results are
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in Figure 4.4 and Figure 4.6. We can see that our methodology is general enough to work
with a wide variety of materials.
Figure 4.1: A metal boiler. Figure 4.2: A glass jug.





























Figure 4.3: Metal boiler raw samples.

















Figure 4.4: Metal boiler: classification.
For the first experiment, we let the waste bins normally experience four empty-to-full
cycles with real trash. The only ground truth we collect is the time of garbage collections
(emptying actions), which are shown as dark vertical lines in the samples figures. However,
none of the ground truth is used in the learning process in any way. Shown in Section 4.2.1,
3 cycles are enough to deliver good measurements, which takes about a week. For testing,
we take around 30-40 samples each time when the waste bin is filled with little garbage (as
empty), around half filled, and when it is full. We repeat taking samples 3 times in the 3
di↵erent cycles, each time the fill-level is not exactly the same. We run the algorithm to assign
the level numbers to the test samples using the level profiles generated from the four cycles,
and calculate the measurement accuracy. The reason that we do not make measurements
in finer granularity is the following. First, the learning process is unsupervised, and there is
no labeled sample for training as in other common machine learning scenarios. Even if the
classification divides the state into 6 levels, the di↵erence of the amount of garbage between
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Figure 4.5: Glass jug raw samples.


















Figure 4.6: Glass jug: classification.
adjacent levels is not necessarily 16 . So it is reasonable to just measure empty, half, and
full three levels. Second, from the users’ perspective, it is not necessary to distinguish, for
example, 40% full from 60% full, because there is no action needed anyway. What we care
is, how many times when the actual state is full but it measures half-full, or how many times
when the state is half-full but it measures full. Therefore, the main result we examine is the
accuracy of measurements and the confusion matrix of the 3 levels shown in Section 4.2.2.
For the second experiment, we found enough empty plastic water bottles, milk cartons
and soda cans to test the measurement accuracy of light weight garbage. Similar to the first
experiment, we take around 30-40 samples for each level in each cycle and repeat 3 cycles.
We use the level profiles generated in the first experiment under normal denser garbage to
test the samples collected under light weight garbage. We show the confusion matrix of the
3 levels in Section 4.2.3.
For the third experiment, we put the bins under normal usage for the duration of two
weeks and monitor the status of each bin as samples are collected. If a particular bin shows
three consecutive full-level samples, we go to the site and empty the bin. Each time of
garbage collection, we record the true perceived fill-level of the bin in order to find out false
positives. In the early afternoon and early evening of each day, we check if there are false
negatives. The results are shown in Section 4.2.4, and the reason for choosing two weeks as
the experiment period is also explained there.
4.2 EVALUATION RESULTS
4.2.1 How soon to make accurate measurements
After the system is installed, there is a bootstrapping phase to learn the waste bin
levels before being able to make accurate measurements. If the system cannot make good
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measurements after a long time, users may lose interest in our system. We run the algorithm
after experiencing 1, 2, 3 and 4 cycles and use the learning results to classify test samples
and calculate the measurement accuracy for each of the three levels. Shown in Figure 4.7,
averaging the accuracy of eight waste bins, we can see that after 3 cycles, the system is
already able to make accurate measurements, with detecting full level at more than 90%
accuracy (or recall percentage). Therefore, as described in Section 3.2.2, the historical time
window is set to be 3 cycles.
4.2.2 Measurement accuracy for real garbage
We show the measurement precision and recall on the test samples. The confusion
matrix for each waste bin is listed in Table 4.1, where the i-th row and j-th column is the
number of times level i is measured as level j.

































We first look at the most important number in the confusion matrix, that is the third row
and second column, which means how many times the waste bin is full but is measured as
only half-full. Two small bins (Bin5 and Bin8) have more cases of misclassifying full level as
half-full (recall rate is about 85%). On the one hand, for small bins it is harder to control
the di↵erence between half-full and full when testing. On the other hand, the amount of
garbage in small bins is not significant, and the height of small bins is short, so the vibration
feature di↵erence is not significant. But the recall rate of full state for large waste bins
are satisfying. Bin2, Bin3 and Bin4 have only around 4% misclassification on full state on
average. This is because big bins have significantly more garbage to cause vibration changes
to the waste bin surface so that the resonance features of full state and other states are more
distinct.
Then we look at the second important number, which is the second row and third column.
It is the number of times a half-full state is misclassified as a full state. Again for smaller
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bins the misclassification is more severe than bigger bins for similar reasons in the previous
paragraph. The consequence of this misclassification is that the janitors would come to
collect the garbage before it is really full, but if this does not happen all the time, it is
tolerable.
There are some more extreme misclassifications, although the number is very small. When
we look at the number of times an empty level is measured as full, or the full level measured
as empty, they are generally less than 1%. We do observe that sometimes if a full waste bin
is accidentally kicked (or stroke) when the sensor happens to be taking samples, there would
be a vibration intensity spike that deviates from the usual intensity level of the full state.
In this case, it can possibly be matched to samples from the empty level.
Other numbers in the confusion matrix are of less importance, such as an empty level
misclassified as half-full, or a half-full level misclassified as empty. From the user’ perspec-
tive, these two levels do not need any action, so the consequence is not significant. We
summarize the measurement accuracy as F-score in Table 4.2. The average F-score of full
level measurement is 0.959 for big waste bins and 0.880 for small waste bins. The average
accuracy of measuring all 3 levels is 0.912.
Our accuracy is better than the image processing based approach with supervised labeling
(KNN), where the average accuracy of classifying empty, half-full, full, and overflow states is
90.26% [2]. The same camera based system with neural network training can achieve 94.33%
accuracy. However, installing a camera above the waste bin requires that there is no lid to
block the view. Installing the camera under the lid requires additional illumination device.
Either way, the installation is much more complicated than our system. Furthermore, if
the machine running neural network classifier is with the camera on the site, it consumes a
lot more power since computation complexity is high. If a remote server takes care of the
image processing or classification, the images need to be transmitted to the server, which
requires a lot more bandwidth compared to our system that only transmits a few (V, I)
pairs. Either way, the system in [2] incurs frequent battery change and thus is impractical.
In [33], a Raspberry Pi board with an ultrasonic module is used to measure the height of
the garbage with 10% error. The device, however, needs to be installed under the lid of the
waste bin. The power consumption of the whole system is also high (2 Ampere), without
onboard deep sleep mode support, it needs frequent battery change. The system in [34, 5]
uses sophisticated ultrasonic sensor (under the lid) and weight sensor (at the bottom) to
monitor the garbage filling level with 5-10% error. But in additional to high cost, the power
consumption is high and the battery only lasts for 65.55 hours. Although measuring the
garbage height or weight is more fine-grained than classifying empty, half, and full levels,
the usefulness is actually similar from the janitors’ perspective. For example, a reading of
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ent cycles.
Figure 4.8: Bin5. Figure 4.9: Bin3. Figure 4.10: Bin7.
60cm or 2kg is not going to tell whether the janitor should go to collect the garbage. It
requires manual calibration at installation to map the height or weight readings to a level.
Therefore, detecting empty, half, and full levels is enough in practice. [35] uses low power
microcontroller with a wireless module and an ultrasonic sensor to monitor the filling level.
The 10,400mAh lithium battery is claimed to last for 9.6 months, but the level detection
accuracy is not evaluated.
Table 4.2: F-score for measurement accuracy.
Bin1 Bin2 Bin3 Bin4 Bin5 Bin6 Bin7 Bin8
Empty 0.982 0.991 0.977 0.869 0.935 0.995 0.965 1.0
Half-full 0.854 0.943 0.909 0.802 0.861 0.805 0.851 0.859
Full 0.886 0.954 0.944 0.979 0.896 0.871 0.892 0.856
Average 0.907 0.963 0.943 0.884 0.897 0.890 0.903 0.905
4.2.3 Measuring lightweight garbage
Among non-intrusive approaches of detecting fill-level, measuring weight is one of the
most intuitive. We discover a disadvantage of the weighing-based system, that is, when the
waste bin is filled with a large volume of very lightweight objects, the weight change of the
waste bin may be small but the level is filled up. Therefore such system is often equipped with
other auxiliary sensors such as ultrasonic sensors or proximity sensors (although intrusive)
[5]. On the other hand, our system works better in such situations because we find that the
lightweight garbage such as empty bottles, cans or cartons still cause significant vibration
feature changes. It is because empty bottles, cartons and cans still have significant damping
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e↵ect although their weight is small. These objects tend to slide down and push against the
bin wall whenever they can, and the surface friction among them is still large.
We conduct experiments to test our system by taking samples when the waste bins are
filled with miscellaneous empty bottle, cans and cartons at half-full and full level (shown
in Figure 4.8, 4.9 and 4.10). To cause some variations of the garbage, we shake the waste
bins a few times when taking test samples in half or full level. The classification confusion
matrices are shown in Table 4.3. We can observe that for Bin2 and Bin7, the half-full level
is much more likely to be misclassified as full. We find it reasonable since sometimes a dozen
cans filling half of the bin are already dampening the vibration, and this is quite obvious
by hearing the change of the sound. However, the accuracy of measuring the full level is
satisfying. The average F-score of measuring full state is 0.816.

































The weighing-based approach detects fill-level by measuring the current weight of the
waste bin and comparing it to the full-level weight of normal garbage. Given the fact that
the lightweight objects do not contribute much to the total weight (bottle: 0.019kg, can:
0.015kg, carton: 0.01kg), the measurements can be inaccurate. We have weighed a normal
full bag of solid waste in Bin3, which is 3.1kg. The weight of a full bag of empty cans
however, is only 0.4kg. This means that the weighing-based system would only measure
13% full when actually the whole bin is filled up. But our system would give relatively
accurate measurements.
4.2.4 False positive and false negative cases
We conduct a two-week experiment, where the time span is enough to illustrate that the
algorithm has the ability to produce accurate measurements from a previous time window
to a next completely new, non-overlapping time window. As shown in Figure 3.12, each
time window consists of three cycles, and each time a new cycle is identified, the time
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window moves forward by one cycle. Therefore, after six cycles, the algorithm no longer
needs the first three historical cycles. In our experiment, most bins have experienced two
non-overlapping time windows (six cycles or more), demonstrating that our system is able
to carry on and keep making accurate measurements.
Under the deployment of two weeks, we collected garbage on demand for a total 60 times,
which indicates a significant reduction of labour comparing to a total 8 ⇥ 14 = 112 times
if each bin is emptied every day under a fixed schedule. Shown in Table 4.4, the first three
rows are the number of times the bin’s level actually is when emptying the waste bin. The
fourth and fifth rows are the number of times the bin is full when checking but it indicates
otherwise, where 1/28 means out of 28 times of checking for that bin, there is once it’s full
but indicates otherwise.
Table 4.4: False positive and false negative events.
Bin1 Bin2 Bin3 Bin4 Bin5 Bin6 Bin7 Bin8
Empty as full 0 0 0 0 1 0 0 0
Half-full as full 1 0 0 0 0 2 1 0
True full 9 6 7 5 8 7 6 7
Full as empty 0/28 0/28 0/28 0/28 1/28 0/28 1/28 0/28
Full as half-full 1/28 0/28 0/28 0/28 1/28 0/28 0/28 0/28
False positive is the case when the bin indicates full but is actually empty. It happened
only once for a small bin (Bin5). It shows that the vibration feature for empty level is
relatively consistent and reliable. We don’t count the case where it indicates full but is
actually half-full as false positive, because emptying half-filled waste bin is reasonable.
False negative is the case when a bin is found to be full but does not indicate full (4
times). The false negative rate is 4/(9+ 6+7+5+8+7+6+7+4) = 6.8%. This happens
more to the smaller bins, and we found that particularly if the garbage does not touch the
bin surface (such as a box standing straight), the vibration changes for smaller bins are
not so significant. However, this is not a problem for bigger bins simply because there is
more garbage inside. Overall, the numbers of false positives and false negatives are under a
satisfactory level.
Some people that showed interest in our system tried installing the system, and they
agreed the convenience of super-glueing the devices on the outside of the bins. People in
the rooms with bins installed with our system indicated that the device is not noticeable
and does not interfere with their daily life, and the trash is taken away in time. They think
that it is reasonable and acceptable to help save labour cost and reduce plastic bag use,
even if the frequency of garbage collection is reduced. The person that collected garbage
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and checked bin status thought that the bin’s fill-level information led to better garbage
collection planning and reduced service time. If the bins do not show full status for a long
time such as five days, janitors usually do not mind checking them. Overall, we find that
our system is well accepted by people who care about service quality and the environment.
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CHAPTER 5: DISCUSSION AND CONCLUSION
5.1 DISCUSSION
In this section, we discuss the advantages, limitations, practical issues and future work.
1. The ability of detecting lightweight garbage comes from the fact that the increase
of weight and damping e↵ect both lead to smaller vibration intensity, according to
Equation (3.1). In Figure 3.3 we also see that I
max
decreases as c increases. This
property does not hold for weighing-based systems.
2. In many places, garbage is categorized into recyclable and non-recyclable, and there
are di↵erent bins for each category. So cans, cartons and bottles are not supposed
to be thrown into uncategorized bins. In that sense the aforementioned advantage is
useless. However, detecting other lightweight garbage is still useful in practice. In the
future we want to explore the possibility of detecting recyclable objects (e.g. empty
cans) from uncategorized waste bins.
3. The cost of $50.75 can still be high for large deployment. But even if we do not consider
the cost reduction when in mass production and purely focus on the financial issue, the
installation cost of each system will still pay o↵ in the long term. Suppose the average
wage of a janitor is $11.3 per hour [36], then $50.75 equals to 4.5 hours of labour. If
each visit of cleaning one waste bin takes 2 minutes, then the installation cost will pay
o↵ when it saves the janitor 135 visits, which is 9 months if it saves the janitor 1 visit
every other day.
4. Although installing the device is easy, maintenance is actually not easy. Sometimes it
got kicked, scratched or came o↵ when the dumping action is too violent. But it is
still easier to maintain than intrusive sensors because they are easier to be damaged
under the lid or inside the bin.
5. The vibration motor does produce low level of noise when operating. So the best
deployment site would be in a shopping mall or building hallway because few people
would pay attention. For o ce rooms with low background white noise, the sound of
vibration is actually not noticeable. For a very quiet o ce, however, if the occupants
do mind the sound, they can choose not to use our system.
6. Careful readers may also think about event-driven approaches, where the system de-
tects the action of people throwing garbage into the bins and then makes a mea-
surement. However, the event-driven approach requires constant monitoring of the
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bin status to capture the moment of throwing garbage, which would result in much
more power consumption. Therefore, we adopt the regular-wake-up scheme so that
the device can save the most power by turning into deep sleep mode.
7. For future work, we consider having a larger deployment, and adapting our system for
outdoor waste bins which are much bigger and the environmental interference is more
complicated. We also plan to apply the vibration-based approach to detecting object
states on a variety of other containers and surface structures.
5.2 CONCLUSION
This thesis presents the design and evaluation of VibeBin, a vibration-based waste bin
fill-level detection system. It leverages a cheap vibration mini motor and an o↵-the-shelf
accelerometer to find the vibration features of the waste bin as the garbage fills up. VibeBin
is designed to learn from historical samples in a completely unsupervised manner, and provide
accurate measurements as soon as possible. Compared to other systems, VibeBin is cheap,
non-intrusive, free of calibration or labeling, and can be incrementally deployed on existing
bins. It can also detect the fullness of special lightweight garbage such as empty cans and
bottles.
This thesis first explains the underlying physics of the system by modeling the waste bin
and motor as a dampened vibration system. Then according to the vibration features we
design a novel way to measure the distance between the samples. Using a customized K-
means algorithm, the historical samples are clustered into several levels. Then cycle detection
with level reordering are performed, and representative samples are selected for each level.
After as few as three cycles, VibeBin is able to classify new samples into empty, half or
full level by comparing them with representative samples. Experiment results show that
the measurements are accurate. The average F-score of measurement accuracy of the three
levels is 0.912 across the eight waste bins in the experiments, and the observed cases for false
positive and false negative events are satisfactorily rare.
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