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Capítol 1
Introducció
Aquest projecte és resultat de dues motivacions personals. Per una ban-
da el desig d’aplicar els coneixements teòrics adquirits al llarg de l’estudi
d’Enginyeria Informàtica. En concret els coneixements dels camps que més
m’han interessat, i que, degut a la seva natura, fins la realització del pro-
jecte no havia tingut l’oportunitat d’aplicar-los en un treball creatiu i de
certa envergadura. Els temes als quals em refereixo, alguns de caire força
teòric, són teoria de la calculabilitat, lògica, complexitat computacional o
teoria de grafs, però també d’altres que tenen una aplicació més directe en
la informàtica com és l’algorísmia o l’estudi de sistemes distribuïts.
L’altra motivació principal era l’interès en realitzar un treball purament
de recerca teòrica, en contrast amb la majoria dels treballs pràctics que un
estudiant fa durant la carrera.
L’oportunitat de començar aquest projecte va ser conseqüència de partici-
par en el programa de formació de l’UPC anomenat PROFEDI. Aquesta beca
ofereix l’oportunitat de que l’estudiant adquireixi formació personalitzada en
algun camp en concret, mitjançant el seguiment d’un tutor. El tema concret
del projecte del programa PROFEDI que vaig dur a terme, era l’estudi de la
teoria de jocs des d’una punt de vista algorísmic per tal d’analitzar jocs de
formació de xarxa. Tot i que el projecte a realitzar no tenia uns objectius
definits, aquest encaixava amb la possibilitat de fer recerca teòrica en els
camps que més m’atreien. En major o menor grau durant la realització del
projecte he tocat quatre grans temes dels quals ja tenia una formació prèvia
3
Capítol 1. Introducció
com és la teoria de grafs, l’algorísmia, la teoria de la complexitat i una mica
de sistemes i algorismes distribuïts.
A més el projecte m’ha brindat l’ocasió de conèixer una disciplina com-
pletament nova per a mi com és la teoria de jocs. La teoria de jocs, apart
de ser interessant de per sí, una de les seves peculiaritat és la possibilitat
d’aplicar-la a moltes situacions, i de ben segur que em podrà ser útil en el
futur.
Podria resumir que els beneficis que m’ha aportat aquest projecte és la
possibilitat d’aplicar els coneixements teòrics de cinc anys d’estudis, l’opor-
tunitat de conèixer la vessant d’investigació i recerca en la informàtica, i
l’estudi de la teoria de jocs.
1.1 Objectius
L’objectiu general del projecte, com ja hem apuntat, és fer un estudi de
recerca en teoria de jocs. En concret el projecte es centra en els jocs de
formació de xarxa, una classe de jocs que permeten modelar la formació de
xarxes creades per agents egoistes.
La direcció escollida a l’hora d’enfocar el nostre estudi està motivada per
una pregunta oberta en l’article Arcaute, Johari, and Mannor [2009, Network
Formation: Bilateral Contracting and Myopic Dynamics]. En l’article esmen-
tat es presenta un model de joc de formació de xarxa on els diferents jugadors
desitgen enviar tràfic a tots els altres jugadors. Aquest tràfic s’encamina per
una xarxa social que es construïda com a conseqüència de les decisions pre-
ses pels propis jugadors sense cap tipus de coordinació externa. L’article té
com objectiu principal presentar un dinàmic miop que permeti convergir a
situacions estables de manera que el comportament egoista dels jugadors no
influeixi negativament en el resultat global.
El nostre projecte té per punt de partida considerar una extensió del
model esmentat. En el nou model que presentem cada jugador té interès
d’enviar una certa quantitat de tràfic a un certs jugadors. Permetre patrons
de tràfic heterogenis enriqueix molt les situacions que el joc pot capturar. Si
hom pensa en una xarxa suficientment gran, com pot ser internet, els diferents
nodes que la formen no necessiten enviar la mateixa quantitat de tràfic a tots
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els altres nodes, essent del tot habitual que molts nodes no precisin cap tipus
d’intercanvi de tràfic entre ells. L’aportació principal del projecte és estudiar
aquest nou model que, com veurem al llarg de la memòria, presenta situacions
més complexes que el model original.
Al ser un treball purament teòric és difícil, a priori, traçar una meta que
ha d’assolir el projecte. Tot i així enumerarem un seguit d’objectius concrets
del nostre projecte, els quals són habituals quan s’estudia un model de joc de
formació de xarxa. El primer objectiu, un cop definit el model i el concepte
equilibri emprat, és donar una caracterització de les situacions del joc que
esdevenen en equilibris. El segon objectiu és el de definir un procés dinàmic
miop que convergeixi a una situació estable. El tercer objectiu és considerar
l’eficiència de les configuracions des d’un punt de vista global, centrant-nos
en l’eficiència dels equilibris.
Paral·lelament a l’estudi del nou model, responent a les preguntes més
importants des d’un punt de vista de la teoria de jocs, volem també ana-
litzar la complexitat computacional dels diversos problemes que apareixen
de manera natural, com pot ser trobar configuracions socialment eficients o
calcular la millor resposta per un jugador.
1.2 Objecte del projecte
El treball recollit en aquesta memòria és un estudi en el camp de la teoria
de jocs. La teoria de jocs és una branca de les matemàtiques aplicades que
es centra en l’estudi dels jocs. Un joc és un objecte matemàtic que permet
modelar situacions on varis agents, anomenats també jugadors, interaccionen
entre ells realitzant una sèrie d’accions, anomenades estratègies, que donen
com a resultat una col·lecció d’estratègies escollides per tots els jugadors,
aquesta col·lecció se’n sol dir configuració i és el resultat del joc. A més cada
jugador té definides unes preferències sobre totes les possibles configuracions,
aquesta preferència quantifica el benefici que té un jugador en una certa
configuració. L’objectiu d’un jugador és que el joc acabi en una configuració
el més desitjable possible pels seus interessos.
Donat un joc, la teoria de jocs centra el seu interès en estudiar la presa
de decisions i el comportament dels jugadors. Les preguntes més naturals
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com “de quina manera s’ha de comportar un jugador per maximitzar el seu
benefici?” o “donat un cert joc quina és la configuració resultant del joc?”
són les que busca respondre la teoria de jocs.
Un concepte central en la teoria de jocs és l’equilibri. Dit de paraula,
una configuració és un equilibri si cap jugador té incentiu en modificar, dins
les seves possibilitats, la configuració. En una equilibri tots els jugadors
es troben en la configuració més beneficiosa possible donades les estratègies
escollides pels altres jugadors. Els equilibris són les configuracions que de
manera natural s’acaben adoptant en un joc. Pot donar-se el cas que un joc
tingui un, varis o cap equilibri.
La teoria de jocs en el seu origen es va desenvolupar per l’estudi de situ-
acions típicament econòmiques. Però no només té interès des d’un punt de
vista econòmic, sinó que és una eina aplicable a molts altres camps com la
biologia, psicologia o la informàtica.
Com a branca pròpia de les matemàtiques la teoria de jocs comença cap
els anys 40, que es quan comença a estudiar-se formal i sistemàticament els
jocs. En concret és important destacar la publicació del llibre Theory of
Games and Economic Behavior de John von Neumann i Oskar Morgenstern,
on es presenten els elements principals i donen una axiomàtica per la teoria
de jocs. Molts dels resultats del llibre no eren nous, sinó que provenien de
l’article d’en John von Neumann On the Theory of Parlor Games publicat en
el 1928, que és el primer article que es considera que forma part de la teoria
de jocs. D’ençà els primers treballs fins avui en dia s’ha vingut estudiant la
teoria de jocs àmpliament i aplicant-la per resoldre tot tipus de situacions.
El nostre projecte es centra en els anomenats joc de formació de xarxa,
aquests jocs serveixen per a modelar situacions on diferents agents de manera
egoista creen una xarxa. Quan ens referim a xarxa ho fem en el seu sentit
més ampli possible: una xarxa és una estructura on podem distingir un
conjunt de nodes i un conjunt d’enllaços que uneixen dos nodes. Depenent
del joc de formació de xarxa pot ser que la xarxa com objecte matemàtic
correspongui, per exemple, a un graf dirigit simple, un graf no dirigit amb
pesos en les arestes o un multigraf. Per tant una xarxa pot representar
múltiples situacions. Per exemple un joc de formació de xarxa podria modelar
algun dels següents escenaris:
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• La xarxa de relacions comercials, on els nodes són empreses i els enllaços
són relacions de venta/compra de serveis o productes.
• Una xarxa social com Twitter, on els nodes són usuaris i els enllaços
són relacions seguidor-de.
• Una xarxa de P2P, on els nodes són els diferents usuaris i els enllaços
són les connexions que tenen obertes els diferents usuaris entre sí.
1.3 Estructura del projecte
L’estructura de la memòria és com segueix: el capítol 2 introduïm formalment
els conceptes bàsics de la teoria de jocs dels que fem ús durant tot el projecte.
En el capítol 3 definim un nou model de joc que estudiem al llarg del
projecte. Definim també el concepte solució, o equilibri, que considerem, i
que està fortament lligat amb les característiques bàsiques del model. Al
final del capítol caracteritzem els equilibris.
En els capítols 4, 5 i 6 presentem els principals resultats del nostre estudi.
En el capítol 4 definim un procés dinàmic miop i demostrem que en el nostre
model convergeix a situacions estables. En el capítol 5 fem un estudi del
preu dels equilibris des d’un punt de vista global segons el patró de tràfic
considerat. En el capítol 6 analitzem la complexitat computacional d’alguns
problemes com el de trobar les millors configuracions estables des d’un punt
de vista social o calcular la millor resposta per un jugador.
Acabem el capítol 7 on repassem els resultats aconseguits i descrivim
noves línies de treball que poden seguir al projecte fet fins ara. El capítol
també conté la descripció de l’evolució del projecte al llarg del temps i un
secció dedicada a l’anàlisi econòmica del projecte.
La memòria consta d’un apèndix A dedicat a definir la notació utilitzada
durant tota la memòria a l’hora de treballar amb grafs.
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Teoria de jocs
En aquest capítol introduïm formalment els conceptes bàsics de la teoria de
jocs que són necessaris per entendre la totalitat del projecte com són els jocs
estratègics i el concepte solució d’equilibri.
En particular definim el concepte de joc de formació de xarxa i comentem
alguns dels treballs més rellevants del camp. El model que introduirem en el
capítol 3 sobre el que versa tot el projecte es basa en un model de formació
de xarxa que ja presentem al final d’aquest capítol.
Pel lector familiaritzat amb la teoria de jocs, en el nostre projecte només
considerem estratègies pures, per tal de mantenir un nivell de verbositat baix,
en la memòria ens referim amb estratègia al concepte d’estratègia pura i amb
equilibri de Nash al equilibri pur de Nash.
2.1 Jocs
Com ja hem introduït en el capítol previ un joc consta d’un conjunt de
jugadors, cada un dels quals té un conjunt d’estratègies que pot escollir així
com una funció d’utilitat que assigna un valor a cada combinació d’estratègies
escollides per tots els jugadors, aquest valor determina quines estratègies són
apropiades per cada jugador. Cadascun dels jugadors es defineix com un
agent racional i egoista que té com objectiu intentar que el resultant del joc
sigui el més favorable possible per a ell.
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Formalment un joc estratègic simultani J es defineix com una tripleta
J =
(
N, (Si)i∈N , (ui)i∈N
)
on N = {1, 2, . . . , n} és el conjunt de jugadors. Cada jugador i ∈ N té
un conjunt d’estratègies possibles Si. L’acció de jugar consisteix en que
simultàniament cada jugador i ∈ N elegeix una estratègia possible si ∈ Si.
S’ha de tenir en compte que l’elecció que fa cada jugador es realitza només en
base del coneixement que té el jugador sobre el joc, per tant no sap l’elecció
que han fet els altres nodes. El resultat d’un joc, és doncs, la col·lecció de
les estratègies que seleccionen tots els jugadors.
Usem la notació s = (s1, s2, . . . , sn) per denotar el vector d’estratègies
resultant d’un joc, i S = ×iSi per denotar el conjunt de totes les possibles
combinacions d’estratègies possibles.
Per tal de representar les preferències dels de cada jugador i ∈ N s’ha
de donar un ordre de preferència sobre S. Aquest ordre es podria expressar
mitjançant una relació binària ri ⊆ S × S completa, transitiva i reflexiva.
És comú que aquesta relació es doni implícitament a partir d’una funció
d’utilitat ui : S → R que quantifica el benefici del node i per tot vector
d’estratègies s ∈ S. La funció d’utilitat ha de complir que donats dos vectors
d’estratègia s, s′ ∈ S, i prefereix dèbilment s a s′ (i.e. (s, s′) ∈ ri) si i només
si ui(s) ≥ ui(s′). L’objectiu d’un jugador es maximitzar ui.
El benefici final que obté un jugador i depèn del vector d’estratègies
resultant s, és a dir, de les decisions de tots els jugadors. Aquest és el
concepte clau del joc.
Tot seguit repassem la notació estàndard per manipular els vectors d’es-
tratègia: donat un vector d’estratègies s ∈ S denotem per si a l’estratègia
jugada pel jugador i i per s−i al vector de n−1 components corresponent a les
estratègies jugades per tots els jugadors menys el jugador i. Finalment si s′i ∈
Si, aleshores (s′i, s−i) és el vector d’estratègia (s1, s2, . . . , si−1, s′i, si+1, . . . , sn).
Una possible codificació d’un joc consisteix en definir explícitament la tri-
pleta (N, (Si)i∈N , (ui)i∈N). Aquesta codificació sol tenir un mida exponencial
respecte nombre de jugadors |N |. Habitualment els algorismes que tracten
els jocs ho fan amb una representació adequadament succinta del joc, per tal
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de que aquests algorismes siguin computacionalment tractables.
Per tal de que quedi més clara la definició de joc i els conceptes que
presentarem al llarg d’aquesta secció tot seguit donarem alguns exemples de
jocs. Comencem per definir una classe de jocs que anomenem jocs duopoli.
Definició 2.1 (Duopoli). Un duopoli és una situació de mercat amb dos
venedors d’un únic bé. El joc duopoli té dos jugadors N = {a1, a2} cadascun
representa un venedor. Suposem que el bé és indistingible: a un comprador
li és indiferent a quin venedor comprar el bé. Els venedors poden escollir
el preu de venda del bé. El benefici de cada jugador només depèn d’aquest
preu i de la quantitat de bens que venen.
Formalment definim la família de jocs duopolis com segueix:
• Un conjunt de jugadors N = {a1, a2}.
• Per cada jugador el mateix conjunt d’estratègies S0 format pel conjunt
de preus. (Denotem per si a l’estratègia del jugador ai.)
• Un conjunt de compradors M = {b1, . . . , bm}.
• Per cada comprador bj ∈ M i per cada venedor ai ∈ N , dist(i, j)
representa la distància entre el comprador j i el venedor i.
• El cost que li suposa al comprador j comprar el bé al venedor i és
cj(i) = dist(i, j)+si. Donat un vector d’estratègia s ∈ S, el comprador
j ∈M compra el bé al venedor i ∈ N tal que minimitzi cj(i).
• Donat un vector d’estratègia s = (s1, s2) ∈ S definim vi com el nombre
de bens venuts pel venedor i. Aleshores la utilitat de i es defineix per
ui(s) = si vi.
Diem que és una família de jocs perquè falta definir el conjunt d’estra-
tègies i també falta també definir el conjunt de compradors B i per cada
comprador la distància als venedors. El conjunt de compradors B (noteu
que no són jugadors), així com les distàncies als venedors, els donarem mit-
jançant un graf amb pesos: els pesos d’una aresta entre i i j és dist(i, j), els
quadrats blaus són els compradors i els quadrats marronosos són els venedors.
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La restricció de les estratègies a un rang tan determinat és per a que el
joc es mantingui simple i puguem fer un anàlisi per casos. Tot i així són
restriccions ben naturals: hom pot imaginar que els compradors no estan
disposats a comprar el bé per un preu molt elevat, ja que, per exemple,
podrien comprar un bé substitutiu. D’igual manera els venedors tampoc
volen vendre a un preu molt baix perquè sinó podrien no cobrir els costos de
producció del bé i els seria més útil no vendre.
Començarem per definir un exemple d’un joc de duopoli, que anomenarem
el duopoli feble.
Definició 2.2 (Duopoli feble). El conjunt d’estratègies és {1, 2}, i la situació
de mercat és la següent:
a1
a2 b2
b1
1
1
1.5
1.5
Podem donar la taula d’utilitats (segons l’escenari resultant s1, s2 tenim
l’elecció dels compradors i les utilitat dels jugadors a1 i a2):
s1, s2 b1 b2 u1 u2
2,2 a1 a2 2 2
2,1 a2 a2 0 2
1,2 a1 a1 2 0
1,1 a1 a2 1 1
Quan per primer cop veiem un nou joc, segurament el més natural és ficar-
se en la pell dels jugadors e intentar esbrinar quina és la millor estratègia a
jugar. Només cal analitzar les funcions d’utilitat:
u1(1, 1) > u1(2, 1)
u1(1, 2) = u1(2, 2)
u2(1, 1) > u2(1, 2)
u2(2, 1) = u2(2, 2)
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Tant pel jugador a1 com pel jugador a2 sempre és preferible dèbilment vendre
a 1 a vendre a 2: diem que 1 és la millor estratègia a jugar. Per tant com els
dos jugadors són agents racionals i el seu objectiu és maximitzar la funció
d’utilitat s’espera que el resultat del joc sigui el vector d’estratègia (1, 1).
Formalment a aquesta “millor estratègia” se’n diu estratègia dominant.
Definició 2.3 (Estratègia dominant). Un jugador i ∈ N té una estratègia
dominant si ∈ Si si i només si
∀s ∈ S ui(si, s−i) ≥ ui(s)
En el duopoli feble 1 és una estratègia dominant tant per a1 com per a2.
Un jugador pot no tenir cap estratègia dominant. Donem un altre exem-
ple de joc duopoli tot seguit que ens serà útil per veure un joc amb propietats
diferents al duopoli feble.
Definició 2.4 (Duopoli desequilibrat). El conjunt d’estratègies pels dos ju-
gadors és {1, 2} i la situació del mercat és:
a1 a2b1 b2
b3
b4
1
1
0.4
0.4
0.8
0.8
2.2
2.2
La taula d’utilitats amb les relacions de comprador-venedor és la següent:
s1, s2 b1 b2 b3 b4 u1 u2
2,2 a1 a2 a1 a1 6 2
2,1 a1 a2 a2 a2 2 3
1,2 a1 a2 a1 a1 3 2
1,1 a1 a2 a1 a1 3 1
En aquest cas cap jugador no té una estratègia dominant. El raonament,
pel jugador a1 és el següent: si s2 = 2 l’estratègia que maximitza u1 és s1 = 2,
però si s2 = 1 aleshores la millor estratègia és s1 = 1 . Pel jugador a2 de
manera anàloga, quan s1 = 2 aleshores la millor desviació per a a2 és s2 = 1,
altrament si s1 = 1 aleshores la millor estratègia és s2 = 2.
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2.2 Equilibri de Nash
Hi ha moltes característiques interessants a l’hora d’estudiar el comportament
d’un joc depenent de l’elecció que realitzen diferents jugadors. Un concepte
clau és saber si existeix algun equilibri, una situació on cap jugador no té
cap incentiu de desviar la seva estratègia escollida. Formalment:
Definició 2.5 (Equilibri de Nash). Un vector d’estratègies s ∈ S és un
equilibri de Nash si i només si cap jugador té incentiu de desviar la seva
estratègia:
∀i ∈ N ∀s′i ∈ Si ui(s) ≥ ui(s′i, s−i)
Un equilibri pot no ser el millor resultat possible per a un jugador, però en
el cas que es doni un equilibri de Nash cap jugador individualment té incentiu
de canviar d’estratègia. Un joc pot tenir un equilibri de Nash, tenir-ne molts
o no tenir-ne cap.
Les situacions d’equilibris són d’interès especial degut a que corresponen
a les situacions que s’acaben adoptant de manera natural.
Procedim a analitzar els exemples que hem vist anteriorment. En el joc
del duopoli feble hi ha dos equilibris de Nash, que corresponen als vectors
d’estratègia (1, 1) i (2, 2). Tot i que els dos vectors d’estratègia són equilibris
de Nash podrem veure que: en el segon un dels dos venedors podria modificar
la seva estratègia i no perdre utilitat, mentre que en el primer cap jugador
no pot modificar la seva estratègia mantenint la seva utilitat.
Definició 2.6 (Equilibri de Nash feble). Un vector d’estratègies s ∈ S és un
equilibri de Nash feble si i només si s és un equilibri de Nash i
∃i ∈ N ∃s′i ∈ Si s′i 6= si, ui(s) = ui(s′i, s−i)
En l’exemple del joc duopoli feble tenim que (1, 1) és un equilibri de
Nash no feble, mentre que (2, 2) és un equilibri de Nash feble. Més endavant
veurem les implicacions i les diferències entre els equilibris de Nash febles i
els que no ho són.
Si analitzem l’exemple del joc duopoli desequilibrat veiem un exemple de
joc estratègic que no té un equilibri de Nash. Si considerem el vector d’estra-
tègia (2, 2) aleshores el venedor a2 té incentiu en canviar la seva estratègia a
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1, i d’aquesta manera obtenir un benefici de 3 enlloc de 2. En el vector d’es-
tratègia (2, 1) aleshores el jugador a1 té incentiu en canviar la seva estratègia
a 1, i passar d’utilitat 2 a 3. Si considerem (1, 2) aleshores el jugador a1 té
incentiu en canviar la seva estratègia a 2, i passar d’utilitat 3 a 6. Finalment
en (1, 1) el jugador a2 té incentiu en canviar la seva estratègia a 2, i passar
d’utilitat 1 a 2.
2.3 Dinàmic
En el model de jocs estratègics simultanis l’elecció de les estratègies de cada
jugador es realitza de manera simultània en un moment donat. Aquest model,
que és adient per representar alguns jocs, com el pedra-paper-tisores, pot no
semblar adequat per situacions que apareixen de manera natural i que tenen
una mecànica subjacent diferent, on no “és juga només una vegada”.
En l’exemple dels jocs duopolis, tot i que el model permet capturar una
situació natural i estudiar-la formalment, la mecànica del joc és una mica
artificiosa. En el món real els preus de venta no es determinen d’un cop, sense
saber els preus de la competència, i no es mantenen invariants per sempre
més. El més normal és que periòdicament un venedor pugui modificar el
preu de venda dels seus bens. Aquest nou preu de venda està fortament
condicionat pels resultats anteriors: les vendes i els preus, no només propis
sinó que també pels de la competència.
Considerarem un model que permet l’estudi de les relacions entre diferents
vectors d’estratègia del joc i interaccions dels jugadors anomenat dinàmic de
millor resposta. Donat un joc i un vector d’estratègia s ∈ S, definim el
conjunt de millor resposta per un jugador i ∈ N en el vector d’estratègies s
com el conjunt de desviacions que maximitzen la utilitat, formalment:
BRi(s) = arg max
si∈Si
ui(si, s−i)
Definició 2.7 (Dinàmic de millor resposta). Donat un joc i un vector d’estra-
tègia s ∈ S definim el resultat d’una aplicació del dinàmic de millor resposta
com una seqüència infinita d’estratègies q = 〈s(0), s(1), . . .〉, on s(0) = s i:
s(k+1) = (sik , s
(k)
−ik) on sik ∈ BRi(s(k))
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on ik ∈ N és el node actiu en la ronda k. L’elecció de ik per cada ronda k és
determinat per un cert procés d’activació donat.
En els exemples d’aquesta secció del dinàmic de millor resposta suposem
que el procés d’activació és un procés aleatori que a cada ronda escull el
jugador i ∈ N amb probabilitat 1
n
. De la mateixa manera, un jugador i ∈ N
quan és activat en un vector d’estratègia s, escull de manera aleatòria un
si ∈ BRi(s) amb probabilitat 1|BRi(s)| .
És molt comú que s’estudiï el comportament dels processos dinàmics per
un cert joc, en especial en els jocs de formació de xarxa que solen tenir una
naturalesa dinàmica (en seccions posteriors mostrarem la importància dels
dinàmics en els jocs de formació de xarxa). El dinàmic de millor resposta és
un tipus de dinàmic que és miop i endogen: miop perquè tots els jugadors
busquen maximitzar la utilitat a curt plaç sense fer consideracions més enllà
del final de la ronda i endogen perquè en el dinàmic no hi ha cap tipus
coordinador o control extern.
Tot i que pot semblar que prendre decisions miops no és molt intel·ligent,
sol ser una situació realista en escenaris molts grans o sense informació com-
pleta.
Depenent del joc, i del vector d’estratègia inicial, l’aplicació del dinàmic
de la millor resposta pot convergir a un cert vector d’estratègia o pot divergir.
Diem que per un joc donat i un vector d’estratègia inicial s ∈ S el dinàmic
convergeix si per qualsevol seqüència possible q tenim que existeix un k tal
que per tot k′ > k s(k) = s(k′).
Donem els grafs de transició entre vectors d’estratègia del dinàmic de
millor resposta pels dos exemples de joc presentats; cada node és un vector
d’estratègia i un arc (s, s′) amb etiqueta N ′ ⊆ N que connecta dos nodes
denota que en s si el node actiu és i ∈ N ′ aleshores s′ = (s′i, s−i) on s′i ∈
BRi(s). Els grafs de transició ens permeten representar el comportament
d’un dinàmic de manera molt intuïtiva, ja que una seqüència q correspon a un
camí en el graf de transicions, y viceversa. Per a que facilitar la visualització,
hem etiquetat cada node amb (s1,s2)
u1(s),u2(s)
.
Mirant els grafs de transicions es fàcil veure que el duopoli feble conver-
geix a (1, 1) sigui quina sigui el vector d’estratègia inicial. En el duopoli
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(1,1)
1,1
(1,2)
2,0
(2,1)
0,2
(2,2)
2,2
a1,a2
a1
a2
a2
a1
a1
a1
a2
a2
a1,a2
(a) duopoli feble
(1,1)
3,1
(1,2)
3,2
(2,1)
2,3
(2,2)
6,2
a1a2
a1
a2
a1
a2
a1
a2
(b) duopoli desequilibrat
desequilibrat el dinàmic de millor resposta divergeix. Podem enunciar dos
fets, que tenen una demostració immediata, que ens permet entendre millor
tant el funcionament del dinàmic com la importància dels equilibris.
Una seqüència d’un dinàmic de millor resposta convergeix si i només si en
algun moment arriba a un vector d’estratègia on el node associat és pou (un
node que no té arestes cap a altres nodes). En el dinàmic de millor resposta
un vector d’estratègia és pou si i només sí és un equilibri de Nash no feble.
Donat un joc J per demostrar que el dinàmic de millor resposta, supo-
sant un procés d’activació aleatori uniforme, convergeix per qualsevol vector
d’estratègia inicial s ∈ S només cal veure: primer que J tingui un equilibri
de Nash no feble, i segon que des de qualsevol vector d’estratègia s ∈ S,
existeixi un camí de s a un node pou en el graf de transicions. Pel duopoli
desequilibrat com no té cap equilibri de Nash no feble no pot convergir. Pel
duopoli feble sabem que té un equilibri de Nash no feble, (1, 1) i que des de
qualsevol vector d’estratègia (2, 1), (1, 2) i (2, 2) hi ha un camí cap a (2, 2).
2.4 Preferència social
La preferència individual d’un cert jugador i ∈ N en un joc d’un amb vector
d’estratègia resultant s ∈ S està perfectament definida. Si s’estudia el joc des
d’un punt de vista global la pregunta de quan un vector d’estratègia s ∈ S
és socialment millor que un altre s′ ∈ S no té una resposta clara, o almenys
immediata.
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Una possibilitat per saber la preferència social d’una cert vector d’estra-
tègia s ∈ S és realitzar un anàlisi qualitatiu comparant-la amb una altre
vector d’estratègia s′ ∈ S. Per exemple en el cas dels duopoli feble sembla
evident que el vector d’estratègia natural resultant del joc (1, 1) (diem que
és natural ja que pels dos jugador 1 és la seva única estratègia dominant, i si
els dos jugadors són agents racionals (1, 1) és el resultat que tindria tant el
joc en la versió simultània com en la versió millor resposta) des d’un punt de
vista global, o social, no és pas el millor resultat possible. Una justificació
intuïtiva és que en el vector d’estratègia (2, 2) els dos venedors tenen guanys
superiors a (1, 1), per tant podem dir que (1, 1) és “dolenta”. Formalment
aquesta noció s’anomena Pareto ineficiència.
Definició 2.8 (Pareto ineficiència). Donat dos vectors d’estratègia s, s′ ∈ S,
diem que s és estrictament Pareto ineficient respecte s′, o que s′ Pareto
domina a s, si i només si
∀i ∈ N ui(s) ≤ ui(s′) ∧ ∃i ∈ N ui(s) < ui(s′)
En el duopoli feble, (1, 1), (2, 1) i (1, 2) són Pareto ineficients respecte
(2, 2) i (2, 2) no és Pareto dominat per cap altre vector d’estratègia s ∈ S.
Podríem dir que (2, 2) és el vector d’estratègia amb més preferència social,
ja que des d’un punt de vista global tots els jugadors maximitzen al seva
utilitat en (2, 2).
Una de les bondats al considerar la Pareto ineficiència és que estem segurs
que tant a nivell global com a nivell individual una vector d’estratègia que
Pareto domina a una altre és més desitjable. (El lector no s’ha de confondre
en que tot i que en el duopoli feble el vector d’estratègia socialment desitjable
és un equilibri de Nash, això no sol passar).
L’anàlisi de la preferència social mitjançant el concepte de Pareto domi-
nat, però, té el problema de que en moltes situacions no ens aporta cap tipus
d’informació. En general no és possible relacionar dos vectors d’estratègia
mitjançant el concepte de Pareto eficient. Què és millor, (2, 1) o (1, 2)? En
el cas del duopoli desequilibrat no tenim cap relació Pareto entre cap vector
d’estratègia, preferim (6, 2) o (2, 3)? Potser (3, 1)?
És per tant desitjable poder donar una preferència des d’un punt de vista
global. Una manera és donar una preferència que ens defineixi un ordre
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total sobre S. Com en el cas de les preferències dels jugadors, sol ser més
fàcil donar una funció d’utilitat que defineixi la relació de preferència entre
qualsevol dos vectors d’estratègia.
Una funció d’utilitat social és aquella que defineix la preferència des de
un punt de vista social. Hi ha dos tipus bàsics de funcions d’utilitat socials,
les anomenades funcions utilitàries i les igualitàries.
Un exemple de funció utilitària és:
USu(s) =
∑
i∈N
ui(s)
de manera que donat dos vectors d’estratègia qualsevol s, s′ ∈ S, diem que s
és socialment més desitjable respecte s′ si USu(s) ≥ USu(s′).
Un exemple de funció igualitària és:
USi(s) = min
i∈N
ui(s)
de manera que donada dos vectors d’estratègia qualsevol s, s′ ∈ S, diem que
s és socialment més desitjable respecte s′ si USi(s) ≥ USi(s′).
Escollir una funció de cost adequada depèn molt del model i de la valo-
ració externa així com la interpretació del joc. Molts cops tot i definir bé
una interpretació segueix havent ambigüitat en quin és la funció objectiu a
minimitzar o maximitzar.
Analitzarem un xic els nostres exemple. En el duopoli feble i el duopoli
infinit tant si considerem la funció d’utilitat social utilitària com igualitària
tenim que (2, 2) és el vector d’estratègia socialment més preferent, en aquest
cas coincideix en l’anàlisi fet amb la Pareto ineficiència, però en general no
té perquè. En el duopoli desequilibrat tenim diferents resultats segons si
considerem la funció utilitària, aleshores (6, 2) és l’escenari més preferible,
però en el cas de la funció igualitària tenim que els escenaris més preferents
són (6, 2), (2, 3) i (3, 2).
Tot i que tinguem diferents possibilitats a l’hora de triar la funció d’utili-
tat social que ens aporten diferents resultats, aquests resultats serveixen per
poder raonar més sobre el comportament del joc. En els duopolis tant si fem
ús d’un enfoc utilitari com igualitari arribem a la conclusió que les guerres
de preus són nefastes, tant des d’un punt de vista social, com d’un punt de
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vista individual. Per què doncs els nostres models que hem donat de duopoli
acaben en una guerra de preus tot i que a priori no li convingui a cap dels
dos venedors? Per entendre la pregunta un pot pensar en el comportament
del dinàmic de millor resposta. La resposta és que les situacions d’equilibris
no tenen un bon cost social, i de manera natural en un joc regit per agents
racionals s’arriba a un equilibri.
Un dels aspectes claus en l’estudi de les preferències socials, com hem
vist en el paràgraf anterior, és mesurar la utilitat social de les estratègies
que són equilibri de Nash, normalment això s’efectua comparant-los amb
la utilitat social del vector d’estratègia òptim des d’un punt de vista social.
Formalment, si considerem sopt ∈ S com l’estratègia que maximitza la utilitat
social aleshores:
El capítol 5 està enterament dedicat a l’estudi de la utilitat social dels
òptims i de les configuracions estables.
2.5 Cooperació
En els jocs considerats fins ara els agents estaven aïllats dels altres agents.
En moltes situacions aquesta restricció és massa forta per poder modelar si-
tuacions properes a la realitat on els jugadors poden interaccionar entre ells
per tal d’arribar a acords que els beneficiïn mútuament. En un joc coopera-
tiu això comporta que més d’un jugador pugin desviar les seves estratègies
conjuntament.
A aquest tipus de jocs se’ls anomena jocs cooperatius. Hi ha diferents
models de cooperació depenent de si la cooperació és entre dos jugadors, entre
qualsevol jugadors, entre certs conjunts establerts de jugadors... Depenent
del grau de cooperació permès és defineix un concepte d’equilibri apropiat
(l’equilibri de Nash no és adient per jocs cooperatius ja que no captura la
idea de desviacions conjuntes entre jugadors).
En l’exemple del duopoli feble, si els dos jugadors poden posar-se d’acord,
és fàcil veure que el vector d’estratègia escollit mútuament és (2, 2). En
l’exemple del duopoli desequilibrat no està tan clar: el vector d’estratègia
(6, 2) és millor pels dos jugadors que (3, 1), però al venedor a2 preferiria
(2, 3) a la (6, 2).
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Una variant important dels jocs cooperatius és quan és possible transferir
utilitat entre jugadors. Per exemple en el duopoli desequilibrat el venedor a2
tot i que no li és favorable una guerra de preus, en el vector d’estratègia (6, 2)
es veu perjudicat si es compara amb el venedor a1. En un joc cooperatiu amb
transferència d’utilitats el venedor a2 pot demanar un pagament, posem de
valor 1.5, al venedor a1 per tal de mantenir estable els preus a 2. D’aquesta
manera la utilitat final després de considerar les transferències d’utilitat seria
(4.5, 3.5). Aquest vector d’estratègia segueix Pareto dominant a totes les
altres. Si a1 no acceptés el tracte de a2, a2 podria forçar l’escenari (3, 1)
resultant en la pèrdua de 1.5 utilitat de a1 respecte la proposta de a2.
2.6 Jocs de formació de xarxa
Els jocs de formació de xarxa són una classe de jocs que permeten mode-
lar el procés de formació d’una xarxa. Un joc de formació de xarxa
generalment defineix un conjunt de nodes d’una xarxa que corresponen als
jugadors. Són els jugadors qui formen o trenquen els enllaços de la xarxa,
com a conseqüència de les estratègies escollides.
Un exemple de joc de formació de xarxa és el model anomenat Local Con-
nection Game, definit i estudiat en Fabrikant et al. [2003]. És un joc simple
que intenta modelar la creació de xarxes semblants a Internet. Es defineix
com segueix, tenim un conjunt de jugadors N = {1, . . . , n} que correspo-
nen als nodes d’un graf. Per cada jugador i ∈ N el conjunt d’estratègies és
Si = 2
N\{i}. Un vector d’estratègia s ∈ S, genera el graf simple no dirigit:
G(s) = (N,
⋃
i∈N
{(i, j) : j ∈ si})
El cost d’un node i ∈ N es defineix com:
ci(s) = α|si|+
∑
j∈N
dist(i, j;G(s))
on α és el preu que ha de pagar un jugador per cada enllaç i dist(i, j;G) és la
distància entre i i j a G. Si no hi ha camí entre i i j aleshores dist(i, j;G) =
∞. L’objectiu del jugador i és minimitzar la funció de cost ci.
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Un punt central en els jocs de formació de xarxa és l’estudi de l’efici-
ència. L’idea de estudiar sistemàticament l’eficiència d’un sistema com el
ràtio entre la utilitat social de la pitjor (o millor) configuració estable amb la
configuració òptima va ser presentat per primer cop en l’article Koutsoupias
and Papadimitriou [1999]. Perseguia com objectiu respondre a la pregunta:
com afecta el comportament egoista dels usuaris d’una xarxa, com pot ser
internet, en vers intentar minimitzar algun objectiu global desitjable, com
pot ser el retard que pateix el tràfic a l’hora d’encaminar-se per una xarxa?
Els jocs de formació de xarxa permeten estudiar la creació de xarxes endò-
genes: xarxes creades pels propis nodes que les constitueixen. Moltes xarxes
socials, econòmiques, així com internet, tenen un comportament típicament
endogen. D’aquesta manera és possible analitzar tant el comportament dels
agents com l’impacte d’aquest comportament a l’hora d’aconseguir un bene-
fici social.
L’estudi dels jocs de formació de xarxa no només té com objectiu l’estudi
formal d’uns certs models teòrics, sinó que aquest estudi és també el primer
pas necessari per poder assolir altres metes com la creació de nous models
amb certes propietats desitjables. Combinant tots els elements presentats en
aquest capítol, un possible objectiu donat un model de joc de formació de
xarxa és definir un dinàmic que no només convergeixi a equilibris, sinó que
aquests equilibris siguin desitjables des d’un punt de vista social. D’aques-
ta manera, per exemple, seria possible construir algorismes distribuïts que,
tot respectant el comportament egoistes dels jugadors, aconsegueixi que la
interacció entre ells acabi en una situació desitjable.
Farem ús de les paraules del professor Christos H. Papadimitriou recolli-
des en l’article Papadimitriou [2001] per exposar el perquè de l’interès que
recentment han gaudit els jocs de formació de xarxa. Aquest article és l’es-
crit d’una xerrada que en Papadimitriou va donar en el marc del Symposium
on Theory of Computing del 2001 com a ponent invitat. La xerrada tenia
per finalitat esperonar a altres investigadors, no només a estudiar la teoria
de jocs des d’un punt de vista algorísmic, sinó també en considerar els jocs
de formació de xarxa com un enfoc important per poder abordar l’estudi de
internet i altres xarxes socials.
The internet is the first computational artifact that was not desig-
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ned by one economic agent, but emerged from the distributed,
uncoordinated, spontaneous interaction (and selfish pursuits) of
many. Today’s Internet consists of over 12,000 subnetworks (“au-
tonomous systems”), of different sizes, engaged in various, and
varying over time, degrees of competition and collaboration.
Per acabar la introducció a la teoria de jocs volem repassar alguns tre-
balls previs sobre els jocs de formació de xarxa. Els jocs de formació de xarxa
tenen el seu origen primari en la tesi doctoral d’en Roger B. Myerson on fa
ús dels grafs per tal de poder descriure estructures cooperatives i represen-
tar les coalicions dels jugadors. L’objectiu d’en Myerson no era estudiar el
procés de formacions de xarxes en sí, sinó fer un estudi de jocs cooperatius.
Concretament en l’article Myerson [1976] defineix un joc on els jugadors són
nodes d’un graf i tenen la capacitat de crear enllaços entre ells. Un enllaç
uv es crea si ambdós nodes volen crear l’enllaç. La funció de benefici només
depèn de la topologia resultant del joc. L’objecte d’estudi és l’existència de
regles d’assignació justes. Una regla d’assignació és la que defineix les funci-
ons de benefici dels jugadors. Una regla d’assignació justa, segons la definició
de Myerson [1976], obliga a que dos nodes u i v tingui el mateix guany per
estar connectats directament per l’aresta uv.
Models de jocs semblants van ser considerats posteriorment en Aumann
and Myerson [1988] amb una mecànica basada en rondes (que no és cap
de les que hem vist en aquest capítol: joc simultani i dinàmic de millor
resposta) on l’interès era ja la pròpia formació de la xarxa i les configuracions
estables. En den Nouweland [2005] hi ha un survey sobre els models de
formació de xarxes de coalicions des d’un punt de vista de jocs cooperatius,
que corresponen als primers casos estudiats de jocs de formació de xarxa.
Tot seguit presentarem els models més bàsics de jocs de formació de xarxa.
Tot i que hi ha molts altres models, la majoria son extensions, modificacions,
casos particulars o variacions dels següents models.
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2.6.1 Disseny de xarxes
Els jocs de disseny de xarxa són un tipus de jocs de formació de xarxa on de
partida ja tenim un graf G = (V,E). Cada jugador i ∈ N té un conjunt de
nodes Ti ⊆ V que vol connectar entre ells, això és, i vol que per tot u, v ∈ Ti
en G(s) existeixi un camí de u a v. Una estratègia si és un subconjunt de E de
manera que si connecta a tots els nodes de Ti. Donat un vector d’estratègia
s definim el graf resultant G(s) = (V,
⋃
i∈N si). Per acabar un joc de disseny
de xarxa defineix un cert mecanisme de repartició de costos, que determina
per cada aresta seleccionada per un jugador quan ha de pagar.
Segurament el joc de disseny més simple és el Fair Connection Game
definit en Anshelevich et al. [2004]. Cada aresta e té un cost ce i donat un
vector d’estratègia s ∈ S es defineix xe(s) com el nombre de jugador que han
seleccionat l’aresta e. El cost d’un jugador i ∈ N en una configuració s ∈ S
és Ci(s) =
∑
e∈si ce/xe(s). En l’article es demostra que el preu de l’estabilitat
és de l’ordre de O(log n), essent n el nombre de jugadors. A més es mostra
la convergència del dinàmic millor resposta a equilibris òptims. També es
demostra que trobar un equilibri de Nash amb cost social menor que un cert
C és un problema NP-complet.
En altres articles es defineixen mecanismes de repartició de costos més
complexes com en Moscibroda et al. [2006] on el cost depèn de la distància
entre la localització dels nodes dividit per la distància entre els nodes de la
xarxa. En l’article s’estudien xarxes, com les P2P, on els nodes poden estar
localitzats a molta distància. Es fa un estudi del preu de l’anarquia que pel
seu model és O(min(α, n), on α és el cost de crear un enllaç i n el nombre de
jugadors.
En lin Chen and Roughgarden [2006], per exemple, consideren una ex-
tensió del Fair Connection Game on cada jugador i té un pes wi, d’aquesta
manera el cost d’un jugador passa a ser Ci(s) =
∑
e∈si wice/we(s), on we és
el sumatori dels pesos de cada jugador que ha comprat l’aresta e. D’aquesta
manera passen a tenir un model molt més heterogeni que no pas el origi-
nal. Degut a la complicació extra que suposa el model necessiten considerar
equilibri de Nash no pures per a garantir-ne l’existència. El preu de la esta-
bilitat és de l’ordre de O(logW ), essent W el sumatori dels pesos de tots els
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jugadors, un resultat molt semblant al del model original.
La majoria d’aquests jocs admeten una funció potencial. Donat un joc
diem que té una funció potencial si existeix una funció Φ tal que per tota
estratègia s ∈ S i tot jugador i ∈ N i estratègia s′i ∈ Si, tenim que Φ(s) −
Φ(s′i, s−i) = ui(s) − ui(s′i, s−i). La funció potencial captura les diferència
d’utilitat que obté un jugador qualsevol al realitzar una desviació de la seva
estratègia. ó d’una estratègia Les funcions potencial són molt útils a tant a
l’hora d’estudiar les utilitats socials així com els dinàmics.
2.6.2 Jocs de connexió unilaterals
En els jocs de connexió unilaterals els jugadors corresponen a nodes d’un
graf. Cada jugador pot tenir incentius per a connectar-se als altres nodes.
Un enllaç entre dos nodes és creat si un dels dos nodes participants en l’enllaç
el vol crear, la creació d’un enllaç comporta un cert cost.
Els primers models de connexió unilaterals van ser presentats en Bala
and Goyal [2000a]: afegir y enllaços té un cert cost mentre que estar con-
nectats a x nodes (per un camí en el graf) té uns beneficis concrets. Els
costos i els beneficis només depenen de |x| i |y|. Els autors consideren dos
models diferents el one-way flow o two-way flow, segons si els enllaços són
bidireccionals o unidireccionals. En l’article es caracteritzes els equilibris,
l’eficiència i preferències socials dels jocs així com s’estudia el dinàmic millor
resposta, amb la diferència que a cada ronda cada node és activat amb una
certa probabilitat (al contrari del dinàmic millor resposta on només un node
és activat a cada ronda). Un jugador actiu en la ronda k selecciona la millor
resposta responent només a l’estratègia que hi ha al principi de la ronda k
(per tant no fa assumpcions sobre el que seleccionaran els altres jugadors).
En el one-way flow les topologies estables són grafs mínimament connectats
(tot node té un únic camí a tot altre node) o grafs buits (no hi ha arestes).
La topologia eficient corresponen a un cicle (un cicle és el graf dirigit mínima-
ment connectat amb menys arestes). Demostren que el dinàmic convergeix
a un cicle o al graf buit, és a dir pot convergir a una topologia eficient o
no. No demostren el nombre de passos necessaris per a convergir, però fan
un estudi experimental que suggereix que el dinàmic convergeix ràpidament:
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quan menys probabilitat d’activar-se cada jugador en una ronda més ràpida-
ment el dinàmic convergeix. En el two-way flow les topologies estables són
arbres o grafs buits. Tots els arbres són eficients. Demostren que el dinàmic
convergeix a un cicle o al graf buit, és a dir pot convergir a una topologia
eficient o no, depenent de les funcions d’utilitat triades.
A partir d’aquest model s’han fet variacions, com per exemple el conside-
rar els costos dels enllaços heterogenis fet en Galeotti et al. [2003] pel two-way
flow : tot i que només consideren situacions on el cost dels enllaços només
depenen del nodes que els crea (i no dels dos nodes participants a l’enllaç), les
configuracions estables són estelles o grafs buits, permetre costos heterogenis
restringeix les configuracions estables de arbres a estrelles. En Haller et al.
[2007] s’estudia el model two-way flow amb costos completament heterogenis
pels enllaços; l’article presenta algunes configuracions del jocs (definit costos
dels enllaços, beneficis, etc) demostrant la no existència d’equilibri de Nash
(purs).
Altres variacions sobre el mateix model en diferent direcció, i seguint
sent un model homogeni de costos, és penalitzar el delay, o la distància
entre nodes, estudiat en Bala and Goyal [2000a], Sarangi et al. [2003], Feri
[2005]. De fet el model presentat com a exemple en aquesta secció i estudiat
en Fabrikant et al. [2003] és un cas particular del joc de connexió unilateral
amb delay amb certs paràmetres fixats (com és la funció de benefici), l’article
es centra en l’estudi del preu de l’anarquia principalment, en Erik D. Demaine
and Mahini [2007] es fa un estudi molt més exhaustiu del preu de l’anarquia
pel mateix model. També s’ha considerat com a mesura la reliability ; a l’hora
d’assignar els benefici es té en compte el nombre de camins que connecten
dos nodes qualsevol. És una altra propietat natural a estudiar, ja que quan
parlem de xarxes com internet els diversos components no són fiables i per
tant poden fallar. Alguns articles on s’ha estudiat aquest cas són Bala and
Goyal [2000b], Haller and Sarangi [2003, 2005], Haller et al. [2007]. La gràcia
d’aquests models és que els nodes tenen incentius en crear cicles, ja que no
només tenen beneficis per la connectivitat, sinó per la distància en que estan
connectats.
En Bala and Goyal [2000a] demostren que les configuracions estables de-
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penent dels valors entre el cost dels enllaços i el benefici d’estar connectats als
altres nodes a distàncies curtes les topologies van, de menor cost de creació
d’un enllac a major, des de grafs complets (tot node està a distància 1 de
tot altre node), estrelles (tot node com a molt està a distància 2 de tot altre
node), cicles fins a grafs buits quan el cost de creació d’un enllaç és molt alt.
En Sarangi et al. [2003] es centren en l’anàlisi del benestar social consi-
derant una funció utilitària. Demostren que les topologies que són estables
són prou aproximades a les topologies eficients.
En Feri [2005] s’analitza el model considerant el procés de formació de la
xarxa que esdevé com a conseqüència de l’aplicació d’un dinàmic, demostrant
la convergència i caracteritzant les topologies a las que el dinàmic convergeix.
2.6.3 Models de connexió bilateral
Els jocs de connexió bilaterals els jugadors poden tenir incentius per a connectar-
se a altres nodes. Un enllaç entre dos nodes és creat només si els dos nodes
incidents el volen crear.
El primer joc de formació de xarxa on l’objectiu dels jugadors és restar
connectats amb els altres jugador va ser definit en Jackson and Wolinsky
[1995]. En aquest article defineixen el concepte de pairwise stability del que
fem ús en el nostre projecte, i presenta un joc amb grau de cooperació dos:
dos nodes poden acordar desviar la seva estratègia conjuntament. En el
model presentat les configuracions estables són els grafs complets, els graf
estrella o els grafs buits segons els costos de crear un enllaç.
Posteriorment s’han considerat molts models de connexió bilateral, alguns
d’ells molt menys abstractes i pensats per aplicar a models pràctics, sobretot
en el camp de l’economia.
Per exemple en el model Spatial Connections Model presentat en Gilles
and Johnson [2000] consideren grafs amb longituds euclidianes, que denoten
les distàncies entre dos nodes en una xarxa, i que permet un grau d’hetero-
geneïtat ja que cada jugador té una posició determinada.
En l’article Furusawa and Konishi [2003] es defineix el model Free-Trade
Networks, els jugadors són països que tenen uns certs recursos industrials
i un cert mida de mercat (població). Els enllaços entre nodes representen
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acords de lliure comerç. La creació d’enllaços afavoreix als dos països sempre
i quan l’acord permeti als dos països poder vendre els excedents dels recursos
que produeixen i a l’hora de comprar barat recursos que necessiten. Si els
jugadors són simètrics aleshores el graf complet és l’única xarxa estable.
Per acabar de presentar models per situacions concretes ens referirem al
model Labor Markets estudiats en Calvo-Armengol and Jackson [2002] on
els enllaços són relacions socials entre treballadors. Quantes més relacions
té un jugador, més informació rep d’oportunitats laborals. El model estu-
dia la dificultat de trobar feina que experimenten els jugadors. En l’article
s’estudia les decisions favorables que tenen els jugadors així com es demostre
l’existència d’un únic equilibri.
En Jackson [2003] hi ha un survey, i tot i que s’han fet molts estudis
des de el 2003 i pot semblar una mica caduc, el text presenta de manera
clara i acurada els models de connexió bilaterals, a més de comentar, compa-
rar i criticar algunes de les direccions estudiades en els models de connexió
bilaterals.
2.6.4 Models d’encaminament de tràfic: contractació
bilateral i dinàmic miop
Finalment presentem el model original del qual ens hem basat per fer-ne una
extensió. El model va ser publicat en l’article Arcaute, Johari, and Mannor
[2007, Netowrk Formation: Bilateral Contracting and Myopic Dynamics]
per la conferència de Workshop on Internet & Network Economics (WINE)
del 2007, i més tard publicat en la revista IEEE Transaction on Automatic
Control, Arcaute et al. [2009].
Els autors presenten un model de joc de formació de xarxa d’encami-
nament de tràfic, on els jugadors corresponen als nodes d’una xarxa. Els
enllaços de la xarxa, que són unidireccionals, són formats com a resultat
de contractes bilaterals entre els dos nodes participants. Cada jugador pot
triar un conjunt de nodes als quals es vol connectar i un conjunt de nodes
dels quals vol acceptar connexió. El contracte (i, j) es crea si el jugador i
vol connectar-se a un jugador j i aquest últim vol acceptar connexions de
i. Aquest contracte té com a resultat la creació de l’enllaç ij i una certa
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transferència d’utilitat entre els jugadors i i j.
Cada jugador vol enviar i rebre una certa quantitat de tràfic dels altres
jugadors. Els autors només consideren el que anomenen matrius de tràfic
all-to-all, això és, tots els jugadors volen enviar i rebre una unitat de tràfic
a tots els altres jugadors. El tràfic que vol enviar un jugador i a un de j
s’encamina pel camí més curt de i a j de tota la xarxa.
Donada una xarxa les utilitats dels jugadors són conseqüència del cost
de mantenir els enllaços incidents així com el cost d’encaminar el tràfic i
les transferències d’utilitat o pagaments entre nodes, com a resultat dels
contractes.
És un model essencialment cooperatiu: un node pot trencar un enllaç
unilateralment, però per a crear un enllaç els dos nodes participants han
d’acceptar, així doncs el concepte d’equilibri de Nash no és adequat. Consi-
derem com a concepte d’estabilitat una modificació del equilibri de Nash on
no només no pot haver cap desviació individual aprofitable, sinó que exigeix
que no hi hagi tampoc cap desviació de coalicions de dos jugadors aprofi-
tables. Aquestes desviacions conjuntes de dos nodes representen la creació
d’un nou contracte. Les configuracions estables són aquelles on cap node vol
eliminar un enllaç i cap dos nodes volen crear un nou enllaç entre ells.
Finalment consideren una funció d’utilitat que fa que el joc sigui hetero-
geni (i no anònim): el cost que experimenta un jugador i a l’encaminar una
unitat de tràfic depèn del seu cost d’encaminament ci. Jugadors diferents
poden tenir costos d’encaminament diferent.
La motivació dels jugadors a l’hora de determinar la seva estratègia és ori-
gen del desig de connectar-se amb tots els altres jugadors (ja que necessiten
enviar i rebre un cert tràfic), però a la vegada no tenen interès en partici-
par activament en la xarxa: quan menys tràfic encaminin i menys arestes
mantinguin el seu cost serà menor.
Donat aquest model d’encaminament de tràfic per xarxes on les arestes
són formades per contractes bilaterals que comporten la transferència d’uti-
litat, els autors primer de tot caracteritzen els vectors d’estratègia que són
estables, aquest són els que generen una topologia que és un arbre. Ai-
xò és conseqüència del compromís que tenen els jugadors: per una banda
volen connectar-se amb tots els altres jugadors (la topologia ha de ser conne-
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xa), però per l’altre intenten no participar molt en l’encaminament de tràfic
(eliminació d’enllaços redundants des del punt de vista de connectivitat, la
topologia ha de ser acíclica).
A l’hora d’analitzar el cost social consideren una funció social utilitària.
Com la suma de les transferències d’utilitats s’anul·len entre sí, el cost soci-
al correspon exactament al sumatori dels costos dels nodes. Una topologia
tindrà cost social baix si el tràfic de la xarxa s’encamina per camins curts:
una unitat de tràfic que s’encamina per un camí i1, . . . , ij comporta un cost
d’encaminament 2
∑j
k=1 cik . La topologia que minimitza el cost social (en
el cas que el cost de manteniment no sigui molt baix) és una topologia en
estrella centrada en un node que tingui el cost d’encaminament mínim. Com
una estrella és un arbre el preu de l’estabilitat és 1. Com el cost social és el
sumatori dels costos, tots els equilibris tenen el mateix cost de manteniment
total ja que tenen el mateix nombre d’arestes (són arbres), per tant la to-
pologia que té pitjor cost social és la que maximitza les distàncies entre els
jugadors, això és, un camí. El preu de l’anarquia és de l’ordre de O(n).
L’aportació principal del treball és presentar un dinàmic miop que com
el dinàmic millor resposta està basat en rondes. Sota certes assumpcions
dels valors dels contractes, demostren que el dinàmic miop convergeix a una
topologia estable (un arbre). En el cas que el procés que determina quin
node és activat a cada ronda és uniforme (tots els jugadors tenen la mateixa
probabilitat de ser activats) aleshores el dinàmic convergeix en un nombre
polinòmic de rondes.
La demostració de la convergència la realitzen utilitzant un funció poten-
cial. A més al utilitzar una funció potencial poden acotar el cost social de les
configuracions a les que el dinàmic convergeix: segons els costos d’encamina-
ment dels nodes i de la configuració inicial, el dinàmic no només convergeix a
una configuració estable, sinó a una configuració estable amb un cost social
baix, tot i que en el pitjor dels casos el dinàmic pot convergir a un camí.
Des d’un punt de vista de complexitat dels problemes associat al model,
no hi ha cap problema computacionalment difícil: la configuració òptima
quan pi > 0 sempre és una estrella, altrament és una estrella o el graf complet.
La millor resposta d’un node, així com l’elecció de la desviació en cada ronda
del dinàmic també és calculable en temps polinòmic.
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Un any després, en les mateixa conferència WINE 2008, publiquen un
nou article que utilitza el mateix model de joc de formació de xarxa, però
presenta un nou resultat pel dinàmic que ja havien definit. Per situacions
on la configuració inicial donada és una topologia connexa, el dinàmic on a
cada ronda el node actiu només té informació dels seus l−veïns (per l ≥ 2)
també convergeix.
El conjunt de l-veïns d’un node, són tots aquells que es troben a distància
almenys l. Per tant si la configuració inicial no eś connexa aleshores és clar
que el dinàmic amb l−veïnatge no pot convergir a una configuració estable,
que ha de ser connexa.
Els articles acaben amb una sèrie de preguntes obertes. Des del punt
de vista del dinàmic creuen que algunes assumpcions fetes per demostrar la
convergència no són necessàries. Una pregunta a respondre és determinar si és
necessari que el procés d’activació sigui independent e idèntic (els nodes tenen
la mateixa probabilitat d’activar-se independent de la situació en que es troba
la xarxa) per tal d’assegurar la convergència del dinàmic. També apunten a
possibles modificacions del dinàmic, modificant les desviacions permeses en
cada ronda del dinàmic per tal de poder assegurar la convergència en tots els
casos a la configuració estable amb mínim cost social, és a dir, l’estrella.
També realitzen algunes suggeriments per estendre el model: el cost de
manteniment d’un enllaç ij, depengui no d’una constant sinó dels nodes i i
j. O afegir al model altres mesures a l’hora de calcular el cost: considerar el
retard del tràfic o la redundància de la xarxa. Totes aquestes modificacions
són bastant típiques en els joc de formació de xarxa i la majoria de models
accepten extensions d’aquest tipus.
El model presentat tot i ser estrictament heterogeni és bastant simple: la
topologia òptima sempre és la estrella. Això és degut a que tots els nodes
volen enviar i rebre la mateixa quantitat de tràfic. Els autors també deixen
oberta la pregunta de què passa si es permet que el tràfic vingui definit per
una matriu heterogènia? És a dir, el tràfic que vol enviar i a j és un cert
nombre ij, possiblement 0.
Aquesta última qüestió és la que respondrem al llarg de la memòria.
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Capítol 3
Model heterogeni de formació de
xarxes
En aquest capítol presentem el model estudiat en el projecte junt amb el
concepte d’equilibri que hem considerat adequat, que, com veurem, no és
exactament l’equilibri de Nash. En l’última secció donem la caracteritza-
ció de les configuracions i topologies estables, així com estudiem d’algunes
propietats dels equilibris.
El model que hem definit és una extensió del model presentat en la sec-
ció 2.6.4. El model original defineix un joc heterogeni en el sentit que cada
node vol enviar tràfic només a un cert conjunt de nodes i no a a tots. Però
el patró de tràfic és homogeni: un node vol enviar la mateixa quantitat de
tràfic a tots els altres nodes. La nostra proposta és considerar patrons de
tràfic heterogenis. Tot seguit en donem la definició formal.
3.1 Definició
Considerem un joc de formació de xarxa on els jugadors són nodes d’una
xarxa. Representem la xarxa amb un graf no dirigit G = (V,E) on cada
node V és un jugador, i cada aresta ij representa un enllaç no dirigit entre i
i j. Cada node i vol enviar una certa quantitat de tràfic a un subconjunt de
nodes. Sigui tij ≥ 0 el nombre de paquets que i vol enviar a j. Representem
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el tràfic per una matriu T = (tij)i,j∈V anomenada matriu de tràfic. Assumim
que donada una topologia, el tràfic de i a j s’encamina pel camí més curt
entre i i j. En cas que existeixin varis camins curts, el tràfic és dividit
equitativament entre tots ells.
El cost associat a un node i ∈ V , per una certa topologia G és:
C(i;G) = R(i;G) +M(i;G) +D(i;G)
on
− R és el cost d’encaminament, i es defineix per R(i;G) = cif(i;G) essent
ci el cost d’encaminament per unitat de tràfic i f el tràfic total que envia
i rep i.
− M és el cost de manteniment definit per M(i;G) = piδ(i;G) essent pi el
cost de manteniment.
− D el cost de desconnexió que penalitza la quantitat de tràfic que un
jugador no pot enviar o rebre.
Sigui pij el pagament de i a j. Assumim que si un enllaç ij no existeix o
i = j, aleshores pij = 0. Ens referim a la matriu P = (pij)i,j∈V com la matriu
de pagament. Aquests pagaments dependran d’una funció de contracte Q i
de la topologia actual com veurem més endavant.
La utilitat total del node i en el graf G amb una matriu de pagament P
és:
U(i;G,P) =
∑
j 6=i
(pji − pij)− C(i;G)
El nostre model no defineix explícitament D, però sí que fa una sèrie
d’assumpcions sobre el seu comportament. Aquestes assumpcions venen mo-
tivades per aconseguir que les topologies resultants d’un vector d’estratègia
estable compleixin una sèrie de propietats desitjables com és que els juga-
dors estiguin connectats a tots aquells jugadors dels quals volen enviar o
rebre tràfic.
Primer de tot definirem el conjunt de participants de i: Participants(i) =
{v : tij + tji > 0}, així com el conjunt de participants de i desconnectats de
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i: pd(i;G) = {j : j ∈ Participants(i) ∧ j /∈ Ci}. D(u;G) ha de complir les
restriccions que definim a continuació.
Assumpció 3.1 (sobre la desconnexio). El valor de D(i;G) només depèn de
les components connexes que contenen algun participant de i i a les quals i
no està connectat. Sigui on C(G) és el conjunt de components connexes de
G i λ una funció:
D(i;G) =
∑
C∈C(G), C∩pd(i;G) 6=∅
λ(i;C)
Aquesta restricció sembla natural, el cost de desconnexió d’un node només
depèn dels participants als quals no està connectat, a més ens assegura dos
propietats desitjables. La primera té a veure amb l’estudi de les configuraci-
ons eficients, que realitzarem més endavant: quan tinguem una situació esta-
ble (concepte que també definirem més endavant) sabrem que cap node està
desconnectat dels seus participants, i per tant per tot node u, D(u;G) = 0,
sigui quina sigui la funció λ. Per tant podrem comparar l’eficiència de dos
configuracions estables G, G′, sense tenir en compte λ.
La segona propietat desitjable de l’assumpció (que la farem servir en la
secció del dinàmic) ens assegura que quan un jugador i es vol connectar a una
component connexa Cj que conté un participant seu, i es voldrà connectar
amb qualsevol node k, l ∈ Cj, i escollirà fer el contracte amb aquell qui li
ofereixi millors condicions. És a dir, el cost de desconnexió no incideix, ja
que D(i;G+ ik) = D(i;G+ il).
La segona assumpció ens assegura que els nodes sempre tenen incentiu
en estar en la mateixa component connexa que els seus participants.
Assumpció 3.2 (sobre la connexió). Per tot node u, topologia G i matrius
de pagaments P,P′ es compleix:
∀G′ pd(i;G) ⊂ pd(i;G′) =⇒ U(i;G,P) > U(i;G′,P′)
Aquesta assumpció és equivalent a dir que la utilitat d’un node i al
connectar-se a una component connexa on hi hagi un participant seu sempre
serà més gran que la utilitat de qualsevol altra acció que no connecti al node
i amb un participant al qual no estava connectat. A més un node i mai
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tindrà incentiu de desconnectar-se d’una component connexa on hi hagi un
participant seu.
Finalment volem fer notar que existeixen funcionsD(i;G) que compleixen
les dos restriccions. Donem un exemple, sigui D(i;G) com en l’assumpció 3.1
essent λ(i;C) = K una funció constant amb
K > 2(Qmax + pi)|V |+ 2cmax
∑
t∈T
t
cmax és el cost d’encaminament màxim de tots els nodes i Qmax el pagament
més gran entre qualsevol dos nodes. D’aquesta manera assegurem que per
qualsevol i, G i P, K > U(i;G,P) +D(i;G). Queda per veure que efectiva-
ment D(i;G) compleix l’assumpció 3.2: si pd(i;G) ⊂ pd(i;G′) aleshores
|{C ∈ C(G) : C ∩ pd(i;G) 6= ∅}| < |{C ∈ C(G′) : C ∩ pd(i;G)}
i per tant D(i;G) ≤ D(i;G′) +K, així doncs U(i;G,P) > U(i;G′,P′).
Per tal de formalitzar els contractes bilaterals entre els jugadors conside-
rem que cada node i té dos conjunts que defineixen la seva estratègia: Fi ⊆ V
és el conjunt de nodes dels quals i vol acceptar connexions i Ti ⊆ V és el
conjunt de nodes als quals i es vol connectar. Sigui T = (Ti)i∈V , T = (Fi)i∈F
els vectors d’estratègia. Un enllaç no dirigit ij es format si i només si i ∈ Fj
i j ∈ Ti (el contracte (i, j) és acceptat) o j ∈ Fi i i ∈ Tj (el contracte (j, i) és
acceptat). Totes les arestes en G són definides d’aquesta manera, i el resultat
és la topologia de xarxa G = G(T,F). Sigui Γ = Γ(T,F) el graf dirigit que
representa el graf de contractes on els vèrtexs són els jugadors V (Γ) = V , i
un contracte (i, j) ∈ E(Γ) si i només si i ∈ Tj i j ∈ Fi.
Assumim que existeix una funció de contracte Q(i, j;G) que especifica
la transferència d’utilitat de i a j en la topologia G per el contracte (i, j).
Si Q(i, j;G) < 0 aleshores la transferència d’utilitat es de j a i. Donat els
vectors d’estratègia T i F, la matriu de pagament P = (pij)i,j∈V és definida
com segueix:
pij =
{
Q(i, j;G) si (i, j) ∈ Γ
0 altrament
Diem que (G,Γ,P) és una configuració factible si existeix (T,F) tal que
G = G(T,F), Γ = Γ(T,F) i P = P(T,F). En aquest cas diem que (T,F) ge-
nera la configuració (G,Γ,P). Per tant donat els vectors d’estratègia (T,F),
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la utilitat d’un node i és U(i;G(T,F),P(T,F)). Abusant de la notació so-
vint ens referirem a G, Γ i P per referir-nos a una instància d’una topologia
G(T,F), un graf de contractes Γ(T,F) i una matriu de pagament P(T,F),
respectivament.
Per comoditat molts cops no parlarem de la matriu de tràfic T , sinó
del graf dirigit amb pesos GT definit per la matriu de tràfic. Formalment
GT = (V, {(u, v) : tuv 6= 0}), on el pes de l’arc (u, v) és tuv.
3.2 Equilibri pairwise Nash
En aquesta secció definirem el concepte d’estabilitat o equilibri que usarem
durant tot l’estudi. Primer de tot, però, hem de definir com és modifica una
configuració (G,Γ,P) respecte un canvi d’estratègia.
Definició 3.3. Siguin V el conjunt de nodes i Q la funció de contracte.
Donats els vectors d’estratègia T i F, la topologia G = G(T,F), el graf de
contractes Γ = Γ(T,F) i la matriu de pagament P = P(T,F), els vectors
d’estratègia T′,F′ i la topologia G′ = G(T′,F′) i Γ′ = Γ(T′,F′), definim P′
com segueix:
p′kl =

pkl si (k, l) ∈ Γ′ i (k, l) ∈ Γ
Q(k, l;G′) si (k, l) ∈ Γ′ i (k, l) /∈ Γ
0 altrament
S’ha de tenir en compte que, en general, quan modifiquem una configura-
ció (G,Γ,P) tenint com a resultat una (G′,Γ′,P′), aquesta última pot no ser
una configuració factible: poden existir (i, j) ∈ Γ′ tals que p′ij 6= Q(i, j;G′).
Això no és tan estrany com sembla. Els pagaments, que és el que representa
P, són fruit d’un contracte entre les dos parts. Aquest contracte, que ha estat
acceptats per ambdues parts, està lligat a la situació en que s’ha format. Un
cop canvia la topologia, pot ser que la transferència d’utilitat corresponent
a un contracte estigui “desactualitzada”.
Un cop definit els vectors d’estratègia, les configuracions i com afecten
les desviacions d’estratègia ara ja podem definir l’equilibri de Nash.
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Definició 3.4. Un vector d’estratègia T,F és un equilibri de Nash si per tot
jugador i ∈ V , qualsevol desviació sobre la seva estratègia ∀T ′i , Fi ⊆ V , sigui
T′ = (T ′i , T−i) i F′ = (F ′i , F−i)
U(i;G(T,F), (T,F)) ≥ U(i;G(T′,F′), (T′,F′))
El concepte d’equilibri de Nash en el nostre model no és adequat ja que no
captura el concepte de bilateralitat en la realització i acceptació de contractes
entre dos parells de nodes. Si ens restringíssim a definir les configuracions
estables com aquelles generades per vectors d’estratègia que són equilibri de
Nash, aleshores xarxes en les quals hi ha participants desconnectats entre sí
serien estables, cosa que no és desitjable: el nostre joc defineix que dos nodes
poden crear un nou contracte, així doncs en una topologia on dos participants
estan desconnectats, degut al cost de desconnexió aquests sempre tindran
incentiu en crear enllaç entre ells, així doncs o és possible que una topologia
on dos participants no estiguin connectats sigui estable.
Per tractar joc de formació de xarxa cooperatius en Jackson and Wolinsky
[1995] es defineix el concepte de pairwise estabilitat.
Definició 3.5. Una configuració (G,Γ,P) és pairwise estable si i només si:
(i) per a tot uv ∈ G, U(u;G,P) ≥ U(u;G−uv,P′), cap node no té incentiu
en trencar cap dels seus enllaços, i
(ii) per a tot uv /∈ G, si U(u;G,P) < U(u;G+uv,P′) aleshores U(v;G,P) >
U(v;G + uv,P′), si u té incentiu en afegir un enllaç uv, aleshores v hi
surt perdent.
Tot i així en el nostre model l’estabilitat pairwise segueix sent massa
feble per a donar-nos una bona caracterització del que haurien de ser les
configuracions estables. Cal remarcar que en el nostre model u pot canviar
la seva estratègia sense modificar la topologia de G, però sí incrementant
la seva utilitat. Per exemple si (u, v), (v, u) ∈ Γ i puv > 0, si u elimina el
contracte (u, v), aleshores uv continuaria en G′, però p′uv = 0, i per tant u
guanyaria puv utilitat.
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També volem fer notar que en el model es podria donar el cas de que un
node u pugi augmentar la seva utilitat trencant un conjunt de contractes C
que a la vegada trencarien un conjunt d’enllaços C ′, però que trencar un enllaç
qualsevol no sigui una desviació aprofitable. Sigui pi = 0 i Q(u, v;G) = 0
per tot graf G i tot parell de nodes u i v del graf. Considerem la matriu de
tràfic definida en la figura 3.1a i el graf generat pel graf de contractes de la
figura 3.1b.
a b
c d
o
1
1 1
1
(a) GT
a b
c d
o
(b) graf de contracte Γ
Figura 3.1
Podem veure que Γ defineix un (G,Γ,P) que no és equilibri pairwise
Nash: o pot trencar tots els contractes i incrementar la seva utilitat. En canvi
cap node pot incrementar la seva utilitat estrictament afegint una aresta o
trencant només un contracte. En canvi si el node o trenca només un dels
enllaços, la seva utilitat no canviar, ja que el tràfic que passa per o seguirà
sent el mateix, per tant no és una desviació aprofitable.
Per tal de no tenir els problemes acabats d’esmentar amb les configu-
racions pairwise estables, es defineix el concepte d’equilibri pairwise Nash.
Intuïtivament una configuració és un equilibri pairwise Nash si cap node té
desviacions unilaterals aprofitables i cap parell de nodes poden crear un en-
llaç entre ells, augmentant la utilitat d’un dels dos nodes i no decrementant
la utilitat de l’altre.
(S’ha de tenir en compte que P(T′,F′) es defineix com una desviació
(definició 3.3) de (T,F).)
Definició 3.6. Una estratègia (T,F) és un equilibri pairwise Nash, si i només
si:
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(i) (T,F) és un equilibri de Nash, i
(ii) la configuració (G(T,F),Γ(T,F),P(T,F)) és pairwise estable.
Una configuració (G,Γ,P) és equilibri pairwise Nash si existeix una es-
tratègia equilibri pairwise Nash que la genera. No és difícil veure que en una
configuració equilibri pairwise Nash no hi ha desviacions aprofitables.
Proposició 3.7. Una configuració (G,Γ,P) és un equilibri pairwise Nash si
i només si
(i) Cap node no incrementa la seva utilitat trencant un subconjunt de con-
tractes
(ii) Cap node u no incrementa estrictament la seva utilitat afegint un enllaç
uv o si la incrementa aleshores la utilitat de v es decrementa.
3.3 Equilibri i estabilitat pairwise-Nash
Veurem com el concepte d’equilibri pairwise Nash que hem definit és equiva-
lent al conceptes d’equilibri pairwise-Nash estable definit en Arcaute et al.
[2008]
Definició 3.8. Una estratègia (T,F) és equilibri pairwise-Nash estable si i
només si:
(i) No hi ha cap desviació unilateral aprofitable, això és, per tot i, i per
tot T′ ⊆ T i F′ ⊆ F que difereixen de T i F respectivament només en
les components i,
U(i;G,P) ≥ U(i;G′,P′)
(ii) No hi ha cap desviació bilateral aprofitable, això és, per tot parell i i
j, i per tot T ⊆ T′ i F ⊆ F′ que difereixen de T i F només en les
components i i j,
U(i;G,P) < U(i;G′,P′) =⇒ U(j;G,P) > U(j;G′,P′)
Per demostrar l’equivalència definim primer el concepte d’estratègia nor-
mal.
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Definició 3.9 (estratègia normal). L’estratègia normal (T,F) d’una confi-
guració factible (G,Γ,P) es defineix com T = (Ti, i ∈ V ), F = (Fi, i ∈ V )
on:
∀i ∈ V, Ti = {j : (i, j) ∈ Γ} ∧ Fi = {j : (j, i) ∈ Γ}
Lema 3.10. Una configuració (G,Γ,P) és un equilibri pairwise-Nash estable
si i només si l’estratègia normal de (G,Γ,P) és un equilibri pairwise-Nash
estable.
Demostració. Suposem que (G,Γ,P) és una configuració equilibri pairwise-
Nash estable i sigui (T,F) una estratègia equilibri pairwise-Nash estable
que la genera. Sigui (T′,F′) l’estratègia normal de la configuració (G,Γ,P),
qualsevol desviació de (T′,F′) que modifica la configuració correspon també
a una desviació en (T,F).
Proposició 3.11. Una configuració factible (G,Γ,P) és equilibri pairwise-
Nash estable si i només si cap node té incentiu en trencar unilateralment un
conjunt contractes, ni cap parell de nodes poden incrementar la seva utilitat
(tots dos estrictament) creant una nova aresta.
Demostració. Sigui (T,F) l’estratègia normal de (G,Γ,P).
Si a (G,Γ,P) un node pot trencar un conjunt de contractes incrementant
estrictament la seva utilitat, o un parell de nodes poden afegir una nova
aresta incrementant cada un la seva utilitat i almenys un incrementant-la
estrictament, aleshores a (T,F) hi ha una desviació unilateral o una desviació
bilateral respectivament.
Si (T,F) no es equilibri pairwise-Nash estable aleshores o existeix una
desviació unilateral T ′i ⊆ Ti, F ′i ⊆ Fi pel node i, aleshores i pot eliminar
el conjunt de contractes {(i, j) : j ∈ (Ti − T ′i )} ∪ {(j, i) : j ∈ (Fi − F ′i )}
incrementant estrictament la seva utilitat. O existeix una desviació bilateral
aprofitable pels nodes i i j, Ti ⊆ T ′i , Fi ⊆ F ′i , Tj ⊆ T ′j , Fj ⊆ F ′j , això només
pot passar si aquesta desviació bilateral modifica G afegint nou enllaç, però
com (T,F) és una estratègia normal, només és possible afegir una aresta
entre i i j, per tant i i j tindrien incentiu en crear una nova aresta ij.
Per tant una estratègia (T,F) (configuració (G,Γ,P)) és un equilibri
pairwise Nash si i només si és equilibri pairwise-Nash estable.
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3.4 Caracteritzacions dels equilibris
En aquest secció caracteritzarem les configuracions equilibri pairwise Nash.
Analitzarem les topologies que per a tota funció de contracteQ la configuració
generada és un equilibri pairwise Nash.
Comencem definint el concepte de unidireccionalitat. Aquest concepte
ens ajudarà ja que una configuració que no sigui undireccional no pot ser un
equilibri pairwise Nash.
Definició 3.12 (Undireccional). Diem que una configuració (G,Γ,P) és un-
direccional si per tot u, v ∈ V si (u, v), (v, u) ∈ Γ, aleshores puv = pvu = 0.
Una configuració que no sigui undireccional no pot ser un equilibri pairwi-
se Nash, ja que aleshores existeixen dos contractes (u, v), (v, u) ∈ Γ tal que
puv 6= 0 ∨ pvu 6= 0: si puv > 0 aleshores u voldrà trencar el contracte, si
puv < 0 aleshores serà v qui voldrà trencar el contracte i si puv = 0, d’igual
manera si pvu > 0, v voldrà trencar el contracte, sinó és que pvu < 0 i per
tant u voldrà trencar el contracte.
Estenem la definició d’equilibris que hem definida pels vectors d’estratègia
a les topologies.
Definició 3.13. Un graf G és un equilibri si i només si tota configuració
factible i undireccional (G,Γ,P) és generada per alguna estratègia (T,F)
que és un equilibri. On quan diem equilibri ens podem referir a equilibri
de Nash, equilibri de Nash feble, pairwise estable, equilibri pairwise Nash o
equilibri pairwise Nash feble.
Teorema 3.14. Sigui T una matriu de tràfic i G un graf. G és un equilibri
pairwise Nash si i només si G satisfà:
(i) Per tot v ∈ Participants(u), Cv = Cu.
(ii) G és un bosc
(iii) Per tota aresta uv ∈ G, siguin Cu i Cv les component connexes en
G−uv. Aleshores Participants(u)∩Cv 6= ∅ i Participants(v)∩Cu 6= ∅.
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Demostració. Sigui G un graf equilibri pairwise Nash:
(i) Suposem que existeix algun parell u, v, tal que v ∈ Participants(u)
i u i v no estan a la mateixa component connexa, aleshores u i v es
poden posar d’acord conjuntament per a crear una aresta e de u a v
augmentant la utilitat de tots dos nodes. Aleshores G no seria un graf
equilibri pairwise Nash, hi hauria una desviació bilateral.
(ii) Suposem que G no és un bosc, per tant a G tenim algun cicle. Aleshores
existeix algun parell u, v ∈ V que pertanyen a un mateix cicle, si puv −
pvu > 0 el node u tindrà un increment d’utilitat al trencar el contracte
de l’aresta uv. Això és degut a que el node u seguirà connectat a tots
els seus participants, el cost de manteniment es veurà decrementat en pi
(pot donar-se el cas que pi = 0 i per tant el cost de manteniment quedi
igual), el pagament de contractes disminuirà estrictament i el total de
tràfic que passarà pel node u a G− uv no serà major que el que tenia
a G. Si puv − pvu = 0, com (u, v) o (v, u) pertanyen a Γ, només és
possible quan Q(u, v;G) = 0.
(iii) Suposem que existeix un node u ∈ V i una aresta uv ∈ G tal que en
G − uv el node u continua connectat a tots els seus participants. Si
trafic(u, v;G) = 0, aleshores per a que u i v mantinguin l’aresta és ne-
cessari que pi = 0 iQ(u, v;G) = 0, cosa que no és compleix per qualsevol
Q. Si trafic(u, v;G) > 0, aleshores per a que u mantingui l’aresta, és
necessari (que no suficient) que pvu − puv > pi + 2cutraffic(u, v;G).
Com que pvu i puv depenen de la funció de contracte Q, aleshores la
desigualtat anterior no sempre es compleix.
Sigui (G,Γ,P) una configuració factible undireccional on G satisfà (i), (ii)
i (iii):
Cap node u ∈ V vol trencar unilateralment un conjunt de contractes
C 6= ∅. Si al trencar els C contractes comporta el trencament d’una aresta,
això suposaria que per algun v ∈ Participants(u), u i v estarien en com-
ponents connexes diferents. Si al trencar els C contractes no comporta cap
trencament d’una aresta, aleshores per tot (u, v) ∈ C, (v, u) ∈ Γ, i per tot
(v, u) ∈ C, (u, v) ∈ Γ com el graf és undireccional, tenim puv = pvu = 0,
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per tant el trencament d’aquests contractes no modificaria la topologia ni
la transferència d’utilitat que rep i envia u, així que no és una desviació
unilateral aprofitable.
En segon lloc demostrem que no hi ha cap desviació bilateral aprofitable.
Suposem que dos nodes u, v ∈ V decideixen desviar la seva estratègia con-
juntament per a crear el nou enllaç uv resultat del contracte (u, v). Si u i
v afegeixen l’aresta uv a G aleshores cap dels dos nodes veurà decrementat
el tràfic que han d’encaminar, el cost de manteniment tampoc decrementarà
(s’incrementarà en pi) i finalment, si puv − pvu > 0 la utilitat de u disminuirà
i si puv = pvu = 0 ni la utilitat de u ni de v pot incrementar-se estricta-
ment.
Corol·lari 3.15. Si B és un bosc d’expansió de GT aleshores B és un equilibri
pairwise Nash.
Demostració. B és un bosc, per tot parell de nodes u, v ∈ V tal que v ∈
Participants(u), u i v estan a la mateixa component connexa de B ja que a
GT hi són, i com tota aresta uv ∈ B correspon a tuv + tvu > 0, si eliminem
uv, u i v quedarien en components connexes diferents.
Hi ha boscos que són equilibri pairwise Nash per qualsevol funció de con-
tracteQ i no són boscos d’expansió deGT . Exemple, si el graf de la figura 3.2a
representa un GT aleshores veiem que el bosc de la figura 3.2b no és un bosc
d’expansió de GT i a més és una configuració equilibri pairwise Nash de GT
ja que compleix tots els requisits. És un bosc, tots les nodes estan a la ma-
teixa component connexa que els seus participants i cap node vol trencar un
contracte unilateralment. Aquesta última propietat és la menys immediata
de veure, però és fàcil comprovar que totes les arestes, menys (d1, d2) unei-
xen nodes que són participants. L’aresta (d1, d2), si d1 l’elimina quedaria
desconnectat amb o3, i anàlogament, si d2 l’elimina quedaria desconnectat
amb p3.
Corol·lari 3.16. Sigui T matriu de tràfic on per tot i, j tal que i 6= j,
tij + tji = 1. Assumint que pi > 0, per a qualsevol funció de contracte Q,
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(a) GT
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d2
(b) Configuració equilibri
pairwise Nash
Figura 3.2: Configuració que és equilibri pairwise Nash però no és bosc d’-
expansió de GT
una configuració factible undireccional (G,Γ,P) és equilibri pairwise Nash si
i només si G és un arbre.
Demostració. Tot arbre G compleix que: és un bosc, tot parell u, v ∈ V, v ∈
Participants(u) estan a la mateixa component connexa, i per tota aresta
uv ∈ G com tuv + tvu > 0, tenim que v ∈ Participants(u), així que si
eliminem e ens quedaria u i v a diferents components connexes.
Si (G,Γ,P) és equilibri pairwise Nash aleshores G serà connex i acíclic,
d’altra manera o dos nodes participants estarien desconnectats o bé un node
u, tal que uv pertany a un cicle i puv − pvu ≥ 0 tindria incentiu en trencar
l’aresta uv degut a que el cost de manteniment és pi > 0.
Com s’ha vist el nostre model és una generalització del model presentat
Arcaute et al. [2008] i amb aquest corol·lari obtenim el resultat presentat en
el teorema Arcaute et al. [2008, theorem. 1] per a matrius de tràfic all-to-all.
Assume that G is connected, and assume pi > 0. For any con-
tracting function Q, there exists a pairwise Nash stable outcome
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(G,Γ,P) if and only if G is a tree.
De fet el nostre resultat és més fort, ja que caracteritzem una mica més
el parell Γ i P.
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Dinàmic miop
En aquest capítol estudiem el nostre joc considerant un procés dinàmic sem-
blant al dinàmic de millor resposta presentat en la secció 2.3. El dinàmic que
definim, de la mateixa manera que el dinàmic millor resposta, és un dinàmic
miop basat en rondes. Per dinàmic miop entenem aquell dinàmic on a cada
ronda els nodes desvien les seves estratègies amb l’únic objectiu d’optimitzar
la seva utilitat actual. Per tant els nodes no fan cap mena de previsió a llarg
termini i totes les decisions tenen una motivació egoista.
El dinàmic miop presentat és una extensió i restricció del dinàmic millor
resposta. Extensió en el sentit que permet prendre decisions cooperatives.
Restricció en el sentit que els jugadors no poden triar qualsevol desviació
possible, sinó que aquesta depèn de la configuració actual. Bàsicament res-
tringim el nombre de contractes que pot trencar un node en una ronda.
Aquesta restricció és motivada per raons únicament algorísmiques, com de-
mostrem en el capítol 6 decidir quan una desviació pertany al conjunt de
millor resposta (tal com està definit en 2.3) és un problema intractable.
L’objectiu central del capítol és proposar un dinàmic que permeti conver-
gir a configuracions estables, pel nostre joc això significa convergir a configu-
racions que són equilibri pairwise Nash. Per tal d’assegurar la convergència
necessitarem donar dos condicions que ha de complir la funció de contracte
per poder demostrar la convergència del dinàmic. La funció de contracte
haurà de ser antisimètrica: la transferència d’utilitat entre u i v és la matei-
xa si es crea el contract (u, v) o (v, u). També haurà de ser afí respecte els
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participants, de manera aproximada això implica que la funció de contracte
té un cert coneixement de la relació de participació entre els nodes.
Com a objectiu secundari també volem analitzar la complexitat, nombre
de rondes esperat, d’arribar a una configuració estable. Demostrem que per
certs patrons de tràfic o assumpcions sobre el cost de desconnexió el dinàmic
convergeix en un nombre polinòmic de passos a una configuració estable.
4.1 Model
El procés dinàmic més habitual per estudiar un joc de formació de xarxa
és considerar el dinàmic de millor resposta. Com ja hem apuntat en la
motivació del projecte, no volem només estudiar un model teòric, sinó tenir
en compte també la complexitat computacional d’aplicar aquest model. El
dinàmic millor resposta és una bona opció ja que és miop i no precisa de cap
coordinació extern.
El primer problema que trobem és la necessitat d’estendre el dinàmic mi-
llor resposta (recordem que s’ha definit en la secció 2.3) pensat per jocs no
cooperatius, a un dinàmic adient per jocs cooperatius. Si en una ronda k
només deixem al node uk escollir una nova estratègia si ∈ Si aleshores en el
dinàmic mai hi haurà cap desviació conjunta entre dos nodes. Això fa impos-
sible la formació de nous enllaços, i per tant la convergència a configuracions
estables: si comencem per una configuració sense arestes mai podrem afegir
noves arestes i els nodes romandran desconnectats. Necessitem definir el nou
dinàmic millor resposta per a jocs cooperatius de manera que el node actiu
uk pugui o bé modificar la seva estratègia o bé acordar amb un segon node v
fer una desviació conjunta, així, si ukv /∈ G, uk i v poden afegir l’aresta ukv
com a resultat del contracte (uk, v). Evidentment com es crea el contracte
entre uk i v, v ha d’haver acceptat el contracte.
Un altre problema que tenim en el dinàmic millor resposta és que en un
moment donat la transferència d’utilitat entre dos nodes per una aresta pot
no correspondre amb el preu que defineix la funció de contracte. Si recordem
la manera en que afecten les desviacions sobre les configuracions, definició 3.3,
fa possible que en una certa ronda existeixi un contracte (u, v) ∈ Γ tal que
u ∈ Participants(v), però puv 6= Q(u, v;G). Clarament cap dels dos nodes
48
4.1. Model
voldrà trencar l’aresta (estem en un dinàmic miop), però un dels dos nodes es
veu perjudicat pel fet que la transferència d’utilitat no correspongui al preu
marcat per la funció de contracte, aquesta configuració no és factible. Hem
de permetre d’alguna poder “actualitzar” el valor d’un contracte, altrament
el dinàmic pot arribar a una configuració (G,Γ,P) que sigui pou, però no
sigui una configuració factible i per tant tampoc equilibri pairwise Nash.
Per actualitzar un contracte, ens referim a que el node actiu uk, en una
topologia G, té la possibilitat de unilateralment decidir que un contracte
(uk, v) (o (v, uk)) tingui una transferència d’utilitat puv = Q(u, v;G) (pvu =
Q(v, u;G)).
Tant afegir una aresta com actualitzar un contracte són accions que hem
afegit al dinàmic millor resposta perquè el nostre joc és cooperatiu. Diem
que afegir una aresta és una acció bilateral (requereix el consentiment de
l’altre jugador implicat), mentre que actualitzar i eliminar arestes són accions
unilaterals (el jugador les pot portar a terme per ell mateix).
Finalment per a que aquest model sigui raonable hem de considerar també
els aspectes algorísmics implicats: el càlcul que realitza el node actiu per
escollir la seva millor resposta ha de ser un càlcul eficient. En el nostre
joc calcular la millor resposta, però, és computacionalment intractable (tant
la millor resposta on només considera desviacions unilaterals, com la versió
millor resposta estesa pel nostre joc). La demostració rigorosa del teorema
es pot trobar en 6.3.
Teorema 4.1. Donat un jugador u ∈ N i una configuració s ∈ S, calcular
una estratègia su tal que su ∈ BRu(s) és un problema NP-difícil.
El problema principal a l’hora de calcular la millor resposta és que l’espai
de cerca és exponencialment gran respecte els jugadors, i no es coneix cap
manera eficient de trobar els elements que maximitzin la utilitat.
Una possible solució és restringir l’espai de cerca a un de mida polinòmica
tot i que en detriment de considerar la millor resposta.
Evidentment hem de permetre que un node pugui afegir alguna aresta (ja
que sinó perdríem la component cooperativa del joc). Això no és problema,
ja que només com a màxim en una ronda el node actiu tindrà n− 1 arestes
possibles a afegir.
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Actualitzar un contracte tampoc suposa cap problema des de un punt
de vista de complexitat, com a màxim tindrem 2n − 2 contractes a actua-
litzar. De fet tot i que permetéssim actualitzar un conjunt de contractes,
calcular el subconjunt de contractes a actualitzar que maximitza la utilitat
seria calculable per un algorisme voraç en temps polinòmic: actualitzar un
contracte només modifica la matriu de pagament, i no la topologia, per tal
només afecta en la transferència d’utilitat, així doncs donat un node u per ca-
da contracte (v, u) o (u, v) podem avaluar independentment si u té incentiu
d’actualitzar-lo o no. El subconjunt màxim és aquell que té tots els con-
tractes que u té incentiu d’actualitzar-los. D’altra banda com és una acció
de naturalesa “cooperativa” hem preferit permetre només un contracte per
ronda, per equiparar-los a les altres accions, la ja vista d’afegir una aresta i
d’eliminar un contracte.
El problema de la dificultat del dinàmic de millor resposta es troba en
decidir quin és el millor subconjunt de contractes que es pot eliminar. Una
manera de modificar el dinàmic de millor resposta per tal de que el càlcul
que ha de fer a cada ronda el node actiu sigui eficient és restringir l’espai de
cerca. Aquesta restricció ha de tenir en compte que el dinàmic pugui garantir
la convergència a un equilibri pairwise Nash que és el nostre objectiu.
Hem decidit relaxar la possibilitat d’eliminar un conjunt de contractes i
substituir-ho per eliminar un únic contracte. D’aquesta manera el càlcul de
quina acció realitza un jugador en una ronda és eficient. Demostrarem que
aquest nou dinàmic convergeix a un equilibri pairwise Nash.
A l’hora de demostrar la convergència del dinàmic no considerem una
funció de contractació en particular, sinó que ens fixem en un conjunt de
funcions de contractació que satisfan dos propietats naturals: antisimètrica
i afí respecte els participants.
La propietat d’antisimetria força a que el pagament que indueix una aresta
uv, sigui independent de si és u qui pregunta a v per realitzar el contracte, o
viceversa.
Definició 4.2. Una funció de contracte Q és antisimètrica si per qualsevol
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topologia G i per qualsevol parell de nodes u 6= v
Q(u, v;G) = −Q(v, u;G)
La segona propietat té com a motivació fer patent les relacions de la
matriu de tràfic T en Q.
Definició 4.3. Una funció de contracte Q es afí respecte els participants
si, donada una topologia G qualsevol i tres nodes diferents u, v, w tals que
v ∈ Participants(u) i w /∈ Participants(u),
|Q(u, v;G+ uv)| > |Q(u,w;G+ uw)|
Per no complicar innecessàriament les demostracions de convergència amb
casos especials considerem que les configuració inicial és una configuració
factible, sense dos contractes entre dos nodes i on el cost de manteniment no
nul.
Assumpció 4.4. Suposem que el dinàmic sempre s’aplica a un joc que té
cost de manteniment pi > 0 i comença en una configuració inicial (G,Γ,P),
tal que (G,Γ,P) és una configuració factible i per tot (u, v) ∈ Γ aleshores
(u, v) /∈ Γ.
Ara procedim a definir formalment el dinàmic estudiat. El dinàmic pro-
cedeix en rondes discretes, en una ronda k ≥ 0 partim d’una configuració a
l’inici de la ronda k que denotem per (G(k),Γ(k),P(k)). Al començament cada
ronda k tenim un procés extern, anomenat procés d’activació, que selecciona
el node actiu uk ∈ V (G(k)). El node actiu uk realitza una acció, a l’aplicar
l’acció del node uk sobre la configuració (G(k),Γ(k),P(k)) obtenim com a re-
sultat la configuració (G(k+1),Γ(k+1),P(k+1)). Un cop el node ja ha realitzat
una acció, la ronda k acaba i el dinàmic passa a la ronda k + 1. El dinàmic
comença en la ronda k = 0 que té com a configuració inicial (G(0),Γ(0),P(0))
qualsevol configuració que sigui factible i on per tot (u, v) ∈ Γ(0) aleshores
(v, u) /∈ Γ(0).
El node actiu uk pot unilateralment trencar un enllaç ukv ∈ G(k) o ac-
tualitzar unilateralment un contracte (uk, v) ∈ Γ(k) o (v, uk) ∈ Γ(k) o afegir
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bilateralment una aresta ukv /∈ G(k) creant un nou contracte (uk, v) o no fer
cap acció.
El node uk tria de totes aquestes accions aquella que maximitzi la seva
utilitat al final de la ronda. Per això diem que és un dinàmic miop. En el cas
que el node actiu uk té més d’una desviació diferent que maximitzi la seva
utilitat en tria una de manera aleatòria, considerant que totes les accions
tenen la mateixa probabilitat.
Sigui (G(0),Γ(0),P(0)) una configuració inicial qualsevol i sigui (G(k),Γ(k),P(k))
la configuració que tenim a l’inici de la ronda k, per k ≥ 0. Definim for-
malment la transició de la configuració (G(k),Γ(k),P(k)) a la configuració
(G(k+1),Γ(k+1),P(k+1)) depenent del que decideixi uk:
1. No fer res, aleshores (G(k+1),Γ(k+1),P(k+1)) = (G(k),Γ(k),P(k)).
2. Actualitzar un nou contracte c = (v, uk) o c = (uk, v) (assumint c ∈
Γ(k)), aleshores G(k+1) = G(k), Γ(k+1) = Γ(k), i P(k+1) només es diferen-
cia amb P(k) en p(k+1)c , p(k+1)c = Q(c;G(k)).
3. Afegir una nova aresta ukv /∈ G, per tant (uk, v), (v, uk) /∈ Γ(k), ales-
hores Γ(k+1) = Γ(k) ∪ {(uk, v)}, G(k+1) és el graf generat per Γ(k+1) i
P(k+1) = P′(k) (segons la definició 3.3).
4. Eliminar un contracte (uk, v) ∈ Γ(k) ((v, uk) ∈ Γ(k)), aleshores Γ(k+1) =
Γ(k) \ {(uk, v)} (Γ(k+1) = Γ(k) \ {(v, uk)}), G(k+1) és el graf generat per
Γ(k+1) i P(k+1) = P′(k).
Anomenem per procés d’activació a qualsevol procés estocàstic {Uk}k∈N
on Uk són variables aleatòries independents e idènticament distribuïdes amb
suport total V (és a dir V està contingut en l’espai esdeveniment de Uk
i Pr [Uk = v] > 0). A la realització d’un procés d’activació l’anomenem
seqüència d’activació.
Diem que un procés d’activació és uniforme si per tot k i v, la probabilitat
de Uk = v és uniforme sobre tots els nodes:
Pr [Uk = v] =
1
n
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Donada un certa seqüència d’activació i donada una configuració inicial
(G(0),Γ(0),P(0)) diem que el dinàmic convergeix si existeix K tal que per
k > K
(G(k+1),Γ(k+1),P(k+1)) = (G(k),Γ(k),P(k))
Diem que el dinàmic convergeix uniformement si per tot  > 0 existeix
una K tal que
Pr
[
(G(k+1),Γ(k+1),P(k+1)) = (G(k),Γ(k),P(k)),∀k > K] ≥ 1− 
on la probabilitat Pr és definida respecte al procés d’activació.
Noteu que hem definit la convergència sobre la configuració i no sobre
els vectors d’estratègia. El resultat del joc, les utilitats, depèn de la con-
figuració, que a la vegada aquesta depèn de les estratègies. Què passaria,
però, si definim la convergència sobre els vectors d’estratègia? La majo-
ria de vectors d’estratègia s que són equilibris pairwise Nash també són
equilibris pairwise Nash febles; un node i ∈ N pot modificar el seu vec-
tor Fi o Ti sense que això comporti una modificació de la configuració. Tant
si considerem vectors com configuracions el comportament del dinàmic és
el equivalent; per una instància concreta d’activació si considerem la se-
qüència de vectors d’estratègia 〈s(0), s(1), . . .〉 i la seqüència de configuraci-
ons 〈(G(0),Γ(0),P(0)), (G(1),Γ(1),P(1)), . . .〉 aleshores s(k) genera la configura-
ció (G(k),Γ(k),P(k)), si el dinàmic convergeix en k, aleshores per tot k′ ≥ k
tenim que (G(k),Γ(k),P(k)) = (G(k′),Γ(k′),P(k′)), però pot ser que s(k) 6= s(k′)
tot i que tant s(k) com s(k′) generin la mateixa configuració. Per aquesta
raó creiem més oportú considerar les accions del dinàmic en funció de les
configuracions.
4.2 Convergència cas general
Primer de tot demostrarem dues propietats sobre les configuracions accessi-
bles que ens ajudaran a demostrar la convergència del dinàmic. Mai tindrem
dos contractes associats a una mateixa aresta i una transferència d’utilitat
(puv 6= 0) ha de ser deguda a l’existència del contracte (u, v).
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Lema 4.5. Per tota ronda k, la configuració (G(k),Γ(k),P(k)) si (u, v) ∈ Γ(k)
aleshores (v, u) /∈ Γ(k)
Demostració. Sabem que la configuració inicial (G(0),Γ(0),P(0)) és una con-
figuració factible tal que si (u, v) ∈ Γ(0) aleshores (v, u) /∈ Γ(0). Suposem
que al començament d’una ronda k, si (u, v) ∈ Γ(k) aleshores (v, u) /∈ Γ(k).
Considerem ara (u, v) ∈ Γ(k+1)
− si (u, v) /∈ Γ(k) hem afegit l’aresta uv i per tant (v, u) /∈ Γ(k).
− si (u, v) ∈ Γ(k) per inducció (u, v) /∈ Γ(k) i per tant com l’aresta ja estava
no hem pogut afegir-la de nou, per tant (u, v) ∈ Γ(k+1) i (v, u) /∈ Γ(k+1).
Lema 4.6. Si (u, v) /∈ Γ(k) aleshores p(k)uv = 0.
Demostració. Sabem que (G(0),Γ(0),P(0)) és una configuració factible, i per
tant per tot (u, v) /∈ Γ(0) es compleix p(0)uv = 0. Suposem que al començament
d’una ronda k, si (u, v) /∈ Γ(k) aleshores p(k)uv = 0. Considerem ara (u, v) /∈
Γ(k+1)
− si (u, v) /∈ Γ(k) per inducció p(k)uv = 0, així doncs p(k+1)uv = 0.
− si (u, v) ∈ Γ(k) hem trencat el contracte (u, v) en la ronda k, i per tant
la transferència d’utilitat entre u i v passa a ser 0, p(k+1)uv = 0.
Quan s’afegeix una nova aresta uv a G, aleshores o u o v aconsegueix
connectar-se amb un participant seu del qual estava desconnectat, per tant
segur que no introdueix un nou cicle.
Lema 4.7. Si G(k+1) = G(k) + uv aleshores uv no afegeix cap nou cicle a
G(k+1) ( ⇐⇒ uv no forma part de cap cicle a G(k+1)) i si C(k)u 6= C(k)v
aleshores C(k)u ∩ Participants(v) 6= ∅ o C(k)v ∩ Participants(u) 6= ∅ (u i/o v
al afegir l’aresta de tall uv es connectarà amb algun participant al qual estava
desconnectat).
54
4.2. Convergència cas general
Demostració. Suposem que uv introdueix un nou cicle i, sense pèrdua de
generalitat, suposem que el nou contracte és (u, v). Aleshores pel lema ante-
rior p(k)uv = 0 i p(k)vu = 0, f(u;G(k)) ≤ f(u;G(k+1)), f(v;G(k)) ≤ f(v;G(k+1)) i
δ(u;G(k)) + 1 = δ(u;G(k+1)), δ(v;G(k)) + 1 = δ(v;G(k+1)). A la ronda k + 1
o bé p(k+1)vu és major estricte que 0, per tant v veurà decrementada la seva
utilitat, o bé és igual a 0, aleshores la utilitat tant de u com v es decrementa,
o bé és menor estricte que 0 aleshores u veuria decrementada la seva utilitat.
Considerem que uv no introdueix un nou cicle, així C(k)u 6= C(k)v , però
C
(k)
u ∩ Participants(v) = ∅ i C(k)v ∩ Participants(u) = ∅ és fàcil veure que
en aquest és compleixen les mateixes condicions que en l’anterior. p(k)uv = 0 i
p
(k)
vu = 0, f(u;G(k)) ≤ f(u;G(k+1)), f(v;G(k)) ≤ f(v;G(k+1)) i δ(u;G(k))+1 =
δ(u;G(k+1)), δ(v;G(k)) + 1 = δ(v;G(k+1)). A la ronda k + 1 o bé p(k+1)vu és
major estricte que 0, per tant v veurà decrementada la seva utilitat, o bé és
igual a 0, aleshores la utilitat tant de u com v es decrementa, o bé és menor
estricte que 0 aleshores u veuria decrementada la seva utilitat.
Definició 4.8. Una configuració (G(k),Γ(k),P(k)) és pou si per tot node u ∈
G(k) l’única acció possible que no li fa perdre utilitat és no fer res.
Si (G(k),Γ(k),P(k)) és una configuració pou, aleshores per tot k′ > k tenim
que (G(k),Γ(k),P(k)) = (G(k′),Γ(k′),P(k′)), independentment de la seqüència
d’activació aplicada. Per tant si una seqüència d’activació arriba a una con-
figuració pou implica que aquella seqüència d’activació convergeix.
Les configuracions pous són equilibri pairwise Nash. En el cas del la
millor resposta aquest fet és directe, però com en el nostre cas hem restringit
les desviacions que pot efectuar el node actiu, podria donar-se el cas que els
pous no corresponguessin amb les configuracions equilibri pairwise Nash.
Lema 4.9. Si una configuració (G(k),Γ(k),P(k)) és pou aleshores és una con-
figuració equilibri pairwise Nash.
Demostració. Si tenim una configuració (G(k),Γ(k),P(k)) pou, aleshores:
1. Cap node vol actualitzar cap contracte, per tant per tot (u, v) ∈ Γ(k) puv =
Q(u, v;G(k)). (G(k),Γ(k),P(k)) és una configuració factible.
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2. Cap node vol trencar un contracte (u, v) ja que de fer-ho perdrien
estrictament utilitat.
Sabem que G(k) és acíclic, en cas contrari hi ha una aresta uv en un
cicle que es formada per un contracte (u, v) o (v, u). Sense pèrdua
de generalitat suposem que puv − pvu ≥ 0 aleshores u té incentiu en
trencar l’aresta, en G − uv el node u continua connectat amb tots els
seus participants, i el tràfic que ha d’encaminar es menor o igual al que
encamina en G, finalment té un increment d’utilitat puv − pvu + pi > 0.
Sabem que cap node u té incentiu en trencar només un dels seus con-
tractes. Demostrarem que no té incentiu de trencar cap subconjunt de
contractes D amb |D| > 1, això implica (degut al lema 4.5) que no
té incentiu de trencar cap subconjunt d0arestes A amb |A| > 1. Su-
posem que un node u no té decrement d’utilitat al trencar un conjunt
minimal de A arestes, on |A| > 2. Sigui un node v tal que uv ∈ A,
i sigui G′ = G − uv, és clar que C ′v ∩ Participants(u) = ∅. Per a
que u perdi utilitat al trencar només l’aresta uv s’ha de complir que
cu trafic(uv;G)+pi < pvu−puv. Si considerem la desviació del jugador
u de trencar el conjunt d’arestes A′ = A \ {uv}, i sigui G′′ = G \ A′,
aleshores cu trafic(uv;G′′) + pi ≤ cu trafic(uv;G) + pi < pvu − puv, per
tant si A és una desviació minimal que no té pèrdua d’utilitat A′ també
ho és ja que un cop trencat les arestes A′ no és útil trencar l’aresta uv,
i |A| > |A′|, així doncs A no pot ser minimal.
Així doncs en una configuració pou, totes les desviacions unilaterals
comporten una pèrdua d’utilitat.
3. Cap parell de nodes tenen incentiu en afegir una nova aresta. A
(G(k),Γ(k),P(k)) no hi ha desviacions bilaterals aprofitables.
Una configuració pou és una configuració factible que no té desviacions uni-
laterals ni bilaterals aprofitables i (u, v) /∈ Γ =⇒ (v, u) /∈ Γ(k) (pel le-
ma 4.5).
A cada configuració (G,Γ,P) li podem associar un grau δ representat per
una 4-tupla (CF , CE, AE, AP ) on;
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CF és el nombre d’arestes que hauríem de tallar per tal de tenir un bosc
d’expansió de G,
CE és el màxim nombre d’arestes on els contractes no són acordats entre
participants d’entre tots els boscos d’expansió deG, CE = maxB∈ST (G) |{uv :
uv ∈ E(B)∧u /∈ Participants(v)}|, on ST (G) és el conjunt de tots els
arbres d’expansió de G
AE és el nombre mínim d’arestes que hem d’afegir per tal de que tots els
nodes estiguin connectats amb tots els seus participants, i
AP el nombre de contractes no actualitzats.
Per qualsevol configuració (G,Γ,P), sigui n = |V (G)| i m = |E(G)| és
compleix que CE + AE ≤ n− 1, CF < n i AP ≤ n2.
Lema 4.10. Si una configuració (G,Γ,P) és pou aleshores δ((G,Γ,P)) =
(0, CE, 0, 0). A més, tota configuració (G,Γ,P) tal que δ((G,Γ,P)) = (0, 0, 0, 0)
és una configuració pou.
Demostració. Si (G,Γ,P) és pou aleshores és equilibri pairwise Nash: G no
pot tenir cicles, així doncs CF = 0, (G,Γ,P) ha de ser una configuració
factible, així doncs AP = 0, i tots els nodes han d’estar connectats als seus
participants, així doncs AE = 0.
Quan tenim una configuració amb δ((G,Γ,P)) = (0, 0, 0, 0) aleshores la
configuració és factible, G és un bosc d’expansió de GT (no tenim cicles i per
tot uv ∈ G, u ∈ Participants(v)) per tant la configuració és equilibri pairwi-
se Nash i finalment qualsevol desviació unilateral d’un node u decrementa la
utilitat estrictament del node u, ja que les accions unilaterals o bé comporten
l’actualització d’un contracte (cosa que no és possible ja que la configuració
és factible, i per tant ja està actualitzada) o comporta l’eliminació d’un con-
tracte, que al ser una configuració tal que (u, v) ∈ Γ =⇒ (v, u) /∈ Γ (per
lema 4.5) implica trencar una aresta, i totes les arestes són de tall entre
participants.
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Lema 4.11. Sigui (G,Γ,P) una configuració qualsevol amb δ((G,Γ,P)) =
(C
(k)
F , C
(k)
E , A
(k)
E , A
(k)
P ). Aleshores al aplicar una ronda del dinàmic, s’obté una
configuració amb grau (C(k+1)F , C
(k+1)
E , A
(k+1)
E , A
(k+1)
P ) tal que C
(k+1)
E +A
(k+1)
E ≤
C
(k)
E + A
(k)
E i C
(k+1)
F ≤ C(k)F .
Demostració. Segons l’acció del node actiu uk tenim el següent:
(a) uk trenca unilateralment una aresta (G(k+1) = G(k) − uv, per algun
v), per tant C(k+1)F ≤ C(k)F , i C(k+1)F + C(k+1)E < C(k)F + C(k)E . Com
trenquem una aresta com a molt AE pot incrementar-se en un, però
si AE augmenta aleshores CE decrementarà en un (tota aresta de tall
que s’elimina és entre dos nodes no participants entre sí), per tant
C
(k+1)
E + A
(k+1)
E ≤ C(k)E + A(k)E .
(b) uk actualitza un contracte, la topologia no canvia, per tant C
(k+1)
F =
C
(k)
F , C
(k+1)
E = C
(k)
E , A
(k+1)
E = A
(k)
E i A
(k+1)
P ≤ A(k)P .
(c) uk afegeix una nova aresta. Al afegir una aresta pel lema 4.7 tenim que
no afegeix cap cicle, C(k+1)F = C
(k)
F , i que l’aresta afegida connectarà
dos participants que no estaven connectats, per tant A(k+1)E = A
(k)
E − 1
i com només hem afegit una aresta C(k+1)E ≤ C(k)E + 1
Lema 4.12. Sigui k la ronda actual amb configuració (G(k),Γ(k),P(k)) amb
δ((G(k),Γ(k),P(k))) = (CF , CE, 1, AP ), aleshores existeix un node u que té
per acció més aprofitable crear un nou contracte amb un participant seu, de
manera que el grau de la nova configuració és (CF , CE, 0, A′P ), on A′P > 0.
Demostració. SiAE = 1 existeixen dos nodes u, v tal que u ∈ Participants(v)
que estan en diferents components connexes. Suposem que Q(u, v;G+uv) ≤
0 (és a dir, v li paga a u quan u demana un contracte a v), com Q és an-
tisimètrica sempre existirà aquest u. En el cas que el node actiu uk fos u,
l’acció més aprofitable de u és crear un contracte amb algun node w ∈ Cv,
on aquest node w ∈ Participants(u). Altrament, si w /∈ Participants(u),
aleshores per afinitat tenim que |Q(u, v;G + uv)| > |Q(u,w;G + uw)| i per
tant la utilitat de u s’incrementaria més si fes el contracte amb v que no pas
amb w.
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A continuació demostrem la convergència uniforme del dinàmic, així com
fem l’anàlisi de complexitat. Hem considerat només el cas en que el procés
d’activació és uniforme, però la mateixa idea es pot utilitzar per demostrar la
convergència uniforme per un procés d’activació qualsevol, tot i que l’anàlisi
de la complexitat variaria una mica.
A l’hora de fer l’anàlisi de complexitat el que mesurem és el nombre
de rondes necessaris per tal que el dinàmic convergeixi. Al ser un procés
probabilístic no podem quantificar el nombre de rondes exacte necessari per
convergir, sinó que quantifiquem el nombre de rondes esperat necessari per
convergir. Més precisament en la demostració donem una fita de l’esperança
d’una variable aleatòria discreta que defineix el nombre de rondes per tal
d’arribar a una configuració pou, i per tant, convergir.
Comencem per repassar la notació bàsica que utilitzem pel càlcul de pro-
babilitats. Sigui X una variable aleatòria discreta sobre un espai de mostra
Ω amb funció de distribució FX(x), aleshores l’esperança de X és
E[X] =
∑
x∈Ω
xFX(x)
Lema 4.13. Donada una ronda k, un cert esdeveniment e i una probabilitat
p > 0 tal que per tota ronda k′ ≥ k, si e no ha succeït en una ronda entre k′
i k, la probabilitat de que succeeixi l’esdeveniment e per primer cop des de k
és p. Aleshores el nombre de rondes esperat per a que succeeixi e per primer
cop és O(1
p
).
Demostració. Sigui X la variable aleatòria discreta que defineix el nombre
de rondes per a que succeeixi l’esdeveniment e. L’espai de mostra de X són
els enters positius Z+. La distribució de probabilitat FX(x) és
FX(x) = p (1− p)x−1
L’esperança de X és
E[X] = 1p+ 2p(1− p) + 3p(1− p)2 + . . .
E[X] = p
(
1 + 2(1− p) + 3(1− p)2 + . . .)
E[X] =
p
(1− (1− p))2 =
1
p
El segon pas ve de 1 + 2x+ 3x2 + . . . = 1
(1−x)2 quan 0 < x < 1.
59
Capítol 4. Dinàmic miop
Fent ús del lema podem saber que el nombre de rondes esperat per a que
s’activi un node u és O(n); doncs la probabilitat de que s’activi el node u en
qualsevol ronda és 1
n
. Aquest lema també l’utilitzarem de la següent manera:
la probabilitat de que a partir d’una ronda k comenci una certa subseqüència
d’activació q és p, aleshores en 1
p
rondes s’espera que comenci la seqüència
d’activació q.
Lema 4.14. El nombre de rondes esperat d’activar almenys un cop tots els
n nodes és O(n lnn).
Demostració. Per 0 ≤ i ≤ n− 1, donat un conjunt de nodes V ′ ⊂ V tal que
|V ′| = i, Xi defineix el nombre de rondes per a que per primer cop s’activi un
node de V \V ′. Xi té per espai mostra els enters positius Z+. La distribució
de probabilitat FXi(x) és
FXi(x) =
n− i
n
(
i
n
)x
I l’esperança de Xi és
E[Xi] = 1
n− i
n
+ 2
n− i
n
i
n
+ 3
n− i
n
(
i
n
)2
+ . . .
E[Xi] =
n− i
n
(
1 + 2
i
n
+ 3
(
i
n
)2
+ . . .
)
E[Xi] =
n−i
n(
1− i
n
)2 = nn− i
E[Xi] ens diu el nombre de rondes esperat per a que, un cop activat i nodes
diferents, s’activi el (i+ 1)-èsim node diferent. El nombre de rondes esperat
per a que s’activin els n nodes el denotem per E[X] és
E[X] =
n−1∑
i=0
E[Xi]
Si calculem l’esperança obtenim
E[X] =
n
n
+
n
n− 1 + . . .+
n
1
E[X] = n
(
1
1
+
1
2
+ . . .+
1
n
)
E[X] = nHn
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On Hn és el n-èsim nombre harmònic. Hn té un creixement logarítmic de ma-
nera que O(Hn) = O(lnn). El nombre de rondes esperat per a que s’activin
els n nodes és O(n lnn).
Teorema 4.15. Donada una configuració inicial (G(0),Γ(0),P(0)) qualsevol
i un procés d’activació uniforme. Aleshores el dinàmic convergeix en un
nombre de rondes esperat O(en).
Demostració. Sigui (G(k),Γ(k),P(k)) una configuració d’una certa ronda, con-
siderem tres casos diferents segons δ((G(k),Γ(k),P(k))) = (CF , CE, AE, AP ) el
valor de AE (AE > 1, AE = 0, AE = 0).
Quan AE > 1 tenim que amb una probabilitat p ≥ AEn afegirem una nova
aresta. Amb probabilitat p ≥ AE!/nAE al cap de AE − 1 rondes arribem a
una configuració AE = 1. Com a cada ronda com a molt podem decrementar
AE en 1, l’única manera de sortir d’una seqüència de configuracions amb
AE > 1 és arribar a una configuració amb A′E = 1 i C ′E + A′E ≤ CE + AE.
Quan AE = 1 amb probabilitat p ≥ 1n (pel lema 4.12) en la següent ronda
tenim A′E = 0 i C ′E = CE. En cas contrari podem afegir una aresta entre dos
no participants, i a més quan CE > 0 també podem trencar un contracte.
Per tant d’una configuració AE = 1 podem arribar a una configuració amb
A′E > 1 (A′E = 2, C ′E = CE − 1), AE = 1 (C ′E = CE) o AE = 0 (C ′E = CE o
C ′E = CE + 1).
Quan AE = 0, ens trobem en una configuració de grau (CF , CE, 0, AP ).
Com AE = 0 mai afegirem cap aresta (pel lema 4.7). Si eliminem una
aresta pot ser: o bé de tall però que no té tràfic i per tant no desconnecta
cap participant (C ′E = C ′E − 1 i A′E = AE), o bé forma part d’un cicle
(C ′F = CF − 1 i A′E = AE), o bé de tall i que té tràfic (C ′F = CF − 1,
A′E = AE + 1).
Si CF > 0, al cap de O(n2 lnn), s’espera tots els nodes s’hauran activat
de l’ordre de O(n) cops, per tant o bé tenim una configuració factible (per tot
(u, v) ∈ Γ, puv = Q(u, v;G)) o bé hi ha hagut algun canvi en la topologia: en
O(n) rondes s’espera que s’activin tots els nodes, per tant hi haurà un canvi
de topologia (com CF > 0, no pot ser que tinguem una configuració factible
i que un cop activat tots els nodes seguim tenint cicles, ja que pi > 0). CF
està fitat i mai s’incrementa (pel lema 4.7), per tant o bé acabarem en una
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configuració (0, C ′E, 0, A′P ) o bé durant el procés haurem tallat alguna aresta
de tall amb tràfic, i anirem a un estat AE = 1.
Si CF = 0, després de O(n2 lnn) rondes tenim tres possibilitats: que
haguérem trencat una aresta de tall sense tràfic, i per tant decrementem CE,
que haguérem tallat una aresta de tall, incrementem AE o que no hi hagi
hagut cap canvi de topologia, i per tant haguérem arribat a una configuració
pou.
Finalment com CE + AE està acotat i mai s’incrementa, i sabem que
mentre que no arribem a una configuració pou i AE + CE > 0, acabarem
arribant a una nova configuració A′E = 0, C ′E + A′E < CE + AE. Com la
configuració (0, 0, 0, 0) sempre és una configuració pou (per 4.10), el dinàmic
convergeix.
Ara realitzarem l’anàlisi detallat del nombre de rondes esperat.
Quan AE > 1 tenim probabilitat p ≥ AEn d’anar a una nova configuració
amb A′E = AE−1. Si arribem de l’ordre de O( nAE ) rondes a una configuració
AE > 1, s’espera que arribem un cop a una configuració A′E = AE−1. Quan
estem a una configuració amb AE = n, amb un nombre de rondes esperat
O(n
n
n!
) arribarem a una configuració amb AE = 1.
Quan AE = 1 tenim probabilitat p ≥ 1n d’afegir una aresta entre dos
participants i arribar a una configuració AE = 0. Si arribem O(n) cops a una
configuració amb AE = 1 s’espera que s’afegeixi una aresta entre participants.
Quan AE = 0, si no tenim en compte les arestes que formen part d’un
cicle, bé per eliminar una aresta de tall entre dos no participants o bé per
arribar a una configuració pou primer de tot. En el pitjor dels casos, haurem
d’actualitzar tots els contractes, que es pot realitzar en O(n2 lnn) rondes, i
en el cas de que haguérem de trencar una aresta de tall necessitaríem O(n)
rondes addicionals.
En AE > 0 si en una ronda només tallem arestes que forma part d’un cicle
acabarem en una configuració amb el mateix valor de AE i no ens suposarà
cap penalització, ja que seguirem tenint la mateixa probabilitat d’avançar.
En AE = 0 si en una ronda tallem alguna aresta que forma part d’un cicle,
haurem de realitzar, en el cas pitjor, O(n2 lnn) rondes addicionals per tornar
a actualitzar els contractes.
Finalment, com CF < n2 i CE + AE < n, en el pitjors dels casos el
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camí més llarg del dinàmic correspondrà a anar d’una configuració AE = n a
AE = 1 de l’ordre de n cops per decrementar CE +AE. Com a molt podrem
decrementar CE +AE n cops. Tallar les arestes de tall que ens correspondrà
O(n4) rondes addicionals. Així doncs tenim que amb O(nn
n!
)O(n2 lnn) +
O(n4 lnn) = O(n
n
n!
) rondes s’espera que el dinàmics arribi a una configuració
pou.
Acabem donant una expressió més clara del nombre de rondes, ja que
O(n
n
n!
) = O(en). Segurament O(en) és una expressió que dóna una idea més
clara del nombre de rondes necessari. A continuació demostrem aquesta
relació amb detall.
Sigui f(x) = xx
x!
i g(x) = ex dos funcions definides sobre N, per x = 1
tenim que f(x) < g(x). Assumint que és compleix per x ≥ 1, aleshores
també és compleix f(x+ 1) < g(x+ 1)
(x+ 1)(x+1)
(x+ 1)!
< g(x+ 1) ;
(x+ 1)x
x!
< e
xx
x!
;
x ln (x+ 1) < x ln ex ; ln (x+ 1) < 1 + ln x ;
ln (x+ 1)− lnx < 1 ; ln x+ 1
x
< 1
I com e > x+1
x
per x ≥ 1, aleshores f(x) < g(x).
4.3 Convergència casos particulars
En aquesta secció estudiem la complexitat de la convergència del dinàmic
quan restringim alguns paràmetres. La restricció d’aquests paràmetres com-
portaran que per a qualsevol configuració amb AE > 0 sempre tinguem una
determinada probabilitat més gran que 0 de que la següent configuració tingui
grau estrictament menor, és a dir, es creï una aresta entre dos participants.
En el cas general només podem assegurar decrementar estrictament el grau
quan tenim una configuració amb AE = 1. Aquesta diferència comportarà
que el dinàmic convergeixi en un nombre polinòmic de rondes.
Teorema 4.16. Donat un joc amb una matriu de tràfic all-to-all, donada
una configuració inicial (G,Γ,P) i un procés d’activació uniforme qualsevol.
Aleshores el dinàmic convergeix en un nombre de rondes esperat O(n4 lnn).
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Demostració. Com GT és un graf complet, aleshores sempre es satisfà CE = 0
i per tant mai es trencarà cap aresta de tall. Mentre G no sigui connex, sigui
quin sigui el node que s’activi l’acció més aprofitable serà connectar-se amb
una altra component connexa. D’aquesta manera, en un nombre de rondes
O(n) el graf G serà connex.
Ara G pot contenir cicles. Si considerem una aresta uv que forma part
d’un cicle, aleshores o bé u o bé v té incentiu d’eliminar uv (perquè pi > 0).
En O(n2 lnn) rondes s’hauran activat tots els nodes O(n) cops i com a mínim
s’haurà eliminat una aresta: després de O(n2 lnn) rondes o bé hem tallat un
cicle, o bé tenim que tots els contractes són actualitzats, per tant en O(n)
rondes addicionals haurem eliminat un cicle. En O(n4 lnn) rondes G no
contindrà cicles.
Finalment resta actualitzar el contractes de cada node per arribar a una
configuració factible, es necessiten O(n2 lnn) rondes addicionals.
Teorema 4.17. Donat un joc on la matriu de tràfic defineix un arbre (GT és
un arbre), donada una configuració inicial (G,Γ,P) i un procés d’activació
uniforme qualsevol. Aleshores el dinàmic convergeix en un nombre de rondes
esperat O(n4 lnn).
Demostració. Primer de tot demostrarem que quan GT és un arbre, si estem
en una configuració amb AE ≥ 1 en una ronda k aleshores amb probabilitat
p ≥ 1
n
el node actiu uk crearà un contracte (uk, v) on u ∈ Participants(vk).
Amb AE ≥ 1 tenim un conjunt de nodes U = {u1, u2, ..., ul} que no estan
connectats a tots els seus participants. Tot node ui tindrà un conjunt no buit
de components connexes Pi = {Cui1 , Cui2 , ...} als que en el cas que ui fos el
node actiu, l’acció més útil seria crear un contracte amb algun node que està
en alguna de les components connexes de Pi.
Per cada ui escollim un node vi que al realitzar un contracte amb vi
maximitza la utilitat de ui. També per cada ui escollim un node pi ∈
Participants(ui) ∧ distG(pi, v′i) 6=∞.
Construïm un graf dirigit G′ = ({u1, u2, ..., ul}, {(ui, pi) : ui ∈ U}). A G′
hi ha almenys un cicle, ja que tot node és origen d’una aresta. A més tot
cicle de G′ no és de longitud més gran que 2; per contradicció suposem que
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hi ha algun cicle de longitud més gran que dos w1, w2, w3, ..., w1, això implica
Tw1w2 + Tw2w1 , Tw2w3 + Tw3w2 , ..., Twl′w1 + Tw1wl′ > 0, contradicció amb el fet
que GT és un arbre.
Així doncs, hi ha almenys dos nodes ui, uj tal que ui ∈ Participants(uj)
que ui es vol connectar a la component connexa de uj i uj a la de ui. O bé ui
o bé uj en el cas de ser el node actiu crearia un contracte amb un participant
seu, per les restriccions d’afinitat sobre Q.
Partim d’una configuració qualsevol (G,Γ,P), on δ(G,Γ,P) = (CF , CE, AE, AP ).
Per definició tenim que CE + AE ≤ n − 1. Només distingirem tres tipus de
configuracions.
(i) Quan AE = 0 i CE = 0 estem a una configuració on sabem que acaba-
rem a una configuració pou (quan aconseguim que CF i AP valguin 0,
però ja no canviarem de tipus de configuració i mantindrem AE = 0 i
CE = 0).
(ii) Quan AE = 0 i CE > 0 pot ser que algunes configuracions resultants
d’eliminar tots els cicles i actualitzar les arestes que romanguin no
sigui una configuració pou. Aleshores en algun moment trencarem una
aresta de tall i anirem a un nova configuració A′E = AE + 1 o A′E = AE
i C ′E = CE − 1.
(iii) Quan AE > 0, sabem que amb probabilitat p ≥ 1n el node actiu crearà
un contracte amb un participant seu, de manera que arribarem a un
nova configuració A′E = AE − 1, C ′E = CE. O amb probabilitat 0 ≤
q ≤ 1 − 1
n
es crearà un contracte entre dos nodes no participants, que
ens comporta arribar a una configuració A′E = AE−1, C ′E = CE+1. O
amb probabilitat 0 ≤ r ≤ 1− 2
n
es trencarà un contracte corresponent a
una aresta de tall, de manera que la nova configuració serà A′E = AE+1
o A′E = AE i CE = CE − 1. Tant p, q com r depèn de T , de G i de Q i
en general no podem donar una millor cota dels seus valors.
En el pitjor dels casos hem d’arribar a una configuració CE = 0 i AE = 0
per aconseguir arribar a una configuració pou, afegint n − 1 arestes entre
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participants. Per tant hem d’arribar O(n2 lnn) cops a una configuració amb
AE > 0 per a assegurar que CE = 0 i AE = 0.
En el cas pitjor, quan estiguem a una configuració AE > 0 i hàgim creat
una nova aresta entre participants, arribarem a una configuració AE = 0. De
la mateixa manera, en el cas pitjor quan estiguem en una configuració AE > 0
i no hàgim afegit una aresta entre participants, haurem afegit una aresta entre
dos nodes no participants, de manera que arribem a una configuració AE = 0.
Quan estem a una configuració del tipus AE = 0 i CE > 0 i no ens trobem
a una configuració pou (si eliminem cicles i actualitzem), en el pitjor dels ca-
sos haurem d’actualitzar tot el graf (en O(n2 lnn) rondes) i després esperar
fins que s’activi un node que tingui una desviació unilateral aprofitable tren-
cant una aresta de tall entre dos no participants (O(n) rondes addicionals),
de manera que arribarem o bé a una nova configuració amb AE > 0 o bé a
una configuració amb A′E = 0 i C ′E = CE−1 (en el cas que en l’aresta de tall
no hi hagués tràfic i per tant no fos una aresta útil) . Per tant en el pitjor cas
s’espera que anem a parar a una configuració del tipus AE > 0 en O(n2 lnn)
rondes.
En el cas pitjor, anirem intercalant una configuració AE = 1 amb O(n)
configuracions AE = 0. Així doncs en O(n3 lnn) s’espera que arribarem a un
configuració on CE = 0, AE = 0.
L’anàlisi del cost d’eliminar els cicles el podem fer de manera independent
al raonament anterior. En total ens suposarà O(n4) rondes eliminar tots els
cicles.
En una configuració de tipus CE = 0, AE = 0 necessitem O(xn2 lnn)
rondes extres per eliminar x arestes que formen part d’algun cicles.
Si trenquéssim una aresta en el cas de AE > 0, aleshores tornaríem a
una configuració amb AE > 0. Necessitem O(x) rondes extres per eliminar
x arestes que formen part d’algun cicle quan ens trobem a una configuració
del tipus AE > 0.
Si trenquéssim una aresta en el cas de AE = 0, CE > 0, aleshores tornarí-
em a la mateixa configuració AE = 0, CE > 0, però necessitaríem O(n2 lnn)
rondes extres per re-actualitzar i eliminar una aresta de tall (i progressar a
una configuració del tipus AE > 0). Per tant necessitem O(xn2 lnn) rondes
extres per eliminar x arestes que formen part d’algun cicle quan ens trobem
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a una configuració del tipus AE = 0, CE > 0.
En cap moment afegirem un cicle, i com en la configuració inicial te-
nim que AE ≤ n2−n2 , en el pitjor dels casos eliminar els cicles ens suposarà
O(n4 lnn) rondes addicionals.
Finalment s’arriba a una configuració amb grau (0, 0, 0, AP ), i hauríem
d’actualitzar tots els contractes, cosa que ens costa O(n2 lnn) rondes addi-
cionals. En total necessitem O(n3 lnn) + O(n4 lnn) + O(n) = O(n4 lnn)
rondes per convergir a una configuració equilibri pairwise Nash.
Per acabar l’estudi del dinàmic miop volem exposar una modificació molt
simple del dinàmic que permet convergir, independentment de la matriu de
tràfic, en un nombre polinòmic O(n4 lnn) rondes si considerem un procés
d’activació uniforme. Considera un dinàmic on quan el node actiu uk es vol
connectar a un participant seu del qual està desconnectat, primer de tot uk
escull aleatòriament una component connexa Cv tal que tingui un participant
seu, de manera que tote les components connexes que tenen un participant
de uu, i són diferents a Cuk , tenen la mateixa probabilitat de ser triades. Un
cop escollit Cv, uk crea un enllaç amb el node w ∈ Cv que li doni una major
utilitat.
Es pot demostrar que aleshores el dinàmic convergeix en O(n4 lnn) inde-
pendentment de T . En una ronda on AE > 0 tenim probabilitat p ≥ 1n2 de
crear un nou enllaç entre dos participants: quan AE > 0 existeix almenys un
node u que es vol connectar a una component Cv amb v ∈ Participant(u), tal
que per afinitat u crearia un enllaç amb un participant seu. La probabilitat
de que s’esculli u i aquest esculli Cv és 1n2 . Un cop sabem que quan AE > 0
amb probabilitat major o igual a 1
n2
decrementem el grau d’una configuració,
podem utilitzar el mateix esquema que en la demostració del teorema 4.17
per acabar demostrant que es convergeix en O(n4 lnn) rondes.
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Capítol 5
El preu dels equilibris
En aquest capítol estudiem les preferències socials del nostre model. Defi-
nim una funció utilitària per estudiar el benestar social del nostre, de fet
la funció que hem definit en aquest capítol és equivalent a la funció USu
definida en el capítol 2. En el nostre model sumar les utilitats de tots els
nodes ens dóna com a resultat la resta dels costos, ja que les transferències
d’utilitat s’anul·len, per això hem decidit considerar una funció de cost social
i no d’utilitat social. Una configuració és més preferible que una altre si te
menor cost social. A partir de la funció de cost social definirem el preu de
l’estabilitat i el preu de l’anarquia com el cost social de l’equilibri pairwise
Nash amb menor i major cost social respectivament entre el cost social de la
configuració òptima, que no té perquè ser un equilibri pairwise Nash.
Com veurem en el pròxim capítol el càlcul de la topologia amb menor cost
social i el càlcul de la topologia equilibri pairwise Nash amb major o menor
cost social són problemes intractables. Per tal de poder abordar l’estudi
d’aquesta secció hem considerat casos particulars segons la matriu de tràfic.
En general el preu de l’anarquia és dolent, de l’ordre de O(n), mentre
que el preu de l’estabilitat per algunes topologies, normalment les fortament
connexes, té un preu realment baix.
En el nostre model, hem definim la funció de cost social com:
SC(G) =
∑
i∈V
Ci(G)
Direm que per una matriu de tràfic T , la configuració òptima Gopt és aquella
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que minimitza SC. Donat un graf qualsevol G definim el preu de G com:
P (G) =
SC(G)
SC(Gopt)
Finalment definim el preu de l’estabilitat com (on epN és l’acrònim d’equilibri
pairwise Nash):
PoS = min
G és epN
P (G)
i el preu de l’anarquia com:
PoA = max
G és epN
P (G)
Una característica important de definir el cost social d’aquesta manera
és que aleshores SC no depèn de Q, sinó només de G (i T , pi, v). Això
ens permet estudiar les bondats de certes topologies independentment de la
funció de contracte Q.
Minimitzar la suma dels costos en el nostre model correspon a maximitzar
la suma de les utilitats (ja que els pagaments entre diferents nodes s’anul·len),
per tant es el típic cost social utilitari. En Arcaute et al. [2008] els autors
defineixen la mateixa funció de cost social per tal d’estudiar les configuraci-
ons, per tant la decisió presa és consistent en seguir en la línia d’estendre el
model inicial. A més és natural intentar minimitzar el cost de la topologia
des de un punt de vista general (volem que el cost de la xarxa en total sigui
mínim).
En el capítol següent demostrarem que donada una matriu de tràfic T
trobar Gopt així com el PoS és un problema computacionalment difícil. Això
ens impossibilita donada una T qualsevol caracteritzar Gopt i donar els valors
del preu de l’estabilitat i el preu de l’anarquia exactes. Així doncs intentarem
fer un estudi dels òptims i els preus dels equilibris segons la matriu de tràfic
T . Primer de tot restringirem una mica els paràmetres del joc, ja que si
podem jugar tant amb els pesos com amb els costos d’encaminament, tot i
tenir fixada la T , els problema segueix sent inherentment difícil. Tot i les
restriccions afegides aquest model segueix sent prou general i conserva el seu
grau d’heterogeneïtat fonamental.
Assumim que els costos de manteniment són idèntics per tots els nodes,
cu = c per tot node u, i les matrius de tràfic T compleixen tij+tji = {0, 1} per
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i 6= j. Per simplicitat exigim que GT sigui un graf connex i pi = 1. Definim
t =
∑
i,j∈V (G) tij, n = |V (G)| im = |E(G)|. Si no s’indica el contrari assumim
que c > 0 (només considerem el cas c = 0 al principi de tot, però com el seu
comportament és independent de la matriu de tràfic, més endavant assumim
c > 0).
En les següent seccions quan puguem donarem Gopt o una fita inferior
de SC(Gopt). Si podem, donarem també la topologia equilibri pairwise Nash
que maximitza i minimitza P (G), sinó donarem una fita superior. Finalment
calcularem els valors del preu de l’estabilitat i del preu de l’anarquia.
5.1 Matriu de tràfic qualsevol
Primer de tot estudiarem el cas general on T pot ser una matriu qualsevol.
Donarem fites sobre SC(Gopt), el preu de l’estabilitat i el preu de l’anarquia
depenent del valor de c.
Lema 5.1. Si c = 0 aleshores PoS = PoA = 1.
Demostració. Si c = 0, per tot node u, C(u;G) = M(u;G) +D(u;G). Qual-
sevol graf G tal que per tot parell de nodes v ∈ Participant(v), Cu = Cv,
té que el cost de desconnexió és nul:
∑
u∈V (G)D(u;G) = 0. Com GT és
connex almenys necessitarem que Gopt sigui connex, i per tant m ≥ n − 1.
Finalment l’expressió
∑
u∈V (G) M(u;G) es minimitza quan m = n − 1. Per
tant qualsevol arbre G té SC(G) = 2(n− 1)pi i és un òptim.
Tot G que és un equilibri pairwise Nash compleix les dues condicions de
dalt, per tant P (G) = 1. Així doncs tant el preu de l’estabilitat com el preu
de l’anarquia és 1.
Lema 5.2. Si c ≥ 1, el graf GT és un òptim. preudel′anarquia = O(n).
Demostració. Suposem que GT no és un òptim, sinó que l’òptim correspon
a un graf G, i per tant SC(G) = SC(Gopt) < SC(GT ).
Si GT conté una aresta que no conté G, aleshores existeix uv ∈ E(GT ) i
uv /∈ E(G). Demostrarem que sigui G′ = G+uv, aleshores SC(G) > SC(G′),
i per tant G no és l’òptim. Al afegir el nou enllaç uv, hem afegit un nou camí
més curt entre u i v i per tant hi ha una certa quantitat de tràfic k que a G,
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u envia cap a a v passant per algun tercer node w. Sabem que k ≥ 1 ja que
uv ∈ E(GT ). SC(G) ≥ 2pim + e + 4ck > 2pi(m + 1) + e + 2ck = SC(G′), on
e és el cost d’encaminament de tot el tràfic que en G no passa per u i v.
En cas contrari aleshores G conté tota aresta de GT , però G 6= GT ja
que SC(G) = SC(Gopt) < SC(GT ). El cost d’encaminament en G i al graf
GT seran iguals ja que tots els paquets de tràfic s’encaminen per camins de
distància 1. Però el cost de manteniment de G serà major o igual a Gopt ja
que G té més arestes.
Per tant un òptim és GT . En general aquest òptim no és únic, per exemple
amb c = 1 i T una matriu all-to-all, una estrella també és una topologia
òptima.
El preu de l’anarquia és O(n) ja que per qualsevol G equilibri pairwise
Nash, G és un graf connex i en el pitjor dels casos el tràfic s’encaminarà
per camins de longituds de mida n, així doncs SC(G) ≤ 2(n − 1)pi + 2ctn.
Aleshores P (Gopt) = O(n).
Lema 5.3. Si 0 < c < 1 aleshores PoA = O(n) i
2(n− 1)pi + 2tc ≤ SC(Gopt) ≤ min (2(n− 1)pi + 4tc, 2mpi + 2tc)
La primera desigualtat és degut a que independentment de G, es necessita
enviar i rebre tot el tràfic t almenys un cop, i es necessita pagar n−1 enllaços
per tal de ser un graf connex. La segona desigualtat dona una bona fita del
cost de l’òptim: Gopt tindrà un cost social menor o igual al mínim entre el
cost social d’una estrella o del graf complet.
Diem que és una bona fita perquè en el cas d’un graf estrella G, tenim
que P (G) ≤ 2.
SC(G)
SC(Gopt)
≤ 2(n− 1)pi + 4tc
2(n− 1)pi + 2tc ≤
4tc
2tc
≤ 2
El preu de l’anarquia és O(n), ens serveix el mateix raonament realitzat
en la secció on c ≥ 1.
5.2 Tràfic arborescent
En el cas que la matriu de tràfic T defineix un arbre (GT és un arbre), és
fàcil veure que SC(GT ) = 2(n−1)pi+2tc i qualsevol altre graf connex G amb
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m arestes satisfà 2mpi ≥ 2(n− 1)pi i 2c∑uv∈GT dist(u, v;G) ≥ 2tc. Per tant
Gopt = GT .
Un cop vist que GT és l’òptim demostrarem que l’única topologia equilibri
pairwise Nash és GT .
Lema 5.4. PoS = PoA = 1.
Demostració. Hi ha una única topologia G que és un equilibri pairwise Nash
per qualsevol Q, i és el mateix GT . Suposem que existeix una altra topologia
G diferent a GT i que és un equilibri pairwise Nash. Sabem que G és un
arbre, ja que ha de ser connex i no pot tenir cicles.
Si existeix un node u tal que δ(u;G) > δ(u;GT ), és clar que com u només
té δ(u;GT ) participants G no pot ser una topologia equilibri pairwise Nash.
Tots els nodes en G tenen grau igual o menor que en GT , però si hi ha algun
que en té grau menor estricte, aleshores G no seria un arbre, per tant tots
els nodes en G tenen el mateix grau que en GT .
Demostrarem que tota aresta en GT està en G. Definim G0 = GT i
Gi+1 = Gi − Fulles(Gi) per i ≥ 0. Per tot i ≥ 0 les arestes uv incidents a
una fulla u en Gi pertanyen a G.
El cas base, sabem que les fulles en G i GT són les mateixes. Per tota fulla
en u si uv en G i G és equilibri pairwise Nash aleshores u ∈ Participant(v),
així doncs uv ∈ GT .
Pel cas inductiu, suposem que es compleix per i − 1. Si existeix alguna
aresta uv incident a una fulla u en Gi tal que uv /∈ G, com u té el mateix
grau en G que en GT i per hipòtesi (a G totes les arestes accessibles des
de u que no passen per v pertanyen a GT ), uw ∈ G tal que uw /∈ GT . u
vol mantenir l’aresta uw en G ja que el camí de u a v passa per w. Per
a que w vulgui mantenir l’aresta amb u és necessari que existeixi un node
w′ ∈ Participant(w) tal que en G el camí entre w i w′ passa per u. Aleshores
tenim que ww′ ∈ GT , però aquesta aresta era una aresta incident en una fulla
en Gj amb j < i i per hipòtesi ww′ ∈ G, així doncs arribem a contradicció
amb el fet que G és un arbre ja que hi ha un cicle (u,w,w′...u).
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5.3 Tràfic all-to-all
Considerem ara una matriu de tràfic all-to-all, és a dir GT correspon a un
graf complet. Aleshores per a qualsevol topologia G tenim,
SC(G) ≥ 2m(pi − c) + (2cn2 − 2nc)
On 2mpi correspon al cost de manteniment de totes les arestes, 2mc al cost
d’encaminament entre nodes connectats per una aresta en G (ja que per tot
uv ∈ G aleshores uv ∈ E(GT )), i 4c
(
n2−n
2
−m
)
el cost d’encaminament per
a nodes que no comparteixen una aresta a G. Òbviament n− 1 ≤ m ≤ n2−n
2
.
Lema 5.5. Si 0 < c ≤ 1 aleshores Gopt és un graf estrella. PoS = 1
Demostració. Si c ≤ 1 aleshores m(pi − c) és mínim quan m = n− 1, tenint
en compte les restriccions sobre m. De tots els arbres (m = n−1), l’únic que
compleix SC(G) = 2mpi + 2mc+ 4c(n2−n
2
−m) és el graf estrella. Qualsevol
altre arbre, el cost entre dos nodes no connectats té distància dos o més i per
tant el cost d’encaminar tràfic entre nodes no connectats directament és més
gran que 4c
(
n2−n
2
−m
)
.
L’estrella és un equilibri pairwise Nash per tant preu de l’estabilitat és
1.
Lema 5.6. Si c ≥ 1 PoS < 2.
Demostració. En la demostració anterior hem demostrar que quan m = n−1
la topologia òptima és una estrella. Com l’estrella és un arbre d’expansió
de GT sabem que és una topologia equilibri pairwise Nash i que té cost
social menor que tots els altres arbres, i per tant totes les topologies equilibri
pairwise Nash.
Quan c ≥ 1, aleshores el preu de l’estabilitat és 2, ja que:
2npi − 2pi + 2n2c− 4nc+ 2
n2pi − npi + n2c− nc <
2n2c− 4nc+ 2
n2c− nc <
2n2c
n2c
< 2
Lema 5.7. PoA = O(n)
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Demostració. L’equilibri pairwise Nash G amb major cost és un camí, i
SC(G) = 2(n− 1)pi +
n−1∑
i=0
c (n− 1) + 2ci (n− 1− i) ≤ 2(n− 1)pin
3c
3
Com tenim que per qualsevol equilibri pairwise Nash el cost de manteniment
es 2(n− 1)pi i el tràfic és contra tots, amb els costos d’encaminament iguals
per tots els nodes, només podem jugar amb les distàncies. La topologia que
maximitza la suma de les distàncies és un camí.
I P (G) és de l’ordre de n, independentment del valor de c.
Els resultats que hem obtingut pel tràfic all-to-all són els mateixos al
del model original. En el cas que no consideréssim costos d’encaminament
homogenis els resultats serien bastant semblants. En el preu de l’estabilitat
s’ha de tenir en compte que la topologia òptima l’estrella ha de estar centrada
en el node amb cost d’encaminament mínim.
5.4 Altres topologies
Acabem el capítol amb una secció on comentem informalment els preus dels
equilibris per altres topologies possibles de T .
Quan tenim un patró de tràfic que defineix un GT que és un arbre poc
dens, aleshores en general qualsevol arbre d’expansió dóna una aproximació
suficientment bona: la majoria de tràfic s’encaminarà per camins de longitud
1 i només una quantitat petita de tràfic s’encaminarà per camins de més
longitud. Sense entrar en detalls, sigui d = |E(G)| − V (G) + 1, és a dir
d és el nombre d’arestes necessàries a eliminar per tal d’obtenir un arbre,
aleshores el preu de l’estabilitat és menor que d + 1. D’aquesta manera si
n  d podem dir que l’equilibri equilibri pairwise Nash òptim és bo. El
preu de l’anarquia, pel contrari, pot ser molt pitjor, ja que al haver-hi cicles
això permet aconseguir topologies G equilibri pairwise Nash on la majoria de
les arestes en G no connecten dos participants, de manera que el tràfic que
s’encamina per la xarxa ha de passar per camins de longitud molt llargs.
Quan el tràfic defineix grafs molt densos, el preu de l’anarquia, com era
d’esperar (en el graf complet ja passa) és de l’ordre de O(n). En canvi
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podem dir més coses del preu de l’estabilitat. En un graf molt dens, tot i
que potser l’estrella no sigui un arbre d’expansió, segurament sí existeixi un
arbre de diàmetre molt petit que sigui arbre d’expansió: d’igual manera que
una estrella aproxima en 2 el cost social de l’òptim, podem donar el preu de
l’estabilitat en funció del diàmetre mínim de l’arbre d’expansió de GT .
Finalment volem presentar l’estudi de matrius tràfic que defineixen un
graf bipartit complet, amb particions A i B tal que |A| ≤ |B|. Aquest patró
de tràfic té la peculiaritat que les topologies equilibri pairwise Nash eficients
no corresponen a arbres d’expansió, el contrari de tots els exemples que hem
vist fins ara. En el graf bipartit l’òptim és bastant semblant al tràfic all-to-
all, quan el cost de manteniment és gran respecte el cost d’encaminament
(c < 1), aleshores la configuració òptima és una estrella centrada en un node
de A. Aquí l’estrella, però, no és un equilibri pairwise Nash. La topologia
equilibri pairwise Nash més eficient és quelcom semblant a una estrella: tenim
un node central a ∈ A que està connex a tots els nodes de A, a la seva vegada
cada node de A a més d’estar connectat al node central està connectat a un
node de B. Finalment tots els nodes restants de B estan connectats al node
central. D’aquesta manera la topologia permet minimitzar distàncies: té
una forma molt semblant a l’estrella que es la que minimitza, i permet ser un
equilibri pairwise Nash. La següent figura il·lustra una matriu de tràfic que
defineix un graf bipartit, i com l’equilibri eficient no és un bosc d’expansió.
o1
o2
o3
o4
o5
d1
d2
d3
1
1
1
1
1
1
1
(a) GT
o1
o2
o3
o4
o5
d1
d2
d3
(b) Configuració òptima
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Complexitat
En aquest capítol analitzem la complexitat d’alguns problemes relacionats
amb el nostre model com són el càlcul de la millor resposta, o d’un òptim o
fins i tot de configuracions d’equilibri amb un cert cost social.
A l’hora d’abordar la complexitat d’un problema hem de tenir en compte
que aquesta depèn de la mida de l’entrada. La mida d’una entrada pot
variar molt segons la representació escollida per codificar el problema. Un
exemple clàssic és el problema de la motxilla, si utilitzem una codificació en
unari per representar els nombres de les instàncies del problema, aleshores el
problema està en P, mentre que si considerem una representació més curta
(i més adequada) com és representar els nombres en binari, el problema és
NP-complet.
En el nostre joc passa el mateix; tant la complexitat del problema de
calcular la millor resposta, com el càlcul de certes configuracions eficients
depèn de la codificació que considerem per l’entrada, ja que tenim varies
possibles representacions. Com hem indicat en el capítol 2 una possible
representació d’un joc, que no és habitual usar des d’un punt de vista algo-
rísmic, és explicitar tots els paràmetres de la forma normal d’un joc, és a
dir (N, (Si)i∈N , (ui)i∈N), on cada conjunt es definit enumerant completament
la totalitat dels seus elements i la funció d’utilitat es defineix a partir del
conjunt associat (que és un subconjunt del producte cartesià entre el domini
i el codomini). En aquest cas tenim que la mida de la representació del joc
és exponencial respecte el nombre de jugadors |N |. Problemes com cercar
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la millor resposta, o calcular la configuració òptima, es poden resoldre fent
una cerca exhaustiva sobre tot l’espai de cerca. Aquests algorismes des d’un
punt de vista de la complexitat són eficients perquè són polinòmics respecte
el mida de l’entrada.
El problema resideix en que no té sentit que l’entrada sigui exponencial-
ment gran, ja que d’entrada l’algorisme no és pràctic. Així doncs necessitem
donar una representació més succinta del problema que permeti expressar el
problema amb mida polinòmica respecte el nombre de jugadors |N |.
La representació del nostre joc que sembla natural és només donar com
entrada el conjunt de nodes N , la matriu de tràfic T , el cost de manteniment
pi, els costos d’encaminament ci per cada jugador i∈N i finalment la funció
de contracte Q. No cal que l’entrada contingui les diferents estratègies ni les
funcions d’utilitats, ja que aquestes estan fixades, i per qualsevol instància
del problema poden ser calculades a partir dels valor de Q, pi i (ci)i∈N . Hem
d’exigir també, no només que Q sigui codificada en una mida polinòmic
respecte |N |, sinó que també sigui computable eficientment. Amb aquesta
última assumpció podem afirmar que la codificació del problema serà de mida
polinòmica respecte el nombre de jugadors.
6.1 Millor resposta
Primer de tot definirem formalment el problema, que anomenarem d’aquí en
endavant BEST RESPONSE (BR).
Definició 6.1 (BR). Donada una tupla 〈G,Γ,P, Q, T, pi, (ci)i∈G, u, C〉 on
(G,Γ,P) és una configuració (potser no factible), Q una funció de contracte
(calculable en temps polinòmic), T una matriu de tràfic, pi el cost de man-
teniment d’una aresta, (ci)i∈G els costos d’encaminament per a cada node, u
un node de G i C un nombre; decidir si existeix una millor resposta de u tal
que a l’aplicar-la la seva utilitat sigui més gran o igual que C.
Recordem que la millor resposta de u (sense restricció) és o bé trencar un
conjunt de contractes, actualitzar un contracte o afegir (bilateralment) una
aresta.
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Per decidir quina és la millor acció d’u, hem de trobar el conjunt de
contractes C a trencar per tal de maximitzar la utilitat d’u, per saber si
trencar els C contractes és la millor acció possible. Suposem una situació on
u no té participants, cu = 1, G és una estrella centrada en u i la configuració
és factible. Assumim que per tot v∈V tal que v 6= u, pvu = 2, amb pi = 1 i
per tot parell de v, w∈V diferents d’u, tvw + twv = 0 o tvw + twv = |δ(u;G)|.
u no pot afegir cap nova aresta en el graf G ni actualitzar-ne cap, per
tant la millor decisió d’u és trencar un conjunt de contractes de manera que
s’aconsegueixi: no encaminar cap tràfic per u (la utilitat al encaminar 2k′
unitats de tràfic és menor que la utilitat de u al trencar tots els contractes), i
maximitzar el nombre de nodes als quals està connectat. La tria del conjunt
d’arestes a trencar que maximitza la utilitat, en aquest cas, depèn només de
T .
Demostrem que en la situació de dalt, escollir la millor resposta és un
problema NP-complet. Realitzarem una reducció des de INDEPENDENT SET
(IS).
Definició 6.2 (IS). Donada una tupla 〈G,K〉 on G = (V,E) és un graf
no dirigit i K un enter positiu tal que 0 ≤ K ≤ |V |; decidir si G té un
conjunt independent I ⊆ V amb |I| ≥ K (un conjunt independent I ⊆ V és
independent si ∀u,v∈I uv /∈E).
IS és un conegut problema NP-complet. Per a més informació sobre el
problema es pot consultar en el llibre Garey and Johnson [1979], on es fa una
discussió no només de la complexitat del problema, sinó també dels casos
particulars i restriccions (segons el graf d’entrada) segons si el problema cau
a NP o no.
Teorema 6.3. BR és NP-complet.
Demostració. És fàcil veure que BR és un llenguatge NP, calcular la utilitat
que té un node després de realitzar una acció possible del dinàmic es pot
realitzar en temps polinòmic.
Podem reduir IS a BR transformant (en temps polinòmic) cada parella
〈G,C〉 en una tupla 〈S,Γ,P, Q, T, pi, (ci)i∈S, u, C〉 de manera que:
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− S és un graf estrella en u, amb nodes V (S) = V (G) ∩ {u} (on u és un
node nou: u /∈V (G)) i arestes E(S) = {uv : v∈V (G)}.
− Γ = {(v, u) : v∈V (G)} és una matriu de contractes que genera S.
− P és una matriu de pagament actualitzada; pet tot contracte (v, u)∈Γ
la transferència d’utilitat és pvu = Q(v, u;G).
− Q és una certa funció de contracte antisimètrica i afí, tal que per qual-
sevol G compleix Q(v, u;G) = 2.
− pi = 1 és el cost de manteniment.
− (ci)i∈V (S) = (1)i∈V (S) és el cost de manteniment.
Ara cal demostrar 〈G,C〉∈ IS ⇐⇒ 〈S,Γ,P, Q, T, pi, (ci)i∈S, u, C〉∈BR.
Si 〈G,C〉∈ IS aleshores existeix un conjunt independent I ⊆ V (G) tal que
|I| ≥ C. Considerem la resposta de u on elimina les arestes I ′ = {uv : v /∈I}
(trencant els contractes {(v, u) : v /∈I}). La utilitat d’u és U(u;S − I ′,P′) =
|I| ≥ C, ja que u queda connectat només als nodes de I que no generen cap
tràfic entre ells, això li suposa un cost de manteniment de |I| i rebre una
transferència d’utilitat de 2|I|.
Suposem ara que u aplica una desviació que li proporciona una uti-
litat major o igual a C. La desviació no pot ser afegir una nova ares-
ta ni actualitzar un contracte: u ja té grau màxim, i tots els contrac-
tes estan actualitzats. Així doncs l’única acció possible és el trencament
d’un conjunt de contractes; sigui D el conjunt de nodes als quals u queda
connectat després d’haver trencat D′ arestes (el trencament d’un contrac-
te comporta el trencament d’una aresta per la definició de Γ), aleshores
U(u;S − D′,P′) ≥ C. D és un conjunt independent, altrament u ha d’en-
caminar almenys V (S) unitats de tràfic de manera que la seva utilitat és
U(u;S −D′,P′) ≤ −2|V (S)| + D < 0 ≤ C. Com D és un conjunt indepen-
dent aleshores |D| ≥ C, altrament U(u;S −D′,P′) < C.
El dinàmic que hem considerat en el capítol 4 és un dinàmic restringit
de manera que a cada ronda només tenim un nombre polinòmic de possibles
desviacions a realitzar (eliminar una aresta, afegir una aresta o actualitzar un
contracte), i per tant trobar el màxim és eficient: només necessitem calcular
la utilitat de u per cada desviació possible (que es pot calcular eficientment).
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6.2 Equilibri pairwise Nash i òptims socials
En aquesta secció demostrarem que el càlcul de l’òptim, el preu de l’anarquia
o el preu de l’estabilitat són problemes NP-difícils. Ens permetran demostrar
posteriorment que d’altres problemes relacionats amb el model són també
intractables, com és el càlcul l’arbre d’expansió de GT que minimitzi el cost
social.
Per demostrar la NP-duresa d’aquests problemes presentats en aquesta
secció primer demostrarem la NP-completesa d’un llenguatge que hem definit
expressament. Comencem presentat el problema NP-complet que usarem com
a base de la reducció. Aquest problema és el RESTRICTED EXACT 3− COVER
(RX3C) que és una versió restringida del EXACT 3− COVER (X3C). Així
doncs comencem per remostrar que RX3C és NP-complet.
Definició 6.4 (X3C). Donada una tupla 〈T, S〉, on T = {τ1, . . . , τ3t} és un
conjunt d’elements i S = {σ1, . . . , σs} ⊆ {{τi, τj, τk} : 1 ≤ i < j < k ≤ 3t}
un conjunt de 3−conjunts; decidir si existeix un recobriment exacte C ⊆ S,
els elements de C són disjunts dos a dos i
⋃
σ∈C
σ = T .
X3C és un clàssic problema NP-complet, del qual es va demostrar que era
NP-complet en Karp [1972]. També es pot trobar informació de la comple-
xitat depenent del tipus d’entrada en el ja citat llibre Garey and Johnson
[1979].
A continuació definim la versió restringida del problema que hem uti-
litzat per les reduccions. Com veurem més endavant, aquestes restriccions
permetran simplificar la demostració dels teoremes subseqüents.
Definició 6.5 (RX3C). Donada una tupla 〈T, S〉, on T = {τ1, . . . , τ3t} és un
conjunt d’elements i S = {σ1, . . . , σs} ⊆ {{τi, τj, τk} : 1 ≤ i < j < k ≤ 3t}
tal que per tot σ, σ′∈S, σ 6= σ′ =⇒ |σ ∩ σ′| ≤ 1 un conjunt de 3−conjunts
que no comparteixen més d’un element; decidir si existeix un recobriment
exacte C ⊆ S, els elements de C són disjunts dos a dos i
⋃
σ∈C
σ = T .
Teorema 6.6. RX3C és NP-complet.
Demostració. RX3C és NP, donat un subconjunt C ⊆ S verificar que 〈T, S〉∈
RX3C es computable en temps polinòmic. Per demostrar que RX3C és NP
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-difícil farem una reducció des de X3C. Donada una instància 〈T, S〉 de X3C
construïm una instància 〈T ′, S ′〉 de RX3C com segueix:
N = {#ij,#′ij : 1 ≤ i ≤ s, 1 ≤ j ≤ 3}
N ∩ T = ∅
T ′ = T ∪N
S ′ =
{{#ij,#′ij, σij} : 1 ≤ i ≤ s, 1 ≤ j ≤ 3} ∪{{#i1,#i2,#i3}, {#′i1,#′i2,#′i3} : 1 ≤ i ≤ s}
La reducció és calculable en temps polinòmic, de fet pertany a L. A més la
reducció és correcta, per tot σ, σ′∈S ′ si σ 6= σ′ aleshores |σ ∩ σ′| ≤ 1.
Ara cal demostrar 〈T, S〉∈X3C ⇐⇒ 〈T ′, S ′〉∈RX3C
Si existeix un recobriment exacte C ⊆ S de 〈T, S〉, aleshores podem
construir un recobriment exacte C ′ ⊆ S ′ de 〈T ′, S ′〉:
1 ≤ i ≤ s {#ij,#
′
ij, σij}∈C ′, 1 ≤ j ≤ 3 si σi∈C
{#i1,#i2,#i3}, {#′i1,#′i2,#′i3}∈C ′ si σi /∈C
C ′ conté tots els símbols de N un cop només. A més, com C és solució, C
conté tots els símbols de T un cop i només un, i per tant C ′ també conté els
símbols de T un cop i només un.
Si existeix un recobriment exacte C ′ ⊆ S ′ de 〈T ′, S ′〉, aleshores podem
construir un recobriment exacte C ⊆ S per 〈T, S〉:
1 ≤ i ≤ s σi /∈C si {#i1,#i2,#i3}∈C
′
σi∈C si {#i1,#i2,#i3} /∈C ′
C ′ conté tots els símbols de T ′ un cop i només un, si {#i1,#i2,#i3} /∈ C ′,
aleshores per tot 1 ≤ j ≤ 3, {#ij,#′ij, σij}∈C ′.
6.2.1 Càlcul d’una topologia equilibri pairwise Nash efi-
cient
Ara ja estem en condicions de demostrar que donat un joc, trobar la topolo-
gia G que és equilibri pairwise Nash i amb cost social mínim és un problema
intractable. De fet, com ja hem apuntat al principi de la secció, el que demos-
trem és que la versió decisional del problema és NP-complet, per tant trobar
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la topologia eficient és un problema NP-difícil. Al problema l’anomenem
LOWER SC EQUILIBRIUM (LSCE).
Definició 6.7 (LSCE). Donada una tupla 〈M,pi, (ci)i∈V , C〉, on M és la ma-
triu de tràfic (que defineix el conjunt de jugadors), pi el cost de manteni-
ment d’un enllaç, (ci)i∈V (GM ) els costos d’encaminament de cada node i C un
nombre; decidir si existeix una topologia G equilibri pairwise Nash tal que
SC(G) ≤ C.
Teorema 6.8. LSCE és NP-complet.
Demostració. Per demostrar que LSCE és NP-difícil farem una reducció des
de RX3C. Donada una instància 〈T, S〉 de RX3C la reduïm a una instàn-
cia 〈M,pi, (ci)i∈V (GM ), C〉 com es defineix a continuació (C es defineix més
endavant):
GM
r
σ1 σs
τ11 τ12 τ13 τs1 τs2 τs3
k k
k′ k′ k′ k′ k′ k′
1 1
1
1 1
1
V (GM ) = S ∪ T ∪ {r}
E(GM ) = {(r, σ, k) : σ∈S} ∪
{(σ, τ, k′) : σ∈S, τ ∈σ} ∪
{(τ, τ ′, 1) : σ∈S, τ < τ ′∈σ}
pi = 1
ci = 1 ∀i∈V (GM )
Figura 6.1: Reducció de RX3C a LSCE
Recordem que definim la matriu de tràfic M a partir del graf amb pesos
GT , de manera que si (u, v, w)∈GT aleshores tij = w, altrament tij = 0 (la
direcció de les arestes és arbitrària).
A partir d’un possible recobriment S ′ ⊆ S de 〈T, S〉 podem construir el
graf associat G(S ′) on V (G(S ′)) = V (GM) i
E(G(S ′)) = {(r, σ) : σ∈S} ∪ {(σ, τ) : σ∈S ′, τ ∈σ}
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Si S ′ és un recobriment exacte de 〈T, S〉 , aleshoresG(S ′) és un arbre d’expan-
sió de GM , i per tant un equilibri pairwise Nash: com S ′ és un recobriment
exacte, tots els elements de T estan connectats a un i només un σ∈S i hi ha
una única component connexa acíclica. Definirem C de manera que si S ′ és
una solució aleshores SC(G(S ′)) = C.
Sigui S ′ és un recobriment exacte i G(S ′) l’arbre associat, dividirem els
diferents costos de G(S ′) segons el tràfic que el genera. Denotem per CXY
al sumatori dels costos d’encaminament generat pel tràfic del conjunt X al
conjunt Y en un arbre solució G(S ′):
En G(S ′) tenim que ∀σ ∈ S, trσ = k. Per tot σ, (r, σ)∈E, aleshores el
tràfic entre un σ i r, que és k, només suposarà enviar-ho un cop i rebre’l un,
per tant CRS = 2sk.
En G(S ′) tenim que ∀σ∈S, ∀τ ∈σ, tστ = k′. Aleshores pels nodes σ∈S ′
el camí més curt a τ ∈σ és 〈σ, τ〉. En canvi pels nodes σ /∈S ′ el camí més curt
a τ ∈σ és 〈σ, r, σ′, τ〉 essent σ′∈S ′. Així tenim que CST = 2k′3t+9k′(s− t) =
6k′(3s− 2t).
Finalment per calcular CTT tornem a distingir dos casos. Considerem els
τ1, τ2∈T tal que τ1, τ2∈σ on σ∈S ′, el camí més curt és 〈τ1, σ, τ2〉. El total
de tràfic generat per aquests nodes és 12t, ja que |S ′| = 3t. Si τ1, τ2 ∈ σ on
σ /∈S ′. El camí més curt és 〈τ1, σ, r, σ′, τ2〉 on σ′∈S ′ ja que ∀σ, σ′∈S tal que
σ 6= σ′, |σ ∩ σ′| ≤ 1 . Com que |S − S ′| = s− t el cost és 24(s− t). En total
tenim CTT = 4(6s− 3t).
Per acabar la reducció, definim k, k′ i C, a partir dels valors de CXY de
manera que només els arbres B = G(S ′) per un recobriment exacte de S ′
tinguin SC(B) ≤ C:
CTT = 4(6s− 3t) CST = 6k′(3s− 2t)
k′ = CTT k = CST + k′
CRS = 2sk C = CRS + CST + CTT + 2pi(s+ t)
Ara ja tenim els elements necessaris per a demostrar 〈T, S〉∈RX3C ⇐⇒
〈M,pi, (ci)i∈V (GM ), C〉∈LSCE:
Si S ′ ⊆ S és un recobriment exacte de T , l’arbre G(S ′) és un equilibri
pairwise Nash tal que SC(G(S ′)) = C: el cost social generat pels paquets
de R cap a S correspon amb CRS, els de S cap a T amb CST i els de T
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cap a T amb CTT , finalment tenim (s+ t) arestes que comporten un cost de
manteniment de 2pi(s+ t).
Sigui G = (V,E) una topologia equilibri pairwise Nash tal que SC(G) ≤
C. Com G és equilibri pairwise Nash aleshores ha de ser un graf connex i
acíclic, i per tant el cost de manteniment de tots els nodes és 2pi(s+ t). Tot
seguit veurem que G ha de ser forçosament un arbre d’expansió de GM :
(i) ∀σ ∈ S (r, σ) ∈ E, altrament tenim una partició {X, Y } de S tal que
σ ∈X =⇒ (r, σ)∈E, σ ∈ Y =⇒ (r, σ) /∈E i |Y | ≥ 1. Aleshores el cost
generat pel tràfic de R a S és més gran o igual que 2k|X| + 4k|Y | =
2k(|X|+ |Y |) + 2k|Y | i el cost total SC(G) > 2ks+ 2k|Y |+ 2pi(s+ t) ≥
2sk + 2k + 2pi(s+ t) > C.
(ii) ∀τ ∈ T existeix un únic σ ∈ S tal que τ ∈ σ i (σ, τ) ∈E, altrament, o
bé existeix com a mínim un τ ∈T amb σ, σ′ tals que (σ, τ), (σ′, τ)∈E
(aquest cas no es pot donar perquè hi hauria un cicle), o bé tenim
una partició {X, Y } de T tal que τ ∈ X =⇒ ∃σ(σ, τ) ∈ E ∧ τ ∈ σ,
τ ∈ Y =⇒ (∀στ ∈ σ =⇒ (σ, τ) /∈ E) (pot ser que aquests τ estiguin
connectats a un σ tal que τ /∈σ, a r o a un altre τ ′∈T ). Per tant tenim
SC(G) > CRS + 6k
′(3s− 2t)− 2k′ + 4k > C
(iii) Ja hem demostrar queG és un arbre d’expansió deGM , per tantG és un
equilibri pairwise Nash, i SC(G)−CTT (G) = C−CTT (on CTT (G) és el
cost generat pel tràfic entre T i T ). Per a que CTT (G) ≤ CTT , sigui si el
nombre de σ∈S amb grau i, tenim CTT (G) = 2(6s4+10s3+12s2+12s1)
amb 3s4 + 2s3 + s2 = 3t i s1 + s2 + s3 + s4 = s. Si manipulem les
expressions:
s4 = t− 2s3 + s2
3
s1 = s− t+ 2s3 + s2
3
− s3 − s2
CTT (G) = 2((6t− 4s3 − 2s2) + 10s3 + 12s2 + (12s− 12t+ 8s3 + 4s2 − 12s3 − 12s2))
CTT (G) = 2(12s− 6t+ 2s3 + 2s2) CTT (G) = 2(2(6s− 3t) + 2s3 + 2s2)
Quan s3 = s2 = 0 aleshores s4 = t i s0 = s i es compleix CTT (G) = CTT .
Quan s4 < t aleshores s3 + s2 > 0 i per tant CTT (G) > CTT .
Així si G és equilibri pairwise Nash i SC(G) ≤ C els σ∈V tal que δ(σ;G) = 4
formen un recobriment exacte de T .
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6.2.2 Càlcul d’una topologia eficient equilibri pairwise
Nash per tràfic binàri
Aquesta secció demostrarem que fins i tot quan restringim el nostre joc a
matrius de tràfic binàries la cerca del preu de l’estabilitat segueix sent un
problema intractable.
Apart d’exigir matrius de tràfic binàries, fixarem el cost d’encaminament
i el cost de manteniment, deixant com a únic paràmetre no fixat el nombre
de jugadors i el tràfic entre aquests. L’elecció del valor de pi i els costos d’en-
caminament són arbitraris i no influeixen (sempre i quan considerem pi, c >
0). Anomenem al problema LOWER SC EQUILIBRIUM BINARY TRAFFIC
(LSCEB).
Definició 6.9 (LSCEB). Donada una tupla 〈T,K〉, on T és una matriu de
tràfic tal que tij + tji = 0 o tij + tji = 1 i K un nombre; decidir si existeix una
topologia G equilibri pairwise Nash tal que SC(G) ≤ K, on pi = 1 i ci = 1
per tot i ∈ G.
Com en la demostració del LSCE, l’esquema és el mateix: començarem
donant una transformació d’instàncies de RX3C a LSCEB i veurem que a ca-
da recobriment S ′ li podem associat un graf equilibri pairwise Nash. L’única
diferència notable és la impossibilitat de jugar amb els pesos del tràfic, co-
sa que complica una mica la demostració ja que hem d’afegir molts nodes
addicionals que simulen la funció que realitzaven els pesos en el problema
LSCE.
Primer de tot presentem alguns lemes i definicions que farem servir a
la demostració. Donat dos nodes X i Y , U(X, Y ) = {xy : x ∈ X, y ∈ U}.
Definim una funció de la que farem un ús extensivament; com tot el tràfic té
el mateix pes i els costos d’encaminament de tots els nodes són iguals, el cost
d’encaminament que provoca una unitat de tràfic depèn només de la distància
que ha de recórrer. Definim F : GS ×GS 7−→ N on GS ésel conjunt de tots
els grafs no dirigit. Per tot G,H ∈ GS, tal que V (G) = V (H), definim:
F (H;G) =
∑
(u,v)∈E(G)
dist(u, v;H)
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Podem considerar només les distàncies entre certs components de vèrtexs
X, Y ⊆ V (G). Així definim:
FX(H;G) =
∑
u∈X,(u,v)∈E(G)
dist(u, v;H)
FXY (H;G) =
∑
u∈X,v∈Y,(u,v)∈E(G)
dist(u, v;H)
Quan no hi hagi ambigüitat, ens referirem a F (H), FX(H), FXY (H) per
F (H;G), FX(H;G), FXY (H;G). Continuem amb la demostració d’una sè-
rie de lemes sobre el valors dels arbres que minimitzen F (T ) segons el graf
sobre el que definim F .
Sn denota un graf estrella amb n vèrtexs. Kn denota un graf complet amb
n vèrtexs. Scn = (V,E) denota el graf “quasi estrella” amb n ≥ 4 vèrtexs, on
V,E es defineixen com segueix, Sn−1 = (V ′, E ′), sigui v una fulla qualsevol
de Sn−1, V = V ′ ∪ {u}, E = E ′ ∪ {(u, v)}. Exemples dels tres tipus de grafs
amb 6 nodes:
S6 K6 S
c
6
Lema 6.10. Sigui G un graf k-complet (amb k ≥ 1), l’arbre T que minimitza
F (T ;G) és un graf k-estrella, i l’arbre T ′ que no és una estrella que minimitza
F (T ′;G) és un graf quasi k-estrella.
Demostració. Les distàncies d’un arbre estrella Sk i d’un arbre quasi estrella
Sck són:
F (Sk;G) =
(k − 1) + (k − 1)(1 + 2(k − 2))
2
= k2 − 2k + 1
F (Sck;G) = F (Sk−1) +
(
1 + 2 + 3(k − 1− 2)) =
(k − 1)2 − 2(k − 1) + 1 + 1 + 2 + 3(k − 3) = k2 − k − 2
El graf estrella és l’arbre que minimitza F (T ;G); per inducció sobre el
número de vèrtexs n, en el cas base es compleix (n = 1). Cas inductiu (per
n+ 1 i la h.i. es compleix per n): Suposem que existeix un arbre T = (V,E)
tal que F (T ) < F (Sn+1) = n2. Per h.i. tenim que ∀u∈Fulles(T ) F (Sn) ≤
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F (T − {u}). Sigui u una fulla qualsevol de T , n2 − 2n + 1 = F (Sn) ≤
F (T − {u}) i F (T ) ≥ F (T − {u}) + 1 + 2(n − 1) ≥ n2 (ja que u té grau 1
en T i per tant com a mínim estarà a distància 2 dels altres n − 1 nodes),
contradicció.
Un graf quasi estrella és l’arbre que minimitza F (T ;G) i no és un graf
estrella; per inducció sobre el número de vèrtexs n. En el cas base es compleix
(n = 4). Cas inductiu (per n + 1 i la h.i. es compleix per n): Suposem que
existeix un arbre T = (V,E) tal que T no és Sn+1 i F (T ) < F (Scn+1) =
n2 + n− 2. Per h.i tenim que ∀u∈Fulles(T ) F (Scn) ≤ F (T − {u}) (ja que
T − {u} no pot ser una estrella, sinó T hauria de ser Scn+1, contradicció).
Sigui u una fulla qualsevol de T , n2 − n − 2 = F (Scn) ≤ F (T − {u}) i
F (T ) ≥ F (T − {u}) + 1 + 2(n − 2) + 3 ≥ n2 + n − 2 (ja que u té grau 1, i
no pot estar a 2 de distancia dels altres n− 1 vèrtex perquè sinó T seria una
estrella), contradicció.
Lema 6.11. Si tenim 4 grafs A,B,C,D k-complets (amb k ≥ 2), un node
c, definim graf G = (V,E) on
V =
⋃
V (A), V (B), V (C), V (D), {c}
E =
⋃
E(A), E(B), E(C), E(D), U({c}, V (A) ∪ V (B) ∪ V (C) ∪ V (D)),
U(V (A), V (B)), U(V (B), V (C)), U(V (C), V (D))
L’arbre T que minimitza F (T ;G) és un graf estrella centrat en c, i l’arbre
T ′ que no és una estrella centrada en c que minimitza F (T ;G) es un graf
estrella centrat en b on b∈B o b∈C.
Demostració. Definim Tck com el graf estrella centrat en c.
F (Tck ;G) =
4k + 2k(1 + 2(k + k − 1)) + 2k(1 + 2(2k + k − 1))
2
=
=
4k + 2k(4k − 1) + 2k(6k − 1)
2
=
=
4k + 8k2 − 2k + 12k2 − 2k
2
=
20k2
2
= 10k2
Tc és l’arbre que minimitza F , per inducció sobre k, en el cas base es compleix.
Per n + 1, suposant que es compleix per n, si existeix un arbre T tal que
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F (T ) < F (Tcn+1), per hipòtesi tenim que per tot x, y, z, w ∈ Fulles(T ) on
x ∈ A, y ∈ B, z ∈ C,w ∈ D, F (Tcn) ≤ F (T − {x, y, z, w}). Sigui x, y, z, w
fulles que pertanyen a A,B,C,D respectivament, F (Tcn+1) ≤ F (T ) ≤ F (T −
{x, y, z, w}) + 8(k + 1)− 2 + 2(3k + 2)− 1 + 2(3k + 1)− 1, contradicció.
Definim Tbk com el graf estrella k-estrella centrat en b amb b∈B ∪ C.
F (Tbk : G) = F (Tck)− 3k + 4k = 10k2 + k
Tbk és l’arbre, diferent a Tck que minimitza F . Per inducció sobre k; en el
cas base k = 2 es compleix. El nombre d’arbres amb k = 2 és considerable
com per immediatament veure que el cas base és cert. Tenint en compte
que l’estrella centrada en r és la que minimitza, només hi ha tres candidats
raonables a ser els segons òptims (sense considerar isomorfismes), dos que són
quasi estrelles centrades en r, i una altra que ha de ser una estrella centrada
en un node de B o C, qualsevol altra opció ja es veu que és millorable. Ara
A B C D
r
G
A D C D
r
T0
A D C D
r
T2
A D C D
r
T3
donarem el sumatori de distàncies pels tres arbres (la primera expressió és
FR, la segona
∑
X FXX i la tercera
∑
X 6=Y FXY ):
FR(T1;G) = (14 + 1) + (6 + 1) + ((2 + 4) + (2 + 4) + 8) = 42
FR(T2;G) = (7 + 2) + (3 + 6) + ((1 + 3 + 4) + 8 + 8) = 42
FR(T3;G) = (7 + 2) + (1 + 6) + ((6 + 4) + 8 + 8) = 42
(de fet en el case base k = 2, T2 i T3 són isomorfs, però no així en la genera-
lització per k > 1).
Per n + 1, suposant que es compleix per n, si existeix un arbre T tal
que F (T ) < F (T bn+1) i T diferent a T cn+1 aleshores sigui x, y, z, w fulles que
pertanyen a A,B,C,D respectivament (si alguna component no té fulles,
aleshores és perquè hi ha un camí molt llarg, contradicció amb minimitzar
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F (T )), T−{x, y, z, w} pot ser un graf estrella centrat en c, contradicció, ja que
aleshores T o bé correspon Tck o bé a T hi ha un node a distància almenys dos
de c, per tant F (T ) = 10k2+(1+4k)+2(1+6k+2)+(1+2+3(k−1+k+1)) =
10k2 + 22k + 10 ≥ F (Tbk+1) = 10(k + 1)2 + (k + 1) = 10k2 + 21k + 11. Si
T − {x, y, z, w} no és un graf estrella centrat en c, per hipòtesi d’inducció
F (Tbn) ≤ F (T − {x, y, z, w}) i F (T ) = F (T − {x, y, z, w}) + (1 + 4k) + (1 +
6k + 2) + (1 + 6k + 2) + (1 + 4k + 2), contradicció.
Teorema 6.12. LSCEB és NP-complet.
Demostració. Per demostrar que LSCEB és NP-difícil farem una reducció des
de RESTRICTED EXACT 3− COVER. Donada una instància 〈T, S〉 de RX3C
la reduïm a una instància 〈M,K〉 que es definim donant el graf GM . En la
figura 6.2 podem veure la forma que té GM , degut als nombrosos nodes hem
hagut de realitzar una representació especial: els “nodes” verds representen
conjunt de nodes, els “nodes” vermells subconjunts de conjunts de nodes, i els
blaus representen nodes sols, finalment una aresta entre dos “nodes” X e Y
representa U(X, Y ). El conjunt de jugadors és V (M) = S ∪T ∪R∪Q∪{%}.
Els conjunts R, Q i Qi són “superconjunts”, mentre que Rσ i Qiτ són “sub-
conjunts” definits tots a partir dels conjunts Ri i Qij.
A partir d’un possible recobriment S ′ ⊆ S de 〈T, S〉 podem construir el
graf associat G(S ′) on V (G(S ′)) = V (GM) i
E(G(S ′)) = {(%, σ) : σ∈S} ∪ {(σ, τ) : σ∈S ′, τ ∈σ} ∪
{(%, r) : r∈R} ∪ {(%, q) : q ∈ Q1} ∪
{(φ1i1, φ(i+1)jk : 1 ≤ i ≤ 4, 1 ≤ j ≤ 4, 1 ≤ k ≤ qi+1}
Si S ′ és un recobriment exacte de 〈T, S〉, aleshores G(S ′) és un arbre d’expan-
sió de GM , i per tant un equilibri pairwise Nash: com S ′ és un recobriment
exacte, tots els elements de T estan connectats a un i només un σ∈S i hi ha
una única component connexa acíclica. Definirem K de manera que si S ′ és
una solució aleshores SC(G(S ′)) = K.
Sigui S ′ un recobriment, denotarem per CXY a FXY (G(S ′);GM). Noteu
que la definició que fem aquí de CXY no és exactament el mateix que teníem
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R = R1 ∪R2 ∪R3 ∪R4 ∪ {%}
Q = Q1 ∪Q2 ∪Q3 ∪Q4 ∪Q5
Q1 = Q11 ∪Q12 ∪Q13 ∪Q14
Q2 = Q21 ∪Q22 ∪Q23 ∪Q24
Q3 = Q31 ∪Q32 ∪Q33 ∪Q34
Q4 = Q41 ∪Q42 ∪Q43 ∪Q44
Q5 = Q51 ∪Q52 ∪Q53 ∪Q54
Ri = {ρij : 1 ≤ j ≤ r}
1 ≤ i ≤ 4
Qij = {φijk : 1 ≤ k ≤ qi}
1 ≤ i ≤ 5, 1 ≤ j ≤ 4
Rσ = {ρ1i : 1 ≤ i ≤ r′}
Q2τ= {φ21i : 1 ≤ i ≤ q′}
Q3τ= {φ31i : 1 ≤ i ≤ q′}
Q4τ= {φ41i : 1 ≤ i ≤ q′}
Q5τ= {φ51i : 1 ≤ i ≤ q′}
R1
Rσ
R2
R3
R4
%
Q11
φ111
Q12
φ121
Q13
φ131
Q14
φ141
Q24
Q23 Q22
Q21
Q2τ
Q34
Q33 Q32
Q31
Q3τ
Q44
Q43 Q42
Q41
Q4τ
Q54
Q53 Q52
Q51
Q5τ
σ1
σs
τ11
τ12
τ13
τs1
τs2
τs3
Figura 6.2: Reducció de RX3C a LSCEB
en la demostració anterior; en aquesta demostració CXY només calcula el
sumatori de distàncies dels camins d’encaminament del tràfic entre X i Y
(definir per M). Els valors són el següents:
CRR = 10r
2 CRQ = 4q1
CQQ =
∑5
i=1
CQ1Qi + CQiQi CQ1Q1 = 10q
2
1 − 4q1
CQ2Q2 = 10q
2
2 − 4q2 CQ3Q3 = 10q23 − 4q3
CQ4Q4 = 10q
2
4 − 4q4 CQ5Q5 = 10q25 − 4q5
CQ1Q2 = 4q2 CQ1Q3 = 4q3
CQ1Q4 = 4q4 CQ1Q5 = 4q5
CRS = s(1 + 2r
′) CQT = 48tq′
CST = 9s− 6t = 3t+ 3(3s− 3t) CTT = 12s− 6t
Per acabar la reducció, definim la mida dels diferents conjunts i K, a partir
dels valors de CXY de manera que només els arbres B = G(S ′) per un
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recobriment exacte S ′ compleixin SC(B) ≤ C:
K = 2C + 2(|V (GM)| − 1) C = CRR + r
r = CQQ + CRQ + q5 q1 = CQ1Q2 + CQ2Q2 + q2
q2 = CQ1Q3 + CQ3Q3 + q3 q3 = CQ1Q4 + CQ4Q4 + q4
q4 = CQ1Q5 + CQ5Q5 + q5 q5 = CRS + CST + CQT + CTT
r′ = CST + CQT + CTT q′ = CST + CTT
Com K defineix el cost social necessitem multiplicar per 2 a C, ja que C és
el sumatori de les distàncies: un paquet en el joc definit (matriu binària i
ci = 1 per tot i) que recorre una distància d genera un cost d’encaminament
de 2d. A més cal sumar a K el cost de manteniment.
Ara només queda demostrar que la reducció és correcte 〈T, S〉∈RX3C ⇐⇒
〈V, TE,CE〉∈LSCEB:
Si 〈T, S〉 ∈ RX3C aleshores existeix un subconjunt S ′ ⊆ S que és un
recobriment exacte de T , l’arbre G(S ′) és un equilibri pairwise Nash tal que
SC(G(S ′)) = K (per definició de K i dels CXY ).
Sigui G = (V,E ′) una topologia equilibri pairwise Nash tal que SC(G) ≤
K. Aleshores G és connex, acíclic: el cost corresponent al manteniment
d’enllaços és 2(|V (G)| − 1) i F (G;GM) ≤ C. A més en G es compleix el
següent:
(i) R és una estrella centrada en %, FRR = 10r2, altrament (pel lema 6.11)
FRR(G) + FTT (G) ≥ 10r2 + r + 1 > C (ja que r > 4 i t ≥ 3).
(ii) Q1∪{%} és una estrella centrada en %, altrament FQ1Q1(G)+FRQ(G)+
FTT (G) ≥ 10q21 + q1 + 1 = CQ1Q1 + CRQ + q1 + 1 > C.
(iii) Q2 és una estrella centrada en φ111, altrament FQ2Q2(G) + FQ1Q2(G) +
FTT (G) ≥ 10q22 + q2 + 1 = CQ2Q2 + CQ1Q2 + 2q1 + 1 > C.
(iv) Per Q3, Q4, Q5 procedim de manera anàloga, de manera que FRQ(G) =
CRQ i FQQ(G) = CQQ.
(v) Per tot σ ∈ S, (%, σ) ∈ E ′, FRS(G) = CRS, altrament com G és un
arbre existeix una partició {X, Y, Z} de S tal que σ∈X=⇒(%, σ)∈E,
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σ∈Y =⇒∃ρ∈Rσ(ρ, σ)∈E, els σ∈Z no són adjacents ni a % ni a cap
vèrtex de Rσ i |Y | + |Z| > 0. FRS(G) ≥ |X|(1 + 2r′) + |Y |(1 + 2 +
3(r′− 1)) + |Z|(2 + 3r′) ≥ (s− 1)(1 + 2r′) + 1 + 2 + 3(r′− 1), així doncs
FRR(G)+FRQ(G)+FQQ(G)+FRS(G) ≥ CRR+CRQ+CQQ+s+2sr′+
r′ − 1 = CRR +CRQ +CQQ +CRS + r′ − 1 = C − 1 i com FTT (G) > 2,
F (G) > C.
(vi) Per tot τ ∈T,∃σ∈S, (τ, σ)∈E ′, FQT (G) = CQT , altrament com G és
un arbre existeix una partició {X, Y, Z} de T tal que τ ∈X =⇒∃σ ∈
S(σ, τ)∈E, τ ∈Y =⇒∃τ ′∈T (τ, τ ′)∈E, els σ ∈ Z no són adjacents a cap
σ∈S ni cap τ ′∈T i per tant són adjacents a algun φ∈Qiτ (no poden
ser adjacents a cap altre node ja que G és un equilibri pairwise Nash) i
|Y |+ |Z| > 0. FQT (G) ≥ |X|16q′+ |Y |20q′+ |Z|(1 + 3(q′− 1) + 15q′) ≥
|X|16q′ + |Y |20q′ + |Z|17q′ ≥ (3t− 1)16q′ + 17q′ (ja que q′ > 2). Així
doncs FRR(G) + FRQ(G) + FQQ(G) + FRS(G) + FQT ≥ CRR + CRQ +
CQQ+CRS+(3t−1)16q′+17q′ = CRR+CRQ+CQQ+CRS+CTT +q′ = C
i com FTT (G) > 1, F (G) > C.
(vii) G és un arbre d’expansió de GM tal que F (G)−FTT (G) = C−CTT . Per
a que FTT (G) ≤ CTT , hem de veure que sigui s0, s1, s2, s3 el número de
σs amb 1, 2, 3, 4 graus respectivament, només si s0 = s− t, s1 = 0, s2 =
0, s3 = t tenim que FTT (G) ≤ CTT . FTT (G) = 6s3 +10s2 +12s1 +12s0,
amb les següents restriccions 3s3 + 2s2 + s1 = 3t, s0 + s1 + s2 + s3 = s
(està demostrat en el teorema 6.8).
Així si G és un equilibri pairwise Nash i SC(G) ≤ K aleshores els σ ∈ V tal
que δ(σ;G) = 4 formen un recobriment exacte de T .
6.2.3 Càlcul d’un òptim social
Fins ara hem vist que buscar els equilibris pairwise Nash amb un cost social
menor que un nombre donat és una tasca computacionalment intractable.
Què passa si només busquem els òptims sense preocupar-nos de si són equi-
libris o no? Com hem vist en el capítol 5 els òptims acostumen a tenir
topologies simples; l’estrella sempre aproxima l’òptim en un factor de 2 in-
dependentment de la matriu de pagament T i dels costos d’encaminament
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dels nodes (veure lema ??); un algorisme que realitzi la cerca de l’òptim no
s’ha de preocupar pel concepte de equilibri pairwise Nash ni de la relació de
Participants entre jugadors.
Sembla que hi ha importants diferències entre buscar l’òptim i buscar
aquelles topologies equilibri pairwise Nash amb mínim cost social, així doncs
és natural preguntar-se si existeix algun algorisme eficient per tal de cercar
les topologies òptimes. En aquesta secció demostrem que el problema de
cercar òptims és NP-difícil. Al problema l’anomenem LOWER SC (LSC).
Definició 6.13 (LSC). Donada una tupla 〈M,pi, (ci)i∈N , C〉; on M és una
matriu de tràfic, pi el cost de manteniment, (ci)i∈N els costos d’encaminament
per a cada node i C un nombre; decidir si existeix un graf G tal que SC(G) ≤
C.
Teorema 6.14. LSC és NP-complet.
Demostració. Donada una instància 〈T, S〉 de RX3C la transformem en una
instància 〈M,pi, (ci)i∈V (GM ), C〉 de LSC com segueix:
GM σ1 σs
τ11 τ12 τ13 τs1 τs2 τs3
k′ k′ k′ k′ k′ k′
k
k′′ k′′
k′′
k′′ k′′
k′′
ci = 1 ∀i∈V (GM )
V (GM ) = S ∪ T
E(GM ) = {(σ, σ′, k) : σ, σ′∈S, σ 6= σ′}
∪ {(σ, τ, k′) : σ∈S, τ ∈σ}
∪ {(τ, τ ′, k′′) : σ∈S, τ < τ ′∈σ}
Figura 6.3: Reducció de RX3C a LSC
A partir d’un possible recobriment S ′ ⊆ S de 〈T, S〉 podem construir el
graf associat G(S ′) on V (G(S ′)) = V (GM) i
E(G(S ′)) = {(σ, σ′) : σ, σ′∈S, σ 6= σ′} ∪ {(σ, τ) : σ∈S ′, τσ}
En aquesta transformació jugarem tant amb els pesos del tràfic k, k′, k′′ com
amb el valor de pi ja que no estem restringit a topologies equilibri pairwise
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Nash, i per tant grafs acíclics. Definirem C de manera que si S ′ és un
recobriment exacte de T aleshores SC(G(S ′)) = C.
Si k > pi en la topologia òptima G, el graf induït per S, G[S], és un graf
s-complet: si existeix un parell σ, σ′ ∈ S amb dist(σ, σ′;G) > 1, aleshores
el graf G′ = G + σσ′ té cost social menor, SC(G′) < SC(G). Assignarem
a k serà un valor suficientment gran per tal de que per qualsevol graf G si
G[S] 6= Ks aleshores SC(G) > C.
En G(S ′) tenim que per σ∈S ′ el tràfic entre σ i els seus elements τ estan
a distància 1, pels σ /∈ S ′ estan a distància 2. Si pi > k′, aleshores en la
topologia eficient els diferents τ ∈T estaran connectats només a un σ: com
G[S] = Ks, els τ estan a distància 2 de tots els σ, i no és òptim afegir cap
altra aresta (ja que pi > k′). Assignarem a k′ un valor suficientment gran per
tal de que si (τ, σ)∈G on τ /∈σ aleshores SC(G) > C.
Finalment amb el tràfic entre τ, τ ′∈σ exigirem que els SC(G) ≤ C defi-
neixin un recobriment de la mateixa manera que ho hem fet en els teoremes
anteriors: tindrem t σ amb grau 4 i s − t amb grau 1. En G(S ′) tenim que
per σ∈S ′ el tràfic entre els τ ∈σ recorren un camí de distància 2, en el cas
σ /∈S ′ recorren un camí de distància 3.
Denotem per CXY al sumatori dels costos d’encaminament del total de
tràfic del conjunt X al Y en un arbre solució G(S ′):
CSS = k(s
2 − s) CST = 6k′(2s− t) CTT = 6k′′(3s− t)
I donem els valors apropiats per tal que el recíproc es compleixi, tot
SC(G) ≤ C indueix un recobriment solució de T :
k = CST + CTT + pi(6t+ s
2) k′ = CTT
k′′ = 1 pi = CST + CTT
C = CSS + CST + CTT + pi(6t+ s
2 − s)
Procedim a demostrar 〈T, S〉∈RX3C ⇐⇒ 〈M,pi, (ci)i∈V (GM ), C〉∈LSC.
Si 〈T, S〉∈RX3C aleshores G(S ′) és un graf tal que SC(G) ≤ C.
Si 〈M,pi, (ci)i∈V (GM ), C〉∈LSC existeix un graf G tal que SC(G) ≤ C. G
ha de ser connex, i ha de complir:
(i) ∀σσ′ ∈ S (σ, σ′) ∈ E, i per tant el tràfic entre S i S provoca un cost
CST . Altrament, considerem el cost generat pel tràfic de S a S, si el
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graf induït G[S] no és el graf s-complet, podem afegir una aresta entre
dos σ, σ′ /∈E tenint un decrement estricte de cost més gran o igual a
k − pi. Per tant els grafs G′ que minimitzen el tràfic de S a S tenen
G′[S] = ks, i el cost del tràfic de S a S és k(s2 − s) = CSS. Així
doncs si G[S] no és el graf Ks tenim que SC(G) > k(s2− s) + k− pi =
CSS + CST + CTT + pi(6t+ s
2 − 1) ≥ C.
(ii) |E(G)| = (s2−s)
2
+ 3t. Altrament o G no seria connex o tindríem que
SC(G) > CSS+pi(6t+s
2−s)+pi = CSS+pi(6t+s2−s)+CST+CTT = C.
(iii) ∀τ ∈ T ∃σ ∈ S, τ ∈ σ ∧ (σ, τ) ∈ E. Altrament existeix una partició
{X, Y, Z} de T , on τ ∈X ⇐⇒ ∃σ ∈ S, τ ∈ σ ∧ (σ, τ) ∈ E, τ ∈ Y ⇐⇒
∃σ ∈ S, τ /∈ σ ∧ (σ, τ) ∈ E, τ ∈ Z ⇐⇒ ∀σ ∈ S, (σ, τ) /∈ E, tal que
|Y | + |Z| > 0 (noteu que els τ ∈Z estan connectats a un altre τ ′∈T ).
Aleshores SC(G) > CSS+pi(6t+s2−s)+4k′(3s)−|X+Z|2k′+|Z|2k′ ≥
CSS + pi(6t+ s
2 − s) + CST + 2k′ > C.
(iv) ∀(σ, τ) ∈ E, δ(σ;G) = 4. Ara mateix tenim que SC(G) − CTT (G) =
C−CTT (on CTT (G) és el cost generat pel tràfic entre T i T ). Per a que
CTT (G) ≤ CTT , sigui si el nombre de σ∈S amb grau i, tenim CTT (G) =
2(6s4 + 8s3 + 9s2 + 9s1) amb 3s4 + 2s3 + s2 = 3t i s1 + s2 + s3 + s4 = s.
Si manipulem les expressions:
s4 = t− 2s3 + s2
3
s1 = s− t+ 2s3 + s2
3
− s3 − s2
CTT (G) = 2((6t− 4s3 − 2s2) + 8s3 + 9s2 + (9s− 9t+ 6s3 + 3s2 − 9s3 − 9s2))
CTT (G) = 2(9s− 3t+ s2 + s3) CTT (G) = 2(3(3s− t) + s2 + s1)
Quan s3 = s2 = 0 aleshores s4 = t i s0 = s i es compleix CTT (G) = CTT .
Quan s4 < t aleshores s3 + s2 > 0 i per tant CTT (G) > CTT .
Fixar paràmetres pi, (ci)i∈V (GM ) i exigirM binària pot fer que el problema
deixi de ser NP-difícil, al contrari del que succeeix en el càlcul dels equilibris
pairwise Nash (on exigint pi, ci > 0 ja fa el problema intractable).
Per exemple, si fixem els valors c ≥ pi i tenim matrius binàries amb pes
1, aleshores GM sempre és un òptim.
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6.2.4 Càlcul d’una topologia equilibri pairwise Nash ine-
ficient
En aquesta secció analitzarem el problema anàleg a LSCE, volem saber si
calcula una topologia equilibri ineficient des del punt de vista social és com-
putacionalment difícil o no. Com hem vist en el capítol 5 les topologies
equilibri pairwise Nash amb major preu acostumen a ser camins ja que d’a-
questa manera es maximitza la distància entre participants. Una altra raó
per pensar que pot ser que la complexitat de cercar el pitjor equilibri si-
gui menor que el de cercar el millor equilibri és perquè hi ha problemes en
que calcular solucions òptimes és computacionalment intractable intractable,
mentre que cercar les solucions no tan òptimes és un problema tractable. Al
problema l’anomenem UPPER SC EQUILIBRIUM (USCE).
Definició 6.15 (USCE). Donada una tupla 〈M,pi, (ci)i∈V (GM ), C〉; on M és
una matriu de tràfic, pi el cost de manteniment, (ci)i∈N els costos d’encami-
nament per a cada node i C un nombre; decidir si existeix una topologia G
equilibri pairwise Nash tal que SC(G) ≥ C.
Teorema 6.16. USCE és NP-complet.
Demostració. Fem una reducció des de X3C(o RX3C, ens és indiferent en
aquest cas), assumint que s, t > 1, donada una instància 〈T, S〉 de X3C la
transformen en una instància 〈M,pi, (ci)i∈V (GM ), C〉 de USCE:
GM
r
σ1 σs
τ11 τ12 τ13 τs1 τs2 τs3
kRS kRS
kST kST
kSS
kRT kRT
V (GM ) = S ∪ T ∪ {r}
E(GM ) = {(r, σ, kSR) : σ∈S}
∪ {(r, τ, kRT ) : τ ∈T}
∪ {(σ, σ, kSS) : σ, σ′∈S, σ 6= σ′}
∪ {(σ, τ, kST ) : σ∈S, τ ∈σ}
Figura 6.4: Reducció de RX3C a USCE
A partir d’un possible recobriment S ′ ⊆ S de 〈T, S〉 podem construir el
graf associat G(S ′) on V (G(S ′)) = V (GM) i
E(G(S ′)) = {(r, σ) : σ /∈S ′}∪{(r, τ1), (τ1, τ2), (τ2, τ3), (τ3, σ) : σ∈S ′, σ = {τ1, τ2, τ3}}
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Definim C com ja hem vingut fent de manera que si S ′ és un recobriment
exacte de T aleshores SC(G(S ′)) ≥ C
CRS = kRS(s(cR + cS) + 6t cT ) CRT = kRT t(3cR + 9cT )
CSS = kSS(
s2 − s
2
(2cS + 2cR) + 6t(s− 1)cT ) CST = 0
C = CRS + CRT + CSS + CST + Cpi Cpi = 2pi(|V (GM)| − 1)
En aquest cas CST només una fita inferior del cost d’encaminar el tràfic del
conjunt T a S. Per a que el recíproc sigui cert escollim els costos adequada-
ment, (on per tot node i, ci = cX ⇐⇒ i∈X):
kRS = s kRT = 1
kSS = 2(kRSs+ kRT t+ kST3s) kST =
1
s(2cR + cS + cT + 10ct)
cR = kSS(s cS + t cT ) cS = 1
cT = 1 pi = 1
Ara cal demostrar 〈Sf , Tf〉∈X3C ⇐⇒ 〈M,pi, (ci)i∈V (GM ), C〉∈USCE.
Si 〈S, T 〉 ∈ X3C aleshores existeix un recobriment exacte S ′ ⊆ S de
T . G(S ′) és un equilibri pairwise Nash ja que és un arbre, tots els juga-
dors estan connectats i per cada aresta uv sigui G′ = G − uv aleshores
u∈Participants(Cv)∧v∈Participants(Cu): en les arestes (r, τ) es compleix
τ ∈Participants(r); en les arestes (τi, τi+1) el jugador τi vol enviar tràfic al
σ tal que τi ∈σ i σ∈S ′ mitjançant l’aresta amb τi+1 i τi+1 es vol connectar
amb r mitjançant l’aresta amb τi; finalment els (τ, σ) tornem a tenir que
τ ∈Participants(σ). Per la definició dels costos, SC(G(S ′)) ≥ C.
Si 〈M,pi, (ci)i∈V (GM ), C〉∈USCE, aleshores existeix una topologia G equi-
libri pairwise Nash tal que SC(G) ≥ C. G és arbre, i:
(i) Per tot σ ∈ S sigui P (r, σ;G) = 〈r, . . . , σ〉 el camí més curt de r a
σ en G (com G és un arbre connex hi ha un i només un), aleshores
σ′ ∈ P (r, σ;G) =⇒ σ = σ′. Altrament, sabem que per tot graf G′
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equilibri pairwise Nash el seu cost està acotat per:
SC(G′) < 2
∑
i∈V (G)
ci
∑
i,j∈V (G)
mij + Cpi = C
M =
= 2(cR + s cS + t cT )(kSS
s2 − s
2
+ kRSs+ kRT t+ kST3s) + Cpi
Si existeix un parell σ, σ′ tal que σ 6= σ′ i σ′ ∈ P (r, σ;G) aleshores el
cost de G estarà agitat per CM − 2cRkSS, i per tant SC(G) < C:
SC(G) ≤ CM − 2cRkSS ≤ 2(cR + cR
kSS
)(
kSS(s
2 − s)
2
+
kSS
2
)− 2cRkSS + Cpi
≤ cRkSS(s2 − s) + Cpi < CSS + Cpi < C
(ii) Per tot σ ∈ S sigui Tσ l’arbre on es troba σ en G − r, aleshores Tσ ⊆
{σ, τ1, τ2, τ3} on σ = {τ1, τ2, τ3}. AltramentG no seria equilibri pairwise
Nash.
El punt (i) implica que σ′∈Tσ⇐⇒σ = σ′, de manera que Tσ ⊆ T ∪{σ}.
Si en Tσ hi ha un node τ /∈ σ que en G és una fulla aleshores l’aresta
(τ, w) ∈ G no compleix les condicions necessàries per a que G sigui
un equilibri pairwise Nash; ja que w ∈ {σ} ∪ T \ {τ} i per tant τ /∈
Participants(w).
Si en Tσ no hi ha cap node τ /∈ σ que és una fulla aleshores existeix
τ /∈σ tal que τ ∈Tσ i δ(τ ;G) = 2. Tota aresta (τ, u) que no pertanyi a
P (τ, r;G) no compleix les condicions necessàries per a que G sigui una
topologia equilibri pairwise Nash perquè Participants(τ) = {r}∪ {σ′ :
σ′∈S, τ ∈σ}.
(iii) Per tot σ∈S, Tσ és un camí i σ és una fulla en G. Altrament el cost de
G és menor que C. Definim el nombre de τ que no estan en un camí
entre un σ i r (si tot Tσ és un camí amb σ una fulla, aleshores o = 0):
o = |{τ : τ ∈σ, τ /∈P (r, σ;G)}|
Sigui CMST = kST s(2cR + cS + cT + 10ct) = 1 una fita superior del cost
d’encaminar el tràfic de S a T en G, el cost de G està acotat per:
SC(G) < kSS(s
2 − s)(cS + cR) + kSS2o(s− 1)cT + kRSs(cR + cS)+
+ kRS2ocT + kRT3t(cR + 5cT ) + C
M
ST + Cpi
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De manera que si o > 1 aleshores SC(G) < C:
SC(G) ≤ CRS + CSS + CRT + kRT6cT − 2o cT (kSS(s− 1) + kRS) + CMST + Cpi
≤ CRS + CSS + CRT − 2o cT (kSS(s− 1) + kRS) + 6cT + 1 + Cpi < C
(iv) Sigui si = |{σ : σ ∈S, |Tσ| = i}|, aleshores en G, s4 = t i s1 = s − t.
Altrament s2 + s3 > 0 amb s1 + s2 + s3 + s4 = s i s2 + 2s3 + 3s4 = 3t.
SC(G) ≤ CRS + CSS + kRT3tcR + kRT cT (s2 + 4s3 + 9s4) + CMST + Cpi
< CRS + CSS + kRT3tcR + kRT9cT + Cpi = C
Per tant si SC(G) ≥ C el conjunt S ′ = {σ : |Tσ| = 4} defineix un
recobriment exacte de T .
Per valorar els resultats presentat en aquesta secció farem un breu co-
mentari sobre les demostracions fetes.
Les estratègies utilitzades en les demostracions d’aquests quatre proble-
mes d’optimització, tot i que comparteixen alguns aspectes, per exemple,
hem usat sempre el mateix problema origen per fer la reducció, les transfor-
macions d’instàncies de cada problema és totalment diferent. Això és pot
veure en el fet que en les demostracions de LSCE i LSC hem jugat activament
amb els pesos, en LSCEB, com només considerem matrius de tràfic binàries,
hem hagut d’emprar un mecanisme per tal de simular els pesos. En el USCE
hem fet ús, tant del pes del tràfic com del cost d’encaminament dels dife-
rents nodes. Tot i que els quatre problemes es poden considerar semblants,
cada un precisa un enfoc diferent a l’hora de demostrar la pertanyença als
problemes NP-complets.
La idea comú en totes les demostracions, més enllà de donar una trans-
formació entre instàncies de RX3C al problema considerat, és associar a cada
possible instància del problema RX3C una certa topologia, de manera que si
aquella instància pertany al llenguatge RX3C la topologia associada té cost
social adequat. A més, i aquesta és la part més difícil d’aconseguir, obliguem
a que les topologies amb un cost social adequat tinguin associades una ins-
tància pertanyi a RX3C. A continuació comentem les principals dificultats
en que ens hem trobat en cada una de les demostracions:
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Podem dir que el LSCE és la reducció més fàcil de les quatre. Les possibles
solucions són les topologies equilibri pairwise Nash. Forçar a que només els
arbres amb arrel r i alçada dos (que són les topologies que tenen associades
una instància de RX3C) tinguin un cost social menor que una certa constant
no és difícil ja que podem jugar amb els pesos del tràfic, i només hem de
considerar els abres equilibri pairwise Nash.
En LSCEB hem adaptat l’esquema del LSCE, però al no poder fer ús dels
pessos hem necessitat introduir molts nous nodes auxiliars, i així simular els
pesos del tràfic entre els nodes principals, que ja apareixen en la demostració
de LSCE: σ, τ i r.
En la reducció cap LSC el principal problema és que qualsevol topologia
és possible solució, i no només les topologies equilibri pairwise Nash. Per
tant a l’hora de jugar amb el tràfic hem d’anar en compte amb el preu del
manteniment, ja que els grafs amb cícles poden ser solució. Tampoc podem
alegrament assignar a pi un valor molt gran i utilitzar la mateixa idea que en
LSCE, tot i que així s’obliga a que els òptims socials siguin grafs acíclics, les
topologies com l’estrella normalment tenen un cost social més petit envers
topologies amb diàmetre més gran. Jugant de manera adequada amb els
pesos i el cost de manteniment aconseguim que en la reducció de LSC els
grafs solució tenen diàmetre 2 i són grafs cíclics.
La reducció de USCE potser és la menys intuitiva. Sol ser més fàcil pensar
en les xarxes amb mínim cost social que amb les xarxes amb màxim cost: en
totes les demostracions anteriores les topologies que minimitzaven els costos
socials eren arbres d’expansió de GT . En canvi les topologies que maximitzen
els costos socials no acostumen a ser arbres d’expansió, per tant és més difícil
intentar fixar una certa estructura que hagin de complir totes les topologies
amb cost social adequat. La solució adaptada per forçar una certa topologia
és assignar un cost d’encaminament al node central r, de manera que les
topologies molt dolentes en r hi hagi una reunió de camins.
6.2.5 Arbres d’expansió
Acabem el capítol comentant la complexitat d’un problema relacionat amb el
nostre model. En la demostració del teorema 6.12 (i també en 6.8) les topo-
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logies equilibri pairwise Nash que minimitzen les distàncies són arbres d’ex-
pansió: tot arbre T que no sigui un arbre d’expansió de GM té F (T ;GM) > C
i per tant SC(T ) > K. Podem aprofitar aquesta propietat de la nostra de-
mostració per demostrar que donat 〈M,K〉 decidir si existeix un arbre T
d’expansió de GM amb, pi = 1 i ci = 1, SC(T ) ≤ K és NP-complet.
Aquest problema de cercar arbres d’expansió amb un cert cost social
admet una definició més simple i general, sense la necessitat de parlar del
nostre model de joc. Definim GRAPH APPROXIMATING SPANNING TREES
(GAST):
Definició 6.17 (GAST). Donada una tupla 〈G,C〉; on G és un graf i C un
nombre; decidir si existeix un arbre d’expansió T de G tal que F (T ;G) ≤ C.
Corol·lari 6.18. GAST és NP-complet.
Demostració. Donada una instància de 〈S, T 〉 de RX3C la transformen en
una instància 〈M,K〉 de LSCEB. Aleshores sigui GM el graf definit per la
matriu binàriaM i C = K−2(|V (GM )|−1)
2
, aleshores 〈GM , C〉 ∈ GAST si i només
si 〈S, T 〉 ∈ RX3C.
Per l’observació feta, en el joc definit pel tràficM , si existeix una topologia
G equilibri pairwise Nash tal que SC(G) ≤ K, aleshores G és un arbre
d’expansió de GM i F (G) ≤ K−2(|V (GM )|−1)2 .
El recíproc també és cert, si existeix un arbre T d’expansió de GM tal
que F (T ) ≤ K−2(|V (GM )|−1)
2
, T és un equilibri pairwise Nash en el joc definit
pel tràfic M i SC(T ) ≤ K.
La pertinença de GAST a la classe dels NP-complets ja havia estat de-
mostrada en l’article Baumgart and Täubig [2008]. Quan vam demostrar
els resultats de complexitat encara no havíem trobat aquest article, ja que
només ha estat publicat com a report tècnic de la universitat TU München.
S’ha de tenir en compte que no hem utilitzat una reducció de LSCEB a
GAST, sinó que hem necessitat utilitzar la construcció de la transformació
d’instàncies de RX3C a LSCEB. Això és perquè en el nostre joc les configu-
racions equilibri pairwise Nash amb menor cost social poden no ser arbres
d’expansió, un exemple l’hem vist en el cas que la matriu de tràfic T defineix
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un graf GT bipartit (secció 5.4). Per aquesta mateixa raó donar una trans-
formació de GAST a LSCEB, la direcció contraria, tampoc ho és pas: per
donar una reducció de GAST a LSCEB és necessari algun tipus de mecanisme
que obligui a que només els arbres d’expansió siguin els arbres òptims que
aproximen les distàncies de T .
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Capítol 7
Conclusions
En aquest últim capítol presentem les conclusions del projecte. Primer de
tot repassem els resultats obtinguts i les principals aportacions del projecte.
Tot enllaçant amb els resultats, comentem algunes possibles direccions que
es poden prendre per tal de seguir aprofundint l’estudi realitzat en el pro-
jecte. En la tercera secció descrivim el treball realitzat al llarg del temps.
Després presentem una anàlisi econòmica del projecte. Acabem amb unes
breus reflexions valorant des d’un punt de vista personal el què ha significat
per a mi el projecte.
7.1 Resultats
En aquesta secció repassem els resultats obtinguts al llarg del projecte. Com
el nostre model proposat és una extensió d’un model de joc ja estudiat,
compararem els nostres resultats amb els resultats ja existents del model
original.
L’aportació del nostre projecte és l’estudi d’un nou model de joc de for-
mació de xarxa. Aquest model presenta un alt grau d’heterogeneïtat en
comparació amb el model original, on, des d’un punt de vista d’enviar i rebre
tràfic, tots els jugadors es comportaven de la mateix manera. Considerar pa-
trons de tràfic heterogenis ens permet donar un model que s’adapta a moltes
més situacions reals que el model original, això comporta un increment de
dificultat a l’hora d’estudiar el model.
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Un cop definit formalment el nou model de joc, el primer pas ha estat
estudiar-lo des d’un punt de vista estàtic. Per acomplir aquesta tasca hem
utilitzat el concepte d’equilibri pairwise Nash com a concepte d’estabilitat i
hem estès la definició de vector d’estratègia equilibri pairwise Nash a configu-
ració equilibri pairwise Nash i topologia equilibri pairwise Nash. D’aquesta
manera hem pogut estudiar el joc des d’un punt de vista global, podent abs-
treure’ns de les funcions de contracte, que només tenen una incidència molt
limitada envers les configuracions estables. Hem aconseguit donar una ca-
racterització completa de les topologies estables, mitjançant tres condicions,
necessàries i suficients. Les topologies estables són aquelles que corresponen
a grafs acíclics, on tots els jugadors estan connectats a tots els seus parti-
cipants, i on cada aresta de la topologia és utilitzada pels dos jugadors que
la mantenen per tal d’enviar o rebre tràfic als seus participants. En concret
això implica que tot arbre d’expansió del graf definit per la matriu de tràfic
(GT ) és una topologia estable, però no tota topologia estable és un arbre
d’expansió.
Si comparem els nostres resultats del joc estàtic amb els del model original
veiem com en el nostre joc el conjunt de topologies estables és més complex
que en el model original. En el model original, al considerar tràfic all-to-all,
tots els arbres són equilibri pairwise Nash. Aquest resultat, com no podia ser
d’altra manera, és consistent amb els nostres: si tenim una matriu de trafic
que defineix un graf GT complet, aleshores tot arbre és un arbre d’expansió
de GT , i per tant, tot arbre es equilibri pairwise Nash.
El segon pas ha estat considerar el comportament dinàmic del joc, on, al
contrari que en el joc estàtic, deixem que els jugadors interaccionin entre ells
al llarg del temps. Hem estudiat un dinàmic miop perquè és el que s’adapta
millor a situacions realistes: en un dinàmic miop cada jugador escull la seva
estratègia només amb el coneixement de la configuració actual i buscant
maximitzar la seva utilitat actual, per tant no fa cap tipus d’inferència sobre
el possible comportament futur dels altres jugadors. Un dinàmic miop d’un
joc de formació de xarxa aproxima el procés natural de formació de xarxes
endògenes: xarxes que es van creant a partir de les decisions dels mateixos
nodes de la xarxa, sense l’existència d’un coordinador o qualsevol mecanisme
centralitzat.
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En l’article original Arcaute et al. [2008] es defineix un dinàmic i s’iden-
tifica un seguit de funcions de contractes condueixen al dinàmic a convergir
a una topologia estable. Aquestes condicions sobre la funció de contracte
que s’exigeixen són antisimetria i monotonocitat. En el nostre model no hem
pogut estendre aquestes condicions, ja que per matrius de tràfic arbitràries
no existeixen funcions de contracte monòtones i antisimètriques (tal com està
definit en Arcaute et al. [2008]). Hem presentat un nou dinàmic miop basat
en el dinàmic de millor resposta i hem definit una nova propietat per les fun-
cions de contractes, l’afinitat, que té en compte la component heterogènia del
nostre joc com és la relació de participant. Mitjançant antisimetria i afinitat
hem caracteritzat una família, el menys restrictiva possible, de funcions de
contracte que pel nostre dinàmic miop convergeix a configuracions estables.
Per a demostrar aquesta asserció no hem pogut usar, com en el model origi-
nal, una funció potencial. Hem fet ús d’altres tècniques: a cada configuració
li hem assignat un grau, hem donat una ordre sobre el conjunt de graus i hem
demostrat que en el transcurs del procés dinàmic: 1) el grau no creix, 2) en
algun moment, si la configuració actual del dinàmic no és estable, aleshores
el grau decreixerà estrictament, 3) hi ha un grau mínim i 4) tota configuració
amb grau mínim correspon una configuració estable.
A més de les diferències ja esmentades, volem fer notar que el càlcul de la
millor resposta en el nostre model és un problema NP-complet, en contrast
amb el model original, on per matrius de tràfic all-to-all el càlcul de la millor
desviació aprofitable és polinòmic respecte el nombre de nodes. Això ha mo-
tivat que el dinàmic miop presentat en la memòria fos una versió restringida
del dinàmic millor resposta, per tal de que el càlcul que ha d’efectuar cada
node en una ronda sigui eficient.
Hem estudiat també la complexitat del dinàmic miop, considerant com a
recurs principal el nombre de rondes necessaris per a convergir. El nombre
de rondes esperat, si suposem un procés d’activació uniforme, pot ser expo-
nencialment gran respecte el nombre de jugadors. Això no és estrany, ja que
aquest anàlisi l’hem realitzat sense tenir fixat el patró de tràfic, el cost de
desconnexió i la funció de contracte.
Deixar lliures aquests tres elements comporta que pugin aparèixer situ-
acions especialment malèvoles i contraintuïtives que fan que sigui necessa-
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ri aquest nombre tant gran de rondes per assegurar la convergència. Per
exemple, sembla natural que donada una funció de contracte Q, si en du-
es topologies G,G′ diferents en una aresta uv el tràfic que s’encamina per
G i per G′ és el mateix, aleshores hom podria esperar que la transferència
associada a aquest contracte sigui la mateixa en les dos topologies, això és
Q(u, v;G) = Q(u, v;G′). (Aquesta restricció no està garantida per l’antisi-
metria i l’afinitat). Aquest fet comporta a que els canvis de la topologia no
siguin locals, sinó que poden afectar a tots els contractes, fins i tot en el cas
que l’encaminament del tràfic no variï.
En el nostre projecte com a conseqüència del resultat de la complexitat
del dinàmic hem volgut fer un estudi d’aquesta complexitat per a patrons de
tràfic concrets. Hem demostrat que per certes topologies de T , per exemple
matrius de tràfic all-to-all o matrius de tràfic arborescent, el nostre dinàmic
convergeix també en un nombre polinòmic de rondes. Una possible línia de
futur de treball pot ser identificar restriccions sobre les funcions de contracte,
costos de desconnexió i/o funcions de contracte que portin a que el dinàmic
miop convergeixi ràpidament.
El tercer gran bloc ha estat estudiar el preu dels equilibris. En el nostre
model, en general, el comportament egoista dels jugadors por afectar molt
negativament al benestar social. Hem calculat el preu de l’anarquia per
matriu de tràfic qualsevols, que és de l’ordre de O(n). Degut a l’impossibilitat
algorísmica de donar els equilibris òptims en el cas general, ja que aquest és
un problema NP-complet, hem estudiat el preu dels equilibris considerant
patrons de tràfic més restringits. El preu de l’estabilitat l’hem pogut fitar
satisfactòriament en el cas que el tràfic sigui all-to-all o arborescent. També
hem fet un estudi d’altres patrons de tràfic segons el graf generat pel tràfic,
com el graf bipartit on l’òptim és una estrella i l’equilibri òptim és un arbre
amb arrel d’alçada dos i on tots els nodes del primer nivell només tenen
un fill. Per grafs pocs densos, els arbres d’expansió tenen un preu baix. Per
grafs molt densos, però al no obtenir una bona caracterització dels equilibris, i
només aconseguir donar fites tampoc acurades, hem preferit només comentar-
les per sobre. Pel que fa al preu de l’anarquia fins i tot per les topologies
simples que hem estudiat, excepte per tràfic arborescent, seguim tenint O(n).
Per acabar hem fet un anàlisi dels diferents problemes computacionals des
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d’un punt de vista clàssic, això és, preguntar per l’existència d’un algorisme
determinista eficient que resolgui un cert problema. Molts dels problemes
interessants en el nostre model són NP-difícils, el ja esmentat millor resposta,
i la majoria de problemes d’optimització del benestar social: càlcul de l’òptim
i càlcul de la topologia equilibri pairwise Nash ineficient i eficients (fin i
tot per matrius de tràfic binàries amb costos d’encaminament homogenis).
Aquests resultats de complexitat no ens han sorprès ja que a primera vista
són problemes d’optimització sobre un espai de cerca exponencialment gran,
però que verificar la solució és factible.
En el model original totes aquestes qüestions eren bastant trivials degut
a la homogeneïtat del tràfic. Per exemple, l’equilibri òptim, quan pi > 0 és
sempre una estrella centrada en el node amb menor cost d’encaminament, i
si pi = 0 aleshores era el graf complet.
Valorant els resultats obtinguts creiem haver fet una aportació signifi-
cativa. Hem estudiat un nou model joc de formació de xarxa amb un alt
grau heterogeneïtat. Hem obtingut resultats anàlegs al del model original,
sent aquests molt més complexes pel cas general de tràfic qualsevol. Pel que
fa a la demostració dels resultats no hem pogut reutilitzar les tècniques del
model original, sinó que ha estat necessari desenvolupar-ne de noves, com en
la demostració de la convergència.
7.2 Línies de treball futures
Una modificació simple d’un model ja estudiat, ha donat per un treball molt
estès que hem recollit en aquesta memòria. Tot i així encara podríem conti-
nuar estudiant-lo, centrant-nos en aspectes més concrets que no hem pogut
abordar en el nostre projecte. A continuació descrivim una sèrie de problemes
que considerem que poden ser interessants de cara a fer un treball futur.
• Un dels objectius que ens hagués agradat assolir és que el dinàmic
no només convergís a configuracions estables, sinó que aquestes fossin
també amb un preu baix. Degut a que optimitzar el cost social és NP-
complet, i que donar una bona aproximació a molts d’aquest problemes
segueix sent intractable, sembla molt optimista pensar que existeix un
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dinàmic que convergeix ràpidament i a configuracions socialment desit-
jables. Una possible línia d’estudi pot ser considerar d’un nou dinàmic
que, per certs patrons de tràfic, convergís a un equilibri pairwise Nash
amb un cost social no molt dolent.
• Una possibilitat és realitzar un estudi molt més exhaustiu de les con-
figuracions òptimes i dels preus dels equilibris segons patrons de tràfic
particulars. Aquest estudi ens aportaria informació a l’hora d’abordar
el punt anterior.
• Una modificació al nostre model que és interessant és permetre un
cert grau de permissivitat en les desconnexions. En el nostre model
tenim com a partida que els nodes que no estan connectats a tots
els seus participants sempre tenen incentiu en connectar-se als seus
participants.
Hi ha molts tipus de situacions, en que tot i que un node vol connectar-
se a un altre conjunt de nodes, no és necessari que ho estigui en tots.
Podríem considerar altres funcions de cost de desconnexió: per exemple
una funció de cost de desconnexió on si el node rep o envia suficient
quantitat de tràfic no li afecti estar desconnectat d’algun participant
seu.
• En el nostre model els jugadors tenen incentiu de connectar-se amb
els seus participants, però intentant participar el mínim possible. Això
comporta que totes les topologies estables no continguin cicles. Una
via de treball pot ser considerar una nova mètrica per tal d’incentivar
que les topologies estables no siguin arbres, sinó tinguin que ser grafs
més dens.
Una mètrica a considerar podria ser és el retard que pateix el tràfic
a l’encaminar-se per una xarxa. D’aquesta manera els nodes tinguin
incentiu, no només en estar connectats als seus participants, sinó a
estar-ho per camins curts.
Una altra mètrica interessant seria considerar que els enllaços no són
totalment fiables, i per tant els nodes tenen incentiu de tenir varis
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camins redundants, per tal d’assegurar que si un enllaç “cau”, encara
romangui connectat als seus participants.
• Com hem vist en tot el projecte, afegir heterogeneïtat ens aporta so-
lucions més riques. En el nostre model considerem els costos de man-
teniment homogenis. Podríem considerar que el cost de manteniment
d’un enllaç ij vingués donat per un cert valor piij.
Així podríem capturar nocions naturals, per exemple en una xarxa de
comunicació, el manteniment d’un enllaç entre dos nodes propers sol ser
molt més barat que el manteniment d’un enllaç entre nodes llunyans.
• El nostre joc és un joc d’encaminament on bàsicament considera la con-
nectivitat dels jugadors. Hi ha molts altres tipus de jocs de xarxes, com
per exemple els jocs de congestió. Una possible direcció és combinar els
dos models, afegint al nostre model la noció de capacitat o congestió
que pateixen els nodes a l’hora d’encaminar tràfic.
7.3 Etapes del projecte
En aquesta secció descrivim les diferents etapes per les que ha passat el pro-
jecte. Aquest projecte no va començar amb una fulla de ruta detallada a
seguir ni una planificació acurada. A priori no podíem quantificar el temps
necessari per acomplir cada objectiu: no és possible valorar la dificultat dels
diferents punts tractats quan encara no s’han començat a estudiar-los, d’i-
gual manera com tampoc és possible saber quins aspectes de l’estudi donen
resultats interessant i cal dedicar-hi més temps. Per tant la dedicació empra-
da en cada apartat no és resultat d’una planificació inicial, sinó d’una decisió
presa segons la dificultat i rellevància dels possibles resultats.
El que sí teníem clar eren els sis grans blocs que hauríem de fer per a
completar el projecte. El primer objectiu era adquirir els coneixement bàsics
de la teoria de jocs i estudiar la bibliografia dels jocs de formació de xarxa.
Entendre el que s’havia fet fins ara era clau a l’hora de buscar una línia de
treball nova sobre el que giraria tot el projecte. L’últim objectiu del projecte
també el estava molt clar des del principi, i no és més que recopilar tot el
treball realitzat i presentar-ho de forma clara i entenedora en una memòria.
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Un cop acomplert el primer objectiu d’entendre la teoria de jocs i tenir
una visió global dels jocs de formació de xarxa, va ser quan vam estar en
condicions de definir un nou model de joc, i marcar-nos quatre punts princi-
pals a l’hora d’estudiar el nostre joc. El primer punt era l’estudi del model
des d’un punt de vista clàssic de la teoria de jocs, com és el caracteritzar les
situacions estables. El segon punt corresponia a l’estudi del joc mitjançant
un procés dinàmic. El tercer punt era fer un estudi del preu dels equilibris.
Tant realitzar un estudi d’un dinàmic com estudiar el preu dels equilibris és
quelcom habitual a l’hora d’estudiar un joc de formació de xarxa.
L’últim bloc a considerar va ser el fer un anàlisi de la complexitat com-
putacional dels diferents problemes que apareixien al llarg del projecte.
A continuació descrivim a grans trets el temps empleat en cada una de
les etapes del projecte.
Octubre (2010) Els dos primers mesos es van dedicar a aprendre els
coneixements necessaris pel projecte. Vam usar com a llibre de referència
Algorithmic Game Theory tant per l’estudia de la teoria de jocs com a in-
troducció als jocs de formació de xarxa. Després vam recollir una pregunta
oberta del article Arcaute et al. [2008] per tal de definir un nou joc de forma-
ció de xarxa, que semblava interessant, i d’aquesta manera marcar una línia
de treball pròpia.
Novembre (2010) En aquest mes vam centrar-nos en l’estudi del com-
portament del joc estàtic. Principalment això va ser caracteritzar les topolo-
gies equilibri pairwise Nash, però també donar les assumpcions sobre el cost
de desconnexió i agafar agilitat amb la relació, alguns cops un tan obscura,
entre vectors d’estratègia, configuracions i topologies.
Desembre - Gener (2011) En aquests dos mesos vam intentar estendre
el dinàmic i el cost social tal com eren definits en l’article del model origen.
Vam adonar-nos de l’impossibilitat d’estendre el dinàmic presentat en l’ar-
ticle original, el que comportava tenir que definir de cero una nou dinàmic.
A l’estendre el cost social vam veure que el càlcul de topologies equilibri
pairwise Nash òptimes definia un problema NP-difícil. Tot i la gran quan-
titat de treballs sobre problemes de grafs, a l’hora de buscar la bibliografia
de problemes NP-complets no hem trobat cap problema que es pugui reduir
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de manera trivial a cap dels nostres. Aquest fet va fer que ens centréssim en
donar una demostració de que el càlcul dels equilibris òptims (LSCE), així
com la versió amb tràfic binaris (LSCEB), són problemes NP-complets.
Març - Maig (2011) En aquests tres mesos ens vam dedicar a treba-
llar amb el dinàmic. Vam estendre el dinàmic millor resposta, identificar
l’estructura de les funcions de contracte que permeten convergir a configu-
racions estables, aquestes són l’antisimetria i l’afinitat. Vam fer l’estudi del
dinàmic considerant patrons de tràfic particulars.
Juny (2011) En aquest mes vam fer una recapitulació del treball fet fins
aleshores, polint alguns aspectes que s’havien anat deixat.
Setembre - Octubre (2011): Al tornar de vacances i rellegir el que
teníem fins aleshores, vam adonar-nos que el càlcul de cada ronda del di-
nàmic tal com l’havíem definit (permetíem qualsevol tipus de desviacions
unilaterals) era un problema NP-complet. Vam haver de que modificar les
desviacions permeses en una ronda del dinàmic per tal d’aconseguir que el
càlcul de la desviació aplicada per cada node en una ronda fos un problema
tractable. També vam tenir que donar una demostració de la NP-completesa
del millor resposta (BR). L’altre tema important va ser l’estudi ser l’estudi
dels preus dels equilibris i òptims.
Novembre (2011) En aquest mes ens vam dedicar a polir diferents punts
i completar algunes seccions, afegint resultats de complexitat com el càlcul
dels equilibris ineficients (USCE), el càlcul dels òptims (LSC), així com el
GAST.
Desembre (2011) Finalment en l’últim mes ens vam centrar en l’es-
criptura de la memòria. Escriure els capítols on introduïm la teoria de jocs
i passant a net tots els resultats. Aquest punt ens va servir per notar que
algunes coses es podrien millorar, fent algunes modificacions menors.
7.4 Anàlisi econòmica
En aquesta secció quantifiquem el cost econòmic del projecte. Aquest cost
es limita únicament al cost dels recursos humans. L’únic material necessari
113
Capítol 7. Conclusions
per fer el projecte ha estat el material bàsic d’oficina: un ordinador amb
connexió a internet, paper i llapis. L’ús de l’ordinador s’ha limitat a eina
d’escriptura i de cerca de documentació, per tant no havia de complir cap
requisit especial.
Per fer el càlcul de les hores que ha costat el projecte hem partit de la base
que la beca PROFEDI estableix que l’estudiant dediqui unes 20 hores de tre-
ball setmanal al projecte que porta a terme. Considerem que el projecte ha
estat desenvolupat per un únic investigador al llarg de dotze mesos treballant
a mitja jornada, unes quatre hores diàries. Per calcular el cost de l’investiga-
dor hem considerat el sou cobrat pels beneficiaris d’una beca de Formació de
Personal Investigador atorgada pel Ministeri d’Educació i Ciència d’Espanya,
que en la convocatòria de l’any 2011 correspon a 1142emensuals. Assumim
que el cost d’un investigador a mitja jornada és de 571e. En total el cost del
projecte ascendeix a 6852e.
7.5 Comentari final
La valoració personal que en trec del projecte de fi de carrera és molt po-
sitiva. El projecte m’ha permès poder fer un treball de recerca d’un tema
que m’interessa, on he pogut aplicar coneixements de diverses àrees apreses
durant la carrera. També m’ha donat l’oportunitat de conèixer la teoria de
jocs i aprofundir en un tipus de models concrets.
El projecte també m’ha servit per posar en pràctica un seguit d’habilitats
relacionades amb l’àmbit d’investigació. Gràcies al projecte he après a uti-
litzar LATEX. He agafat agilitat tant a l’hora de llegir i entendre publicacions
científics, a més com a l’hora de fer cerca bibliogràfica. També he tingut l’o-
portunitat de fer la difícil tasca d’escriure de manera entenedora els resultat
en una memòria, i tot i que no crec haver aconseguit un bon nivell en aquest
àmbit, almenys sí he pogut aprendre algunes qüestions relatives a l’estil.
Per acabar vull agrair la possibilitat d’haver cursat el programa PRO-
FEDI a la Carme Àlvarez, així com la tutorització i dedicació que ha tingut
al llarg d’un any per a fer possible aquest projecte. Sense la seva ajuda i
constants correccions m’hagués estat impossible haver pogut escriure aques-
ta memòria.
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Apèndix A
Teoria de grafs
En aquest apèndix presentem els conceptes bàsics de teoria de graf dels quals
fa ús la memòria, així com definim la notació que fem servir.
− Un graf no dirigit G = (V,E) té un conjunt de nodes V i un conjunt
d’arestes E. Una aresta e ∈ E és un parell no ordenat de nodes u, v ∈
V . Usarem la notació uv per referir-nos a l’aresta e ∈ E que té com a
nodes finals u i v. Noteu que uv = vu.
− Un graf dirigit G = (V,E) té un conjunt de nodes V i un conjunt
d’arestes E. Una aresta dirigida, o a vegades en diem arc, e ∈ E és
un parell ordenat de nodes u, v ∈ V . Usarem la notació (u, v) per
referir-nos a l’aresta e ∈ E que té com a nodes finals u i v. Noteu que
(u, v) 6= (v, u).
− Definim per un graf G = (V,E), dos funcions V (G) = V i E(G) = E.
Abusant de la notació, donat un graf G, denotem per u ∈ G a u ∈ V (G)
i e ∈ G a e ∈ E(G).
− Sigui G un graf, u ∈ V (G) un node i e ∈ E(G) una aresta, definim les
següents operacions:
G+ u és el graf (V (G) ∪ {u}, E(G)).
G− u és el graf (V \ {u}, {e : e ∈ E(G), u /∈ e}).
G+ e és el graf (V (G), E(G) ∪ {e}).
G− e és el graf (V (G), E(G) \ {e}).
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− Un camí simple P en un graf G no dirigit és una seqüència de nodes
P = 〈u1, u2 . . . , up〉 tal que per tot 1 ≤ i ≤ p aleshores ui ∈ V i
uiui+1 ∈ E(G), i per tot parell 1 ≤ i < j ≤ p ui 6= uj.
La distància d’un camí P és la longitud de la seqüència menys 1 (|P |−
1). Noteu que per tot u ∈ G, existeix un camí 〈u〉, que té distància 0.
− Un cicle simple P en un graf G és un camí simple en G tal que u1 = up.
Diem que G és acíclic si no existeix cap cicle en G.
Durant tota la memòria quan diem camí o cicle ens referim concreta-
ment a un camí simple o un cicle simple.
− Donat un graf G i dos nodes u, v ∈ G, definim P (u, v;G) com el conjunt
de tots els camins de u a v en G. Definim la distància de u a v com:
dist(u, v;G) =
{
minp∈P (u,v;G)|p| si P (u, v;G) 6= ∅
∞ altrament
− Donat un graf G no dirigit i un node u ∈ G, definim la component
connexa de u com C(u;G) = {v : dist(u, v;G) 6= ∞}. Definim el
conjunt de components connexes d’un graf G com C(G) = {Cu}u∈G.
Diem que G és un graf connex si té una única component connexa.
− Donat un graf G no dirigit i un node u ∈ G el grau de u en G és el
nombre d’arestes incidents a u, δ(u;G) = |{uv : uv ∈ E}|.
Un node és fulla si té grau 1. Definim el conjunt de fulles de G,
Fulles(G) = {u : u ∈ V (G), δ(u;G) = 1}.
− Diem que en un graf G no dirigit, una aresta e = uv és una aresta de
tall si, e ∈ G i dist(u, v;G − e) = ∞. És a dir, si trenquem e en G
aleshores el graf passa a tenir una component connexa més, quedant u
i v desconnectats.
− Diem que un graf no dirigit G és un arbre si és té una única component
connexa i E(G) = V (G) − 1. O el que és el mateix: G és connex i
acíclic.
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Donat un graf G, diem que T és un arbre d’expansió de G, si T és un
arbre, V (T ) = V (G) i E(T ) ⊆ E(G).
− Diem que un graf no dirigit G és un bosc si és un graf acíclic.
Donat un graf G, diem que F és un bosc d’expansió de G, si F és
un bosc, V (F ) = V (G), E(F ) ⊆ E(G) i per tot u ∈ V (B) aleshores
C(u;B) = C(u;G).
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