Abstract-Given a database, the private information retrieval (PIR) protocol allows a user to make queries to several servers and retrieve a certain item of the database via the feedbacks without revealing the identity of the specific item to any single server. Classic k-server PIR protocols work on replicated databases, i.e., each of the k servers stores a whole copy of the database. Recently, new PIR models were proposed with coding techniques arising from the distributed storage system. In these new models, each server only stores a fraction 1/s of the whole database, where s > 1 is the given rational number. The PIR array codes are recently proposed by Fazeli, Vardy, and Yaakobi to characterize the new models. The central problem in designing a PIR array code with m servers and the k-PIR property (which indicates that these m servers may emulate a classic k-server PIR protocol) is to maximize k/m, known as the virtual server rate. Our main contribution to this problem is twofold. First, for the case 1 < s ≤ 2, although the PIR array codes with optimal rate have been constructed recently by Blackburn and Etzion, the number of servers in their construction is rather large. We determine the minimum number of servers admitting the existence of a PIR array code with an optimal rate for a certain range of parameters. Second, for the case s > 2, a new upper bound on the rate of a PIR array code is presented. Besides, we also have some discussions on an asymptotically optimal construction by Blackburn and Etzion.
I. INTRODUCTION
T HE private information retrieval (PIR) protocol was first introduced in [4] . The classic model is as follows. Suppose we have an n-bit database and a set of k servers, each storing a whole copy of the database, so the total storage is nk. The storage overhead, which is the ratio of the total storage and the size of database, is then k. A k-server PIR protocol will allow a user to retrieve a data item while each server (as long as they do not collude) has no information about which item is retrieved. For example, suppose the database is x = (x 1 , x 2 , . . . , x n ) and a user wants to retrieve x i . In a 2-server PIR protocol, the user may randomly pick a vector v ∈ {0, 1} n . The first server receives the query v and responds to the user with v · x. The second server receives the query v + e i and responds with (v + e i ) · x. Then the user may retrieve x i = (v + e i ) · x − v · x. Each server itself does not know which item is retrieved since v is a random vector.
Recently, PIR protocols were combined with techniques and ideas arising from distributed storage system [1] , [3] , [5] , [8] , [9] . Instead of storing a complete copy of the database in each server, in the newly proposed models each server only stores a fraction of the database. A breakthrough by Fazeli et al. [6] , [7] showed that m servers (for some m > k) may emulate a classic k-server PIR protocol with storage overhead significantly smaller than k. Continuing the example above, let three servers store the following fractions of database respectively: x = (x 1 , . . . , x n/2 ), x = (x n/2+1 , . . . , x n ) and x + x . A user wants to retrieve x i and without loss of generality 1 ≤ i ≤ n/2. The user may randomly pick a vector u ∈ {0, 1} n/2 and the queries for the three servers are correspondingly u, u + e i and u + e i . Then by calculating x i = −u · x − (u + e i ) · x + (u + e i ) · (x + x ), the user successfully retrieves the item x i without revealing its privacy. Compared with the original replicated-based model, a 2-server PIR protocol is emulated on three servers while the storage overhead reduces from 2 to 3 2 . In [7] the problem of emulating classic PIR protocols with a lower storage overhead was reformulated as designing a corresponding PIR array code, which is defined as follows. Given positive integers t, m and p, a [t × m, p] array code is a t × m array, where each entry is a linear combination of {x 1 , . . . , x p }. Note that later from the PIR protocol one can see that the symbols {x i : 1 ≤ i ≤ p} actually represent some independent strings of the same length. For describing the code itself we can just consider {x i : 1 ≤ i ≤ p} as independent elements in a certain finite field. The array code has the k-PIR property if for every i ∈ {1, 2, . . . , p} there exist k pairwise disjoint subsets S 1 , S 2 , . . . , S k of columns such that the entries in each S j could linearly span See http://www.ieee.org/publications_standards/publications/rights/index.html for more information.
The 4-PIR property can be verified directly. For example, x 1 may be spanned by S 1 = {1}, S 2 = {6}, S 3 = {2, 5} (by
). Now we continue to illustrate how to emulate a classic 4-server PIR protocol based on this [3 × 6, 6] 4-PIR array code.
Suppose there exists a classic 4-server PIR protocol working for an n-bit database x. There are four servers where each server stores a whole copy of x. To privately retrieve some x i , a user randomly generates the queries q 1 , q 2 , q 3 , q 4 . The j th server receives the query q j and responds with an answer q j (x), which is a function of x. Moreover, each function q j (x) is assumed to be a linear function of x, i.e., for any two n-bit databases x and y, q j (x +y) = q j (x)+q j (y). This assumption is reasonable since it holds for almost all known classic PIR protocols on replicated databases. The user retrieves x i by decoding the four answers while keeps his privacy according to the classic 4-server PIR protocol. Now suppose we have a 6n-bit database x and some servers where each server can only store 3n bits. Divide x into x = (x 1 , . . . , x 6 ), where each x i is then an n-bit database. On one hand, for each x i we can use 4 servers to emulate the classic replicated-based protocol above. Then altogether 8 servers are needed, where the first four store {x 1 , x 2 , x 3 } and the last four store {x 4 , x 5 , x 6 }. A user wants to retrieve some x i and without loss of generality x i lies in the part x 1 . The user invokes the classic 4-server PIR protocol (for an n-bit database) to generate the queries q 1 , q 2 , q 3 , q 4 for the first four servers accordingly. Note that at the same time he must also generate some random queries q 5 , q 6 , q 7 , q 8 to the last four servers. Otherwise, a server not receiving any query will know that the desired item does not lie in its storage, which partly violates the privacy constraint. Then each server responds with three answers according to the query and its storage, i.e., the first server responds with q 1 (x 1 ), q 1 (x 2 ), q 1 (x 3 ) and so forth. Altogether the user receives 24 answers but only the answers
The user retrieves his desired bit x i according to these four answers just in the same way as in the original 4-server PIR protocol.
Using the [3 × 6, 6] 4-PIR array code, we may emulate the classic 4-server PIR protocol with only six servers. Each column of the array code represents a server. The servers store the database in the way suggested by the array code, i.e., the first server stores x 1 , x 2 , x 3 + x 4 and so forth. A user wants to retrieve some x i and without loss of generality x i lies in the part x 1 . The user invokes the classic 4-server PIR protocol (for an n-bit database) to generate the queries q 1 , q 2 , q 3 , q 4 . The queries sent to the servers are (q 1 , q 2 , q 3 , q 3 , q 2 , q 4 ) accordingly. Then each server responds three answers according to the query and its storage, say the first server responds with q 1 (x 1 ), q 1 (x 2 ), q 1 (x 3 + x 4 ). Altogether the user receives 18 answers but only the answers
Since each query function is linear, the user can decode 6 ) and then retrieves his desired bit x i just in the same way as in the original 4-server PIR protocol.
Therefore, by using the [3 × 6, 6] 4-PIR array code, we can emulate a classic 4-server PIR protocol on six servers while reducing the storage overhead and simultaneously reducing the communication cost (the size of all queries and answers throughout the protocol).
As the example suggests, the relation of a [t × m, p] k-PIR array code with a PIR protocol is as follows. The n-bit database is partitioned into p parts {x 1 , x 2 , . . . , x p }, where each part is a string of the same length n/ p. A column of the array corresponds to a server. Each server has t cells storing the linear combinations of {x 1 , x 2 , . . . , x p } suggested by the entries. In [7] it was shown that the k-PIR property allows the servers to emulate all known linear k-server PIR protocols. The storage overhead in this scheme is then tm/ p, better than k if the array code has tm/ p < k.
In a [t × m, p] k-PIR array code we have the following parameters: p independent symbols, t cells on each server, m servers and the k-PIR property. The goal is to analyze the tradeoffs among these parameters through different aspects. The most natural problem is to fix p, t, k and then find the minimum number of servers m = m(k) as a function of k. In [2] and also this paper, the problem is slightly changed. The setting is to fix t and p (thus each server stores a fraction 1/s of the database, where s p t is also fixed) and consider the maximal ratio k/m. Since the goal in designing a PIR protocol is to minimize the storage overhead, so we would like nk ntm/ p = s k m to be as large as possible. k/m is named the virtual server rate in [2] , for the sake of differentiating with the usual terminology such as the rate of a code or the PIR rate of a PIR protocol. In the rest of the paper, we just call the virtual server rate k/m as rate for short. The optimal rate k/m is denoted as g(s, t). If we go back to the natural problem of finding m = m(k) for fixed p, t, k, then m(k) should be at least k g(s,t ) . This is why g(s, t) deserves consideration.
To sum up, the general problem of [2] and also this paper is as follows: fix s and t (so p = st is also fixed), we want to build a [t × m, p] k-PIR array code with maximal rate k/m.
The largest rate will be denoted as g(s, t). Furthermore let g(s) = lim t →∞ g(s, t).
Here are some straightforward properties on g(s, t) and g(s). is clearly a decreasing function with respect to s since we have less space on each server as s increases. Below we will list several results regarding g(s, t) and g(s), the first two of which can be derived from [7] . Recently, this problem received the attention from Blackburn and Etzion. Some of their main results in [2] are listed below, including: upper bounds regarding g(s, t) and g(s); optimal constructions meeting the upper bound for 1 < s ≤ 2; and an asymptotically optimal construction for s > 2 (in the sense that the rate achieves the optimal g(s) as t approaches infinity). 
.
Theorem 6: For each rational number s > 1, there exists an asymptotically optimal construction of PIR array codes, indicating that g(s) = s+1 2s . Note that given a PIR array code, each server could actually span a subspace V of dimension at most t using the information in its t cells. As indicated by Example 1, in the PIR protocol each user receives a query and responds based on the query and its information in each cell. Since the query function is assumed to be linear, the server actually responds to the query function on any information in the subspace V . Therefore, changing the cells to produce a new spanning set for V , or even to replace V by a larger subspace containing V , will not harm the k-PIR property. So without loss of generality we shall follow the two assumptions posed in [2] :
• if x i can be derived by a single server alone, then x i is stored as the value of one of the cells of the server; • the data stored in any server are linearly independent, i.e., the subspace spanned by the t cells has dimension t. A further reasonable assumption is to make the PIR array code as simple as possible. We assume that if x i can be derived by a single server alone, then except for the singleton cell x i , the symbol x i does not need to appear in any other cell of the server.
Our main contribution to PIR array codes in this paper is two-fold.
, although PIR array codes with optimal virtual server rate have been constructed by Blackburn and Etzion, the number of columns in their array codes is impractically large (m =
where v is the least common multiple of d and t). That is, a corresponding PIR protocol requires a lot of servers in order to meet the optimal rate. A scheme with a smaller number of servers is of interest due to applicable reasons. Therefore we shall consider the following problem: what is the smallest number of servers m such that a PIR array code with optimal rate k/m exists? In [2] the case d = 1 is solved. In this paper, we show that when t > d 2 − d, the smallest number of servers such that an array code with optimal rate exists is m = p(2d + 1)/ω where
Second, for the case s > 2, we derive a new upper bound on the rate of a PIR array code which improves the previous result Theorem 5.
The rest of the paper is organized as follows. In Section II we analyze the case 1 < s ≤ 2 and determine the minimum number of servers needed to implement an array code with optimal rate for t > d 2 − d. In Section III a new upper bound on the rate for s > 2 is presented. Besides these main results, in Section IV, for the case s > 2, we have some brief discussions regarding the asymptotically optimal construction of Theorem 6 by Blackburn and Etzion. Section V concludes the paper.
II. 1 < s ≤ 2: OPTIMAL PIR ARRAY CODES WITH
MINIMUM NUMBER OF SERVERS In this section we deal with the case 1 < s ≤ 2, where
In this case PIR array codes with optimal rate have been constructed by Blackburn and Etzion [2] . However the number of servers m in their constructions is impractically large (m = Lemma 7: Under the parameters above, the smallest possible number of servers for a PIR array code with optimal rate is p(2d + 1)/ω.
Proof: Let m be the smallest possible number of servers such that the rate k/m = 1−
should be a positive integer. Since ω is the greatest common divisor of d 2 + d and p(2d + 1), it follows that m should be divided by p(2d + 1)/ω. Therefore the smallest possible m is p(2d + 1)/ω.
In this section we are going to prove that there do exist such PIR array codes with exactly p(2d + 1)/ω servers, for a certain range of parameters.
Since ω|d 2 +d, ω can be written as ω = ω 1 ω 2 , where ω 1 |d, a singleton item, say {z 1 , z 2 , . . . , z t −1 }, and the remaining cell contains the summation of all the items except for {z 1 , z 2 , . . . , z t −1 }. We call it a -server and denote it by B, where B = {x 1 , x 2 , . . . , x p }\{z 1 , z 2 , . . . , z t −1 }. The PIR array code we shall construct consists of these two types of servers defined above. Within this section all indices are reduced modulo p. Next we shall show that the construction above produces PIR array codes with optimal rate, for
Construction (given
. 
Do subtractions using these two equations above, we can get
Then we have
Since ω 1 and ω 2 are relatively prime, 1−ω 1 So we can finally deduce that k = td 2 ω 1
. Thus the rate of this array code is k/m =
, meeting the upper bound. Remark 9: Build a bipartite graph where the first part of vertices corresponds to the set of singleton servers not containing the singleton x 0 and the second part of vertices corresponds to the set of -servers not containing the singleton x 0 . An edge between two vertices indicates that these two servers can span x 0 together. Then in the proof above, we are actually saying that when t ≥ d 2 , we will have a complete bipartite graph. This constraint is actually not necessary. The essential constraint is only to guarantee a perfect matching in this bipartite graph, i.e., to guarantee that all those servers not containing the singleton x 0 could be divided into pairs, with each pair capable of spanning x 0 . Following this idea, we extend Theorem 8 to a wider range of parameters in the next subsection.
B. d 2 − d < t < d 2
Before the tedious analysis on this range of parameters, we first provide an example illustrating the essence of the proof.
Example We shall briefly preview the outline of the proof to come. In the case d 2 −d < t < d 2 , while we stick to the construction in the previous subsection, the bipartite graph induced by those servers not containing the singleton x 0 is no longer complete. To deal with this trouble, we shall show that the absent edges are incident to only two kinds of -servers. To find a perfect matching in the bipartite graph, it suffices to find suitable partners for these two kinds of -servers first and the rest edges can be chosen arbitrarily.
Lemma 11:
Proof:
and
mod μ) holds if and only if one of the following holds:
• Case I.
Then by the same analysis as in Theorem 8 we will arrive at a contradiction to |A j 1 B j 2 | > 1. So this case is impossible.
• Case II. γ 2 − γ 1 = d 2 − 1, and consequently γ 2 = d 2 − 1 and γ 1 = 0. Then we have j 2 + λ 1 μω 1 ≡ 0 (mod p). Since 0 ≤ j 2 ≤ μω 1 − 1 and 0 ≤ λ 1 ≤ ω 2 − 1, then we must have j 2 = 0.
• Case III. γ 2 − γ 1 = 1 − d 2 , and consequently γ 1 = d 2 − 1 and γ 2 = 0. Then we have j 2 
So we only need to focus on two kinds of special -servers, B 0 and
Proof: j 1 + α 1 + β 1 μω 2 ≡ 0 (mod p) holds if and only if
So the candidate for j 1 satisfying
We should then exclude those j 1 such that
. Therefore, by excluding these choices for j 1 , we finally deduce that A j 1 B 0 = {x 0 } if and only if j 1 = 0 or μω 2 −μ+d 1 (d 2 −1)+1 ≤ j 1 ≤ μω 2 −1.
Therefore, by excluding these choices for j 1 , we finally deduce that A j 1 
Proof: This is equivalent to
. Reorganizing this inequality we get dω 2 Combining these lemmas above, we can finally extend Theorem 8 to the range of parameters
Theorem 15:
Proof: It suffices to find a perfect matching in the bipartite graph induced by those servers not containing the singleton x 0 . For those d 1 servers named B 0 , from Lemma 12 we know that each B 0 is connected to the singleton server A j with
Similarly, for those d 1 servers named
, from Lemma 13 we know that each
For any -server other than B 0 and
, Lemma 11 tells us that it is connected to all the singleton servers not containing the singleton x 0 . Therefore, in order to find a perfect matching, we only need to find the edges incident with the servers B 0 and
, and the rest edges can be chosen arbitrarily. By Lemma 14, 
III. s > 2: A NEW UPPER BOUND OF g(s, t)
In this section we derive a new upper bound of g(s, t) for s > 2 (equivalently, d > t and p = d + t > 2t), improving the original upper bound shown in Theorem 5.
For any given PIR array code, first divide the servers into the following four parts. The first part contains all the l singleton servers, i.e., servers whose cells are all singleton entries. The second part contains all the r servers, where each server has t − 1 singleton entries and the last entry is a summation of ξ out of the remaining p −t +1 items, 2 ≤ ξ ≤ t +1. The third part contains all the u servers, where each server has t − 1 singleton entries and the last entry is a summation of λ out of the remaining p − t + 1 items, t + 2 ≤ λ ≤ p − t + 1. Finally the fourth part contains all the w servers, where each server has at most t − 2 singleton entries. Clearly l + r + u + w = m.
Theorem 16: For any integer t ≥ 2 and any positive integer d > t, we have be disjoint subsets of servers such that each subset of servers could span the item x i . The number k i is chosen to be as large as possible. To derive an upper bound on k/m, it suffices to show that other than those listed above, it must contain at least two non-singleton servers. So we have the following inequality:
Below we estimate k i in two ways. First, by counting the singleton servers we have f i + 2g i ≤ l − l i . So we have
By counting the number of singleton cells in each of the four parts of servers, we have l i = lt, r i = r (t − 1), u i = u(t − 1) and w i ≤ w(t − 2). These lead to
The second estimation is to analyze f i , the number of subsets in the list S containing exactly one singleton server and one non-singleton server. Notice that the non-singleton server cannot be from the third part. This is because such a server from the third part does not have the singleton entry x i and its unique non-singleton cell should be of the form x i + λ−1 j =1 y j , where λ − 1 > t. Any singleton server without the singleton entry x i could only provide the values of t items. So they two cannot cooperate on spanning x i . Therefore, trivially we have f i ≤ r − r i + w − w i and f i ≤ pr − r (t − 1) + pw − w i . However, this is still not enough. The following observation will be the key to this theorem. For any non-singleton server from the second part, its unique non-singleton entry is a summation of at most t + 1 items. So its contribution to counting f i is at most t + 1. Therefore, instead of using
≤ l i +m and the theorem follows.
Finally, we compare our new upper bound to Theorem 5 when s > 2 (i.e., d > t).
Therefore,
IV. s > 2: ANALYZING THE ASYMPTOTICALLY OPTIMAL CONSTRUCTION BY BLACKBURN AND ETZION For the case s > 2, Blackburn and Etzion proposed an asymptotically optimal PIR array code in the sense that the rate reaches the upper bound of g(s) = s+1 2s when t approaches infinity. We briefly review their construction (hereafter we call it the B-E Construction) for s being an integer. The case when s is not an integer can be managed similarly. For more details please refer to [2, Section 3] .
A server with t − 1 singleton cells and the last entry containing a summation of j out of the remaining st − t + 1 items is called a server of type j , 1 ≤ j ≤ p − t + 1. A type 1 server is then just a singleton server. (r−1)t +1 for 2 ≤ r ≤ s. The B-E construction consists of servers T r , 1 ≤ r ≤ s, with T r appearing ξ r times. For any given item x i , those servers not containing the singleton cell x i can be paired by constructing s − 1 bipartite graphs. The choices for ξ r are to guarantee that, for any given item x i , each of the s − 1 bipartite graphs has a perfect matching, i.e., all those servers not containing the singleton x i can be divided into pairs, each pair being capable of spanning x i . For any given item x i , the s − 1 bipartite graphs are as follows. The bipartite graph G r , 1 ≤ r ≤ s − 1, has two sides. The first side represents the servers in T r (appearing ξ r times), in which x i is neither a singleton nor appears in the summation part. The second side represents the servers in T r+1 (appearing ξ r+1 times), in which x i appears in the summation part. An edge is connected between v from the first side and u from the second side, if and only if all the items appeared in v (including t −1 singletons and (r −1)t +1 items in the summation part) are exactly those rt items in the summation part of u excluding x i . It can be easily calculated that, to guarantee a perfect matching in G r , the ratio should satisfy ξ 1 : ξ 2 = 2ts . When t approaches infinity, the ratio will reach g(s) = s+1 2s . Therefore this modified construction is also asymptotically optimal. Compared with the original B-E construction, the modification reduces the number of servers while suffering from a slight sacrifice in the rate. This construction is not optimal in any sense, but it demonstrates that one can have some freedom in adjusting the asymptotically optimal construction, making a balance between the number of servers and the rate. It follows a similar idea as the B-E construction to adjust the ratio of servers of different types, such that those servers not containing a singleton cell x i can be divided into pairs capable of spanning x i .
Finally we briefly discuss the B-E Construction regarding its potential optimality. The following analysis is based on intuitive ideas rather than strict proofs. To prove or disprove the optimality of the B-E Construction will be of great interest.
For any PIR array code with optimal rate, first note that we may assume that all servers of the same type appear the same number of times, just as in the B-E Construction. This is because if it is not the case, then we may choose any permutation π ∈ S p and let it operate on the code, exchanging the names of the items. Taking the union of all such p! codes will result in an optimal code, in which all servers of the same type appear the same number of times.
So we may assume that all those p t singleton servers appear a certain number of times. For each of those singleton servers not containing a given item x i , we shall find its partner to cooperate on spanning x i . We turn to servers of type j for help and the candidate for the value j should be 2 ≤ j ≤ t +1. Then what should be the proper choice for j ? The set of servers of type j can be divided into three subsets: A j servers containing a singleton x i , B j servers containing x i in its summation part and the rest C j servers in which x i neither appears as a singleton nor appears in its summation part. It can be easily calculated that , which increases as j increases. The B j servers are the partners we wish to find for those singleton servers not containing x i and the C j servers accompanied will become new troubles. So intuitively we wish to maximize the ratio B j C j and thus j = t + 1. Following the same analysis step-by-step, we choose the servers of type t +1, 2t +1, 3t +1 . . . , which is exactly the B-E Construction.
To sum up, we believe that all these intuitive analyses above are positive evidences to the following conjecture:
Conjecture 21: For s > 2, the PIR array codes produced by the B-E Construction have optimal rate.
V. CONCLUSION
In this paper we consider the problem of constructing optimal PIR array codes, following the work of [7] and [2] . For the case 1 < s ≤ 2, we determine the minimum number of servers admitting a PIR array code with optimal rate for a certain range of parameters, i.e. t > d 2 − d. We believe a similar result may be found for the remaining cases by a different approach. For the case s > 2, a new upper bound on the rate is presented. Besides, we analyze the construction by Blackburn and Etzion and propose a slight modification which will be still asymptotically optimal. To prove or to disprove the optimality of the B-E construction for s > 2 will be of great interest.
