Mutations in genes encoding enzymes of the tricarboxylic acid cycle often contribute to cancer development and progression by disrupting cell metabolism and altering the epigenetic landscape. This is exemplified by the isoforms of isocitrate dehydrogenase (IDH1/2), which metabolize isocitrate to α-Ketoglutarate (α-KG). Gain of function mutations in IDH1 or IDH2 result in reduced levels of α-KG as a result of increased formation of D-2-Hydroxyglutarate (2-HG). α-KG is an essential co-factor for certain histone and DNA demethylases, while 2-HG is a competitive inhibitor. These IDH1/2 mutations are thought to result in hypermethylated histones and DNA which in turn alters gene expression and drives cancer progression. While this model seems to be generally accepted in the field, the exact molecular mechanisms still remain elusive. How much of this model has been rigorously demonstrated and what is just being assumed? Are the effects genome-wide or focused on specific loci? This Perspective aims at elucidating the key questions that remain to be addressed, the experimental techniques that could be used to gain further insight into the molecular mechanisms involved and the additional consequences of these mutations beyond DNA and protein methylation.
INTRODUCTION
Metabolism and epigenetics are highly interconnected. Several proteins involved in metabolic pathways also participate to chromatin remodeling and gene regulation by producing co-factors or substrates used by epigenetic writers (Wellen et al., 2009) . One such example is isocitrate dehydrogenase (IDH). IDH enzymes metabolize Isocitrate to α-Ketoglutarate, either in the mitochondrion as a step of the Krebs cycle (IDH2) or in the cytoplasm (IDH1) (M Gagné et al., 2017) . α-Ketoglutarate produced by this reaction serves as a co-factor for several α-Ketoglutaratedependent dioxygenases, notably the ten-eleven translocation (TET) family of DNA demethylases and the Jumonji (Jmj) family of histone demethylases (Tsukada et al., 2006; Tahiliani et al., 2009) .
Interestingly, IDH mutations are common in several types of cancers, including ∼80% of glioblastomas, ∼40% chondrosarcomas, 20% of acute myeloid leukemias (AML), ∼55% sinonasal undifferentiated carcinoma, and 1% prostate cancer ( Table 1 ; Amary et al., 2011; Pansuriya et al., 2011; Liu et al., 2013; Adam et al., 2014; Abeshouse et al., 2015) . These heterozygous mutations can be found in substrate binding residues of both IDH1 (R132H) and IDH2 (R140Q, R172K) Ollier disease IDH1 and IDH2 81 Pansuriya et al., 2011 Maffucci syndrome IDH1 and IDH2 77 Pansuriya et al., 2011 Thyroid cancer IDH1 11 Murugan et al., 2017 Sinonasal undifferentiated carcinoma IDH2 55 Dogan et al., 2017; Jo et al., 2017; Mito et al., 2018 (Yan et al., 2009) . While IDH1 mutations are more common in gliomas (80%) and AML (20%), IDH2 mutations occur more frequently in AML (20%) and cholangiosarcomas (20%) (Mondesir et al., 2016) . Both mutations have been associated with a relatively better prognosis and induce a gain of function that causes further processing of α-Ketoglutarate into 2-hydroxyglutarate (2HG) (Dang et al., 2009) , an oncometabolite linked with tumor progression (Weller et al., 2011) . Given the large number of studies on these mutations and their impact on cancer progression, several targeted inhibitors of the mutant form of IDH1 or IDH2 have been developed and have now reached the clinical trial stage ( Table 2 ; DiNardo et al., 2016; Popovici-Muller et al., 2018; Yen et al., 2017 Yen et al., , 2018 . Despite the many similarities between mutations in IDH1 and IDH2, in this Perspective the focus will primarily be on IDH1.
According to the current model, the structural similarity between 2HG and α-Ketoglutarate causes inhibition of both histone and DNA demethylases, inducing an increased methylated state in the nucleus which leads to gene expression deregulation and promotes cancer development (Xu et al., 2011 ; Figure 1 ). This inhibition is also achieved upon mutations in other enzymes of the tricarboxylic acid cycle, mainly Fumarate hydratase (FH) and Succinate dehydrogenase (SDH) (Xiao et al., 2012) . These losses of function mutations induce excessive accumulation of their respective substrates, Fumarate and Succinate, which then act as competitive inhibitors of α-Ketoglutarate-dependent dioxygenases. This model suggests a metabolic basis for the changes observed in chromatin as a result of the IDH1 mutations. Despite a growing body of evidence, the exact molecular mechanism and consequences of 2HG production are still largely unknown. This Perspective aims to discuss the current idea about the effect of the IDH1 mutations on the chromatin structure, reflect upon the proposed model, and identify current weaknesses and key questions that still need to be addressed.
ADDING A NEW PIECE TO THE PUZZLE: THE CONSEQUENCE OF THE IDH1 MUTATION ON THE FORMATION OF CHROMATIN DOMAINS
Recently, Flavahan et al. (2016) added a further step in the model by focusing on chromatin domains. The genome is organized into self-interacting genomic regions, called topologically associated domains (TADs) (Bickmore and Van Steensel, 2013) . Proteins like the CCCTC-binding factor (CTCF) often act as insulators (Nakahashi et al., 2013; Hanssen et al., 2017) , separating TADs from one another by binding to sequence-specific sites on the DNA (Dixon et al., 2012) . This can effectively insulate a gene on one domain from activation by an exogenous enhancer on a neighboring domain. By studying the 3D DNA structure in cells or patient-derived samples bearing the most common IDH1 mutation, R132H, the group reports that high DNA FIGURE 1 | Current model of the impact of IDH1 mutation on chromatin remodeling. In a WT cell, IDH1/2 (blue and black) metabolize Isocitrate into α-Ketoglutarate. Upon mutation of IDH1 (pink panel), α-Ketoglutarate is processed into 2HG. In other cancer settings, mutations in fumarate hydratase and succinate dehydrogenase result in the accumulation of fumarate and succinate, which may inhibit TETs. α-Ketoglutarate acts as co-factor in the nucleus for both DNA demethylases (TETs) and histone demethylases (KDMs). Their activity ensures the correct levels of DNA (bottom panel) and protein methylation in the cell. More specifically, TETs act on methylated DNA sequences (filled lollipops), starting a reaction chain that will ultimately lead to methyl group removal (empty lollipops). methylation levels might prevent binding of insulator proteins to the DNA, thus destroying existing chromatin domains and promoting the formation of new TADs within the chromatin. This mechanism contributes to the dysregulation of an already compromised gene expression. Indeed, they propose that loss of a domain boundary between a constitutive enhancer upstream of the FIP1L1 gene and the gene encoding PDGF receptor alpha (PDGFRA) induces its aberrant expression (Flavahan et al., 2016 ; Figure 2 ).
DECONSTRUCTING THE MODEL
The current model is defined by three main steps. First, mutant IDH1 produces 2HG from α-Ketoglutarate. Second, 2HG inhibits histone and DNA demethylases, causing an increase in methylation levels. Finally, methylation on CTCF binding sites in the DNA inhibits CTCF binding and induces rearrangement of TADs.
The second step in this model presents complications when considering its impact on gene expression, as the specific effects of increased global hypermethylation are context-dependent. For example, increased promoter DNA methylation (potentially repressive) may have different consequences from increased insulator methylation. Flavahan et al. (2016) report a five-fold increase of PDGFRA expression in R132H IDH1 glioma cells, which they claim is due to the loss of insulation leading to the new interaction between a strong enhancer upstream of the FIP1L1 gene and the PDGFRA promoter. However, given that mutation of IDH1 is sufficient to induce a CpG island methylator phenotype (G-CIMP) and that the UCSC Genome Browser describes the presence of a CpG island within the PDGFRA promoter, an expectation is that in the R132H IDH1 context, this promoter becomes hypermethylated, which is generally linked to transcriptional inactivation (De Smet et al., 1999) . There are two possible explanations for this apparent contradiction. First, the proximity of a stronger enhancer is able to overcome what would be FIGURE 2 | Changes in insulation of TADs as a consequence of IDH1 mutation. According to the model suggested by Flavahan et al. (2016, top panel) in a WT IDH1 setting, CTCF is able to bind to particular target sites along the genome, in certain contexts acting as a functional insulator, creating DNA domains that separate neighboring regions. At CTCF binding sites containing the CG dinucleotide, changes in levels of DNA methylation influence its DNA binding. Specifically, the production of 2HG inhibits TETs, leading to hypermethylation (red, filled lollipops) of CTCF-binding sites, reducing binding (right panel). In the context of PDGFRA, the formation of domains sequesters an enhancer upstream the FIP1L1 gene into a separate domain (upper left panel). Upon IDH1 mutation, however, the overall increase in methylation levels due production of 2HG induces loss of CTCF binding to its target sites, leading to loss of insulation between TADs. In this example, destruction of a boundary induces a rearrangement that brings PDGFRA in proximity of an enhancer found upstream the FIP1L1 gene, thus inducing its deregulation (upper right panel). The example described in Modrek et al. (2017) (lower panel) focuses on the SOX2 locus. Here, in the WT IDH1 context, CTCF binding induces the formation of a loop that brings the SOX2 gene and its promoter in close proximity to a downstream enhancer that would be otherwise out of reach (lower left panel). This interaction favors SOX2 expression. Upon a three-hit mechanism that includes mutation of IDH1 and loss of both p53 and ATRX, reduced binding of CTCF at the SOX2 locus impairs the formation of the loop, thus causing a change, rather than a loss, of insulation. In this new setting, the downstream enhancer is too far away to interact with the gene, whose expression is now downregulated (lower right panel). Filled lollipops = methylated DNA; empty lollipops = unmethylated DNA.
an otherwise silencing effect on gene expression. Second, the promoter escapes DNA hypermethylation due to H3K4me3, a histone modification associated with active genes (SantosRosa et al., 2002) . Given its mutual exclusivity with DNA methylation (Weber et al., 2007) , the presence of this mark could protect DNA sequences from being methylated by hindering binding of Dnmt3L, a protein thought to help the de novo methyltransferase Dnmt3A/B (Hata et al., 2002; Ooi et al., 2007) . Interestingly, H3K4me3 is one of the few methylation marks that does not seem to increase upon IDH1 mutation (Lu et al., 2012) . Potentially, it could mean that those DNA sequences associated with H3K4me3 remain unmethylated, and transcriptionally active, in spite of the global increase in methylation.
The third step in this model, that methylation on CTCF binding sites inhibits CTCF binding to induce domain rearrangements, is the most challenging to validate. The first indications that 2HG-driven hypermethylation induces a rearrangement of chromatin domains was reported in Flavahan et al. (2016) . The authors exploit a combination of computational methods, chromatin immunoprecipitation followed by sequencing (ChIP-Seq) to assess where on the DNA CTCF interacts, and publicly available data reporting changes to degrees of DNA methylation in glioma cells with or without the IDH1 mutation (Noushmehr et al., 2010) . Results suggest that tumors bearing the mutated IDH1 lose CTCF binding and show increased DNA methylation. Next, the authors proceed to analyzing higher order chromatin structures.
Chromatin capture sequencing techniques are based on the crosslinking of cells with formaldehyde to link together chromatin segments in close spatial proximity. Chromatin is then digested with restriction enzymes and ligated in DNA hybrid molecules containing parts of the two sequences of DNA that were interacting with each other. In the classical chromosome conformation capture (3C) protocol, a real time PCR is performed using specific primers to amplify a locus of interest. In more advanced methods, such as Hi-C, gaps in the DNA sequences are filled in with biotinylated nucleotides after restriction enzyme digestion. Hybrid sequences are then pulled down and used to prepare libraries, enabling whole-genome analysis of the interactions, as opposed to one locus at a time (Dekker et al., 2013) . Flavahan et al. (2016) couple publicly available data from Hi-C, used to assess chromatin domains genome wide (Rao et al., 2014) , and RNA sequencing experiments (Verhaak et al., 2010; Brennan et al., 2013) to compute the correlation of gene expression between genes contained in the same chromatin domain and those belonging to neighboring domains. When comparing gene expression from gliomas with or without the IDH mutation, they find that in mutated gliomas, genes tend to correlate better with genes from a close, but separate, domain than with genes within their same domain. Finally, they scan these loci of interest for genes whose expression is higher in IDH1 mutant gliomas, obtaining a final list of genes. As a result of this key computational experiment, the authors select the locus on chromosome 4 between FIP1L1 and PDGFRA as an example of disrupted insulation. To validate their hypothesis, the authors use a series of 3C experiments around the FIP1L1-PDGFRA locus to show the altered domain structure.
The way they formulated their hypothesis using a largely computational method raises an interesting problem. While the publicly available RNA sequencing datasets used derive from glioma samples, the Hi-C experiments had been carried out in a series of very different cell lines: IMR90 human lung fibroblasts, GM12878 lymphoblastoid cells, K562 bone marrow chronic myelogenous leukemia cells and NHEK normal epidermal keratinocytes. Publicly available datasets are a valuable resource to test out a hypothesis, especially given the complexity of carrying out a Hi-C experiment, and it could be argued that if the same conformations exist in different cell types they are likely to be widely conserved. On the other hand, is it valid to use 3C data from different cell types to make specific assumptions about glioma cells, when they might have a completely different arrangement of TADs? To address this, the authors follow their computational analysis with local 3C experiments to assess the interactions at the FIP1L1-PDGFRA locus in a series of primary glioma cells and a panel of glioblastoma cell lines. To confirm that loss of insulation, and the subsequent PDGFRA overexpression, is indeed due to loss of CTCF binding, Flavahan et al. (2016) genetically edited out the putative CTCF binding site between FIP1L1 and PDGFRA using the CRISPR-Cas9 system. However, instead of measuring the actual formation of a novel interaction through a 3C experiment on such CRISPR-modified cells, their readout is based on PDGFRA expression levels obtained by qPCR, and the presence of PDGFRα on the cell membrane, measured by FACS. Thus, they do not actually show that the CTCF and methylationdependent function of the insulator alters higher order chromatin loops.
FROM LOCAL TO GENOME-WIDE MECHANISM: CHALLENGES AHEAD
Recently, a second example of higher order chromatin structure alteration following mutation of IDH1 has been published. In their paper, Modrek et al. (2017) use a combination of R132H IDH1 and silencing of both p53 and ATRX to model lower-grade glioma genetic lesions in human neural stem cells (HNSC). They propose that reduced CTCF binding around the SOX2 gene is associated with loss of a DNA domain or loop which normally positions the SOX2 promoter in close proximity to an enhancer, ∼0.5-1 Mb downstream from SOX2. Thus, altered CTCF binding is associated with downregulation of SOX2 expression, blocking differentiation, in contrast to the increase expression of PDGFRA in the Flavahan study.
Despite findings with similarities to the model proposed by Flavahan et al. (2016) , the Modrek et al. (2017) paper offers some interesting points for discussion. When looking at the methylation levels around the SOX2 promoter, there were no striking differences between their three-hit cells and the empty-vector controls. Only when taking into account a much larger region around SOX2 (1.2 Mb) they were able to identify specific areas up-and down-stream of the gene that indeed showed increased methylation levels. When comparing these areas to the CTCF ChIP-Seq data from Flavahan et al. (2016) , they identified five potential CTCF binding sites that could be influenced by increased DNA methylation. The authors face what will be the ultimate challenge for future research in the field: how to correctly map the domain boundaries by merging the CTCF binding data with the DNA methylation and the chromatin conformation information and to show whether one or all five of these CTCF binding sites contribute to a chromatin conformation that facilitates promoter:enhancer interactions. Indeed, this will require the combination of a solid mapping of CTCF binding sites across the genome, a reliable description of the chromatin domains in both IDH1 wild-type and mutated cells, a thorough annotation of the H3K27ac mark to define enhancer sequences, an accurate portrayal of DNA methylation landscape and finally a method to validate the findings.
Matching different -omics into a single picture of the epigenetic state of the cell will prove to be difficult. When starting from publicly available data, the main issue will be choosing the appropriate datasets. Data from the different -omics might not be available in the same cell line, or, at times, even the same cell type. Furthermore, sequences might have been analyzed or normalized according to different methods, and raw data is not always disclosed. All these might seem small details, but they add up introducing biases in the analysis, making it difficult for the scientist to draw clear conclusions.
A second option is carrying out the -omics experiments in the lab. This would ensure consistency of the cellular model, and a better control over the technical biases that might be introduced in the experimental procedure. However, this would require designing a proper cellular model. Many papers have generated their own system by stably transfecting an empty vector, wild-type IDH1 or R132H IDH1 into glioma cell lines. While this might have been a good solution to initially study the alterations induced by the IDH1 R132H mutation, if the focus has now shifted to higher order chromatin structure then perhaps introducing a gene via transfection might cause some alterations to the DNA loops by itself. A possibility could be to selectively introduce the IDH1 R132H mutation in a wild-type IDH1 cell line using the CRISPR-Cas9 system.
Obtaining the data will only solve part of the problem, as potential difficulties will lie in correctly mapping the TADs and understanding which CTCF binding sites are responsible for the disruption or the formation of new contacts between gene promoters and enhancers. Multiomics is an approach to data analysis that aims at integrating, rather than comparing, results from different -omics experiments, in an effort to model complex phenotypes. Despite this being a task that presents its own challenges, it could be the most appropriate way to move forward. The final challenge will be to define whether IDH1 mutations affect particularly sensitive loci containing potential oncogenes such as PDGFRA and SOX2, or whether this is a genome-wide mechanism.
FUTURE DIRECTIONS: THE ROLE OF HISTONES
Another question that needs to be addressed is whether histone hypermethylation plays any role in remodeling higher order chromatin structures. 2HG production induces inhibition of Jumonji-C domain histone demethylases (Xu et al., 2011) (KDMs), with a corresponding increase in selective methylation marks, including H3K27me3 (Lu et al., 2012) . However, whether this increase in histone methylation affects formation of higher order chromatin structures is unknown. Studies in Drosophila have described how H3K27me3 distribution seems to divide the genome into H3K27me3-enriched areas, corresponding to prominent TADs domains and delimited by CTCF binding sites, or H3K27me3-depleted areas, whose distribution correlates with TADs boundaries (Van Bortle et al., 2012; El-Sharnouby et al., 2017) . While the connection between H3K27me3 and CTCF in maintaining domains is generally accepted, how CTCF exerts its insulator function is unknown. Knockdown of CTCF has been reported to have different outcomes on H3K27me3 distribution: at the genomewide level, it does not cause spreading of this epigenetic mark into neighboring domains (Schwartz et al., 2012; Van Bortle et al., 2012) . Paradoxically, when considering single genes, "spill-over" of the H3K27me3 chromatin mark into the flanking regions is reported in CTCF knock-downs (Soto-Reyes and Recillas-Targa, 2010; Essafi et al., 2011) . The next steps in the field will be fundamental to help clarifying these discordant results, perhaps by focusing on few specific CTCF binding sites to delete with the CRISPR-Cas9 technology, followed by assessment of H3K27me3 levels, rather than aiming at a global CTCF knock-down.
Future research could build upon these studies by investigating the levels of histone methylation in an IDH1 mutant setting and assessing whether the mutation has any impact on DNA domain formation.
CONCLUSION
IDH1 production of α-Ketoglutarate fuels the activity of several proteins, including DNA and histone demethylases. This effect is impaired upon mutation of the IDH1 gene, when the further processing of α-Ketoglutarate to 2HG inhibits both DNA and histone demethylases, thus increasing the methylation level within the cell, with disruptive effects on gene expression and cell differentiation. This phenomenon has been observed in different types of cancer, but more consistently in around 80% of glioblastomas and 20% of AMLs. Thus, defining the molecular consequences of this mutation and the different cellular processes affected could provide new druggable targets for efficient therapy, or help in finding predictive biomarkers.
Research in the field has made an important progress over the past few years, after the discovery that IDH1 mutations might also induce alterations in the 3D DNA structure. However, these recent results also highlight new challenges. On the experimental side, there is currently a lack of proper cellular models in which to introduce (or rescue) the R132H IDH1 mutation without the risk of perturbing the DNA loops. It will be interesting to see whether cutting edge genome editing techniques will help in designing an adequate model. On the computational side, the multiomics approach of integrating different -omics into one comprehensive mapping of insulator binding sites, enhancerassociated chromatin marks and methylation patterns is required before attempting to find which interactions are lost and which are newly formed upon IDH1 mutation.
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