Climate change, pollution, reduced infrastructure investment availability and escalating fossil fuel prices have resulted in renewed emphasis on energy conservation and efficient electricity infrastructure utilization through Demand Side Management (DSM) in the existing building stock. DSM measures ranging from enhanced building controls to equipment/envelope retrofits are designed to address this problem. The difficulty to accurately assess the ex-post impact of such measures is a widely recognized barrier to the wider deployment of DSM. The task is complicated by the dynamic nature of the energy consuming processes, the coupled interaction of multiple subsystems and the high correlation of demand with weather and other perturbations. An hourly regression-based model of the load, driven by exogenous variables is proposed to address this problem. The model was estimated for the city of Abu Dhabi, UAE, using measured data from pre-DSM period. It was then used to profile the "baseline" energy consumption over a selected post-DSM period revealing, though comparison with the actual energy consumption, the savings attributable to the DSM intervention. The model produced accurate results; adjusted Rsquared of 0.9931 (training period -year 2010), a RMSE equivalent to 1.84% of the annual peak load, and a MAPE of 2.64% (verification data-set first-half 2011).
Introduction
According to the 2008 World Wildlife Fund's Living Planet Report, the UAE had the world's worst ecological footprint per person, experiencing only minor improvements by the publication of the 2012 report. Demand-side energy efficiency is undoubtedly one of the most constructive and cost-effective ways for achieving Green House Gases emission reductions.
The first step in promoting energy efficiency is the provision of standard and accurate methods for accounting for the overall energy savings. This ensures a level field for the actors in the energy efficiency business. Estimating savings is a notoriously difficult task, especially when monetary flux is also included, given the complexity and dynamics of the systems involved, the uncertain role of energy prices, lack of information on driving variables, unpredictability of end-user behavior and weather variability. The objective of this study was to establish a baseline model of electricity consumption, which will enable the measurement and verification of demand-side energy efficiency interventions by defining a "businessas-usual" profile-i.e., hypothetical energy consumption assuming no Demand Side Management (DSM) intervention.
Problem Definition
By all accounts, the impact of air-conditioning on the electricity consumption in the UAE is significant. It is estimated that the overall electricity consumption for cooling within Abu Dhabi municipality reaches 57% of the total load for the year, and 75% for the year's peak load hour [1]. Given the generally unsatisfactory level of thermal insulation in existing buildings and the extreme weather conditions during the long summer season, electricity load in the UAE and in most neighboring countries is highly correlated with weather for most of the year. This fact designates air-conditioning load as the primary target of any systematic energy efficiency drive. To better model electricity consumption and the impact of air conditioning, it is essential to distinguish sensible cooling from latent cooling. Sensible cooling load refers to the energy demand directly responsible for keeping the building's indoor dry bulb temperature within a prescribed comfort range (e.g., 242 °C), while the latent cooling load is the energy required to keep the indoor air humidity within a prescribed comfort range (e.g., 555%). This is achieved through dehumidification of both the fresh air intake and the recirculating indoor air. The ultimate goal is to ensure that the indoor comfort conditions, usually defined in terms of temperature and relative humidity, are "acceptable" with reference to a certain standard (e.g., ASHRAE Standard 55 in North America).
The main objective of this study was to define a "baseline" mathematical model of the business-as-usual Abu Dhabi electricity consumption, which relates different components and variables affecting its dynamics. The low complexity linear model (some light non-linearity explored) was estimated using training data measured over the so-called "estimation period". The estimated model was then used to simulate a baseline profile over the so-called "prediction period" and the performance of the model verified against actual measured data. We ensured that the estimated model's coefficients are statistically significant and accurately represent the underlying physical phenomena.
The model provides a baseline energy consumption estimate for measurement and verification (M&V) of DSM projects, as well as the possibility of analyzing the contribution of each constituent of the load (sensitivity analysis), in order to develop policies targeting specific consumption drivers.
Literature Study
There are two main classes of methods for predicting and analyzing aggregate urban energy usage [2], the bottomup and the top-down approach.
A comparison of both classes and an analysis of the possible approaches in each category are presented in [3] . The traditional bottom-up approach to model urban energy use is usually based on data obtained from surveys and field measurements of the energy consumption profile and the characteristics of an individual unit or a statistically representative sample of units, identifying fixed demand per unit floor area or per household and extrapolating the results to infer global urban usage characteristics. This approach usually fails to model the total energy use in buildings at urban level with sufficient resolution, due, among other shortcomings, to a non-linear relationship between load and floor area.
A more accurate approach consists of a series of typical building models used together in a way to represent the overall building stock, individual simulation of each building focusing on energy use characteristics, are aggregated together based on the overall representativity of each building type in the studied area in order to predict urban energy use [4], [5] . This approach can produce better results as compared to the traditional method, but some weaknesses arise. The results from the aggregate urban model are highly dependent on the precision of the individual building prototype models used, in the accuracy of the collected data on the representativity of each building in the urban building population, and in the assumptions made with regard to changing demographic factors, hours of occupancy, indoor climate control system in use etc. [6] . The work described in [7] shows the application of an urban energy model based on individual representative buildings combined into "building clusters" for specific districts and extrapolated to determine potential CO2 emission reduction for Osaka city, Japan, considering different energy efficiency and energy saving measures. Bottom-up models work at a disaggregated level, and thus the detail, precision and size of the underlying building database directly influences the results of the model [8] .
Other phenomena such as the Urban Heat Island effect cannot be properly accounted for and estimated, since in practice the overall urban energy consumption is different from the sum of all its constituent building loads, due to the urban microclimatic phenomena which impacts air conditioning energy requirements [9] . Given the complex dynamics of the system, the non-linearity and coupling of sub-systems and the high correlation with weather and other random perturbations, the bottom up approach has many limitations when applied to urban/district energy models. On the other hand, it does not explicitly require the measurement of the overall urban energy consumption data-although such data, if available, may be used to calibrate the model.
As opposed to the bottom-up approach, the top-down approach consists in utilizing high level measured data, such as the aggregate energy supply, macroeconomic data such as gross domestic product (GDP), population growth, buildings construction/demolition rate and meteorological data to define overall urban level consumption characteristics and trends. The parameters of the resulting models are either sensitivity coefficients or lumped physical properties. For the top-down approach, contributions can be broadly classified in three main categories [10]: time series models, artificial neural networks (ANN), regression-based approaches.
Time series models are best suited for capturing the time dependence of the load, seasonal effects (summer, winter), day-of-the-week (working day, non-working day), calendar holidays, different hours of the day and trends in general [11] . Some region-specific studies using this method are noteworthy: energy demand on sectorial UK [12]; comparison of hourly load profiles for Brazil [13] and short-term day-ahead and week-ahead load forecasting for Spain [14] .
Artificial Neural Networks (ANN) methods, often classified as "black-box" type models, automatically interpolate among the electricity load and hour, day-ofweek, day-of-year and weather data in a training data set based on a predefined model structure. The presumed advantage is the ability to learn complex and non-linear relationships that are difficult to model with conventional techniques [15] [16] [17] . Due to the nature of the ANN methods, the coefficients (weights) cannot be matched with the underlying physical phenomena, therefore the marginal impact of each input variable is not clear from the model coefficients. Furthermore, there is a risk of over-fitting the model to the training data, which can hinder the validity of the model when used outside of the training period.
Regression models utilize the strong correlation of load with relevant factors such as weather, hour-of-theday and day-of-the-week. Work using this method has proceeded on two fronts, single-equation models and multiple-equation models with different equations for different hours of the day [18] [19] [20] . In a study presenting a comparison between six modelling techniques for short term urban level energy forecast [21], the regression model yielded the best results for up to one day ahead, and was only outperformed by one of the alternative methods (exponential smoothing filter with autoregressive component) for one to two days ahead forecast.
A linear regression model was used to estimate the elasticities of GDP, price and GDP per capita for the domestic and non-domestic Italy's energy consumption for long term forecasting and comparing it with available projections [22] . Regression analysis was the method chosen in this study for combining and pondering the different effects, due to its relatively low computational cost and broad range of application. This approach also produces easily interpretable sensitivity coefficients for the different drivers of the load, facilitating the analysis of each component individually, as opposed to other topdown approaches where the physical significance of the coefficients is lost.
Many previous studies have looked at the correlation between temperature and electricity consumption . In the model proposed herein, temperature is used together with humidity, wind speed and solar irradiance to account for different weather influences.
Load and Climate Data Description
The quality of the baseline electricity model is dependent on the quality of data used for calibrating and testing. This study relied on substation-level hourly electricity data measured by the SCADA system of Abu-Dhabi Emirate's utility, as well as robust hourly weather data (including The Gauss-Markov theorem states that the least squares estimators have smallest standard deviation of any unbiased estimators. This does not ensure that the standard deviation is always small in an absolute sense. In presence of multicollinearity [27], the least squares estimator maintains its properties but the standard deviation of the coefficients will be large, resulting in a nonefficient estimation. In order to minimize multicollinearity in the model, among the different solar irradiance measurements (Global Horizontal Irradiance, Diffuse Horizontal Irradiance, Direct Normal Irradiance, Horizontal DNI, Vertical DNI), Horizontal DNI was determined to be the most significant of all irradiance measurements, and was the only variable representing solar irradiance retained.
In addition to Horizontal DNI (DNI H in W/m 2 ), drybulb temperature (Temp in o C), specific humidity (SH in g/g) and wind speed (Wind in m/s) showed significant correlation with electricity load (Load in % of peak). Figure 2 presents the correlation between variables and the histogram distribution of each variable. Of course a certain degree of multicollinearity among the selected drivers cannot be avoided (Table 1 ). 
Method
There are two categories of forecasts, ex ante meaning before the event, based only on information known before the forecast period, used for estimating future outcomes based only on past information. A second method called ex post, consists in using some information about the forecast period that is known, being used mainly for scenario study, as in the case here described as baseline definition for measurement DSM interventions and impact assessment.
In the present work, a mid-term (one week to a year ahead) model of hourly electricity load for Abu Dhabi was developed using a technique also referred to as inverse modeling-to be distinguished from load forecasting, since it is performed off-line (ex post) on historical time-series data (typically one year or more). This time frame is the most suitable in order to establish a baseline model of electricity consumption for measurement and verification of demand-side energy efficiency interventions, and enables the model parameters to represent the sensitivity for some of the load-affecting components, in order to predict overall impact in the aggregated urban electricity consumption from some planned DSM interventions.
Electricity load can be decomposed into two constituents: a weather independent portion, driven by annual seasonality, day-type and hour of the day, and a weather dependent portion, where the main drivers are dry-bulb temperature, specific humidity, solar irradiance and wind.
The proposed model does not include ARIMA components, as they are difficult to interpret from an economic/physical point of view, and can be unstable for longerterm forecasts. Instead, Fourier series are used to model daily and annual seasonalities, while dummy variables are used to differentiate working days, from Fridays/Holidays, Saturdays and Ramadan days.
Abu Dhabi has seen significant population growth averaging 7.7% p.a. between 2005 and 2010 [26], leading to energy consumption growth in the last decade. To account for this trend in electricity consumption through the year, and therefore the non-stationarity of the data series, two methods were tested: an additive linear trend and a multiplicative trend. Defining E(t) as the electricity load for hour t, X(t) as the vector of exogenous variables affecting load at hour t and β the vector of coefficients for each variable. The additive linear trend is based on the assumption that the rate of population inflow, new buildings and new appliances result in a constant hour-overhour increase in the electricity consumption (Gl) throughout the year. This method considers that at every hour there is a constant load increment over the previous hour, independently of other factors, as presented in Equation 1. The second method using the multiplicative trend is based on the assumption that there is a rate of population inflow, new buildings and new appliances, which affects all parameters in the model, not only a constant hour-over-hour increase on load directly (Gm). Equation 2 presents the relation for the multiplicative growth. Both growth methods were tested in order to determine the best representation of the physical behaviour.
(1) (2)
Model Definition
The scatter plot of hourly load versus hourly temperature for 2010 (Figure 3 ) clearly shows that there exists a nonlinear relationship between temperature and load. This type of non-linearity has often been reported in the literature (e.g., [28] ) especially in countries where the load is highly dependent on temperature, such as France or Spain. In Abu-Dhabi, temperatures below a threshold of approximately 18 °C do not seem to have an impact on load while higher temperatures result in increased electricity demand [29] . As for specific humidity, only values exceeding 0.008 kg/kg seem to impact the load. Instead of using a piece-wise linear change-point model to account for the non-linearity between load and these two variables, a "threshold function" similar to the one implemented in the Eventail load model of Electricité de France, described by [10] was used. This method consists in applying a transformation to the cooling proxy [1], in order to account for the non-linear relation to load, and to use this transformed dataset in the linear regression model.
To account for the heat transfer inertia through the building, the concept of a smoothed temperature is used as a proxy of the temperature felt inside the premises, as presented in [10] . This method introduces a memory effect of the past already transformed temperatures, which can be inferred to be directly proportional to the sensible cooling load required. The smoothed temperature Ts is defined by Equation 3 as an exponentially weighted moving average filter. The value used for has significant sensibility to the forecasting accuracy of the model, in this case the same value suggested in [10] (0.98), equivalent to a filter time constant of = 50h ( ) which produced a good estimate for the Abu Dhabi case. A component with horizontal DNI (I) was included to define the sensible cooling load proxy. As for the optimal value of , the multiplier for the horizontal DNI component in the smoothed temperature, a value of 13°C.m 2 /kW was determined through line search minimization of the forecasting error.
The smoothed temperature represents the heat transfer inertia through the building, and in order to account for the direct impact of temperature, for example affecting the chiller's COP or heat entering the building directly through air infiltration, a composite temperature , defined by Equation 4 which combines the smoothed temperature, with the current temperature was used. In the same way as in the smoothed temperature Ts, was identified by line search minimization of the forecasting error as 0.19, thereby giving considerable weight (more than 80%) to the smoothed temperature.
The approach using the composite temperature θ produced a cleaner final model, as a single coefficient is identified for the combined effect of all weather variables affecting the overall Abu Dhabi's electricity sensible cooling load.
The model is specifically formulated to deal with the triple seasonality that typically arises in electricity data. This seasonality involves daily, weekly and annual seasonal cycles. Daily and yearly seasonalities are modeled using 4th order Fourier Series (8 parameters), while for the weekly seasonality four day types are considered: weekday, Saturday, Friday (includes holidays) and Ramadan hours, modeled using dummy variables. The load displays a monotonic trend-monotonically increasing in this case.
In total, the calendar-driven portion of the load is represented by 8 (daily seasonality parameters) + 8 (yearly seasonality parameters) + 24 (Friday/holiday hourly dummy variable parameters) + 24 (Saturday hourly dummy variable parameters) + 24 (Ramadan hourly dummy variable parameters) = 88 exogenous variables to which we must add a constant intercept term which we call "baseload". So the non-weather dependent portion of the load at any given point in time is base-load + annual seasonality + weekday daily seasonality + Friday offset (if this is a Friday) + Saturday offset (if this is a Saturday) + Ramadan offset (if this is a Ramadan day). Note that on a Ramadan day which is also a Friday or a Saturday, both relevant offsets need to be added. To facilitate the interpretation of the model parameters, we normalize the load by dividing the hourly load measurements (in kW) by the peak demand observed in 2010.
The growth term Gl was identified during the same routine as the other parameters in the model as an additive term after the data normalization process. To identify Gm in the multiplicative trend and to keep the model solvable as a linear regression, the coefficients for the model were identified for all growth rates from 0% to 10% with 0.5% resolution. The growth rate which produced the best fit for the model overall model, was then used to test its prediction power.
Electricity price elasticity is usually accounted for in similar studies, since price fluctuations often produce significant changes in electricity consumption [22] . Abu Dhabi has seen stable electricity prices in the past years; therefore the impact of price elasticity cannot be inferred from the data available and the study period here utilized. Furthermore, for reasons beyond the scope of the present study, the pricing level is unlikely to be used in a DSM context within the emirate of Abu Dhabi in the foreseeable future. For the reasons mentioned, price elasticity was not considered in the present study, but could be an important addition to future work as electricity price variation happens. 
Conclusion and Results
The model estimation procedure resulted in autocorrelated residuals. This is a phenomenon that is often encountered in load forecasting studies. Due to the nature of the problem, and the objectives of the model, this problem could not be directly solved. Under the GaussMarkov assumption the residuals are assumed to be independently distributed and non-correlated to each other. The Ordinary Least Squares (OLS) framework is known to under-estimate the parameter estimation errors when this assumption is violated, affecting the validity of the tstatistics. In order to overcome this problem, an identification method robust to autocorrelation and heteroskedasticity in the error terms was used. The Newey-West estimator [30] provides an estimate of the covariance matrix of the parameters to improve the OLS estimation of the errors.
A series of different models were tested with a combination of the variables and methods previously discussed, in order to identify the best model representation of the overall electricity load behavior. The models were compared on the coefficient identification phase using the Root Mean Square Error (RMSE) and the Mean Absolute Percentage Error (MAPE). The best identified models were further tested to measure the accuracy of the baseline load calculated over the prediction period. The RMSE and the MAPE were used to assess the model's prediction capability against the measured data from the first half of 2011.
The baseline model was estimated using the hourly electricity load over the calendar year 2010. Very high adjusted R-squared (0.993) could be achieved over the estimation period. The quasi-totality of the estimated parameters were statistically significant (as per the tstatistics of the Newey-West algorithm). A few dummy variable coefficients mainly pertaining to certain hours of the day for Ramadan day-types that were not significant were removed, and the model parameters re-estimated. In the prediction period, it is often necessary to adjust the growth rate; this is feasible given that said period lies in the past and the corresponding growth rate can be inferred from utility company's publicly available statistics. The first half of 2011 data was used for testing the model's prediction capability, resulting in a RMSE of 1.84 (i.e., 1.84% of the 2010 peak load) and a MAPE of 2.64%. The multiplicative growth produced the best results for the insample and out-of sample period, with a value of 3.5% growth p.a.
The coefficient of the proxy for sensible cooling load is about 5 times that of the proxy for latent cooling load [1]. The wind speed parameter is surprisingly significant (cooling effect), although the impact is not comparable with temperature or humidity. Overall, the weatherdependent portion of the total electricity consumption is about 30% while it may constitute up to 49% of the peak summer demand. It should be noted that a non-negligible portion of the cooling load (for instance, pumps and fans running continuously over the cooling season, perhaps even all year round) do not correlate directly with weather and may therefore be embedded in the baseload or in the annual seasonality terms. Therefore, the actual contribution of air-conditioning to total electrical demand is likely to be higher than the aforementioned figures. A separate study is underway looking into this issue.
This simple linear regression model achieved accurate results in developing a baseline electricity consumption profile in a hypothetical post-DSM period, to identify what would have happened if a set of changes to the system (DSM) were not made. In a real DSM situation, by comparing the baseline profile generated in the post-DSM period (using the model estimated using the pre-DSM data, but driven by the actual post-DSM explanatory variables) with the load profile measured after the DSM intervention, it is possible to determine the actual savings and impacts generated from a given energy efficiency program.
For future research, heteroskedasticity and autocorrelation of the residuals will be addressed via different approaches. Finally, a more dynamic modeling approach (transfer function, state-space) might be able to fully utilize the information present in the data, while producing physically significant lumped parametersconductive/convective/solar gain of the buildings, chiller efficiency, etc-which can be used for advanced sensitivity analysis and more specific what-if scenario analysis.
