Molecular communication emerges as a promising communication paradigm for nanotechnology. However, solid mathematical foundations for information-theoretic analysis of molecular communication have not yet been built. In particular, no one has ever proven that the channel coding theorem applies to molecular communication, and no relationship between information rate capacity (maximum mutual information) and code rate capacity (supremum achievable code rate) has been established. In this paper, we focus on a major sub-class of molecular communication -the diffusion-based molecular communication. We provide solid mathematical foundations for information theory in diffusion-based molecular communication by creating a general diffusionbased molecular channel model in measure-theoretic form and prove its channel coding theorems. Various equivalence relationships between statistical and operational definitions of channel capacity are also established, including the most classic information rate capacity and code rate capacity. As byproducts, we have shown that the diffusion-based molecular channel is with "asymptotically decreasing input memory and anticipation" and "d-continuous". Other properties of diffusion-based molecular channel such as stationarity or ergodicity are also proven.
II. PRELIMINARIES A. Sources
We begin by setting up terminology and notation for sources. If a set A is finite, the symbol A ∞ −∞ will denote the set of all doubly infinite sequences x = (· · · , x −2 , x −1 , x 0 , x 1 , x 2 , · · · ), x i ∈ A for all i. The notation x n m denotes the finite sequence (x m , x m+1 , · · · , x n ) and A n m stands for the set of all such sequences. Given a sequence a n m ∈ A n m , there corresponds a cylinder set (or rectangle set):
C(a n m ) = {x ∈ A ∞ −∞ |x i = a i for m ≤ i ≤ n}. The Borel field generated by all cylinder sets in A ∞ −∞ will be denoted by B A . A source is a probability measure µ on the measurable space (A ∞ −∞ , B A ) and A is called the alphabet of the source. The probability measure µ induces a sequence of random variables {X n |n = −∞, · · · , ∞} on the probability space (A ∞ −∞ , B A , µ) by the formula X n (x) = x n for all x ∈ A ∞ −∞ . For integers m and n define B A (m, m + n) as the Borel field generated by random variables (X m , X m+1 , · · · , X m+n ) and we allow m = −∞ and n = ∞. The induced sequence {X n } n is viewed as the transmitted signal for each time n, and B A (m, m + n) represents all possible events in time m to m + n.
Besides {X n } n , µ also defines a probability measure µ n . Whenever we need to emphasize the alphabet or the induced random variables, we will also use the notation [A, µ] or [A, µ, X] to denote a source.
The (left) shift operator T on A ∞ −∞ is defined by (T x) n = x n+1 , where (T x) n is the element at the nth position. A source µ is said to be stationary if µ(F ) = µ(T F ) = µ(T −1 F ), F ∈ B A .
A source is n-stationary for some positive integer n if µ(T n F ) = µ(F ) for all F ∈ B A . In other words, µ is stationary if it is shift-invariant with respect to all events, and it is n-stationary if it is n-times shift-invariant with respect to all events. Obviously stationarity implies n-stationarity. If µ is n-stationary for some n, we say that µ is block stationary.
A source µ is ergodic if for every F ∈ B A such that T F = F , µ(F ) is either 0 or 1. An important property of the ergodic sources is the following: Proof: The necessity is provided by the well-known "ergodic theorem" of Birkhoff and the sufficiency is a direct verification of the definition. For complete proof, see, e.g., [15] .
The summation appeared in the theorem represents the "ensemble mean". Theorem 1 therefore states that the ergodic sources are those whose features can be approximated well by ensemble statistics on observable samples.
B. Channels
A discrete channel is characterized by an input alphabet A, an output alphabet B, and a set of probability measures {ν x } x on (B ∞ −∞ , B B ). The probability measure ν x is determined for each x ∈ A ∞ −∞ such that for each F ∈ B B the mapping x → ν x (F ) is B A -measurable. Each ν x is recognized as the output distribution conditioning on the input x. We shall refer [A, ν, B] to such structure and say that [A, ν, B] is a channel. The channel is stationary if for every x ∈ A ∞ −∞ and F ∈ B B we have ν x (F ) = ν T x (T F ). The event F × G is interpreted as "source emits event F and the channel output receives G". If we are interested in the output process, we shall consider the probability measure µν on the output space (B ∞ −∞ , B B ):
The sequence of random variables induced by µν on (B ∞ −∞ , B B ) will be denoted by {Y n } n . Elementary analysis shows that if [A, µ] and [A, ν, B] are both stationary, then so is µν and µν.
In this paper we will encounter the "cascade" of channels. Suppose that we are given two channels [A, σ, Q] and [Q, η, B]. If we have these two channels in cascade, the overall channel [A, ν, B] is described by
Another important notion of channel is the ergodicity. The channel ν is ergodic if for any input sequence x, ν x is ergodic. The following is an useful criterion for examining the ergodicity of a channel:
Theorem 2 (Strongly Mixing and Ergodicity). A stationary channel [A, ν, B] is said to be strongly mixing if for any input sequence x and any two cylinders F 1 , F 2 ∈ B B , we have
where T is the time shift operator. If a channel is strongly mixing, then it is ergodic.
Proof: See [16] . Intuitively speaking, a channel is strongly mixing if for any two events separated by a long time at the output, the two events are "almost" independent, regardless of the input.
C. Information-Theoretic and Coding-Theoretic Quantities
We have seen that the source µ can be viewed as a sequence of random variables {X n } n . Similarly, we can view µν as {Y n } n and µν as {X n , Y n } n . It is well-known that if the processes represented by these sequences of random variables are stationary then their entropy rates exist. Since we shall only consider stationary ergodic sources and stationary channels in this paper, we are free to write
The mutual information rate between the input and output is defined as
or, equivalently,
In the rest of this paper we shall refer to these quantities interchangably in their measure forms and random variable forms.
There are many defintions of channel capacity. In the followings we state and itemize them for ease of reference. See [17] , [18] , and [19] for detail descriptions of these channel capacities.
Given a channel [A, ν, B], there are several choices of source which we can extremizing the mutual information over. The most common ones are the follows:
• The ergodic capacity C e = sup 
I(µν).
We now state coding-theoretic terminologies. A blocklength n channel block code E for a noisy channel [A, ν, B] is a collection of |E| = M distinct codewords w i ∈ A n and M disjoint decoding sets
where Γ c i is the complement of Γ i . Such a channel block code is called an (M, n, λ) channel code. We say R is a permissible transmission rate if there exist (< 2 nR >, n, n ) channel codes such that n → 0 as n → ∞. The operational channel block coding capacity C cb is defined to be the supreme of all permissible rate:
• The operational channel block coding capacity
R.
An alternate operational definition of capacity, the operational source/channel block coding capacity C scb , is defined as follows. We consider the transmission of an ergodic source [G, τ, U ] over the channel [A, ν, B]. Define a blocklength n source/channel block code as a pair of mappings γ n : G n → A n and ψ n : B n → G n . The γ n is called the encoder and ψ n the decoder. The block encoder γ n implements a mapping on infinite sequences γ :
All such encoded sequences can be viewed as another channel input process
The block error probability for the code is
where Y n is the random variable induced at the channel output, or, presented in the measure from,
A source/channel code of blocklength n and of probability error P e is called an (n, P e ) source/channel code. A source [G, τ ] is said to be admissible if there exist (n, P e,n ) source/channel codes for the source such that P e,n → 0 as n → ∞. The operational source/channel block coding capacity C scb is defined as the supreme of the entropy over all admissible stationary ergodic sources:
• The operational source/channel block coding capacity
The last operational capacity definition concerns another function of samples defined over input/output alphabets. The nth order sample mutual information i n (x n , y n ) is defined by
If µν is stationary then there exist a measurable shift-invariant nonnegative bounded function i(x, y) such that
with convergence in L 1 (µν) and
If, furthermore, µν is ergodic, then the Shannon-McMillan Theorem states that i(x, y) = I(µν) µν-almost everywhere. Therefore, for stationary ergodic sources and channels the nth order sample mutual information i n (x n , y n ) is a good approximation of the "true" mutual information I(µν) provided n is large enough. Define for a stationary channel ν and for λ ∈ (0, 1) the quantile
where µν(i ≤ r) = µν({(x, y) | i(x, y) ≤ r}) and the outer supreme is taken over all block stationary input process [A, µ]. Our last operational capacity definition, the information quantile capacity C * , is defined by
• The information quantile capacity
The relation between all these capacities (namely, C e , C s , C, C cb , C scb , and C * ) will be given in Section III, where we need the notion of d-continuity to unify these concepts.
III. THE ADIMA CHANNEL AND THEd-DISTANCE A. ADIMA Channel A channel ν is said to have asymptotically decreasing input memory if given > 0 there is an integer m( ) such that, for any n and any output event F ∈ B B (n, ∞),
A channel ν is said to have asymptotically decreasing input anticipation if given > 0 there is an integer a( ) such that for any n and any output event F ∈ B B (−∞, n),
If a channel has both asymptotically decreasing input memory and input anticipation then we call such channels the ADIMA (asymptotically decreasing input memory and anticipation) channels or channels with ADIMA. Therefore, a channel ν with ADIMA is one for wich given > 0, there exist integers m( ) and a( ) such that for all k, n and all
Intuitively speaking, a channel has asymptotically decreasing input memory if for any two input sequences x and x , the conditional channel output distributions ν x and ν x in the interval (y n , y n+1 , · · · ) are "close" provided the two input sequences coincide on the interval (x n−m , x n−m+1 , · · · ). Similar interpretation works for channel with asymptotically decreasing input anticipation. The measure of closeness can be made precise in the language of the variational distance. Given two probability measures ν n x and ν n x on (B n , B B (0, n)), the variational distance between the measures is defined by
If we consider stationary channels only (so that the definition of ADIMA can be made to require having only all F ∈ B B (0, n) with the desired property, not with all F ∈ B B (k, k + n) for all k), then we can rephrase the definition of the ADIMA channel by saying that a stationary channel is with ADIMA if, given > 0, there are integers m( ) and a( ) such that for all n,
B.d-Distance andd-Continuity
Given two probability measures ν n x and ν
denote the set of all joint probability measures
In other words, p
n has ν n x and ν n x as marginals. Define the coordinate functions
be the Hamming distance and let δ n to be the nth order normalized Hamming distance
The nth orderd-distance between ν n x and ν n x is defined as
A channel ν isd-continuous if given > 0 there is an n 0 such that for n ≥ n 0 we haved n (ν
C. Properties ofd-Continuous Channel
Here we list several important properties ofd-continuous channel. We begin by establishing the relation between the ADIMA channel andd-continuous channel.
Proof: See [17] . Next, we summarize information-theoretic results. Recall the following notions:
C cb Operational channel block coding capacity.
C scb Operational source/channel block coding capacity.
C
* Information quantile capacity.
C e Ergodic capacity.
C s Stationary capacity. C Block stationary capacity.
Theorem 4. a) For stationary channels we have
Hence, for stationary channels, we can simply call C = C s = C e the information rate capacity (or transmission rate capacity or Shannon capacity).
b) If a channel is stationary andd-continuous then
c) Let ν be a discrete stationaryd-continuous channel. If R < C * and > 0, then for sufficiently large n 0 there exist (< 2 nR >, n, ) block codes for all n ≥ n 0 . If R > C * there exists an min > 0 such that there do not exist (< 2 nR >, n, ) block code for any < min . d) Let ν be a discrete stationaryd-continuous channel and µ a discrete stationary ergodic source. If H(µ) < C * , then µ is admissible. If H(µ) > C * , then µ is not admissible.
e) If, in addition, ν is also ergodic in b), c), and d), then C = C * .
Proof: See [17] . Theorem 4 lists the most important channel coding theorems for discrete stationaryd-continuous channels. For a discrete stationaryd-continuous channel Theorem 4.c) says that if we transmit message at a rate R < C * , then R can be achieved by some block codes with arbitrarily small block error probability; conversely, if we transmit at a rate R > C * , then the block error probability is always bounded away from zero. Similarly, Theorem 4.d) says that, for a discrete stationaryd-continuous channel and any discrete stationary ergodic source µ, if H(µ) < C * , then µ can be transmitted via block coding with arbitrarily small block error probability; conversely, if H(µ) > C * , then no such block code exists. The contents of Theorem 4.c) and Theorem 4.d) therefore collectively tell us that C * is the ultimate limitation of the system performance over the given channel, where the performance is measured in terms of the maximal code rate with vanishing block error probability. Theorem 4.e) says that if, in addition, ν is also ergodic, then the Shannon capacity C equals C * . The last property we need ford-continuous channel is its preservation under thed-limit [19] : Theorem 5. Thed-limit of a sequence ofd-continuous channels isd-continuous.
Proof: See [19] .
IV. CHANNELS IN DIFFUSION-BASED MOLECULAR COMMUNICATION
This is the main section of our paper. In this section, we first state the general properties of diffusion-based molecular channel in Section IV.A. The abstract diffusion-based molecular channel model is given in Section IV.B and capacity theorems and channel coding theorems are proven in Section IV.C. Section IV.D discusses the implications and assumptions of our results.
A. General Descriptions
The theory of molecular communication studies the process of "transmission and reception of information encoded in molecules" [1] . In other words, in a molecular communication system, we utilize features of certain molecules as the information carrier, transmit the molecules through the communication media, and design a receiver which is capable of recognizing the features encoded over. The diffusion-based systems refer to those systems whose communication media are described by the "diffusion processes". In the following we introduce the essential components of diffusion-based molecular communication systems:
1) Transmitter: In molecular communication, the transmitter has many choices of information carrier. For example, we can embed the information in the molecule concentration magnitudes [6] , the inter-transmission times [8] , the relative transmission times [20] , the molecule types [21] , or hybrids of each other [7] , [8] . After the messages are encoded, the transmitter conveys the messages by simply releasing the encoded molecules into the communication media. As is well-known, the motion of molecules in fluid media is described by the "diffusion process". The molecular communication systems whose communication media are described by the diffusion process are collectively called the "free diffusion-based molecular systems" or simply "diffusion-based molecular systems". For systems operating under the diffusion process, there is a special type of randomness which distinguishes those systems from the classical communication: the disorder of message arrivals. Consider an one-dimensional molecular communication system with transmitter and receiver separated by some distance (Fig. 1) . For each released molecule diffusing independently in the fluid medium, the time it takes to be detected by the receiver is a random variable. If we assume that the receiver perfectly detects every molecule at its first arrival at the location of the receiver, then the detection times of the transmitted messages are the first passage times of the corresponding molecules, which are random variables depending only on the fluid medium, the corresponding transmitted molecules, and the distance from transmitter to receiver. Denote the first passage time of the ith message by X i . It is possible to see that X i ≤ X j with positive probability even if i > j, i.e., it can happen that the later transmitted message arrives earlier. More generally, if we release a set of molecules in sequence, then it can happen that the receiver receives these molecules in any order.
The disorder of message arrivals is inevitable in diffusion-based molecular communication. Rather unfortunately, the classical tools dealing with disorders of message arrivals are targeting at the link-layer disorders (e.g. [22] ) and do not suit the case of diffusion-based disorder. Specifically, there are no existing mathematical tools describing the behavior of random ordering of arbitrary set of infinite random variables. To cope with it, we must develop useful channel model that describes the phenomena of the random ordering of first passage times, and by useful we mean the capability of applying the existing communication theory to the channel. The following is the strategy we take: we first find out the essential features of first passges times occurring in diffusion-based systems and define the notion of permutation channel induced by the random ordering of first passage times. Afterwards, we prove that the permutation channel is with ADIMA, and apply the channel coding theorems to such channel.
Despite the randomness described above, the first passage times in diffusion-based molecular systems do contain some regularities. The followings are the essential properties of first passage times in diffusion-based systems: • We require that the X i+1 is a delayed version of X i ; that is, there are two independent random variables D ≥ 0 and D ≥ 0 having the same distribution, and a random variable T i > 0 independent of D and D , such that
The above condition actually says that we are releasing the encoded molecules in sequence (see Fig. 2 ). The intuitive meaning is that T i is the inter-transmission time of the ith and (i + 1)th messages, and D (or D ) is the first passage distribution of the ith message. If we release the ith message, wait for a time T i , and release the (i + 1)th message, then the time it takes for the ith and (i + 1)th molecules to diffuse to the receiver is of the above form. Note that the above condition can be applied iteratively on i to derive
where D and D are independent and have the same distribution, and all T i 's are independent. Note also that the X i 's are pairwise independent. Let us give some examples. If the system is "synchronous" (which is the case in [6] , [8] , and [20] ) then T i = T for a real number T > 0 and X i+1 = X 1 + iT . The work in [8] also considers an asynchronous communication scheme for which T i 's are i.i.d. random variables.
• The second restriction we impose on the first passage times is a qualitative one: we shall require that the arrival order of each X i is "effected" "most exclusively" by the X j 's for those whose indices are close (or, equivalently, |j − i|'s are small). The precise meaning of "effected" and "most exclusively" are made clear by the next section, where we need the notion of the permutation channel to state them properly. Our second restriction aims at capturing the nature of the diffusion processes occurring in molecular communication.
The common feature of these diffusion processes is that if the release times of two molecules are T 1 and T 2 , then the probability of the later released molecule advancing the first is very small provided T 2 − T 1 is large, regardless of any feature of the transmitted molecules (e.g., weight, radius, ...). In other words, to infer the order of X j in {X i } i=1,2,··· , it suffices to observe the nearby X j−n , X j−n+1 , · · · , X j−1 and X j+1 , X j+2 , · · · , X j+n for some large n. Let us give a concrete example to support the belief. Consider the diffusion process governed by the Brownian motion with drift, which is adopted in most diffusion-based molecular communication systems (see, e.g., [8] , [20] , and [21] ). The first passage time of a released molecule is given by [23] 
where ν is the diffusion coefficient, x is the distance from the transmitter to the receiver, and v is the drifting velocity. Suppose the inter-transmission times T i 's are supported on [t i , ∞) and = inf i t i > 0. Then, according to the first restriction, the probability of the ith released molecule advancing the first is
By discarding all the irrelevant constants we see that f D (u) behaves like e −u for large u. Therefore, for large u,
In fact, the above derivation shows that if ≥ 1, then e i ×P (X i < X 1 ) → 0 in i, which means that the probability of the ith release molecule advancing the first molecule converges to 0 in o(e i ) (that is, the probability decays super-exponentially).
Similar reasonings apply to P (X i ≤ X j ) with all i, j's. In particular, if ≥ 1, then by union bound
That is, the probability of the event "any molecule released after the jth message advancing the ith released molecule is vanishing in j". This strong and universal property of diffusion processes is the one we shall capitalize upon when formulating the mathematical structure of diffusion-based molecular channels.
3) Receiver: In molecular communication, the receivers are designed to match the information carrier chosen by the transmitter. For example, if the information are carried on the molecule types, then the receiver is some nanomachines capable of recognizing these types. If the transmitter emits different concentration levels of a compound, then the receiver is usually operating on a chemical reaction involving the transmitted compound. Some examples for the first case are [7] , [8] , and [21] . For the later case, see, e.g., [6] or [24] .
Just as the white noise may occur in classical communication, the receiver might contain some sources of detection noise. Again, in all cases of molecular communication, the detection noise of a message is governed by its nearby received messages "most exclusively". The mathematical formulation of a receiver is given in the next section.
B. Channel Models andd-Continuity
For an integer n, denote the set of symmetric group of order n by S n ; that is, S n is the set of all bijections of integers {1, 2, · · · , n} onto itself. An element s ∈ S n is called a permutation and can be represented by the permutation matrix:
where {b 1 , b 2 , · · · , b n } exhausts {1, 2, · · · , n}, indicating the position after the effect of s; that is, b i = s(i), i = 1, 2, · · · , n. We also consider the infinite permutation defined as any bijection of the set of all integers I = {· · · , −2, −1, 0, 1, 2 · · · } onto itself. The set of all infinite permutations are denoted by S I . Similar to S n , any s ∈ S I has its permutation matrix representation:
for some doubly infinite sequence {b i } i∈I as the position indicators. Let γ be any probability measure on S I (with Borel field being all subsets of S I in discrete topology). The effect of
is viewed as the permutation of index:
and γ(s) is, of course, the probability of such index permutation. Given a finite set of random variables X 1 , X 2 , · · · , X n , let X (i) denote the ith largest order statistic of X 1 , X 2 , · · · , X n ; that is, X (1) ≥ X (2) ≥ · · · ≥ X (n) . The order statistics of X i 's induce a probability measure γ on S n by considering the probability γ(s) of
. We shall say that γ is induced by the ordering of X i 's. For the case of S I the ordering of an infinite sequence of random variables is ambiguous. To this end, we need another way of identifying the bijections in S I . For a finite subindex set {k i } n i=1 (i.e., k i 's are integers and k 1 < k 2 < · · · < k n ) and a s ∈ S I , version as the permutation matrix induced by the order statistics on the random variables X k1 , X k2 , · · · , X kn , then these partial orderings of the infinite sequence {· · · , X −1 , X 0 , X 1 , · · · } uniquely determine an infinite permutation s ∈ S I . However, the explicit close-form solution of the distribution γ on S I induced by {· · · , X −1 , X 0 , X 1 , · · · } is a difficult and long standing problem for which all existing solutions require strong assumptions (see, e.g., the case for i.i.d. and exchangable random variables in [25] ). Fortunately, we can take a different route to consider the qualitative properties of γ and the qualitative features are enough for our application, as illustrated below.
We shall say that a probability measure γ on S I is induced by the orderings of {· · · , X −1 , X 0 , X 1 , · · · } if γ possesses the following property: for any finite subindex {k i } n i=1 and any set of integers
where the summation is taken over all s ∈ S I with local
In other words, for any finite sub-collection {X k1 , · · · , X kn } of {· · · , X −1 , X 0 , X 1 , · · · }, we demand that the probability of the event {X k1 = X (b 1 ) , · · · , X kn = X (b n ) } equals the sum of probability of the infinite permutations for which their local
versions are the permutation matrix generated by the ordering of {X k1 , · · · , X kn }. For difficulty illustrated before, the explicit construction for γ satisfying the condition (2) is beyond the scope of this paper. In particular, the uniqueness of γ is not of our concern: any γ with property (2) is a good model for the channel under our consideration. If γ is not unique we can simply choose any one as the representative.
We are now ready to define the notion of a permutation channel. Let x = (· · · , x −1 , x 0 , x 1 , · · · ) be any input sequence of a diffusion-based molecular communication system. As discussed in Section IV.A.2, x corresponds a set of random variables {X i } i∈I where X i is the first passage time of the message x i . The ordering of these first passage times then induces a probability measure γ x on S I . The permutation channel {ν x } x on a same input and output alphabet, say A, is defined by
where s ∈ S I and y = s(x) means (1). With slight abuse of notation we also say that {γ x } x or γ is a permutation channel.
With the help of the permutation channel, we now give the following characterizations of a new class of channel, which is the mathematical channel model capturing all essential features of diffusion-based molecular channels considered in Section IV.A. 
(ii) The "outlier" probability is small:
in both γ x and γ x measure. In other words,
where the summation is taken over all s with the property in the probability bracket.
Let us give the engineering interpretation to all the assumptions we made. In section IV.A we have illustrated that the messages arrive at the receiver in disorder for diffusion-based molecular communication systems. Since such disorder comes from the random ordering of the first passage times, it does contain some implicit regularities. Suppose we aim at an interval (y 0 , y 1 , · · · , y n ) at the output of the permutation channel. Then condition (i) says that, since x i = x i for an interval (−m, −m+ 1, · · · , m+n) much larger than (0, 1, · · · , n), their corresponding first passage times are equally distributed within (−m, −m+ 1, · · · , m + n) and consequently the output distributions of (y 0 , y 1 , · · · , y n ) given x and x should be close. Moreover, since the probability of P (X j ≤ X i ) vanishes in j − i in all diffusion processes in molecular communication, any model for a diffusion-based molecular channel must be able to capture the fact that the "crossing probability P (X j ≤ X i )" is small in j − i, which is the content of condition (ii).
The total effect at the receiver is simply modeled as an ADIMA channel. The notion of ADIMA already characterizes fairly well a receiver whose detection of a message is "mostly" effected by its nearby received messages.
C. Channel Capacity
In this section we shall prove the following fundamental theorem of diffusion-based molecular communication: 
b) If R < C and > 0, then for sufficiently large n 0 there exist (< 2 nR >, n, ) block codes for all n ≥ n 0 . If R > C there exists an min > 0 such that there do not exist (< 2 nR >, n, ) block codes for any < min .
c) If H(µ) < C, then µ is admissible. If H(µ) > C, then µ is not admissible.
We divide our proof into the following steps:
The permutation channel in a diffusion-based molecular channel is stationary.
The permutation channel in a diffusion-based molecular channel is with ADIMA. The diffusion-based molecular channel is strongly mixing (and therefore by Theorem 2 it is ergodic). (vi) The cascade of two ergodic channels is ergodic. By Theorem 4.e) the proof is complete.
Proof: (i): This is an immediate result of the fact that T y = s(T x) if and only if y = s(x), where T is the time-shift operator.
(ii): Since by (i) the channel is stationary, it suffices to prove that for any > 0 and all integer n, there exists an integer m = m( ) such that if x i = x i for −m ≤ i ≤ n + m, then |γ 
where C(y 
By (2), the measure of the union of such s' is the probability of the event
In other words, 
Since the index sets of {X i } n i=0 and {X j } q+k j=p+k are disjoint and all X i 's are pairwise independent, we have, for large k,
, and
Combining the above results shows that the permutation channel in a diffusion-based molecular channel is strongly mixing. By Theorem 2, it is also ergodic.
(vi): By examining the definition of ergodicity of a channel, we see that, since the source together with the permutation channel can be viewed as another source to the receiver channel (which by definition is ergodic), the overall channel is ergodic. The above reasoning carries over to cascade of arbitrary number of ergodic channels.
D. Remarks on Theorem 6
The Theorem 6 provides the mathematical foundations for information theory in diffusion-based molecular communication.
In this section, we discuss several issues concerning the assumptions of the Theorem 6 along with some important implications.
• Byproducts of Theorem 6
The proof of Theorem 6 contains many useful byproducts. We list them formally as below: Theorem 7 (Stationarity of a Diffusion-Based Molecular Channel). A diffusion-based molecular channel is stationary. Proof: This is an easy consequence of the fact that the permutation channel and the receiver channel are both stationary, and the cascade of two stationary channels are stationary. Theorem 8 (The Permutation Channel). The permutation channel in a diffusion-based molecular channel is with ADIMA, strongly d-continuous, andd-continuous. Theorem 9 (Ergodicity of the Diffusion-Based Molecular Channel). A diffusion-based molecular channel is ergodic. Theorem 10 (d-Continuity of the Diffusion-Based Molecular Channel). A diffusion-based molecular channel isdcontinuous.
• Whyd-Continuity?
In the proof of Theorem 6 we have shown that the diffusion-based molecular channel is an ADIMA channel. Since ADIMA channel has its own coding theorems, it seems better to directly view the diffusion-based molecular channel as ADIMA channel and not bothering using thed-continuity. This is, however, not appropriate due to the fact that the ADIMA channel is very "vulnerable" to modeling errors. This is best illustrated by the following example. Consider two i.i.d. binary sources with parameter p and q. Recall that an ADIMA channel demands the variational distances between distributions under consideration to be close, which is not the case for these two i.i.d. sources when p = q since the variational distance v n between the two i.i.d. sources tends to 1 as n → ∞, no matter how small the error |p − q| > 0 is. The example tells us that if our model differs slightly from the reality, then the theorem might not carry over. Unfortunately, the diffusion process is itself a mathematical assumption and not the physical reality. In particular, for the most widely adopted diffusion model, the Brownian motion, various peculiar physical behaviors have been reported (e.g., almost-surely nowhere-differentiable path) and now it is commonly accepted that the Brownian motion is a good approximation of diffusion process but not the exact solution. There do exist realistic models for diffusion processes (e.g., the Ornstein-Uhlenbeck process), but they usually involve the "stochastic differential equations" which render the derivation of analytical results hard, if not impossible. On contrast to the ADIMA channel, thed-continuity is very "robust" to the modeling errors [26] . In particular, by Theorem 5 thed-limit of a sequence ofd-continuous channels isd-continuous, while the limit of a sequence of ADIMA channels is not necessarily an ADIMA channel. This tells us that suppose we can approximate the "true" channel by a sequence ofd-continuous channels, then the results we derived are still valid for the "true" channel. This is the reason we adopt thed-continuity in this paper.
• Continuous alphabets are possible. In molecular communication, it can happen that the input and output alphabets are continuous (a classical example being the transmission of concentration waveforms over fluid media [6] ). We point out that there do exist works on thedcontinuous channel with continuous input and output alphabets [27] . The extension of our results to continuous alphabets is therefore possible.
• Why ergodic sources? The notion of ergodicity comes from the statistical physics, where the introduce of ergodic process is used to describe a closed physical system. Since a large application area of molecular communication is to monitor the physical systems occurring in biological world, we are naturally lead to consider the ergodic sources. Besides, in most cases of communication a transmitter is itself a closed physical system, thus justifying the use of ergodicity. Last but not least, the ergodic sources have so many strong mathematical properties that we could barely derive anything without it. We just can't help but using it (and so do many great predecessors in information theory).
• Why C cb , C * , and C scb ? C cb clearly has its importance in coding theory. The importance of C scb and C * is not so obvious, as we illustrated below. A major application of molecular communication is the monitoring of biological processes (e.g., the output signal of a human organ), which is usually assumed to be ergodic. For such scenarios, our communication problem at hand is "Given an ergodic source [A, µ] and a diffusion-based molecular channel [A, ν, B], what is the best we can do?" The question is answered in a very strong sense by the definition of C scb and Theorem 6: a good source/channel code for [A, µ] exists if H(µ) < C scb ; if H(µ) > C scb , no good source/channel code exist. The reason for taking C * into consideration is of practical concern. Suppose that we try to really find out the channel capacity of the permutation channel γ. To this end, the direct calculation of H(µ), H(µγ), and H(µγ) is impractical, since the calculation of H(µγ) and H(µγ) involves all combinatorial terms for each N (i.e., for each N and a realization (x 1 , x 2 , · · · , x N ) and (y 1 , y 2 , · · · , y N ), we must consider all s ∈ S I for which s(x) = y) and the passing of limit N → ∞. On contrast, since C * is defined through the sample mutual information i n (x n , y n ), it suffices to choose a large N , calculate the expectation of i N (x N , y N ), and the convergence of i n (x n , y n ) in L 1 and the Shannon-McMillan Theorem will guarantee the closeness of i N (x N , y N ) and I(µγ).
V. CONCLUSIONS
As a promising paradigm for nano-communication, the molecular communication has been developed over the past decade. In this paper, we consider a major subclass of molecular communication systems called the diffusion-based molecular systems. Solid mathematical foundations for information theory are laid down for diffusion-based molecular communication. In particular, we have created an abstract channel model capturing all the essential features of diffusion-based molecular systems, and for such channel, the capacity theorems and channel coding theorems are proven. Other useful notions concerning stationarity and ergodicity of diffusion-based molecular channel are also established.
APPENDIX A CASCADE OF ADIMA CHANNELS
Although the generalization is possible, here we shall confine ourselves to a special case which suffices our purpose.
Theorem 11 (Cascade of ADIMA Channels). For channels with finite input and output alphabets, the cascade of ADIMA channels is an ADIMA channel. Put η C(z) (y) = inf u∈C(z) η u (y). Then we can further write 
