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В работе рассматривается одноканальная система массового обслужи-
вания с неограниченным числом мест для ожидания, в которую по-
ступает пуассоновский поток групп требований. Особенностью системы
является авторегрессионная зависимость размеров групп поступающих
требований: размер 𝑛-й поступившей в систему группы требований ли-
бо с некоторой фиксированной вероятностью равен размеру (𝑛 − 1)-й
поступившей в систему группы требований, либо с дополнительной ве-
роятностью является независимой от него случайной величиной. Дли-
тельности обслуживания требований являются независимыми случай-
ными величинами с произвольным распределением. Изучается стацио-
нарный режим функционирования системы; получено выражение для
производящей функции длины очереди, а также математическое ожи-
дание длины очереди в частном случае.
Ключевые слова: теория массового обслуживания, стационарный ре-
жим, системы с групповым поступлением требований.
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Введение
Настоящая работа является продолжением статьи [1], где рассмотрена систе-
ма массового обслуживания типа 𝑀 |𝐺|1 с групповым поступлением требований,
в которой размеры поступающих групп связаны регрессионной зависимостью. Мы
концентрируемся на изучении стационарного режима функционирования систе-
мы. Основными результатами статьи являются выражения для распределения и
математического ожидания длины очереди.
1. Описание системы
Рассмотрим систему обслуживания, состоящую из одного обслуживающего
устройства, на которое поступает простейший поток групп требований с интен-
сивностью 𝑎. Будем считать, что число мест для ожидания не ограничено, а дли-
тельность обслуживания требований имеет функцию распределения 𝐵(𝑥) с плот-
ностью 𝑏(𝑥) и преобразованием Лапласа 𝛽(𝑠). Поступающие в систему группы тре-
бований могут иметь размер 1, . . . ,𝑀 с вероятностями, соответственно, ℎ1, . . . , ℎ𝑀 .
39
40 ЛЕОНТЬЕВ Н.Д.
При этом размер 𝑛-й поступившей в систему группы требований с вероятностью
0 ≤ 𝑝 < 1 равен размеру (𝑛 − 1)-й, либо с дополнительной вероятностью 1 − 𝑝
является независимой от него случайной величиной.
Определим следующие случайные процессы:
– 𝐿(𝑡) – число требований в системе в момент 𝑡;
– 𝑋(𝑡) – время, прошедшее с начала обслуживания требования, находящегося
на обслуживании в момент 𝑡1;
– 𝑁(𝑡) – размер последней поступившей в систему до момента 𝑡 группы требо-
ваний.
Введем следующие обозначения:
𝑃 (𝑛, 𝑘, 𝑥, 𝑡) =
𝜕
𝜕𝑥
P(𝐿(𝑡) = 𝑛,𝑁(𝑡) = 𝑘,𝑋(𝑡) < 𝑥),
𝑃 (𝑛, 𝑘, 𝑡) = P(𝐿(𝑡) = 𝑛,𝑁(𝑡) = 𝑘).
Обозначим
𝜋(𝑧, 𝑘, 𝑥, 𝑠) =
∞∑︁
𝑛=1
𝑧𝑛
∞∫︁
0
𝑒−𝑠𝑡𝑃 (𝑛, 𝑘, 𝑥, 𝑡)𝑑𝑡, 𝜋0(𝑘, 𝑠) =
∞∫︁
0
𝑒−𝑠𝑡𝑃 (0, 𝑘, 𝑡)𝑑𝑡
при |𝑧| ≤ 1, Re (𝑠) > 0.
2. Предварительные результаты
В статье [1] доказана следующая теорема.
Теорема 1. Функция 𝜋(𝑧, 𝑘, 𝑥, 𝑠) при |𝑧| < 1, 𝑘 = 1, . . . ,𝑀 , 𝑥 ≥ 0, Re (𝑠) > 0
определяется по формуле
𝜋(𝑧, 𝑘, 𝑥, 𝑠) = (1−𝐵(𝑥))
𝑀∑︁
𝑛=1
𝐶𝑛(𝑧, 𝑠)
(1− 𝑝)ℎ𝑘𝑎𝑧𝑘̃︀𝜆𝑛(𝑧)− 𝑝𝑎𝑧𝑘 exp
(︁
−
(︁
𝑠 + 𝑎− ̃︀𝜆𝑛(𝑧))︁𝑥)︁ ,
где
𝐶𝑛(𝑧, 𝑠) =
1
1− 𝑧−1𝛽
(︁
𝑠 + 𝑎− ̃︀𝜆𝑛(𝑧))︁
𝑀∏︀
𝑖=1
(︁̃︀𝜆𝑛(𝑧)− 𝑝𝑎𝑧𝑖)︁
𝑀∏︀
𝑗=1
𝑗 ̸=𝑛
(︁̃︀𝜆𝑛(𝑧)− ̃︀𝜆𝑗(𝑧))︁
𝑀∑︁
𝑚=1
𝑏𝑚(𝑧, 𝑠)̃︀𝜆𝑛(𝑧)− 𝑝𝑎𝑧𝑚 , (1)
𝑏𝑚(𝑧, 𝑠) = −(𝑠 + 𝑎)𝜋0(𝑚, 𝑠) + ℎ𝑚 +
[︃
𝑝𝜋0(𝑚, 𝑠)𝑎𝑧
𝑚 + (1− 𝑝)
𝑀∑︁
𝑛=1
𝜋0(𝑛, 𝑠)ℎ𝑚𝑎𝑧
𝑚
]︃
.
1В случае, когда система свободна, можно для определенности положить 𝑋(𝑡) = 0.
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̃︀𝜆1(𝑧), . . . , ̃︀𝜆𝑀 (𝑧) определяются из уравнения
𝑀∏︁
𝑖=1
(︁
𝑝𝑎𝑧𝑖 − ̃︀𝜆)︁+ 𝑀∑︁
𝑖=1
(1− 𝑝)ℎ𝑖𝑎𝑧𝑖
𝑀∏︁
𝑗=1
𝑗 ̸=𝑖
(︁
𝑝𝑎𝑧𝑗 − ̃︀𝜆)︁ = 0, (2)
а 𝜋0(1, 𝑠), . . . , 𝜋0(𝑀, 𝑠) — из системы
𝑀∑︁
𝑚=1
𝑀∏︁
𝑗=1
𝑗 ̸=𝑚
(︁̃︀𝜆𝑛(𝑧𝑛)− 𝑝𝑎𝑧𝑗𝑛)︁(︁−(𝑠 + 𝑎)𝜋0(𝑚, 𝑠) + ℎ𝑚 + ̃︀𝜆𝑛(𝑧𝑛)𝜋0(𝑚, 𝑠))︁ = 0, (3)
в которой 𝑧𝑛 = 𝑧𝑛(𝑠) — решение функционального уравнения
𝑧𝑛 = 𝛽
(︁
𝑠 + 𝑎− ̃︀𝜆𝑛(𝑧𝑛))︁ . (4)
Введем обозначения
𝑃 (𝑛, 𝑡) = P(𝐿(𝑡) = 𝑛)
и
𝜋(𝑧, 𝑘, 𝑠) =
∞∑︁
𝑛=1
𝑧𝑛
∞∫︁
0
𝑒−𝑠𝑡𝑃 (𝑛, 𝑘, 𝑡)𝑑𝑡,
𝜋(𝑧, 𝑠) =
∞∑︁
𝑛=1
𝑧𝑛
∞∫︁
0
𝑒−𝑠𝑡𝑃 (𝑛, 𝑡)𝑑𝑡,
при |𝑧| < 1, Re (𝑠) > 0.
Имеем
𝜋(𝑧, 𝑘, 𝑠) =
∞∫︁
0
𝜋(𝑧, 𝑘, 𝑥, 𝑠)𝑑𝑥 =
=
𝑀∑︁
𝑛=1
𝐶𝑛(𝑧, 𝑠)
(1− 𝑝)ℎ𝑘𝑎𝑧𝑘̃︀𝜆𝑛(𝑧)− 𝑝𝑎𝑧𝑘
∞∫︁
0
(1−𝐵(𝑥)) exp
(︁
−
(︁
𝑠 + 𝑎− ̃︀𝜆𝑛(𝑧))︁𝑥)︁ 𝑑𝑥 =
=
𝑀∑︁
𝑛=1
𝐶𝑛(𝑧, 𝑠)
(1− 𝑝)ℎ𝑘𝑎𝑧𝑘̃︀𝜆𝑛(𝑧)− 𝑝𝑎𝑧𝑘 (𝑠 + 𝑎− ̃︀𝜆𝑛(𝑧))−1(1− 𝛽(𝑠 + 𝑎− ̃︀𝜆𝑛(𝑧))).
Далее, подставляя ̃︀𝜆𝑛(𝑧) в уравнение (2), получим
𝑀∏︁
𝑖=1
(︁
𝑝𝑎𝑧𝑖 − ̃︀𝜆𝑛(𝑧))︁+ 𝑀∑︁
𝑖=1
(1− 𝑝)ℎ𝑖𝑎𝑧𝑖
𝑀∏︁
𝑗=1
𝑗 ̸=𝑖
(︁
𝑝𝑎𝑧𝑗 − ̃︀𝜆𝑛(𝑧))︁ = 0.
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Поделив обе части уравнения на
𝑀∏︀
𝑖=1
(︁
𝑝𝑎𝑧𝑖 − ̃︀𝜆𝑛(𝑧))︁, после некоторых преобразо-
ваний получим
𝑀∑︁
𝑖=1
(1− 𝑝)ℎ𝑖𝑎𝑧𝑖̃︀𝜆𝑛(𝑧)− 𝑝𝑎𝑧𝑖 = 1.
С учетом этого результата будем иметь
𝜋(𝑧, 𝑠) =
𝑀∑︁
𝑘=1
𝜋(𝑧, 𝑘, 𝑠) =
=
𝑀∑︁
𝑛=1
𝐶𝑛(𝑧, 𝑠)(𝑠 + 𝑎− ̃︀𝜆𝑛(𝑧))−1(1− 𝛽(𝑠 + 𝑎− ̃︀𝜆𝑛(𝑧))) 𝑀∑︁
𝑘=1
(1− 𝑝)ℎ𝑘𝑎𝑧𝑘̃︀𝜆𝑛(𝑧)− 𝑝𝑎𝑧𝑘 =
=
𝑀∑︁
𝑛=1
𝐶𝑛(𝑧, 𝑠)(𝑠 + 𝑎− ̃︀𝜆𝑛(𝑧))−1(1− 𝛽(𝑠 + 𝑎− ̃︀𝜆𝑛(𝑧))).
Подставим выражение для 𝐶𝑛(𝑧, 𝑠) из (1):
𝜋(𝑧, 𝑠) =
𝑀∑︁
𝑛=1
(𝑠 + 𝑎− ̃︀𝜆𝑛(𝑧))−1 1− 𝛽(𝑠 + 𝑎− ̃︀𝜆𝑛(𝑧))
1− 𝑧−1𝛽(𝑠 + 𝑎− ̃︀𝜆𝑛(𝑧))×
×
𝑀∏︀
𝑖=1
(︁̃︀𝜆𝑛(𝑧)− 𝑝𝑎𝑧𝑖)︁
𝑀∏︀
𝑗=1
𝑗 ̸=𝑛
(︁̃︀𝜆𝑛(𝑧)− ̃︀𝜆𝑗(𝑧))︁
𝑀∑︁
𝑚=1
𝑏𝑚(𝑧, 𝑠)̃︀𝜆𝑛(𝑧)− 𝑝𝑎𝑧𝑚 .
Упростим последний множитель, подставив в него выражение для 𝑏𝑚(𝑧, 𝑠):
𝑀∑︁
𝑚=1
𝑏𝑚(𝑧, 𝑠)̃︀𝜆𝑛(𝑧)− 𝑝𝑎𝑧𝑚 =
𝑀∑︁
𝑚=1
ℎ𝑚 − (𝑠 + 𝑎− 𝑝𝑎𝑧𝑚)𝜋0(𝑚, 𝑠)̃︀𝜆𝑛(𝑧)− 𝑝𝑎𝑧𝑚 +
+
𝑀∑︁
𝑘=1
𝜋0(𝑘, 𝑠)
𝑀∑︁
𝑚=1
(1− 𝑝)ℎ𝑚𝑎𝑧𝑚̃︀𝜆𝑛(𝑧)− 𝑝𝑎𝑧𝑚 =
𝑀∑︁
𝑚=1
ℎ𝑚 − (𝑠 + 𝑎− 𝑝𝑎𝑧𝑚)𝜋0(𝑚, 𝑠)̃︀𝜆𝑛(𝑧)− 𝑝𝑎𝑧𝑚 +
+
𝑀∑︁
𝑘=1
𝜋0(𝑘, 𝑠) =
𝑀∑︁
𝑚=1
ℎ𝑚 − (𝑠 + 𝑎− 𝑝𝑎𝑧𝑚)𝜋0(𝑚, 𝑠) + (̃︀𝜆𝑛(𝑧)− 𝑝𝑎𝑧𝑚)𝜋0(𝑚, 𝑠)̃︀𝜆𝑛(𝑧)− 𝑝𝑎𝑧𝑚 =
=
𝑀∑︁
𝑚=1
ℎ𝑚 − (𝑠 + 𝑎− ̃︀𝜆𝑛(𝑧))𝜋0(𝑚, 𝑠)̃︀𝜆𝑛(𝑧)− 𝑝𝑎𝑧𝑚 .
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Итак, окончательное выражение для 𝜋(𝑧, 𝑠) принимает вид
𝜋(𝑧, 𝑠) =
𝑀∑︁
𝑛=1
(𝑠 + 𝑎− ̃︀𝜆𝑛(𝑧))−1 1− 𝛽(𝑠 + 𝑎− ̃︀𝜆𝑛(𝑧))
1− 𝑧−1𝛽(𝑠 + 𝑎− ̃︀𝜆𝑛(𝑧))×
×
𝑀∏︀
𝑖=1
(︁̃︀𝜆𝑛(𝑧)− 𝑝𝑎𝑧𝑖)︁
𝑀∏︀
𝑗=1
𝑗 ̸=𝑛
(︁̃︀𝜆𝑛(𝑧)− ̃︀𝜆𝑗(𝑧))︁
𝑀∑︁
𝑚=1
ℎ𝑚 − (𝑠 + 𝑎− ̃︀𝜆𝑛(𝑧))𝜋0(𝑚, 𝑠)̃︀𝜆𝑛(𝑧)− 𝑝𝑎𝑧𝑚 .
3. Стационарный режим
В дальнейшем будем предполагать, что 𝑎𝛽1E𝐻 < 1, где 𝛽1 = −𝛽′(0) =∫︀∞
0
𝑥𝑑𝐵(𝑥), а E𝐻 =
𝑀∑︀
𝑛=1
𝑛ℎ𝑛.
Обозначим
𝜋(𝑧) =
∞∑︁
𝑛=1
𝑧𝑛 lim
𝑡→∞𝑃 (𝑛, 𝑡),
𝑝0(𝑚) = lim
𝑡→∞𝑃 (0,𝑚, 𝑡).
В соответствии с абелевой теоремой (см. Приложение)
𝜋(𝑧) = lim
𝑠→0+
𝑠𝜋(𝑧, 𝑠) =
𝑀∑︁
𝑛=1
(𝑎− ̃︀𝜆𝑛(𝑧))−1 1− 𝛽(𝑎− ̃︀𝜆𝑛(𝑧))
1− 𝑧−1𝛽(𝑎− ̃︀𝜆𝑛(𝑧))×
×
𝑀∏︀
𝑖=1
(︁̃︀𝜆𝑛(𝑧)− 𝑝𝑎𝑧𝑖)︁
𝑀∏︀
𝑗=1
𝑗 ̸=𝑛
(︁̃︀𝜆𝑛(𝑧)− ̃︀𝜆𝑗(𝑧))︁
𝑀∑︁
𝑚=1
−(𝑎− ̃︀𝜆𝑛(𝑧)) lim
𝑠→0+
𝑠𝜋0(𝑚, 𝑠)̃︀𝜆𝑛(𝑧)− 𝑝𝑎𝑧𝑚 =
= −
𝑀∑︁
𝑛=1
1− 𝛽(𝑎− ̃︀𝜆𝑛(𝑧))
1− 𝑧−1𝛽(𝑎− ̃︀𝜆𝑛(𝑧))
𝑀∏︀
𝑖=1
(︁̃︀𝜆𝑛(𝑧)− 𝑝𝑎𝑧𝑖)︁
𝑀∏︀
𝑗=1
𝑗 ̸=𝑛
(︁̃︀𝜆𝑛(𝑧)− ̃︀𝜆𝑗(𝑧))︁
𝑀∑︁
𝑚=1
𝑝0(𝑚)̃︀𝜆𝑛(𝑧)− 𝑝𝑎𝑧𝑚 . (5)
3.1 Частный случай 𝑀 = 2
Рассмотрим более подробно ситуацию, когда 𝑀 = 2.
Характеристическое уравнение (2) в этом случае будет квадратным и примет
вид ̃︀𝜆2 − ̃︀𝜆(𝑝𝑎𝑧 + 𝑝𝑎𝑧2 + (1− 𝑝)ℎ1𝑎𝑧 + (1− 𝑝)ℎ2𝑎𝑧2) + 𝑝𝑎2𝑧3 = 0.
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Его корни
̃︀𝜆1(𝑧) = 𝑝𝑎𝑧 + 𝑝𝑎𝑧2 + (1− 𝑝)ℎ1𝑎𝑧 + (1− 𝑝)ℎ2𝑎𝑧2 +√𝐷
2
,
̃︀𝜆2(𝑧) = 𝑝𝑎𝑧 + 𝑝𝑎𝑧2 + (1− 𝑝)ℎ1𝑎𝑧 + (1− 𝑝)ℎ2𝑎𝑧2 −√𝐷
2
.
где 𝐷 = (𝑝𝑎𝑧 + 𝑝𝑎𝑧2 + (1 − 𝑝)ℎ1𝑎𝑧 + (1 − 𝑝)ℎ2𝑎𝑧2)2 − 4𝑝𝑎2𝑧3. Легко видеть, что
𝐷(1) = (𝑎− 𝑝𝑎)2, ̃︀𝜆1(1) = 𝑎, ̃︀𝜆2(1) = 𝑝𝑎. Также нетрудно установить, что̃︀𝜆′1(1) = 𝑎(1 + ℎ2),̃︀𝜆′′1(1) = 2𝑎ℎ2(1− 𝑝ℎ2)1− 𝑝 ,̃︀𝜆′2(1) = 𝑝𝑎(1 + ℎ1) = 𝑝𝑎(2− ℎ2).
Из уравнения (4) следует, что
𝑧′𝑖(𝑠) = 𝛽
′
(︁
𝑠 + 𝑎− ̃︀𝜆𝑖(𝑧𝑖(𝑠)))︁(︁1− ̃︀𝜆′𝑖(𝑧𝑖(𝑠))𝑧′𝑖(𝑠))︁ ,
а значит
𝑧′𝑖(𝑠) =
𝛽′
(︁
𝑠 + 𝑎− ̃︀𝜆𝑖(𝑧𝑖(𝑠)))︁
1 + 𝛽′
(︁
𝑠 + 𝑎− ̃︀𝜆𝑖(𝑧𝑖(𝑠)))︁ ̃︀𝜆′𝑖(𝑧𝑖(𝑠)) .
С учетом полученных выше выражений для ̃︀𝜆1(𝑧) и ̃︀𝜆2(𝑧), нетрудно установить,
что 𝑧1(0) = 1, а значит 𝑧
′
1(0) = − 𝛽11−𝑎𝛽1(1+ℎ2) .
Система (3) примет вид
(̃︀𝜆1 − 𝑝𝑎𝑧21)(−(𝑠 + 𝑎)𝜋0(1, 𝑠) + ℎ1 + ̃︀𝜆1𝜋0(1, 𝑠))+
+ (̃︀𝜆1 − 𝑝𝑎𝑧1)(−(𝑠 + 𝑎)𝜋0(2, 𝑠) + ℎ2 + ̃︀𝜆1𝜋0(2, 𝑠)) = 0,
(̃︀𝜆2 − 𝑝𝑎𝑧22)(−(𝑠 + 𝑎)𝜋0(1, 𝑠) + ℎ1 + ̃︀𝜆2𝜋0(1, 𝑠))+
+ (̃︀𝜆2 − 𝑝𝑎𝑧2)(−(𝑠 + 𝑎)𝜋0(2, 𝑠) + ℎ2 + ̃︀𝜆2𝜋0(2, 𝑠)) = 0.
Ее решение
𝜋0(1, 𝑠) =
1
(̃︀𝜆1 − 𝑝𝑎𝑧21)(̃︀𝜆2 − 𝑝𝑎𝑧2)− (̃︀𝜆1 − 𝑝𝑎𝑧1)(̃︀𝜆2 − 𝑝𝑎𝑧22)×
×
{︂[︃
(̃︀𝜆1 − 𝑝𝑎𝑧21)(̃︀𝜆2 − 𝑝𝑎𝑧2)
𝑠 + 𝑎− ̃︀𝜆1 − (
̃︀𝜆1 − 𝑝𝑎𝑧1)(̃︀𝜆2 − 𝑝𝑎𝑧22)
𝑠 + 𝑎− ̃︀𝜆2
]︃
ℎ1+
+
̃︀𝜆1 − ̃︀𝜆2
(𝑠 + 𝑎− ̃︀𝜆1)(𝑠 + 𝑎−̃︁𝜆2) (̃︀𝜆1 − 𝑝𝑎𝑧1)(̃︀𝜆2 − 𝑝𝑎𝑧2)ℎ2
}︂
,
𝜋0(2, 𝑠) =
1
(̃︀𝜆1 − 𝑝𝑎𝑧21)(̃︀𝜆2 − 𝑝𝑎𝑧2)− (̃︀𝜆1 − 𝑝𝑎𝑧1)(̃︀𝜆2 − 𝑝𝑎𝑧22)×
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×
{︂ ̃︀𝜆2 − ̃︀𝜆1
(𝑠 + 𝑎− ̃︀𝜆1)(𝑠 + 𝑎−̃︁𝜆2) (̃︀𝜆1 − 𝑝𝑎𝑧21)(̃︀𝜆2 − 𝑝𝑎𝑧22)ℎ1+
+
[︃
(̃︀𝜆1 − 𝑝𝑎𝑧21)(̃︀𝜆2 − 𝑝𝑎𝑧2)
𝑠 + 𝑎− ̃︀𝜆2 − (
̃︀𝜆1 − 𝑝𝑎𝑧1)(̃︀𝜆2 − 𝑝𝑎𝑧22)
𝑠 + 𝑎− ̃︀𝜆1
]︃
ℎ2
}︂
.
Отсюда
𝑝0(1) = lim
𝑠→0+
𝑠𝜋0(1, 𝑠) =
̃︀𝜆2(𝑧2(0))− 𝑝𝑎𝑧2(0)
𝑝𝑎𝑧22(0)− 𝑝𝑎𝑧2(0)
(1− 𝑎𝛽1(1 + ℎ2)),
𝑝0(2) = lim
𝑠→0+
𝑠𝜋0(2, 𝑠) = −
̃︀𝜆2(𝑧2(0))− 𝑝𝑎𝑧22(0)
𝑝𝑎𝑧22(0)− 𝑝𝑎𝑧2(0)
(1− 𝑎𝛽1(1 + ℎ2)).
Здесь мы воспользовались тем, что
lim
𝑠→0
𝑠
𝑠 + 𝑎− ̃︀𝜆1 = lim𝑠→0 𝑠𝑠 + 𝑎− ̃︀𝜆1(𝑧1(𝑠)) = 11− ̃︀𝜆′1(𝑧1(0))𝑧′1(0) =
=
1
1 + 𝑎(1 + ℎ2)
𝛽1
1−𝑎𝛽1(1+ℎ2)
= 1− 𝑎𝛽1(1 + ℎ2).
Выражение (5) в случае 𝑀 = 2 примет вид
𝜋(𝑧) = −
{︂
1− 𝛽(𝑎− ̃︀𝜆1(𝑧))
1− 𝑧−1𝛽(𝑎− ̃︀𝜆1(𝑧)) 1̃︀𝜆1(𝑧)− ̃︀𝜆2(𝑧)×
×
(︁
(̃︀𝜆1(𝑧)− 𝑝𝑎𝑧2)𝑝0(1) + (̃︀𝜆1(𝑧)− 𝑝𝑎𝑧)𝑝0(2))︁+
+
1− 𝛽(𝑎− ̃︀𝜆2(𝑧))
1− 𝑧−1𝛽(𝑎− ̃︀𝜆2(𝑧)) 1̃︀𝜆2(𝑧)− ̃︀𝜆1(𝑧)×
×
(︁
(̃︀𝜆2(𝑧)− 𝑝𝑎𝑧2)𝑝0(1) + (̃︀𝜆2(𝑧)− 𝑝𝑎𝑧)𝑝0(2))︁}︂ = − 1̃︀𝜆1(𝑧)− ̃︀𝜆2(𝑧)×
×
{︂
𝑧(1− 𝛽(𝑎− ̃︀𝜆1(𝑧)))
𝑧 − 𝛽(𝑎− ̃︀𝜆1(𝑧))
(︁
(̃︀𝜆1(𝑧)− 𝑝𝑎𝑧2)𝑝0(1) + (̃︀𝜆1(𝑧)− 𝑝𝑎𝑧)𝑝0(2))︁−
−𝑧(1− 𝛽(𝑎−
̃︀𝜆2(𝑧)))
𝑧 − 𝛽(𝑎− ̃︀𝜆2(𝑧))
(︁
(̃︀𝜆2(𝑧)− 𝑝𝑎𝑧2)𝑝0(1) + (̃︀𝜆2(𝑧)− 𝑝𝑎𝑧)𝑝0(2))︁}︂.
Найдем математическое ожидание длины очереди в стационарном режиме. Имеем
lim
𝑡→∞E𝐿(𝑡) = 𝜋
′(1). Продифференцируем 𝜋(𝑧):
𝜋′(𝑧) =
̃︀𝜆′1(𝑧)− ̃︀𝜆′2(𝑧)
(̃︀𝜆1(𝑧)− ̃︀𝜆2(𝑧))2×
×
{︂
𝑧(1− 𝛽(𝑎− ̃︀𝜆1(𝑧)))
𝑧 − 𝛽(𝑎− ̃︀𝜆1(𝑧))
(︁
(̃︀𝜆1(𝑧)− 𝑝𝑎𝑧2)𝑝0(1) + (̃︀𝜆1(𝑧)− 𝑝𝑎𝑧)𝑝0(2))︁−
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−𝑧(1− 𝛽(𝑎−
̃︀𝜆2(𝑧)))
𝑧 − 𝛽(𝑎− ̃︀𝜆2(𝑧))
(︁
(̃︀𝜆2(𝑧)− 𝑝𝑎𝑧2)𝑝0(1) + (̃︀𝜆2(𝑧)− 𝑝𝑎𝑧)𝑝0(2))︁}︂−
− 1̃︀𝜆1(𝑧)− ̃︀𝜆2(𝑧)×
×
{︂−𝛽(𝑎− ̃︀𝜆1(𝑧)) + 𝛽2(𝑎− ̃︀𝜆1(𝑧)) + 𝑧2𝛽′(𝑎− ̃︀𝜆1(𝑧))̃︀𝜆′1(𝑧)− 𝑧𝛽′(𝑎− ̃︀𝜆1(𝑧))̃︀𝜆′1(𝑧)
(𝑧 − 𝛽(𝑎− ̃︀𝜆1(𝑧)))2 ×
×
(︁
(̃︀𝜆1(𝑧)− 𝑝𝑎𝑧2)𝑝0(1) + (̃︀𝜆1(𝑧)− 𝑝𝑎𝑧)𝑝0(2))︁+
+
𝑧(1− 𝛽(𝑎− ̃︀𝜆1(𝑧)))
𝑧 − 𝛽(𝑎− ̃︀𝜆1(𝑧))
(︁
(̃︀𝜆′1(𝑧)− 2𝑝𝑎𝑧)𝑝0(1) + (̃︀𝜆′1(𝑧)− 𝑝𝑎)𝑝0(2))︁−
−−𝛽(𝑎−
̃︀𝜆2(𝑧)) + 𝛽2(𝑎− ̃︀𝜆2(𝑧)) + 𝑧2𝛽′(𝑎− ̃︀𝜆2(𝑧))̃︀𝜆′2(𝑧)− 𝑧𝛽′(𝑎− ̃︀𝜆2(𝑧))̃︀𝜆′2(𝑧)
(𝑧 − 𝛽(𝑎− ̃︀𝜆2(𝑧)))2 ×
×
(︁
(̃︀𝜆2(𝑧)− 𝑝𝑎𝑧2)𝑝0(1) + (̃︀𝜆2(𝑧)− 𝑝𝑎𝑧)𝑝0(2))︁−
−𝑧(1− 𝛽(𝑎−
̃︀𝜆2(𝑧)))
𝑧 − 𝛽(𝑎− ̃︀𝜆2(𝑧))
(︁
(̃︀𝜆′2(𝑧)− 2𝑝𝑎𝑧)𝑝0(1) + (̃︀𝜆′2(𝑧)− 𝑝𝑎)𝑝0(2))︁}︂.
Вычислим
lim
𝑧→1
𝑧(1− 𝛽(𝑎− ̃︀𝜆1(𝑧)))
𝑧 − 𝛽(𝑎− ̃︀𝜆1(𝑧)) = lim𝑧→1 1− 𝛽(𝑎−
̃︀𝜆1(𝑧)) + 𝑧𝛽′(𝑎− ̃︀𝜆1(𝑧))̃︀𝜆′1(𝑧)
1 + 𝛽′(𝑎− ̃︀𝜆1(𝑧))̃︀𝜆′1(𝑧) =
=
1− 1 + 1(−𝛽1)𝑎(1 + ℎ2)
1 + (−𝛽1)𝑎(1 + ℎ2) =
−𝑎𝛽1(1 + ℎ2)
1− 𝑎𝛽1(1 + ℎ2) .
Обозначим
𝑓(𝑧) = −𝛽(𝑎− ̃︀𝜆1(𝑧)) + 𝛽2(𝑎− ̃︀𝜆1(𝑧)) + 𝑧2𝛽′(𝑎− ̃︀𝜆1(𝑧))̃︀𝜆′1(𝑧)− 𝑧𝛽′(𝑎− ̃︀𝜆1(𝑧))̃︀𝜆′1(𝑧),
𝑔(𝑧) = (𝑧 − 𝛽(𝑎− ̃︀𝜆1(𝑧)))2.
Имеем
lim
𝑧→1
𝑓(𝑧)
𝑔(𝑧)
=
𝑓 ′′(1)
𝑔′′(1)
=
2𝑎2𝛽21(1 + ℎ2)
2 − 𝑎2𝛽2(1 + ℎ2)2 − 2𝑎𝛽1 ℎ2(1−𝑝ℎ2)1−𝑝 − 2𝑎𝛽1(1 + ℎ2)
2(1− 𝑎𝛽1(1 + ℎ2))2 ,
где 𝛽2 = 𝛽
′′(0) =
∫︀∞
0
𝑥2𝑑𝐵(𝑥). Тем самым
𝜋′(1) =
𝑝
1− 𝑝 (1− ℎ2) + 𝑎𝛽1(1 + ℎ2) +
𝑎2𝛽2(1 + ℎ2)
2
2(1− 𝑎𝛽1(1 + ℎ2))+
+
𝑎𝛽1
1− 𝑎𝛽1(1 + ℎ2)
ℎ2(1− 𝑝ℎ2)
1− 𝑝 −
𝑝
1− 𝑝
1
1− 𝑎𝛽1(1 + ℎ2)𝑝0(1).
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Заключение
Мы рассмотрели систему массового обслуживания типа𝑀 |𝐺|1 с групповым по-
ступлением требований, в которой размеры поступающих групп связаны регресси-
онной зависимостью: размер 𝑛-й поступившей в систему группы требований либо
с некоторой фиксированной вероятностью равен размеру (𝑛− 1)-й поступившей в
систему группы требований, либо с дополнительной вероятностью является неза-
висимой от него случайной величиной. Исследован стационарный режим функ-
ционирования системы; найдено распределение длины очереди и математическое
ожидания длины очереди для случая 𝑀 = 2.
Приложение
Теорема 2 (Абелева теорема для преобразования Лапласа). Пусть 𝑓(𝑡) — функ-
ция действительного переменного и существует предел lim
𝑡→∞ 𝑓(𝑡). Тогда имеет
место равенство
lim
𝑡→∞ 𝑓(𝑡) = lim𝑠→0
𝑠
∞∫︁
0
𝑒−𝑠𝑡𝑓(𝑡)𝑑𝑡.
Доказательство. См., например, [2].
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The paper studies a single server queueing system with infinite capacity and
with batch Poisson arrival process. A feature of the system under study is
autoregressive dependence of the arriving batch sizes: the size of the 𝑛th
batch is equal to the size of the (𝑛 − 1)st batch with a fixed probability,
and is an independent random variable with complementary probability.
Service times are supposed to be independent random variables with a
specified distribution. The steady-state behaviour is studied; expression for
the probability generating function of the queue length is derived, as well
as the mean queue length for a special case.
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