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Abstract
The goal of this work is to introduce an efficient method of learning, ai-
ming to optimize the behavior of agents in a multi-agents system featuring an
auto-organization mechanism. This mechanism allows it to adapt its behavior
according its agents trust values. This learning weights on the importance
of different criterias which determines an agent’s behavior concerning move-
ments and communications in such a system. To do so, this work will describe
the fondamental notions over the multi-agents systems theory, will introduce
the concept of learning and will study the different methods used to add
this learning to different kinds of systems. The algorithm described in details
here is the Q-Learning, a reinforcement learning algorithm. The case study
introduced in this memoire is an application of this algorithm to an existing
model, Danger Mapping, allowing the simulation of an auto-organized multi-
agents system by the GAMA platform. The results of this new model will be
compared with the those obtained when the behavior rules of the agents in
Danger Mapping are optimized using a genetic algorithm.
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Re´sume´
L’objectif de ce travail est de pre´senter une me´thode efficace d’appren-
tissage visant a` optimiser le comportement d’agents dans un syste`me multi-
agents pre´sentant un me´canisme d’auto-organisation. Celui-ci lui permet de
modifier son comportement pour re´agir a` l’apparition d’agents non fiables.
Cet apprentissage porte sur l’importance des diffe´rents crite`res qui influent
sur les de´placements et les communications des agents pre´sents dans un tel
syste`me. Pour ce faire, ce travail de´crira les notions fondamentales entourant
la the´orie sur les syste`mes multi-agents, pre´sentera le concept d’apprentis-
sage et e´tudiera les diffe´rentes me´thodes qui permettent d’appliquer celui-ci
dans diffe´rents syste`mes. L’algorithme d’apprentissage qui sera de´taille´ est
le Q-Learning, un algorithme d’apprentissage par renforcement. L’e´tude de
cas pre´sente´e dans le pre´sent me´moire est l’inte´gration de cet algorithme
d’apprentissage dans un mode`le existant, Danger Mapping, qui permet de
simuler un syste`me multi-agents auto-organise´ graˆce a` la plateforme GAMA.
Au terme de celle-ci, les re´sultats seront compare´s avec ceux, the´oriques,
obtenus en appliquant un algorithme ge´ne´tique pour optimiser l’importance
accorde´e aux re`gles de comportement.
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Chapitre 1
Introduction
Depuis les premiers travaux sugge´rant la possibilite´ de cre´er des intel-
ligences artificielles, ce domaine a nourri de nombreux espoirs. La formali-
sation de proble`mes complexes de la vie courante pre´sente ne´anmoins plus
de difficulte´s que les pionniers du domaine l’avaient suppose´. Pour reme´dier
a` ce proble`me, une solution courante consiste a` subdiviser ce proble`me en
une se´rie de sous proble`mes qu’un ensemble d’agents essaient de re´soudre de
concert. Ces syste`mes multi-agents permettent de re´soudre des proble`mes de
grande envergure, notamment lorsque ceux-ci coope`rent efficacement.
Ces agents se heurtent ne´anmoins a` d’importants proble`mes lorsque l’en-
vironnement est inconnu ou qu’il pre´sente un trop grand nombre de com-
binaisons entre les e´tats possibles de celui-ci et les actions envisageables,
c’est-a`-dire lorsqu’il n’est donc pas possible de trouver une suite d’actions
optimales. Une solution couramment accepte´e a` ce proble`me est l’introduc-
tion d’une forme d’apprentissage pour ces agents. En effet, en permettant a`
ceux-ci d’apprendre par expe´rience a` prendre les meilleures de´cisions, la per-
formance de ces agents croit jusqu’a` atteindre une valeur proche de l’optimal.
Bien que l’apprentissage a souvent pour objet le choix des actions a` entre-
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prendre, celui-ci peut e´galement porter sur d’autres composants de l’agent
implique´s dans l’e´valuation de la re´compense perc¸ue apre`s une action, l’ex-
ploration de nouveaux e´tats ou la modification de l’utilite´ escompte´e pour
chaque action.
La recherche d’une coope´ration efficace entre les diffe´rents agents est aussi
importante dans les syste`mes multi-agents que les performances individuelles
de ceux-ci. Il est donc essentiel que ceux-ci pre´sentent une bonne coordina-
tion. Ainsi, les syste`mes auto-organise´s voient leur agents apprendre progres-
sivement une organisation qui leur permet de maximiser leur efficacite´. Cette
recherche conduit souvent les agents a` se diviser en roˆles distincts en fonction
de leurs caracte´ristiques, roˆles qui influencent le comportement de ces agents
en leur permettant d’adapter celui-ci aux proprie´te´s de l’environnement, des
autres agents et de lui-meˆme.
Si cette auto-organisation permet une ame´lioration des interactions entre
les agents d’un meˆme syste`me, l’importance de celle-ci est accorde´e au de´triment
de celle associe´e aux performances individuelles des agents. Il convient donc
de la calibrer en fonction de l’environnement pour atteindre des performances
optimales. Divers travaux [8] ont permis de trouver un calibrage optimal
pour un environnement pre´cis. Ces re´sultats sont ne´anmoins strictement
the´oriques et demandent une connaissance totale du syste`me, ce qui n’est pas
le cas des agents en pratique. Le proble`me qui se pose est : ”Comment ca-
librer efficacement l’importance associe´e aux performances individuelles des
agents et celle associe´e aux interactions entre ceux-ci dans un environnement
inconnu ?”.
Le but du pre´sent document est de pre´senter l’inte´reˆt d’inte´grer un ap-
prentissage supple´mentaire pour chaque agent d’un syste`me multi-agents
auto-organise´. Celui-ci permettrait a` l’importance qu’un agent accorde a` l’or-
ganisation du syste`me quant a` son comportement d’e´voluer. A cette fin, ce
travail introduit les diffe´rents concepts lie´s aux syste`mes multi-agents, a` l’ap-
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prentissage et a` l’organisation de tels syste`mes. Il pre´sente ensuite une so-
lution au proble`me pre´ce´demment cite´ et applique cette dernie`re a` un cas
d’e´tude concret, le mode`le de syste`me multi-agents auto-organise´ Danger
Mapping. Ce document analyse et discute des re´sultats de cette application,
tire des conclusions de ceux-ci et pre´sente des pistes pour de futurs travaux.
Chapitre 2
Intelligence artificielle
L’intelligence artificielle est un domaine qui a connu, au cours des dernie`res
de´cennies, une se´rie de phases de succe`s et d’optimisme de´mesure´, mais aussi
de phases de pessimismes quant aux limitations sur le de´veloppement de
celui-ci. L’usage de me´thodes scientifiques dans la comparaison des diffe´rentes
approches et dans l’expe´rimentation a conside´rablement acce´le´re´ les progre`s
dans le domaine au cours de la dernie`re de´cennie. Certaines notions, parmi
lesquelles les agents, les environnements, les syste`mes multi-agents, l’appren-
tissage et l’auto-organisation, sont de´sormais couramment accepte´es dans la
litte´rature et sont centrales a` bon nombre d’approches. Ce chapitre de´finit
diffe´rents concepts utilise´s dans les publications contemporaines sur l’intelli-
gence artificielle et de´crit les me´thodes d’apprentissage qui seront ne´cessaires
pour comprendre les enjeux et techniques utilise´s dans l’e´tude de cas pre´sente´e
au chapitre 3.
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2.1 Agent
La notion d’agent, commune a` beaucoup de publications scientifiques lie´es
a` l’intelligence artificielle, posse`de un grand nombre de de´finitions. Parmi
celles-ci, voici celles que nous jugerons les plus pertinentes :
– ”On appelle agent toute entite´ qui peut eˆtre conside´re´e comme perce-
vant son environnement graˆce a` des capteurs et qui agit sur cet envi-
ronnement via des effecteurs.” [14]
– ”Un agent est un syste`me informatique, situe´ dans un environnement,
capable d’exe´cuter des actions de manie`re autonome afin de re´aliser les
objectifs pour lesquels il a e´te´ cre´e´.” [19]
– ”Un agent est de´fini comme une unite´ autonome interactive faisant par-
tie inte´grante d’un environnement dans lequel il se meut ; cet environ-
nement peut contenir d’autres entite´s qui interagissent afin d’atteindre
un but.” [13]
On dit d’un agent qu’il est rationnel si il correspond a` la de´finition sui-
vante :
Pour chaque se´quence de percepts possible, un agent rationnel
doit se´lectionner une action susceptible de maximiser sa mesure
de performance, compte tenu des observations fournies par la
se´quence de percepts et de la connaissance dont il dispose. [14] 1
La mesure de performance d’une se´quence d’e´tats de l’environnement permet
de quantifier le fait que les actions de l’agent provoquent des changements
dans l’environnement de´sirables pour la re´alisation de ses objectifs.
Un agent est dit re´actif si ses actions sont uniquement effectue´es en
re´ponse aux changements perc¸us dans son environnement, ne tenant compte
1. Il est a` noter qu’un agent rationnel n’est pas ne´cessairement omniscient. Un agent
omniscient connait le re´sultat re´el de ses actions alors que l’agent rationnel, lui, ne
conside`re que le re´sultat attendu de celles-ci.
CHAPITRE 2. INTELLIGENCE ARTIFICIELLE 6
que du percept courant. Un tel agent confronte celui-ci a` un se´rie de re`gle
condition-action pour de´cider quelle action effectuer. Les agents re´flexes sont
remarquablement simples mais leur intelligence est limite´e et ils ne sont ef-
ficaces que s’il est possible de prendre la bonne de´cision sur la base du seul
percept courant, c’est-a`-dire seulement si l’environnement est entie`rement
observable. A` l’inverse, un agent cognitif est plus complexe et peut posse´der
une forme d’e´tat interne lui permettant de mode´liser l’e´tat d’un environne-
ment qui n’est pas observable dans sa totalite´. Il peut e´galement avoir un
ou plusieurs buts. L’exploration et la planification sont des sous-domaines de
l’IA qui se consacrent a` la recherche de la se´quence d’actions qui permettent
a` un agent d’atteindre ses buts. Pour ce faire, il est souvent ne´cessaire d’intro-
duire une fonction d’utilite´ pour permettre une internalisation de la mesure
de performance.
Les diffe´rents composants d’un agent interagissent avec la repre´sentation
interne que cet agent se fait de son environnement. L’expressivite´ de cette
repre´sentation, et donc sa complexite´, est choisie parmi les trois niveaux
suivants :
Atomique. Une repre´sentation des e´tats et des transitions entre e´tats est
atomique si chaque e´tat ne posse`de aucune structure interne.
Factorise´e. Une repre´sentation des e´tats et des transitions entre e´tats est
factorise´e si chaque e´tat est constitue´ d’un vecteur contenant la valeur
des attributs lie´s a` cet e´tat.
Structure´e. Une repre´sentation des e´tats et des transitions entre e´tats est
structure´e si chaque e´tat est constitue´ d’une collections d’objets posse´dant
des attributs et des relations entre eux.
Un exemple d’agent serait un robot qui joue aux e´checs. Les senseurs
de celui-ci l’avertissent a` la fin du tour du joueur adverse qu’il doit jouer,
et l’informent e´galement de l’e´tat de l’e´chiquier. Apre`s avoir converti cette
entre´e en repre´sentation interne, l’agent envisage les actions possibles, en
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pre´disant l’e´tat engendre´ par chacune d’elles et en e´valuant l’utilite´ de celui-
ci. Le robot choisit l’action qui maximise cette utilite´ attendue et l’exe´cute via
ses effecteurs. Un tel agent est cognitif s’il peut pre´voir l’utilite´ de ses actions
au-dela` de leur utilite´ imme´diate, sinon il est re´actif. La repre´sentation interne
la plus intuitive est structure´e, chaque pie`ce sur l’e´chiquier posse´dant des
caracte´ristiques qui lui sont propres. Le but recherche´ par le robot est la
victoire de la partie.
Figure 1 – Structure d’un agent sans apprentissage [14]
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2.2 Environnement
L’environnement est le syste`me avec lequel interagit l’agent et dont il fait
partie. C’est celui-ci qui produit les informations ne´cessaires aux capteurs de
l’agent et c’est sur celui-ci que sont effectue´es les actions de ce dernier.
Un environnement peut eˆtre :
Entie`rement/Partiellement observable :
L’environnement est dit entie`rement observable si les capteurs d’un
agent lui donnent acce`s a` la totalite´ des informations pertinentes sur
l’e´tat de l’environnement a` tout moment. La pertinence de ces infor-
mations de´pend de la mesure de performance pour cet agent.
Monoagent/Multi-agents :
Un environnement est multi-agents s’il pre´sente plusieurs agents. Les
autres entite´s pre´sentes dans l’environnement peuvent eˆtre conside´re´es
comme simples composants de cet environnement ou comme agents a`
part entie`re, notamment lorsque la mesure de performance de l’agent
conside´re´ est directement lie´e au comportement de ces entite´s. 2 Les
environnements multi-agents introduisent souvent la communication
comme comportement rationnel.
De´terministe/Stochastique :
S’il est possible de de´terminer avec certitude quel sera l’e´tat suivant
de l’environnement sur base de l’e´tat courant et de l’action choisie,
alors cet environnement est de´terministe. Sinon, il est stochastique. Un
environnement non entie`rement observable peut paraitre stochastique,
meˆme lorsque son comportement est de´terministe. Si les probabilite´s
attache´es a` ces changements d’e´tat ne sont pas de´termine´es, l’environ-
nement est dit non de´terministe.
2. Ainsi, les e´checs sont un environnement multi-agents concurrentiel alors que des
fourmis œuvrant ensemble a` accumuler de la nourriture sont un environnement multiagent
coope´ratif.
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E´pisodique/Se´quentiel :
Un environnement est e´pisodique si l’expe´rience de l’agent est divise´e en
e´pisodes atomiques pendant lesquels l’agent rec¸oit un percept et choisit
une action a` exe´cuter. A` l’inverse, dans les environnements se´quentiels,
toute de´cision est susceptible d’affecter les de´cisions futures.
Statique/Dynamique :
Un environnement est dynamique s’il peut changer sans action de
l’agent, a` mesure que le temps s’e´coule. Un tel environnement peut
changer alors que l’agent est en train de de´cider quelle action effec-
tuer, obligeant celui-ci a` e´valuer sans cesse l’e´tat du monde. 3 A` l’in-
verse, un environnement est statique si l’environnement ne change qu’en
conse´quence d’une action de l’agent.
Discret/Continu :
L’espace des e´tats de l’environnement, du temps, des percepts et des
actions peut eˆtre discret ou continu.
Connu/Inconnu : L’agent peut connaitre les re`gles qui re´gissent son en-
vironnement. Si tel est le cas, l’environnement est conside´re´ comme
connu.
Un environnement partiellement observable, multi-agents, non de´terministe,
se´quentiel, dynamique, continu et inconnu est un cas extreˆmement difficile.
Beaucoup d’activite´s de la vie courante re´pondent pourtant a` ces crite`res, ce
qui rend l’exe´cution de taˆches habituelles pour l’homme par un agent artificiel
particulie`rement complexe ou inefficace. Un exemple d’un tel environnement
serait celui dans lequel e´volue un robot pie´ton qui doit se de´placer effica-
cement dans les rues bonde´es de New York. La seule caracte´ristique de cet
environnement qui soulage un peu sa complexite´ est son aspect partiellement
connu. Il est en effet pre´visible que les autres pie´tons n’appre´cient pas que
3. Un environnement peut e´galement eˆtre semi-dynamique si l’environnement ne change
pas au cours du temps mais si la mesure de performance de l’agent, elle, est affecte´e par
l’e´coulement du temps. Ainsi, lorsqu’on utilise un chronome`tre, le jeu d’e´checs est semi-
dynamique.
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l’agent s’arreˆte au milieu de la rue, que ne pas respecter le code de la route
est pe´nalisant et que les agents qui interfe`rent avec les actions de l’agent
pie´ton sont moins nombreux un jour de pluie.
Le tableau suivant donne plusieurs exemples d’environnements, ainsi que
leurs caracte´ristiques :
Figure 2 – Exemples d’environnements [14]
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2.3 Apprentissage
Dans son article Computing machinery and Intelligence, publie´ en 1950,
Alan Turing fait une estimation de la quantite´ de travail que prendrait la
programmation a` la main de ses machines intelligentes avant d’en venir a`
la conclusion qu’ ”une me´thode plus rapide serait pre´fe´rable”. En effet, la
cre´ation d’agents intelligents est extreˆmement laborieuse lorsque le syste`me
est un tant soit peu complexe. 4 La solution propose´e par Alan Turing consiste
a` construire des machines capables d’apprentissage puis a` les instruire. Cette
solution, de´sormais courante dans de nombreux domaines lie´s a` l’intelligence
artificielle, pre´sente l’avantage que l’agent dote´ d’apprentissage peut ope´rer
dans des environnements inconnus au de´part et ame´liorer ses compe´tences au
fur et a` mesure qu’il interagit avec celui-ci. ”Plutoˆt que d’essayer de produire
un programme qui simule l’esprit d’un adulte, pourquoi ne pas plutoˆt tenter
de simuler celui d’un enfant”. [16]
2.3.1 Les composants de l’agent apprenant
Un agent doue´ d’apprentissage peut eˆtre divise´ en 4 composants distincts :
Le critique transmet au composant d’apprentissage un feed-back quant a` la
dernie`re action effectue´e. Cette information est calcule´e en utilisant les
percepts rec¸us par les capteurs et les crite`res de performance fixe´s au
pre´alable.
Le composant de performances est charge´ de se´lectionner les actions a` prendre.
Il rec¸oit les percepts des capteurs et de´cide quelle action effectuer en
fonction de l’utilite´ attendue de cette action.
4. Si la cre´ation d’agents re´actifs dans un environnement simple ne pose pas de grande
difficulte´, on observe une explosion combinatoire du nombre de re`gles de comportement
ne´cessaires pour des agents ou un environnement plus complexes.
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Le composant d’apprentissage utilise le feed-back du critique au sujet des
actions passe´es et de´termine comment il convient de modifier le compo-
sant de performances pour ame´liorer celui-ci et faire mieux a` l’avenir.
Le ge´ne´rateur de proble`mes sugge`re des actions exploratoires qui aboutiront
a` des expe´riences nouvelles et instructives. En explorant des possibilite´s
sous-optimales a` court terme, il est possible de de´couvrir des solutions
beaucoup plus efficaces a` long terme.
Il est a` noter que si les modifications propose´es par le composant d’appren-
tissage concernent ge´ne´ralement le composant de performances, il n’est pas
impossible que celles-ci puissent porter sur d’autres composants. Ainsi, si
le ge´ne´rateur de proble`mes sugge`re une action exploratoire qui permet de
de´couvrir une solution plus efficace, ce dernier peut en de´duire que l’explo-
ration est un comportement souhaite´.
Figure 3 – Structure d’un agent avec apprentissage [14]
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2.3.2 Les diffe´rents types d’apprentissage
Il existe de nombreuses formes d’apprentissage selon la nature de l’agent,
du composant a` ame´liorer et du retour d’expe´rience disponible par le biais
des percepteurs. On dit d’un apprentissage qu’il est inductif s’il permet d’ap-
prendre des re`gles a` partir d’exemples observe´s de couples action-re´sultat. A`
l’inverse, il est e´galement possible d’effectuer un apprentissage de´ductif ou
analytique, c’est-a`-dire partir d’une re`gle connue pour en obtenir une nou-
velle, plus utile et contenue logiquement dans la premie`re.
L’apprentissage de´pend, en grande partie, du retour d’expe´rience procure´
par les percepteurs et, le cas e´che´ant, du critique. Il existe trois types de
feed-back qui de´terminent ces types d’apprentissage :
1. L’ apprentissage non supervise´ est celui qui consiste a` apprendre des
percepts lorsque ceux-ci ne repre´sentent pas un feed-back explicite sur
ses actions. Il s’agit donc d’une analyse de l’environnement quand
l’agent n’intervient pas. Ce type d’apprentissage est donc plus efficace
dans un environnement dynamique.
2. Dans l’apprentissage par renforcement , l’agent apprend en confrontant
les actions entreprises pre´ce´demment avec les re´compenses ou les puni-
tions obtenues. C’est l’agent qui de´cide ou de´duit quelles actions sont
responsables du re´sultat et qui adapte leur utilite´.
3. L’apprentissage supervise´ consiste a` apprendre une fonction de l’entre´e
(percepts) vers la sortie (actions) apre`s avoir observe´ plusieurs couples
entre´e-sortie.
Par exemple, conside´rons un agent ”e´le`ve”. Cet agent peut effectuer, par
induction, un apprentissage non supervise´ qui consiste a` pre´dire les questions
du prochain test en se basant sur les tests pre´ce´dents. Ce meˆme e´le`ve, au vu
du re´sultat plus ou moins fructueux de ses me´thodes d’e´tude, va adapter
son comportement d’e´tude en fonction des re´sultats qu’il en retire. Enfin, les
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conseils avise´s de son professeur lui permettront d’e´tablir des correspondances
pre´cises entre une entre´e (question) et une sortie efficace (re´ponse). 5
2.3.3 L’apprentissage par renforcement
L’apprentissage par renforcement est une classe d’algorithmes dont le
fonctionnement consiste, pour un agent, a` apprendre du succe`s et de l’e´chec
de ses actions comment interagir avec son environnement et a` choisir, de
manie`re autonome et rationnelle, les actions optimales pour atteindre son
but. Il est donc applicable aux agents qui poursuivent un but ou qui essaient
de maximiser leur mesure de performance. L’apprentissage par renforcement
utilise les re´compenses observe´es pour apprendre une politique optimale pour
un environnement de´fini. Par exemple, un agent ”joueur” qui apprend a` jouer
au tennis recevra une re´compense a` chaque fois que ses actions le me`nent a`
gagner un e´change. Inversement, les actions qui le me`nent a` perdre l’e´change
entraineront une punition. Ainsi, un agent qui tente de gagner va apprendre
a` utiliser les actions maximisant la re´compense totale jusqu’a` atteindre son
but.
Le principal avantage de l’apprentissage par renforcement est que l’agent
peut ne connaitre ni son but, ni son environnement. Au fur et a` mesure de
ses expe´riences, l’agent construira son propre mode`le de l’environnement et
fixera un ensemble de re`gles de´finissant un comportement efficace dans celui-
ci. Il est important que l’agent, par le biais de son ge´ne´rateur de proble`mes,
explore son environnement pour de´terminer les renforcements efficaces qui
lui permettront d’apprendre un comportement adapte´ a` celui-ci. Il existe
deux manie`res d’e´valuer la valeur de la re´compense pour une action donne´e
qui constituent deux sche´mas d’apprentissage diffe´rents. On peut soit ap-
prendre la fonction qui de´termine l’utilite´ d’eˆtre dans un e´tat particulier,
5. Il est a` noter que ces diffe´rentes cate´gories ne sont pas toujours clairement distinctes.
Ainsi, il existe aussi l’apprentissage semi-supervise´.
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soit la fonction action-valeur, ou fonction-Q ,qui associe une utilite´ a` une ac-
tion particulie`re depuis un e´tat initial donne´. Le premier sche´ma ne´cessite un
mode`le de l’environnement, sans lequel l’utilite´ de l’e´tat re´sultat d’une action
puisque ce re´sultat est inconnu. Le second, lui, ne ne´cessite pas d’avoir un
mode`le de l’environnement mais, faute de savoir ou` ses actions vont conduire
l’agent, il ne peut pas anticiper, ce qui limite sa capacite´ a` apprendre.
2.3.4 Q-Learning
L’algorithme utilise´ dans l’e´tude de cas est le Q-Learning, un algorithme
d’apprentissage par renforcement. Un agent utilisant le Q-Learning apprend
une ”fonction action-valeur” ou fonction-Q, qui donne l’utilite´ espe´re´e de la
re´alisation d’une action donne´e dans un e´tat donne´. Cette fonction-Q four-
nit une estimation de cette utilite´, appele´e Q-valeur. Celles-ci sont e´value´es
a` partir des re´compenses provenant de l’environnement sous forme de per-
cepts. Le Q-Learning est un algorithme ite´ratif qui e´value progressivement
les Q-valeurs de chaque couple e´tat-action lors de son exploration de l’envi-
ronnement. Au fur et a` mesure de cette exploration, un mode`le est construit
en meˆme temps que la table Q qui de´finit les Q-valeurs de chacun des couples
e´tat-action.
L’utilisation du Q-learning suppose plusieurs hypothe`ses :
– Il existe un ensemble S qui contient tous les e´tats possibles de l’agent,
un ensemble A qui contient toutes les actions que l’agent peut effectuer.
A` un moment t, l’agent est dans un e´tat st appartenant a` S et choisit
une action at appartenant a` A.
– Apre`s chaque action, l’environnement renvoie a` l’agent une re´compense
r(st, at) sous forme d’un nombre et l’e´tat re´sultat st+1 = δ(st, at).
– L’agent peut ne pas connaitre les fonction r et δ. En effet, l’agent ne
posse`de pas de mode`le de l’environnement et ne sait donc pas a` l’avance
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le re´sultat de ses actions.
– Le proble`me doit pour eˆtre mode´lise´ sous la forme d’un Processus
de De´cision Markovien ( MDP ). Les fonction δ(st, at) et r(st, at) ne
doivent donc de´pendre que de l’e´tat et de l’action effectue´e au temps
t, et non des e´tats et des actions ante´rieurs.
Le raisonnement mathe´matique derrie`re le Q-Learning pour un MDP
de´terministe est le suivant : pour chaque paire (s, a) ou` l’action a est exe´cute´e
depuis l’e´tat s, on associe une grandeur Q qui est l’espe´rance de gain lors-
qu’on effectue l’action a depuis cet e´tat s. L’espe´rance de gain est la somme
de l’espe´rance de gain imme´diat de l’action choisie et des espe´rances de gain
de tous les e´tats, ponde´re´s par la probabilite´ d’atteindre chacun d’eux depuis
l’e´tat s en menant l’action a. Dans le cas d’une politique ide´ale et en suppo-
sant que rt est la re´compense pour l’action (st, at) effectue´e a` l’instant t, on
e´crit :
Q∗(s, a) = Er×pi(s,a)[r(s, a) = γV ∗(s′)] (2.1)
V ∗ peut eˆtre e´crite graˆce a` Q∗ selon l’e´quation de Bellman :
V ∗(s) = max
a∈A
Q∗(s, a) (2.2)
Ce qui permet d’obtenir la de´finition re´currente de Q∗ :
Q∗(s, a) = Er×pi(s,a)[r(s, a) = γmax
a∈A
Q∗(s′, a)] (2.3)
L’algorithme du Q-Learnning cherche une approximation Q∗ comme point
fixe de l’e´quation pre´ce´dente, en e´crivant :




Cette e´quation permet de mettre a` jour la valeur courante de Q(st, at) graˆce
a` sa valeur pre´ce´dente et a` l’entre´e pre´ce´dente.
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On en de´duit l’algorithme suivant :
Algorithm 1 Q-Learning
initialiser Q0(s, a) arbitrairement
choisir un point de de´part s0
while la politique n’est pas assez bonne do
choisir at en fonction de Qt(st)
l’action produit st+1 et rt
Qt+1(st, at)← (1− αt)Qt(st, at) + αt(rt + γ ∗maxa′∈AQt(st+1, a′))
t← t+ 1
end while
Le parame`tre α doit eˆtre re´gle´ pour fixer la politique apprise au fur et a`
mesure, au de´triment de l’exploration. Le parame`tre γ permet de fixer quelle
importance ont les re´compenses a` court terme par rapport a` celles a` plus long
terme. Dans la pratique, α doit eˆtre compris entre 0 et 1 et de´croitre vers 0 au
fur et a` mesure que les Q-Value des diffe´rents couples (a, s) sont proches de
leur valeur d’utilite´ re´elle. Quant a` γ, on doit choisir un γ constant compris
entre 0 et 1. Le crite`re ”tant que la politique n’est pas assez bonne” n’est
pas de´fini spe´cifiquement et de´pendra des crite`res d’apprentissage de´sire´s. On
peut limiter l’apprentissage a` un certain nombre d’ite´rations comme pour la
de´finition des courbes d’apprentissage ou laisser un apprentissage continu qui
ne s’arreˆtera que lorsque le but, s’il existe, est atteint.
Diffe´rentes politiques peuvent eˆtre envisage´es pour le choix des actions :
Le choix ale´atoire est la plus simple de celles-ci. Elle correspond a` une dis-
tribution uniforme des probabilite´s de choix pour chacune des actions
envisage´es. Bien que tre`s facile a` mettre en oeuvre, cette solution est
bien souvent inefficace et peut ne´cessiter un temps d’exploration tre`s
long.
L’approche probabiliste associe a` chaque action une probabilite´ d’autant
plus haute que la re´compense escompte´e de cette dernie`re est e´leve´e.
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L’inconve´nient de cette politique de choix est que si l’agent choisit
a` chaque fois l’action maximisant l’estimation Qˆ, il n’explorera pas
toutes les paires e´tat-action possibles et ce choix pourrait eˆtre sous-










ou` la tempe´rature 6 T est une valeur e´leve´e au de´but et qui de´croit vers
0 a` la fin de l’apprentissage. Cette valeur permet d’e´viter les maxima
locaux en cre´ant une forme d’instabilite´ dans le choix de l’action a` effec-
tuer, ce qui dans le cas pre´sent est associe´ a` l’exploration de solutions.
L’algorithme du Q-Learning converge vers la fonction Q∗ lorsque les
conditions suivantes sont re´unies :
– Le proble`me est mode´lisable par un processus de´cisionnel de Markov
(MDP) de´terministe.
– Les valeurs des re´compenses imme´diates sont borne´es, c’est-a`-dire ∀s, a∃e :
|r(s, a)| < e
– L’agent se´lectionne ses actions de fac¸on a` visiter chaque paire e´tat-
action possible une infinite´ de fois.
La de´monstration du the´ore`me de convergence ne sera pas de´taille´e ici.
Nous pouvons ne´anmoins de´crire l’ide´e principale derrie`re celui-ci. L’entre´e de
la table Qˆ(s, a) comportant la plus grande erreur re´duit celle-ci d’un facteur
γ a` chaque ite´ration qui la met a` jour, la nouvelle valeur e´tant la somme de
la re´compense imme´diate sans erreur et de l’estimation errone´e Qˆ re´duite par
un facteur γ
Un exemple d’application de l’algorithme Q-learning consisterait a` ap-
6. Le terme tempe´rature est une analogie aux techniques de fabrication d’alliages. Il ne
s’agit en aucun cas d’une ve´ritable tempe´rature.
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prendre a` un robot mobile a` trouver le chemin qui le me`nera a` destination.
Au de´but de cet algorithme, les valeur-Q sont initialise´es a` 0, pour tous
les couples e´tat-action possibles. L’environnement ne procure de re´compense
(100) que lorsque le robot atteint son but, la case annote´e d’une croix dans
le sche´ma ci-dessous. Le robot se dirige d’abord de manie`re comple`tement
ale´atoire. Lorsqu’il arrive la premie`re fois dans l’e´tat final, il associe a` la
dernie`re action sur l’e´tat pre´ce´dent une valeur-Q e´gale a` la re´compense, c’est-
a`-dire 100 (Fig.4). En supposant que γ = 0.9, les valeurs-Q des autres couples
action-e´tat sont successivement mises a` jour en fonction des valeurs-Q des
e´tats re´sultants dont la valeur-Q est maximale(Fig.5). Pour finir, l’ensemble
des valeurs-Q associe´es a` chaque couple e´tat-action est de´fini et la politique
de de´placement optimale est celle qui maximise ces valeurs a` chaque action
(Fig.6).
Figure 4 – E´tat des valeurs-Q pour un robot parcourant un labyrinthe apre`s
le premier parcours
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Figure 5 – Mise a` jour de l’E´tat des valeurs-Q pour un robot parcourant
un labyrinthe
Figure 6 – E´tat des valeurs-Q pour un robot parcourant un labyrinthe apre`s
l’apprentissage
Il existe diffe´rentes techniques permettant d’ame´liorer les performances
de base de l’algorithme Q-Learning dans certains cas :
L’apprentissage de primitives de haut niveau est une technique permettant
d’ame´liorer l’efficacite´ du Q-Learning en diminuant le nombre d’e´tats
possibles. En effet, la complexite´ de cet algorithme augmente exponen-
tiellement avec le nombre d’e´tats qui caracte´risent l’agent. En regrou-
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pant les actions sous forme de comportements, il est possible de dimi-
nuer grandement le temps de calcul ne´cessaire a` l’algorithme, meˆme
en consacrant une partie de celui-ci a` de´finir ces comportements de
manie`re efficace.
L’estimateur de progre`s est une fonction continue dans le temps qui mesure
le chemin parcouru pour atteindre un objectif. Ainsi, l’agent peut at-
tribuer une re´compense sans avoir atteint le but final, ce qui permet
plus de robustesse. Bien que les estimateurs de progre`s demandent une
certaine connaissance du domaine, ils sont moins de´pendants du bruit
des capteurs, ils peuvent encourager l’exploration en re´compensant la
de´couverte et ils permettent de relativiser les re´compenses dues a` des
co¨ıncidences. De manie`re ge´ne´rale, les re´sultats expe´rimentaux tendent
a` montrer que l’apprentissage combinant les estimateurs de progre`s et
les re´compenses une fois le but atteint sont plus efficaces que le Q-
Learning traditionnel.
Organiser l’espace e´tat-action en arbre ou en re´seau de neurones, plutoˆt
qu’en table permet un gain de temps de calcul non ne´gligeable lors
du parcours de ce dernier, particulie`rement dans le cas ou` cet espace
e´tat-action comporte un tre`s grand nombre d’entre´es.
L’algorithme du Q-Learning, tel que nous l’avons de´crit jusqu’a` pre´sent,
conside`re toujours que les re´compenses et que les e´tats re´sultant d’un couple
e´tat-action sont fixes. Dans le cas contraire, si un couple e´tat-action pouvait, a`
deux moments diffe´rents, donner lieu a` des re´compenses et des e´tats re´sultats
diffe´rents, le proble`me devrait eˆtre mode´lise´ par un processus de´cisionnel de
Markov non de´terministe (MDP-ND). L’agent ne devrait plus apprendre la
re´compense cumule´e V pi pour une politique pi donne´e, telle que de´finie dans
l’e´quation (2.2), mais la moyenne des re´compenses cumule´es rec¸ues en suivant
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cette politique apre`s un nombre infini d’ite´rations.




La fonction Q(s, a) devenant :
Q(s, a) = E[r(s, a)] + γ
∑
s′
P (s′|s, a)V ∗(s′) (2.7)
ou` P (s′|s, a) est la probabilite´ que l’action a me`ne a` s′ depuis l’e´tat s. Il
est toujours possible de de´finir la valeur de Q re´cursivement en faisant la
moyenne des diffe´rentes valeurs obtenues dans le cas de´terministe.
Q(s, a) = E[r(s, a)] + γ
∑
s′
P (s′|s, a) max
a′
Q(s′, a′) (2.8)
La re`gle de mise a` jour de la table Qˆ(s, a) doit e´galement eˆtre adapte´e,
la pre´ce´dente ne convergeant plus. Il faut que la nouvelle valeur soit une
ponde´ration de l’estimation Qˆ courante et de la valeur du cas de´terministe,
de telle manie`re que l’impact du cas de´terministe sur la mise a` jour de Qˆ
diminue au fur et a` mesure que le nombre de visite du couple e´tat-action
(s,a) augmente. Ainsi,







1 + visitsn(s, a)
(2.10)
ou` visitsn(s, a) est le nombre de fois que la paire e´tat-action (s, a) a e´te´
visite´ par l’agent lors de l’ite´ration n. Le facteur αn de´croit bien au fur
et a` mesure de ite´rations, l’estimation de´terministe prenant donc de moins
en moins d’importance. Ainsi, on s’assure que l’algorithme converge vers la
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fonction Q.
2.3.5 Les performances de l’apprentissage
Les performances de diffe´rents algorithmes d’apprentissage ne sont pas
e´gales. On utilise la courbe d’apprentissage de ces algorithmes pour compa-
rer leurs performances sur un ensemble de tests. Cette courbe compare la
proportion de choix corrects sur l’ensemble de test par rapport a` la taille de
cet ensemble. En effet, si la plupart des algorithmes finissent par arriver a` un
tre`s bon taux de bonnes re´ponses, la taille de l’e´chantillon ne´cessaire avant
d’atteindre un tel re´sultat varie.
Figure 7 – Exemple de courbe d’apprentissage [14]
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2.3.6 Le choix des attributs
Lors du choix d’une action a` effectuer par un agent, celui-ci e´value une
se´rie d’attributs lie´s a` l’environnement ou a` lui-meˆme et estime, en fonction
de ceux-ci, quelle action est la plus susceptible d’amener un re´sultat optimal.
Pour que la formulation d’hypothe`ses soit la plus efficace possible, il convient
de choisir l’ordre dans lequel les diffe´rents attributs perc¸us sont teste´s judi-
cieusement. La recherche gloutonne, dont on se sert en apprentissage par
arbre de de´cision, permet de minimiser la profondeur de l’arbre final. Pour
ce faire, l’algorithme essaie de maximiser la re´duction de l’entropie 7 a` chaque
test. Il s’agit donc de se focaliser sur les attributs les plus discriminants a`
chaque test. Par exemple, un agent banquier qui s’interroge sur la solvabilite´
d’un client va pre´fe´rer effectuer un test sur sa situation financie`re plutoˆt que
sur la couleur de ses cheveux.
Pour de´finir des hypothe`ses correctes, il est important de re´duire les attri-
buts en entre´e a` ceux qui sont pertinents. Supposons qu’un apprenant essaie,
par induction, de trouver quelles re`gles sous-tendent le re´sultat d’un lancer
de de´. S’il accepte en entre´e des information, qu’intuitivement on jugerait
non pertinentes comme l’heure du lancer, le fait d’avoir croise´ les doigts ou
la couleur de la chemise du lanceur, il pourrait en conclure des hypothe`ses
incorrectes. Ce phe´nome`ne s’appelle le surapprentissage. Le surapprentissage
devient plus probable lorsque l’espace d’hypothe`ses et le nombre d’attributs
en entre´e est grand, mais sa probabilite´ diminue si l’ensemble d’apprentis-
sage s’agrandit. On juge qu’un crite`re d’entre´e est non pertinent si le gain
d’information est proche de ze´ro. Pour de´terminer si le gain d’information
d’un attribut en entre´e est suffisant pour eˆtre pertinent, on peut proce´der a`
un test de signifiance statistique.
7. L’entropie, telle que de´finie par Shannon et Weaver en 1949, est la mesure de l’in-
certitude d’une variable ale´atoire
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2.4 Syste`mes multi-agents
Les syste`mes multi-agents sont un outil puissant de re´solution de proble`mes.
En divisant les buts en sous-buts distincts et en affectant des agents de plus
faible complexite´ a` ceux-ci, on voit e´merger des comportements intelligents de
la composition de ces comportements simples. ”Nous avons rendu nos agents
de plus en plus idiots jusqu’a` ce que, finalement, ils rapportent de l’argent”
a dit Oren Etzioni au sujet de l’expe´rience commerciale de NETBOT, Inc.
Les syste`mes multi-agents pre´sentent les caracte´ristiques suivantes :
– Chaque agent posse`de une information incomple`te sur son environne-
ment ;
– Le controˆle des interactions est de´centralise´ ;
– Les informations sont de´centralise´es ;
– Les processus sont asynchrones
Les agents composant un syste`me multi-agents peuvent arborer des com-
portements tre`s diffe´rents. Les relations entre ceux-ci peuvent aller de la
coope´ration a` la concurrence. On parle de concurrence si, lorsqu’ un agent
tente de maximiser sa mesure de performance, il minimise celle d’autres
agents. Le jeu d’e´checs est un bon exemple d’une telle relation entre les agents
”Joueurs”. Inversement, la relation est une coope´ration si lorsque un agent
tente de maximiser sa mesure de performance, il contribue a` la maximisation
de celle d’autres agents. Plusieurs agents ”Robots” qui tentent d’e´viter la col-
lision ont donc une relation de coope´ration. Il est e´galement possible que ces
relations soient plus ambigu¨es. Par exemple, dans le Dilemme du Prisonnier,
les actions de deux agents peuvent soit entrer en concurrence (te´moignage)
soit, au contraire, eˆtre coope´ratives (silence).
Les syste`mes multi-agents coope´ratifs pre´sentent souvent une forme de
communication entre leurs agents pour coordonner leurs actions. La commu-
nication entre deux agents est un e´change intentionnel d’informations par le
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biais de symboles, produits par un agent, perc¸us par un autre agent et is-
sus d’un syste`me partage´ de signes conventionnels. De telles communications
permettent d’e´changer des informations perc¸ues directement ou infe´re´es, ce
qui est un atout conside´rable lorsque l’environnement n’est que partielle-
ment observable. Une communication peut e´galement eˆtre implicite, auquel
cas ce sont les modifications de l’environnement ope´re´es par un agent qui
permettent a` d’autres agents de re´cupe´rer de l’information.
Dans un syste`me multi-agents, l’apprentissage est centralise´ s’il agit comme
s’il e´tait seul et conside`re que les autres agents font partie inte´grante de l’en-
vironnement. Un tel agent ne requiert aucune interaction explicite avec les
autres agents pour son apprentissage. Inversement, un apprentissage de´centralise´
est re´parti parmi plusieurs agents, ce qui leur permet, si ces agents commu-
niquent, de pouvoir partager leur apprentissage. Cette notion de centralisa-
tion de l’apprentissage est inde´pendante de l’homoge´ne´ite´ 8, ou l’he´te´roge´ne´ite´
de ces diffe´rents agents.
Il est possible d’utiliser le Q-Learning de fac¸on hie´rarchique en divi-
sant un proble`me en une multitude de sous-proble`mes et autant d’agents
charge´s de les re´soudre. En ajoutant un agent coordinateur charge´ d’ap-
prendre la fonction Qs, i ou` i est l’agent qui doit agir dans l’e´tat s, on
re´duit conside´rablement l’espace des actions et donc la complexite´ de la fonc-
tion Q(s, a) traditionnelle. Les re´sultats obtenus en employant cette me´thode
sont meilleurs que ceux obtenus avec le Q-Learning traditionnel, notamment
lorsque l’espace des actions est grand.
8. Un syste`me multi-agents est homoge`ne lorsque les agents qui le composent sont
identiques. Sinon, il est he´te´roge`ne.
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2.5 Syste`mes auto-organise´s
Plusieurs e´tudes 9 montrent que l’activite´ d’apprentissage collectif permet
au syste`me d’eˆtre plus performant qu’un syste`me dont les agents apprennent
de manie`re individuelle. L’e´tude des me´thodes d’apprentissage collectif met
en e´vidence deux niveaux d’apprentissage. L’enrichissement du domaine de
compe´tences des agents et l’ame´lioration des interactions entre agents. L’in-
teraction d’un agent avec d’autres agents permet lui d’apprendre plus et
plus vite sur le domaine que s’il est isole´. Les performances du syste`me sont
aussi ame´liore´es lorsque les agents se coordonnent et interagissent mieux.
Ces diffe´rentes e´tudes permettent d’identifier trois principales contraintes
auxquelles doit se soumettre l’activite´ d’apprentissage :
– Le processus d’apprentissage du syste`me multi-agents doit eˆtre imple´mente´
de manie`re distribue´e, c’est-a`-dire qu’il soit localise´ chez les agents et
qu’il n’ope`re que sur les informations locales a` l’agent qu’il ame´liore.
Ainsi, les me´canismes d’apprentissage peuvent diffe´rer entre les agents,
notamment a` cause d’une diffe´rence e´ventuelle de la nature ou de
l’imple´mentation de ces agents. Bien que ceux-ci n’ont pas une vue glo-
bale du syste`me, les performances dans un tel contexte n’en sont pas
moins excellentes du fait, justement, de l’incomple´tude des connais-
sance.
– Le processus d’apprentissage doit eˆtre asynchrone. Il est important que
l’apprentissage respecte l’autonomie des agents, cette autonomie leur
permettant d’avoir un fonctionnement asynchrone de leurs activite´s de
raisonnement, d’action sur l’environnement et de communication entre
agents.
9. La liste, non exhaustive, de ces e´tudes comprend les travaux de Sian sur son Multi-
Agent Learning Environment (MALE) en 1991, les mode`les de Sekaran et Sen en 1994 sur
les performances du Q-Learning dans les syste`mes multi-agents coope´ratif ou conflictuels,
sans communication explicite, le syste`me de Mataric en 1994, la me´thode de Shaw en 1989
et,enfin, celle de Weiß en 1993.
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– L’apprentissage dans un syste`me multi-agents doit eˆtre oriente´ dans
une optique de coope´ration entre les agents. Celle-ci est utilise´e pour
de´terminer quelles connaissance relative au domaine apprendre, mais
aussi quelles caracte´ristiques les agents doivent posse´der pour atteindre
leur but au mieux.
L’apprentissage des connaissances sur le domaine d’application peut eˆtre
re´alise´ avec les me´thodes classiques ou par le biais d’observations sur les
autres agents. L’apprentissage d’une meilleure coordination entre agents, par
contre, consiste en la recherche d’une meilleure organisation des agents, c’est-
a`-dire que chaque agent soit ”au bon endroit, au bon moment, dans le chemin
du raisonnement” [17]. Pour ce faire, il est ne´cessaire de supprimer au maxi-
mum la propagation inutile d’informations du point de vue du re´cepteur.
Diminuer le nombre d’agents interme´diaires et l’envoi de re´sultats a` un agent
qui n’en fera rien permet de diminuer le nombre de communications entre les
agents, de diminuer les actions non rentables et donc d’approcher l’organisa-
tion optimale en utilisant au mieux les ressources du syste`me.
Si les agents sont dote´s de la capacite´ de de´tecter une organisation non
optimale et de participer a` une modification de l’organisation a` laquelle il ap-
partient dans le but d’atteindre une organisation optimale, on assimile l’ap-
prentissage dans un syste`me multi-agents a` l’auto-organisation de ce syste`me.
C’est-a`-dire la recherche, par le biais de l’apprentissage des agents, de l’or-
ganisation optimale de ceux-ci. Cette de´finition suppose que chaque agent
posse`de un corpus de compe´tences fixe´ initialement et invariable, mais aussi
qu’il existe une organisation optimale qui peut fournir les comportements
souhaite´s du syste`me.
L’importance que chaque agent attribue a` ses performances individuelles
et celle qu’il associe a` un bonne coordination avec les autres agents sont
de´terminantes quant a` l’efficacite´ du comportement adopte´ par ces agents.
Le chapitre suivant propose une solution au proble`me du calibrage des poids
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Le cas e´tudie´ ici est un mode`le de syste`me distribue´ de collecte d’infor-
mations repre´sente´ par un environnement a` explorer et un ensemble d’entite´s
dote´es de capacite´s de de´placement, de senseurs et de communication. Parmi
ces entite´s, certaines produisent des informations incorrectes. Un exemple
concret d’un tel cas serait le sondage me´thodique d’un terrain inconnu par
un ensemble de robots mobiles, dote´s de capteurs leur permettant de perce-
voir le terrain autour d’eux et capables de communiquer entre eux s’ils sont
assez proches. Un robot peut produire des informations incorrectes parce que
son but diffe`re ou a` cause de capteurs de´fectueux. Un autre exemple serait
la collecte d’informations sur internet ou` les entite´s sont confronte´es a` des
sources d’informations mensonge`res dont il faut de´terminer la fiabilite´. Les
diffe´rents agent, qui sont ici des personnes ou des robots qui collectent des in-
formations sur Internet, partagent celles-ci lorsqu’ils entrent en contact avec
d’autres agents et doivent apprendre a` collecter ces informations au mieux
en e´cartant les sources non fiables.
Chaque entite´, pour renforcer la cohe´rence du syste`me d’informations
collecte´es, maintient deux objets :
30
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– Un re´seau de confiance de type TrustSets [11] qui lui permet d’estimer
la fiabilite´ des autres entite´s rencontre´es ainsi que celle, de´duite, des
informations collecte´es.
– Un ensemble d’informations sur l’environnement comprenant des infor-
mations directes (capte´es par l’entite´ elle-meˆme) et des informations
indirectes (obtenues en communicant avec d’autres entite´s).
Ces donne´es permettent a` chaque entite´ de choisir le de´placement et les com-
munications qu’elle juge approprie´s a` l’environnement tel qu’elle le perc¸oit,
ce qui contribue a` une auto-organisation du syste`me [12].
L’objectif du cas d’e´tude est de doter les entite´s d’une capacite´ d’ap-
prentissage leur permettant de modifier le poids des diffe´rentes re`gles de
comportement de fac¸on a` trouver dynamiquement la meilleure strate´gie de
de´placement et de communication pour ce contexte. Une fois cet appren-
tissage imple´mente´, la comparaison des performances du syste`me avec les
strate´gies optimales the´oriques permet de tirer des conclusions sur l’effica-
cite´ d’inte´grer un processus d’apprentissage supple´mentaire dans un syste`me
d’auto-organisation.
Dans la suite de ce document, nous pre´senterons le syste`me en de´crivant
pre´cise´ment les diffe´rents me´canismes qui entrent en jeu dans la collecte d’in-
formation et l’auto-organisation de celui-ci. Ensuite, nous expliquerons quels
choix ont e´te´ faits quant a` la de´finition du processus d’apprentissage, ainsi que
les raisons de ces choix. Enfin, nous pre´senterons les re´sultats obtenus par le
syste`me doue´ d’apprentissage, en le comparant notamment aux performances
optimales trouve´es au niveau the´orique graˆce a` l’algorithme ge´ne´tique [8].
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3.1 Contexte
3.1.1 TrustSets
Dans un syste`me ou` certains agents ne sont pas fiables et perc¸oivent des
informations errone´es, le concept de confiance permet, pour un agent, de
de´cider s’il doit interagir avec un autre. La confiance est la croyance d’un
agent en l’honneˆtete´, la fiabilite´ et la coope´ration pour atteindre un meˆme
objectif d’un ou plusieurs autres agents. C’est cette notion de confiance qui
permet aux agent d’ope´rer efficacement dans un environnement ou` ils ne
savent pas avec certitude si les autres entite´s sont coope´ratives ou meˆme
fiables.
La plupart des mode`les de confiance calcule´e est base´e sur deux facteurs :
la confiance directe, c’est-a`-dire celle qui est de´duite d’expe´riences person-
nelles, et la confiance indirecte, celle qui est acquise par les communications
avec d’autres agents. Les mode`les de confiance que nous allons utiliser sont
les TrustSets [11]. Les trustSets se pre´sentent comme suit :
Tij est la confiance d’un agent i envers un agent j. Cette valeur inclut
la confiance directe et la confiance indirecte de i pour j. La confiance
indirecte est ponde´re´e par la confiance Tik de i en l’agent k qui a coope´re´
avec j et ensuite partage´ ses informations de confiance avec i. Cette
confiance Tij est comprise entre 0 et 1, 0 correspondant un manque
total de confiance, 1 correspondant a` une confiance totale de i en j.
Tii est la confiance d’un agent i en lui-meˆme. Cette notion de confiance en
soi est importante dans la de´finition par un agent de son roˆle. Ainsi,
un agent qui a une faible confiance en lui meˆme pre´fe`rera relayer des
informations obtenues aupre`s d’agents fiables plutoˆt qu’utiliser des in-
formations issues de ses senseurs.
Un TrustSet est compose´ d’un TrustGraph et d’une TrustTable. Le TrustSet
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de l’agent X est note´ TSX = (TGX , TTX).
Un TrustGraph est un graphe oriente´ qui contient a` la fois les confiances
directes envers les autres agents et les confiances indirectes en ces der-
niers. La racine de l’arbre est le proprie´taire de celui-ci. Chaque nœud
correspond a` un agent du syste`me. Chaque fle`che connectant deux
nœuds signifie que ces deux agents ont interagi. La ponde´ration as-
socie´e a` ces arcs est porteuse d’informations quant a` la confiance qu’un
agent a envers un autre. La valeur assigne´e a` un arc partant du nœud ra-
cine repre´sente donc la confiance directe, note´e DTAB, qu’a l’agent pro-
prie´taire A envers l’ agent cible B. La valeur de tout arc dont le nœud
d’origine C n’est pas le proprie´taire du graphe repre´sente la confiance
indirecte ITCD de C envers le nœud de destination D. Le TrustGraph
de l’agent X est note´ TGX =< {NodeX}, {< ArcX ,ValueX >} >.
Une TrustTable associe a` chaque nœud B du graphe, c’est-a`-dire a` chaque
agent connu du syste`me, une valeur TAB, la confiance intrinse`que. Cette
valeur repre´sente la confiance de l’agent proprie´taire A en B, en pre-
nant en conside´ration a` la fois les confiances directes et indirectes. L’al-
gorithme responsable du calcul de la confiance intrinse`que peut eˆtre
spe´cifique a` l’agent qui maintient le TrustSet. Le TrustSet de l’agent X
est note´ TTX =< {< NodeX ,ValueX >} >.
Le TrustGraph repre´sente la partie publique du TrustSet, c’est lui qui sera
communique´ aux autres agents. La TrustTable pouvant eˆtre calcule´e
a` partir d’un algorithme spe´cifique a` l’agent, elle repre´sente la partie
prive´e du TrustSet et ne sera pas communique´e aux autres agents. Les
agents doivent donc recalculer leur TrustTable a` partir de la version
mise a` jour de leur TrustGraph a` chaque nouvelle communication de
celui-ci.
Lors de l’initialisation des TrustSets, chaque agent construit son propre
TrustSet. Le TrustGraph est initialise´ avec un noeud racine et aucun arc. La
TrustTable ne contient qu’une valeur, la confiance qu’a l’agent proprie´taire en
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Figure 8 – Exemple de TrustGraph [11]
lui-meˆme, qui est initialise´e a` 1. L’agent n’a, en effet, aucune raison, a` priori,
de douter de lui-meˆme. Notons que lors de la de´couverte d’autres agents, la
valeur initiale utilise´e pour la confiance a` accorder a` un nouvel agent est fixe´e
a` Tinit.
Lors d’une communication entre un agent A et un agent B, ce premier
pourra partager avec B sont TrustGraph. Quand un agent rec¸oit un Trust-
Graph, il l’inte`gre au sien par un me´canisme de fusion de TrustGraphs et il
met ensuite a` jour sa TrustTable.
La fusion de TrustGraphs se fait en 3 e´tapes 1
1. A calcule sa confiance directe DTAB en B ou, si cette valeur existe de´ja`,
met a` jour celle-ci en comparant ses donne´es avec celles rec¸ues.
2. A connecte le TrustGraph de B au sien.
3. A corrige les incohe´rences pre´sentes dans les chemins partage´s par les
deux TrustGraphs.
1) Pour calculer la confiance directe d’un agent A en un agent B, on
compare ses donne´esDA avec les donne´esDB, transmises par B. Pour ce faire,
on se´lectionne les donne´es comparables, c’est-a`-dire celles qui portent sur les
1. :
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meˆmes objets. Leur nombre est note´ β. A calcule le niveau d’incohe´rence




β ∗ δMaxinfo (3.1)
ou` δ(x, y) repre´sente la distance entre les donne´es x de DA et les donne´es y
de DB. δ(x, y) = 0 signifie que les donne´es x et y sont cohe´rentes, alors que
δ(x, y) > 0 indique qu’il existe un certain degre´ d’inconsistance entre x et y.
δinfo est la distance maximale possible entre deux informations incohe´rentes
et (xi, yi) est une paire de donne´es comparables.
On fixe un seuil d’incohe´rence µ en dessous duquel l’agent A augmente sa
confiance en B d’un facteur τ+ et au dessus duquel A diminue sa confiance
en B d’un facteur τ−. Ces deux valeurs sont de´finies au pre´alable par les
concepteurs du syste`me, en fonction des proprie´te´s qu’ils veulent donner a`
celui-ci. Ils fixent e´galement deux autres seuils, upp et low, qui de´terminent
quand la confiance d’un agent envers un autre suffit a` conside´rer celui-ci
comme ”fiable”, ”non fiable” ou ”en observation”. NI est le nombre estime´
d’interactions dont a besoin chaque agent pour atteindre son objectif et ρstab
est le taux de stabilisation, compris entre 0 et 1, qui repre´sente la proportion
de la simulation apre`s laquelle la classification des agents en agents fiables ou
non est conside´re´e finie. ρstab ∗NI repre´sente donc le nombre d’interactions








2) La fusion de deux TrustGraphs est constitue´e par l’union de ceux-ci.
Une fois celle-ci effectue´e, l’arc AB est ajoute´ et les arcs a` destination de
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A sont enleve´s pour e´viter les cycles. Bien que ces arcs soient supprime´s
du graphe, la valeur de ceux-ci est a` prendre en compte dans le calcul des
confiances intrinse`ques de la TrustTable. Nous avons donc :
Arc∗ = {AB} ∪ ArcA ∪ ArcB\{BA, . . . , XA} (3.4)
3) Il y a incohe´rence dans les poids associe´s aux arcs d’un TrustGraph
lorsque cet arc apparait dans les deux TrustGraph initiaux et que celui-ci a
une ponde´ration diffe´rente dans chacun d’eux. Ce cas apparait typiquement
lorsque les agents A et B rencontrent l’agent C a` deux moments diffe´rents.
Pour e´viter cette incohe´rence, une nouvelle valeur pour cet arc est calcule´e
comme suit : Pour chaque arc XY commun a` TGA et TGB, CTRXYA est
la valeur de celui ci dans TGA et CTRXYA est sa valeur dans TGB. On
construit les ensembles PathA et PathB compose´s, respectivement, de tous
les plus courts chemins de TGA et TGB qui contiennent l’arc XY . La valeur
CTRXYAB qui re´sulte de la fusion des graphes est calcule´e par l’e´quation :
CTRXYAB =
∑
X∈PathA cAX ∗ CTRXYA +
∑





Une fois le TrustGraph rede´fini, il est ne´cessaire de mettre a` jour la
TrustTable pour toutes les valeurs nouvelles ou influence´es par les nouveaux
e´le´ments, ceux-ci incluant les e´le´ments supprime´s lors de l’e´tape 2. Cette mise
a` jour demande de calculer la confiance intrinse`que de chaque nouveau nœud
transmis par B, mais e´galement celle de tous les nœuds impacte´s par ceux-ci,
a` l’exception d’eux-meˆmes. Le calcule de la confiance intrinse`que d’un agent
A envers un agent X se calcule a` l’aide de la formule suivante :
CAX =
CAA ∗ CTAX +
∑
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La maintenance d’un TrustSet par un agent permet a` celui-ci de modifier
sa strate´gie de de´placement et de communication en fonction de la confiance
qu’il accorde aux autres agents. Il peut, par exemple, choisir d’ignorer to-
talement les informations communique´es par des agents juge´s non fiables,
c’est-a`-dire ceux dont la valeur de confiance T est tombe´e en-dessous du seuil
low et ainsi e´viter la propagation d’informations errone´es parmi les agents
du syste`me. Les TrustSets permettent non seulement de maintenir une infor-
mation sur la confiance a` accorder aux agents, mais aussi de de´terminer la
fiabilite´ des informations collecte´es en fonction de la quantite´ et du niveau
de confiance des sources de ces informations.
3.1.2 Mode`le d’auto-organisation
Le mode`le d’auto-organisation [12] est base´ sur deux composants dis-
tincts : celui lie´ a` la collecte directe d’informations et celui qui supervise
les communications. Les re`gles de comportement peuvent eˆtre divise´es en 3
cate´gories : les re`gles de de´ploiement, les re`gles de communication et les re`gles
de re´tro-action entre le de´ploiement et la communication.
De´ploiement
Le but des agents e´tant de collecter des informations sur l’environnement,
ceux-ci maintiennent de l’information sur la zone explore´e, c’est-a`-dire toutes
les positions visite´es par eux-meˆmes et les autres agents. Une position est
conside´re´e visite´e par un agent i si elle est passe´e a` porte´e ri des senseurs de
cet agent. Chaque fois que l’agent a atteint la position de´sire´e, il se´lectionne
la position suivante a` atteindre en conside´rant comme candidates toutes les
positions X qui sont au bord de la zone de´ja` explore´e par cet agent. Le
choix d’une position a` atteindre parmi celles-ci suit les re`gles de de´placement
suivantes :
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Re`gle de mouvement influence´ par la distance. Cette re`gle indique que les
agents ont tendance a` choisir la position candidate la plus proche de
leur position actuelle. L’agent calcule la distance minimale a` parcourir
D(i,X) pour atteindre chaque position X. Le gain estime´, pour l’agent
i, de choisir X comme prochaine position en fonction de sa distance a`







ou` n est une constante plus grande ou` e´gale a` 1. Plus n est grande, plus
proche est gdist d’une fonction line´aire.
Re`gle de mouvement influence´ par la quantite´ d’informations. Cette re`gle
indique que les agents ont tendance a` choisir la position candidate sur
laquelle il posse`de le moins d’informations, ce qui e´vite notamment la
concentration d’agents aux meˆme endroits. Chaque agent i connait la
quantite´ d’informations N(i,X) qu’il a collecte´e pour toutes les posi-
tions X envisage´es. Le gain estime´, pour l’agent i, de choisir X comme
prochaine position en fonction de la quantite´ d’informations de´ja` col-







ou` n est une constante plus grande ou` e´gale a` 1. Plus n est grande, plus
proche est gdist d’une fonction line´aire.
Re`gle de mouvement influence´ par la qualite´ d’informations. Cette re`gle in-
dique que les agents ont tendance a` choisir la position candidate sur
laquelle ils posse`dent les informations les moins fiables ce qui permet
aux agents de confirmer ou d’infirmer les informations peu fiables dont
ils disposent. Chaque agent i connait la fiabilite´ R(i,X) associe´e aux
informations sur chaque position X envisage´e. Cette fiabilite´ des infor-
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mations de´pend de la fiabilite´ des sources de celle-ci. Le gain estime´,
pour l’agent i, de choisir X comme prochaine position en fonction de la
fiabilite´ des informations de´ja` collecte´es sur celle-ci est calcule´ comme
suit :
greli(i,X) = 1−R(i,X) (3.9)
Re`gle de mouvement influence´ par les autres agents. Cette re`gle indique que
les agents ont tendance a` choisir la position candidate qui leur permet
de se rapprocher des autres agents fiables et de s’e´loigner des agents
non fiables, de telle manie`re qu’ils aient acce`s a` des informations fiables.
Pour ce faire, l’agent i doit calculer la force d’attraction ou de re´pulsion
entre lui-meˆme et chaque agent j pre´sent dans sa zone de perception
Aper(i). Cette force est calcule´e par :
~Fij =






ou` ~Vij est le vecteur partant de la position de i vers la position de j et




re´sultant des forces d’attraction et de re´pulsion de tous les agents dans
Aper(i). Le gain estime´, pour l’agent i, de choisir X comme prochaine
position en fonction de la proximite´ d’agents fiables est calcule´ comme
suit :
gagent(i,X) = cos(~Fi, ~ViX) ∗ |~Fi| (3.11)
Le gain total estime´, pour l’agent i, de choisir X comme prochaine posi-
tion utilise une combinaison de ces 4 mesures normalise´es et associe´es a` un
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poids :
g(i,X) = w1 ∗ gdist(i,X)
maxZ∈Pfront(i) gdist(i, Z)
+ w2 ∗ ginfo(i,X)
maxZ∈Pfront(i) ginfo(i, Z)
+ w3 ∗ greli(i,X)
maxZ∈Pfront(i) greli(i, Z)
+ w4 ∗ gagent(i,X)
maxZ∈Pfront(i) gagent(i, Z)
(3.12)
ou` Pfront(i) est l’ensemble de toutes les positions candidates conside´re´es pour
l’agent i. w1, w2, w3 et w4 sont des poids, compris entre 0 et 1, repre´sentant
l’importance de chaque re`gle de comportement. Ceux-ci doivent toujours res-
pecter la proprie´te´ suivante :
w1 + w2 = w3 + w4 = 1 (3.13)
Le calibrage de ces poids est fait lors de la cre´ation du syste`me et c’est
lui qui de´termine la politique de de´placement des agents.
La position X se´lectionne´e pour le de´placement suivant est celle qui
maximise le gain g(i,X). Si plusieurs positions re´pondent a` cette condition
et ont donc un gain estime´ e´quivalent, la position a` atteindre est choisie
ale´atoirement entre celles-ci.
Communication
Une autre manie`re, pour les agents, de collecter des informations sur
l’environnement est de communiquer avec les autres agents pour e´changer
leurs connaissances de celui-ci. Lorsqu’au moins un autre agent est a` porte´e
de communication, les agents conside`rent s’ils doivent communiquer avec
celui-ci et, le cas e´che´ant, quelles informations doivent eˆtre partage´es. Voici
les re`gles de communication qui de´finissent le processus de de´cision :
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Re`gle de tendance ge´ne´rale a` la communication. Cette re`gle sert a` de´cider
si l’agent va communiquer avec un autre agent a` l’instant pre´sent. Plus
l’agent est loin de la position cible vers laquelle il se dirige, moins








ou` D(Xcurr, Xnext) est la distance entre la position actuelle de l’agent
i et la position cible vers laquelle il se dirige. n est une constante plus
grande ou` e´gale a` 1. Plus n est grande, plus proche est p(i) d’une
fonction line´aire. Cette e´quation indique que plus l’agent est proche de
sa destination, plus il a de chances de communiquer. En effet, l’agent a
plus de chances de collecter des informations fiables sur la destination
au plus il se rapproche de celle-ci. Si l’agent choisit de communiquer,
les trois re`gles suivantes permettent de de´finir avec quel autre agent il
communiquera.
Re`gle de communication base´e sur la fiabilite´ du partenaire. Cette re`gle
indique la tendance qu’a` un agent i a` choisir un agent j, a` porte´e de
communication, comme partenaire de la communication en fonction
de la confiance qu’il accorde a` celui-ci. La probabilite´ qu’il le fasse se
calcule comme suit :
preli(i, j) = Tij (3.15)
ou` Tij est la confiance de l’agent i en l’agent j. Cette e´quation indique
que plus l’agent j est fiable, plus l’agent i sera inte´resse´ de communiquer
avec lui.
Re`gle de communication conditionne´e par la dure´e de de´connexion. L’agent
i tend a` communiquer plus avec l’agent j au plus leur dernie`re commu-
nication remonte a` longtemps. Cette tendance se calcule comme suit :
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ou` ∆tij est la quantite´ de temps e´coule´e depuis la dernie`re communi-
cation entre i et j, ∆′tik) est le temps e´coule´ entre les deux dernie`res
communications entre i et k. Acom(i) est l’ensemble des agents ayant
de´ja` communique´ avec i.
Re`gle de communication conditionne´e par la nouveaute´ des informations
rec¸ues. L’agent i tend a` communiquer avec les agents qui envoient de












ou` nk est le nombre de nouvelles donne´es rec¸ues de l’agent k, n
′
j est
le nombre total de donne´es rec¸ues de j et Acom(i) est l’ensemble des
agents ayant communique´ avec i.
La combinaison de ces trois re`gles de communication de´termine la tendance
qu’a un agent i a` communiquer avec l’agent j. Cette tendance est for-
malise´e comme suit :
p(i, j) = w5 ∗ preli(i, j) + w6 ∗ pdur(i, j) + w7 ∗ pnew(i, j) (3.18)
ou` w5, w6 et w7 sont des poids compris entre 0 et 1, et qui respectent
la proprie´te´ suivante :
w5 + w6 + w7 = 1 (3.19)
Ces poids sont de´finis lors de la cre´ation du syste`me et calibrent l’im-
portance donne´e a` chaque re`gle de communication dans le processus de
de´cision. Si l’agent i de´cide de communiquer avec j, les re`gles suivantes
de´termineront quelles informations sont communique´es.
Re`gle de communication d’informations directes. L’agent i tend a` envoyer
les informations directes au plus elles sont fiables. Au plus les re´cepteurs
ont confiance en l’e´metteur, au plus ce dernier envoie ses informations
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directes. Cette tendance se traduit par l’e´quation suivante :
p(i, j, Idir(i,X)) = Tii (3.20)
ou` Idir(i,X) est l’information directe de l’agent i sur la position X et
Tii est la confiance de i en lui meˆme.
Re`gle de communication d’informations indirectes. L’agent i tend a` en-
voyer les informations indirectes au plus elles sont fiables. Ainsi, l’agent
contribue a` la qualite´ du syste`me communicant. Cette tendance se tra-
duit par l’e´quation suivante :
p(i, j, Iind(i,X)) = reliability(Iind(i,X)) (3.21)
ou` Iind(i,X) est l’information indirecte que i posse`de sur la position
X et reliability(Iind(i,X)) est la fiabilite´ des donne´es indirectes sur la
position X rec¸ues par i. Cette fiabilite´ est calcule´e sur base du nombre
d’agents qui ont communique´ la meˆme valeur pour cette information,
ainsi que la fiabilite´ de ceux-ci.
Controˆle
Les deux ensembles de re`gles sus-cite´s ne sont pas inde´pendants. Le com-
portement de collecte d’informations est influence´ par le comportement de
communication et inversement. Pour permettre une co-e´volution de ces deux
composants, nous de´finissons un composant de controˆle dote´ de deux re`gles de
comportement supple´mentaires et qui influenceront le re´sultat de l’e´quation
(3.11) :
Re`gle de renforcement/diversification influence´e par la pre´cision des infor-
mations rec¸ues. Au plus les informations envoye´es par j sont pre´cises,
au plus le re´cepteur i aura tendance a` se rapprocher de l’e´metteur.
Inversement, si les informations transmises par j sont impre´cises, le
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re´cepteur aura davantage tendance a` s’e´loigner de celui-ci. Le niveau
de fiabilite´ d’un agent j en fonction de toutes les informations envoye´es
a` i est la confiance que celui-ci a en j. En revanche, le niveau de fiabilite´
d’un agent j en fonction de la dernie`re communication effectue´e vers






ou` n est le nombre de donne´es comparables dans cette communica-
tion, C(Idir(i,X), Idir(j,X)) est le re´sultat de la comparaison entre les
donne´es directes de i au sujet de la position X et des donne´es directes
de j sur cette meˆme position., calcule´ comme suit :
C(Idir(i,X), Idir(j,X)) =
1 siIdir(i,X) = Idir(j,X)−1 siIdir(i,X) 6= Idir(j,X) (3.23)
Re`gle de renforcement/diversification du de´placement influence´ par la nou-
veaute´ des informations e´change´es. Au plus les donne´es rec¸ues par un
agent sont nouvelles ou renouvele´es, au plus celui-ci a tendance a` se rap-
procher de l’e´metteur de ces donne´es. Inversement, si les donne´es rec¸ues
par l’agent sont peu renouvele´es, celui-ci aura tendance a` s’e´loigner de










)− 0, 5 (3.24)
ou` nk est le nombre de nouvelles donne´es rec¸ues depuis l’agent k, n
′j
est le nombre total d’informations rec¸ues depuis l’agent j et Acom(i) est
l’ensemble des agents ayant communique´ avec i.
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Ces diffe´rentes re`gles permettent de reformuler l’e´quation qui donne la force
d’attraction d’un agent i envers un agent j (3.10) comme suit :
~Fij = (w8 ∗ Tij − 0, 5
0, 5




ou` w8, w9 et w10 sont des poids positif qui doivent respecter la re`gle
suivante :
w8 + w9 + w10 = 1 (3.26)
Ces poids, de´finis a` la cre´ation du syste`me, de´terminent l’importance de
chaque re`gle dans la de´finition du comportement de controˆle de l’agent.
En bref, ces re`gles repre´sentent l’influence des communications sur le mou-
vement des agents.
Auto-organisation
Dans ce mode`le, chaque agent divise les autres agents en trois classes
diffe´rentes : les agents fiables, non fiables et en cours d’e´valuation. Ces agents
agissant diffe´remment en fonction de ces valeurs de confiance, ils ont ten-
dance a` s’organiser de manie`re a` atteindre leur but plus efficacement en
suivant les diffe´rentes re`gles qui re´gissent leur comportement. En dissociant
les ”roˆles” des agents en fonction de la confiance qui leur est accorde´e, ceux
ci s’auto-organisent en utilisant la fiabilite´ comme crite`re discriminant. L’im-
pact de cette organisation sur les performances du syste`me e´tant fortement
influence´ par le calibrage du poids des re`gles de comportement, il est impor-
tant que ceux-ci soient choisis judicieusement. Les valeurs optimales de ces
poids peuvent eˆtre de´termine´es, pour un syste`me donne´, a` l’aide d’algorithme
d’optimisation tels que l’algorithme ge´ne´tique. Ces valeurs sont cependant
des valeurs the´oriques dont la de´couverte ne´cessite d’avoir toutes les infor-
mations sur le syste`me, ce dont ne disposent pas les agents dans la pratique.
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Le chapitre suivant tente de re´pondre a` cette question : ”Comment calibrer
les poids des re`gles de comportement sans connaitre l’e´tat du syste`me ?”
Chapitre 4
Proble`me
Les performances de ce mode`le d’auto-organisation de´pendent en grosse
partie du calibrage des diffe´rents poids associe´s aux re`gles de comportement
(w1-w10). Fixe´s lors de la cre´ation du syste`me, ceux-ci doivent, pour maxi-
miser l’efficacite´ du syste`me, avoir une valeur adapte´e aux autres parame`tres
du syste`me, comme la proportion d’agents non fiables ou la porte´e de com-
munication. Une application de l’algorithme ge´ne´tique a` la cre´ation de tels
syste`mes permet d’optimiser le calibrage de ces variables pour un syste`me
pre´cis. Cette optimisation n’est cependant utilisable que dans des syste`mes
ou` la proportion d’agents de´fectueux est connue a` l’avance, ce qui ne cor-
respond pas a` une situation re´elle. Dans le but d’optimiser les performances
du syste`me en pratique, nous allons doter les agents d’une capacite´ d’ap-
prentissage leur permettant de modifier les poids associe´s aux re`gles au fur
et a` mesure que leur repre´sentation de leur environnement change et, ainsi,
trouver la meilleure strate´gie de de´placement et de communication pour ce
contexte.
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4.1 GAMA
Pour illustrer cette recherche, l’environnement de mode´lisation et de si-
mulation de syste`mes multi-agents GAMA [6], de´veloppe´ par l’e´quipe de re-
cherche MSI de l’Institut de la Francophonie pour l’Informatique de Hano¨ı de-
puis 2007, est utilise´. Celui-ci a e´te´ de´veloppe´ en Java, est sous licence GPL.
La version sur laquelle est de´veloppe´ le mode`le e´tudie´ est la 1.3 1. Celle-ci
utilise un langage de mode´lisation base´ du XML qui lui est propre, GAML,
qui est remplace´ a` partir de la version 1.4 de la plateforme. GAMA pre´sente
les caracte´ristiques suivantes :
– GAMA permet l’utilisation de donne´es pour des Syste`mes d’Informa-
tion Ge´ographiques (SIG) complexes.
– GAMA permet de lancer des simulations de syste`mes multi-agents com-
pose´s d’un grand nombre d’agents. Ce nombre peut atteindre plusieurs
millions d’entite´s.
– GAMA permet d’enchainer plusieurs simulations dans lesquelles un pa-
rame`tre unique change progressivement ( mode ”batch” ). Ce mode
de simulation permet d’observer l’influence du dit parame`tre sur les
re´sultats de la simulation.
– GAMA permet aux utilisateurs d’interagir les agents dans une simula-
tion en cours.
– GAMA permet d’ajouter des architectures d’agents et des fonctions
aux librairies natives.
– GAMA est multi-plateforme (disponible sous Windows, Linux et Ma-
cOS a` l’heure actuelle).
– GAMA utilise une interface utilisateur inspire´e de la plateforme Eclipse.
Voici quelques exemples de mode`les re´alise´s avec GAMA :
1. La dernie`re version, a` ce jour, est la 1.6. Celle-ci est disponible en te´le´chargement
libre sur le site https ://code.google.com/p/gama-platform/
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Figure 9 – Mode`le the´orique de de´veloppement des foreˆts, de´veloppe´ et
maintenu par Guillaume Che´rel sur GAMA
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Figure 10 – GAMAVI : Mode`le applique´ simulant la propagation du virus
H5N1 parmi une population de volailles a` l’e´chelle d’un village en fonction
de l’environnement. [7]
Un mode`le GAMA est compose´ en 4 parties :
La section Global permet de de´clarer les variables globales, les parame`tres
que l’utilisateur doit entrer avant toute simulation et initialise celles-ci.
La section Entities de´crit les diffe´rentes espe`ces d’entite´s qui interviennent
dans les syste`mes multi-agents mode´lise´s. Les instances de cette espe`ce
posse`dent des attributs et des compe´tences propres a` celle-ci. C’est
e´galement ici que sont de´clare´s les re´flexes effectue´s par les agents a`
chaque cycle de la simulation.
La section Environment de´crit les proprie´te´s de l’environnement dans lequel
e´voluent les agents.
La section Output de´crit les informations sortantes de´sire´es par le cre´ateur
du mode`le. Celles-ci peuvent prendre la forme de texte, de graphiques,
d’animations, de fichiers et meˆme de donne´es SIG pouvant eˆtre utilise´es
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par un autre mode`le.
La figure 11 donne un exemple de code pour mode`le GAMA extrait de
la version modifie´e de Danger Mapping, e´crit en GAML tel qu’il e´tait de´fini
jusqu’a` la version 1.3. Celui-ci de´crit l’un des re´flexes appartenant au pro-
cessus d’apprentissage des agents, la mise a` jour des valeurs-Q avant chaque
nouvelle action sur les poids des re`gles.
Figure 11 – Extrait du code de la version modifie´e de Danger Mapping pour
GAMA
CHAPITRE 4. PROBLE`ME 52
4.2 Danger Mapping
Le mode`le utilise´ ici est Danger Mapping, imple´mente´ par Quang Anh
Nguyen Vu pour servir d’exemple a` l’utilisation du mode`le d’auto-organisation
de´crit pre´ce´demment. [12]
Dans Danger Mapping, le syste`me est compose´ d’une nue´e de robots mo-
biles et localise´s patrouillant un terrain inconnu. L’objectif, pour chaque
robot, est de construire la carte la plus pre´cise et la plus fiable du terrain en
utilisant aussi peu de ressources que possible. Chacun de ces robots est dote´
de senseurs qui lui permettent de de´tecter directement la nature de la zone
environnante mais certains de ces robots ont des capteurs de´fectueux. Ils
peuvent e´galement communiquer avec les autres robots pour e´changer leurs
connaissances sur leur environnement, c’est-a`-dire la carte de celui-ci, ou sur
leur confiance envers les autres agents.
Lors de la cre´ation du syste`me, il est ne´cessaire d’introduire une se´rie de
parame`tres qui seront fixe´s pour toute la dure´e de la simulation :
La longueur et la largeur de la carte.
L’utilisation d’un environnement ale´atoire ou non. Il est en effet possible
d’utiliser des cartes pre´-e´tablies en utilisant les donne´es SIG adapte´es.
La description des obstacles. La taille des obstacles a` indiquer lors de la
cartographie, leur nombre et le nombre de diffe´rents niveaux de danger
sont autant de parame`tres ne´cessaires a` la cre´ation du syste`me.
Le nombre de robots fiables et le nombre de robots non fiables.
Les parame`tres sur les communications des robots. C’est-a`-dire non seule-
ment la distance de communication mais aussi les poids attache´s aux
re`gles de comportement sur ces communications.
Les parame`tres sur les mouvements des robots , a` savoir leur vitesse, la dis-
tance minimale entre deux points frontie`res candidats, ainsi que les
poids attache´s aux re`gles de comportement sur les de´placements.
CHAPITRE 4. PROBLE`ME 53
La distance et la pre´cision de perception des robots.
Les parame`tres lie´s au calcul de la confiance. Le nombre minimal d’inter-
actions ne´cessaires a` ce calcul, le taux de stabilisation, le niveau d’in-
cohe´rence accepte´ de l’information, ainsi que le choix d’attacher une va-
leur de fiabilite´ aux informations sont autant de parame`tres ne´cessaires.
Les seuils de confiance envers les agents.
Les seuils de confiance envers les informations.
Les syste`mes de´crits par le mode`le Danger Mapping donnent donc une
valeur fixe pour les poids des re`gles de comportement. De plus, ces valeurs
sont communes a` tous les agents qui composent ces syste`mes, ce qui a pour
effet de diminuer l’inde´pendance relative de ces agents et de mettre l’emphase
sur l’influence du TrustSet de chaque agent sur son comportement.
Voici un exemple d’utilisation du mode`le Danger Mapping sur GAMAv1.3.
Dans les impressions d’e´cran suivantes, les points de couleur repre´sentent les
agents, le bleu correspondant aux agents fiables et le rouge correspondant aux
agents menteurs ou corrompus. Deux cercles entourent les agents. Le cercle
jaune de´limite la porte´e de communication alors que le cercle noir repre´sente
la porte´e de perception. Trois nombres sont attache´s aux agents. Le nombre
vert est l’identifiant de l’agent, le bleu est le nombre d’obstacles de´tecte´s alors
que le rouge correspond au nombre d’obstacles dont l’estimation du niveau
de danger est fiable. Les diffe´rents carre´s de couleur repre´sentent les dangers
pre´sents sur la carte, que les agents doivent cartographier et e´valuer. Les
carre´s jaunes repre´sentent les positions candidates pour le de´placement d’un
agent. Enfin la zone verte est la zone explore´e par les agents. La couleur de
cette zone explore´e devient plus claire a` mesure que la fiabilite´ des informa-
tions sur celle-ci augmente. Lorsqu’une zone est conside´re´e comme totalement
couverte, c’est-a`-dire lorsque la fiabilite´ des informations sur celle-ci de´passe
un niveau donne´, celle-ci devient blanche. Lorsque toute la carte devient
blanche, la simulation s’arreˆte.
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Figure 12 – Syste`me multi-agents mode´lise´ par Danger Mapping apre`s l’ini-
tialisation, GAMA
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Figure 13 – Syste`me multi-agents mode´lise´ par Danger Mapping pendant
la simulation, GAMA
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Ce chapitre tente de trouver une re´ponse au proble`me du calibrage des
poids des re`gles de comportement en inte´grant a` chaque agent un me´canisme
d’apprentissage sur ceux-ci. Les diffe´rents choix de conception et d’imple´mentation
de cette solution au mode`le de syste`mes multi-agents Danger Mapping y sont
de´crit et explique´s. Cette solution n’est en aucun cas optimale mais l’analyse
des re´sultats produits permet de tirer des conclusions sur l’inte´reˆt d’ajouter
une forme d’apprentissage sur les poids associe´s aux comportements, et par-
ticulie`rement a` l’importance accorde´e a` la bonne coordination des agents du
syste`mes par rapport aux performances individuelles de ces agents.
Bien que les poids optimaux associe´s aux re`gles, pour un contexte donne´,
aient de´ja` e´te´ recherche´s [8], ces valeurs the´oriques n’ont d’inte´reˆt que si
les agents connaissent l’e´tat du syste`me. En pratique, cette condition n’est
pas remplie et les agents doivent deviner l’e´tat de celui-ci sur base de leur
expe´rience. Ainsi, par exemple, le taux d’agents de´fectueux est continuelle-
ment estime´ par chaque robot, en se basant sur la liste des agents connus
et les valeurs de confiance pour ceux-ci. L’inte´gration d’un me´canisme d’ap-
prentissage sur les poids des re`gles de comportement permet aux agents de
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calibrer ceux-ci en fonction de la repre´sentation interne qu’ils ont de l’envi-
ronnement et des re´sultats obtenus pre´ce´demment.
Pour choisir efficacement comment ajouter cet apprentissage au syste`me
multi-agents, il est ne´cessaire de caracte´riser celui-ci. L’environnement est :
Partiellement observable. Un agent ne perc¸oit qu’une fraction de l’environ-
nement qui l’entoure, de´termine´e par la porte´e de ses senseurs. De plus,
il ne sait pas quels agents sont fiables ou non.
Multi-agents.
Non de´terministe. Il n’est pas possible, a` partir de l’e´tat courant du syste`me
et de l’action entreprise, de de´terminer quel sera l’e´tat re´sultant de cette
action, ni meˆme de de´terminer les probabilite´s d’arriver dans cet e´tat.
Se´quentiel. Les actions de de´placement ne sont pas exe´cute´es instantane´ment.
Celles-ci de´terminent en grande partie les actions de communication
subse´quentes, celles-ci ayant lieu uniquement avec les autres agents a`
porte´e de communication au cours du trajet.
Dynamique. L’environnement e´volue meˆme sans actions de l’agent. En effet,
les actions des autres agents influencent celui-ci, changeant les valeurs
de confiance ou les connaissances des dits agents.
Continu. L’ensemble des e´tats de l’environnement et celui des agents sont
des ensembles continus. L’espace d’e´tat lie´ au temps, lui, est discret. En
effet, chaque ite´ration correspond a` un de´placement dont la longueur
de´pend de la vitesse de de´placement du robot et, e´ventuellement, a` une
communication vers les agents a` porte´e.
Inconnu. Les agents ne connaissent aucune re`gle leur permettant de connaitre
le fonctionnement de l’environnement.
Les syste`mes multi-agents de´finis par le mode`le Danger mapping pre´sentent
une infinite´ d’e´tats et un grand nombre d’actions possibles a` chaque instant.
Pour inte´grer efficacement un apprentissage sur les valeurs des poids des
re`gles de comportements, il est ne´cessaire de re´duire l’ensemble des e´tats
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et celui des actions a` ceux qui sont pertinents. L’ensemble des e´tats per-
tinents est constitue´ de toutes les combinaisons possibles des valeurs des
poids associe´s aux re`gles de comportement. Pour simplifier l’apprentissage
et en diminuer fortement la complexite´, l’ensemble des valeurs de ces poids
est discre´tise´ et re´duit a` 11 classes pour chacun des poids correspondant a`
l’arrondissement de ces valeurs a` la premie`re de´cimale. Les actions, quant
a` elles, seront limite´es a` l’augmentation de l’un des poids pour chacun des
trois composants de´finissant le comportement de l’agent, ce qui implique la
diminution des autres poids de ce composant pour respecter la contrainte sur
les poids d’un meˆme composant. Le choix de maintenir les poids tels qu’ils
sont est e´galement une action possible. Ainsi, l’espace des e´tats est re´duit a`
1110 e´tats et l’espace des actions a` 80 (5 ∗ 4 ∗ 4) actions.
L’apprentissage par renforcement convient a` un tel environnement, ou`
l’agent n’a pas de mode`le de l’environnement. Avec un tel apprentissage,
l’agent n’a besoin que de connaitre l’action qu’il effectue et le re´sultat de
celle-ci. Ce dernier peut eˆtre calcule´ en fonction de diffe´rents parame`tres
indicateurs de l’utilite´ d’une telle action. Dans le cas pre´sent, la quantite´
de nouvelles informations rec¸ues, leur fiabilite´ et le nombre d’informations
inutiles rec¸ues sont autant d’indices sur l’utilite´, ou l’inutilite´, de l’exe´cution
de cette action.
La me´thode Q-learning, particulie`rement, est une me´thode sans mode`le.
Elle calcule la valeur des actions, les valeurs-Q au lieu d’apprendre l’utilite´




A` chaque fois qu’une action est exe´cute´e, la valeur-Q associe´e a` cette action
et a` l’e´tat d’origine est mise a` jour comme suit :
Q(s, a)← r(s, a) + γmax
a′
Q(s′ + a′) (5.2)
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ou` γ est un facteur compris entre 0 et 1 et qui de´termine l’importance donne´e
aux re´compenses non imme´diates de l’action et s′ est l’e´tat re´sultat de l’action
a depuis l’e´tat s.
Cette e´quation de mise a` jour n’est valable que si on connait avec certi-
tude l’e´tat s′ et la re´compense r(s, a) re´sultants de l’action, ce qui n’est pas
le cas dans Danger mapping, puisque l’environnement est conside´re´ comme
se´quentiel et dynamique. Le proble`me n’est donc pas, comme il devrait l’eˆtre
pour eˆtre re´solu par la me´thode Q-learning, repre´sentable par un MDP
de´terministe mais bien un MDP non-de´terministe. Il existe une variante non-
de´terministe du Q-learning qui de´finit la valeur-Q sur base de la moyenne des
re´compenses directes et ulte´rieures (2.7).
Cette e´quation ne permet cependant pas aux mises a` jour de la table des
valeur-Q de converger. Il est ne´cessaire de changer l’e´quation de mise a` jour
pour (2.8), ainsi l’influence des nouvelles re´compenses obtenues en effectuant
une action a depuis l’e´tat s diminue au plus cette action a de´ja` e´te´ effectue´e
depuis cet e´tat. Plus un couple e´tat-action a e´te´ explore´, moins l’exploration
de celui-ci devient importante et plus les valeurs de´ja` calcule´es le sont, ce
qui atte´nue les variations dues aux mises a` jour et qui permet aux valeur-Q
pre´sentes dans la table de converger vers l’optimum.
La probabilite´ d’arriver dans l’e´tat s′ est calculable. En effet, si la valeur
du poids choisi pour eˆtre augmente´ est fixe, il se peut que la diminution
des autres poids fassent basculer ceux-ci dans une autre classe de poids. La
probabilite´ qu’un poids non choisi de´croisse d’une classe de valeur est de
1
npoids−1 . Par exemple, le composant re´gissant le de´placement de l’agent a
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qu’aucun poids autre que celui augmente´
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ne change de classe de valeur. La somme de ces probabilite´s vaut bien 1
( 1
27
+ 3 ∗ 2
27







Pour calculer la valeur-Q associe´es a` un couple e´tat-action, il est ne´cessaire
de de´finir comment calculer la re´compense de celui-ci. Pour estimer l’utilite´
d’un changement de strate´gie, par le biais d’une action sur le poids des re`gles
de comportement, il est ne´cessaire de tester les re´sultats de cette strate´gie.
Pour ce faire, les donne´es collecte´es par l’agent, qu’elles soient directes ou
de´duites de communications, pendant un certain e´chantillon de temps sont
analyse´es et la proportion d’informations fiables et nouvelles parmi toutes
celles rassemble´es donne une mesure de l’efficacite´ de la strate´gie nouvelle-
ment adopte´e, et donc de l’inte´reˆt d’avoir change´ la pre´ce´dente. Le calcul de
la re´compense d’une action a depuis un e´tat s pour l’agent i est de´finie de la
fac¸on suivante :
r(i, n) = αpiIutiles(n) + βpiIfiables(n) (5.3)
ou` n est l’e´chantillon de donne´es rec¸ues, α et β sont des parame`tres servant
a` calibrer les importances respectives de l’utilite´ des informations et de leur
fiabilite´ et dont la somme vaut 1. piIutiles(n), le taux d’utilite´ des informations





ou` infos-utiles(n) est un sous ensemble de n contenant toutes les informations
juge´es utiles, c’est-a`-dire celles qui donnent des informations nouvelles sur la
carte ou les autres agents. piIfiables(n), le taux d’informations fiables dans






ou` Tk est la confiance qu’a l’agent i en l’e´metteur de l’information k.
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Le choix de l’action a` entreprendre lorsque l’agent est dans un e´tat s
doit permettre a` l’agent de maximiser l’utilite´ attendue de l’e´tat re´sultant de
cette action. Ne´anmoins, pour e´viter d’exe´cuter sans cesse une action sous-
optimale, il est ne´cessaire d’explorer les autres actions. C’est pourquoi le choix
de l’action a` entreprendre pendant la phase d’exploration doit permettre
d’estimer la valeur-Q de chacune de ces actions avec autant de pre´cision
que possible. Pour ce faire, nous adoptons une approche probabiliste. La
probabilite´ de choisir une action a est proportionnelle a` l’estimation de sa
valeur-Q, celles-ci devant eˆtre non nulles pour toute action conforme. Dans
la recherche d’un e´quilibre entre l’exploitation des estimations des valeurs-Q
connues et de l’exploration des paires e´tat-action me´connues, nous appliquons
a` chaque action exe´cutable une probabilite´ suivant la fonction de distribution
de Boltzmann. La probabilite´ Pai|s de choisir une action ai depuis un e´tat
s parmi j actions possibles se de´finit comme de´crit en (2.5). Dans cette
e´quation, la tempe´rature T doit eˆtre initialement e´leve´e et progressivement
de´croitre au fur et a` mesure des ite´rations de l’algorithme.
Le grand nombre d’e´tats possibles du syste`me pose plusieurs proble`mes.
Premie`rement, la table des valeur-Q ne pre´sente pas moins de 800.000.000.000
d’entre´es (5∗4∗4actions∗104∗103∗103e´tats) ce qui, outre la dure´e colossale de
parcours de celle-ci, occuperait plus de 54 te´raoctets d’espace disque. De plus,
si la convergence de l’algorithme a e´te´ prouve´e, la vitesse de celle-ci de´pend
fortement du nombre de couples e´tat-action possibles. Pour re´duire le nombre
d’e´tats, il est possible par diviser le processus d’apprentissage en trois proces-
sus distincts ne portant que sur un seul composant. En effet, l’apprentissage
des poids des re`gles optimaux pour chacun de ces composants peut se faire
sans connaitre l’e´tat des deux autres. Cette se´paration de l’effort d’appren-
tissage par composants re´duit le nombre de couples e´tat-action a` 50.000 pour
le composant de de´placement (104 ∗ 5) et 4000 pour les deux autres (103 ∗ 4),
ce qui revient a` 58.000 entre´es toutes tables confondues. Il est e´galement
possible de re´pertorier l’ensemble de ces entre´es e´tat-action dans un arbre
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de recherche plutoˆt que dans un tableau. Ainsi, la recherche d’un e´le´ment
dans celui-ci prendra jusque 4 ite´rations au lieu de 58.000. Enfin, les valeurs
des poids des re`gles pour un meˆme composant ne sont pas inde´pendantes
puisqu’elle sont contraintes par l’e´quation
∑
k∈composantwk = 1. Le nombre
d’e´tats effectifs est donc bien moindre que celui annonce´ pre´ce´demment. Si
la valeur de W1 peut prendre 11 valeurs, celle de W2 ne peut en prendre que
11 − 10 ∗ W1, celle de W3 que 11 − 10 ∗ W1 − 10 ∗ W2 et celle de W4 ne
peut prendre qu’un seule valeur, a` savoir 1−W1 −W2 −W3. Pour e´viter de
re´server une quantite´ excessive de place me´moire, il convient de cre´er l’arbre
contenant les valeurs-Q dynamiquement. Les feuilles nouvellement cre´e´es de
l’arbre ont une valeur-Q maximale, c’est-a`-dire de 1. Ainsi, les feuilles encore
non explore´es ont une grande probabilite´ d’eˆtre explore´es au passage suivant
de l’agent dans cet e´tat.
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En de´finitive, l’algorithme utilise´ sera la suivant :
Algorithm 2 Q-Learning applique´ a` Danger Mapping
Cre´er l’arbre des valeurs-Q
initialiser l’e´tat de de´part s0
while la simulation n’est pas termine´e do
choisir at en suivant l’approche probabiliste
l’action produit st+1 et rt est estime´ sur un e´chantillon d’informations n
collecte´es pendant un intervalle de tinter unite´s de temps.
if st+1 n’existe pas dans l’arbre des valeurs-Q then
ajouter ce dernier et initialiser les valeurs-Q de ses actions a` 1.
end if
Qt+1(st, at) ← (1 − αt)Qt(st, at) + αt(rt + γ ∗∑
s′∈S p(st+1|st, at)Qt(st+1, a′))
t← t+ 1
end while
L’imple´mentation de cet algorithme dans le mode`le existant Danger Map-
ping demande l’introduction de nouveaux parame`tres :
– La fre´quence a` laquelle un agent choisit d’effectuer une action sur le
poids des re`gles de comportement et, donc, a` laquelle il met a` jour ses
arbres de de´cision. Cette fre´quence est exprime´e en nombre de cycles
entre chaque changement.
– Le poids associe´ a` la pre´cision des informations collecte´es pour l’e´valuation
de la re´compense d’une action.
– Le poids associe´ a` la fiabilite´ des informations collecte´es pour l’e´valuation
de la re´compense d’une action.
– Les poids associe´s aux re`gles de comportement deviennent les poids
initiaux de ces meˆmes re`gles.
Chapitre 6
Re´sultats
Une fois la solution propose´e imple´mente´e dans le mode`le Danger Map-
ping, il convient d’analyser les re´sultats produits et de comparer ceux-ci avec
les re´sultats obtenus sans apprentissage. Ces derniers peuvent eˆtre produits
en utilisant des valeurs moyennes pour le poids des re`gles de comportement
ou en exploitant les valeurs optimales de´couvertes par l’application de l’algo-
rithme ge´ne´tique. Le choix des valeurs initiales des poids associe´s aux re`gles
de comportement, de la fre´quence des cycles d’apprentissage, de la proportion
d’agents de´fectueux et de l’importance donne´e a` la pre´cision et a` la fiabilite´
des informations rec¸ues sont autant de parame`tres affectant le nombre de
cycles ne´cessaires pour arriver a` une solution pour un syste`me donne´.
6.0.1 Conditions d’expe´rimentation
Pour parvenir a` des re´sultats concluants, les tests expe´rimentations doivent
respecter certaines contraintes. Pour chaque se´rie de tests, la proportion
d’agents non fiables doit eˆtre constante. En effet, cette valeur est le parame`tre
le plus de´terminant dans la recherche des valeurs optimales des poids associe´s
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aux re`gles de comportement. Des se´ries de 10 tests sont effectue´es pour un
meˆme ensemble de parame`tres, d’abord sur la version initiale de Danger Map-
ping, ensuite sur la meˆme version mais en utilisant les poids optimaux [8] et
enfin sur la version modifie´e du mode`le. Pour ce dernier, les poids initiaux
sont les meˆmes que ceux choisis arbitrairement a` la premie`re e´tape. Ces se´ries
de tests permettent d’e´valuer les performances que permet l’ajout de l’algo-
rithme d’apprentissage de´crit pre´ce´demment en les comparant a` celles du
mode`le original.
Des tests sont e´galement re´alise´s a` l’aide du mode ”batch” propose´ par
GAMMA afin de de´terminer l’impact qu’ont les diffe´rents parame`tres sur ce
gain ou cette perte de performances. Pour ce faire, le test pre´ce´dent est re´alise´
pour 5 valeurs diffe´rentes du parame`tre choisi. La taille de l’environnement,
la proportion d’agents non fiables, les valeurs initiales des poids des re`gles et
la fre´quence des cycles d’apprentissage sont les diffe´rents parame`tres teste´s.
Enfin, il est utile de noter que le mode`le original Danger Mapping de-
mande une puissance de calcul conse´quente. La plateforme GAMA v1.3
n’utilisant qu’un seul coeur du processeur de l’ordinateur, les performances
diminuent rapidement lorsque le nombre d’agents augmente. Il a donc e´te´,
jusqu’ici, impossible de tester le mode`le original et celui modifie´ pour plus de
10 agents, la simulation d’un syste`me de 15 agents durant jusqu’a` une heure
pour un environnement de 400x400.
6.0.2 Analyse des re´sultats
Le mode`le Danger Mapping, auquel est ajoute´ un me´canisme d’apprentis-
sage sur le poids des re`gles de comportement, produit des re´sultats supe´rieurs
a` ceux du meˆme mode`le lorsque ces poids sont choisis arbitrairement. Le
nombre de cycles ne´cessaires pour cartographier le terrain diminue sensible-
ment. Cette ame´lioration s’explique facilement : les calibrages des poids des
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re`gles ayant produit des informations nouvelles et fiables sont plus suscep-
tibles de produire a` nouveau des re´sultats inte´ressants. On observe ne´anmoins
qu’il faut a` l’algorithme un bon nombre de cycles avant que le syste`me ne
tende a` effectuer les bons calibrages. Cela s’explique par le grand nombre
d’entre´es dans les arbres de de´cision. Ce dernier impose une longue phase
d’exploration avant d’eˆtre exploitable, ce qui indique un manque de per-
formances de l’algorithme d’apprentissage duˆ a` la taille du domaine. Bien
que l’algorithme du Q-Learning non de´terministe converge lorsque l’impact
des nouvelles re´compenses sur les valeurs-Q est de´croissant au cours des
ite´rations, cette convergence est tre`s lente dans ce cas pre´cis. Il serait inte´ressant
d’optimiser l’algorithme utilise´ pour acce´le´rer cette convergence. Un fac¸on de
re´aliser cela serait de modifier plusieurs valeurs-Q a` chaque ite´ration de l’al-
gorithme d’apprentissage.
La taille de l’arbre et son temps de parcours sont inde´pendants de la taille
du proble`me, c’est-a`-dire du nombre d’agents, de la taille de la carte et de
la fiabilite´ de ces agents. L’algorithme d’apprentissage est donc plus adapte´
a` des proble`mes de taille conse´quente, ou` le temps de calibrage de l’arbre
sera rentabilise´ par le temps gagne´ une fois les poids des re`gles optimise´s.
L’apprentissage permet tout particulie`rement de re´duire le temps passe´ dans
la phase de ”confirmation”, c’est-a`-dire lorsque tous les agents posse`dent des
informations sur toute la carte, mais qu’ils doivent confirmer la fiabilite´ de
ces informations jusqu’a` de´passer un seuil choisi.
Les performances observe´es sont toutefois loin d’eˆtre aussi bonnes que
celles induites par les valeurs optimales des poids pour un syste`me donne´e.
Ces dernie`res sont de´finies par l’application de l’algorithme ge´ne´tique a` un
syste`me donne´ et sont the´oriques puisqu’elles ne´cessitent une connaissance
totale du syste`me et, particulie`rement, du taux d’agents non fiables. Si la ver-
sion de Danger Mapping dont les agents sont doue´s d’apprentissage convient
davantage aux situations pratiques ou` l’environnement est inconnu, il est
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ne´cessaire que l’algorithme estime l’utilite´ des actions sur les poids des re`gles
avant de modifier celles-ci de manie`re efficace.
Applique´ a` un proble`me extreˆmement grand, l’algorithme pourrait meˆme
pre´tendre a` des performances supe´rieures a` celles propose´es par la version
sans apprentissage dont les poids des re`gles sont optimaux. La cause en est
que les poids des re`gles dans Danger Mapping avec apprentissage sont dyna-
miques et peuvent s’adapter a` la phase d’exploration en cours. En effet, si les
poids donne´s par l’algorithme ge´ne´tique sont optimaux sur la dure´e totale de
la simulation, les poids optimaux associe´s a` diffe´rentes phases de la simulation
peuvent eˆtre diffe´rents. Ainsi, la phase de confirmation ne´cessite davantage
de communications avec les agents fiables et de de´placements vers des zones
dont la fiabilite´ est faible alors que la phase d’exploration pre´liminaire profite
davantage des informations re´cupe´re´es en visitant des zones non explore´es et
en communiquant avec des agents proposant un grand nombre de nouvelles
informations. Pour profiter au mieux de l’aspect dynamique des valeurs des
poids associe´s aux re`gles de comportement, il est ne´anmoins ne´cessaire de
ne pas imple´menter l’influence re´gressive des re´compenses sur le calcul de
la valeur estime´e des valeurs-Q. Ce faisant, l’algorithme de Q-Learning non
de´terministe perdrait la proprie´te´ de convergence et il serait impossible de ga-
rantir mathe´matiquement la convergence des poids des re`gles vers leur valeur
optimale.
Un autre avantage de l’apprentissage par rapport a` l’utilisation d’une
valeur fixe pour les poids des re`gles de comportement est que les agents
peuvent tendre vers des comportements diffe´rents en fonction de leur fiabilite´.
En effet, un agent non fiable verra la plupart de ses communications refuse´es
par les autres agents. Son comportement tendra donc, a` l’inverse des agents
fiables, a` diminuer le nombre de ses communications portant sur des valeurs
qu’il a lui-meˆme collecte´es au fur et a` mesure de la simulation, ainsi qu’a`
e´viter de re´colter directement les informations, ce qui tend a` le confiner a`
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un roˆle de ”relai”. La spe´cialisation des agents en ”roˆles” de´pendants de leur
fiabilite´ est un renforcement du me´canisme d’auto-organisation de´ja` pre´sent
qui permet au syste`me d’atteindre une meilleure efficacite´.
Si l’apprentissage permet une diminution sensible du nombre de cycles
ne´cessaires pour cartographier le terrain, il n’y a aucune garantie que cela
diminue le temps re´el d’exploration. En effet, le me´canisme d’apprentissage
vient avec un couˆt non ne´gligeable en temps de calcul, ce qui a pour ef-
fet de ralentir l’exe´cution de la simulation. Ce couˆt est prohibitif dans des
syste`mes dont le temps ne´cessaire a` l’exe´cution des actions est faible, mais
il est ne´gligeable, relativement parlant, lorsque ces actions demandent beau-
coup plus de temps que les processus de de´cisions eux-meˆmes. Ainsi un robot
mate´riel qui doit se de´placer en terrain inconnu pourra modifier l’importance
de ses re`gles de comportement au prix d’un traitement ne´gligeable par rap-
port au temps dont il a besoin pour se de´placer vers une autre position. A`
l’inverse, l’apprentissage a un cout conse´quent lors des simulations effectue´es
sur le mode`le Danger Mapping ou` on entreprend un action d’apprentissage
tous les quelques cycles.
Chapitre 7
Conclusion
Dans ce travail, nous avons tente´ de re´soudre le proble`me lie´ au cali-
brage de l’importance des performances individuelles et de celle associe´e a`
la coordination dans les syste`mes multi-agents auto-organise´s en calibrant
ces importances par apprentissage, de manie`re continue. Pour ce faire, les
notions de base lie´es aux syste`mes multi-agents, a` l’apprentissage et a` l’auto-
organisation ont e´te´ pre´sente´es. Apre`s avoir e´tudie´ l’algorithme du Q-Learning,
qui est un exemple d’apprentissage par renforcement, le mode`le de syste`mes
multi-agents auto-organise´ Danger Mapping a e´te´ de´crit et l’algorithme a e´te´
adapte´ pour permettre a` ce dernier d’apprendre les poids des re`gles de com-
portement qui maximisent l’efficacite´ des agents. Au terme de l’imple´mentation
de cet apprentissage dans le mode`le existant, ce document a analyse´ les
re´sultats produits, en comparant notamment ceux-ci avec les re´sultats pro-
duits par des travaux pre´ce´dents sur les valeurs optimales de ces poids.
Ces re´sultats sont, sans surprise, tre`s de´pendants de l’environnement dans
lequel e´voluent les agents. La taille du proble`me, en terme de nombre mini-
mal d’ope´rations ne´cessaires pour le re´soudre, est un facteur particulie`rement
important lorsqu’il faut comparer les performances du mode`le Danger Map-
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ping avec apprentissage et celles du mode`le sans apprentissage, mais dont
les valeurs associe´es aux poids des re`gles de comportement sont optimise´es.
L’inte´reˆt de l’apprentissage dans un tel mode`le est d’autant plus remarquable
lorsque ces proble`mes sont assez grands. Deux atouts de ce mode`le par rap-
port au mode`le the´orique propose´ pre´ce´demment sont l’aspect dynamique
des poids des re`gles de comportement et l’he´te´roge´ne´ite´ des comportements
des agents.
Ces re´sultats permettent ne´anmoins de confirmer qu’ajouter un appren-
tissage sur le poids des re`gles de comportement est plus efficace que le choix
arbitraire de ceux-ci. L’apprentissage permet donc bien d’ame´liorer l’effica-
cite´ d’un syste`me multi-agent auto-organise´ en agissant sur le calibrage de
l’importance associe´e aux performances individuelles des agents et celle as-
socie´e a` la coordination des agents. L’avantage de l’apprentissage, bien que les
performances soient moindres par rapport a` l’utilisation des poids optimaux
obtenus graˆce a` l’algorithme ge´ne´tique, est que cette solution est applicable
en pratique, lorsque les agents ne connaissent pas leur environnement.
Il est possible d’e´tendre cette recherche en comparant diffe´rents algo-
rithmes d’apprentissage et en appliquant ceux-ci a` des environnements dote´s
de caracte´ristiques diffe´rentes. Il serait inte´ressant de conside´rer des syste`mes
dans lesquels l’aspect dynamique des poids des re`gles et l’he´te´roge´ne´ite´ des
comportements des agents peuvent avoir un impact important sur les per-
formances du syste`me. Un exemple d’un tel syste`me pourrait voir son en-
vironnement changer sans interactions des agents et ces derniers pourraient
avoir des caracte´ristiques et des performances diffe´rentes, augmentant ainsi
l’avantage relatif des deux atouts sus-cite´s.
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