Abstract-Most recent approaches to 3D pose estimation from RGB-D images address the problem in a two-stage pipeline. First, they learn a classifier -typically a random forestto predict the position of each input pixel on the object surface. These estimates are then used to define an energy function that is minimized w.r.t. the object pose. In this paper, we focus on the first stage of the problem and propose a novel classifier based on a depth-aware Convolutional Neural Network. This classifier is able to learn a scale-adaptive regression model that yields very accurate pixel-level predictions, allowing to finally estimate the pose using a simple RANSAC-based scheme, with no need to optimize complex ad hoc energy functions. Our experiments on publicly available datasets show that our approach achieves remarkable improvements over state-of-the-art methods.
I. INTRODUCTION
In recent years, the problem of detecting textureless objects and estimating their 3D pose from a single RGB-D image has received much attention. Existing approaches can be broadly split into two main categories. On the one hand there are methods that rely on matching templates combining image and range data [1] , [2] . However, while these are computationally efficient approaches that achieve real time operation, their performance drops under the presence of occlusions. This is addressed by methods which, on the other hand, do not try to find the object as a whole. These methods, instead, first build a classifier that densely predicts the location of each image pixel with respect to an object coordinate system, and then use these predictions to estimate the object's pose in a geometric validation stage [3] , [4] . Drawing inspiration from [5] , the classifier used so far to regress object pixels into object coordinates is based on random forests. These classifiers, though, typically return very weak confidence maps, making it necessary to put a considerable effort in the geometric phase of the algorithm and having to resort to the minimization of complex energy functions [4] .
In this paper, we focus on building a stronger pixel classifier to alleviate the complexity of the subsequent search for geometric consistency. layer that adapts the size of the convolution filters to the depth values of the input (see Fig. 1 ). By doing this, we learn a scale-adaptive coordinate regression model, that yields accurate pixel-level object coordinates predictions. The object's 3D pose can then be computed using a simple PROSACbased strategy. We first demonstrate the effectiveness of our novel MultiConv on semantic segmentation of RGB-D scenes, where our depth-aware CNN performs comparably to specialized state-of-the-art methods. Then, we show how our 3D pose estimation pipeline is able to outperform competing approaches on a publicly available benchmark.
In short, the main contributions of this paper can be summarized as follows:
1) Using a depth-aware CNN for building a coordinate regression model instead of the widely used approach based on random forests [5] , [3] . 2) Exploiting the predictive power of our CNN to simplify the pipeline for 3D pose estimation from RGB-D images. 3) Introducing a depth-aware CNN architecture. Compared to existing approaches that tackle invariance to generic transformations [6] , [7] , or scale [8] , [9] , [10] we use depth information within the network as a prior to handle scale.
II. RELATED WORK
Deep learning techniques have began to be applied to robotic tasks improving those tasks in which sufficient Fig. 2 . Algorithm pipeline. The algorithm takes as input an RGB image and its depth map (which is converted to a normal map), and feeds them to a depth-aware CNN. The CNN densely predicts, for every pixel, its corresponding position in the object coordinate framework. Misclassified pixels are rejected and the final pose is estimated using a geometric validation algorithm based on PROSAC. The whole process is executed in less than 200 ms.
amounts of training samples are available. Vital tasks undertaken by robotic systems can benefit from deep learning; we have seen promising improvements to camera relocalization [11] , [12] , [13] , de-convolutional networks are being applied to structural change detection over time in SLAM systems [14] , object recognition in point clouds and RGB-D images [15] , [16] . This steps forward are showing that robotic vision can greatly benefit from deep learning techniques. We will further detail the state of the art of both 3D pose estimation and deep learning on 3D data.
A. RGB-D approaches to 3D pose estimation
The advent of affordable RGB-D cameras has led to a number of different techniques to detect rigid objects in cluttered environments and estimate their 3D pose. The most straightforward approach is based on template matching [17] , [2] . Templates pre-acquired from different viewpoints are scanned across the image. At each position, a distance is computed and the best match is retained. However, while this approach is potentially very efficient and can handle textureless objects, the use of a global object model makes it vulnerable to occlusions. This is addressed by sparse feature-based methods [18] , which first extract points of interest from the input image, and then match them with the object points using a robust geometric approach [19] , [20] . The drawback of these alternatives is that they rely on feature points, extracted either on the RGB [21] or depth domain [22] , which makes them only appropriate for objects with a sufficient level of texture or geometric detail.
A different strategy, that has been shown to overcome the limitations of template and feature-based methods, is that used in the so-called dense approaches. These methods build classifiers to produce specific per-pixel predictions. The most general approach follows a Hough voting scheme, in which pixels vote for an object pose in a quantized pose space. The region of the pose space with a maximum number of votes is chosen [23] , [24] . In [25] , latent-class Hough forests are used to let the pixels vote for small templates that cover object parts. More recently, random forests have been used to infer a pixel-level prediction of the observed position in the object's coordinates frame [3] . Such a high level of detail in the prediction is quite challenging and dictates to combine the pixellevel prediction with sophisticated geometric post-processing operations involving the minimization of an energy function. In [4] , a CNN that compares real and rendered images is used to learn the aforementioned energy function. One of the main goals of our approach is to avoid these complexities by proposing a better pixel-based classifier, which we build using a novel CNN architecture.
B. CNNs for 3D data
Due to the impressive results achieved in tasks such as object recognition and detection, in the last few years Convolutional Neural Networks have imposed themselves as the main learning paradigm in computer vision, and have recently been used to tackle challenging problems involving 3D data. For instance, Wu et al. [26] adopted a CNNbased method to solve next-best-view and depth-based object recognition. Gupta et al. [27] used CNNs to learn how to align synthetic 3D models to real instances of the same object in RGB-D scenes, obtaining a significant improvement over the previous work [28] , not considering CNNs. Similarly, in the context of feature learning for RGB-D object recognition, Wang et al. [29] demonstrated that a CNN-based approach is advantageous over traditional learning based techniques [30] .
A recent line of research on CNNs has addressed the problem of devising specific solutions for obtaining invariance to different kinds of transformations. For instance, in [7] a wavelet scattering network, i.e. a neural network where the first layer outputs SIFT-like descriptors, is proposed, achieving translational and rotational invariance. Gens et al. [31] sought invariance to pose and part deformations and proposed deep symmetry networks. Many works have focused on achieving invariance to scale changes, either by doing a multi-scale pooling [32] of neural activations, or by concatenating the activations obtained from scaled versions of the input before feeding it to the last layers of the network [9] . Differently to these, our method uses depth as a prior to handle scale. Specific efforts to define a common framework for CNN architectures focusing on learning invariant representations has been made in [33] with the introduction of the Spatial Transformer layer, which automatically learns a spatial transformation of its input and has some conceptual similarities to the MultiConv layer we propose in this work.
The notion of Depth-aware Convolutions was introduced recently in [34] . This work demonstrated the advantages of using depth information during trainning to obtain better results in pixel classification. In contrast to [34] we do not learn the best scale for each convolutional filter, in our case we use the depth information to make the convolutional filters adjust their scale depending on the distance to the object. By doing so we aim to ease the learning uncertainty while at the same time introducing scale invariant properties in the pixel classification that each convolutional filter performs. The use of depth information to achieve invariance to scale changes has been used several times, e.g. in conjunction with random forests [35] , [3] , [5] . In these methods, depth is used to determine the scale at which the binary features of a decision forest are calculated. More recently, similar techniques have also been used in the context of deep learning: in [8] , a global depth-dependent scaling is applied to the input of a CNN to solve a segmentation task. In contrast, our approach uses depth within the network to locally handle scale at the convolutional filter level.
III. METHOD
In this work we aim to estimate the pose of an object, of which a 3D model is known, given a single RGB-D image. To do this, we adopt an algorithm in two steps: coordinates regression and geometric pose estimation. In the first step, for each pixel in the input image we predict its 3D coordinates in the object's frame of reference, using the CNN-based approach described in Section III-A. In the second step, we use the CNN's output in the PROSAC-based [36] procedure described in Section III-B to estimate the object's pose w.r.t. the camera. Fig. 2 shows a visual depiction of our algorithm pipeline.
In this setting it is important to take into account the fact that the object of interest can appear at many different scales, depending on the distance from the camera. To handle this, we introduce MultiConv: a novel CNN layer which performs a locally multi-scale, depth-dependent convolution operation. Thanks to this layer, our network is able to learn a scale-adaptive coordinates regression model which noticeably improves the accuracy of our approach. More details about MultiConv are presented in Section III-A.2.
A. Depth-aware CNN for coordinates regression As a first step in our object pose estimation pipeline, we aim to predict, for each pixel in an input image, whether it lies on the object of interest or on the background. Furthermore, if the pixel belongs to the object, we want to predict its 3D coordinates on the object itself. We pose this as a multi-class classification problem, where the pixels of image I ∈ I = R h×w×c with depth D ∈ D = R h×w are assigned labels L ∈ L = {0, 1, . . . , n} h×w . By using the notation A[·] to indicate indexing into a tensor A, L[i, j] = 0 means that the pixel at coordinates i, j is part of the background, while L[i, j] = 1, . . . , n means that the pixel belongs to one of n uniform spatial bins over the object's 3D coordinates.
We model the relation between the image and the pixels' labels using a fully-convolutional neural network. We write the network as a function f CNN : I × D → R h×w×(n+1) with parameters Θ, such that
where Y = f CNN (I, D; Θ). As it is common with CNNs, we learn Θ by minimizing a regularized log-loss function over a training set of image-depth-label triplets (I, D, L) ∈ T ⊂ I × D × L.
As an input to our network, we use image tensors with c = 6 channels, specifically: red, green and blue color intensities and x, y and z components of the surface normal vectors. The normals are calculated analytically from a bicubic fit on the point cloud generated by the depth data. 1 1) Network architecture: Contrary to common CNN architectures, we are interested in obtaining a dense labeling over the pixels of the input image, instead of a single, global label. To achieve this we adopt a fully convolutional approach, where each layer of the network operates convolutionally over its input. Table I shows the detailed structure of our network. Note that the final softmax is also applied independently on each spatial location, i.e. it is a function f sm (·) such that:
where X is the output tensor of the previous layer.
Traditional CNN architectures often adopt an aggressive internal down-sampling of the data, obtained by striding the convolutions and pooling masks with steps greater than 1. This helps to keep in check the memory and computational requirements of the net, while allowing for wider layers (i.e. layers with many filters). In our case, the requirement for a dense output clashes with this commonly adopted trick. As a compromise, we set the stride of the two max-pooling layers 1.3 and 2.3 to 2, resulting in a final down-sampling factor of 4. Furthermore, we pad with zeros the input of each other convolution and pooling layer as appropriate to maintain the spatial size of their outputs equal to that of the inputs. The overall effect is that each element of the network's output corresponds to a 4 × 4 pixels area of the input image. Our architecture is inspired by the "very deep" networks of Simonyan and Zisserman [37] , [38] . In this kind of nets, compared to traditional ones, bigger convolutions are replaced with blocks of cascaded convolutions of smaller sizes (usually 3 × 3). This increases the overall non-linearity while decreasing the number of parameters, at the cost of a resulting network that is more difficult to train. As in [37] , we adopt a two-steps training procedure: first we train a shallow version of the network containing a subset of the layers (see pre-training column in Table I ), then we add the remaining layers and complete the training. Both training phases are carried out using mini-batch stochastic gradient descent with momentum.
2) MultiConv layer: The MultiConv layer performs a locally multi-scale, depth-dependent convolution operation, where the relation between depth and scale is learned together with the convolution parameters. For each spatial location on the input, MultiConv performs the same convolution at s different scales, then linearly combines the results using a set of weights that are functions of the depth. Figure 3 shows a schematic representation of this approach. More specifically, we express the output of MultiConv as a function f mc (X, D; Ω), where X and D are, respectively, the input tensor and the depth. Ω is a tuple of parameters to be learned Ω = (W, b, ω 1 , . . . , ω s , β 1 , . . . , β s ), with W and b being the convolution weights and bias, respectively, and {ω i , β i }, i = 1, . . . , s the weights that linearly combine the depth entries. The function f mc (·) can then be formally written as:
where * denotes convolution and denotes element-wise multiplication 2 . σ i (·), i = 1, . . . , s are a set of filter scaling functions defined as:
where (· ↑ N ) denotes the 2D stretch operator, which intersperses the elements of its left operand with N −1 zeros along each spatial dimension, while G i is a Gaussian filter with variance 2 i−1 . The function α(·) in (3) is a depth-dependent weighting function defined as:
where tri(·) is the "triangle" function:
The intuition behind (5) is that we expect each scale to be most appropriate for a specific depth, while decreasing in importance as the depth changes. Keeping this in mind, it is easy to see that, by learning β i and ω i , MultiConv chooses a preferred depth for each scale i, corresponding to the maximum of α(d;
For other values of d, the convolution at scale i gets assigned a weight α(d; ω i , β i ) > 0 as long as
ωi . As a final note, we point out that the derivatives of MultiConv are immediate to calculate after noting that f mc (·) is separately linear in X, W and b, and the derivative of tri(·) is:
B. Geometric pose estimation
The geometric pose estimation step of our pipeline estimates the object's pose by minimizing a geometric error function defined in terms of 3D-to-3D point correspondences between the camera's and the object's frame of reference.
Let us assume a pin-hole projective camera model with focal lengths (f x , f y ) and central point (c x , c y ). We can then reconstruct the 3D coordinates, in camera's reference frame, of a pixel at position i, j on the image I with depth D as: From the CNN's output Y = f CNN (I, D; W), we obtain a set of pixels P that are predicted to have a high probability of being on the object by imposing a threshold τ > 0.5:
Each of these pixels is assigned a label
which corresponds to a certain spatial bin on the object's 3D coordinates. We denote the centroid of the k-th bin as c O k , expressed in the object's frame of reference. Thus, each point in P is predicted to have 3D coordinates in the object's frame of reference given by p
We estimate the object's pose, expressed as a rotationtranslation pair (R arg min
Even though the pixel classification error of our depthaware CNN is very low, we still need to handle a certain amount of outliers (below 35% in most of the experiments we report in the following section). For such a misclassification rate, Eq. (11) can be safely solved using a simple outlier rejection approach like the PROSAC algorithm [36] . This is a RANSAC variant that generates hypotheses and tests them on subsets of points sorted by their class probability. In our case, the class probability is given by the CNN prediction. This geometric validation stage turned out to converge very fast in our case, adding almost no time penalty to the overall process.
IV. EXPERIMENTS
To evaluate our approach we performed a series of experiments to evaluate the performance of our method on the 3D pose estimation dataset from Hinterstoisser et al. [2] . In the following we denote the proposed CNN architecture with the MultiConv layer as CNN-MC, in which we use s = 3 scales in the MultiConv layer. To demonstrate the validity of our proposal we also consider an additional architecture, denoted as CNN-basic, corresponding to a CNN as described in Table  I but with the MultiConv layer replaced by a convolutional layer of the same size.
The 3D object pose estimation dataset from Hinterstoisser et al. [2] contains colored 3D models associated to 15 textureless objects and 15 video sequences, each containing about 1,000 RGB-D frames, depicting the objects on a cluttered desk. In each sequence ground truth pose information is given for one of the objects. This dataset is suitable to assess the validity of the proposed method as the test images cover the upper view hemisphere at different scales. In our experiments, we use 80% of the RGB-D frames (chosen at random) to train our CNN and the remaining 20% to test the pose estimation pipeline. In performing our experiments we came about some issues in the ground truth annotations given in the Hinterstoisser dataset. In particular, for a small number of the objects, the ground truth pose in many of the frames was noticeably inconsistent with the depth data. We hypothesize that this was caused by some sort of error when annotating the ground truth of those objects. Since our method strongly relies on the depth when estimating the object's pose, we tried to fix the inconsistencies by performing an ICP alignment on the ground truth of the most problematic frames. In the following, all results are obtained by running our methods and the baselines on the "fixed" data. This fixed data will be made publicly available to facilitate future research.
We first performed some preliminary experiments on pixel classification to demonstrate the advantages of the proposed CNN-MC over CNN-basic. Table II shows the results of our comparison. It is clear that embedding a scale-adaptive scheme into a CNN architecture significantly reduces the error for all the experiments on different objects.
We then evaluated the accuracy of the proposed approach in pose estimation. Following previous works [2] , [3] , we consider one object per image and we assume to know which object is present in the scene. The proposed approach is compared with the state of the art method in [3] . For [3] we used the publicly available binaries 3 . Most previous works on the Hinterstoisser dataset showed their results in terms of the percentage of frames in which a measure of the proximity between the ground truth object model and the estimated one is lower than a certain threshold. Conversely, we report the mean and median translation and rotation errors. We believe that these measures give a more direct, and thus more significant evaluation of the pose estimation accuracy.
Detailed results on the single objects are shown in Table III. Note that we omitted some entries from the Brachmann et al. columns, as we were not able to reproduce their results on the phone and iron objects. We also omitted the bowl and cup objects, as the dataset did not provide their 3D mesh model. Figure 4 summarizes the mean and median error results we obtained on the whole dataset. It is clear that our pose estimation approach outperforms the method in [3] . Moreover, similarly to what was observed in the semantic segmentation experiments, learning the parameters ω i and β i in the MultiConv layer is beneficial. We would like to mention that the recent work [4] , reports a remarkable improvement w.r.t. [3] . Unfortunately, the code for this new approach is not still available and we were not able to include it in our comparison. That being said, we believe that our approach and [4] would be complementary, as the latter is focused on improving the geometric validation phase of the problem, while we focus on robustifying the initial pixel classification.
Finally, Fig. 5 shows some qualitative results associated to our experiments. Also in this case it is possible to observe that more accurate pixel-level predictions can be obtained with our scale-adaptive CNN-MC over CNN-basic.
V. CONCLUSION
We have presented a novel depth-aware CNN for pixel level classification in RGB-D images. The classifier has been shown to be adequate when used as a regressor for a 3D pose estimation problem, by predicting, for each pixel of the input image, its 3D coordinates in the object coordinate frame. Since these predictions are in general very accurate and contain small amounts of misclassifications, they allow for a simple outlier rejection scheme to finally estimate the object pose. Results over existing baselines show to consistently improve state-of-the-art approaches that use less confident pixel predictors, but more elaborate outlier rejection algorithms than we do. Future steps involve experimenting with solutions to impose geometric consistency directly in the CNN output, e.g. by integrating a CRF-based approach into the network [39] .
