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A variant of the Gronwall-Bellman inequality is used to develop new bounds on 
solutions to the fundamental singular integral equations that arise in the error 
analysis of the Liouville-Green (or WKB) approximation. Consequently, new 
improved error bounds are obtained from the Liouville-Green approximation to the 
solution of the differential equation d2 W/dT2 - q(T) W = 0, where the function q is 
real and twice continuously differentiable and does not vanish. 
1. INTR~OUCTI~N 
An approximation frequently made in applied mathematics is to represent 
the solutions to the differential equation 
d2W 
--q(T) w=o, 
dT2 
TE (a, 6) 
approximately in the form 
m(T) =Aq-“4 exp (--i,‘&%di). (1.2) 
where k&‘(r) denotes the approximate solution and A and B are arbitrary 
constants. We will call (1.2) the Liouville-Green (LG) approximation, 
although it is frequently referred to otherwise (e.g., WKB approximation 
13, 131 or even JWKB approximation [ 111). The formula (1.2) was 
apparently first derived (independently) by Liouville [lo] and Green [6] in 
1837. 
What is the error made by using (1.2)? The determination of the error 
made by using this approximation is an important problem of mathematical 
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analysis. Olver [ 131 has pointed out that the availability of explicit error 
bounds has enabled much existing theory to be unified and simplified. 
Although the determination of error bounds has received fairly wide 
attention, it is indeed remarkable that it has apparently not been noted 
previously that a variant of the Gronwall-Bellman inequality may be used to 
develop such important error bounds. 
Error bounds, i.e., bounds for the errors in the approximate solutions and 
in their derivatives, for the LG approximation were apparently first given by 
Blumenthal [4] in 19 12. Somewhat later in 196 1 Olver [ 121 sharpened 
Blumenthal’s original bounds and showed that the bounds could be expressed 
in terms of the total variation of a so-called error-control function. These 
bounds have been particularly significant because they are both realistic and 
easy to evaluate. Recently the author [ 161 has sharpened these bounds 
somewhat further, although the main emphasis in [ 161 was on application of 
the LG approximation to Lanchester-type quations of modern warfare, 
which are an important differential-equation model in modern operations 
research (e.g., see [15], [17], or [ 181). As noted above, such explicit error 
bounds have enabled much of the existing theory of the LG approximation to 
be unified and simplified (also see, for example, [ 13, Chap. 6] or [ 141). 
In the paper at hand we develop new error bounds for the LG approx- 
imation for the case in which the function q in (1.1) is real and twice 
continuously differentiable and does not vanish. These new bounds are 
developed by means of a variant of the Gronwall-Bellman lemma, which 
previously has been quite useful in the study of the stability and boundedness 
properties of differential and integral equations. Our results sharpen previous 
ones on error bounds for the LG approximation. 
2. THE FUNDAMENTAL INEQUALITY 
Many important integral inequalities claim their origin from the following: 
LEMMA 0 [Bellman [l]]. Let u(t) and g(t) be real-valued nonnegative, 
continuous functions defined on the real interval [a, b]. If for all t E [a, b] 
u(t) Q uo + It g(s) u(s) ds, 
a 
where u. is a nonnegative constant, then 
u(t)<u,exp (lIg(s)ds) forall tE [a,b]. 
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A particular form of this inequality goes back to Gronwall [7] in 1918 
and was generalized by Bellman [ 1 ] in 1943 (see, for example, the survey 
paper by Chandra and Fleishman [5] and the references contained therein). 
Moreover, Lemma 0 also holds for arbitrary piecewise-continuous 
functions u(t). 
Many important generalizations of this fundamental inequality have 
appeared in the literature (e.g., see [S]). It has become one of the basic tools 
in the theory of differential equations (e.g., see [2, 31). In the paper at hand 
we will make use of the following variant, apparently due to Jones [9]. 
LEMMA 1 [Jones [9]]. Let u(t), f(f), g(t), and h(t) be real-values 
piecewise-continuous functions defined on the real interval [a, b], and let u(t), 
g(t), and h(t) be nonnegative on this interval. Zffor all I E [a, b] 
~(0 < f(t) + g(t) I’ h(s) u(s) ds, 
a 
then for all t E [a, b] we have 
~0) <f(t) + g(t) /‘f(s) h(s) exp IIf g(r) h(r) dr! ds. 
-a s 
3. BOUNDS ON SOLUTIONS TO THE FUNDAMENTAL SINGULAR INTEGRAL 
EQUATIONS FOR THE ERROR ANALYSIS OF THE LG APPROXIMATION 
The development of error bounds for the LG approximation involves 
bounding the solution to a singular Volterra integral equation. We take the 
standard form of this equation to be 
40 = i’K(t, 5) #(W(r) + h(r)} dr, t E (a, b), (3-I) 
(1 
where h(t) denotes an error term for the LG approximation. We make the 
following assumptions: 
(A 1) O(t) and J(t) are real and piecewise continuous for t E (a, b), 
(A2) K, K,, and K,, are continuous for t, r E (a, b); here K(t, 5) is 
allowed to be complex, 
(A3) K(r, t) = 0, 
82 JAMES G.TAYLOR 
644) I K(t, 511 G PO(~) Q(r), 
for t, 5 E (a, b), 
where the P,(t) and Q(r) are real, continuous, and nonnegative, and 
(A5) both /J(t)] Q(t) I@(t)1 and P,,(t) Q(t) l@(t)1 E I@, t,) for any finite 
t, E (a, b). 
Then we will prove the following generalization of Olver’s results on singular 
integral equations [ 13, Theorem 10.2 of Chap. 61. 
THEOREM 1. Assume that (Al)-(A5) above hold. Then Equation (3.1) 
has a unique solution h(t) which is continuously dlflerentiable and satisfies 
(3.2) 
and 
IhW G CW f Q@> Id@>l ]IJH + W J“ IW QW IW a a 
x exp 
[j 
T 
PO@) Q@> I @@I @ do ds- I I (3.3) 0 
Furthermore, h”(t) is continuous except at the discontinuities (if any) of 
W) 40 and 40). 
Proof: All statements except (3.2) and (3.3) follow along the lines given 
in [ 131. To prove (3.2), we find from (3.1) that 
(3.4) 
whence the desired result for I h(t)( follows by invoking Lemma 1. Differen- 
tiation of (3.1) and use of (A3) yields 
h’(t) = j-1 g (6 5) #(r){J(r) + h(s)) dr, (3.5) 
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whence 
IWl OW) 1’ QW IWI {IJWI + IhWlJ dr. 
-a 
(3.6) 
The desired result for I/r’(t)1 follows by considering (3.4) and (3.6). 
The bounds given in Theorem 1 simplify considerably in several special 
cases that are of interest in the theory of the LG approximation. Four such 
cases are considered in the following corollaries, which follow in a 
straightforward manner from Theorem 1. 
COROLLARY 1. Assume that (Al)-(A5) hold. If additionally 1 J(t)1 < k 
and PO(t) < k, for all t E (a, b), then 
I hO)l I h’(f)1 k PEPS [exp !ko ~fQ(rH#(r)ld~l - 11. 
0 I 0 “a 
(3.7) 
COROLLARY 2. Assume that (Al)-(A5) hold. If we define M(t) = Q(t) 
max(l J(t)l, PO(t)), then 
$$,z<exp ]jlM(r)l#(r)/dr/ - 1. (3.8) 
COROLLARY 3. Assume that (Al)-(A5) hold. If additionally P,,(r) is 
nondecreasing and 1 J(t)1 < k for aN t E (a, b), then 
I WL z I h’ WI < k [ exp ]P,(f) [’ Q(r) I #(r)l dr [ - 1 ] . (3.9) 
I -0 
COROLLARY 4. Assume that (Al)-(A5) hold. If additionally PO(t) and 
/ J(f)1 are nondecreasing for all I E (a, b), then 
I WI, z I h’(t)1 < I J(r)1 [ew /P,(r) ( Q(r) I#(r)l dr 1 - 11. (3.10) 
I -n 
As noted above, Theorem 1 and its corollaries are generalizations of 
Olver’s results on bounds on solutions to singular Volterra integral equations 
[ 13. Theorem 10.2 of Chap. 61. Such bounds are basic for developing error 
bounds in the theory of the LG approximation and allied asymptotic theory: 
they are the basis of essentially all contemporary work on such important 
error bounds (see, for example [14], [ 191, or references contained therein). 
Thus, our new bounds on solutions to singular Volterra integral equations 
have many important implications for much contemporary work. In the 
remainder of this paper, however, we will focus on their application to the 
simplest case of the theory of the LG approximation. 
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4. ERROR BOUNDS FORTHE LG APPROXIMATION WHEN q(T)>0 
When q(T) > 0 in (1.1) for all T E (a, b), we may take the second-order 
linear differential equation to be given as 
$ - { 1 + i(t)} x = 0, tE @,,a,), 
where all variables and functions are real valued, since in this case it is well 
known that the substitutions f = I,’ mdS and x = q”4 W transform (1.1) 
into (4.1) with 4(t) = (4q(T) q”(T) - Sq”(T))/{ 16q3(T)}. Here we have 
assumed that mE L(a, T,) for any finite T, E (a, b) and have taken 
a, = 0 and u2 = t(b). If we assume that q(T) in (1.1) is real and twice 
continuously differentiable in (a, b), then it follows that 4(r) in (4.1) is real 
and continuous in (a,, a&. Thus, we will focus on (4.1) and assume that 4(t) 
is real and continuous in (a,, a*). 
Olver’s theory [ 12, 131 treats solutions x,(t) and x*(t) of the form 
x,(t) = (1 + E,(f)} e’ and x2(t) = { 1 + cZ(t)} e-‘, (4.2) 
where the error terms s,(f) and E#) are taken to satisfy 
Ej(Uj) = &,!(Uj) = 0 (j= 1,2), (4.3) 
and &j(t) denotes d.z,/dt. Olver [ 121 in 196 1 showed that 
I~j/(~l~ f IWI G wW~j,fW/ - 1 (j= 1, 9, (4.4 ) 
where r/L,,(@) denotes the total variation of 0(t) over the interval (a, 6), and 
@= j$(r)dr. 01 ver [ 131 calls Q(t) the error-control function for the 
solutions (4.2). It is readily seen that 
7 ,,t(@) = f I #(r)l dr (I (4.5) 
when #(t) is continuous. 
As is well known, the Liouville-Green (LG) approximation is obtained by 
neglecting the term #(t) in the differential equation (4.1). Doing this, ‘we 
obtain the LG approximations, denoted as a,(t) and a,(t), to the solutions 
(4.2), namely, 
a,(t) = et and i,(t) = e-‘. (4.6) 
The functions s,(t) and e*(t) are called error terms for the LG approx- 
imations (4.6), since they provide a measure of the error made in taking J,(t) 
and &(f) as solutions to (4.1), namely, 
Ix,(t) - 2,(t)l= c,(t) exp{(-l)j+’ t) (j= 1,2). (4.7) 
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The development of bounds for Is,(t)l and Isz(t)l is consequently an 
important problem of mathematical analysis. Such error bounds were 
apparently first given by Blumenthal [4] in 19 12 and later refined by Olver 
112 1 in 196 1 (see (4.4) above). Let us now see how Theorem 1 and its 
corollaries yield not tighter bounds for Ie,(f)J and /e,(t)/. We will restrict our 
attention to E,(I), since similar arguments apply for s*(t), only with a, as the 
upper limit of integration in, for example, (4.9) and I as the lower limit. 
Substituting (4.2) into (4.1) we find that c,(t) satisfies the differential 
equation 
d2c, 
~+2$-{1 +$(t)}e,=O, (4.8) 
with initial conditions 
&,(U,) = &;(a,) = 0. 
We may use variation of parameters to represent he solution to (4.8) as 
c?,(t) = f ${ 1 -e-*‘I-“I 4(r){ 1 + e,(r)) dt, 
-01 
(4.9) 
which is a Volterra integral equation of the form (3.1). Hence, we may 
invoke Theorem 1 and its corollaries to derive error bounds for the LG 
approximations a,(t) = e’ and & = e-‘. 
In preparation for invoking Theorem 1 and its corollaries, we make the 
identifications P&) = 1 - exp[-2(t - a,)], P,(t) = 2, Q(r) = l/2, and 
J(t) = 1. It is readily verified that assumptions (Al)-(A5) are satisfied. 
Corollary 1 then yields 
I&,0)1 IE’l(Ol 
1 - exp[-2(t - a,)] ’ - < exP{Yi,.,(@) t - 1, 2 (4.10) 
which is a sharpening of Olver’s result for l&,(t)1 in (4.4). Corollary 2 yields 
I&,(t)l I E;wl 
1 - exp[-2(t -a,)] ,-<exp{~i,,,(@)t - 1, 2 (4.11) 
which is not as good as (4.10). In fact, this bound on Is’,(t)1 is worse than 
that given by Olver [ 12, 13 1 (see (4.4) above). Corollaries 3 and 4 both yield 
I&,(t)l, ${ 1 -e-2(‘-a1’J l&l,(t)1 
< exp{f[ 1 - e-2u-nl)] Sa,,l(@)} - 1, 
which is easily seen to be tighter than (4.10) for a, < t < a,. 
(4.12) 
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Thus, we have proven the following theorem, which sharpens similar 
results of Olver [ 12, 131 and the author [ 161. 
THEOREM 2. In a given finite or infinite interval (a,, a,), let ((t) be a 
continuous, real-valued function, and 
Q(t) = i 9(s) ds. (4.13) 
Then in this interval the dlgerential equation 
$1 +$(t))x=O, (4.14) 
has real-valued solutions 
x,(t) = { 1 + E,(t)} e’ and x2(t) = { 1 + e2(t)J em’ (4.15) 
such that 
Iej(t)l, f{ 1 - e-2’t-a”} Icjl(t)l 
<exp(f[l -e- 21t-ajl] T,,,(Q)} - 1 (j= 1, 2). (4.16) 
Remark 1. Comparison of (4.4) and (4.16) shows that our new results 
are considerably sharper than Olver’s [ 121 when t is close to aj. Moreover, 
in [ 161 we could not improve upon Olver’s results [ 121 for ] .$(t)l, but now 
Corollaries 3 and 4 allow us to sharpen these important results. 
5. ERROR BOUNDS FORTHE LG APPROXIMATION WHEN q(T) ~0 
Equation (4.1) is only one of two possible canonical forms that are 
important in the theory of the Liouville-Green approximation for real 
variables. The other is given by 
$+ (1 -#(t))x=O tE @,,a,), 
which corresponds to q(T) < 0 in (1.1) for all T E (a, 6). In this case, we set 
r( 7) = -q( 7) > 0 and consider 
d2W 
x+r(T) W=O TE (a, 61, 
whence (as is well known) the substitutions t = ]r &@j dS and x = r”4 W 
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transform (5.2) into (5.1) with $(t) = {4r(7’) r”(7) - W’(T)}/{ 16r3(T)}. 
Here we have assumed that mE IQ, T,) for any finite T, E (a, b) and 
have taken a, = t(a) and a, = t(b); also, c is any finite point in the closure of 
(a,, az). Similar to before, d(t) is real and continuous in (a,, a,) when r(T) 
in (5.2) is real and twice continuously differentiable in (a, b). Thus, we will 
focus on (5.1) and assume that 9(t) is real and continuous in (a,, a?). 
In this case (well known not always to yield oscillatory solutions, e.g., see 
181). Olver’s theory [ 12, 131 treates solutions x,(t) and x,(f) to (5.1) of the 
form 
x,(f) = ( 1 + e,(t)} ei’ and x,(r) = { 1 + e?(t)} eeir, (5.3) 
where the error terms s,(t) and s*(t) satisfy 
&j(C) = &i(C) = 0 for cE [a,,~,] (j= 1,2). (5.4) 
Olver ] 12 ] in 196 1 showed that error bounds are given by 
I~ji(~l~ I+W G wV~,,Wl - 1 (j= 1,2). (5.5) 
Let us now see how Theorem 1 and its corollaries yield new tighter 
bounds for I&,(r)] and ]&)I. Here the error terms satisfy the following 
integral equations: 
Ei(t)= (-z+’ 1’ (1 -,(-lbOicr-~) } a(t){ 1 + &Jr)} dr (j= 1, 2). (5.6) 
-c 
Writing (5.6) as 
Ei(t) = 1.’ e ’ - “ii”-r’ sin(t - r) g(r){ 1 + sj(r)} dr 
. c 
(j= 1,2), (5.1 
we may make the identification 
so that 
K(t, 5) = e’-lvi(‘-” sin(t - r), (5.8) 
I W, r)l < sm(t - c) and 
where sm t denotes Olver’s majorant function [ 131 
sm t = oTaqt / sin 5 (. 
T 
(5.9) 
(5.10) 
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Since (t - c) may be negative in (5.9) et seq., we take sm t to be defined as 
rnaxgG.< ,(, 1 sin t( when t is negative. 
Thus, in preparation for invoking Theorem 1 and its corollaries, we 
make the identifications PO(t) = sm(t - c), and P,(t) = Q(r) = J(t) = 1. 
Corollaries 1 and 2 now yield 
“A’)’ 
sm(t -c) 
, I&j(t)1 < exp(Fi,,(@)} - 1 (j= 1,2), (5.11) 
which sharpens Olver’s results for Icj(t)l in (5.5). However, Corollaries 3 and 
4 yield 
l&j(t)l,I&~(t)l sm(t-c)<exp{sm(t-c) i”,,,(Q)}- 1 (j= 1,2), (5.12) 
which is readily seen to be tighter than (5.11) for t E [a,, az]. 
Thus, we have proven the following theorem, which sharpens previous 
results of Olver [ 12, 131 and the author [ 161. 
THEOREM 3. In a given fmite or infinite interval (a,, a,), let c be an 
arbitrary finite point in the closure of (a,, a,), let d(t) be a continuous, real- 
valued function, and 
G(t) = j- t/5(s) ds. (5.13) 
Then in (a,, a& the dlzerential equation 
f$+ (1 -#(t)/x=O, (5.14) 
has solutions 
x,(t)= (1 +.s,(t)}e” and x2(t) = { 1 + &Jr)} eFir, (5.15) 
such that 
Isi(t ]&j(t)] sm(t - c) < exp{sm(t -c) T<,,(Q)} - 1 (j = 1,2). (5.16) 
Furthermore, the solutions x,(t) and x2(t) are complex conjugates. 
Remark 2. Our new results (5.16) sharpen previous ones of Olver (5.5), 
especially when t is close to c. Additionally, Theorem 3 also holds if c is an 
infinite point in the closure of (a,, az). However (as a referee pointed out), if 
c = co, then sm(t - c) = 1 and our estimate is the same as Olver’s. 
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