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Introduction
Numerous attempts have been made over the long history of CFD to overcome grid-alignment features of the techniques for simulating shock and flow phenomena. This multidimensional simulation issue has been rendered more difficult by the use of one-dimensional splitting approaches to solving multidimensional flow equations such as the Euler equations. In addition to grid-alignment problems in flow simulation, other serious issues in multidimensional flow include accurately reproducing the curvature of shocks in the flow and minimizing reflections of waves exiting the computational domain obliquely at an absorbing boundary. In this paper, the focus will be on the issue of propagating curved shocks.
Multidimensional upwind schemes and unsplit adjustments to dimensionally split shock capturing methods such as most Godunov-based approaches have had some success in dealing with grid-alignment issues. 6, 7, 9 With some one-dimensional shock-capturing methods, it has been argued that it is possible to perform fixups to the transverse component of the flow by estimating the error incurred with the operator splitting. 5, 7 However, they have only moderate success in accurately representing curved shocks. Here, we intend to illustrate the magnitude of this problem, and to visibly demonstrate that at least one unique method does not suffer this deficiency. This method is the Space-Time Conservation Element and Solution Element (CE/SE) method due to Chang. Among its many strengths is that it is genuinely unsplit from the start. It is highly accurate in 2D and 3D, as well as 1D.
In addition to the CE/SE method there is at least one other means to obtain genuinely unsplit methods. It is the Riemann Invariant Manifold theory 8 which can be used with a variety of one-dimensional methods. This approach will not be considered further here.
Some of the unique aspects of the CE/SE method are: first, it is genuinely unsplit (directionally unsplit); sec-American Institute of Aeronautics and Astronautics ond, it conserves space-time flux both locally and globally; third, neither interpolation nor extrapolation is required for flux evaluation; and fourth, through the addition of an adjustable dissipation, the method becomes robust for strong shocks. Notably, shock capture is achieved without a characteristic decomposition or the need to solve a Riemann problem.
In the next section, we sketch the essentials of the CE/ SE method, including the generalization of Chang's flux limiter 2 to a 2D rectangular grid. Following that, some details are given of how the CE/SE method is applied to the two-dimensional Euler equations. Two test problems representing convergent and divergent 2D shocks are then described, the results obtained for these problems with the CE/SE method and two variants of dimensionally-split Godunov are compared. Finally, we conclude by noting where these results will be important.
The CE/SE Method
Chang and his coworkers have shown that the propagation of signals in hyperbolic conservation laws implies that it is beneficial to formulate the solution process as a leapfrog method. 1 It is easy to select conservation elements to allow a leapfrog update. Each conservation element (CE) is a region in space-time over which the integral form of each conservation law is valid. Conservation elements are chosen to fill in the space-time problem domain. While many choices are possible, we choose rectangular brick volumes in space-time for the conservation elements in the simulation code used here.
Next, the solution elements (SE) are selected as the domains over which values of the dependent variables are needed in integrals arising from the integral form of the conservation laws. In these domains a convenient representation for the dependent variables is selected. Usually, this is a Taylor series representation that is expanded about a center point in the solution element. For instance, in two dimensions on a rectangular grid that lines up with the coordinate axes, we pick the following representation for a dependent variable g.
Note that 'n' denotes a time level, 'i' denotes an index in the x direction, and 'j' an index in the y direction. These indices specify the center point of the solution element that is the domain of validity for equation 1.
As shown in Figure 1 , typically two solution elements are involved in the integration of a conservation law over a CE. The expansion points for the Taylor series in each solution element are denoted by the bullet symbol. One of these solution elements involves known quantities from the past time level. The other solution element is that for the unknown advanced-time values of the coefficients in the corresponding Taylor series.
In the Taylor series expansion, is determined from the partial differential equation for g. The remaining four unknowns, , , , and are found by solving the four equations obtained by integrating the conservation law for g over the four individual conservation elements surrounding the update point . Figure 2 shows the four conservation elements that surround a given update point in a uniform rectangular Cartesian coordinate system. The CE labelled I is the same CE illustrated in Figure 1 . This sketch also makes it a little clearer how one leapfrog time step works. It also motivates the fact that when the
x i y j t n , , ( ) Figure 1 . A typical conservation element with two Taylor series expansion points associated with solution elements that cover the surfaces and volume of the conservation element.
) American Institute of Aeronautics and Astronautics integrals for two adjacent CEs are added together, the contribution on the common face is zero.
Note that no dissipation is involved in obtaining these coefficients in the Taylor series. Of course, in order to prevent ringing at shock fronts, dissipation must be added to the non-dissipative solution. Originally, Chang used a two parameter dissipation model for damping this ringing. By treating the CE of dissipation model as the union of the CEs surrounding an update point , a method for conservatively modifying the derivative coefficients was obtained. Recently, Chang refined this technique with a three parameter dissipation model. 3 The basic idea behind this new dissipation model is to separately damp weak waves and strong shocks. This is indicated in equation 2, where is the parameter for damping weak waves and is the parameter for damping shocks. ,
where is a central difference approximation to , is a nonlinear weighted average of one-sided approximations to , and ,
is the solution obtained for when solving the four equations obtained from integrating over the CEs I, II, III, and IV in Figure 2 .
In order to compute and , it is first necessary to obtain some advanced-time estimates from the previous time level data. To accomplish this, the Taylor series is used:
. (4) is found from these values as follows: 
With this quantity, the nonlinear weighted average of can be defined as: (7) with α usually chosen to be 1.0 or 2.0. is computed analogously. This limiter is the generalization for a rectangular grid of Chang's two-dimensional limiter on a regular triangular grid. It is also important to note that is computed in a way that introduces no directional bias. This generalized multidimensional limiter preserves the genuinely unsplit nature of the CE/SE method. Thus, unlike techniques based upon Godunov or Riemann solvers, there are no
• x i y j t n , , ( ) Figure 2 . A typical arrangement of conservation elements surrounding an update point in leapfrog position. The solution element Taylor series expansion point at the old time level (n-1/2) for CE IV is not visible.
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It is most common to use an artificial viscosity as a way of adding dissipation to a physical model. Since an artificial viscosity is added to the physical pressure, it is therefore the case that linear changes in the artificial viscosity introduce nonlinear changes in the solution. By contrast, the CE/SE dissipation model introduces changes in the derivative coefficients that are linear in the amount of dissipation added. Furthermore, the dissipation is added only after the non-dissipative solution is computed. Chang found that the addition of this dissipation breaks the space-time invariance properties that a non-dissipative CE/SE method possesses. 1 The overall result is that the CE/SE model provides better control of the dissipation than methods that introduce dissipation inside of a nonlinear operator. The CE/SE dissipation model also yields more readily to mathematical analysis.
Applying CE/SE to the 2D Euler Equations
For the two dimensional Euler equations in Cartesian coordinates, we solve the equations in internal energy form. That is, the dependent variables are chosen to be . We choose to denote the x and y components of the momentum by and ; that is, and respectively. Also, the symbol P denotes the pressure, and should not be confused with the momentum components.
We illustrate the application of the CE/SE method to this situation by examining the conservation law for . The first step is to write the integral form of the conservation law for beginning with equation 8:
Because of the use of conservation form, the three terms can be integrated once as shown in expressions 9, 10, and 11. Note that the term in each equation that is not at the update point uses old time level data (at ).
(10)
Now define the two flux terms in equation 8 as:
The Taylor series for can be used to evaluate the integrals in expression 9. In order to obtain comparable results in the integrals in expressions 10 and 11, one choice is to linearize the flux terms as in equations 13 and 14.
(13)
In 
Institute of Aeronautics and Astronautics higher accuracy, it is recommended to solve three of the equations for the derivative coefficients. When integrating internal energy equation over a CE, nonlinear terms are found due to the cross derivatives of kinetic energy terms. Hence, in this case, a nonlinear solver is required to solve the full system of equations. Happily, the nonlinearity is weak, so functional iteration works well given a good starting guess.
It is of interest to compare actual implementations of the CE/SE method and a Godunov method. Our CE/SE implementation on rectangular grids with and is faster per major time step (two leapfrog steps in a major time step) than the Godunov solver. Also, we observed that the CE/SE implementation is able to get reliable solutions at larger time steps than the Godunov method. These observations have been made in a framework where both the CE/SE method and a Godunov method are implemented in the same simulation code, and in a way so that both use exactly the same underlying simulation code services (such as initialization, memory management, graphics, etc.). Consequently, the algorithms themselves can be directly compared for speed, accuracy, code size, etc. Since the CE/SE method involves solving for the flow variables and their gradients, it is not obvious how this can be made to be more efficient than an optimized Godunov solver. This achievement was made possible through the use of advanced symbolic computing tools for the bulk of the coding, very sophisticated optimization, and clever adjustments to the multidimensional limiters.
When reducing the amount of dissipation used by CE/ SE, a nonlinear solver is required, and the CE/SE method then slows down to about half the speed of the Godunov solver. Considering the gains in accuracy, especially for curved features, this is an easily justified cost.
Test Problems
We illustrate curved shock issues with converging cylindrical shocks. In order to elucidate the problems that arise due to split versus unsplit methods, we pick model problems in cylindrical coordinates that depend only upon the radial coordinate. The simulation is then performed on a uniform two-dimensional rectangular Cartesian grid that lies in the (ρ,θ) cylindrical coordinate plane. The size of the grid is 128 by 128.
In the two problems considered here, the initial conditions include features that do not conform to the geometry of the grid. Hence, stairstepping errors or mesh imprinting occurs due to the initial conditions. Nonetheless, as will be seen from the CE/SE solutions, these errors are small.
The first Godunov solver used in these simulations is based upon the Direct Eulerian MUSCL scheme. 4 It employs a standard ADI-type approach for solving the multidimensional Euler equations; that is, after solving a sequence of Riemann problems in one direction, it performs transverse fixups in the directions normal to the sweep. In order to remove some bias, the order of directional sweeps is reversed from one-half time step to the next. This solver will be identified as the MUSCL solver in the following discussion.
The second Godunov solver employed is the CLAW-PACK package as embedded in AMRCLAW. 7 It is a wave propagation method with an 'unsplit' character in the sense that it approximates the terms that are missing in the operator splitting of the full (nonlinear) Euler equations.
The CE/SE solver used in the simulations used the following parameter values for the dissipation model: and , with in the first problem and in the second problem. It also specified six digits of accuracy in the nonlinear solver.
All regions in these problems are made up of -law gases with . The first problem is a three region problem where the inner region is very low density, low pressure, the middle region is higher density and medium pressure, while the outer region is low density and high pressure. Each region is bounded by cylindrical surfaces. The initial density contours are shown in Figure 3 .
Note from the Godunov solutions in Figure 4 that just before the main shock reaches the lower left corner of the plot, the MUSCL result is showing subtle hints of flattening in the solution along the diagonal of the grid (where x=y, x and y being the two Cartesian coordinates)). In the CLAWPACK solution, the flattening is very pronounced. A short while after the main shock bounce is seen in Figure 5 . A significant deterioration of both Godunov solutions near the origin has clearly occurred. In fact, in addition to flattening of the shocks, there appears to be jetting occurring on the coordinate The second problem is a two region problem where the inner region is a low density, low pressure gas, and the outer region is a medium density and medium pressure gas. Once again, the regions are bounded by a cylindrical surface.Contours of this setup are shown in Figure 6 .
From Figure 7 , just before the main shock reaches the lower left corner of the plot, slight hints of flattening appear in the Godunov solutions along the diagonal of the grid occurs. The effect is not as strong as in the first problem. However, color contour plots definitely reveal the effect. For the CE/SE method, mesh imprinting may have caused one contour to be slightly flattened. In this case, color contour plots only show a slight asymmetry in the solution.
A short while after the main shock bounce, the Godunov solutions in Figure 8 both show significant deterioration near the origin. In this case, jetting occurs on the coordinate axes near the origin, although not as pronounced as in the three region problem. As before, the CE/SE solution appears to be cylindrically symmetric.
These results establish beyond a doubt that the genuinely unsplit CE/SE technique is quite powerful. Using a square Cartesian grid, curved shocks are propagated almost without distortion across a grid that at no point in the simulation matches the shape of the shocks. It is also clear that very serious errors can arise due to the use of dimensional splitting in solvers of nonlinear equations. From our experience, the evidence points to the dimensional splitting errors becoming visible when the curvature of a shock becomes large in a single zone of the grid. 
