Abstract-There is no such thing as a disembodied mind. We posit that cognitive development can only occur through interaction with the physical world. To this end, we are developing a robotic platform for the purpose of studying cognition. We suggest that the central component of cognition is a memory which is primarily associative, one where learning occurs as the correlation of events from diverse inputs. We also posit that human-like cognition requires a well-integrated sensory-motor system, to provide these diverse inputs. As implemented in our robot, this system includes binaural hearing, stereo vision, tactile sense, and basic proprioceptive control. On top of these abilities, we are implementing and studying various models of processing, learning and decision making. Our goal is to produce a robot that will learn to carry out simple tasks in response to natural language requests. The robot's understanding of language will he learned concurrently with its other cognitive abilities. We have already developed a robust system and conducted a number of experiments on the way to this goal, some details of which appear in this paper. This is a first progress report of what we believe will he a long term project with significant implications.
I. INTRODUCTION
Cognitive development has been studied in various environments-on the playground by the psychologist, under the microscope by the neuro-scientist, and in the armchair by the philosopher. Our study occurs in a robotics lab, where we attempt to embody cognitive models in steel and silicon.
How did we choose this particular habitat? First and foremost, we are scientists and engineers, which immediately suggests forming constructive theories and building things to test them. The particular question we are examining is one of the most fascinating questions that has been asked in the last century: Can machines think?
Alan Turing raised this very question back in 1950 [l] . He introduced the idea of a machine engaging in "pure thought" and communicating to the world via teletype writer. As an answer to The Question, he suggested that when the machine's discourse (via teletype) was indistinguishable from a human's, we could say that the machine was thinking. He goes on at the end of the paper to suggest that initially, machines should perhaps learn to compete with men at some purely intellectual task, such as chess, but then, he suddenly presents an alternative approach for creating machine intelligence:
"It can also be maintained that it is best to provide the machine with the best sense organs that money can buy, and then teach it to understand and speak English. This process could follow the normal teaching of a child. Things would be pointed out and named, etc." [ l ] The artificial intelligence community has largely followed the former proposal. We believe the latter holds more promise. Our research is based on a few fundamental principles.
First, we believe that a mind cannot be disembodied-it must interact with the real world. Second, we posit that memory is primarily associative, and that learning is based on the correlation of information from diverse inputs. Third, in humans and higher animals, these two assertions are fulfilled by a complex sensory-motor system. We posit that such a system is necessary for human-like cognition. Finally, we suggest that these ideas provide the basis for a mind which can learn a semantic representation of reality, upon which higher cognition and all linguistic structure is established. Our experiments are based on these concepts. We are developing a robotic platform with basic sensory-motor capabilities, including binaural hearing, stereo vision, tactile sense, and basic proprioceptive control. On top of this system, we are implementing various processing and learning models, and studying how they contribute to semantic understanding.
We would like to acknowledge work by others we feel is related to our own. We have found work by Rodney Brooks et. al. on Cog [Z] and other projects quite inspiring. We have also followed with interest work by John Weng et. al. [3]-[5], whose ideas and methods are very similar to our own.
The rest of this paper is organized as follows. In the next section, we discuss the cognitive cycle, its instantiation, and give an example of how it might work in our robot. Following that, we describe some of the experiments we have conducted, including how they have furthered our goal of creating a robot able to comprehend language. Finally, we describe our plans for the next stage of development, and offer some conclusions.
COGNITIVE CYCLE
We have used the basic cognitive cycle depicted in Figure 1 to guide the design of our robotic system. This simple flow diagram divides cognition into four distinct components: sensory input, long term memory, a central decision maker, and motor output. The divisions suggested by this model are simple, yet we feel they provide the necessary framework for embodied learning. We describe these in more detail below, with discussion on 1) how they relate to human cognition. and 2) implementation of functional equivalents. The neccssary start of the cognitive cycle is the gathering of information from the environment through the sensory inputs. In humans, these inputs include the five senses-tactile (touch), gustatory (taste), olfactory (smell), auditory (hearing), and visual (sight). We also perceivc information about ourselves, through proprioception (sense of body position and movcment) and interoception (internal sensory perception of such things as hunger and body temperature). From these we draw all of our experience, and while we can learn and adapt without one or more of them, these senses are a prerequisite to our cognitive abilities. Por embodied cognition, we would like to implement as many of these senses in our robot as possible. It is relatively easy to find functional equivalents for eyes (cameras) and ears (microphones). Touch sensors, while not nearly :is versatile as skin, allow for limited input of tactilc sensations. Some proprioceptic sensing can be implemented using feedback sensors on actuators. Olfactory and gustatory sensors are morc difficult to include, and we chosc to ignore these senses for now. However, research has progressed in the devclopment of artificial skin 1161, noses [7] , and tongucs [SI. Sometime in the not too distant future, researchers will be able to use these organs to allow a robot to perceivc an even richer sct of sensory inputs. For now, we have chosen to focus on the senses o f sight, sound and touch, with minimal simulation of the othcrs (c.g., proprioception) as needed. Some of the particular processing we perform on the sensory inputs is discussed in
Memory is the most important function of the brain;
without it life would be a blank. Our knowledge is all based on memory. Every thought, every action, our very conception of personal idcntity, is based o n memory .... Without memory all expcrience would be useless. (Edridge-Green, 1900) [9] This quote illustrates why we placed memory at the ccnter o f thc cognitive cyclc in Figurc 1. Long-term mcmory is where almost all learned information is acquired and stored.
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There are many facets and theories about the learning of long term mcmories, some of which we have worked into our models. In this area, we have investigated object recognition, speech recognition, vision-based map learning and learning of behavior. Sections 111-B and 111-C give more details about some of the learning research we have conducted.
One aspect of learning fundamental lo our work is the idea that learning and recall occur mostly as the correlation of data from various inputs. Under this assumption, we have started developing a new long-term memory model using a cascade of multi-modal hidden Markov modcls (IIMMs). Some details of this proposal appear in Section IV-A.
3) Central Decisiorr Maker: Thc central decision maker in the diagram is the goal seeker. It contains a working (scratch) mcmory, and uses information from the current inputs and long term memory to make decisions and specify actions. It is thc glue which ties the othcr components together.
Thc workings of the decision making process can be gleaned from the behaviors we want the robot to express. This is discussed more in Section II-C and in future work at the end of this paper. While our present model is simple, we believe that as we progress it will grow in complexity and richness to more accurately reflect corrcsponding processes in humans.
4) Motor Output:
The last stage of the cognitive cycle involves actuating motion in responsc to the activity of the other components. In particular, we can identify twn classes of motion actuation in humans that we nccd to model: I) movement in the environment 2) other articulatcd body movement (e.g., movemcnt of Humans act and rcact by controlling their skeletal-muscular system. In a robot, this is replaced by a steel body and a system of motorizcd actuators. To do the most human-like cognitive studies, wc would like lo work with something as anthropomorphic as possible.
B. bnplenientatiori
The previous section gives some minimum specifications and goals we feel are necessary to start building an intelligent robot. I-Icre we will describe our particular implementation.
We chose to work with Arrick Robotics' Trilobot [lo] . The robot's anthropomorphic capabilities arc rich cnough to suit our purposes. In particular, the robot can movc freely via wheels, can movc its head, and use its arm to mimipulate common objects, allowing relatively complcx behaviors. For sensory input, the robot has a number of touch and other scnsors available. We liiivc a l s o added cameras and microphones for stereo vision and hcaring capabilities. An onboard computer collects input Crom the cameras, microphones, and sensors, and sends control commands to thc robot. Thc computer can also handle limited processing of the data, but a wireless transmitter is available to transmit the data to other workstations, where most processing occurs. We have devcloped a robust distributed computing system to manage the actual data transmission and processing, with various modules for sensory data proccssing, Icwing, dccision making, and arms and head, speech) '17 control. We currently have two such robots, whom we have named Illy and Norbert, and are continuing to develop and refine them.
C. Desired Behavior
With infants and small children for motivation, we can envision the type of behavior we want our robots to express. We want the robot to learn about its environment. When exploring autonomously, the robot should respond to sensory inputs that it finds interesting-bright colors. loud noises, or other signals that contrast with the background of its environment. Upon discovering something of interest, the robot may try to move closer or look at it from a different position. If it is an object, the robot may try to run into it, pick it up and take it home, or ask a nearby human to name it. The inputs it responds to and the behavioral outputs it expresses may be hardwired (corresponding to innate or instinctual behaviors in humans), or learned. Initially, to ease implementation and testing, much of the behavior should be hardwired.
Another way the robot should learn about its environment is through interaction with a benign teacher. In particular, we wish to explore the robot's acquisition of semantic concepts related to the its environment. The concepts that we expect the robot to be able to learn include such things colors, directions (left, right, forward, etc.), actions, and types of objects. For example, for learning the color red, the robot might he presented with a coke can, a red ball, and a red patch on the wall. These would be named by color while the robot was looking at them. After learning the concept of "red", as well as the concept of "can" and "get", the robot should understand and respond correctly to a request to "get the red can" from an environment containing red, blue, and green cans. The key point here is that the learning of semantic concepts occurs through the correlation of words with various sensory inputs. We feel that this idea forms the basis for the semantic understanding of language.
We have conducted much of our research with these scenarios in mind. The next section describes some of our experiments and how they relate to semantic understanding.
EXPERIMENTS

A. Sensory System
Before semantic understanding can occur, we must consider how information is processed before it reaches the brain. It is well known, for example, that the human ear acts as a spectral filter (see e.g., [ I I]). As well, a large amount of feature extraction occurs in the retina before the signal even leaves the eye (see e.g., [12] ). In our robot, also, we need to process this data before using it for learning or decision making.
For visual inputs, we use mostly standard image processing and computer vision techniques. See [13]-[15] for details. For auditory inputs, in addition to standard techniques, we have developed some processing techniques specifically for anthropomorphic behavior. These include binaural sound source localization and sound understanding.
I ) Binaural Sound Source Localization:
We have proposed hypothesis-driven approach for binaural sound source localization. The basic idea is to treat binaural processing as a pattern recognition problem instead of solely a signal processing problem. At a given moment in time, a set of features is extracted from the sensory inputs, and a hypothesis is made about a certain pattern of attributes contained in these features.
This hypothesis is then checked by the knowledge built in or learned by the model, and subsequently accepted or rejected.
For hypothesis testing, we adopted a Bayes rule based hierarchical decision making framework. Three localization cues-inter-aural time differences (ITDs), inter-aural intensity differences (IIDs) and spectrum-are extracted from the binaural inputs. The location probability is first calculated using the ITDs and the a priori information. This probability serves as the prior for the second step, where the location probability is refined using the IIDs. The refined probability in turn serves as the prior for the last step, and the spectral cues are combined to make the final decision. The reasons for such an approach comes from both psychophysical evidence and engineering consideration [161. It has be shown in human listener experiments that ITDs are the most robust localization cues, followed by IIDs, and then spectral cues.
Applying this model, 3D localization can be realized only using binaural inputs. We have implemented a robust lTD estimator on the robot, which can successfully guide the robot toward interesting sound sources in many real life environments, including computer labs, seminar rooms, or even the atrium of an office building. The details of the algorithm can be found in [I71 and [18] .
2 ) Sound Understanding: Sound understanding refers to the ability to identify a sound using some of its unique characteristics. Neuro-science studies suggest that neurons in the auditory cortex exhibit a variety of complex responses to sound stimuli, and that the pattern of the responses for a given sound might provide its identity. We have proposed a generic sound understanding model according to this observation, which serves as the "auditory cortex" for the robot. Following the principle of autonomous learning, no labelled training data is required to build the model. At the beginning of learning, the robot listens to various sounds from the environment. A Gaussian mixture model (GMM) is trained after "enough" audio samples have been heard. This process can be thought of as the early development of the "auditory cortex", where each individual "neuron" (individual Gaussian in the GMM) takes in shape.
Once the model is built, a histogram is used to represent a sound, where each bin in the histogram corresponds to an individual Gaussian in the model, and the number of bins corresponds to the number of Gaussians in the GMM. For each input feature vector, the value for each bin is the normalized observation probability of this Gaussian. With a sequence of feature vectors, the value for each bin is the accumulated observation probability. Only one histogram will be built per sound, regardless of the length of the sound. Histogram intersection is applied to measure the similarity between sounds, I Environment I Fig. 2 . The architecture of an inlelligent action learning system based on the assumption that larger intersection indicates higher similarity. With this simple sound representation and similarity measurement mechanism, the robot can leam the meaning of and associate different sounds with non-auditory inputs, such as vision. For details see [19] .
B. Reinforcement Learning and Navigation
Just as a child must learn to move and interact with the world, our robot needs to learn to move around and interact with its environment. In fact, the ability to interact with the world purposively plays an important role in natural language acquisition. For example, in order to learn the semantic meaning of such complex behaviors as "go over there" or "bring me the can", it is essential that the robot can execute these behaviors in the real world.
Our aim in these studies is to develop the robot's ability to acquire general-purpose skills through interaction with the world. Both studies below are based on reinforcement learning. Figure 2 shows the architecture of the reinforcement learning systems we have used. At each time instant, the robot (learner) receives encoded descriptions of the state of the environment from peripheral sensory inputs, and selects actions to perform. The evaluation of the effect of an action is given by a teacher (which may be a person or some measured criteria), and fed back to the agent in the form of positive or negative rewards. According to the reward received, the agent then adjusts its action policy accordingly with the aim to maximize the expected future reward that the robot may receive. The output of the learning is the association between observations and actions, which fits into the role of the long-term memory in the cognitive cycle depicted in Figure 1 . Below we describe two experiments which use this methodology.
I ) Visual Navigation and Map Learning:
In these experiments, we have the robot learn, via reinforcement learning, visual navigation as well as a conceptual map of a maze.
Memory-based algorithms store all previous instances in a large memory. When trying to solve a problem, they simply retrieve from memory instances similar to the current situation, and make a decision based on these retrieved instances. For a memory-based reinforcement learning algorithm, each instance contains information about the current state, the action chosen, and the expected cumulative reward after performing the action. By using this information, the Q-value function can be estimated, and the optimal action policy can then be derived.
We applied this leaming algorithm to solve a vision-based robot learning problem. The problem is defined as follows: starting from a randomly chosen position in a maze, the objective of the robot is to learn to move to a goal via the shortest path. Initially, the robot does not have the skill to navigate inside of the maze, so it will act clumsily and might bump into walls from time to time. When the robot bumps into a wall it will receive a negative reward, and when it reaches the goal it will receive a high positive reward. All navigation is done by vision, so the robot must simultaneously leam, via reinforcement, vision-based navigation skills and the cognitive map of the maze.
We decompose the problem using a hierarchical model. At the bottom of the hierarchy, the goal is to learn the navigation skills based on high-dimensional feature vectors extracted from the visual input. We use locally weighted learning (201 to estimate the Q-value function for this subproblem. At the top of the hierarchy, the goal is to learn the maze. It tums out that maze-learning has to be modeled as a partially observable Markov decision process. To solve this subproblem, we use
McCallum's nearest sequence memory [21].
Our experimental result shows that after a number of trials, the robot can acquire both the skill to navigate inside a maze as well as the conceptual map of the maze.
2 ) PQ-Learning for Navigation: Reinforcement leaming methodology has recently received increasing attention for robot skill learning with little or no a priori knowledge of the environment [22]- [24] . However, efficient reinforcement leaming with a real robot in the real world is still an unsolved problem, especially when the learning state space is large. To address this challenge, we have proposed a novel leaming algorithm, called PQ-Learning, which effectively solves the slow convergence problem inherent in the traditional reinforcement learning methodology, by introducing a special value propagation technique in learning (see [25] for details). We have applied this algorithm on My for goal-oriented navigation learning. The robot was able to successfully learn the optimal action policy to achieve its goal in a few tens of learning episodes, much faster than traditional Q-learning.
C. Lunguage Learning
Here w e describe some higher level experiments we have conducted specifically with reference to language understanding and acquisition.
I ) Speech and Action Concept Learning:
One of our earlier studies looked at the learning of associations between tactile and speech input, in a similar manner to [3]. In this experiment, conducted on an older robot named Alan, a benevolent teacher would push on a touch sensor on the robot while speaking a movement command. For example, the teacher might push on a sensor on the back of the robot and say "forward". A touch on the rear sensor would "push'' the robot forward (its wheel would straighten and its motor would start running). After a training period, the robot could, on a speaker dependent basis, be controlled by voice. The most important See [26] for more details.
2) Scene Concept Learning: The research on automatic scene concept learning is aimed at vision-based language concept understanding by our robot, which is a preliminary step toward the goal of language acquisition. The basic idea and scenario of this study is similar to supervised learning, in that the agent receives labeled scenes of interest during training, and learns the semantic meaning of each label. However, the two learning paradigms are in fact quite different. First, as shown in Figure 3 , the task of scene concept learning includes a hidden layer of concept categories such as color, shape, and texture. For each learning example, what the robot receives as the label resides on the leaf nodes only, where the nature of the label, the category type, is unknown to the agent in advance. Second, for scene concept learning, each scene example may receive multiple labels from different concept categories instead of only one as in the supervised learning case. The existence of hidden layers and multilabeling imposes great challenges on the proposed concept learning tasks.
In this study, we have proposed a feature P D F (Joint Probability Density Function) based concept representation model for general-purpose visual scene understanding by the robot. Based on this model, we have developed a learning system for small-sized visual scene concept understanding by a robot [27] . The set of the scene concepts consists of 6 color concepts, 3 shape concepts, and 13 object concepts drawn from 15 natural objects. Each object consists of a number of shapes and colors from different view angels. After 40 training episodes, the robot achieved 94% scene concept retrieval accuracy in 40 independent testing examples.
3) Speech Imitation: One topic we have not touched on yet is speech production, which in humans is an essential part of language learning. Children learn speech by mimicking those around them, so it makes sense to use speech imitation as a vehicle for learning to speak in the robot. One of us has developed a robust method for speech imitation, involving extracting phonetic and phonemic features from the sound stream which give an internal representation correlating to the vocal tract shape, while taking into account the resolution of the human ear. The features that are extracted can be reused for speech synthesis or used with features from other modalities for recognition and learning. See [281 for more details. 
IV. FUTURE WORK
In additional to the ideas already mentioned, we are currently developing and testing new models related to memory and decision making. Highlights of some of those ideas appear below.
A. Associative Memory Using R cascade of Hidden Markov Models
The task and goal of our robot's memory is to associate related sensory input from multiple senses. For this scenario, we have a novel proposal for learning from multiple sources. Hidden Markov models (HMMs) have proven quite robust at learning speech models. For our method, we propose having a separate group of HMMs for each modality (i.e., a set of HMMs for auditory inputs, a set of HMMs for visual inputs, etc.), and then using the state outputs of these HMMs as the inputs to the next layer of HMMs. Our approach is demonstrated in Figure 4 . While others have suggested and developed hierarchical HMMs (HHMMs) [29], we believe our particular approach to be novel, and moreover capable of modeling some of the deep structure of language.
One important aspect of learning in the robot is that it should be incremental and adaptive. We have had some outside success using the incremental training techniques described in
[30], and plan to use these training methods in the HMMs running on our robots. More importantly, we believe this training can occur simultaneously for all models.
B. Central Decision Maker
Through various studies, Gopnik et. al. [31] and others have shown that children learn a great deal through mimicking others. We are planning to implement an imitation mode for the robot in which the robot could learn to perform certain tasks through observation of humans or other robots. Ideally, as the robot matures, we would also like to include the ability for it to use or test some of its basic associations as they develop. A rich environment with a wide variety of stimuli provide the potential for a very complex set of behaviors.
V. CONCLUSION
Our ultimate goal is nothing less than construction and explanation of a mechanical "mind. While the study of mind has an intrinsic theoretical and philosophical component, the matter cannot he resolved by a thought experiment. Some constructive approach, however crude, is required. We consider our project to be a humble but serious beginning to a longrange research program which has significant technological and social implications.
We have proposed three fundamental hypotheses upon which we believe a constructive cognitive theory should rest. First, manipulation of our mental model of reality is primarily accomplished by storing, fetching and comparing memorized associations. Second, this mental model depends critically on a fully integrated sensory-motor periphery. Third, the dominant structure of language is semantics. We have proposed to test these hypotheses through the vehicle of an autonomous intelligent robot, trained in a reinforcement paradigm.
On the hasis of these hypotheses, our robot has already acquired a great number of important abilities and behaviors. It can locate and localize sound sources very robustly, and learn how to characterize and understand those sounds. It can learn about its environment visually through reinforcement learning, with a teacher or exploring on its own. It has also begun to learn concepts by recognizing the correlation among speech, objects, tactile inputs, and directions. Underlying all of these behaviors is a robust communications framework allowing the various system components to interact and run concurrently.
We are now at a critical juncture in experiments at which simple behaviors are transformed into complex ones. We believe this complexity will arise from the interaction of numerous simpler components. Although our ultimate goal is still far off, we have made some progress defining the function and interaction of these components, and obtained very encouraging results.
Our work is quite challenging and ambitious, and perhaps
controversial. Yet we feel that our experiments are technically feasible and potentially of great practical value if successful. Most importantly, however, in our best scientific and technical judgment, when a mechanical mind is eventually constructed, it will much more closely resemble the ideas expressed herein than the mainstream ideas being pursued so vigorously at the present.
