ABSTRACT
ÖZET

Bu çalışmada, ortam titreşimi kullanılarak, modal titreşimde
INTRODUCTION
In the condition where forced excitation tests are hard to be performed or when only response data can be measured without knowing actual loading conditions, the only technique to determine system identification of structure is to use operation modal analysis (output-only modal identification techniques). In this method, there is no need for an extra excitation to determine the dynamic parameters of the structure. (Tuhta, 2010; Ge and Lui, 2005; Wei, 1990; Raol and Madhuranath, 1996) and this is taken as its main advantage. In addition, in case with structures of high period and modes, it may be difficult to excite it with artificial shaking, whereas for drop weight or ambient sources, generally there is no problem. Despite this, ambient excitation cannot be used in case the mass-normalized mode shapes are needed. To develop reliable finite models of structures, Output-only modal identification technique efficiently used with model updating tools needs to be done. Output -
Only Model Identification studies of systems and results performed in past years are appropriately shown in references of structural vibration solutions, partly in (Cunha et al. 2005) . Concerning modal updating of the structure it is needed to estimate sensitivity of reaction of examined system to the change of parameters of a building as shown in (Kasimzade, Tuhta 2007 , Kasimzade 2006 . The definition of system identification as explained by researchers (Bendat, 1998; Ibrahim, 1977; Juang, 1994; Peeters, 2000; Roeck 2003; Balmes 1997; ARTeMIS, 2003; Ljung, 1999; Van Overschee and De Moor, 1996) , it is a process that develops the mathematical expression of a physical system using experimental data. There are usually three types of definitions in engineering structures. These define modal parameter definition, structural-modal parameter setting and control model. (Andersen et al., 2007; Brownjohn and Carden, 2007; Gawronski, 2004; Johansson, 1993) .In the frequency domain, the singular value decomposition of the spectral density matrix is e singular value frequency domain is denoted as frequency domain decomposition (FDD), which is further improved version enhanced frequency domain decomposition (EFDD). On the other hand, when the time domain is used, three different types of stochastic subspace identification (SSI) techniques are used. These species include the Unweighted Principal Component (UPC); Principal component (PC); And Canonical Variety Analysis (CVA). A new approach based on improvement and correction of system characteristic matrix in modal vibration from ambient vibration is shown below. In the first approximation of the algorithm, system characteristic matrices are determined by data-driven stochastic subspace identification method. In second approximation for estimating optimal state vector, applying steady-state Kalman filter to the stochastic steady space model equation makes the system characteristic matrices optimal definite (Labarre et al., 2003; Kalman, 1960; Kasimzade, 2006) . Then all calculations are repeated until estimation error condition is satisfied.
DETERMINATION OF APPROXIMATE VALUES OF SYSTEM MATRICES
The purpose of the operational modal analysis is to determine modal parameters of a real system, which is assumed to be linear time invariant, by measuring only its response at specific locations, the exciting load is unknown. In the vibration analysis identification of actual system (black-box model) supported by experimental measurements, instead of determining the values of system characteristic matricesˆ, 
These equations are then transformed to the state-space former of first order equations-i.e., a continuous-time state-space model of the system and are evaluated as shown in (Kowalczuk and Kozlowski, 2000) .
With the condition that dynamic system is measured by the 1 m output quantities in the output vector ( ) { } y t using sensors, for a system model expressed by equations (2), the appropriate measurement-output equation becomes
[ ]
, , m c k mass, damping, stiffness matrices of the structure are constructed by finite element method (Kasimzade, 2005) 
Where, 
As said in above paragraphs, the main purpose of the operational modal analysis is the identification of modal parameters of the system from the output vector { } 
The factorization of the block Hankel data matrix is then realized by using singular value decomposition, The first approximation of the system matrices ˆ, ,
[ ] ( ) 
THE SYSTEM CHARACTERISTIC MATRICES' OPTIMAL DEFINITE
In this section, it is required to reach theoretical target that is to find the best estimate { } One of the crucial points (Kasimzade, 2006) in the presented method, is the determination of these matrices at least 
Where,
Supporting this result is evaluation of Riccati equation: , one can obtain Kalman gain of the building structure model:
Kalman filter equation is then evaluated as
Making a comparison of building system modeling by the Kalman filter equations (18, 19) with the first step system modeling equations,
The error is evaluated as: -the state estimation error
If the condition (22) is not satisfied, all calculations are repeated until satisfaction is obtained. For example, if the condition (22) is not satisfied, in second approximation the case relation (6a, 7a) becomes
Measurements in second approximation case are realized by these formulas and then system characteristic matrices ,
, are defined by the operations (8-13).
To make an optimal definition of the system's matrices
For this-second approximation case, in all of the relations (14-22), matrices
, respectively. And a result from these iterations (when condition (22)satisfied) are definite real building system parameters, in another words, system is identified completely and obtained system matrices will be marked as , A C         for the illustrating of operations in next section (Tuhta, 2010; Phan and Longman, 2004) .
Obtained modal parameters-damping, period (which contain the eigen value matrix), mode shape used as a reference modal "experimental" data (meaning that they are defined to support experimental result) the analytical (finite element model) (Chen, 2001 ) stiffness, damping and mass matrices are corrected by the known direct (Caesar, 1986) and iterative updating methods (Link, 1993) using convergence criteria (Dascotte and Vanhonacker, 1989) . to speed up updating procedure, the marked updating parameters previously are fuzzyfied in the user definable intervals of these parameters using full factorial and orthogonal array testing on the base finite element method (Kasimzade, 2002) .
NUMERICAL EXAMPLE
Three DOF systems with mass ( ) m , classical damping ( ) c and stiffness ( ) k under unit step excitation ( Fig.1 ) applied at DOF 3 and velocity measurement from third mass is recorded. In the case (1) the system is examined without noise and some modal result are represented in Table 1 . In the case (2) the output data is polluted with Gaussian zero-mean white noise 1% of the unpolluted time histories and result are presented in the same table. In the case (3) after improving system characteristic matrices (for the case 2) by the above-mentioned algorithm obtained by modal parameters presented in the same table. It can be seen in Table 1 that the identified samples are very close to the exact values. System periods are acceptable, and as seen damping ratios are more sensitive to the noise. 
CONCLUSION
The correction of the system characteristic matrices in modal identification through ambient vibration is presented. In this algorithm, in the first approximation, determined are the actual system characteristic matrices by the data-driven stochastic subspace identification method. In second approximation, an optimal estimation state vector, that is to make the system characteristic matrices optimal definite, is obtained by applying the steady-state Kalman filter to the stochastic state-space model equation. All calculations are repeated until the estimation error condition is satisfied (Table 1) .
Another word process and measurement noises covariance matrixes indirectly are constructed only from measured output data. These iterations are repeated until satisfying estimated error. As a result of these iterations, actual system characteristic matrices are determined more accurately with minimum error. Then from the determined system, characteristic matrices are extracted system modal parameters (case 3). As a result of this approach, it has been shown that the actual system characteristic matrices are more accurately determined by the minimum error. These values are considered to be more reliable in updating the system parameters.
To speed up updating process, marked updating parameters are previously fuzzified in the user definable intervals of these parameters by using full factorial and orthogonal array testing on the base finite element method. And finally, a prepared code by finite element method can be interfaced in order to support the above algorithm (Appendices). Similar results with the generated algorithm are obtained and presented for multi degree of freedom systems (4 DOF steel structures and 11 DOF concrete structures), (Tuhta, 2010) .
