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As transportation infrastructure continues to age, new methods of non-contact monitoring
should be evaluated and, if found suitable, employed for bridge monitoring and structural health
assessment. This study highlights the use of infrasound monitoring, a geophysical technique
utilizing acoustics below 20 Hz, as one possible solution for non-contact, non-line-of-sight
infrastructure health monitoring. This dissertation focuses on the technique of infrasound for
infrastructure monitoring (bridges are of primary interest) beginning with a literature review and
an overview of current operational considerations for infrasound for infrastructure monitoring
developed at the U.S. Army Engineer Research and Development Center. A meta-analysis of
bridge vibrational characteristics was completed following identification of a gap in the
knowledge base in this area. This completed meta-analysis compared vibrational characteristics
across multiple bridge types and construction materials to determine applicability of infrasound
for detection and monitoring of each bridge type.
With these considerations in mind, an experimental series involving a steel, two-girder
bridge in northern California was completed using infrasound to detect natural modes of the
structure and validated by on-structure accelerometers. The non-contact nature of this structural
assessment approach has potential to supplement traditional structural assessment techniques as

affordable, remote, persistent monitoring of transportation infrastructure. Upon completion of
the original experimental series, the data were used to investigate the possibility of wide area
monitoring using infrasound, including possible limitations and boundaries. Overall implications
for use of this technology are also discussed for multiple infrastructure types.
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CHAPTER I
INTRODUCTION
1.1

Introduction and Background
Aging transportation infrastructure within the United States is an inspection and

monitoring burden on infrastructure owners, necessitating investigation and study of new
methods of structural health monitoring. Structural health monitoring is defined by Balageas et
al. (2010) as a means of giving a “diagnosis of the state of the constituent materials, of the
different parts, and the full assembly of these parts constituting the structure as a whole” at any
point in time for the structure being monitored. For bridges the current methods of inspection
and monitoring are far from continuous. Law dictates that bridges within the U.S. be inspected
every two years and more often if conditions or deficiencies warrant an increase (FHWA 2004),
meaning there can be large amounts of time between inspections when some structures would
benefit more from continuous monitoring, whether from an identified problem or because the
structure is a critical transportation network link. Visual, hands-on inspections are also often
impossible to perform at times when the bridge may be at most risk, such as during a high water
event.
Historically, structural health monitoring has utilized on-structure instrumentation to
accomplish continuous monitoring. While these methods provide excellent information, they
require direct access to the structure under monitoring. On-structure monitoring can also, in
some conditions, have drawbacks associated with data management, sensor placement in terms
1

of capturing local and/or global changes, and cost to install and maintain the system(s). Onstructure instrumentation, by definition, is capable of monitoring a single structure, while there
may be a series of structures (e.g., bridges) in an area that are of concern for an owner.
The last decade has seen a push for remote sensing methods for structural health
monitoring, but many of these methods still require close proximity to the bridge being
monitored. By contrast, this dissertation focuses on infrasound as a means of non-contact,
remote sensing to be used as a complementary method with traditional monitoring methods to
allow for prioritization of limited resources and multiple source monitoring. Infrasound,
acoustics below 20 Hz (Bedard and Georges 2000; Evers 2005; Christie and Campus 2010), has the
potential to provide continuous monitoring for an area of operations (25 km2 for wide area
monitoring using infrasound) , meaning multiple sources can be continuously monitored. Current
research investigating this technology for persistent, remote bridge health monitoring indicates that
global characteristics, such as scour, may be most readily detectable. Using scour as an example
application where infrasound might be useful, of the 611,000 in-service bridges in the United States,
47,971 are currently classified as scour critical or with unknown foundations (FHWA 2017). With
research being conducted into the use of frequency change detection for scour monitoring using onstructure instrumentation (Ko et al. 2010; Lee et al. 2012, Foti and Sabia 2011; Prendergast et al.
2013; Prendergast et al. 2016), this type of remote sensing capability becomes an attractive option for
remote, persistent monitoring.

1.2

Objective and Scope
The primary objective of this dissertation is to demonstrate, from multiple perspectives,

infrasound’s viability as a method of remote infrastructure structural health monitoring. Bridges
are the primary structure of interest. However, proving the applicability of infrasound as a
2

supplementary method of structural health monitoring without provision of boundaries,
limitations, and expected use cases drastically reduces the usefulness of this technology. The
specific contributions of the author include developing capabilities and identifying the
limitations, boundaries, and overall feasibility of this new technology based on principles of civil
engineering investigating change in fundamental structural frequency. The points below outline
the scope to achieve this objective.
1.

Perform a literature review and document the overall evolution and state-of-theart of the infrasound programs at the US Army Engineer Research and
Development Center (ERDC) over the past twelve years.

2.

Conduct a meta-analysis of vibrational/modal analysis studies of in-situ bridges to
comprehensively document the first three modes of various bridge types and
construction materials based on span length in order to determine applicability of
infrasound for detection and monitoring to different bridge types.

3.

Execute a project that ultimately became a case study for a single bridge
presenting infrasound as a supplementary method for remote structural health
monitoring of bridges including detailed analysis procedures, applicability to
global frequency change detection, and implications for use.

4.

Assess best practices of infrasound for wide area monitoring of multiple
structures, including a discussion of limitation and boundaries of applicability.

Point one under the scope provides historical context and current state-of-the-art for
infrasound technology and the application of that technology to infrastructure monitoring. Point
3

two under the scope indicates a gap in current literature and knowledge for applicability of
infrasound as a remote monitoring method for various bridge types as well as expected frequency
bands for each of those bridge types. The meta-analysis is an in-depth review of frequency data
from vibrational/modal analysis studies. This frequency data was then binned by bridge type and
span length versus frequency (first, second, and third modes), plotted, and analyzed for trends
including the calculation of prediction intervals for expected frequency based on span length and
bridge type.
The third point under the scope evaluates the use of infrasound for detection/monitoring
of a single bridge within a more urbanized/industrialized area through an experimental series
which included validation of remote data through on-structure instrumentation. The frequency
data from this study was not included in the meta-analysis to avoid any appearance of bias to
final meta-analysis results by data collected by this author or the overall research team.
The fourth point under scope expands from use of a single infrasound deployment to
monitor a single source to wide area monitoring of multiple sources in an area. The original
experimental series was designed to collect data on a single bridge, but the design of the
infrasound arrays allows omni-directional coverage. Thus, multiple sources were detected in the
area of interest. The fourth point also allowed for some initial discussion on limitations and
boundaries in the use of infrasound for remote structural health monitoring including competing
noise sources, array locations and layout, and area coverage.
1.3

Organization of Study
This dissertation is organized into seven chapters with the first and last chapters being an

introduction and conclusion. Chapter II is a literature review covering the field of infrasound,
historical infrasound for infrastructure monitoring, and modal analysis for bridges. Chapter III is
4

an in-depth review of the history of the infrasound for infrastructure monitoring program this
research falls within performed by ERDC in Vicksburg, Mississippi. Chapters IV through VI
each represent content either submitted to peer-reviewed venues or in preparation for peerreview.

Chapter IV presents a meta-analysis of vibrational/modal analysis of in-situ bridges to

develop information on use cases for this technology based on expected frequencies and span
lengths for bridges of varying construction types. Chapter V presents a case study of a bridge in
northern California (Br 18-0009) complete with detailed processing of infrasound data and onstructure instrumentation for validation. Chapter VI presents an expansion of the analysis of data
collected during the Br 18-0009 experimental series to show applicability to wide area
monitoring, as well as a discussion of some of the challenges, limitations, and boundaries
associated with the use of infrasound for bridge health monitoring. The experimental series
documented in Chapter V and expanded upon in Chapter VI was planned by the author who then
led the team that executed the field experiments. This included completion of literature review
related to frequency change in bridges, infrasound sensor selection, calculation of minimum and
ideal distances between source and arrays, accelerometer selection and placement, and
preliminary infrasound data analysis.
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CHAPTER II
LITERATURE REVIEW
2.1

Overview
As stated previously, the objective of this dissertation is to demonstrate infrasound’s

viability as a method of remote infrastructure structural health monitoring, with a specific focus
on bridges. As context for the remaining chapters contained in this dissertation, several topics
need to be introduced and discussed. While some of the information contained in these sections
is included as background in Chapters V and VI, it has been collated and expanded here for
completeness.
2.2
2.2.1

Infrasound
Definition and Historical Use
Infrasound is defined as acoustics below 20 Hz with the lower limit varying based on

atmospheric density (Bedard and Georges 2000; Evers 2005; Christie and Campus 2010). Due
to the long wavelengths of infrasound, little attenuation of source characteristics occurs even at
considerable distance, from tens to hundreds and even thousands of kilometers depending on
source strengths (Evers and Haak 2009; Bedard and Georges 2000). This lack of attenuation
means that the frequency content of the signals are preserved as they propagate. For
infrastructure monitoring, most cases will involve sensors deployed at local propagation
distances, roughly defined as less than 50 km (McKenna et al. 2012), and more likely within
approximately 25 km.
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There are many natural sources of infrasound including avalanches, meteors, severe
weather systems, tornadoes, turbulence, earthquakes, and volcanoes (Bedard and Georges 2000;
Evers and Haak 2009). In addition to these natural infrasound sources, large infrastructure such
as bridges, dams, or large buildings, also generate infrasound at their own natural or driven
frequencies (McKenna et al. 2009a and 2009b; Donn, et al. 1974). Infrasound detection and
analysis is not a new technology and has been used since the end of World War II as one method
employed by the nuclear community as a means of verifying compliance with the
Comprehensive Nuclear Test Ban Treaty. From inception, this geophysical technique was used
to focus on point source, explosive events, but promise has been shown in investigation of
continuous wave sources such as large infrastructure (McKenna et al. 2009a and 2009b; Donn et
al. 1974).
2.2.2

Application of Infrasound to Structural Sources
The first recorded case of bridge monitoring using infrasound was reported by Donn et al.

(1974) related to the Tappan Zee Bridge in New York. An intermittent signal was detected in
bursts for several hours over a period of months by the geophysical group at the Lamont-Doherty
Geological Observatory in Palisades, NY. Further investigation and data processing yielded a
back azimuth, the direction from which the processed signal originated, that triangulated to the
Tappan Zee Bridge with frequencies observed by infrasound being corroborated with onstructure geophones (Donn et al. 1974). At the time of the study by Donn et al. (1974), there was
little to no overlap between the geophysical sensing community and the civil engineering
community meaning any potential for application from one community of practice to another
went unnoticed.
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Engineers are very comfortable with the understanding that structures resonate, but what
is not often considered is that the air surrounding these structures is a fluid that can propagate
pressure variations caused by structural vibration. The perturbations caused by the resonance of
these structures create sound in the infrasonic range that propagate distances of tens of
kilometers from the source structure while retaining critical frequency information about the
structure. Essentially, infrasound monitoring allows for remote acoustic detection of the natural
frequencies of the structure being monitored.
Natural frequencies are the natural modes of vibration for a structure and are unique to
each as a function of the mass and stiffness of that structure (Chopra 2012). These modes may
shift slightly due to thermal or other effects through the course of a day or seasonally, however a
sudden and significant shift in these natural frequencies, particularly the lowest modes, is
indicative of a structural change that warrants inspection (Salawu 1997). Two forms of
excitation can be used to excite these modes: ambient excitation (such as wind, traffic, or
seismicity) and forced excitation (such as mass shaker or modal hammer) (Farrar et al. 1999;
Conte et al. 2008; Cunha et al. 2012). An important distinction between the two is that forced
excitation is controlled and often calibrated while ambient excitation is not controlled. Conte et
al. (2008) indicates that ambient excitation may be more efficient at exciting the lowest natural
frequencies, leaving no need for forced excitation.
Among the sources of ambient excitation, traffic is unique from some in that it tends to
excite the higher order modes of vibration. Thus, the question arises concerning how robust
infrasound monitoring can be when traffic is present. There are two considerations for
frequencies related to traffic. The first is the transient nature of traffic sources, and the second is
the frequency range of traffic sources. Because the signals from traffic are transient, they can be
8

decoupled from the continuous source signal produced by a bridge. The frequencies for traffic
sources, both those related to the traffic itself and those in the bridge excited by the traffic, tend
to be higher (Conte et al. 2008). These higher frequencies are less efficient at propagation than
the lower frequencies due to signal attenuation. At distances of a few kilometers, signal
attenuation is negligible. However, in cases like McKenna et al. (2009b, 2009c) where the far
field sites of 20 km and 27 km were able to detect the bridge of interest, attenuation of the higher
frequencies does become a concern with the lower frequencies propagating more efficiently and
more specifically those frequencies below 5 Hz (Sorrels et al. 1997; Bass et al. 2006).
The strength of the signal from actual vehicular traffic is not strong enough to propagate
to distances at which infrasound arrays might be deployed, from 2 to 25 km. Likewise, the
higher modes of the bridge excited by traffic are either not bending modes or are higher order
bending modes, meaning they will move less air than the lowest modes which also limits
propagation distance. In essence, infrasound seeks to evaluate lower frequency responses at
longer distances as opposed to higher transient responses (e.g. traffic) at shorter distances. These
factors make infrasound monitoring a novel and promising technology to remotely observe a
structure for global condition changes with no need for contact with the structure or line-of-sight
to the structure.
2.3

Modal Analysis of Bridges
Modal analysis of bridges (and civil infrastructure in general) utilizes two main

categories of analysis: input-output analysis and output-only analysis. Each of these methods
utilizes a different excitation source to induce dynamic behavior of the bridge. Input-output
analysis methods induce vibrations in a bridge using forced excitation, including an impulse
hammer for smaller structures, or large shakers and/or specially built vehicles for larger bridges
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(Cunha et al. 2012; Conte et al. 2008; Morassi and Tonon 2008a, 2008b; Olson 2005; Clemente
et al. 1998; Pietrzko et al. 1996, Samman and Biswas 1994a and 1994b). Output only analysis
utilizes ambient excitation such as wind, traffic, or seismicity (Farrar and James 1997; Farrar et
al. 1994; Hsieh et al. 2006; Conte et al. 2008). Each of these is briefly discussed below.
2.3.1

Input-Output Analysis
Input-output analysis, also referred to as forced excitation or forced vibration excitation,

is very well accepted and documented within the engineering community (Farrar et al. 1994;
Conte et al. 2008; Morassi and Tonon 2008; Cunha and Caetano 2006; Clemente et al. 1998;
Pietrzko et al. 1996, Samman and Biswas 1994a and 1994b). This type of analysis is considered
to have distinct advantages over output-only analysis with the main advantage being the ability
to control what aspects of the structural characteristics are being monitored based on the
excitation parameters specified by the researcher as the input forcing function is wellcharacterized. This also lowers uncertainty with data collection.
Disadvantages of employing input-output analysis include a higher cost of operation due
to the use of specialized equipment to excite the bridge and the necessity of traffic controls and
permitting. Forced excitation sources used in input-output analysis typically require the bridge
to be closed to traffic, which can be economically costly if the bridge under study is a busy
thoroughfare. Several studies that have compared results of input-output analysis with outputonly analysis appear to show another distinct disadvantage. The very lowest modes of the
structure are often either very difficult to excite or not excited at all using forced vibration, thus
limiting the characteristics recorded to the higher modes (Pietrzko et al. 1996; Conte et al. 2008).
These lower modes may prove important for certain types of global change detection in the
structure, such as scour.
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An in-depth literature review of forced excitation for modal analysis is contained in
Farrar et al. (1994). In addition to summarizing literature available in the community to the date
of that publication, the document also provides a summary table that includes the methodology
used to identify the frequencies from the collected data.
2.3.2

Output-Only Analysis
Controlled excitation of very large structures can be a challenging prospect, but the

dynamic properties of the bridges are still of interest. For this reason, dynamic testing and modal
analysis are also exploiting output-only methods which utilize ambient sources to excite the
bridge (Cunha et al. 2012; Conte et al. 2008; Brownjohn et al. 2010; Ren et al. 2005; Caicedo et
al. 2001). With the advent of more sophisticated sensors, it is becoming more feasible to utilize
ambient vibration sources to gather sought after dynamic data. There are also indications that
ambient excitation sources better excite lower modes of structures (Conte et al. 2008, Cunha et
al. 2012). The study by Conte et al (2008) investigated forced and ambient excitation for the
Alfred Zampa Memorial Bridge and found that for the lower modes of the structure, i.e., those
below 1 Hz, ambient excitation was a more effective method. A well-known disadvantage of
ambient excitation for output-only analysis is that the input function is poorly defined. The
duration, direction, and amplitude of input when ambient excitation is utilized are highly
variable, making the data collected more noisy and the analysis potentially more challenging
(Hsieh et al. 2006).
An in-depth literature review of ambient excitation for modal analysis is contained in
Farrar et al. (1994). In addition to summarizing literature available in the community to the date
of that publication, the document also provides a summary table that includes the methodology
used to identify the frequencies from the collected data. There are many variations to the
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methods by which peak frequencies are chosen. Some of the studies contained within the metaanalysis in Chapter IV compared the results of several of these methods. Results of those
comparisons showed discrepancy between the methods (Benedettini and Gentile 2011; Liu and
Zhang 2010; Ren and Peng 2005; Peeters and Ventura 2003; Hsieh et al. 2006; Whelan et al.
2009; Ozcelik and Amaddeo 2017; Brownjohn et al. 2010; He et al. 2009; Nayeri et al. 2009;
Siringoringo and Fujino 2007; Xi et al. 2002; Zhang et al. 2013). Additional discussion on this
point will be included in Chapter IV of this dissertation.
One factor noted by Farrar et al. (1994) is that for studies which included ambient and
forced excitation a comparison between structural frequencies obtained using both excitation
methods shows discrepancy between frequency results. This author believes there are several
causes for this discrepancy as seen in the above list of studies including a lack of studies to
gather a statistically assessable number of cases for direct comparison of ambient and forced
vibration results as well as continually evolving processing techniques for identifying the peak
frequencies among more cluttered data that is a hallmark of ambient vibration data. Another
possibility for the discrepancy noticed by Farrar et al. (1994) and Conte et al. (2008) is a point
listed as an advantage of output-only analysis and ambient excitation: this method is more likely
to excite lower modes of a bridge that cannot be excited by more traditional forced vibration
methods utilized in input-output analysis.
2.4

Remote Sensing Methods for Bridge Structural Health Monitoring
As the transportation infrastructure of the United States ages, the cost of inspection and

monitoring is increasing, necessitating consideration of new and complementary methods for
bridge monitoring and structural health assessment. In 2017, the American Society of Civil
Engineers (ASCE) rated the nation’s infrastructure at a D+ for the second time in four years. A
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“D” on the infrastructure report card indicates poor to fair condition (mostly below standard),
with a large portion of the system containing significant deterioration (ASCE 2017). As the
amount of infrastructure in need of persistent monitoring increases and the resource pool remains
limited, the need for cost effective monitoring solutions (e.g. sensing) is essential.
The current inspection process is labor-intensive and requires full access to the structure.
Furthermore, current practice most often captures discrete points in time rather than providing
persistent monitoring. By law, all bridges within the U.S. National Bridge Inventory (NBI) must
be inspected every two years. If problems are identified, the inspection regularity must be
increased (FHWA 2004). Even with an increased inspection cycle, there are still long time
periods between inspections. With more than 611,000 bridges currently in service in the United
States (FHWA 2017), introduction of complementary processes to the current hands-on
inspection procedures in the form of non-contact, remote sensing might allow for better
prioritization of limited resources as well as continuous monitoring of structures with
deficiencies deemed candidates for persistent monitoring.
In structural health monitoring of bridges, a distinction is made between remote
monitoring and remote sensing, even though much of the community may use the two
interchangeably. Chen et al. (2011) defines remote sensing as the collection and interpretation of
information about a target without physically contacting the object while Harris et al. (2016)
defines remote sensing as the collection and measurement of spatial information at a distance
from the data source with no direct contact. Remote monitoring, in contrast, is marked by
emplaced sensors on the bridge of interest with data collected and monitored remotely most often
resulting in dynamic data for modal analysis. Because infrasound is a standoff technology that
requires no access to the bridge or bridges being investigated, it technically falls within the
13

remote sensing field. To this end, it is important to better understand what other remote sensing
technologies are available in order to make a clear comparison between infrasound and other
available technologies.
In the last decade, the field of remote sensing has undergone rapid development as it
offers several key advantages over traditional methods of inspection and monitoring of
infrastructure including no need for direct access to the structure, no function (e.g. traffic)
stoppage, and the ability to monitor persistently. Several methods of remote sensing are
available to inspect and monitor infrastructure including (but not limited to) light detection and
ranging (LiDAR), photogrammetry, infrared thermography, radio detection and ranging
(RADAR), multispectral satellite imagery, synthetic aperture radar (SAR), and image analysis
methods including digital image correlation (DIC), and ground penetrating radar (GPR) (Chen et
al. 2011; Harris et al. 2016; Ahlborn et al. 2012; Vaghefi et al. 2011; Fukuda et al. 2013; Gentile
and Cabboi 2015). Some of these methods are only suitable for surface defect detection, and
many require close access to the structure, which can limit their application to true remote
monitoring.
2.4.1

LiDAR
Light detection and ranging (LiDAR) has been investigated as a potential bridge remote

structural health monitoring method. Typically, a high-resolution point cloud is generated of the
bridge surfaces. This method is useful for identification of surface defects. These defects are
typically visible with the human eye, but LiDAR gives the additional capability of obtaining
information in less accessible areas of the bridge (Liu et al. 2011; Chen et al. 2011). There is
also some discussion that this technology could also be useful in determining certain global
changes in a bridge structure such as an abutment or pier settlement, or perhaps transverse
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movements (Ahlborn et al. 2012). While potentially useful to bridge inspectors, this method
cannot provide any information on the modal characteristics of a bridge which are often
associated with more significant bridge issues that could lead to a reduction in capacity.
2.4.2

Photogrammetry
This method of remote bridge sensing makes use of high-resolution cameras with

multiple images combined to create three-dimensional bridge models used for damage detection
(Vaghefi et al. 2012; Harris et al. 2016). In order to achieve the level of fidelity necessary for
bridge damage detection, the standoff distance for this technology is reduced to near-contact with
some sources recommending that that cameras be vehicle mounted (Vaghefi et al. 2012). This
limits the application of photogrammetry as a true remote sensing technique for bridges.
Similarly to LiDAR, this method is unable to provide any information on the modal
characteristics of a bridge which are often associated with more significant bridge issues that
could lead to a reduction in capacity.
2.4.3

Infrared Thermography/Imaging
This technology is based on measurements of the radiant temperature of a material, and is

most often used in investigations of subsurface issues with concrete such as voids or
delamination (Vaghefi et al. 2012; Harris et al. 2016). Diurnal fluctuations in temperature will
cause areas with subsurface issues such as those previously mentioned to heat and cool at a
different rate than the surrounding healthy concrete. These data are collected in the infrared
spectrum and then converted to optical images for use by the analyst, providing a more objective
method for bridge inspectors than sounding or chain drag. This technology is most applicable to
deck surface and shallow deck subsurface with implications for girder surface and shallow girder
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subsurface defect detection (Harris et al. 2016). Determining any capacity reduction based on
deterioration detected with this method would be difficult.
2.4.4

RADAR
Radio detection and ranging is another technology that can be applied to surface and

subsurface challenges of bridge decks and, potentially, girders. Velocity and travel time (round
trip) for the radio waves (pulsed or continuous) is recorded to determine distance. In application
to bridges, this technology can be used in concrete bridges to look for delamination, moisture or
chloride ingress, and rebar corrosion (Harris et al. 2016). Equipment for this technology can be
mounted to a vehicle with data collection occurring with each vehicle pass. The required close
proximity of this technology limits applicability to remote sensing. In addition, determining any
capacity reduction based on deterioration detected with this method has not been proven.
2.4.5

Multispectral Satellite Imagery
This technology captures multiple images of an area or object of interest from across the

electromagnetic spectrum from ultraviolet to infrared (Harris et al. 2016). Traditionally used by
fields outside of civil engineering, it is often employed for wide area geological or agricultural
characterization (Lasaponara and Masini 2006; Pope et al. 2005). There have been studies
investigating potential application to bridges, but to date no successful studies have been
completed to the author’s knowledge (Chaudhuri and Samal 2008; Harris et al. 2016). The intent
is to be able to determine changes or specific characteristics about bridges based on variations
across the multiple spectrums for the areas of the bridge under study.
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2.4.6

Synthetic Aperture Radar (SAR)
Synthetic aperture radar uses traditional radar imagery with the addition of a third

coordinate for phase from which height/depth can be determined, creating three dimensional
images. This technology can be used to evaluate overall condition and structure movement, both
from a global perspective, but can require significant initial processing time and costs depending
on how the system collecting data is deployed: near field or aerial (Vaghefi et al. 2012; Harris et
al. 2016). Use requires images from different perspectives in order to process the differences
between the images from which information is gained. The global changes detected with this
method have potential use for determination of increased inspection cycle or the need for
immediate inspection.
2.4.7

Digital Image Correlation (DIC)
Digital Image Correlation (DIC) techniques utilize comparison and correlation between

two images of the same object taken at different times. This technique has been applied to
deflection/deformation and rotation assessments of bridge components and global deflection and
bridge change as well as detection of cracking and spalling of concrete bridges (Yoneyama et al.
2007; Nonis et al. 2013). There are also some implications for using this same technology for
determining vibration in a bridge, although this is limited to a very small coverage area making it
less useful for determining overall modal characteristics (Vaghefi et al. 2012).
2.4.8

Ground Penetrating Radar (GPR)
Ground penetrating radar (GPR) is most often used for assessment of subsurface

characteristics of concrete bridge decks and girders such as rebar placement or delamination.
Identification of defects with this method is well-documented (Huston et al. 1999; Alani et al.
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2013; Clem et al. 2015), however determining severity or affected area is more difficult.
Determining any capacity reduction based on deterioration detected with this method would be
difficult.
GPR has been used for non-destructive evaluation of bridges for quite some time. This
technology can be air- or ground-coupled although the proximity to the structure needs to be
very close for the technique to be used most effectively (Vaghefi et al. 2012). Huston et al.
(1999), Alani et al. (2013), and Clem et al. (2015) all showed good results in the use of GPR as a
non-destructive testing method for concrete bridge decks in identifying rebar locations, moisture
ingress, and areas of delamination. The major drawback to this technology is the required
proximity to the bridge as it limits the applicability as a true remote sensing method.
2.4.9

Comparison of Current Remote Sensing Methods
Vaghefi et al. (2012) and Harris et al. (2016) compared several of the methods listed

above to investigate bridge assessment and monitoring performance. Results indicated that the
techniques worked most effectively when used in conjunction with one another (Harris et al.
2016), while specific groupings of sensing technologies were most efficient at identification of
defects in specific locations such as deck/girder surface, deck/girder/subsurface, and global
change (Vaghefi et al. 2012). Of these technologies, not all can be considered non-contact
sensing, meaning they still need direct access to the structure. A major drawback of all of the
remote sensing methods listed above is that none are persistent, meaning they cannot alert to any
changes in the structure unless the analysis is repeated. Another drawback is that none of the
remote sensing methods listed here can provide any modal characteristics of a structure.
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2.5

Infrasound for Structural Health Monitoring
As mentioned previously, a distinction is made in the community for remote sensing

versus remote monitoring. Chen et al. (2011) defines remote sensing as the collection and
interpretation of information about a target without physically contacting the object while Harris
et al. (2016) defines remote sensing as the collection and measurement of spatial information at a
distance from the data source with no direct contact, although many remote sensing methods
require close contact as discussed in Section 2.4. Remote monitoring involves emplacement of
instrumentation on a structure (full contact) to continually collect data which is streamed to
another location for analysis and interpretation. In both cases, the goal is most often to obtain
dynamic data from which modal characteristics and changes in the structure can be determined.
Infrasound fits firmly within both the remote sensing and remote monitoring communities.
The sensors employed with infrasound do not require access, close contact, or even lineof-sight to the structure, but they can gather modal characteristics of the structure typically only
found in remote monitoring methods. This makes infrasound a novel technique for remote
structural health monitoring. Chapter III discusses of site selection, instrumentation,
instrumentation considerations, and several other topics exclusively used for infrasound for
remote infrastructure health monitoring.

19

CHAPTER III
INFRASOUND FOR INFRASTRUCTURE MONITORING: OVERALL FRAMEWORK AND
OPERATIONAL CONSIDERATIONS
3.1

Overview
As mentioned in Section 2.2.2, the first recorded case of infrastructure being detected

using infrasound was by Donn et al. (1974) when the geophysical group at the Lamont-Doherty
Geological Observatory in Palisades, New York detected the Tappan Zee Bridge. Beyond the
publication of that paper, there was (to this author’s knowledge) little to no advancement of the
technology until research began at the U.S. Army Engineer Research and Development Center in
Vicksburg, Mississippi. In 2006, a research program investigating infrastructure assessment
using infrasound was begun by Dr. Mihan H. McKenna. Dr. McKenna assembled a joint team of
geophysicists and structural engineers for the proof-of-concept case study investigating a steel,
through truss railroad bridge over the Little Piney River in Ft. Leonard Wood, MO, in a
combined effort that included traditional engineering methods of bridge assessment
complemented by infrasound monitoring (Diaz-Alvarez et al. 2009; McKenna et al. 2009a;
2009b; 2009c).
Natural frequencies of the structure were predicted by a finite element model calibrated
through data collected during a load test of the bridge. This model was also used to determine if
the identified frequencies fell within the infrasound passband. In addition, three infrasound
arrays were set up to monitor the bridge: one at the bridge itself (< 1 km), and two more at
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distances of approximately 20 km and 27 km from the bridge. Analysis of the data collected
from the two far-field infrasound arrays identified a continuous-wave packetized signal with a
frequency content that matched the natural frequencies observed with on-structure
instrumentation and frequency-wavenumber analysis that yielded back azimuths that aligned
with the structure.
The author of this dissertation joined the research team in 2011 as new research began
investigating additional uses for infrasound applied to infrastructure monitoring, including dam
detection and assessment (Diaz-Alvarez et al. 2015; Diaz-Alvarez et al. 2017; Diaz-Alvarez et al.
2018), urban infrasound (McComas et al. 2016; McComas et al. 2018), and, most specifically to
this author, the use of infrasound for bridge scour detection and assessment (Whitlow et al. 2012;
Whitlow et al. 2016). In addition, research into terrain and topography effects, signal processing,
and meteorological effects also continued with various members within the research team
(Ketcham et al. 2013; Swearingen et al. 2013; McKenna et al. 2013; Swearingen et al. 2016a,
2016b; Fields and Bennett 2017; Lammers and Swearingen 2017; Alter et al. 2018).
This author’s research began with a review of current scour monitoring practices as well
as some preliminary modeling from the original proof-of-concept case bridge at Ft. Leonard
Wood. These models showed that frequency change with scour could potentially be detected
with infrasound as the frequencies fall within the infrasound passband (Whitlow et al. 2012).
These studies were further expanded in Whitlow et al. (2016) from the Ft. Leonard Wood truss
bridge which utilizes a spread footing, to the Interstate-20 bridge crossing the Mississippi River
at Vicksburg, Mississippi which sits on a pile foundation. This research moved from modeling
and preliminary studies to field experimentation with Br 18-0009, a scour critical bridge in
California. This experimental series is documented in Chapter V of this dissertation. While
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scour is still of interest as a potential application of this technology, additional research is needed
to fill knowledge gaps that were ultimately deemed outside the scope of this dissertation.
Initial research investigating the feasibility of infrasound for remote bridge monitoring
indicates that some global characteristics, such as scour, could be more readily detected with the
use of infrasound (Whitlow et al., 2012; Whitlow et al., 2016). Scour, as defined by the Federal
Highway Administration, is the “result of the erosive action of flowing water, excavating, and
carrying away material from the bed and banks of streams and from around the piers and
abutments of bridges,” and is the most common cause of bridge failure in the United States
(Hunt 2009; Richardson and Davis 2001).

According to the 2017 NBI data, there are currently

47,971 bridges classified as scour critical or with unknown foundations (FHWA 2017). The
National Bridge Inventory Standard defines a scour critical bridge as one with a foundation
element that has been determined to be unstable for the observed or evaluated scour condition
(FHWA 2004). Bridges classified as having an unknown foundation have not been evaluated for
scour because of a lack of information to complete the scour analysis. In both cases, there is a
significant need for persistent bridge monitoring.
Ko et al. presented a paper in 2010, at the International Conference on Scour and Erosion
detailing the use of vibration measurement, and more specifically frequency change, to evaluate
scour at several bridges in Taiwan. Utilizing both traffic-induced and ambient vibration data on
multiple bridges with known scour problems in conjunction with a finite element model, the
group was able to show a clear reduction in the natural frequency of each structure due to a
decrease in the stiffness of the structure as the scour increased (Ko et al. 2010). These results
were further validated by Lee et al. (2012) in the testing of an advanced monitoring system to
monitor scour at critical bridges.
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A case study conducted by Foti and Sabia (2011) investigated the use of frequency
change to monitor ongoing scour at a bridge in Turin, Italy. Testing was completed for the
bridge both before and after a retrofit of the affected pier. Results concluded that scour detection
through frequency change was possible, and determination of depth of scour might also be a
possibility. Prendergast et al. (2013) furthered this concept when they conducted laboratory and
field testing on a pile exposed to scour to investigate the change in dynamic response with
progressive scour. While the study presents a simple case of a single pile, the results show that
scour detection and assessment of scour depth is possible using a change in the natural frequency
as a result of stiffness decreasing. This method was further expanded to a full bridge subjected
to traffic loading in Prendergast et al. (2016).
The studies by Ko et al. (2010), Lee et al. (2012), and Foti and Sabia (2011) and the
proposed method in Prendergast et al (2016) all utilize or propose to utilize on-structure
instrumentation leaving them vulnerable to the same issues all other types of on-structure or
near-structure instrumentation are subject to such as damage from high velocity flows, debris, ice
forces, sediment loading, severe water temperatures, and vandalism (Hunt 2009). Because
infrasonic monitoring is non-contact, non-line-of-sight, and still allows for detection of the
natural frequencies of the structure, the above issues can be avoided while still providing a
method for monitoring of global structural changes, such as scour.
One of the contributions of this dissertation is to document the cumulative efforts of
infrasound for infrastructure and structural health monitoring, including efforts to improve
implementation of this emerging science as well as operationalize the use of infrasound for
structural health monitoring for the community at large. The remainder of this chapter is devoted
to operational considerations involved with the use of infrasound for infrastructure monitoring
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including array instrumentation considerations, site selection, meteorological considerations, and
bridge type applicability. Much of the information contained here is also being collated into an
ERDC Technical Report (TR) which is currently in final draft in ERDC’s internal review process
before printing (Simpson et al. 2018). This TR is co-authored by the author of this dissertation
and several co-investigators.
3.2

Instrumentation Considerations
In the proof-of-concept case study involving the railroad truss over the Little Piney River

in Ft. Leonard Wood, Missouri, four element infrasound arrays deployed in a triangular pattern
(one element at center) with each side of the triangle having an aperture of ~98 ft (30m) were
utilized (McKenna 2009a). In moving from detection of more traditional infrasound sources,
such as explosive events, to the lower frequencies associated with infrastructure resonance, the
array layout evolved from permanent installation to tactical arrays (Evers and Haak 2009; Stump
et al. 2004; McKenna et al. 2012). The current layout of the array with a wider aperture and
additional sensors allows for resolution of lower frequencies as well as provides signal
processing benefits by minimizing side lobes.
The arrays utilized in the experimental series documented in Chapter V investigating Br
18-0009 in northern California are networked arrays of distributed point sensors generally
deployed in a 197 ft by 197ft (60 m by 60 m) cross-pattern with a sensor deployed at each of the
cardinal points and one at the center of the array. While this sounds like a very significant
footprint for a series of sensors, it is important to note that this entire distance is not covered in
sensors. In reality, each of the infrasound sensors occupies a much smaller area depending upon
the type of sensor and associated wind filter utilized.
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Figure 3.1

Typical infrasound array layout (after Simpson et al. 2018).

There are several types of infrasound sensors that can be used, depending on the desired
frequency range of the experiment. The two main types that have been most employed by
ERDC researchers are Inter-Mountain Laboratories (IML) model ST infrasound sensors and
Hyperion IFS-3000 series infrasound sensors, although Chaparral Physics Model 24 sensors have
been used in a select few experiments. While deployment of these sensor types vary, the overall
layout of the infrasound sensors in the array does not (or at least has not varied considerably to
date). More thorough discussion on each of these sensor types as well as deployment
instructions is contained in Simpson et al. (2018).
Infrasound sensors all currently require some sort of wind filter in order to mitigate high
frequency wind noise allowing for collection of coherent signal. IML model ST infrasound
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sensors utilize porous hoses connected to brass ports located on each side of the array, Figure 3.2
and Figure 3.3. These hoses are approximately 50 ft (~15 m) long each and should be deployed
as straight and flat as possible in each direction (Simpson et al. 2018). Because of these hoses,
the footprint of the array occupies a large portion of the 197ft by 197 ft (60 m by 60 m) area for
the overall array as the preferences is for the hoses to be undisturbed during the experiment.

porous hoses

Figure 3.2

IML model ST infrasound sensor shown at the center of an array with the porous
wind filter hoses attached.
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Figure 3.3

Close up of an IML model ST infrasound sensor with porous wind filter hoses
attached to each side and example information documented for future processing
needs.

Hyperion IFS-3000 series infrasound sensors utilize fabric covered domes for wind
filters, Figure 3.4 and Figure 3.5. Figure 3.5 also shows the seal screw in the Hyperion IFS-3000
series infrasound sensor that must be removed for shipping to prevent pressure build up inside
the sensor and then replaced after a short acclimation period in the experiment location. It is
clear from Figure 3.4 that the actual footprint of the infrasound sensors deployed in the 197 ft by
197 ft (60 m by 60 m) array cross actually equates to five 1 m2 areas as the fabric covered domes
require less spaces than hoses.
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Two other fabric
covered domes can be
seen in this image.
Distance between each
of these domes is ~98.5ft
(30m)

Figure 3.4

Hyperion IFS-3000 model sensor under a fabric covered wind dome filter
(Simpson et al. 2018).

Figure 3.5

Hyperion IFS-3000 infrasound sensors that would be deployed under the fabric
covered domes as shown in Figure 3.4 (Simpson et al. 2018).

28

In addition to the sensors themselves, each array also contains two digitizers and
associated cables, connectors, batteries, and solar panels. Currently, data is streamed to Reftek
130S-01 digitizers, via cable connections from each sensor, with an input pre-amplifier and
digital anti-alias filters and a high precision external GPS receiver/clock for time synchronization
between each digitizer through the course of the experiment. With a more clear understanding of
the array layout and infrasound sensors employed, site selection (based on the above
information) can be discussed.
3.3

Site Selection
Array site selection is a two-step process involving a pre-site survey and final array

location selection following a site survey. The following sections discuss each step with
considerations before including the site selection of Br 18-0009, the bridge under study in the
experimental series in Chapter V of this dissertation, as a case study. The information presented
here can also be found in Simpson et al. (2018) as part of a larger documentation guide on array
deployment.
3.3.1

Pre-Site Survey
As discussed in Section 3.2, the standard array layout utilized is 197 ft by 197 ft (60 m by

60 m) making size an obvious consideration for site selection. In addition, other considerations
for site selection include security, vegetation/wind protection, topography, and distance from the
source being investigated. Using these criteria, an initial selection of several sites can be
completed using Google Earth or a similar GIS service. A typical experiment utilizes at least
three array locations for triangulation purposes, but more sites are often evaluated during the pre-
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site survey as several are likely to be ruled out during the actual site survey and final array
location selection.
3.3.1.1

Security
Ideally, all selected sites will be in a secured area with limited access to the general

public in order to prevent theft of and tampering with the equipment. Government, city, or
county facilities in the vicinity of the experiment are often investigated first for use as array
locations. If none of these facilities are within the required proximity to the source of interest,
airfields can also be an excellent location provided that the selected array site is as far as possible
from the airstrip. Other areas that have been utilized in the past as array locations are water
treatment facilities and cemeteries. While these locations are less controlled facilities, they often
have some form of access controls and are relatively quiet areas without many sources of
extraneous noise to contend with in data processing.
3.3.1.2

Wind protection
Vegetation and ground cover also play an important part in array site selection. As noted

in Swearingen et al. (2013), Ketcham et al. (2013), and McKenna (2013), tree cover can either be
a help or a hindrance depending on the distance of the array from the source of interest. If the
array is close to the source, dense tree cover (involving the size and spacing of tree trunks as well
as vegetation type) and confounding topography will reflect and distort the source signal because
of the direction of signal arrival, making the signal processing more challenging. If the array is
at a significant distance from the source of interest, the arrival direction of the signal as it
propagates is closer to vertical, so tree cover doesn’t distort the signal.
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While dense tree cover can create problems, areas that are open with no cover at all can
also be a problem. These areas tend to have more problems with wind noise, even with the use
of hoses or domes to act as filters. The best areas in terms of terrain are areas with scrubby grass
or sparse trees with small amounts of underbrush. These scrubby areas act as another level of
wind filter in addition to the installed wind protection without being so dense as to obstruct and
distort the signals as they arrive (Walker and Hedlin 2010).
3.3.1.3

Topography
Topography plays a similar role to vegetation and ground cover in the choosing of an

array site. Both local and regional topography must be considered in choosing an array site
(McKenna et al. 2012). Just as dense vegetation or tree cover can distort signals, so too can
steep topographical features in the vicinity of the array. Flatter expanses between the source of
interest and the arrays are ideal, but typically not possible. In a local sense (the array footprint
area), a flat area is ideal so that the sensors collecting the infrasound signal are all approximately
at the same elevation (Edwards and Green 2012).
Sensors located at varying elevation can create large signal processing challenges.
Current signal processing techniques make plane wave assumptions. If the infrasound sensors
are all at different elevations, these assumptions and the techniques used for signal processing
are no longer valid. When possible, arrays should be located in such a way as to minimize
topographical effects, both local and regional. If this isn’t possible, additional care must be taken
with data processing.

31

3.3.1.4

Distance
The distance away from the source that arrays can be placed is dependent on the source

signal (Christie and Campus 2010). A more massive structure will produce a stronger signal
capable of propagating longer distances. Infrasound signals are capable of propagating
thousands of kilometers if the source signal is strong enough (Bedard and Georges 2000). In
field experiments conducted under ERDC research programs, the maximum distance
investigated to date is approximately 26 km. A typical deployment will include one array in
close proximity to the structure, another within a few kilometers, and a third at a longer distance.
Also, these field deployments by default include three or more arrays that surround the
source/monitoring area of interest. The position of these arrays allow for the triangulation of the
source using crossing back-azimuths from each array pointed towards the source (Rost and
Thomas 2002).
3.3.1.5

Prevailing global meteorological conditions
Another consideration for array placement involves the prevailing global meteorological

conditions for the area in which the arrays are being deployed. Based on the time of year for the
deployment, prevailing wind direction could be different which may affect infrasound
propagation and influence array placement. The two zones in the atmosphere of concern for
infrasound propagation, in terms of wind, are the jet stream and the zonal circulation in the
stratosphere (Hauchecorne et al. 2010). The features of note are easterly winds in the summer
and westerly winds in the winter for North America, thus placement of arrays in the same
locations for deployments over several seasons may produce different results because of the
additive or destructive properties of the prevailing winds on infrasound propagation
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(Hauchecorne et al. 2010). Local meteorological conditions are of concern for data analysis, but
not necessarily for array placement.
3.3.2
3.3.2.1

Final Site Selection
Security
Potential sites identified in the pre-site survey are evaluated in person during the site

survey for final site selection. Security of the sites can be re-evaluated by personnel from an onsite perspective and potential issues with security identified by the local point of contact for each
location. At this point, sites that appear ideal from the pre-site survey may be ruled out
completely. For this reason, it is imperative that several sites be chosen so that if one site is
ruled out, there are still enough array locations for the experiment to be successful.
3.3.2.2

Wind protection
While overhead GIS imagery is typically of good enough quality to see the ground cover,

the vegetation and ground cover in the areas tentatively identified as array locations should be
evaluated onsite during the site survey. Thick ground cover or undergrowth can prove
prohibitive in laying out hoses for the arrays. This may also be dependent on the time of year
that the deployment takes place.
3.3.2.3

Wildlife
Upon arrival at each of the sites selected for possible array locations, the area should be

checked for signs of wildlife. There have been problems in past experiments with animals
chewing through the cables and disrupting data collection. If it appears that this may be the case,
additional precautions will have to be taken during array deployment that may require additional
permitting. Two common methods of protecting the cables are trenching the cables into the
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ground by a few inches or running the cables through small diameter conduit. If the decision is
made to trench the cables, additional permitting may be needed for excavation. This can be of
particular concern in areas that are environmentally protected.
3.3.2.4

Topography
Open source satellite imagery can provide a pretty good idea of the topographical

features of an area; however, some items may not be obvious through satellite imagery. This is
illustrated in the case study included in Section 3.3.3. One of the selected array sites was
actually located behind a levee in a deep basin, which proved to be a challenge. Flat areas
capable of supporting the entire array layout area of 197 ft by 197 ft (60 m x 60 m) should be
located at each array location. When at all possible, arrays should not be located on a slope or
incline, because this adds complexity to the signal processing techniques that can be applied to
the data collected (Edwards and Green 2012).
3.3.2.5

Distance
Distances for the array sites should be verified during the site survey using handheld GPS

units. This will confirm that the tentatively selected sites are not beyond the expected detection
ranges of the source of interest for the experiment. When choosing array locations, consideration
must be made for how close or far to or from the source the arrays are located. The distance
from source to receiver should be a minimum of one full wavelength, and preferably at least ten
wavelengths away for plane-wave assumptions to be valid for signal processing. A source of
interest will resonate at frequencies related to the fundamental frequency for a given structure.
These frequencies can be estimated through a finite element model, or assumptions can be made
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based on previous experience. These frequencies can then be used in Equation 3.1 to determine
wavelength.
(Eq. 3.1)

𝜆 = v/f
where:
λ = wavelength (m)
v = velocity of propagation (m/s)
f = frequency of signal (Hz).

For the majority of the experiments undertaken by ERDC researchers investigating
structural infrasound, the range of detection is less than 50 km for a given source of interest,
therefore considered local propagation (McKenna et al. 2012). This means that the velocity of
the signal as it moves across the array will be approximately equal to the adiabatic sound speed,
i.e. 343 m/s.
3.3.3
3.3.3.1

Case Study: Br 18-0009
Pre-Site Survey
In the pre-site survey for the experimental series investigating Br 18-0009 documented in

Chapter V of this dissertation, all of the above considerations led to the choosing of several
potential array locations. The first consideration was security; the search for array locations in
the vicinity of the bridge focused on looking for government facilities. As employees of a
government agency (ERDC), working with other government agencies is generally easier than
working with private entities in terms of permissions and access. Utilizing Google Earth, Beale
Air Force Base (AFB) was identified as a possible array location, Figure 3.6.
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BR 18-0009

13 km
Figure 3.6

Area of Beale Air Force base in relation to Br 18-0009 location.

Beale AFB represented an ideal location in terms of security. As a government facility,
access is tightly controlled and the array is unlikely to suffer damage as a result of vandalism. In
addition to being a secure location, the distance was at an ideal range from Br 18-0009
approximately 15 to 25 km over relatively flat land, depending on where the array was placed at
Beale AFB. Closer scrutiny of Beale AFB showed that the majority of the base was open, grassy
areas without dense tree cover. Multiple potential array locations were identified at Beale AFB

36

by on-site points of contact. Because much of the base is environmentally protected, close work
with these points of contact was essential.
Further searching did not reveal any additional government facilities that would provide
ideal array locations. Two airports, the Sutter County Airport and the Yuba County Airport,
were then investigated as possible array sites. Of the two, Sutter County Airport appeared to
have the best line of bearing to the bridge of interest, Figure 3.7. The airport provided a good
possible array location due to the good line of bearing to the bridge, the proximity to the bridge,
and the added security of being in a controlled area. The area was also flat with no tree cover to
distort signals. Multiple array locations sites at the Sutter County Airport were identified by the
on-site point of contact.

Br 18-0009

1.6 km
Figure 3.7

Sutter County Airport location in relation to Br 18-0009.
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The third array site was the most difficult to identify. For triangulation purposes, a
location to the north of the bridge was sought. Careful inspection and discussion with local
contacts at Caltrans turned up the Marysville City Cemetery, a historic cemetery located to the
north of the bridge and owned by the city of Marysville, Figure 3.8. While security at the
cemetery was not initially thought to be ideal, the distance to the bridge was excellent, and the
area would have less competing signal than noisier urban areas. The initial Google Earth search
also appeared to indicate that the location was a good candidate topographically and in terms of
vegetation.

Br 18-0009

2.6 km
Figure 3.8

Marysville City Cemetery location in relation to Br 18-0009.

Once all of the tentative array locations had been selected, inquiries were made with the
proper authorities to arrange for a site visit to each location. In each instance, documentation
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about the experiment plan including equipment, deployment, and goals were provided to those
from whom permissions were requested. With this process underway, a site visit was arranged
to each location.
3.3.3.2

Final Site selection
A preliminary finite element model showed modes for the bridge of interest to be in the

range of 1-2 Hz. Using Equation 3.1 from section 3.3.2.5, the minimum distance for the
placement of an array from the bridge was calculated at 343 m. As a minimum, the arrays would
need to be placed 343 m from the bridge of interest. However, the ideal distance from the array
to the source would be ten times this number, or 3.43 km. The available locations for array
placement did not meet the ten wavelength requirement for use of plane wave assumptions, but,
because no other locations were available that met all other requirements of security, topography,
etc., the original location at the airport was kept. This was noted as a consideration during
processing and analysis.
3.3.3.2.1

Beale Air Force Base

The most secure of the array sites selected during the site survey was at Beale AFB
located on a flat hilltop. ERDC personnel met with and briefed the points of contact for Beale
AFB, including representatives from facilities services, the resident bridge engineer, the airfield
manager, and other personnel as deemed appropriate, before visiting several locations identified
as being suitable for use by ERDC researchers. The personnel involved will vary based on
differing operating procedures at different sites, but will most often include those involved with
the Directorate of Public Works, Facilities Services, or the civilian equivalent of these entities for
non-government facilities. Much of the base is protected due to environmental concerns so the
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areas selected for possible use were in areas considered disturbed sites as identified by
environmental personnel at Beale AFB.
Both the initial and alternate sites selected at Beale AFB were located in the same area.
The initial location was a flat, open area on a hilltop with scrubby grass that would serve as a
windbreak for the instrumentation and thought to be the more ideal of the two sites; photos of
this location are shown in Figures 3.9 through 3.11. Parking near the flat hilltop made access
and staging easy for this location. The alternate array site was located on the hillside next to
what was considered to be the ideal array location. The alternate location was sloped, adding
some topographical and signal processing challenges, as shown in Figures 3.12 and 3.13.
The array at this location was the most remote of the three arrays deployed for this
experiment. For this reason, a minimum distance check was not required. It was noted that this
array could potentially be too far away to detect the bridge depending on competing signals since
the bridge was located in a more urban area than previous experiments.

Figure 3.9

Beale AFB ideal array location, image 1 (flat hilltop).
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Figure 3.10

Beale AFB ideal array location, image 2 (flat hilltop).

Figure 3.11

Beale AFB ideal array location, image 3 (flat hilltop).
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Figure 3.12

Beale AFB alternate array location, image 1. This location is actually sloping,
although it is hard to discern in the image.

Figure 3.13

Beale AFB alternate array location, image 2. This location is actually sloping,
although it is hard to discern in the image.
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3.3.3.2.2

Sutter County Airport

ERDC personnel met and briefed the Building Services Supervisor for the Sutter County
Airport during the site visit. Two locations, one ideal and one alternative, were identified by the
local point of contact. The initial location was at the south end of the runway and was identified
as the most secure and ideal location. This location is shown in Figures 3.14 and 3.15. The site
is secure, flat, and has scrubby grass as an added wind filter. The second location was selected
as an alternate site should the first site be unavailable during the experiment. The second site
was on the side of the airstrip and backed up to property owned by the county, making it
relatively secure, Figures 3.16 and 3.17. Space was more constrained at the alternate location
than the ideal location at the end of the runway.
Wildlife presented a challenge at this array site, as the airfield was overrun with jack
rabbits. Past experience has shown that wildlife can and in some cases will chew through any
cables on the ground between the sensors and a DAS (data acquisition system), disrupting data
acquisition. The decision was made to run the cables through narrow diameter electrical conduit
as protection. An alternate method would have been to trench the cables into the ground by
several inches.
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Figure 3.14

Sutter County Airport ideal array location, image 1 (end of runway).

Figure 3.15

Sutter County Airport ideal array location, image 1 (end of runway).
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Figure 3.16

Sutter County Airport ideal array location, image 1 (side of runway, bordering
county property).

Figure 3.17

Sutter County Airport ideal array location, image 2 (side of runway, bordering
county property).
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3.3.3.2.3

Marysville City Cemetery

ERDC personnel met with and briefed a point of contact with the Community
Development Office in Marysville City Hall. Several areas of city owned property were outlined
with the most promising being the Marysville City Cemetery. A visit to the cemetery showed it
to be in a deep hollow behind a levee, which presented a topographical challenge. The decision
was made that the raised area just outside the cemetery (Figure 3.18) would still be the most
ideal location of those outlined by the on-site point of contact. While the area was not fenced or
gated, a city caretaker that lives in close proximity to the cemetery and the location of the
instrumentation agreed to provide light security for the array.
Challenges for this array location included the topography of the area. Being located
behind the levee in a depression could be a cause of distortion or reflection of data collected by
the array. In addition, noise from a rail line located on top of the levee has potential to cause
formidable issues with detecting infrasound from the bridge. The proximity of the train to the
array has potential to cause the infrasound signals from the bridge to be overshadowed by the
train as it passed. The risk was deemed acceptable as the traffic along the rail line was not
constant and would still provide times of potentially clear signal from the bridge. Wildlife was
also an issue in this location, thus the decision was again made to run the cable for the
instrumentation through small diameter conduit as added protection.

46

Figure 3.18

3.4

Marysville City Cemetery ideal array location, (flat area outside cemetery).

Meteorological Considerations
Analysis of infrasound data requires an understanding of the prevailing meteorological

conditions of the area at the time of the experiment as these conditions will directly impact
infrasound propagation. Considerations include temperature profile, wind speed and direction,
and understanding of the layers of the atmosphere. The atmosphere is comprised of four main
layers: the troposphere (0-12km), stratosphere (12-50 km), mesosphere (50-80 km), and
thermosphere (80-320 km) (Evers and Haak 2009; Hedlin et al. 2012).
A signal propagates from the source and will spherically radiate upward through the
atmosphere until a point is reached at which the effective sound speed, based on temperature,
wind direction, and wind speed, is higher than at the origin of the signal. At this point, the signal
turns and is refracted back down to the receiver. The phase velocity of the signal as it moves
across the array is indicative of the atmospheric layer at which the signal turned. A higher phase
velocity across the array indicates a higher turning point of the signal. Higher turning points are
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typically associated with long propagation paths. The close proximity of the arrays to Br 180009 is considered local propagation, roughly defined as less than 50 km (McKenna et al. 2012),
therefore atmospheric effects will be limited to troposphere (<10 km).
3.4.1

Meteorological Data Collection
Understanding atmospheric conditions is imperative to monitoring infrasound, because

the atmosphere is a time varying propagation medium with temperature and wind effects
dominating propagation characteristics. The majority of the experiments involving infrasound for
infrastructure monitoring completed by ERDC researchers utilize data captured by radiosonde
weather balloon launches from either local sources such as airports and/or Air Force Bases or
using internally owned launching systems, detailed in Simpson et al. (2018). This data can then
be processed and used in conjunction with some initial infrasound processing as a preliminary
tool to identify times with higher potential of identification of the structure being investigated.
3.4.2

Meteorological Data Processing
The data collected by the radiosondes during weather balloon launches for analysis in this

effort included wind and temperature. Temperature profiles can be used to identify local
temperature inversions, i.e., when the temperature increases with altitude from the ground
surface for some distance. These inversions can act as a duct for a signal and turning it back
toward the receiver, which means the likelihood of recording a signal during these times is
increased. This data, coupled with other preliminary infrasound processing techniques can allow
the more strenuous, manual processing to be better focused.
Understanding wind effects on propagation is also important for more in depth manual
infrasound processing, particularly in the frequency-wavenumber (F-K) analysis. F-K analysis is
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an array processing method by which the complete slowness vector, composed of both the back
azimuth and the horizontal slowness, can be determined with slowness being defined as the
inverse of the apparent velocity for the wave front of the signal as it moves across the array and
the back azimuth being defined as is the angle of the wave front arriving at the array measured
between north and the direction to the source in degrees (Rost and Thomas 2002). One of the
processing softwares utilized by the ERDC infrasound for infrastructure monitoring research
team allows the user to input the maximum slowness to be considered. This parameter is set
based on the observed adiabatic sound speed. It is important to note that adiabatic sound speed
and phase velocity are two different parameters, but for suspected direct arrivals where the
source-to-receiver distance is in the local propagation range then it is acceptable assume that the
two values are approximately equal. Because the distances for which infrasound is applicable
for infrastructure monitoring falls within the local propagation distance, calculating the adiabatic
sound speeds is necessary.
There are certainly other methods of more sophisticated meteorological data processing
including in-depth weather models and ray tracing to determine expected infrasound propagation
paths, but from an operational standpoint simple methods are likely to be the most useful in wide
implementation of this technology. Ongoing research conducted by other team members
associated with the propagation effects portion of the infrasound for infrastructure monitoring
research at ERDC are pursuing simplification of these more sophisticated methods for future
implementation within the system (e.g., Swearingen et al. 2016; Lammers and Swearingen 2017;
Alter et al. 2018).
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3.4.3

Case Study: Br 18-0009
The experimental series investigating Br 18-0009, detailed in Chapter V of this

dissertation, used 350 gram balloons reaching an average altitude of approximately 25 km and a
travel time of approximately 2 hours. The radiosondes sampled the atmosphere once per second
from balloon release at ground level to balloon bursting height at maximum altitude (balloon
dependent). Data obtained by the radiosondes included temperature, pressure, humidity, wind
direction and speed, altitude, and GPS coordinates. In order to minimize interruption to flight
operations and training at Beale AFB, launches were limited to every 6 hours, starting at
0600PST on 01 March and continuing through 0000PST 03 March 2014 for the first experiment.
Based on results from the first experiment, launches were conducted at dawn and dusk (0600PST
and 1700PST) on 14 and 15 November 2015 for the second experiment. Radiosonde launches
occurred from the Sutter County Airport.
Data typically collected by the radiosonde includes (at a minimum) height above mean
sea level, temperature, pressure, wind speed, wind direction, and time. Of this collected data, the
temperature and winds with increasing altitude are of the most interest.
3.4.3.1

Temperature Profiles
The temperature profiles allow for identification of times when a temperature inversion is

present. A temperature inversion occurs when the temperature at the ground is lower than the
temperature at a higher point in the atmosphere. This layer of warmer air can act like a duct,
turning and directing the signal which can aid in propagation and detection of a signal. Figure
3.19 below shows the temperature, in Kelvin, plotted against altitude, in kilometers for all of the
launches. Both of the launches in the early morning hours of 01 March 2014 and 02 March 2014
appeared to have temperature inversions, thus subsequent infrasound analysis was initially
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focused on these times of most likely detection. Individual plots for each of these are shown in
Figures 3.20 and 3.21. A blow up of the temperature inversion is shown in Figure 3.20. The
remainder of the temperature profiles for both the first and second experiments are contained in
Appendix A of this dissertation.
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Figure 3.19

Temperature profiles with increasing altitude for all launches from experiment 1 of
the Br 18-0009 series – 2014.
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Figure 3.20

Temperature profiled for launch 1 for 01 March 2014, 0613PST. Temperature
inversion is visible at less than 0.5 km altitude.
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Figure 3.21

3.4.3.2

Temperature profile for launch 1 for 02 March 2014, 0603PST. Temperature
inversion is visible at less than 0.5km altitude.

Adiabatic Sound Speed Profiles
The close proximity of the arrays to Br 18-0009 is considered to be within the range of

local propagation, roughly defined as less than 50 km (McKenna et al. 2012), therefore
atmospheric effects for the bridge to array signals will be limited to the troposphere (<10 km).
Analysis of the radiosonde data showed no significant winds there by reducing the sound speed,
Equation 1, (McKisic 1997) to adiabatic sound speed (without wind vector component).
𝐶𝑒𝑓𝑓 = 𝐶𝑡 + 𝒏 ∙ 𝒗

(Eq. 3.2)

𝐶𝑡 ~20.07√𝑇

(Eq. 3.3)
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where:
T = absolute temperature (K)
𝒏 ∙ 𝒗 = vector component of wind speed in the direction of propagation
Given the local propagation distance expected with the source-receiver spacings, it can be
assumed the wavefront is propagating as a horizontal plane with a phase velocity observed at the
array approximately equal to observed sound speed near the ground. The adiabatic sound speeds
were calculated for data collected by each balloon launch with a maximum value of
approximately 344 m/s, Figure 3.22. This value was later used in the frequency-wavenumber (FK) analysis as outlined in Sections 5.5.1 and 5.5.3 of this dissertation.
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Figure 3.22

Adiabatic sound speed profiles with increasing altitude for all launches from
experiment 1 of the Br 18-0009 series – 2014.
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Each of the individual adiabatic sound speed profile plots for experiment 1 and
experiment 2 are contained in Appendix A of this dissertation.
3.5

Signal Processing
Signal processing is a vital part of infrasound for infrastructure monitoring and the

techniques and algorithms used are subject to ongoing research and refinement. As mentioned in
Chapter II, infrasound was originally used for detection and localization of explosive events.
These events produce very clear, easy to identify signals, and signal processing techniques were
tuned for these types of events. Applying infrasound monitoring to infrastructure has introduced
an entirely new set of challenges with signal processing including the move from impulsive
events (such as from an explosion) to continuous wave sources such as those generated by
infrastructure as well as adjusting processing techniques for non-traditional infrasound
deployments (Donn et al. 1974; McKenna et al. 2009a, 2009c; McComas et al 2016; McComas
et al. 2018).
Members of the infrasound research team at ERDC continue to explore these challenges
and develop new processing techniques specific to the challenges posed by infrastructure
monitoring (McKenna et al. 2009a, 2009c; McComas et al 2016; McComas et al. 2018). The
author of this dissertation has leveraged the knowledge of these researchers as documented in the
foreword for Chapters V and VI of this dissertation during the experimental series for Br 180009. The current methods for infrasound processing, including preliminary processing and
more in-depth processing, are documented in Chapters V and VI of this dissertation. Current
methods of signal detection for further processing are manual, making the process labor
intensive. However, efforts by researchers within the infrasound research team are moving
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toward automation of detection schema to make this technology more readily accessible and
usable by the engineering community as a whole.
3.6

Bridge Type Applicability
Through the course of infrasound for infrastructure monitoring research conducted by

ERDC as applied to bridges, the case studies involved have been limited in number because of
the cost of full-scale experimentation and availability of specific structure types. To date the
bridge types that have been most thoroughly studied include truss bridges (steel truss railroad
bridge over the Little Piney River in Ft. Leonard Wood, Missouri and the Interstate-20 bridge
crossing the Mississippi River at Vicksburg, Mississippi) and the steel, two girder bridge Br 180009 documented in Chapter V of this dissertation, but a formidable gap exists in determining
applicability of this technology for other bridge types. Of all of the considerations discussed in
this chapter, understanding the applicability of this technology to various bridge types is one of
the most immature portions. Thus, a meta-analysis of bridge vibrational characteristics was
completed to fill this knowledge gap and is contained in Chapter IV of this dissertation.
3.7

Structural Health Monitoring Considerations
To this point this chapter has outlined a number of operational considerations important

for the application of infrasound to structural monitoring. This section is dedicated to discussion
of potential consequences when these considerations are not followed, for whatever reason. Two
examples are presented here: a Delta State University water tower experiment and the
application of the original experimental series for Br 18-0009 to wide area monitoring as detailed
in Chapter VI of this dissertation.
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3.7.1

Delta State University Water Tower Experiment
The Delta State University water tower experiment investigated a water tower on the

campus of Delta State University in Cleveland, Mississippi. This experiment was focused on
quantifiable signal processing sensitivity, and was designed to determine how small a change in
frequency could be detected with infrasound using current signal processing techniques to allow
for detection of scour as Whitlow et al. (2012) provided some model estimates on what changes
in frequency might be associated with changing overburden. This was summarized in Chapter II.
Recall that persistent global infrasound monitoring was not originally intended for infrastructure
monitoring and the majority of signal processing techniques are still being adapted from use with
a point source to use with a continuous wave event.
The objective of the experiment was to validate and calibrate a numerical model of the
water tower using data from accelerometers that were in place on the water tower for part of the
experiment. These accelerometers were also to serve as a validation of the frequencies seen in
the infrasound data. Following this, a parametric study involving the calibrated water tower
model would allow predictions to be made about the water level with predictions to be compared
to water level readings that were taken during the experiment. This would allow for study of the
sensitivity of frequency change with change in water level. Figure 3.23 is representative of the
frequencies over time recorded for by the accelerometers on the tower while it emptied and filled
(as analyzed by Mr. Richard Haskins). Note that the steady state of the tower when not filling or
emptying is approximately 0.4 Hz.
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Frequency (Hz)

Time

Emptying | Filling
Figure 3.23

Frequencies with time recorded by the accelerometers during emptying and filling
of the water tower tank (analysis and figure completed by co-investigator Richard
Haskins).

Figure 3.24 shows the array layout chosen for the experiment. Note that, while there are
multiple locations, positioning of the arrays did not surround the water tower, meaning
triangulation was not possible. The locations were chosen to stay within the area owned by the
university to provide security and the topography of the area was ideal (flat), and in doing so the
minimum distances from array to source were not maintained. Anticipated frequencies of the
water tower were expected to be higher based on a simplified finite element model, so the
distances chosen should have allowed one full wavelength. Placement of accelerometers on the
water tower revealed lower than anticipated frequencies indicating that the simplified model
based on the available but incomplete as-built drawings was not adequate. Because a full
wavelength was not achieved before reaching the arrays, the signal was not recorded.
Meteorological considerations were followed including the launch of radiosonde weather
balloons and creation of the temperature and adiabatic sound speed profiles, however the
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usefulness of this data in the signal processing was severely limited by lack of proper distance
between the tower and the arrays.

Figure 3.24

Array/sensor locations with distance from array/sensor to the water tower for the
Delta State University experiment.

In addition to the operational considerations listed, other challenges presented themselves
with the Delta State University water tower experiment. Though not present at the initial site
survey, during the experiment itself construction was ongoing in close proximity to one of the
arrays, likely raising the noise floor in the area and overwhelming potential structural signals
while the equipment was running. Several large fans associated with air units on the university
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coliseum also added to the extraneous noise in the area at infrasonic frequencies, which
interfered with signals for the arrays and sensors close to these sources.
Although the desired outcome was not achieved during this experiment, the experience
and insights gained were incredibly valuable in terms of operational usage of infrasound
technology for infrastructure monitoring. The importance of the operational considerations in
this chapter were highlighted, as were new challenges to be evaluated in future array
deployments.
3.7.2

Wide Area Monitoring
Chapter VI of this dissertation focuses on the use of the original experimental series for

Br 18-0009 (detailed in Chapter V) for wide area monitoring of multiple sources in proximity to
Br 18-0009, also called the Tenth Street Bridge. The operational considerations of this Chapter
were followed for the original experimental series of Chapter V, with that series being designed
specifically for study of Br 18-0009. However, during analysis of the data collected, additional
sources were identified in the data that did not correspond to the original bridge of study as the
area the bridge was located in is infrasonically rich with sources and the array layout utilized
allowed for omni-directional signal collection.
While the original experimental series followed the operational considerations discussed
in this chapter, applying the same study to wide area monitoring of multiple sources in the
vicinity of Br 18-0009 means these considerations do not hold true for the twelve other sources
identified in the data. More specifically, the placement of arrays would have been different if the
goal of the experiment had been to monitor the area rather than a single structure. The location
of the arrays from the original experiment do not allow triangulation to each of the sources
identified in the data, only an originating back azimuth for a signal. Ideal placement of arrays
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for wide area monitoring would have sought to surround as many of the sources of interest as
possible to allow for triangulation with three arrays or, at the least, crossing back azimuths from
two arrays.
Distance between source of interest and array is also an issue with the wide area
monitoring presented herein. For the sources identified in proximity to the arrays already in
place, there is the potential for failure to achieve minimum distances between source and array
creating possible signal processing issues or missing the signal completely. In contrast, one of
the identified sources of interest (the Oroville Dam) is likely too far from the original array
placements. If detection of this source had been critical, additional arrays would have been
deployed in order to capture all sources of interest.
Similarly to the construction issues noted with the Delta State University water tower
experiment in Section 3.7.1, competing noise sources also created potential issues. The area
under study contained competing noise sources as the area had two airports and several industrial
sources. A better understanding of the noise sources in the area would also have affected array
placement. It is anticipated that ongoing research within the ERDC infrasound research team in
the area of noise floor and signal processing techniques may lead to the introduction of
additional operational considerations to identify expected noise floor in an area prior to data
collection in order to better assess array placement and processing techniques. Additional
discussion on the topic of competing noise sources and ideal array placement are contained in
Chapter VI of this dissertation.
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CHAPTER IV
VIBRATIONAL CHARACTERISTICS OF IN-SITU BRIDGES
4.1

Introduction
Previous chapters documented the validity of using infrasound as a supplementary tool

for remote, persistent structural health monitoring of bridges for specific cases. A more thorough
understanding of when infrasound is applicable for infrastructure monitoring is necessary for this
technology to optimally be useful as a tool to be used in conjunction with more traditional
inspection and monitoring methods. To begin to bound the problem, this chapter is devoted to a
meta-analysis of bridge vibrational characteristics. A meta-analysis is a method for
systematically combining study data from many studies in order to develop a focused
conclusion(s) with greater statistical power.
Through the course of the literature review completed in Chapter II and provision of
operational considerations in Chapter III, the use of infrasound for monitoring global bridge
characteristics is discussed. Infrasound monitoring of infrastructure detects the natural
frequencies of the structures under observation. For the lowest frequencies, the movement
related is related to the first modes of the main span, most often flexural or torsional, indicating
global movement of the structure rather than vibration of independent components,. Thus, this
meta-analysis is focused on understanding the relationship between main span length and
frequency for various bridge types. In this analysis, one hundred forty six bridges were reviewed
for inclusion within the study with the purpose of identifying limitations and boundaries for
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application of infrasound for varying bridge types. Of these, one hundred twenty were included
with twenty six excluded for irregularities.
The remainder of this chapter focuses on the methodology applied to this meta-analysis,
the data analyses included, and investigation of eight different bridge types including steel
girder, steel box girder, suspension, cable-stayed, truss, reinforced concrete, pre-stressed
concrete, and concrete box girder. These eight bridge types represent approximately 72.5% of
the nation’s in-service bridges (FHWA 2017). Figure 4.1 shows the breakout of the nation’s inservice bridges in terms of the bridge types selected by the author for this meta-analysis.

Figure 4.1

U.S. National Bridge Inventory divided by the eight categories chosen for the
meta-analysis.
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Of the remaining portion of the U.S. bridge inventory not captured in the eight bridge
types selected by the author for the meta-analysis (FHWA 2017), nearly all of the remaining
structures are culverts. Due to the structural characteristics of culverts, the likelihood of
infrasound generation and propagation is minimal. For these reasons, culverts were not included
in the meta-analysis. The remaining percentage marked as ‘other’ includes moveable bridges
such as lift, bascule, and swing bridges, arch bridges (both through and deck), and tunnels as
well as those marked ‘other’ within the inventory. While the percentages for box girders (steel
and concrete), trusses, suspension bridges, and cable-stayed bridges are small in comparison to
the more typical girder type bridges, the author believed that these types were important to
include because they often represent major river crossings which could be vital to monitor within
a transportation network.
4.2
4.2.1

Methodology
Selection of Studies for Inclusion
For this study there were several criteria for the data selected for inclusion. These criteria

are as follows:
1. Each of the bridges considered were in-situ bridges in fair to good condition in order
to best represent conditions and frequencies likely to be seen using infrasound
technology for practical bridge monitoring, meaning all studies with experiments in a
laboratory setting or with numerical analysis only were not included.
2. Each of the studies chosen investigated undamaged bridges. Undamaged refers to the
bridge being in a state in which the load carrying capacity for which the bridge was
designed has not been compromised. While several studies investigated the
vibrational characteristics of bridges in undamaged and then damaged states (such as
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Lee and Yun 2006; Catbas et al. 1998; Womack et al. 2001), only the frequencies for
undamaged structures were used in the current analysis.
3. Only bridges capable of carrying vehicular traffic were considered; pedestrian and
footbridges were excluded.
4. Environmental factors that could cause a change in frequency characteristics of a
structure, such as thermal effects in a typical diurnal or seasonal cycle, were ignored
for this analysis. When using infrasound for bridge monitoring, a baseline of
frequency data needs to be gathered in order to establish when a bridge is beyond
some set limit of compliance, which will, at a minimum, capture typical frequency
variations due to diurnal temperature differences.
4.2.2

Type of Excitation
There are typically two types of excitation used for vibrational analysis of structures:

ambient and forced. Ambient excitation consists of uncontrolled forces such as those induced by
wind, traffic, or seismicity, while forced excitation involves the use of mass shakers or modal
hammers to excite the structure (Farrar et al. 1999; Conte et al. 2008; Cunha et al. 2012). Mass
shaker and impact excitation are commonly utilized methods of forced excitation. All of the
studies in this analysis utilized either ambient, mass shaker, or impact excitation as the bridge
excitation source. In many of the studies included, more than one excitation type was used for
comparison of results. For this reason, excitation types have been ranked in order of preference
of use in this study:
1. Ambient excitation
2. Impact excitation
3. Forced excitation (using a mass shaker)
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The author considered how best to capture the data presented in each of the studies with
multiple bridge excitation sources. While there was often some degree of variance in the
frequencies obtained through the different excitation methods, the author chose to only use one
excitation source per study, using the ranking list shown above. The rationale was that including
the same bridge multiple times in the case of multiple excitation sources could skew the final
results in terms of weighting the results to a particular span length or frequency band. To avoid
introduction of this potential bias, each structure is only represented once in the data, regardless
of how many excitation sources and/or data analysis methods were utilized. In cases where
multiple excitation types were used, choosing one type over another would not change the results
of the study.
As discussed in Chapter II, ambient excitation may actually be more efficient at exciting
the lowest modes of a structure (Cunha et al. 2008) and also may prove more economical,
particularly for very large structures, as no special equipment is necessary. Forced vibration
testing can be expensive and can excite limited structural modes due to limitation in shaker size
and force.
Excitation of the lowest bridge modes under monitoring is desirable for several reasons.
First, the very lowest modes of motion are typically vertical bending modes. These modes are
most likely to move the most air mass, making these pressure waves more readily detectable by
infrasound technology because of the energy contained in the wave. Second, these low modes
(specifically, those below 5 Hz) are more efficient at propagation with little signal attenuation
(Sorrels et al. 1997; Bass et al. 2006). Approximately 62.5% of the one hundred twenty bridges
included in this meta-analysis have a vertical bending mode as the first detected mode. The
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number is likely higher, but not all of the studies considered included mode shapes for each
frequency.
4.2.3

Data Interpretation and Analysis
The data for each bridge type have been visualized in several different ways. These

include plotting the frequencies for the first three modes versus span length together on a single
plot as well as individually so that trends can more easily be seen. In addition, the data have also
been plotted as span length versus frequency for both simple and continuous spans for each
bridge type, where data was available. For each of these individual plots, regression analysis
was used to identify the line of best fit for the data, and the coefficient of determination was
calculated to show variability. This line of best fit most closely resembles a power law,
suggesting a dependence between the fundamental frequencies and bridge span length. One test
of determining a power law relationship is to examine the data on a log-log plot. If this plot is
linear, it is indicative that a power relationship exists.
Next, prediction intervals were added to the data. Confidence intervals indicate a range
of values within which the true value is expected to lie. In this case, 95% confidence intervals
could be used indicating a 95% confidence that the true mean span length for a given set of
frequency value data is found within the interval. Prediction intervals are wider than confidence
intervals because they are looking at a single value rather than a set of mean values. In this
study, the 95% prediction intervals used to indicate that there is 95% confidence that a single
span for the given frequency falls within the shaded region. This type of analysis provides
information for each bridge type regarding expected frequencies for the first three modes where
sufficient data was available. For this data set, it should be noted that the variables used, main
span length and frequency, are interchangeable in terms of dependent and independent variable.
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Depending on the needs of the end-user of the data, the prediction intervals could also be
graphed to provide 95% confidence that a single frequency value for the given span length falls
within the shaded region.
As mentioned in Section 4.1, this meta-analysis is focused on understanding the
relationship between main span length and frequency for various bridge types. Infrasound
monitoring of infrastructure detects the natural frequencies of the structures under observation.
For the lowest frequencies, the movement is related to the first modes of the main span, most
often flexural or torsional, making it vital to understand the relationship between main span
length and frequency. For this reason, the first three modes (where available) for each of the
eight bridge types included in the meta-analysis have been plotted and included in this chapter.
The lowest frequencies typically detected using infrasound are due to global movement
of the structure (typically the main span) rather than vibration of independent components. This
point is made clearer through studies involving both damaged and undamaged bridges. While
only undamaged structures were included in the meta-analysis, the same studies can be used to
better understand global structural change, such as that produced by scour as a changing
boundary condition, and component level damage, such as damage to an individual girder. For
example, in Lee and Yun (2006) dynamic testing was completed on a steel girder bridge in both
intact and damaged condition. The damaged condition of the structure was caused by torch cuts
through the bottom flange and into the web of several girders. Even for the most severe damage
case in which the torch cuts extended through the bottom flange and into the web of two of the
bridge girders, the change in frequency in the first mode was 0.029 Hz, a change unlikely to be
readily detectable and repeatable with on-structure monitoring systems unless sensors were
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placed directly on the damaged member. Likewise remote monitoring systems would likely lose
a frequency change this small during processing.
Broader frequency changes more likely to be detected are those related to overall global
health. A changing boundary condition, such as that caused by scour at a bridge pier, is capable
of producing more frequency change than that from damaged individual components. In Ko et
al. (2010), several case studies investigated frequency change with changing overburden levels
for bridges in Taiwan utilizing on-structure instrumentation. In the second case study presented
in Ko et al. (2010), a 20% change in frequency is seen in the first mode of the bridge as the scour
depth changes from 4.5m to 7.5m (approximately 0.5 Hz change). This frequency change is
more readily detectable to both on-structure and remote monitoring methods without being lost
as a product of signal processing or sensor error.
Because these changes in frequency for health monitoring can be on such a small scale, it
is vital to understand the relationship between span lengths and expected frequencies. Thus, as
many plots as possible for each of the eight bridge types considered within the meta-analysis
have been included in the following sections.
4.3

Steel Girder Bridges
This section encompasses steel two girder and steel multi-girder bridges, with the

majority of studies being steel multi-girder. Twenty eight different structures were considered
for this bridge type, taken from fifteen different studies described in Section 4.3.1. An additional
three structures in three different studies were excluded as irregular and are discussed in Section
4.3.2. This section contains summaries of the studies from which vibrational data were taken,
results and statistical analysis, and conclusions for the steel girder bridge type.
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4.3.1

Summary of Included Studies
Table 4.1 provides a summary of all steel girder bridges included in this analysis, and the

characteristics of each. The excitation type for each is also included. A short summary of each
of the studies is included following the table.
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Table 4.1

Study

Billing
1984

Catbas et
al. 1998
Aktan et
al. 1997
Farrar
and
James
1997
Hsieh et
al. 2006

Included studies for steel girder bridge analysis (Part 1 of 3).

Excitation
Type

Sp

L (ft)[m]

W (ft)[m]

4
5
5
8
4
5
5
3
6

G

Mode Shapes
1st
2nd
3rd
mode mode mode
VB
T
VB
T
VB
T
VB
T
VB
VB
T
TB
VB
VB
T
VB
VB
VB
-

impact

1
1
5
1
2
1
5
3
3

impact

3

(78.1)[23.8]

(42.0)[12.8]

6

continuous

4.94

5.30

7.47

VB

T

T

ambient

9

(163.0)[49.7]

(43.5)[13.3]

2

continuous

2.39

2.92

3.42

VB

T

VB

ambient

13

(295.0)[89.9]

(39.0)[11.9]

3

continuous

1.10

1.35

1.46

-

-

-

ambient

(120.0)[36.6]
(120.0)[36.6]
(74.0)[22.6]
(55.1)[16.8]
(160.0)[48.8]
(150.0)[45.7]
(90.0)[27.4]
(399.9)[121.9]
(50.0)[15.2] (40.0)[12.2]

Frequency (Hz)
Continuity
1st
2nd
3rd
mode mode mode
simple
4.00
5.13
simple
3.13
3.94
simple
5.00
6.25
simple
10.38
continuous 1.80
2.35
2.95
simple
2.31
2.81
5.44
continuous 3.44
4.44
5.38
continuous 0.75
1.47
2.03
continuous 7.13
8.06
8.48
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Table 4.1 (Continued) Included studies for steel girder bridge analysis (Part 2 of 3).

Study

Excitation
Type
Kohoutek ambient
1993
Lee and
ambient
Yun
2006
Ward
ambient
1984
Zhang
forced
artr and
Aktan
1996
Womack
forced
et al.
2001
Biggs
and Suer
1956

ambient

Eyre and
Tilly
1977

forced

Sp

L (ft)[m]

W (ft)[m]

G

Continuity

5

(45.9)[14.0]

-

7

simple

Frequency (Hz)
1st
2nd
3rd
mode mode mode
6.25
7.75 10.20

1

(74.5)[22.7]

(82.0)[25.0]

9

simple

4.25

4.88

5.77

-

-

-

1

(82.0)[25.0]

-

-

simple

3.65

-

-

VB

-

-

3

(78.0)[23.8]

(42.0)[12.8]

6

continuous

5.00

5.44

7.52

-

-

-

3

(69.2)[21.1]

(42.3)[12.9]

5

continuous

5.33

5.85

7.44

-

-

-

1
1

(69.0)[21.0]
(114.0)[34.8]

(17.0)[5.2]
(75.3)[23.0]

4
2

simple
simple

6.00
4.28

-

-

-

-

-

1
1
1
1

(88.7)[27.0]
(86.0)[26.2]
(77.1)[23.5]
(111.5)[34.0]

(42.7)[13.0]
(51.3)[15.7]
(21.0)[6.4]
-

8
2
2
-

simple
simple
simple
simple

3.77
4.17
5.50
3.07

-

-

VB

-

-

1
1
3

(91.8)[28.0]
(95.1)[29.0]
(131.2)[40.0]

-

-

simple
continuous
simple

3.19
4.00
2.66

-

-

VB
VB
VB

-

-
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Mode Shape
1st
2nd
3rd
mode mode mode
VB
T
T

Table 4.1 (Continued) Included studies for steel girder bridge analysis (Part 3 of 3).

Study

Excitation
Type
ambient

Sp

L (ft)[m]

W (ft)[m]

G

Continuity

Frequency (Hz)
1st
2nd
3rd
mode mode mode
13.59 15.90
-

Mode Shape
1st
2nd
3rd
mode mode mode
VB
T
-

Ozcelik
3
(31.0)[9.5]
(24.6)[7.5]
3
continuous
and
Amaddeo
2017
Sp = number of spans; L = main span length (ft)[m]; W = span width (ft)[m]; G = number of girders; Information fields left blank are
intentional and are a result of lack of data in that category for a particular study. Under the mode shapes, VB stands for vertical
bending and T stands for torsional.
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Billing (1984) performed dynamic testing on twenty seven bridges across the Ontario
area in order to fully develop and validate dynamic load allowance criterion contained in the
Ontario Highway Bridge Design Code. This testing utilized ambient excitation in the form of
traffic to determine the dynamic responses of the bridges. Of the twenty seven bridges studied,
eight were steel girder bridges that are used in this portion of the analysis.
Catbas et al. (1998) conducted a comparative study for varying processing techniques
used for determining modal parameters in order to identify structural damage. Dynamic analysis
of the bridge in this study was conducted before and after damage, but only the undamaged
results are included in this meta-analysis. This study investigated a single bridge and utilized
impact excitation.
Structural identification was the focus of the work performed by Aktan et al. (1997),
with the aim of expanding understanding of how to assess structural condition at both the global
and element level. The example used in the study was a steel, multigirder bridge excited using
impact and forced excitation. Of these, frequencies obtained through impact excitation were used
in the meta-analysis as per the reasons listed in the methodology section of this chapter.
Farrar and James (1997) explored the implementation of a new ambient vibration system
identification method, the Natural Excitation Technique (NExT). The authors employed a series
of ambient excitation tests at times throughout the day as well as a forced vibration test on the
former I-40 bridge over the Rio Grande. Data from the earliest ambient vibration test of the
bridge was used in the meta-analysis as it represents a time of day more likely for infrasound to
be detectable based on potential meteorological conditions. Chapter 2 of this dissertation
contains a more thorough discussion of meteorological effects. A forced vibration test was also
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completed on this structure, but only data from one of the ambient vibration tests was used.
Explanation of the rationale behind this decision is contained in Section 4.2.2.
Hsieh et al. (2006) published an overview study on vibrational structural health
monitoring. This review included discussion concerning the different excitation techniques, data
processing approaches, applications, and three representative case studies. Of these three cases,
only one is included in this section of the meta-analysis. The study investigated the use of
ambient and forced vibration testing, with multiple ambient test cases being recorded. Of these,
the first ambient vibration test data was used.
Kohoutek (1993) performed dynamic testing utilizing traffic loads on a multi-span,
simply supported bridge both before and after the reconstruction of the deck to evaluate the
effectiveness of this type of reconstruction. It is important to note that the middle span of this
bridge is a through truss and is included separately in Section 4.8.1. The other four spans were
steel girder spans with the same approximate lengths and are included in this section. While the
deck had significant cracking, testing shows that it was still distributing loads and thus the modal
results were included in this meta-analysis. Ambient excitation in the form of traffic loading was
utilized in this study.
Lee and Yun (2006) presented the use of ambient vibration data as a method for damage
estimation in steel girder bridges. In addition to numerical examples, a field test was completed.
A single, steel girder bridge was tested in intact and damaged condition. The neural-network
based technique demonstrated its effectiveness on both a numerical bridge model and the field
tested bridge. Only the data from the intact, in-situ bridge test is included in this meta-analysis.
An investigation of a steel-girder bridge through experimental and analytical studies as a
way of better understanding modal characteristics and model updating was undertaken by
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Morassi and Tonon (2008) on the Zigana Bridge. The study illustrated the importance of
accurate parameters within finite element models with static and dynamic experimental testing
being used for model updating and a better understanding of bridge performance to feed finite
element models. Dynamic testing results utilizing forced excitation were included in this metaanalysis.
A study investigating the link between bridge integrity and vibrational characteristics
gathered through traffic excitation was undertaken by Ward (1984). The premise was that
deterioration of a structure would cause a change in stiffness and thus frequency, which could be
detected through ambient excitation (traffic) without interruption to use of the structure while
providing insight to structural integrity. Eighteen structures were considered, two of which were
steel girder bridges. Only one of these structures was used in this meta-analysis as the
dimensions on the other structure could not be confirmed. Further discussion on the excluded
structure can be found in Section 4.3.2.
Zhang and Aktan (1997) explored varying levels of model fidelity for analytical bridge
models as a means of reduction in processing needs for non-destructive bridge evaluation. Both
two-dimensional and three-dimensional models of a steel girder bridge calibrated with onstructure instrumentation were analyzed. Dynamic analysis utilized forced and impact
excitation. While the results of the impact loading would have been preferable as per the
rankings of excitation types in Section 4.2.2, only the frequencies obtained through the forced
excitation testing were included in the original study and thus, in this meta-analysis. Results by
Zhang and Aktan (1997) indicate that the calibrated three-dimensional model is more accurate
than the calibrated two-dimensional model, but that there may be a place for the two-dimensional
model as it is much less computationally intensive in model creation and processing.
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A study on a curved steel-girder bridge was undertaken by Womack et al. (2001) to
investigate behavior of this bridge type under various damage conditions as well as to provide
data for analytical models to determine if models have enough fidelity to evaluate boundary
condition changes/structural damage. Only vibrational data from the undamaged structure,
generated by forced excitation, were used in this meta-analysis.
Biggs and Suer (1956) completed a study investigating vibrational characteristics,
specifically deflections due to passage of heavy vehicles, of simple span bridges. Five simple
span, steel girder bridges were investigated using ambient excitation produced by traffic loading.
While acknowledged by the authors to be limited in scope, conclusions stated that vibration
caused by impact of the vehicle on the bridge on surfaces less than ideally smooth contribute to
the vibration of the structure. All five bridges were included in the meta-analysis, although only
the first modes for each were presented in the results of the original study.
An examination of the damping characteristics of eighteen steel box girder and five steel
plate girder bridges was completed by Eyre and Tilly (1977). Among the results were
comparisons of damping for composite versus all steel bridges and simple versus continuous
span bridges. Only the steel plate girder bridges were included in this section of the metaanalysis with steel box girder bridges being investigated separately in Section 4.4.1 of this
chapter. Of these five plate girder bridges, one was discounted for use in this meta-analysis
because it was a footbridge/pedestrian bridge. This study utilized forced excitation.
Ambient and forced vibration testing was conducted on a rehabilitated bridge in Italy by
Ozcelik and Amaddeo (2017) to establish benchmarks for future condition assessment for the
bridge before it became operational. Of the two excitation methods, the results from the ambient
testing were used in the meta-analysis.
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4.3.2

Summary of Excluded Studies
In the course of reviewing literature for vibrational characteristics of steel two-girder and

multi-girder bridges and analysis of the modes for each, several studies were deemed to be
irregular and were excluded from the meta-analysis. Table 4.2 summarizes each of the excluded
studies for reference. A short summary of each study with reasons for exclusion is given
following Table 4.2.
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Table 4.2

Study

Excluded studies for steel girder bridge analysis.
Excitation
Type

Sp

L (ft)[m]

W (ft)[m]

G

Continuity

Frequency (Hz)
1st
2nd
3rd
mode mode mode

Mode Shapes
1st
2nd
3rd
mode mode mode

Catbas et
ambient
3
(50.0)[15.2] (40.0)[12.2] 6 continuous 7.13
8.06
8.48
al. 1998
Aktan et
impact
3
(78.1)[23.8] (42.0)[12.8] 6 continuous 4.94
5.30
7.47
VB
T
T
al. 1997
Farrar
and
ambient
9 (163.0)[49.7] (43.5)[13.3] 2 continuous 2.39
2.92
3.42
VB
T
VB
James
1997
Sp = number of spans; L = main span length (ft)[m]; W = span width (ft)[m]; G = number of girders; Information fields left blank are
intentional and are a result of lack of data in that category for a particular study. Under the mode shapes, VB stands for vertical
bending and T stands for torsional.
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Whelan et al. (2009) conducted an analysis of a single-span integral abutment bridge that
was heavily instrumented with a large-scale wireless sensor network conducting real-time
ambient vibration testing. The data were analyzed and incorporated into a finite element model
to demonstrate the quality of data and feasibility of using a wireless system over a cable-based
sensor system. Plotting of this data showed the modes to be outliers to the data in the remainder
of the studies. This bridge is an integral abutment bridge, meaning the ends of the steel girders
are fixed. This meaningfully changes the expected frequencies. Of the more than 600,000 inservice bridges in the United States, there are only approximately 9,000 integral abutment
bridges making this type of construction relatively rare representing approximately 1.4% of the
nation’s bridge inventory (White 2007). While the frequencies represented in this study are
realistic data, they are not representative of the remaining bridges in the study and have thus
been excluded.
A study investigating the link between bridge integrity and vibrational characteristics
gathered through traffic excitation was undertaken by Ward (1984). The premise was that
deterioration of a structure would cause a change in stiffness and thus frequency, which could be
detected through ambient excitation (traffic) without interruption to use of the structure while
providing insight to structural integrity. Eighteen structures were considered, two of which were
steel girder bridges. Only one of these structures was used in this meta-analysis. The other was
excluded for incorrect measurements as the author located and measured the bridge via satellite
imagery in Google Earth. While some margin of error can be expected in measurements taken
from a satellite image, the disparity was large enough to exclude this structure from inclusion in
the current study.
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Biswas et al. (1989) completed a study of the vibrational responses of a two span
continuous steel multi-girder bridge in both an intact and simulated damage condition. Impact
excitation was used for this effort. In comparing the frequency results for this structure to
previous studies with bridges of similar span length, the frequencies in this study are much
higher than anticipated. Upon closer review of the data presented in the original study, this
author believes that lower frequency peaks other than those given by the original study are clear
in the data although no speculation can be made as to the reasoning behind the choices of
frequencies presented by the original authors.
4.3.3

Results and Analysis
As much data as possible was gleaned from each study including the name of the bridge,

number of spans, main span length, width, number of girders, continuity, frequencies for the first
three modes, and mode shapes for the first three modes. Not all studies contained all data, but at
a minimum the main span length and some of the modal frequencies were available and included
in this meta-analysis. For this section, 100% of the studies contained data for the first mode,
61% contained data for the second mode, and 53% contained data for the third mode. The data
are visualized in several ways in the next several plots. In Figure 4.2, the main span length (ft)
versus frequency (Hz) for the first three modes is shown. Each of the modes is represented by a
different color and marker for ease of differentiation. The trend amongst all modes is clearly
seen, with additional investigation performed for each individual mode in Figure 4.3 to 4.11.
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Figure 4.2

2nd Mode

3rd Mode

Main Span Length (ft) vs. Frequency (Hz) for the first three modes of steel girder
bridges.

In Figure 4.2 all modes appear to follow a power law trend, with additional investigation
performed for each individual mode in Figure 4.3 through 4.11. For each of these modes, three
graphs are shown: a linear-axis plot, log-log plot, and a linear-axis plot with a 95% prediction
interval. As previously discussed in Section 4.2.3, data with a power law relationship yields a
straight line on log-log scale. The data has been shown both ways to demonstrate the fit of a
power law relationship. The prediction intervals are indicative that there is 95% confidence that
the true span length for a given frequency is found within the interval.
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Figure 4.3

Linear-axis plot of Main Span Length (ft) vs. Frequency (Hz) for the first mode of
steel girder bridges.
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Figure 4.4

Log-log plot of Main Span Length (ft) vs. Frequency (Hz) for the first mode of
steel girder bridges
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Figure 4.5

Linear-axis plot of Main Span Length (ft) vs. Frequency (Hz) for the first mode of
steel girder bridges with a 95% prediction interval.
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Figure 4.6

Linear-axis plot of Main Span length (ft) vs. Frequency (Hz) for the second mode
of steel girder bridges.
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Figure 4.7

Log-log plot of Main Span Length (ft) vs. Frequency (Hz) for the second mode of
steel girder bridges.
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Figure 4.8

Linear-axis plot of Main Span length (ft) vs. Frequency (Hz) for the second mode
of steel girder bridges with a 95% prediction interval.
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Figure 4.9

Linear-axis plot of Main Span Length (ft) vs. Frequency (Hz) for the third mode of
steel girder bridges.
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Figure 4.10

Log-log plot of Main Span Length (ft) vs. Frequency (Hz) for the third mode of
steel girder bridges.
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Figure 4.11

Linear-axis plot of Main Span Length (ft) vs. Frequency (Hz) for the third mode of
steel girder bridges with a 95% prediction interval.

For Figures 4.3 through 4.11, the trends for each mode are as expected with frequency
increasing as the span length of the structure decreases both due to decreased mass and increased
stiffness of the structure since frequency is based on Equation 4.1:
[k - ωn2m]θn = 0

(Eq. 4.1)

where ωn is the natural frequency, θn is the mode, k is the stiffness matrix, and m is the mass
matrix of the structure. For each of these individual plots, regression analysis was used to
identify the line of best fit which best captured the relationship between span length and
frequency (power law). This was checked by plotting data on a log-log plot as power law
relationships in data will plot linear on a log-log plot. The calculated coefficient of
determination (R2) for each shows good agreement in the regression analysis.
Figures 4.12 and 4.13 show the comparison of span length to frequency for simple and
continuous span bridges. Only the first mode of each of the bridges is captured in these figures.
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Figure 4.12

Main Span Length (ft) vs. Frequency (Hz) for the first mode of simple span steel
girder bridges.
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Figure 4.13

Main Span Length (ft) vs. Frequency (Hz) for the first mode of continuous span
steel girder bridges.

The same regression analysis techniques were used for all cases. There appears to be
better agreement for continuous span bridges than for simple span bridges for the studies
included in Table 4.1. This trend would require further data for inclusion in the meta-analysis in
order to determine if it is a function of all steel girders bridges or simply those included in this
analysis.
4.3.4

Conclusions for Steel Girder Bridges
The data for first, second, and third modes of steel girder bridges all plot out well with

high coefficients of determination. The data appears to be tightly clustered. This result is not
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unexpected as there is very little variability in steel girders. While the sizes vary, the shape of
the girders is relatively constant as are the material properties of steel. The coefficients of
determination (R2) for both the first and the second mode are above 0.92, showing good
agreement to the line of fit. The prediction intervals for these modes are also narrow, meaning
there is high confidence that for any given span length, the range of frequencies that the modal
frequency will fall within is narrow. A spread in this prediction interval can be seen in the third
mode.
Another interesting trend can be seen in Figures 4.12 and 4.13, showing the comparison
between simple and continuous span bridges. For the current data set, continuous span bridges
show less variability than the simple span bridges. A better understanding of this difference in
continuous and simple span bridges would require further data for inclusion in the meta-analysis
in order to determine if it is a function of all steel girders bridges or simply those included in this
analysis.
4.4

Steel Box Girder Bridges
This section encompasses steel box girder bridges. Fourteen different structures were

considered for this bridge type, taken from four different studies described in Section 4.4.1. No
studies were excluded as having irregular data for this bridge type. The remainder of this section
contains summaries of the studies from which vibrational data were taken, results and statistical
analysis, and conclusions for the steel box girder bridge type.
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4.4.1

Summary of Included Studies
Table 4.3 provides a summary of all steel box girder bridges included in this analysis, and

the characteristics of each. The excitation types for each is also included. A short summary of
each of the studies is included following the table.
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Table 4.3
Study
Eyre
and
Smith
1977

Eyre
and
Tilly
1977

Included studies for steel box girder bridge analysis.
Excitation
Type
ambient

forced

20
7

(181.7)[55.4] (111.7)[34.0]
(700.0)[213.4] (56.0)[17.1]

2
1

simple
continuous

Frequency (Hz)
1st
2nd
3rd
mode mode mode
1.31
1.45
4.24
0.52
0.75
1.17

1
1
1
1
2
2
2
4
3
3
3

(133.5)[40.7]
(133.50)[40.7]
(116.1)[35.4]
(116.1)[35.4]
(60.5)[18.5]
(60.5)[18.5]
(60.4)[18.4)
(134.8)[41.1]
(131.9)[40.2]
(124.0)[37.8]
(766.3)[233.6]

(74.1)[22.6]

2
2
1
1
1
1
1
2
1
1
2

simple
simple
simple
simple
continuous
continuous
continuous
continuous
continuous
continuous
continuous

3.40
3.40
2.50
2.50
5.40
5.30
5.10
2.10
2.60
2.20
0.428

Sp

L (ft)[m]

W (ft)[m]

B

Continuity

-

-

Mode Shape
1st
2nd
3rd
mode mode mode
T
VB
VB
VB
VB
VB
VB
VB
VB
VB
VB
VB
VB
VB
VB

-

-

Leitch et
ambient
al 1987
Pietrzko
and
forced
3
(278.8)[85.0] (42.3)[12.9] 2 continuous 0.62
0.92
1.32
VB
VB
VB
Cantieni
1996
Sp = number of spans; L = main span length (ft)[m]; W = span width (ft)[m]; B = number of boxes (cells); Information fields left
blank are intentional are a result of lack of data in that category for a particular study. Under the mode shapes, VB stands for vertical
bending and T stands for torsional.
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Eyre and Smith (1977) completed a study on the dynamic responses of steel box girder
bridges to the ambient excitation sources of wind and traffic in order to reassess bridge loading
rules. In this study, three bridges were considered. Of these bridges, two were included in this
portion of the meta-analysis while the other was considered under cable stayed bridges. While
all three are technically box girder bridges, the cable-stay superstructure of one of the structures
made it a more suitable fit in Section 4.9.1 of this chapter. Ambient excitation was considered
for all bridges within this study.
An examination of the damping characteristics of a mixture of eighteen steel box girder
and five steel plate girder bridges was completed by Eyre and Tilly (1977). Among the results
were comparisons of damping for composite versus all steel bridges and simple versus
continuous span bridges. Only the steel box girder bridges were included in this section of the
meta-analysis with steel plate girder bridges being included in Section 4.3.1. Of the eighteen
steel box girder bridges, eight were discounted for use in this meta-analysis because they were
footbridges/pedestrian bridges. This study utilized forced excitation.
Leitch et al. (1987) completed an investigation into the dynamic characteristics of a steel
box girder bridge located in Northern Ireland. The study was designed to determine a baseline of
dynamic behavior for the bridge under ambient loading conditions, assess validity of the design
methods used at the time, and investigate alternative means of continuous monitoring of large
bridges. This study utilized ambient excitation in the form of wind and traffic.
Piertzko and Cantieni (1996) studied the dynamic characteristics of a steel box girder
bridge in Switzerland. The experiment utilized forced excitation in the form of a servo-hydraulic
shaker, and was successful in determining the modal parameters of the structure.
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4.4.2

Summary of Excluded Studies
No studies were excluded as irregular within the steel box girder bridge section.

4.4.3

Results and Analysis
As much data as possible was gleaned from each study including the name of the bridge,

number of spans, main span length, width, number of girders, continuity, frequencies for the first
three modes, and mode shapes for the first three modes. Not all studies contained all data, but at
a minimum the main span length and some of the modal frequencies were available and included
in this meta-analysis. For this section, 100% of the studies contained data for the first mode,
21% contained data for the second mode, and 21% contained data for the third mode. The data
are visualized in several ways in the next several plots. In Figure 4.14, the main span length (ft)
versus frequency (Hz) for the first three modes is shown. Each of the modes is represented by a
different color and marker for ease of differentiation.
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Main Span Length (ft) vs. Frequency (Hz) for the first three modes of steel box
girder bridges.

In Figure 4.14 all modes appear to follow a power law trend, however, data is sparse for
the second and third modes with only three points for each. For this reason, only the plots for the
first mode are included. For this mode, three graphs are shown: a linear-axis plot, log-log plot,
and a linear-axis plot with a 95% prediction interval. As previously discussed in Section 4.2.3,
data with a power law relationship yields a straight line on log-log scale. The data has been
shown both ways to demonstrate the fit of a power law relationship. The prediction intervals are
indicative that there is 95% confidence that the true span length for a given frequency is found
within the interval.
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Figure 4.15

Linear-axis plot of Main Span Length (ft) vs. Frequency (Hz) for the first mode of
steel box girder bridges.
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Figure 4.16

Log-log plot of Main Span Length (ft) vs Frequency (Hz) for the first mode of
steel box girder bridges.
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Figure 4.17

Linear-axis plot of Main Span Length (ft) vs. Frequency (Hz) for the first mode of
steel box girder bridges with a 95% prediction interval.

For Figures 4.15 and 4.17, the trend for the first mode is as expected with frequency
increasing as the span length of the structure decreases both due to decreased mass and increased
stiffness of the structure as shown in Equation 4.1 in Section 4.3.3. In this case, the power law
best captured the relationship between span length and frequency. This was checked by plotting
data on a log-log plot as power law relationships in data will plot linearly on a log-log plot. The
calculated coefficient of determination (R2) for each shows good agreement in the regression
analysis for the data.
Figure 4.18 shows the comparison of span length to frequency for continuous span
bridges. Only the first mode of each of the bridges is captured in this figure. The comparison
for simple span bridges is not included here as the data is sparse, with only three data points for
simple span bridges. Steel box girder bridges are often continuous, so the lack of data
availability for simple spans is not unexpected.
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Figure 4.18

Main Span length (ft) vs. Frequency (Hz) for the first mode of continuous span
steel box girder bridges.

The same type of regression analysis and best fit were used for these plots as for the
previous plots. Again, a power law trend is evident in the data, which is expected.
4.4.4

Conclusions for Steel Box Girder Bridges
Conclusions can only be drawn for the first mode of steel box girder bridges within the

current data set as frequency data for second and third modes was sparse. The lack of variability
within steel box girder bridges seems to follow the trends for steel girder bridges, presumably for
the same reasons. Construction methods and materials for steel are well-defined and not widely
varied. Thus the coefficient of determination for fit of the data to a power law is high. As with
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steel girder bridges, the 95% prediction interval for the first mode of this bridge type is fairly
narrow.
A comparison between simple and continuous span bridges was not possible as data for
simple spans was sparse. While the continuous span steel box girder bridges (Figure 4.18)
exhibited little in the way of variability, much like steel girder bridges, not enough data was
available for simple spans to draw conclusions.
4.5

Reinforced Concrete Bridges
This section encompasses all reinforced concrete bridges (slabs, rigid frames, and several

configurations of girders). Sixteen different structures were considered for this bridge type,
taken from nine different studies described in Section 4.5.1. An additional three structures in
two different studies were excluded as irregular and are discussed in Section 4.5.2. This section
contains summaries of the studies from which vibrational data were taken, results and statistical
analysis, and conclusions for the reinforced concrete bridge type.
4.5.1

Summary of Included Studies
Table 4.4 provides a summary of all reinforced concrete bridges included in this analysis,

and the characteristics of each. The excitation type for each is also included. A short summary
of each of the studies is included following the table.
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Table 4.4
Study
Ågårdh
1994
Aktan et.
al 1992
Billing
1994
El-Borgi
et al. 2008
Haritos et
al. 1995
Lee et al.
1987
Salawu
and
Williams
1995
Wahab
and De
Roeck
1998
Ward
1984

Included studies for reinforced concrete bridges (Part 1 of 2).
Excitation
Type
impact
impact
ambient
ambient
forced
impact

Sp

L (ft)[m]

W (ft)[m]

G

Continuity

3

(65.6)[20.0]

(23.0)[7.0]

slab

continuous

Frequency (Hz)
1st
2nd
3rd
mode mode mode
5.08
9.52
10.45

3

(40.0)[12.2]

(36.5)[11.1]

slab

continuous

8.45

10.70

13.18

VB

T

T

2
1

(52.0)[15.9]
(55.0)[16.8]

-

simple
simple

10.63
12.00

14.06
15.44

15.50
-

VB
VB

T
T

T
-

7

(82.0)[25.0]

(47.9)[14.6]

4
rigid
frame
11

simple

4.29

4.85

6.32

VB

T

T

3

(26.9)[8.2]

(22.0)[6.7]

5

continuous

13.50

15.50

17.20

VB

T

T

3

(52.5)[16.0]

(29.2)[8.9]

2

8.00

-

12.00

VB

-

T

6

(67.2)[20.5]

(45.0)[13.7]

voided
slab

continuous
(double T)
continuous

7.00

8.40

9.50

VB

-

T

3

(128.9)[39.3]

(85.3)[26.0]

5

continuous

1.89

2.21

2.95

VB

-

-

1
2
2

(109.9)[39.3]
(47.9)[14.6]
(47.9)[14.6]

-

-

simple
-

4.50
10.20
10.20

-

-

-

-

-

forced

1st
mode
VB

Mode Shape
2nd
3rd
mode
mode
VB
VB

ambient

ambient
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Table 4.4 (Continued) Included studies for reinforced concrete bridges (Part 2 of 2).
Study

Ward
1984
Yang et
al. 2012

Excitation
Type
ambient
ambient

Sp

L (ft)[m]

W (ft)[m]

G

Continuity

2
2
5

(46.9)[14.3]
(46.9)[14.3]
(87.9)[26.8]
(87.9)[26.8]
(98.4)[30.0]

(59.0)[18.0]

8

-

Frequency (Hz)
1st
2nd
3rd
mode
mode mode
10.20
10.00
4.00
3.70
5.00
-

Mode Shape
1st
2nd
3rd
mode mode mode
-

Sp = number of spans; L = main span length (ft)[m]; W = span width (ft)[m]; G = number of girders; Information fields left blank are
intentional are a result of lack of data in that category for a particular study. Under the mode shapes, VB stands for vertical bending
and T stands for torsional.
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Ågårdh (1994) completed a study investigating the use of experimental modal analysis
for condition evaluation of concrete bridges through frequency analysis. Impact excitation was
utilized as the method of bridge excitation. The experiment includes two case studies: a
prestressed concrete bridge loaded to failure (not included in this meta-analysis) and a reinforced
concrete bridge.
Aktan et al. (1992) completed a study designed to establish procedures for allowing full
utilization of reinforced concrete slab bridge capacity amid concerns that this bridge type was
being labeled structurally deficient without just cause. The study involved loading a
decommissioned bridge to failure with dynamic measurements taken before and as a structure
was loaded to failure. Impact was the excitation method for capturing dynamic characteristics
before loading to failure.
Billing (1984) performed dynamic testing on twenty seven bridges across the Ontario
area in order to fully develop and validate dynamic load allowance criterion contained in the
Ontario Highway Bridge Design Code. This testing utilized ambient excitation in the form of
traffic to determine the dynamic responses of the bridges. Of the twenty seven bridges studied,
two were reinforced concrete bridges that are used in this portion of the analysis.
A study by El-Borgi et al. (2008) presented a methodology for structural assessment of
reinforced concrete bridges in Tunisia. The presented methodology utilized ambient excitation
as a means of modal signature identification for finite element mode updating. A single bridge
was presented as a case study in the investigation.
Haritos et al. (1995) completed a study investigating the use of a specially designed
hydraulic shaker to capture dynamic characteristics of short span reinforced concrete bridges.
The need for assessing in-service condition of bridges is of growing concern in Victoria,
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Australia where the study was performed. This type of dynamic testing was investigated for use
as an alternative to more traditional static load tests. A single bridge was investigated in this
study.
An experiment completed by Lee et al. (1987) was designed to show the importance of
properly estimating/assuming boundary conditions to make numerical bridge models useful.
Static and dynamic tests were carried out on the same reinforced concrete bridge span with the
static test used to calibrate the mathematical model. This model was then used to predict
dynamic characteristics of the bridge with validation coming from the experimental dynamic
bridge testing. Impact was utilized as the bridge excitation source.
Dynamic characteristics of a reinforced concrete bridge before and after a series of
repairs were captured in a study by Salawu and Williams (1995). A mass shaker was used to
excite the single bridge contained in the study to capture dynamic characteristics. Only the
frequencies obtained before repairs were utilized in this meta-analysis as a condition assessment
contained in the original study indicated that the bridge did not have significant enough
deterioration to warrant any change in nominal capacity.
Wahab and De Roeck (1998) undertook a study to investigate the three types of
excitation available for dynamic testing as well as use the results from the dynamic testing to
validate numerical bridge models. Three bridges were contained in the study: a reinforced
concrete bridge, a prestressed concrete bridge, and a concrete box girder bridge. Only the
reinforced concrete bridge is contained in this section of the meta-analysis with the prestressed
concrete bridge contained in Section 4.6.2 and the box girder contained in Section 4.7.2. The
frequencies reported for this structure were those obtained using ambient excitation.
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A study investigating the link between bridge integrity and vibrational characteristics
gathered through traffic excitation was undertaken by Ward (1984). The premise was that
deterioration of a structure would cause a change in stiffness and thus frequency, which could be
detected through ambient excitation (traffic) without interruption to use of the structure while
providing insight into structural integrity. Eighteen structures were considered, nine of which
were reinforced concrete bridges. Of these nine bridges, seven were included in the metaanalysis and two were excluded. Further discussion on the excluded bridges can be found in
Section 4.5.2.
Yang et al. (2012) completed a study utilizing ambient excitation on a reinforced concrete
multi-girder bridge in order to obtain the dynamic characteristics. These measured results were
compared to calculated values obtained from a finite element model to determine if the model
would be a useful tool in predicting bridge behavior. Good agreement was found between the
predicted and measured values.
4.5.2

Summary of Excluded Studies
In the course of reviewing literature for vibrational characteristics of reinforced concrete

bridges and analysis of the modes for each, several studies were deemed to be irregular and were
excluded from the meta-analysis. Table 4.5 summarizes each of the excluded studies for
reference. A short summary of each study with reasons for exclusion is given following Table
4.5.
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Table 4.5

Study

Excluded studies for reinforced concrete bridges.
Excitatio
n Type

Sp

L (ft)[m]

W (ft)[m]

G

Continuity

Frequency (Hz)
1st
2nd
3rd
mode mode mode

Mode Shape
1st
2nd
3rd
mode mode mode

Ågårdh
impact
1 (68.9)[21.0] (16.4)[5.0]
simple
8.00 19.50 21.50
VB
T
VB
1991
ambient
4 (61.3)[18.7]
10.20
Ward
1984
ambient
4 (61.3)[18.7]
10.20
Sp = number of spans; L = main span length (ft)[m]; W = span width (ft)[m]; G = number of girders; Information fields left blank are
intentional are a result of lack of data in that category for a particular study. Under the mode shapes, VB stands for vertical bending
and T stands for torsional.
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Ågårdh (1991) completed a study into the use of modal analysis for two concrete bridges
in an attempt to develop a non-destructive test method for damage detection in concrete bridges.
Two bridges were contained in the study: a prestressed concrete bridges and a reinforced
concrete bridge. This study utilized impact excitation. The study was excluded because of the
presentation of frequencies obtained in testing. The frequencies are contained in a bar graph
only. This author was concerned about the introduction of too much uncertainty in interpreting
the results from the bar graphs, so the reinforced concrete bridge in this study was excluded from
the meta-analysis.
A study investigating the link between bridge integrity and vibrational characteristics
gathered through traffic excitation was undertaken by Ward (1984). The premise was that
deterioration of a structure would cause a change in stiffness and thus frequency, which could be
detected through ambient excitation (traffic) without interruption to use of the structure while
providing insight to structural integrity. Eighteen structures were considered, nine of which were
reinforced concrete bridges. Of these nine bridges, seven were included in the meta-analysis and
two were excluded. The excluded bridges were side by side bridges carrying traffic in two
directions. Measurements on the bridges were the same, but there was significant disparity in the
frequencies given for the first mode. Because the reasons for this are unclear, this author felt that
the pair of bridges should be excluded from this meta-analysis.
4.5.3

Results and Analysis
As much data as possible was gleaned from each study including the name of the bridge,

number of spans, main span length, width, number of girders, continuity, frequencies for the first
three modes, and mode shapes for the first three modes. Not all studies contained all data, but at
a minimum the main span length and some of the modal frequencies were available and included
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in this meta-analysis. For this section, 100% of the studies contained data for the first mode,
50% contained data for the second mode, and 50% contained data for the third mode. The data
are visualized in several ways in the next several plots. In Figure 4.19, the main span length (ft)
versus frequency (Hz) for the first three modes is shown. Each of the modes is represented by a
different color and marker for ease of differentiation. The trend amongst all modes is clearly
seen, with additional investigation being done for each individual mode in Figure 4.20 through
4.31.
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Main Span Length (ft) vs. Frequency (Hz) for the first three modes of reinforced
concrete bridges.

In Figure 4.19 all modes appear to follow a power law trend, with additional investigation
performed for each individual mode in Figure 4.20 through 4.31. For each of these modes, three
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graphs are shown: a linear-axis plot, log-log plot, and a linear-axis plot with a 95% prediction
interval. As previously discussed in Section 4.2.3, data with a power law relationship yields a
straight line on log-log scale. The data has been shown both ways to demonstrate the fit of a
power law relationship. The prediction intervals are indicative that there is 95% confidence that
the true span length for a given frequency is found within the interval.
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Figure 4.20

Linear-axis plot of Main Span Length (ft) vs. Frequency (Hz) for the first mode of
reinforced concrete bridges. All reinforced concrete bridges are included in this
plot.
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Figure 4.21

Log-log plot of Main Span Length (ft) vs. Frequency (Hz) for the first mode of
reinforced concrete bridges. All reinforced concrete bridges are included in this
plot.
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Figure 4.22

Linear-axis plot of Main Span Length (ft) vs. Frequency (Hz) for the first mode of
reinforced concrete bridges with a 95% prediction interval. All reinforced
concrete bridges are included in this plot.
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Figure 4.23

Linear-axis plot of Main Span Length (ft) vs. Frequency (Hz) for the first mode of
reinforced concrete bridges. Only girder bridges were included here, meaning
slabs and rigid frames have been excluded.
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Figure 4.24

Linear-axis plot of Main Span Length (ft) vs. Frequency (Hz) for the first mode of
reinforced concrete bridges. Only girder bridges were included here, meaning
slabs and rigid frames have been excluded.
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Figure 4.25

Linear-axis plot of Main Span Length (ft) vs. Frequency (Hz) for the first mode of
reinforced concrete bridges with a 95% prediction interval. Only girder bridges
were included here, meaning slabs and rigid frames have been excluded.
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Figure 4.26

Linear-axis plot of Main Span Length (ft) vs. Frequency (Hz) for the second mode
of reinforced concrete bridges. All reinforced bridges are included in this data.
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Figure 4.27

Log-log plot of Main Span Length (ft) vs. Frequency (Hz) for the second mode of
reinforced concrete girder bridges. All reinforced bridges are included in this data.
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Figure 4.28

Linear-axis plot of Main Span Length (ft) vs. Frequency (Hz) for the second mode
of reinforced concrete bridges with a 95% prediction interval. All reinforced
bridges are included in this data.
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Figure 4.29

Linear-axis plot of Main Span Length (ft) vs. Frequency (Hz) for the third mode of
reinforced concrete bridges. All reinforced concrete bridges are included in this
data.
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Figure 4.30

Log-log plot of Main Span Length vs. Frequency (Hz) for the third mode of
reinforced concrete bridges. All reinforced concrete bridges are included in this
data.
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Figure 4.31

Linear-axis plot of Main Span Length (ft) vs. Frequency (Hz) for the third mode of
reinforced concrete bridges with a 95% prediction interval. All reinforced
concrete bridges are included in this data.

For Figures 4.20 through 4.31, the trends for each mode are as expected with frequency
increasing as the span length of the structure decreases both due to decreased mass and increased
stiffness of the structure since frequency is based on Equation 4.1. For each of these individual
plots, regression analysis was used to identify the line of best fit which best captured the
relationship between span length and frequency (power law). This was checked by plotting data
on a log-log plot as power law relationships in data will plot linear on a log-log plot. The
calculated coefficient of determination (R2) for each shows good agreement in the regression
analysis.
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After plotting Figure 4.20 through 4.22, the author was interested to see if the coefficient
of determination (R2) was meaningfully affected by the presence of so many bridges types within
reinforced concrete including girder bridges, slab bridges in multiple types, and rigid frame
bridges. Figure 4.20 through 4.22 include the first modes of all reinforced concrete bridges
while Figure 4.23 through 4.25 include only girder type bridges. The R2 value does increase
with the exclusion of slab and rigid frame type bridges. Further discussion on this point is
included in Section 4.5.4.
4.5.4

Conclusions for Reinforced Concrete Bridges
There appears to be more variability in the data for reinforced concrete bridges than for

either of the steel bridge types, however this is not unexpected. Reinforced concrete construction
differs by nature of types of construction (multiple girder configurations, slabs, and rigid
frames), material strengths, and reinforcing. One solution to see a tighter grouping of data would
be to further subdivide the reinforced concrete data into girders, slabs, and rigid frames. This
was not possible within this data set because there were not enough studies of each type to be
able to draw any meaningful conclusions on anything other than girder type bridges. Another
possible solution for tighter grouping would be additional data on reinforced concrete bridges as
a whole. The author suspects that additional data for the whole category of bridges would have
also provided more grouping amongst the data based on volume of data.
A comparison was also made here to see if exclusion of all but girder type bridges would
have any effect on the analysis. Comparing Figure 4.20 through 4.22 and Figure 4.23 through
4.25, excluding all but girder type bridges clearly improves both the coefficient of determination
(a measure of fit to the line) and the 95% prediction interval. The author believes that future
effort should be given to further subdividing the reinforced concrete bridge type into girder, slab,
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and rigid frame with additional data in each to have a better understanding of the reinforced
bridge category as a whole.
Another interesting trend seen in Figures 4.23 through 4.25 are the two clusters of bridges
when the reinforced concrete bridge data is subdivided to only include girder type bridges. The
author believes this is most likely to do with available data, but including additional studies in
this chart would provide more information on whether this is a function of available data or
actually a function of typical span lengths for reinforced concrete bridges, specifically girder
bridges. A comparison between simple and continuous span bridges was not possible as data for
simple spans was sparse.
4.6

Prestressed Concrete Bridges
This section encompasses all prestressed concrete bridges, which includes slabs and

several configurations of girders. This section contains data for both prestressed and posttensioned bridges as post-tensioning is considered a type of prestressing. Fourteen different
structures were considered for this bridge type, taken from eight different studies described in
Section 4.6.1. An additional four structures in four different studies were excluded as irregular
and are discussed in Section 4.6.2. This section contains summaries of the studies from which
vibrational data were taken, results and statistical analysis, and conclusions for the prestressed
concrete bridge type.
4.6.1

Summary of Included Studies
Table 4.6 provides a summary of all prestressed concrete bridges included in this

analysis, and the characteristics of each. The excitation type for each is also included. A short
summary of each of the studies is included following Table 4.6.
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Table 4.6

Study

Billing
1994

Creed
1987
Green
and
Cebon
1993
Morassi
and
Tonon
2008
Parloo et
al. 2005

Included studies for prestressed concrete bridges (Part 1 of 2).

Sp

L (ft)[m]

W (ft)[m]

G

Continuity

3

(60.0)[18.3]

-

6

continuous

Frequency (Hz)
1st
2nd
3rd
mode mode mode
8.88
10.06 14.25

1
1
3
3

(135.7)[41.4]
(54.0)[16.5]
(42.0)[12.8]
(70.0)[21.3]

-

simple
simple
continuous
continuous

3.13
8.06
7.13
5.88

3.94
9.63
9.19
6.31

7.25
11.38
12.94
-

VB
VB
VB
VB

T
T
T
T

TB
TB
VB
-

2

(125.0)[38.1]

-

5
6
slab
8
voided
slab

continuous

1.69

2.63

3.31

TB

T

VB

ambient

6

(88.6)[27.0]

-

4

simple

4.11

4.77

14.61

VB

T

VB

impact

3

(73.5)[22.4]

(46.6)[14.2]

13

simple

5.70

6.90

7.40

-

-

-

forced

3

(106.8)[32.6]

(41.0)[12.5]

slab

continuous

3.24

5.32

8.40

VB

T

VB

ambient

8

(83.6)[25.5]

(34.4)[10.5]

7

continuous

4.91

5.48

-

VB

T

-

Excitation
Type

ambient
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Mode Shape
1st
2nd
3rd
mode mode mode
VB
T
VB

Table 4.6 (Continued) Included studies for prestressed concrete bridges (Part 2 of 2).
Study
Wahab
and De
Roeck
1998
Yin et al.
2011
Zenunovi
c et al.
2015

Sp

L (ft)[m]

W (ft)[m]

G

Continuity

3

(128.9)[39.3]

(85.28)[26.0]

5

continuous

Frequency (Hz)
1st
2nd
3rd
mode mode mode
1.89
2.21
2.95

3

(126.3)[38.5]

(42.6)[13.0]

4

continuous

2.35

3.29

4.41

VB

-

-

ambient

7

(131.2)[40.0]

(39.4)[12.0]

5

continuous

1.99

3.01

3.66

T

T

VB

ambient

5

(82.0)[25.0]

(34.11)[10.4]

4

continuous

3.86

4.97

5.34

TB

VB

T

Excitation
Type
ambient

Mode Shape
1st
2nd
3rd
mode mode mode
VB
-

Sp = number of spans; L = main span length (ft)[m]; W = span width (ft)[m]; G = number of girders; Information fields left blank are
intentional are a result of lack of data in that category for a particular study. Under the mode shapes, VB stands for vertical bending, T
stands for torsional, and TB stands for transverse bending.

128

Billing (1984) performed dynamic testing on twenty seven bridges across the Ontario
area in order to fully develop and validate dynamic load allowance criterion contained in the
Ontario Highway Bridge Design Code. This testing utilized ambient excitation in the form of
traffic to determine the dynamic responses of the bridges. Of the twenty seven bridges studied,
six were prestressed concrete bridges that are used in this portion of the analysis.
A study completed by Creed (1987) explored the equipment and methods used to collect
and analyze dynamic structural data for health monitoring. Two case studies were included: an
offshore structure and a prestressed concrete bridge. Only the prestressed bridge was used as a
part of this meta-analysis. Ambient excitation was utilized in the study.
Green and Cebon (1993) completed an investigation into modal testing of two highway
bridges, one prestressed girder and one prestressed box girder, for comparison to predictions
made by simplified models of the bridges. Of these two bridges, only the prestressed girder is
included in this section of the meta-analysis with the prestressed box girder included in Section
4.7.2. Impact was utilized to excite both structures. Good agreement was obtained between the
simplified numerical models and the experimentally obtained values, with implications for
deterioration assessment.
An investigation into the use of dynamic testing for identification of structural bridge
characteristics was completed by Morassi and Tonon (2008) for use in structural condition
monitoring. The case study presented in the study was a prestressed concrete bridge. Forced
excitation from a mass shaker was used as the bridge excitation source. The experimental data
was then used to update the finite element model of the bridge to be used for structural condition
monitoring.
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Moss et al. (1982) completed a study into the dynamic characteristics of three
prestressed bridges as a means of comparing experimentally obtained data with theoretical
predictions. The bridge excitation source was ambient excitation for the results used in this
meta-analysis, although the original study also investigated forced transverse vibration. Lack of
agreement between the mathematical models and measured results were hypothesized to be due
to the difficulty in estimating material properties for in-situ prestressed concrete bridges for
which full, detailed design plans were unavailable.
An investigation for validation of a sensitivity-based mode shape normalization
procedure for large civil structures was completed by Parloo et al. (2005). A prestressed
concrete bridge was used as the case study. Two excitation sources were used for the bridge:
ambient in the form of normal traffic flow and forced. Only the results obtained using ambient
vibration are reported in this meta-analysis. Results of the study validated the use of the
sensitivity-based mode shape normalization procedure for large civil structures.
Wahab and De Roeck (1998) undertook a study to investigate the three types of
excitation available for dynamic testing as well as use the results from the dynamic testing to
validate numerical bridge models. Three bridges were contained in the study: a reinforced
concrete bridge, a prestressed concrete bridge, and a concrete box girder bridge. Only the
prestressed bridge is contained in this section of the meta-analysis with the reinforced concrete
bridge contained in Section 4.5.2 and the box girder contained in Section 4.7.2. The frequencies
reported for this structure were those obtained using ambient excitation.
Investigation of how high-pier bridges react to moving loads was completed by Yin et al.
(2011). Most researchers are most concerned with the vertical vibration of a bridge, but moving
loads can also excite significant lateral bridge vibrations. The case study was a high pier
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prestressed concrete bridge. The excitation source used was ambient excitation. The method
proposed in this paper was validated using both theoretical predictions and experimentally
obtained values.
Zenunovic et al. (2015) investigated the dynamic characteristics of three bridges utilizing
ambient excitation as the bridge excitation source for comparison to mathematical models of the
same bridges. The three bridges studied were a prestressed concrete girder bridge, a prestressed
concrete box girder bridge, and a cable stayed bridge. Only the prestressed concrete girder
bridge is included in this section of the meta-analysis with the box girder bridge and the cablestayed bridge appearing later in this chapter, Section 4.7.1 and Section 4.9.1, respectively.
4.6.2

Summary of Excluded Studies
In the course of reviewing literature for vibrational characteristics of prestressed concrete

bridges and analysis of the modes for each, several studies were deemed to be irregular and were
excluded from the meta-analysis. Table 4.7 summarizes each of the excluded studies for
reference. A short summary of each study with reasons for exclusion is given following Table
4.7.
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Table 4.7

Study

Excluded studies for prestressed concrete bridges.

Excitation
Type

Sp

L (ft)[m]

W (ft)[m]

G

Continuity

Frequency (Hz)
1st
2nd
3rd
mode mode mode

Mode Shape
1st
2nd
3rd
mode mode mode

Ågårdh
impact
1 (105.0)[32.0] (32.8)[10.0] 2
simple
5.00
8.00 11.50
VB
T
VB
1991
Hogan et
forced
3
(29.9)[9.1]
5
5.66 12.40 13.10
TB
LG
VB
al. 2016
Lin and
Yang
ambient
6
(98.4)[30.0] (54.1)[16.5] 5
simple
3.73
7.57 14.93
VB
TB
VB
2005
Taskov
forced
8 (124.6)[38.0] (34.4)[10.5] 4 continuous 1.32
2.66
5.02
TB
TB
TB
1989
Sp = number of spans; L = main span length (ft)[m]; W = span width (ft)[m]; G = number of girders; Information fields left blank are
intentional are a result of lack of data in that category for a particular study. Under the mode shapes, VB stands for vertical bending, T
stands for torsional, TB stands for transverse bending, and LG stands for longitudinal.
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Ågårdh (1991) completed a study into the use of modal analysis for two concrete bridges
in an attempt to develop a non-destructive test method for damage detection in concrete bridges.
Two bridges were contained in the study: a prestressed concrete bridges and a reinforced
concrete bridge. This study utilized impact excitation. The study was excluded because of the
presentation of frequencies obtained in testing. The frequencies are contained in a bar graph
only. This author was concerned about the introduction of too much uncertainty in interpreting
the results from the bar graphs, so the reinforced concrete bridge in this study was excluded from
the meta-analysis.
Hogan et al. (2016) investigated the modal behavior of the bridge-foundation system
using forced excitation as the bridge excitation source. Because the substructure behavior was of
more interest in this study, the mass shakers were used to excite the bridge in the transverse and
longitudinal direction. While the movement of the superstructure was recorded by the sensors
located there, the movement is a secondary effect caused by substructure (pier) movement rather
than true modes of the superstructure. Thus, this author made the decision to exclude this study
from the meta-analysis.
Lin and Yang (2005) investigated the use of a passing vehicle to both excite and then
scan fundamental bridge frequencies. The bridge included in the study was a prestressed
concrete girder bridge. The study utilized ambient excitation in the form of a truck pulling a
trailer. The second mode for the bridge was reported as a transverse mode, and a significant gap
was present from the second to third mode. In addition to transverse modes being very unlikely
to be detected by infrasound, this author also has concerns that a mode was missed between the
second and third mode that is skewing the results of the plots of span length vs. frequency. For
these reasons, this study was excluded from the meta-analysis.
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Taskov (1989) completed a study on seismic resistance of structures using a
mathematical model. Two bridges, a prestressed box girder and a prestressed girder, were
investigated. This study, similar to the study by Hogan et al. (2016) was focused only on
longitudinal and transverse modes, neither of which are likely to be captured by infrasound. For
this reason, this author chose to exclude this study from the meta-analysis. In addition, there
appears to be some discrepancy in bridge descriptions and figures related to those structures.
4.6.3

Results and Analysis
As much data as possible was gleaned from each study including the name of the bridge,

number of spans, main span length, width, number of girders, continuity, frequencies for the first
three modes, and mode shapes for the first three modes. Not all studies contained all data, but at
a minimum the main span length and some of the modal frequencies were available and included
in this meta-analysis. For this section, 100% of the studies contained data for the first mode,
100% contained data for the second mode, and 85% contained data for the third mode. The data
are visualized in several ways in the next several plots. In Figure 4.32, the main span length (ft)
versus frequency (Hz) for the first three modes is shown. Each of the modes is represented by a
different color and marker for ease of differentiation. The trend amongst all modes is clearly
seen, with additional investigation being done for each individual mode in Figures 4.33 through
4.44.
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Main Span Length (ft) vs. Frequency (Hz) for prestressed girder bridges.

In Figure 4.32 all modes appear to follow a power law trend, with additional investigation
performed for each individual mode in Figures 4.33 through 4.44. For each of these modes,
three graphs are shown: a linear-axis plot, log-log plot, and a linear-axis plot with a 95%
prediction interval. As previously discussed in Section 4.2.3, data with a power law relationship
yields a straight line on log-log scale. The data has been shown both ways to demonstrate the fit
of a power law relationship. The prediction intervals are indicative that there is 95% confidence
that the true span length for a given frequency is found within the interval.
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Figure 4.33

Linear-axis plot of Main Span Length (ft) vs. Frequency (Hz) for the first mode of
prestressed concrete bridges. All prestressed bridges are included in this plot.

136

Main Span Length, ft

1000

100

10

Slabs
included
y = 209.61x-0.634
R² = 0.8211
1
1

10

Frequency, Hz

Figure 4.34

Log-log plot of Main Span Length (ft) vs. Frequency (Hz) for the first mode of
prestressed concrete bridges. All prestressed bridges are included in this plot.
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Figure 4.35

Linear-axis plot of Main Span Length (ft) vs. Frequency (Hz) for the first mode of
prestressed concrete bridges with a 95% prediction interval. All prestressed
bridges are included in this plot.
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Figure 4.36

Linear-axis plot for Main Span Length (ft) vs. Frequency (Hz) for the first mode of
prestressed concrete bridges. Only prestressed girder type bridges are included in
this plot.
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Figure 4.37

Log-log plot of Main Span Length (ft) vs. Frequency (Hz) for the first mode of
prestressed concrete bridges. Only prestressed girder type bridges are included in
this plot.
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Figure 4.38

Linear-axis plot for Main Span Length (ft) vs. Frequency (Hz) for the first mode of
prestressed concrete bridges with 95% prediction interval. Only prestressed girder
type bridges are included in this plot.
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Figure 4.39

Linear-axis plot of Main Span Length (ft) vs. Frequency (Hz) for the second mode
of prestressed concrete bridges. All prestressed bridges are included in this plot.

142

Main Span Lenghth, ft

1000

100

10
y = 300.81x-0.764
R² = 0.8292

1
1

10

100

Frequency, Hz

Figure 4.40

Log-log plot of Main Span Length (ft) vs. Frequency (Hz) for the second mode of
prestressed concrete bridges. All prestressed bridges are included in this plot.

143

Figure 4.41

Linear-axis plot of Main Span Length (ft) vs. Frequency (Hz) for the second mode
of prestressed concrete bridges with 95% prediction interval. All prestressed
bridges are included in this plot.
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Figure 4.42

Linear-axis plot of Main Span Length (ft) vs. Frequency (Hz) for the third mode of
prestressed concrete bridges. All prestressed bridges are included in this plot.
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Figure 4.43

Log-log plot of Main Span Length (ft) vs. Frequency (Hz) for the third mode of
prestressed concrete bridges. All prestressed bridges are included in this plot.
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Figure 4.44

Linear-axis plot of Main Span Length (ft) vs. Frequency (Hz) for the third mode of
prestressed concrete bridges with 95% prediction interval. All prestressed bridges
are included in this plot

For Figures 4.33 through 4.44, the trends for each mode are as expected with frequency
increasing as the span length of the structure decreases both due to decreased mass and increased
stiffness of the structure since frequency is based on Equation 4.1. For each of these individual
mode plots, regression analysis was used to identify the line of best fit which best captured the
relationship between span length and frequency (power law). This was checked by plotting data
on a log-log plot as power law relationships in data will plot linear on a log-log plot. The
calculated coefficient of determination (R2) for each shows good agreement in the regression
analysis.
After plotting Figures 4.33 through 4.35, the author was interested to see if the coefficient
of determination (R2) was meaningfully affected by the presence of so many bridges types within
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prestressed concrete including girder bridges and slab bridges in multiple types. Figure 4.33
through 4.35 include the first modes of all prestressed concrete bridges while Figure 4.36
through 4.38 include only girder type bridges. The R2 value does increase with the exclusion of
slab bridges. Further discussion on this point is included in Section 4.6.4.
Figures 4.45 and 4.46 show the comparison of span length to frequency for simple and
continuous span prestressed concrete bridges. Only the first mode of each of the bridges is
captured in these figures.
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Figure 4.45

Main Span Length (ft) vs. Frequency (Hz) for the first mode of simple span
prestressed concrete bridges
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Figure 4.46

Main Span Length (ft) vs. Frequency (Hz) for the first mode of continuous span
prestressed concrete bridges

The same regression analysis techniques were used for all cases. For prestressed concrete
bridges, there appears to be good fit to the power law for both the simple and continuous span
bridges with similar coefficients of determination for each. Additional discussion is included in
Section 4.6.4.
4.6.4

Conclusions for Prestressed Concrete Bridges
There appears to be slightly less variability in the data for prestressed concrete bridges

than for reinforced concrete bridges, until the third mode is considered. While there is still
variability present in prestressed concrete construction types (multiple girder configures, slabs,
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etc.), prestressed concrete has more regularity in design and materials than reinforced concrete.
Another factor is that the majority of prestressed bridges contained in this meta-analysis are
girder bridges which introduces less variation than if there were a more even mix of slab and
girder. This is not unexpected as prestressed construction leans more toward girder bridges.
While the coefficients of determination for the first mode and second mode are both
relatively high (considering the factors of so many studies with varying experimental designs and
intents), the data for the third mode shows more spread. This author hypothesizes that there may
be modes that were missed, meaning the modes being presented as third modes may actually be
higher order modes. This also has an evident effect on the prediction intervals for each mode.
A comparison was also made here to see if exclusion of all but girder type bridges would
have any effect on the analysis. Comparing Figure 4.32 through 4.34 and Figure 4.35 through
4.37, excluding all but girder type bridges clearly improves both the coefficient of determination
(a measure of fit to the line) and the 95% prediction interval. The author believes that future
effort should be given to further subdividing the prestressed concrete bridge type into girder and
slab with additional data in each to have a better understanding of the prestressed bridge category
as a whole.
Another interesting trend seen in Figures 4.44 and 4.45 is how closely both simple span
and continuous span bridges match the trend line. This is opposite from the simple and
continuous plots for steel girder bridges. This author would have expected the opposite result
based on lack of variation in steel bridge construction and material type. Additional data across
both bridge types as well as additional analysis might provide answers to these questions, but
that is beyond the scope of this dissertation.
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4.7

Concrete Box Girder Bridges
This section encompasses all concrete box girder bridges. Eight different structures were

considered for this bridge type, taken from eight different studies described in Section 4.7.1. An
additional five structures in five different studies were excluded as irregular and are discussed in
Section 4.7.2. This section contains summaries of the studies from which vibrational data were
taken, results and statistical analysis, and conclusions for the concrete box girder bridge type.
4.7.1

Summary of Included Studies
Table 4.8 provides a summary of all concrete box girder bridges included in this analysis,

and the characteristics of each. The excitation type for each is also included. A short summary
of each of the studies is included following Table 4.8.
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Table 4.8
Study

Included studies for concrete box girder bridges.
Excitation Sp
Type

L (ft)[m]

W (ft)[m]

B

Continuity

Frequency (Hz)
Mode Shape
1st
2nd
3rd
1st
2nd
3rd
mode mode mode mode mode mode

Ashebo et
ambient
3 (75.4)[23.0] (34.7)[10.58] 2
continuous 4.67
6.25
VB
al. 2007
Billing
ambient
2 (100.0)[30.5]
4
continuous 3.63
4.94
5.69
VB
VB
T
1984
Deger et
forced
8 (124.6)[38.0] (45.9)[14.0]
3
continuous 1.85
2.38
2.69
T
T
VB
al. 1995
Green and
Cebon
impact
4 (72.0)[22.0] (37.8)[11.5]
3
continuous 6.80
8.60 18.00
1993
Lynch et
ambient
3 (150.9)[46.0] (41.3)[12.6]
1
continuous 2.98
4.35
5.03
VB VB
VB
al. 2006
Moss and
impact
5 (154.9)[47.2] (26.9)[8.2]
1
continuous 1.73
2.25
2.58
VB
VB
TB
Carr 1976
Peeters
and
ambient
3 (98.4)[30.0]
(28.2)[8.6]
2
3.86
4.90
9.77
VB
T
VB
Ventura
2003
Wahab
and De
ambient
3 (173.8)[53.0] (30.8)[9.4]
2
continuous 1.88
3.13
3.86
VB
Roeck
1998
Sp = number of spans; L = main span length (ft)[m]; W = span width (ft)[m]; B = number of boxes (cells); Information fields left blank
are intentional are a result of lack of data in that category for a particular study. Under the mode shapes, VB stands for vertical
bending, T stands for torsional, and TB stands for transverse bending.
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Ashebo et al (2007) completed a study investigating dynamic loads on a skew concrete
box girder bridge to determine if the skew angle had significant impact on dynamic behavior of
the structure. Ambient excitation in the form of normal traffic conditions was utilized. Three
tests using ambient excitation were used. The test occurring earliest in the day is represented in
the vibrational data in Table 4.8 as temperature inversions are likely be present early in the day,
making infrasound detection more likely. Conclusions of the study showed little influence of the
skew angle of the bridge on distribution factors, which the study authors attributed to the low
width-to-span ratio of the bridge.
Billing (1984) performed dynamic testing on twenty seven bridges across the Ontario
area in order to fully develop and validate dynamic load allowance criterion contained in the
Ontario Highway Bridge Design Code. This testing utilized ambient excitation in the form of
traffic to determine the dynamic responses of the bridges. Of the twenty seven bridges studied,
one was a concrete box girder bridge that is used in this portion of the analysis.
Deger et al. (1995) investigated modal properties of a concrete box girder bridge both
before and after strengthening of the structure. This study utilized forced excitation. Data
collected in the presented study were also used to validate a finite element model for use in
further analysis of the effectiveness of the strengthening measures employed for the bridge.
Only vibrational characteristics observed prior to strengthening were presented in Deger et al.
(1995) and in Table 4.8.
Green and Cebon (1993) completed a study investigating the modal properties of two
bridges with the goal of comparing the experimentally obtained results with predicted modal
properties from simple mathematical models. Of the two bridges, one was prestressed concrete
(included in Section 4.6.2) and the other was concrete box girder. Impact excitation was
153

employed for both cases. Results compared theoretical and experimentally determined modal
parameters.
Lynch et al. (2006) investigated the use of a wireless structural health monitoring system
for the Geumdang Bridge, a bridge composed of both a pre-cast concrete girder section (4 spans)
and a post-tensioned concrete box girder section (3 spans). The concrete box girder section was
chosen as the section to be instrumented. Excitation for the bridge was ambient. The authors of
that study proposed that additional research was needed to make the wireless monitoring system
more viable for future applications.
Moss and Carr (1976) completed a study to determine the vertical and lateral natural
frequencies of the Timaru Port Bridge through several construction stages for comparison with
theoretical finite element analysis. Excitation methods for the structure include impact loading
to excite the vertical modes and forced excitation to excite the lateral loads. Only vibrational
results from the bridge after completion of construction are presented in this meta-analysis.
Vertical modes showed good agreement while the lateral modes did not, with the study authors
hypothesizing the discrepancy involved the way the foundations were modeled.
Peeters and Ventura (2003) compared several modal parameter estimation techniques and
all three excitation types (ambient, impact, and forced) to investigate variation between each.
All data came from a standardized data set for a single bridge taken from the European BriteEuRam System Identification to Monitor Civil Engineering Structures (SIMCES) project. Only
the ambient results are presented in this meta-analysis. Results of the study indicated that the
quality of modal parameter identification was dependent on both the identification method and
the excitation type.
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Wahab and De Roeck (1998) undertook a study to investigate the three types of
excitation available for dynamic testing as well as use the results from the dynamic testing to
validate numerical bridge models. Three bridges were contained in the study: a reinforced
concrete bridge, a prestressed concrete bridge, and a concrete box girder bridge. Only the
concrete box girder bridge is contained in this section of the meta-analysis with the reinforced
concrete bridge contained in Section 4.5.2 and the prestressed concrete bridge contained in
Section 4.6.2. The frequencies reported for this structure were those obtained using ambient
excitation.
4.7.2

Summary of Excluded Studies
In the course of reviewing literature for vibrational characteristics of concrete box girder

bridges and analysis of the modes for each, several studies were deemed to be irregular and were
excluded from the meta-analysis. Table 4.9 summarizes each of the excluded studies for
reference. A short summary of each study with reasons for exclusion is given following Table
4.9.
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Table 4.9

Study

Excluded studies for concrete box girder bridges.

Excitation Sp
Type

L (ft)[m]

W (ft)[m]

B

Continuity

Frequency (Hz)
Mode Shape
1st
2nd
3rd
1st
2nd
3rd
mode mode mode mode mode mode

Douglas
and Reid
forced
5
(106.0)[32.3] (31.0)[9.5] 4
2.72
3.73
5.35
TB
TB
TB
1982
Gentile
and
ambient
3
(205.0)[62.5] (33.1)[10.1] 3
cantilever
2.62
3.16
6.64
VB
VB
T
Bernardini
2010
Panetsos et
ambient
4 (770.8)[235.0] (45.8)[14.0] 1 continuous
0.28
0.44
0.57
TB
TB
TB
al. 2010
Richardson
and
impact
10 (105.0)[32.0]
1
simple
Douglas
1987
Zenunovic
ambient
3
(288.6)[88]
(58.4)[17.8] 4
et al. 2015
Sp = number of spans; L = main span length (ft)[m]; W = span width (ft)[m]; B = number of boxes (cells); Information fields left
blank are intentional are a result of lack of data in that category for a particular study. Under the mode shapes, VB stands for vertical
bending, T stands for torsional, and TB stands for transverse bending.
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Douglas and Reid (1982) completed a study investigating identification of bridge
dynamic properties, load distribution, and soil-structure interaction such as could be expected
under seismic loading. Because of this, the experiment was specifically designed to excite
transverse modes of the bridge. While this type of experiment is valid and necessary for the
study of seismic loading of bridges and a better understanding of the soil-structure interaction to
be expected, it does not accurately represent superstructure modes of the bridge. Rather, the
transverse modes are more likely due to substructure movement causing coupled superstructure
movement. For this reason, this study was excluded.
Gentile and Bernardini (2010) completed a study using ambient vibration to test an
interferometric radar as a new technique of non-contact monitoring. In the test, accelerometers
were employed as a validation of the results seen using the interferometric radar. In plotting the
data, there is a significant disparity between the frequencies reported by the original authors of
this study and frequencies for bridges with span lengths approaching the span presented, placing
the frequencies above what would be expected for a bridge of this span length. This author
hypothesizes that there is a possibility that type of bridge construction (cantilever with a
suspended span) could be affecting the frequencies. It is also possible that the height of the piers
are causing first modes in the transverse direction which are not being captured by the employed
accelerometers, as the accelerometers called out in the study are only single axis.
Panetsos et al. (2010) outlined a structural health monitoring system of the Metsovo
Bridge in Greece and investigated dynamic properties of the structure in order to validate a finite
element model of the bridge-foundation-soil interaction. The study utilized ambient excitation.
The first four modes of the bridge captured were transverse modes. This is not unexpected as the
Metsovo Bridge is one of the highest bridges in Greece, and higher piers tend to have more
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motion (similar to unbraced length of a column). The movement is a valid mode, but is a
secondary effect caused by substructure (pier) movement rather than true modes of the
superstructure. Thus, this author made the decision to exclude this study from the meta-analysis.
Richardson and Douglas (1987) investigated the dynamic characteristics of a long-span
concrete box girder bridge utilizing impact excitation. The study did not, however, summarize
frequency results in a table. The frequencies are contained in a bar graph only. This author was
concerned about the introduction of too much uncertainty in interpreting the results from the bar
graphs, so the concrete box girder bridge in this study was excluded from the meta-analysis.
Zenunovic et al. (2015) investigated the dynamic characteristics of three bridges utilizing
ambient excitation as the bridge excitation source for comparison to mathematical models of the
same bridges. The three bridges studied were a prestressed concrete girder bridge, a prestressed
concrete box girder bridge, and a cable stayed bridge. Only the prestressed concrete box girder
bridge is included in this section of the meta-analysis with the prestressed concrete bridge and
the cable-stayed bridge appearing in Section 4.6.1 and Section 4.9.1, respectively. While the
frequency data for the prestressed concrete bridge was summarized in a table, the data for the
prestressed concrete box girder were not. This author was concerned about the introduction of
too much uncertainty in interpreting the results, so the concrete box girder bridge in this study
was excluded from the meta-analysis.
4.7.3

Results and Analysis
As much data as possible was gleaned from each study including the name of the bridge,

number of spans, main span length, width, number of boxes (cells), continuity, frequencies for
the first three modes, and mode shapes for the first three modes. Not all studies contained all
data, but at a minimum the main span length and some of the modal frequencies were available
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and included in this meta-analysis. For this section, 100% of the studies contained data for the
first mode, 87% contained data for the second mode, and 100% contained data for the third
mode. The data are visualized in several ways in the next several plots. In Figure 4.47, the main
span length (ft) versus frequency (Hz) for the first three modes is shown. Each of the modes is
represented by a different color and marker for ease of differentiation. The trend amongst all
modes is clearly seen, with additional investigation being done for each individual mode in
Figures 4.48 through 4.56.
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Main Span Length (ft) vs. Frequency (Hz) for first three modes of concrete box
girder bridges.
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In Figure 4.47 all modes appear to follow a power law trend, with additional investigation
performed for each individual mode in Figures 4.48 through 4.56. For each of these modes,
three graphs are shown: a linear-axis plot, log-log plot, and a linear-axis plot with a 95%
prediction interval. As previously discussed in Section 4.2.3, data with a power law relationship
yields a straight line on log-log scale. The data has been shown both ways to demonstrate the fit
of a power law relationship. The prediction intervals are indicative that there is 95% confidence
that the true span length for a given frequency is found within the interval.
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Figure 4.48

Linear-axis plot of Main Span Length (ft) vs. Frequency (Hz) for the first mode of
concrete box girder bridges.
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Figure 4.49

Log-log plot of Main Span Length (ft) vs. Frequency (Hz) for the first mode of
concrete box girder bridges.
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Figure 4.50

Linear-axis plot of Main Span Length (ft) vs. Frequency (Hz) for the first mode of
concrete box girder bridges with 95% prediction interval.
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Figure 4.51

Linear-axis plot of Main Span Length (ft) vs. Frequency (Hz) for the second mode
of concrete box girder bridges.
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Figure 4.52

Log-log plot of Main Span Length (ft) vs. Frequency (Hz) for the second mode of
concrete box girder bridges.
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Figure 4.53

Linear-axis plot of Main Span Length (ft) vs. Frequency (Hz) for the second mode
of concrete box girder bridges with 95% prediction interval.
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Figure 4.54

Linear-axis plot of Main Span Length (ft) vs. Frequency (Hz) for the third mode of
concrete box girder bridges.
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Figure 4.55

Log-log plot of Main Span Length (ft) vs. Frequency (Hz) for the third mode of
concrete box girder bridges.
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Figure 4.56

Linear-axis plot of Main Span Length (ft) vs. Frequency (Hz) for the third mode of
concrete box girder bridges with 95% prediction interval.

For Figures 4.48 through 4.56, the trends for each mode are as expected with frequency
increasing as the span length of the structure decreases both due to decreased mass and increased
stiffness of the structure since frequency is based on Equation 4.1. For each of these individual
mode plots, regression analysis was used to identify the line of best fit which best captured the
relationship between span length and frequency (power law). This was checked by plotting data
on a log-log plot as power law relationships in data will plot linear on a log-log plot. The
calculated coefficient of determination (R2) for each shows good agreement in the regression
analysis.
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4.7.4

Conclusions for Concrete Box Girder Bridges
There appears to be more variability in the data for concrete box girder bridges as

compared to other bridge types in this chapter to this point. This is not unexpected as the
configurations available for concrete box girder bridges vary widely as do the type of
reinforcing: conventional or prestressed. While the coefficient of determination for the first
mode is relatively high considering the factors of so many studies with varying experimental
designs and intents, the data for the second and third modes show more spread. This author
hypothesizes that there may be modes that were missed, meaning the modes being presented as
second and third modes may actually be higher order modes. One possible solution for obtaining
a tighter data grouping (and higher coefficient of determination) would be additional data on
concrete box girder bridges. The author suspects that additional data could provide more
grouping amongst the data based on volume of data.
There is also a significant spread in the 95% prediction interval in all modes of concrete
box girders, which can be attributed to the variability in the data as described above as well as a
sparsity of data. More data points would likely narrow the band for the prediction interval.
While more data on this bridge type as a whole and/or splitting the type into conventionally
reinforced and prestressed could help the variability seen here, the author hypothesizes that the
most significant issue here is the wide range of variations on concrete box girder configurations.
A comparison between simple and continuous span bridges was not possible as data for
simple spans was sparse.
4.8

Truss Bridges
This section encompasses all truss bridges, including deck trusses and through trusses.

Seven different structures were considered for this bridge type, taken from seven different
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studies described in Section 4.8.1. One additional structure in one study was excluded as
irregular and is discussed in Section 4.8.2. This section contains summaries of the studies from
which vibrational data were taken, results and statistical analysis, and conclusions for the truss
bridge type.

4.8.1

Summary of Included Studies
Table 4.10 provides a summary of all truss bridges included in this analysis, and the

characteristics of each. The excitation type for each is also included. A short summary of each
of the studies is included following Table 4.10.
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Table 4.10
Study

Included studies for truss bridges.
Excitation
Type

Sp

L (ft)[m]

W (ft)[m]

G

Continuity

Frequency (Hz)
1st
2nd
3rd
mode mode mode

Mode Shape
1st
2nd
3rd
mode mode mode

Catbas et al.
ambient
3 (1644.0)[501.2] (77.0)[23.5] - continuous 0.37
1.08 1.54
VB
VB
VB
2000
Dai et al.
ambient
1
(109.0)[33.2]
(16.1)[4.9]
simple
5.30
2016
Billing 1984
ambient
1
(150.0)[45.7]
simple
2.88
5.06
Grimmelsman
ambient
3
(100.0)[30.5]
(22.3)[6.8]
simple
4.17
6.62 9.56
VB
T
VB
et al. 2014
Kohoutek
ambient
5
(140.8)[42.9]
simple
3.48
9.90 10.26 VB
VB
VB
1993
Shelley et al.
forced
1
(262.4)[80.0]
(19.7)[6]
simple
3.33
5.90 6.12
VB
T
VB
1995
Shepherd et
ambient
3
(269.9)[82.3] (16.0)[4.88] - continuous 1.10
1.78 2.65
TB
VB
VB
al. 1979
Sp = number of spans; L = main span length (ft)[m]; W = span width (ft)[m]; G = number of girders (not applicable to trusses in this
case since we are not rating the floor systems); Information fields left blank are intentional are a result of lack of data in that category
for a particular study. Under the mode shapes, VB stands for vertical bending, T stands for torsional, and TB stands for transverse
bending.
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Catbas et al. (2000) completed an investigation into the dynamic characteristics of the
Commodore Barry Bridge, a steel through truss bridge, in order to calibrate and validate finite
element models of the bridge for use as tools in future engineering decisions concerning the
bridge. While the whole bridge is 13,192 ft long, only the portion consisting of the through truss
was analyzed in the study. Ambient excitation was employed for determination of dynamic
characteristics.
In an effort to better understand the dynamic behavior of historical wrought iron truss
brides, an investigation was completed by Dai et al. (2016). Bridges constructed of this material
are historical structures. The age of these structures makes understanding structural properties
and identifying health conditions vital for continued usage. Dai et al. (2016) explored a
proposed wireless sensor network to try to extract the dynamic characteristics from a wrought
iron through truss bridge. Excitation sources for this structure included ambient and forced.
Only the results obtained from ambient excitation are included in this study.
Billing (1984) performed dynamic testing on twenty seven bridges across the Ontario
area in order to fully develop and validate dynamic load allowance criterion contained in the
Ontario Highway Bridge Design Code. This testing utilized ambient excitation in the form of
traffic to determine dynamic responses of these bridges. Of the twenty seven bridges studied,
one was a through truss bridge that is used in this portion of the analysis.
Grimmelsman et al (2014) investigated a new type of shaker for implementation in
dynamic bridge testing in order to assess the uncertainty in dynamic parameters identified
through ambient vibration testing. The study used a pony truss bridge as a case study. Both the
shaker and traditional ambient excitation were considered in the experiment, although only the
results obtained using ambient excitation are included in this meta-analysis.
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Kohoutek (1993) performed dynamic testing utilizing traffic loads on a multi-span,
simply supported bridge both before and after the reconstruction of the deck to evaluate the
effectiveness of this type of reconstruction. It is important to note that the middle span of this
bridge is a through truss, included in this section. The other four spans were steel girder spans
with the same approximate lengths and are included in Section 4.3.1. While the deck had
significant cracking, testing shows that it was still distributing loads and thus the modal results
were included in this meta-analysis. Ambient excitation in the form of traffic loading was
utilized in this study.
A structural vibration-control system was implemented and the results reported in Shelley
et al. (1995), including practical problems associated with the system that must be addressed
before the technology is suitable for wide application within the engineering community. As
part of the study, the dynamic motion of the through truss bridge was captured before
implementation of the system in order to quantify reduction in movement. Forced excitation was
used to excite the structure. Results of the study concluded that the a reduction in global mode
response was achieved, but that additional testing research was needed to overcome some of the
associated practical problems associated with a full-scale implementation.
Following reports of ‘lively response’ in the Mohaka Bridge, a deck truss, Shepherd et al.
(1979) completed an investigation into the dynamic properties of the bridge to determine if
significant motion was present. Modal properties were numerically predicted and then validated
using experimental data. Dynamic movement of the bridge was found to be within acceptable
limits. Ambient sources provided excitation of the structure.
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4.8.2

Summary of Excluded Studies
In the course of reviewing literature for vibrational characteristics of truss bridges and

analysis of the modes for each, a single study was deemed to be irregular and was excluded from
the meta-analysis. Table 4.11 summarizes the pertinent information for the excluded study for
reference. A short summary of the study with reasons for exclusion is given following Table
4.11.
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Table 4.11
Study

Excluded study for truss bridges.
Excitation Sp
Type

L (ft)[m]

W (ft)[m]

G

Frequency (Hz)
Mode Shape
Continuity 1st
2nd
3rd
1st
2nd
3rd
mode mode mode mode mode mode

Caicedo
et al.
ambient
2 (203.4)[62.0]
simple
1.90 2.80 3.20
TB
VB
T
2001
Sp = number of spans; L = main span length (ft)[m]; W = span width (ft)[m]; G = number of girders (not applicable to trusses in this
case since we are not rating the floor systems); Information fields left blank are intentional are a result of lack of data in that category
for a particular study. Under the mode shapes, VB stands for vertical bending, T stands for torsional, and TB stands for transverse
bending.
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Caicedo et al. (2001) investigated the Hormiguero Bridge, a two-span through truss
bridge. In the course of reviewing the paper, it became apparent through the description of the
structure that the bridge had significant deterioration. One of the assumptions set forth in the
methodology (Section 4.2.1) of this meta-analysis states that the bridges considered are all
undamaged and in fair to good condition. Because the descriptions of this structure did not fall
within one of those categories, it has been excluded from the meta-analysis.
4.8.3

Results and Analysis
As much data as possible was gleaned from each study including the name of the bridge,

number of spans, main span length, width, continuity, frequencies for the first three modes, and
mode shapes for the first three modes. Note that number of girders is not included for this bridge
type as the girders are not the primary longitudinal load carrying mechanism. Not all studies
contained all data, but at a minimum the main span length and some of the modal frequencies
were available and included in this meta-analysis. For this section, 85% of the studies contained
data for the first mode, 100% contained data for the second mode, and 71% contained data for
the third mode. The data are visualized in several ways in the next several plots. In Figure 4.57,
the main span length (ft) versus frequency (Hz) for the first three modes is shown. Each of the
modes is represented by a different color and marker for ease of differentiation. The trend
amongst all modes is clearly seen, with additional investigation being done for each individual
mode in Figures 4.58 through 4.66.
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bridges.

In Figure 4.57 all modes appear to follow a power law trend, with additional investigation
performed for each individual mode in Figures 4.58 through 4.66. For each of these modes,
three graphs are shown: a linear-axis plot, log-log plot, and a linear-axis plot with a 95%
prediction interval. As previously discussed in Section 4.2.3, data with a power law relationship
yields a straight line on log-log scale. The data has been shown both ways to demonstrate the fit
of a power law relationship. The prediction intervals are indicative that there is 95% confidence
that the true span length for a given frequency is found within the interval.
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Figure 4.58

Linear-axis plot for Main Span Length (ft) vs. Frequency (Hz) for the first mode of
truss bridges.
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Figure 4.59

Log-log plot of Main Span Length (ft) vs. Frequency (Hz) for the first mode of
truss bridges.
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Figure 4.60

Linear-axis plot for Main Span Length (ft) vs. Frequency (Hz) for the first mode of
truss bridges with 95% prediction interval.
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Figure 4.61

Linear-axis plot for Main Span Length (ft) vs. Frequency (Hz) for the second mode
of truss bridges.
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Figure 4.62

Log-log plot of Main Span Length (ft) vs. Frequency (Hz) for second mode of
truss bridges.
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Figure 4.63

Linear-axis plot for Main Span Length (ft) vs. Frequency (Hz) for the second mode
of truss bridges with 95% prediction interval.
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Figure 4.64

Linear-axis plot of Main Span Length (ft) vs. Frequency (Hz) for third mode of
truss bridges.
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Figure 4.65

Log-log plot of Main Span Length (ft) vs. Frequency (Hz) for the third mode of
truss bridges.

185

Figure 4.66

Linear-axis plot of Main Span Length (ft) vs. Frequency (Hz) for third mode of
truss bridges with 95% prediction interval.

For Figures 4.58 through 4.66, the trends for each mode are as expected with frequency
increasing as the span length of the structure decreases both due to decreased mass and increased
stiffness of the structure since frequency is based on Equation 4.1. For each of these individual
mode plots, regression analysis was used to identify the line of best fit which best captured the
relationship between span length and frequency (power law). This was checked by plotting data
on a log-log plot as power law relationships in data will plot linear on a log-log plot. The
calculated coefficient of determination (R2) for each shows good agreement in the regression
analysis.
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4.8.4

Conclusions for Truss Bridges
The data for truss bridges all plots out with reasonable coefficients of determination,

given the variability amongst the studies considered in experimental setup, excitation type, and
processing methods. This result is a little unexpected to the author as there are so many
variations for configuration of trusses. It should be noted that there is not as much data for truss
bridges as for some of the other types. This is a contributing factor to the spread seen in the data.
The prediction intervals seen in Figures 4.60, 4.63, 4.66 have a higher variability than that seen
for the other bridge types. The author hypothesizes this is caused by both the sparsity of data for
this bridge type and the highly variable main span lengths for this type of bridge, ranging from
approximately 100 ft to just over 1600 ft. The author feels that additional study involving more
dynamic characterization studies for truss bridges should be undertaken before drawing
definitive conclusions concerning truss bridges.
A comparison between simple and continuous span bridges was not possible as data for
continuous spans. This was also due to the sparsity of data for this bridge type.
4.9

Cable-Stayed Bridges
This section encompasses cable-stayed bridges. Fourteen different structures were

considered for this bridge type, taken from thirteen different studies described in Section 4.9.1.
One additional structure in one study was excluded as irregular and is discussed in Section 4.9.2.
This section contains summaries of the studies from which vibrational data were taken, results
and statistical analysis, and conclusions for the cable-stayed bridge type.

187

4.9.1

Summary of Included Studies
Table 4.12 provides a summary of all cable-stayed bridges included in this analysis, and

the characteristics of each. The excitation type for each is also included. A short summary of
each of the studies is included following Table 4.12. Note that the span counts are to the
author’s knowledge and not all studies listed bridge approach spans in the total span count.
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Table 4.12
Study
Asadollahi
and Li 2017
Benedettini
and Gentile
2011
Chang et al.
2001
Clemente et
al. 1998
Cunha et al.
2001
Felber et al.
1996
Gentile and
Martinez Y
Cabrera
1997
Liu and
Zhang 2010
Macdonald
et al. 1997

Included studies for cable-stayed bridges (Part 1of 2).
Excitation
Type

Sp

L (ft)[m]

W (ft)[m]

G

Continuity

Frequency (Hz)
1st
2nd
3rd
mode mode mode

ambient

3

(1128.3)[344.0]

(41.2)[12.6]

-

continuous

0.32

0.44

0.64

TB

VB

VB

ambient

2

(229.6)[70.0]

(44.3)[13.5]

-

continuous

1.06

2.18

2.26

VB

VB

VB

ambient

5

(1410.4)[430.0]

(115.5)[35.2]

-

continuous

0.39

0.49

0.66

VB

TB

VB

impact

2

(295.2)[90.0]

(85.6)[26.1]

-

continuous

0.90

1.30

2.50

VB

VB

T

ambient

7

(1377.6)[420.0]

(101.7)[31.0]

-

continuous

0.30

0.34

0.44

TB

VB

VB

ambient

8

(570.7)[174.0]

(32.8)[10.0]

-

continuous

0.40

0.67

0.74

TB

T

VB

11

(225.3)[68.70]

(59.04)[18.0]

-

continuous

0.91

1.40

2.16

VB

VB

VB

11

(664.2)[202.5]

(59.04)[18.0]

-

continuous

0.84

1.40

2.06

VB

VB

VB

ambient

7

(3569.0)[1088]

(111.5)[34.0]

-

continuous

0.08

0.19

0.20

TB

VB

VB

ambient

5

(1496.0)[456.0]

(113.5)[34.6]

-

continuous

0.34

0.35

0.52

TB

VB

VB

ambient
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Mode Shape
1st
2nd
3rd
mode mode mode

Table 4.12 (Continued) Included studies for cable-stayed bridges (Part 2 of 2).
Study
Ren and
Peng
2005
Smith
1980
Weng et
al. 2007
Yan and
Chen
2009

Excitation
Type

Sp

L (ft)[m]

W (ft)[m]

G

Continuity

Frequency (Hz)
1st
2nd
3rd
mode
mode mode

Mode Shape
1st
2nd
3rd
mode mode mode

ambient

5

(1984.0)[605.0]

(88.6)[27.0]

-

continuous

0.23

0.26

0.27

VB

TB

VB

ambient

3

(769.8)[234.7]

(100.4)[30.6]

-

continuous

0.46

0.74

1.14

VB

VB

VB

ambient

2

(393.6)[120.0]

(78.7)[24.0]

-

continuous

0.60

0.98

1.46

VB

VB

T

ambient

3

(1150.0)[350.6]

(96.1)[29.3]

-

continuous

0.34

0.42

0.50

VB

VB

VB

Sp = number of spans; L = main span length (ft)[m]; W = span width (ft)[m]; G = number of girders (not applicable to cable-stayed
bridges in this case since we are not rating the floor systems); Information fields left blank are intentional are a result of lack of data in
that category for a particular study. Under the mode shapes, VB stands for vertical bending, T stands for torsional, and TB stands for
transverse bending.
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Asadollahi and Li (2017) completed an investigation into the modal properties of a cablestayed bridge using data collected on a dense wireless structural health monitoring system
already in place on the bridge. The system utilizes ambient excitation to capture dynamic
characteristics of the bridge. Using data collected over the course of a year, a statistical analysis
was performed on all modal properties of the bridge. An investigation into the effect of
temperature on frequency was also completed with the results showing the effect to be small.
This author believes that the temperature finding may also be dependent on locale of the bridge
under study.
The investigation completed by Benedettini and Gentile (2011) captured the dynamic
properties of a cable-stayed bridge as well as the cables of the bridge. Both instances utilized
ambient excitation. Data for the bridge were captured using traditional accelerometers while a
radar vibrometer was used to capture deflection and local natural frequencies of the stay cables.
Modal data was used to validate a finite element model of the structure.
Chang et al. (2001) completed an investigation into a long-span cable-stayed bridge in
order validate a finite element model of the structure created from design drawings. Dynamic
characteristics were calculated from data obtained using ambient excitation of the structure. The
study emphasized the importance of model updating using field data to create a more accurate
finite element model.
Clemente et al. (1998) completed a study to determine the dynamic characteristics of the
Garigliano Bridge in Italy. Impact excitation was used to excite the structure to extract the
needed data. These dynamic properties were then compared to a finite element model of the
bridge with good results, indicating that the initial model accurately captured boundary
conditions for the bridge.
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Dynamic testing of the Vasco De Gama Bridge was completed by Cunha et al. (2001)
utilizing ambient excitation with data collected by a series of sensors located on the bridge deck
and towers. In addition, a laser interferometry system was used to investigate dynamic
properties of the stay cables. Processing of the collected data showed good correlation between
experimentally- and numerically-obtained frequencies and modes.
Felber et al. (1996) investigated the Ganterbridge using ambient vibration testing
software from the Swiss Federal Laboratories for Material Testing and Research (EMPA).
Natural frequencies and mode shapes were identified for the bridge to be used in validation of a
future finite element model of the bridge.
Gentile and Martinez Y Cabrera (1997) investigated both the theoretical and
experimentally determined dynamic characteristics of a cable-stayed bridge post-repair. The
bridge consists of several approach spans as well as three independent cable-stayed structures,
one of which is the focus of the investigation. Sensors were deployed on both spans of the
structure and results reported separately. While the number of spans called out in Table 4.12 is
eleven, only a single span is associated with the frequencies shown in the table.
Theoretical and experimental investigations into the dynamic characteristics of the
Sutong Bridge in China were completed by Liu and Zhang (2010). A dense sensor network was
used to collect dynamic motion of the structure excited through ambient means. The results
compared well with the theoretical results determined using the three-dimensional finite element
model of the bridge developed from design drawings.
Macdonald et al. (1997) completed a study investigating the dynamic behavior of the
Second Severn Crossing through multiple stages of construction to be compared to wind tunnel
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model testing completed before construction. Ambient excitation was utilized for the study. The
frequencies and modes presented in Table 4.12 are from the completed bridge.
Ren and Peng (2005) completed a survey of the dynamic behavior of the Qingzhou
Bridge to aid in development of a baseline finite element model of the bridge. This model will
be useful in future monitoring efforts. Ambient excitation was utilized in this study. The
resulting dynamic characteristics determined from experimental data were used to complete a
three-dimensional finite element model that has good correlation to the experimental data.
In an effort to better understand wind effects on varying bridge types, additional analysis
of previously collected data on the Wye Bridge (Eyre and Smith (1977) shown in the excluded
studies section) was completed by Smith (1980) for comparison to wind tunnel testing. Ambient
excitation was used in the original experiment. Smith (1980) presents additional modes not
shown in the original study. Results show that wind tunnel test predictions were accurate. It was
also determined that vortex-shedding associated with the wind was unlikely to cause enough
loading cycles to contribute significantly to fatigue of the bridge.
Weng et al. (2007) presented two modal identification methods for use when ambient
excitation is used to determine characteristics of a cable-stayed bridge. The bridge under study
showed significant interaction between the deck and cables as evidenced by the presence of
similar modal frequencies in each.
The primary consideration of Yan and Chen (2009) was the evaluation of seismic
behavior of the Bill Emerson Memorial Bridge. A three-dimensional finite element model of the
bridge was developed and then calibrated and validated using data collected through ambient
excitation of the bridge on the seismic instrumentation permanently affixed to the bridge.
Earthquake design safety factors were also investigated for the structure.
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4.9.2

Summary of Excluded Studies
In the course of reviewing literature for vibrational characteristics of cable-stayed bridges

and analysis of the modes for each, a single study was excluded from the meta-analysis, but not
for any irregularity. The data for the paper was already contained in another study. Rather than
count the bridge twice and skew the results, the study was excluded. Table 4.13 summarizes the
pertinent information for the excluded study for reference. A short summary of the study is
given following Table 4.13. Note that the span counts are to the author’s knowledge and not all
studies listed bridge approach spans in the total span count.
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Table 4.13
Study

Excluded studies for cable-stayed bridges.
Excitation Sp
Type

L (ft)[m]

W (ft)[m]

G

Continuity

Frequency (Hz)
Mode Shape
1st
2nd
3rd
1st
2nd
3rd
mode mode mode mode mode mode

Eyre and
Smith
ambient
3 (770.8)[235.0]
- continuous 0.46
VB
1977
Sp = number of spans; L = main span length (ft)[m]; W = span width (ft)[m]; G = number of girders (not applicable to cable-stayed
bridges in this case since we are not rating the floor systems); Information fields left blank are intentional are a result of lack of data in
that category for a particular study. Under the mode shapes, VB stands for vertical bending, T stands for torsional, and TB stands for
transverse bending.
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Eyre and Smith (1977) completed a study on the dynamic responses of steel box girder
bridges to the ambient excitation sources of wind and traffic in order to reassess bridge loading
rules. In this study, three bridges were considered. Of these bridges, two were included in
Section 4.4.1 of this meta-analysis while the other was considered in this section. While all three
are technically box girder bridges, the cable-stayed superstructure of one of the bridge was better
contained in this section. Ambient excitation was considered for all bridges within this study.
4.9.3

Results and Analysis
As much data as possible was gleaned from each study including the name of the bridge,

number of spans, main span length, width, continuity, frequencies for the first three modes, and
mode shapes for the first three modes. . Note that number of girders is not included for this
bridge type as the girders are not the primary longitudinal load carrying mechanism. Not all
studies contained all data, but at a minimum the main span length and some of the modal
frequencies were available and included in this meta-analysis. For this section, 100% of the
studies contained data for the first mode, 100% contained data for the second mode, and 100%
contained data for the third mode. The data are visualized in several ways in the next several
plots. In Figure 4.67, the main span length (ft) versus frequency (Hz) for the first three modes is
shown. Each of the modes is represented by a different color and marker for ease of
differentiation. The trend amongst all modes is clearly seen, with additional investigation being
done for each individual mode in Figures 4.68 through 4.76.

196

4000
3500

Main Span Length, ft

3000
2500
2000
1500
1000
500
0
0.0

0.5

1.0

1.5

2.0

2.5

3.0

Frequency, Hz
1st Mode

Figure 4.67

2nd Mode

3rd Mode

Main Span Length (ft) vs. Frequency (Hz) for the first three modes of cable-stayed
bridges.

In Figure 4.67 all modes appear to follow a power law trend, with additional investigation
performed for each individual mode in Figures 4.68 through 4.76. For each of these modes,
three graphs are shown: a linear-axis plot, log-log plot, and a linear-axis plot with a 95%
prediction interval. As previously discussed in Section 4.2.3, data with a power law relationship
yields a straight line on log-log scale. The data has been shown both ways to demonstrate the fit
of a power law relationship. The prediction intervals are indicative that there is 95% confidence
that the true span length for a given frequency is found within the interval.
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Figure 4.68

Linear-axis plot of Main Span Length (ft) vs. Frequency (Hz) for the first mode of
cable-stayed bridges.
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Figure 4.69

Log-log plot of Main Span Length (ft) vs. Frequency (Hz) for first mode of cablestayed bridges.
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Figure 4.70

Linear-axis plot of Main Span Length (ft) vs. Frequency (Hz) for the first mode of
cable-stayed bridges with 95% prediction interval.
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Figure 4.71

Linear-axis plot for Main Span Length (ft) vs. Frequency (Hz) for the second mode
of cable-stayed bridges.
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Figure 4.72

Log-log plot for Main Span Length (ft) vs. Frequency (Hz) for the second mode of
cable-stayed bridges.
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Figure 4.73

Linear-axis plot for Main Span Length (ft) vs. Frequency (Hz) for the second mode
of cable-stayed bridges with 95% prediction interval.
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Figure 4.74

Linear-axis plot for Main Span Length (ft) vs. Frequency (Hz) for the third mode
of cable-stayed bridges.
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Figure 4.75

Log-log plot for Main Span Length (ft) vs. Frequency for the third mode of cablestayed bridges.
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Figure 4.76

Linear-axis plot for Main Span Length (ft) vs. Frequency (Hz) for the third mode
of cable-stayed bridges with 95% prediction interval.

For Figures 4.68 through 4.76, the trends for each mode are as expected with frequency
increasing as the span length of the structure decreases both due to decreased mass and increased
stiffness of the structure since frequency is based on Equation 4.1. For each of these individual
mode plots, regression analysis was used to identify the line of best fit which best captured the
relationship between span length and frequency (power law). This was checked by plotting data
on a log-log plot as power law relationships in data will plot linear on a log-log plot. The
calculated coefficient of determination (R2) for each shows good agreement in the regression
analysis.
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4.9.4

Conclusions for Cable-Stayed Bridges
The data for cable-stayed bridges all plot out with high coefficients of determination,

given the variability amongst the studies in experimental setup, excitation type, and processing
methods. This result is not unexpected to the author as cable-stay bridge design and material
selection is a more controlled process. The author finds it interesting that the coefficient of
determination for the second and third modes are slightly higher than that of the first mode. It is
hypothesized that this could be a result of some of the included studies having missed the true
first bridge mode. Likewise, the width of the prediction intervals, while not as closely spaced as
that for some other bridge types considered in this chapter, are still more closely spaced than
several of the bridge types such as concrete box girders or truss bridges. A comparison between
simple and continuous span bridges was not possible as all bridges considered were continuous.
4.10

Suspension Bridges
This section encompasses suspension bridges. Sixteen different structures were

considered for this bridge type, taken from fifteen different studies described in Section 4.10.1.
An additional eleven structures in ten studies were excluded as irregular and are discussed in
Section 4.10.2. This section contains summaries of the studies from which vibrational data were
taken, results and statistical analysis, and conclusions for the suspension bridge type.
4.10.1

Summary of Included Studies
Table 4.14 provides a summary of all truss bridges included in this analysis, and the

characteristics of each. The excitation type for each is also included. A short summary of each
of the studies is included following Table 4.14. Note that the span counts are to the author’s
knowledge and not all studies listed bridge approach spans in the total span count.
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Table 4.14
Study
AbdelGhaffar 1977
AbdelGhaffar and
Scanlan
1985
Brownjohn
et al. 1989
Brownjohn
et al. 1992
Brownjohn
et al. 2010
Brownjohn
et al. 2018
Conte et al.
2008
McLamore
et al. 1971a
Siringoringo
and Fujino
2007

Included studies for suspension bridges (Part 1 of 2).
Excitation
Type

Sp

L (ft)[m]

W (ft)[m]

G

Continuity

Frequency (Hz)
1st
2nd
3rd
mode mode
mode

ambient

3

(1500.0)[457.3]

(59.2)[18.0]

-

continuous

0.20

0.22

0.35

VB

VB

VB

ambient

3

(4198.4)[1280.0]

(89.9)[27.4]

-

continuous

0.05

0.09

0.12

TB

VB

VB

ambient

13

(3522.7)[1074.0]

(109.6)[33.4]

-

continuous

0.07

0.13

0.16

TB

VB

VB

ambient

3

(3575.2)[1090.0]

(127.92)[39.0]

-

continuous

0.08

0.13

0.16

TB

VB

VB

ambient

3

(4624.8)[1410.0]

(93.5)[28.5]

-

continuous

0.06

0.12

0.14

TB

VB

VB

ambient

3

(1551.4)[473.0]

(40.0)[12.2]

-

continuous

0.12

0.20

0.26

T

VB

VB

ambient

3

(2387.8)[728.0]

(85.3)[26.0]

-

continuous

0.19

0.20

0.26

VB

VB

VB

ambient

3
3

(1600.0)[487.8]
(1600.0)[487.8]

(66.0)[20.1]
(39.0)[11.9]

-

continuous
continuous

0.16
0.11

0.19
0.21

0.23
0.26

TB
TB

VB
VB

VB
VB

ambient

5

(2361.6)[720.0]

(75.4)[23.0]

-

continuous

0.13

0.15

0.22

VB

VB

VB
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1st
mode

Mode Shape
2nd
3rd
mode
mode

Table 4.14 (Continued) Included studies for suspension bridges (Part 2 of 2).
Study
Wang et al.
2010
Williams
1983
Xu et al.
1997
Xu et al.
2002
Zhang et al.
2013

Excitation
Type

Sp

L (ft)[m]

W (ft)[m]

G

Continuity

Frequency (Hz)
1st
2nd
3rd
mode
mode
mode

ambient

15

(4887.2)[1490.0]

(119.1)[36.3]

-

continuous

0.06

0.12

0.14

TB

VB

VB

ambient

3

(1098.8)[335.0]

(262.4)[80.0]

-

continuous

0.32

0.37

0.67

VB

-

-

ambient

3

(4516.6)[1377.0]

(118.1)[36.0]

-

continuous

0.07

0.12

0.14

TB

VB

VB

ambient

3

(2912.6)[888.0]

-

-

continuous

0.10

0.13

0.17

TB

VB

VB

ambient

3

(1800.72)[549.0]

(92.7)[28.3]

-

continuous

0.18

0.22

0.31

VB

VB

VB

1st
mode

Mode Shape
2nd
3rd
mode
mode

Sp = number of spans; L = main span length (ft)[m]; W = span width (ft)[m]; G = number of girders (not applicable to suspension
bridges in this case since we are not rating the floor systems); Information fields left blank are intentional are a result of lack of data in
that category for a particular study. Under the mode shapes, VB stands for vertical bending, T stands for torsional, and TB stands for
transverse bending.
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Abdel-Ghaffar (1977) completed an investigation into the dynamic properties of the
Vincent-Thomas Suspension Bridge. Dynamic properties were extracted for the bridge using
ambient excitation and a series of seismometers mounted in specific locations along the bridge to
capture both vertical and torsional motion. These results were compared to results obtained in an
earlier study. Both sets of experimentally obtained results matched well with theoretically
calculated values for the first several modes of the bridge.
Data collected on the dynamic behavior of the Golden Gate Bridge was analyzed by
Abdel-Ghaffar and Scanlan (1985). The objectives of the investigation were to extract dynamic
characteristics for application to both wind and earthquake considerations as well as compare
with previously obtained dynamic characteristics to determine reliability of computation
methods. Ambient excitation was utilized in this study.
Brownjohn et al. (1989) used ambient excitation to extract dynamic characteristics of the
Bosporus Suspension Bridge. These results were compared to numerically determined results
from a three-dimensional finite element model of the bridge. Results were also compared to
those from an earlier study to ensure that the bridge continued to perform as expected.
Dynamic characteristics of the Fatih Sultan Mehmet Bridge were determined in
Brownjohn et al. (1992). Ambient excitation was utilized in the study. These results were then
used to validate a mathematical model of the bridge for use in seismic evaluation. For vertical
modes below 1 Hz, the comparison between experimental and numerical values was considered
to be sufficiently close for vertical and torsional modes of motion although it was noted that
there was insufficient excitation of transverse modes.
Dynamic characteristics of the Humber Bridge were experimentally determined by
Brownjohn et al. (2010) with ambient excitation utilized in the experiment. These dynamic
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properties were then used to both validate and update three-dimensional finite element models
for future use in structural health monitoring of the structure. Data collection was also treated as
an opportunity to evaluate current technology and modal identification methods.
Brownjohn et al. (2018) completed an investigation with several objectives including
application of a new monitoring system for ambient vibration testing that uses multiple units
synchronized across very long span structures and obtaining full structural modes for the
Jiangyin Yangtze River Bridge. Previously undetected transverse modes were determined,
which were most likely a result of tower motion.
Dynamic field testing utilizing ambient, forced, and impact excitation were completed on
the Alfred Zampa Memorial Bridge and documented in Conte et al. (2008). Results from the
excitation types were compared, with results indicating that the lower modes of the structure
were more likely to be excited by ambient excitation than forced or impact. The results of the
tests provided baseline dynamic values of the bridge to be used for comparison in future
structural health monitoring practice.
McLamore et al. (1971a) used ambient excitation to experimentally determine the
dynamic characteristics of two suspension bridges. Characteristics from the two bridges were
then compared to show the similarities between the two. Note that the lengths of the bridges
were the same while the width varied. The intent was to try to draw conclusions for rules of
thumb to be applied to design of suspension bridges.
Siringoringo and Fujino (2007) compared two processing techniques for system
identification to a data set obtained using ambient excitation of the structure. In addition to
comparing the results of each method to one another, results of both were compared to a finite
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element model of the bridge under study. Discussion on the accuracy and efficiency of each
method are also contained in the results of the study.
Dynamic testing using ambient excitation was used to extract modal properties of the
Runyang Suspension Bridge in order to develop, validate, and update a baseline finite element
model by Wang et al. (2010). The calibrated finite element model and the experimentally
obtained modal properties were shown to have good correlation, allowing for use of the model in
future structural health monitoring of the bridge.
Williams (1983) completed a study into vibration of civil engineering structures,
including an overview of the types of testing available. Case studies presented included a multistory building and the Tamar Suspension Bridge, which is included in this meta-analysis. In
addition to a novel laser based measuring system being tested, results were also recorded using
seismometers. Ambient excitation was utilized in this study. Dynamic characteristics of the
bridge were determined and reported.
A three-dimensional finite element model of the Tsing Ma Bridge was developed and
validated by Xu et al. (1997). Dynamic movement of the bridge caused by ambient excitation
was recorded and the modal properties of the bridge determined. Numerical and experimental
results showed good agreement, allowing for the use of the model in future long-term monitoring
studies of the bridge.
Xu et al. (2002) completed an assessment of dynamic characteristics of the Humen
Suspension Bridge with measurements collected utilizing a real-time kinematic (RTK) global
positioning system (GPS) excited by ambient motion of the structure. Multiple processing
techniques were then used for identification of modal properties and compared.
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Zhang et al. (2013) investigated some of the drawbacks associated with ambient vibration
testing and some potential mitigation strategies. These strategies were applied to a case study to
show mitigation of the uncertainties inherent with this type of testing. In addition, multiple
processing techniques for extraction of modal properties were completed and results compared.
The experimentally obtained results were then correlated with results from a finite element
model.
4.10.2

Summary of Excluded Studies
In the course of reviewing literature for vibrational characteristics of suspension bridges

and analysis of the modes for each, eleven bridges from ten studies were excluded from the
meta-analysis. Only one of these papers was excluded for irregularity. The data for each of the
remaining papers was already contained in another study. Rather than count the bridges twice
and skew the results, the studies were excluded. Table 4.15 summarizes the pertinent
information for the excluded study for reference. A short summary of the studies are given
following Table 4.15. Note that the span counts are to the author’s knowledge and not all studies
listed bridge approach spans in the total span count.
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Table 4.15
Study
AbdelGhaffar
1980
AbdelGhaffar
1980
Carder 1937
Erdoğan
and Gülal
2013
He et al.
2009
Littler and
Ellis 1986
McLamore
et al. 1971b
Nayeri et al.
2009
Paultre et
al. 2000
Vincent
1958

Excluded studies for suspension bridges.
Excitation
Type

Sp

L (ft)[m]

W (ft)[m]

G

Continuity

Frequency (Hz)
Mode Shape
1st
2nd
3rd
1st
2nd
3rd
mode mode mode mode mode mode

ambient

3

(1500.0)[457.3]

(59.2)[18.0]

-

continuous

0.20

0.22

0.35

VB

VB

VB

ambient

3

(1500.0)[457.3]

(59.2)[18.0]

-

continuous

0.20

0.22

0.35

VB

VB

VB

ambient

13

(4198.4)[1280.0]

(89.9)[27.4]

-

continuous

-

-

-

-

-

-

ambient

13

(3522.7)[1074.0]

(109.6)[33.4]

-

continuous

0.07

0.12

0.16

TB

VB

VB

ambient

3

(2378.8)[728.0]

(85.3)[26.0]

-

continuous

0.19

0.20

0.26

VB

VB

VB

ambient

3

(4624.8)[1410.0]

(93.5)[28.5]

-

continuous

0.06

0.12

0.14

TB

VB

TB

ambient

3
3

(1600.0)[487.8]
(1600.0)[487.8]

(66.0)[20.1]
(39.0)[11.9]

-

continuous
continuous

0.16
0.11

0.19
0.21

0.23
0.26

TB
TB

VB
VB

VB
VB

ambient

3

(2378.8)[728.0]

(85.3)[26.0]

-

continuous

0.19

0.20

0.26

-

-

-

ambient

-

(580.6)[177.0]

(30.0)[9.1]

-

continuous

0.65

0.87

1.27

VB

VB

T

ambient

13

(4198.4)[1280.0]

(89.9)[27.4]

-

continuous

-

-

-

-

-

-

Sp = number of spans; L = main span length (ft)[m]; W = span width (ft)[m]; G = number of girders (not applicable to suspension
bridges in this case since we are not rating the floor systems); Information fields left blank are intentional are a result of lack of data in
that category for a particular study. Under the mode shapes, VB stands for vertical bending, T stands for torsional, and TB stands for
transverse bending.
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Abdel-Ghaffar (1980) develops an additional method for analysis of free vertical
vibrations in suspension bridges. The data from Abdel-Ghaffar (1977) is used as validation of
the developed mathematical process.
Abdel-Ghaffar (1982) expands upon the research completed in Abdel-Ghaffar (1980) and
utilizes a continuum approach to include both vertical-torsional vibration and distortion of
suspension bridges. The results of his study were then compared to the results obtained from the
method developed in Abdel-Ghaffar (1980) and with the experimental data for the VincentThomas suspension bridge in Abdel-Ghaffar (1977).
Carder (1937) studied the natural vibrations of the Golden Gate Bridge during and after
completion of construction. Frequency data for the bridge could be backed out of what was
presented, but were not explicitly given. Carder (1937) can really be considered the seminal
paper for vibrational study of bridge using ambient excitation and has been included here for
completeness.
Erdoğan and Gülal (2013) collected dynamic characteristics of the Bosporus Bridge
(excited by ambient sources) using a Global Positioning System (GPS) and a Total Station (TS).
Frequency results were compared to previous studies of the bridge to ensure that the bridge
continued to function as intended. While the data here is the same as found in Brownjohn et al.
(1989), the study did not actually reference Brownjohn et al. (1989) but rather several other
studies of the bridge.
He et al. (2009) employs several different processing techniques to data collected on the
Alfred Zampa Memorial Bridge for identification of dynamic properties of the bridge. An
additional transverse mode before the modes reported in Conte et al. (2008) is reported by He et
al. (2009) across all of the processing methods investigated.
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Littler and Ellis (1986) further analyzed dynamic data from ambient excitation for the
Humber Bridge to show the difficulties associated with spectral analysis at that time, including
overestimation of damping ratios. The frequencies for this bridge are contained in Brownjohn et
al. (2010), after completion of another ambient vibration test for the bridge.
McLamore et al. (1971b) used ambient excitation to experimentally determine the
dynamic characteristics of two suspension bridges. Characteristics from the two bridges were
then compared to show the similarities between the two. Note that the lengths of the bridges
were the same while the width varied. The intent was to try to draw conclusions for rules of
thumb to be applied to design of suspension bridges. The data contained is the same as that from
McLamore et al. (1971a).
Nayeri et al. (2009) investigated another series of processing techniques for modal
identification using dynamic data from the Alfred Zampa Memorial Bridge. An additional
transverse mode before the modes reported in Conte et al. (2008) is reported by Nayeri et al.
(2009) across all of the processing methods investigated. This matches the mode seen in He et
al. (2009).
Paultre et al. (2000) investigated the Beauharnois Bridge, a combination suspension and
cable-stay bridge in Canada. Dynamic characteristics were determined for the bridge, postrehabilitation. Data collection utilized ambient excitation for the structure. Because this
combination bridge is so unique and unusual, the data for it has been excluded from this metaanalysis as it does not readily fall into either the suspension or cable-stay category. The
uniqueness of the structure also makes it unlikely that enough bridges of a similar type exist and
warrant additional study in this meta-analysis.
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Vincent (1958) analyzed bridge movement data (excited by ambient means) for the
Golden Gate Bridge collected by on-structure instrumentation over a period of years. Findings
indicated that the movement of the bridge was very consistent and matched well with model
estimations. Frequency data for the bridge could be backed out of what was presented, but were
not explicitly given. This study was included for completeness, but frequency data for the
Golden Gate Bridge is provided in Abdel-Ghaffar and Scanlan (1985) in Section 4.10.1.
4.10.3

Results and Analysis
As much data as possible was gleaned from each study including the name of the bridge,

number of spans, main span length, width, continuity, frequencies for the first three modes, and
mode shapes for the first three modes. . Note that number of girders is not included for this
bridge type as the girders are not the primary longitudinal load carrying mechanism. Not all
studies contained all data, but at a minimum the main span length and some of the modal
frequencies were available and included in this meta-analysis. For this section, 100% of the
studies contained data for the first mode, 100% contained data for the second mode, and 100%
contained data for the third mode. The data are visualized in several ways in the next several
plots. In Figure 4.77, the main span length (ft) versus frequency (Hz) for the first three modes is
shown. Each of the modes is represented by a different color and marker for ease of
differentiation. The trend amongst all modes is clearly seen, with additional investigation being
done for each individual mode in Figures 4.78 through 4.86.
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Main Span Length (ft) vs. Frequency (Hz) for the first three modes of suspension
bridges.

In Figure 4.77 all modes appear to follow a power law trend, with additional investigation
performed for each individual mode in Figures 4.78 through 4.86. For each of these modes,
three graphs are shown: a linear-axis plot, log-log plot, and a linear-axis plot with a 95%
prediction interval. As previously discussed in Section 4.2.3, data with a power law relationship
yields a straight line on log-log scale. The data has been shown both ways to demonstrate the fit
of a power law relationship. The prediction intervals are indicative that there is 95% confidence
that the true span length for a given frequency is found within the interval.
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Figure 4.78

Linear-axis plot for Main Span Length (ft) vs. Frequency (Hz) for the first mode of
suspension bridges.
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Figure 4.79

Log-log plot for Main Span Length (ft) vs. Frequency (Hz) for the first mode of
suspension bridges.
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Figure 4.80

Linear-axis plot for Main Span Length (ft) vs. Frequency (Hz) for the first mode of
suspension bridges with 95% prediction interval.
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Figure 4.81

Linear-axis plot for Main Span Length (ft) vs. Frequency (Hz) for the second mode
of suspension bridges.
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Figure 4.82

Log-log plot of Main Span Length (ft) vs. Frequency (Hz) for the second mode of
suspension bridges.
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Figure 4.83

Linear-axis plot for Main Span Length (ft) vs. Frequency (Hz) for the second mode
of suspension bridges with 95% prediction interval.
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Figure 4.84

Linear-axis plot for Main Span Length (ft) vs. Frequency (Hz) for the third mode
of suspension bridges.
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Figure 4.85

Log-log plot of Main Span Length (ft) vs. Frequency (Hz) for the third mode of
suspension bridges.
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Figure 4.86

Linear-axis plot for Main Span Length (ft) vs. Frequency (Hz) for the third mode
of suspension bridges with 95% prediction interval.

For Figures 4.78 through 4.86, the trends for each mode are as expected with frequency
increasing as the span length of the structure decreases both due to decreased mass and increased
stiffness of the structure since frequency is based on Equation 4.1. For each of these individual
mode plots, regression analysis was used to identify the line of best fit which best captured the
relationship between span length and frequency (power law). This was checked by plotting data
on a log-log plot as power law relationships in data will plot linear on a log-log plot. The
calculated coefficient of determination (R2) for each shows good agreement in the regression
analysis.
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4.10.4

Conclusions for Suspension Bridges
The data for suspension bridges all plot out with high coefficients of determination, given

the variability amongst the studies considered in experimental set up, excitation type, and
processing methods as the range covers a significant time span during which development of
new equipment and processing methods was rapid. This result is not unexpected to the author as
suspension bridge design and material selection is a more controlled. Likewise, the width of the
prediction intervals, while not as closely spaced as that for some other bridge types considered in
this chapter such as steel girder bridges, are still more closely spaced than several of the bridge
types such as concrete box girders or truss bridges.
4.11

Overall Conclusions
Conclusions for each bridge type are included in their respective sections. However, in

reviewing the data collected for this meta-analysis, several interesting observations were made
for the study as a whole. One of the more important observations for this data set is the
comparison between the same type of bridge for different construction materials, i.e., steel girder
bridges, reinforced concrete bridges, and prestressed concrete bridges. In comparing the data
from the first mode of each of these bridge types (4.3 through 4.5, 4.23 through 4.25, and 4.36
through 4.38, respectively) it becomes apparent that definitively determining the construction
type of girder bridges is unlikely. As an example, the frequency range (based on the 95%
prediction interval) for a 100 ft span is interpolated from the plots as follows for each of the
girder type bridges:


Steel girder: 2.5 Hz – 5.25 Hz



Reinforced concrete girder: 2.0 Hz – 6.0 Hz



Prestressed concrete girder: 2.25 Hz – 5.0 Hz
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While it is theoretically possible to determine these subtle differences based on the sensitivity of
the infrasound sensors available, current processing techniques would have difficulty doing so.
This is not just a factor of infrasound sensors and processing. Through the course of this
meta-analysis many of the studies included comparisons between multiple processing techniques
utilizing data collected by on-structure instrumentation (Benedettini and Gentile 2011; Liu and
Zhang 2010; Ren and Peng 2005; Peeters and Ventura 2003; Hsieh et al. 2006; Whelan et al.
2009; Ozcelik and Amaddeo 2017; Brownjohn et al. 2010; He et al. 2009; Nayeri et al. 2009;
Siringoringo and Fujino 2007; Xi et al. 2002; Zhang et al. 2013). In each of the studies, there
was variation in the modal properties identified using the various modal identification methods
with some on the same order of the differences seen above. The author believes it to be
unreasonable, in present day, to expect a remote monitoring method with associated processing
to deliver a level of fidelity that is not always seen with on-structure instrumentation and
processing. This same sort of variation was seen in studies where multiple excitation types were
utilized (Peeters and Ventura 2003; Wahab and De Roeck 1998; Parloo et al. 2005; Aktan et al.
1997; Farrar and James III 1997; Hsieh et al. 2006; Buckland et al. 1979; Conte et al. 2008;
Siringoringo and Fujino 2007).
Another interesting observation made through the course of this meta-analysis is the
effect of pier height on the first mode shape for a bridge. While the phenomenon is most easily
seen in the bridge types commonly used for long, high spans or navigational challenges such as
trusses, cable-stayed bridges, and suspension bridges, it can also be seen in some of the other
bridge types. For trusses, cable-stayed bridges, and suspension bridges, the first mode shape
determined is often transverse. This was not intuitive to this author as vertical bending is most
typically the first mode shape of a beam to which most bridge superstructures can be simplified.
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However, for high pier bridges the transverse mode seen as a first mode of motion is not a true
superstructure mode. The transverse mode is a function of the pier (substructure) which, as it is
coupled to the superstructure, causes motion there. Users of infrasound technology for remote
monitoring should be aware of this phenomenon because the modes detected for high pier
bridges may not represent the first or even second mode of a bridge. Additional research into
how the use of these higher order bending modes may affect what global information can be
obtained concerning the structure is warranted, but is beyond the scope of this dissertation. As
these transverse modes will not likely to move enough air to propagate the distances defined in
Chapter III (up to 26 km for far field arrays), the modes detected for high pier bridges may in
fact be higher order modes. More research is needed to determine if use of these higher order
modes can provide the same global information as the first mode.
Figure 4.87 provides a comparison for all of the prediction intervals for the first modes of
each bridge type. These first modes yield interesting information in terms of operational
applicability. First, the variability amongst the prediction intervals is higher for the more sparse
data sets. This is expected based on the amount of data available. The author believes that the
prediction intervals could be narrowed with additional data in the concrete box girder and truss
bridge types. The data for the first modes also gives insight into limitations of this technology.
For the cable-stayed and suspension bridges, the frequencies are often below 0.5 Hz, which
falls below the nominal frequency response of either of the infrasound sensors discussed in
Section 3.2. Even with the use of more sophisticated signal processing to account for the roll
off encountered in the sensor, the distances required between source and receiver for these very
low frequencies in order to follow best practices would be beyond that for which this technology
has been tested to date.
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Figure 4.87

Comparison of first mode prediction intervals for each bridge type in the meta-analysis.
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CHAPTER V
REMOTE BRIDGE MONITORING USING INFRASOUND
5.1

Foreword
This chapter represents a paper (Whitlow et al. 2019) that was a collaborative effort

between the author of the dissertation and a team of co-workers and dissertation committee
members. Mr. Richard Haskins and Ms. Sarah L. McComas both provided significant
contributions to the signal processing portions of this chapter in the on-structure instrumentation
and in-depth infrasound processing including plots and written sections, respectively. Assistance
was also provided by Drs. Mihan H. McKenna, Isaac L. Howard, and C. Kennan Crane. While
the technical content of this chapter does not vary from the submitted and accepted peerreviewed journal paper, additional insights concerning the ties of this chapter to Chapters III and
IV of this dissertation have been added in the Summary and Conclusions section for clarity and
flow within the body of the dissertation.
5.2

Introduction and Background
As the transportation infrastructure of the United States ages, the cost of inspection and

monitoring is increasing, necessitating consideration of new and complementary methods for
bridge monitoring and structural health assessment. The current inspection process is laborintensive and requires full access to the structure. Furthermore, current practice most often
captures discrete points in time rather than providing persistent monitoring. By law, all bridges
within the U.S. National Bridge Inventory (NBI) must be inspected every two years. If problems
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are identified, the inspection regularity must be increased (FHWA 2004). Even with an
increased inspection cycle, there are still long time periods between inspections. With more than
611,000 bridges currently in service in the United States (FHWA 2017), introduction of
complimentary processes to the current hands-on inspection procedures in the form of noncontact, remote sensing might allow for better prioritization of limited resources as well as
continuous monitoring of structures with deficiencies deemed candidates for persistent
monitoring.
In the last decade, various methods of remote sensing have been investigated for
application to structural health monitoring including light detection and ranging (LiDAR),
photogrammetry, infrared thermography, radio detection and ranging (RADAR), multispectral
satellite imagery, synthetic aperture radar (SAR), and image analysis methods including digital
image correlation (DIC), ground penetrating radar (GPR), and remote acoustics (Chen et al.
2011; Vaghefi et al. 2012; Fukuda et al. 2013; Gentile and Cabboi 2015; Harris et al. 2016).
Vaghefi et al. (2012) and Harris et al. (2016) compared several of the methods listed above to
investigate bridge assessment and monitoring performance. Results indicated that the techniques
worked most effectively when used in conjunction with one another (Harris et al. 2016), while
specific groupings of sensing technologies were most efficient at identification of defects in
specific locations (Vaghefi et al. 2012). Of these technologies, not all can be considered noncontact sensing, meaning they still need direct access to the structure, thus reducing their
applicability for remote sensing. The remainder of this chapter is devoted to presenting
infrasound analysis as a method for non-contact, non-line-of-sight, remote bridge monitoring.
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5.3

Infrasound for Infrastructure Monitoring
Engineers are very comfortable with the understanding that structures resonate, but what

is not often considered is that the air surrounding these structures is a fluid that can propagate
pressure variations caused by structural vibration. The perturbations caused by the resonance of
these structures create sound in the infrasonic range that propagate distances of tens of
kilometers from the source structure while retaining critical frequency information about the
structure. Essentially, infrasound monitoring allows for remote acoustic detection of the natural
frequencies of the structure being monitored.
Natural frequencies are the lowest natural modes of vibration for a structure and are
unique to each as a function of the mass and stiffness of that structure (Chopra 2012). These
modes may shift slightly due to thermal or other effects through the course of a day or
seasonally, however a sudden and significant shift in these natural frequencies, particularly the
lowest modes, is indicative of a structural change that warrants inspection (Salawu 1997). Two
forms of excitation can be used to excite these modes: ambient excitation (such as wind, traffic,
or seismicity) and forced excitation (such as mass shaker or modal hammer) (Farrar et al. 1999;
Conte et al. 2008; Cunha et al. 2012). Conte et al. (2008) indicates that ambient excitation may
be more efficient at exciting the lowest natural frequencies, leaving no need for forced excitation.
Among the sources of ambient excitation, traffic is unique in that it tends to excite the
higher order modes of vibration. Thus, the question arises concerning how robust infrasound
monitoring can be when traffic is present. There are two considerations for frequencies related
to traffic. The first is the transient nature of traffic sources, and the second is the frequency
range of traffic sources. Because the signals from traffic are transient, they can be decoupled
from the continuous source signal produced by a bridge. The frequencies for traffic sources,
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both those related to the traffic itself and those in the bridge excited by the traffic, tend to be
higher (Conte et al. 2008). These higher frequencies are less efficient at propagation than the
lower frequencies due to signal attenuation. At distances of a few kilometers, signal attenuation
is negligible. However, in cases like McKenna et al. (2009c) where the far field sites of 20km
and 27km were able to detect the bridge of interest, attenuation of the higher frequencies does
become a concern with the lower frequencies propagating more efficiently and more specifically
those below 5 Hz (Sorrels et al. 1997; Bass et al. 2006).
The strength of the signal from actual vehicular traffic is not strong enough to propagate
to distances at which infrasound arrays would be deployed, from 2 to 25 km. Likewise, the
higher modes of the bridge excited by traffic are not primarily bending modes, meaning they will
move less air than the lowest modes which also limits propagation distance. In essence,
infrasound seeks to evaluate lower frequency responses at longer distances as opposed to higher
transient responses (e.g. traffic) at shorter distances. These factors make infrasound monitoring a
unique technology to remotely observe a structure for global condition changes with no need for
contact with or line-of-sight to the structure. Most other technologies require at least one of
these items.
Infrasound is defined as acoustics below 20 Hz (Bedard and Georges 2000; Evers 2005;
Christie and Campus 2010). The long wavelengths associated with these low frequencies allow
for propagation of a signal with little attenuation, meaning the frequency content of the signal is
preserved. Even though infrasound has long been employed by geophysicists and the nuclear
monitoring community as part of the Comprehensive-Nuclear-Test-Ban Treaty (CTBT), the
employment of infrasound in relation to infrastructure monitoring is relatively new. The first
recorded case of bridge monitoring using infrasound was reported by Donn et al. (1974) related
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to the Tappan Zee Bridge in New York. An intermittent signal was detected in bursts for several
hours over a period of months by the geophysical group at the Lamont-Doherty Geological
Observatory in Palisades, NY. Further investigation and data processing yielded a back azimuth,
the direction from which the processed signal originated, that triangulated to the Tappan Zee
Bridge with frequencies observed by infrasound being corroborated with on-structure geophones
(Donn et al. 1974).
At the time of the experiment by Donn et al. (1974), there was little overlap between the
geophysical and structural engineering communities, and advancement of infrasound monitoring
of civil infrastructure remained stagnant until an experiment series performed by the U.S. Army
Engineer Research and Development Center (ERDC) beginning in 2006. A joint team of
geophysicists and structural engineers investigated a steel, through truss railroad bridge over the
Little Piney River in Ft. Leonard Wood, MO, in a combined effort that included traditional
engineering methods of bridge assessment complemented by infrasound monitoring (DiazAlvarez et al. 2009; McKenna et al. 2009a; 2009b; 2009c). Natural frequencies of the structure
were predicted by a finite element model calibrated through data collected during a load test of
the bridge. This model was also used to determine if the identified frequencies fell within the
infrasound passband. In addition, three infrasound arrays were set up to monitor the bridge: one
at the bridge itself (< 1 km), and two more at distances of approximately 20 km and 27 km.
Analysis of the data collected from the two far-field infrasound arrays identified a continuouswave packetized signal with a frequency content that matched the natural frequencies observed
with on-structure instrumentation and frequency-wavenumber analysis that yielded back
azimuths that aligned with the structure.
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5.4

Experimental Series
The bridge of interest for the current experimental series, denoted as Br 18-0009 in the

National Bridge Inventory, is located in northern California and carries Route 20 between
Marysville and Yuba City over the Feather River. The scour critical, twenty-four span steel,
two-girder bridge with a longest span of 49 m was monitored by a network of three arrays
composed of infrasound sensors arranged at distances ranging from 1.6 km to 24 km. In the first
experiment, infrasound data were collected for analysis in this study. In the second experiment,
the primary focus was on-structure instrumentation (accelerometers) to validate the collected
infrasound data.
5.4.1

Experiment 1
Infrasound sensors are commonly deployed in networked, multi-sensor arrays for

localization and characterization of signals, thus multiple arrays are required for optimal data.
For this experiment, three arrays were deployed with sites identified through considerations for
space availability, security, wind protection, topography, distance from source to receiver, and
prevailing meteorological conditions (Simpson et al. 2018). Arrays were located at the Sutter
County Airport, the Marysville City Cemetery, and Beale Air Force Base (AFB) at distances of
1.6 km, 2.6 km, and 24 km, respectively. Each of these array locations was separated from the
bridge of interest by urban terrain, industry, and/or significant topographical features such as
levee systems. For analysis, these arrays were denoted as FRA for the Sutter County Airport
array, FRB for the Beale AFB array, and FRC for Marysville City Cemetery array. Figure 5.1
shows the location of each array in relation to the bridge as well as a layout of each array.
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Figure 5.1

Array layout for Experiment 1. The arrays locations at the Sutter County Airport
(FRA) and Marysville City Cemetery (FRC) were also used in Experiment 2.
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Data collection took place over seven days from 26 February through 4 March 2014, with
data sampled at 1000 Hz, and the gain set at unity for all infrasound sensors. Each of the fiveelement infrasound arrays consisted of five infrasound sensors with porous hoses attached to the
four inlet pipes as passive wind filters, two digitizers, and associated cables, connectors,
batteries, and solar panels. Some specifications for the equipment used are included here, but
additional information can be found in Simpson et al. (2018). The Inter-Mountain Laboratory
(IML) Model ST infrasound sensors utilized in this experiment had a nominal signal frequency
band of 2-30 Hz, but content could extend below 2 Hz with roll off beginning at approximately
1Hz. Data from these components was streamed to Reftek 130S-01 digitizers with an input preamplifier and digital anti-alias filters and a high precision external GPS receiver/clock for time
synchronization between each digitizer through the course of the experiment. Arrays were
deployed in a 60 m by 60 m cross pattern with infrasound sensors at the cardinal points and one
infrasound sensor at the center. The cross configuration gives omni-directional detection
capabilities while simplifying data processing.
Understanding atmospheric conditions is imperative to monitoring infrasound, because
the atmosphere is a time varying propagation medium with temperature and wind effects
dominating propagation characteristics. During this experiment, radiosondes were launched in
order to capture the atmospheric conditions. The radiosondes sampled the atmosphere once per
second from balloon release at ground level to balloon bursting height at maximum altitude
(balloon dependent). This deployment used 350 gram balloons reaching an average altitude of
approximately 25 km and a travel time of approximately 2 hours. Data obtained by the
radiosondes included temperature, pressure, humidity, wind direction and speed, altitude, and
GPS coordinates. In order to minimize interruption to flight operations and training at Beale
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AFB, launches were limited to every 6 hours, starting at 0600 on 01 March and continuing
through 02 March 2014. Radiosonde launches occurred from the Sutter County Airport.
Two Reftek 130-SMA strong motion accelerographs were also deployed at Br 18-0009,
one on the sidewalk and one directly below it at the base of a pier with both oriented pointing
north, on 03 March 2014 with the intention of gathering data for 24 hours to try to capture the
natural frequencies of Br 18-0009. The intent was to use this frequency data as validation for the
collected infrasound data. Unfortunately, the sensors were vandalized while deployed, rendering
the data unusable. A second experiment was conducted to try to capture this on-structure data as
well as collect additional infrasound data in the area. Contact with Caltrans indicated that
conditions at the structure had not changed from the first experiment to the second, making
comparison of infrasound data from the first experiment to the on-structure instrumentation
results in the second experiment valid.
5.4.2

Experiment 2
The second experiment took place 13 November through 18 November 2015, which

focused primarily on capturing the fundamental modes of Br 18-0009 utilizing on-structure
instrumentation. In addition, two of the three array locations from the first experiment were
reoccupied. Initial data analysis efforts yielded no detections of the low energy signals at FRB
during the initial times of interest (temperature inversions) identified in the collected radiosonde
data, therefore the decision was made not to instrument this location for the second experiment.
The arrays at the Sutter County Airport (FRA) location and the Marysville City Cemetery (FRC)
location utilized the same instrumentation as described for the first experiment. A single sensor
was placed at the bridge during this experiment as well to try to collect a more direct infrasound
measurement from the bridge. The Hyperion IFS-3000 series infrasound sensor located at the
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bridge utilized a dome wind filter rather than porous hoses and has a response within 3dB
variation from 0.01 Hz to 100 Hz. Data collection took place 13 November through 18
November 2015. In addition to infrasound sensor arrays, accelerometers were placed on the
main spans of the bridge from 16 November to 18 November to validate frequencies detected
through infrasonic monitoring.
Twelve Gulf Coast Data Concepts, multifunction extended life accelerometer datalogger
-x2 units (operated in high gain mode), such as the one shown in Figure 5.2, were used for
continuous collection of bridge vibration data in this experiment.

Figure 5.2

Location of accelerometers on spans 21 and 22 of Br 18-0009 with an example of a
deployed sensor and its collocated backup sensor.

These devices combine a battery powered digitizer and a class C microelectromechanical systems (MEMS) based accelerometer. The accelerometer is a 3-axis device
with a range of +/-2g, while the data recorder can digitize up to 512 S/sec on each channel with
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16 bits of resolution. Each digitizer had 32 gigabytes of storage capability, giving ample storage
for the 46-hour timeframe that the units were deployed. For a detailed description of this
sensor's performance and its comparison with similar devices the reader is referred to work by
Evans et al. (2014). Due to a significant time-stamping error detected with these units at their
highest sample rate (512 S/sec), the data in this experiment were collected at a sample rate of
approximately 255 S/sec. The data-logger was configured to sequentially record files in 15
minute blocks in its high resolution time-stamped data collection mode. The time-stamp
information is accurate to 0.1 milliseconds and was used during post processing to re-sample the
data to a uniform rate. Individual data-logger clocks were synchronized and cross-correlation
based delay estimation was used to perform final time alignment of the data.
These sensors were deployed on Br 18-0009 in three locations at span 21 and in three
similar locations at span 22. The use of switchable magnets on the sensor mounting plates as
shown in Figure 5.2 allowed for rapid and slip free attachment of the sensors to the steel bridge
beams. This sensor mounting approach avoided issues relating to epoxies or mechanical
clamping systems and worked well in terms of rapid deployment and recovery from the snooper
truck.

The approximate locations of the sensors are shown in Figure 5.2. Each sensor

collected 46 hours of data on each axis. Meteorological data were also collected during the
course of the experiment. Launches were constrained by the training schedule for Beale AFB
with launches occurring at dawn and dusk 14 and 15 November from the Sutter County Airport
for a total of 4 launches. Analysis of the data allowed for identification of times most favorable
for detection of signals from the bridge of interest.
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5.5

Analysis and Results
Data analysis was approached as a two-step process focused on identifying infrasound

signals from the Br 18-0009. Preliminary processing using MatSeis-InfraTool (Hart 2004)
identified times of coherent signal, defined as signal present on at least three of five sensors in
the array, across each array with back azimuths corresponding to Br 18-0009. These results were
used in conjunction with meteorological data obtained from the radiosonde launches to improve
additional analysis. Following identification of the most promising times based on temperature
inversions identified through analysis of data collected during radiosonde launches, manual
processing of the data including filtering, Fourier analysis, and frequency-wave number (F-K)
analysis was completed on the identified times utilizing Geotool a software package (Coyne and
Henson 1995). Initial data analysis efforts yielded no detections of the low energy signals at
FRB during the initial times of interest (temperature inversions) identified in the collected
radiosonde data, and the FRA array is located in close proximity to industrial sources that will
require more sophisticated signal processing techniques to eliminate. The data from 1 March
2014 at 0900 -1000 UTC FRC array were the most promising; thus, the remainder of the analysis
presented here was geared toward the processing of the FRC infrasound data from that time
period array and the on the on-structure accelerometers from the second experiment.
5.5.1

Meteorological Considerations
Analysis of infrasound data requires an understanding of the prevailing meteorological

conditions of the area at the time of the experiment as these conditions will directly impact
infrasound propagation. Considerations include temperature profile, wind speed and direction,
and understanding of the layers of the atmosphere. The atmosphere is comprised of four main
layers: the troposphere (0-12km), stratosphere (12-50 km), mesosphere (50-80 km), and
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thermosphere (80-320 km) (Evers and Haak 2009; Hedlin et al. 2012). A signal propagates from
the source and will spherically radiate upward through the atmosphere until a point is reached at
which the effective sound speed, based on temperature, wind direction, and wind speed, is higher
than at the origin of the signal. At this point, the signal turns and is refracted back down to the
receiver. The phase velocity of the signal as it moves across the array is indicative of the
atmospheric layer at which the signal turned. A higher phase velocity across the array indicates
a higher turning point of the signal. Higher turning points are typically associated with long
propagation paths.
The close proximity of the arrays to Br 18-0009 is considered local propagation, roughly
defined as less than 50 km (McKenna et al. 2012), therefore atmospheric effects will be limited
to troposphere (<10 km). Analysis of the radiosonde data showed no significant winds there by
reducing the sound speed, Equation 1, (McKisic 1997) to adiabatic sound speed (without wind
vector component).
𝐶𝑒𝑓𝑓 = 𝐶𝑡 + 𝒏 ∙ 𝒗

(Eq. 5.1)

𝐶𝑡 ~20.07√𝑇

(Eq. 5.2)

where:
T = absolute temperature (K)
𝒏 ∙ 𝒗 = component of wind speed in the direction of propagation
Given the local propagation distance expected with the source-receiver spacings, it can be
assumed the wavefront is propagating as a horizontal plane with a phase velocity observed at the
array approximately equal to observed sound speed near the ground. The adiabatic sound speeds
were calculated for data collected by each balloon launch with a maximum value of
approximately 344 m/s. This value was later used in the frequency-wavenumber (F-K) analysis.
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5.5.2

Initial Processing
InfraTool is an infrasound analysis tool within MatSeis and uses frequency-slowness

processing to devolve data collected across an array into correlation, back azimuth, and slowness
(Hart 2004). Two analysis schemes were devised to further analyze the output for determination
of the presence of a signal, the Inverse Slope method and the Hough Transform, both of which
are discussed in Hart (2004). InfraTool was originally designed to identify impulsive sources
within uncorrelated noise but has proved to be a useful tool for preliminary processing to identify
times of coherent continuous wave packetized signals and identify back azimuths. This allowed
for rapid assessment of large quantities of data to determine times of interest for further
processing.
For each of the arrays, InfraTool was used to process each hour of the seven day data
collection period. InfraTool uses a Butterworth filter with the number of poles and passband
established by the user. A Type I Chebyshev filter (investigated within Matlab) was considered
for this analysis; however, too much ripple was introduced in the specified passband. The
Butterworth filter is effectively a subset of the Chebyshev filter with zero allowed ripple.
Butterworth filters are utilized here, because they give as flat a frequency response as possible in
the passband of interest. In this experiment, a 3-pole filter was specified in order to achieve fast
roll-off while minimizing signal ringing. Each hour was processed twice, once with a passband
from 0.5-10 Hz and again with a passband from 0.5-4 Hz. These bands are both well within the
range defined as infrasound with the 0.5-10 Hz being a broader sweep and the 0.5-4 Hz
corresponding to a range comparable with frequencies seen for bridges modes in literature. The
window specified was a 10-sec window with 50% overlap. Times of high correlation with a
back azimuth in the direction of the bridge from each array for each one-hour block were noted
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as possible detections and thus times of interest for further analysis. The 1 March 2014, 0900 –
1000 UTC time block from the FRC array contained high correlation values (> 0.8) with back
azimuths consistently pointing at the source of interest and phase velocity approximately the
measured sound speed.
5.5.3

Manual Processing
Following the identification of time of interest, 1 March 2014, 0900-1000 UTC, for FRC

through InfraTool and analysis of meteorological data, infrasound data were manually processed
with Geotool, software package for visualization and characterization of seismic and acoustic
data (Coyne and Henson 1995). This processing involved filtering the data, hand-picking
coherent signals, completing a Fourier analysis to identify modes and confirm that the modes are
in the infrasound passband, and an F-K analysis to confirm the back azimuth from which the
signal originated (McKenna et al 2009c; 2012 and McComas et al. 2016).
First, the time series was filtered with a causal 3-pole 1-10 Hz bandpass Butterworth
filter based on literature review that indicates that the first several modes of long-span bridges
are often under 5 Hz (Cunha et al. 2012; Conte et al. 2008; Brownjohn et al. 2010; Ren et al.
2005; Caicedo et al. 2001; Pietrzko et al. 1996; Hsieh et al. 2006; Morassi and Tonon 2008;
Briaud et al. 2011; Foti and Sabia 2011; Jianxin et al. 2013; Chen et al. 2014; Ko et al. 2010; Lee
et al. 2012) as well as a previous experiment using infrasound for bridge detection (McKenna et
al. 2009a; 2009c). The data were then manually processed to identify coherent data signals, such
as those seen in Donn et al. (1974), McKenna et al. (2009a; 2009c), and McComas et al. (2016),
and defined as a signal present on at least three of the five infrasound sensors (upper plot, Figure
5.3). Examples of the bridge signal packets are highlighted with grey boxes.
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Figure 5.3

(top) Butterworth bandpass 1-10 Hz 4 pole filtered infrasound with a delay and
sum beam former applied to align coherent signals arriving at FRC with bridge
signal packets highlighted in gray; (top middle) Fourier analysis of the first four
highlighted signal packets, 09:02:43 – 09:02:59 UTC, 01 March 2014, calculated
with the Welch Fourier analysis method using a 16 second (greater than 10 times
longer than lowest expected frequency) Hanning windows with 75% overlap;
(lower middle) Fourier analysis completed over a one hour block (0900-1000, 01
March 2014 UTC) to show the persistent nature of bridge observations calculated
with the Welch Fourier analysis method using a 16 second Hanning window with
75% overlap; (bottom) Fourier analysis of accelerometer data completed over a
one hour block with the Welch Fourier analysis method using a 16 second Hanning
window with 75% overlap.
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When a coherent packet is identified, then the characteristics of the signal were noted, e.
g. duration, frequency content, back azimuth to source, and signal-to-noise ratio (SNR). Fourier
analysis was completed for each element of the FRC array to identify the coherent frequency in
the signal packet window (upper middle plot, Figure 5.3). If coherent frequencies were observed,
then F-K analysis was completed to determine back azimuth to source and SNR. Visualization of
the above signal processing scheme is shown in Figure 5.3, which highlights the time series and
frequency analysis. This figure was created in Matlab, since Geotool does not provide an
adequate export capability for generating figures. The coherent continuous wave signal packets
are highlighted in the time series data through the use of a delay and sum beamformer to align
the time series in the direction of 222 aligning with the main bridge span, upper plot Figure 5.3
(Rost and Thomas 2002).
The Fourier analysis for this figure was completed using the Welch method, which is a
non-parametric method used to estimate the power in a signal at different frequencies.
Implementation is typically achieved by dividing a time domain signal into smaller overlapping
and windowed segments that are converted to the frequency domain using the Fourier transform
and then averaged at each frequency (Welch 1967). This approach has the benefit of typically
reducing noise in the spectral estimate with some loss in frequency resolution due to the
shortened time windows. This method was utilized to determine the coherent frequency content
of a short, 09:02:43 – 09:02:59 UTC, 1 March 2014, set of continuous wave packets and 1-hour
window, 0900 – 1000, 1 March 2014, UTC, with both processed using 16 second windows and
75% overlap. The 16 second window was selected because it was 10 times longer than the lowest
frequency of interest. The short duration Fourier analysis, identified the prominent frequency
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content of those signal packet (upper middle, Figure 5.3) with the hour-long analysis
demonstrating the persistent nature of the signal (lower middle, Figure 5.3).
F-K analysis is an array processing method by which the complete slowness vector,
composed of both the back azimuth and the horizontal slowness, can be determined with
slowness being defined as the inverse of the apparent velocity for the wave front of the signal as
it moves across the array and the back azimuth being defined as is the angle of the wave front
arriving at the array measured between north and the direction to the source in degrees (Rost and
Thomas 2002). This analysis is only applicable for short time windows, because longer time
frames may contain several different phases, making differentiation and localization of the back
azimuth difficult to differentiate between phases (Rost and Thomas 2002). The packetized
signals that are being investigated here occur in short bursts, so F-K analysis is applicable in this
case. Within Geotool, users are allowed to set the maximum slowness to be considered. This
parameter was set based on the observed adiabatic sound speed. It is important to note that
adiabatic sound speed and phase velocity are two different parameters, but for suspected direct
arrivals where the source-to-receiver distance is in the local propagation range then it is
acceptable assume that the two values are approximately equal.
Conversion of effective sound speed, in meters per second, to slowness, in units of
seconds per degree, yields a value of 310 sec/deg. Inputting this parameter as the maximum
slowness for the F-K analysis and hand-tuning the results for an apparent velocity of 0.36 km/s,
corresponding to the 361 m/s determined previously, yields the results shown in Figure 5.4.
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Figure 5.4

F-K analysis for a 6.5 second duration starting at 09:02:43 and hand-tuned to an
apparent velocity of 0.36 km/s.

The contours of the plot indicate relative power with the back azimuth being associated
with the highest relative power on the plot that matches the slowness for the expected return of
the signal as it is directed back to the earth. The results indicate a back azimuth of 222° from
FRC, which corresponds to Br 18-0009. Figure 5.5 shows the range of back azimuths from the
FRC array to Br 18-0009, which range from 209° to 223°. The back azimuth of 222°
corresponds to one of the longest spans of the bridge, which is expected as the long spans are
able to displace more air generating the infrasonic waves we are detecting. The result of the F-K
analysis and the coherent frequencies observed indicate the hypothesized source of Br 18-0009.
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Figure 5.5

5.5.4

Plotted range of back azimuths from FRC that align with Br 18-0009.

Accelerometer and Near-Field Infrasound Sensor Analysis and Results
Reviewing the data comprehensively, it appears that the periods of increased traffic, such

as 'rush hour', transferred more energy into the higher harmonics, while the less busy periods
were dominated more by the natural mode, near 2 Hz. This is thought to be a product of the
traffic forcing function and the increased rate of the sources (i.e., the frequency of occurrence of
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traffic wheel loads). Analysis of a 46-hour data collection window from approximately 1100
PST on 16 November to 0930 PST on 18 November 2015, indicated that traffic is not as efficient
at exciting the lowest modes of the structure.
A number of different approaches were pursued in order to visualize the bridge's response
as a function of traffic characteristics. When vehicles cross the expansion joint, the bridge in the
area of the accelerometer was excited. These were counted as vehicle detections. Acceleration
levels related to these detections, which are generally proportional to the wheel load impacts,
were binned based on several peak-amplitude levels. Fourier analyses using the Welch method
with a 6 second window and zero overlap were then completed for each detection, and their
spectral responses averaged to get an estimated response as a function of detected peak
acceleration levels. An example composite spectrum showing this change in energy as a
function of traffic peak acceleration levels is shown in Figure 5.6. The top purple trace is the
averaged composite for traffic peak impacts exceeding 0.075 G, and the red trace is averaged
impacts under 0.075 G. The blue trace is from averaged impacts over 0.04 G, and the bottom
orange trace is due to averaged impacts below 0.04 G. From this visualization it is clear that
some traffic loads produce up to 50-dB more response than others.
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Figure 5.6

Response of sensor 4 accelerometer as a function of increased wheel load impact.
The top (purple) trace is the averages composite for impacts exceeding 0.075 G,
and the second from top (red) trace is averaged composite for impacts under 0.075
G. The third from top (blue) trace is the averaged composite spectrum for impacts
over 0.04 G, and the bottom (orange) trace is an average composite for wheel load
impacts below 0.04 G.

The bottom plot of Figure 5.3 shows the Welch’s power spectral density estimate for a
representative accelerometer deployed on bridge span 22 corresponding to 0900-1000UTC on 17
November 2015. The parameters for the Welch method aligned with the infrasound processing,
16 second windows with 75% overlap. To minimize errors due to variations in traffic type,
location, and rates of excitation long observations over the 46 hour deployment were compared
with shorter 1 hour durations using Welch's spectral estimation method.
For both spans, the strongest vibrations were observed at the sensors located closest to
the bridge deck's outer edge. This is expected as that location is only constrained on one side
and can have more motion. For span 21, the dominant low frequency was 2.27 Hz, while the
shorter span 22 had a dominant response around 2.32 Hz.
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For comparison purposes, an

infrasound sensor was also located on the ground at the bridge. A Welch power spectral estimate
was performed using the same parameters as previously for the infrasound analysis, however
there are some potential issues with the data from this sensor. In order to limit spatial aliasing in
processing, infrasound sensors should be deployed at a distance to allow for at least one
wavelength to be completed before the signal reaches the sensor. Because of this, the lowest
modes of the sensor at the bridge cannot be properly resolved. Infrasound technology is actually
more efficient at detection of the lowest modes when it is employed at distance from the
structure of interest. In addition, the close proximity of the sensor at the bridge means there is a
possibility that some of the frequencies recorded are due to seismic coupling.

5.5.5

Comparison of Infrasound and Accelerometer Results
In comparing the results obtained from analysis of the accelerometers and the infrasound

data at array FRC located 2.6 km from the bridge, shown in Figure 5.3, there is good agreement
in the frequencies, shown in the highlighted bands in each of the three bottom plots of Figure 5.3.
Comparison of the accelerometer data (bottom plot, Figure 5.3) and the data from the FRC array
located 2.6 km from Br 18-0009 (middle plots, Figure 5.3), the modes at approximately 0.9 Hz
and 1.6 Hz are faint in the accelerometer data. One hypothesis is that the higher modes excited
by the traffic may be overwhelming the lower mode on the accelerometers as in Conte et al.
(2008). Conte et al. (2008) performed a series of experiments on the Alfred Zampa Memorial
Bridge in California prior to the bridge opening to traffic. The bridge was instrumented with a
series of accelerometers, and a series of tests were completed including forced vibration tests
consisting mostly of traffic loads and ambient vibration tests consisting mostly of excitation due
to wind. Test results indicated that the forced vibration tests were better able to excite the higher
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frequency modes, making the lower modes more difficult to identify. The ambient vibration
tests, utilizing mostly wind, were shown to be more informative for identification of the lowest
modes (Conte et al. 2008).
This observation holds for the current data as well. The on-structure accelerometers are
very good at picking up the local effects of rapid transient loadings (wheel loads) at their point of
placement. While these effects overwhelm the lower order modes at a given point, they do not
contribute as much to the gross structural motion that moves large masses of air creating
infrasound signals. The infrasound data represented in Figure 5.3 corresponded to approximately
0900UTC. In local time, that corresponds to 0200PST, which would be a time with less traffic.
A potential benefit of infrasound for structural health monitoring is that it naturally filters out the
higher order transient signals while emphasizing lower order primary vibration modes that are
most closely tied to global structural changes.
5.6

Implications
Analyses and comparisons of the presented infrasound and accelerometer data indicate

the feasibility of using infrasound for non-contact, non-line-of-sight monitoring of bridges. The
remainder of this section discusses the results and their implications for the technology including
monitoring for global structural change and post-event prioritization for inspection.
Initial research investigating the feasibility of infrasound for remote bridge monitoring
indicates that some global characteristics, such as scour, could be more readily detected with the
use of infrasound (Whitlow et al., 2012; Whitlow et al., 2013). Scour, as defined by the Federal
Highway Administration, is the “result of the erosive action of flowing water, excavating, and
carrying away material from the bed and banks of streams and from around the piers and
abutments of bridges,” and is the most common cause of bridge failure in the United States
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(Hunt 2009; Richardson and Davis 2001).

According to the 2017 NBI data, there are currently

47,971 bridges classified as scour critical or with unknown foundations (FHWA 2017). The
National Bridge Inventory Standard defines a scour critical bridge as one with a foundation
element that has been determined to be unstable for the observed or evaluated scour condition
(FHWA 2004). Bridges classified as having an unknown foundation have not been evaluated for
scour because of a lack of information to complete the scour analysis. In both cases, there is a
significant need for persistent monitoring of the bridge.
Ko et al. presented a paper in 2010, at the International Conference on Scour and Erosion
detailing the use of vibration measurement, and more specifically frequency change, to evaluate
scour at several bridges in Taiwan. Utilizing both traffic-induced and ambient vibration data on
multiple bridges with known scour problems in conjunction with a finite element model, the
group was able to show a clear reduction in the natural frequency of each structure due to a
decrease in the stiffness of the structure as the scour increased (Ko et al. 2010). These results
were further validated by Lee et al. (2012) in the testing of an advanced monitoring system to
monitor scour at critical bridges.
A case study conducted by Foti and Sabia (2011) investigated the use of frequency
change to monitor ongoing scour at a bridge in Turin, Italy. Testing was completed for the
bridge both before and after a retrofit of the affected pier. Results concluded that scour detection
through frequency change was possible, and determination of depth of scour might also be a
possibility. Prendergast et al. (2013) furthered this concept when they conducted laboratory and
field testing on a pile exposed to scour to investigate the change in dynamic response with
progressive scour. While the study presents a simple case of a single pile, the results show that
scour detection and assessment of scour depth is possible using a change in the natural frequency
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as a result of stiffness decreasing. This method was further expanded to a full bridge subjected
to traffic loading in Prendergast et al. (2016).
The studies by Ko et al. (2010), Lee et al. (2012), and Foti and Sabia (2011) and the
proposed method in Prendergast et al (2016) all utilize or propose to utilize on-structure
instrumentation leaving them vulnerable to the same issues all other types of on-structure or
near-structure instrumentation are subject to such as damage from high velocity flows, debris, ice
forces, sediment loading, severe water temperatures, and vandalism (Hunt 2009). Because
infrasonic monitoring is non-contact, non-line-of-sight, and still allows for detection of the
natural frequencies of the structure, the above issues can be avoided while still providing a
method for monitoring of global structural changes, such as scour.
This technology also has implications for prioritization of structures for inspection and
use, post-event. In the hours and days immediately following an extreme event, whether natural
or man-made, that could cause damage to infrastructure, understanding which infrastructure is
still sound is vital for first responders arriving for rescue operations and later for moving supplies
into affected areas. Infrasonic bridge monitoring could provide a means to quickly establish
prioritization for inspection post-event in order to best utilize limited resources. Figure 5.7
provides examples of bridge scour taken after storm damage from hurricanes Harvey in Texas
and Irma in Florida in 2017. The ability to detect damage of this nature via infrasound could
have some potential value for disaster recovery purposes. These photos were taken during
recovery efforts. Hurricane Irma photos were taken during visual go or no go inspections for
heavy equipment and rescue team entry into damaged areas.
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Figure 5.7

Bridges damaged by scour (or wave action) during hurricanes. The top images are
bridge post-Harvey in 2017 (courtesy of J. Maaskant) while the bottom images are
post-Irma in 2017 (courtesy of R. Garner).

The strength of this technology lies in the ability to persistently, remotely monitor a
structure without line-of-sight to that structure. The usefulness of this technology as a
supplementary bridge monitoring technique would be greatly reduced, if it required either a finite
element model for prediction of bridge frequencies or on-structure validation for the same. In
order to establish a baseline by which to compare frequency changes, it is anticipated that bridge
inspections in conjunction with initial monitoring could be used to determine the baseline for a
bridge. Since all bridges are required to be inspected every two years by law (FHWA 2004), and
more often in some cases with identified deficiencies, we can gain a good understanding of the
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initial condition of a structure when monitoring begins. Changes beyond the frequencies
detected at that point would be the indicators that additional inspection is warranted.
As a post-event prioritization tool, a network of arrays deployed in an area to monitor a
series of bridges deemed critical to transportation or in need of more frequent monitoring from
some identified issue can establish a baseline for the bridges being monitored. A comparison of
post-event bridge frequencies with the baseline, pre-event frequencies could potentially allow for
bridges to be differentiated into groups based on whether a change in frequencies is detected or if
the frequencies have stayed the same.
5.7

Summary and Conclusions
The purpose of the experiments documented in this chapter was to validate the use of

infrasound as a means of remote, non-contact sensing for bridge monitoring. Two experiments
were completed on Br 18-0009, a steel two-girder bridge located in northern California. The
first experiment collected infrasound data using arrays infrasound sensors. The second
experiment sought to validate the frequencies determined through analysis of infrasound data by
placing accelerometers on the main spans of bridge, though in future validation studies high
precision accelerometers will be used to reduce potential errors in time stamping and digitization.
The accelerometer placement was chosen to capture the lowest mode structural vibrations since
the movement of those spans would be the most likely candidate for generation of infrasonic
waves as they typically represent the vertical modes of the bridge allowing the bridge deck to
become engaged. Comparison of the frequency data from analysis of the infrasound data and the
accelerometer data shows excellent agreement, validating the use of infrasonic monitoring as a
new method of non-contact, persistent bridge monitoring. This technology could serve as a
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complement to existing monitoring practices while also having implications for post-event
prioritization of structures.
The procedures followed for the experimental series presented in this chapter, from site
selection through instrumentation considerations and meteorological data collection, follow those
in Chapter III of this dissertation as best practices for infrastructure monitoring using infrasound.
As previously stated, the frequencies from this study were not included in the meta-analysis
shown in Chapter IV to avoid the appearance of any bias. However, a comparison of the
frequencies found in this study, both in the accelerometer data and the infrasound data, to the
analyzed charts show that the frequencies obtained in this case study fall within the 95%
confidence interval for steel girder bridges. However, the author feels that additional study
should be conducted to determine if the first mode seen might actually be a transverse mode
related to pier movement as high pier bridges are more likely to have transverse modes as a first
mode.
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CHAPTER VI
STATE-OF-THE-ART OF TRANSPORTATION INFRASTRUCTURE STRUCTURAL
HEALTH MONITORING VIA INFRASOUND
6.1

Foreword
This chapter represents a draft/working paper that was a collaborative effort between the

author of the dissertation and a team of co-workers and dissertation committee members. Ms.
Sarah L. McComas provided significant contributions to the signal processing portions of this
chapter in the in-depth infrasound processing including plots and written sections. Ms. Anna M.
Jordan provided technical contributions in the manual preliminary processing of infrasound data
for further, more sophisticated processing completed by Ms. McComas. Assistance was also
provided by Drs. Isaac L. Howard and Mihan H. McKenna. While the technical content of this
chapter does not vary from the draft/working paper, additional insights concerning the ties of this
chapter to Chapters III and IV of this dissertation have been added in the Summary and
Conclusions section for clarity and flow within the body of the dissertation.
6.2

Introduction and Background
In 2017, the American Society of Civil Engineers (ASCE) rated the nation’s

infrastructure at a D+ for the second time in four years. A “D” on the infrastructure report card
indicates poor to fair condition (mostly below standard), with a large portion of the system
containing significant deterioration (ASCE 2017). As the amount of infrastructure in need of
persistent monitoring increases and the resource pool remains limited, the need for cost effective
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monitoring solutions (e.g. sensing) is essential. Sensing technologies can be divided into two
main groups: in-situ and remote sensing. This chapter focuses on the use of remote sensing
(infrasound in particular), especially as it relates to transportation infrastructure and the
assessment of transportation networks.
Chen et al. (2011) defines remote sensing as the collection and interpretation of
information about a target without physically contacting the object while Harris et al. (2016)
defines remote sensing as the collection and measurement of spatial information at a distance
from the data source with no direct contact. In the last decade, the field of remote sensing has
undergone rapid development as it offers several key advantages over traditional methods of
inspection and monitoring of infrastructure including no need for direct access to the structure,
no function (e.g. traffic) stoppage, and the ability to monitor persistently. Several methods of
remote sensing are available to inspect and monitor infrastructure including (but not limited to)
light detection and ranging (LiDAR), photogrammetry, infrared thermography, radio detection
and ranging (RADAR), multispectral satellite imagery, synthetic aperture radar (SAR), and
image analysis methods including digital image correlation (DIC), and ground penetrating radar
(GPR) (Chen et al. 2011; Harris et al. 2016; Ahlborn et al. 2012; Vaghefi et al. 2011; Fukuda et
al. 2013; Gentile and Cabboi 2015). Many of these methods require close access to the structure,
which can limit their application to true remote monitoring.
While all of the methods above provide actionable infrastructure monitoring information,
the authors have concentrated on the use of infrasound as a method of remote, non-line-of-sight,
persistent monitoring as a supplementary tool to traditional methods of inspection and
monitoring. Infrasound is traditionally defined as acoustics below the range of 20 Hz (Bedard
and Georges 2005; Evers 2005; Christie and Campus 2010). Data collection utilizes arrays of
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infrasound sensors deployed surrounding the structure of interest (Simpson et al. 2018 provides
detailed information). Each array typically contains five infrasound sensors deployed in a cross
pattern with a sensor at each of the cardinal points and one in the center for omni-directional
detection capabilities. Three arrays (minimum) are needed to triangulate to a source, but source
back azimuth can be determined through frequency-wavenumber (F-K) analysis (Rost and
Thomas 2002) if three arrays cannot be used.
This chapter aims to provide the state-of-the-art on the use of infrasound for monitoring
multiple sources within a transportation network based on a single system of sensors within the
area. To do so, a brief history of infrasound’s infrastructure applications is presented, followed
by a summary of the companion effort by this research group where the Tenth Street Bridge was
successfully detected via infrasound (Whitlow et al. 2018). Thereafter, eleven additional sources
in the vicinity of the Tenth Street Bridge were identified for investigation via infrasound to
determine the potential and limitations of simultaneously monitoring several infrastructure
elements (six of these eleven sources being bridges) over time from a single array of sensors.
6.3

History of Infrastructure Monitoring with Infrasound
Infrasound has been employed by the nuclear monitoring community for decades, but

application of infrasound to infrastructure monitoring is a relatively new development, beginning
with Donn et al. (1974) and detection of the Tappan Zee Bridge. The findings of Donn et al.
(1974) were not developed further to the author’s knowledge until an experimental series
conducted by the U.S. Army Engineer Research and Development Center (ERDC) beginning in
2006 studying a Pratt truss railroad bridge located in Ft. Leonard Wood, MO (Diaz-Alvarez et al.
2009; McKenna et al. 2009a; McKenna et al. 2009b). Results indicated that the frequency data
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collected by the infrasound sensors from distances of 20 and 27 km matched the frequencies seen
through on-structure instrumentation.
One benefit of continuous infrastructure monitoring with infrasound is the distances
arrays can be (and often need to be) placed for optimal results, as this may allow for multiple
source monitoring within the area between the sensor arrays. For plane wave assumptions
involved with array processing, sensor arrays should be placed at least a full wavelength away
from the structure, and preferably ten wavelengths (Lay and Wallace 1995). If the source is too
close to the array, the propagation energy front is spherical, where any changes in
instrumentation elevation can complicate the mathematical assumptions in standard infrasound
processing techniques. For large structures with low natural modes such as in Bass et al. (2006)
and McKenna et al. (2012), sensor arrays may need to be several kilometers away in order to
properly resolve the signals emanating from the structure. Another advantage is that the
frequency content of infrasound has low attenuation (Bass et al. 2006), particularly at local
distances of 50 km or less between source and receiver (McKenna et al. 2012), meaning the
frequency content of the signal is largely preserved as it travels. Infrasound also allows
continuous infrastructure monitoring as structures continually emit energy from the fundamental
modes of motion due to ambient excitation; no direct stimulation of the structure is required.
6.4

Summary of Infrasound Monitoring of Tenth Street Bridge
An experimental series was designed to detect and monitor the Tenth Street Bridge,

denoted as Br 18-0009 in the National Bridge Inventory (NBI), carrying Route 20 between Yuba
City, CA and Marysville, CA. The twenty four span, steel, two-girder bridge was the focus of
two experiments intended to localize the bridge through remote sensing of frequency data and
validate that frequency data through on-structure accelerometers (Whitlow et al. 2018). Data
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collection took place from 26 February through 4 March 2014 and from 13 November through
18 November 2015. In the first experiment, the primary focus was on the collection of
infrasound data, while the second experiment focused primarily on collection of on-structure
accelerometer data for validation of the frequency data collected using infrasound.
Infrasound data were processed in a two-step method: 1) preliminary processing via
Infratool (Hart 2004) to identify high correlation time intervals; 2) manual processing utilizing
Geotool (Coyne and Henson 1995) to filter infrasound data and handpick coherent signals.
Fourier analysis was completed on the handpicked signals to identify frequency content and
ensure it was within the range expected through literature review (Conte et al. 2008; Cunha et al.
2012; Brownjohn et al. 2010; Caicedo et al. 2001; Ren et al. 2005; Pietrzko et al. 1996; Hsieh et
al. 2006; Morassi and Tonon 2008; Briaud et al. 2011; Foti and Sabia 2011; Jianxin et al. 2013;
Chen et al. 2011; Ko et al. 2010; Lee et al. 2012). F-K analysis was completed to confirm the
originating signal back azimuth aligned with the structure (Simpson et al. 2018). All processing
was completed according to best practices for infrasound data analysis (McKenna et al. 2009b;
McKenna et al. 2012; McComas et al. 2016). Accelerometer data were processed with
parameters for Fourier analysis corresponding to the infrasound data, and comparison of the
results revealed matching frequencies across the remotely sensed infrasound data and the onstructure instrumentation, thus demonstrating the ability of infrasound to detect and monitor the
Tenth Street Bridge and supporting the validity of infrasound as a remote sensing technology for
infrastructure monitoring (Whitlow et al. 2018).
6.5

Infrasound Arrays and Source Locations for Broader Assessment
The successful infrasound experiments with the Tenth Street Bridge (Br 18-0009) are

promising for transportation infrastructure monitoring, but a transportation network is far more
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complex than a single road (and bridge). Transportation networks may contain rail or water.
These networks also have interconnected effects from adjacent infrastructure and industrial
activity that are not part of the network, but can affect the network. Suburban and industrial areas
are infrasonically rich with anthropogenic sources (Bedard 2000). Successful results from the
Tenth Street Bridge led to the question: ‘can infrasound also be applied to other sources?’
During the Tenth Street Bridge monitoring periods of 26 February through 4 March 2014,
and from 13 November through 18 November 2015, cross pattern deployments of infrasound
sensors were used. This configuration allows for omni-directional data collection, which makes
infrasound well suited for monitoring over a wide area with multiple structures and other sources
of interest. Figure 6.1 and Table 6.1 summarize twelve potential infrasound sources in the region
around the Tenth Street Bridge (some are infrastructure, while others are classified as local
sources of noise from industrial activity), which are evaluated in the remainder of this chapter
with data collected from 26 February through 4 March 2014, and from 13 November through 18
November 2015.
Figure 6.1 also shows positions of the three infrasound arrays (denoted FRA, FRB, and
FRC) where data collection occurred. Table 6.1 summarizes distances of sources investigated
relative to each of these arrays. These arrays were placed to assess the Tenth Street Bridge,
which is noteworthy for interpretation of this chapter’s findings, because if the original goal
would have been monitoring all twelve sources simultaneously, the infrasound array would
likely have been set up in a different configuration. FRA was closest to the Tenth Street Bridge
at 1.6 km, followed by FRC at 2.6 km, and then FRB at 24 km. Initial data analysis efforts from
the original experimental series yielded no detections of the low energy signals at FRB during
the initial times of interest identified in collected meteorological data (Whitlow et al. 2018).
266

Also, the FRA array was located in close proximity to prevailing industrial sources that will
require more sophisticated signal processing techniques to eliminate. To this end, analysis for
the multiple source monitoring efforts presented here relied upon the 0900-1000UTC 01 March
2014 data hour for analysis as well as some analysis in the 0100-0200UTC hour on 02 March
2014, and focused on the FRC array.

Figure 6.1

Source locations for Yuba City/Marysville, CA area.
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Table 6.1

Sources of interest referenced in Figure 6.1 with descriptions and array distances

Source

Description

Array Distances (km)

1
2
3
4
5
6
7
8
9
10
11
12

Tenth Street Bridge (Br 18-0009)
railroad truss (north of Br 18-0009)
side by side road and rail bridges
confluence of Feather River and Yuba River
railroad truss (south of Br 18-0009)
four lane road bridge
railroad trestle
two lane road bridge
sawmill
concrete batch plant
irrigation intake
Oroville Dam

FRA
2.6
5.0
2.2
1.2
2.0
2.2
2.7
3.6
0.6
2.9
4.8
47.7

FRB
24.0
25.0
23.9
23.0
22.7
22.4
21.9
21.4
23.9
24.5
24.9
49.3

FRC
2.6
2.1
2.8
3.7
2.9
2.9
2.8
2.3
5.5
2.6
2.0
43.0

As discussed in Whitlow et al. (2018), the data from 01 March 2014 at 0900 -1000 UTC
FRC array were the most promising as a representative hour with ideal conditions for infrasound
detection, so much of the analysis presented here utilized data from that array and time period.
Because the 0900-1000UTC hour was so rich with signals from source 1, other time periods
were also considered for quick analysis on 02 March 2014, a date where the authors also had
meteorological data to help narrow focus. It is, however, important to note that these time
periods would certainly not be the only time periods within each of the two experiments that
would yield clear signals. Figure 6.2 is a series of spectral estimates representing the entire
experiment time frame in March 2014 for each array location. The y axis denotes frequency
while the x axis is time (date and hour) of the experiment. Spectral estimates were computed
with Welch method using a 16 second Hanning window with 75% overlap for each hour of the
experiment for each array, then these spectral estimates were plotted frequency versus time with
color representing energy.
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For example, ‘01-00’ represents 01 March 2014 at 0000UTC. Using this convention, the
clear time just to the right of this for the FRC array highlights a period relatively devoid of
anthropogenic noise (e.g. Figure 6.1 source 9), allowing for better detection of the persistent
signals related to infrastructure that are of interest. A similar period is visible for 02 March
2014. Figure 6.2 highlights the persistent nature of these signals, but also shows that there are
times throughout the February to March 2014 experiment where the noise floor is higher,
effectively masking the signals most likely related to infrastructure. Note that these spectral
estimates cannot, however, discern the originating source of the signals even though the
frequencies are in a range expected for bridges based on literature review as these spectral
estimates represent long time averages and are not directional. Determination of the back
azimuth of origin of the signals can only be accomplished through F-K analysis, described in a
subsequent section.
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Low vs. High Noise
Floor

Source 9

Figure 6.2

Spectral estimates representing the timeframe 27 February - 03 March 2014 for
each of the array locations.
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6.6

Results and Analysis
The original experimental series was designed for detection and monitoring of the Tenth

Street Bridge (Br 18-0009), but the omni-directional data collection associated with infrasound
sensors means that many additional sources were also contained in each of the data sets. Twelve
sources (many related to the transportation network or with the potential to affect the
transportation network) were identified for investigation via infrasound to determine the
feasibility of multiple source monitoring in an area. Each of these twelve sources identified in
Figure 6.1 and Table 6.1 are discussed in the sections below, with considerations to potential
limitations of the technology in terms of competing noise sources in an area and array placement
issues related to sensor spacing and distance from source to receiver. Representative data
analysis results for an area bridge (source 5) are also included.
Two key points are necessary to understand for infrasound analysis related to the
following sections. First, infrastructure signals are often very low energy, meaning a higher
noise floor is likely to overwhelm these low energy signals. Second, signals from infrastructure
and from some competing noise sources look similar in the time domain. Once a signal is
handpicked, analysis must be completed on that signal to determine originating back azimuth.
Figures 6.3 and 6.4 illustrate these points.
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Figure 6.3

Example of a signal related to infrastructure when noise floor is low. Time series
(upper) and spectrogram (lower).
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Figure 6.4

No discernible signal packets when noise floor is high. Time series (upper) and
spectrogram (lower).

Figures 6.3 and 6.4 have the same signal amplitude scale. Both figures were calculated
with delay and sum beam formed time series aligned with the same back azimuth (212º), and
each spectrogram of the time series was computed with a 10 second Hanning window with 99%
overlap. It is readily apparent that the signals of potential interest are a much lower amplitude,
but the frequencies are easily determined because the noise floor is low. Figure 6.4 illustrates a
time when the noise floor was much higher. Anthropogenic noise easily overwhelms the
infrastructure signals.
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6.6.2

Competing Noise Sources
A strong, persistent signal at 5 Hz is highlighted in Figure 6.2, most easily seen in the

FRA and FRC array spectral estimates. Processing for this signal revealed a local industrial
source, a sawmill, located in close proximity to the FRA array and denoted as source 9 in Figure
6.1, that is a competing noise source when looking for the fainter infrastructure signals. Other
industrial sources were located through the course of data analysis for 01 March 2014, including
a concrete batch plant (source 10 in Figure 6.1) and a large irrigation intake on the edge of the
Feather River (source 11 in Figure 6.1). These signals did not produce the same steady signal
that the sawmill did, but the frequency of operation may be different than that of the sawmill.
Further data analysis would have likely produced more interesting sources as the bridge of
interest was near an industrial area.
Also of note was a signal potentially corresponding to the confluence of the Feather River
and the Yuba River (source 4 in Figure 6.1). One of the natural sources of infrasound is surf
infrasound, or infrasound caused by wave action (Bedard 2000). The authors hypothesize that it
is possible that turbulence caused by the confluence of two rivers could cause a similar
phenomenon, but on a smaller scale (Whitlow et al. 2016; Simpson et al. 2017; Taylor et al.
2013).
Each of the signals investigated here were detected during a time when the noise floor
was low and appeared similar in nature to the signal highlighted in Figure 6.3. Further analysis
of each of the signals provided an apparent velocity consistent with local propagation and a back
azimuth to investigate, which led to the sources listed.
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6.6.3

Oroville Dam
Infrasound also has potential to provide useful information on interconnected effects of

one infrastructure element on another. For example, the Oroville Dam (source 12 in Figure 6.1
and Table 6.1) has regulated flows in the Feather River for many years (e.g. Porterfield et al.
1978), meaning the performance of the dam has a direct impact on several of the bridges
contained in the area transportation network. The Oroville Dam is an earthen embankment dam
roughly 235 meters tall situated on the Feather River. Several of the bridges listed in the source
map in Figure 6.1 would be directly impacted by any negative event at the dam that resulted in
an uncontrolled, or even partially uncontrolled, water release. Thus, persistent monitoring of the
structure could be beneficial to understanding the hazards for the area transportation network.
The flood control outlet spillway of this dam was damaged in February 2017 (roughly 15
months after the last data collection in this investigation), and several documents have been
written on these recent events (e.g. Hall et al. 2018 and Landers 2018). According to Landers
(2018), there were warning signs that preceded the flood control outlet spillway incident in 2017.
Over the history of any large civil infrastructure element, there are several potential threats
where non-contact, remote monitoring might prove useful. For example, during construction of
the Oroville Dam in the 1960’s there were problems documented with the embankment core
block cracking (Kulhawy and Duncan 1972), and in 1975, there was seismic activity near the
dam (Vrymoed 1981). As time passes some other natural or human-induced threat is likely to
again approach this dam (or any other dam) such that non-contact, remote monitoring, whether
as part of a monitoring scheme for a transportation network in an at risk area, or singly, might
prove useful. If infrasound were able to detect warning signs, it could be of considerable value;
ongoing work at ERDC is investigating infrasound’s merits for structural health monitoring of
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dams with results pending (Diaz-Alvarez et al. 2015; Diaz-Alvarez et al. 2018; Diaz-Alvarez et
al. 2017).
Data analysis also focused on locating signals from source 12, the Oroville Dam, in the
representative data hour, but has been unsuccessful thus far. Lack of these signals within this
period is not necessarily indicative of a lack of the signals altogether, but there could be several
reasons that the signals remain elusive. First, the experiment was not originally designed for
detection of the dam. Signals emanating from an earthen embankment dam, even one as large as
Oroville, are likely different than those previously detected for a roller compacted concrete
(RCC) dam as in (Diaz-Alvarez et al. 2015; Diaz-Alvarez et al. 2018; Diaz-Alvarez et al. 2017)
in part because of material type (e.g., the resonant frequencies are likely to be very low). This
means that the sensor spacing in the arrays may not be ideal for detections of these frequencies
(Schweitzer et al. 2002). The Oroville Dam is also located 43 km from the FRC array, which is
the focus of the processing in this chapter. This source-receiver spacing may be too great for
propagation of a low energy structural signal from, and beyond the distances documented in
studies performed by the ERDC (Whitlow et al. 2018; Diaz-Alvarez et al. 2009; McKenna et al.
2009a; McKenna et al. 2009b; McComas et al. 2016). Research into detection distances for
various types of dams and the associated propagation distances is ongoing.
6.6.4

Area Bridges
Sources 1, 2, 3, 5, 6, 7, and 8 in Figure 6.1 all correspond to bridges in the area with

source 1 being the bridge from the original study. Of these structures, sources 1, 2, 3, 5, and 6
were detected from the FRC array in the time periods from 0900-1000UTC on 01 March 2014,
or 0100-0200UTC on 02 March 2014. Figure 6.3 is representative of what these signals look
like in the time series and the related frequency analysis. Sources 7 and 8, a railroad trestle and a
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two-lane road bridge, may both be small enough that propagation distance is limited and
detection difficult with the competing background noise. Infrasound is generated as structures
vibrate, so a lack of gross structural movement that displaces larger masses of air may not
provide the same energy for signal propagation as a larger structure. For instance, sources 6 and
8 (four lane road bridge and two lane road bridge) have very similar span lengths, but only
source 6 has been detected to date. The difference in width of span between sources 6 and 8 is
meaningful, giving source 6 the capacity to move more air (a fluid) for a potentially stronger
signal. It is possible that source 8 may yet be found through more rigorous analysis methods
dedicated to detection of low energy signals. The representative analysis provided in a
subsequent section provides the results for the analysis for source 3 (a side by side road bridge
and railroad truss).
6.6.5

Ideal Array Placement
Ideal placement of sensors is a large area of study within the infrasound community and

involves concerns for terrain, topography, distance between source and receiver, prevailing
meteorological sources, and security of location among others (Simpson et al. 2018). The arrays
locations in the original experiment series were chosen for their proximity and lines of bearing to
the Tenth Street Bridge (source 1). While they appeared ideal at the time of selection, certain
aspects of each location were not apparent (even for source 1, and especially for sources 2 to 12)
until processing occurred. For instance, the FRA array was located in close proximity to some
near continuous industrial sources (source 9, as indicated in Figure 6.2). Further data analysis
utilizing data from this array will require more sophisticated signal processing techniques to null
the competing industrial sources. The array location at FRB was chosen as a far field site similar
to (Diaz-Alvarez et al. 2009; McKenna et al. 2009a; McKenna et al. 2009b). However, the low
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energy signals from the Tenth Street Bridge were not readily detected from this array location in
the representative hour analyzed. It is possible that the difference in terrain, topography, and
competing area sources could make the distance between this source and the receiver too great.
Additional analysis is warranted to investigate this matter, analyzing more time blocks and under
variable meteorological conditions. If the goal of the original experiment had been wide area
monitoring of all the sources in Figure 6.1 and Table 6.1, array placement and likely sensor
spacing would have been altered for the sources under consideration. This could have had an
impact on detection for sources 8 and 12.
If the goal of the original experiment was to monitor all sources simultaneously, several
changes to infrasound sensor array deployment may have been made. First, the arrays would
have been placed in such a way as to surround as many of the sources as possible. This means
that the FRA array would likely have been placed further south, in order to better capture the
source along the Yuba River (sources 4 through 9). The FRC array would also have likely been
farther north in order to better capture sources 2 and 11. Source 12, the Oroville Dam, would
have posed an interesting problem because of the distance between the dam and the other
sources. The most likely option for monitoring this source in addition to the other sources that
were more closely spaced would have been the inclusion of another array closer to the dam.
While two arrays (one close to the dam and one near the other sources) would not allow for true
triangulation, crossing back azimuths would have been an option. If Oroville Dam had been one
of the original targets, some preliminary work to better understand the likely modes of the
structure would have allowed for changes to the spacing of the sensors inside each infrasound
sensor array (spaced at 30 m between center sensor and each of the sensors at the cardinal
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points). A broader aperture on the array would allow for better resolution of very low
frequencies one might expect from an earthen embankment dam.
6.6.6

Representative Data Analysis Results
The analysis of each of the sources listed in Figure 6.1 and Table 6.1 was completed

using data from the FRC array. While using data from a single array will not allow for true
triangulation, it does allow for calculation of an originating back azimuth for a signal. The
distance between the sensor array and any of the identified structures of interest presented here
are considered local propagation, less than 50 km (McKenna et al. 2012), giving the authors the
additional parameter of phase velocity (the velocity of the signal as it moves across the array of
sensors) as a discriminator for turning signal height of the signal. A phase velocity close to the
speed of sound constrained by air temperature along the propagation path is indicative of local
propagation, and, when combined with the calculated back azimuth, provides confidence in
origination of the signal from a local source such as one of the bridges mentioned above.
Similar data analysis procedures as described above and contained in Whitlow et al.
(2018) were used to investigate these sources. The data were beamformed within Geotool to
focus on each of the surrounding structures of interest (Coyne and Henson 1995). Beamforming
time aligns the data across all the infrasound sensors in an array in order to maximize signal and
minimize noise as well as determine directionality of signal strength from certain directions
(Rost and Thomas 2002; Hald 2008; Schweitzer et al. 2002). Geotool also allows the user to
define the back azimuth and slowness (inverse of phase velocity) of interest. In this manner,
analysis was more easily focused for each structure of interest in the area. The data (not
including the data stream created from the beamforming process) were then filtered before
coherent packetized signals were handpicked, with a coherent signal packet being defined as a
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signal present on at least three of the five sensors in an array (Whitlow et al. 2018; McComas et
al. 2016). Following identification of the signals of interest, Fourier analysis was completed to
characterize signal frequency content. This allowed for confirmation that the identified
frequencies are indeed within the expected frequency range that could reasonably be expected of
a bridge. Following Fourier analysis, F-K analysis was completed to determine the back azimuth
of the signals and confirm whether the signals corresponded to the source of interest. F-K
analysis is an array processing technique that provides the complete slowness vector, composed
of the back azimuth and horizontal slowness, for a signal. The horizontal slowness is the inverse
of the apparent velocity of the wave as it moves across the array (Rost and Thomas 2002). Figure
6.5 shows the handpicked signal for source 3, a side-by-side road bridge and railroad truss, and
the frequency content of the signal is represented in a spectral estimate computed with 10 second
Hanning window with 99% overlap. Figure 6.5 is the same time period as represented in Figure
6.3, but with a finer scale on the amplitude of the time series to more readily highlight the signal
for these representative data analysis results.
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Figure 6.5

6.7

Upper plot: Delay and sum beam formed time series aligned with 212 degrees with
signal packet from side-by-side bridges (source 3) highlighted in grey. Mar 2 2014
01:24:47 UTC Lower plot: Spectrogram of time series computed with 10 second
Hanning window with 99% overlap.

Infrasound Path Forward – Opportunities and Obstacles
Many current methods of transportation infrastructure monitoring are confined to single

points in time, as dictated by the inspection cycle set for the structure by law or policy. These
inspections could vary in time from a maximum of every two years to less if the structure has
indicators that necessitate more frequent inspections (FHWA 2004). These hands-on methods
are very reliable, but are not capable of persistent monitoring, which may be warranted in
extreme cases of degradation or if the infrastructure in question is a part of a critical corridor for
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transportation. Remote sensing techniques are certainly an increase in the persistent monitoring
capability, although they may also have associated drawbacks if they require line-of-sight access
to the structure or can only monitor a single source at a given time. Infrasound as a
supplementary technique for transportation infrastructure monitoring can provide several
advantages, and it can have value for post-disaster infrastructure assessment or for cueing
traditional hands-on inspections.
First, infrasound sensing for infrastructure monitoring does not require access or line-ofsight to the structure. Infrasound signals have the potential to propagate tens to hundreds to
thousands of kilometers, depending on source strength (Bedard and Georges 2000). In the case
of infrastructure this is often related to the size and stiffness of the structure, meaning the ability
of the structure to generate strong enough vibrations to propagate. Propagation can also be
affected by terrain, topography, and meteorological effects all of which are areas of current study
within the field (Ketcham et al. 2013; Swearingen et al. 2013; McKenna et al. 2013; Swearingen
et al. 2016).
Next, infrasound monitoring is completely passive. Some techniques using vibration data
from the structure as a means of frequency change detection and health monitoring use forced
vibration of the structure. Infrasound for transportation infrastructure monitoring utilizes
ambient excitation: excitation from wind, seismicity, or service loads (Conte et al. 2008; Cunha
et al. 2012; Farrar et al. 1999). This allows for persistent data collection without having to access
the bridge or cause a change to the operation of the structure being monitored. Studies such as
Conte et al. (2008) suggest that ambient excitation is more efficient at exciting the lowest
structural modes. These low modes are more likely to be bending modes which will move more
air and propagate longer distances, meaning they are more likely to be detected by infrasound at
282

appreciable distance from the structure (2 to 25 km) (Whitlow et al. 2018; Diaz-Alvarez et al.
2009; McKenna et al. 2009a; McKenna et al. 2009b; McComas et al. 2016) allowing remote
monitoring for global structural change possible.
While there are advantages to the use of infrasound as a remote monitoring method for
transportation networks, the authors would be remiss to ignore some current disadvantages of the
technology. Infrasound data collection can be very data heavy based on the sampling rate, and as
current processing methods involve manual processing, analysis of every minute of data from
five channels in an array over a two week period for multiple arrays is challenging absent several
trained personnel. Originally intended to look for large, easily detected, impulsive sources,
application of this technology to infrastructure monitoring is still in the early stages. The authors
envision that automated data processing is in the future for this technology, which will only serve
to make it more useable and accessible as a remote sensing method.
6.8

Summary
This chapter’s objective was to provide the infrasound state-of-the-art for infrastructure

by expanding a previous experiment series to determine the potential and limitations of
simultaneously monitoring multiple infrastructure elements over time from a single array of
infrasound sensors. Presented were a background discussion on infrasound for infrastructure
monitoring and the original experimental series focused on the Tenth Street Bridge (Br 18-0009),
investigation of other sources located in the data analysis from the original experimental series, a
representative data analysis procedure completed on one of these additional sources, and a
discussion on the applicability of this technology as a means of remote monitoring for
transportation infrastructure networks as opposed to single elements. Results indicated that
multiple source monitoring was indeed feasible utilizing infrasound, and highlights some
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advantages of the technology. Also included was a brief discussion of some of the disadvantages
currently related to the technology with indicators that ongoing research efforts were actively
working toward solutions. In summary, infrasound has the potential to be a supplementary tool
for current methods of monitoring for transportation infrastructure networks, but the technology
is in its early stages with future efforts working to make the technology more accessible to the
community at large.
Chapter III of this dissertation presented a series of best practices for infrasound for
infrastructure monitoring. As mentioned in the conclusions of Chapter V, the original
experimental series monitoring Br 18-0009 followed these practices. In this chapter, it was
shown that, while the original experimental series was designed specifically to monitor Br 18009, multiple other sources were detected in the area because the array layouts utilized allow for
omni-directional data collection of signals within the area. It should be noted that, while several
other sources were detectable, the experiment was not designed with these sources in mind so
Chapter III best practices were not strictly followed in terms of these additional sources. Had
wide area monitoring been the focus of any experiment or use case, each of the sources of
interest for monitoring would be evaluated in terms of best practices for sensor instrumentation
and location.
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CHAPTER VII
CONCLUSIONS AND FUTURE WORK
7.1

Conclusions
The primary objective of this dissertation was to demonstrate from multiple perspectives,

infrasound’s viability as a method of remote infrastructure structural health monitoring. Bridges
are the primary structure of interest. However, proving the applicability of infrasound as a
supplementary method of structural health monitoring without provision of boundaries,
limitations, and expected use cases drastically reduces the usefulness of this technology.
Throughout the dissertation, conclusions related to the above objective were identified and are
listed here:
 For ideal results in applying infrasound for remote bridge structural health monitoring, a
series of best practices related to site selection (including distance from source to
receiver and meteorological considerations) should be followed. Failure to follow these
guidelines can result in increased difficulty in signal processing in more simple cases to
inability to record infrasound signals (whether due to being too far from the source or
being too close) completely.
 Differentiating between construction materials for girder type bridges is unlikely as the
frequencies bracketed in the 95% prediction intervals for data included in this
dissertation’s meta-analysis weree very similar. While it is theoretically possible to
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determine these subtle difference based on the sensitivity of the infrasound sensors
available, current processing techniques would have difficulty.
 Differentiating between all but the very long span bridges (modern truss, cable-stayed
bridges, and suspension bridges) is unlikely, based on the given data. The frequencies
for the very long span bridges are more likely to sub-1 Hz, making them easier to
identify, to a point. This finding may actually simplify the use of infrasound for
structural health monitoring as it removes a level of complexity in frequency related to a
specific construction material and bridge type, instead only relating to span length for
any given bridge.
 For very long span bridges, the frequencies (often sub-1 Hz) may be below the nominal
frequency response, depending on which infrasound sensor is used. The distances
required between source and receiver to achieve best practices described in Section 3.2
for these very low frequencies may also place the arrays beyond that which has been
investigated to date for this technology.
 Through the course of the meta-analysis presented in Chapter IV, many of the studies
included comparisons between multiple processing techniques utilizing data collected by
on-structure instrumentation (Benedettini and Gentile 2011; Liu and Zhang 2010; Ren
and Peng 2005; Peeters and Ventura 2003; Hsieh et al. 2006; Whelan et al. 2009;
Ozcelik and Amaddeo 2017; Brownjohn et al. 2010; He et al. 2009; Nayeri et al. 2009;
Siringoringo and Fujino 2007; Xi et al. 2002; Zhang et al. 2013). In each of the studies,
there was variation in the modal properties identified using the various model
identification methods with some on the order of the differences seen above. The author
believes it to be unreasonable to expect a remote monitoring method in present day, with
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associated processing to deliver a level of fidelity that is not always seen with onstructure instrumentation and processing. This same sort of variation was seen in studies
where multiple excitation types were utilized (Peeters and Ventura 2003; Wahab and De
Roeck 1998; Parloo et al. 2005; Aktan et al. 1997; Farrar and James III 1997; Hsieh et
al. 2006; Buckland et al. 1979; Conte et al. 2008; Siringoringo and Fujino 2007).
 Pier height for longer span bridges can affect the first mode shape. While the
phenomenon is most easily seen in the bridge types commonly used for long, high spans
or navigational challenges such as trusses, cable-stayed bridges, and suspension bridges,
it can also be seen in some of the other bridge types. For trusses, cable-stayed bridges,
and suspension bridges, the first mode shape determined is often transverse. This was
not intuitive to this author as vertical bending is most typically the first mode shape of a
beam to which most bridge superstructures can be simplified. However, for high pier
bridges the transverse mode seen as a first mode of motion is not a true superstructure
mode. The transverse mode is a function of the pier (substructure) which, as it is
coupled to the superstructure, causes motion there.
 Case studies show the applicability of infrasound for bridge structural health monitoring,
provided that best case practices are properly followed.
7.2

Future Work
Through the course of this dissertation, various areas in need of future research have been

identified and are listed here:
 Within the current study, it is not feasible to determine bridge type or construction
material for all but the very long span bridges (modern truss, cable-stayed bridges, and
suspension bridges). It is possible that further subdividing some of the bridge categories
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(i.e., reinforced concrete bridges being subdivided into reinforced girder bridges,
reinforced slab bridges, and reinforced rigid frame bridges) with additional data and
analysis of each of the subdivisions could discern identifiable differences in frequency
between the types and construction materials.
 Additional study into whether higher order modes of bridges provide useable
information for global health monitoring should be undertaken. This is directly related
to the conclusion that high pier bridges are more likely to have transverse modes of
motion as the first and/or second mode of motion for the structure.
 The application of this technology for wide-area monitoring is another area that requires
future study. While the omni-directional nature of infrasound monitoring in the context
presented in this dissertation is well-understood, additional processing challenges arise
in monitoring multiple sources. It is likely that the best practices presented in Chapter
III may require additional consideration for multiple source monitoring.
 While the implications for scour monitoring are mentioned in this dissertation, future
work in application of infrasound for scour monitoring should be a subject of future
study to determine if the resolution of current infrasound processing techniques is
sufficient to show the changes in frequency associated with removal of overburden in a
scour situation.
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APPENDIX A
METEOROLOGICAL DATA PROCESSING: TEMPERATURE PROFILES AND
ADIABATIC SOUND SPEED PROFILES FOR EXPERIMENTAL SERIES
INVESTIGATING BR 18-0009
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A.1

Experiment One in Br 18-0009 Experimental Series

A.1.1

Temperature Profiles
As discussed in Chapter III, temperature profiles allow for identification of times when a

temperature inversion is present. Chapter III presented the compilation of all temperature
profiles for all radiosonde weather balloon launches in experiment one of the Br 18-0009
experimental series as well as the two temperature profiles with identified temperature inversions
(launch 1 for both 01 March 2014 and 02 March 2014). Figures A.1 through A.5 show the
remainder of the launches for the first experiment. Note that none of these profiles show the
same temperature inversions that were identified in Figures 3.21 and 3.22.
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Figure A.1

Temperature profile for launch 2 for 01 March 2014, 1208PST. No temperature
inversions visible.
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Figure A.2

Temperature profile for launch 3 for 01 March 2014, 1811PST. No temperature
inversions visible.
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Figure A.3

Temperature profile for launch 2 for 02 March 2014, 1200PST. No temperature
inversion visible.
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Figure A.4

Temperature profile for launch 3 for 02 March 2014, 1804PST. No temperature
inversion visible.
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Figure A.5

Temperature profile for launch 1 for 03 March 2014, 000PST. No temperature
inversion visible.
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A.1.2

Adiabatic Sound Speed Profiles
As discussed in Chapter III, adiabatic sound speed profiles were calculated for later use

in the manual infrasound processing, more specifically for the frequency-wavenumber analysis
as an input for the expected slowness. Chapter III presented the compilation of all adiabatic
sound speed profiles profiles for all radiosonde weather balloon launches in experiment one of
the Br 18-0009 experimental series, Figure 3.23. Figures A.6 through A.12 below show the
remainder of the launches for the first experiment.
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Figure A.6

Adiabatic sound speed profile for launch 1 for 01 March 2014, 0613PST.
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Figure A.7

Adiabatic sound speed profile for launch 2 for 01 March 2014, 1208PST.
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Figure A.8

Adiabatic sound speed profile for launch 3 for 01 March 2014, 1811PST.
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Figure A.9

Adiabatic sound speed profile for launch 1 for 02 March 2014, 0603PST.
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Figure A.10

Adiabatic sound speed profile for launch 2 for 02 March 2014, 1200PST.
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Figure A.11

Adiabatic sound speed profile for launch 3 for 02 March 2014, 1804PST.
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Figure A.12

Adiabatic sound speed profile for launch 1 for 03 March 2014, 0000PST.
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A.2
A.2.1

Experiment Two in Br 18-0009 Experimental Series
Temperature Profiles
As discussed in Chapter III, temperature profiles allow for identification of times when a

temperature inversion is present. Chapter III presented the compilation of all temperature
profiles for all radiosonde weather balloon launches in experiment one of the Br 18-0009
experimental series as well as the two temperature profiles with identified temperature inversions
(launch 1 for both 01 March 2014 and 02 March 2014). The same type of processing was
completed for radiosonde data collected during launches in the second experiment from 14
November to 15 November as launches were again constrained to weekend launches by the flight
schedules at nearby Beale Air Force Base. Figures A.13 through A.17 below show the
compilation of temperature profiles for the second experiment as well as each of the individual
plots. Rather than launching every six hours as with the first experiment, launches were at dawn
and dusk as those times are more likely to experience temperature inversions.
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Figure A.13

Launch 1 - 14Nov2015 - 1410UTC

Launch 2 - 15Nov2015 - 0100UTC

Launch 3 - 15Nov2015 - 1410UTC

Launch 4 - 16Nov2015 - 0101UTC

Temperature profiles with increasing altitude for all launches from experiment 2
of the Br 18-0009 series – 2015.
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Figure A.14

Temperature profile for launch 1 for 14 November 2015, 0610PST. Temperature
inversion is visible below 5km.
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Figure A.15

Temperature profile for launch 2 for 14 November 2015, 1700PST. Slight
temperature inversion visible.
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Figure A.16

Temperature profile for launch 1 for 15 November 2015, 0610PST. No
temperature inversion is visible.
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Figure A.17

Temperature profile for launch 2 for 15 November 2015, 1701PST. No
temperature inversion is visible.
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A.2.2

Adiabatic Sound Speed Profiles
As discussed in Chapter III, adiabatic sound speed profiles were calculated for later use

in the manual infrasound processing, more specifically for the frequency-wavenumber analysis
as an input for the expected slowness. Chapter III presented the compilation of all adiabatic
sound speed profiles for all radiosonde weather balloon launches in experiment one of the Br 180009 experimental series. The same type of processing was completed for radiosonde data
collected during launches in the second experiment from 14 November to 15 November as
launches were again constrained to weekend launches by the flight schedules at nearby Beale Air
Force Base. Figures A.18 through A.22 below show the compilation of temperature profiles for
the second experiment as well as each of the individual plots.
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Figure A.18

Launch 1 - 14Nov2015 - 1410UTC

Launch 2 - 15Nov2015 - 0100UTC

Launch 3 - 15Nov2015 - 1410UTC

Launch 4 - 16Nov2015 - 0101UTC

Adiabatic sound speed profiles with increasing altitude for all launches from
experiment 2 of the Br 18-0009 series – 2015.
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Figure A.19

Adiabatic sound speed profile for launch 1 for 14 November 2015, 0610PST.
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Figure A.20

Adiabatic sound speed profile for launch 2 for 14 November 2015, 1700PST.
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Figure A.21

Adiabatic sound speed profile for launch 1 for 15 November 2015, 1610PST.
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Figure A.22

Adiabatic sound speed profile for launch 2 for 15 November 2015, 1701PST.
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