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O presente texto desenvolve, com fins didáticos, as aplicações do Método Generalizado 
dos  Momentos  (MGM)  ao  procedimento  de  variáveis  instrumentais,  em  modelos 





This text presents how the Generalised Method of Moments (GMM) can be used to 
derive instrumental variables estimators for linear and non-linear models. It makes for a 










1. Variáveis instrumentais e o MGM: modelos lineares. 
 
  Consideremos o modelo linear usual, a k explicativas e T observações 
    y = X b + e                         (1.1) 
na situação onde se sabe existir uma outra matriz de projeto Z, Txm, m³k (ou dim X £ 
dim  Z
1),  com  os  Z’s  não  necessàriamente  distintos  dos  X’s,  para  a  qual  se  tem  a 
condição   
      E ( y - X b | Z ) = E (e½Z) = 0    .        (1.2)                     
Traduzindo (2) como as condições de momento: 
      E ( Z’(y - X b ) ) = 0        ,        (1.3)                     
o MGM procuraria minimizar uma forma quadrática do tipo       
       (y - X b )’ Z AT Z’ (y - X b )                         ,        (1.4) 
                                                            
1 O leitor deve notar dois abusos correntes que estão sendo usados aqui: os X’s e os Z’s referem-se 
também às variáveis que compõem as colunas das matrizes de observações X e Z, resp.; dimX e dimZ 
sendo tanto a dimensão dos vetores aleatórios X e Z como a dos subespaços vetoriais gerados pelas sendo a ponderação ótima dada imediatamente por    
       AT µ E (Z’ee’Z)
-1 = [E(E (Z’ee’Z￿ Z))]
-1 = [E(Z’E (ee’| Z ) Z)]
-1    .                    (1.5) 
  É  importante  examinar  cuidadosamente  as  identidades  em  (1.5),  pois  grande 
parte das questões afetas às variáveis instrumentais está relacionada a como se pode 
calcular  a  matriz  de  covariância  que  nela  figura.  Sob  homocedasticidade  e  não 
correlação entre os erros, tem-se 




-1             .           
  A esperança acima, que nada mais é do que a matriz de momentos cruzados das 
variáveis  Z,  é  aproximada  por    1/T  (Z’Z)    .  É  também  comum  trabalhar-se  na 
distribuição condicionada pelas observações Z. Em ambos os casos, (1.4) se torna: 
   (y - X b )’ Z  (Z’Z)
-1  Z’ (y - X b ) =  (y - X b )’ Pz (y - X b )        (1.6) 
e,  consequentemente,  o  estimador  MGM  coincide  com  o  estimador  de  variáveis 
instrumentais (VI) dado por: 
    bVI =  ( X’ Pz X )
-1 X’ Pz y                  (1.7) 
devido  originalmente  a  Sargan  (1958).  Pela  Proposição  3  do  capítulo1,  (1.7)  é  o 
estimador MGM ótimo e, portanto, a sua variância assintótica será: 
T.s
2 (X’ Z  (Z’Z)
-1  Z’ X)
-1 = T.s
2 ( X’ Pz X )
-1                                               (1.8) 
É interessante comparar essa obtenção imediata da varass, pelos resultados do 
MGM, com a usual, que partiria da expressão (1.7). 
Suponhamos, no entanto, que 
    E ( ee’ | Z ) = W    ,            (1.9) 
sendo W, em princípio, uma matriz de covariância qualquer. Neste caso, o ponderador 
otimal se torna   AT µ (Z’WZ)
-1  , e a forma a ser minimizada 
                                                                                                                                                                          
colunas de X e Z, resp. Seria mais ortodoxo escrever  posto(X)£posto(Z) , uma vez que, naturalmente,   (y - X b )’ Z  (Z’WZ)
-1  Z’ (y - X b )          (1.10)  
o que dá, por exemplo, o correto estimador de VI sob heterocedasticidade:  
  bVIh = [ X’Z  (Z’WZ)
-1  Z’X ]
-1 X’Z  (Z’WZ)
-1  Z’y     ,    (1.11) 
podendo o conjunto de variáveis que gera o mesmo subespaço que  Z (Z’WZ)
-1 Z’  ser 
considerado como o de instrumentos otimais. Obviamente, requer-se agora a estimação 
de W.  
Se  W  é  diagonal,  por  exemplo
2,  caracterizando  a  existência  apenas  de 
heterocedasticidade, duas maneiras são possíveis: ou pelos resíduos de um MQO inicial, 
ou pelos de um MQ2 ou VI inicial (como em (1.7)). Chamando de  ê
0  o vetor Tx1 
resultante dessa primeira estimação, isso significa que a diagonal de  (ê
0 ê
0’)  estaria 
aproximando  a  de  W.  Tal  aproximação,  que  é  melhor  do  que  nada  na  ausência  de 
informação  adicional  sobre  a  heterocedasticidade,  pode  entretanto  ser  demasiado 
grosseira.  
Note-se ademais que, se posto(Z)=posto(X) (ou, como visto, se as duas matrizes 
tiverem o mesmo número de colunas/variáveis), de tal forma que (X’Z) seja inversível, 
    bVIh = (Z’X)
-1 Z’y = bVI                        , 
sendo inócua a “correção da heterocedasticidade”. Esse fato constitui um interessante 
exemplo de que a condição de otimalidade para a variância assintótica do estimador 
MGM não é garantia de eficiência (ou, em outras palavras, não é suficiente). 
  Com essas ressalvas, a varass do estimador (1.11) é: 
     T.[ X’Z  (Z’WZ)
-1  Z’X ]
-1                                        ,                         (1.12) 
que deve ser comparada com (1.8). 
                                                                                                                                                                          
T>m e k. 
2 Matrizes W não-diagonais podem muitas vezes ser obtidas diretamente da estrutura do modelo. Vide os 
exemplos no capítulo sobre dados em painel para um destes casos.    Se W não é diagonal, no contexto de processos ao longo do tempo, estaríamos 
diante de uma estrutura de auto-correlação entre os erros. Cumby et al. (1983), em um 
artigo  hoje  clássico,  discutiram  as  variáveis  instrumentais  sob  heterocedasticidade 
contemporânea e correlação serial das variáveis envolvidas. Neste caso, os dois métodos 
sugeridos anteriormente para a estimação preliminar da matriz de covariâncias não se 
aplicam  mais,  pois,  devido  à  correlação  entre  as  observações,  é  melhor  se  obter 
diretamente uma estimativa de  
        lim T­¥  (1/T) E( Z’ee’Z )          ,  
a matriz de covariância a longo prazo do processo { etZt’ }
3, suposto estacionário de 
segunda ordem, que aproximará o ponderador otimal.  
A forma proposta é obter resíduos preliminares ê
0, por VI, transformá-los para 
{êt
0  Zt’}t=1,...,T    e,  então,  através  de  um  procedimento  não-paramétrico  como  os 
discutidos  no  capítulo  4,  obter  um  estimador  F  da  matriz  (1/T)  E(  Z’ee’Z  ).  Este 
estimador possui dois usos igualmente importantes.  
O primeiro é que, nesse caso, a correta aproximação da varass do estimador bVI , 
definido em (1.7), é dada pela expressão 
                 T
2.( X’ Pz X )
-1 X’Z  (Z’Z)
-1 F (Z’Z)
-1 Z’X (X’ Pz X)
-1      .    (1.13) 
O segundo é que o estimador MGM resultará
4, como sabido, da minimização de 
       (y - X b )’ Z F
-1Z’ (y - X b )                                      ,            (1.14) 
assumindo a forma         
      bMGM = (X’Z F
-1 Z’X)
-1 X’Z F
-1 Z’y                   (1.15) 
e tendo a variância assintótica aproximada, naturalmente, por 
               T
2.(X’Z F
-1 Z’X)
-1                                            .             (1.16) 
                                                            
3 Zt é a t-ésima linha da matriz Z.   A comparação entre (1.13) e (1.16) não é evidente à primeira vista
5. Entretanto, 
(1.7) advém do uso do ponderador sugerido por (1.5). Desse modo, (1.13) é também 
uma versão  da fórmula (3.13),  na Proposição 2 do  capítulo 1, e, portanto, (1.16) é 
assintoticamente mais eficiente. 
 
2. Variáveis instrumentais e o MGM: modelos não-lineares. 
 
  A situação descrita por (1.2) e (1.3) pode ser naturalmente generalizada para 
o caso de um modelo não linear  h(Xt; q) = ht(q) = et  , onde valem as q condições de 
momento 
    E ( Z’h(q) ) = 0                          (2.1) 
sendo h(q) o vetor Tx1 obtido pelo empilhamento dos “erros” ht(q). Caso, ao invés de 
uma equação, tenha-se um modelo não linear a n equações, chamando de H(q)’ a matriz 
nxT com as T observações para cada uma das n equações, (2.1) se transforma, na versão 
matricial, em 
    E ( H(q)’Z ) = 0                     ,                      (2.2) 
matriz que engloba as q=n.m condições de momento. Versão essa que pode ser escrita 
de forma vetorial como 
    E [ vec (H(q)’Z) ] = 0             ,                      (2.3) 
que  é  mais  próxima  a  (2.1).  Por  essa  razão,  sem  grande  perda  de  generalidade, 
continuaremos a desenvolver, a seguir, o caso uni-equacional. 
  O estimador MGM é obtido pela minimização de 
                                                                                                                                                                          
4 Este estimador é também, algumas vezes, denotado por CHO, devido às iniciais dos três autores do 
artigo citado neste exemplo. 
5 Novamente, é valioso também compará-las com desenvolvimentos clássicos, como Sargan (1959), e o 
próprio Cumby et al. (1993).     h(q)’Z AT Z’h(q)                     ,                      (2.4) 
e  o ponderador otimal, trabalhando-se na lei condicionada  pelos Z, proporcional ao 
inverso de 
  E( Z’h(q)h(q)’Z | Z ) = Z’ E( h(q)h(q)’ | Z ) Z = Z’ ￿h Z    .   (2.5) 
  Note-se que a matriz ￿h , como a sua correspondente W em (1.8), é de 
dimensão TxT. A varass do estimador eficiente será aproximada por 
           T ( [¶h/¶qT]’Z (Z’ Sh Z)
-1 Z’ [¶h/¶qT] )
-1                 ,               (2.6) 
onde Sh é um estimador consistente de ￿h . Para tal, faz-se necessária uma estimativa 
inicial  qT
0  do parâmetro, que pode ser obtida, por exemplo, minimizando a função 
objetivo resultante ao se fazer  AT = Im  em (2.4).  
  Obviamente,  o  número  de  instrumentos  é,  em  princípio,  arbitrário.  No 
entanto, é possível mostrar que dado um conjunto linearmente independente Z, Txq, de 
candidatos a instrumentos, existe um limite inferior para a variância acima (sempre 
segundo a ordem de Loewner), entre todos os possíveis subespaços de instrumentos 
definidos a partir de Z. Esse limite é atingido quando se usa todos os instrumentos 
disponíveis. 
  Para demonstrar esse fato, suponha-se uma nova matriz de instrumentos ZB, 
onde B é m x m’ , m’ < m . Se B é a matriz identidade de ordem m’, completada 
inferiormente com zeros, isto equivale a selecionar os m’ “primeiros” instrumentos. 
Chamando de D, para não carregar a notação, o  Plim (1/T) (Z’ [¶h/¶qT]) , a diferença 
entre os inversos da antiga e da nova varass será 
    D’F
-1D - D’B(B’F B)
-1B’D  ,                             (2.7) 
onde  F = Plim (1/T) Z’h(q) h(q)’Z . Tomando-se, como na seção 3 do capítulo 1, a y, 
raiz quadrada de F





-1 ) yD  . 
Como  no  interior  do  parêntese  tem-se  um  operador  projeção,  a  diferença  (2.7)  é 
semidefinida positiva. Mas como ela é a diferença entre os inversos das matrizes de 
covariância, isto implica em que é válida a 
 
Proposição 1.  Sob as condições (2.1), e sendo válida a expressão (2.5), se se “reduz” 
por combinações lineares o conjunto dos instrumentos, a variância do estimador obtido 
da minimização de (2.4), com  limT­¥ AT = F
-1, tende a aumentar. 
  
  Este  resultado  pode  levar  à  crença  de  que  “quanto  mais  instrumentos 
melhor”. Três pontos se contrapõem a isto. Os ganhos de eficiência com o aumento do 
número  de  instrumentos  são, em  geral,  decrescentes,  a  Proposição  1  fornecendo  na 
realidade uma garantia negativa: ao se reduzir os instrumentos a varass não diminue. 
Em segundo lugar, um número excessivo de instrumentos pode ocasionar sérios vieses 
em amostras finitas. Por fim, o resultado a seguir mostra que, em muitos casos, o ganho 
de fato será nulo.  
  Considerando que, em nosso modelo não linear h(Xt; q) = et , h seja de 
classe C
1 em Q, e sempre restringindo-se ao universo das combinações lineares finitas 
de todos os instrumentos possíveis, existe um conjunto ótimo de instrumentos. Esse 
conjunto é dado pela matriz Txp: 
    Z = ￿h
-1 [¶h/¶q0]    .                             (2.8) 
  O uso desses instrumentos fornece uma varass para o estimador igual a    
    T. ( [¶h/¶q0] ￿h
-1 [¶h/¶q0] )
-1                                                  (2.9) 
que é aproximada pela seguinte versão      T. ( [¶h/¶qT] Sh
-1 [¶h/¶qT] )
-1                   .                                  (2.10) 
  A  prova  do  fato  acima  segue  passos  muito  semelhantes  à  anterior, 
mostrando-se que a inversa de (2.9) domina a inversa da varass associada a qualquer 
outro conjunto de instrumentos, bastando apenas usar a raiz quadrada de ￿h
-1 . Pode-se 
então enunciar a  
 
Proposição 2.  Sob as condições (2.1), e sendo válida a expressão (2.5), se h é de classe 
C
1 em Q, o estimador dado pelos instrumentos na matriz de projeto (2.8) atinge a varass 
mínima na classe de todos os estimadores por variáveis instrumentais. 
 
  A  proposição  acima  é  uma  das  poucas  afirmativas  em  econometria  a 
fornecer um conjunto de instrumentos ótimos; ideal muito procurado mas difícil de ser 
obtido  em  geral,  sendo  ainda  objeto  de  pesquisa.  Note-se  que,  curiosamente,  os 
instrumentos  ótimos  são  como  que  definidos  endògenamente,  a  partir  da  própria 
estrutura  do  modelo.  Cabe  então  naturalmente  perguntar  se  a  condição  (2.1), 
fundamental, é satisfeita por (2.8). O leitor é convidado a mostrar esse fato no Exercício 
1, ao final do capítulo.  
  Confirma, também, a Proposição 2, o comentário feito à anterior. Caso se 
esteja trabalhando com uma matriz Z* de instrumentos, que contenha a coleção (2.8) 
como submatriz, a varass do estimador MGM associado à Z* será idêntica a (2.9). 
  Como definidos em (2.8), a obtenção dos instrumentos ótimos necessita, 
além de um estimador consistente Sh de Sh, que um valor inicial qT
0 seja estimado para o 
parâmetro. Nesse caso, se um conjunto Z qualquer de instrumentos não fôr disponível, uma primeira estimação, por mínimos quadrados não-lineares, por exemplo, terá que ser 
efetuada. 
  O  Exercício  2  relembra  que  toda  a  discussão  dessa  seção  pode  ser 
generalizada para o caso em que h(Xt; q) = et  é um sistema de n equações não-lineares, 
o processo “de erros” {et} sendo, conformemente, n-dimensional. 
 
3. Uso de momentos condicionais. 
     
  Considere-se, nos últimos casos da seção anterior, modelos em série de tempo 
onde  as  condições  de  ortogonalidade,  para  cada  instante  t,  sejam  dadas  não  pelos 
momentos  absolutos,  como  no  Capítulo  1  e  nas  seções  precedentes,  porém 
condicionando-se a esperança por uma filtração {Jt}. Para os não familiarizados com o 
têrmo, assinalamos que uma filtração é uma sequência de conjuntos de informação
6 {Jt} 
tal que, se t<t’ então Jt Í Jt’  . Os momentos condicionais de base, fornecidos pelo 
contexto do problema passam então a se escrever, para cada t: 
    E ( H (Yt,Xt;q) |  Jt ) = 0    ,                            (3.1) 
onde H(Yt,Xt;q)=Ht , nx1, é o modelo não-linear em questão. 
   Supondo-se  disponíveis  m  instrumentos,  na  forma  de  um  processo 
estocástico vetorial { Zt } , adaptado a {Jt} , ou seja, composto por séries Zjt , j=1,...,m , 
tais que, para todo t, os Zjt estejam (ou sejam mensuráveis) em Jt ; as equações (3.1) se 
traduzem nas q=n.m condições de momento, para cada t: 
    E ( Zt  Ä Ht(q) ) = 0      .                   (3.2) 
                                                            
6 Ou, mais técnicamente, de s-álgebras.   As igualdades acima implicam que o processo { Zt  Ä gt(q) } é estacionário 
de primeira ordem, o que autoriza definir um estimador MGM pela minimização de: 
            ( St( Zt  Ä Ht(q) ) )’ AT ( St( Zt  Ä Ht(q) ) )           .                          (3.3) 
  Se o processo  { Zt  Ä Ht(q) } fôr, ao menos, estacionário de segunda ordem, 
o ponderador otimal será dado pelo inverso de 
  W*  =  Plim 1/T  ( St Zt  Ä Ht(qT) ) ( St Zt  Ä Ht(qT) )’     .               (3.4) 
  Denotando por D(Z) a matriz n.m x p
7 
    D(Z)  =  E ( Zt Ä [¶Ht(q)/¶q0] | Jt  )               ,      (3.5) 
a varass do estimador correspondente será  
      ( D(Z)’ (W*)
-1 D(Z) )
-1                                .      (3.6) 
  Mais do que na seção anterior, o número de instrumentos possíveis é, em 
princípio, muito elevado, ficando a sua escolha ainda mais arbitrária. Cabe então, de 
modo análogo, perguntar se não existe um conjunto ótimo de candidatos. Para processos 
estocásticos gerais {Zt} e {Ht(q)}, ainda que estacionários, a resposta pode ficar muito 
complicada.  Hansen  (1985)  e  Hansen  et  al.  (1989)  lançam  algumas  luzes  sobre  a 
questão.  No  segundo  artigo,  em  um  contexto  bem  geral  -  onde  as  condições  de 
ortogonalidade podem valer relativamente a diversos períodos anteriores - os autores 
conseguem  encontrar  um  limite  inferior  para  a  variância  do  estimador  definido  por 
(3.3). No entanto, este limite é expresso em função dos coeficientes de uma determinada 
representação à la Wold para o processo de erros; representação esta que, na maioria 
dos  casos  práticos,  é  impossível  de  se  identificar.  As  exceções  conhecidas 
compreendem a estimação de coeficientes de certos processos ARMA - sob a hipótese 
de que as inovações sejam diferenças de martingales homocedásticas - que já havia sido estudada por Stoica et al. (1985), e os exemplos constantes no próprio Hansen (1985) e 
em Heaton and Ogaki (1991). 
  Sob a hipótese iid para os processos envolvidos, Chamberlain (1987) obtém 
de forma elegante um limite inferior válido em um contexto semi-paramétrico. Newey 
(1993),  também  supondo  {Zt}  e  {Ht(q)}  iid,  trabalhando  na  condicional  dada  pelos 
instrumentos,  obtém a  matriz  de funções  A(Zt),  rxn  ,  r³p ,  que  define  o  estimador 
eficiente, função dos instrumentos Zt, que melhor “mistura” as condições condicionais 
dadas pelos Ht(q), obtendo as r condições de momento: 
     E ( A(Zt)  gt(q) ) = 0      .                   (3.7) 
  A condição iid permite que se defina as matrizes 
              D°(Zt)  =  E ( [¶Ht(q)/¶q0] | Zt  )  ,  nxp      ,        (3.8) 
              W°(Zt)  =  E ( Ht(q0) Ht(q0)’ | Zt  )  , nxn      ,        (3.9) 
 a partir das quais a solução ótima é dada por: 
              A°(Zt)  =  C D°(Zt)’ W°(Zt)
-1 ,  pxn      ,                (3.10) 
onde C é qualquer matriz pxp, inversível. 
  Utilizando (3.10) em (3.7), tem-se exatamente p condições de momento e, 
portanto, a varass do estimador associado aos instrumentos (3.10) será o inverso de: 
E(A°(Zt)[¶Ht(q)/¶q0])’ (E(A°(Zt)Ht(q0)Ht(q0)’A°(Zt)’))
-1 E(A°(Zt)[¶Ht(q)/¶q0]) ,    (3.11) 
o que, pelas propriedades da esperança condicional, dará: 
                 E(D°(Zt)’ W°(Zt)
-1 D°(Zt))  .                           (3.12) 
  Para demonstrar a otimalidade, considerando-se um estimador definido por 
um A(Zt) qualquer, basta notar que a diferença entre (3.12) e o inverso da fórmula de 
sua varass - exatamente idêntica à expressão (3.11) - pode ser escrita como:  
                                                                                                                                                                          
7 O que implica que o processo  {Zt Ä [¶Ht(q)/¶q0]} é estacionário de primeira ordem (na esperança  
E(D°(Zt)’W°(Zt)
-1D°(Zt)) - E(A(Zt)D°(Zt))’ (E(A(Zt)W°(Zt)
-1A(Zt)’))
-1 E(A(Zt)D°(Zt)) . 
 
Tomando-se  a  raiz  quadrada  de  (3.12),  a  prova  prossegue  como  feito  nas  seções 
anteriores (vide Exercício 3). 
  Os instrumentos ótimos definidos por (3.8) a (3.10) necessitam, para serem 
implementados, o conhecimento ao menos de uma estimativa consistente do parâmetro. 
No entanto, só isto não basta. As esperanças condicionais (3.8) e (3.9) devem também 
ser computadas. Newey (1993) sugere dois métodos não-paramétricos para tal, o “do 
vizinho  mais  próximo”
8,  inspirado  em  Robinson  (1987),  e  um  por  aproximação  de 
funções.  Advogamos,  entretanto,  o  uso  do  estimador  de  Nadaraya-Watson
9,  que  é 
extremamente indicado para o cálculo de esperanças condicionais em tais contextos. 
 
Exemplo 1. Seja um problema de regressão não-linear, com observações iid porém 
erros heterocedásticos: 
  y = f(x ; a0) + e     ,     E[e ￿x] = 0   ,   E[e
2 ￿x] = h(x ; a0 , b0)        ; 
o que, seguindo a notação em (3.7) equivale a duas ortogonalidades de base 
            E[ y - f(x ; a0)  ￿x] = 0        ,        E[ (y - f(x ; a0))
2 - h(x ; a0 , b0) ￿x] = 0       ,   
a serem usadas para compor os momentos. Supondo que as explicativas x comporão os 
instrumentos ótimos, estes serão dados a partir da matriz D°(x): 
 
                                                                                                                                                                          
condicionada à filtração). 
8 Em inglês, nearest-neighbour. 
9 Excelentes exposições sobre este estimador se encontram na monografia de Rosenblatt (1991) ou no 
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e por   W°(x) = var ( ( e,e
2 )’ ￿x ) . Neste caso, a varass do estimador otimal será, em 
geral, inferior à do de mínimos quadrados com correção para a heterocedasticidade. O 
leitor deve verificar (Exercício 4) que ambas coincidem se     
  E [e
3￿x] ¹ 0    ou    h(x ;a0 ,b0) = h(x ;b0)  ,  
ou  seja,  os  coeficientes  da  equação  não  figurarem  na  especificação  da 





1.  Prove  que  a  condição  (2.1)  é  satisfeita  pelo  conjunto  de  instrumentos  ótimos 
definido pela matriz de projeto (2.8). 
2.  Refaça os resultados da seção 2 para um sistema de n equações não lineares Ht. 
3.  Prove  rigorosamente  que  a  inversa  de  (3.12) é  mínima  na  classe  das  variâncias 
assintóticas definidas pela inversa de (3.11). 
4.  Prove  a  afirmativa  sobre  a  varass  dos  mínimos  quadrados  com  correção  de 
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