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Abstract
Humans read by making a sequence of fixations and saccades. They often skip
words, without apparent detriment to understanding. We offer a novel explanation
for skipping: readers optimize a tradeoff between performing a language-related
task and fixating as few words as possible. We propose a neural architecture that
combines an attention module (deciding whether to skip words) and a task module
(memorizing the input). We show that our model predicts human skipping behavior,
while also modeling reading times well, even though it skips 40% of the input. A
key prediction of our model is that different reading tasks should result in different
skipping behaviors. We confirm this prediction in an eye-tracking experiment in
which participants answers questions about a text. We are able to capture these
experimental results using the our model, replacing the memorization module with
a task module that performs neural question answering.
1 Introduction
Explaining the cognitive processes involved in human reading poses a particularly interesting
challenge for cognitive science. First, because reading is a cultural skill that is acquired through
explicit instruction combined with a large amount of practice. This sets it apart from other linguistic
skills such as speaking and listening, which are normally acquired earlier in life than reading and
do not require explicit instruction. Often, an innate component is assumed to be part of language
acquisition; but this is not a plausible assumption for reading, as it is a recent phenomenon by
evolutionary standards, dating back to around 3000–4000 BC. Reading, insofar as it is distinct from
A preliminary version of the modeling study reported in Section 5 was previouly published in Hahn and Keller (2016).
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the rest of linguistic cognition, therefore must be a skill that is learnable from experience.
A second important aspect of human reading is that it is a highly task-specific process. When
we read a book for entertainment, we will do so differently than when we read the same book in
order to find typographical errors. For many tasks, readers employ specific information-seeking
strategies. For example, to find an answer to a question in a text, they systematically search for
names, dates, amounts, or whatever form the correct answer is likely to take. Reading strategy will
also vary depending on whether the task is to memorize facts (perhaps for an exam), translate a
text, compile a summary of book, or write a review. It is an intriguing questions how the high-
level requirements of such tasks are translated into low-level reading behavior, i.e., ultimately into
a sequence of eye-movements on the words of a text.
Both of these properties of reading are a challenge for computational cognitive modeling. On
the one hand, we need to develop a model that assumes only a minimum of innate knowledge and
is able to learn the key properties of human reading from exposure to large amounts of text. On the
other hand, the model must be amenable to explicit instruction and it has to capture a wide range of
different reading strategies for different tasks. In other words, the model must be able to change its
behavior depending on whether its task is to memorize information, answer a question, find typos
in a text, etc.
In this paper, we will focus on one particular aspect of reading, viz., the allocation of atten-
tion. This means what we ask of our model is to predict which words in a text are attended to during
reading, and how much attention each of these words receives. We will assume that the allocation
of attention can be studied by measuring the eye-movements that humans make as they read; these
eye-movements consist of fixations and saccades. During a fixation, the eyes land on a word and
remain fairly static for 200–250 ms. Saccades are the rapid jumps that occur between fixations,
typically lasting 20–40 ms and spanning 7–9 characters (Rayner, 1998). Readers, however, do not
simply fixate one word after another; some saccades go in reverse direction, and some words are
fixated more than once or skipped altogether.
Our model will capture the allocation of attention during reading by modeling skipping, i.e.,
the process that decides which words should be fixated, and which ones should be skipped, by the
reader. (Our model is also able to prediction reading times, but this is a secondary aspect.) We will
assume that a skipping strategy can be learned from large amounts of text if an explicit task is given
to the reader. The task (such as memorization or question answering) allows the model to infer
which words are important (and should be attended to), and which ones are less important (and
should be skipped).
In particular, we assume that task-based reading behavior can be explained by a fundamental
tradeoff: the model needs to trade off economy of attention (skipping as many words as possible,
i.e., reading as fast as possible) and accuracy (making as few errors as possible in the task the
reader is trying to accomplish). Task-specific reading strategies emerge when the model learns the
economy–accuracy tradeoff for a given task.
Crucially, to enable the model to learn this tradeoff, it is provided with feedback (i.e., a type
of instruction) that is specific to the task. This feedback comes in the form of a reinforcement signal,
i.e., information on whether the model has accurately solved the task for a given input or not. While
this is a type of instruction, it does not mean that we are assuming supervised learning, i.e., that the
model is told explicitly which words to skip and to fixate. This form of supervision would not be
cognitively plausible: humans who are taught to read do receive feedback regarding whether they
performed their reading task correctly or not, but they are not told whether they have fixated the
MODELING TASK EFFECTS IN HUMAN READING 3
right words, or spend the right amount of time on each word.
In the following, after an overview of related work, we introduce the Tradeoff Hypothesis that
underlies our model in more detail. Then we will present the model itself, which is implemented as
an attention-based recurrent neural network that performs word prediction under uncertainty (i.e.,
it can decide to skip words). We derive its objective function for the baseline task of memorizing
the input text, and show how the model can be trained using reinforcement learning. In Modeling
Study 1, we demonstrate that our model successfully captures reading times and skipping patterns
observed in a large eye-tracking corpus, as well as modeling qualitative properties of human reading.
This is followed by Experiment 1, an eye-tracking study which tests a key prediction our
model, viz., that a change in reading task should lead to a change in reading strategy. This exper-
iment uses question answering as the task participants have to perform and manipulates whether
they see a preview of the question before they read the corresponding text. The results of this exper-
iment inform an updated version of our model, which now performs questions answering instead of
text memorization. Finally, Modeling Study 2 shows that the updated model captures the reading
behavior we observed in Experiment 1 correctly. This is followed by a general discussion which
summarizes our contributions and addresses some of the limitations of this work.
2 Related Work
A range of computational models have been developed to account for human eye-movements
in reading (Rayner & Reichle, 2010), including models of saccade generation in cognitive psychol-
ogy, such as EZ-Reader (Reichle, Pollatsek, Fisher, & Rayner, 1998; Reichle, Rayner, & Pollatsek,
2003; Reichle, Warren, & McConnell, 2009), SWIFT (Engbert, Longtin, & Kliegl, 2002; Engbert,
Nuthmann, Richter, & Kliegl, 2005), or the Bayesian Model of Bicknell and Levy (2010). More re-
cent approaches use machine learning models trained on eye-tracking data to predict human reading
patterns (Hara, Kano, & Aizawa, 2012; Matthies & Søgaard, 2013; Nilsson & Nivre, 2009, 2010).
Both types of models involve theoretical assumptions about human eye-movements, or at least re-
quire the selection of relevant eye-movement features. Model parameters have to be estimated in a
supervised way from eye-tracking corpora.
Unsupervised approaches, that do not involve training the model on eye-tracking data, have
also been proposed. A key example is surprisal, which measures the predictability of a word in
context, defined as the negative logarithm of the conditional probability of the current word given
the preceding words (Hale, 2001; Levy, 2008). Surprisal is computed by a language model, which
can take the form of a probabilistic grammar, an n-gram model, or a recurrent neural network. While
surprisal has been shown to correlate with word-by-word reading times (Demberg & Keller, 2008;
Frank & Bod, 2011; McDonald & Shillcock, 2003a, 2003b; Smith & Levy, 2013), it is designed
to be a general measure of linguistic processing difficulty, and thus cannot explain other aspects
of human reading, such as reverse saccades, re-fixations, or skipping. Skipping is a particularly
intriguing phenomenon: about 40% of all words are skipped (in the Dundee corpus, see below),
without apparent detriment to text understanding.
A range of attention-based neural network architectures have recently been proposed in the
literature, showing promise in both natural language processing (NLP) and computer vision (e.g.,
Bahdanau, Cho, & Bengio, 2015; Mnih, Heess, Graves, & others, 2014). Such architectures incor-
porate a mechanism that allows the network to dynamically focus on a restricted part of the input.
Attention is also a central concept in cognitive science, where it denotes the focus of cognitive pro-
cessing. In both language processing and visual processing, attention is known to be limited to a
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restricted area of the visual field, and shifts rapidly through eye-movements (Henderson, 2003).
Attention-based neural architectures either employ soft attention or hard attention. Soft atten-
tion distributes real-valued attention values over the input, making end-to-end training with gradient
descent possible. Hard attention mechanisms make discrete choices about which parts of the input
to focus on, and can be trained with reinforcement learning (Mnih et al., 2014). In NLP, soft atten-
tion can mitigate the difficulty of compressing long sequences into fixed-dimensional vectors, with
applications in machine translation (Bahdanau et al., 2015) and question answering (Hermann et al.,
2015). In computer vision, both types of attention can be used for selecting regions in an image (Ba,
Salakhutdinov, Grosse, & Frey, 2015; Xu et al., 2015).
3 The Tradeoff Hypothesis
As outlined in the introduction, the aim of this paper is not to offer a full model of eye-
movement control during reading. Rather, we focus on one particular aspect of reading, i.e., the
allocation of attention on the words of a text. Specifically, we want to model the process that de-
cides which words in a text are fixated and which ones are skipped when a text is read in order
to accomplish a certain task (e.g., memorizing the content, answering a question). Once we have a
model of skipping, we can use that model to compute a modified version of the surprisal that only
uses the words that are fixated. The architecture of our model exploits the parallel between neural
attention as defined in the recent neural network literature, and human attention as studied in cogni-
tive psychology. The approach we propose is unsupervised, i.e., the model is trained without access
to eye-tracking data.
We start from the assumption that human reading is a well practiced and highly optimized
process, which enables humans to read very efficiently, at a typical rate of 300–500 words per
minute. We hypothesize that in order to achieve such efficiency, the reader optimizes a tradeoff
between economy of attention (skipping as many words as possible) and accuracy (making as few
errors as possible in a given reading task). We will call this assumption the Tradeoff Hypothesis.
Based on this hypothesis, we expect that humans only fixate words to the extent necessary for task
success, while skipping words whose that are not task relevant, or whose contribution to the text can
be inferred from context. Crucially, the optimal economy–accuracy tradeoff depends on the task the
reader is trying to accomplish; it follows that there is no single reading strategy that is optimal for
all tasks.
In order to accrue evidence for the Tradeoff Hypothesis, this paper will investigate the fol-
lowing questions:
1. Can we use the Tradeoff Hypothesis to design a computational model that predicts quanti-
tative properties of human skipping behavior? Furthermore, can we use the same model to
compute a surprisal measure that correlates with human reading times, even though it only
has access to the words the model fixates?
2. Can the Tradeoff Hypothesis explain known qualitative features of human fixation patterns?
These include dependence on word frequency, word length, predictability in context, a con-
trast between content and function words, and the statistical dependence of the current fixation
on previous fixations.
3. Does the model instantiate a key prediction of the Tradeoff Hypothesis, i.e., that the optimal
reading strategy depends on the task? Based on this prediction, we should find that skipping
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behavior changes when the reading task changes, both in humans and in our model.
To investigate these questions, we develop an architecture that combines neural language modeling
with attention-based recurrent networks, two approaches that have shown great promise in NLP
and in computer vision. We train our model end-to-end on a large text corpus with an objective
function that implements the Tradeoff Hypothesis. We then evaluate the model’s reading behavior
against a corpus of human eye-tracking data. Apart from the unlabeled training corpus and the model
architecture, no further assumptions about language structure need to be made – in particular, no
lexicon or grammar is required, and no eye-tracking data is used at training time.
4 The Neural Attention TradeoffModel
The point of departure for our model is the Tradeoff Hypothesis (see Section 3): Reading
optimizes a tradeoff between economy of attention and task accuracy. We make this idea explicit
by proposing NEAT (NEural Attention Tradeoff), a computational model that reads text and then
performs a task related to the text it has read. While reading, the network chooses which words to
process and which ones to skip. For ordinary reading, we will assume that the task is simply to mem-
orize the input, i.e., the model learns to reconstruct what it has read as accurately as possible. Based
on this assumption, we train the model using an objective function that minimizes the input recon-
struction error while also minimizing the number of words fixated. We will drop this simplifying
assumption and generalize our model to a new reading task (question answering) in Section 7.
4.1 Architecture
We use a neural encoder-decoder architecture (Sutskever, Vinyals, & Le, 2014) with a hard
attention mechanism. We illustrate the model in Figure 1, operating on a three-word sequence
w = w1,w2,w3. The most basic components are the reader, labeled R, and the decoder. Both
these components are recurrent neural networks with long short-term memory (LSTM, Hochreiter
& Schmidhuber, 1997) units. The recurrent reader network is expanded into time steps R0, . . . ,R3
in the figure. It passes over the input sequence, reading one word wi at a time, and converts the word
sequence into a sequence of vectors h0, . . . , h3. Each vector hi is as a fixed-dimensional encoding of
the word sequence w1, . . . ,wi that has been read so far. The last vector h3 (more generally hN for
sequence length N), which encodes the entire input sequence, is then fed into the input layer of the
decoder network, which attempts to reconstruct the input sequence w. The decoder is also realized
as a recurrent neural network, collapsed into a single box in the figure. It models a probability distri-
bution over word sequences, computing the conditional distribution PDecoder(wi|w1...i−1, hN) over the
vocabulary in the i-th step, as is common in neural language modeling (Mikolov, Karafiát, Burget,
Cˇernocký, & Khudanpur, 2010). As the decoder has access to the vector representation created by
the reader network, it should be able to assign the highest probability to the word sequence w that
was actually read. Up to this point, the model is a standard encoder-decoder architecture designed
to reconstruct an input sequence from a fixed-dimensional representation.
To obtain a basic model of human reading behavior, we add two further components to NEAT.
First, experimental evidence shows that during reading, humans constantly make predictions about
the upcoming input (e.g., Van Gompel & Pickering, 2007). To model this behavior, we make use
of the fact that the reader network at each time step outputs a probability distribution PR over the
lexicon. This distribution describes which words are likely to come next (i.e., the reader network also
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performs language modeling). Unlike the modeling performed by the decoder, PR, via its recurrent
connections, has access to the preceding context only.
Second, we model skipping by stipulating that only some of the input words wi are fed into
the reader network R; the other words are skipped during reading. For skipped words, R receives a
special vector representation that contains no information about the input word. NEAT incorporates
an attention module A, which at each time step during reading, decides whether the next word is
shown to the reader network or not. Before fixating or skipping a word, humans obtain information
about it and sometimes fully identify it using parafoveal preview (Gordon, Plummer, & Choi, 2013).
Thus, we can assume that the choice of which words to skip takes into account not only the prior
context but also a preview of the word itself. We therefore allow the attention module to take the
input word into account when making its decision. Prior context is modeled by giving the attention
module access to the previous state hi−1 of the reader network, which summarizes what has been
read so far. To allow for an interaction between skipping and prediction, we also give the attention
module access to PR, i.e., the probability of the input word according to the prediction made at the
last time step.
If we write the decision made by A as ωi ∈ {0, 1}, where ωi = 1 means that word wi is shown
to the reader and 0 means that it is skipped, then we can write the probability of showing word wi
as:
P(ωi = 1|ω1...i−1,w) = PA(wi, hi−1, PR(wi|w1...i−1,ω1...i−1)) (1)
We implement the attention module A as a feed-forward network, followed by taking a binary sam-
ple ωi.
We can straightforwardly obtain the surprisal of an input word by taking the negative loga-
rithm of the conditional probability of the word given the context words that precede it:
Surp(wi|w1...i−1) = − log PR(wi|w1...i−1,ω1...i−1) (2)
As a consequence of skipping, the reader network does not have access to all input words. Crucially,
the probability and surprisal estimates it computes therefore only take into account the words that
have actually been read. We will refer to this quantity as the restricted surprisal, as opposed to full
surprisal, which is computed based on all prior context words.
NEAT therefore computes two quantities that model important aspects of reading behavior:
the fixation probability in equation (1), which predicts how likely words are to be fixated (rather
than skipped), and the restricted surprisal in equation (2), which models the reading times of fixated
words (in line with standard results that show that surprisal correlates with reading time, e.g., Dem-
berg & Keller, 2008).
4.2 Objective Function
Given the network parameters θ and an input sequence of words w, the network stochastically
chooses a fixation sequence ω according to (1) and incurs a loss L(ω|w, θ) for language modeling
(i.e., word prediction) and reconstruction:
L(ω|w, θ) = −
∑
i
log PR(wi|w1...i−1,ω1...i−1; θ) (3)
−
∑
i
log PDecoder(wi|w1...i−1; hN ; θ)
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h0 h1 h2
PR1 PR2 PR3
Figure 1. The architecture of the proposed NEAT model, reading a three-word input sequence
w1,w2,w3. R is the reader network and PR the probability distribution it computes at each time
step. A is the attention network. At each time step, the input, its probability according to PR, and the
previous state hi−1 of R are fed into A, which then decides whether the word is read or skipped.
where PR(wi, . . . ) denotes the output of the reader after reading wi−1, and PDecoder(wi| . . . ; hN) is the
output of the decoder at time step i−1, with hN being the vector representation created by the reader
network for the entire input sequence.
To implement the Tradeoff Hypothesis, we train NEAT to solve language modeling and re-
construction with minimal attention, i.e., the network minimizes the following expected loss:
Q(θ) := Ew,ω
[
L(ω|w, θ) + α · ‖ω‖`1
]
(4)
where word sequences w are drawn from a corpus, and ω is distributed according to P(ω|w, θ) as
defined in (1). In equation (4), ‖ω‖`1 is the number of words shown to the reader, and α > 0 is a
hyperparameter. The term α · ‖ω‖`1 encourages NEAT to attend to as few words as possible.
Note that we make no assumption about linguistic structure – the only ingredients of NEAT
are the neural architecture, the objective (4), and the corpus from which the sequences w are drawn.
This corpus is merely a sequence of words – NEAT is trained without linguistic annotation and
without any eye-tracking data; we use eye-tracking data only for evaluating the model.
4.3 Parameter Estimation
We follow previous approaches to hard attention in using a combination of gradient descent
and reinforcement learning, and separate the training of the recurrent networks from the train-
ing of A. To train the reader R and the decoder, we temporarily remove the attention network A,
set ω ∼ Binom(n, p) (n sequence length, p a hyperparameter), and minimize E[L(w|θ,ω)] using
stochastic gradient descent, sampling a sequence ω for each input sequence. In effect, NEAT is
trained to perform reconstruction and language modeling when there is noise in the input. After R
and the decoder have been trained, we fix their parameters and train A using the REINFORCE rule
(Williams, 1992), which performs stochastic gradient descent using the estimate
1
|B|
∑
w∈B;ω
(
L(ω|w, θ) + α · ‖ω‖`1
)
∂θA
(
log P(ω|w, θ)) (5)
for the gradient ∂θA Q. Here, B is a minibatch, ω is sampled from P(ω|w, θ), and θA ⊂ θ is the set of
parameters of A.
To reduce the variance of this estimator, we subtract an estimate of the expected loss at each
step (the loss estimate is in turn computed using an LSTM). Furthermore, we add an entropy term
encouraging the distribution to be smooth, following Xu et al. (2015). For more details regarding
the estimation, the reader is referred to Hahn and Keller (2016).
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5 Modeling Study 1
The aim of this modeling study is to evaluate how well NEAT predicts human fixation behav-
ior and reading times. In particular, we want to investigate whether NEAT, when trained to perform
a generic task (reconstructing the input text), is able to simulate reading behavior as it is observed
in human readers when they are not given a specific task (other than understanding the text).
The aim of this modeling study is also to show that known qualitative properties of human
reading emerge from the Tradeoff Hypothesis, even though no prior knowledge about useful text
features is hard-wired into NEAT.
5.1 Methods
5.1.1 Model Implementation. For both the reader and the decoder networks, we choose
a one-layer LSTM network with 1,000 memory cells. The attention network is a one-layer feedfor-
ward network. For the loss estimator, we use a bidirectional LSTM with 20 memory cells. The text
being read is split into sequences of 50 tokens, which are used as the input sequences for NEAT,
disregarding sentence boundaries. Word embeddings have 100 dimensions, are shared between the
reader and the attention network, and are only trained during the training of the reader module. The
vocabulary consists of the 10,000 most frequent words from the training corpus. We trained NEAT
on the training set of the Daily Mail section of the DeepMind question answering corpus (Hermann
et al., 2015), which consists of 195,462 articles from the Daily Mail newspaper, containing approxi-
mately 200 million tokens (only the texts were used for this modeling study, not the questions). The
recurrent networks and the attention network were each trained for one epoch. For initialization,
weights are drawn from the uniform distribution. We set α = 5.0, γ = 5.0, and used a constant
learning rate of 0.01 for A. No eye-tracking data was used for training the model.
5.1.2 Dataset. To evaluate the reading behavior of the trained model, we used the English
section of the Dundee corpus (Kennedy & Pynte, 2005), which consists of 20 texts from The Inde-
pendent, annotated with eye-movement data from ten English native speakers. Each native speakers
read all 20 texts and answered a comprehension question after each text. We split the Dundee corpus
into a development and a test set, with texts 1–3 constituting the development set. The development
set consists of 78,300 tokens, and the test set of 281,911 tokens. For evaluation, we removed the
datapoints removed by Demberg and Keller (2008), mainly consisting of words at the beginning or
end of lines, outliers, and cases of track loss. Furthermore, we removed datapoints where the word
was outside of the vocabulary of the model, and those datapoints mapped to positions 1–3 or 48–50
of a sequence when splitting the data. After preprocessing, 62.9% of the development tokens and
64.7% of the test tokens remained. To obtain fixation rates and reading times per token, we used the
eye-tracking measures computed by Demberg and Keller (2008). The average fixation rate over all
tokens was 62.1% on the development set, and 61.3% on the test set.
The development set was used to run preliminary versions of the human evaluation studies,
and to determine the human skipping rate (see Section 5.2). All the results reported in this paper
were computed on the test set, which remained unseen until the model was final.
5.2 Results and Discussion
Throughout this section, we consider the following baselines for the attention network: ran-
dom attention is defined by ω ∼ Binom(n, p), with p = 0.62, the human fixation rate in the devel-
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Figure 2. Top: Heatmap visualizing human fixation probabilities, as estimated from the ten readers
in the Dundee corpus. In cases of track loss, we replaced the missing value with the corresponding
reader’s overall fixation rate. Bottom: Heatmap showing fixation probabilities simulated by NEAT in
Modeling Study 1. The color gradient denotes the fixation probability for a word, ranging from blue
(low probability) to red (high probability). White background indicates that the word was excluded
from the analysis because it was at the beginning or end of a sequence, or out of vocabulary.
opment set. This baselines corresponds to a reading strategy where words are skipped at random, so
that the overall fixation rate is the same as in our Dundee development set.
As additional baselines, we derive fixation predictions from full surprisal, word frequency,
and word length. For this, we choose a threshold for these quantities such that the resulting fixation
rate matches the human fixation rate on the development set. For example, the word frequency
baseline skips all high frequency words up to a frequency threshold that ensures that the fixation
rate is 62.1%. Note that we need a surprisal model in order to compute the full surprisal baseline;
we will return to this below.
5.2.1 Fixation Sequences. By averaging over all possible fixation sequences, NEAT de-
fines for each word in a sequence a probability that it will be fixated. This probability is not effi-
ciently computable, so we approximate it by sampling a sequence ω and taking the probabilities
P(ωi = 1|ω1...i−1,w) for i = 1, . . . , 50. These simulated fixation probabilities can be interpreted as
defining a distribution of attention over the input sequence. Figure 2 shows heatmaps of the sim-
ulated and human fixation probabilities, respectively, for the beginning of a text from the Dundee
corpus. While some differences between simulated and human fixation probabilities can be noticed,
there are similarities in the general qualitative features of the two heatmaps. In particular, function
words and short words are less likely to be fixated than content words and longer words in both the
simulated and the human data.
Human reading behavior is stochastic in the sense that different runs of eye-tracking exper-
iments such as the ones recorded in the Dundee corpus yield different eye-movement sequences.
NEAT is also stochastic, in the sense that, given a word sequence w, it defines a probability distri-
bution over fixation sequences ω. Ideally, this distribution should be close to the actual distribution
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Accuracy Ffix Fskip
NEAT 63.7 70.4 53.0
Supervised Models
Nilsson and Nivre (2009) 69.5 75.2 62.6
Matthies and Søgaard (2013) 69.9 72.3 66.1
Human Performance and Baselines
Random Attention 52.6 62.1 37.9
Full Surprisal 64.1 70.7 53.6
Word Frequency 67.9 74.0 58.3
Word Length 68.4 77.1 49.0
Human 69.5 76.6 53.6
Table 1
Evaluation of fixation sequence predictions against human data. For the human baseline, we pre-
dicted the n-th reader’s fixations by taking the fixations of the (n + 1)-th reader (with missing values
replaced by reader average), averaging the resulting scores over the ten readers.
of fixation sequences produced by humans reading the sequence, as measured by perplexity. Lower
perplexity indicates better fit between the model and the human data.
We find that the perplexity of the fixation sequences produced by the ten readers in the
Dundee corpus under NEAT is 1.84. This compares to a perplexity of 1.96 under random atten-
tion. We also computed the perplexity of a naive model that has access to fixation data and simply
uses the human fixation rates for each word as probabilities. The perplexity of this model is 1.68,
which can be seen as measure of the agreement between readers.
Previous work on supervised models of fixation prediction (Matthies & Søgaard, 2013; Nils-
son & Nivre, 2009) has been evaluated by measuring the overlap of the fixation sequences produced
by the models with those in the Dundee corpus. For NEAT, this method of evaluation is problematic
as differences between model predictions and human data may be due to differences in the rate of
skipping, and due to the inherently stochastic nature of fixations. We therefore derive model pre-
dictions by rescaling the simulated fixation probabilities so that their average equals the fixation
rate in the development set, and then greedily take the maximum-likelihood sequence. That is, we
predict a fixation if the rescaled probability is greater than 0.5, and a skip otherwise. As in previous
work, we report the classification accuracy (for the two classes fixation and skip), and also separate
F-scores for fixation and skip prediction (F is the harmonic mean of precision and recall). As lower
and upper bounds, we use random attention (which was defined as ω ∼ Binom(n, 0.62)) and the
agreement of the ten human readers, respectively. The results are shown in Table 1. NEAT clearly
outperforms random attention and shows results close to full surprisal (where we apply the same
rescaling and thresholding as for NEAT). This is remarkable given that NEAT has access to only
60.4% of the words in the corpus in order to predict skipping, while full surprisal has access to all
the words.
Word frequency and word length perform well, almost reaching the performance of super-
vised models. This shows that the bulk of skipping behavior is already explained by word frequency
and word length effects. Note, however, that NEAT is completely unsupervised, and does not know
that it has to pay attention to word frequency; this is something the model is needs to infer. (NEAT
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has no notion of word length, as all words are represented as embeddings, i.e., as numeric vectors
of fixed length.)
5.2.2 Reading Times. To evaluate the predictions NEAT makes for reading times, we
use linear mixed effects models that include as a predictor the restricted form of surprisal derived
from NEAT for the Dundee test set. The mixed models also include a set of standard baseline
predictors, viz., word length, log word frequency, and the position of the word in the text. Word
length and surprisal were residualized with respect to log word frequency. To keep the size of the
mixed effects models manageable, we only considered binary interactions. Which interactions to
include was determined by forward model selection: Starting from a model with only main effects,
we iteratively added the binary interaction resulting in the greatest improvement in deviance,1 until
model fit did not change significantly any more according to a χ2 test. We did this separately for all
four reading measures, and then pooled the interactions, so that the final models for all measures
contained the same set of interactions.
We treat participants and items as random factors. As the dependent variables, we take either
first fixation duration, first pass time, total time, or fixation rate (these measures are defined in
Section 6.1.4).
We compare NEAT surprisal against full surprisal as an upper bound and against random
surprisal as a lower bound. Random surprisal is surprisal computed by a model with random atten-
tion; this allows us to assess how much surprisal degrades when only 60.4% of all words are fixated,
but no information is available as to which words should be fixated. Full surprisal is the surprisal
estimate computed with full attention, i.e., when our model is allowed to fixate all words.
In order to compare the three surprisal estimates, we need a measure of effect size. For this,
we compare the model fit of the three mixed effects models using deviance: higher deviance indi-
cates greater improvement in model fit over the baseline model. For first pass, we find that the mixed
model that includes NEAT surprisal achieves a deviance of 253 compared to the mixed model con-
taining only the baseline predictors. With full surprisal, we obtain a deviance of 493. On the other
hand, the model including random surprisal achieves a lower deviance of 173. For the other reading
time measures, the situation is similar, see Table 2 for details. (This table also contains AIC and BIC
as additional measures for model comparison; these agree with the deviance results.) For fixation
rate, we find that no form of surprisal has any predictive power over and above the other predictors.
The reading time results in Table 2 show that restricted surprisal as computed by NEAT not
only significantly predicts reading times, it also provides an improvement in model fit compared
to the baseline predictors. The magnitude of this improvement in terms of deviance indicates that
NEAT outperforms random surprisal. Full surprisal achieves an even greater improvement, but this
is not unexpected, as full surprisal has access to all words, unlike NEAT or random surprisal, which
only read to 60.4% of the words in the text, and skip the rest.
5.2.3 Qualitative Properties. After testing NEAT predictions against human fixation se-
quences and reading times, we now investigate qualitative properties of the simulated fixation se-
quences. We will focus on comparing the predictions of NEAT with that of word frequency, which
performs comparably at the task of predicting fixation sequences (see Section 5.2.1).
While predictors derived from word frequency treat the decisions whether to fixate or skip
words as independent, humans are more likely to fixate a word when the previous word was skipped
(Rayner, 1998). This effect is also seen in NEAT. More precisely, both in the human data and in
1Deviance is defined as the difference between the log likelihood of the model under consideration minus the log
likelihood of the baseline model, multiplied by −2.
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First Fixation First Pass Total Time Fixation Rate
(Intercept) 201.15 (5.66) ∗∗∗ 236.27 (7.14) ∗∗∗ 250.14 (8.03) ∗∗∗ 0.073 (0.21)
LogWordFreq −5.53 (0.18) ∗∗∗ −21.34 (0.32) ∗∗∗ −22.94 (0.38) ∗∗∗ −0.858 (0.078) ∗∗∗
WordLength −0.26 (0.13) ∗ 4.62 (0.23) ∗∗∗ 5.04 (0.27) ∗∗∗ 0.284 (0.023) ∗∗∗
PositionText −0.68 (0.19) ∗∗∗ −2.12 (0.33) ∗∗∗ −2.62 (0.38) ∗∗∗ −0.009 (0.017)
WordLength:LogWordFreq −0.63 (0.13) ∗∗∗ −2.16 (0.23) ∗∗∗ −2.27 (0.26) ∗∗∗ 0.046 (0.016) ∗∗
PositionText:LogWordFreq 0.51 (0.18) ∗∗ 1.97 (0.32) ∗∗∗ 2.01 (0.37) ∗∗∗ 0.065 (0.014) ∗∗
PositionText:WordLength −0.12 (0.11) −0.50 (0.20) ∗ −0.41 (0.24) −0.015 (0.006) ∗∗
NEAT Surprisal 1.53 (0.09) ∗∗∗ 3.17 (0.15) ∗∗∗ 4.20 (0.18) ∗∗∗ 0.009 (0.008)
AIC difference 173 251 309
BIC difference 164 242 299
Deviance 175 253 311
Full Surprisal 1.85 (0.08) ∗∗∗ 4.23 (0.14) ∗∗∗ 5.28 (0.17) ∗∗∗ 0.01 (0.007)
AIC difference 271 491 622
BIC difference 261 482 613
Deviance 273 493 624
Random Surprisal 1.24 (0.11) ∗∗∗ 2.32 (0.18) ∗∗∗ 3.02 (0.21) ∗∗∗ 0.001 (0.006)
AIC difference 126 171 207
BIC difference 117 161 198
Deviance 128 173 209
∗∗∗p < 0.001, ∗∗p < 0.01, ∗p < 0.05
Table 2
Linear mixed effects models for reading time measures on the Dundee corpus, with model compar-
isons between base model and models including different types of surprisal. All model comparisons
are significant at p < 2.2 · 10−16 using a χ2 test.
the simulated fixation data, the conditional fixation probability P(ωi = 1|ωi−1 = 1) is lower than
the marginal probability P(ωi = 1). The ratio of these probabilities is 0.85 in the human data, and
0.81 in NEAT. The threshold predictor derived from word frequency also shows this effect (as the
frequencies of successive words are not independent), but it is weaker (ratio 0.91).
To further test the context dependence of NEAT’s fixation behavior, we ran a mixed model
predicting the fixation probabilities simulated by NEAT, with items as random factor and the log
frequency of word wi as predictor. Adding ωi−1 as a predictor results in a significant improvement
in model fit (deviance = 4,798, t = 71.3). This shows that NEAT captures the context dependence
of fixation sequences to an extent that goes beyond word frequency alone.
Part-of-speech categories are known to be a predictor of fixation probabilities, with content
words being more likely to be fixated than function words (P. A. Carpenter & Just, 1983). In Fig-
ure 3, we graph simulated fixation probabilities and human fixation probabilities estimated from the
Dundee corpus for the tags of the universal part-of-speech tagset (Petrov, Das, & McDonald, 2012),
using the part-of-speech annotation of Dundee provided by Barrett, Agic´, and Søgaard (2015). We
again compare with the fixation probabilities generated by a threshold predictor derived from word
frequency.2 NEAT captures the differences between part-of-speech categories well: The content
2We omit the tag “.” for punctuation, as punctuation marks are not treated as separate tokens in Dundee.
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Figure 3. Human fixation probabilities by part-of-speech tag, compared to fixation probabilities
simulated by NEAT, and simulated using a model purely based on word frequency.
word categories ADJ, ADV, NOUN, VERB, and X consistently show higher probabilities than the
function word categories. The contrast with fixation probabilities derived from word frequency is
marked: these tend towards extreme values (0 or 1), and show a pattern that is clearly different from
the human fixation probabilities.
6 Experiment 1
The results of Modeling Study 1 showed that NEAT, our model of reading based on the
Tradeoff Hypothesis, is able to model basic qualitative properties of human reading, including the
non-independence of skipping decisions, and the differential skipping patterns that human exhibit
across part-of-speech categories. NEAT also makes quantitative predictions: it is able to predict
human fixation sequences through its measure of fixation probability, and human reading times
through its measure of restricted surprisal.
Recall that the version of NEAT used in Modeling Study 1 was based on the assumption that
the task that the model needs to solve is to memorize the text. NEAT therefore learns to reconstruct
on input sequence as faithfully as possible, while reading as economically as possible, i.e., fixating
as few words as it can.
We will now turn to an important prediction that can be derived from the Tradeoff Hypoth-
esis. By hypothesis, reading behavior is the consequence of a tradeoff between task accuracy and
reading economy. This predicts that the tradeoff will change when the reading task changes. More
specifically, if a reader is given a task that requires them to pay particular attention to certain aspects
of the text, then their eye-movements will change in a way that is optimal for this task. Experimen-
tal evidence for this comes, for instance, from studies comparing proofreading and normal reading
(Schotter, Bicknell, Howard, Levy, & Rayner, 2014).
In the present experiment, we will test this prediction of the Tradeoff Hypothesis by investi-
gating a specific task, viz., reading a text in order to find the answer to a question. We manipulate
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how much readers know about the task: in one condition (No Preview), participants first read the
text and then answer a question about it. In the second condition (Preview), they first see the ques-
tion, then read the text, and then answer the question. In the No Preview condition, readers have no
idea what the answer will look like, and their reading behavior should be similar to normal reading,
as they try to remember as much of the text as they can. In the Preview condition, on the other hand,
readers know what type of information to seek, allowing them to read faster and skip more words.
At the same time, we expect them to focus more on answer-relevant words (e.g., named entities),
and expect to see increased reading times on these words.
6.1 Methods
6.1.1 Participants. Twenty-two members of the University of Edinburgh community
took part in the experiment after giving informed consent. They were paid £10 for their partic-
ipation. All participants had normal or corrected-to-normal vision and were self-reported native
speakers of English.
6.1.2 Materials. Twenty newspaper texts were selected from the DeepMind question an-
swering corpus (Hermann et al., 2015). Ten texts were taken from the CNN section of the corpus
and the other ten texts from the Daily Mail section. Texts were selected so that they were compa-
rable in length and represented a balanced selection of topics. Text lengths ranged from 149 to 805
words (mean 323 words). Two additional texts were selected as practice items.
For each text, a question and the correct answer were selected from the corpus. In the Deep-
Mind corpus, questions are formulated as sentences with a blank to be completed with a named
entity so that a statement implied by the text is obtained. An example is the following question for
the text in Figure 4:
(1) A random sample from a __________ store tested positive for Listeria monocytogenes.
The correct answer in this case is Michigan. Questions were selected so that the correct answer does
not occur at the beginning of the text.
For each text, three incorrect answers (distractor) were created (these are not included in the
DeepMind corpus). The distractors were also named entities, chosen so that correctly answering the
question would likely be impossible without reading the text. In the present example, the distractors
were names of other US states.
6.1.3 Procedure. The experiment included two conditions: Preview and No Preview. In
the Preview condition, participants first read the question, then they read the text, and then they
saw the question again with four answer choices and had to select one answer. In the No Preview
condition, the question was not presented at the beginning of the trial, only after the text had been
read.
The design was between-groups, i.e., each participant took part either in the Preview or No
Preview version of the experiment. There were 12 participants in the Preview group and 10 par-
ticipants in the No Preview group. In both groups, participants first received written instructions
(appropriate for their condition) and went through two practice trials whose data was discarded.
Then, each participant read and responded to all 20 items (texts with questions and answer choices);
the items were the same for all participants (modulo question preview), but were presented in a
new random order for each participant. The order of the answer options was randomized for each
condition, but the same answer order was used for all participants in a given condition.
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The experiment was conducted in a sound-attenuated room, where the text was presented on
a 24 inch LCD screen, in a Lucida Sans Typewriter font with a fontsize of 20 points, line spacing
of 20 points, and x- and y-offsets of 113 points. Each trial consisted of the question preview (in the
Preview condition only; without answer choices), presented on its own page. After a button press,
the text was displayed; texts were between one and five pages long (mean 2.1 pages), where each
page contained up to eleven lines with about 80 characters per line. To get to the next page, and at
the end of the text, participants again had to press a button. After the last page of text, the question
was displayed, together with the four answer choices, on a separate page. Participants had to press
one of four buttons to select an answer.
Eye-movements were recorded using an Eyelink 2000 tracker manufactured by SR Research
(Ottawa, Canada). The tracker recorded the dominant eye of the participant (as established by an
eye-dominance test) with a sampling rate of 2000 Hz. The participant was positioned about 60 cm
away from the screen, and a head rest was used to minimize head movements. Before the experiment
started, the tracker was calibrated using a nine-point calibration procedure. At the start of each trial,
a fixation point was presented and drift correction was carried out. Throughout the experiment,
the experimenter monitored the accuracy of the recording and carried out additional calibrations as
necessary. Button presses were collected using a USB game pad.
6.1.4 Data Analysis. Drift in the vertical position of fixations was corrected automati-
cally. We used software to adjust the vertical position of the nine calibration points, accordingly
moving recorded fixations, on each trial so as to minimize a linear combination of the squares of:
1. for each calibration point, the Euclidean distance from the recorded position;
2. the number of fixations not falling on any line of the text;
3. the number of pairs of successive fixations assigned to different lines of the text;
4. for each fixation falling within a line, the vertical distance from the center of that line;
5. for each fixation falling above the first line or below the last line, the vertical distance to the
first or last line.
We selected the coefficients for these five factors manually so as to optimize the correction on a
number of selected trials. The software only adjusted vertical positions; the horizontal positions of
the calibration points and thus of the fixations was left unchanged.
We also pooled short, contiguous fixations as follows: fixations of less than 80 ms were
incorporated into larger fixations within one character, and any remaining fixations of less than
40 ms were deleted. Readers do not extract much information during such short fixations (Rayner
& Pollatsek, 1989).
For data analysis, each word in the text was defined as a region of interest. Punctuation was
included in the region of the word it followed or preceded without intervening whitespace.
We report data for the following eye-movement measures in the critical and spill-over regions.
First fixation duration is the duration of the first fixation in a region, provided that there was no
earlier fixation on material beyond the region. First pass time (often called gaze duration for single-
word regions) consists of the sum of fixation durations beginning with this first fixation in the region
until the first saccade out of the region, either to the left or to the right. Total time consists of the sum
of the durations of all fixation in the region, regardless of when these fixations occur. Fixation rate
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No Preview Preview
Preview, Preview,
before answer after answer
First fixation 221.3 194.9 194.3 195.2
First pass 260.7 210.8 210.9 210.8
Total time 338.0 263.0 273.5 259.2
Fixation rate 0.50 0.34 0.36 0.34
Accuracy 70% 89%
Table 3
Left: mean fixation rates, reading times, and question accuracies by conditions in our reading ex-
periment. Right: the same measures for the Preview condition only, separately for words that occur
before and after the correct answer in the text.
measures the proportion of trials in which the region was fixated (rather than skipped) on first-pass
reading.
For first fixation duration and first pass time, no trials in which the region is skipped on first-
pass reading (i.e., when first fixation duration is zero) were included in the analysis. For total time,
only trials with a non-zero total time were included in the analysis.
6.2 Results
6.2.1 Tradeoff between Accuracy and Economy. Table 3 shows descriptive statistics
for key eye-tracking measures: first fixation duration, first pass time, and total time. The table also
reports the fixation rate, i.e., the proportion of words that were fixated rather than skipped.
While the fixation rate was 0.50 in the No Preview condition, it dropped to 0.34 in the preview
condition. Similarly, all reading time measures were substantially lower in the Preview condition:
we observe a 27 ms reduction in first fixation duration, and reductions of 50 ms and 75 ms in first
pass duration and total time, respectively. (We statistically analyze these differences using mixed
effects models below.)
It is possible this result is simply due to the participants in the Preview condition being strate-
gic: once they have found the answer in the text, they only read the rest of the text superficially, or
even skip it completely. This would result in reduced overall reading times and fixation rates when
averaging across the text as a whole. The right half of Table 3 presents reading times and fixation
rates for the Preview condition separately for the words in the text that occur before and after the
answer. The measures in both cases are indistinguishable (except for a small reduction in total time).
This is evidence that participants read all of the text in the same way, and do not adopt a special
strategy once they have found the answer.
Turning now to question answering accuracy, we found an accuracy of 70% in the No Preview
condition rising to 89% in the Preview condition. This difference was significant (β = 2.19, SE =
0.69, p = 0.0017) in a logistic mixed effects model with text and participant as random effects and
condition as fixed effect, and the appropriate random intercepts and slopes.
A sample visualization of skipping behavior in the two conditions is shown in Figure 4. Over-
all fixation rates are higher in the No Preview condition (top) than in the Preview condition (bottom).
In the No Preview condition, most content words were fixated at least by some participants, and
longer words were fixated by most participants. This contrasts with the Preview condition, where
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Figure 4. Heatmap visualizing human fixation probabilities in Experiment 1, averaged over ten par-
ticipants per condition. Top: No Preview, bottom: Preview. The color gradient denotes the fixation
probability for a word, ranging from blue (0.0) to red (1.0). The question was A random sample from
a __________ store tested positive for Listeria monocytogenes. The correct answer was Michigan,
which occurs in the third line of the text.
only a few words have high fixation rates, including the correct answer (Michigan, in the third line
of the text).
We found that reading times were predictive of answer success. We built a logistic mixed
effects model predicting whether a participant answered a question correctly based on (1) condition
(Preview or No Preview), and (2) total time spent on the occurrences of the correct answer in the
text. The model included text and participant as random effects, and the appropriate random slopes
for reading time, which was centered and rescaled to unit variance to prevent numerical problems.
Reading time was a significant predictor (β = 0.8177, SE = 0.3434, p = 0.01725), with higher
reading time increasing the probability of answering correctly. The main effect of condition was
also significant, while no significant interaction between condition and reading time was found.
6.2.2 Mixed Effects Analyses. In order to statistically analyze the effect of our experi-
mental manipulation on eye-tracking measures, we fitted a series of mixed effects models (Pinheiro
& Bates, 2000) to the data. We include not only condition (Preview or No Preview, coded as −0.5
and +0.5, respectively) as a fixed factor in our models, but also the following word-based factors,
which allow us to analyze in more detail how the question-answering task influences reading strat-
egy:
1. LogWordFreq: log-transformed word frequency, computed from the CNN training set of the
DeepMind corpus (69 million words of newstext);
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2. WordLength: length of the word in characters, residualized with respect to log word fre-
quency;
3. IsNamedEntity: whether the word is part of a named entity (i.e., a potential answer), coded as
−0.5 for no and +0.5 for yes;
4. IsCorrectAnswer: whether the word is part of the correct answer to the question for this text,
again coded as −0.5 for no and +0.5 for yes;
5. PositionText: the position of the word in the text, counted from the first word of the text;
6. Surprisal: − log P(wn|w1...n−1) computed using a recurrent neural network language model
trained on the CNN training set of the DeepMind corpus. This was residualized with respect
to log word frequency.
For first fixation, first pass, and total time, we fitted mixed effects models using the R package
lme4 (Bates, Mächler, Bolker, & Walker, 2015). These models included random intercepts for par-
ticipants and items and their outputs are shown in Table 4. Models with random slopes did not
converge when using lme4. We therefore also built Bayesian linear mixed effects models with all
appropriate random slopes using Stan (B. Carpenter et al., 2017), both for reading times and for log-
transformed reading times; the results of these models broadly agree with the non-Bayesian models,
and are given in the Appendix.
For fixation rate, the dependent variable was binary (word fixated or skipped). We found that
fitting logistic mixed models with lme4 gave unstable results, so we fitted Bayesian logistic mixed
effects models with participants and items as random effects and all appropriate random slopes using
Stan. The fitted model for fixation rate is also shown in Table 4.
For first fixation, first pass, and total time, only fixated words were included in the analysis.
All predictors were centered. Continuous predictors were scaled to unit standard deviation, and
categorical predictors had a difference of one between their two levels. The coefficient of predictor
in these models can therefore be interpreted as the change in milliseconds per standard deviation of
the predictor (continuous), or the change (in milliseconds) induced by going from one level to the
other (categorical predictors).
We conducted forward model selection with a χ2 test as described in Section 5.2.2.
6.2.3 Task-independent Effects. The mixed effects models in Table 4 show main effects
of log word frequency and word length across all measures (first fixation, first pass, total time,
fixation rate), indicating that infrequent words and long words are read more slowly and are more
likely to be fixated, independent of experimental condition. There is also a significant effect of
named entity status on first fixation, first pass, and total time. Words that are part of a named entity
(i.e., a potential answer) are read more slowly. This effect is particularly strong in total time, with
an increase of 56 ms compared to other words. We also observe a main effect of whether a word
is part of the correct answer (decreased first pass duration) and of text position (words later in the
text have lower total time). There is also a significant main effect of surprisal on all reading time
measures: more surprising words are read more slowly. This is consistent with previous work on
surprisal in reading time corpora (Demberg & Keller, 2008). Crucially, we find a significant main
effect of condition in all measures: first fixation, first pass, total time, and fixation rate are all higher
in the No Preview condition, confirming the observations we made based on the descriptive statistics
in Table 3.
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Figure 5. Interactions between position and named entity status (left) and word frequency (right) in
total time. We show GAM-smoothed means with 95% confidence intervals.
Turning now to interactions, we find an interaction of word length and word frequency in first
fixation, total time, and fixation rate, which is a standard reading time effect. Beyond that, we find
a negative interaction between word length and correct answer in total time. This indicates that the
word length effect is less pronounced for answer words: these are read more slowly, independent of
the their length. We also observe that the position of a word in the text interacts with its frequency
(in total time), which is again a standard reading time effect. There is a negative interaction of text
position with named entity status in total time, which indicates that named entities are read faster
later in the text, presumably because a named entity is less likely to be the correct answer later in
the text, as the answer has already been encountered by then.
We also find three interactions involving surprisal. There is a positive interaction of surprisal
and word length in first pass and total time, indicating that surprisal has a bigger effect on longer
words than on shorter words. There is also a negative interaction of surprisal and named entity status
in all reading time measures except fixation rate, and a negative interaction of surprisal and correct
answer status in first pass. This indicates that words that belong to named entities and to the correct
answer, respectively, are less affected by surprisal that other words. Readers pay more attention to
these words than to other words (as per the main effects of IsNamedEntity and IsCorrectAnswer),
independently of whether they are surprising or not.
Two further interactions (PositionText:WordLength and Condition:PositionText) are not sig-
nificant in any measure, but are included as they were selected in the model selection for the mixed
effects analysis for Total Time.
6.2.4 Task-dependent Effects. The last section of Table 4 shows interactions involving
condition. These indicate that the preview and the no preview condition cause differences in reading
behavior, which is the key prediction we derived from the trade-off hypothesis.
We observe a significant negative interaction between condition and word frequency in first
pass, total time, and fixation rate (see Figure 6). This means that the word frequency effect is less
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Figure 6. Interaction between condition and log word frequency in reading time measures (first
fixation, first pass, total time, fixation rate).
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Figure 7. Interaction between condition and answer status in total time and fixation rate.
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Figure 8. Interaction between condition and named entity status in first pass and total time.
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pronounced in the Preview condition. We observe a similar effect for word length: the positive
interaction of condition and word length in all reading measures indicates that word length has a
weaker effect on reading time in the Preview condition. We hypothesize that when readers have
preview of the question, they adopt a strategy in which the allocation of attention (i.e., the reading
time) depends more heavily on information extracted from the question, and is less reliant on low-
level factors such as word frequency and word length.
We also find a positive interaction of condition and named entity status in first pass and total
time (see Figure 8). Generally, readers spend more time on named entities, as they are potential
answers (see main effect of IsNamedEntity). However, this effect is reduced in the Preview condition
– readers know what the answer should look like, and do not need to pay attention to all named
entities, only to the ones that are potential answers. In the No Preview condition, a safer strategy is
to spend extra time on all named entities.
We also find an interaction between condition and IsCorrectAnswer in total time and fixation
rate (see Figure 7). This is a large effect: words occurring in the correct answer are read for an
extra 131 ms in the Preview condition. Again, this provides clear evidence of a task effect. Readers
modify their reading strategy when they have access to information about the question: their main
goal is to find the answer in the text, and if they have found words that could belong to the answer,
they want to make sure of this, and spend a extra time reading these words.
6.3 Discussion
We found clear differences in reading times, fixation rate, and accuracy between the two
experimental conditions. In the Preview condition, participants read faster and skipped more, but
achieved a higher accuracy, compared to the No Preview condition. This is consistent with our
hypothesis that task has an effect on reading behavior: the presence of the question at the start of
a trial changes the task from a normal reading task to an information-seeking task. This in turn
changes the economy–accuracy tradeoff (as predicted by NEAT): even with reduced reading times
and increased skipping rates (more economical reading), readers achieve increased accuracy.
In addition to the main effect of condition, we also found main effects of word frequency,
word length, text position, and surprisal, which are well known from the reading time literature
(e.g., Demberg & Keller, 2008). Furthermore, we found that words that are part of a named entity
are read more slowly and are more likely to be fixated, an effect that is probably due to the fact that
named entities are task-relevant, as they are potential answers. In addition to that, words that occur
in the correct answer are read faster (though that was a weak effect in first pass only).
Finally, we uncovered a set of interactions between experimental condition (Preview or No
Preview) and word frequency, word length, named entity status, and correct answer status. The most
interesting of these are the interactions Condition:IsNamedEntity and Condition:IsCorrectAnswer:
Participants spend less time reading named entities in the Preview condition, as they have seen
the question, and can distinguish relevant named entities from irrelevant ones. They also spend
more time reading words that occur in the answer, as they want to make sure that they have indeed
found the answer. Again, this provides evidence for task effects, i.e., a change in reading strategy
depending on whether participants perform a task that is similar to standard reading (No Preview),
or an information seeking task (Preview).
Overall, this experiment has shown that reading behavior is finely attuned to the reading task
at hand. For instance, in the particular task we evaluated, named entities play a crucial role, and
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First Fixation First Pass Total Time Fixation Rate
(Intercept) 198.62 (4.71) ∗∗∗ 219.35 (6.72) ∗∗∗ 270.51 (7.67) ∗∗∗ −0.481 (0.151) ∗∗
LogWordFreq −6.08 (0.55) ∗∗∗ −18.91 (0.88) ∗∗∗ −33.21 (1.45) ∗∗∗ −0.577 (0.038) ∗∗∗
WordLength 0.73 (0.31) ∗ 8.35 (0.50) ∗∗∗ 14.80 (0.83) ∗∗∗ 0.59 (0.032) ∗∗∗
IsNamedEntity 10.93 (1.97) ∗∗∗ 20.73 (3.19) ∗∗∗ 56.39 (5.26) ∗∗∗ 0.027 (0.022)
IsCorrectAnswer 3.90 (7.02) −26.76 (11.36) ∗ 18.58 (18.78) 0.034 (0.029)
PositionText 1.88 (1.17) 0.85 (1.87) −9.26 (3.04) ∗∗ −0.013 (0.05)
Surprisal 0.98 (0.23) ∗∗∗ 1.88 (0.37) ∗∗∗ 3.51 (0.61) ∗∗∗ 0.033 (0.018) ∗
Condition 19.72 (9.44) ∗ 43.58 (13.45) ∗∗ 59.70 (15.27) ∗∗∗ 0.512 (0.15) ∗∗∗
WordLength:LogWordFreq 0.59 (0.25) ∗ 0.59 (0.41) 1.38 (0.68) ∗ 0.064 (0.019) ∗∗∗
WordLength:IsCorrectAnswer −2.54 (2.22) 3.79 (3.61) 15.50 (5.97) ∗∗ −0.015 (0.018)
PositionText:LogWordFreq 0.07 (1.23) 2.02 (1.98) 9.78 (3.24) ∗∗ −0.005 (0.02)
PositionText:WordLength 0.46 (0.54) −1.06 (0.87) −2.80 (1.43) 0.037 (0.023)
PositionText:IsNamedEntity −4.02 (3.31) −4.88 (5.36) −20.84 (8.83) ∗ −0.016 (0.019)
Surprisal:WordLength 0.17 (0.10) 0.98 (0.16) ∗∗∗ 1.61 (0.26) ∗∗∗ 0.025 (0.016)
Surprisal:IsNamedEntity −3.08 (1.07) ∗∗ −7.58 (1.73) ∗∗∗ −13.78 (2.86) ∗∗∗ 0.014 (0.028)
Surprisal:IsCorrectAnswer −0.92 (3.77) 14.88 (6.11) ∗ 5.88 (10.10) 0.023 (0.038)
Condition:LogWordFreq −1.04 (0.83) −10.14 (1.28) ∗∗∗ −13.25 (1.93) ∗∗∗ −0.11 (0.034) ∗∗
Condition:WordLength −0.93 (0.37) ∗ 4.33 (0.58) ∗∗∗ 5.08 (0.87) ∗∗∗ 0.063 (0.027) ∗
Condition:IsNamedEntity 0.52 (2.78) 13.11 (4.29) ∗∗ 21.02 (6.47) ∗∗ −0.011 (0.013)
Condition:IsCorrectAnswer −6.07 (7.07) −9.21 (10.90) −130.96 (16.43) ∗∗∗ −0.022 (0.013) ∗
Condition:PositionText −0.50 (1.74) −0.96 (2.69) 5.67 (4.05) 0.049 (0.048)
∗∗∗p < 0.001, ∗∗p < 0.01, ∗p < 0.05
Table 4
Mixed effects models for the data from Experiment 1. Condition is coded as −0.5 (Preview) vs. +0.5
(No Preview). For first fixation, first pass and total time, we report the estimated coefficient and its
standard deviation as obtained using linear mixed effects models. For fixation rate, the dependent
variable is binary (word fixated or not), so we fitted Bayesian logistic mixed effects models and
report the estimated coefficient, its standard deviation, and the estimated posterior probability that
the coefficient has the opposite sign (indicated by asterisks). Continuous predictors were centered
and scaled to have unit standard deviation.
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Figure 9. Architecture of the NEAT question answering model.
we found reading behavior that is adapted to this fact. The challenge now is to devise a computa-
tional model that is able to capture both the main effects and the complex pattern of interactions we
observed in the human reading data collected in this experiment.
7 Modeling Task Effects in NEAT
In the version introduced in Section 4, the NEAT model assumes memorization as the default
task: during normal reading, readers simply try to remember the text they have read, in order to be
able to recall facts later on if necessary. The cognitive tradeoff that readers face is therefore one
between skipping as many words as possible (economy) and reconstructing the input as well as
possible (accuracy). In NEAT, this is implemented by combining a reader module (which predicts
the next word) with an attention module (which decides whether to fixated the next word or not),
and a task module (which tries to reconstruct the input based on the text representation computed
by the reader).
The Tradeoff Hypothesis predicts that the model’s behavior should change if the reading
task changes and necessitates a different tradeoff between task accuracy and reading economy. The
results from the eye-tracking experiment reported in Section 6 confirm this prediction. We gave
readers a question answering task and manipulated whether they had access to the question before
they read the text or not (Preview or No Preview). The results clearly show that preview has an
effect on reading strategy, affecting both reading times and skipping behavior. The NEAT model
should be able to capture this finding if we assume a different task module, viz., one that performs
question answering rather than input reconstruction. In this section, we introduce a modified version
of NEAT that has this property and evaluate it against the eye-tracking data from Experiment 1.
7.1 Architecture
The architecture of our revised version of NEAT is diagrammed in Figure 9. For illustrative
purposes, we assume the input text consists only of the words w1,w2,w3. As further input, the model
now receives a question, consisting of the words q1, q2, q3 in our example. Like in the previous
version of NEAT, the reader module is a recurrent neural network which reads the text in linear
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order and creates a memory representation, recording a vector of neural activations at each word.
These vectors are denoted as R0,R1,R2,R3 in Figure 9.
As before, the attention module A decides for each input word wi whether to read or skip that
word. If wi it is read, then it is shown to the reader and incorporated into its memory representation.
If it is skipped, then the reader is only shown a placeholder symbol indicating that a word was
skipped.
In the Preview condition, the attention module A has access to the question q1, q2, q3 when
making decisions about fixations and skips. In Figure 9, this is marked by connections going from
the question to the attention module. In the No Preview condition, these connections are absent, and
the attention module A has no access to the question while it is reading the input text.
After the text has been read, the memory representation created by the reader is passed to the
task module, which is a neural network with matches the memory representation with the question
and attempts to select the correct answer. At this point, the question is available to the model,
independently of whether it is in the Preview or No Preview condition.
The reader module and the task module can be trained using supervised learning on the
basis of a corpus of texts with questions and answers, with the objective of maximizing question
answering accuracy. As before, the attention module is trained using reinforcement learning, but
now a question answering task rather than a reconstruction task provides the reinforcement signal:
during training, the module generates fixation sequences, and passes the fixated words on to the
reader and the task module. The parameters of the attention module are then updated to upweight
decisions that led to correct answers, and downweight decisions that did not.
The reader module remains unchanged from our original version of NEAT as introduced in
Section 4 (but the hidden layer is smaller, containing 128 memory cells only). However, changes
are necessary to the attention and task modules, which we will describe in the following sections.
7.1.1 Attention Module. For simplicity and interpretability, we use a logistic model to
compute the attention score ai of word wi:
ai := σ
(
u + vT wˆi + XTi Awˆi
)
(6)
Here, wˆi ∈ R100 is a word embedding representing wi (see Section 5.1), Xi ∈ R5 is a feature vector
encoding the condition and the position of the token in the text, and, in the Preview condition, also
whether the token occurs in the question, detailed below. The weights u ∈ R, v ∈ R5, A ∈ R5×100 are
parameters of the model.
We build a single model that can simulate both experimental conditions. This way, the model
shares parameters across conditions, with some additional parameters indicating differences be-
tween the conditions. Building separate versions of the model for the two experimental condition
would double the number of parameters, making the model less parsimonious. It would also generate
two sets of results that are not directly comparable, making it hard to evaluate whether the model
shows the interactions we observed experimentally in the eye-tracking data reported in Section 6
(especially the interactions with Condition).
The key to using a single model for both conditions is the feature vector Xi, which encodes
the following: (a) the position of wi in the text, (b) the experimental condition (−0.5 for Preview,
+0.5 for No Preview), (c) the product of the position and condition features, modeling an interaction
between them, (d) whether the word occurs in the question, (e) an exponentially decaying running
average of (d) over all preceding tokens.
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Crucially, the question feature (d) (as well as feature (e) derived from it) is only available in
the Preview condition, and masked in the No Preview condition. This means that the attention mod-
ule only has information about the question in the Preview condition. In the No Preview condition,
the attention score ai has to be calculated without taking the question into account.
Features (a), (b), and (c) allow the model to respond differently to words at different posi-
tions in the text, depending on the experimental condition. Feature (e) encodes the relevance of
prior context to the question, and represents a simple form of recurrence. It only takes into account
information from words that were fixated. For skipped words in the prior context, the value of (d) is
replaced with zero when computing (e).
The decay factor for feature (e) is a parameter of the model, learned together with u, v, A.
All features are centered and scaled to [−0.5,+0.5] using the mean and range of the feature values
estimated from the training corpus.
7.1.2 Task Module. The task module of this version of NEAT performs answer selection
(recall that participants perform a multiple-choice task in which they need to identify the correct
answer among a set of three distractors). The recent NLP literature includes a lot of models designed
to process texts and answer questions about them; we can rely on this literature when implementing
our task module. Specifically, we build on the Attentive Reader model for textual question answering
described by Hermann et al. (2015), with some simplifications suggested by Chen, Bolton, and
Manning (2016). The input to the answer selection module consists of the fixated words, and the
neural activations Ri computed by the reader module for each word wi. Crucially, skipped words are
not provided to the task module, and cannot be taken into account when answering the question.
As a first step towards selecting an answer, the fixated words are read again, but in reverse
order, by a second LSTM, which like the reader module also consists of 128 memory cells. This
creates a vector qi ∈ R128 of neural activations for each token wi. While the activations Ri of the
reader module encode the prior context of each token wi, the activations of qi of this backward
network encode the following context of wi.
Similarly, the question is read by a pair of forward and backward LSTM networks, again with
128 memory cells each. Their final states are concatenated to obtain a vector representation r ∈ R256
for the question. After that, for each token wi in the text, a number bi is computed as
bi = exp
(
rT B[Ri, qi]
)
(7)
where B ∈ R256×256 is a weight matrix and [Ri, qi] ∈ R256 is the concatenation of the vectors Ri
and qi. The value of bi can be interpreted as encoding the relevance of token wi to answering the
question.
After that, the hidden states are averaged weighted with bi to create a final vector representa-
tion as
s :=
∑N
i=1 bi[Ri; qi]∑N
j=1 b j
(8)
This representation, computed based both on the text and on the question, is then used to choose the
answer. For this, a probability distribution over the set of named entities is computed according to
t := softmax(C · s) (9)
where C is a matrix, and softmax(x)i :=
exp(xi)∑
j exp(x j)
is an operation turning arbitrary vectors into
probability vectors. The resulting t is a vector of probabilities, indexed by a vocabulary of named
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entities. It indicates how likely a given named entity is to be the correct answer to the question,
given the text.
A question is counted as answered correctly if the named entity corresponding to the correct
answer is assigned a higher probability than any other named entity in the probability vector t. As in
Hermann et al. (2015), our model has to choose among all named entities occurring in the dataset,
not just among the answer and three distractors. This means the task is considerably harder for our
model than for the participants in our eye-tracking study (a random baseline would perform at < 1%
accuracy when choosing among all named entities).
7.2 Objective Function
The NEAT attention module is parameterized by the parameters u, v, A in (6). Following the
Tradeoff Hypothesis, we estimate these parameters so as to maximize success at the task (i.e., num-
ber questions answered correctly), while minimizing the amount of attention required (i.e., number
words fixated).
The reader module and task module are parameterized by the parameters of the various LSTM
recurrent networks, in addition to the matrices B and C in (7) and (9).
For a text t and a question q with correct answer a, drawn from the corpus, NEAT stochas-
tically chooses a fixation sequence ω ∼ PA(ω|T, t, q; θ), where T ∈ {Preview,NoPreview} is the
experimental condition. Here, θ denotes a setting for the parameters of the attention module.
The fixation rate of ω can be written
‖ω‖`1
N , where ‖ω‖`1 is the number of fixated words, and
N is the length of the text. This term quantifies the amount of attention that is allocated and should
be minimized.
The fixated words in the text, together with the question, are passed to the answer selection
module, which assigns the log-probability log P(a|ω, t, q,T, θ) to the correct answer a. This term
quantifies success in the question answering task and should be maximized.
As in the original NEAT model, we trade off these two terms with a factor α > 0. We average
over (a) the two conditions, (b) the texts and questions from the training corpus, (c) the fixation
sequences ω generated by NEAT, to obtain the following objective function:
1
2
∑
T
E(t,q,a) Eω
[
− log P(a|ω, t, q) + α · ‖ω‖`1
N
]
(10)
Recall that the fixation sequence ω is computed by the NEAT attention module and is distributed
according to the probability PA(ω|T, t, q; θ). The attention module is parameterized by θ, which we
estimate so that the objective in (10) is minimized.
7.3 Parameter Estimation
We first estimate the parameters of the reading module and the task module to maximize the
accuracy in answering the questions in the training corpus. Technically, we apply stochastic gradient
descent to maximize the log-probabilities assigned to correct answers in the training corpus, as
proposed by Hermann et al. (2015). In the beginning, all input words are provided to the model.
We then randomly skip words to ensure the model is able to deal with texts where words have been
skipped. We gradually anneal the fixation rate from 1.0 to 0.6.
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In the second step, we fix the parameters of the question answering model and train the NEAT
attention module A responsible for the reading strategy to minimize the objective in (10). For this,
we again use the REINFORCE algorithm (Williams, 1992), see Section 4.3.
Starting with random initial values, the parameters are updated iteratively as follows. In each
iteration, a text with question and answer is selected from the training corpus, and randomly as-
signed a condition (Preview or No Preview). Features are extracted as described in Section 7.1.1,
and a sequence of fixations and skips is sampled using the NEAT attention module A given the
current parameter setting θ. The fixated words, and placeholders marking skipped words, are then
given to the question answering module, which attempts to answer the question and assigns the
log-probability log P(a|ω, t, q,T, θ) to the correct answer.
We then compute the gradients as follows:
∆1 := − (∂θ log PA(ω|t, q,T ; θ)) · log P(a|ω, t, q) (11)
∆2 := α
1
N
N∑
i=1
∂θP(ωi = read|t, q,T ; θ)
using the backpropagation algorithm and update the parameters θ according to the following update
rule:
θ ← θ − γ · (∆1 + ∆2) (12)
where γ > 0 is the learning rate.
This technique can be understood as a reinforcement learning method where the attention
module samples actions from its current strategy and updates its parameters based on a reward
trading off accuracy and attention. The update rule in equation (12) is also an instance of stochastic
gradient descent, since ∆1 + ∆2 is an unbiased estimator of the gradient of (10) with respect to θ
(Williams, 1992).
8 Modeling Study 2
The aim of this modeling study is to test if the revised version of NEAT that we developed in
the previous section is able to correctly account for the eye-tracking data of the task-based reading
experiment that we presented in Section 6. If NEAT is able to capture the experimental data both
qualitatively and quantitatively, then this will provide evidence for the Tradeoff Hypothesis that
NEAT is based on, and for our prediction that reading strategy is crucially influenced by the task
readers have to perform.
8.1 Methods
8.1.1 Model Implementation. The reader module is implemented as an LSTM, in the
same way as in the original version of NEAT (see Section 5.1), except that we now use a smaller
hidden layer with only 128 memory cells. Hermann et al. (2015) and Chen et al. (2016) showed that
this lower dimensionality is sufficient for the question answering task. Furthermore, the length of
the texts prohibits the use of larger layers due to memory limitations.
Following Chen et al. (2016), the reader module uses pre-trained word embeddings. As in
Study 1, these are shared with the attention module. As in Chen et al. (2016), we use GloVe embed-
dings (Pennington, Socher, & Manning, 2014) which remain fixed during training. The parameters
in θ are initialized randomly using the method described by Glorot and Bengio (2010). To speed up
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computation, in each iteration, 64 texts of about equal length are batched together, and all compu-
tations are performed in parallel on them. To stabilize training, we followed Xu et al. (2015) and
added an entropy regularization term to equation (10), encouraging the model to explore different
reading strategies. We used a fixed learning rate of 0.001 with momentum 0.95 for the attention
module.
To choose α in (10), we ran the following procedure. We first estimated parameters for each
α chosen from 0 to 4 in steps of size 0.25. We then selected the α that resulted in an overall fixation
rate closest to the human fixation rate. This way we arrived at α = 2.25. The reinforcement learning
algorithm stochastically explores the action space and running it multiple times may result in dif-
ferent strategies (Islam, Henderson, Gomrokchi, & Precup, 2017). In order to estimate the variance
introduced by this, we ran the optimization algorithm 24 times to create 24 parameter settings for A
for α = 2.25.
Furthermore, we wanted to estimate the tradeoff between accuracy and economy more pre-
cisely. For this, we trained a single model for each α chosen from 0 to 4.0 in steps of size 0.1,
resulting in 40 more models. To evaluate NEAT, we ran these models on the text-question pairs
used in our test set, and recorded the per-word fixation probabilities ai.
The only ingredients of our model are a corpus of texts with questions and answers, the neural
architecture, and the objective function in (10), combined with standard optimization techniques for
neural networks. The reading strategies are optimized on the basis of success in answering question.
As in Modeling Study 1, no grammar, lexicon, eye-tracking corpus, or other labeled data is required
to train our model.
8.1.2 Dataset. We trained our model on the CNN training section of the DeepMind ques-
tion answering corpus (Hermann et al., 2015), using the same corpus pre-processing as the original
authors. When training the attention module A, we only included training examples that are cor-
rectly answered by the question answering model when all words are fixated. We can expect that
other examples are not answerable by the model. This method helps reduce the variance of the gra-
dient estimation and speeds up training. We also clipped long texts after 500 tokens due to memory
constraints. This resulted in 217,914 text-question-answer triples for training, out of 380,298 triples
from the original set. During training, we iterated through the training corpus four times.
We evaluated all model runs on the CNN validation partition of the DeepMind corpus (3,924
text-question pairs). For comparison, we also ran the task module with all words fixated, which
corresponds to the original question-answering setup of Hermann et al. (2015).
8.2 Results
8.2.1 Tradeoff between Accuracy and Economy. When all words are fixated, the task
module of NEAT achieves a question answering accuracy of 61.8% – closely replicating the accu-
racy of 61.6% reported for the original model by Hermann et al. (2015) on the same dataset.
We first discuss the results for the 24 runs at α = 2.25. When we consider NEAT as a whole,
i.e., including the reading module and the attention module that skips words, we observe average
fixation rates of 0.43 (SD 0.047) in the No Preview condition, and 0.32 (SD 0.038) in the Preview
condition. NEAT therefore captures the characteristics of the human data (see Table 3): the human
fixation rate is 0.50 in the No Preview condition (slightly higher than predicted by the model), and
0.34 in the Preview condition, close to what the model predicts.
Turning to question accuracy, we find that NEAT’s accuracy is 52% (SD 1.5) in the No
Preview condition, and 55% (SD 1.1) in the Preview condition. The model therefore shows the
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Figure 10. Tradeoff between accuracy and economy, in the two conditions. Each point represents
one run in one condition. Additionally, we show LOESS-smoothed means, with 95% confidence
intervals. In the Preview condition, higher accuracy is achieved with lower fixation rates. Numbers
were computed on the CNN validation partition of the DeepMind corpus (3,924 text-question pairs).
same qualitative effect as in the human data: accuracy increases in the Preview condition, even
though fixation rate goes down. Nevertheless, the model falls short of human accuracy (which was
70% in the Preview condition and 89% in the No Preview condition). However, the model has to
choose between all named entities in the dataset, rather than just selecting one out of four. That
means the random baseline for human participants is 25%, and for the model it is < 1%, i.e., the
absolute accuracies are not directly comparable (see Section 7.1.2).
For comparison, we also ran the question answering model with random skipping at the same
rate of 0.43 as in the No Preview condition. In this setting, accuracy on question answering drops
to 38%, which indicates that NEAT learns a skipping strategy which is clearly better than random
even in the No Preview condition.
In Figure 10, we plot accuracy as a function of fixation rate, as estimated from all 64 models,
including both the 24 models at α = 2.25 and the 40 models estimated for the full range of αs. All
models achieve higher accuracies with lower fixation rates in the Preview condition. This shows
that our new version of NEAT models the economy–accuracy tradeoff between the two conditions
independently of the choice of α, thus reliably capturing one of the key findings of Experiment 1.
Figure 11 shows heatmaps visualizing NEAT fixation probabilities for the same text as in
Figure 4 (which displays human fixation probabilities). This plot confirms that the overall fixation
rate is higher in the No Preview condition. In both conditions, long words and content words are
more likely to be fixated. In the Preview condition, reading appears to be more targeted: Fixations
are concentrated on the sentence containing the answer Michigan in the third line. In other areas of
the text, content words have decreased fixation probabilities relative to the No Preview condition.
8.2.2 Mixed Effects Analyses. We ran each of the model parameterizations generated by
the 24 training runs at α = 2.25 on a set of 100 texts, 50 of which were from the CNN section, while
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Figure 11. Heatmap visualizing NEAT fixation probabilities in Modeling Study 2, averaged over 24
model runs. Top: No Preview, bottom: Preview. The color gradient denotes the fixation probability
predicted by NEAT for the word in a given condition, ranging from blue (< 0.3) to red (1.0). The
question and answer for this text are the same as in Figure 4.
the other 50 were from the Daily Mail section of the DeepMind corpus. Both sets were sampled
randomly from their respective sections. We chose this subset as the full set is too large to conduct a
mixed effects analysis. Each model was run on each text twice, once with preview and once without.
Then we built linear mixed effects model with random effects for item and model run,
with NEAT fixation probabilities as the dependent variable. The fixation probabilities were logit-
transformed. As the logit function is inverse to the sigmoid function, this corresponds to directly
modeling the linear term u + vT wˆi + XTi Awˆi in equation (6).
Note that our mixed effects model includes model runs as a random effect; it plays a role
similar to the random effect of participants in a mixed effects model of experimental data. Due to
the size of the dataset, we only use random intercepts, not random slopes. The model was again
built with the R package lme4.
As fixed factors, our mixed effects model included those that were also used to analyze the
eye-tracking data from Experiment 1 (see Section 6.1), with the exception of word length and sur-
prisal. NEAT has no notion of word length, as it receives word embeddings (fixed length vectors)
as input, not actual words. It is also not appropriate to include surprisal, as the model is supposed to
compute a surprisal-type quantity of its own (see Modeling Study 1, Section 5).
We built the final mixed model using forward selection to include significant binary interac-
tions into the model, in the same way as for the eye-tracking data.
8.2.3 Task-independent Effects. The result of the mixed effects analysis for NEAT fixa-
tions is given in Table 5. We will compare the significance and the sign of the coefficients with the
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β SD
(Intercept) −0.57 (0.04) ∗∗∗
LogWordFreq −0.29 (0.00) ∗∗∗
IsNamedEntity 0.65 (0.00) ∗∗∗
IsCorrectAnswer 0.00 (0.00)
PositionText −0.89 (0.00) ∗∗∗
Condition 0.10 (0.00) ∗∗∗
PositionText:LogWordFreq 0.03 (0.00) ∗∗∗
PositionText:IsNamedEntity −0.07 (0.00) ∗∗∗
Condition:LogWordFreq −0.06 (0.00) ∗∗∗
Condition:IsNamedEntity −0.01 (0.00) ∗∗∗
Condition:IsCorrectAnswer −0.00 (0.00) ∗∗∗
Condition:PositionText −0.06 (0.00) ∗∗∗
∗∗∗p < 0.001, ∗∗p < 0.01, ∗p < 0.05
Table 5
Linear mixed effects model for NEAT fixation probabilities, with item and model run (N = 24) as
random effects. Condition was coded as −0.5 (Preview) vs. +0.5 (No Preview). For each predictor,
we give the coefficient and the standard deviation.
human experimental data, which is given in Table 4. The interactions are graphed in Figure 12.
We observe a significant, negative main effect of log word frequency on NEAT fixations,
which corresponds to the effects found in the human data in all reading measures (first fixation, first
pass, total time, and fixation rate). Furthermore, we observe a positive main effect of named entity
status: NEAT is more likely to fixate words that are part of named entities; this mirrors the human
data in three reading measures (first fixation, first pass, and total time). NEAT shows no significant
main effect of correct answer status; this effect is present in the human data, but only in one measure
(first pass). There is also a negative main effect of text position on NEAT fixations; this effect is also
present in the human data, but only in total time.
Turning now to the interactions, the analysis of the NEAT fixation data shows a significant
positive interaction between text position and log word frequency, see Figure 12. This indicates that
words later in the text are more affected by frequency than words earlier in the text. This effect
is also present in the human data in total time. There is also an negative interaction between text
position and named entity status: NEAT is less likely to fixate named entities that occur later in the
text. Again, this interaction is present in the human data in total time.
8.2.4 Task-dependent Effects. We will now discuss main effects and interactions involv-
ing the factor condition, i.e., effects that depend on the reading task (Preview or No Preview). Again,
we compare the modeling results in Table 5 with the human experimental data in Table 4. The in-
teractions are graphed in Figure 13.
As we saw when discussing the descriptive statistics, NEAT fixation rates in the No Preview
condition are higher than in the Preview condition. This is confirmed by a significant positive main
effect of condition in Table 5. The human data shows the same effect in all four reading measures
(first fixation, first pass, total time, and fixation rate).
We also observe a significant negative interaction between condition and log word frequency.
This effect is illustrated in Figure 13. The human data shows the same significant negative interac-
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Figure 12. Model fixation rates by: (1) position by word frequency, (2) position by named entity
status. We show means computed by logistic regression with 95% confidence intervals.
tion in first pass, total time, and fixation rate. The explanation for this interaction is that NEAT is
less guided by word frequency in its fixation decision when it knows which words to fixate, viz., in
the Preview condition, where it has read the question and knows what the answer should look like.
This is confirmed when we compute the correlation between log word frequency and fixation rate,
which is −0.17 in the Preview condition, and −0.35 in the No Preview condition.
We also observe a significant negative interaction between condition and named entity status
for NEAT fixations. This interaction shows that fixation rates differ less between the Preview and
the No Preview condition for named entities than for other tokens. The effect size of this interaction
is very small (almost imperceptible in Figure 13, and it is not present in the human data: instead, we
observe a significant negative interaction of condition and named entity status in Experiment 1.3
We also find a significant negative interaction between condition and whether or not a word
is part of the correct answer. This indicates that fixation rates differ less between the Preview and
the No Preview condition for words from the correct answer compared to other tokens. This effect
is mirrored in the human eye-tracking data, in total time and fixation rate, but again, the effect size
is small (see Figure 12).
Finally, NEAT exhibits a significant negative interaction of condition and text position: the
effect of text position on fixation rate is less pronounced in the Preview condition. This effect is not
present in the human data.
8.2.5 Reading Times. So far, we have evaluated whether the fixation probabilities pre-
dicted by NEAT qualitatively match human reading behavior. Almost without exception, we found
the same significant effects in the NEAT predictions and in human eye-tracking data. This confirms
that NEAT accurately models human reading behavior and how it is affected by the reading task.
3Note that the interaction in the human data does not seem to be very stable: when log-transforming reading times and
taking into account the full random effects structure, no interaction between condition and named entity status is found,
see Appendix for these analyses.
MODELING TASK EFFECTS IN HUMAN READING 34
0.3
0.4
0.5
0.6
4 8 12 16
Log Word Frequency
M
od
el
 F
ixa
tio
n 
Pr
ob
ab
ilit
y
Condition
No Preview
Preview
l
l
l
l
0.4
0.5
0.6
0.7
FALSE TRUE
Named Entity
M
od
el
 F
ixa
tio
n 
Pr
ob
ab
ilit
y
Condition
l
l
No Preview
Preview
l
l
l
l
0.4
0.5
0.6
0.7
FALSE TRUE
Correct Answer
M
od
el
 F
ixa
tio
n 
Pr
ob
ab
ilit
y
Condition
l
l
No Preview
Preview
0.2
0.4
0.6
0 200 400
Position
M
od
el
 F
ixa
tio
n 
Pr
ob
ab
ilit
y
Condition
No Preview
Preview
Figure 13. Model fixation rates by: (1) log word frequency by condition, (2) named entity status by
condition, (3) answer status by condition, (4) position by condition. For graphs (1) and (4), we show
means computed by logistic regression with 95% confidence intervals.
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As a next step, we will evaluate the predictions of NEAT quantitatively. As in Modeling Study 1
(see Section 5.2), we start by building a task-independent mixed effects model of the eye-tracking
data which includes standard predictors, viz., log word frequency, word length, text position, named
entity status, and surprisal. Then we add the NEAT predictions to this model and test if model fit
improves, following the same model construction method as in Section 5.2.2.
In Modeling Study 1, we showed how NEAT is able to compute restricted surprisal, a form
of surprisal that assumes that only a fraction of the inputs words are read by the model (viz., those
words that NEAT predicts to be fixated). We evaluated restricted surprisal against the Dundee cor-
pus, and found that it correlates with human reading times in a way comparable with full surprisal,
the measure which is normally used in the literature, and that assumes perfect reading (i.e., all input
words are fixated). Furthermore, we found in our eye-tracking data in Experiment 1 that surprisal
did not interact with experimental condition. In other words, our task manipulation (whether par-
ticipants preview the question or not) affected high and low surprisal words equally. It therefore
does not make sense to evaluate NEAT surprisal against the eye-tracking data from Experiment 1.
Instead, we will base our evaluation on NEAT fixation probabilities, which showed a clear effect of
condition (and a host of significant interactions) in the qualitative analyses described in the previous
two sections.
We computed NEAT predictions by averaging fixation probabilities over the 24 model runs.
We then constructed mixed effect models with item and participant as random effects, and the read-
ing time measures from Experiment 1 as dependent variables. NEAT fixation probabilities were
residualized against the other predictors. The resulting model is shown Table 6, together with the
results of model comparisons between models with only task-independent predictors, and the same
models with the NEAT predictor added. We find that including NEAT fixation probabilities signif-
icantly improves fit for total time, based on a χ2 test. This provides evidence that NEAT mimics
human reading behavior not only qualitatively, but also quantitatively.
8.3 Discussion
In this modeling study, we presented two main results. First, we qualitatively evaluated the
fixation probabilities predicted by a new version of the NEAT reading model which performs ques-
tion answering. We conducted a mixed model analysis on the NEAT fixation probabilities that mir-
rored the analysis that we conducted on the human eye-tracking data presented in Section 6. The
results clearly show that NEAT reading behavior and human reading behavior are qualitatively sim-
ilar: we found the same main effects of word frequency, text position, and named entity status as
in the human data, as well as the same interactions between text position and word frequency, and
text position and named entity status. Crucially, we also found the same main effect of condition,
i.e., preview affects reading behavior in the same way in the model and in the human data. And we
found that all the experimental interactions with preview condition were replicated in the model,
with the exception of the interaction of condition and named entity status, which was reversed.
There are straightforward explanations for the effects we observed in NEAT’s reading behav-
ior. For instance, we found that in the No Preview condition, NEAT fixations are impacted more
strongly by word frequency. This behavior is expected when the question is not available to the
model before it reads the text: in general, less common words are likely to be more informative for
answering questions about the text, so they receive more attention. In contrast, in the Preview condi-
tion, when the question is available, fixations are more concentrated around information relevant for
answering the question, and on the correct answer itself. This explains the interactions of condition
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First Fixation First Pass Total Time Fixation Rate
(Intercept) 198.59 (5.18) ∗∗∗ 217.84 (8.41) ∗∗∗ 266.75 (10.51) ∗∗∗ −0.486 (0.18) ∗∗
LogWordFreq −6.74 (0.73) ∗∗∗ −21.19 (1.19) ∗∗∗ −37.86 (1.95) ∗∗∗ −0.606 (0.042) ∗∗∗
WordLength 0.35 (0.34) 8.67 (0.55) ∗∗∗ 14.00 (0.90) ∗∗∗ 0.54 (0.032) ∗∗∗
IsNamedEntity 9.96 (2.61) ∗∗∗ 20.33 (4.29) ∗∗∗ 64.86 (7.02) ∗∗∗ 0.065 (0.018) ∗∗
PositionText −2.02 (2.17) −5.49 (3.54) −29.65 (5.76) ∗∗∗ 0.007 (0.055)
Surprisal 5.07 (0.91) ∗∗∗ 7.38 (1.49) ∗∗∗ 16.07 (2.43) ∗∗∗ 0.029 (0.018)
NEAT Attention −0.33 (4.89) 13.45 (7.73) 32.97 (12.91) ∗ −0.009 (0.017)
AIC difference −11 −9 7
BIC difference −66 −65 −50
Deviance 4 5 21
χ2 3.7 5.046 20.8
P(> χ2) 0.8101 0.6544 0.0040
∗∗∗p < 0.001, ∗∗p < 0.01, ∗p < 0.05
Table 6
Top: Model predicting reading time measures from NEAT and task-independent predictors. Word
length was residualized with respect to word frequency. Surprisal was residualized with respect to
word frequency and word length. Model Attention (fixation probabilities predicted by NEAT) was
residualized with respect to all other predictors. Bottom: Result for model comparisons between the
model and a baseline model with only the task-independent predictors. NEAT fixation probabilities
significantly improve fit for total time.
with named entity status and correct answer status we found. An interesting observation can also be
made with regards to text position. Fixation probabilities generally fall off later in a text. Indeed, in
the DeepMind corpus, answers are more likely to appear in the beginning of the text and it seems
the model has learned to exploit this bias as a useful heuristic. However, we found that the position
effect is weakened in the Preview condition; here the question is known and the model learns that it
needs to rely less on such general strategies (see Figure 13 for an illustration).
In a second analysis, we evaluated NEAT fixation probabilities by including them as a pre-
dictor in a mixed model of human reading times (again taken from our eye-tracking study in Exper-
iment 1). We found that NEAT fixation probabilities significantly improve model fit compared to a
baseline model that includes a set of standard predictors of eye-movement behavior (such as word
frequency, word length, surprisal). This demonstrates that NEAT’s predictions also quantitatively
match the human data, lending additional credence to our claim that NEAT is a plausible model of
human eye-movement behavior in task-based reading.
9 General Discussion
In this paper, we proposed NEAT, a neural network model of the allocation of attention during
human reading. NEAT is designed to capture skipping, i.e., the process that decides which words
in a text should be fixated, and which ones should be skipped during reading. NEAT is able to
learn skipping strategies from large amounts of text when given an explicit reading task, such as
memorizing the input or answering questions about the text. The model is guided by the Tradeoff
Hypothesis: a successful reader trades off economy of attention (skipping as many words as possible,
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i.e., reading as fast as possible) and accuracy (making as few errors as possible in the task the reader
is trying to accomplish). The hypothesis predicts that task-specific reading strategies emerge when
the economy–accuracy tradeoff is optimized for a given task.
In Modeling Study 1, we implemented NEAT as a neural encoder-decoder architecture with a
hard attention mechanism and showed how the model can the trained using reinforcement learning
to optimize an objective function that directly implements the Tradeoff Hypothesis. An evaluation
on the Dundee eye-tracking corpus showed that NEAT is able to model basic qualitative proper-
ties of human reading, including the non-independence of skipping decisions, and the differential
skipping patterns that human exhibit across part-of-speech categories. We also showed that NEAT
makes quantitative predictions: it is able to predict human fixation sequences through its measure
of fixation probability, and human reading times through its measure of restricted surprisal.
The Tradeoff Hypothesis makes the key prediction that reading strategy is task-specific: the
allocation of attention depends on the tradeoff between economy and accuracy, which can differ
from task to task. Experiment 1 tested this prediction in an eye-tracking experiment on newspaper
text: In the No Preview condition, participants read the text and then answered a question about
it. In the Preview condition, they first see the question, then read the text, and then answered the
question. In the Preview condition, participants read faster and skipped more, but achieved higher
answer accuracy compared to the No Preview condition. Participants were also sensitive to the
task relevance of words: In the No Preview condition, they spent more time reading words that
were part of named entities (which are potential answers); in the Preview condition, they instead
spent more time on words that were part of the answer (checking that they have found the answer).
This provides evidence that reading strategy depends on whether participants perform a task that is
similar to standard reading (No Preview), or an information seeking task (Preview).
The aim of Modeling Study 2 was to design and evaluate a computational model that cap-
tures the reading behavior observed in Experiment 1. We achieved this by developing a new version
of NEAT which incorporated a task module that performs question answering. We analyzed the
skipping behavior of the revised model and found the same effects as in the human data, including
the interaction of preview condition and named entity status and answer word status. This indicates
that NEAT is able to develop task-based reading strategies that mimic those found in human read-
ers. In further analysis, we evaluated NEAT fixation probabilities against the reading times from
Experiment 1 and found that they significantly improve model fit for total time.
Taken together, our modeling studies showed that NEAT successfully captures human skip-
ping behavior during the reading of text. In particular, the model is able to change its reading strategy
to accomplish a particular task, in line with what humans do in task-based reading. Crucially, the
behavior of our model emerged when we combined a neural network architecture that is designed to
accomplish key language processing tasks, such as predicting the next word and deciding whether
a word should be fixated or not, with a task-based objective, such as memorizing the content of a
text, or answering a question about the text. There was no need to explicitly engineer task-relevant
features (such as word frequency or named entity status). Our model learns to pay attention to
such features when trained on a large collection of texts (and questions answer pairs in Modeling
Study 2), using only general optimization strategies such as reinforcement learning and backpropa-
gation of errors.
In future work, we aim to address some key limitations of our model. This includes the fact
that all it can do is skip words (and compute skipping-based surprisal). Real eye-movements during
reading are substantially more complex: a word can be fixated more than once in first-pass reading,
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or the word can be refixated once it has been left, either in a forward saccade or in a regression.
Punctuation marks, phrase and sentence boundaries influence eye-movements, and so do end of
lines, which necessitate specific return sweeps. Sometimes reading difficulty spills over to the next
word, and causes increased reading time there. All of these phenomena should be captured by a
comprehensive model of human reading.
Another important aspect of reading is that it in fact operates not on the word level, but on
the character level. Human readers target their fixations at a specific character within the word, and
then process information within a 7–9 character window. Depending on where they land on a word,
a human reader may gain only a partial view of the word they are fixating, or they may be able
to preview some characters of an upcoming word. NEAT, which treats words as fixed-length word
embeddings, is not able to capture landing position or preview effects. This is something that could
be remedied by switching from word embeddings to character embeddings, an approach that has
been very successful in the recent NLP literature (e.g., Kim, Jernite, Sontag, & Rush, 2016).
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Appendix
Supplementary Analyses
First Fixation First Pass Total Time
(Intercept) 202.85 (5.45) ∗∗∗ 231.59 (7.22) ∗∗∗ 289.58 (7.64) ∗∗∗
LogWordFreq −5.94 (0.77) ∗∗∗ −17.83 (1.86) ∗∗∗ −31.62 (2.45) ∗∗∗
WordLength 0.79 (0.73) 16.72 (2.03) ∗∗∗ 29.79 (2.66) ∗∗∗
IsNamedEntity 11.11 (2.29) ∗∗∗ 20.82 (5.47) ∗∗∗ 58.23 (8.54) ∗∗∗
IsCorrectAnswer 4.27 (7.18) −24.75 (14.0) ∗ −1.22 (22.17)
PositionText 0.85 (0.67) −0.06 (0.88) −6.34 (3.05) ∗
Surprisal 2.24 (0.56) ∗∗∗ 4.18 (1.09) ∗∗∗ 7.28 (1.78) ∗∗∗
Condition 19.41 (9.86) ∗ 40.53 (14.08) ∗∗ 59.84 (15.19) ∗∗∗
WordLength:LogWordFreq 0.94 (0.51) ∗ 0.6 (1.09) 2.05 (1.39)
IsCorrectAnswer:WordLength −5.68 (5.12) 6.81 (11.03) 41.94 (14.32) ∗∗
PositionText:LogWordFreq 0.05 (0.61) 0.7 (0.89) 3.6 (1.57) ∗
PositionText:WordLength 0.39 (0.56) −1.21 (1.02) −2.25 (1.8)
PositionText:IsNamedEntity −2.22 (1.6) −2.74 (2.37) −9.94 (4.62) ∗
Surprisal:WordLength 0.83 (0.55) 4.15 (1.11) ∗∗∗ 7.27 (1.37) ∗∗∗
Surprisal:IsNamedEntity −5.93 (2.58) ∗ −13.4 (4.28) ∗∗ −31.26 (7.23) ∗∗∗
Surprisal:IsCorrectAnswer −3.97 (8.46) 26.58 (18.84) −12.5 (33.21)
Condition:LogWordFreq −0.97 (1.39) −9.6 (3.56) ∗∗ −12.26 (4.41) ∗∗
Condition:WordLength −2.09 (1.23) ∗ 8.41 (3.75) ∗ 9.53 (4.41) ∗
Condition:IsNamedEntity 0.62 (3.85) 12.3 (9.59) 24.81 (14.33) ∗
Condition:IsCorrectAnswer −7.25 (8.9) −26.82 (20.3) −125.76 (30.39) ∗∗∗
Condition:PositionText −0.24 (1.21) −0.04 (1.59) 2.77 (5.72)
∗∗∗p < 0.001, ∗∗p < 0.01, ∗p < 0.05
Table A1
Models for reading times with maximal random-effects structure. Each cell gives the coefficient, its
standard deviation and the estimated posterior probability that the coefficient has the opposite sign.
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First Fixation First Pass Total Time
(Intercept) 5.247 (0.024) ∗∗∗ 5.336 (0.032) ∗∗∗ 5.5 (0.031) ∗∗∗
LogWordFreq −0.027 (0.004) ∗∗∗ −0.062 (0.006) ∗∗∗ −0.1 (0.008) ∗∗∗
WordLength 0.005 (0.003) 0.056 (0.007) ∗∗∗ 0.081 (0.008) ∗∗∗
IsNamedEntity 0.013 (0.003) ∗∗∗ 0.015 (0.006) ∗ 0.039 (0.008) ∗∗∗
IsCorrectAnswer 0.002 (0.004) −0.002 (0.006) 0.015 (0.008) ∗
PositionText 0.004 (0.003) −0.008 (0.005) −0.028 (0.008) ∗∗∗
Surprisal 0.011 (0.002) ∗∗∗ 0.021 (0.004) ∗∗∗ 0.032 (0.006) ∗∗∗
Condition 0.041 (0.025) 0.079 (0.032) ∗∗ 0.099 (0.031) ∗∗
LogWordFreq:WordLength 0.004 (0.002) ∗ 0.003 (0.005) 0.006 (0.005)
IsCorrectAnswer:WordLength −0.004 (0.002) −0.006 (0.005) −0.013 (0.006) ∗
PositionText:LogWordFreq 0.001 (0.002) 0.005 (0.004) 0.015 (0.005) ∗∗
PositionText:WordLength 0.003 (0.002) −0.007 (0.004) ∗ −0.015 (0.006) ∗∗
PositionText:IsNamedEntity −0.003 (0.002) −0.01 (0.004) ∗∗ −0.018 (0.005) ∗∗∗
Surprisal:WordLength 0.003 (0.002) 0.016 (0.005) ∗∗∗ 0.02 (0.005) ∗∗∗
IsNamedEntity:Surprisal −0.007 (0.003) ∗ −0.011 (0.006) ∗ −0.012 (0.008)
IsCorrectAnswer:Surprisal −0.001 (0.004) 0.003 (0.009) −0.033 (0.013) ∗∗
Condition:LogWordFreq −0.001 (0.003) −0.01 (0.006) ∗ −0.015 (0.007) ∗
Condition:WordLength −0.004 (0.003) ∗ 0.013 (0.006) ∗ 0.01 (0.007)
Condition:IsNamedEntity −0.002 (0.002) 0.002 (0.005) 0.006 (0.006)
Condition:IsCorrectAnswer −0.002 (0.002) −0.005 (0.004) −0.015 (0.005) ∗∗
Condition:PositionText −0.001 (0.003) −0.005 (0.004) −0.003 (0.007)
∗∗∗p < 0.001, ∗∗p < 0.01, ∗p < 0.05
Table A2
Models for log-transformed reading times with maximal random-effects structure. Each cell gives
the coefficient, its standard deviation and the estimated posterior probability that the coefficient has
the opposite sign.
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First Fixation First Pass Total Time
(Intercept) 203.44 (4.75) ∗∗∗ 232.86 (5.98) ∗∗∗ 290.56 (6.53) ∗∗∗
LogWordFreq −5.01 (0.7) ∗∗∗ −13.86 (1.46) ∗∗∗ −24.9 (1.82) ∗∗∗
WordLength 0.82 (0.6) 12.82 (1.48) ∗∗∗ 22.79 (2.01) ∗∗∗
IsNamedEntity 8.08 (1.84) ∗∗∗ 14.01 (3.33) ∗∗∗ 40.24 (5.54) ∗∗∗
IsCorrectAnswer 4.14 (6.08) −11.43 (8.58) 20.87 (15.02)
PositionText 0.71 (0.55) 0.06 (0.67) −3.82 (1.82) ∗
Surprisal 2.07 (0.44) ∗∗∗ 3.82 (0.8) ∗∗∗ 6.58 (1.29) ∗∗∗
Condition 16.36 (8.88) ∗ 32.03 (10.81) ∗∗ 45.59 (12.56) ∗∗∗
WordLength:LogWordFreq 0.86 (0.47) ∗ 0.43 (0.64) 0.86 (1.0)
WordLength:IsCorrectAnswer −6.51 (4.06) −1.44 (6.32) 8.89 (9.79)
PositionText:LogWordFreq 0.1 (0.49) 0.3 (0.66) 2.29 (1.0) ∗
PositionText:WordLength 0.49 (0.45) −0.42 (0.71) −1.45 (1.0)
PositionText:IsNamedEntity −1.55 (1.35) −1.71 (1.86) −6.69 (2.96) ∗
Surprisal:WordLength 0.64 (0.42) 2.74 (0.67) ∗∗∗ 5.26 (0.94) ∗∗∗
Surprisal:IsNamedEntity −5.09 (2.16) ∗ −10.4 (3.14) ∗∗ −21.47 (4.54) ∗∗∗
Surprisal:IsCorrectAnswer −1.0 (7.14) 15.64 (10.6) −22.25 (19.5)
Condition:LogWordFreq −0.67 (1.27) −7.42 (2.9) ∗∗ −10.57 (3.37) ∗∗
Condition:WordLength −1.74 (1.02) ∗ 6.95 (2.76) ∗∗ 8.37 (3.7) ∗
Condition:IsNamedEntity −1.25 (2.91) 5.34 (5.89) 15.35 (9.59)
Condition:IsCorrectAnswer −6.19 (7.19) −17.06 (10.71) −85.28 (20.24) ∗∗∗
Condition:PositionText −0.44 (0.98) −0.63 (1.13) 0.41 (3.47)
∗∗∗p < 0.001, ∗∗p < 0.01, ∗p < 0.05
Table A3
Models for reading times with maximal random-effects structure, using a Gamma distribution in-
stead of a Normal distribution. Each cell gives the coefficient, its standard deviation and the esti-
mated posterior probability that the coefficient has the opposite sign.
