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Abstract
We will show that the variety of all the pairs (A; B) of n  n matrices over an algebraically
closed eld K such that [A; B] = 0; rank B h is irreducible for all n and h = 0; : : : ; n. The
same result holds for symmetric matrices (but when h 6= 0 we will assume charK 6= 2) and, if
charK 6= 2, for antisymmetric matrices (if charK=0 when h 6= 0; 1). c© 2000 Elsevier Science
B.V. All rights reserved.
MSC: 15A30; 14L30
1. Introduction
Let K be an algebraically closed eld; let us denote by M (n; K) the Lie algebra of
all n n matrices over K , by S(n; K) and A(n; K), respectively, the vector space of all
n n symmetric matrices and the Lie algebra of all n n antisymmetric matrices. We
regard these spaces as ane spaces. For h2f0; : : : ; ng, let us consider the following
varieties:
M(n; K)n; h = f(A; B)2M (n; K)M (n; K): [A; B] = 0; rank B hg;
S(n; K)n; h =M(n; K)n; h \ (S(n; K) S(n; K));
A(n; K)n; h =M(n; K)n; h \ (A(n; K) A(n; K)):
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In [9,13] Gerstenhaber and, respectively, Motzkin and Taussky proved the irreducibility
of M(n; K)n; n. In [13] this was proved by showing, by induction on n, that the subset
of M(n; K)n; n of all the pairs of simultaneously diagonalizable matrices is dense.
Let L be a reductive Lie algebra of dimension m over an algebraically closed eld
of characteristic 0 and set
C(L) = f(x; y)2L L: [x; y] = 0g:
In [16] Richardson called C(L) \commuting variety" of L and proved the following
result.
Theorem 1.1. The variety C(L) is irreducible.
In the proof of Theorem 1.1 he extended the method used in [13] for M(n; K)n; n; in
fact he proved, by induction on m, that the subset of all the pairs (x; y)2C(L) such that
x and y belong to the same Cartan subalgebra is dense. If charK =0 by Theorem 1.1
A(n; K)n; n is irreducible, since A(n; K) is a semisimple Lie algebra.
In [4] Guralnick and Rohlrich gave a proof of the irreducibility of S(n; K)n; n when
charK 6= 2. Panyushev [15] extended this result to more general varieties. S(n; K)n; n
is a complete intersection and is normal (see [5] and, for more general varieties, [15]).
For any h= 0; : : : ; n we dene
Mh(n; K) = f(A; B)2M (n; K)M (n; K): rank [A; B] hg;
Sh(n; K) = f(A; B)2 S(n; K) S(n; K): rank [A; B] hg:
Guralnick [10] and Neubauer [14] proved that M1(n; K) is irreducible if and only
if n 2 (the second author showed that M1(n; K) has n − 1 irreducible components
for any n> 1). In [11] Hulek proved that if h 6= 1; Mh(n; K) is irreducible for any
n. He used the following method, which is the same as the one used in [4] for the
irreducibility of S(n; K)n; n: he showed that, if we consider the canonical projection of
Mh(n; K) on M (n; K), the open subset of M (n; K) of all the regular matrices (that is
those matrices having centralizer of dimension n, which is equivalent to the fact that
their minimum polynomial has degree n) has dense inverse image in Mh(n; K) and the
bers of its elements are all irreducible and of the same dimension.
In [4] Brennan et al. proved that, when charK 6= 2; Sh(n; K) is an irreducible
Gorenstein variety and determined reduced equations of it. We will give another proof
of the irreducibility of this variety (Theorem 2.6).
The main purpose of this paper is to extend the irreducibility of the varieties
M(n; K)n; n; S(n; K)n; n and A(n; K)n; n by showing the following results.
Theorem 1.2. M(n; K)n; h is irreducible of dimension n2 + h for all n and h=0; : : : ; n.
S(n; K)n; h is irreducible of dimension n(n + 1)=2 + h for all n and h = 0; : : : ; n if
charK 6= 2; for all n and h= 0 if charK = 2.
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Theorem 1.3. A(n; K)n; h is irreducible for all n and h=0; : : : ; n if charK =0; for all
n and h= 0; 1 if charK 6= 2. If h is even it has dimension n(n− 1)=2 + h=2.
For this purpose we will use the knowledge of the form of a matrix which commutes
with a given one which is in Jordan canonical form. This is due to Turnbull and Aitken
[18] and Gantmacher [8], but in Section 3 we will give a dierent proof of it and
extend it to the case of symmetric and antisymmetric matrices. There we will also
give a dierent proof of some results of Gantmacher on the Jordan canonical form
of symmetric and antisymmetric matrices [8]. In [2] we will show that for any h; k 2
f0; : : : ; ng; h; k 6= 0; n (and, in the case of antisymmetric matrices, if char k 6= 2; h; k 6= 1;
h; k 6= n− 1 if n is odd) the subvarieties of M(n; K)n;h;S(n; K)n:h;A(n; k)n;h obtained
by the condition rank A  k are reducible; if h  k the rst one has minfh; n− kg+1
irreducible components.
For h=0; : : : ; n we set M (n; K)h=fA2M (n; K): rank A hg; S(n; K)h=M (n; K)h\
S(n; K); A(n; K)h = M (n; K)h \ A(n; K). For any A2M (n; K) we denote by LA the
corresponding endomorphism of Kn and by ZA the centralizer of A in M (n; K). We
consider on Kn the bilinear form (; ) which is represented by the identity matrix In
with respect to the canonical basis fe1; : : : ; eng of Kn, and denote by O(n; K) the group
of all the n n orthogonal matrices over K .
2. The irreducibility of M(n; K )n; h;S(n; K )n; h and A(n; K )n; h
We recall the proof of the irreducibility of the varieties M (n; K)h; S(n; K)h and
A(n; K)h due to Kempf [12]. This result is also due to Weyl [19], De Concini and
Procesi [6].
Theorem 2.1 (Kempf [12]). M (n; K)h; S(n; K)h and A(n; K)h are irreducible varieties
of dimension 2nh− h2; nh− h(h− 1)=2 and; if h is even; nh− h(h+1)=2 respectively.
Proof (Kempf [12]). Let Grn−h(Kn) be the Grassmannian of all the subspaces of Kn
of dimension n− h and let us consider the following vector bundle on Grn−h(Kn):
X (n; K)h = f(A;H)2M (n; K)h  Grn−h(Kn): H  ker LAg;
whose bers are vector spaces of dimension nh. The canonical projection of X (n; K)h
on M (n; K)h is surjective and the restriction of it to the inverse image of the open
subset of all the matrices of rank h is injective; hence M (n; K)h is irreducible and
dimM (n; K)h = dim X (n; K)h = h(n− h) + nh= 2nh− h2. The same argument can be
used for S(n; K)h and A(n; K)h.
Let R(n; K)h be the following subset of M (n; K)h: for h = n it is the subset of all
the regular matrices, for h<n it is the subset of all the matrices whose minimum
polynomial has degree h + 1. In Section 3 we will give a proof of the following
proposition.
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Proposition 2.2. R(n; K)h is the open subset of M (n; K)h of all the elements having
centralizer in M (n; K) of minimum dimension h+ (n− h)2. If charK 6= 2; R(n; K)h \
S(n; K) is the open subset of S(n; K)h of all the elements having centralizer in S(n; K)
of minimum dimension h+(n−h)(n−h+1)=2. If charK 6= 2 and h is even; R(n; K)h\
A(n; K) is the open subset of A(n; K)h of all the elements having centralizer in A(n; K)
of minimum dimension h=2 + (n− h)(n− h− 1)=2.
The following classical result can be seen as a generalization of Theorem 8 of
Chapter 1, Section 6 of [17] and can be proved in a similar way.
Theorem 2.3. Let f :X !Y be a closed surjective morphism of quasi-projective va-
rieties and let Y be irreducible. Suppose that there exists a dense subset R of Y such
that f−1(R) = X and the bers of the elements of R are all irreducible of the same
dimension; then X is irreducible.
We observe that M(n; K)n; h; S(n; K)n; h and A(n; K)n; h are bihomogeneous vari-
eties, hence their canonical projections are closed morphisms.
Let H(n; K)h be the open subset of M(n; K)n; h of all the pairs (A; B) such that
A is regular semisimple. Let D(n; K) be the subspace of M (n; K) of all the diagonal
matrices and for any Jh=fi1; : : : ; ihgf1; : : : ; ng let D(n; K)Jh be the subset of D(n; K)
of all the elements such that, if we denote by x1; : : : ; xn their diagonal entries, xi = 0
for any i 6 2 Jh.
Now, by applying Theorem 2.3, we can prove Theorem 1.2.
Proof of Theorem 1.2. We will prove the result only for S(n; K)n; h, since for
M(n; K)n; h the arguments are the same. Since for h = 0 the claim is obvious, we
assume h> 0 and charK 6= 2. The claim is also obvious for n= 1, hence we proceed
by induction on n. By Proposition 2.2 and Theorems 2.1, 2.3 it is sucient to prove
that the subset of S(n; K)n; h of all (A; B) such that B2R(n; K)h is dense. Let A be
an open subset of S(n; K)n; h and (A; B)2A. If the Jordan canonical form of B has
only one Jordan block then B2R(n; K)h. We assume that the Jordan canonical form
of B has more than one Jordan block. Let R0(n; K)n be the open subset of M (n; K) of
all the matrices of R(n; K)n which have at least two dierent eigenvalues. By Proposi-
tion 3.10 of Section 3, ZB \ S(n; K) \ R0(n; K)n 6= ;. Since the intersection of A and
(ZB\S(n; K))fBg is non-empty, the intersection of A and (ZB\S(n; K)\R0(n; K)n)
fBg is non-empty. Hence we can assume that A2R0(n; K)n (this concludes the proof
if h= n).
By Propositions 3.3, 3.4 and Lemma 3.1 of Section 3 there exists O2O(n; K) such
that
OtAO =

A1 0
0 A2

; OtBO =

B1 0
0 B2

;
where Ai; Bi 2 S(ni; K) and ni <n for i=1; 2. Let hi=rank Bi (hence h1 +h2 h); then
(Ai; Bi)2S(ni; K)ni ;hi . By the inductive hypothesis S(ni; K)ni ;hi is irreducible, hence
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H(ni; K)hi\S(ni; K)ni ;hi is a dense subset of S(ni; K)ni ;hi . Then there exists (A^; B^)2A
and O0 2O(n; K) such that O0tA^O0; O0tB^O0 2D(n; K). Let Jh = fi1; : : : ; ihgf1; : : : ; ng
be such that O0tB^O0 2D(n; K)Jh . Since R(n; K)h \ D(n; K)Jh 6= ; (it is the subset of
D(n; K)Jh of all the matrices which have h dierent non-zero eigenvalues), we get that
A and fA^g  (O0D(n; K)JhO0t \ R(n; K)h) have non-empty intersection.
If A2M (n; K) is regular semisimple then ZA \M (n; K)h is a nite union of ane
spaces of dimension h. Hence dimM(n; K)n; h = n2 + h and dimS(n; K)n; h = n(n +
1)=2 + h.
Lemma 2.4. Let n> 2 be even and (A; B)2A(n; K)n; n; where B is nilpotent and
the Jordan canonical form of B has two Jordan blocks of order n=2; A2R(n; K)n.
Then there exists t 2K and a non-nilpotent C 2ZA+tB \ A(n; K) such that rank (B+
C) rank B for all ; 2K .
Proof. By Theorem 3.8 and Lemma 3.1 the Jordan canonical form of A has two
Jordan blocks of the same order and opposite eigenvalues. Let G 2GL(n; K) be such
that G−1AG is in Jordan canonical form, with the property expressed in Proposition
3.11 with respect to A. Let  be the eigenvalue of the rst Jordan block of G−1AG.
Then by Proposition 3.11 G−1BG has the following form:0
BBBBBBBBBBBBBBB@
0 b1 b2 : : : bn=2−1 0 : : : : : : : : : 0
0 0 b1 : : : bn=2−2 0 : : : : : : : : : 0
: : : : : : : : : : : : : : : : : : : : : : : : : : : : : :
0 : : : : : : 0 b1 0 : : : : : : : : : 0
0 : : : : : : : : : : : : : : : : : : : : : : : : 0
0 : : : : : : : : : : : : 0 b1 −b2 : : : (−1)n=2−1bn=2−1
0 : : : : : : : : : : : : : : : 0 b1 : : : (−1)n=2−2bn=2−2
: : : : : : : : : : : : : : : : : : : : : : : : : : : : : :
0 : : : : : : : : : : : : : : : : : : : : : 0 b1
0 : : : : : : : : : : : : : : : : : : : : : : : : 0
1
CCCCCCCCCCCCCCCA
;
where b1 6= 0. Let t=−1=b1 and ~A=A+tB; for any i=1; : : : ; n let vi=LGei. Then there
exists i2f1; : : : ; n=2g such that v1 = (L ~A− In)s−1vi, where s<n=2 is the multiplicity of
 and − as roots of p ~A(x). Let w2Kn be such that (v1; w) 6= 0. By the proof of
Proposition 3:8 w2 ker (L ~A+ In)s and (L ~A+ In)s−1w 6= 0. Let
V = h(L ~A− In)s−1vi; : : : ; vi; (L ~A+ In)s−1w; : : : ; wi;
then V is a proper stable with respect to L ~A subspace of K
n and by Proposition
3.7 it is non-degenerate. Since ~A2A(n; K); V? is also stable with respect to L ~A. Let
C 2M (n; K) be such that LC jV =0; LC jV?=L ~AjV? ; then C 2A(n; K) and v1 2 ker LC \
ker LB. Hence for any ; 2K rank(B+ C) n− 2 = rank B.
An element of a Lie algebra is said to be distinguished nilpotent if it commutes
only with nilpotent elements [1]. The following lemma extends a result of Richardson
[16, Corollary 4:7].
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Lemma 2.5. Let L be a semisimple Lie subalgebra of M (n; K); A be an open subset
of C(L) and (u; e)2A where e is distinguished nilpotent. Let e2L0 where L0 is
a semisimple subalgebra of L such that for any x2L0 rank x h. Then there exists
( ~x; ~y)2A such that ~y is semisimple and rank ~y h.
Proof. For any x2L let Zx be the centralizer of x in L. By the Jacobson{Morozov
theorem [3] there exists h; f2L0 such that [h; e] = 2e; [h; f] = −2f; [e; f] = h. For
each integer number i let L(i) be the eigenspace of h on L with eigenvalue i. Let
P
L
i0 L(i); U
L
i>0 L(i); then e2U and P=ZhU . Let q=dim Zh. Bala and Carter
[1, Theorem 4:2] proved that dim Ze = q. Let C be the center of Zh and C0 = C \ L0;
let C00 be the open subset of C0 of all x such that Zx = Zh. Let G be the adjoint group
of L and U be the subgroup of G which corresponds to U . Dixmier [7, Lemma 1:5(i)]
proved that for any a2C00 the orbit of U on L to which a belongs is a + U . Hence
for any x2C00 +U x is semisimple, dim Zx = q, rank x h. Since C00 +U is an open
subset of S=C0+U , for any x2 S rank x h and dim Zx  q. If we consider the linear
system [u; x] = 0; x2 S in the unknown u2L, since dim Ze = q by Cramer’s theorem
there exist an open subset S 0 of S such that e2 S 0 and a regular map  : S 0 ! L such
that [ (x); x] = 0 for any x2 S 0 and  (e) = u. Since S 00 = fx2 S 0: ( (x); x)2Ag is a
non-empty open subset of S we get S 00 \ (C00 + U ) 6= ;.
Proof of Theorem 1.3. If charK 6= 2 and h = 0; 1 the claim is obvious, hence we
assume charK = 0. We proceed by induction on n; since A(n; K)n; n is irreducible by
Theorem 1.1, we assume n> 2 and 0<h<n. By Proposition 2:1 and Theorems 2.1,
2.3 it is sucient to prove that the subset of A(n; K)n; h of all (A; B) such that
B2R(n; K)h is dense. Let A be an open subset of A(n; K)n; h and (A; B)2A. Let
R00(n; K) be the open subset of A(n; K) of all A which have at least two eigenvalues 
and  such that  6= . It is sucient to prove that there exists (A^; B^)2A such that
A^2R00(n; K) or B^2R00(n; K). In fact, then by Propositions 3.6, 3.7, 3.3 and Lemma
3.1 it is possible to apply the inductive hypothesis and proceed as in the proof of The-
orem 1.2. Since h<n this is true if B is not nilpotent, hence we assume B nilpotent.
We have two cases.
First case: the Jordan canonical form of B has at least two Jordan blocks of equal
order. If it has more than two Jordan blocks then ZB\R00(n; K) 6= ; by Proposition 3.11,
hence we get the claim. Let us assume that the Jordan canonical form of B has
two Jordan blocks. Since ZB \ A(n; K) \ R(n; K)n 6= ; by Proposition 3.11,
we may assume A2R(n; K)n. Hence by Lemma 2:4 there exists t 2K such that (A+
tB; B) belongs to the closure of the subset of A(n; K)n; h of all the pairs (A; B) such
that B is not nilpotent. Since for any t 2K the map from A(n; K)n; h to A(n; K)n; h
dened by (A; B) 7! (A+ tB; B) is an isomorphism, this shows the claim.
Second case: the Jordan canonical form of B has Jordan blocks of dierent or-
ders. By Theorem 3.8 and Proposition 3.6 the Jordan blocks of B have odd orders,
which we denote by p1; : : : ; ps, and they are similar to antisymmetric matrices. Hence
B belongs to a semisimple Lie subalgebra of A(n; K) isomorphic to
Ls
i=1 A(pi; K)
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whose elements have rank no more than h. By Corollary 3.12 B is distinguished nilpo-
tent in A(n; K). Hence the claim follows by Lemma 2.5.
If h is even and A2A(n; K) is semisimple regular then ZA\A(n; K)h is a nite union
of ane spaces of dimension n=2, hence,
dimA(n; K)n; h =
n(n− 1)
2
+
h
2
:
If charK 6= 2, since if A; B2 S(n; K) then [A; B]2A(n; K), we have Sh(n; K) =
Sh−1(n; K) for any odd h2f1; : : : ; ng. We give a proof of the following result dierent
from the one of Brennan et al. [4].
Theorem 2.6 (Brennan et al. [4]). If charK 6= 2 and h2f0; : : : ; ng is even Sh(n; K)
is irreducible and
dimSh(n; K) =
n2 + 2nh− h2 + 3n− h
2
:
Proof. Let p be the canonical projection of Sh(n; K) on S(n; K) dened by (A; B) 7! B.
Let B2 S(n; K) \ R(n; K)n. Let us consider the linear map fB : S(n; K)! A(n; K) de-
ned by fB(A)=[A; B]. Since dim kerfB=n by Proposition 2.2, fB is surjective. Since
A(n; K)h is irreducible of dimension nh− h(h+1)=2 by Theorem 2:1, by Theorem 2:3
p−1(B) is irreducible and dimp−1(B)=nh−h(h+1)=2+n. For any (A; B)2Sh(n; K)
we have that (B + ZA \ S(n; K)) \ R(n; K)n 6= ;. In fact, since by Proposition 3.10
there exists C 2ZA \ S(n; K) \ R(n; K)n, there exists x; y2K; x 6= 0, such that xB +
yC 2R(n; K)n, hence B+(y=x)C 2R(n; K)n. Since fAg (B+ZA \ S(n; K)) is an irre-
ducible subvariety of Sh(n; K), the subset f(A; B)2Sh(n; K) : B2R(n; K)ng is dense
in Sh(n; K). Hence by Theorem 2:3 Sh(n; K) is irreducible and
dimSh(n; K) = n(n+ 1)=2 + nh− h(h+ 1)=2 + n
=
n2 + 2nh− h2 + 3n− h
2
:
3. The centralizer of n n matrices
The following two lemmas determine completely the centralizer of any B2M (n; K).
They were proved by Turnbull and Aitken [18, Chapter X] and by Gantmacher [8,
Chapter VIII, Section 2]; we give a dierent proof of the second one.
For any A2M (n; K) let pA(x)2K[x] be the minimum polynomial of A.
Lemma 3.1 (Turnbull and Aitken [18]). Let A2M (n; K) be a block diagonal
matrix whose diagonal blocks are A1; : : : ; Ak where Ai 2M (ni; K) for i = 1; : : : ; k and
pA1 (x); : : : ; pAk (x) are relatively prime. If B2ZA then B is a block diagonal matrix
whose diagonal blocks B1; : : : ; Bk are such that Bi 2M (ni; K) for i = 1; : : : ; n.
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Proof. See [8, Chapter VIII, Section 2, Theorems 3 and 30].
Lemma 3.2 (Turnbull and Aitken [18]). Let N 2M (n; K) be nilpotent; let u1    
 ut be the orders of the Jordan blocks of N and = fvuj−1j ; : : : ; v0j ; j=1; : : : ; tg be a
basis of Kn such that the matrix of LN with respect to  is in Jordan canonical form
(then vrj=L
r
N v
0
j for r=1; : : : ; uj−1). Let us regard the matrix of LA with respect to 
as a block matrix (Ajk)jk ; j; k = 1; : : : ; t; where Ajk is an uj  uk matrix. Then A2ZN
if and only if for any j; k 2f1; : : : ; tg; j  k Ajk and Akj have the following form:
Ajk =
0
BBBBBB@
0 : : : 0 a1jk a
2
jk : : : a
uj
jk
0 : : : : : : 0 a1jk : : : a
uj−1
jk
: : : : : : : : : : : : : : : : : : : : :
0 : : : : : : : : : : : : 0 a1jk
1
CCCCCCA
;
Akj =
0
BBBBBBBBBBBBBBB@
a1kj a
2
kj : : : a
uj
kj
0 a1kj : : : a
uj−1
kj
: : : : : : : : : : : :
0 : : : 0 a1kj
0 : : : : : : 0
: : : : : : : : : : : :
0 : : : : : : 0
1
CCCCCCCCCCCCCCCA
;
where for uj = uk we omit the rst uk − uj columns and the last uk − uj rows;
respectively.
Proof. For any x2Kn we set x=x(1)+  +x(t) where x( j) 2 hvuj−1j ; : : : ; v0j i for j=1; : : : ; t.
For any j; k 2f1; : : : ; tg we set (LAv0j )(k)=
Puk−1
s=0 b
s
kjv
s
k where b
s
kj 2K for s=0; : : : ; uk−1.
We have A2ZN if and only if for any j; k 2f1; : : : ; tg (LALmNv0j )(k)=LmN (LAv0j )(k) for any
m uj. Since for m=uj this relation gives bskj=0 for uk >uj and s=0; : : : ; uk−uj−1,
for any m uj we get
(LAvmj )(k) =
8>><
>>:
uk−1−mX
s=maxf0;uk−ujg
bskjv
m+s
k if m uk − 1;
0 otherwise:
If, for j  k, we set arkj = br+uk−uj−1kj and arjk = br−1jk for any r = 1; : : : ; uj, we get the
claim.
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Let charK 6= 2. We give a proof of the following proposition dierent, in the rst
part, from the proof of Gantmacher [8, Chapter XI, Section 2, Theorem 4].
Proposition 3.3 (Gantmacher [8]). If A; B2M (n; K) both symmetric; antisymmetric
or orthogonal are similar there exists O2O(n; K) such that B= OtAO.
Proof. We rst prove that if A2M (n; K) is non-singular there exists a polynomial
f(x)2K[x] such that f(A)2 = A.
We may assume that A is in Jordan canonical form. If A has only one eigenvalue,
since charK 6= 2 a direct calculus shows the claim. Let pA(x)=(x−1)m1  : : :(x−k)mk
and let A1; : : : ; Ak , where Ai 2M (ni; K) for i = 1; : : : ; k, be the diagonal blocks of A
such that pAi(x)=(x−i)mi for i=1; : : : ; k. Let fi(x)2K[x] be such that fi(Ai)2 =Ai.
For i=1; : : : ; k let hi(x)=(x−1)m1  : : :  (x−i−1)mi−1 (x−i+1)mi+1  : : :  (x−k)mk and
let gi(x)2K[x] be such that
Pk
i=1 hi(x)gi(x) = 1. Let I
0
i be the block diagonal matrix
having only one non-zero block Ini in correspondence to Ai and let A
i = AI 0i . Then
hi(A)gi(A) = I 0i , hence hi(A)gi(A)A = A
i (this observation is due to Gerstenhaber [9,
Chapter II, proof of Proposition 4]). Since (
Pk
i=1 fi(A
i))2 = A, we get the claim.
Let A; B2M (n; K) be both symmetric, antisymmetric or orthogonal and B=T−1AT .
Then TT t 2ZA. Let f(x)2K[x] be such that if S = f(TT t) then S2 = TT t . Since
TT t 2 S(n; K), S 2 S(n; K), hence O=S−1T 2O(n; K). Since TT t 2ZA we have S 2ZA,
hence B= (SO)−1ASO = OtAO.
Gantmacher [8, Chapter XI, Section 3, Theorem 5] proved that any matrix of M (n; K)
is similar to a symmetric matrix. We prove the following stronger result.
Proposition 3.4. Let H 2M (n; K) be one singular Jordan block and G 2GL(n; K).
Then GHG−1 2 S(n; K) if and only if GGt = C; where
C =
0
BBBB@
0 : : : : : : 0 cn−1
0 : : : 0 cn−1 cn−2
: : : : : : : : : : : : : : :
0 cn−1 : : : c2 c1
cn−1 : : : : : : c1 c0
1
CCCCA ; c0; : : : ; cn−1 2K:
Proof. Let vi = LGei for i = 1; : : : ; n. The matrix of LGHG−1 with respect to any
orthonormal basis is symmetric if and only if for any i; j2f1; : : : ; ng (LGHG−1vi; vj) =
(vi; LGHG−1vj), that is (vi−1; vj)= (vi; vj−1) for i; j2f2; : : : ; ng, (v1; vj)=0 for j=1; : : : ;
n− 1.
By Propositions 3.3 and 3:4 we get the following result.
Theorem 3.5. Let B2 S(n; K) and J1; : : : ; Jt be the Jordan blocks of B; given in an
order; let ui be the order of Ji for i = 1; : : : ; t. Then for any t-uple C1; : : : ; Ct where
Ci 2M (ui; K) and has the form of the matrix C of Proposition 3:4 for i = 1; : : : ; t
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there exists G 2GL(n; K) such that G−1BG is a block diagonal matrix whose diago-
nal blocks are J1; : : : ; Jt and GGt is a block diagonal matrix whose diagonal blocks
are C1; : : : ; Ct .
The following propositions may be proved with the same method we have used for
Proposition 3.4.
Proposition 3.6. Let n be odd; H 2M (n; K) be one singular Jordan block; G 2GL
(n; K). Then GHG−1 2A(n; K) if and only if GGt = C0; where
C0 =
0
BBBBBBB@
0 : : : : : : : : : 0 cn−1
0 : : : : : : 0 −cn−1 0
: : : : : : : : : : : : : : : : : :
: : : : : : : : : : : : : : : : : :
0 −cn−1 : : : 0 −c2 0
cn−1 : : : 0 c2 0 c0
1
CCCCCCCA
; c0; c2; : : : ; cn−1 2K:
Proposition 3.7. Let n be even; 2K and H ()2M (n; K) be the block diagonal
matrix whose diagonal blocks are two Jordan blocks of the same order and eigen-
values  and −. Let G 2GL(n; K). Then GHG−1 2A(n; K) if and only if GGt = C00
where C00 has the following form:
C00 =
 
D1 Dt2
D2 D3
!
;
where D1; D3 are zero matrices if  6= 0; otherwise are of the following form:0
BBBBBBB@
0 : : : : : : : : : 0 xn=2−1
0 : : : : : : 0 −xn=2−1 xn=2−2
: : : : : : : : : : : : : : : : : :
: : : : : : : : : : : : : : : : : :
0 −xn=2−1 : : : 0 −x2 0
xn=2−1 xn=2−2 : : : x2 0 x0
1
CCCCCCCA
(xi = 0 if i is odd)
and
D2 =
0
BBBBBBB@
0 : : : : : : : : : 0 cn=2−1
0 : : : : : : 0 −cn=2−1 cn=2−2
: : : : : : : : : : : : : : : : : :
: : : : : : : : : : : : : : : : : :
0 (−1)n=2−2cn=2−1 : : : c3 −c2 c1
(−1)n=2−1cn=2−1 : : : −c3 c2 −c1 c0
1
CCCCCCCA
;
where c0; : : : ; cn=2−1 2K .
Gantmacher [8, Chapter XI, Section 4, Theorems 7 and 8] proved the following
result, which we prove by Propositions 3.6 and 3:7.
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Theorem 3.8 (Gantmacher [8]). A2M (n; K) is similar to antisymmetric matrices if
and only if its Jordan canonical form has only singular Jordan blocks of odd or-
der and disjointed pairs of Jordan blocks of the same order and opposite (or zero)
eigenvalues.
Proof. Let A2A(n; K). For any root  of pA(x) of multiplicity r we set V = ker
(LA−In)
r . Let  be a root of pA(x) of multiplicity s; then − is a root of pA(x) of mul-
tiplicity s. For any v2V, w2V we have (LA− Inv; w)=−(v; LA−Inw)− (+)(v; w);
hence V?V if and only if  6= −. We dene a subspace V of Kn in the following
way. Let v2V be a generator of a cyclic subspace V 0 of Kn with respect to LA− In
of dimension s. If (v; (LA− In)
s−1v) 6= 0 (hence  = 0 and s is odd) we set V = V 0.
Otherwise, let w2V− be such that (w; (LA− In)s−1v) 6= 0. Then w is a generator of a
cyclic subspace V 00 with respect to LA+ In of dimension s; hence we set V =V
0V 00.
V is non-degenerate by Propositions 3.6 or 3.7 and, since A2A(n; K), V? is also
stable with respect to LA. Hence by induction on n we get that the Jordan canoni-
cal form of A has the required property. The converse follows from Propositions 3.6
and 3:7.
By Theorem 3.8 and Propositions 3.6, 3.7 and 3:3 we get the following result.
Theorem 3.9. Let B2A(n; K); let J1; : : : ; Jt be the Jordan blocks of B and let 2St
have the following property: if i2f1; : : : ; tg is such that (i) = i then Ji is singu-
lar of odd order; if i2f1; : : : ; tg is such that (i) 6= i then (i) = i + 1 or (i) = i −
1 (hence  is idempotent) and J(i) has the same order and opposite eigenvalue as Ji.
Let O1; : : :Ov be the orbits of  (in the induced order) and for i = 1; : : : ; v let ni be
the sum of the orders of the Jordan blocks whose indices are the elements of Oi. Then
for any v-uple C1; : : : ; Cv; where Ci 2M (ni; K) and has the form of the matrix C0 of
Proposition 3:6 or the matrix C00 of Proposition 3:7 (where  is the eigenvalue of one
of the Jordan blocks whose indices are the elements of Oi) for i=1; : : : ; v; there exists
G 2GL(n; K) such that G−1BG is a block diagonal matrix whose diagonal blocks are
J1; : : : ; Jt and GGt is a block diagonal matrix whose diagonal blocks are C1; : : : ; Cv.
For any n let Cn be the matrix C of Proposition 3.4 when cn−1=1; cn−2=  =c0=0.
Proposition 3.10. Let N 2 S(n; K) be nilpotent; let J1; : : : ; Jt be its Jordan blocks and
u1      ut be their respective orders. Let G 2GL(n; K) have; with respect to
N; the property of Theorem 3:5 when Ci = Cui for i = 1; : : : ; t. Let A2ZN ; that is;
if  = fv1; : : : ; vng where vi = LGei for i = 1; : : : ; n; with the property of Lemma 3:2.
Then A2 S(n; K) if and only if for any j; k 2f1; : : : tg; j  k we have arjk = arkj for
r = 1; : : : ; uj.
Proof. A2 S(n; K) if and only if, with the notations of the proof of Lemma 3.2,
for any j; k 2f1; : : : ; tg; j  k we have ((LAvr1j )(k); vr2k ) = (vr1j ; (LAvr2k )( j)) for any
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r1 2f0; : : : ; uj − 1g; r2 2f0; : : : ; uk − 1g. By the proof of Lemma 3:2 we have
((LAv
r1
j )(k); v
r2
k ) =
8>><
>>:
uk−1−r1X
s=uk−uj
bskj(v
s+r1
k ; v
r2
k ) if r1 uk − 1;
0 otherwise;
((LAv
r2
k )( j); v
r1
j ) =
8>><
>>:
uj−1−r2X
s=0
bsjk(v
s+r2
j ; v
r1
j ) if r2 uj − 1;
0 otherwise:
Since
(vs+r1k ; v
r2
k ) =
(
1 if s+ r1 + r2 = uk − 1;
0 otherwise;
(vs+r2j ; v
r1
j ) =
(
1 if s+ r1 + r2 = uj − 1
0 otherwise;
if we set l= r1 + r2 we have
((LAv
r1
j )(k); v
r2
k ) =
(
buk−1−lkj if l uj − 1;
0 otherwise;
((LAv
r2
k )( j); v
r1
j ) =
(
buj−1−ljk if l uj − 1;
0 otherwise:
Hence A2 S(n; K) if and only if buj−1−ljk =buk−1−lkj , that is auj−ljk =auj−lkj , for l=0; : : : ; uj−
1, which gives the claim.
For any odd n let C
0
n be the matrix C
0 of Proposition 3.6 when cn−1 = 1; cn−3 =
  = c0 =0. For any even n let C00n be the matrix C00 of Proposition 3.7 when cn=2−1 =
1; cn=2−2 =    = c0 = 0 and D1; D3 are zero. We omit the proof of the following
proposition, since it is very similar to the proof of Proposition 3:10.
Proposition 3.11. Let N 2A(n; K) be nilpotent or having only two opposite eigenval-
ues. Let J1; : : : ; Jt be its Jordan blocks and u1      ut be their respective orders;
let 2St have the property of Theorem 3:9. Let G 2GL(n; K) have; with respect to
N; the property of Theorem 3:9 when Ci=C
0
ni or Ci=C
00
ni for i=1; : : : ; v. Let A2ZN ;
then; if =fv1; : : : ; vng where vi=LGei for i=1; : : : ; n; A has the property of Lemma
3:2 but Ajk and Akj are zero if Jj and Jk have dierent eigenvalues. Then A2A(n; K)
if and only if for any j; k 2f1; : : : ; tg; j  k we have ar(k)j = (−1)uj−r+1ar( j)k for
r = 1; : : : ; uj.
By Lemmas 3.1, 3.2 and Propositions 3.10, 3:11 we get a proof of Proposition 2:2.
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Proof of Proposition 2.2. Let h<n and B2M (n; K)h; let B0 2M (n0; K) be a block
diagonal matrix whose diagonal blocks are the non-singular Jordan blocks of B, J 2
M (n00; K) be a singular Jordan block of B of maximum order. Since pB(x)=xn
00
pB0(x)
and n00 − 1 + n0 rank B h, we get degpB(x) h + 1 and the equal holds if and
only if B0 2R(n0; K)n0 , rank B = h and each singular Jordan block of B dierent from
J has order 1. In Proposition 3.11, when k = (j) we get arjj = (−1)uj−r+1ar( j)( j) for
r=0; : : : ; uj; in particular, when j=(j), we get arjj=0 if r is odd. Hence, by Lemmas
3.1, 3.2 and Propositions 3:10; 3:11, the claim is true when h=n. Then by Lemma 3.1 it
is sucient to prove the claim for nilpotent matrices. Let B2M (n; K) be nilpotent and
let u1      ut be the orders of its Jordan blocks; then t=n− rank B. By Lemma 3.2
we have dim ZB=n+2[ut(t−1)+ut−1(t−2)+   +u2]; if charK 6= 2 and B2 S(n; K),
by Proposition 3.10 we have dim ZB \ S(n; K) = n+ ut(t − 1) + ut−1(t − 2) +   + u2;
if charK 6= 2 and B2A(n; K), by Proposition 3.11 we have dim ZB \ A(n; K) = ~n=2 +
ut(t− 1)+ ut−1(t− 2)+   + u2, where if n is even ~n= n, if n is odd ~n= n− 1. Since
ut(t − 1) + ut−1(t − 2) +   + u2 has minimum value when ut =   = u2 = 1 and t is
minimum, we get the claim.
By Proposition 3.11 we get the following corollary.
Corollary 3.12. N 2A(n; K) is distinguished nilpotent if and only if its Jordan blocks
have dierent orders.
Proof. If N has two Jordan blocks of the same order by Proposition 3.11 there exist
non-nilpotent elements in ZN \A(n; K). Let us assume that the Jordan blocks of N have
dierent orders and that there exists B2ZN \ A(n; K) non-nilpotent. Let pB(x) = (x −
)sh(x) where  6= 0; h() 6= 0 and let Kn=VV where V=ker (LB− In)s; V=ker Lh(B).
By Theorem 3.8 V is a degenerate subspace of Kn. But by Lemma 3.1 V and V are
stable with respect to LN , which is a contradiction by Propositions 3.6 and 3:3.
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