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Abstract: We demonstrate that a prior influence on the posterior distri-
bution of the covariance matrix vanishes as sample size grows. The assump-
tions on priors are explicit and mild. The results are valid for finite sample
and admit the dimension p growing with sample size n. We exploit the
described fact to derive the finite sample Bernstein-von Mises theorem for
functionals of covariance matrix (e.g. eigenvalues) and to find the poste-
rior distribution of the difference between spectral projector and empirical
spectral projector. This can be useful for constructing sharp confidence sets
for the true value of the functional or for the true spectral projector.
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1. Introduction
The Bernstein-von Mises (BvM) phenomenon states some pivotal behaviour of
the posterior distribution. It specifies conditions on a prior, under which the
influence of the prior vanishes as the number of observations grows and the pos-
terior is asymptotically Gaussian. The main application of BvM is the usage of
Bayesian credible sets as frequentist confidence sets. It helps in situations when
the frequentist uncertainty quantification does not allow to build confidence sets
directly due to unknown parameters of the asymptotic distribution.
The classical books [23, 38] contain chapters on BvM for standard paramet-
ric setup. More general semiparametric models were studied in [3]. In modern
statistics main focus is on the growing parameter dimension, so the classical
results should be reconsidered; see, e.g. [13, 17, 35] for some examples in high
dimensions. Moreover, modern statisticians are focused on models with samples
of limited size, however, only a few finite sample BvM results are available, e.g.
[29]. We also mention the BvM for linear functionals of the density derived in
[32], general theory for smooth functionals of the target parameter presented in
[8], as well as [6, 7] and some recent works on BvM for statistical inverse prob-
lems [27, 28, 14], among other important results in the field. The frequentist
coverage properties of Bayesian credible sets are studied in [36, 33].
This paper aims at deriving similar results for the following specific model.
Let the data Xn = (X1, . . . , Xn) be independent identically distributed zero-
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mean random vectors in Rp. Its covariance matrix is given by
Σ∗
def
= E
(
XjX
⊤
j
)
.
The natural estimate of the unknown true covariance is the sample covariance
matrix, defined as
Σ̂
def
=
1
n
n∑
j=1
XjX
⊤
j .
The quality of estimation in spectral norm ‖Σ̂−Σ∗‖∞ arises in numerous prob-
lems and is well-examined; see, for instance, [20, 31, 37, 39, 1]. Functionals and
spectral projectors of covariance matrix also appear in applications frequently,
so this model is of special interest.
In this work we show that the posterior distribution of the covariance matrix
Σ stays approximately the same for different choices of prior distribution as soon
as we have enough observations. In particular, we demonstrate that the posterior
computed from an arbitrary prior deviates not significantly from the posterior
that comes from one special class of priors – the Inverse Wishart prior, which
is the conjugate to the multivariate Gaussian distribution. We do not impose
any conditions on a prior; the error of approximation (which we measure by the
total variation distance) of the corresponding posterior by the Inverse Wishart
posterior is described in terms of two crucial concepts. One of these concepts
is the posterior contraction, and the other is the flatness of the prior. So, our
result makes sense if the prior is such that:
• the posterior concentrates in a relatively small vicinity of the true covari-
ance Σ∗;
• the prior is “flat” enough in this vicinity, that is, can be well-approximated
by a constant.
The described “posterior independence” enables the following strategy that
allows to reduce the complexity of a problem at hand drastically. Instead of
working with some complicated prior, one can consider the Inverse Wishart
prior. Since this prior is the conjugate to the multivariate Gaussian distribution,
the posterior is again the Inverse Wishart, so we can study it directly. Moreover,
in a wide range of situations nice properties of the Inverse Wishart distribution
simplify the analysis significantly.
We apply the proposed strategy to the following objects that are of crucial
importance in modern applications. First, we derive the BvM theorem for ap-
proximately linear functionals of covariance matrix. The main focus here is on
eigenvalues of the covariance matrix, which are extensively studied object, see
[24, 9, 16] and references therein. The asymptotic normality of the posterior
measure of approximately linear functionals was already shown in [12], which is
based on the technique developed in [8]. However, not only does their result re-
quire sample size to grow to infinity, but also imposes some nontrivial condition
on a prior instead of our simple “flatness” assumption.
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The second object under consideration is a spectral projector of the covari-
ance matrix. Let P ∗J be the projector onto a subset J of eigenspaces of Σ∗. Its
sample version is given by P̂ J corresponding to the sample covariance Σ̂. For
some recent results on the distribution of ‖P̂J−P ∗J ‖22 we refer to [22, 21, 26, 34].
These objects are closely related to the Principal Component Analysis (PCA),
probably the most famous dimension reduction method. PCA-based methods
are widely used in finance [30], as well as in other fields, see [10] for an overview
of statistical problems related to PCA and references therein. Recent develop-
ments in theoretical guarantees for sparse PCA in high dimensions engender
attention to such methods, see [15, 4, 2, 5, 11]. Our approach is applied to the
squared Frobenius distance ‖PJ − P̂ J ‖22 between the projector of Σ and the
projector of Σ̂. It is interesting to mention that while the posterior distribu-
tion of a functional is approximated by Gaussian, which is usual for BvM, for
the case of spectral projectors the limiting distribution is the distribution of
Gaussian quadratic form.
It is compelling that the presented technique does not rely on Gaussianity of
the data. Even though we work with the Gaussian likelihood, we allow model
misspecification and formulate our results for pseudo-posterior. As to the dis-
tribution of the data, we require only one property: the concentration of the
sample covariance Σ̂ around the true covariance Σ∗.
Also, even though the assumptions that the eigenvalues of Σ∗ are bounded
from above and separated from zero, or that the spectral gaps (differences be-
tween consequent eigenvalues) are separated from zero are common in literature,
we avoid them. Our results admit growing spectral norm ‖Σ∗‖∞ and vanishing
smallest eigenvalue and spectral gaps. The provided error bounds are explicit
and allow to track what regimes of Σ∗ still ensure convergence to the limiting
distribution.
The main contributions of this paper are as follows.
• We establish a finite sample result stating that the prior influence on
the posterior distribution of covariance matrix disappears as the sample
size grows. The assumptions on a prior are mild and easy to verify. The
distribution of the data can also be quite general.
• We propose a novel strategy for analyzing the posterior distribution for an
arbitrary prior. The strategy includes: first, approximation of our posterior
at hand by the posterior based on the conjugate prior, and second, study
of the latter posterior which has nice properties.
• The described strategy is applied to derive finite sample BvM theorems
for functionals and spectral projectors of the covariance matrix. In case
of linear functionals, the obtained error rates are dimension-free for the
conjugate prior and for the special class of “rank-adjusted” non-conjugate
priors that we present.
The rest of the paper is structured as follows. The rest of this section, that is,
Subsection 1.1, contains some notations. Section 2.1 explains our setup. Bayesian
framework is described in Section 2.2. Section 3 is dedicated to the applications
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of the proposed strategy: functionals of covariance matrix are studied in Sub-
section 3.1, and spectral projectors are considered in Subsection 3.2. We devote
Section 4 to the discussion and comparison of the obtained rates. The proofs
of the main theorems are collected in Section 5. Appendix A and Appendix B
gather some auxiliary results from the literature and the rest of the proofs,
respectively.
1.1. Notations
We will use the following notations throughout the paper. The space of real-
valued d1×d2 matrices is denoted byRd1×d2 , while Sd+ means the set of positive-
semidefinite matrices of size d × d. We write Id for the identity matrix of size
d×d, r(A) and Tr(B) stand for the rank of a matrix A and the trace of a square
matrix B. Further, we stick to the notations of the Schatten norm, so that
‖A‖∞ stands for the spectral norm of a matrix A, while ‖A‖1 means the nuclear
norm. The Frobenius scalar product of two matrices A and B of the same size
is 〈A,B〉2 def= Tr(A⊤B), while the Frobenius norm is denoted by ‖A‖2. When
applied to a vector, ‖ · ‖ means just its Euclidean norm. The effective rank of a
square matrix B is defined by r˜(B)
def
= Tr(B)‖B‖∞ . The condition number of a square
invertible matrix B is κ(B)
def
= ‖B‖∞‖B−1‖∞.
The relation a . b means that there exists an absolute constant C, different
from place to place, such that a ≤ Cb, while a ≍ b means that a . b and b . a.
By a∨b and a∧b we mean maximum and minimum of a and b, respectively. In the
sequel we will often be considering intersections of events of probability greater
than 1− 1/n. Without loss of generality, we will write that probability measure
of such an intersection is 1 − 1/n, since it can be easily achieved by adjusting
constants. Finally, we write η
d
= ξ when the distributions of the random variables
η and ξ coincide, and ηn = oP(1) when the sequence {ηn}∞n=1 of random variables
converges to 0 in probability.
2. Setup and main result
This section explains our setup and states the main result.
2.1. Setup
Recall that we consider the model where the observations Xn = (X1, . . . , Xn)
are independent identically distributed zero-mean random vectors in Rp with
the true covariance matrix
Σ∗
def
= E
(
XjX
⊤
j
)
and the sample covariance matrix
Σ̂
def
=
1
n
n∑
j=1
XjX
⊤
j .
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Assume without loss of generality that Σ∗ ∈ Sp+ is full rank and invertible
(otherwise, using Σ̂, one can easily pass to a subspace of Rp where the true
covariance matrix for the transformed data will be of full rank).
We do not need the assumption on Gaussianity of the data. The only condi-
tion that our main result require from the underlying distribution of the data
Xn = (X1, . . . , Xn) is the concentration of the sample covariance matrix Σ̂
around the true covariance Σ∗:
‖Σ̂ −Σ∗‖∞ ≤ δ̂n,p‖Σ∗‖∞ (2.1)
with probability 1 − 1/n. The bound δ̂n,p from the condition depends on the
sample size n, the dimension p and potentially Σ∗, but we omit this dependence
to keep the notation light. Clearly, δ̂n,p varies for different distributions of the
data, but it allows to work with much wider classes of probability measures than
just Gaussian or sub-Gaussian. While for the Gaussian case one may take
δ̂n,p ≍
√
r˜(Σ∗) + log(n)
n
,
several more examples of possible distributions and the corresponding δ̂n,p for
them are provided in Theorem A.1 from Appendix A. Throughout the rest of
the paper we assume that the data satisfy condition (2.1).
2.2. Bayesian framework and main result
In Bayesian framework one imposes a prior distribution Π on the covariance
matrixΣ. Even though our data are not Gaussian, we can consider the Gaussian
log-likelihood:
ln(Σ) = −n
2
log det(Σ)− n
2
Tr(Σ−1Σ̂)− np
2
log (2pi).
The posterior measure of a set A ⊂ Sp+ can be expressed as
Π
(A ∣∣Xn) = ∫A exp (ln(Σ)) dΠ(Σ)∫
S
p
+
exp (ln(Σ)) dΠ(Σ)
.
As the Gaussian log-likelihood ln(Σ) does not necessarily correspond to the
true distribution of our data, we call the random measure Π
( · ∣∣Xn) a pseudo-
posterior. Once the prior is fixed, we can easily sample matrices Σ from this
pseudo-posterior distribution. In what follows, we drop the prefix pseudo- and
call Π
( · ∣∣Xn) just posterior.
Our technique relies on two crucial concepts. The first one is posterior con-
traction. Define δ−vicinity of Σ∗ as:
B(δ) def= {Σ ∈ Sp+ : ‖Σ −Σ∗‖∞ ≤ δ ‖Σ∗‖∞} . (2.2)
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Then we can find a radius δn,p such that the following posterior contraction
condition is fulfilled:
Π
(B(δn,p) ∣∣Xn) ≥ 1− 1
n
(2.3)
with probability 1 − 1/n. Proving the posterior contraction and finding the
radius δn,p for an arbitrary prior is a separate nontrivial problem of independent
interest, which lies beyond the scope of this work.
The second concept that we introduce is “flatness” of the prior, defined as
ρ(δ)
def
= sup
Σ∈B(δ)
∣∣∣∣ Π(Σ)Π(Σ∗) − 1
∣∣∣∣ . (2.4)
It is typically easy to bound when we have the closed-form expression for the
density of the prior.
We will be actively using the conjugate prior ΠW to the multivariate Gaus-
sian distribution, that is, the Inverse Wishart distribution W−1p (G, p + b − 1)
with parameters G ∈ Sp+, G ≻ 0 and b ∈ R, b > 0. Its density is given by
dΠW(Σ)
dΣ
∝ exp
(
−2p+ b
2
log det(Σ)− 1
2
Tr(GΣ−1)
)
.
Remark 2.1. Since b is under our control, it makes sense to assume b ≍ 1
only to avoid annoying terms in the error bounds; similarly, G is chosen by us,
so ‖G‖∞ and ‖G‖1 can be made arbitrarily small. Hence, the terms including
b or G in the sequel may always be considered negligible.
Useful basic properties of the Inverse Wishart distribution are stated in
Lemma A.2 relegated to Appendix A. The following two propositions state the
posterior contraction and a bound for the flatness of this special prior, respec-
tively.
Proposition 2.1. Let δWn,p be the posterior contraction radius (2.3) of the In-
verse Wishart prior ΠW . Assume p/n is smaller than some implicit constant.
Then the following bound holds:
δWn,p .
√
log(n) + p
n
+ δ̂n,p +
‖G‖∞
n ‖Σ∗‖∞ .
Proposition 2.2. Let ρW(δ) be the flatness (2.4) of the Inverse Wishart prior
ΠW . For δ ≤ 1/(2 p κ(Σ∗)) the following bound holds:
ρW(δ) . δ κ(Σ∗)
(
p2 + ‖G‖1‖Σ∗−1‖∞
)
.
The proofs are postponed to Appendix B.
The first main result of this paper shows that the posterior distribution is
approximately the same for sufficiently flat priors satisfying the posterior con-
traction condition. In particular, we bound the total variation distance between
the posterior distributions computed from an arbitrary non-conjugate prior and
the conjugate prior.
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Theorem 2.3. Assume the distribution of the data Xn = (X1, . . . , Xn) fulfills
the sample covariance concentration property (2.1). Consider an arbitrary prior
Π and the prior ΠW given by the Inverse Wishart distributionW−1p (G, p+b−1).
Define
δn,p
def
= δn,p ∨ δWn,p
with δn,p and δ
W
n,p from (2.3) for Π and Π
W , respectively. Then the following
holds with probability 1− 1/n:
sup
A⊂Sp
+
∣∣Π (A ∣∣Xn)−ΠW (A ∣∣Xn)∣∣ . ♦∗Π ,
where
♦∗Π
def
= ρ(δn,p) + ρ
W(δn,p) +
1
n
. (2.5)
Remark 2.2. Proposition 2.1 tells us that the usual rate for posterior contrac-
tion radius is
√
(log(n) + p)/n+ δ̂n,p. Proposition 2.2 helps to understand that
we can expect linear behaviour of the flatness ρ(δ) on δ. Therefore, if the prior
behaves properly (i.e. δn,p of the same order as δ
W
n,p and ρ(δ) can be bounded,
say, by a linear function in δ), we can expect
♦∗Π ≍ C(Σ∗)
(√
p4 log(n) + p5
n
+ p2 δ̂n,p
)
.
Our result makes sense if p5/n≪ 1, which is, undoubtedly, very strict require-
ment; however, this is not due to inaccurate bounds in the proof. In general, the
technique that we propose doesn’t allow to state a better bound, probably because
it is too general; more discussion on that is available in Section 4. At the same
time, in some simple cases we will be able to get a dimension-free bound for
special class of non-conjugate priors constructed in Subsection 3.1.2.
3. Examples
Before considering particular examples, let us introduce some additional nota-
tions concerning the true covariance Σ∗ .
Let σ∗1 ≥ . . . ≥ σ∗p be the ordered eigenvalues of Σ∗ . Suppose among them
there are q distinct eigenvalues µ∗1 > . . . > µ
∗
q . Introduce groups of indices
∆∗s = {j : µ∗s = σ∗j } and denote by m∗s the multiplicity |∆∗s | for all s ∈ {1, . . . , q}
. The corresponding eigenvectors are denoted as u∗1, . . . , u
∗
p . We will use the
projector on the s-th eigenspace of dimension m∗s :
P ∗s =
∑
j∈∆∗s
u∗ju
∗
j
⊤
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and the eigendecomposition
Σ∗ =
p∑
j=1
σ∗j u
∗
ju
∗
j
⊤ =
q∑
s=1
µ∗s
∑
j∈∆∗s
u∗ju
∗
j
⊤
 = q∑
s=1
µ∗sP
∗
s.
We also introduce the spectral gaps g∗s :
g∗s =

µ∗1 − µ∗2, s = 1,
(µ∗s−1 − µ∗s) ∧ (µ∗s − µ∗s+1), s ∈ {2, . . . , q − 1},
µ∗q−1 − µ∗q , s = q.
Similarly, suppose that Σ̂ has p (distinct with probability 1) eigenvalues
σ̂1 > . . . > σ̂p. The corresponding eigenvectors are denoted as û1, . . . , ûp .
Additionally, suppose that
‖Σ̂−Σ∗‖∞ ≤ 14 min
s∈1,q
g∗s . Then, as shown in [19], we can identify clusters of the
eigenvalues of Σ̂ corresponding to each eigenvalue ofΣ∗ and therefore determine
∆∗s and m
∗
s for all s ∈ {1, . . . , q}, so further we assume they are known.
3.1. Functionals of covariance matrix
3.1.1. General case: conjugate and non-conjugate priors
Represent a linear functional φ(Σ˜) as
φ(Σ˜)− φ(Σ∗) = Tr[Φ(Σ˜ −Σ∗)] + ε(Σ˜,Σ∗), (3.1)
where we suppose there exists Φ ∈ Sp+ such that the residual ε(Σ˜,Σ∗) is
bounded in the following way:
|ε(Σ˜,Σ∗)| ≤ Cφ(Σ∗) ‖Σ˜ −Σ∗‖2∞, (3.2)
with the constant Cφ(Σ
∗) different for different functionals and depending only
on Σ∗. So, in some sense φ(·) is “approximately linear” functional. Throughout
the rest of the paper we denote
r
def
= r(Φ)
to be the rank of Φ. It will play crucial role in our bounds.
Paper [12] provides several functionals that can be put in this context. The
simplest of them, such as entries, quadratic forms, trace, are linear functionals
with zero residual ε( · , · ), while functionals like log-determinant and eigenvalues
are approximately linear. Let us briefly take a closer look on eigenvalues of the
covariance matrix. Define the functional as
φ(Σ˜) =
1
m∗s
∑
j∈∆∗s
σ˜j .
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Clearly, φ(Σ∗) = µ∗s and its natural estimate is
φ(Σ̂) = µ̂s
def
=
1
m∗s
∑
j∈∆∗s
σ̂j .
The next proposition claims that the functional defined in such a way is approx-
imately linear functional of covariance matrix.
Proposition 3.1. Assume ‖Σ˜ − Σ∗‖ ≤ g∗s2e2 . Then the following bound for
first-order approximation takes place:∣∣∣∣µ˜s − µ∗s − Tr [P ∗sm∗s (Σ˜ −Σ∗)
]∣∣∣∣ ≤ 2e2g∗s ‖Σ˜ −Σ∗‖2,
or, in other terms, introducing Φ =
P
∗
s
m∗s
,
|ε(Σ˜,Σ∗)| =
∣∣∣φ(Σ˜)− φ(Σ∗)− Tr [Φ (Σ˜ −Σ∗)]∣∣∣ ≤ 2e2
g∗s
‖Σ˜ −Σ∗‖2.
So, for eigenvalues the assumption (3.1), (3.2) is fulfilled with Cφ(Σ
∗) =
2e2/g∗s . We omit the proof of this statement and refer to [18] for the details on
perturbation theory for eigenvalues. Let us continue with arbitrary functional
φ(·) satisfying (3.1), (3.2), but keeping this eigenvalue example in mind.
The goal is to prove the finite sample BvM theorem for a functional of covari-
ance matrix by applying our general strategy described in the previous section.
We first need the result for the Inverse Wishart prior.
To be able to derive dimension-free result, we need to redefine the assumption
of sample covariance concentration a little bit. Consider the matrixΣ∗
1/2
ΦΣ∗
1/2
of rank exactly r and its spectral decomposition:
Σ∗
1/2
ΦΣ∗
1/2
= V DV ⊤ with V ∈ Rp×r, V ⊤V = Ir and D ∈ Rr×r diagonal.
Define the quantity δ˜n,r such that
‖V ⊤Σ∗−1/2(Σ̂ −Σ∗)Σ∗−1/2V ‖∞ ≤ δ˜n,r (3.3)
with probability 1− 1/n. Clearly, δ˜n,r is the analogue of δ̂n,r from (2.1).
Remark 3.1. We always have trivial inequality
δ˜n,r ≤ κ(Σ∗) δ̂n,p.
However, the advantage of δ˜n,r is that, unlike δ̂n,p, it doesn’t depend on the
dimension p of the full space, since it describes the concentration of the sample
covariance of r-dimensional random vectors V ⊤Σ∗
−1/2
Xj , j = 1, . . . , n. For
instance, if our data are Gaussian, we always have
δ˜n,r ≍
√
r + log(n)
n
,
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while δ̂n,p may be as large as
δ̂n,p ≍
√
p+ log(n)
n
.
Now we are ready to state the functional Bernstein-von Mises theorem for
conjugate prior.
Theorem 3.2. Assume the distribution of the data Xn = (X1, . . . , Xn) ful-
fills the sample covariance concentration properties (2.1) and (3.3). Suppose the
functional φ satisfies (3.1), (3.2). Consider the prior ΠW given by the Inverse
Wishart distribution W−1p (G, p+ b− 1). Let ζ ∼ N (0, 1). Then with probability
1− 1/n
sup
x∈R
∣∣∣∣∣∣ΠW
√n
(
φ(Σ)− φ(Σ̂)
)
√
2‖Σ∗1/2ΦΣ∗1/2‖2
≤ x
∣∣∣∣Xn
− P(ζ ≤ x)
∣∣∣∣∣∣ . ♦φ,
where
♦φ
def
= ♦NL + ♦GA (3.4)
and
♦NL
def
=
√
n
(
δWn,p + δ̂n,p
)2 Cφ(Σ∗) ‖Σ∗‖2∞
‖Σ∗1/2ΦΣ∗1/2‖2
,
♦GA
def
=
√
r2 + r log(n) δ˜n,r +
√
r3 + r2 log(n)
n
+
√
r
n
‖Σ∗−1/2GΣ∗−1/2‖∞,
with δn,p and δ
W
n,p from (2.3) for Π and Π
W , respectively.
Remark 3.2. The error ♦NL is due to nonlinearity of the functional and dis-
appears for linear functionals; the error ♦GA stands for the Gaussian approxi-
mation.
Remark 3.3. To make the bound more transparent, consider the Gaussian data,
freeze Σ∗ and φ, and focus on the dependence on r, p and n only. Then
♦φ ≍
√
r3 + r log2(n)
n
for linear functionals, and
♦φ ≍
√
p2 + r3 + r log2(n)
n
for nonlinear functionals.
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After that, we just exploit our main result Theorem 2.3 to derive the extended
version of Theorem 3.2 for an arbitrary prior.
Theorem 3.3. Assume the distribution of the data Xn = (X1, . . . , Xn) ful-
fills the sample covariance concentration properties (2.1) and (3.3). Suppose the
functional φ satisfies (3.1), (3.2). Let ζ ∼ N (0, 1). Then for any prior Π with
probability 1− 1n
sup
x∈R
∣∣∣∣∣∣Π
√n
(
φ(Σ)− φ(Σ̂)
)
√
2‖Σ∗1/2ΦΣ∗1/2‖2
≤ x
∣∣∣∣Xn
− P(ζ ≤ x)
∣∣∣∣∣∣ . ♦φ + ♦∗Π ,
where ♦φ is defined in (3.4) and ♦
∗
Π from (2.5) depends on Π.
Together with classical results of asymptotic normality of functionals of co-
variance matrix, these theorems provide a procedure for construction of Bayesian
credible sets with frequentist coverage guarantees for the true value of functional
at Σ∗.
Next, we compare our theorem to the asymptotic functional BvM presented
in [12]. In that work, a prior distribution is imposed on the precision matrix
Ω = Σ−1. Likewise, we denote Ω∗ = Σ∗
−1
, Ω̂ = Σ̂
−1
and so on. Assume that
there exists a set An ⊂ Sp+ and a small value δn = o(1) such that
An ⊂
{
Ω˜ ∈ Sp+ : ‖Σ˜ −Σ∗‖∞ ≤ δn‖Σ∗‖∞
}
.
The condition on approximate linearity of the functional looks like:
sup
Ω˜∈An
√
n‖Σ∗1/2ΦΣ∗1/2‖−12
∣∣∣φ(Σ˜)− φ(Σ∗)− Tr [(Σ˜ − Σ̂)Φ]∣∣∣ = oP(1). (3.5)
The following result takes place.
Theorem 3.4 ([12], Theorem 2.1). Under the assumptions of (3.5) and
‖Σ∗‖∞ ∨ ‖Ω∗‖∞ = O(1), if for a given prior Π the following two conditions
are satisfied:
1. Π
(
An
∣∣Xn) = 1− oP(1),
2. For any fixed t ∈ R holds∫
An
exp (ln(Ωt)) dΠ(Ω)∫
An
exp (ln(Ω)) dΠ(Ω)
= 1 + oP(1)
for the perturbed precision matrix
Ωt = Ω +
√
2t
√
n‖Σ∗1/2ΦΣ∗1/2‖2
Φ,
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then
sup
x∈R
∣∣∣∣∣∣Π
√n
(
φ(Σ)− φ(Σ̂)
)
√
2‖Σ∗1/2ΦΣ∗1/2‖2
≤ x
∣∣∣∣Xn
− P(ζ ≤ x)
∣∣∣∣∣∣ = oP(1),
where ζ ∼ N (0, 1).
The proof of this result is based on the Laplace transform approach, which by no
means allows to recover the rate of approximation error in Kolmogorov distance.
Moreover, the proof relies heavily on the “shift absorption” condition which is
not straightforward, and the authors consider only the case of the Gaussian data
X1, . . . , Xn.
Remark 3.4. [12] also derives similar results for functionals of precision ma-
trix Ω. Our technique allows to do that as well. However, the theory for this case
is even simpler, because the conjugate prior to the multivariate Gaussian distri-
bution parametrized by the precision matrix is the Wishart distribution, which
is more straightforward to work with. Thus, we focus on covariance matrices.
3.1.2. “Rank-adjusted” non-conjugate priors and dimension-free result
Note that the dimension-free rates for the conjugate prior obtained in Theorem
3.2 suffer when we pass to a non-conjugate prior in Theorem 3.3 as the dimension
of the space p appears in ♦∗Π . However, in order to get a dimension-free bound
for linear functionals, we can make use of potential low rank of Φ. In particular,
we introduce “rank-adjusted” non-conjugate priors, which in practice allow to
reduce the computational complexity and improve the quality of the procedure
allowing the dimension p to be arbitrarily large.
Once we have φ(Σ) = Tr[ΦΣ] with Φ of rank r, we compute its spectral
decomposition:
Φ = UΨU⊤,
where Ψ ∈ Rr×r is diagonal and U ∈ Rp×r satisfies U⊤U = Ir. As previously,
we impose a prior distribution Π˜ on covariance matrices, but now on the set
S
r
+ rather than S
p
+:
Ξ ∼ Π˜.
Its counterpart in Sp+
Σ
def
= UΞU⊤
is distributed according to some prior Π on Sp+ which we call “rank-adjusted”
prior. After the data X1, . . . , Xn ∈ Rp are observed, we modify them: for j =
1, . . . , n
Yj
def
= U⊤Xj ∈ Rr,
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which clearly has the true covariance Ξ∗
def
= U⊤Σ∗U and implies the sample
covariance Ξ̂
def
= U⊤Σ̂U . It’s trivial to see
Tr[ΦΣ∗] = Tr[ΨΞ∗], Tr[ΦΣ̂] = Tr[ΨΞ̂], Tr[ΦΣ] = Tr[ΨΞ],
‖Σ∗1/2ΦΣ∗1/2‖2 = ‖Ξ∗1/2ΨΞ∗1/2‖2,
so we have the following equality in distribution(
√
n
Tr[ΦΣ]− Tr[ΦΣ̂]√
2‖Σ∗1/2ΦΣ∗1/2‖2
∣∣∣∣∣Xn
)
d
=
(
√
n
Tr[ΨΞ]− Tr[ΨΞ̂]√
2‖Ξ∗1/2ΨΞ∗1/2‖2
∣∣∣∣∣ Y n
)
,
or
Π
(
√
n
Tr[ΦΣ]− Tr[ΦΣ̂]√
2‖Σ∗1/2ΦΣ∗1/2‖2
≤ x
∣∣∣∣∣Xn
)
= Π˜
(
√
n
Tr[ΨΞ ]− Tr[ΨΞ̂]√
2‖Ξ∗1/2ΨΞ∗1/2‖2
≤ x
∣∣∣∣∣ Y n
)
for all x ∈ R with probability 1. Hence, Theorem 3.3 applied to the data
Y1, . . . , Yn with true covariance Ξ
∗ and sample covariance Ξ̂, prior Π˜ on Ξ
and linear functional described by Ψ yields the approximation by the standard
Gaussian distribution with the error in terms of the rank r rather than the
dimension p.
3.2. Spectral projectors of covariance matrix
In this Subsection we follow [34]. Define the empirical projector on the s-th
eigenspace of dimension m∗s that comes from the sample covariance Σ̂ and
estimates the true projector P ∗s:
P̂ s =
∑
j∈∆∗s
ûjû
⊤
j .
Similarly, for the covariance matrix Σ, which is generated from the pseudo-
posterior distribution, we write
P s =
∑
j∈∆∗s
ujuj
⊤,
where u1, . . . , up are the eigenvectors of Σ associated with eigenvalues ordered
in descending order.
More generally, we can pick any of the q eigenspaces by fixing the set J ⊂
{1, . . . , q}. To avoid technical difficulties, we restrict J to be of the form
J = {s−, s− + 1, . . . , s+}
for some 1 ≤ s− ≤ s+ ≤ q. Below it is useful to introduce the subset of indices
IJ def=
{
k : k ∈ ∆∗s, s ∈ J
}
.
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Now we define projector onto the direct sum of the eigenspaces associated with
P ∗s for all s ∈ J :
P ∗J
def
=
∑
s∈J
P ∗s =
∑
k∈IJ
u∗ku
∗
k
⊤.
Its empirical counterpart is given by
P̂J
def
=
∑
s∈J
P̂ s =
∑
k∈IJ
ûkû
⊤
k ,
while the Bayesian version derived from pseudo-posterior reads as
PJ
def
=
∑
s∈J
P s =
∑
k∈IJ
uku
⊤
k .
Such objects are of greater interest, since, for instance, when J = {1, . . . , d} for
some d < q, then P̂J is exactly what is recovered by PCA. It turns out, that the
random quantity from Bayesian world n‖PJ − P̂J ‖22 mimics the distribution
of n‖P̂J − P ∗J ‖22 (see again [34]) and therefore is of interest in PCA-related
problems.
The total rank of P ∗J ism
∗
J =
∑
s∈J
m∗s. Further, we need to introduce spectral
gap for the set J :
g∗J
def
=

µ∗s+ − µ∗s++1, if s− = 1;
µ∗s−−1 − µ∗s− , if s+ = q;(
µ∗s−−1 − µ∗s−
) ∧ (µ∗s+ − µ∗s++1) , otherwise.
To describe the posterior distribution of n‖PJ − P̂J ‖22, we introduce the fol-
lowing block-diagonal matrix Γ ∗J of size m
∗
J (p−m∗J )×m∗J (p−m∗J ):
Γ ∗J
def
= diag
(
Γ sJ
)
s∈J
,
Γ sJ
def
= diag
(
Γ s,k
)
k/∈J
,
Γ s,k
def
=
2µ∗sµ
∗
k
(µ∗s − µ∗k)2
· Im∗sm∗k , s ∈ J , k /∈ J .
(3.6)
Before formulating the result for an arbitrary prior, we consider the Inverse
Wishart prior.
Theorem 3.5 ([34], Theorem 2.1). Assume the distribution of the data Xn =
(X1, . . . , Xn) fulfills the sample covariance concentration property (2.1) with δ̂n,p
satisfying
δ̂n,p ≤
g∗J
4‖Σ∗‖∞ ∧
r˜(Σ∗)
p
.
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Consider the prior ΠW given by the Inverse Wishart distribution W−1p (G, p+
b−1). Let ξ ∼ N (0, Γ ∗J ) with Γ ∗J defined by (3.6). Then with probability 1−1/n
sup
x∈R
∣∣∣ΠW (n‖PJ − P̂J ‖22 ≤ x ∣∣Xn)− P(‖ξ‖2 ≤ x)∣∣∣ . ♦P ,
where
♦P = ♦P (n, p,Σ
∗)
def
=
♦1 + ♦2 + ♦3
‖Γ ∗J ‖1/22
(‖Γ ∗J ‖22 − ‖Γ ∗J ‖2∞)1/4 +
1
n
. (3.7)
The terms ♦1 through ♦3 can be described as
♦1
def
=
{
(log(n) + p)
((
1 +
l∗J
g∗J
) √
m∗J ‖Σ∗‖∞
g∗J
+m∗J
)
‖Σ∗‖∞ +m∗J ‖G‖∞
}
×m
∗
J ‖Σ∗‖∞
g∗J
2
√
log(n) + p
n
,
♦2
def
=
‖Σ∗‖∞
(
m∗J ‖Σ∗‖2∞ ∧ Tr
(
Σ∗
2
))
g∗J
3 p
(
δ̂n,p +
p
n
)
,
♦3
def
=
(m∗J )
3/2‖Σ∗‖∞ Tr(Σ∗)
g∗J
2
√
log(n)
n
.
Remark 3.5 ([34], Remark 2.1). The bound (3.7) can be made more transparent
if we fix Σ∗ and focus on the dependence on p, n, δ̂n,p and the desired subspace
dimension m∗J only (freezing the eigenvalues, the spectral gaps and multiplicities
of the eigenvalues):
♦P ≍
√
(m∗J )
3 (p3 + log3(n))
n
+ m∗J p δ̂n,p,
or, in the sub-Gaussian case,
♦P ≍
√
(m∗J )
3 (p3 + log3(n))
n
.
Moreover, in the case of spiked covariance model we expect ‖Γ ∗J ‖2 to behave as√
pm∗J which improves the previous bounds to
♦P ≍
√
(m∗J )
2 (p2 + log3(n)/p)
n
+
√
m∗J p δ̂n,p,
and
♦P ≍
√
(m∗J )
2 (p2 + log3(n)/p)
n
,
respectively.
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From Theorem 3.5 and Theorem 2.3 we derive the following.
Theorem 3.6. Assume the distribution of the data Xn = (X1, . . . , Xn) fulfills
the sample covariance concentration property (2.1) with δ̂n,p satisfying
δ̂n,p ≤
g∗J
4‖Σ∗‖∞ ∧
r˜(Σ∗)
p
.
Let ξ ∼ N (0, Γ ∗J ) with Γ ∗J defined by (3.6). Then for any prior Π with proba-
bility 1− 1/n
sup
x∈R
∣∣∣Π (n‖PJ − P̂J ‖22 ≤ x ∣∣Xn)− P(‖ξ‖2 ≤ x)∣∣∣ . ♦P + ♦∗Π ,
where ♦P is defined in (3.7) and ♦
∗
Π from (2.5) depends on Π.
As for the functionals of covariance matrix, this result can be applied for
building of sharp confidence sets for the true projector P ∗J . See again [34],
Corollary 2.3 and the paragraph before for the detailed description of the pro-
cedure.
4. Discussion and conclusions
Here we discuss the approximation error rates obtained in previous chapters and
compare with previous results from the literature. We consider linear functionals
such as
• entryΣij with Φ = eie
⊤
j +eje
⊤
i
2 (ei denotes i-th vector of the standard basis
in Rp),
• quadratic form v⊤Σv with Φ = vv⊤,
• trace Tr[Σ] with Φ = Ip,
as well as nonlinear functionals: eigenvalues, log-determinant, and finally, spec-
tral projectors.
We fix such characteristics of the underlying true covariance matrix such as
‖Σ∗‖∞, ‖Σ∗−1‖∞, spectral gaps ofΣ∗ and study the dependence on the sample
size n, dimension of the data p, the rank of the functional r and some additional
parameters in a couple of cases, dropping logarithmic terms. For the purposes
of comparison, we consider the case of the Gaussian data.
In the following table, the column “conjugate” corresponds to the rates
obtained for the conjugate prior in Theorem 3.2 and Theorem 3.5, the col-
umn “non-conjugate” corresponds to the rates obtained for an arbitrary non-
conjugate prior in Theorem 3.3 and Theorem 3.6, and the column “non-conj.
rank-adj.” corresponds to the class of rank-adjusted non-conjugate priors de-
fined in Subsection 3.1.2.
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conjugate non-conjugate non-conj.
rank-adj.
Linear functionals
√
r3/n
√
p5/n
√
r5/n
- Entry Σij
√
1/n
√
p5/n
√
1/n
- Quadratic form v⊤Σv
√
1/n
√
p5/n
√
1/n
- Trace Tr[Σ]
√
p3/n
√
p5/n
√
p5/n
Nonlinear functionals
√
(p2 + r3)/n
√
p5/n ×
- Eigenvalues (of multiplicity m)
√
(p2 +m3)/n
√
p5/n ×
- Log-determinant
√
p3/n
√
p5/n ×
Spectral projectors (of rank m)
√
(p3m3)/n
√
(p5 + p3m3)/n ×
One may compare this table to the one provided in [12], Section 5.2. Some
of the results for the conjugate prior are significantly improved, and now for
all of the presented functionals the sharp rates from frequentist asymptotic
normality results (see [12], Section 5.1) match the rates for the conjugate prior.
The rates for non-conjugate priors require p5 ≪ n; we already discussed in
Remark 2.2 that this is the payment for simplicity of the proof technique and
generality of prior and underlying data distribution. Another explanation is
that Theorem 2.3 is too general in a sense that it provides bound of the total
variation distance between posterior distributions of Σ without making use of
specific application, such as functionals or spectral projectors. We see that in
case of spectral projectors this payment for the non-conjugate prior may be even
smaller than the error of approximation for the conjugate prior, if the rank of
the projector m & p2/3. Observe that, compared to the general non-conjugate
priors, the “rank-adjusted” non-conjugate priors described in Subsection 3.1.2
provide significantly better rates for low-rank linear functionals.
Note once again that [12] is able only to specify regimes in which the con-
vergence of posterior to the Gaussian distribution occurs, under the assumption
of Gaussian data and the specific condition on a prior. In contrast, though our
rates in case of non-conjugate priors turn out to be worse in terms of the re-
quired relation between p and n, they are explicit and work for finite sample
and much wider classes of data distributions under simpler prior assumption.
5. Main proofs
5.1. Proof of Theorem 2.3
Step 1 “Localization”.
Fix arbitrary prior Π (in particular, we may take ΠW). Posterior measure of a
set A ⊂ Sp+ is
Π(A|Xn) =
∫
A
exp (ln(Σ)) Π(Σ) dΣ∫
S
p
+
exp (ln(Σ)) Π(Σ) dΣ
=
τ(A)
τ(Sp+)
,
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where for shortness we introduce
τ(A) def=
∫
A
exp (ln(Σ)) Π(Σ) dΣ.
Observe that due to (2.3), since δn,p ≥ δn,p, we have
τ(B(δn,p))
τ(Sp+)
≥ 1− 1
n
(5.1)
with probability 1− 1/n. Consider “localized” posterior defined by
Πloc(A|Xn) def=
∫
A∩B(δn,p)
exp (ln(Σ)) Π(Σ) dΣ∫
B(δn,p)
exp (ln(Σ)) Π(Σ) dΣ
=
τ(A ∩ B(δn,p))
τ(B(δn,p))
.
It straightforwardly follows from (5.1) that
sup
A⊂Sp
+
∣∣Πloc(A ∣∣Xn)−Π(A ∣∣Xn)∣∣ ≤ 2
n
. (5.2)
with probability 1− 1/n. In particular, Lemma 2.1 and the fact that δn,p ≥ δWn,p
imply similar bound for the Inverse Wishart prior:
sup
A⊂Sp
+
∣∣ΠWloc(A ∣∣Xn)−ΠW(A ∣∣Xn)∣∣ ≤ 2n. (5.3)
Step 2 “Flatness”.
Consider uniform priorΠU over B(δn,p), which will play role of a bridge between
the priors Π and ΠW . The corresponding posterior is given by
ΠU (A ∣∣Xn) = ∫A∩B(δn,p) exp (ln(Σ)) dΣ∫
B(δn,p)
exp (ln(Σ)) dΣ
.
Recalling the definition of flatness (2.4), it is easy to show that
sup
A⊂Sp
+
∣∣Πloc(A ∣∣Xn)−ΠU (A ∣∣Xn)∣∣ ≤ 4 ρ(δn,p) (5.4)
with probability 1. The same applies to the Inverse Wishart prior:
sup
A⊂Sp
+
∣∣ΠWloc(A ∣∣Xn)−ΠU (A ∣∣Xn)∣∣ ≤ 4 ρW(δn,p) (5.5)
with probability 1.
Applying the triangle inequality to (5.2), (5.3), (5.4) and (5.5), we derive the
desired result.
I. Silin/BvM for functionals and projectors of covariance matrix 19
5.2. Proof of Theorem 3.2
SinceΣ ∼ W−1p (G, p+b−1), then from the prior density ΠW and the Gaussian
log-likelihood ln one may compute the posterior density and notice that
Σ |Xn ∼ W−1p (nΣ̂ +G, n+ p+ b− 1).
Throughout the proof we will be using the properties of the Inverse Wishart
distribution presented in Lemma A.2 from Appendix A.
Let us get rid of possible non-linearity of our functional φ(·). Write the rep-
resentation (3.1) in two ways:
φ(Σ)− φ(Σ∗) = Tr[Φ (Σ −Σ∗)] + ε(Σ,Σ∗),
φ(Σ̂)− φ(Σ∗) = Tr[Φ (Σ̂ −Σ∗)] + ε(Σ̂,Σ∗).
Thus, subtracting the latter equality from the former,
φ(Σ)− φ(Σ̂) = Tr[Φ(Σ − Σ̂)] + ε(Σ,Σ∗)− ε(Σ̂,Σ∗).
Define
∆1
def
=
√
n δWn,p
2
Cφ(Σ
∗) ‖Σ∗‖2∞, (5.6)
and
∆2
def
=
√
n δ̂2n,p Cφ(Σ
∗) ‖Σ∗‖2∞ (5.7)
with δn,p and δ
W
n,p from (2.3) for Π and Π
W , respectively. Then the assumption
(3.2) yields
ΠW
(√
n |ε(Σ,Σ∗)| > ∆1
∣∣Xn) ≤ 1
n
with probability 1− 1
n
, (5.8)
and
P(
√
n |ε(Σ̂,Σ∗)| > ∆2) ≤ 1
n
. (5.9)
Further, we elaborate on the linear part
√
n Tr
[
Φ (Σ − Σ̂)
]
. Recall that
Σ∗
1/2
ΦΣ∗
1/2
= V DV ⊤ with V ∈ Rp×r,V ⊤V = Ir and D ∈ Rr×r diagonal.
Introduce for shortness
nr,b
def
= n+ r + b− 1, ncorr def=
n
3/2
r,b√
n
,
A
def
= V ⊤Σ∗
−1/2
(
nΣ̂ +G
ncorr
)
Σ∗
−1/2
V ∈ Sr+,
B
def
= A−1/2V ⊤Σ∗
−1/2
ΣΣ∗
−1/2
V A−1/2 ∈ Sr+,
G˜
def
= V ⊤Σ∗
−1/2
GΣ∗
−1/2
V .
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Note that by Lemma A.2 (ii) it holds
B
ncorr
∼ W−1r (Ir, nr,b).
Also we need to show that A is close to the identity matrix. The following
auxiliary lemma quantifies this statement. We will use this result later in the
proof.
Lemma 5.1. It holds
‖A1/2 − Ir‖∞ ≤ ‖A− Ir‖∞ ≤ δ˜n,r + r
nr,b
+
‖G˜‖∞
nr,b
with probability 1− 1/n. Consequently,
‖A‖∞ . 1 + ‖G˜‖∞
nr,b
with probability 1− 1/n.
Proof. Let us prove the first inequality. Let λ be an eigenvalue of A− Ir, and
since A ∈ Sr+ then λ ≥ −1. The corresponding eigenvalue of A1/2 − Ir is
(
√
1 + λ − 1). Trivial inequality |√1 + λ − 1| ≤ |λ| concludes the first part of
the proof.
Now we prove the second inequality. We have
‖A− Ir‖∞ =
∥∥∥∥∥V ⊤Σ∗−1/2
(
nΣ̂ +G
ncorr
)
Σ∗
−1/2
V − Ir
∥∥∥∥∥
∞
≤ ‖V ⊤Σ∗−1/2
(
nΣ̂ − ncorrΣ∗
ncorr
)
Σ∗
−1/2
V ‖∞ + ‖G˜‖∞
ncorr
≤ ‖V ⊤Σ∗−1/2(Σ̂ −Σ∗)Σ∗−1/2V ‖∞ + ncorr − n
ncorr
+
‖G˜‖∞
nr,b
≤ δ˜n,r + r + b
nr,b
+
‖G˜‖∞
nr,b
,
where the last inequality holds with probability 1− 1/n. Moreover,
‖A‖∞ ≤ 1 + ‖A− Ir‖∞,
and the “consequently” part of the claim follows assuming without loss of gener-
ality that δ˜n,r < 1 (otherwise the statement of the whole Theorem is trivial).
Our first approximation result is as follows.
Lemma 5.2. For the remainder R3 defined as
R3 def=
√
nTr
[
Φ (Σ − Σ̂)
]
−√nTr
[
A1/2DA1/2
(
B − ncorr
nr,b
Ir
)]
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and
∆3
def≍ ‖D‖1
(
‖G˜‖∞√
nr,b
+
r√
nr,b
)
(5.10)
holds
ΠW
(|R3| ≤ ∆3 |Xn) = 1
with probability 1− 1/n.
Proof. Using the cyclic property of the trace, the spectral decomposition of
Σ∗
1/2
ΦΣ∗
1/2
and the definitions of A and B, we have
√
nTr
[
Φ (Σ − Σ̂)
]
=
√
nTr
[
Σ∗
1/2
ΦΣ∗
1/2
Σ∗
−1/2
(Σ − Σ̂)Σ∗−1/2
]
=
√
nTr
[
V DV ⊤ ·Σ∗−1/2(Σ − Σ̂)Σ∗−1/2
]
=
√
nTr
[
D · V ⊤Σ∗−1/2(Σ − Σ̂)Σ∗−1/2V
]
=
√
nTr
[
D (A1/2BA1/2 − V ⊤Σ∗−1/2Σ̂Σ∗−1/2V )
]
.
Now we approximate V ⊤Σ∗
−1/2
Σ̂Σ∗
−1/2
V by ncorrnr,b A in spectral norm:∥∥∥∥V ⊤Σ∗−1/2Σ̂Σ∗−1/2V − ncorrnr,b A
∥∥∥∥
∞
=
=
∥∥∥∥∥V ⊤Σ∗−1/2
(
Σ̂ − nΣ̂ +G
nr,b
)
Σ∗
−1/2
V
∥∥∥∥∥
∞
≤ ‖G˜‖∞
nr,b
+
r + b
nr,b
‖V ⊤Σ∗−1/2Σ̂Σ∗−1/2V ‖∞
≤ ‖G˜‖∞
nr,b
+
r + b
nr,b
(1 + δ˜n,r),
where the last inequality holds with probability 1− 1/n. Hence,∣∣∣∣√nTr [Φ (Σ − Σ̂)]−√nTr [D (A1/2BA1/2 − ncorrnr,b A)
]∣∣∣∣ ≤
≤ √n ‖D‖1
∥∥∥∥V ⊤Σ∗−1/2Σ̂Σ∗−1/2V − ncorrnr,b A
∥∥∥∥
∞
. ‖D‖1
(
‖G˜‖∞√
nr,b
+
r + b√
nr,b
)
,
where we again used the assumption that δ˜n,r < 1. This concludes the proof of
the lemma.
Introduce
E =
1
nr,b
nr,b∑
j=1
ZjZ
⊤
j − Ir,
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where {Zj}nr,bj=1 |Xn i.i.d.∼ Nr(0, Ir). From Lemma A.2 (iii) we know that
nr,b
ncorr
B
∣∣∣Xn d= (Ir +E)−1.
and therefore
B − ncorr
nr,b
Ir
∣∣∣Xn d= ncorr
nr,b
[
(Ir +E)
−1 − Ir
]
. (5.11)
We may think of E as the only source of randomness in the “posterior world”
where Xn and Σ̂ are fixed, non-random. Theorem A.1 applied to E as the dif-
ference of the sample covariance of the vectors {Zj}nr,bj=1 and the true covariance
Ir implies that there exist set Υ of the posterior measure
ΠW(Υ |Xn) ≥ 1− 1
n
for all Xn
on which
‖E‖∞ .
√
r + log(nr,b)
nr,b
.
√
r + log(n)
nr,b
. (5.12)
Without loss of generality we assume that r/n is smaller then some implicit
constant (otherwise the claim of the whole theorem is trivial) to guarantee
‖E‖∞ ≤ 1/2. Now the idea is to get rid of the inversion (Ir+E)−1− Ir and to
work with E directly. The next lemma allows us to do that. At the same time
we get rid of A.
Lemma 5.3. For the remainder R4 defined as
R4 def=
√
n Tr
[
A1/2DA1/2 · ncorr
nr,b
(
(Ir +E)
−1 − Ir
)]−√nr,b Tr [D (−E)]
and
∆4
def≍ ‖D‖1
√
r + log(n)
(
δ˜n,r +
√
r + log(n)
nr,b
+
‖G˜‖∞
nr,b
)
(5.13)
holds
ΠW
(|R4| ≤ ∆4 |Xn) ≥ 1− 1
n
with probability 1− 1/n.
Proof. Firstly, note that
√
n · ncorr/nr,b = √nr,b, so the scalers coincide.
Further, since ‖E‖∞ ≤ 1/2 < 1, we can write the Neumann series
(Ir +E)
−1 =
∞∑
k=0
(−1)kEk.
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Thus, we have
‖(Ir +E)−1 − Ir − (−E)‖∞ =
∥∥∥∥∥
∞∑
k=2
(−1)kEk
∥∥∥∥∥
∞
≤
∞∑
k=2
‖E‖k∞
=
‖E‖2∞
1− ‖E‖∞ ≤ 2‖E‖
2
∞.
Now we readily bound
|R4|√
nr,b
=
∣∣∣Tr [A1/2DA1/2 ((Ir +E)−1 − Ir)]− Tr [D (−E)]∣∣∣
=
∣∣∣Tr [A1/2DA1/2 ((Ir +E)−1 − Ir +E)]+Tr [(A1/2DA1/2 −D) (−E)] ∣∣∣
≤ ‖A1/2DA1/2‖1‖(Ir +E)−1 − Ir − (−E)‖∞ + ‖A1/2DA1/2 −D‖1‖E‖∞
. ‖D‖1‖A‖∞‖E‖2∞ + ‖A1/2DA1/2 −A1/2D +A1/2D −D‖1‖E‖∞
≤ ‖D‖1‖A‖∞‖E‖2∞ + ‖D‖1‖A1/2 − Ir‖∞(‖A‖∞ + 1)‖E‖∞.
To finish the proof, we apply Lemma 5.1 and bound (5.12), and omit higher
order terms.
The final step is Gaussian approximation: we apply the classical Berry-Esseen
result to show approximate normality of
√
nr,bTr [D (−E)] in the next lemma.
Lemma 5.4. Let ζ ∼ N (0, 2 ‖D‖22). Then
sup
x∈R
∣∣ΠW (√nr,b Tr [D (−E)] ≤ x ∣∣Xn)− P(ζ ≤ x)∣∣ ≤
≤ ∆5 def≍ 1√
n
(5.14)
with probability 1.
Proof. Define the i.i.d. random variables
ηj
def
= −Z⊤j DZj = −
r∑
i=1
diz
2
ji, j = 1, . . . , nr,b,
where zji is i-th component of vector Zj and di is (i, i)-th entry of D. Note
that since Zj’s are independent standard Gaussian random vectors, all zji’s are
independent. Observe that
√
nr,b Tr [D (−E)] = 1√
nr,b
nr,b∑
j=1
(ηj −E[ηj ]). (5.15)
Let us compute the variance σ2 of η1:
σ2
def
= Var[η1] = Var
[
−
r∑
i=1
diz
2
1i
]
=
r∑
i=1
d2i E
[
(z21i − 1)2
]
= 2 ‖D‖22.
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To apply Gaussian approximation to the right-hand side of (5.15), we also need
to bound the third absolute central moment ρ of η1:
ρ = E
[|η1 −E[η1]|3] = E
∣∣∣∣∣
r∑
i=1
di(z
2
1i − 1)
∣∣∣∣∣
3
 ≤

E
( r∑
i=1
di(z
2
1i − 1)
)61/2
=
(
r∑
i=1
d6i E
[
(z21i − 1)6
]
+
∑
i6=k
d4i d
2
k E
[
(z21i − 1)4
]
E
[
(z21k − 1)2
]
+
+
∑
i6=k
d3i d
3
k E
[
(z21i − 1)3
]
E
[
(z21k − 1)3
]
+
+
∑
i6=k,k 6=m,m 6=i
d2i d
2
k d
2
mE
[
(z21i − 1)2
]
E
[
(z21k − 1)2
]
E
[
(z21m − 1)2
])1/2
.
When we expanded the sixth power in the display above, we took into account
that the other terms disappear due to independence after expectation acts on
them. Hence, up to a multiplicative constant we get the upper bound
ρ .
(
r∑
i=1
d6i +
∑
i6=k
d4i d
2
k +
∑
i6=k
d3i d
3
k +
∑
i6=k,k 6=m,m 6=i
d2i d
2
k d
2
m
)1/2
≤
(
‖D‖4∞‖D‖22 + 2‖D‖2∞‖D‖42 + ‖D‖62
)1/2
≤ 2 ‖D‖32.
The Berry-Esseen Theorem claims that the Kolmogorov distance can be bounded
by ρ/σ3
√
nr,b up to some constant factor. This brings us to the desired statement
of the lemma.
Finally, we put together all the obtained bounds. For ∆1, ∆2, ∆3 from (5.6),
(5.7), (5.10), respectively, we write
ΠW
(√
n
(
φ(Σ)− φ(Σ̂)
)
≤ x
∣∣∣∣Xn) ≤
≤ ΠW
(√
nTr
[
A1/2DA1/2
(
B − ncorr
nr,b
Ir
)]
≤ x+∆1 +∆2 +∆3
∣∣∣∣Xn)
+ΠW
(
−√nε(Σ,Σ∗) ≤ −∆1
∣∣∣∣Xn)+ΠW (−√n ε(Σ̂,Σ∗) ≤ −∆2 ∣∣∣∣Xn)
+ΠW
(
R3 ≤ −∆3
∣∣∣∣Xn) .
The second term in the right-hand side is at most 1/n with probability 1− 1/n
due to (5.8). The third term is zero with probability 1− 1/n according to (5.9).
Lemma 5.2 implies that the fourth term disappears with probability 1 − 1/n.
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Thus, with probability 1− 3/n we have
ΠW
(√
n
(
φ(Σ)− φ(Σ̂)
)
≤ x
∣∣∣∣Xn) ≤
≤ ΠW
(√
nTr
[
A1/2DA1/2
(
B − ncorr
nr,b
Ir
)]
≤ x+∆1 +∆2 +∆3
∣∣∣∣Xn)
+
1
n
= ΠW
(√
n Tr
[
A1/2DA1/2 · ncorr
nr,b
(
(Ir +E)
−1 − Ir
)] ≤ x+∆1 +∆2 +∆3 ∣∣∣∣Xn)
+
1
n
,
where the last equality is due to (5.11). Further, with ∆4 from (5.13) we have
ΠW
(√
n
(
φ(Σ)− φ(Σ̂)
)
≤ x
∣∣∣∣Xn) ≤
≤ ΠW
(√
n Tr
[
A1/2DA1/2 · ncorr
nr,b
(
(Ir +E)
−1 − Ir
)] ≤ x+∆1 +∆2 +∆3 ∣∣∣∣Xn)
+
1
n
≤ ΠW
(√
n Tr [D(−E)] ≤ x+∆1 +∆2 +∆3 +∆4
∣∣∣∣Xn)+ΠW (R4 ≤ −∆4 ∣∣∣∣Xn)
+
1
n
with probability 1− 3/n. The second term in the right-hand side is at most 1/n
with probability 1− 1/n by Lemma 5.3, thus
ΠW
(√
n
(
φ(Σ)− φ(Σ̂)
)
≤ x
∣∣∣∣Xn) ≤
≤ ΠW
(√
n Tr [D (−E)] ≤ x+∆1 +∆2 +∆3 +∆4
∣∣∣∣Xn)+ 2n
with probability 1− 4/n.
Subtracting P(ζ ≤ x) with ζ ∼ N (0, 2‖D‖22) from the both sides, inserting
additional ±P(ζ ≤ x+∆1 +∆2 +∆3 +∆4) and taking supremum over x ∈ R,
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we obtain
sup
x∈R
[
ΠW
(√
n
(
φ(Σ)− φ(Σ̂)
)
≤ x
∣∣∣∣Xn)− P(ζ ≤ x)] ≤
≤ sup
x∈R
[
ΠW
(
−√n Tr [D (−E)] ≤ x+∆1 +∆2 +∆3 +∆4
∣∣∣∣Xn)−
− P(ζ ≤ x+∆1 +∆2 +∆3 +∆4)
]
+
+ sup
x∈R
[P(ζ ≤ x+∆1 +∆2 +∆3 +∆4)− P(ζ ≤ x)] + 2
n
with probability 1−4/n. The first term in the right-hand side is bounded by ∆5
from (5.14) with probability 1 due to Lemma 5.4. The second term is at most
(∆1 +∆2 +∆3 +∆4)/(
√
2pi
√
2‖D‖2).
Hence,
sup
x∈R
[
ΠW
(√
n
(
φ(Σ)− φ(Σ̂)
)
≤ x
∣∣∣∣Xn)− P(ζ ≤ x)] ≤
≤ ∆1 +∆2 +∆3 +∆4‖D‖2 +∆5 +
2
n
with probability 1− 4/n. Similarly, one can show
sup
x∈R
[
P(ζ ≤ x)−ΠW
(√
n
(
φ(Σ)− φ(Σ̂)
)
≤ x
∣∣∣∣Xn)]
≤ ∆1 +∆2 +∆3 +∆4‖D‖2 +∆5 +
2
n
with probability 1− 4/n. Observe that
‖D‖1
‖D‖2 ≤
√
r and ‖D‖2 =
∥∥∥Σ∗1/2ΦΣ∗1/2∥∥∥
2
.
By adjusting the constants, we get the desired statement with probability 1− 1/n.
Appendix A: Auxiliary results
Here we collect some auxiliary statements from the literature.
The next Theorem gathers several results on concentration of sample covari-
ance, which allows us to work in more general framework than just Gaussian
distribution of the observations. The same collection of results presented in [34].
Theorem A.1. Let X1, . . . , Xn be i.i.d. zero-mean random vectors in R
p .
Denote the true covariance matrix as Σ∗
def
= E
(
XjX
⊤
j
)
and the sample covari-
ance as
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Σ̂
def
= 1n
∑n
j=1 XjX
⊤
j . Suppose the data and are obtained from:
(i) Gaussian distribution N (0,Σ∗) . In this case, define δ̂n,p as
δ̂n,p ≍
√
r˜(Σ∗) + log(n)
n
;
(ii) sub-Gaussian distribution. In this case, define δ̂n,p as
δ̂n,p ≍
√
p+ log(n)
n
;
(iii) a distribution supported in some centered Euclidean ball of radius R . In
this case, define δ̂n,p as
δ̂n,p ≍ R√‖Σ∗‖
√
log(n)
n
;
(iv) log-concave probability measure. In this case, define δ̂n,p as
δ̂n,p ≍
√
log6(n)
np
.
Then in all the cases above the following concentration result for Σ̂ holds
with the corresponding δ̂n,p :
‖Σ̂ −Σ∗‖∞ ≤ δ̂n,p‖Σ∗‖∞
with probability at least 1− 1n .
Proof. (i) See [20], Corollary 2. (ii) This is a well-known simple result presented
in a range of papers and lecture notes. See, e.g. [31], Theorem 4.6. (iii) See [39],
Corollary 5.52. Usually the radius R is taken such that R√
‖Σ∗‖
≍
√
Tr(Σ∗)√
‖Σ∗‖
=√
r˜(Σ∗) . (iv) See [1], Theorem 4.1.
Throughout the paper we use the properties of the Inverse Wishart distribu-
tion presented in the following lemma:
Lemma A.2. Let W ∼ W−1k (H, s). Then the following holds:
(i) E[W ] = Hs−k−1 ;
(ii) Q⊤WQ ∼ W−1q (Q⊤HQ, s− k + q) for any Q ∈ Rk×q;
(iii) W−1
d
=
s∑
j=1
ZjZ
⊤
j for {Zj}sj=1 i.i.d.∼ Nk(0,H).
Proof. We refer to Chapter 3 of [25] which is a great reference for properties of
Wishart and Inverse Wishart distributions.
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Appendix B: Auxiliary proofs
Here we present proofs of Proposition 2.1 and Proposition 2.2.
Proof of Proposition 2.1. We have Σ ∼ W−1p (G, p + b − 1), and the formulae
for the prior density ΠW and the Gaussian log-likelihood ln imply the posterior
density which corresponds to
Σ |Xn ∼ W−1p (nΣ̂ +G, n+ p+ b− 1).
Introduce for shortness
np,b
def
= n+ p+ b− 1,
Σ◦
def
=
nΣ̂ +G
np,b
.
Decompose
Σ −Σ∗ = (Σ −Σ◦) + (Σ◦ −Σ∗)
= Σ1/2◦ (Σ
−1/2
◦ ΣΣ
−1/2
◦ − Ip)Σ1/2◦ + (Σ◦ −Σ∗).
Let us bound the first term. Note that by Lemma A.2 (ii)
1
np,b
Σ−1/2◦ ΣΣ
−1/2
◦ |Xn ∼ W−1p (Ip, np,b).
So, with
E =
1
np,b
np,b∑
j=1
ZjZ
⊤
j − Ip, {Zj}np,bj=1 |Xn i.i.d.∼ Np(0, Ip),
Lemma A.2 (iii) yields
Σ−1/2◦ ΣΣ
−1/2
◦ − Ip
∣∣∣Xn d= (Ip +E)−1 − Ip.
By Theorem A.1, there exist a set Υ of posterior measure
ΠW(Υ |Xn) ≥ 1− 1
n
for all Xn
on which
‖E‖∞ .
√
p+ log(np,b)
np,b
≤
√
p+ log(n)
n
.
Now we use the assumption that p/n is small enough to provide ‖E‖∞ ≤ 1/2.
Then, using Neumann series, on Υ holds
‖(Ip +E)−1 − Ip‖∞ =
∥∥∥∥∥
∞∑
k=1
(−1)kEk
∥∥∥∥∥
∞
≤
∞∑
k=1
‖E‖k∞
=
‖E‖∞
1− ‖E‖∞ ≤ 2 ‖E‖∞ .
√
p+ log(n)
n
.
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Hence,
‖Σ −Σ◦‖∞ = ‖Σ1/2◦ (Σ−1/2◦ ΣΣ−1/2◦ − Ip)Σ1/2◦ ‖∞
≤ ‖Σ◦‖∞‖Σ−1/2◦ ΣΣ−1/2◦ − Ip‖∞
. (‖Σ∗‖∞ + ‖Σ◦ −Σ∗‖∞)
√
p+ log(n)
n
on a set of posterior measure 1− 1/n.
Now we bound the second term:
‖Σ◦ −Σ∗‖∞ =
∥∥∥∥∥nΣ̂ +Gnp,b −Σ∗
∥∥∥∥∥
∞
≤ ‖Σ̂ −Σ∗‖∞ + p+ b
np,b
‖Σ∗‖∞ + ‖G‖∞
np,b
≤ δ̂n,p ‖Σ∗‖∞ + p+ b
n
‖Σ∗‖∞ + ‖G‖∞
n
,
where the last inequality holds with probability 1 − 1/n due to the covari-
ance concentration condition (2.1). Putting these bounds together and omitting
higher-order terms, we deduce that the posterior measure of the event
ΠW
(
‖Σ −Σ∗‖∞ . ‖Σ∗‖∞
(√
log(n) + p
n
+ δ̂n +
‖G‖∞
n ‖Σ∗‖∞
) ∣∣∣∣∣Xn
)
≥ 1− 1
n
with probability 1− 1/n.
Proof of Proposition 2.2. The log-density of the Inverse Wishart prior is
logΠW(Σ) = −2p+ b
2
log det(Σ)− 1
2
Tr(GΣ−1) + C,
where C is some constant related to normalization. For an arbitrary Σ ∈ B(δ)
we have∣∣∣∣ ΠW(Σ)ΠW(Σ∗) − 1
∣∣∣∣ = ∣∣exp{logΠW(Σ)− logΠW(Σ∗)}− 1∣∣
=
∣∣∣∣exp{−2p+ b2 (log det(Σ)− log det(Σ∗))− 12 Tr [G(Σ−1 −Σ∗−1)]
}
− 1
∣∣∣∣
. exp
{
(p+ b/2) |log det(Σ)− log det(Σ∗)|+ 1
2
∣∣∣Tr [G(Σ−1 −Σ∗−1)]∣∣∣}− 1.
Notice that
|log det(Σ)− log det(Σ∗)| = log det(Σ∗−1/2 Σ Σ∗−1/2) = log det(Ip +∆),
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where ∆
def
= Σ∗
−1/2
(Σ −Σ∗)Σ∗−1/2 and ‖∆‖∞ ≤ ‖Σ∗−1‖∞ ‖Σ∗‖∞ δ ≤ 1/2
by our assumption. Then
log det(Ip +∆) =
p∑
j=1
log (1 + λj(∆)) = −
p∑
j=1
∞∑
s=1
λsj(∆)
s
= −
∞∑
s=1
Tr(∆s)
s
.
Hence, taking into account p δ ‖Σ∗−1‖∞ ‖Σ∗‖∞ ≤ 1/2, we get the bound
|log det(Ip +∆)| ≤
∞∑
s=1
‖Σ∗−1‖s1 ‖Σ −Σ∗‖s∞ =
‖Σ∗−1‖1 ‖Σ∗‖∞ δ
1− ‖Σ∗−1‖1 ‖Σ∗‖∞ δ
≤ 2 p δ ‖Σ∗−1‖∞ ‖Σ∗‖∞.
Besides, for Σ ∈ B(δ) we have
‖Σ−1 −Σ∗−1‖∞ = ‖Σ∗−1(Σ −Σ∗)Σ−1‖∞ ≤ δ ‖Σ∗‖∞ ‖Σ∗−1‖∞ ‖Σ−1‖∞
≤ δ ‖Σ∗‖∞ ‖Σ∗−1‖∞ (‖Σ∗−1‖∞ + ‖Σ−1 −Σ∗−1‖∞).
Therefore,
‖Σ−1 −Σ∗−1‖∞ ≤ δ ‖Σ
∗‖∞ ‖Σ∗−1‖2∞
1− δ ‖Σ∗‖∞ ‖Σ∗−1‖∞
≤ 2 δ ‖Σ∗‖∞ ‖Σ∗−1‖2∞.
Hence, ∣∣∣Tr [G(Σ−1 −Σ∗−1)]∣∣∣ ≤ 2 δ ‖G‖1‖Σ∗‖∞‖Σ∗−1‖2∞.
Finally,
ρW(δ) = sup
Σ∈Bδ
∣∣∣∣ ΠW(Σ)ΠW(Σ∗) − 1
∣∣∣∣ . δ κ(Σ∗){p2 + ‖G‖1‖Σ∗−1‖∞} .
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