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Abstract
We prove exponential concentration in i.i.d. first-passage percolation in Zd for all d ≥ 2 and general
edge-weights (te). Precisely, under an exponential moment assumption (Ee
αte < ∞ for some α > 0)
on the edge-weight distribution, we prove the inequality
P
(
|T (0, x) − ET (0, x)| ≥ λ
√
‖x‖1
log ‖x‖1
)
≤ ce−c′λ, ‖x‖1 > 1
for the point-to-point passage time T (0, x). Under a weaker assumption Et2e(log te)+ <∞ we show a
corresponding inequality for the lower-tail of the distribution of T (0, x). These results extend work of
Bena¨ım-Rossignol [6] to general distributions.
1 Introduction
1.1 The model
Let (te)e∈Ed be a collection of non-negative random variables indexed by the nearest-neighbor edges
Ed of Zd. For x, y ∈ Zd, define the passage time
T (x, y) = inf
γ:x→y
T (γ) ,
where T (γ) =
∑
e∈γ te and the infimum is over all lattice paths γ from x to y. T defines a pseudo-
metric on Zd and First-Passage Percolation is the study of the asymptotic properties of T . The model
was introduced by Hammersley and Welsh [16] in 1965 and has recently been the object of much
rigorous mathematical progress (see [7, 14, 17] for recent surveys).
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Under minimal assumptions on (te), the passage time T (0, x) is asymptotically linear in x, but
the lower order behavior has resisted precise quantification. If d = 1, the passage time is a sum of
i.i.d. variables, so its fluctuations are diffusive, giving χ = 1/2, where χ is the (dimension-dependent)
conjectured exponent given roughly by Var T (0, x) ≍ ‖x‖2χ1 . For d = 2, the minimization in the
definition of T is expected [18] to create subdiffusive fluctuations, with a predicted value χ = 1/3.
Subdiffusive behavior is expected in higher dimensions as well.
In this paper, we prove an exponential version of subdiffusive fluctuations for T (0, x) under minimal
assumptions on the law of (te). This result follows up on work done by the authors (extending the
work of [2, 6]) in [10], in which it was shown that
Var T (0, x) ≤ C ‖x‖1
log ‖x‖1 for ‖x‖1 > 1 (1.1)
given only that the distribution of te has 2 + log moments. Our concentration inequalities apply to
a nearly optimal class of distributions: for the upper tail inequality in (1.5) we require that te has
exponential moments and for the lower tail inequality (1.6), that te has 2 + log moments. In contrast
to existing work on subdiffusive concentration listed below, our methods do not rely on any properties
of the distribution other than the tail behavior.
In 1993, Kesten [20, Eq. (1.15)] gave the first exponential concentration inequality for T , showing
that if Eeαte <∞ for some α > 0, then one has
P
(
|T (0, x)− ET (0, x)| ≥ λ
√
‖x‖1
)
≤ ce−c′λ for λ ≤ c′′‖x‖1 .
This was improved by Talagrand [23, Eq. (8.31)] to Gaussian concentration under the same moment
assumption. We provide an alternative derivation of Talagrand’s result based on the entropy method
in Section A.3 of the Appendix.
In the influential work of Benjamini-Kalai-Schramm [2], an inequality of Talagrand for functions
of Bernoulli random variables [24, Theorem 1.5] was used to derive a sublinear bound (1.1) when µ is
supported on two positive values a and b. Although the mechanism exploited in [2] (small influences
of the edge variables) did not appear to depend on the edge-weight distribution, the inequality in [24]
is specific to the case of Bernoulli variables (Gaussian versions have also been derived, see [3] and
[8, Theorem 5.1]). The problem of extending the result to more general distributions was posed in
the introduction of [2]. There, the authors highlight the connections with hypercontractivity and the
Bonami-Beckner inequality, suggesting that these might be useful in generalizing their theorem. An
alternative interpretation of the argument of Benjamini-Kalai-Schramm was given in [13, Theorem
VII.1]. See also [8, Section 5.5] for a simple proof of a result analogous to that of Benaim-Rossignol.
Hypercontractivity is well-known to be related to log-Sobolev inequalities [15]. Bena¨ım and Rossig-
nol [6] developed a “modified Poincare´” inequality analogous to that of Talagrand for distributions
satisfying a log-Sobolev inequality. They applied this to prove a subdiffusive concentration inequality
of the type (1.5) for a class of distributions that they called nearly Gamma. These are continuous
distributions that satisfy an entropy bound analogous to the logarithmic Sobolev inequality for the
gamma distribution: for nearly gamma µ and, for simplicity, f smooth,
Entµ f
2 :=
∫
f2(x) log
f2(x)
Eµf2
µ(dx) ≤ C
∫
(
√
xf ′(x))2 µ(dx) .
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Although the nearly Gamma class includes, for example, gamma, uniform and distributions with
smooth positive density on an interval, it excludes all power law distributions, those with unbounded
support which decay too quickly, those with zeros on its support and all noncontinuous distributions.
The main goal of this paper is to prove subdiffusive concentration inequalities without the nearly
Gamma assumption. In a previous paper [10], the authors proved that the variance bound (1.1)
holds for general distributions under a weak moment assumption. This shows in particular that the
argument of Benjamini, Kalai and Schramm based on small influences of the edge variables does not
depend on delicate features of the distribution such as the existence of a log-Sobolev inequality or
the nearly Gamma property. The contribution of the current work is to explain how the ideas in [10]
can be combined with the “entropy method” of Ledoux [21], as further developed in particular by
Boucheron-Lugosi-Massart [5], to yield exponential concentration.
We describe the technical features of the current paper in more detail in Section 1.3. Before
ending the current section, let us make a comment regarding the scope of our method. Given the
wide applicability of the entropy method, and the presentation in [6], one can wonder whether a
sublinear variance bound a` la Talagrand, or a concentration result might hold for general functions
of random variables with “small influences.” We do not derive such a result. Ours is genuinely a
first-passage percolation result, and we use the structure of the model in an essential way in several
places, notably in the computation of the linearization of the passage time (Lemma 3.1), and the
lattice animal argument in Section 5.
1.2 Main result
The main assumptions are as follows: P, the distribution of (te), is a product measure on Ω = [0,∞)Ed
with marginal µ satisfying
µ({0}) < pc , (1.2)
where pc is the critical probability for d-dimensional bond percolation. Furthermore, we will generally
assume either
Ee2αte <∞ for some α > 0 (1.3)
or
Et2e(log te)+ <∞ . (1.4)
Theorem 1.1. Let d ≥ 2. Under (1.2) and (1.3), there exist c1, c2 > 0 such that for all x ∈ Zd with
‖x‖1 > 1,
P
(
|T (0, x)− ET (0, x)| ≥ ‖x‖
1/2
1
(log ‖x‖1)1/2
λ
)
≤ c1e−c2λ for λ ≥ 0 . (1.5)
Assuming (1.2) and (1.4), there exist c1, c2 > 0 such that for all x ∈ Zd with ‖x‖1 > 1,
P
(
T (0, x)− ET (0, x) ≤ − ‖x‖
1/2
1
(log ‖x‖1)1/2
λ
)
≤ c1e−c2λ for λ ≥ 0 . (1.6)
Remark 1.2. If (1.2) fails, then T (0, x) itself is sublinear in x and the model has a different character
(see [19, Theorem 6.1] and [9, 25] for more details). Because T (0, x) is bounded below by the minimum
of the 2d weights of edges adjacent to 0, it is necessary to assume (1.3) to obtain an upper-tail
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exponential concentration inequality. For the lower tail, our methods require 2 + log moments and
this is the same assumption made in [10] for a sublinear variance bound.
1.3 Outline of the proof
The strategy of the proof is to use a relation, stated in Lemma 2.2, between bounds on Var eλT (0,x)
and exponential concentration. To obtain the required variance bound (Theorem 2.3), we apply the
Falik-Samorodnisky inequality (Lemma 2.4) to a martingale decomposition of the variable eλFm , where
Fm is an averaged version of the passage time. This approach was first taken by Bena¨ım and Rossignol
in [6]. The tails of the true passage time T (0, x) can be estimated from those of Fm, although the
methods are different for the upper and lower tail (Section 2.1).
We represent the passage times as a push-foward of Bernoulli sequences (Section 4.1) and the
bound follows after a careful analysis of discrete derivatives resulting from an application of the log-
Sobolev inequality for Bernoulli variables. This analysis, presented in Sections 4.2 and 4.3, is the
central part of the argument. As in [10, Proposition 6.4], an important tool in understanding the
discrete derivatives is the linearization of the passage time, Lemma 3.1. One of the complications
we must address is dealing with the function x 7→ eλx applied to the passage time, rather than the
passage time itself. In particular, different arguments are required for the cases λ ≥ 0 and λ < 0.
Once we have obtained the estimates in Theorems 4.3 and 4.6 for the entropy sums, it remains to
bound the quantities ∑
e∈Geo(z,x+z)
(1− logF (te)),
and decouple them from the exponential terms to apply the iteration idea contained in Lemma 2.2.
Here F is the distribution function of µ. To accomplish this, we use greedy lattice animals (Section 5).
This was one of the new ideas introduced in [10]. The treatment here, based on the observation
contained in Proposition 5.2, is considerably simpler than that in [10, Section 6.2.3]. Even so, the case
λ < 0 requires a separate argument, using an idea from [11].
1.4 Preliminary results
We will need a couple of results on the length of geodesics. By Proposition 1.3 below, condition (1.2)
ensures that
P(∃ a geodesic from x to y) = 1 for all x, y ∈ Zd , (1.7)
where a geodesic is a path γ from x to y that has T (γ) = T (x, y).
The fundamental estimate is from Kesten [19, Proposition 5.8].
Proposition 1.3 (Kesten). Assuming (1.2), there exist a,C1 > 0 such that for all n ∈ N,
P
(
∃ self-avoiding γ containing 0 with #γ ≥ n but T (γ) < an
)
≤ e−C1n . (1.8)
As a consequence, we state a bound used in work of one of the authors and N. Kubota [11]. For this,
let G(0, x) be the maximal number of edges in any self-avoiding geodesic from 0 to x. An application
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of Borel-Cantelli to (1.8) implies
under (1.2), lim inf
‖x‖1→∞
T (0, x)
‖x‖1 ≥ a > 0 almost surely (1.9)
and so G(0, x) is finite almost surely.
Proposition 1.4. Assume (1.2) and let a be from Proposition 1.3. There exists C2 such that the
variable
Yx = G(0, x)1{T (0,x)<aG(0,x)}
satisfies P(Yx ≥ n) ≤ e−C2n for all x ∈ Zd and n ∈ N.
Proof. Defining
Am =
{
∃ self-avoiding γ from 0 with #γ ≥ m but T (γ) < a#γ
}
and summing (1.8) over n, one has, for some C2 > 0,
P(Am) ≤ e−C2m for all m ∈ N . (1.10)
For x ∈ Zd, assume Yx ≥ n ≥ 1 and let γ be any self-avoiding geodesic from 0 to x with length
G(0, x) = Yx. Then because Yx 6= 0, G(0, x) > (1/a)T (0, x) and so
T (γ) = T (0, x) < aG(0, x) = a#γ ,
with #γ ≥ n. So An occurs and (1.10) completes the proof.
We can state a couple of relevant consequences of this proposition.
Corollary 1.5. Assume (1.2).
1. There exists C3 such that
EG(0, x)2 ≤ C3ET (0, x)2 for all x ∈ Zd . (1.11)
2. Under (1.3), there exists α1 > 0 such that
sup
06=x∈Zd
logEeα1G(0,x)
‖x‖1 <∞ . (1.12)
Proof. Estimate
EG(0, x)2 ≤ a−2ET (0, x)2 + EY 2x ,
where Yx is from Proposition 1.4. Because EY
2
x is bounded uniformly in x, (1.9) (which gives
ET (0, x)→∞ as ‖x‖1 →∞) shows (1.11). Assuming (1.3), for β > 0,
EeβG(0,x) ≤ Ee(β/a)T (0,x) + EeβYx .
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For β < C2/2, the second term is bounded in x. On the other hand letting γx be a deterministic path
from 0 to x of length ‖x‖1, the first term is bounded by
Ee(β/a)T (γx) =
(
Ee(β/a)te
)‖x‖1
. (1.13)
So we conclude for x 6= 0 and some C4 ≥ 1,
logEeβG(0,x)
‖x‖1 ≤
log
(
Ee(β/a)te + C4
)‖x‖1
‖x‖1 = log
(
Ee(β/a)te + C4
)
<∞
when β < min{C2/2, αa}, where α is from (1.3).
For the remainder of the paper we assume (1.2).
2 Setup for the proof
Instead of showing concentration for T (0, x), we use an idea from [2]: to show it for T (z, z+x), where
z is a random vertex near the origin. So, given x ∈ Zd, fix ζ with 0 < ζ < 1/4 and define
m = ⌊‖x‖ζ1⌋ and Fm =
1
#Bm
∑
z∈Bm
Tz ,
where Tz = T (z, z + x) and Bm = {y ∈ Zd : ‖y‖1 ≤ m} (this particular randomization was used by
both [1] and [22]). For λ ∈ R we define
G = Gλ = e
λFm . (2.1)
Below are the concentration inequalities for Fm analogous to (1.5). In the next subsection, we will
show why they suffice to prove Theorem 1.1.
Theorem 2.1. Assuming (1.3), there exist c1, c2 > 0 such that for all x ∈ Zd with ‖x‖1 > 1,
P
(
|Fm − EFm| ≥ ‖x‖
1/2
1
(log ‖x‖1)1/2
λ
)
≤ c1e−c2λ for λ ≥ 0 .
Assuming (1.4), there exist c1, c2 > 0 such that for all x ∈ Zd with ‖x‖1 > 1,
P
(
Fm − EFm < − ‖x‖
1/2
1
(log ‖x‖1)1/2
λ
)
≤ c1e−c2λ for λ ≥ 0 .
This theorem is a consequence on a bound for Var eλFm , and this is what we focus on from Section 3
onward. The link between a variance bound and concentration is given by the following lemma from
[6, Lemma 4.1] (which itself is a version of [21, Corollary 3.2]). We have split the statement from [6]
into upper and lower deviations.
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Lemma 2.2. Let X be a random variable and K > 0. Suppose that
Var eλX/2 ≤ Kλ2EeλX <∞ for 0 ≤ λ < 1
2
√
K
.
Then
P
(
X − EX > t
√
K
)
≤ 2e−t for all t ≥ 0 .
If
Var eλX/2 ≤ Kλ2EeλX <∞ for − 1
2
√
K
< λ ≤ 0 ,
then
P
(
X − EX < −t
√
K
)
≤ 2e−t for all t ≥ 0 .
Taking K = C‖x‖1log ‖x‖1 for ‖x‖1 > 1 and X = Fm in the previous lemma shows that to prove
Theorem 2.1, it suffices to show the following variance bound.
Theorem 2.3. Assuming (1.3), there exists C5 > 0 such that
Var eλFm/2 ≤ Kλ2EeλFm <∞ for |λ| < 1
2
√
K
and ‖x‖1 > 1 , (2.2)
where K =
C5‖x‖1
log ‖x‖1
. Assuming (1.4), there exists C6 > 0 such that
Var eλFm/2 ≤ Kλ2EeλFm <∞ for − 1
2
√
K
< λ ≤ 0 and ‖x‖1 > 1 , (2.3)
where K =
C6‖x‖1
log ‖x‖1
.
The proof of this bound will be broken into several sections below.
2.1 Theorem 2.1 implies Theorem 1.1
Assume first that we have the concentration bound
P
(
|Fm − EFm| ≥ ‖x‖
1/2
1
(log ‖x‖1)1/2
λ
)
≤ be−cλ, λ ≥ 0 (2.4)
for some b, c > 0 and that (1.3) holds. We will derive from (2.4) the corresponding estimate for the
passage time T = T (0, x):
P
(
|T (0, x)− ET (0, x)| ≥ ‖x‖
1/2
1
(log ‖x‖1)1/2
λ
)
≤ b′e−c′λ, λ ≥ 0 . (2.5)
Write
T (0, x) − ET (0, x) = Fm − ET + T (0, x)− Fm ,
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and note that EFm = ET . If both events {|Fm − EFm| < λ/2} and {|T (0, x) − Fm| < λ/2} occur,
then the triangle inequality implies that we have the bound
|T (0, x)− ET (0, x)| < λ .
This results in the estimate
P(|T (0, x) − ET (0, x)| ≥ λ) ≤ P(|Fm − EFm| ≥ λ/2) + P(|T (0, x)− Fm| ≥ λ/2) . (2.6)
By subadditivity, we can write
|T (0, x) − Fm| =
∣∣∣∣∣T (0, x) − 1♯Bm
∑
z∈Bm
T (z, z + x)
∣∣∣∣∣ ≤ 1♯Bm
∑
z∈Bm
|T (0, x) − T (z, z + x)|
≤ 1
♯Bm
∑
z∈Bm
(T (0, z) + T (x, x+ z)) .
Repeating the argument for (1.13) (bounding T (0, z) by the passage time of a deterministic path), we
have for α ≥ 0 and each z ∈ Bm
EeαT (0,z) ≤ (Eeαte)‖x‖ζ1 = C(α)‖x‖ζ1 .
Here α is from (1.3). We now obtain a bound for the second term on the right in (2.6). Let M > 0.
First, by a union bound,
P
(
1
♯Bm
∑
z∈Bm
(T (0, z) + T (x, x+ z)) ≥ 2M
)
≤ 2P
(
max
z∈Bm
T (0, z) ≥M
)
.
The last quantity is bounded by
2(♯Bm) · max
z∈Bm
P(T (0, z) ≥M) ≤ 2(♯Bm) · e−αMC(α)‖x‖
ζ
1
≤ 2‖x‖dζ1 e−αMC(α)‖x‖
ζ
1 .
Choosing 2M = λ‖x‖1/21 /(log ‖x‖1)1/2 and adjusting constants, we find the bound
P
(
|T (0, x)− Fm| ≥ λ‖x‖1/21 /(log ‖x‖1)1/2
)
≤ b′e−c′λ .
Combined with (2.4) in (2.6), this shows (2.5).
We now move to proving that under assumption (1.4), if we prove Theorem 2.1, then there exist
b′′, c′′ > 0 such that
P
(
T (0, x)− ET (0, x) < − ‖x‖
1/2
1
(log ‖x‖1)1/2
λ
)
≤ b′′e−c′′λ, λ ≥ 0 .
Defining S =
∑
e∈Bm
te, where the sum is over all edges with both endpoints in Bm, then
P(S ≤ 2ES) ≥ 1/2 .
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By the Harris-FKG inequality [5, Theorem 2.15], if we put cx =
‖x‖
1/2
1
(log ‖x‖1)1/2
and S′ =
∑
e∈x+Bm
te,
then
P(T (0, x)− ET (0, x) ≤ −λcx, S ≤ 2ES, S′ ≤ 2ES′) ≥ (1/4)P(T (0, x) − ET (0, x) ≤ −λcx) .
This means that
P(T (0, x) − ET (0, x) ≤ −λcx) ≤ 4P(T (0, x) − ET (0, x) ≤ −λcx, S ≤ 2ES, S′ ≤ 2ES′) .
However the event on the right implies that for any z ∈ Bm, T (z, z + x) ≤ T (0, x) + 4ES. Therefore
P(T (0, x) − ET (0, x) ≤ −λcx) ≤ 4P(Fm − EFm ≤ −λcx + 4ES) .
Now we can bound 4ES by C7‖x‖dζ1 , so
P(T (0, x)− ET (0, x) ≤ −λcx) ≤ 4P(Fm − EFm ≤ −λcx + C7‖x‖dζ1 )
and this is bounded by
4P
(
Fm − EFm ≤ −
(
λ− C7
‖x‖dζ1
cx
)
cx
)
≤ 4c1 exp
(
−c2
(
λ− C7 ‖x‖
dζ
1
cx
))
,
as long as λ ≥ C7 ‖x‖
dζ
1
cx
.
To finish, we simply choose ζ = (4d)−1, so that ‖x‖dζ1 /cx ≤ C8 for ‖x‖1 > 1 and some C8 > 0.
This implies
P(T (0, x)− ET (0, x) ≤ −λcx) ≤ 4c1 exp (−c2(λ−C8)) for λ ≥ 0, ‖x‖1 > 1 ,
giving the bound C9e
−C10λ.
2.2 Falik-Samorodnitsky and entropy
Enumerate the edges of Ed as e1, e2, . . . and write eλFm as a sum of a martingale difference sequence:
G− EG =
∞∑
k=1
Vk ,
where
Vk = E[G | Fk]− E[G | Fk−1] (2.7)
and G was defined in (2.1). We have written Fk for the sigma-algebra σ(te1 , . . . , tek), with F0 trivial.
In particular if F ∈ L1(Ω,P),
E[F | Fk] =
∫
F
(
(te)
) ∏
i≥k+1
µ(dtei). (2.8)
To prove concentration for Fm, we bound the variance of G; the lower bound comes from the proof
of [12, Theorem 2.2].
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Lemma 2.4 (Falik-Samorodnitsky). If EG2 <∞,
∞∑
k=1
Ent(V 2k ) ≥ VarG log
[
VarG∑∞
k=1(E|Vk|)2
]
. (2.9)
In the above lemma, we have used Ent to refer to entropy:
Definition 2.5. If X is a non-negative random variable with EX < ∞ then the entropy of X is
defined by:
Ent X = EX logX − EX logEX .
We will need some basic results on entropy. This material is taken from [10, Section 2], though
it appears in various places, including [5]. By Jensen’s inequality, Ent X ≥ 0. There is a variational
characterization of entropy [21, Section 5.2] that we will use.
Proposition 2.6. We have the formula
Ent X = sup{EXY : EeY ≤ 1} .
The second fact we need is a tensorization for entropy. For an edge e, write EnteX for the entropy
of X considered only as a function of te (with all other weights fixed). The version below is [10,
Theorem 2.3].
Proposition 2.7. If X ∈ L2 is a non-negative function of (te) then
Ent X ≤
∑
e
EEnte X .
3 Bound on influences
To bound the sum
∑∞
k=1 (E|Vk|)2 we start with a simple lemma from [10, Lemma 5.2]. For a given
edge-weight configuration (te) and edge e, let (tec , r) denote the configuration with value tf if f 6= e
and r otherwise. Let Tz(tec , r) be the variable Tz = T (z, z + x) in the configuration (tec , r) and define
Geo(z, z + x) as the set of edges in the intersection of all geodesics from z to z + x.
Lemma 3.1. For e ∈ Ed, the random variable
Dz,e := sup [{r ≥ 0 : e is in a geodesic from z to z + x in (tec , r)} ∪ {0}]
has the following properties almost surely.
1. Dz,e <∞.
2. For 0 ≤ s ≤ t,
Tz(tec , t)− Tz(tec , s) = min{t− s, (Dz,e − s)+} .
3. For 0 ≤ s < Dz,e, e ∈ Geo(z, z + x) in (tec , s).
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It is important to note that Dz,e, and therefore Tz(tec , t)− Tz(tec , s), does not depend on te.
We need one more lemma from [10] bounding the length of geodesics. Let G be the set of all finite
self-avoiding geodesics.
Lemma 3.2. Assuming Et2e <∞, there exists C11 such that for all finite E ⊂ Ed,
Emax
γ∈G
#(E ∩ γ) ≤ C11diam E .
With these two tools we can bound the influences in the denominator of the logarithm of (2.9).
The following proof is very similar to the one of Benaim-Rossignol [6, Theorem 4.2].
Proposition 3.3. Assuming Et2e <∞, there exists C12 such that
∞∑
k=1
(E|Vk|)2 ≤ C12λ2E((1 + eλte)te)2‖x‖
2+ζ(1−d)
2
1 Ee
2λFm for all x ∈ Zd .
This inequality holds for any λ for which the left side is defined.
Under (1.3), we require λ ∈ [0, α] for the left side to be defined. Under (1.4), one can take λ ≤ 0.
Proof. Let F
(k)
m be the variable Fm with the edge weight tek replaced by an independent copy t
′
ek
.
Then we can give the upper bound
E|Vk| ≤ E
∣∣∣eλFm − eλF (k)m ∣∣∣ = 2E(eλF (k)m − eλFm)
+
(3.1)
= 2E
(
eλFm − eλF (k)m
)
+
. (3.2)
We will use (3.1) when λ > 0 and (3.2) when λ ≤ 0. With these restrictions, the integrands in both
cases above are only nonzero when F
(k)
m > Fm. Apply the mean value theorem to get
E|Vk| ≤
{
λ E(eλF
(k)
m (F
(k)
m − Fm))+ when λ > 0
|λ| E(eλFm(F (k)m − Fm))+ when λ ≤ 0
.
To combine these, when λ > 0, we use F
(k)
m ≤ Fm + t′ek to find eλF
(k)
m ≤ eλFmeλt′ek , so we obtain for
both cases
E|Vk| ≤ |λ| E
[
eλFm
[
(1 + eλt
′
ek )(F (k)m − Fm)+
]]
.
By Cauchy-Schwarz, we have the following two bounds:
∞∑
k=1
E|Vk| ≤
√√√√λ2Ee2λFmE
(
∞∑
k=1
(1 + eλt
′
ek )
(
F
(k)
m − Fm
)
+
)2
and (3.3)
E|Vk| ≤
√
λ2Ee2λFmE(1 + eλt
′
ek )2
(
F
(k)
m − Fm
)2
+
. (3.4)
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We will bound these terms using Lemma 3.1. Write
E(1 + eλt
′
ek )2(F (k)m − Fm)2+ = E(1 + eλt
′
ek )2
(
1
#Bm
∑
z∈Bm
(T (k)z − Tz)
)2
+
.
Here T
(k)
z is the variable Tz in the configuration in which the k-th edge-weight tek is replaced by the
independent copy t′ek . By convexity of the function x 7→ (x+)2, we obtain the bound
1
#Bm
∑
z∈Bm
E(1 + eλt
′
ek )2(T (k)z − Tz)2+ .
By Lemma 3.1, (T
(k)
z − Tz)+ ≤ 1{tek<Dz,ek} × (t′ek − tek)+, so
E(1 + eλt
′
ek )2(F (k)m − Fm)2+ ≤
1
#Bm
∑
z∈Bm
E((1 + eλt
′
ek )t′ek)
21{tek<Dz,ek}
≤ E((1 + eλte)te)2 1
#Bm
∑
z∈Bm
P(ek ∈ Geo(z, z + x)) .
By translation invariance, the final probability equals P(ek − z ∈ Geo(0, x)):
E(1 + eλt
′
ek )2(F (k)m − Fm)2+ ≤
E((1 + eλte)te)
2
#Bm
E#{ek − z ∈ Geo(0, x) : z ∈ Bm}
≤ C13‖x‖ζ(1−d)1 E((1 + eλte)te)2 . (3.5)
We have used the assumption Et2e < ∞ and Lemma 3.2 to bound the expectation above. After
incorporating the factor λ2Ee2λFm , this is our bound for (3.4).
For (3.3), write
E
(
∞∑
k=1
(1 + eλt
′
ek )(F (k)m − Fm)+
)2
≤ 1
#Bm
∑
z∈Bm
E
(
∞∑
k=1
((1 + eλt
′
ek )t′ek)1{tek<Dz,ek}
)2
. (3.6)
The expectation equals
∞∑
k=1
∞∑
j=1
E(1 + eλt
′
ek )(1 + e
λt′ej )t′ekt
′
ej1{tek<Dz,ek ,tej<Dz,ej}
≤ E
(
(1 + eλte)te
)2 ∞∑
k=1
∞∑
j=1
P(tek < Dz,ek , tej < Dz,ej) ≤ E
(
(1 + eλte)te
)2
E#Geo(z, z + x)2 .
By (1.11) and Et2e <∞, the last expression is bounded by C14‖x‖21E((1 + eλte)te)2.
We can now finish the proof with this bound and (3.5):
∞∑
k=1
(E|Vk|)2 ≤ sup
j
E|Vj |
∞∑
k=1
E|Vk| ≤ C15λ2‖x‖
2+ζ(1−d)
2
1 E((1 + e
λte)te)
2
Ee2λFm .
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4 Entropy bound
The purpose of the present section is to give an intermediate upper bound for the sum of entropy
terms in the left side of (2.9). Namely we will prove the following inequality, recalling that F is the
distribution function of te.
Theorem 4.1. For some C16 > 0 independent of λ,
∞∑
k=1
Ent(V 2k ) ≤ λ2
C16Cλ
#Bm
∑
z∈Bm
E

e2λFm ∑
e∈Geo(z,z+x)
(1− logF (te))

 for all x ∈ Zd .
The constant Cλ is determined as follows:
1. Assuming (1.3) and λ ∈ [0, α/2), Cλ = Ente(teeλte)2 + E[teeλte ]2.
2. Assuming (1.4) and λ ≤ 0, Cλ = (Ee2λte)−1.
We will prove this in a couple of steps. First we use the Bernoulli encoding from [10] to give an
upper bound (Lemma 4.2 below) in terms of discrete derivatives relative to Bernoulli sequences. Next
we split into two cases, λ ≥ 0 and λ ≤ 0. The first is handled in Proposition 4.3 and the second in
Proposition 4.6. These three results will prove Theorem 4.1.
4.1 Bernoulli encoding
We will now view our edge variables as the push-forward of Bernoulli sequences. Specifically, for each
edge e, let Ωe be a copy of {0, 1}N with the product sigma-algebra. Let also ΩB =
∏
eΩe with product
sigma-algebra and measure π :=
∏
e πe, where πe is a product of the form
∏
j≥1 πe,j with πe,j uniform
on {0, 1}. An element of ΩB will be denoted
ωB =
{
ωe,j : e ∈ Ed, j ≥ 1
}
.
For fixed e, and ωe ∈ Ωe, define the random variable
Ue(ωe) =
∞∑
j=1
ωe,j
2j
. (4.1)
Under π, for each e, Ue(ωe) is uniformly distributed on [0, 1], and the collection {Ue(ωe)}e∈Ed is
independent.
We denote by F (x), x ≥ 0 the distribution function of µ, and by I the infimum of the support:
I = inf{x : F (x) > 0}.
The right-continuous inverse of F is
F−1(y) = inf{x : F (x) ≥ y}.
If U is uniformly distributed on [0, 1], we have
P(F−1(U) ≤ x) = P(U ≤ F (x)) = F (x), (4.2)
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that is, F−1(U) has distribution µ. Defining the measurable map ϕe : Ωe → R by
ϕe(ωe) = F
−1(Ue(ωe)), (4.3)
we see that the distribution of ϕe under π is µ. Moreover, since ϕe is a composition of monotone
functions of the the ωe,j, we have the important monotonicity property:
ϕe(ω) ≤ ϕe(ωˆ) if ωj ≤ ωˆj for all j ≥ 1. (4.4)
Define the product map ϕ :=
∏
e ϕe : ΩB → Ω = [0,∞)E
d
with action
ϕ(ωB) = (ϕe(ωe) : e ∈ Ed) .
By (4.2), π ◦ ϕ−1 = P.
In what follows, we will consider functions f (in particular, G = eλFm) on the original space Ω
as functions on ΩB, through the map ϕ. We will suppress mention of this in the notation and, for
instance, write f(ωB) to mean f ◦ ϕ(ωB). We will estimate discrete derivatives, so for a function
f : ΩB → R, set
(∆e,jf) (ωB) = f(ω
e,j,+
B )− f(ωe,j,−B ) ,
where ωe,j,+B agrees with ωB except possibly at ωe,j, where it is 1, and ω
e,j,−
B agrees with ωB except
possibly at ωe,j, where it is 0. We now view G = e
λFm as a function of sequences of Bernoulli variables,
as in [10]. Then, exactly the same proof as in [10, Lemma 6.3] gives
Lemma 4.2. Assume (1.3) and λ ∈ [0, α/2) or (1.4) and λ ≤ 0. We have the following inequality:
∞∑
k=1
Ent(V 2k ) ≤
∑
e,j
Epi (∆e,jG)
2 .
4.2 Derivative bound: positive exponential
For the next derivative bounds we continue with G = eλFm and set H as the derivative of G; that is,
H = λeλFm .
Theorem 4.3. Assume (1.3). For some C17 > 0, Cλ = Ente(tee
λte)2+E[tee
λte ]2 and all λ ∈ [0, α/2),
∑
e,j
Epi (∆e,jG)
2 ≤ λ2C17Cλ
#Bm
∑
z∈Bm
E

e2λFm ∑
e∈Geo(z,z+x)
(1− logF (te))

 for all x ∈ Zd .
Proof. We first note that
Epie(∆e,jG)
2 = 2Epie(G(ωB)−G(ωe,j,−B ))2+.
By the mean value theorem and monotonicity of H in the variable ωe, we have
0 ≤ G(ωB)−G(ωe,j,−B ) ≤ H(ωB)(Fm(ωB)− Fm(ωe,j,−B ))2+.
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Convexity of x 7→ x2 gives the bound:
Epie(∆e,jG)
2 ≤ 2
#Bm
∑
z∈Bm
EpieH
2(ωec , Ue(ωe))
(
Tz(ωec , Ue(ωe))− Tz(ωec, Ue(ωe)− 2−j)
)2
1{Ue(ωe)≥2−j}.
(4.5)
Here we have written H2(ωec , Ue(ωe)) and Tz(ωec , Ue(ωe)) to denote H
2 and Tz, taken as functions of
the Bernoulli variables ωe′ , e 6= e′, and the (independent) uniform variable Ue(ωe).
To estimate the expectation over Ue(ωe), we use the following key lemma. The abstract formulation
here was suggested by a referee for an earlier version of the current paper. The referee’s proof below
summarizes the technical ideas present in a computation using Bernoulli variables that appeared in
the previous version, and which more closely followed our argument in [10].
Lemma 4.4. Let a, τ ∈ [0, 1]. Suppose h and f are nonnegative, non-decreasing on [0, 1], and that f
is constant on [a, 1]. If τ ≤ 1/2, then∫ 1
τ
h(x)(f(x) − f(x− τ))2 dx ≤
∫ 1
0
h(x)f2(x)1{x≥1−τ} dx. (4.6)
Moreover:
1. If a ≤ τ ≤ 12 , ∫ 1
τ
h(x)(f(x) − f(x− τ))2 dx ≤ 2a
∫ 1
0
h(x)f2(x) dx. (4.7)
2. If τ ≤ a ≤ 12 , ∫ 1
τ
h(x)(f(x) − f(x− τ))2 dx ≤ 2τ
∫ 1
0
h(x)f2(x) dx. (4.8)
Proof. If τ ≤ 1/2, then∫ 1
τ
h(x)(f(x) − f(x− τ))2 dx ≤
∫ 1
τ
h(x)(f2(x)− f2(x− τ)) dx
≤
∫ 1
τ
h(x)f2(x)− h(x− τ)f2(x− τ) dx,
where we have used the monotonicity of f in the first inequality, and h in the second. Next,∫ 1
τ
h(x)f2(x)− h(x− τ)f2(x− τ) dx =
∫ 1
τ
h(x)f2(x) dx−
∫ 1−τ
0
h(x)f2(x) dx
≤
∫ 1
1−τ
h(x)f2(x) dx
=
∫ 1
0
h(x)f2(x)1{x≥1−τ} dx.
We have used the non-negativity of h(x)f2(x) to drop the integral over [0, τ ]. This shows (4.6).
If a ≤ τ ≤ 12 , since f is constant over [a, 1],∫ 1
τ
h(x)(f(x)− f(x− τ))2 dx =
∫ a+τ
τ
h(x)(f(x)− f(x− τ))2 dx.
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By monotonicity, the right side is no bigger than∫ a+τ
τ
h(x)f2(x) dx =
∫ 1
τ
h(x)f2(x)1{x≤a+τ} dx.
The Chebyshev association inequality [5, Theorem 2.14] now gives (4.7):
∫ 1
τ
h(x)f2(x)1{x≤a+τ} dx ≤
1
1− τ
∫ 1
τ
h(x)f2(x) dx
∫ 1
τ
1{x≤a+τ} dx
=
a
1− τ
∫ 1
τ
h(x)f2(x) dx
≤ 2a
∫ 1
0
h(x)f2(x) dx.
When τ ≤ a ≤ 12 , we again have∫ 1
τ
h(x)(f(x)− f(x− τ))2 dx =
∫ a+τ
τ
h(x)(f(x)− f(x− τ))2 dx.
Expanding the square and using monotonicity as in the case τ ≥ 1/2, we find∫ a+τ
τ
h(x)(f(x)− f(x− τ))2 dx ≤
∫ a+τ
τ
h(x)f2(x) dx−
∫ a
0
h(x)f2(x) dx
=
∫ a+τ
a
h(x)f2(x) dx−
∫ τ
0
h(x)f2(x) dx
≤
∫ 1
a
h(x)f2(x)1{x≤a+τ} dx
≤ τ
1− a
∫ 1
0
h(x)f2(x) dx
≤ 2τ
∫ 1
0
h(x)f2(x) dx.
In the second-to-last step, we have used Chebyshev’s association inequality.
We use Lemma 4.4 to obtain an estimate for the sum
∑
e,j Epi (∆e,jG)
2. The result we are after is
Lemma 4.5. For all λ ∈ [0, α/2) and e,
Epie
∞∑
j=1
(∆e,jG)
2 ≤ 8 1
#Bm
∑
z∈Bm
F (D−z,e)(1 − log2 F (D−z,e))Epie [Lz(1 +N)] (4.9)
where Lz = H
2(ωec , Ue(ωe))min{Dz,e, ϕe(ωe)}2, and
N = log2
1
1− Ue(ωe) .
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Proof. Write:
EpieH
2(ωec , Ue(ωe))
(
Tz(ωec , Ue(ωe))− Tz(ωec , Ue(ωe)− 2−j)
)2
1{Ue(ωe)≥2−j}
=
∫ 1
0
H2(ωec , x)
(
Tz(ωec , x)− Tz(ωec , x− 2−j)
)2
1{x≥2−j} dx. (4.10)
We will apply Lemma 4.4 to the quantity on the right in (4.5) with h(x) = H2(ωec , x), f(x) =
Tz(ωec , x)− Tz(ωec , 0), a = F (D−z,e), and τ = 2−j .
For j such that F (D−z,e) < 2
−j (a < τ), we use (4.7):
∫ 1
0
H2(ωec , x)
(
Tz(ωec , x)− Tz(ωec , x− 2−j)
)2
1{x≥2−j} dx
≤ 2F (D−z,e)
∫ 1
0
H2(ωec , x)(Tz(ωec, x)− Tz(ωec , 0))2 dx.
By Lemma 3.1,
0 ≤ Tz(ωec , x)− Tz(ωec , 0) ≤ min{Dz,e, ϕe(ωe)},
and so ∫ 1
0
H2(ωec , x)(Tz(ωec , x)− Tz(ωec, 0))2 dx ≤
∫ 1
0
Lz(ωec , x) dx.
If j is such that 2−j ≤ F (D−z,e) ≤ 12 (τ ≤ a ≤ 12), we apply (4.8) and obtain∫ 1
0
H2(ωec , x)
(
Tz(ωec , x)− Tz(ωec , x− 2−j)
)2
1{x≥2−j} dx
≤ 2 · 2−j
∫ 1
0
Lz(ωec , x) dx
We now sum over j in (4.5): in case F (D−z,e) ≤ 12 , we obtain
∞∑
j=1
Epie(∆e,jG)
2
≤
∞∑
j=1
2
#Bm
∑
z∈Bm
EpieH
2(ωec , Ue(ωe))
(
Tz(ωec, Ue(ωe))− Tz(ωec , Ue(ωe)− 2−j)
)2
1{Ue(ωe)≥2−j}
≤ 4
#Bm
∑
z∈Bm
F (D−z,e)
∑
j:2−j>F (D−z,e)
∫ 1
0
Lz(ωec , x) dx
+
4
#Bm
∑
z∈Bm
∑
j:2−j≤F (D−z,e)
2−j
∫ 1
0
Lz(ωec , x) dx
≤ 8
#Bm
∑
z∈Bm
F (D−z,e)(1 − log2 F (D−z,e))
∫ 1
0
Lz(ωec , x) dx. (4.11)
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If instead F (D−z,e) ≥ 12 , we use (4.6) in the sum over j such that 2−j ≤ F (D−z,e):∑
j:2−j≤F (D−z,e)
EpieH
2(ωec , Ue(ωe))
(
Tz(ωec , Ue(ωe))− Tz(ωec , Ue(ωe)− 2−j)
)2
1{Ue(ωe)≥2−j}
=
∑
j:2−j≤F (D−z,e)
∫ 1
0
H2(ωec , x)
(
Tz(ωec , x)− Tz(ωec , x− 2−j)
)2
1{x≥2−j} dx
≤
∫ 1
0
Lz(ωec , x)
∑
j:2−j≤F (D−z,e)
1{x≥1−2−j} dx
≤
∫ 1
0
Lz(ωec , x) log2
1
1− x dx
≤ 2F (D−z,e)
∫ 1
0
Lz(ωec , x) log2
1
1− x dx. (4.12)
On the other hand, for the sum over j such that 2−j > F (D−z,e), we drop the indicator 1{x≥1−2−j}:∑
j:2−j>F (D−z,e)
EpieH
2(ωec , Ue(ωe))
(
Tz(ωec , Ue(ωe))− Tz(ωec , Ue(ωe)− 2−j)
)2
1{Ue(ωe)≥2−j}
=
∑
j:2−j>F (D−z,e)
∫ 1
0
H2(ωec , x)
(
Tz(ωec , x)− Tz(ωec , x− 2−j)
)2
1{x≥2−j} dx
≤ − log2 F (D−z,e)
∫ 1
0
Lz(ωec , x) dx
≤ − 2F (D−z,e) log2 F (D−z,e)
∫ 1
0
Lz(ωec , x) dx. (4.13)
Combining (4.11), (4.12) and (4.13), the lemma follows.
We now finish the proof of Theorem 4.3. Integrating (4.9) over variables e′, e′ 6= e and summing
over e, and using the identity
−F (y−) log F (y−) = −
∫
1[I,y)(x) log F (y
−)µ(dx)
≤ −
∫
1[I,y)(x) log F (x)µ(dx), (4.14)
we obtain:
∑
e
Epi
∞∑
j=1
(∆e,jG)
2 ≤ 8
#Bm
∑
z∈Bm
∑
e
Eec
[∫
[I,Dz,e)
(1− log2 F (te))Epie [Lz(1 +N)] µ(dte)
]
(4.15)
Letting Fm,ec be Fm evaluated at the configuration (tec , 0), we can bound H
2 ≤ λ2e2λFm,ec e2λte , so
Epie [Lz(N + 1)] ≤ Epie
[
H2t2e(N + 1)
] ≤ λ2e2λFm,ecEpie [(teeλte)2(N + 1)]
≤ H2Epie
[
(tee
λte)2(N + 1)
]
.
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Now since λ < α/2, Ente(tee
λte)2 <∞, so we use Proposition 2.6 to bound the expectation by
2Ente(tee
λte)2 + 2Eµ(tee
λte)2 logEpiee
(N+1)/2 .
N has exponential distribution with mean 1/ log 2, so this is bounded by C18Cλ independently of e.
Returning to (4.15), note that by Lemma 3.1, if te < Dz,e then e is in Geo(z, z + x). So applying
the bound on Epie [LzN ], we obtain for some C19
∑
e,j
Epi (∆e,jG)
2 ≤ C19Cλ
#Bm
∑
z∈Bm
∑
e
E
[
(1− log F (te))H21{I≤te<Dz,e}
]
≤ λ2C19Cλ
#Bm
∑
z∈Bm
E

e2λFm ∑
e∈Geo(z,z+x)
(1− logF (te))

 .
4.3 Derivative bound: negative exponential
Theorem 4.6. Assume (1.4). For some C20 > 0, C
′
λ = Eµe
2λte and all λ ≤ 0,
∑
e,j
Epi (∆e,jG)
2 ≤ λ2 C20
C ′λ#Bm
∑
z∈Bm
E

e2λFm ∑
e∈Geo(z,z+x)
(1− log F (te))

 for all x ∈ Zd .
Proof. Write Eec for expectation relative to
∏
f 6=e πf and for any i ≥ 1, let πe,≥i be the measure∏
k≥i πe,k. Further, for j ≥ 1 write
ωB = (ωec , ωe,<j, ωe,j, ωe,>j) ,
where ωec is the configuration ωB projected on the coordinates (ωf,k : f 6= e, k ≥ 1), ωe,<j is ωB
projected on the coordinates (ωe,k : k < j) and ωe,>j is ωB projected on the coordinates (ωe,k : k > j).
Then
Epi (∆e,jG)
2 = EecEpie,1 · · ·Epie,j−1
[
Epie,≥j (∆e,jG)
2
]
= Eec

 1
2j−1
∑
σ∈{0,1}j−1
[
Epie,≥j (∆e,jG(ωec , σ, ωe,j, ωe,>j))
2
] , (4.16)
and the innermost term is
Epie,≥j (G(ωec , σ, 1, ωe,>j)−G(ωec , σ, 0, ωe,>j))2 . (4.17)
Applying the mean value theorem, we get an upper bound of
H2(ωec ,~0) Epie,≥j(Fm(ωec , σ, 1, ωe,>j)− Fm(ωec , σ, 0, ωe,>j))2 ,
19
where ~0 is the infinite sequence (0, 0, . . .). Convexity of x 7→ x2 gives the bound
1
#Bm
∑
z∈Bm
H2(ωec ,~0) Epie,≥j(∆e,jTz(ωec , σ, ωe,j, ωe,>j))
2 .
Therefore
∞∑
j=1
Epi(∆e,jG)
2 ≤ 1
#Bm
∑
z∈Bm
Eec

H2(ωec ,~0) ∞∑
j=1
1
2j−1

 ∑
σ∈{0,1}j−1
Epie,≥j(∆e,jTz(ωec , σ, ωe,j, ωe,>j))
2




=
1
#Bm
∑
z∈Bm
Eec

H2(ωec ,~0) ∞∑
j=1
Epie(∆e,jTz)
2

 .
We have now isolated the term from [10, (6.23)]; there it is proved under (1.4) that
∞∑
j=1
Epie(∆e,jTz)
2 ≤ C21F (D−z,e)(1− log F (D−z,e))1{I<Dz,e} .
Thus we obtain
∞∑
j=1
Epi(∆e,jG)
2 ≤ C21
#Bm
∑
z∈Bm
Eec
[
H2(ωec ,~0) F (D
−
z,e)(1 − logF (D−z,e))1{I<Dz,e}
]
. (4.18)
Use the bound
H2 ≥ λ2e2λtee2λFm(tec ,I) ,
which implies H2(ωec ,~0) ≤ EpieH
2
Eµe2λte
. Using the identity (4.14), this gives an upper bound for the right
side of (4.18) when λ ≤ 0:
C21
Eµe2λte#Bm
∑
z∈Bm
Eec
[[
EpieH
2
] [∫
(1− logF (te))1[I,Dz,e)(te) dµ(te)
]]
.
Since λ ≤ 0, H2 = λ2e2λFm is decreasing in the variable te. However (1− logF (te))1[I,Dz,e)(te) is also
decreasing in te. Therefore the Chebyshev association inequality gives an upper bound of
C21
Eµe2λte#Bm
∑
z∈Bm
EH2(1− log F (te))1{e∈Geo(z,z+x)} .
Summing over edges e,
∑
e,j
Epi(∆e,jG)
2 ≤ λ2 C21
Ee2λte#Bm
∑
z∈Bm
E

e2λFm ∑
e∈Geo(z,z+x)
(1− logF (te))

 .
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5 Control by lattice animals
The next step is to use the theory of greedy lattice animals to decouple and control the terms in the
expectation of Theorem 4.1. Specifically we will show
Theorem 5.1. Assume (1.3) with λ ∈ [0, α/2) or (1.4) with λ ≤ 0. For some C22 > 0,
∞∑
k=1
Ent(V 2k ) ≤ λ2C22Cλ
[
Ent(e2λFm) + (1 + EFm)Ee
2λFm
]
for all x ∈ Zd ,
where Cλ is from Theorem 4.1.
The theorem follows from inequalities (5.4) and (5.8), which we now set out to prove. We begin
by generating a new set of “lattice animal weights” from a given realization (te); set
we := 1− log(F (te)) for all e ∈ Ed .
Proposition 5.2. The collection (we) is i.i.d. with
E
(
ewe/2
)
<∞ .
Proof. If u ∈ (0, 1) we define F−1(u) = inf{x : F (x) ≥ u}, so that F−1(u) ≤ x if and only if
u ≤ F (x). In particular, u ≤ F (F−1(u)) for all u. If U is uniformly distributed on (0, 1) then F−1(U)
is distributed like te, so if r ≥ 1,
P(we ≥ r) = P(F (F−1(U)) ≤ e1−r) ≤ P(U ≤ e1−r) = e1−r .
This implies Eeλwe <∞ for all λ < 1.
For a realization of (te), consider the edge greedy lattice animal problem. For a connected subset
of edges γ ⊆ Ed, define N(γ) =∑e∈γ we, and define the random variable
Nn := max
γ:#γ=n
0∈γ
N(γ)
(here the notation 0 ∈ γ means that 0 is an endpoint of some edge in γ).
Proposition 5.3. For each κ > 0, there exists β > 0 such that
sup
n>0
logEeβNn
n
≤ κ .
Proof. Recall
{Nn > βn} =
⋃
γ:#γ=n
{N(γ) > βn} ,
21
where the union is over all lattice animals of size n containing the origin. Now, there exists a constant
C23 such that the number of such lattice animals is bounded by e
C23n. Therefore, letting (wi) be a
sequence of i.i.d. random variables distributed as we,
P (Nn > βn) ≤ eC23n P
(
n∑
i=1
wi > βn
)
≤ eC23n−βn/2Ee
∑n
i=1 wi/2
= e
C23n−βn/2
[
Eewe/2
]n
.
In particular, for all β greater than some β0,
P (Nn > βn) ≤ e−βn/4 .
Now, for all λ ∈ [0, 1/8) and for each n ≥ 1,
EeλNn = λ
∫ ∞
0
eλxP (Nn ≥ x) dx ≤ eβ0n + λ
∫ ∞
β0n/λ
eλxP (Nn ≥ x) dx
≤ eβ0n + n
∫ ∞
β0
e−ΞndΞ
≤ eβ1n
for some β1 <∞. Now, since EeλNn/2 ≤
(
EeλNn
)1/2
, the proof is complete.
We now consider the first-passage model on Zd. For any x ∈ Zd, x 6= 0, let
Yx :=
∑
e∈Geo(0,x)
we ;
when we need to allow the starting point to vary as well, write
Yz,x :=
∑
e∈Geo(z,z+x)
we .
5.1 The case λ ≥ 0
In this section, we consider the case of upper exponential concentration. For the remainder of this
section, assume (1.3) and let λ ∈ [0, α/2).
Rephrase the bound from Theorem 4.1:
∞∑
k=1
Ent(V 2k ) ≤ λ2
C16Cλ
#Bm
∑
z∈Bm
E
[
e2λFmYz,x
]
. (5.1)
Applying Proposition 2.6 to the expectation on the right-hand side of (5.1) and the fact that Yx = Yz,x
in distribution yields a bound for some C24 > 0 such that the expectation below exists:
E
[
e2λFmYz,x
]
≤ C−124Ent(e
2λFm) + C−124E
[
e2λFm
]
logEe
C24Yx . (5.2)
We focus our efforts on a bound for the second term of (5.2).
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Proposition 5.4. Assuming (1.3), there exists C24 > 0 such that
sup
x 6=0
logEe
C24Yx
‖x‖1 <∞ .
Proof. Recall that G(0, x) is the maximal number of edges in a geodesic from 0 to x. Then for
constants ι1, ι2 > 0,
P(Yx ≥ ι1‖x‖1) ≤ P(G(0, x) ≥ ι2‖x‖1) + P(Nι2‖x‖1 ≥ ι1‖x‖1) . (5.3)
Therefore
Ee
C24Yx = 1 +
∫ ∞
0
C24e
C24yP(Yx ≥ y) dy
can be bounded using (5.3), Proposition 5.3 and (1.12).
So under (1.3) with λ ∈ [0, α/2), we return to (5.2) and find for some C25 > 0,
∞∑
k=1
Ent(V 2k ) ≤ λ2
C25Cλ
#Bm
∑
z∈Bm
[
Ent(e2λFm) + Ee2λFm
]
= λ2C25Cλ
[
Ent(e2λFm) + Ee2λFm
]
for all x ∈ Zd . (5.4)
5.2 The case λ ≤ 0
When λ ≤ 0, the problem is again to bound above the term
1
#Bm
∑
z∈Bm
E
[
e2λFmYz,x
]
. (5.5)
We will break this up differently from before, now using a variant of the idea from [11]. Let C26 > 0
be arbitrary (to be fixed later, independent of x). Then
Ee2λFmYz,x ≤ C26E
[
e2λFmTz
]
+ E
[
e2λFm Yz,x1{Yz,x>C26Tz}
]
≤ C26E
[
e2λFm
]
ETz + E
[
e2λFmZz,x
]
, (5.6)
where we have used the Harris-FKG inequality on the first term (since λ ≤ 0, e2λFm is a decreasing
function of (te) whereas Tz is increasing) and have defined the new variable
Zz,x := Yz,x1{Yz,x>C26Tz}
.
We will bound P(Zz,x ≥ n) in what follows. Analogously to the proof of Proposition 1.4, define,
for C27 > 0,
A′n := {∃ a self-avoiding γ from z to z + x with N(γ) ≥ n but T (γ) < C27N(γ)} .
Our first task is to control P(A′n).
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Lemma 5.5. There exist C27, C28 > 0 such that P(A
′
n) ≤ e−C28n for all n ≥ 1.
Proof. By translation invariance we can consider z = 0. The content of Proposition 5.3 is that there
exist constants C29, C30 > 0 such that
P (∃ a self-avoiding γ from 0 with #γ = n such that N(γ) > C29n) ≤ e−C30n, n ≥ 1 .
Summing this over n gives C31 <∞ such that
P (∃ a self-avoiding γ from 0 such that #γ > n and N(γ) > C29#γ) ≤ e−C31n. (5.7)
Further, given C32 > 0,
P (∃ a self-avoiding γ from 0 with #γ ≤ C32n but N(γ) ≥ n) ≤
C32n∑
k=1
P(Nk ≥ n) .
If we choose β in Proposition 5.3 for κ = 2, then for some C33, C34 > 0, this is bounded by
e−βn
C32n∑
k=1
EeβNk ≤ e−βn
C32n∑
k=1
e2k = e−βn
e
2(C32n+1) − e2
e2 − 1 ≤ C33e
−C34n ,
if C32 is small enough. Combining this with (5.7),
P(A′n) ≤ C33e−C34n + e−C31⌊C32n⌋
+ P(∃ a self-avoiding γ from 0 with #γ > C32n but T (γ) < C27C29#γ) .
By (1.8), for small C27, the last probability is bounded by e
−C35n. Therefore P(A′n) ≤ e−C36n.
From Lemma 5.5, we can decompose
P (Zz,x ≥ n) ≤ P
(
Zz,x ≥ n, (A′n)c
)
+ P(A′n)
≤ P (Zz,x ≥ n, (A′n)c)+ e−C28n.
Consider some outcome in (A′n)
c such that Zz,x ≥ n > 0. For this outcome, we must have
C26Tz < Yz,x ≤
1
C27
Tz ,
a contradiction for C26 > C
−1
27. This implies that independent of x, z and n, there exists C26 such
that
P (Zz,x ≥ n) ≤ e−C28n
and, in particular,
sup
x 6=0
sup
z∈Bm
EeδZz,x <∞ for δ = C28/2 .
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Now, to bound the second term of (5.6) we apply Proposition 2.6 using our bound on Zz,x. Namely,
we obtain for some C37
Ee2λFmZz,x ≤ δ−1
[
Ent(e2λFm) + Ee2λFm logEeδZz,x
]
≤ C37
[
Ent(e2λFm) + Ee2λFm
]
,
implying
(5.5) ≤ C38
[
Ent(e2λFm) + (1 + ET (0, x))Ee2λFm
]
.
So we conclude that if λ ≤ 0 and we assume (1.4), then for some C39,
∞∑
k=1
Ent(V 2k ) ≤ λ2C39Cλ
[
Ent(e2λFm) + (1 + ET (0, x))Ee2λFm
]
for all x ∈ Zd . (5.8)
6 Proof of Theorem 2.3
First we must complete the upper bound for
∑∞
k=1Ent(V
2
k ). What we have shown so far is (Theo-
rem 5.1) that under (1.3) with λ ∈ [0, α/2) or (1.4) with λ ≤ 0, setting Cλ as in Theorem 4.1,
∞∑
k=1
Ent(V 2k ) ≤ λ2C22Cλ
[
Ent(e2λFm) + (1 + EFm)Ee
2λFm
]
for all x ∈ Zd .
This is close to the bound we would like, except there is an entropy term on the right. To bound this
in terms of the moment generating function, we must use some techniques from Boucheron-Lugosi-
Massart, similarly to what was done in Bena¨ım-Rossignol (below (15) in [6, Corollary 4.3]). Because
these arguments lead us a bit astray, we place them in the appendix. By Theorem A.2 under (1.3),
we can transform the upper bound into, for some C40, C41 > 0,
∞∑
k=1
Ent(V 2k ) ≤ λ2C41Cλ (‖x‖1 + 1 + EFm)Ee2λFm for x ∈ Zd and 0 ≤ λ ≤ C40 .
Using EFm ≤ C42‖x‖1, we obtain
∞∑
k=1
Ent(V 2k ) ≤ λ2C43Cλ‖x‖1Ee2λFm for x ∈ Zd and 0 ≤ λ ≤ C40 under (1.3) .
On the other hand, when we assume (1.4), Theorem A.3 gives the upper bound (with C44 from
that theorem)
∞∑
k=1
Ent(V 2k ) ≤ λ2C45Cλ(1 + ‖x‖1 + EFm)Ee2λFm for − C44/2 ≤ λ ≤ 0 ,
which again implies
∞∑
k=1
Ent(V 2k ) ≤ λ2C46Cλ‖x‖1Ee2λFm for − C44/2 ≤ λ ≤ 0 under (1.4) .
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If we further restrict the range of λ we can bound Cλ using assumptions (1.4) and (1.3) and find for
some C47 > 0,
∞∑
k=1
Ent(V 2k ) ≤ λ2C47‖x‖1Ee2λFm , x ∈ Zd , (6.1)
where −C48 ≤ λ ≤ 0 under (1.4) and 0 ≤ λ ≤ C48 under (1.3).
We can finally place this bound back in the Falik-Samorodnitsky inequality (2.9) along with the
bound on influences from Proposition 3.3. We then obtain
Var eλFm ≤

log Var eλFm
C12λ
2‖x‖
2+ζ(1−d)
2
1 Ee
2λFm


−1
λ2C47‖x‖1Ee2λFm , x ∈ Zd . (6.2)
Again, this holds for −C49 ≤ λ ≤ 0 under (1.4) and 0 ≤ λ ≤ C49 under (1.3). (Here we have used
that C49 can be slightly lowered to ensure that the term E((1 + e
λte)te)
2 is bounded by a constant
under either assumption.)
From (6.2) we are almost done with the proof of Theorem 2.3. For any d ≥ 2, 2+ζ(1−d)2 ≤ 2−ζ2 , and
so for every λ either we have
Var eλFm ≤ C12λ2‖x‖
4−ζ
4
1 Ee
2λFm , (6.3)
in which case we have inequalities (2.2) and (2.3) for ‖x‖1 > 1 (with a possibly different constant, and
replacing λ with 2λ), or the opposite inequality holds, in which case
Var eλFm
C12λ
2‖x‖
2+ζ(1−d)
2
1 Ee
2λFm
≥ ‖x‖
ζ
4
1 .
Therefore when (6.3) fails,
Var eλFm ≤ λ2C47
‖x‖1
ζ
4 log ‖x‖1
Ee2λFm ,
implying (2.2) and (2.3) again. This completes the proof of Theorem 2.3.
To recap, Lemma 2.2 shows that Theorem 2.3 suffices to prove exponential concentration for Fm
(Theorem 2.1). Last, Theorem 1.1 follows from Theorem 2.1 by the arguments in Section 2.1.
A Preliminary entropy bounds
In this appendix, we use ideas from the entropy method and from [11] to show bounds for the entropy
of eλFm . At the end we explain how these give a simple proof of Talagrand’s inequality.
A.1 Log Sobolev inequality
We will use the “symmetrized log Sobolev inequality” of Boucheron-Lugosi-Massart [5, Theorem 6.15].
Theorem A.1. Let X be a random variable and let X ′ be an independent copy. Then for λ ∈ R,
Ent eλX ≤ E
[
eλXq(λ(X ′ −X)+)
]
(A.1)
where q(x) = x(ex − 1).
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A.2 Application to Fm
A.2.1 Positive exponential
Theorem A.2. Assuming (1.3), there exist C50, C51 > 0 such that
Ent eλFm ≤ C50λ2‖x‖1EeλFm for all x ∈ Zd and λ ∈ [0, C51] .
Proof. By tensorization of entropy (Proposition 2.7),
Ent eλFm ≤
∞∑
k=1
EEntek e
λFm , for λ ∈ [0, α/2).
Introduce F
(k)
m as the variable Fm evaluated at the configuration in which tek is replaced by an
independent copy t′ek . Then we can apply (A.1) conditionally:
Ent eλFm ≤
∞∑
k=1
EEeke
λFmq(λ(F (k)m − Fm)+) ≤
∞∑
k=1
EEeke
λFmq
(
1
#Bm
∑
z∈Bm
λ(T (k)z − Tz)+
)
.
Convexity of q on [0,∞) gives the upper bound
1
#Bm
∑
z∈Bm
∞∑
k=1
EEeke
λFmq
(
λ(T (k)z − Tz)+
)
.
Lemma 3.1 implies that (T
(k)
z − Tz)+ ≤ t′ek1{ek∈Geo(z,z+x)} so we get the bound
1
#Bm
∑
z∈Bm
∞∑
k=1
EEeke
λFmq(λt′ek)1{ek∈Geo(z,z+x)} .
Integrate t′ek first and bring the sum inside the integral for
Eq(λte)
#Bm
∑
z∈Bm
E
[
eλFm#Geo(z, z + x)
]
.
Note that under (1.3), Eq(λte) <∞ for λ ∈ [0, 2α).
To deal with this product, use Proposition 2.6 with X = peλFm and Y = p−1#Geo(z, z+x), where
p > 0 is a parameter, to obtain
Ent eλFm ≤ Eq(λte)
#Bm
∑
z∈Bm
[
pEnt eλFm + pEeλFm logE exp
(
#Geo(z, z + x)
p
)]
.
Note that Eq(λte)
λ2
→ Et2e as λ ↓ 0, so for some λ′ ∈ [0, α/2), whenever λ ∈ [0, λ′],
Ent eλFm ≤ λ2 2Et
2
e
#Bm
∑
z∈Bm
[
pEnt eλFm + pEeλFm logE exp
(
#Geo(z, z + x)
p
)]
.
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By translation invariance, the expression inside the sum does not depend on z. So our bound is
Ent eλFm ≤ 2λ2Et2e
(
pEnt eλFm + pEeλFm logEe#Geo(0,x)/p
)
.
Choose p = α1 from (1.12) and set λ
′′ ∈ [0, λ′] such that if λ ∈ [0, λ′′] then 2λ2Et2ep ≤ 1/2. We obtain
the bound for some A1 > 0,
1
2
Ent eλFm + 2λ2Et2eA1‖x‖1EeλFm .
So
Ent eλFm ≤ 4λ2Et2eA1‖x‖1EeλFm .
A.2.2 Negative exponential
The bound given below is similar to the one derived in [11] for T instead of Fm.
Theorem A.3. Assume Et2e <∞. There exist C52, C44 > 0 such that
Ent eλFm ≤ C52λ2‖x‖1EeλFm for all x ∈ Zd and λ ∈ [−C44, 0] .
Proof. Again we use (A.1) with tensorization:
Ent eλFm ≤
∞∑
k=1
EEeke
λFmq(λ(F (k)m − Fm)+) ,
By the inequality q(x) ≤ x2 for x ≤ 0 we obtain the upper bound
λ2
∞∑
k=1
EEeke
λFm((F (k)m − Fm)+)2 .
By convexity of x 7→ (x+)2, this is bounded by
λ2
1
#Bm
∑
z∈Bm
∞∑
k=1
EEeke
λFm((T (k)z − Tz)+)2
and using Lemma 3.1, by
λ2
1
#Bm
∑
z∈Bm
∞∑
k=1
EEeke
λFm(t′ek1{ek∈Geo(z,z+x)})
2 .
Note that t′ek is independent of e
λFm1{ek∈Geo(z,z+x)}. So we integrate over t
′
ek
first to get
λ2Et2e
1
#Bm
∑
z∈Bm
EeλFm#Geo(z, z + x) . (A.2)
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To complete the proof, take a from Proposition 1.4 and upper bound the expectation as
(1/a)EeλFmTz + Ee
λFm#Geo(z, z + x)1{a#Geo(z,z+x)>Tz} . (A.3)
The variable eλFm is decreasing as a function of the edge-weights (since λ ≤ 0) whereas Tz is increasing.
So apply the Harris-FKG inequality to the first term for an upper bound of
(1/a)EeλFmETz = (1/a)Ee
λFmET (0, x) .
For the second term call Y = #Geo(z, z + x)1{a#Geo(z,z+x)>Tz} and use Proposition 2.6. Taking
δ = C2/2 from Proposition 1.4, we have Ee
δY ≤ EeδYx < C53 for some C53 and so
EeλFmY ≤ δ−1Ent eλFm + δ−1C53EeλFm .
Returning to (A.2), we obtain
Ent eλFm ≤ λ2Et2e
[
(1/a)EeλFmET (0, x) + δ−1Ent eλFm + δ−1C53Ee
λFm
]
.
Now restrict to λ ≤ 0 such that − (2Et2eδ−1)−1/2 ≤ λ to obtain
(1/2)Ent eλFm ≤ λ2Et2e
[
(1/a)EeλFmET (0, x) + δ−1C53Ee
λFm
]
.
Last, we bound ET (0, x) ≤ C54‖x‖1 to get
Ent eλFm ≤ λ2C55‖x‖1EeλFm for x ∈ Zd, − (2Et2eδ−1)−1/2 ≤ λ ≤ 0 .
A.3 Gaussian concentration for Fm
As a result of the above entropy bounds, we have the following concentration inequality for Fm.
Corollary A.4. Assuming (1.3), there exist positive C56 and C57 such that for all x ∈ Zd,
P(Fm − EFm ≥ λ
√
‖x‖1) ≤ e−C56λ
2
for λ ∈ [0, C57
√
‖x‖1] .
Assuming Et2e <∞, there exists C58 > 0 such that for all x ∈ Zd,
P(Fm − EFm ≤ −λ
√
‖x‖1) ≤ e−C58λ
2
for λ ≥ 0 .
Proof. This is a standard application of the Herbst argument. An entropy bound of the type Ent eλX ≤
Cλ2EeλX is rewritten as ddλ
logEeλ(X−EX)
λ ≤ C. By integrating and using Theorems A.2 and A.3, we
obtain
under (1.3), logEeλ(Fm−EFm) ≤ C50λ2‖x‖1 for λ ∈ [0, C51]
and
under Et2e <∞, logEeλ(Fm−EFm) ≤ C52λ2‖x‖1 for λ ∈ [−C44, 0] .
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Markov’s inequality then implies the upper tail inequality. For the lower tail inequality, Markov only
gives
P(Fm − EFm ≤ −λ
√
‖x‖1) ≤ e−C58λ
2
for λ ∈ [0, C59
√
‖x‖1] .
However, noting that for B = supx 6=0 ET (0, x)/‖x‖1, one has P(T (0, x) − ET (0, x) ≤ −B‖x‖1) = 0,
we can decrease C58 to deduce the lower tail inequality for all λ ≥ 0.
By bounding the error |T (0, x) − Fm| as in Section 2.1, we obtain a simple proof of Talagrand’s
inequality [23, Eq. (1.15)]:
Corollary A.5. Assuming (1.3), there exist positive C60 and C61 such that for all x ∈ Zd,
P(T (0, x)− ET (0, x) ≥ λ
√
‖x‖1) ≤ e−C60λ
2
for λ ∈ [0, C61
√
‖x‖1] .
Assuming Et2e <∞, there exists C62 > 0 such that for all x ∈ Zd,
P(T (0, x) − ET (0, x) ≤ −λ
√
‖x‖1) ≤ e−C62λ
2
for λ ≥ 0 .
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