Approach to Recognizing Chinese Nominal Metaphor Based on Online-Encyclopedia by 冯帅 et al.
计 算 机 系 统 应 用                        http://www.c-s-a.org.cn                     2013 年 第 22卷 第 10 期 
 8 专论·综述 Special Issue
基于百科资源的名词性隐喻识别① 
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摘 要: 针对现有隐喻计算知识库的广度和深度不足问题, 提出了引入了网络百科资源作为隐喻识别的世界知
识库的方法. 利用信息检索技术, 从概念对应的百科页面中获取概念的背景世界知识, 计算两个概念的世界知识
的重合程度, 作为判断它们是否属于同一个概念域的依据, 进行隐喻的识别. 实验结果表明在使用百度百科作为
世界知识库时, 隐喻/常规表达的识别正确率达到 81.06%, 算法的有效性得到证明.  
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Abstract: Aim at the low coverage of current hand-coded knowledge base used in the metaphor recognition, a Chinese 
nominal metaphor recognition method based on exploiting the online encyclopedia resource is proposed. A noun is 
represented as a page in the encyclopedia. Capture the world knowledge from the page of encyclopedia, calculates the 
relatedness between the pages of the two nouns in the nominal reference by applying information retrieval methods. The 
relatedness determines the reference is metaphorical or not. The experimental results shows that the accuracy of 
metaphorical/normal references recognition can reach 81.06% by using BaiduBaike. It supports the validity, efficiency 
of this method. 














是喻体, 而“红润”是从隐喻中推理出来的喻底.  
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了进一步细分, 可以处理隐喻, 转喻, 字面义, 反常表
达等. 然而, MET*是基于手工构造的知识库, 在知识
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文献[4]利用WordNet中名词概念的上下位关系和
词语的二元模型来判断隐喻. 对于“X is Y”类型的隐
喻, 使用 WordNet 中名词的上下位关系来判断, 如果















径, 无法正确识别出隐喻.  
近年语义计算的研究开始转向使用网络百科资源. 
WikiRelate 算法[7]将一些在 WordNet 上具有代表性的
方法都在Wikipedia上重新实现, 而WPNRelate算法[8]
利用 Wikipedia 中出链入链和类别网信息来计算语义
相似度, 实验结果表明优于大多数基于 WordNet 的算
法. 文献[9]将 PageRank 和模式匹配等算法应用于百





































图 1 构成概念的世界知识和知识重合示意图 
 
如图 1 所示, 红色大圆部分是两个不同的概念, 
而红色小圆点为构成概念的世界知识, 蓝线是世界知













使用上 , 经历了从手工构造概念映射库 (Master 
Metaphor List, ATT-meta 等), 到手工构造的语义网知
识库(WordNet, HowNet, 同义词词典, CCD等)的过程. 
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手工知识库可以看作为世界知识的一个结构化和组织





































和链接相关度根据共有知识算法计算. 图 2 为从抽取
文本释义和链接释义计算知识共有程度的示意图. 共











图 2 释义文本和释义链接抽取重合示意图 
 
同的概念域中 , 构成隐喻表达 . 参考机器学习中


















     (1) 
 和  分别是文本相关度 textRelateness 和链接相关度
















父类, 或者祖先类时, 类别相关度为 1, 否则类别相关
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3.6 基于百科文本的相关度计算 
百科中的每个文章都只阐述一个概念, 在文本处理









N维的空间, 将概念 X对应的释义文本表示为这个 N
维空间中的一个向量 1 2,, , NT t t t  . 其中元素 ti表
示的百科中的第 i 个词语 wi对概念 X 作出定义的贡
献值:  
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       (3) 
ki为 wi在该释义文本中出现的次数,      表示的是
这个释义文本中的总词数. mi为百科中含有 wi的文档
数. tfi (term frequency, 词频)是 wi在该释义文本出现
的频率; idfi (inverse document frequency, 逆向文件频
率)是 wi 在百科总文档中的普遍重要性. 某一页面内
的高频率词语, 以及该词语在整个百科文档集合中
的低文档频率, 可以产生出高 TF-IDF 值, 表明该词
语对于这个页面具有高重要性 . 因此 , 有如下的
textRelateness 算法:  
1. 当得到被指称者A和指称者B所命中的百科页
面, 利用分词工具分词和剔除停用词后, 求出他们各






































从概念 X所命中页面中获取到链接后, 链接较少, 
为了避免数据稀疏, 通过 BFS(breadth-first search, 广
度优先搜索) 算法来生成以 X 所为根(第 1 层)的一棵
树, 其中离根越近的节点与X的相关性越大. BFS算法
以一个根节点开始, 访问节点的所有邻居(出链), 然后
对于每一个邻居, 以其为根节点进行 BFS. 根据节点
所在的层次高度赋予权值, 表示节点与 X的相关程度. 
出于时间复杂度考虑, 仅考虑树高 3层的情况.  
假设百科共有 M个页面. X可以表示为一个M维
的向量 1 2, , , ML l l l  , il 为页面 ip 对 X的贡献值:  
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次数. mi 为百科中包含 ip 链接的页面的数目(入链), 
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/ 2 jij jc 
 表示的是
ip 这个节点在这棵生成树上出
现的频次; lg( / )iM m 表示的是 ip 对于整个百科的普
遍性, mi越大, 则普遍性越高, 对于 X 的重要性越低. 
ip 在这棵树上出现的越多, 离 X 越近, 在整个百科中
出现的次数越少, 对 X的贡献值越高.  
因此有如下的 linkRelateness 算法:  
1. 当得到被指称者A和指称者B所命中的百科文
档后, 利用 BFS算法获取各自的链接树;  
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样本库. 库中的条目被整理成“A 是 B”的形式, A与B
都是实名词而不是指代(含有指代的表达应该进行指
代消解). 每个条目含有“中文隐喻句可接受度”(简称
隐喻可接受度), 是一个由 15 个人所作出评价的平均
值, 取值范围为[1, 5], 其中 1表示这个句子“很难被接












人做出评判后的平均值. 评测值的范围是[0, 10], 0表
示的是这对词语“毫不相关”, 10 表示的是这对词语是
“同义词”. 同样, 只选用评测值在 5.33 以上的条目作




















接相关度 ( , )linkRelateness A B .  
⑤ 隐喻的判断 
获取 ( , )textRelateness A B 与 ( , )linkRelateness A B 后, 利用
3.4节进行名词性隐喻的判断. 只有当 ( , )textRelateness A B
小于 且 ( , )linkRelateness A B 小于  时, 表达被判定为名
词性隐喻, 否则为常规表达. 算法结束.  
5.2 结果分析 
4.2节中的隐喻测试集中, 扣除了在百度百科中未
登录名词后, 共计有 153 例; 在常规表达测试集中随
机选取 153 条指称者和被指称者在百科中均有登陆的




















表 1 为在使用百度百科作为知识库 0.4  , 
0.3  的情况下, 名词性隐喻识别的结果. 结果显示
本算法能够有效识别隐喻与非隐喻, 语义关联可以作
为隐喻判定的一个标准.  
表 1 使用百度百科作为知识库, 0.4  , 0.3  的
情况下, 名词性隐喻识别的结果 









表 2和表 3是部分隐喻/常规表达的识别结果, 两个
表 中 均 未 列 出 categoryRelateness 的 结 果 , 因 为
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景知识, 对常规表达的识别非常重要.  
表 2 部分隐喻表达的识别结果 
A B textRelateness  linkRelateness  识别结果
顾客 上帝 0.015890 0.085614 隐喻 
兄弟 手足 0.131824 0.190000 隐喻 
医生 屠夫 0.021313 0.032751 隐喻 
老师 蜡烛 0.028928 0.243685 隐喻 
江山 图画 0.129772 0.296052 隐喻 
商人 狐狸 0.024314 0.208247 隐喻 
灾难 噩梦 0.069515 0.000000 隐喻 
交通 血脉 0.023884 0.216912 隐喻 
质量 生命 0.154064 0.456341 常规 
汉奸 走狗 0.632706 0.174449 常规 
表 3 部分常规表达的识别结果 
A B textRelateness linkRelateness  识别结果
李白 诗 0.206134 0.654080 常规 
发动机 汽车 0.336212 0.681899 常规 
演唱会 歌手 0.051763 0.441589 常规 
环境 生态 0.261340 0.437551 常规 
义务 权利 0.486027 0.636053 常规 
奥运会 北京 0.061678 0.625668 常规 
行星 地球 0.293114 0.784055 常规 
图片 照片 0.180090 0.338446 常规 
计算机 实验室 0.080480 0.083449 隐喻 
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