Abstract. We study some aspects of modular generalized Springer theory for a complex reductive group G with coefficients in a field k under the assumption that the characteristic ℓ of k is rather good for G, i.e., ℓ is good and does not divide the order of the component group of the centre of G. We prove a comparison theorem relating the characteristic-ℓ generalized Springer correspondence to the characteristic-0 version. We also consider Mautner's characteristic-ℓ 'cleanness conjecture'; we prove it in some cases; and we deduce several consequences, including a classification of supercuspidal sheaves and an orthogonal decomposition of the equivariant derived category of the nilpotent cone.
1. Introduction 1.1. Modular generalized Springer correspondence. Let G be a connected complex reductive group. Let Z(G) denote its centre, and let Z(G)
• ⊂ Z(G) be the identity component. A prime number ℓ is said to be rather good for G if it is good for G and does not divide the order of the finite group Z(G)/Z(G)
• . In this paper, which follows the series [AHJR2, AHJR3, AHJR4] on the modular generalized Springer correspondence, we consider G-equivariant constructible sheaves on the nilpotent cone N G of G with coefficients in a field k of rather good characteristic. We will study not only the category of G-equivariant perverse sheaves Perv G (N G , k), as in [AHJR2, AHJR3, AHJR4] , but also the G-equivariant bounded derived category D b G (N G , k). The main idea is that in rather good characteristic, it is possible to make meaningful comparisons with characteristic-0 generalized Springer theory, a subject that has been extensively studied for over thirty years since the work of Lusztig [Lu1] . (In contrast, many of the statements in this paper are meaningless or false when the characteristic is not rather good. ) Let us briefly review the statement of the modular generalized Springer correspondence. Let k be a field of any characteristic that is 'big enough' in the sense of (2.1) below. (Algebraically closed fields are always big enough.) Let N G,k be the set of pairs (O, E) where O ⊂ N G is a nilpotent orbit and E is an irreducible G-equivariant k-local system on O (up to isomorphism). Recall that (O, E) is said to be cuspidal if the corresponding simple perverse sheaf IC(O, E) does not occur as a quotient of any perverse sheaf induced from a proper Levi subgroup. According to [AHJR4, Theorem 1.1] , if L is a system of representatives for the G-conjugacy classes of Levi subgroups of G, there is a partition
into subsets called induction series. Moreover, for each induction series, there is a natural bijection
1.2. ℓ-cuspidal pairs and induction ℓ-series. The observation that gets us started is that when the characteristic ℓ of k is rather good for G, there is a canonical bijection (see §2.3)
Thus, the left-hand side of (1.1) is 'independent of k'. In the introduction, for brevity, we will identify the two sides of (1.3), and simply write N G . The set of cuspidal pairs only depends on ℓ; therefore we call the (1) If ℓ is rather good for G, it is rather good for every Levi subgroup of G.
(2) If ℓ does not divide |W |, then it is rather good for G. (3) If G is quasi-simple and not of type A, then ℓ is rather good for G if and only if it is good for G.

2.2.
Cuspidal and supercuspidal data. Recall that for a parabolic subgroup P ⊂ G with Levi factor L, we have an induction functor [AHJR2, §2.1]
A pair (O, E) ∈ N G,k is said to be cuspidal (resp. supercuspidal ) if the simple perverse sheaf IC(O, E) does not occur as a quotient (resp. composition factor) of any induced perverse sheaf I G L⊂P (F ) with L G. The set of cuspidal, resp. supercuspidal, pairs in N G,k is denoted
. N s-cusp G,k . Obviously, every supercuspidal pair is cuspidal.
A cuspidal datum (resp. supercuspidal datum) is a triple (L, O L , E L ), where L ⊂ G is a Levi subgroup, and (O L , E L ) belongs to N cusp L,k (resp. N s-cusp L,k ). Let M G,k denote the set of G-orbits of cuspidal data. Let M sup G,k ⊂ M G,k be the subset consisting of G-orbits of supercuspidal data. In a minor abuse of language, we will often call elements of M G,k 'cuspidal data', omitting any mention of the G-action.
Recall that the induction series associated to a cuspidal datum (L, O L , E L ) is the set
Here P is a parabolic subgroup of G with Levi factor L; the set N (L,OL,EL) G,k does not depend on the choice of P (see [AHJR3, §2.2] ), and depends only on the G-conjugacy class of (
is a supercuspidal datum, we define the corresponding induction superseries to be the set
Here again P is a parabolic subgroup of G with Levi factor L; it follows from Lemma 2.3 below (and [AHJR3, §2.2] again) that the set N super-(L,OL,EL) G,k does not depend on the choice of P , and depends only on the Gconjugacy class of (L, O L , E L ).
With characteristic-0 coefficients, the Decomposition Theorem implies that the induction fuctor I G L⊂P takes semisimple perverse sheaves to semisimple perverse sheaves, so in that case, the notions of 'cuspidal' and 'supercuspidal' coincide, as do the notions of 'induction series' and 'induction superseries.' These properties no longer hold in positive characteristic; see [AHJR2, Remark 3.2] .
2.3. 0-cuspidal pairs and 0-series. By Lemma 2.1(1), if ℓ is rather good, then there is a canonical bijection Irr(k[A G (x)]) ∼ = Irr(K[A G (x)]) for each x ∈ N G , and hence a canonical bijection
of which we saw an incarnation in (1.3). (Although it was convenient in the introduction to identify the two sides of (1.3), the proofs in this paper are clearer when we retain the distinction.) Furthermore, because K satisfies (2.1), Lusztig's results [Lu1] on the generalized Springer correspondence with coefficients in Q ℓ hold over K as well. We will freely make use of this observation throughout the paper. By Lemma 2.2(1), there are also similar bijections
for any Levi subgroup L ⊂ G. A pair (O, E) ∈ N G,k is 0-cuspidal if it lies in θ G (N cusp G,K ). The set of 0-cuspidal pairs is denoted by
In other words, an induction 0-series is simply the image under (2.2) of a characteristic-0 induction series.
Finally, the notion of 0-cuspidal pairs gives rise to another kind of series, but in
A set of this form is called a 0-series of cuspidal data. It is manifestly a subset of M G,k .
Proof. We begin with the second inclusion. Let (O, E) 
On the other hand, suppose that (O, E) ∈ N G,k is not 0-cuspidal. As above, let E K be the equivariant
Since induction commutes with modular reduction (see [AHJR2, Remark 2.23] ), IC(O, E) occurs as a composition factor in the perverse sheaf
In [AHJR4, Theorem 1.5] we classified cuspidal pairs in good characteristic. As an immediate consequence of this classification, we have the following result in our current setting of rather good characteristic:
Proposition 2.4. If G is semisimple and simply connected, then every cuspidal pair is
Of course, the property of being semisimple and simply connected is not inherited by Levi subgroups, so we cannot conclude that M 0 G,k = M G,k for such G (and indeed this is false in general).
2.4.
A 'reduction lemma'. The following lemma will be used below to reduce the proof of some statements to the case where G is semisimple of type A, or simply connected and quasi-simple not of type A. (Here and throughout this section, a 'semisimple group of type A' means a semisimple group whose root system is a product of root systems of type A.) Lemma 2.5. Given a reductive group G, there exists a semisimple group G ′ with the following properties: 
and there is a fully faithful functor
where
Proof. First we claim that, for any field k, the natural functor
, is equivalent to the full subcategory of the category Perv(N G , k) whose objects are the perverse sheaves F such that the pullbacks of F to G/Z(G)
• × N G , resp. to G × N G , under the morphisms given the action and the projection are isomorphic. Now, since the projection G×N G → G/Z(G)
• ×N G is smooth with connected fibres, the (shifted) pullback functor Perv(G/Z(G)
Using this claim, we can (and will) assume that G is semisimple. LetG be the universal cover of G, and let K 0 be the kernel ofG ։ G. Define a subgroup K ⊂ K 0 as follows: Here, (K 0 ) 2 ′ (resp. (K 0 ) 2 ′ ,3 ′ ) denotes the subgroup of K 0 consisting of elements of order coprime to 2 (resp. coprime to 2 and 3). Let G ′ =G/K. Also, letG 1 (resp. G ′ 2 ) be the product of all quasi-simple factors ofG of type A (resp. not of type A). Thus,G ∼ =G1 × G ′ 2 . Now, the centre of a quasi-simple group of type B, C, or D is a 2-group, and the center of a quasi-simple exceptional group may have order 1, 2, or 3. Therefore, the subgroup
this is a semisimple group of type A. Since G is a quotient of G ′ , there is a natural fully faithful functor
We now show that G and G ′ have the same set of rather good primes. IfG =G 1 , then G ′ = G and there is nothing to prove. IfG contains factors of type B, C, or D, but not of exceptional type, then G and G ′ have the same good primes, and Z(G) is a quotient of Z(G ′ ) by a 2-group. Thus, |Z(G)| and |Z(G ′ )| have the same odd prime divisors, so G and G ′ have the same rather good primes. Similar reasoning applies wheñ G has exceptional factors.
Finally, assume that ℓ is rather good for G and G ′ , and let
2.5. Central characters. As explained in Appendix A, for any pair (O, E) ∈ N G,k , the local system E determines a central character χ :
In a slight abuse of language (following [AHJR3, §5.1]), we will also refer to the composition Recall (see [AHJR2, Corollary 2.12] 
where T g is the Fourier-Sato transform and z G is the center of
is an involution, which is often the identity. (In fact, we don't know any example where
In particular this is the case under our assumption that ℓ is rather good.
Proof. As in [AHJR3, Corollary 6.6 ], the claim is a consequence of Proposition 2.6. 
) (where P ⊂ G is any parabolic subgroup with Levi factor L). Since IC(O, E) appears in the modular reduction of IC(O, E K ), this perverse sheaf is a composition factor of the perverse sheaf
, finishing the proof.
Finally, we will need the following result about the type-A case.
Proposition 2.9. Let G be a semisimple group of type A.
(
) denotes the Serre subcategory of Perv G (N G , k) generated by the simple objects
Proof. By our assumptions on ℓ and k, the k-characters of Z(G) are in natural bijection with the Q ℓ -characters of Z(G). Therefore, statements (1) and (2) are equivalent to their counterpart for the Q ℓ -generalized Springer correspondence. These counterparts are well known; see [Lu1, §10.3] . The decomposition in (3) then follows from Lemmas A. 2 and A.4. 3. The partial order on cuspidal data 3.1. Definition of the order. There is a natural partial order on the set M G,k , defined as follows: OL) , so that M and L are G-conjugate. Since, under our assumptions, these groups have at most one cuspidal pair with a given central character (see
The following alternative description of this order is due to Lusztig. (Note that has a different meaning in [Lu4] : it is a refinement of the opposite of the partial order denoted G here.)
and only if the following three conditions all hold:
(1) E L and E M have the same central character.
(This can also be deduced from the description of Y (L,OL) recalled in [AHJR2, §2.6] .) The opposite implication is certainly false in general; for example, it can happen that L and L ′ are G-conjugate but not M -conjugate. Nevertheless, we will see a partial converse in Corollary 3.6 below.
Induction series and the order
, is the Fourier-Sato transform on g with coefficients K, resp. O. Indeed, the first isomorphism follows from the compatibility of Fourier-Sato transform with extension of scalars (and the fact that
, and the second isomorphism follows from [AHJR3, Lemma 2.1] and Corollary 2.7.
From (3.2) we deduce, using [Ju, Proposition 2.8] , that the perverse sheaf OL) . Therefore, the same property holds for
In particular, we deduce that this perverse sheaf is supported on Y (L,OL) . Using again [AHJR3, Lemma 2.1] and Corollary 2.7 (now with coefficients k) it follows that 
Proof. If G is semisimple of type A, then Proposition 2.9(1) tells us that M 0 G,k,χ is a singleton, so the lemma is trivial in this case.
If G is quasi-simple, simply connected, and of exceptional type, then, from the classification in [Lu1, §15] , we see that M 0 G,k,χ contains one or two elements, and that when it contains two elements, one of them is of the form (G,
be the other 0-cuspidal datum with the same central character. In every case, the classification shows that O L is the regular nilpotent orbit in L, so the induced orbit Ind
and k is a nonnegative integer such that n ≥ k(k + 1)/2. So to prove the claim in this case, it suffices to show that if
According to [CM, Theorem 7.3.3] , the induced orbit Ind
which does indeed dominate the partition (2k 
and k is a nonnegative integer such that n ≥ k 2 . So to prove the claim in this case, it suffices to show that
which does indeed dominate the partition (2k
. For the case where χ is nontrivial, we must look at the pairs (L j , O j ) where
and j is a nonnegative integer such that n ≥ j(j + 1)/2. The argument in this case is entirely similar.
Now we revert to considering a general connected reductive group G.
and only if the following conditions both hold:
Proof. In view of Proposition 3.1, it suffices to show that for 0-cuspidal data, the two conditions above imply
As usual, we may reduce to the case where G is either semisimple of type A, or quasi-simple, simply connected, and not of type A. Then the claim follows from Lemma 3.4.
Proof. The 'only if' direction was discussed in (3.1). By Lemma 3.5, the 'if' direction reduces to the claim
Proof. Lemma 3.2 implies that there exists at least one
If G is semisimple of type A or quasi-simple, simply connected, and not of type A, then the existence of a unique maximal such 0-cuspidal datum follows from Lemma 3.4. We then deduce the result for general G using Lemma 2.5.
Comparing induction series with induction 0-series
In this section, we prove the first main result of the paper: that each induction 0-series is a union of induction series. 4.1. Disjointness of 0-series of cuspidal data. A step towards this result is the following lemma, which says that 0-series of cuspidal data (defined in (2. 3)) form a partition of the set of all cuspidal data.
Lemma 4.1. We have
Proof. It is immediate from the definitions that every cuspidal datum (M,
In other words, we have
4.2. Induction 0-series are unions of induction series.
where the uniqueness was shown in Corollary 3.7.
Proof. In view of Lemma 2.5, it suffices to consider the cases where G is either semisimple of type A, or else quasi-simple, simply connected, and not of type A. We introduce some notation for the sets appearing in the statement:
Thus, the theorem asserts that
By the generalized Springer correspondence (1.1) and Lemma 4.1 we have
so it suffices to show the inclusions
Suppose first that G is semisimple of type A. By Proposition 2.9(1), any two 0-cuspidal data are incomparable, so the disjoint unions in (4.5) each contain a single term, and (4.6) reduces to the desired (4.4).
Suppose now that G is quasi-simple, simply connected, and of exceptional type. From the classification of 0-cuspidal data in [Lu1, §15] , we observe that if we fix a central character χ, then there are at most two induction 0-series
G,k is the sole 0-cuspidal datum with its central character, then it satisfies (4.4) as in type A. On the other hand, if there are two 0-cuspidal data with a given central character, then one of them consists only of a (0-)cuspidal pair, so (4.6) has the form
By Lemma 2.3, an induction 0-series consisting only of a 0-cuspidal pair is also an induction series. As a consequence, we have N
Suppose next that G = Sp(2n). In the proof of Lemma 3.4, we recalled the explicit list of Levi subgroups admitting a 0-cuspidal pair: each such Levi subgroup is of the form
, a Coxeter group of type C n−k(k+1)/2 . The irreducible complex representations of (Z/2Z) ≀ S n−k(k+1)/2 are parametrized by the set Bipart(n − k(k + 1)/2) of bipartitions of n − k(k + 1)/2. By the characteristic-0 generalized Springer correspondence, we have
. The possibilities for cuspidal data are described in the proofs of [AHJR3, Theorems 7.1 and 7.2]: each cuspidal datum involves a Levi subgroup of the form
where ν = (ν 1 , · · · , ν s ) is a partition of n − k(k + 1)/2 in which each ν i is a power of ℓ. (In [AHJR3] , the set of such partitions was denoted by Part(n − k(k + 1)/2, ℓ).) Such a Levi subgroup supports a unique cuspidal datum:
is not conjugate to a Levi subgroup of M ν . This shows the second inclusion in (4.4).
, where S m(ν) is a certain product of symmetric groups defined in [AHJR3, §5.4] . The irreducible k-representations of this group are labelled by a certain combinatorial set of tuples of ℓ-regular bipartitions, denoted Bipart ℓ (m(ν)). The generalized Springer correspondence for G gives us that
where the last equality comes from [AHJR3, Eq. (7.4) ]. In particular, we have shown that |N
|, so the first inclusion in (4.6) must be an equality, and hence (by downward induction on k) we have the desired first equality in (4.2).
Finally, suppose that G = Spin(n). The proof is similar to the case of Sp(2n), using the descriptions of Levi subgroups admitting cuspidal pairs from [AHJR3, §8] and explicit formulas for the number of elements in each series. We omit further details.
4.3. Induction and 0-cuspidal data. Using Theorem 4.2 one can prove the following counterpart of Lemma 3.3, to be used later.
Consider now a composition factor F of I G M⊂Q (IC(O, E)), and let (K, O K , E K ) be a cuspidal datum such that the pair associated to F belongs to N
is characterized by the property that it is the unique (up to G-conjugation) maximal 0-cuspidal datum which is smaller than ( 
, where j O : O ֒→ N G is the inclusion map. Since the class of 0-cuspidal perverse sheaves is stable under Verdier duality [AHJR2, Remark 2.3] , the conjecture is equivalent to the apparently stronger assertion that for any
It will be useful to restate the cleanness condition in terms of Hom-vanishing. 
Here, as usual, Hom
5.2.
Verification of the cleanness conjecture in some cases. In this section and the following one, we will show that the cleanness conjecture holds in the following cases.
Theorem 5.2. Conjecture 5.1 holds in the following cases:
• is semisimple of type A; (3) G is quasi-simple and simply connected of type B 4 , C 3 or D 5 ; (4) G is quasi-simple and simply connected of exceptional type.
Of course, by the principle of Lemma 2.5, the conjecture also holds for any reductive group whose root system only contains factors of the types indicated above. The conjecture also holds vacuously if there are no 0-cuspidal pairs.
Remark 5.3. Recall from [Lu1, Introduction] that a quasi-simple and simply connected group of type B/C/D has a 0-cuspidal pair only in the following circumstances:
• B n : when 2n + 1 is either a triangular number or a square; • C n : when n is a triangular number; • D n : when 2n is either a triangular number or a square.
So the cases of these types listed in Theorem 5.2 represent the smallest ranks for which the conjecture is not vacuously true, and the next-smallest such ranks would be B 7 , C 6 , D 8 . (2) . For any (O, E) ∈ N G,k , any local system occurring in any cohomology sheaf H i (IC(O, E) |O ′ ) must have the same central character as E. In type A, if (O, E) is a 0-cuspidal pair, then in fact (O, E) is the unique element of N G,k with its central character (a special case of Proposition 2.9(2)), so the sheaves
Proof of Theorem 5.2 in case
Another important case is provided by the following proposition.
Proposition 5.4. Let (O, E) be a 0-cuspidal pair with central character χ. Assume that for any cuspidal
Proof. The proof is essentially the same as one of Lusztig's arguments in the setting of character sheaves with ℓ = 0 (see the proof of [Lu2, Proposition 7.9]), but we will express it in a form which is closer to the proof of [RR, Proposition 4.2] . We must prove the Hom-vanishing statement (5.3) for every pair (
In fact we will prove that for all pairs (O
By Lemma A.1, we need only consider pairs with the same central character χ as (O, E). By Proposition 2.6, a pair (O ′ , E ′ ) with central character χ and distinct from (O, E) cannot be cuspidal, so it must belong to the induction series associated to a cuspidal datum ( [AHJR4, Remark 7.2] . (Here, as usual, P denotes a parabolic subgroup with Levi factor L.)
, and it suffices to prove that
But this is immediate from adjunction, since ′ R G L⊂P (IC(O, E)) = 0 by definition of cuspidality.
Proof of Theorem 5.2 in case (1) and most of cases (3) and (4). We can now prove the cleanness conjecture in the remaining cases in the theorem, excluding type E 8 in characteristic 7 and type B 4 in characteristic 3. In case (1), the fact that ℓ ∤ |W | implies that for any Levi subgroup L ⊂ G, ℓ does not divide the cardinality of the group N G (L)/L, since the latter is a subquotient of W (see, for instance, [AHJR4, Eq. (4.1)]). The conjecture then follows from Proposition 5.4.
If G is of type G 2 or F 4 and ℓ is rather good, then ℓ does not divide |W |, and so the conjecture holds. If G is simply connected of type C 3 , resp. D 5 , E 6 , E 7 , and ℓ is rather good, there is one 0-cuspidal pair for each faithful central character χ, and there are no other cuspidal pairs. Moreover there is (up to conjugacy) only one other cuspidal datum (L, O L , E L ) with central character χ, namely the minimal one described in [AHJR4, Proposition 5.1], in which the Levi subgroup L is of type A 1 , resp. A 1 + A 3 , 2A 2 , (3A 1 ) ′′ . The associated group N G (L)/L is isomorphic to W (C 2 ), resp. W (A 1 ), W (G 2 ), W (F 4 ). The rather good prime ℓ does not divide the cardinality of this group, so once again the result follows from Proposition 5.4.
Finally, if G is of type B 4 and ℓ > 3, or if G is of type E 8 and ℓ > 7, then ℓ does not divide |W |, and we can conclude as before.
Proof of the cleanness conjecture in types E 8 and B 4
The only two remaining cases in Theorem 5.2 are that in which G is quasi-simple of type E 8 and ℓ = 7, and that in which G is quasi-simple of type B 4 and ℓ = 3. This section is devoted to the proof of these cases. The key property they share is that, if (O, E) denotes the unique 0-cuspidal pair, all (or, in the latter case, almost all) the pairs (O ′ , E ′ ) ∈ N G,k with O ′ ⊂ O and O ′ = O belong to the modular Springer correspondence.
6.1. Image of the Springer correspondence. We begin with some results that apply to arbitrary connected reductive groups and arbitrary rather good primes. Let g rs ⊂ g be the open subset consisting of regular semisimple elements. This set coincides with the Lusztig stratum Y (T,{0}) , where T is a maximal torus in G. Recall that over g rs , the Grothendieck-Springer simultaneous resolution of g restricts to a Galois covering map with Galois group W . Thus, if E is any member of the ℓ-modular triple (K, O, k), then any E[W ]-module V determines an E-local system L V on g rs (see, for instance, [AHJR2, Eq. (2.16)]). We define a functor
where T g is the Fourier-Sato transform on g. By construction, if E is a field and V is irreducible, then Ψ E (V ) is the simple perverse sheaf that corresponds to V under the bijection (1.2) in the special case of the 'principal'
, in other words under the Springer correspondence. We denote by Perv Spr G (N G , E) the essential image of this functor. Since Ψ E is fully faithful (because all of the functors V → L V , IC(g rs , −) and (T g ) −1 are fully faithful), it induces an equivalence
and only if it has no subobject or quotient of the form IC(O, E) with
O G is the IC-extension of a local system on g rs . Therefore, if i : g g rs ֒→ g is the inclusion, we have
It follows that we also have
, so G is also an IC-extension of a perverse sheaf G rs on g rs . From the fact that k ⊗ L O G rs is a local system, one can easily deduce that G rs is an O-free local system. And since the monodromy action on K ⊗ O G rs factors through an action W (because K ⊗ O F belongs to Perv Spr G (N G , K)), the same must be true for G rs . We deduce that F belongs to Perv 
if and only if T g (IC(O, E)) is supported on g g rs . Thus, part (2) is equivalent to the assertion that F belongs to Perv Spr G (N G , E) if and only if T g (F ) has no subobject or quotient supported on g g rs . For any F ∈ Perv G (N G , E), we know by [Ma, Lemma 6 .1] that T g (F ) |grs [− dim g rs ] is a local system (possibly 0) with monodromy action factoring through W . Hence T g (F ) has no subobject or quotient supported on g g rs if and only if T g (F ) is isomorphic to IC(g rs , L) for some local system L on g rs arising from a representation of W . This proves the claim.
Lemma 6.1 has the following consequences, which we will use crucially in § §6.3-6.4.
Corollary 6.2. Let X ⊂ N G be a closed union of G-orbits.
(1) Let E = K or k, and assume that any (O, E) ∈ N G,E with O ⊂ X belongs to the principal series N
Assume that for both K and k, any pair (O, E) with O ⊂ X belongs to the principal series. Then any torsion-free (1) follows from Lemma 6.1(2), since in this setting any simple quotient or subobject of F must be supported on X, hence must correspond to a pair in the principal series. Then Part (2) is an immediate application of Lemma 6.1(1).
Remark 6.3. More generally, when E = K or k, Lemma 6.1 (2) implies that the category Perv Spr G (N G , E) is stable under extensions. However, in general it is not stable under taking subobjects or quotients.
Below we will also use the following result.
Lemma 6.4. Let V ∈ Rep(O[W ]) be torsion-free, and assume that
since Fourier transform commutes with modular reduction, see [AHJR2, Remark 2.23] . Now the assumption
is the IC-extension of a local system on g rs . This local system must be the appropriate shift of the restriction of this perverse sheaf to g rs ,
which finishes the proof. central idempotent) . Equivalently, the irreducible representation V over K, resp. k, belongs to B i iff e i , resp. e i , acts as the identity on V .
Recall (see [CR, Proposition 56.31] ) that if V is an irreducible K-representation of W such that dim V is divisible by the largest power of ℓ dividing |W |, then V is the unique irreducible K-representation belonging to its block; such blocks are said to be of defect 0. If B i is a block of defect 0, we write E
is a simple and projective k[W ]-module, and E k i is the unique irreducible k-representation belonging to B i . Recall also (see [CR, §56.26] ) that the decomposition matrix is block-diagonal if irreducible representations are ordered by ℓ-blocks; in particular, if B i is a block of defect 0, with the notation above E K i is the only irreducible K-representation whose modular reduction has E k i as a composition factor. Lemma 6.5. Let B i be a block of defect 0, and let
Proof. The first assertion follows from [Ju, Theorem 5.3] . In fact, as recalled above, E K i is the only irreducible K-representation whose modular reduction has E k i as a composition factor so that, using the notation of that result, we must have
For the second assertion, we simply remark that since E k i is a direct summand of k[W ], the perverse sheaf
Using the equivalence
, then it makes sense to consider the object e i · F , a direct summand of F . Similarly, if F belongs to Perv Spr G (N G , k), then it makes sense to consider the direct summand e i · F of F .
. Then by Lemma 6.4 (applied twice) we have
which proves the claim.
6.3. Proof of Theorem 5.2 for G of type E 8 and ℓ = 7. In this proof, for brevity, we will denote nilpotent orbits and Levi subgroups by their Bala-Carter labels, see [CM] (except for the trivial orbit, denoted {0}), and we will follow the notation of [Ju] for nontrivial local systems, with a superscript indicating the coefficient ring. Thus, the unique 0-cuspidal pair in N G,k is the pair (E 8 (a 7 ), 11111 k ). The corresponding simple perverse sheaf is denoted IC(E 8 (a 7 ), 11111 k ). Let X be the union of all nilpotent orbits for G that are contained in the closure of E 8 (a 7 ) but different from it. It suffices to prove the following claim: The category D b G (X, k) is generated as a triangulated category by direct summands of perverse sheaves induced from proper Levi subgroups. Indeed, the Homvanishing statement (5.2) holds whenever F is a direct summand of a perverse sheaf induced from a proper Levi subgroup, by adjunction. In contrast to the proof of Proposition 5.4, the set of direct summands of induced perverse sheaves we will use to generate D b G (X, k) will not consist entirely of simple perverse sheaves. We use the determination of the modular Springer correspondence and its decomposition into blocks given in [Ju, §9.5.4 ]. There are fifty-nine pairs (O, E) with O ⊂ X, all of which are in the principal series N (T,{0},E) G,E for both E = K and E = k. So Corollary 6.2 guarantees that any perverse sheaf supported on X is in Perv Spr G (N G , E) for E ∈ {K, O, k}, provided F is torsion-free in case E = O. Among the fifty-nine pairs in N G,k supported on X, forty-five correspond to k[W ]-representations in blocks of defect 0:
The corresponding simple perverse sheaves IC(O, E) are direct summands of the Springer sheaf (which, of course, is induced from a maximal torus) by Lemma 6.5. Table 1 . Calculations for type E 8 and ℓ = 7
The remaining fourteen pairs (or more precisely the corresponding W -representations) are organized in four blocks as follows:
(6.1)
(The blocks B i also contain other W -representations corresponding to pairs not supported on X, which we have not listed.) For each pair (O, E) in this list, we will exhibit a direct summand of an induced perverse sheaf which is supported on O and whose restriction to O is E[dim O]; this will prove the claim. The calculation relies on knowledge of inductions of W -representations over K. For instance, we have
By compatibility of the (ordinary) Springer correspondence with induction (which follows e.g. from [AHJR3, Theorem 4.5]), we deduce that
Here, we write I E8 E7 for the functor I G L⊂P where L is a Levi subgroup of type E 7 and P is a parabolic subgroup containing L as a Levi factor.
Observe that I E8 E7 (IC({0}, K)) is supported on X and hence belongs to Perv (IC({0}, K) ). So it makes sense to apply block idempotents to all these perverse sheaves.
Consulting (6.1), we see that [Ju, Proposition 2.8] and Lemma 6.6, it follows that
is supported on the closure of A 1 and its restriction to A 1 is the appropriate shift of k. Thus, ({0}, O) )) is our desired direct summand of an induced perverse sheaf for the pair (A 1 , k) .
Similar calculations apply to each of the other pairs appearing in (6.1). For each such pair, Table 1 lists a K-perverse sheaf on N E7 and a block idempotent that can be used to produce an appropriate direct summand of an induced perverse sheaf. Table 2 . Calculations for type B 4 and ℓ = 3 6.4. Proof of Theorem 5.2 for G of type B 4 and ℓ = 3. In this proof, we will denote nilpotent orbits by partitions of 9. Let E 531 be the local system on the orbit 531 described in [AHJR3, Theorem 8.3] . Then (531, E 531 ) is the unique 0-cuspidal pair in N G,k . Since this cuspidal pair has trivial central character, we need only consider pairs with trivial central character; equivalently, we can and will redefine G to be the adjoint group of type B 4 , namely SO(9). Let X be the union of all nilpotent orbits for G that are contained in the closure of 531 but different from it. It turns out that for all x ∈ X, the group A G (x) is either trivial or of order 2. When it is of order 2, we will denote the nontrivial irreducible local system on the orbit of x by ε k or ε K . The trivial local system will still be denoted by k or K. The orbit 441 is open in X; let X ′ be its complement in X. As in the preceding subsection, it suffices to prove the following claim: The category D b G (X, k) is generated as a triangulated category by direct summands of perverse sheaves induced from proper Levi subgroups. As in §6.3, to prove this claim we will exhibit, for any pair (O, E) with O ⊂ X, a direct summand of a perverse sheaf induced from a proper Levi subgroup which is supported on O and whose restriction to
There are fourteen pairs (O, E) with O ⊂ X, thirteen of which actually satisfy O ⊂ X ′ . The modular Springer correspondence in this case is known from [JLS] . It turns out that all thirteen pairs supported on X ′ are in the principal series N (T,{0},E) G,E
for both E = K and E = k.
The pair (441, k) is not in the principal series N (T,{0},k) G,k
. In fact, this pair must belong to the series
, as that is the only non-principal, non-cuspidal induction series that has trivial central character (see [AHJR3] ). The Levi subgroup A 2 belongs to the 3-Sylow class of G (see [AHJR4, §4.3]) , and so by [AHJR4, Remark 7.2] the induced perverse sheaf I B4 A2 (IC(O reg , k)) is semisimple. In particular, IC(441, k) is a direct summand of I B4 A2 (IC(O reg , k)), which takes care of the pair (441, k). We now turn our attention to the thirteen pairs on X ′ , with a strategy very much like that employed in the preceding subsection. Six of these thirteen pairs correspond to k[W ]-representations in blocks of defect 0:
The corresponding perverse sheaves are direct summands of the Springer sheaf by Lemma 6.5. The remaining seven pairs are organized in four 3-blocks:
(Again, we have omitted pairs in these blocks that are not supported on X ′ .) For each pair (O, E) in this list, there exists a direct summand of a perverse sheaf induced from a Levi subgroup of type B 3 that is supported on O and whose restriction to O is isomorphic to E[dim O]. Table 2 gives a list of K-perverse sheaves on N B3 and block idempotents that can be used to produce these objects.
Consequences of the cleanness conjecture
In this section, we prove that the cleanness conjecture implies that Perv G (N G , k) and D b G (N G , k) admit direct-sum decompositions indexed by 0-cuspidal data. Along the way, we study the behaviour of the induction and restriction functors with respect to 0-series, and we prove that the notions of 'supercuspidal' and '0-cuspidal' coincide (assuming the cleanness conjecture). In Section 7.5, we give a semisimplicity criterion for Perv G (N G , k) . Apart from that final section, we continue to assume that ℓ is rather good for G. Note that we do not make Conjecture 5.1 a blanket assumption, but rather we will assume it (or its equivalent form (5.1)) where it is needed. 7.1. 0-cuspidal pairs and projectivity.
Proof. Choose a point x ∈ O, and consider its stabilizer
Since O is distinguished and G is semisimple, the identity component G • x is a unipotent group. By [Mo, Theorem 6 .1], there exists a subgroup H ⊂ G x such that multiplication induces an isomorphism
. By [BL, Theorem 3.7 .3], restriction induces a fully faithful functor D Gx (pt, k) → D H (pt, k). Since H is a finite group, the equivariant derived category D H (pt, k) is just the derived category of H-representations, see [BL, Theorem 8.3 .1]. Since ℓ does not divide the order of H ∼ = A G (x), the category of H-representations is semisimple, which implies our claim.
, and assume that (5.1) holds for
In particular, IC(O, E) is a projective and injective object of Perv
Proof. We prove the vanishing of Ext
; the other statement can be proved by similar arguments. As noted in the proof of Lemma 2.5, we have an equivalence
, so we can assume that G is semisimple. In this case, we will prove that (7.1) Hom
By [BBD, Remarque 3.1.17(ii) ], this will imply the proposition. Note that, by [AHJR3, Proposition 2.6] , O is a distinguished nilpotent orbit. For brevity, we write simply Hom k instead of Hom 
Using (5.1) and adjunction, we have Hom
, where as above j O : O ֒→ N is the inclusion map. By Lemma 7.1, the latter Hom-group vanishes for all but finitely many values of k. Suppose that it is not always zero, and let m be the largest integer such that Hom m (IC(O, E), F ) = 0. Of course, F is a semisimple object that does not contain IC(O, E) as a summand (by Lemma 2.3), so Hom 0 (IC(O, E), F ) = 0. In other words, we must have m > 0. By Lemma 3.3, each composition factor G of F ′ is either in the series associated to (L, O L , E L )-in which case it is isomorphic to a direct summand of F -or in a larger series, for which the conclusion of the proposition is already known to hold. In either case, we have that Hom m+1 (IC(O, E), G) = 0, and hence Hom m+1 (IC(O, E), F ′ ) = 0. Now consider the long exact sequence
The first term vanishes by adjunction and Lemma 2.3, and we have already seen that the last term vanishes. But then the middle term vanishes as well, contradicting our assumption. Thus, Hom
are precisely the direct summands of F , so we conclude that Hom
according to induction 0-series. Note that, under our assumption that ℓ is rather good for G, the category of G-equivariant k-local systems on O is semisimple for any G-orbit O ⊂ N G . Using [BGS, Remark 3 after Theorem 3.2.1], it follows that the category Perv G (N G , k) has enough projective objects. By standard arguments this implies that Perv G (N G , k) is equivalent to the category of finite dimensional modules over some finite dimensional k-algebra; in particular, it makes sense to consider projective covers and injective hulls in this category.
Proposition 7.3. Assume that Conjecture 5.1 is true for all Levi subgroups of G.
, then every composition factor of the projective cover or the injective hull of
Proof. We proceed by induction on the semisimple rank of G. We can assume G is a semisimple group of the form described in Lemma 2.5. If G is a product of proper subgroups, then the proposition holds for its factors by induction, and hence for G. Thus, it suffices to treat the cases where G is semisimple of type A, or quasi-simple, simply connected, and not of type A. If G is semisimple of type A, then the direct sum decomposition in Proposition 2.9(3) implies the result. Assume henceforth that G is quasi-simple, simply connected, and not of type A. We proceed by downward induction with respect 
. Here, L = G, so by Proposition 2.4, (O, E) cannot be cuspidal.
We first claim that the projective cover P of IC(O, E) cannot contain any composition factor lying in a Proof. Since the forgetful functors Perv H/Z (X, F) → Perv(X, F) and Perv H (X, F) → Perv(X, F) are fully faithful, our functor Perv H/Z (X, F) → Perv H (X, F) is also fully faithful. Clearly, all the objects in its essential image have trivial Z-character. Conversely, let F be an object of Perv H (X, F) with trivial Zcharacter. For simplicity, we denote similarly its image in Perv(X, F). Let a, p : H × X → X be the action and the projection respectively, and let a ′ , p ′ : H/Z × X → X be the similar morphisms for H/Z. Let also ξ : H × X → H/Z × X be the projection, so that a = a ′ • ξ and p = p ′ • ξ. To show that F is H/Z-equivariant, we have to show that the objects (a ′ ) * F and (p ′ ) * F of D b (H/Z × X, F) are isomorphic. Consider the space
Our assumptions on F imply that we have a decomposition ξ * F H×X ∼ = χ L χ , where χ runs over the characters Z → F × , and each L χ is a rank-1 H-equivariant local system with Z-character χ. We deduce an isomorphism
Now, since a ′ is an H-equivariant morphism (where H acts on H/Z × X via its action on the first factor), (a ′ ) * F , considered as an object of D b H (H/Z × X, F), has trivial Z-character, and it is clear that (p ′ ) * F also has trivial Z-character. We deduce that
(see the proof of Lemma A.1), and then that
Since F is H-equivariant, there exists an isomorphism a * F ∼ − → p * F . The image of this morphism under the isomorphism constructed above provides a morphism (a ′ ) * F → (p ′ ) * F , which is easily shown to be an isomorphism. Thus, F is H/Z-equivariant.
Finally, we consider the setting of the body of the paper, namely the case of the G-action on the nilpotent cone N G , with Z = Z(G), and with coefficient field k satisfying (2.1). In particular, since Z(G)/Z(G)
• is isomorphic to A G (x) if x is a regular nilpotent element, this implies that all the irreducible k-representations of Z(G)/Z(G)
• are characters. For any χ ∈ Irr(k[Z(G)/Z(G) • ]), we denote by Perv G (N G , k) χ the full subcategory of Perv G (N G , k) whose objects have central character χ. We also denote by D (N G , k) . If F is a simple object in Perv G (N G , k), then End(F ) = k under our assumption (2.1), so that F has a central character. This central character can be described more explicitly as follows (see [AHJR3, §5.1] ). Let (O, E) ∈ N G,k , and let x ∈ O. Then E corresponds to an absolutely irreducible representation V of A G (x). Consider the composition Z(G) → G x → A G (x). This morphism is trivial on Z(G)
• , and its image is central in A G (x). Hence, by Schur's lemma, Z(G) acts on V via a character χ of Z(G)/Z(G)
• . Then IC(O, E) has central character χ.
Lemma A.4. Suppose that ℓ ∤ |Z(G)/Z(G)
• |. Then we have
Proof. Let us first consider the category Perv G (N G , k). Lemma A.1 implies that any morphism and any extension between objects with distinct central characters is trivial. Since any simple object has a central character, we deduce the decomposition as stated.
To prove the decomposition for the category D b G (N G , k), since this category is generated by Perv G (N G , k) (as a triangulated subcategory), it suffices to prove that if χ = χ ′ , for
G (N G , k) χ ′ we have Hom(F , G) = 0. This follows again from Lemma A.1, using an induction on the number of nonzero perverse cohomology objects of F and G.
