Abstract. Using standard methods from empirical-process theory, in particular symmetrization, we derive exponential bounds on the uctuations of of stochastic processes which may be represented as the averages of many small functions. As examples, self-service queueing and storage problems are analyzed. We eliminate some of the very large constants or polynomial factors which have appeared in other, more asymptotically oriented results.
Introduction
Let B be a collection of Borel subsets of R d , let X 1 ; : : : ; X n be n independent samples of an R d -valued random variable, and let F n be the empirical measure: where f i (t) is 1 if person number i is present at time t, and 0 otherwise. Suppose we are interested in the distribution of the maximum of F n (t). This may be approximated by the bound max t F n (t) ? max t E F n (t) max t F n (t) ? E F n (t) :
How can we apply the bounds of (1) to estimate this right-hand side?
One possibility is to consider the process as occurring in R 2J , where J is the maximum number of times that any individual comes and goes. X 1 ; : : : ; X n are then i.i. 
Problems with this direct application of Devroye's results arise, however, when we attempt to generalize. There are four general areas of concern:
1. Although the class of sets A seems inherently one-dimensional, as is the orginal problem, the VC dimension of the class increases with J. This makes the polynomial term in front of the exponential bound larger than ideally it ought to be. This term is in any case a considerable nuisance: if we are looking at the medium-deviation behavior, where we take = O(1) in n, these bounds are entirely useless, since they go to in nity with n. K. Alexander 1] showed that these polynomial terms could be eliminated for a wide class of similar bounds, although at the cost of very large constant factors. Here we present a similar result for our one-dimensional problem, with superior constants, as Theorem 3.3.
In fact, even better results are available in the recent work of M. 
where V is chosen so that (V= ) v is a bound on the covering number of A J (t) by balls of size , under the metric which assigns to pairs of sets a distance equal to the probability of their symmetric di erence; K(V ) is a constant depending only on V . This bound is appropriate for our queueing problem, and captures its one-dimensionality, since it is not hard to show that V = (2J)!, v = 1 will give a correct bound. If we ignore the di culty of determining the constant K(V ) explicitly, this result seems superior to 3. We may wish to allow the f i to have di erent distributions. 4. We may wish to allow the f i to be other than pure jump functions. For example, G. Louchard 9] has considered some special cases of this selfservice queueing problem, examining among other things the \remaining work" of the system. This corresponds, in our notation, to having functions f i which jump up to 1, but then fall back linearly to 0. We will show in section 4 that precisely the same bounds hold in this setting as we derive in the pure-jump case.
Definitions and notation
Whenever X is a real-valued random variable, X will be taken to be its expectation (if this exists). Unless otherwise indicated, if F is a random realvalued function, F is the pointwise expectation, that is, the function F(t) = E F(t) . All of our random functions will be assumed to be cadlag: that is, left continuous with limits on the right.
Whenever it is stated that some functions are de ned on an arbitrary interval I = S; T], it is permitted for S to be ?1 and for T to be +1.
Given I = S; T] a subinterval of R f 1g, D(I) denotes the set of cadlag functions from I to R, while V(I) denotes the set of elements of D(I) of bounded variation, such that f i (S) = 0. TV(f) is the total variation of f.
When we de ne independent random cadlag functions ? f i on some interval I, we will assume the following de nitions at the same time:
For a real-valued random variable X, ess sup X = inf s : P X > s = 0 (or 1 if the set is empty), while ess inf X = ? ess sup(?X). The range of X is de ned to be hXi = ess sup X ? ess inf X, while for a random real-valued function f, hfi = sup t hf(t)i.
Devroye-type bounds
To dispose of the rst three concerns from our list requires, in fact, no signicant change from Devroye's methods. A simple reinterpretation of the ideas from 3] in the present context gives us Theorem 3.1. Let f i (1 i n) be independent random cadlag functions on an interval I R. Suppose that the f i are almost surely piecewise constant, with j i discontinuities, and let r i = hf i i. Then for any > Rn 2 , P sup 
where R 2 n = 1 n P n i=1 r 2 i and J n = 1 
That is, we rst select m possible realizations of f i , and then resample, to pick which one will really be taken as f i . 
We are free now to choose a value of m. Devroye takes m = n, but we can do somewhat better by taking m = l 4 2 R 2 n m _ 2.
There is still the matter raised in section 1, of how we can dispose of the factor of n, which destroys the e ectiveness of the bound if does not grow with n. This factor is essentially the total number of jumps among the mn random functions f ij . The idea is that we are approximating the probability of the maximum of e F 0 n (t) being larger than by checking whether this occurs at any of the jump points, the number of which is on the order of mn. As long as we want to check every point, this factor will inevitably arise.
Suppose, though, that the size of each individual jump is known to be bounded by R. Let J k be the (random) subset of 0 f i (t)?f 0 i (t) cannot uctuate by more than Rk in the interval between times in J k . On the one hand, the pointwise bound is made slightly worse by this change, but on the other hand the number of jump points that we need to check, and hence the polynomial factor out front, is divided by k.
A summary of the technical details needed to obtain a good bound by this method is contained in the following lemma, which is a simpli ed version of 
Proof. We use kFk to represent sup t jF(t)j. Using the symmetrization procedure as above, with m = 2, we have
where f 0 i is an independent copy of f i . The random function f i ? f 0 i is symmetrically distributed, has no more than 2j i discontinuities, and its range is where the sum is over all the jumps in ff i g. Since there are no more than j i jumps corresponding to f i , and each corresponding a j is no larger than hf i i, the result then follows, again by Hoe ding's inequality. The problem remaining is then the appropriate generalization of the re ection principle. Let (X j ) J j=1 be the value of P f i (t) at the times of successive jumps. The re ection principle is proved by saying that, when the increments are independent and symmetric, if X j is ever above a certain level , it has probability 1 2 of being even higher at the end of the walk. Thus, P max 0 j J jX j j > 2 P jX J j > :
Here, though, the jumps are not independent, and in fact succeeding \linked" jumps must cancel each other, so we cannot claim that max X j should force X J with high probability. But this will be the case if we unlink the jumps after a certain point. Let j = minfj : X j g fJg, and de ne X j to be equal to X j for j j . For j > j , we simply let the process take the appropriate steps a j , but now with the signs being chosen independently. It is clear that max X j if and only if max X j . The process X j has the appropriate re ection property to yield P max 0 j J jX j j 2 P jX J j :
We may now reorder the a j so that, if we let X j = P j i=1 i a i , we will then have jX J j max 0 j J jX j j. A second application of the re ection principle completes the proof.
We can now prove Theorem 3.3. Let f 1 ; : : : ; f n be independent random piecewise constant elements of D(I), with hf i i R, and such that each f i has no more than J discontinuities. Then for any integers m 2 and 1, P sup 
Proof. We begin again with m copies of each f i , and the de nitions of (5 
Since we need to nd a single exponential test function e x to approximate both terms, and must satisfy both (13) and (14), it seems reasonable that we should choose to make these two bounds equivalent. 
For large values of this bound is, as advertised, inferior to Talagrand's bound (3), because the polynomial factor is 6 instead of . This is the price we paid for ensuring that this probability bound is actually a bound on an exponential moment of sup j e F n (t)j, a fact which seems to be essential for the developments of the next section Observe, too, that both of these estimates still require that each random function f i be uniformly bounded; Theorem 3.3 requires as well that the number of jumps be uniformly bounded. Such conditions seem to be necessary for deriving exponential bounds. In 14] we derive polynomial-rate tail bounds which hold for cases in which the ranges of the f i only have some nite moments.
Convexity methods
It is well known (cf. 4] and 12]; also section 2.6 of 17]) that VC classes of sets and functions may be extended by taking their closed convex hulls. On the other hand, since it is usually limiting behavior which is of interest in the context of the general theory, relatively little attention has been given to the nonasymptotic bounds which may be obtained by this method. In particular, in the present context we get the following simple result: (17) r i = hf i i ; j i = k i ; (18) and de ning J = max i fess sup j i g and R = max i r i .
This may be restated in the conventional large-deviations format as follows: Corollary 4.2. Let f 1 ; : : : ; f n be independent random piecewise constant elements of D(I), and let r i and j i be given by (16) , (17) Proof. We consider rst the case (16) . We begin exactly as in the proof of Theorems 3.1 and 3.3, by taking m independent copies of each f i . There the proof proceeds by conditioning on the realization of all the f ij , and then
where e F 0 n (t) is de ned by resampling one f i from each set ff i1 ; : : : ; f im g. Before carrying this through, though, we now interpose a new step: we replace every function f ij by the function w ij 1 t ij ;T] , where w ij is plus or minus the total variation of f ij , with the signs and the t ij to be determined later. Now, if we knew that the expectation (19) was increased by this substitution, we could then proceed as in the earlier proof as though the functions f i all along were piecewise constant functions which take their total variation in a single jump.
Observe now that the expectation (19) is a convex function of the mn-tuple (f ij : 1 i n; 1 j m). This means that on any closed convex set (of mn-tuples of functions) it obtains its maximum at an extreme point. Or, to put it another way, if f ij is in the closed convex hull of the closed set E ij , then there is an element of E ij which, when substituted for f ij , does not decrease the value of (19). But in fact, it is not hard to see that every function in V( S; T]) The other cases, (17) and (18), follow the same scheme, by an application of the following Lemma 4.3. For moderate values of and n, it is clear that these two bounds are almost identical, the bound (22) being just slightly better. For instance, let us consider the case J = 2 | so each person comes and goes exactly once. Suppose we want to estimate how large n must be to make the probability smaller than 0:1 that F n (t) ? F n (t) is ever larger than 0:05. Then the bound (22) tells us n should be a bit larger than 3000, while (23) gives us n approximately 4300. (23) is superior, on the other hand, in the realm of very large n. For instance, if we want to nd n which will make the maximum uctuation larger than 10 ?6 with probability smaller than 0:1, the bound (22) requires n about 2 10 13 , while the bound (23) requires \only" half as many. Of course, if we take = n ?1=2 , then (22) goes to in nity with n, while (23) is una ected, and goes to 0 as goes to in nity. Now consider the \remaining work" process. That is, instead of the function f i simply jumping between 0 (\customer i absent") and 1 (\customer i present"), we let it fall monotonically from 1 back down to 0 according to some possibly random law. Then by Theorem 4.1 the same bounds (22) and (23) hold, with j i now reinterpreted as twice the number of jumps from 0 to 1.
There is likewise no problem if we wish to imagine a gradual arrival from 0 up to 1 as well. where we assume that any two pairs are distinguishable. We draw socks from the basket one at a time without replacement. Single socks are kept on our sorting table; when we get a match, the pair is removed and put away in the sock drawer. One easily answered problem, the one posed by Bernoulli 2] , is to nd the expectation of S k , the number of socks on the table after k draws. This is just
A more sensitive problem is to describe M n = max 1 k 2n S k , which is the amount of space required on the sorting table.
More generally, we suppose we are given a collection of objects, grouped into n classes, with k i objects in class i. The k i may be random (but independent) and we assume that k i K almost surely for every i. We pick from these objects uniformly, one after another, and keep them in storage until we get a complete class. At that point, all members of that class are dumped. One image which might be used | other than supposing that we are sorting socks for Martians, who are well known to have varying numbers of feet | is to view the objects as data arriving from an external source at a computer. Since these functions are all convex, the average F n (t) has a unique maximum at some point t 0 2 (0; 1). Let M n be the maximum occupancy of the storage bu er, which has the same distribution as n max t2 0;1] F n (t). Also, let n = nF n (t 0 ). Then the di erence between n and M n is stochastically on the order of n 1=2 , and P M n ? n > n 1=2 
As I have already mentioned, if we are willing to accept polynomial-order tail bounds, we may do away with the assumption that the class-sizes are uniformly bounded.
Note that the expectation of M n is strictly larger than n . In 15] and 14] it is shown that the di erence M n ? n (which is just the expectation of n max t fF n (t) ? F n (t 0 )g) is stochastically of order n 1=3 . converges in distribution to an independent pair, of which the rst coordinate is a normal variable and the second is of the form max t aB t ?ct 2 where a and c are constants determined by the problem and B t is a standard Brownian motion.
(Here t 0 is the location of the maximum of the expectation F n (t).) This holds, in particular, for the storage process, and for queueing process whenever the arrivals and departures are well enough behaved that the total expectation has a unique maximum and the total number of arrivals and departures has a nite fourth moment. We may also want to consider the storage problem on the more \natural" time scale which ticks o one unit (or 1 n units) evenly with every draw. It is shown in 13] that the limit theorems are essentially una ected by this random time change.
