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Abstract
We consider an indecomposable Galton-Watson branching process
with countably infinitely many types. Assuming that the process is
critical and allowing for infinite variance of the offspring sizes of some
(or all) types of particles we describe the asymptotic behavior of the
survival probability of the process and establish a Yaglom-type condi-
tional limit theorem for the infinite-dimensional vector of the number
of particles of all types.
1 Definition of the process and basic properties
of its mean matrix
We consider an indecomposable Galton-Watson branching process Z(n) :=(
Zj(n)
)
j∈N
with countably infinitely many types labelled by numbers j ∈
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N := {1, 2, ...}. The component Zj(n), n ∈ N0 := N ∪ {0}, of Z(n) denotes
the number of type j particles in the process at moment n. Let δij be the
Kronecker symbol and ei :=
(
δij
)
j∈N
be the vector whose ith component is
equal to one while the remaining are zeros. To specify the evolution of the
branching process initiated at moment 0 by a vector Z(0) of individuals of
different types it is sufficient to describe the distributions of the vectors
Zi = Zi(1) :=
{
Z(1)
∣∣Z(0) = ei} =: (Zij)j∈N = (Zij(1))j∈N.
We suppose that
Zi :=
∑
j∈N
Zij <∞ (1)
with probability 1. Let
Zi(n) :=
{
Z(n)
∣∣Z(0) = ei} =: (Zij(n))j∈N .
Assuming that s =
(
sj
)
j∈N
∈ [0, 1]N we specify infinite-dimensional vec-
tors
F(s) :=
(
Fi(s)
)
i∈N
and F(n; s) :=
(
Fi(n; s)
)
i∈N
of the offfspring generating functions of the process with the components
Fi(s) := E
[∏
j∈N
s
Zij
j
]
=: EsZi =:
∑
j∈NN
0
pijs
j, (2)
Fi(n; s) := E
[∏
j∈N
s
Zij(n)
j
]
=: EsZi(n), (3)
where, for any j = (ji)i∈N ∈ NN0
pij := P
(
Z(1) = j
∣∣Z(0) = ei) = P (Zi(1) = j) .
The probability generating functions are well defined in view of (1).
According to the branching property of the process, each type i particle
belonging to the population has a unit life-length and produces at the end
of its life (independently of the prehistory of the process and the reproduc-
tion of the others particles existing at this moment) a random number of
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children specified by a vector Zi whose distribution is described by the gen-
erating function Fi(s). This property has the following description in terms
of iterations of the offspring generating functions:
F(n + 1; s) = F(n;F(s)) = F
(
F(n; s)
)
for all n ∈ N, (4)
where F(1; s) := F(s).
The basic classification of the Galton-Watson branching processes with count-
ably infinitely many types (below we use the short abbreviation GWBP/∞
for representatives of such processes) is given in terms of the mean matrix
M :=
(
Mij
)
i,j∈N
:=
(
EZij
)
i,j∈N
=
(
∂Fi(s)
∂sj
∣∣∣
s=1
)
i,j∈N
. (5)
To describe such a classification in detail we recall a number of asymptotic
properties of the powers of infinite-dimensional matrices with nonnegative
elements borrowed from [1]. We first formulate the desired properties for an
abstract matrix M = (mij)i,j∈N with mij ≥ 0 for all (i, j) ∈ N2 and than use
them in studying GWBP/∞ with matrix M specified by (5).
Let Mn =
(
m
(n)
ij
)
i,j∈N
be the nth power of the infinite-dimensional ma-
trix M . The matrix M with nonnegative elements is called irreducible and
aperiodic if for any pair of indices (i, j) there is an n ∈ N such that m(n)ij > 0
and the greatest common divisor of all n ∈ N such that m(n)ij > 0 equals 1.
According to Theorem A in [1] for any irreducible matrix M there exists a
number R ∈ [0,∞) such that, for any pair of indices (i, j)
lim
n→∞
(
m
(n)
ij
)1/n
= 1/R. (6)
The parameter R is a common convergence radius of the functions
Mij(z) :=
∞∑
n=0
m
(n)
ij z
n,
where m
(0)
ij := δij, and 1/R is an analog of the maximal (in absolute value)
eigenvalue of a nonnegative matrix in the finite-dimensional case. However,
the operator specified by such a matrix is not necessarily bounded.
It follows from (6) that for any pair (i, j) the series
Mij(r) =
∞∑
n=0
m
(n)
ij r
n (7)
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is convergent for all 0 < r < R and is divergent for r > R. The case r = R
allows for both possibilities. Moreover, by Theorem B in [1] the seriesMij(R)
is either convergent for all pairs (i, j) or is divergent for all (i, j). In addition,
the limits of all sequences
{
m
(n)
ij R
n, n ≥ 1
}
exist and ether
lim
n→∞
m
(n)
ij R
n = 0 for all (i, j) ∈ N2, (8)
or
lim
n→∞
m
(n)
ij R
n > 0 for all (i, j) ∈ N2. (9)
An irreducible matrix M is called
• “R”–transient or “R”–recurrent depending on the convergence or diver-
gence of the series Mij(R) in (7);
• “R”–null if (8) is valid and “R”–positive if (9) holds true.
We now come back to the matricesM =
(
Mij
)
i,j∈N
andMn :=
(
M
(n)
ij
)
i,j∈N
of GWBP/∞, where M (n)ij := EZij(n), Mij = M
(1)
ij .
The properties of nonnegative infinite-dimensional matrices we have listed
above allow to introduce the following natural classification of the GWBP/∞’s
(see, for instance, [2]):
Definition 1 A GWBP/∞ is called subcritical {critical, supercritical} and
transient {recurrent, null recurrent, positively recurrent} in the type space, if
its matrix of the mean offspring numbers M has a convergence radius R > 1
{R = 1, R < 1} and is “R”-transient {“R”–recurrent, “R”–null recurrent,
“R”–positively recurrent}.
In this paper we consider only the critical GWBP/∞’s. We know by
(8) or (9) that if a GWBP/∞ is critical then the elements of the sequences{
M
(n)
ij , n ≥ 1
}
either vanishes as n → ∞ for all i and j, or have positive
limits for all i and j. Below we analyze only the second option.
If the mean matrix M of a GWBP/∞ is irreducible and “1”–positive then
(see Theorem D in [1]) there exist unique (up to a positive multiplier) left and
right eigenvectors v := (vk)k∈N and u := (uk)k∈N with positive components
such that
vM = v, MuT = uT , vuT =
∞∑
k=1
vkuk = 1, v1
T <∞, (10)
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and, as n→∞
M
(n)
ij →
uivj
v uT
= uivj (11)
for all (i, j) ∈ N2.
Observe that ifM is a finite-dimensional irreducible aperiodic matrix with
its Perron root equal to 1 then M has, according to the Perron-Frobenius
theorem, positive left and right eigenvectors v and u of M satisfying (10)
and, of course, v1T <∞ in this case. This estimate is, in general, not valid
for irreducible and “1”–positive infinite-dimensional matrices. We require in
the paper finiteness of the scalar product v1T (matrices with v1T < ∞ are
called irreducible with finite iterate coefficients, see, for instance, [3]) leaving
the case v1T =∞ for the future investigations.
We now introduce an important definition which incorporates major re-
strictions on the properties of the matrix M.
Set Mi := EZi =
∑
j∈NMij .
Definition 2 We say that the mean matrix M = (EZij)i,j∈N of a critical
GWBP/∞ belongs to a class M1, and write M ∈M1, if
(i) M is irreducible and aperiodic, “1”–positive and “1”–recurrent;
(ii) the left eigenvector v of M has L1-norm equal to 1: ‖v‖1 = v1
T =
1, and the right eigenvector u has finite L∞-norm: U := ‖u‖∞ =
supi∈N ui <∞;
(iii) lim
N→∞
sup
i∈N
M−1i
∑
j>N
Mij = 0 and lim
K→∞
sup
i∈N
M−1i E [Zi ; Zi > K] = 0.
We say that M belongs to a subclass M01 ⊂M1 if, additionally,
(iv) there exist m ∈ N and c, C ∈ R+ such that
Mij < Cuivj , M
(m)
1j > cvj , ∀ i, j ∈ N. (12)
We suppose, without loss of generality, that if M ∈ M1 then v1
T = 1
and, therefore, relations (10) and Condition (ii) have the component-wise
representations ∑
j∈N
Mijuj = ui;
∑
j∈N
vjMji = vi;
∑
j∈N
vjuj = 1;∑
j∈N
vj = 1; sup
i∈N
ui <∞; vjuj > 0, ∀j ∈ N.
(13)
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Observe that Condition (iii) has rather transparent meaning. Its first part
extracts from all critical GWBP/∞’s those processes in which particles of all
types produce with a high probability particles of types with relatively small
labels. Thus, our model is, in a sense, close to the so-called lower Hessenberg
branching processes [5] in which particles of type i may produce particles of
types j ≤ i+1 only. The second part of Condition (iii) prevents existence of
very productive particles.
We need a number of auxiliary functions related to the generating func-
tions Fi(n; s), i ∈ N, of the GWBP/∞ Zi(n):
Fij(s) := Es
Zij ; Qi(n; s) := 1− Fi(n; s) = 1− Es
Zi(n);
Q(n; s) :=
(
Qi(n; s)
)
i∈N
= 1− F(n; s); Q(s) := Q(1; s) = 1− F(s);
Qi(n) := Qi(n; 0) = P
(
Z(n) 6= 0
∣∣Z(0) = ei);
Q(n) := Q(n; 0), q(n; s) := vQT (n; s); q(n) := q(n; 0).
For x ≥ 0 and U = supi∈N ui introduce the function
Φ(x) :=
{
x− vQT (1− xu) if 0 ≤ xU ≤ 1,
x− vQT (0) if xU > 1.
(14)
We now may formulate the main result of the paper.
Theorem 3 Let {Zi(n), i ∈ N} be a critical GWBP/∞ with mean matrix
M ∈M01 and
Φ(x) = xα+1ℓ(x), (15)
where α ∈ (0, 1] and ℓ(x) is a slowly varying function as x→ +0.
Then
1) for some slowly varying function ℓ1(n)
q(n) = n−1/αℓ1(n) (16)
as n→∞;
2) for any i ∈ N
Qi(n) = P
(
Z(n) 6= 0
∣∣Z(0) = ei) ∼ uin−1/αℓ1(n) (17)
as n→∞;
3) for each vector λ = (λk)k∈N with bounded coordinates and each i ∈ N
lim
n→∞
E
[
e−(λ,Z(n))q(n)
∣∣Z(n) 6= 0,Z(0)=ei] = 1− (1 + (v,λ)−α)−1/α. (18)
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In particular, for each vector (z1, . . . , zm) ∈ Rm+ the limit
Gm(z1, . . . , zm):= lim
n→∞
P
(
Zj(n)q(n)≤zj , j=1, ..., m
∣∣Z(n) 6=0,Z(0) = ei)
(19)
exists and is independent of i.
Remark. It follows from (18) that, as n→∞{
Z(n)q(n)
∣∣Z(n) 6= 0,Z(0) = ei} d→ ξv,
where
Ee−tξ = 1−
(
1 + t−α
)−1/α
, t ≥ 0.
We note that Kolmogorov [6] was the first who investigated the asymp-
totic behavior of a single-type critical Galton-Watson process. His work was
followed by the celebrate Yaglom article [7] who studied the distribution of
the number of particles in a single-type critical Galton-Watson process given
its survival for a long time. Joffe and Spitzer [8] extended these results to
the case of multi-type critical indecomposable Galton-Watson processes. All
these papers required finiteness of the second moments of the reproduction
laws of the number of particles.
Zolotarev [9], assuming that the variance for the offspring reproduction
law of particles may be infinite, had found an asymptotic representation for
the survival probability of a single-type continuous-time critical branching
processes and proved a Yaglom-type theorem for this case. Zolotarev’s results
were complemented by Slack [10], [11] who generalized Kolmogorov’s and
Yaglom’s theorems to the case when the offspring generating function of a
critical Galton-Watson process has the form
F (s) = s+ (1− s)1+α ℓ(1− s),
where α ∈ (1, 2] and ℓ(x) is a slowly varying function as x→ +0.
Slack’s theorems were independently and almost simultaneously extended
to the multi-type indecomposable setting by Vatutin [12] and Goldstein and
Hoppe [13]. The main assumption of these two papers is just our condi-
tion (15) formulated in terms of the critical Galton-Watson processes with
finite number of types. Thus, Theorem 3 is a natural generalization of the
main results of [12] and [13] to the GWBP/∞’s.
There are several published results for GWBP/∞ (see, for example, [14],
[4], [5], [15], [16] and [2]). Sagitov’s article [2] is the most relevant to our
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paper. The author analyzed there the case of linear-fractional offspring gen-
erating functions. He has established, along with other results, an asymptotic
representation for the survival probability of a critical GWBP/∞ and proved
a Yaglom-type conditional limit theorem for such processes. Theorem 3 of
our paper extends the mentioned Sagitov result in two directions. First, we
consider the general form of the reproduction generating functions of parti-
cles and, second, we do not assume finiteness of the second moments for the
offspring numbers of particles.
The paper is organized as follows. In Section 2 we prove a number of
statements describing properties of the offspring generation functions of the
GWBP/∞’s and show that the dichotomy property, which states that with
probability 1 the population either becomes extinct or drifts to infinity, holds
for the processes meeting the conditions of Theorem 3.
One of the basic assumptions of Theorem 3 is condition (15) expressed in
terms of the eigenvectors v and u of the mean matrixM and a single variable
x. The goal of Section 3 is to demonstrate that properties of iterations of
the offspring generating functions depending on the unbounded number of
arguments may be reduced to considering some function which depends on
a single argument only. To this aim we prove a Ratio Theorem 8 showing
that the functions Qi(n; s) may be well approximated by uiq(n; s) for all
i ∈ N. This approximation allows us to complete the proof of Theorem 3 by
the methods similar to those used in [12] for the case of Markov branching
processes with finite number of types.
2 Properties of generating functions
We prove in this section a number of statements describing properties of
the offspring generating functions of a critical GWBP/∞. Some of these
statements look evident for the Galton-Watson processes with finite number
of types. However, certain efforts and restrictions are needed to check their
validity for the infinite type case. The first result of such a kind is the
following lemma.
Lemma 4 If M ∈M1 then
lim inf
n→∞
Mn1T ∈ RN. (20)
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If M ∈M01 then there exists a constant C ∈ (0,∞) such that
M
(n)
i :=
∑
j∈N
M
(n)
ij ≤ Cui ≤ CU =: m <∞ (21)
for all i and n belonging to the set N.
Remark. Observe the difference between the estimates (20) and (21).
For the first case the liminf of the row-wise sums of elements is finite while
for the second one the sums are uniformly bounded. Clearly, the second
statement is not a consequence of the first one.
Proof of Lemma 4. Fix an ε ∈ (0, 0.5) and, using Condition (ii) of
Definition 2 select a positive integer N = N(ε) such that
sup
k∈N
∑
j≥N
Mkj ≤ ε. (22)
Fix now an i ∈ N. Recalling the conditions v1T = 1, u > 0, v > 0, and
the limiting relation (11), we conclude that for δ :=
∑
j≥N vj there exists
n0 = n0(i, N) such that the estimate∑
j<N
M
(n)
ij ≤ (1 + δ)ui
∑
j<N
vj = (1− δ
2)ui ≤ ui (23)
is valid for all n ≥ n0.
Using (22) and (23) for n ≥ n0 gives
M
(n)
i =
∑
j<N
M
(n)
ij +
∑
j≥N
∑
k∈N
M
(n−1)
ik Mkj ≤ ui + εM
(n−1)
i
or, for n ≥ 1
M
(n+n0)
i ≤ ui
n−1∑
l=0
εl + εnM
(n0)
i . (24)
Note that Mi = EZi ≤ E [Zi ; Zi > K] +K. So the second part of Con-
dition (iii) provides existence of a constant W <∞ such that
sup
k∈N
Mi ≤W. (25)
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Hence we deduce the following estimate which is valid for all i ∈ N:
M
(n0)
i =
∑
j∈N
∑
k∈N
M
(n0−1)
ik Mkj ≤WM
(n0−1)
i ≤W
n0.
This fact combined with (24) completes the proof of (20).
To check the validity of the second statement of Lemma 4 observe that
vMn = v, MnuT = uT for all n ∈ N. Hence, using (12) we conclude that,
for all i, n ∈ N
M
(n)
i =
∑
j∈N
∑
k∈N
M
(n−1)
ik Mkj ≤ C
∑
j∈N
∑
k∈N
M
(n−1)
ik ukvj = Cui. (26)
The last implies (21), since ‖u‖∞ = U <∞ by Condition (ii).
Lemma 4 is proved.
Lemma 5 If M ∈ M1 and F(s) 6= Ms then for each i ∈ N there exists
n = n(i) such that
Fi(n; 0) = P
(∥∥Zi(n)∥∥1 = 0) > 0. (27)
Proof. Assume the contrary that there exists i ∈ N such that
Fi(n; 0) = 0 for all n ∈ N. (28)
We split the set of types of the process into two parts T1 and T2. We
assign type i to the class T1 if condition (28) holds and to the class T2 if
relation (27) is valid for some n = n(i).
Denote
M̂i :=
∑
k∈T1
EZik =
∑
k∈T1
Mik.
Observe that M̂i ≥ 1 for all i ∈ T1. By induction it is easy to show that,
for any i ∈ T1
M̂
(n+1)
i :=
∑
k∈T1
EZik(n+ 1) =
∑
k∈T1
M
(n+1)
ik
=
∑
k∈T1
∑
r∈N
M
(n)
ir Mrk =
∑
r∈N
M
(n)
ir M̂r
≥
∑
r∈T1
M
(n)
ir M̂r ≥
∑
r∈T1
M
(n)
ir = M̂
(n)
i ≥ 1.
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To go further we need to separately consider the cases T2 6= ∅ and T2 = ∅.
1) Assume first that T2 6= ∅. Since M is an irreducible matrix, it follows
that one can find i0 ∈ T1 and j0 ∈ T2 such thatMi0j0 =: ∆ > 0 and, therefore,
Mi0 = M̂i0 +
∑
k∈T2
Mi0k ≥ 1 + ∆.
For the same reason there exists n0 such that
M
(n0)
j0i0
= EZj0i0(n0) ≥ P (Zj0i0(n0) > 0) > 0.
Setting ∆1 := Mi0j0M
(n0)
j0i0
> 0 we have
M̂
(n0+1)
i0
=
∑
k∈T1
M
(n0+1)
i0k
=
∑
k∈T1
∑
r∈N
Mi0rM
(n0)
rk
=
∑
r∈N
Mi0rM̂
(n0)
r =
∑
r∈T1
Mi0rM̂
(n0)
r +
∑
r∈N\T1
Mi0rM̂
(n0)
r
≥
∑
r∈T1
Mi0r +Mi0j0M
(n0)
j0i0
= M̂i0 +∆1 ≥ 1 + ∆1.
By the same arguments we conclude that, for any q ∈ N
M̂
((q+1)n0+q+1)
i0
=
∑
k∈T1
∑
r∈N
M
(qn0+q)
i0r
M
(n0+1)
rk
≥
∑
r∈T1
M
(qn0+q)
i0r
M̂ (n0+1)r
≥ M̂ (qn0+q)i0 +∆1M
(qn0+q)
i0i0
≥ ∆1
q∑
t=1
M
(tn0+t)
i0i0
.
Since M is a “1”-recurrent and “1”-positive matrix, we have by (11)
∞∑
t=1
M
(tn0+t)
i0i0
=∞.
Hence it follows that, as q →∞
M̂
(qn0+q)
i0
→∞
contradicting (21). Thus, if (28) holds then T2 may be only an empty set.
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2) Assume now that (28) holds and T2 = ∅. In this case Fi(1; 0) = Fi(0) =
0 for all i ∈ N. Therefore, the offspring generating functions may be written
for all i ∈ N as
Fi(s) =
∑
j∈NN
0
\{0}
pijs
j , Fi(1) =
∑
j∈NN
0
\{0}
pij = 1.
Hence,
Mi = M̂i =
∑
j∈NN
0
\{0}
‖j‖1 pij ≥ 1
for all i ∈ N, where ‖j‖1 = j1 + j2 + . . . . It is not difficult to see that the
case Mi = 1 for all i ∈ N is possible only if pij = 0 for all ‖j‖1 ≥ 2, i.e. for
F(s) ≡ Ms, which is not allowed by our assumptions. Consequently, there
exist i0 and j0 with ‖j0‖1 ≥ 2 such that pi0j0 > 0. Clearly, Mi0 > 1 in this
case.
Further, there exists n0 such that M
(n0)
i0i0
= ∆1 > 0. Repeating now
almost literally the arguments used to analyze the case T2 6= ∅ we conclude
that M
(n)
i0
→ ∞ as n → ∞. This contradicts to the uniform boundness
of M
(n)
i for all i ∈ N. Thus, the case T2 = ∅ is also impossible under the
assumption (28). The obtained contradiction proves (27).
Lemma 5 is proved.
The next lemma is a refinement of Lemma 5.
Lemma 6 If M ∈M1 and F(s) 6= Ms then
P
(
lim
n→∞
∥∥Zi(n)∥∥1 = 0) = 1
for all i ∈ N.
Proof. First observe that
P
(
lim
n→∞
∥∥Zi(n)∥∥1 =∞) = 0 (29)
for all i ∈ N. Indeed, if it would be not the case then
lim sup
n→∞
M
(n)
i = lim sup
n→∞
E
∥∥Zi(n)∥∥1 =∞
for some i, contradicting (26).
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Thus, to prove the lemma it is sufficient to establish that under our con-
ditions the process obeys the so-called dichotomy property (see, for instance,
[17]):
P
(
lim
n→∞
∥∥Zi(n)∥∥1 =∞)+ P( limn→∞∥∥Zi(n)∥∥1 = 0) = 1.
It is shown in [18] (see Condition 2.1 and the proof of Proposition 2.2
there) that if, for all k ∈ N, there exist an index mk and a positive number
dk such that
inf
i∈N
P
(
‖Zi(mk)‖1 = 0
∣∣1 ≤ ‖Zi(1)‖1 ≤ k) ≥ dk (30)
then the respective process possesses the dichotomy property.
Let us check that (30) is valid if there exist an indexm0 and a real number
d0 ∈ (0, 1), such that
inf
i∈N
P
(∥∥Zi(m0)∥∥1 = 0) ≥ d0. (31)
Indeed, take r = (rj)j∈N ∈ NN0 and introduce the set of events Ai,m :=
{‖Zi(m)‖1 = 0} and
Bi,k := {1 ≤ ‖Zi(1)‖1 ≤ k} =
∑
1≤‖r‖1≤k
{Zij = rj}j∈N =:
∑
1≤‖r‖1≤k
Bir.
Since
P(Ai,m0+1|Bir) =
∏
j∈N
P
rj
(
Aj,m0
)
≥ dk0
for all i ∈ N, it follows by the total probability formula that
P
(
Ai,m0+1
∣∣Bi,k) =
∑
1≤‖r‖1≤k
P(Ai,m0+1Bir)
P(Bi,k)
=
∑
1≤‖r‖1≤k
P(Ai,m0+1|Bir)P(Bi,r)
P(Bi,k)
≥ dk0.
This proves (30) with mk = m0 + 1 and dk = d
k
0.
We now show that the estimate (31) indeed holds under the conditions
of Lemma 6 .
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According to the first part of Condition (iii), for each ε ∈ (0, 1) there
exists N = N(ε) such that
sup
i∈N
P
(∑
j>N
Zij > 0
)
≤ sup
i∈N
∑
j>N
Mij ≤ ε sup
i∈N
Mi ≤ εm. (32)
We split types of particles into two groups T1 := {j ≤ N} and T2 :=
{j > N} and consider the sets
AT1i,m :=
{∑
j≤N
Zij(m) = 0
}
and AT2i,m :=
{∑
j>N
Zij(m) = 0
}
.
By (32) we have
P2(1) := inf
i∈N
P
(
AT2i,1
)
≥ 1− εm. (33)
In view of the second part of Condition (iii), for each ε ∈ (0, 1) there
exists K = K(ε) such that
sup
i∈N
E [Zi ; Zi > K] ≤ εMi ≤ εm. (34)
Similarly to (33) we have
inf
i∈N
P(Zi ≤ K) ≥ 1− εm. (35)
By Lemma 5 for each fixed i there exists n(i) such that Qi(n(i); 0) < 1.
Thus, there exist n0 and θ ∈ (0, 1) such that, for all i ∈ T1 and n ≥ n0
Qi(n; 0) ≤ Qi(n0; 0) ≤ 1− θ < 1 (36)
or, for all n ≥ n0
P1(n) := inf
i∈T1
P
(
Ai,n
)
> θ > 0. (37)
Note that if B1 and B2 are two events such that P(B1) > 1 − σ1 and
P(B2) > 1−σ2 for some constants σ1, σ2 ∈ (0, 1), then P(B1B2) > 1−σ1−σ2.
Using this simple observation and recalling (33) and (35) gives
inf
i∈N
P
(
Ai,n0+1
)
≥ inf
i∈N
P
(
Ai,n0+1;Zi ≤ K,A
T2
i,1
)
≥ inf
i∈N
P
(
Ai,n0+1
∣∣Zi ≤ K,AT2i,1)(1− 2εm)
≥ inf
i∈T1
P
K
(
Ai,n0
)
(1− 2εm) ≥ θK(1− 2εm).
Selecting ε ∈
(
0, 0.5m−1
)
we justify (31) and complete the proof of Lemma 6.
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Lemma 7 If M ∈M1 and F(s) 6= Ms, then Fi(n; s) → 1 as n → ∞ uni-
formly in i ∈ N and s ∈ (0, 1]N.
Proof. Clearly,
Fi(n; s) = E
[∏
j∈N
s
Zij(n)
j
]
≥ P
(∥∥Zi(n)∥∥1 = 0).
Recalling Lemma 6 we see that, for each fixed i ∈ N
sup
s∈[0,1]N
(1− Fi(n; s)) = sup
s∈[0,1]N
Qi(n; s) ≤ Qi(n; 0)→ 0 (38)
as n→∞. We now show that convergence in (38) is uniform over i ∈ N.
Since
1− F(n; s) = 1− F(1;F(n− 1; s)) ≤M (1− F(n− 1; s)) ,
it follows that for all N ∈ N
Qi(n; s) ≤
∑
j∈N
MijQj(n− 1; s) ≤
∑
j≤N
MijQj(n− 1; s) +
∑
j>N
Mij . (39)
In view of Condition (iii) describing properties of matrices belonging to
classM1, for any ε > 0 there exists an N = N(ε) meeting estimate (22). On
the other hand, for any fixed N and i ∈ N
∑
j≤N
Mij ≤
∑
j≤N
Mijuj
min
k≤N
uk
≤
∑
j∈N
Mijuj
min
k≤N
uk
=
ui
min
k≤N
uk
≤
U
min
k≤N
uk
. (40)
Lemma 6 and estimates (38)-(40) imply
sup
s∈[0,1]N, i∈N
Qi(n; s) ≤
U
min
k≤N
uk
sup
j≤N
Qj(n− 1; 0) + ε ≤ 2ε
for all sufficiently large n.
Lemma 7 is proved.
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3 Ratio limit theorem
The next important theorem is an infinite-dimensional analog of Theorem 1
in [19, Ch. VI, §1].
Denote S :=
{
s ∈ [0, 1]N, s 6= 1
}
.
Theorem 8 Let {Zi(n), i ∈ N} be a critical GWBP/∞ with mean matrix
M ∈M01 and F(s) 6= Ms. Then
lim
n→∞
sup
s∈S, i∈N
∣∣∣∣Qi(n; s)uiq(n; s) − 1
∣∣∣∣ = 0. (41)
To justify (41) for the critical GWBP/∞’s we need to attract, along with
the standard hypotheses (i) for the mean matrix, additional Conditions (iii)
and (iv) which provide the desired uniform convergence in i ∈ N. These
additional conditions automatically fulfil for the Galton-Watson processes
with finite number of types.
We split the proof of Theorem 8 into several lemmas.
For an infinite-dimensional vector s =
(
sj
)
j∈N
∈ [0, 1]N introduce the
notation sj := (siδij + 1− δij)i∈N. Set also
Fij(sj) := Fi(sj) = Es
Zij
j , Qij(sj) := Qi(sj) = 1− Es
Zij
j ,
Nij(s) :=
Zij−1∑
k=0
skj
(
1−
∞∏
l=j+1
sZill
)
=
1− s
Zij
j
1− sj
(
1−
∞∏
l=j+1
sZill
)
,
Nij(s) := ENij(s).
Lemma 9 If all elements of the mean matrix M = (EZij)i,j∈N are finite
then, for each i ∈ N the following representation is valid
Qi(s) =
∑
j∈N
E
(
1− s
Zij
j
)
−
∑
j∈N
(1− sj)E
Zij−1∑
k=0
skj
(
1−
∞∏
l=j+1
sZill
)
=
∑
j∈N
Qij(sj)−
∑
j∈N
(1− sj)Nij(s). (42)
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Proof. Using definitions (2) we perform a chain of evident transforma-
tions
1−
∞∏
l=1
sZill =
(
1− sZi11
)
−
(
1− sZi11
)(
1−
∞∏
l=2
sZill
)
+ 1−
∞∏
l=2
sZill
=
(
1− sZi11
)
− (1− s1)
Zi1−1∑
k=0
sk1
(
1−
∞∏
l=2
sZill
)
+
[
1−
∞∏
l=2
sZill
]
=
(
1− sZi11
)
− (1− s1)Ni1(s) +
[
1−
∞∏
l=2
sZill
]
. (43)
Since all the summands in the chain of identities have finite means, it
follows that
Qi(s) = 1− Fi(s) = E
(
1−
∞∏
l=1
sZill
)
= E
(
1−
∞∏
l=2
sZill
)
+ Qi1(s1)− (1− s1)Ni1(s). (44)
Repeating the chain of transformations (43) for the first summand at the
right-hand side of (44) and doing the same for 1 −
∏∞
l=j+1 s
Zil
l , where the
parameter j ∈ Nr {1} sequentially takes values increasing by 1, we get the
desired identity
Qi(s) =
∑
j∈N
Qij(sj)−
∑
j∈N
Nij(s)(1− sj).
The lemma is proved.
Theorem 10 Let {Zi(n), i ∈ N} be a critical GWBP/∞ with mean matrix
M ∈M1 and F(s) 6= Ms. Then
lim
z↑1
sup
i∈N
(1− z)EZi − E(1− zZi)
(1− z)EZi
= 0 (45)
and
lim
z↑1
sup
i∈N
(1− z)EZi −
∑
j∈N
E(1− zZij )
(1− z)EZi
= 0.
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Remark. The statement of the theorem is always true for the Galton-
Watson branching processes with finite number of types. However, this is
not always the case for GWBP/∞’s. It is for this reason we are forced to
include Conditions (iii) in Definition 2.
Proof of Theorem 10. Since
E(1− zZi) ≤
∑
j∈N
E(1− zZij ) ≤
∑
j∈N
(1− z)EZij = (1− z)EZi,
it sufficient to prove (45) only. According to the second part of Conditions
(iii), for any ε > 0 there exists K = K(ε) such that
0 ≤ sup
i∈N
M−1i E
[
(1− z)Zi − (1− z
Zi) ; Zi > K
]
≤ ε
(
1− z
)
/2. (46)
On the other hand, for any fixed k ≤ K the representation
k(1− z)− (1− zk) = (1− z)
(
k −
k−1∑
j=0
zj
)
≤ (1− z)
(
K −
K−1∑
j=0
zj
)
=
z↑1
o
(
1− z
)
is valid. Since P (0 < Zi ≤ K) ≤ EZi = Mi for each fixed K ∈ N, it follows
that
0 ≤ sup
i∈N
M−1i E
[
(1− z)Zi − (1− z
Zi) ; Zi ≤ K
]
=
z↑1
o
(
1− z
)
.
Thus, for ε > 0 and K = K(ε) selected above one can find a ∆ > 0 such
that for 0 ≤ 1− z < ∆
0 ≤ sup
i∈N
M−1i E
[
(1− z)Zi − (1− z
Zi) ; Zi ≤ K
]
≤ ε
(
1− z
)
/2. (47)
Combining (46) and (47) gives (45).
Theorem 10 is proved.
Introduce the notation Qn = Q(n; s) := sup
i∈N
Qi(n; s), Fn = F(n; s) :=
inf
i∈N
Fi(n; s).
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Lemma 11 Let {Zi(n), i ∈ N} be a critical GWBP/∞ with mean matrix
M ∈M01 and F(s) 6= Ms. Then, for each i∑
j∈N
Qj(n; s)Nij
(
F(n; s)
)
=: Miǫ1,i(Q(n; s)), (48)
where
lim
n→∞
sup
s∈S, i∈N
|ǫ1,i(Q(n; s))|
Q(n; s)
= 0.
Proof. Recall that supi∈NMi <∞ by (21). By definition
Qj(n; s)Nij
(
F(n; s)
)
= E
[(
1− F
Zij
j (n; s)
)(
1−
∞∏
l=j+1
FZill (n; s)
)]
≤ E
[(
1−FZijn
)(
1−
∞∏
l=j+1
FZiln
)]
= E
[(
1− FZijn
) (
1− F
∑
l>j Zil
n
)]
.
Using the equality (1− x)(1− y) = 1− x+ 1− y − 1 + xy we see that
Qj(n; s)Nij
(
F(n; s)
)
≤ E
[(
1−FZijn
) (
1− F
∑
l>j Zil
n
)]
= E
(
1− FZijn
)
+ E
(
1− F
∑
l>j Zil
n
)
− E
(
1−F
∑
l≥j Zil
n
)
. (49)
By (49) we conclude that
0 ≤
∑
j∈N
Qj(n; s)Nij
(
F(n; s)
)
≤
∑
j∈N
(
E
(
1− FZijn
)
+ E
(
1− F
∑
l>j Zil
n
)
− E
(
1− F
∑
l≥j Zil
n
))
=
∑
j∈N
E
(
1−FZijn
)
− E
(
1−F
∑
l∈N Zil
n
)
≤
∑
j∈N
EZijQn − E
(
1−FZin
)
= EZiQn − E
(
1−FZin
)
. (50)
Observe that the series in the second line of (50) uniformly converges in i ∈ N
in view of the estimates
E
(
1− w
∑
l≥j Zil
)
− E
(
1− w
∑
l>j Zil
)
≤ E
(
1− wZij
)
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and E
(
1− wZij
)
≤ EZij(1− w).
Using (45) for x = Q(n; s) we deduce that
0 ≤ lim
n→∞
sup
s∈S, i∈N
∑
j∈NQj(n; s)Nij
(
F(n; s)
)
MiQ(n; s)
≤ lim
n→∞
sup
s∈S, i∈N
EZiQ(n; s)− E
(
1− FZi(n; s)
)
MiQ(n; s)
= 0,
as desired.
Lemma 11 is proved.
Lemma 12 Let {Zi(n), i ∈ N} be a critical GWBP/∞ with mean matrix
M ∈M1 and F(s) 6= Ms. Then, for all i ∈ N,∑
j∈N
Mij(1− sj)−
∑
j∈N
Qij(sj) =: Miǫ2,i(1− s),
where
lim
s∈S,‖1−s‖∞→0
sup
i∈N
|ǫ2,i(1− s)|
‖1− s‖∞
= 0.
Besides,∑
j∈N
MijQj(n− 1; s)−
∑
j∈N
Qij(Fj(n− 1; s)) = Miǫ2,i(Q(n− 1; s)), (51)
where
lim
n→∞
sup
s∈S, i∈N
|ǫ2,i(Q(n− 1; s))|
Q(n− 1; s)
= 0.
Proof. Consider the function
fij(sj) := Mij(1− sj)−Qij(sj) = E
[
Zij(1− sj)− 1 + s
Zij
j
]
with partial derivative
∂fij(sj)
∂sj
= E
[
Zij
(
s
Zij−1
j − 1
)]
≤ 0, j ∈ N.
Two last relations mean that the function fij(sj) is nonincreasing, fij(1) =
0 and, therefore, fij(sj) ≥ 0 for sj ∈ [0, 1]. As a result,
fij(sj) ≤ fij(1− ‖1− s‖∞) = E
[
Zij‖1− s‖∞ − 1 + (1− ‖1− s‖∞)
Zij
]
.
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Now the assertion of Lemma 12 is an evident corollary of Theorem 10.
We now deduce estimates for Qi(n; s), i ∈ N, in terms of the function
Q1(n; s).
Lemma 13 Let {Zi(n), i ∈ N} be a critical GWBP/∞ with mean matrix
M ∈M01 and F(s) 6= Ms. Then there exist constants C1 and C2 such that
Qi(n; s) ≤ C1uiQ1(n; s), ∀ i ∈ N,
and
Q(n; s) ≤ C2Q1(n; s)
for all sufficiently large n.
Proof. Taking into account (42) with s replaced by F(n−1; s), (48) with
F(n; s) replaced by F(n− 1; s), and attracting (51) we get
Qi(n; s) =
∑
j∈N
MijQj(n− 1; s) +Miǫi(Q(n− 1; s)), (52)
where ǫi(Q(n− 1; s)) = ǫ1,i(Q(n− 1; s)) + ǫ2,i(Q(n− 1; s)) and
lim
n→∞
sup
s∈S, i∈N
|ǫi(Q(n− 1; s))|
Q(n− 1; s)
= 0. (53)
Multiplying the left and right hand sides of (52) by vi and summing over
i we obtain
q(n; s) = vQT (n; s) = q(n− 1; s) + ǫ(Q(n− 1; s)), (54)
where
ǫ(Q(n− 1; s)) :=
∑
i∈N
viMiǫi(Q(n− 1; s)).
In view of (53)
lim
n→∞
sup
s∈S
|ǫ(Q(n− 1; s))|
Q(n− 1; s)
= 0. (55)
Representation (52) and estimate (21) imply, for sufficiently large n the
inequalities
Qi(n; s) ≤ 2MiQn−1, Qn ≤ 2mQn−1. (56)
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Combining (52) with n sequentially replaced by n+1, . . . , n+ l we obtain
Qi(n + l; s) = Miǫ
∗
i (n, l; s) +
∑
j∈N
M
(l)
ij Qj(n; s), (57)
where
Miǫ
∗
i (n, 1; s) = Miǫi(Q(n; s)),
Miǫ
∗
i (n, k; s) =
∑
j∈N
MijMjǫ
∗
j (n, k − 1; s) +Miǫi(Q(n+ k − 1; s)), k > 1.
Clearly,
lim
n→∞
sup
s∈S, i∈N
|ǫ∗i (n, l; s)|
Q(n; s)
= 0
in view of (53), (56) and (21).
Since M ∈ M01 by our assumptions, applying the first inequality in (12)
gives
M
(n)
ij =
∑
k∈N
MikM
(n−1)
kj ≤ Cui
∑
k∈N
vkM
(n−1)
kj = Cuivj , ∀i, j ∈ N. (58)
Further, using the second inequality in (12) for the respective m ∈ N we
obtain
M
(n+m)
1j =
∑
k∈N
M
(m)
1k M
(n)
kj ≥ c
∑
k∈N
vkM
(n)
kj = cvj, ∀j ∈ N. (59)
We fix l ≥ m. Relations (58) and (59) imply the inequalities
M
(l)
ij ≤ Cuivj ≤
CM
(l)
1j ui
c
, ∀i, j ∈ N.
Hence, using (57) we deduce the estimate
Qi(n+ l; s) ≤
2Cui
c
∑
j∈N
M
(l)
1j Qj(n; s), ∀i ∈ N, (60)
which, on account of ‖u‖∞ = U <∞, leads to the inequality
Q(n+ l; s) = Qn+l ≤
2CU
c
∑
j∈N
M
(l)
1j Qj(n; s). (61)
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Finally, using (57) with i = 1 we may transform (60) and (61) as
Qi(n + l; s) ≤
4Cui
c
Q1(n+ l; s), ∀ i ∈ N, (62)
and
Qn+l = Q(n + l; s) ≤
4CU
c
Q1(n+ l; s). (63)
Lemma 13 is proved.
Lemma 14 If M ∈M01 and F(s) 6= Ms then, for any fixed n ∈ N
lim
N→∞
sup
s∈S
1
q(n; s)
∞∑
j=N+1
vjQj(n; s) = 0 (64)
and, for any ε > 0 there exist l0 = l0(ε) ∈ N such that∣∣Qi(n+ l0; s)− uiq(n; s)∣∣ ≤ εuiq(n; s), (65)∣∣q(n+ l0; s)− q(n; s)∣∣ ≤ εq(n; s) (66)
for all i ∈ N and n > n0.
Proof. Clearly,
q(n; s) ≥ v1Q1(n; s), s ∈ (0, 1]
N.
On the other hand, estimate (63) and Conditions (13) allow us to deduce
for sufficiently large n the estimate
q(n; s) ≤
4CU
c
Q1(n; s).
Thus, the functions q(n; s) and Q1(n; s) have the same order as n→∞.
This fact, estimate (62) and convergence of the series
∑∞
i=1 vi justify (64).
Besides,
0 < lim inf
n→∞
inf
s∈S
q(n; s)
Q1(n; s)
≤ lim sup
n→∞
sup
s∈S
q(n; s)
Q1(n; s)
<∞.
We rewrite this relation as
q(n; s) ≍
n→∞
Q1(n; s). (67)
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The same notation will be used in others similar situations. For instance,
in view of (63) and the definition of Q(n+ l; s)
Qn+l = Q(n + l; s) ≍
n→∞
Q1(n + l; s) (68)
for each fixed l.
Taking into account Condition (iv) and relation (68) we transform (57)
to the form
Qi(n + l; s)− uiq(n; s)−Miǫ
∗
i (n, l; s)
=
N∑
j=1
(
M
(l)
ij − uivj
)
Qj(n; s)−
∞∑
j=N+1
uivjQj(n; s) +
∞∑
j=N+1
M
(l)
ij Qj(n; s)
=: I1(i, N, l, n; s) + I2(i, N, n; s) + I3(i, N, l, n; s). (69)
Estimates (58), (63), (67), (68) and the equality v1T = 1 allow us to
claim that
lim
N→∞
sup
i∈N, n∈N, s∈S
∣∣∣∣I2(i, N, n; s)uiQ1(n; s)
∣∣∣∣ = 0, (70)
and
lim
N→∞
sup
i∈N, l∈N, n∈N, s∈S
∣∣∣∣I3(i, N, l, n; s)uiQ1(n; s)
∣∣∣∣ = 0 (71)
where Q1(n; s) may be replaced by q(n; s).
We now select an ε > 0. In view of (70) and (71) there exists N = N(ε)
such that ∣∣I2(i, N(ε), n; s)∣∣ + ∣∣I3(i, N(ε), l, n; s)∣∣ ≤ 0.25εuiq(n; s). (72)
According to (11), conditions (13) and estimate (63), there exist C1 and
l0 = l0(ε) such that, for all l ≥ l0∣∣I1(i, N(ε), l, n; s)∣∣≤N(ε)C1Q(n; s) sup
j≤N(ε)
∣∣∣M (l)ij −uivj∣∣∣≤0.25εuiq(n; s). (73)
We know by (67), (68) and (56) that Q1(n + l; s) ≍
n→∞
Q1(n; s) for any
fixed l. Therefore, for l = l0 and n > n2 = n2(ε) the third term at the
left-hand side of (69) may be evaluated as∣∣∣Miǫ∗(n, l0; s)∣∣∣ = ui∣∣∣∣Miui ǫ∗(n, l0; s)
∣∣∣∣ ≤ Cui∣∣∣ǫ∗(n, l0; s)∣∣∣ ≤ 0.5εuiq(n; s). (74)
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Combining estimates (72), (73) and (74) and using decomposition (69)
we easily obtain (65).
Since uvT = 1, relation (66) immediately follows from (65).
Lemma 14 is proved.
Proof of Theorem 8. Clearly, estimates (65) and (66) imply (41).
Theorem 8 is proved.
4 Proof of Theorem 3
We set
B(n; s) := vQT (n; s)− vQT (F(n; s))
and first prove an infinite-dimensional analog of Lemma 2 in [12].
Recall that Φ(x) = x − vQT (1− xu) = x1+αℓ(x) for xU ≤ 1 as x→ +0
by (14) and (15).
Lemma 15 If the conditions of Theorem 3 are valid then
lim
n→∞
sup
s∈S
∣∣∣∣ B(n; s)Φ(q(n; s)) − 1
∣∣∣∣ = 0. (75)
The proof of (75) coincides almost literally with the proof of Lemma 2 in
[12] and we give it here to only keep the integrity of the presentation.
Introduce the function
B(s) := v(1− s)T − vQT (s).
Clearly, for s = (s1, s2, ...) ∈ S
∂B(s)
∂si
= −vi −
∞∑
j=1
vj
∂Qj(s)
∂si
= −vi +
∞∑
j=1
vj
∂Fj(s)
∂si
≤ −vi +
∞∑
j=1
vjEZji = −vi + vi = 0.
Thus, B(s) is monotone decreasing with respect to each argument of s. By
Theorem 8, for any ε > 0 one can find N = N(ε) such that
(1− ε)uiq(n; s) ≤ Qi(n; s) ≤ (1 + ε)uiq(n; s)
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for all n ≥ N and all i ∈ N and s ∈ S. Therefore, for n ≥ N
B(1− (1− ε)q(n; s)u) ≤ B(1−Q(n; s)) ≤ B(1− (1 + ε)q(n; s)u).
Since B(1 − Q(n; s)) = B(n; s) and B(1 − xu) = Φ (x), it follows that,
for n ≥ N
Φ ((1− ε)q(n; s)) ≤ B(n; s) ≤ Φ ((1 + ε)q(n; s)) .
By our conditions, ℓ(x) is a slowly varying function as x→ +0. Therefore
(see, for instance, Theorem 1.1 [21, Ch. 1, §1.2]),
ℓ(cx)
ℓ(x)
→ 1
as x → +0 uniformly in c ∈ [a, b], 0 < a < b < ∞. Fix ε0 ∈ (0, 1). Since
q(n; s) ≤ q(n; 0) and limn→∞ q(n; 0) = 0, we see that
lim
n→∞
sup
s∈S
Φ((1± ε)q(n; s))
Φ(q(n; s))
=(1± ε)1+α lim
n→∞
sup
s∈S
ℓ((1± ε)q(n; s))
ℓ(q(n; s))
= (1± ε)1+α .
By letting ε→ +0 we easily deduce (75).
The next statement is an infinite-dimensional of Lemma 3 in [12].
Lemma 16 Let the conditions of Theorem 3 be valid. Then
lim
n→∞
sup
s∈S
∣∣∣∣Φ(q(n + 1, s))Φ(q(n; s)) − 1
∣∣∣∣ = 0. (76)
Proof. In view of Φ(x) = x1+αℓ(x), to demonstrate the validity of (76)
it is sufficient to show that
lim
n→∞
sup
s∈S
∣∣∣∣q(n+ 1, s)q(n; s) − 1
∣∣∣∣ = 0.
It remains to observe that the desired estimate is a corollary of (54), (55),
(67) and (68).
Lemma 16 is proved.
Proof of Theorem 3. Using Lemma 15 we write
B(k; s) = q(k; s)− q(k + 1; s) = Φ(q(k; s)) (1 + ε(k; s)) ,
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where
lim
k→∞
sup
s∈S
|ε(k; s)| = 0.
Hence, setting q(0; s) := v (1− s)T we obtain that
n∑
k=0
q(k; s)− q(k + 1; s)
Φ(q(k; s))
= n (1 + ε1(n; s)) ,
where limn→∞ sups∈S |ε1(n; s)| = 0. Lemma 16 and monotonicity of Φ(x) in
x allow us to rewrite the previous relation as∫ q(0;s)
q(n;s)
dx
Φ(x)
= n(1 + ε2(n; s)), (77)
where limn→∞ sups∈S |ε2(n; s)| = 0. Letting s = 0 and recalling that Φ(x) =
x1+αℓ(x) as x → +0 we deduce by the properties of regularly varying func-
tions (see Theorem 1 [20, Ch. VIII, Section 9]) that
qα(n)ℓ(q(n)) ∼ (αn)−1, n→∞,
or (see property 5◦ [21, Ch. 1, Section 1.5])
q(n) = n−1/αℓ1(n)
for a function ℓ1(n) slowly varying as n→∞. This proves (16).
Relation (17) follows from (16) and Theorem 8.
We now prove (18) and (19). Let λ = (λj)j∈N be an infinite-dimensional
vector with nonnegative bounded components. Set
si = s(n;λi) = exp {−λiq(n)} , i = 1, 2, ..., (78)
and put q(0; s) := v(1 − s)T . Using the relation Φ(q(n))/q(n) ∼ (αn)−1,
n→∞, and making the change of variables x→ zq(n) we deduce from (77)
the representation
q(0;s)/q(n)∫
q(n;s)/q(n)
Φ(q(n))dz
Φ(zq(n))
=
1 + ε2(n; s)
α
, (79)
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where ε2(n; s)→ 0 as n→∞. Note that, as n→∞
Φ(q(n))
Φ(zq(n))
→
1
z1+α
(80)
uniformly in z from any finite interval 0 < a ≤ z ≤ b <∞.
By assumption, the components of λ are bounded and v1T = 1. There-
fore,
lim
n→∞
q(0; s)
q(n)
= (v,λ).
Since the right-hand side of (79) has a limit as n→∞, the same is true for
the left-hand side. Consequently,
lim
n→∞
q(n; s)/q(n) =: 1− φ(λ)
also exists. Moreover, this limit is strictly positive. Indeed, if it would be not
the case then the integral at the left-hand side of (79) would be divergent
in view of (80). Using (80) once again, passing to the limit in (79) and
performing integration we obtain
(1− φ(λ))−α − (v,λ)−α = 1
or
φ(λ) = 1−
(
1 + (v,λ)−α
)−1/α
.
Finally, recalling Theorem 8 and selecting the same s as in (78) we obtain
lim
n→∞
E
[
e−(λ,Z(n))q(n)
∣∣Z(n) 6= 0,Z(0) = ei] = 1− lim
n→∞
Qi(n; s)
Qi(n)
= 1− lim
n→∞
q(n; s)
q(n)
= φ(λ).
The last is equivalent to (18) which, in turn, implies (19).
Theorem 3 is proved.
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