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Materials with large magnetocrystalline anisotropy and strong electric field effects are highly
needed to develop new types of memory devices based on electric field control of spin orientations.
Instead of using modified transition metal films, we propose that certain monolayer transition metal
dichalcogenides are the ideal candidate materials for this purpose. Using density functional calcu-
lations, we show that they exhibit not only a large magnetocrystalline anisotropy (MCA), but also
colossal voltage modulation under external field. Notably, in some materials like CrSe2 and FeSe2,
where spins show a strong preference for in-plane orientation, they can be switched to out-of-plane
direction. This effect is attributed to the large band character alteration that the transition metal d-
states undergo around the Fermi energy due to the electric field. We further demonstrate that strain
can also greatly change MCA, and can help to improve the modulation efficiency while combined
with an electric field.
Enormous efforts, both experimental and theoretical,
have been spent to improve the efficiency of magne-
tization control in nanoscale systems[1, 2]. Conven-
tional techniques like magnetic-field-induced magnetiza-
tion switch and spin-current induced torque in magnetic
tunnel junctions[3], both have a complex design and are
very power-consuming. In comparison, controlling the
spin orientation by applying electric fields to materials
with large magnetocrystalline anisotropy (MCA) is a new
and promising approach. This method has the advantage
of ultra-low power consumption and strong coherence of
the individual spins. Recently, this has been demon-
strated experimentally in itinerant magnetic FePt and
FePd ultrathin films with liquid interfaces[4]. Soon after,
electric-field-controlled MCAs were also reported for few-
monolayers-thick magnetic metals[5–7] and alloys[8, 9],
nano-junctions[10, 11], defected graphene[12], and thin
films[13]. In most of these materials, the magnetism
comes from the 3d transition metals and the MCA arises
from the strong spin-orbit coupling (SOC) due to the al-
loying with heavy elements. Markedly, the MCA in these
materials is still low, and the spin states are vulnerable to
thermal fluctuations. The electric field effect also needs
large improvements for these materials to effectively ma-
nipulate the spin orientation. Furthermore, other prob-
lems persist in thin metal films and surfaces, including
the difficulty of growing high quality samples, the high
reactivity while exposed to air and liquid, and especially
the strong screening to the applied electric field.
In contrast to ultra-thin metal films, many two-
dimensional (2D) materials can be more easily fabri-
cated in large quantity and high quality[14–16]. Many
of them are quite stable and their screening effect to
electric field is relatively small. 2D materials, such as
graphene, boron-nitride and transition metal dichalco-
genides (TMDs) have shown high stability and superior
transport properties[17, 18]. Furthermore, mechanical
exfoliation or chemical synthesis can be used to produce
monolayer TMDs flakes of high purity, such as MoS2[19],
MoSe2, TaS2, TaSe2, and NiTe2[20–22]. Recently, a
thorough computational study was carried out for more
than 30 monolayer TMDs with varying combinations of
transition metal and chalcogen atoms (S, Se, or Te)[23].
Depending on d band filling, TMD monolayers can be
magnetic. The examples also include the well studied
VSe2, TaS2 and TaSe2[24–26]. A couple of recent stud-
ies used TMDs as the supporting materials for the MCA
centers[27, 28]. Since many of the magnetic TMDs con-
tain heavy elements such as Se and Te, which indicates
strong SOC, we propose these monolayer materials may
possess large voltage-controllable MCA.
In this letter, we conduct a systematic first-principles
study of the MCA of single-layer TMDs and related ma-
terials with and without external electric field. The se-
lected materials include AX2 (A = Sc, Ti, V, Cr, Mn,
Fe, Co, Ni, X = Se, Te), TaS2, TaSe2 and also FeI2. The
results clearly demonstrate a large MCA for a number of
AX2 monolayers, including CrSe2, FeSe2, FeTe2, TaS2,
TaSe2, and FeI2. Especially, the MCA for some AX2
shows a very strong electric field dependence. For CrSe2,
FeSe2, FeTe2, and FeI2, the electric field can change the
sign of MCA, which can be used to switch preferred spin
orientation. Our study illustrates the promising potential
of electric-field-switching of magnetization orientation in
these 2D materials. Furthermore, we demonstrate that
2the strain effect on MCA is also strong.
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FIG. 1. (Color online) Atomic structures of single layer AX2.
(a) and (c) are the top and side views of H phase, (b) and (d)
are top and side views of T phase. The shaded areas show
the primitive unit cells with Bravais lattice vectors ~a and ~b
(|~a| = |~b|). h is the vertical distance between the chalcogen
atom and transition metal atom and θ is the X-A-X bond
angle across the top and the bottom layers. Magenta spheres
represent transition-metal atoms (A) while blue and yellow
spheres represent the top and the bottom layer chalcogen
atoms (X), respectively.
All the calculations are performed within the frame-
work of density functional theory (DFT)[29] as im-
plemented in the Vienna ab initio simulation package
(VASP)[30]. The PAW[31] potentials are used to de-
scribe the ionic potential of all the atoms. We employed
the Perdew-Burke-Ernzerhof (PBE)[32] generalized gra-
dient approximation (GGA) for the exchange correlation
functional. In order to treat the strong on-site Coulomb
interaction of 3d metals, we employed the GGA + U[33]
method. The U values are tested for all the compounds
by comparing the resulted magnetic moment with those
obtained by Heyd-Scuseria-Ernzerhof (HSE)[34] hybrid
functional. For most of the cases, we find that U = 2 eV
yield magnetic moments in good comparison with HSE.
Several factors are important for the selection of candi-
date 2D TMD systems. 1) The material should be ther-
modynamically stable or metastable with a low energy.
Ideally, the TMD could exist naturally in single layer or
in layered bulk structure that can be exfoliated into single
layer. 2) The material should be spin polarized, there-
fore the TMD materials containing 3d transition metals
especially V, Cr, Mn, Fe, Co are particullarly interest-
ing. 3) The material should have large SOC, therefore
should contain heavy elements. Our work will then fo-
cus on late chalcogens such as Se and Te. Some com-
pounds, although not dichalcogenides, adopt the same
layered structure as TMD and satisfy the above criteria.
One such example is FeI2, in which Iodine atoms occupy
the same lattice sites as chacogens. We therefore also
include these layered structures in our study.
We first investigate the stability of single layer AX2
by comparing their energies with existing AnXm com-
pounds. For an existing AmXn compound, we assume
a reaction between AmXn and elemental solid A, 2/n
AmXn + [(n− 2m)/n] A → AX2. The formation energy
Ef is defined as: Ef = EAX2 - 2/n EAmXn - [(n−2m)/n]
EA, where EAmXn and EA are the total energies of AmXn
compound and solid A, respectively. For 3D AX2 com-
pounds, Ef is actually the energy difference between sin-
gle layer and bulk AX2. There are two different types of
single-layer structures for AX2 compounds: a honeycomb
H structure with point-group symmetry of D3h (trigonal
prismatic coordination, Fig. 1(a) and (c)) and a centered
honeycomb T structure with D3d symmetry (octahedral
coordination, Fig. 1(b) and (d)). Both structures are
included in our study.
The calculated results are shown in Table 1. We would
like to point out that several AX2 compounds are already
known and exhibit layered structure, including CrSe2,
TaS2, TaSe2, and FeI2. Our calculations show that the
energy difference between single layer and bulk structure
is very small, indicating that CrSe2 monolayer can be
fabricated by mechanical exfoliation. Single layer TaS2
and TaSe2 have been fabricated and their properties have
been studied[35]. Furthermore, we also examine the dy-
namic stability of these compounds by calculating the
phonon spectra of optimized TMDs in both H and T con-
figurations (see Supporting information Fig. S1). Our
results reveal that among the 36 structures considered,
31 of them are dynamically stable. Depending on the
coordination and oxidation state of the transition metal
atoms, TMDs can be either metallic or semiconducting.
Now we will focus on the magnetic AX2 monolayers.
Table 1 gives the calculated magnetic moments for all
magnetic AX2 we have considered. The results obtained
by GGA + U method (U = 2 eV) compare very well
with the HSE results. Magnetic moments of MnX2 and
FeX2 (CrX2) are around 3 µB and 2 µB, respectively,
while others are about 1 µB . The magnetic moment is
an integer number if the material is semiconducting or
half metallic. In latter case, one spin channel is metal-
lic while the other one has a gap (see Fig. S2 in SI).
In order to examine the magnetic ordering, we consider
two spin configurations of ferromagnetic (FM) and anti-
ferromagnetic (AFM). Both of the energies referring to
nonmagnetic state are listed. By comparing the energies
of the FM and AFM states, we find that all magnetic 2D
AX2 are in FM state.
For the next step, we examine the MCA and its de-
pendence with the electric field for all magnetic AX2
monolayers. For a surface of area S (in units of cm2),
magnetocrystalline anisotropy is the total energy differ-
ence between two magnetic states where the magneti-
zation is aligned along the [100] or [001] direction, i.e.,
MCA = (E[100] − E[001])/S. The results for a number
of selected compounds are presented in Fig. 2 (please
see Supporting Information Table S1 for MCA values for
all studied magnetic AX2 under zero and finite electric
fields). As shown in the figure, many 2D AX2 compounds
show very large MCAs at zero field. Especially for H-
3TABLE I. Properties of magnetic AX2 monolayers, including
formation energies (Ef ), magnetic energies (EFM and EAFM)
and magnetic moments (M) for free-standing single layer AX2
in H and T phasesa
System Ef EFM EAFM MGGA MU=2 MHSE
H-ScSe2 2.29
c -0.32 -0.16 1.00 1.00 1.00 S
H-ScTe2 1.85
c -0.25 -0.14 1.00 1.00 1.00 S
H-VSe2 -0.01
b -0.36 -0.15 1.00 1.00 1.00 S
T-VSe2 -0.02
b -0.44 -0.29 0.61 1.15 1.26 M
H-VTe2 0.12
b -0.41 -0.26 1.00 1.00 1.00 S
T-VTe2 -0.04
b -0.66 -0.21 0.92 1.50 1.52 M
T-CrSe2 0.00
b -1.79 -0.09 2.16 2.42 2.69 M
T-CrTe2 0.08
b -1.91 -1.88 2.43 2.66 2.69 M
T-MnSe2 -0.33
b -2.38 -0.19 2.81 3.00 3.00 H
H-MnTe2 0.13
b -2.39 -0.06 2.57 3.00 3.00 H
T-MnTe2 -0.10
b -2.76 -0.44 2.82 3.17 3.10 M
H-FeSe2 0.26
b -0.92 -0.45 1.99 2.00 2.00 H
H-FeTe2 0.20
b -1.04 -0.55 1.80 2.00 2.00 H
H-TaS2 0.01
b -0.06 -0.02 0.02 0.75 0.87 M
H-TaSe2 0.01
b -0.08 -0.02 0.00 0.83 1.00 M
T-FeI2 0.03
b -1.79 1.20 4.00 4.00 4.00 S
a Ef (in units of eV) is the formation energy of single layer AX2.
b AX2 compound exists, c AX2 compound does not exist. EFM,
EAFM (in units of eV) are the relative energies of ferromagnetic
and anti-ferromagnetic state with respect to the non-magnetic
state. MGGA, MU=2 and MHSE (in units of µB) are the values of
magnetic moment calculated by GGA, GGA + U and HSE
functionals, respectively. S, M and H in the last column stand for
semiconducting, metallic and half metallic, respectively.
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FIG. 2. (Color online) The calculated MCA (in units of
erg/cm2) as a function of electric field (F = 0, 0.25, 0.5
and 0.75 V/A˚) for T-FeI2 (black lines), T-CrSe2 (red lines),
H-FeSe2 (cyan lines), H-FeTe2 (yellow lines), H-TaS2 (blue
lines) and H-TaSe2 (green lines) (H-FeTe2 is unstable when
F = 0.75 V/A˚). Inset: Schematic diagrams for two magnetic
orientations, the upper and lower ones represent the magneti-
zation aligned along the out-of-plane [001] and in-plane [100]
directions, respectively.
FeTe2 and H-TaSe2, their MCAs are as large as −9.58
and −8.84 erg/cm2, respectively. Negative values mean
that spins favor the in-plane (x or y) orientations. These
values are one order of magnitude larger than those of
transition metal thin films. For example, a Pd-capped,
nine monolayers thick FePd film exhibits an MCA value
of 0.86 erg/cm2[13]. A gold (Au) capped FeCo film has
a MCA value of -0.56 erg/cm2[9]. It is well known that
large MCA is originated from the strong coupling be-
tween the local spin (magnetic moments) and the orbital
moments. Inclusion of heavy elements in the system, like
Pd or Au capping in the metal films, can greatly enhance
MCA. However, as shown in our current work, forming
direct chemical bonds with heavy elements such as Se
or Te in AX2 is a more effective way to improve MCA,
likely due to the stronger coupling between spin and or-
bital moments.
As shown in Fig. 2, 2D AX2 compounds show ex-
ceptionally large voltage modulation with their magne-
tocrystalline anisotropy. The MCA values of all five com-
pounds shown in the figure vary dramatically with the in-
creasing external field. For example, the MCA of H-TaS2
changes from−5.65 erg/cm2 to −2.16 erg/cm2 while elec-
tric field increases from 0 to 0.75 V/A˚. More interest-
ingly, MCA values increase monotonically and change
sign from negative to positive for T-CrSe2 (from −0.93
erg/cm2 to 0.65 erg/cm2), H-FeSe2 (from −2.52 erg/cm
2
to 4.19 erg/cm2) and H-FeTe2 (from −9.58 erg/cm
2 to
7.11 erg/cm2) under finite external field. These results
clearly show that we can effectively switch the magnetiza-
tion orientation from in-plane [100] to out-of-plane [001]
direction in some 2D AX2 materials by applying electric
field. In comparison, an earlier work showed that MCA
of monolayer Fe (001) changes from 0.39 erg/cm2 (0.2
meV/atom) to −0.19 erg/cm2 (−0.1 meV/atom) while
electric field varies from 0 to 1.35 V/A˚[6].
Now we will discuss the possible microscopic mech-
anism of electric-field-driven modulation of MCA. It is
commonly known that the modification of MCA is caused
by the changes in the relative occupation of transition
metal d orbitals[7]. Assuming the SOC is a perturba-
tion term of the Hamiltonian, MCA can be expressed by
the coupling terms between the occupied and unoccupied
states through the orbital angular momentum operators
Lˆz and Lˆx and on the energy difference between these
states[36, 37], namely
MCA = ξ2
∑
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where ξ is the SOC constant, Ψ
↑(↓)
o and Ψ
↑(↓)
u indicate
respectively the occupied and unoccupied majority-spin
(minority-spin) bands, and E
↑(↓)
o and E
↑(↓)
u respectively
represent the corresponding energies. For the same spin,
SOC between occupied and unoccupied states with the
same (different) magnetic quantum number through the
Lˆz (Lˆx) operator gives a positive (negative) contribution
to MCA. SOC between opposite spin states gives reverse
4FIG. 3. (Color online) Energy- and k-resolved distribution of
orbital character for electronic structures along high symme-
try lines for Fe d-orbitals in FeSe2 compound under electric
field of (a) 0, (b) 0.25, (c) 0.5 and (d) 0.75 V/A˚, respectively.
The left and right subpanels are majority and minority spin
bands, respectively. The thickness represents the amplitude
of the orbital character. Numerals refer to points on high-
symmetry lines (HSLn, n = 1-5) where there are large changes
in MCA.
contribution to MCA.
Let us use the H-FeSe2 monolayer as an example to
show how the external field modifies the band structure
and the perturbation terms in the above expression for
MCA. We have made this choice because the effect is
most significant in this material (Fig. 3). Due to the
crystal field effect in trigonal prisms, d-orbitals split into
three groups, a (dz2) (|m| = 0), e1 (dyz, dxz) (|m| = 1)
and e2 (dx2−y2 , dxy) (|m| = 2), which are denoted by
blue, green and red colors, respectively. For FeSe2 un-
der zero field [Fig. 3(a)], the coupling between majority
spin (left panel) including e1, and including e2, through
the Lˆx operator give negative contribution to MCA. This
happens both along the (Γ-K) high symmetry line (la-
beled as HSL1) as well as along the (Γ-M) (labeled as
HSL2) directions. For the minority spin (in right panel
and labeled as HSL3), the coupling between occupied a
and unoccupied e2 through the Lˆx operator also gives
negative contribution.
In next step, an electric field perpendicular to the
TMD plane is applied. It causes Fe d-orbitals shift down-
wards for the majority-spin band, which substantially
reduces the proportion of d-orbitals around the Fermi
level (left panels), especially for the states around HSLn
(n = 1 and 2). When electric field reaches 0.75 V/A˚, d
states almost vanish around the Fermi level, except for a
very small proportion of e1 states [Fig. 3(d) left panel];
hence the negative contribution to MCA around HSL1
and HSL2 decrease greatly. Considering the spin flip
terms, the minority bands of e2 states below the Fermi
energy (occupied) shift upwards [HSL4 and HSL5 in the
right panels of Fig. 3(a) - (d)], whereas the majority
bands of the unoccupied e1 states along the (Γ-K) (HSL4)
and (M-K) (HSL5) shift downwards [Fig. 3(c) and (d)
left panels]. As a consequence, the energy differences
between the minority occupied e2 states and majority
unoccupied e1 states decrease. This causes stronger cou-
pling between these two opposite spin states through the
Lˆx operator, which gives a large positive contribution to
MCA. Therefore, with the increasing of electric field, the
above negative terms contribute less to MCA whereas the
positive terms contribute more, which eventually causes
MCA change from negative to positive when the field is
high enough.
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FIG. 4. (Color online) The variation of relevant structural
parameters verse electric field for FeSe2 system. h (A˚) and θ
(◦) represent, respectively, the vertical distance between the
chalcogen atom and the transition metal atom, and the X-A-
X bond angles. While ∆Morb (in units of µB) is the orbital
moment anisotropy.
Figure 4 shows how the geometry parameters and or-
bital moment anisotropy (∆Morb =Morb[001]−Morb[100])
change under an electric field. It reveals that the ge-
ometry changes under an electric field together with the
change of orbital momentum and MCA. The vertical dis-
tances (h) between the chalcogen atom and the transition
metal atom change non-linearly from 1.51 A˚ to 1.74 A˚.
By increasing the intensity of the electric field, h grows
rapidly. The same behavior also happens to X-A-X bond
angles θ, which changes from 75.8◦ to 84.0◦. Both of
the variation trends are parallel with that of the MCA.
Despite the applied field breaks the D3h symmetry, all
six A-X bond lengths remain the same. More significant
changes happen to the orbital moments. ∆Morb changes
from 0.026 µB to 0.092 µB as the electric field increases
from 0 to 0.75 V/A˚. And it is commonly known that
higher orbital moments as well as their anisotropy usu-
ally indicate larger MCA. The changes in the orbital mo-
ment of the AX2 monolayers under electric field are very
different from those of thin transition metal films, which
5are much smaller and often nonmonotonic[5, 13, 38]. It
is worth noticing that similar geometry changes under
electric field can be observed for most of the 2D AX2
monolayers. However, only those with strong SOC and
large MCA show significant variations of the orbital mo-
mentum as well as the voltage modulation of MCA. Our
results suggest that materials with both strong SOC
and strong covalent bonds are good choices for voltage-
controllable MCA.
Inspired by the above results, that the geometry and
magnetic properties including MCA change simultane-
ously for AX2 monolayers under increasing electric field,
we also explored how the biaxial strain could change the
MCA values. Our results reveal a strong strain effect (re-
fer to Supporting Information Fig. S3). Among all the
AX2 monolayers, T-CrSe2, H-FeSe2 and H-TaS2 show
exceedingly large strain effect on MCA. Particularly, the
MCA of T-CrSe2 increases nonlinearly with an applied
tensile biaxial strain and changes from in-plane to out-
of-plane at strain of about 2%. It is well known that
monolayer materials may sustain large biaxial strains.
Although, the direct control of MCA by strain is not
easy to achieve, the combination of strain and voltage
may greatly extend our control of MCA in nano-sized
devices.
In summary, we propose that single layer transition
metal dichalcogenides can be ideal candidate materials
for voltage controlled memory devices. Using first princi-
ples DFT calculations, we demonstrate that 2D AX2 ma-
terials may exhibit both colossal MCA and exceedingly
strong voltage dependence, and their easy-axes change
from in-plane at zero field to out-of-plane under finite
electric field. The polarized covalent bonds signify the
SOC on heavy atoms, causing large MCA. Comparing
with thin metal films, these covalently bonded materials
exhibit large geometry deformation under electric filed
and much smaller screening effect, resulting at an enor-
mous voltage modulation to its MCA. Hence, these ma-
terials can meet the two opposing demands for the new
type of magnetic memory, namely maintaining the mem-
ory against thermodynamic fluctuations and writing or
rewriting with low power consumption. This makes them
excellent candidates for future memory devices.
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