This paper addresses the "consensus with simultaneous decision" problem in a synchronous system prone to t process crashes. This problem requires that all the processes that do not crash decide on the same value (consensus) and that all decisions are made during the very same round (simultaneity). So, there is a double agreement, one on the decided value (data agreement) and one on the decision round (time agreement). This problem was first defined by Dwork and Moses who analyzed it and solved it using an analysis of the evolution of states of knowledge in a system with crash failures. The current paper presents a simple algorithm that optimally solves simultaneous consensus. Optimality means in this case that the simultaneous decision is taken in each and every run as soon as any protocol decides, given the same failure pattern and initial value. The design principle of this algorithm is simplicity, a first-class criterion. A new optimality proof is given that is stated in purely combinatorial terms.
1 Introduction t and f, but t and the failure pattern that actually occurs in the execution. The previous question can now be translated as follows: "Which are the failure patterns that force a simultaneous decision consensus algorithm to decide in k rounds for 2 k t + 1 ". This question was posed and answered in [3] where a bound is stated and proved (this bound is denoted RS t F in the following; F stands for the failure pattern that occurs in the considered run).
To better understand the intuition that underlies the bound RS t F , let us consider the particular failure pattern where t processes have crashed before the execution starts. The n ; t remaining processes define consequently a failure-free system. During the first round each non-crashed process can learn that, from then on, it is in a failure-free system of n ; t processes, and consequently all the processes can exchange their view of the system and decide the same value at the end of the second round. More generally, what makes things easier is when many crashes occur early in the computation. Roughly speaking, this is because a crash is stable, while the property "a process has not crashed" is not a stable property. This instability property and the occurrence of only a few crashes, makes an agreement on an early round for a simultaneous decision more difficult to obtain.
The previous discussion suggests that determining the smallest round at which the processes can simultaneously decide should take into account the pairs (round number, number of processes perceived as crashed until that round).
This intuition is formalized in [3] as follows. Let C r] be the set of the processes that are seen as crashed by (at least) one of the processes that survive (i.e., do not crash before the end of) round r. For any r, let d r = max(0 jC r]j ; r); as we shall see, d r represents the number of rounds that could be saved with respect to the worst case t + 1 bound, thanks to the failures that occurred and were seen by at least one process that terminate round r. Let D = m a x r 0 (d r ); D represents the best saving in terms of rounds. Notice that the values of d r and D in a given run are determined only by its failure pattern F. It is shown in [3] that the smallest round number at the end of which a common decision can be simultaneously taken is RS t F = ( t + 1 ) ; D (where D = D(F)). The quantity D is considered in [3] to be the waste inherent in the failure pattern F, since it specifies the number of rounds the adversary has "lost" in its quest to delay decision for as long as possible. This optimality proof is established in [3] from the theory of distributed (implicit) knowledge and common knowledge (and the way distributed knowledge becomes common knowledge in a distributed system) [4, 8] . An optimal binary consensus algorithm that directs the processes to decide simultaneously at the end of the round RS t F = ( t + 1 ) ; D is also described in [3] . Its construction is derived based on a the same knowledge-based analysis.
Content of the paper This paper presents a simple construction of an optimal simultaneous multi-valued consensus algorithm, that can be seen as a variant that revisits the algorithm presented in [3] . This variant is based on concepts and proofs introduced in [10, 11] . Here, the aim is not to design a brand new algorithm, but to construct a simple algorithm from a few definitions and simple observations. Moreover, a simpler matching lower bound proving the optimality of this algorithm is presented. The main criterion is design simplicity. Interestingly, not only the design, but also the proofs of the algorithm are simple. While the connection to knowledge is hinted at here and there, the development and proofs are purely combinatorial. We hope that the relative simplicity of the development in this paper will make the simultaneous agreement property and the simple (and elegant) concepts its implementation relies on more broadly accessible.
The paper is made up of 6 sections. The computation model and the problem are introduced in Section 2. The algorithm is presented in Section 3, while its proof is given in Section 4. Section 5 presents a new lower-bound proof (simplifying that of [3] ) of the optimality of the algorithm presented in Section 3. Finally, Section 6 states a few concluding remarks.
Model and problem specification

Computation model
Round-based synchronous system The system model consists of a finite set of processes, namely, = fp 1 : : : p n g, that communicate and synchronize by sending and receiving messages through channels. (Sometimes we also use p and q to denote processes.) Every pair of processes is connected by a bi-directional reliable channel (which means that there is no creation, alteration, loss or duplication of message).
The system is round-based synchronous. This means that each execution consists of a sequence of rounds. Those are identified by the successive integers 1 2 etc. For the processes, the current round number appears as a global variable r that they can read, and whose progress is managed by the underlying system. A round is made up of three consecutive phases:
A send phase in which each process sends the same message to all the processes (including itself). A receive phase in which each process receives messages.
The fundamental property of the synchronous model lies in the fact that a message sent by a process p i to a process p j at round r, is received by p j at the very same round r.
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A computation phase during which each process processes the messages it received during that round and executes local computation.
Process failure model A process is faulty during an execution if its behavior deviates from that prescribed by its algorithm, otherwise it is correct. We consider here the crash failure model, namely, a faulty process stops its execution prematurely. After it has crashed, a process does nothing. If a process crashes in the middle of a sending phase, only a subset of the messages it was supposed to send might actually be received.
As already indicated, the model parameter t (1 t < n) denotes an upper bound on the number of processes that can crash in a run. A failure pattern F is a list of at most t triples hq k q B q i. A triple hq k q B q i states that the process q crashes while executing the round k q (hence, it sends no messages after round k q ), while the set B q denotes the set of processes that do not receive the message sent by q during the round k q .
The simultaneous consensus problem
The problem has been informally stated in the introduction: every process p i proposes a value v i (called its initial value) and the processes have to decide, during the very same round, on the same value that has to be one of the proposed values. This can be stated as a set of four properties that any algorithm solving the problem has to satisfy. Given a set V of two or more values, an input configuration is an assignment I : ! V of an initial value v i to each process p i . We are considering the simultaneous consensus problem under the assumption that all jV j n input configurations are possible.
Traditional consensus algorithms for the crash failure model are guaranteed to decide within at most t+1rounds [2, 15] . Any such algorithm can be converted into a simultaneous consensus algorithm by delaying any early decision and having all deciding processes decide only in round t + 1 . Dwork and Moses showed that simultaneous decision can often be obtained much earlier than that [3] . Although every algorithm will have runs that decide in t + 1 rounds, simultaneous decision can be obtained as early as the second round in some cases. The goal, then, is to design a simple algorithm that direct the processes to decide both as early as possible and simultaneously.
A simple optimal algorithm
Preliminary definitions
As the system model requires each process to send a message to all the processes at each round, process failures can be easily detected, and this detection is done as soon as possible. In addition to this very simple failure detection mechanism, the algorithm is based on other simple notions, namely, the notions of clean round (introduced in [3] ), and the notion of horizon (introduced in [10] ).
Failure discovery
The failure of a process q is discovered (for the first time) in round r if r is the first round such that there is a process p that (1) does not receive a round r message from q, and (2) survives (i.e., completes without crashing) round r.
Clean round A round r is clean if no process is discovered faulty for the first time in that round. This means that a process that crashes during a clean round r has sent its round r message to all the processes that proceed to the round r + 1 .
Let us call an algorithm symmetric if a process never sends different messages to distinct processes in the same round. The following property is an immediate consequence of the previous definitions. 1 In a precise sense, a clean round can be used to ensure that the knowledge of the various processes is identical. Once this happens the processes are in agreement about initial values. They then need to discover this and coordinate their decisions.
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Property 1 In a symmetric algorithm, if round r is clean, then all the processes that proceed to the round r + 1 received, during the round r, messages from the same set of processes (including at least all of them).
Let us observe that a clean round is not necessarily a failure-free round. It is possible that a process p crashes in a clean round r but no process active at the end of r has noticed its crash (p has crashed after its sending phase and before the end of the round r, or more generally p as crashed during r after sending its round r message at least to the processes that survive round r). Similarly a failure-free round is not necessarily clean. As an example a failure-free round r + 1 that follows a clean round r during which a crash occurred is not clean.
Horizon [10] Given a process p i and a round r 1, let x be the greatest number of process crashes that occurred between the round 1 and the round r ; 1 (included) and are known by p i (to have crashed in the first r ; 1 rounds) by the end of r.
The value h i (r) = r+t;x is called the horizon of p i at round r. We have h i (1) = t+ 1 . If three crashes occurred by the end of the first round and are reported to p i during the second round, we have h i (2) = t ; 1.
As we will see, the horizon notion (of a process p i at round r) is a key notion to determine the smallest round at the end of which the same value can be simultaneously decided. The following simple theorem (that will be exploited in the presentation of the algorithm) explains why this notion is crucial. 1] , which means that f 0 i r ; 1] is the set of processes that were known as crashed at the end of the round r ; 1 by at least one of the processes from which p i has received a round r message. This value is computed by p i during the round r. As a process p i receives its own messages, we have f i r ; 1] f 0 i r ; 1]. bh i r] represents the best (smallest) horizon value known by p i at round r. It is p i 's best estimate of the smallest round for a simultaneous decision. Initially, bh i 0] = h i (0) = t + 1 .
Process behavior
Each process p i not crashed at the beginning of r sends to all the processes a message containing its current estimate of the decision value (est i ), and the set f i r ; 1] of processes it currently knows as faulty. After it has received the round r messages, p i computes the new value of est i and the value of bh i r]. The new value of est i is the smallest of the estimates values it has seen so far. As far as the value of bh i r] is concerned, we have the following.
The computation of bh i r] has to take into account h i (r). This is required to benefit from Theorem 1 that states that there is a clean round y such that r y h i (r). When this clean round will be executed, any two processes p i and p j that execute it will have est i = est j , and (as they will receive messages from the same set of processes, see Property 1) will be such that f 0 i r ;1] = f 0 j r ;1]. It follows that, we will have h i (y) = h j (y), thereby creating correct "seeds" for determining the smallest round for a simultaneous decision. This allows the processes to determine rounds at which they can simultaneously decide.
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As we are looking for the first round where a simultaneous decision is possible, bh i r] has to be set to min ; h i (0) h i (1) : : : h i (r) i.e., bh i r] = min ; bh i r ; 1] h i (r) .
Finally, according to the previous discussion, the algorithm directs a process p i to decide at the end of the first round r that is equal to the best horizon currently known by p i , i.e., when r = bh i r].
The resulting algorithm is presented in Figure 1 , where h i (r) (see line 08) is expressed as a function of r ; 1 to emphasize the fact that it could be computed at the end of the round r ; 1 by an external omniscient observer. The local boolean variable decided is used only to prove the optimality of the algorithm (see Section 5) . Its suppression does not alter the algorithm. Proof The proof is an immediate consequence of the initialization of the est i local variables (line 01), the reliability of the channels, and the min() operation used at line 07. Notation: Considering an arbitrary execution, let p i be a process that is correct in that execution. Let BH i = min r 0 h i (r). BH i is the smallest value ever attained by the function h i (r), i.e., the smallest horizon value determined by p i . Let L i = m a x (fr j h i (r) = BH i g). L i is the last round whose horizon value is BH i . 
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Case 2: p i does not receive a message from p y in round L i + 1 . In that case, both p z and p y are seen faulty for the first time by p i during the round Simultaneous decision for the faulty processes: BH being the round at which the correct processes decide, let us now consider the case of a faulty process p j . As p j behaves as a correct process until it crashes, and as the correct processes decide in the same round BH , it follows that no faulty process decides before BH , and if p j executes line 10 of round BH , it does decide as if it was a correct process.
Data agreement property. The fact that no two processes decide different values comes from the existence of the clean round L i that appears before a process decision. During that round, all the processes that are alive at the end of this round have received the same set of estimate values (Property 1), and selected the smallest of them. It follows that, from the end of that round, there is a single estimate value in the system, which proves the data agreement property.
Lemma 4
Definitions This paragraph recalls notions and results that have already been stated in the introduction. Given an execution, let F be the failure pattern that occurs in that execution.
Let S r] be the set of processes that survive (i.e., complete) round r. Let [3] . The smallest number of rounds RS t F that any simultaneous decision consensus algorithm can achieve is RS t F = ( t + 1 ) ; D when t < n ; 1, and RS t F = t ; D when t = n ; 1.
Theorem 2 Let t < n . The algorithm described in Figure 1 
D is a lower bound
This section proves that the PROPOSE algorithm is optimal: In a synchronous system prone to up to t process crashes (with t < n ; 1), there is no deterministic algorithm that can ever solve the simultaneous consensus problem in fewer than t + 1 ; D rounds. The proof given here is new (and simpler than the first proof given in [3] ). It relies on notions introduced in [11] . It also uses notations introduced in Section 4.
The problem of simultaneous consensus is closely related to the knowledge-theoretic notion of similarity among runs at a given time. This notion is captured by the following definitions. For later use, these definitions are made with respect to an arbitrary round-based synchronous deterministic algorithm P (they consequently apply in particular to the PROPOSE algorithm described in Figure 1 ).
Preliminary definitions and lemmas
For ease of exposition, the runs of an arbitrary deterministic algorithm P are denoted by 0 etc. S r ] denotes the set of processes that survive round r of , while ls(p r ) denotes the local state of p at the end of r in the run (i.e., its set of local variables and their current values).
Definition 1
Given a deterministic algorithm P, a process p, and a round r, the runs and 0 of P are indistinguishable to p after round r (denoted r p 0 ) if both (i) p 2 S r ] \ S r 0 ] (i.e., p has survived round r in both runs), and (ii) ls(p r ) = ls(p r 0 ). In other words, an undirected graph G(P r) (in short G(r)) can be associated with each round r of a protocol P. This graph is called P's similarity graph for round r. Its vertices are the runs of P and there is an edge connecting and 0 if there is a process q such that r q 0 . It is easy to see that r 0 holds if and 0 belong to the PI n˚1885
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same connected component in G(r). Because G(r) is undirected, being connected ( r ) is an equivalence relation. 3 Moreover, observe that if we can show that some property A is maintained under r q for all q 2 , then whenever has property A and r 0 , we are guaranteed that 0 has property A as well. Proof It suffices to show the claim for any two runs 0 such that r q 0 for some q 2 S r ] \ S r 0 ]. In this case, q decides v in round r of . Because P is deterministic and q has the same local state at the end of round r of and 0 , q decides v at the end of round r in 0 . Finally, as P solves simultaneous consensus (lemma assumption) it follows that all processes in S r 0 ] decide v in round r (and no other process decides a different value in a different round).
Lemma 5
An immediate consequence of Lemma 5 is captured by the following corollary. 
Corollary 1
A full-information algorithm
For the purpose of proving optimality, we make use of a full-information algorithm, denoted FIP and described in Figure 2 .
The algorithm In the first round, each process sends its initial value v i to all processes (including to itself). The algorithm then constructs an array inp i 1::n] containing the incoming message from each of the processes (itself included). If p i does not receive a message from p j then it sets inp i j] to the default value ?. In each of the later rounds, every process p i first sends inp i to all others, and then uses the incoming messages of the current round to construct an updated array inp i in the same way as in the first round. The local state of the process at the end of round r is identified simply with the contents of its array inp i .
This algorithm is introduced in order to establish, for each failure pattern F, times at which simultaneous consensus cannot be reached by any algorithm whatsoever. Optimality will then be established by showing that the PROPOSE algorithm described in Figure 1 decides as soon as possible, for each and every possible failure pattern (and initial configuration). Observe that a deterministic algorithm P, an initial configuration I (set of initial values), and a failure pattern F determine a run = P(I F ) of P. 
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Definition 3 A run of P corresponds to a run of an algorithm P 0 if, for some initial configuration I and failure pattern F, it is the case that = P(I F ) and = P 0 (I F ).
The next lemma shows, in a precise sense, that the connected components of the similarity graph for FIP refine those of any other deterministic algorithm. closure of the relations f r p g p2 , claim (ii) follows from (i). Consequently, it suffices to prove claim (i). Let us observe that, due to the definition of "corresponds to", the fact that corresponds to implies that S r ] = S r ] for all rounds r. The proof that r q 0 ) r q 0 , is by induction on r.
Base case. For the base case, let us consider the initial configuration that corresponds to the fictitious round r = 0 . Since the initial state of each process (under P as well as under FIP) is fully determined by its initial value, the fact that 0 q 0 implies that q has the same initial state in both. Since corresponds to and 0 corresponds to 0 , it follows that q has the same initial value in and 0 , and so 0 q 0 . Induction case: r > 0. Let us assume that item (i) holds for every process at round r ; 1 (induction assumption).
Moreover, let us assume that r q 0 . As before, and 0 correspond to and 0 , respectively. We need to show that r q 0 .
Since q survives round r in both the runs and 0 , and as this depends only on their failure patterns F and F 0 , which are also the failure patterns in and 0 , respectively, we have q 2 S r ] \ S r 0 ]. Let us recall that the local state of a process q at the end of a round r of a run of a deterministic algorithm such as P (namely, the local state ls(q r )) is a function of its local state in round r ; 1 (ls(q r; 1 )) and the messages that it receives in round r. We have to show that the local states ls(q r ) and ls(q r 0 ) are the same.
Since r q 0 , it follows that the arrays inp q are the same in both the runs and 0 at the end of round r. So, inp] in both runs have the same value at the end of r; let X be that value.
The fact that q survives round r in both and 0 means, in particular, that it receives its own round r message sent at line 04 of FIP in both and 0 . The value of this message in is ls(q r; 1 ) which is the value of inp] at the end of r, i.e., ls(q r; 1 ) = X. A similar reasoning shows that ls(q r; 1 0 ) = X. It follows from ls(q r; 1 ) = ls(q r; 1 0 ) = X that r;1 q 0 and by the inductive hypothesis we obtain r;1 q 0 . Consequently, q has the same local state at the end of round r;1 in both and 0 , i.e., ls(q r;1 ) = ls(q r;1 0 ).
It remains to show that q receives exactly the same messages during round r in both and 0 . Suppose that q receives message from process b q in round r of . It follows from the failure pattern F that the message sent by b q to q during round r is received by q. Since corresponds to and in FIP process b q sends messages to all processes in every round, we have that q receives a message from b q in round r of as well. As above (case of the message that, at each round, a process sends to itself), this message in contains ls(b q r; 1 ) (the local state of b q at round r ; 1 of the run ). From r q 0 we have that q receives the same message from b q in 0 . As a result, we have that r;1 b q 0 , and by the inductive assumption for r ; 1 and b q we obtain that r;1 b q 0 . Since the message is determined by P as a function of the local state of b q at r ; 1 in , we have that the same message is also sent by b q to q in round r of 0 . As the round r message sent by b q to q in 0 is received by q, and 0 corresponds to 0 , we obtain that q receives from b q in 0 as well. It follows that every message received by q in round r of is received by it in the same round of 0 . By symmetry, the messages received in 0 are also received in . Finally, since q has the same local state in round r ; 1 of and 0 (namely, ls(q r; 1 ) = ls(q r; 1 0 )), and receives the same messages in round r of both and 0 , we obtain that r q 0 , which concludes the proof of the lemma.
Lemma 6
4 In the sequel, we interpret r and r among runs of an algorithm P in terms of the similarity graph G(r P ) defined on the runs of P. Thus, the interpretation of r and r in statements such as that of Lemma 6 is always with respect to the algorithm generating the related runs.
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On failure patterns and full-information algorithms Observe that in both the FIP and PROPOSE algorithms, a correct process is required to send a message to each process in every round. As a result, in runs of both FIP and PROPOSE, a process p knows by the end of round r that q has crashed if the failure pattern F is such that q has crashed before it sent its round r message to p. The set f i r] of the processes that r has not heard from in round r can be directly computed from the local state in FIP as fp j j inp i j] = ?g. Since p i sends inp i to all other processes, the set f 0 i r ; 1] of processes that p i knows at r to have been discovered as crashed by round r ; 1 is thus easily computed from the messages it receives in round r.
Since for corresponding runs of FIP and PROPOSE these sets coincide (in fact, their values depend only on the failure pattern), we find it convenient to talk about the values of f i r F ], f 0 i r F ], C r F ], D F], etc. for runs of FIP as well. Since the Validity property states that it is illegal to decide v in a run that does not contain v as one of its initial values, Corollary 1 implies that it is impossible to decide on v as long as there is a connected run that does not contain v as one of its initial values. In light of this, we can now show that the algorithm FIP reaches a decision as soon as it possibly can.
Premature rounds
It has been shown in Theorem 2 that the algorithm PROPOSE decides on a value in round BH = t+ 1 ;D. Let BH ( ) denote the value of the round number BHof the the run = PROPOSE(I F ). Recall that the value of BH is solely a function of 's failure pattern F (and not of the initial configuration).
Definition 4
A round`is premature 5 in F if< t + 1 ; D = BH ( ) for every run = PROPOSE(I F ). As h i (r + 1 ) = r + ( t + 1 ; j f 0 i r]j), and h i (r + 1 ) BH ( ), this means that, for every r such that r + 1 `, the property r + t + 1 ; j C r F ]j > holds. Notice that the failure pattern F that occurs during the run determines whether or not`is premature: In all runs of PROPOSE with the same F the sets f i r F ] and C r F ] are the same for every i and r, and so are D and BH .
Lemma 7 Let t < n ; 1,` 0, = FIP(I F ) and 0 = FIP(I F 0 ). If ` 0 then`is premature in F iff`is premature in F 0 . Proof Let = FIP(I F ) and 0 = FIP(I 0 F 0 ). As in the proof of item (ii) of Lemma 6, it suffices to show that, for all q, if ` q 0 then`is premature in F iff`is premature in F 0 . Thus, let us assume that ` q 0 . Let = PROPOSE(I F ) and 0 = PROPOSE(I 0 F 0 ) be the runs of PROPOSE corresponding to the runs = FIP(I F ) and 0 = FIP(I 0 F 0 ), respectively.
By item (ii) of Lemma 6, it follows that ` q 0 . Round`is premature in F iff BH ( ) > , which by Theorem 2 implies that q does not decide in by the end of round`. Thus, since the if test on line 10 of PROPOSE fails, decided q = false continues to hold in . The fact that ` q 0 implies that decided q = false holds at the end of the round`of 0 as well. It follows that BH ( 0 ) > , and consequently`is premature at F 0 , as desired. The 'only-if' direction of the lemma is obtained by a symmetric argument.
Lemma 7
Definition 5 A process is silent in a round r of a run if it has crashed before sending its round r messages. Definition 6 Given a failure pattern F, a process q and a round r, let F q r be the failure pattern that satisfies the following four conditions: (i) F q r coincides with F for the first r ; 1 rounds, (ii) in round r exactly the failures detected in C r F ] occur in F q r , (iii) process q is silent from round r + 1 on, and (iv) no process other than q fails after round r. Lemma 8 If`is premature in F and k < , then no more than t processes crash in F q k . Proof Let H r F ] = r + t + 1 ; j C r F ]j. Let us observe that the number of processes that crash in F q k is at most jC k F]j + 1 . It suffices to show that jC k F]j < t. As`is premature and k <`, we have H k F] = k + t + 1 ; j C k F]j > . Since k < we have that` k + 1 . We thus obtain that t + k + 1 ; j C k F]j > k + 1 , which implies that t ; j C k F]j > 0, and t j C k F]j + 1 , as desired. If q is silent in round`in 0 then we are done. Otherwise, let 00 be a run that is the same as 0 except that q crashes in round`by not sending a round`message to p. At most jf p `; 1 F ]j + 1 t ; 1 + 1 = t processes fail in 00 , and p 0 has the same state in 0 as in 00 . Hence, 0` p 0 00 . Finally, observe that q `;1 is identical to 00 except that q is silent in round`. Process p does not distinguish 00 from q `;1 since in both it receives the same messages in round`.
Thus, 00` p q `;1 , and by definition of` we have that ` q `;1 , completing the base case.
Induction step. Let k < and assume that the lemma holds for round k + 1 in all runs in which`is premature. We prove the lemma for round k. Let be a run in which`is premature, and choose an arbitrary process q 2 . We will use the induction assumption to find a connected run that coincides with for the first k ; 1 rounds where no process crashes in round k. If q is silent in this run, then it will be q k as desired. Otherwise, we use the induction assumption again to show that this run is connected to q k , as desired.
Let 0 be a run that coincides with for the first k ; 1 rounds where no process crashes in round k, and process p n is silent from round k + 1 on. We show that ` 0 . Define 1 : : : n where n = j j to be runs such that in j the first k ; 1 rounds are identical to , process p j is silent from round k + 1 on, no process other than (possibly) p j fails in rounds k + 1 : : : , and no new failure in round k is seen by processes p 1 : : : p j . Denoting = 0 , we prove by induction on j that ` j . The case j = 0 is immediate, since 0 = . Let j > 0 and assume inductively that ` j;1 . Since`is premature in F = F( , it follows from Lemma 7 that`is premature in j;1 . By the induction assumption for k + 1 we have that j;1` b , where b = ( j;1 ) pj k . In particular, Lemma 8 implies that there are at most t failures in b . Observe that (i) p j is silent from round k + 1 in b , (ii) every process other than p j has the same local state at the end of round k in both b and j , and (iii) the same messages are sent from round k + 1 in both runs, and (iv) since no more processes fail in j than do in b , there are at most t failures in j . It thus follows that b ` j , completing the induction argument. We conclude that ` n = 0 , as claimed.
Observe that 0 coincides with for the first k ; 1 rounds and no process crashes in round k. Otherwise, define 1 : : : n to be runs of FIP such that in j the first k ; 1 rounds are identical to 0 , process p j is silent from round k + 1 on, no process other than (possibly) p j fails in rounds k + 1 : : : , and round k is identical to 0 except that process q crashes in round k and does not send messages to p 1 : : : p j . Defining 0 = 0 an induction argument identical to the one in the previous paragraph shows that 0` n . Notice that q is silent from round k in n . Finally, it follows from the induction hypothesis for k + 1 that n` n q k+1 = q k , which completes the proof of the lemma.
Lemma 9
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Based on Lemma 9, we can modify the initial configuration arbitrarily as long as the round number`is premature.
Specifically, if there are at least two possible initial values, and all jV j n initial configurations are possible, then simultaneous agreement on v is impossible: The current run is still connected in G(`) to a run in which all initial values are v 6 = v: Proof Let = FIP(I F ) and let`be a premature round in F. Thanks to Lemma 9 we can silence the processes one by one from the first round, and change their initial values to v. Let us then define 1 : : : n to be the runs of FIP such that in j = FIP(I j F pj 1 ), where I j coincides with I on the initial values of p j+1 : : : p n , and v i = v for all i j, and where F pj 1 is obtained from Definition 6 with q = p j and r = 1 . Moreover, denote 0 = .
We prove by induction on j that ` j . For j = 0 the claim is trivial, since = 0 . Assuming that the claim is true for j, we show that it holds for j + 1 . Since`is premature in F and ` j , we have by Lemma 7 that`is premature in F pj 1 , which is the failure pattern of j . Instantiating Definition 7 with q = p j+1 and k = 1 , let us define b = ( j ) pj+1 1 . By Lemma 9 we have that j` b . Notice that b differs from j+1 only in the initial state of p j+1 . Since p j+1 is silent in b and t < n it follows that b ` j+1 . By transitivity of we obtain that ` j+1 , completing the induction step. We finally obtain that ` n . Since all initial values in n are v, the lemma holds for 0 = n . 2 Lemma 10
Optimality of the proposed algorithm
Lemma 10 combined with Corollary 1 prove that no deterministic algorithm can decide in a run with failure pattern F at a round that is premature in F. Since we have shown in Theorem 2 that PROPOSE is guaranteed to decide in round BH = BH F] we can conclude that PROPOSE is an optimal algorithm for simultaneous consensus. Hence the following theorem.
Theorem 3 Let P be a deterministic algorithm for simultaneous consensus. Let be a run of P and let be a run of PROPOSE corresponding to . If the correct processes decide in round r in and in round k in , then k r.
A few concluding remarks
On the message size of the algorithm PROPOSE Let b be the number of bits required to encode a proposed value. The size of each message is consequently b + n bits. Let us also observe that a process p i can send a default value ? instead of est i when its value is the same as in the previous round. This can reduce the size of some messages when b is big. Another simple improvement to reduce the message size consists in sending, at each round r, the differential value f i r ; 1] = f i r ; 1] ; f i r ; 2] instead of f i r ; 1] (f i ;1] being initialized to ).
On optimality Usually an algorithm is said to be optimal when its performance matches the worst-case lower bound (given a failure model, every execution behaves at least as well as the worst case execution must). Here, the optimality notion is stronger. More precisely, when t < n ; 1, the proposed algorithm is optimal in the sense that, for every particular pattern of failures, no other algorithm can decide in fewer rounds in an execution with the same pattern. So optimality for our algorithm is in each and every run, rather than in the worst case run.
It is shown in [4] that the bound on the minimal number of rounds required for a simultaneous decision is (t+1);D when t < n ; 1, and t ; D when t = n ; 1. The algorithm presented in Figure 1 , that is optimal when t < n ; 1, can be easily modified to be optimal also when t = n ; 1. Essentially, when t = n ; 1 a process that sees that all others have crashed can immediately decide, and be guaranteed not to violate simultaneity since it is the only process remaining.
Circumventing the lower bound An interesting open issue is the following: "Are there additional assumptions that would allow to circumvent the lower bound RS t F = ( t + 1 ) ; D?" Recall that we have used the fact that all jV j n initial configurations are possible, as are all ways in which t or less processes can crash. Better performance should be attainable if we assume that the set of initial conditions is more restricted. This is the condition-based approach introduced in [13] , and used in [14] to characterize the sets (each set is characterized by a degree d) of the input vectors for which the min(t + 1 f + 2 ) (non-simultaneous) consensus lower bound can be bypassed (it is shown that no more than min(t + 1 f + 2 d + 1 ) rounds are necessary when the input vector belongs to a set characterized by the degree d).
