This paper focuses on the state estimation problem for complex-valued memristive neural networks with time-varying delays. By utilizing Lyapunov stability theory and some matrix inequality techniques, based on a novel Lyapunov functional, a sufficient delay-dependent condition which guarantees that the error-state system is global asymptotically stable is firstly derived for the addressed system, and a suitable state estimator is also designed. Finally, an example is given to illustrate the present method.
Introduction
During the past decades, a neural networks model has been studied intensively. Broad applications have been explored in various areas ranging from signal processing, parallel computation and engineering optimization to pattern recognition, which rely heavily on the dynamical behaviors of this kind of model. As a result, many researchers have been attracted to study it and lots of achievements on various dynamical behaviors have arisen [1] [2] [3] . A weighting delay and space partitioning method was proposed in [1, 2] , and the stability criterion was established by establishing the relation among the connection parameters, delay parameters and dynamic variables of systems, which are less conservative than previous results. Moreover, as everyone knows, when studying the dynamical behaviors of this model, obtaining the state information for the networks is usually very important. Unfortunately, in practice, it is difficult to obtain the exact and complete information of neural states in the network outputs because of many reasons. Thus, in order to fully exploit the neural networks, it becomes significant and essential to use a reasonable measurement to estimate the neuron state. Accordingly, many fruitful achievements on state estimation problems for neural networks have been reported [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] .
In the early 1970s, Chua [18] presented theoretically the existence of a new basic electrical circuit element, named the memristor, which describes the relationship between electric charge and flux linkage. A practical memristor device has been realized practically by the research team of HP Lab in 2008. As a new two-terminal passive device which follows resistor, inductor and capacitor, the memristor shares many properties of resistor and the same unit of measurement. Moreover, it is also shown to be similar to the synapses in the human brain. Based on these features, the memristive neural networks model established by replacing a resistor with a memristor has attracted more and more attention, and various dynamical behaviors of this model have been investigated, see [19] [20] [21] [22] [23] [24] [25] [26] [27] and the references therein. However, when it comes to the state estimation problem, only [28, 29] studied the related content. For instance, the H ∞ state estimation problem of discrete-time memristive neural networks is studied in [29] . Here, the discrete-time memristive neural networks are recast into a tractable model by defining a series of statedependent switched signals and the calculation cost is reduced effectively when dealing with the connection weights by a robust analysis method.
On the other hand, the dynamical behavior analysis of the complex-valued neural networks model has undergone a research upsurge, due to the more extensive applications, including radar imaging, electromagnetic waves, remote sensing, quantum devices, and so on [30] . As an extension of the real-valued neural networks, the complex-valued system with complex-valued states, activation functions and connection weights possesses more complicated and abundant properties than real-valued one. Moreover, they can be used to solve many complicated real-life problems that the real-valued model cannot do, such as the speed and direction in wind profile model [31] . So far, effective achievements on the dynamical behaviors of complex-valued neural networks have emerged in large numbers [32] [33] [34] [35] [36] [37] [38] [39] . Moreover, for memristor-based complex-valued neural networks, abundant relevant results have also been achieved [40] [41] [42] [43] [44] [45] [46] . However, there are only a few results focusing on the state estimation problem for complex-valued networks [47] [48] [49] . Moreover, there is still no information published about the state estimation problem for memristorbased complex-valued neural networks. This situation prompts our current research.
Considering the inevitability of time delay in many practical projects [50] [51] [52] [53] [54] [55] [56] [57] and motivated by the above discussions, the state estimation problem for complex-valued memristive neural networks with time-varying delays is investigated in this paper. The contribution of this paper is mainly embodied in the following respects: (1) The state estimation of complex-valued memristive neural networks with time-varying delays is studied for the first time. (2) Based on the Lyapunov stability theory, differential inclusion theory and some matrix inequality techniques, and by constructing a novel Lyapunov functional, a sufficient delay-dependent condition is proposed, under which the error system is globally asymptotically stable. On the other hand, the LMI-based results consider the sign difference of the memristive weights. (3) By solving certain matrix inequalities, the state estimator gain matrix can be determined easily by solving certain matrix inequalities.
Preliminaries and problem description
Consider the memristor-based complex-valued neural networks and the network measurements equation described as follows:
or equivalently
where
T ∈ C n are the vectorvalued activation functions without and with time delays, g(t, z(t)) :
notes the neuron-dependent nonlinear disturbances on the network outputs. τ (t) is the time-varying delay and satisfies
) n×n ∈ C n×n are the connection memristive weight matrices, and they are defined as follows: By applying the differential inclusion feature and the theory of set-valued maps, the memristor-based complex-valued system (1) can be rewritten aṡ
or in the compact form given bẏ
where A = (a pk ) n×n , A = (a pk ) n×n , B = (b pk ) n×n , B = (b pk ) n×n ; or equivalently, there exist measurable function matricesĀ(t) ∈ co{A , A } andB(t) ∈ co{B , B }, such thaṫ
For system (2), we construct the full-order state estimator as follows:
whereẑ = (ẑ 1 ,ẑ 2 , . . . ,ẑ n ) T ∈ C n is the estimation of the neuron state, and K ∈ C n×m is the estimator gain matrix to be designed.
(e(t)) = g(t, z(t)) -g(t,ẑ(t)), then the error-state system is given bẏ e(t) = -(D + KC)e(t) +Āf e(t) +Bf e t -τ (t) -Kg e(t)
. ( 8 ) In the following, some assumptions and basic lemmas are given, which will be used in establishing the main results.
Assumption 1 For any z 1 , z 2 ∈ C, the neuron activation functions f k (·) satisfy the following Lipschitz conditions:
Assumption 2 For any z, z ∈ C n , there exists a real matrix M such that the neurondependent nonlinear disturbances satisfy the following inequality: 
Main results
In this section, an effective state estimator for system (1) or (2) will be designed, and a sufficient condition will be developed to guarantee the global asymptotical stability of the error-state system. First, for convenience, we denote 
Moreover, the estimator gain matrix is given by K
Proof Consider the candidate Lyapunov functional
By the feature of memristors described in (3), the following four cases may exist. (6) and (7) can turn into the following systems, respectively:
Then the error-state system can be obtained:
Based on Lemma 1 and along the trajectories of systems (14) and (15), the derivative of V (t) can be estimated aṡ
Moreover, from (10), it is clear that
for > 0, = 1, 2, . . (16) with (17), we
Case 2: (6) and (7) can turn into the following systems, respectively:
By a similar derivation process to Case 1, one haṡ
Case 3: When |z k (t)| < δ k , |ẑ k (t)| > δ k , at time t, systems (6)and (7) can turn into (14) and (21), then the error-state system can be written aṡ
By a similar derivation process to Case 1, we find thaṫ
Case 4: When |z k (t)| > δ k , |ẑ k (t)| < δ k , at time t, systems (6) and (7) can turn into (20) and (15), then the error-state system can be written aṡ
Moreover, by the Schur complement, (11) is equivalent to j + τ 
Proof We multiply (11) from the left and right by diag(I, (R -1
By means of Lemma 2, complex-valued LMIs (28) can be transformed into real-valued ones described in (27) . Obviously, (27) can guarantee that (11) holds. The proof is completed.
Remark 1 Up to now, unlike the abundant research results about the state estimation problem for the real-valued neural networks [4] [5] [6] [7] [8] [9] [10] [11] [12] [14] [15] [16] [17] , there have been few relevant results for the complex-valued neural networks [47] [48] [49] . Further, for real-valued memristive neural networks, only [28, 29] touches on the same problem. Moreover, when it comes to complex-valued memristive systems, there is no achievement established on the state estimation problem. In this paper, a sufficient condition is proposed to devise the desired state estimator based on the Lyapunov functional method and the linear matrix inequality techniques. Thus, our work can fill in this gap.
Remark 2 Considering the special structure of complex-valued neural networks with memristors, the improved Lyapunov functional on those in [4-12, 14-17, 28, 29, 47-49] is constructed. Then a LMI-based result with lower computational burden is obtained, which considers the sign difference of the memristive weights and overcomes the shortcomings of the results based on M-matrix and algebraic inequality. The gain matrix K can be determined easily by solving the certain matrix inequalities (27) . Besides, if system (1) is reduced to real-valued memristive neural networks, a similar result can also be derived.
Remark 3 Stability analysis is the basis of the design of state estimator, and many effective methods have been proposed. In [2] , a weighting-delay-based method is developed by dividing the delay interval [0, d(t)] into some variable subintervals by employing weighting delays, and less conservative criteria are obtained. Meanwhile, the adjustable parameters will be increased accordingly along with the increase of the subinterval. Noted that the results in this paper are very different from those in [1, 2] . The main reason lies in that the core idea in this paper is to design an effective state estimator for system (1) , which belongs to the state-dependent switched systems. The parameters of such systems are uncertain.
To design an effective state estimator, the improved Lyapunov functional containing the time-varying delays and the estimated states is constructed. Considering the weightingdelay-based method in [2] has inherent flexibility in dealing with the time-varying delay;
it is a meaningful topic to apply the novel method to the state estimation issue and we will regard it as our target for further research.
Simulation example
In this section, an example is given to illustrate the effectiveness of our proposed results for the state estimator design of complex-valued memristive neural networks with timevarying delays.
Example 1 Consider system (1) with the following parameters: 
Conclusion
In this paper, the state estimation problem of complex-valued memristive neural networks with time-varying delays has been investigated for the first time. Based on Lyapunov sta- Figure 1 The responses of state Re(z 1 (t)), Re(z 2 (t)) and its estimation Figure 2 The responses of state Im(z 1 (t)), Im(z 2 (t)) and its estimation bility theory and the matrix inequality techniques, a sufficient delay-dependent condition has been obtained to ensure the existence of the desired state estimator for the system addressed. In the end, an example has been given to illustrate the effectiveness of our results.
