We prove that the resonances of long range perturbations of the (semiclassical) Laplacian are the zeroes of natural perturbation determinants. We more precisely obtain factorizations of these determinants of the form Q w=resonances (z − w) exp(ϕp(z, h)) and give semiclassical bounds on ∂zϕp as well as a representation of Koplienko's regularized spectral shift function. Here the index p ≥ 1 depends on the decay rate at infinity of the perturbation.
Introduction and results
One of the main purposes of Scattering Theory is the study of selfadjoint operators with absolutely continuous (AC) spectrum. This corresponds physically to extended or delocalized states, by opposition to the localized or confined states which give rise to discrete spectrum. A typical mathematical example of confining system is given by the Laplacian ∆ g (or more general elliptic operators) on a compact riemannian manifold: here, the states (ie the eigenfunctions) are clearly localized by the compactness assumption and the spectrum is a non decreasing sequence of eigenvalues tending to infinity.
Quite naively, ∆ g can be viewed as an infinite dimensional analogue of an hermitian matrix A = A * on C N . In that case, the spectrum of A is given by the roots of the characteristic polynomial Det(A − z). It is elementary to check that, for z in the upper half plane,
so Det(A − z) can be defined as the analytic continuation (with respect to z) of the right hand side of (1.1) to the complex plane. This is an elementary version of the classical definition of determinants via a Zeta function (here tr(A − z) s ), which is used in infinite dimension, typically for elliptic operators on compact manifolds as initially introduced by Ray and Singer [25] . Avoiding any technical point at this stage, we simply recall that such a definition is build from an analytic continuation of s → tr(∆ g − z)
s , using that (∆ g − z) s is trace class at least for Re(s) sufficiently negative, which uses crucially the discreteness of the spectrum of ∆ g .
In this spirit, the first goal of this paper is to realize the resonances of Schrödinger operators with AC spectrum, as the zeroes of a determinant defined via a certain Zeta function.
Let us informally recall that, if H = H 0 + V with H 0 = −∆ on R d and V a perturbation tending to 0 at infinity, the resonances are the natural discrete spectral datum of the problem. They can be defined as the poles of some meromorphic continuation of the resolvent of H and thus can be considered as the analogues of the eigenvalues for confining systems. Notice however that, apart from possible real eigenvalues, resonances usually refer to complex poles.
The problem of defining resonances as zeroes of determinants is very natural and has already been considered by several authors, in connection with the important question of their distribution [36, 33, 11, 12, 23, 24, 28, 16, 5, 4, 15] . In these references, various determinants are used such as absolute determinants or relative determinants, determinants of the scattering matrices. In this paper we will basically study relative determinants. The corresponding construction is fairly well known in the relatively trace class situation, ie when (H − z) −k − (H 0 − z) −k is of trace class, that is when V decays sufficiently fast at infinity and we refer to [22] for a nice review on this case. The main point in this paper is to consider determinants for slowly decreasing perturbations of long range type. We first recall some well known facts.
When V = V (x) is a potential (or possibly a first order differential operator), a natural candidate for our purpose can be the so called perturbation determinant (see [35] ) defined by
where Det p is the Fredholm determinant of order p which is defined as follows (see [14, 35] for more details). Given a separable Hilbert space (here L 2 (R d )), one defines the Schatten class of order p ≥ 1 as the space S p of compact operators K whose singular numbers 1 form a sequence in l p (N) (for p = ∞, S ∞ is the class of compact operators). The most classical examples are S 1 , the trace class, and S 2 , the Hilbert-Schmidt class. Then, if K ∈ S p , the spectrum of K is also in l p (N) and, if p is an integer, one sets where the product is convergent since the Weierstrass function on the right hand side is 1 + O(λ p k ). If V tends to zero with rate ρ > 0, ie 4) it is classical that
For instance, in dimension d = 1 with V of short range, ie ρ > 1, V (H 0 − z) −1 is trace class and one can define D 1 (H 0 , H; z), which is essentially the framework of [11, 28] . The Fredholm determinant of order 1 is a rather popular tool for several reasons. For instance, it satisfies the formula Det 1 ((I + K 1 )(I + K 2 )) = Det 1 (I + K 1 ) Det 1 (I + K 2 ) , 1 ie the spectrum of |K| := (K * K) 1/2 as in finite dimension. This formula doesn't hold for p ≥ 2 (one needs then to add correction factors). Also, formula (1.3) shows that for p = 1, we have a 'pure' factorization of the determinant of I + K by its eigenvalues 1 + λ k . It is nevertheless necessary to consider Fredholm determinants of higher order. Indeed, even for compactly supported potentials, V (H 0 − z) −1 is not of trace class in general when d ≥ 2 (basically V (H 0 − z) −k ∈ S 1 if k > d/2 and ρ > d). Furthermore, even for d = 1, one also needs to consider p = 1 to deal with long range potentials, ie when 0 < ρ ≤ 1.
There is in addition a major drawback in the definition (1.2): it is restricted to relatively compact perturbations. In particular, we can not consider V that are second order differential operators.
One can overcome this difficulty by defining relative determinants via relative Zeta functions. This construction was first introduced for relatively trace class perturbations, ie basically for perturbations with coefficients decaying like (1.4) with ρ > d (see [22] for references) and was then extended in [6, 7] to general ρ > 0, using an original idea of Koplienko [19] . We recall this construction. Let V be a differential operator of the form
such that −∆ + V is uniformly elliptic, whose coefficients are smooth and satisfy 6) for some ρ > 0. We shall further on consider semiclassical operators, ie replace D by hD with h ∈ (0, 1], and all the results quoted here for h = 1 will still hold. One defines the so called regularized spectral shift function ξ p ∈ S ′ (R) (see [6, 7] ) as the unique distribution vanishing near −∞ such that
for all Schwartz function f , or more generally
) with k large enough. For p = 1, we recover the well known Kreǐn spectral shift function. For p ≥ 2, this trace regularization by Taylor's formula is due to Koplienko [19] . We also refer to the recent paper [13] for a general introduction to Koplienko's regularized spectral shift function in connection with determinants. See also [20, 27, 2] in the one dimensional case.
Denoting by (· − z) −s the map λ → (λ − z) −s , it is shown in [7] that the regularized Zeta function,
has a meromorphic continuation, with respect to s, which is regular at s = 0. This allows to define
which is holomorphic for Im(z) > 0. The notation D ζ p is justified by the fact that
when V is a potential (see [7] ). In other words, the definitions of the perturbation determinant by Fredholm determinants and regularized Zeta functions coincide if they both make sense. In addition, one proved in [7] that, in the distributions sense,
For this reason, ξ p is also called generalized scattering phase of order p. The above formula is well known for ξ 1 and was initially proved in [17] (see also [3] ). See also [19, 20, 13] for p ≥ 2. Note the parallel with the finite dimensional analogy of the very beginning of this paper: for an hermitian matrix A on C N with spectrum λ 1 , . . . , λ N , one easily sees that
where the right hand side is −π times the derivative of the eigenvalue counting function, ie the analogue of the spectral shift function for a discrete spectrum. This also suggests that if the resonances of H 0 + V are indeed the zeroes of (a suitable meromorphic continuation of) D ζ p (z), the derivative of ξ p (λ) should involve a function (and/or a measure) with singularities carried by the resonances. Such a result is sometimes referred to as Breit-Weigner formula and is already known for p = 1 (see [8] and the references therein). In this paper, we shall prove it for general p ≥ 1. We will also give semiclassical bounds.
Throughout this paper, we shall use the definition of resonances and some related results given in [30] (see also [31] ). The definition is basically taken from the original paper by Sjöstrand-Zworski [32] and the other useful results of [30] come from a simplification of the proof of the trace formula [29] . Before stating the results, we fix the notation and some definitions.
For 0 < θ 0 < π, R 0 > 0 and ǫ 0 > 0, we set
(1.10)
and if the constant C in (1.10) is uniform with respect to ι ∈ I.
We consider perturbations of H 0 (h) = −h 2 ∆ by second order differential operators of the form
depending on a small parameter h > 0. We assume that, for some h 0 > 0, the coefficients are such that, for all |α| ≤ 2, 12) and such that, for some c > 0,
(1.14)
We also assume that
The assumption (1.12) implies that the coefficients of V must be smooth on R d . This is mostly for convenience, to simplify the analysis, but we expect that some local singularities could be considered as well, using for instance the black-box formalism of Sjöstrand-Zworski [32] . Notice however that, apart from the special case p = 1, we have to consider operators of the form H 0 + εV hence with H 0 and V defined on the same space. In particular, the generalization of the present results to perturbations by obstacles (+ long range metrics or potentials) would require a modified approach.
Notation. We shall mostly write H 0 , V for H 0 (h) and V (h). When no confusion will be possible, V will also denote the family of operators (V (h)) 0<h≤h1 . Such a family will sometimes be denoted by (V (h)) h≪1 to mean that it is of the form (V (h)) 0<h≤h1 for some h 1 > 0.
It is convenient to summarize the above properties in the following definition. (1.12) , (1.13) , (1.14) and (1.15) 
for all α and if the constant c in (1.14) can be chosen independently of ι.
Remark. To state this definition, we have explicitly fixed the range of h, namely (0, h 1 ], but we will also freely write that V = (V (h)) h≪1 belongs to V ρ (θ 0 , R 0 , ǫ 0 ) to mean that, for some h 1 small enough, (V (h)) h∈(0,h1] ∈ V ρ (θ 0 , R 0 , ǫ 0 ). A similar slight abuse of notation will be used for families
Obviously, any v ∈ C ρ (θ 0 , R 0 , ǫ 0 ) satisfies (1.6). Therefore, using the results of [6] , we can define the generalized scattering phase ξ p (., h) associated to −h 2 ∆ and V (h), provided
We can then define the regularized Zeta function ζ p (s, z, h) by
According to [7] , ζ p (s, z, h) can be continued analytically at s = 0 and we can define the relative determinant of order p
We note that, for more precise purposes, the analytic continuation (in s) of the Zeta function will be reviewed in Section 2. The determinant D which is a finite set depending on h. We recall here that, for the operators considered in this paper, we have the following Weyl upper bound for the number of resonances in Ω (see for instance [30] ),
Note that they are counted with multiplicity and that the multiplicity of each resonance is well defined as the rank of a certain projector (see Section 4) which is non orthogonal in general.
Our first result is the following.
) has an analytic continuation from
to Ω, of the form
where each resonance is repeated according to its multiplicity and the function z → ϕ p (z, h) is holomorphic on Ω.
The proof is given in subsection 5.1. Notice that the function ϕ p (z, h) is uniquely defined up to a multiple of 2iπ of the form 2ik(h)π. By (1.9), an immediate consequence of Theorem 1.3 is the following Breit-Wigner formula. 
in the distributions sense on Ω ∩ (0, +∞).
Here λ is restricted to (0, +∞), but it is well known that
is the set of negative eigenvalues of H 0 + V (see [6] for instance but this is anyway an elementary consequence of the definition (1.7)).
This corollary becomes of real interest if one has estimates on ∂ z ϕ p . This is the purpose of the next results.
Then any ϕ p as in Theorem 1.3 satisfies, for any compact subset W ⋐ Ω,
This theorem is proved in subsection 5.2. In Section 7, we also prove that a similar result holds for p ≥ 3 if we assume that V is dilation analytic. However Theorem 1.5 is sharp in general for non globally analytic perturbations as is shown by Theorem 1.6 below.
Fix first
and observe that, for π/2 < θ 0 < π and all ǫ > 0 small enough, W is clearly contained in a simply connected open set Ω satisfying (1.17) and (1.18) . This neighborhood Ω can be chosen close enough to W so that we can define a determination of the square root z 1/2 , with (re
In particular, |h∂ z ϕ 3 (z, h)| can not be bounded on W uniformly with respect to h.
The proof of this theorem is given in Section 6.
We next give a general bound on ∂ z ϕ p involving the distorted operator H 0 (θ) defined in Section 4 and the semiclassical Sobolev space defined by (3.1). We recall that H 0 (θ) − z is invertible for all h ≪ 1 and z ∈ Ω. 
is of order O(e Ch −1 ), locally uniformly with respect to Z (see Proposition 4.7). However, Theorem 1.5 shows that the corresponding exponential upper bound on ∂ z ϕ p can be much improved if p = 1, 2 (and p ≥ 3 if V is dilation analytic, see Section 7). Note also that Theorem 1.6 can be interpreted as a weak exponential lower bound. Theorem 1.7 is proved in subsection 5.1.
To motivate the analysis developed in the next sections, let us already show that most of the results above will essentially be reduced to the study of ζ p (k, z, h), for some k large enough.
The basic strategy is the following. Using (1.16), we have
Here and below ∂ k z log g stands for ∂
), for any non vanishing holomorphic function g. On the other hand, at least for k > d/2, we also have
as will be proved in Section 2 (see (2.10) and the discussion thereafter) and is formally a consequence of the identity,
Fix then z 0 ∈ Ω + . In Section 2 (see Proposition 2.1) we shall also prove that, for all ν ≥ 0,
In addition, by (1.19), we have, for all ν ≥ 0, 27) since |z 0 − w| 1. These are the essential tools of the reduction given by Proposition 1.8 below. Before stating it and to consider the different possible estimates for ∂ z ϕ p , we introduce the following. Let
be the space of h-dependent families of holomorphic functions on Ω. Let H(Ω, h 1 ) be a subspace of
and which is stable by taking the primitive, ie such that for all (φ(., h))
, and by using (1.28), one can replace (
Example. The space H hol (Ω, h 1 ) itself or the subspace of functions such that, for all W ⋐ Ω,
for all z ∈ W and h ∈ (0, h 1 ] satisfy (1.28) and (1.29).
Proof. Setting for simplicity
which are holomorphic and don't vanish on Ω + , (1.23), (1.24) and (1.30) give
If k = 1, we therefore obtain
which implies easily the result.
where z 0 is chosen arbitrarily in Ω + . The existence and uniqueness of Φ p is guaranteed by the simple connectedness of Ω. By (1.26) and (1.27), we have
and this implies, together with (1.28) and (1.29), that
Thus (1.31) imply that (1.32) holds also if k − 1 ≥ 1 and we get the result.
The Zeta function
In this subsection, we review the construction of the meromorphic continuation of s → ζ p (s, z, h).
Although the latter was shown in [7] (for fixed h), we need to review the main lines of the proof in order to prove the identity (1.24) and the estimate (1.26).
We start with general considerations. Using the principal determination of log on
since both sides are holomorphic with respect to z and the equality holds for z ∈ (−∞, λ) by an elementary change of variables in the definition of Γ(s). Next, if u ∈ S ′ (R) is a temperate distribution such that, for some λ 0 > 0,
we can consider its Laplace transform Lu(t) := u, e −t. (e −t. stands for the map λ → e −tλ ), and, for all δ > 0,
−s with Re(s) > s 0 large enough and Re(z) < λ 0 . If in addition, we know that
Note that the power d/2 could actually be any arbitrary real number but, in the applications below, we shall need only to consider this case. If (2.4) is replaced by the stronger assumption that there is an asymptotic expansion at t = 0, namely that, for all J > 0,
then we can write, for Re(z) < λ 0 and Re(s)
By choosing J > d, both I and II J are holomorphic close to s = 0. Thus, using the fact that dΓ −1 (s)/ds = 1 at s = 0 and that Γ −1 (s) vanishes at 0 one sees that, for all k ≥ 1,
for F = I and F = II J . The term III J can be computed explicitly, namely,
At s = 0, there is at most a simple pole, which corresponds to the terms where j/2 + l − d/2 = 0. Thus III J (s, z) is regular at s = 0. This shows the existence of a meromorphic continuation to the complex plane for
which is regular at s = 0. Furthermore one has,
(with k integer) since this derivative only involves terms with l > d/2 in (2.8). Hence, using (2.7), we also have
Note that, if u is compactly supported, (2.10) is a direct consequence of the identity (1.25).
When u = ξ ′ p , the existence of a meromorphic continuation in s for ζ p (s, z, h) is a consequence of the existence of an expansion of the form (2.5) proved in [6] . Notice that altering Lu(t) by an analytic function in t will not destroy the form of this expansion. There is no restriction on Re(z) since, for all λ 0 ∈ R, ξ ′ p can be written as the sum of a compactly supported distribution and a temperate distribution supported in [λ 0 , +∞) for which (2.5) still holds since the Laplace transform of the compactly supported distribution is analytic in t.
In particular, for u = ξ ′ p , the relation (2.10) yields (1.24). We now consider (1.26). Proof. We shall see that the result follows from the following two facts: the existence of a semi-norm ||.|| S (independent of h) of the Schwartz space S(R) such that 11) and the existence of an expansion of the form
The latter means that the difference between the left hand side and the sum truncated at the order M is bounded by Ch
is supported in [λ 0 , +∞) with λ 0 > Re(z 0 ). Therefore, using (2.11), (2.12) and the discussion prior to Proposition 2.1, we see that χξ
uniformly with respect to s close to 0 and z close to z 0 which gives the result.
The proof of (2.11) can be found in [6] so we only consider (2.12). For the latter, the main remark is that, for all ε ∈ [0, 1],
where the v α are defined by (1.11) . By reviewing the proof of Proposition 3.1 in [6] with ht 1/2 as new semi-classical parameter, we see that, for all M , we have the following expansion
) are smooth at 0 with respect to t 1/2 and bounded with respect to h ∈ (0, h 0 ] as well as their derivatives so (2.12) follows.
Trace class estimates
In the sequel, we shall use the notation Op w h (a) for standard h-pseudodifferential operators of the form
with symbols a ∈ S µ,ν , µ, ν ∈ R, namely such that
We refer for instance to [26, 21, 10] for the proofs of the standard results we shall use below on the analysis of such operators. We equip S µ,ν with its standard Fréchet space topology given by the seminorms defined by the best constants C αβ .
We also define the following semiclassical weighted Sobolev spaces
equipped with the h-dependent norm
In this section, we will consider h-dependent families of symbols
Most of the time, we shall assume the existence of C > 0 such that, for all h ∈ (0, h 0 ],
, we shall adopt the short notation
In the next proposition, B denotes a subset of (
We also assume that (3.2) holds for all a ∈ B, with a constant C > 0 independent of a.
Proposition 3.1. Assume that, for all a ∈ B and all h ∈ (0, h 0 ],
Then, for all s ≥ 0 and σ ≥ 0, the restriction
sc with bounded inverse such that
Furthermore, there exists C s,σ > 0 such that, for all h ∈ (0, h 0 ] and all a ∈ B, Proof. The boundedness of A s,σ follows from the L 2 boundedness of
where [A,
shows into themselves and that
with C independent of h and of a ∈ B. Using (3.2), we can construct, for all N ≥ 0, symbols a N (h) ∈ S −2,0 and r N (h) ∈ S −N,0 , depending continuously on a(h), such that
Notice that this is not a semiclassical parametrix (that would be the case if we had a remainder of the form
is not an ellipticity condition in the semiclassical sense. This is simply an h-dependent classical parametrix (in the sense of Theorem 18.1.9 of [18] ). The symbolã N (h) is constructed by successive approximations starting from (1 − χ)(ξ)/a(x, ξ, h), with χ ∈ C ∞ 0 such that χ(ξ) = 1 for |ξ| ≤ C, and then following the usual iterative scheme. We then obtain
Since Op , by choosing N ≥ s + 2 and using (3.5). The result then follows easily.
In the sequel we shall denote by L(H 1 , H 2 ) the Banach space of linear continuous mapping between Hilbert spaces H 1 and H 2 , equipped with the usual norm. We also denote by L invertible (H 1 , H 2 ) the open subset of invertible mappings. 
] be a family of S 2,0 . Then, for all h ∈ (0, h 0 ] and all z 0 ∈ U , there exists ε h,z0 > 0 and a neighborhood U (z 0 ) ⊂ U of z 0 such that, for all s, σ ≥ 0, the map
is well defined and smooth. In addition
ii) Assume that, for all h ∈ (0, h 0 ], we have a sequence (a n (h)) n∈N converging to a(h) in S 2,0 . Then, for all h ∈ (0, h 0 ] and all relatively compact subset U 0 ⋐ U , there exists n h,U0 ∈ N such that,
is invertible, and, for all s, σ ≥ 0,
are uniformly bounded with respect to n ≥ n h,U0 and z ∈ U 0 . Then (3.10) follows from the resolvent identity.
For k ≥ 1 integer, to be fixed further on, we set 
is well defined and is a linear combination of
is invertible. Then
then each operator of the form (3.14) is trace class on
First recall that from the standard estimate
we have:
Proof of Proposition 3.3. That
is well defined follows directly from Proposition 3.2 i), as well as its expression for k = 1 which is given by (3.8). The formula for k ≥ 2 is obtained by applying ∂ k−1 z to (3.8), using 16) and the smoothness of (3.7). By Proposition 3.1, each operator of the form (3.11) is bounded from
thus is trace class by (3.12) and Lemma 3.4. This completes the proof of i). The proof of ii) is completely similar once observed that, for k = 1, (3.13) equals
which is obtained using (3.8).
Conclusion. Under the assumptions of Proposition 3.3 ii), the following expression is well defined: If in addition (a(h)) h∈(0,h0] ∈ B as in Proposition 3.1, we have the following bound,
for some C, N > 0 independent of h ∈ (0, h 0 ] and z ∈ U , using (3.4), (3.14) and Lemma 3.4.
Resonances

The analytic distortion method
In this subsection, we recall the definition of resonances by the analytic distortion method after Sjöstrand-Zworski. We also collect additional results that will be necessary for our applications. We first recall the definition of a maximal totally real manifold Γ ⊂ C d parametrized by
Equivalently this means that, for all
viewed as a real vector space, or that (∂ 1 κ(x), . . . , ∂ d κ(x)) is a basis of C d as a complex vector space, so the fact that Γ is totally real simply means that
Then, to any differential operator
with coefficients that are smooth on R d and holomorphic in some neighborhood of
(typically a sector of the form Σ(θ 0 , R 0 , ǫ 0 )), we can associate the operator
The analytic distortion method is as follows. Given R 1 > 0 and ǫ 1 > 0, we can find a non decreasing smooth function φ : R + → R such that 5) and the latter condition implies, by possibly considering φ associated with a smaller ǫ 1 , that we can additionally assume
We assume in the sequel that, for each ǫ 1 > 0 (small enough) and R 1 > 0 (large enough), a function φ satisfying (4.3), (4.4), (4.5) and (4.6) has been chosen. Then the function
Using this function, we can now define κ θ :
Notice that,
thus (4.1) holds, at least for ǫ 1 small enough. Now, if P is a differential operator whose coefficients can be continued analytically to Σ(θ 0 , R 0 , ǫ 0 ), by choosing ǫ 1 small enough and
we can define the following differential operator on
with A κ θ defined by (4.2) and (4.9).
Remark. The reader should keep in mind that operators of the form P (θ) depend not only on θ (and h ∈ (0, h 0 ] below) but also on the parameters R 1 and ǫ 1 (and also on the choice of the function φ), although this dependence is omitted in the notation.
+ is said to be Fredholm admissible for H 0 + V if, for all θ ∈ [0, θ 0 ], the following hold: i) for all h ≪ 1 and all z ∈ C \ e −2iθ [0, +∞),
Here H 0 (θ) and V (θ) are defined by (4.11) with κ θ given by (4.9) .
12)
uniformly with respect to
In addition, we may also assume that, for all θ ∈ [0, θ 0 ],
13)
uniformly with respect to ι ∈ I.
Proposition 4.2 is proved, for a single V , in the lecture notes [31, Lemma 7.3] in the more general framework of black box perturbations. Its extension to a bounded family of V ρ (θ 0 , R 0 , ǫ 0 ) involves no new argument and we therefore omit the proof. The reason for considering a bounded family in V ρ (θ 0 , R 0 , ǫ 0 ) is that we shall approximate V ∈ V ρ (θ 0 , R 0 , ǫ 0 ) by a sequence V n ∈ Vd(θ 0 , R 0 , ǫ 0 ), withd > d, and use a certain deformation along κ θ (R d ). It will be important that κ θ (which depends on ǫ 1 and R 1 ) can be chosen independently of n.
The Fredholm admissibility is important to define the resonances as we shall see below. In the case of a single V , the first part of Proposition 4.2 simply states that this condition is fulfilled for H 0 + V . The additional uniform estimates (4.12) and (4.13) will be useful later on to prove some resolvent estimates.
The definition of resonances relies on the following theorem. 
The first statement is an immediate consequence of the fact that the operator has a zero index. The second one requires a non trivial analytic deformation result, which uses the analyticity of the coefficients of V near infinity.
Let us recall the main consequence of Theorem 4.3. First, if 0 ≤ θ ≤ θ 0 < π and 0 < ǫ < 2π − 2θ 0 , then for all h ≪ 1 and all z ∈ e i(0,ǫ) (0, +∞),
Furthermore, by analytic Fredholm theory, one can show that the spectrum of 
Recall that Res(H 0 + V, Ω) is finite (for each h). By analytic Fredholm theory again, for any w ∈ Res(H 0 + V, Ω), the operator
is of finite rank, if γ(w) a small enough contour enclosing w and this allows to state the following definition. This definition is independent of θ in the sense that we get the same rank if θ is replaced by some larger θ ′ (smaller than θ 0 ). We conclude this subsection with the following elementary resolvent estimates. Proposition 4.6. Let Ω be satisfying (1.17) and let Ω + δ := Ω + ∩ {Im(z) ≥ δ} (see (1.20) ) with δ small enough to be non empty. Let (V ι ) ι∈I be a bounded family of V ρ (θ 0 , R 0 , ǫ 0 ). Then, for all ǫ 1 > 0 small enough, we can choose R 1 > 0 as large as we want such that
Proof. Denote by p ι (x, ξ, h) the full Weyl symbol of H 0 + V ι , which is then real on R 2d and of the form
we then have
(h)) for some symbol b ι,θ0 (h) which, for fixed ǫ 1 and R 1 , is bounded in S 1,0 as h and ι vary. We thus only need to show that, for ǫ 1 > 0 small enough and R 1 > 0 large enough,
The result then follows from the standard construction of a semiclassical parametrix, yielding the invertibility of H 0 (θ 0 ) + V ι (θ 0 ) − z for h small enough (uniformly with respect to z and ι) as well as the bound (4.16). Let us prove (4.17). Using (4.12), we can choose C 0 > 0 large enough, independent of 0
)(x, ξ, h)| ξ , uniformly with respect to h, ι, ǫ 1 , R 1 . Using (4.13), if ǫ 1 > 0 and δ ′ > 0 are small enough, we also have
Then, once such ǫ 1 and δ ′ have been chosen, we have, for all R 1 large enough,
since the coefficients of a ι decay like x −ρ in Σ(θ 0 , R 0 , ǫ 0 ) uniformly with respect to h and ι. It is then straightforward to check that (4.17) holds since p ι,θ0 is real for |x| ≤ R 1 .
In the next proposition, we prove an exponential bound for the resolvent of H 0 (θ). The latter can be used with Theorem 1.7 to obtain an exponential upper bound on ∂ z ϕ p (z, h), when p ≥ 3. Let us recall that, since H 0 = −h 2 ∆ has no resonances away from 0, (H 0 (θ) − z) −1 is well defined for all z ∈ Ω (see [32] ).
For simplicity, we only consider the case where θ 0 < π/2 and d ≥ 3. .17)) and ǫ 1 (in (4.5) ) are small enough, we have
Proof. By (4.9) and (4.10), the coefficients of H 0 (θ) are holomorphic with respect to θ in a small neighborhood of [0, θ 0 ] and thus so is 19) for θ in a complex neighborhood of [0, θ 0 ] and for all u, v ∈ C ∞ 0 (R d ), z ∈ Ω and h ∈ (0, 1]. On the other hand, for iθ ∈ R small,
and if we denote by R(x − y, z, h) the Schwartz kernel of (H 0 − z) −1 we can rewrite (4.19) as
for iθ ∈ R small and z ∈ Ω + . Let us recall that, for Im(z 1/2 ) > 0,
where the Hankel function
using everywhere the determination of the square root defined on C \ (−∞, 0] taking its values in e i(−π/2,π/2) (0, +∞) (see for instance section VII.7.2 of [34] ). The function H 1 ν is holomorphic for Z ∈ e i(−π/2,π/2) (0, +∞), with the following rough bound, for all 0 < δ < π/2,
Independently, by writing ϕ(x) = φ(|x|), we have
where |θ∇ϕ(X) ⊗ X| ǫ 1 by (4.5) and 0 ≤ ϕ(X) ≤ 1. Therefore, if ǫ 1 and ǫ are small enough, there exists δ > 0 small enough such that
. Furthermore, the modulus of |κ θ (x) − κ θ (y)|/|x − y| is bounded from above and from below. This allows to continue (4.20) analytically with respect to θ ∈ [0, θ 0 ] and then with respect to z ∈ Ω. Using (4.21) and the Schur Lemma, we deduce that, for any χ ∈ C
This easily implies a similar L 2 → L 2 bound on the whole resolvent using the elementary estimate
and two applications of the resolvent identity yielding
sc bound then follows from the L 2 → L 2 one by the resolvent identity between z 0 ∈ Ω + δ and z, using (4.16).
A deformation result
We recall first the following result.
In the next proposition, we simply state that the above invariance of the trace by analytic distortion still holds for the regularized traces of the form (3.17).
As the reader may guess, this proposition is a fairly elementary consequence of Proposition 4.8, approximating V by a sequence V n ∈ Vd(θ 0 , R
22)
for all h ≪ 1.
Proof. Choose first a determination of
, and
If R ′ 0 is large enough, the coefficients of V n are then such that (1.13), (1.14) and (1.15) hold, with c independent of n in (1.14), and (4.22) is elementary. Furthermore, if ǫ ′ 0 is small enough
where it is uniformly bounded with respect to n ≥ 1.
Proof of Proposition 4.9. By Proposition 4.2, for all R 1 large enough and all ǫ 1 small enough, (R 1 , ǫ 1 ) is Fredholm admissible for εV n and εV , for all n ≥ 1 and ε ∈ [0, 1]. Using Proposition 4.8 with R ′ 0 and ǫ ′ 0 , we then have
and the latter can be differentiated with respect to ε using Proposition 3.2 since the operators inside the trace are smooth with respect to ε, in the trace norm. This is easily seen, for instance for the left hand side, by writing the operator inside the trace as a linear combination of operators of the form
gives the result by letting n go to ∞, using (4.22) with ρ ′ such that pρ ′ > d, Propositions 3.2 and 3.3. 
The main tool of Sjöstrand's trace formula
Note that (4.25) and Lemma 3.4 imply that
This proposition is essentially proved in [30, 31] . We however recall the main argument of the proof to emphasize the dependence on ε which was not considered in those references. 27) and
Proof. We can define a function arg(Z) smooth on e i(−2θ0−4ǫ
and ǫ ′ slightly larger that ǫ 1 and ǫ respectively, such that
Observe next that, for some θ < θ 0 and r 2 > r 1 > 0,
We next take C large enough so that C −1 < r 1 < r 2 < C and choose ψ ∈ C ∞ 0 (C −1 , C) such that ψ ≡ 1 near [r 1 , r 2 ]. For δ small enough, we also choose Θ ∈ C ∞ (R) non decreasing such that
We choose δ such that the sector defined by −2θ 0 − 2δ ≤ arg(Z) ≤ −2θ 0 + 2δ doesn't meet the sector −2θ ≤ arg(Z) ≤ ǫ. We then set
It is clearly smooth where arg(Z) is defined hence in the sector e i(−2θ0−4ǫ Proof of Proposition 4.11. We choose first ǫ 1 small enough and R 1 large enough to ensure that (4.12) and (4.13) hold. We also assume that ǫ 1 satisfies the condition of Lemma 4.12. The full Weyl symbol of H 0 (θ 0 ) + εV (θ 0 ) is of the form
with b ε,θ0 polynomial of degree 1 in ξ, and with
where p cl ε is the classical principal symbol and a ε (., ., h) a polynomial of degree 1 in ξ with coefficients in C ρ (θ 0 , R 0 , ǫ 0 ), bounded with respect to h ∈ (0, h 0 ] and ε ∈ [0, 1]. All these symbols are affine (hence smooth) with respect to ε. We then claim that, by possibly increasing R 1 , we may also assume that 30) for all h ≪ 1, (x, ξ) ∈ R 2d and ε ∈ [0, 1]. Note first that, with no loss of generality in Lemma 4.12, we may assume that D F is constructed for π/2 < θ 0 < π so that D F is also a neighborhood of R. Then, for |x| ≤ R 1 , p ε,θ0 (x, ξ, h) is real hence belongs to D F . On the other hand, there exists C V such that
Thus, using (4.13) with p cl ι,θ0 = p cl ε,θ0 , we see that for any neighborhood of e i[−2θ0−4ǫ1,ǫ] [0, +∞), we can choose R 1 large enough such that p ε,θ0 (x, ξ, h) belongs to this neighborhood for |x| ≥ R 1 . This implies (4.30) which then shows that F • p ε,θ0 is smooth on R 2d . Actually, we have 31) and, more precisely, ψ ε,θ0 is bounded in C ∞ 0 as ε and h vary. Indeed, by (4.12), |p ε,θ0 (x, ξ, h)| → ∞ as |ξ| → ∞ and, on the other hand, for ξ in a compact set, p ε,θ0 (x, ξ, h) → e −2iθ0 |ξ| 2 as |x| → ∞. Using (4.27), this gives (4.31).
To construct K ε (θ 0 ), we recall the following point. For all Ψ ∈ C ∞ 0 (R 2d ), we may write
, and for all N ≥ 0,
In addition, for some fixed
Let us now choose Ψ ∈ C ∞ 0 (R 2d ) such that Ψ ≡ 1 near a compact set (independent of h and ε) containing the support of ψ ε,θ0 . We then have (4.25) and has a Schwartz kernel supported in a fixed compact set. To get (4.24), we simply observe that Using the notation of Sjöstrand-Zworski [32] , we now set 32) and 33) or, equivalently,
for all z ∈ Ω \ Res(H 0 + εV, Ω). We then have (see [31] )
Remark that the zeroes of det 1 (1 + K ε (θ 0 , z)) are contained in the set of resonances since, if z is not a resonance, (4.34) is invertible. Actually, the zeroes of det 1 (1 + K ε (θ 0 , z)) in Ω are exactly the resonances of H 0 + εV in Ω with the same multiplicities (see Definition 4.5). More precisely we recall the following result (see [31] ). 
where m(w) is the multiplicity of the resonance.
Proof. Let l(w) be the multiplicity of w as zero of det 1 1 + K 1 (θ 0 , z) given by
with γ a small positively oriented circle centered at w. According to (4.35), we have
By construction of H 1 (θ 0 ), the resolvent ( H 1 (θ 0 ) − z) −1 is holomorphic near w and its integral on γ vanishes. It follows that
where Π θ0,w , defined by (4.15), is a projector which (by definition of the multiplicity m(w)) satisfies tr(Π θ0,w ) = rank(Π θ0,w ) = m(w).
This conclude the proof of Proposition 4.13.
Therefore, the multiplicities of the resonances as zeroes of det 1 1 + K 1 (θ 0 , z) or as given by Definition 4.5 coincide and we have the factorization
where, for each h ∈ (0, h 1 ], G 1 (., h) is a non vanishing holomorphic function on Ω. We now recall a beautiful result due to Sjöstrand which is a crucial consequence of Proposition 4.11.
Proposition 4.14 ( [30] ). There exists ϕ G1 (., h) holomorphic on Ω such that
and, for all
where 
which is holomorphic on Ω. This proves Theorem 1.3 using Proposition 1.8 with H(Ω, h 1 ) the set of families of holomorphic functions on Ω.
To prove Theorem 1.7, we simply additionally note that, by Proposition 4.14 and Proposition 4.16, we can find N > 0 such that, for all W ⋐ Ω,
Then, Proposition 1.8 gives the result using the space H(Ω, h 1 ) of families of holomorphic functions locally bounded by (a constant times) h
Note that it satisfies (1.28) and (1.29).
Proof of Theorem 1.5
In this subsection, H(Ω, h 1 ) denotes the space of families of holomorphic functions (φ(., h))
For p = 1, the result can be considered as essentially a consequence of [8] . For completeness, we give the proof. In that case, φ 1 (given by (5.6) with p = 1) belongs to H(Ω, h 1 ) according to Lemma 5.1, Proposition 4.14 and (4.40). The result follows then from Proposition 1.8.
In the case p = 2, (5.6) gives
we first have
This holds also for θ = 0 which gives an expression for tr V n (H 0 − z) −k−1 . In the latter case,
and the last integral can be rewritten as
To justify this last deformation, one simply notices that v n,α,0 (κ θ (x), h) det(∂ x κ θ (x))dx depends holomorphically on θ and that it is constant for iθ real and close to zero since κ θ is then a diffeomorphism from R d to itself. Now for |x| ≥ R large enough, (independent of n), we have κ θ (x) = e iθ x and
Therefore, if we set
which is compactly supported, we have
which is easily seen to belong to H(Ω, h 1 ).
The conclusion follows then from (5.8), Propositions 5.2, 5.3 and 1.8.
A counter example for p = 3
In this section, we prove Theorem 1.6. We consider
and V a compactly supported bounded potential. In that case V (H 0 − z) −1 is in the trace class for all z / ∈ [0, +∞) hence in any Schatten class S p . For trace class operators K ∈ S 1 , the formula (1.3) can be written
We therefore obtain This proves that the logarithmic derivative of the corrective factor in (6.1) can indeed blow up exponentially, which is a strong form of the estimate (1.22) . This elementary striking example doesn't however fit in our framework since V is not smooth. In particular, it can not be used directly to prove Theorem 1.6. For the latter proof, we need the following lemma. 
Analytic perturbations
In this section, we briefly prove a result similar to Theorem 1.5 for p ≥ 3 in the more restrictive situation of analytic perturbations. Namely, we consider V with coefficients analytic close to x = 0 (uniformly bounded with respect to h) and such that V ∈ V ρ (θ 0 , R 0 , ǫ 0 ), for any R 0 > 0. We denote by V ρ (θ 0 , 0, ǫ 0 ) the set of such perturbations V and we assume that 0 < θ 0 < π/2. Here ρ > 0 is arbitrary.
In the following lemma, we first check that we can approximate such operators by fast decaying ones. To avoid any confusion with x = (1 + |x 1 | 2 + · · · + |x d | 2 ) 1/2 , we set for all h ≪ 1.
Proof. The proof is similar to the one of Lemma 4.10 (and anyway fairly elementary). The only new point to check is that the coefficients of V n belong to V d (θ 0 , 0, ǫ 0 ) and are bounded in V ρ (θ 0 , 0, ǫ 0 ). Indeed, for r = e iθ t, with t > 0 and θ ∈ [0, θ 0 ], and for ω such that dist C d (ω, S d−1 ) < ǫ 0 , we first note that, if ǫ 0 is small enough, r 2 ω 2 / ∈ (−∞, 0]. Furthermore, if t is large, 1 + r 2 ω 2 = t 2 e 2iθ (1 + o(1)), thus Re rω t cos(θ).
It is then easy to check that, for all α, ∂ α χ n is bounded on Σ(θ 0 , 0, ǫ 0 ), uniformly with respect to n ≥ 1. Since the coefficients of V n are linear combinations of products of coefficients of V by χ n ∂ α x χ n , we see that (V n ) n≥1 is bounded in V ρ (θ 0 , 0, ǫ 0 ). It also clearly belongs to ∈ V d (θ 0 , 0, ǫ 0 ).
