Evaluation of the marginal likelihood plays an important role in model selection problems. The widely applicable Bayesian information criterion (WBIC) and singular Bayesian information criterion (sBIC) give approximations to the log marginal likelihood, which can be applied to both regular and singular models. When the real log canonical thresholds are known, the performance of sBIC is considered to be better than that of WBIC, but only few real log canonical thresholds are known. In this paper, we propose a new estimator of the real log canonical thresholds based on the variance of thermodynamic integration with an inverse temperature. In addition, we propose an application to make sBIC widely applicable. Finally, we investigate the performance of the estimator and model selection by simulation studies and application to real data.
Introduction
Let X n = (X 1 , ..., X n ) denote a sample of n independent and identically distributed observations with each X i ∈ R h drawn from a data generating distribution q. Let M be a d-dimensional model with associated parameter θ ∈ Ω ⊂ R d , where Ω is a parameter space. Let p(X n |θ, M) be the likelihood function and ϕ(θ|M) be a prior distribution. In this paper, we assume p(X n |θ, M) is differentiable and its first derivative function is not a constant. The log marginal likelihood log{L(M)} for model M is defined as log{L(M)} := log Ω p(X n |θ, M)ϕ(θ|M)dθ.
A statistical model is termed regular if the mapping from a model parameter to a probability distribution is one-to-one and if its Fisher information matrix is positive definite.
Otherwise, a statistical model is called singular.
There are numerous methods to approximate the marginal likelihood directly by using numerical integration approaches, for instance the Monte Carlo method (see, for example, Gelman and Meng (1998) and Friel and Wyse (2012) ), but according to Oates et al. (2016) , the estimators of marginal likelihood based on Monte Carlo sampling generally have high variance.
In the case of regular models, the Bayesian information criterion (BIC) (Schwarz 1978) gives an approximation of the log marginal likelihood up to O p (1). However, BIC is not applicable to singular models. The widely applicable Bayesian information criterion (WBIC) (Watanabe 2013 ) is proposed to approximate the log marginal likelihood up to O p [ √ {log(n)}] for singular models and O p (1) for regular models. In addition, the Bayesian information criterion for singular models (sBIC) (Drton and Plummer 2017) approximates the log marginal likelihood up to O p (1) for models whose real log canonical thresholds and their multiplicities are known.
Another approach to evaluate the marginal likelihood is power posterior (Friel and Pettitt 2008) . Both WBIC and power posterior are based on thermodynamic integration. Although WBIC uses one temperature, power posterior uses many temperatures. Therefore, the computational cost of power posterior is much higher than that of WBIC (Friel et al. 2017 ).
When the real log canonical thresholds are known, simulation studies by Drton and Plummer (2017) indicate that the performance of sBIC can be better than that of WBIC, but few real log canonical thresholds are known.
In this paper, we propose a new estimator of the real log canonical threshold based on the variance of thermodynamic integration with an inverse temperature. In addition, we
propose an application to make sBIC widely applicable.
The paper is organized as follows: the key ideas and results are introduced in Section 2.
We derive an estimator of the real log canonical threshold in Section 3. Then, we propose a widely applicable sBIC (WsBIC) in Section 4. We conduct numerical experiments to investigate the estimators of the real log canonical threshold and the performance of WsBIC in Section 5. Finally, we present some discussions in Section 6.
Thermodynamic integration and WBIC
For any integrable function f (θ) and a non-negative variable t ∈ R ≥0 , let E t θ {f (θ)} and V t θ {f (θ)} be defined as
respectively. Here, t is called an inverse temperature.
Let F (t) be defined as
Here,
an increasing function. Hence, by the mean value theorem, there exists a unique temperature t * ∈ (0, 1) such that
Based on equation (1), WBIC (Watanabe 2013 ) is defined as
where t w = 1/ log(n).
Under a mild assumption that is given in the Appendix, Watanabe (2000 Watanabe ( , 2001a Watanabe ( , 2009 showed that
where θ 0 is the parameter that minimizes the Kullback-Leibler divergence from a data generating distribution to a statistical model, λ and m are termed the real log canonical threshold and its multiplicity, respectively.
Watanabe (2013) also showed that
where t is a variable satisfying t = c/ log n for some c ∈ R >0 and V n is a random variable.
In addition, the expectation of V n is equal to 0 and V n converges to N(0, v M ) in law as
Therefore, WBIC has the following properties:
3 Estimator of the real log canonical threshold
In statistics, the real log canonical threshold, also known as the learning coefficient, was first introduced by Watanabe (1999 Watanabe ( , 2000 Watanabe ( , 2001a Watanabe ( , 2009 ). The negative real log canonical threshold (−λ) and its multiplicity m are defined as the largest pole and its order of the zeta function, respectively:
where K(θ) = q(x) log q(x)/p(x|θ, M)dx and z ∈ C. Determining real log canonical thresholds is considered to be a challenging task. For work on real log canonical thresholds, see Aoyagi (2009 Aoyagi ( , 2010a Aoyagi ( ,b, 2019 , Aoyagi and Watanabe (2005) , Drton and Plummer (2017) , , Hayashi and Watanabe (2017a,b) , Rusakov and Geiger (2005) , Watanabe (2001b) , Watanabe and Amari (2003) , Watanabe and Watanabe (2007) , Yamazaki and Watanabe (2003 , and Zwiernik (2011) .
In the following sections, we introduce two consistent estimators of the real log canonical threshold.
Estimator
where t = c/ log n s for some c ∈ R >0 .
Proof. Taking the derivative of equation (2) gives
where ξ n is a random variable such that
. Multiplying both sides of the equation (5) by t 2 , we obtain
Therefore, the estimator λ
Let X (ns,k) be a sample of n s independent and identically distributed observations for each k = 1, 2, ..., m, and let λ m V be defined as
Then, as a corollary of Proposition 1, we obtain the following:
Proposition 2. λ m V is asymptotically normal:
where
. From equation (6), we have
Since
, we obtain the result.
Note that according to Proposition 2, we can reduce the bias by increasing n s and reduce the variance by increasing n s and m. It is important to reduce not only bias but also variance, because for nested models
should be less than that of λ(i, j), but their estimates may be reversed due to variance. From Proposition 2, increasing m can reduce the variance in the order 1/m, whereas increasing n s can reduce the variance in the order 1/ log n s . In addition, we can compute λ
in parallel. Therefore, the computation time of λ m V can be the same as that of λ 1 V .
Optimal choice of the hyperparameter
As we have seen in the previous sections, λ E has hyperparameters (c, d) and λ 1 V has the hyperparameter c. First, let us try to find an optimal choice of c and d that makes λ E an unbiased estimator. As in the same argument in equation (1), we have the unique temperature t * such that
Then, we have
where η n is a random variable and δ ∈ R >0 . η n takes a positive value because E t θ {log p(X ns |θ, M)} is an increasing function,
In addition, since the optimal temperature is unique, η n = 0 unless d = 0 and as d → 0, η n → 0. Therefore, the only candidate optimal point (c
. However, when d = 0, we have ∆ = 0 and then λ E is incomputable. Therefore, there is no optimal point (c * , d * ) for λ E in the neighborhood of t * . In Section 5.1, we perform numerical experiments and demonstrate the behavior of λ E when d is small. In addition, since E t θ {log p(X ns |θ, M)} is an increasing function, the above argument holds for any t. Hence, we can not construct an unbiased estimator based on λ E .
Next, let us find an optimal choice of c such that λ 1 V is an unbiased estimator. Taking the limit of ∆ in equation (3) gives:
Therefore, an optimal point of c for λ
On the other hand, Watanabe (2013) showed that
Here, the term o p {1/ log(n)} depends on a model, a prior, and a data-generating distribution. Therefore, the model-free term is the only leading term. Hence, from equations (8) and (9), the optimal point c
where the o p (1) depends on a model, a prior, and a data-generating distribution.
Effective number of parameters
Here we compare the real log canonical threshold with the effective number of parameters.
The effective number of parameters was introduced by Spiegelhalter et al. (2002) as
p D is not invariant under reparametrization and can have negative values (Spiegelhalter et al. 2014 ). Gelman et al. (2004) proposed a modified effective number of parameters:
p V is invariant to reparametrization and is always positive (Spiegelhalter et al. 2014 ).
We note that Watanabe (2010) showed p V /2 is an asymptotically biased estimator of real log canonical thresholds in general:
where ν(t) is called the singular fluctuation and is defined as
and ν ′ (t) is the first derivative of ν(t).
We investigate the performances of p V /2 and the other estimators of the real log canonical threshold in numerical experiments in Section 5.1.
Widely applicable sBIC
In this section, we first briefly introduce sBIC (Drton and Plummer 2017) and then propose the widely applicable sBIC.
Let I be a finite index, {M i |i ∈ I} a set of candidate models, p(M i ) a prior probability of model M i , and p(M i |X n ) its posterior probability of model M i . We define i j for i, j ∈ I when M i ⊆ M j . Let λ(i, j) and m(i, j) be the real log canonical threshold and its multiplicity of M i with the data-generating distribution q ∈ M j . L ij is defined as
whereθ i is the maximum likelihood estimator of θ i .
sBIC for model M i is based on a weighted average of L ij by posterior probabilities
Here, the marginal likelihood L(M j ) is what we would like to evaluate, and then by replacing L(M j ) by S(M j ) in equation (11), we obtain
Drton and Plummer (2017) showed that equation (12) has the unique positive solution
sBIC(M i ) has the following asymptotic property:
For cases in which λ(i, j) and m(i, j) are unknown, Drton and Plummer (2017) proposed using an upper bound λ(i, j) of λ(i, j) and the lower bound of m(i, j), the latter of which is equal to 1. sBIC in this manner is denoted by sBIC.
However, in general, it is difficult to accurately compute L ij since few exact real log canonical thresholds or tight upper bounds are known. Therefore, instead of L ij , we propose to use L ij :
.
To obtain λ m V (i, j), first we set n s , m ∈ Z, then generate data X (ns,k) = (X 1 , ..., X ns ) k independently from M j for each k = 1, 2, ..., m, and finally compute:
We call sBIC based on L ij the widely applicable sBIC (WsBIC).
Numerical experiments
We conduct three numerical experiments and one application to real data to investigate the performances of λ 
Comparison of the estimators of real log canonical thresholds
In this section, we consider the following mixture model with two normal distributions:
When the data generating model is N(0, 1), Aoyagi (2010a) showed the real log canonical threshold λ is 3/4.
We conduct 1000 simulations for each sample size n s = 50, 100, 200, 500, 1000 to compute λ m V , λ E , λ E , and p V /2. We set the prior α ∼ Unif(0, 1), µ 1 , µ 2 ∼ N(0, 4), c = 1, and d = 1/10, 1, 10 for λ E and λ E , and m = 1, 10, 100 for λ The results of the simulations are shown in Table 1 and Figure 1 .
First, Table 1 shows that the means of all the estimates seem to approach the true value 3/4 as n s increases. Among the methods that use MCMC once or twice, λ 1 V has the lowest bias of all n s . The performances of λ E and λ E depend on d. As d increases, the variances of λ E and λ E decrease and the bias of λ E decreases for each n s . Comparing λ E and λ E , the estimate of λ E is larger than that of λ E for each d and n s . This may due to the bias caused by approximating the thermodynamic integration in equation (4). When d = 1/10, both λ E and λ E have high variance. In addition, λ E has high bias when d = 1/10, 1. Regarding bias, λ E with d = 1 is the best among λ E and λ E . p V /2 has higher bias and variance than λ 1 V . This might reflect the effect of ν ′ (1) as seen in equation (10).
Next, from Figure 1 , we see that both λ E and λ E take negative values whereas λ 1 V and p V /2 do not. As m increases, the variances of λ m V decrease. From Proposition 2, increasing n s and m decreases the variance of λ m V , and increasing m most efficiently decreases the variance since the asymptotic variance has factor 1/m for m, compared to 1/ log n s for n s .
Here, we note that the variance of the estimator is important because the smaller the variance, the smaller the probability of
is an essential condition and we need to recompute λ(i ′ , j), λ(i, j) if we obtain λ(i ′ , j) > λ(i, j).
Comparison of λ m V and λ and performance of sBIC and Ws-BIC
Here, we estimate the real log canonical thresholds and compare the exact values using reduced rank regression because this is the singular model in which the exact real log canonical thresholds are known (Aoyagi and Watanabe 2005) .
Reduced rank regression is defined as follows (Reinsel and Velu 1998) The results are summarized in Table 5 .2. Clearly, the table shows that the estimates λ m V (i, j) are close to λ(i, j). To obtain more precise values of λ(i, j), it is sufficient to simply increase n s .
When n s is large, sBIC and WsBIC have almost same values since λ m V (i, j) and λ(i, j) have similar values. Therefore, the performances of sBIC and WsBIC are expected to be similar. To demonstrate this, we conduct 200 simulations for each sample size n = 10, 20, 50 to compute sBIC and WsBIC based on λ(i, j) and λ m V (i, j) in Table 5 .2, implemented in the R package sBIC (Weihs 2016). We also compute WBIC for comparison.
The results are shown in Figure 2 . The performances of sBIC and WsBIC are similar and outperform that of WBIC. Here, we would like to emphasize that WsBIC and WBIC do not require theoretical values of λ(i, j), whereas sBIC does. Hence, WsBIC can be widely applied and is expected to have the almost same performance as sBIC.
Comparison of λ m V andλ and performances of sBIC and Ws-BIC
Interesting cases in which to compare sBIC and WsBIC are the models whose upper bounds of the real log canonical thresholds are known, but the exact values are not. An example is Table 2 : λ(i, j) and λ m V (i, j) for reduced rank regression with values of i, j (i ≥ j), (n s , m) = (2000, 100). 
where π h ≥ 0, i h=1 π h = 1, and B(k, p h ) is a binomial distribution. Drton and Plummer (2017) proposed two sBIC based on two different upper bounds of the real log canonical thresholds:λ
sBIC based onλ 1 (i, j) andλ 0.5 (i, j) are denoted as sBIC 1 and sBIC 0.5 , respectively. Note thatλ 1 (i, j) is derived by simple parameter counting (Watanabe 2009 ) whereas the derivation ofλ 0.5 (i, j) requires more complicated analysis (Rousseau and Mengersen 2011) .
To estimate λ m V (i, j), we set n s = 10000, m = 100 and generate data from the binomial mixture model of j components with sample size parameter k = 30 and mixture weight π h = 1/j for each h = 1, ..., j. We set the prior of π h to the flat Dirichlet distribution and
We use the Hamiltonian Monte Carlo method to obtain the The results are shown in Table 3 . In the above setting, most values of λ
Next, we compare the performances of BIC, sBIC 0.5 , sBIC 1 , WBIC, and WsBIC by selecting the number of mixture components. We set the true number of components to two and the number of candidate components from one to four. We conduct 200 simulations for each n = 10, 20, 50 to select the number of components by sBIC, WsBIC, WBIC and BIC. We compute sBIC, WsBIC and BIC using the R package sBIC (Weihs 2016) and WBIC using R package RStan (Stan Development Team 2019).
The results are shown in Figure 3 . First, the performances of sBIC 0.5 and WsBIC are best, and that of sBIC 1 is slightly inferior. For small sample sizes, WBIC does not perform well. Note that the binomial mixture model has tight upper boundsλ 0.5 (i, j), which is Table 3 :λ 1 (i, j),λ 0.5 (i, j), and λ m V (i, j) for binomial mixture model with values of i, j (i ≥ j), (n s , m) = (10000, 100) when we are able to use only loose upper bounds of the real log canonical thresholds, the performance of sBIC is expected to be much worse than that of WsBIC.
Application of WsBIC
In this section, we apply WsBIC to cormorant census data (McCrea and Morgan 2014).
The data were collected from the Vorsø colony in 1994. We use the April successful breeder census data to determine the number of classes of cormorants. The data are summarized in Table 4 . f t represents the number of individuals captured t times in 30 visits.
We compare the binomial mixture models with one to four components. We use λ The posterior model probabilities calculated using BIC, WBIC and WsBIC are shown in Figure 4 . The model with the highest posterior model probability using BIC and WBIC has two components, whereas that using WsBIC has three components. As seen in the simulation study, BIC and WBIC tend to select smaller models in cases of small sample sizes, and this might be reflected in the result.
For the mixture model with three components, we obtain ( π 1 , π 2 , π 3 ) = (0.438, 0.507, 0.055) and ( p 1 , p 2 , p 3 ) = (0.095, 0.302, 0.459). Since the weight of the third group is small, BIC and WBIC might not detect the third group. In this paper, we propose a new consistent estimator λ 1 V of the real log canonical threshold and its multiple version λ m V . In contrast to the existing method λ E , we show that the proposed method λ m V has an optimal hyperparameter c * . In addition, we show that λ m V is consistent. In our simulation studies, λ m V has the lowest bias of all methods and we can control the variance for λ m V by increasing m. For applications using estimated real log canonical thresholds, we propose WsBIC.
WsBIC does not require the theoretical values of real log canonical thresholds, whereas sBIC does. Hence, WsBIC is widely applicable. Simulation studies show that WsBIC performs competitively compared to sBIC and sBIC with tight upper bounds.
In future works, this research can be used to evaluate MCMC in singular models, since as Watanabe (2018) states, "In order to check how accurate MCMC approximates the posterior distribution in singular cases, the real log canonical threshold would be a good index for a given set of a true distribution, a statistical model, and a prior." Another future topic is to estimate the multiplicities m of real log canonical thresholds, which would give a better evaluation of the marginal likelihood via WsBIC. Finally, identifying an optimal temperature t * is important to improve WBIC and also to construct an unbiased estimator of real log canonical thresholds.
Appendix A Assumptions
In this appendix, we introduce the technical four assumptions that the singular learning theory requires (Watanabe 2000 (Watanabe , 2001a (Watanabe , 2009 ).
Assumption (a). The set of parameters Ω is a compact set in R d and can be defined by analytic functions π 1 , π 2 , ..., π k ; Ω = {θ ∈ R d |π 1 (θ) ≥ 0, ..., π k (θ) ≥ 0}.
Assumption (b). The prior distribution ϕ(θ) can be decomposed as the product of a nonnegative analytic function ϕ 1 and a positive differentiable function ϕ 2 ; ϕ(θ) = ϕ 1 (θ)ϕ 2 (θ). 
Assumption (c)
Assumption (d).
Let Ω ǫ be the set
where K(θ) = q(x) log q(x)/p(x|θ, M)dx. There exists a pair of positive constants (ǫ, c)
such that E X {log q(X)/p(X|θ, M)} ≥ cE X [{log q(X)/p(X|θ, M)} 2 ], ∀θ ∈ Ω ǫ .
