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- ABSTRACT - 
Developing a prediction model for soft tissue changes  
after orthognathic surgeries in skeletal Class III patients 
based on the partial least squares method 
Yun-Sik Lee, BS, DDS, MSD 
Department of Orthodontics, Graduate School, Seoul National University 
(Directed by Professor Shin-Jae Lee, DDS, MSD, PhD, PhD) 
Introduction: The use of bimaxillary surgeries to treat Class III malocclusions makes the 
results of the surgeries more complicated to accurately estimate. Therefore, our objective 
is 1) to compare the prediction accuracy of the conventional ordinary least squares (OLS) 
method with that of the partial least squares (PLS) method; 2) to develop an optimal PLS 
model for an accurate soft tissue prediction after Class III orthognathic surgery; 3) to 
compare the prediction performance of the bimaxillary surgery with that of the 
mandibular surgery. 
Material and methods: The subjects of this study consisted of 204 mandibular setback 
patients who had undergone the combined surgical-orthodontic correction of severe 
skeletal Class III malocclusions. Among them, 133 patients had maxillary surgeries and 
81 patients received additional genioplasties. The prediction model was composed of 226 
independent and 64 dependent variables. Two prediction methods, the OLS method and 
the PLS method were compared. When evaluating the prediction methods, the actual 
surgical outcome was set as the gold standard. After fitting the equations, test errors were 
calculated in absolute values and root mean squared values through the leave-one-out 
cross-validation method.  
Results: The validation result demonstrated that the multivariate PLS prediction model 
with 30 orthogonal components showed the best prediction quality. Using the PLS 
method, the pattern of prediction errors between 1-jaw surgery and 2-jaw surgery did not 
show a significant difference. When predicting an anteroposterior soft tissue response 
after surgery, the vertical components also had a considerable influence on the 
anteroposterior position and the opposite was also evident.  
Conclusions: The multivariate PLS prediction model based on about 30 latent variables 
might provide an improved algorithm in predicting surgical outcome after 1-jaw or 2-jaw 
surgical correction for Class III patients 
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골격성 III 급 턱교정수술환자의 연조직 변화 예측 
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서울대학교 대학원 치의과학과 치과교정학 전공 
(지도교수: 이 신 재) 
연구 목적: 본 연구의 목적은 골격성 III 급 부정교합자에 대하여 1) ordinary 
least squares (OLS) 모형과 partial least squares (PLS) 모형간의 수술 후 
연조직 변화 예측의 정확도를 비교하고; 2) 연조직 변화 예측을 위한 최적의 
PLS 모형을 개발하며; 3) 양악수술과 하악후퇴수술 사이의 예측 정확도를 
비교하는 것이다.  
재료 및 방법: 서울대학교치과병원에서 교정 및 악교정 수술을 받은 204 명의 
골격성 III 급 부정교합자를 대상으로 하였다. 남자 101 명, 여자 103 명이고 
양악수술 대상자는 133 명, 하악후퇴수술 대상자는 71 명이었으며 
이부성형술을 시행한 환자는 81 명이다. 양악수술 여부, 부가적 이부성형술 
여부, 성별, 비대칭 여부 등의 변인 요소와 술 전 경조직, 연조직 계측점과 술 
후 연조직 계측점을 포함하여 226 개의 독립변수가 있으며 64 개의 술후 
연조직 좌표(32 개의 계측점)를 종속변수로 하는 예측모형을 수립하였다. 
먼저, 통상적인 OLS 모형과 PLS 모형을 만들어 그 예측 정확도를 
비교하였다. 정확도는 실제 수술 후의 연조직 모습을 기준으로 하여 각 
예측모형의 예측값과 실제값의 차이를 비교하여 구하였다. Training error 는 
예측모형을 만든 자료(training dataset)에서의 오차이고, test error 는 
예측모형을 만든 자료 이외의 별도의 자료(test dataset)를 예측모형에 
적용하여 오차를 구한 것으로 예측모형이 실제 임상에서 얼마나 정확하게 
예측을 할 수 있는지 나타낸다. 그리고 실제 환자를 대상으로 하여 OLS 와 
PLS 로 예측한 술 후 연조직 모습과 실제 수술 후의 얼굴 사진을 중첩하여 
정확도를 직관적으로 비교해 보았다. PLS 모형의 loading graph 를 이용하여 
수많은 독립변수 중 어떤 변수들이 술 후 연조직 변화에 주도적으로 영향을 
미치는지 살펴보았다. 그리고 RMSEP (root mean squared error of 
prediction) curve 를 이용하여 최적의 예측모형을 찾는 방법을 살펴보았다. 
모형들 간의 정확도를 비교하기 위하여 95% confidence ellipse 를 
사용하였다. 마지막으로 앞 단계에서 구한 최적 PLS 모형을 이용하여 
양악수술군과 하악후퇴수술이군 사이의 예측 정확도를 비교하였다. 
결과: PLS 예측모형이 OLS 예측모형에 비해 통계적으로 유의하게 정확한 
예측결과를 보였다. Training error 에서는 OLS 모형과 PLS 모형 모두 
정확하게 예측을 하였는데 반하여, test error 에서는 OLS 모형에 비해 
PLS 모형이 더 정확한 결과를 보였다. 술 후 연조직 변화를 예측할 때 예측을 
하고자 하는 특정한 계측점뿐만이 아니라 주변의 모든 계측점들이 일정한 
영향을 주고 있음이 밝혀졌다. 특히 계측점의 수평적인 이동을 예측할 때에 
계측점의 수평적 요소뿐만이 아니라 수직적인 요소도 영향을 주는 것으로 
나타났다. Training dataset 과 test dataset 에 대하여 각각 RMSEP curve 를 
그려서 최적의 PLS 모형을 구하였다. Training dataset 에서는 component 
개수가 많을수록 예측오차가 적었지만 test dataset 에서는 component 가 
30 개일 때 예측오차가 가장 적었다. 양악수술과 하악후퇴수술의 
예측정확도를 비교하였을 때에 코 끝의 수평적 계측점에서는 통계적으로 
유의한 차이가 나타났으나 그 이외의 다른 점에서는 양악수술이나 
하악후퇴수술 모두 유의한 차이가 없었다.  
결론:  1. PLS 방법은 OLS 방법에 비해 예측오차가 작고 더 정확하다. 
2. 최적의 PLS 예측모형은 component 가 30 개 일 때의 것이다.
3. 코 끝의 전후방적인 위치를 제외하고는 양악수술과 하악후퇴수술
사이에서 예측정확도 차이를 발견하지 못하였다. 
4. PLS 방법이 OLS 방법에 비해 III 급 부정교합자의 술 후 연조직
변화 예측을 더 정확하게 할 수 있다. 
주요어: III 급 부정교합, 양악수술, 연조직 변화 예측, partial least squares 방법 
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`Ⅰ. INTRODUCTION 
To make a precise treatment plan and improve patient satisfaction, it is important for 
orthodontists and surgeons to accurately predict the soft tissue profile changes after 
orthognathic surgery.1-3 At present, several software systems provide simulation and 
prediction of postoperative facial soft tissue changes. Although graphics and user 
interfaces of the programs have been improved thanks to computer performance 
enhancement, the prediction results are still far from accurate. The problem is that 
underlying prediction algorithms based on previous studies are inappropriate to produce 
sufficient outcomes to use in clinical situations.   
A frequently used guide for soft tissue prediction is expressed simply as the 1:1 
correspondence ratio for a specific bone to soft tissue change. However, the ratio between 
the bone and soft tissue changes varies extremely, lacks consistency across studies. For 
example, the soft-to-hard tissue ratio range was reported to vary from 73%4 to 100%3,5 at 
the lower lip area, 59%6 to 128%7 at the soft tissue pogonion.  
Correlation analysis and/or regression analysis are also widely used for prediction 
methods, and they are referred to as the conventional ordinary least squares (OLS) 
method.2,3,5,8-11 In particular, it was reported that multiple regression was much more 
accurate than a simple proportional analysis or a simple regression.11,12 However, 
regardless of the number of independent variables incorporated in the multiple regression 
model, this typical model is unidirectional and univariate, including only a single 
response (dependent) variable.13,14 For example, after mandibular setback surgery the soft 
tissue pogonion will change not only in the anteroposterior dimension but also in vertical 
dimension, in response to the influence from vertical movement of the adjacent structures. 
The amounts of surgical (skeletal) movement in the anteroposterior and vertical direction 
can be included as independent variables at the same time, but the output (response) 
variable should be only one in the univariate multiple regression model. It is impossible 
to predict two dimensional variables simultaneously by one equation. A multivariate 
method is an equation that calculates multiple responses and considers the mutual 
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relationship that may exist among the multiple response variables. In this respect, the 
multivariate approach, which involves multiple predictors and multiple response variables 
simultaneously, is more appropriate when predicting a soft tissue response.13,14   
In addition, OLS method assumes that all predictor variables are independent. But this 
condition of independence will never exactly be met. For example, a certain degree of 
vertical skeletal repositioning induces anteroposterior relocation of the soft tissue as well, 
and vice versa. The soft tissue response at a specific point is not only represented by the 
underlying bony reference points, but also dependent on its neighboring soft tissue points. 
Therefore the OLS method has some limitation to predict the precise soft tissue 
change.13,14  
The partial least squares (PLS) method is a comparatively new way of formulating 
prediction equations, and its application to various scientific and biologic disciplines from 
chemical engineering to brain image analysis is becoming increasingly widespread.13,15-18 
Applying the PLS method is advantageous when the number of variables are many and 
the variables are highly correlated. The merit of the PLS method is its capability of taking 
correlation structures into account, not only between the predictor- and response variables, 
but also controlling for the correlation within the predictor variables and/or the response 
variables. 
Recently, a study applying the multivariate PLS method to mandibular setback surgeries 
demonstrated considerably more accurate predictions than the OLS method.12 The 
conventional OLS method was determined to be unsatisfactory when there were a 
multitude of correlated variables.  Among the variables considered when predicting the 
soft tissue response to surgery are the patient’s age,2,3,13-16 gender,2,15-18 time after 
surgery,13,19 and pre-surgical soft tissue characteristics including tissue thickness 
measured at various landmarks.4,16,20-24 These various factors can be considered in the 
PLS method through orthogonal linear combinations that are capable of extracting a small 
number of significant components that are combinations of the original variables.25 In 
addition, the improved accuracy of the PLS method is likely due to the fact that the soft 
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tissue response at a specific point is highly dependent on its adjacent soft tissue response, 
i.e. the interdependency of soft tissue points upon each other.11  
However, the aforementioned investigation had only been performed for mandibular 
setback surgeries alone. Two-jaw surgery patients had not yet been included. Previously, 
the subjects were homogenous in terms of surgical interventions since a homogenous 
sample was required when investigating the soft tissue response to a specific orthognathic 
surgery.14 Including an additional surgery has a great influence on the soft tissue profile 
change. Most papers have been reporting results of one specific maxillofacial surgical 
procedure in the sense that the more surgical procedures one adds, the more complex soft 
tissue prediction becomes.2,19 There has been an increase in the use of bimaxillary surgery 
because it is increasingly recognized to produce more stable results than sing-jaw 
mandibular procedures in Class III correction.20,21 Prediction programs for bimaxillary 
surgery were less predictable than for 1-jaw surgery.6,19,22,23 It would be difficult to 
exactly determine the changes in the soft tissue profile that are specific to the mandibular 
setback surgery for other orthognathic surgical procedures, such as Le Fort I osteotomy 
and/or genioplasty, have been included. 
 
The aim of the present study was 1) to compare the prediction accuracy of the OLS 
method with that of the PLS method; 2) to develop an optimal PLS model for an accurate 
soft tissue prediction that can be applied to a various mode of Class III surgical correction: 
the mandibular surgery and/or the maxillary surgery, and additional genioplasty; 3) to 




Ⅱ. REVIEW OF LITERATURE 
1. Basic mathematics to read this article 
1.1 Matrix notations 
In this paper, the mathematical notations that have been suggested by Geladi and 
Kowalski26 are used. Matrices are denoted by upper case bold letter (e.g., X). The identity 
matrix is denoted by I. All vectors will be column vectors, and denoted by lower case 
bold letters (e.g., x). Matrix or vector transposition is denoted by an upper case 
superscript T (e.g., XT). Two bold letters placed next to each other stand for matrix or 
vector multiplication. The number of rows, columns, or sub-matrices is denoted by a 
lowercase italic letter (e.g., i). Predictor variables are stored in an i by j matrix denoted X 
whose variable is denoted xi,j and where the rows are observations and the columns are 
variables. For convenience, APPENDIX TABLE also lists our main notations, acronyms, 
and terms. 
  
1.2 Linear combination and linear model 
A linear combination is an expression constructed from a set of terms by multiplying each 
term a constant and adding the results. For example, a linear combination of x and y 
would be any expression of the form ax + by, where a and b are constants. Definition of 
linear combination can be written as below. 
Suppose that K is a field (i.e., the real number) and V is a vector space over K. Then the 
linear combination of vectors with scalars as coefficients is, 	
     +      +      + ⋯ +      
, where a1, …, an are scalars and v1, .., vn are vectors. 
The most common example of linear combination in orthodontics is the linear regression 
model. A general form for the model would be 
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Y =    +      +      +      +   
, where Xi are predictors, βi are unknown parameters, ε is error (or residual) and Y is 
response (i=0, 1, 2, 3). It is important to remember that the parameters enter linearly in 
a linear model. The predictors do not have to be linear. For example,  
  =    +      +    log    +   
is linear but 
  =    +     
   +   
is not. Some relationships can be transformed to linearity;   = 	     
    can be 
linearized by taking logs. So, Linear models seem rather restrictive but because the 
predictors can transformed and combined in any way, they are actually very flexible.25 
 
1.3 Orthogonal, linearly independent and uncorrelated variables 
Orthogonality is the relation of two lines at right angles to one another. Two vectors, x 
and y, are orthogonal if their inner product is zero. Two vector subspaces, A and B, of an 
inner product space, V, are called orthogonal subspaces if each vector in A is orthogonal 
to each vector in B. In other words, orthogonality is the same as perpendicularity.  
Orthogonal, linearly independent and uncorrelated are three terms used to indicate lack of 
relationship between variables. Let x and y be vector observations of the variables x and y. 
Then 
1. x and y are linearly independent iff there exists no constant a such that ax -y = 0, 
where x and y nonnull vectors; iff means if-and-only-if. 
2. x and y are orthogonal iff xTy = 0, or x∙y=0.  
3. x and y are uncorrelated iff (  −  ̅ ) (  −   ) = 0, where  ̅	   	  are the 
means of x and y, respectively, and 1 is vector of ones.  
6 
The first important distinction here is that linear independence and orthogonality are 
properties of the raw variables, while zero correlation is a property of the centered 
variables. Secondly, orthogonality is a special case of linear independence.  
In a geometric view, these terms can be explained as follows.  
Each variable is a vector lying in the observation space of n dimensions. Linearly 
independent variables are those with vectors that do not fall along the same line; that is, 
there is no multiplicative constant that will expand, contract, or reflect one vector onto the 
other. Orthogonal variables are a special case of linearly independent variables. Not only 
do their vectors not fall along the same line, but they also fall perfectly at right angles to 
one another. The relationship between linear independence and orthogonality is thus 
straightforward and simple. Meanwhile, to say variables are uncorrelated indicates 
nothing about the raw variables themselves. Rather, uncorrelated implies that once each 
variable is centered (i.e., the mean of each vector is subtracted from the elements of that 
vector), then the vectors are perpendicular. The key to appreciating this distinction is 
recognizing that centering each variable can and often will change the angle between the 
two vectors. Thus, orthogonal denotes that the raw variables are perpendicular. 
Uncorrelated denotes that the centered variables are perpendicular (Figure 1).27  
 
2. Limitation of the conventional regression model 
The classical regression approach estimates the unknown parameters of the equation 
using OLS method. The prediction equation can be written as Y = XBOLS + E. BOLS is a p 
× k matrix solution of least squares, coefficients BOLS = (X
TX)-1XTY by multivariate 
Gauss-Markov theorem (Figure 2, A).28 Gauss-Markov theorem shows that the least 
squares estimate     is a good choice when the errors are uncorrelated, normal and have 
the same variance.  
In other words, the OLS method assumes that all the predictor variables are independent, 
but this condition is not exactly met especially for the numerous dental and facial 
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variables. In multiple regression, collinearities among the predictor variables xj cause 
severe problems. The estimated coefficient    , can be very unstable and far from their 
target values. This makes predictions by the regression model to be poor.29 As regards the 
prediction of the soft tissue change after orthognathic surgery, skeletal landmarks in a 
patient are located side by side and move together during the surgical repositioning. 
Surgery influences all predictor variables. For this reason, the OLS method is not suitable 
to predict soft tissue change.  
Furthermore, the number of predictor variables that can affect soft tissue response, p, is 
much larger than the number of observations which also makes the effective rank of X 
much smaller than p. When the number of predictors exceeds the number of observations, 
the likely result will be a model that fits the training dataset perfectly but that will fail to 
predict test dataset well. This phenomenon is termed over-fitting.18  
 
3. Multivariate regression using latent variables  
To solve the problems of multi-collinearity and n ≪ p situation, two multivariate 
regression methods using latent variables were introduced in statistics: principal 
component regression (PCR) and PLS regression. PCR and PLS can be used with any 
number of predictor variables, even far more than the number of observations. Both can 
be better than other methods at forming prediction equations when the standard 
assumptions of regression analysis are satisfied also. 
The latent variable methods is used in order to ‘focus’ the information of large data tables 
into a few underlying phenomena (also called latent variables, components, or factors) 
leaving most of the measurement noise behind as residuals. In other words, each object is 
regarded as a ‘mixture’ of a few underlying phenomena and the aim is to identify and 
quantify these phenomena with minimal effects of measurement noise. 
 
3.1 Principal component regression or principal component analysis 
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Principal component analysis (PCA) is one of the most important tools in multivariate 
statistics. It has been used, for example, in data reduction or visualization of high-
dimensional data.30  
For the two latent variable regression methods, both PCR and PLS, the nonlinear iterative 
partial least squares (NIPALS) algorithm applies in common. It has been shown that on 
convergence, the NIPALS solution is the same as that calculated by the eigenvector 
formulae. The NIPALS algorithm is as follows26: 





Tth                     
(3) normalize ph
T to length 1: ph new
T = ph old
T/||ph old
T||              
(4) calculate th: th = Xph/ph
Tph                        
(5) compare the th used in step 2 with that obtained in step 4. If they are the same, 
stop (the iteration has converged). If they still differ go to step 2.  
Then, PCA can be written as a matrix X of rank r as a sum of r matrices of rank 1: X = 
M1 + M2 + M3 + … + Mr. These rank 1 matrices, Mh, can all be written as products of 
two vectors, a score th and a loading ph
T: X = t1p1
T + t2p2
T + … + tapa
T or the equivalent 
X = TPT, PT is made up of the pT as rows and T of the t as columns. The latter is a 
principal component transformation of a data matrix X. This is a representation of X as its 
score matrix T. The transformation is T = XP ( = TPTP = TIn). So now the OLS style 
formula can be written as Y = TBPCA + E with the solution    = ( 
  )     . This 
regression gives no matrix inversion problems; it is well conditioned.26 In numerical 
analysis, this representation of X as TB is called singular value decomposition.31 In short, 
PCR is a combination of PCA and OLS indeed.  
PCR attempts to find linear combinations of the predictors that explain most of the 
variation in the predictor variables using just a few components. The purpose is 
dimension reduction. Because the principal components can be linear combinations of all 
the predictors, the number of variables used is not always reduced. Because the principal 
components are selected using only the X matrix and not the response, there is no definite 
guarantee that the PCR will predict the response particularly well although this often 
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happens. If it happens, we can interpret the principal components in a meaningful way, 
we may achieve a much simpler explanation of the response. Thus PCR is geared more 
towards explanation than prediction. 
 
3.2 Partial least squares regression  
PLS resembles stepwise multiple linear regression, but in contrast to the latter it is 
applicable even if the variables are strongly intercorrelated (multi-collinearity situation) 
and contain significant noise, and even if the number of variables is higher than the 
number of observations. All variables are included in the final solution; no variables have 
to be discarded as in stepwise multiple linear regression. That is to say, they allow 
multiple regressions to be performed without discarding variables, even when both 
regressors and regressands have noise and the number of objects is low.32  
The PLS algorithm also resembles canonical correlation between the two matrices, but in 
contrast to the latter, PLS works even if there are more variables than observations in both 
matrices, and even if both X and Y have high noise and multicollinear redundancy.32  
In case of PCR, T = XP ( = TPTP = TIn), Y = TBPCR + E (solution:   = ( 
  )     )  
(Figure 2, B). PLS emerged from studies of the flaws in OLS and in PCR. At first, the 
PLS model was built on the properties of the NIPALS algorithm. The PLS model can be 
considered as consisting of outer relations (X and Y block individually) and an inner 
relation (linking both blocks). The outer relation for the X block is X = TPT + E = Σ thph
T 
+ E. One can build the outer relation for the Y block in the same way: Y = UQT + F* = Σ 
uhqh
T + F*. It is the intention to describe Y as well as is possible and hence to make ||F*|| 
as small as possible and, at the same time, get a useful relation between X and Y. The 
simplest model for this relation is a linear one:    = 	      where bh = uh
Tth/th
Tth. An 
extra loop can be included after convergence to get orthogonal t values: pT = tTX/tTt. The 
residuals can be calculated from E1 = X – t1p1
T and F1
* = Y – u1q1
T. In general, Eh = Eh-1 
– thPh
T; X = E0. Fh
* = Fh-1
* - uhqh
T; Y = F0. But in the outer relation for the Y block, uh is 
replaced by its estimator,    =     , and a mixed relation is obtained. The aim is to 
make ||Fh|| small. As a summary, 1) there are outer relations of the form X = TP
T + E and 
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Y = UQT + F*. 2) There is an inner relation    = 	     . 3) The mixed relation is Y = 
TBQT + F where ||F|| is to be minimized.26  
Standard NIPALS PLS algorithm is described below.31  
A. Centering and normalization 
Different normalizations are possible, the specific choice being rather a matter of habit or 
of convenience. Center and normalize X and Y.  
B. Model fitting 
For dimension h = 1, 2, …, a. 
1) Starting values uih = Yih. In case of a single, univariate, Y variable (m = 1) uh ≡ y.  
2) Weights for the X variables wh = uh
TX. Normalize w to ||w|| = 1. 
3) Latent variable th = Xwh
T. In case of a single, univariate, Y variable the algorithm 
continues with step 7, otherwise: 
4) Loading for the Y variable by = th
TY. 
5) New latent variable values for the Y matrix uh = Yby
T. 
6) If tolerance ||u - uold|| = 10
-6||u|| then back to step 2, else convergence is reached and 
step 7 is taken next. 
7) Compute the coefficient uh which relates the latent variable of X to the latent 
variable of Y 
uh = uh· th + d 
 uh = th
Tuh /||th||
1/2   
8) Compute the loading for X, bhx 
bhx = th
TX 
9) Compute residuals 
Ex = X - th bhx 
Ey = Y - uh th bhy 
10) For the next dimension, use Ex instead of X and Ey instead of Y. Start again with 
step 1 above.  
C. The number of dimensions, a  
The number of significant dimensions, a, is determined by cross-validation.  
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D. Prediction error  
ei = xi - xi B
TB. (xi B
T = ti)  
 
3.3 Characteristics of PLS in comparison with other methods 
There are hard science and soft science in terms of hardness scale. At the end of the 
hardness scale are the soft science applications, in which a number, sometimes a very 
large number, of explanatory variables is available.33 At first, the PLS method was 
introduced in the chemical literature as an algorithm27 and used to be called a soft science. 
Before late 1980’s, it seems that the PLS model was stayed at a heuristic algorithm 
mainly in chemometrics. PLS has been criticized as an algorithm that solves no well-
defined modeling problem.25 Later, Höskuldsson34 and Helland35 interpreted the PLS 
mathematically, which looked statistically formulated as well.  
The PLS method is based on the singular value decomposition of XTY: XTY = ∑aifigi 
where (fi) and (gi) are orthonormal vectors of appropriate dimension and (ai) are the 
singular values arranged in decreasing order. Höskuldsson34 have shown that upon 
convergence the weight vectors w1 and q1 correspond to the first pair of left and right 
singular vectors obtained from a singular vector decomposition (SVD) of the matrix of 
cross products X0
TY0. Since the dominant singular value equals w1X0
TY0q1 = t1
Tu1 = (n – 
1)·cov(t1,u1), the score vectors t1 and u1 have maximum covariance among all score 
vectors obtainable by applying normalized weights to X0 and Y0, respectively.
34 With 
regard to a more detailed mathematical properties and interpretations, please refer to 
Höskuldsson34 and Helland.35 PLS1 is a univariate version of multivariate PLS, PLS2.35  
Why can one expect PLS regression methods to perform better than OLS, ridge 
regression and other well-known regression techniques? The answer is the stability of 
predictors derived from PLS methods.34 The essential criterion for the predictability of 
model is the number of variables included in the models. The uncertainty of the estimated 
parameters quickly becomes the dominating factor in the variability of predictors. 
Therefore, it is important to keep the number of variables as low as possible. In PLS 
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components are selected that give ‘maximal’ reduction in the covariance XTY of the data. 
In that sense PLS will give the minimum number of variables that is necessary. Criteria 
that give penalties on the number of variables, like AIC or BIC, all give rise to more 
variables than the PLS method.34 
According to Wold et al.29 the PLS method is equivalent to the conjugate gradient method 
used in numerical analysis for related problems. The original algorithm by Wold is 
essentially another description for the conjugate gradient algorithm for solving the least 
squares problem with singular X. PLS utilizes the principle of dimension reduction by 
obtaining a small number of latent components that are linear combinations of the 
original variables to avoid multicollinearity.36 A special case of response surface is an 
area where the collinearity problem has been recognized as a serious problem. The 
procedures of OLS and PCR occupy the opposite ends of a continuous spectrum, with 
partial least squares lying in between. There are two adjustable ‘parameters’ controlling 
the procedure: α, in the continuum [0, 1], and ω, the number of regressors finally 
accepted. Where α is a real number in the interval [0, 1], with the values 0, ½, and 1 
corresponding to OLS, PLS and PCR respectively. The role of α suggests the obvious title 
for the procedure – ‘continuum regression’. These control parameters are chosen by 
cross- validation.33 
Compared with other approaches, the PLS algorithm has the followed advantages: the 
PLS solution is similar to PCR except that the projection T is computed both to model X 
and to correlate with Y, while the PCR, T is computed only to model X. This is 
accomplished by introducing a weight matrix W and a set of latent variables for Y 
denoted by U with the corresponding loading matrix By. This makes the PLS solution 
have equal or better predictive properties for Y; better in the case when the information in 
X about Y appears among the later singular vectors of X (corresponding to small singular 
values).31 PLS is considered especially useful for constructing prediction equations when 
there are many explanatory variables and comparatively little sample data.34 
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Ⅲ. MATERIALS AND METHODS 
1. Subjects 
The subjects consist of 204 patients (103 women, average age 23.8 years; 101 men, 
average age 23.6 years) who had undergone the surgical correction of a severe Class III 
malocclusion. All patients were treated at the Department of Orthodontics, and surgery 
was performed at the Department of Oral and Maxillofacial surgery, Seoul National 
University Dental Hospital. All patients received mandibular setback surgery and 133 
patients had undergone Le Fort I maxillary osteotomy. Additional genioplasty was 
performed for 81 patients. In all cases, growth had ceased and the patients were healthy 
and craniofacial deformities or injury was absent.  
All patients had been treated with fixed orthodontic appliances before and after surgery. 
During the preoperative orthodontic treatment, dental decompensation and proper arch 
coordination was achieved. Postoperative orthodontic treatment was limited to 
completing the adjustment of the occlusion, and minimal incisor movement was required. 
The institutional review board for the protection of human subjects reviewed and 
approved the research protocol (institutional review board no. S-D 20140018). 
 
2. Cephalometric analysis 
Lateral cephalograms were taken before and after orthognathic surgery for all patients. 
Patient was instructed to hold their teeth in occlusion with the lips relaxed when take an 
X-ray image. Preoperative lateral cephalograms were taken closed to the time of surgical 
correction. The data were collected prospectively with the postoperative radiographs 
taken at least 4 months (average 9.1 months) following surgery to allow any residual soft 
tissue swelling to resolve.37  
One examiner traced all cephalograms and digitized using a custom program with 
Microsoft Visual C# (Microsoft, Redmond, USA). To orientate a subject’s pre- and 
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postoperative tracings to the same head position, the two tracings were superimposed on 
the anterior cranial base to confirm whether the sella-nasion planes were coincident. 
Thirty-nine skeletal landmarks and 32 soft tissue landmarks from glabella to the terminal 
point were identified. Figure 3 shows reference planes and cephalometric landmarks used 
in present study. Capital letters represented the hard tissue landmarks, lowercase letters 
represented the soft tissue landmarks. With its origin at sella, sella-nasion + 7° was 
defined as a horizontal reference line, X-axis. sella-nasion is considered to be relatively 
stable beyond 7 years of age.20 The vertical reference, Y-axis was established 
perpendicular to sella-nasion + 7°. The x-y cartesian coordinate system used the liner 
units in millimeters.  
 
3. Variables in predictor and response matrices 
A total of 226 predictor variables (input, explanatory, independent variables, or the X 
matrix) were entered into the prediction equation. The predictor variables included 6 
factor variables: patient’s age, sex, time after surgery, the amount of facial asymmetry, 
type of mandibular surgery, existence of maxillary surgery and existence of genioplasty. 
78 presurgical skeletal measurements (39 landmarks, measurements in x- and y-axes), 64 
presurgical soft tissue measurements (32 landmarks), and 78 postsurgical skeletal 
measurements (39 landmarks) also included. The soft tissue changes in the 32 soft tissue 
landmarks in both the x and the y axes were included in the 64 response variables (output, 
dependent variables, or the Y matrix).13,14 
X matrix is a size 204 (N)subjects  226 (K)variables matrix of predictor variables and Y 
matrix is a size 204 (N)subjects  64 (M)repsonses matrix of response variables. As a first step, 
the mean  x   and y   were obtained from the data x  and y , where k = 1, …, K and m = 1, 
…, M respectively. Then each variable x  and y  was scaled to the unit variance. As a 
result, the N  K matrix X and the N  M matrix Y had the centered and normalized 
data.14 The centering makes the following computations numerically well conditioned.31 
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The normalization gives each variable equal influence in the initial stage of the data 
analysis.  
 
4. Two multivariate methods to make a prediction equations 
Two multivariate methods, the conventional OLS method and the PLS method were used 
to construct prediction equations. OLS is the conventional multivariate linear regression 
method using forward variable selection coupled with the Akaike information criterion.38 
The prediction equation using the OLS method can be written as Y = XBOLS + E, where E 
is an N  M matrix of residual for Y, and BOLS is a K  M matrix solution of least 
squares, coefficient BOLS = (X
TX)-1XTY using the multivariate Gauss-Markov theorem 
(Figure 2, A).14,28 
The PLS prediction equation may be written as Y = XBPLS + F, where F is an N  M 
matrix of residual for Y, and BPLS is a K  M matrix of the PLS prediction coefficients 
(Figure 2, B). In the equation itself, the PLS method resembles the stepwise OLS method. 
But in contrast to the OLS method, the PLS method is applicable even if the variables are 
strongly intercorrelated (multicollinear), contain significant noise, and even if the number 
of variables is greater than the number of subjects (i.e., “small n large p situations”).32 All 
predictors are included in the final solution, and no variables have to be discard, which is 
necessary in the stepwise OLS.14  
 
5. Inferential statistical analyses 
5.1 Comparison of the prediction accuracy between the OLS method and the PLS 
method 
5.1.1 Training error versus test error 
When developing a prediction method, the model is fit for part of the data (the training 
dataset), and the quality of the fit is judged by how well it predicts the other part of the 
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data (the test dataset, also called the validation dataset). To evaluate the predictive 
performance of the prediction equations, the leave-one-out cross-validation method was 
used. Mean training errors and mean test errors were calculated in the OLS method and 
the PLS method. Mean training errors mean the accuracy of the model on the training 
dataset which data were used when the model constructed. Mean test errors mean the 
accuracy of the model on the new data, test dataset which were not used when the model 
constructed. The mean test errors are much more similar to a real situation (Figure 4). 
 
5.1.2 Goodness-of-fit in the training and test error 
After fitting the equation, the bias was calculated as a mean difference. The difference 
between the actual result and predicted position was calculated by subtracting the value 
for the predicted position from the actual position, Yactual – Ypredicted. Furthermore, the 
mean absolute error, |Yactual – Ypredicted| is used as the criterion of goodness-of-fit (Table 
2). 
 
5.1.3 Graphical comparison between the OLS method and the PLS method   
Finally, the accuracy of prediction was presented by the actual patient cases. At first, the 
surgical amounts were calculated by the difference between the lateral cephalograms 
which were taken as pre-operation and debonding records. Then predictions for soft-
tissue change were obtained by V-Ceph (ver 4.3, Osstem, Seoul, Korea), which is a 
commercial orthodontic analysis and STO (surgical treatment objectives) simulation 
software and by a custom-made soft-tissue change prediction program. V-Ceph was 
selected as a tool using the OLS method. Because there is not any software adopting the 
PLS method, we made our own custom-made prediction software using Microsoft Visual 
C# (Microsoft, Redmond, USA). Superimposition of lateral facial photo and prediction 
lines by the OLS method (V-Ceph) and the PLS method were obtained (Figure 5). 
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5.2  Development of an optimal PLS model for an accurate soft tissue prediction 
5.2.1 Analysis of the relationship between predictor variables and soft tissue 
responses in the PLS method 
A PLS prediction model constructed at the previous section was used to analysis the 
characteristics and relationships the prediction variables. Loading plots were constructed 
over the predictor variables to identify the effect of the components. Loading plot means 
the coefficient of the predictor variables. Components are the latent variables that 
compose the PLS prediction equation. Component 1 is the most powerful component of 
the prediction model (Figure 6).  
Among the 32 soft-tissue landmarks, only four landmarks were selected; pronasale, upper 
lip, lower lip and pogonion. They are most prominent and clear landmarks that can show 
the change of soft-tissue of the selected areas. Reconstructed loading plots of which 
predictor variables were sorted by horizontal and vertical axes were obtained to view the 
effect of components more easily. Horizontal positions (x-axis) of the landmarks were 
considered (Figure 7).  
 
5.2.2 Model selection in the PLS method 
To fit the model and find the best prediction model, the root mean squared error of 
prediction (RMSEP) was used as the selection criterion. The RMSEP curve, a graph of 
RMSEP as a function of the number of components helps us to determine a proper model. 
In general, it is proposed to use the first local minimum or a deflection points.39 Model 
selection was performed on the training dataset and the test dataset respectively (Figure 8 
and 9). The aim of the model selection is to find the optimal number of components to 
minimize the prediction error. Scattergrams and 95% confidence ellipses were 
constructed to compare the performance of selected model (Figure 10). 
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5.3 Comparison of the prediction accuracy between 1-jaw surgery and 2-jaw 
surgery in Class III patients 
The PLS prediction model with optimal number of components was chosen. The 
prediction errors from 1-jaw surgery group and 2-jaw surgery group were compared by t-
test to identify the difference between the groups (Table 4). 
The free statistic software, language R was used.40 Detailed codes for the multivariate 




The subjective characteristics are listed in Table 1. The sample size, 204 patients was 
much larger than previous studies.13,14 The number of men (101 patients) and the number 
of women (103 patients) was almost equal. The patients of the subjects had mandibular 
setback surgery (1-jaw; 71 patients) or bimaxillary surgery (2-jaw; 133 patients) to 
correct Class III skeletal relationship. A total of 81 patients underwent additional 
genioplasty. When the patient had maxillary surgery, A point was slightly advanced (1.4 
mm) and moved upward (1.1 mm). B point moved backward and upward. 
 
1. Comparison of the prediction accuracy between the OLS method and the PLS 
method 
At the stage of building prediction equations, the goodness of fit or the quality of model 
fitting can be expressed as the extent of training errors. The training errors from both the 
OLS and PLS methods were negligible or trivial as shown in Figure 4, A and B.  
The results of the prediction errors after applying the prediction equations in the test 
dataset from the OLS and PLS methods are summarized in Table 2-1 (horizontal, x 
position) and Table 2-2 (vertical, y position). After applying the prediction equations in 
the test dataset, the bias (the error with plus/minus sign) did not show a statistically 
significant difference between the OLS and PLS methods (Figure 4, C) and the mean 
absolute error showed a statistically significant difference in almost variables (Figure 4, 
D). Mean absolute error is the average of the absolute value of error, so it means the 
magnitude of error. PLS method had better prediction performance than OLS method in 
the view of mean absolute error for almost all variables. However, a comparison test 
based on the means (i.e., bias) between the predicted and the actual soft tissue profile 
showed no statistically difference since underestimates and overestimates may cancel 
each other out.14,41,42  
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For illustrative purpose, four patients were selected to visualize the prediction results 
between the OLS and PLS methods (Figure 5). Generally, lip and mentolabial fold were 
the main areas of inaccuracy.19 The PLS method appeared to perform better than the OLS 
method in simulating both the mandibular setback and 2-jaw surgeries. Superimposition 
and comparison to the actual outcome showed that the PLS predictions were closer to the 
actual outcome than the OLS predictions especially in describing the lip curvatures. As 
previously reported,14 the R point and the terminal points were the main areas of 
inaccuracy in this study.  
 
2. Development of an optimal PLS model for an accurate soft tissue prediction 
A loading plot was constructed over the predictor variables to identify the effect of the 
components (Figure 6). The loading plot visualized the coefficient of the predictor 
variables. Components were the latent variables that compose the PLS prediction 
equation and component 1 was the most powerful component of the prediction model. 
Sex had an peak in the loading plot. This can be explained that among the factor variables, 
sex of patients had a effect on the soft-tissue prediction model. Repetitive peaks were 
appeared in the remaining section since the predictor variables, x and y position of the 
landmarks were stored by turns.  
For convinience, the predictor variables were sorted by anteroposterior (x) and vertical (y) 
axes respectively and reconstructed loading plot were obtained. Anteroposterior position 
of four landmarks; pronasale, upper lip, lower lip and pogonion were chosen (Figure 7). 
As mentioned, sex was the most influential factor variable. It was remarkable that the 
entire skeletal and soft tissue landmarks had similar influence to the prediction of a 
specific soft tissue landmark. Although anteroposterior positions of the predictors 
exercised more influence than the verticla position of the predictors, the vertical positions 
of the predictors had a certain portion of influence for the soft tissue prediction.  
Root mean squared error of prediction (RMSEP) curve was used to select the best 
prediction model. Figure 8 showed RMSEP curves in the training dataset for selected 
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landmarks. During building a prediction equation in the training dataset, the more 
components were included, the smaller predictor error were obtained. The full prediction 
model with the entire components had zero error in the training dataset. 
However, when validating the equation to each individual subject, there was an optimum 
number of components to minimize prediction error in the test dataset (Figure 9). Table 
3 showed comparisons of the prediction errors depending on the number of components. 
The increasing number of the PLS components decreased the prediction errors to some 
degress, but as the number of components increased more and more, the prediction errors 
also increased. Typically we choose the smallest model that minimizes the expected 
prediction error.17 Therefore, the PLS prediction equation with 30 number of components 
was selected as the final prediction model.    
The prediction performance of a model can be identified by the scattergrams and 95% 
confidence ellipses.13,14 The ellipsoid satisfies (z - μ)T Σ-1 (z - μ) ≤ χ2(α)2, where z is the 
two dimensional (x- and y coordinates) vector for the error, μ is the mean vector for z, Σ-1 
is the inverse matrix of the covariance matrix, and χ2(α)2 is the upper 95th percentile of a 
chi-square distribution with two degrees-of-freedom.28 The contour of an ellipse indicates 
the 95% confidence boundary. A negative value indicated the prediction was more 
posterior in the x-axis or more superior in the y-axis compared to the actual result. If any 
points are outside the ellipse, they can be called outliers.41 The size of the 95% ellipse for 
PLS model with optimal number of components (n=30) was smaller than those for 
minimum and maximum number of components (Figure 10).  
 
3. Comparison of the prediction accuracy between 1-jaw surgery and 2-jaw 
surgery in Class III patients 
Soft tissue prediction accuracy was compared between 1-jaw (mandibular setback) and 2-
jawsurgery patients, which is given in Table 4. There was no bias in both horizontal and 
vertical coordination. Horizontal position of supranasal tip and pronasale had a 
statistically significant difference in mean absolute error and the error from 2-jaw surgery 
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was larger than that of 1-jaw surgery. Except those landmarks, there was no statistically 




In spite of many attempts to predict soft tissue change after orthognathic surgery, there is 
no appropriate method that is accurate enough to use in clinical situation. There are 
several difficulties to make these problems. Unexplained individual variations are 
inevitably present. The responses after surgery across patients are not constant. And 
statistical and mathematical approaches used to make the prediction model were not 
suitable to solve the problems.   
 
1. Comparison of the prediction accuracy between the OLS method and the PLS 
method 
In orthodontics, linear regression analysis is the most popular statistic method to develop 
the prediction equations. A liner regression model was constructed by a linear 
combination of the predictors, a set of terms by multiplying each term a constant and 
adding the result.  
Y =    +      +      +      +   
The equation above is the general form of the linear regression model, where Xi are 
predictors, βi are unknown parameters, ε is error and Y is response (i=0, 1, 2, 3). It is 
important to remember that the parameters enter linearly in a linear model. The 
predictors do not have to be linear. For example,  
Y =    +      +    log    +      +   
is linear but 
Y =    +     
   +   
is not. The predictors can be transformed and combined. For example, Y = 	     
   can 
be linearized by taking logs. For this reason, linear regression models are very flexible.  
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Although a linear model has powerful flexibility to describe reality, there is a 
fundamental limit. A linear regression analysis is based on the conventional OLS method. 
The OLS models basically require the prerequisite condition of independence between the 
predictor variables as well as normality and equality of variance among them. In recent 
studies, tests for normality and equality of variance were commonly performed to confirm 
the requisition was satisfied. But the independency between the predictors is seldom 
considered. Skeletal configuration, dentition and overlaying soft tissue are correlated. 
Landmarks, angular and linear measurements in cephalometrics also highly correlated. 
For example when mandibular setback surgery was performed, movement of B point, 
soft-tissue B point, and nearby soft-tissue landmarks had similar tendency. They could 
not exist independently. So, correlation between variables in orthodontics is the inherent 
and fundamental problem. The OLS method cannot solve this problem and that can be the 
cause of prediction inaccuracy. In this study, there were a number of correlated variables 
to consider when predicting the soft tissue change following orthognathic surgery; 
including the patient’s age, gender, amount and direction of surgical skeletal movement in 
the horizontal and vertical direction. The PLS model is the preferred method for 
constructing a prediction equation when many factors are highly collinear or correlated. 
Applying the PLS method is even possible when the sample size is less than the number 
of variables.39,43  
In this study, we discussed the training error and test error separately. Training error was 
obtained from the training dataset which was used to construct prediction model. Test 
error was obtained from the test dataset which was not used to constructed prediction 
model – a real prediction error for the new data. In other words, the training error can be 
used as a measure of goodness-of-fit while the test error implies the validity of a 
prediction model. Figure 4, A and B showed that the training errors from the two 
methods were almost null. However, the accuracy of test error in the test dataset is more 
important than the training error. The OLS method fitted the training dataset perfectly but 
failed to predict test dataset well (Figure 4, C and D). To restate, the OLS method had a 
disadvantage of over-fitting. This phenomenon of the OLS over-fitting implies that 
conventional OLS methods are not satisfactory for complicated soft tissue prediction. On 
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the other hand, the PLS method in this study demonstrated significantly more accurate 
predictions than the conventional OLS method (Figure 4, C and D; Table 2).  
The PLS prediction showed an improved accuracy when compared to current commercial 
software programs, Quick Ceph (Quick Ceph Systems, San Diego, USA) and V-Ceph 
(Osstem, Seoul, Korea) (Figure 5). These two programs provide a one-to-one soft tissue 
ratio setting for the movement of the corresponding hard tissue. Although the exact 
algorithms for these programs are unknown and would be confidential, aforementioned 
settings reflect the application of the simple OLS method as their algorithm.   
Most of the reported inaccuracies in the soft tissue predictions were the upper lip,5,44 
lower lip,22,23,45-48 and mentolabial fold.6,19,49 This was not the case for the PLS results, as 
shown. Although the results of the PLS predictions in this study were not perfect, the 
improved accuracy seems obvious (Figure 4). 
Linearly independent, orthogonal and uncorrelated are three terms used to indicate lack of 
relationship between variables. Linearly independent variables are those with vectors that 
do not fall along the same line; there is no multiplicative constant that will expand, 
contract, or reflect one vector onto the other. Orthogonal variables are a special case of 
linearly independent variables. Not only do their vectors not fall along the same line, but 
they also are at right angles to one another. Uncorrelated implies that once each variable 
is centered (i.e., the mean of each vector is subtracted from the elements of that vector), 
then the vectors are perpendicular. Orthogonal denotes that the raw variables are 
perpendicular. Uncorrelated denotes that the centered variables are perpendicular.50 It is 
important to remember these concepts because the conventional OLS method which is the 
most familiar statistic method to us assumes that variables of the prediction model are 
independent each other.  
 
2. Development of an optimal PLS model for an accurate soft tissue prediction 
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We explored the complex relationship between predictor variables and soft tissue 
responses by invoking an intricate multivariate statistical analysis. As an example, to 
identify factors that might influence the soft tissue response, we depicted loading plots for 
the anteroposterior landmarks; pronasale, upper lip, lower lip and pogonion. As depicted 
in Figure 7, the loading values indicate the magnitude of each predictor variable in 
predicting the response. The loading values are useful not only in determining the 
influence of each variable but also to develop computer algorithms. The loading pattern 
showed that several predictor variables had higher values of influence than others. For 
example, the sex predictor variable had an important role among factor variables. 
Consistent with the previous report, this finding signifies that soft tissue movement in 
response to skeletal repositioning is somewhat greater in females than in males.5  
Three additional conclusions may also be plausibly drawn from the loading plot. 1) Both 
the pre-surgical skeletal and soft tissue characteristics as well as the amount of surgical 
repositioning contributed to predicting the soft tissue response after surgery. 2) When 
predicting a soft tissue response in the x-axis, anteroposterior variables had higher 
loading values than vertical predictor variables. However, the vertical predictor variables 
did not have a minor or trivial role but have considerable influence on the anteroposterior 
outcome to some extent. 3) It was also notable that some neighboring soft tissue 
landmarks and all the skeletal landmarks as a whole had a greater influence on the 
predictions of specific soft tissue landmarks then the pre-surgical landmark of that actual 
soft tissue point itself (arrow of a specific pre-treatment landmark in Figure 7). The 
complexity of these relationships is the reason overly simplistic conventional OLS 
predictions or simple 1-to-1 ratio statistics upon which current software programs have 
depended demonstrate lesser accuracy. 
After finding the superiority of the PLS method over the OLS method, the next step was 
choosing the best prediction model. The best prediction model can be defined as the 
simplest model that minimizes the test error. For the model selection criteria, a squared 
type of error, namely the root mean squared error of prediction (RMSEP), was used. The 
RMSEP has been frequently used to assess the prediction performance and to choose the 
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optimal number of components in principal components regression.51,52 RMSEP can be 
obtained from cross-validation method or ordinary bootstrap estimate. Mevik and 
Cederkvist reported that leave-one-out cross-validation was preferable when there were 
more variables than observations.52 In this study, RMSEP curves obtained from leave-
one-out cross-validated prediction were used.  
Figure 8 and Figure 9 showed the difference in the trend of optimal number of 
components between the training dataset and the test dataset. In the training dataset, the 
more components were included, the smaller predictor error were obtained. But in the test 
dataset, too many components induced lager prediction error. More complex prediction 
model which have an excessive number of parameters fits better in the training dataset 
but not in the test dataset as it may exaggerate minor flucutations in the data. It is over-
fitting, as mentioned above. In order to avoid over-fitting, cross-validation is useful. In 
this study, we used leave-one-out cross-validation. 
The 95% confidence ellipse is a good menas to compare the accuarcy of the 2-D 
landmark. This shows the confidence interval of x- and y- coordinate at a time. Figure 10 
showed that the PLS prediction model with the optimal number of components had 
smaller prediction error than the prediction moel with minimum and maximum number of 
components. The magnitude of the prediction error of x- and y- coordinate was different. 
This can be explained as the definition of the landmark. For example, pronasale is the 
most anterior point of the nasal tip, so it is easier to the anteroposterior position exactly 
than the vertical position of the pronasale. It is noticeable that the shape of the confidence 
ellipse of the optimal number of components are almost circular. The optimal prediction 
model may overcome the weak point of prediction accuarcy by the landmark definition. 
 
3. Comparison of the prediction accuracy between 1-jaw surgery and 2-jaw 
surgery in Class III patients 
Previous studies were not able to analyze and interpret more than one type of surgery or 
more than one vector of movement once at a time of investigation. Since conventional 
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methods could not properly handle the complex data structures, only identical surgical 
procedures could be analyzed. Isolated mandibular prognathism occurs in a relatively 
small portion of Class III patients.3,21 Therefore, the combination of a Le Fort I osteotomy 
of the maxilla and a mandibular setback surgery seems to be the current trend for skeletal 
Class III treatment.20,53 With previous prediction methods, even an additional genioplasty 
was considered as a confounding variable when predicting soft tissue responses.2 For 
those patients who undergo maxillary surgery and/or genioplasty, the vectors of 
movement are not uniform. Thus patients undergoing and additional jaw surgery would 
have less predictable results than those undergoing a relatively simple mandibular setback 
surgery.19,22,23 Even though, the prediction of 2-jaw surgery has a potential to get larger 
error, in this study’s use of the PLS method there was no statistically significant 
difference in the prediction error between 1-jaw surgery and 2-jaw surgery, either in 
vertical or anteroposterior direction except anteroposterior position of supranasal tip and 
pronasale. The type of surgery may influenced the anteroposterior change of the nose 
(supranasal tip and pronasale). But except those points, the type of surgery did not 
influenced on the accuracy of prediction (Table 4).  
 
The multivariate PLS method has been improved rapidly with the advent of high-speed 
computers. Computer assisted predictions have become an integral part of surgical-
orthodontic treatment planning.46 However, existing software predictions still result in 
considerable errors. One of the reasons for the errors might be caused by over-simplistic 
OLS algorithms that were integrated into most commercially available computer 
programs. These programs have never been clearly published or opened to the public. We 
hope that the soft tissue prediction method presented in this study will provide a practical 




1. It was our observation that the more sophisticated PLS mathematical method 
predicted better than the conventional OLS method, and by applying the multivariate 
PLS method, prediction errors can be minimized or possibly completely eliminated.  
2. Among the methods and variables tested, the multivariate PLS prediction model 
based on about 30 latent variable components showed the best prediction quality.  
3. There is no statistically significant difference in the prediction error between 1-jaw 
surgery group and 2-jaw surgery group except anteroposterior change of nasal tip 
area (supranasal tip and pronasale).  
4. Based on our findings, we propose that the PLS method might provide an improved 
algorithm in predicting surgical outcomes after mandibular setback or bimaxillary 
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 APPENDIX TABLE.  List of notations, acronyms, terms used in this study 
Notation  
N the number of samples or observations 
  the number of predictor ( ) variables 
  the number of response (  ) variables 
  the number of latent factors used (≤ rank of  ) 
  the number of levels in the random variable 
  a column vector of features for the predictor variables (size   × 1) 
  a column vector of features for the response variables (size   × 1) 
  a matrix of features for the predictor variables (size   ×  ) 
  a matrix of features for the response variables (size   ×  ) 
  a column vector of coefficients  
  a matrix of coefficients for the multivariate methods (size   ×  ) 
tℎ a column vector of scores for the   block, factor h (size   × 1) 
pℎT a row vector of loadings for the   block, factor h (size 1 ×  ) 
wh
T a row vector of weights for the   block, factor h (size 1 ×  ) 
T the matrix of   scores (size   ×  ) 
PT the matrix of   loadings (size   ×  ) 
uh a column vector of scores for the   block, factor h (size   × 1) 
qh
T a row vector of loadings for the   block , factor h (size 1 ×  ) 
U the matrix of scores (size   ×  ) 
QT the matrix of   loadings (size   ×  ) 
Mh a rank 1 matrix, outer product of    and     (size   ×  ) 
Eh the residual of   after subtraction of ℎ components (size   ×  ) 
Fh the residual of   after subtraction of ℎ components (size   ×  ) 
bh the regression coefficient for one PLS component 
In the identity matrix of size   ×   
Acronyms  
OLS ordinary least squares regression, multiple multivariate linear regression 
PCR principal components regression  
PLS partial least squares regression 
PLSM modified PLS method implementing mixed effect model 
CV cross-validation 
Terms  
Predictor variable also called input-, explanatory-, descriptive-, regressor-, or independent variables 
Response variable also called output-, regressand-, or dependent variables 
Training dataset also called learning-, calibration-, or study dataset 
Test dataset also called real-, prediction-, or validation dataset 
Component also called latent variable or latent factor 
Coefficient also called loading or sensitivity 
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Figure 1. Venn diagram that represents the relationship between linearly independent, 
orthogonal and uncorrelated variables.   
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Figure 2, A. Geometrical shape of the ordinary least squares method. X, the matrix for 
the predictor variables; Y, the matrix for the response variables; E, the matrix of residuals 
for Y;     , the matrix solution of least squares and calculated by multivariate Gauss-
Markov theorem. 
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Figure 2, B. Geometrical shape of the partial least squares method. WT, the matrix of 
weights for X; PT, the matrix of loadings for X; T, the matrix of X scores; U, the matrix of 
Y scores; QT, the matrix of Y weights  
39 
Figure 3. Diagram showing reference planes and cephalometric landmarks used in 
present study. Left, image composed from preoperative radiograph, with hard tissue 
landmarks given in capital letters. Right, soft tissue landmarks shown on the follow-up 




Figure 4, A. Mean training errors between ordinary least squares and pratial least squares 
prediction methods. 
 
Figure 4, B. Mean absolute errors in the training set between ordinary least squares and 




Figure 4, C. Mean test errors between ordinary least squares and partial least squares 
prediction. 
 
Figure 4, D. Mean absolute test errors in the test set between ordinary least squares and 





Figure 5, A. Patien id, 586812 
 




Figure 5, C. Patient id, 612444 
 
Figure 5, D. Patient id, 614721 
Figure 5. Comparison the prediction accuracy between conventional method (using a 
commerical software; Vceph ver 4.3, Osstem, Korea) and partial least squares method in 
the clinical cases. Left, lateral photograph taken before surgery; Right, lateral photograph 
taken at the debonding stage. Black dash line, prediction by OLS method (VCeph); red 
dash line, prediction by PLS method.  
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Figure 6. Loading plot of PLS method. The loading value indicates the magnitude of 
predictor variables in predicting the response. The number of components indicates the 
order of power of influence among PLS components. Component 1 is the most powerful 
component of the prediction model. Components are the latent variables that showed 
which of predictor variables played an important role in predicting the soft tissue position. 
Factor variables includ an existance of maxillary surgery, an existance of genioplasty, sex, 




Figure 7. A loading plot of the fittted three major PLS components for anteroposterior 
position (x-axis) of the selected landmarks. Predictor variables were sorted by 
anteroposterior variables and vertical axes for convinience from the original loading plot 
(Figure 6).  
A. Pronasale. 
Among the factor variables, sex variable had an important role. Both the presurgical 
skeletal and soft tissue characteristics as well as the amount of surgical repositioning 
contributed to predicting the soft tissue response after surgery. It was obvious that when 
the response variable was an anteroposterior response, anteroposterior variables exerted 
more influence than the vertical variables. To restate, when predicting the nasal tip 
response in the x-axis, in addition to the anteroposterior variables, the vertical variables 
have participated to some extent. It was also notable that some neighboring soft tissue 
landmarks and all the skeletal landmarks as a whole had a greater influence on the 
predictions of specific soft tissue landmarks then the pre-surgical landmark of that actual 
soft tissue point itself (in this plot, pre-surgical pronasale).   
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Figure 7, B. Upper lip. 
 
Figure 7, C. Lower lip. 
 




Figure 8, A. pronasale 
 
Figure 8, B. upper lip  
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Figure 8, C. lower lip 
 
 
Figure 8, D. pogonion 





Figure 9, A. Anteroposterior position of pronasale 
 




Figure 9, C. Anteroposterior position of upper lip 
 
Figure 9, D. Vertical position of upper lip 
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Figure 9, E. Anteroposterior position of lower lip 
 
Figure 9, F. Vertical position of lower lip 
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Figure 9, G. Anteroposterior position of pogonion 
 
Figure 9, H. Vertical position of pogonion 
Figure 9. Cross-validated RMSEP(root mean squared error of prediction) in the test set. 
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Figure 10, A. pronasale 
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Figure 10, C. Lower lip. 
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Figure 10, D. Pogonion 
Figure 10. Scattergrams and  95% confidence ellipse for the bias that were obtained 
from the number of component was minimum (n=1), optimium (n=30), and maximum. 
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Table 1.  The subjects’ sex, age, and other characteristics 
Variables 
 
N Mean SD Min Max 
Age (years)      
Female 103 23.8 5.1 16.0 50.5 
Male 101 23.6 3.5 18.8 39.1 
Time after surgery (months)      
 9.1 3.9 3.7 29.4 
Type of maxillary surgery       
 No 71     
 Yes 133     
Additional genioplasty      
No 123     
Yes 81     
Asymmetry (mm)      
None 63     
Asymmetry (absolute value) 141 4 1.8 1 10 
Overjet before surgery (mm) 204 -5.8 3.8 -19.6 2.2 
Overbite before surgery (mm) 204 -0.2 1.8 -5.4 5.9 
Amount of surgical repositioning at point A (mm) 133     
Anteroposterior repositioning  1.4 1.9 -4.4 7 
Vertical repositioning  -1.1 2.3 -7.1 4.4 
Amount of surgical repositioning at point B (mm) 204     
 Anteroposterior repositioning  -7.3 3.8 -24.1 4.1 
 Vertical repositioning  -2.9 4.2 -14.8 11.4 
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Table 2-1.  Comparison of the soft tissue prediction errors between conventional 
ordinary least square (OLS) and partial least squares (PLS) prediction methods (x-axis) 
Variable or coordinate 
Bias 
P -value 
Mean absolute error 
P -value 
OLS PLS  OLS PLS 
Horizontal (x position [mm]) 
      
glabella 18.12 -0.03 0.4867 39.03 0.54 0.1393 
nasion 5.01 0.00 0.2565 13.92 0.77 0.0026† 
inferior tip of nasal bone -3.82 -0.01 0.1936 11.05 1.73 0.0012† 
deepest point of the nose -1.51 -0.05 0.8969 28.10 1.38 0.0171* 
supranasal tip -1.29 -0.17 0.9051 30.20 2.53 0.0029† 
pronasale -6.80 -0.11 0.4050 20.73 1.38 0.0151* 
columella-lobular junction -5.66 -0.19 0.5477 28.83 2.00 0.0028† 
subnasale -21.04 -0.14 0.2699 46.21 4.04 0.0248* 
cheek point -15.39 -0.24 0.3638 44.52 4.54 0.0152* 
soft tissue A point -21.32 -0.07 0.2468 42.61 3.10 0.0305* 
superior labial sulcus -27.21 -0.02 0.0804 38.81 1.65 0.0162* 
labrale superius 2.97 0.21 0.7741 32.66 2.75 0.0015† 
upper lip 0.98 0.21 0.9346 32.32 2.40 0.0010† 
stomion 20.07 0.27 0.3819 50.38 4.53 0.0414* 
lower lip 21.69 0.02 0.1146 34.96 3.39 0.0209* 
labrale inferius 13.19 0.05 0.1154 28.67 2.77 0.0016† 
soft tissue B point -31.69 0.02 0.2009 45.73 2.72 0.0819 
protuberance menti -35.05 0.06 0.1634 48.51 4.36 0.0789 
pogonion -18.87 0.20 0.3977 48.69 5.61 0.0550 
gnathion 24.74 0.20 0.2790 49.92 6.26 0.0524 
menton 18.73 -0.07 0.6302 98.46 15.80 0.0328* 
menton. a -54.00 0.77 0.3285 124.45 11.47 0.0429* 
R point 8.33 2.07 0.7201 66.75 23.50 0.0105* 
terminal point 14.82 1.75 0.6262 83.63 29.96 0.0417* 
* P < 0.05, † P < 0.01, ‡ P < 0.001, result of paired t test.   
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Table 2-2.  Comparison of the soft tissue prediction errors between conventional OLS 
and PLS prediction methods (y-axis) 
Variable or coordinate 
Bias 
P-value 
Mean absolute error 
P -value 
OLS PLS OLS PLS 
Vertical (y position [mm]) 
glabella 39.94 0.07 0.2754 53.8 2.05 0.1562 
nasion -21.09 -0.1 0.1966 30.72 1.25 0.0692 
inferior tip of nasal bone 3.8 -0.04 0.5609 25.5 2.73 <0.0001‡ 
deepest point of the nose 4.65 0.06 0.8118 50.79 2.6 0.0116* 
supranasal tip -9.87 -0.04 0.5038 47.72 3.34 0.0022† 
pronasale 10.91 -0.07 0.4761 33.36 1.65 0.0386* 
columella-lobular junction -12.54 0.02 0.1447 27.38 2.64 0.0037† 
subnasale 3.95 0.04 0.7376 28.59 1.49 0.0194* 
cheek point -33.62 -0.04 0.2219 80.13 6.37 0.0067† 
soft tissue A point 24.5 -0.26 0.3048 58.02 2.48 0.0203* 
superior labial sulcus 4.69 -0.23 0.5298 28.66 3.5 0.0011† 
labrale superius -0.99 -0.22 0.9366 35.58 4.49 <0.0001‡ 
upper lip 22.52 -0.25 0.1091 46.83 8.45 0.0060† 
stomion -12.1 0.11 0.2565 32.66 3.26 0.0056† 
lower lip 4.31 0.24 0.8403 53.48 4.38 0.0142* 
labrale inferius 5.79 0.24 0.7247 51.47 4.24 0.0024† 
soft tissue B point 39.53 0.36 0.1337 66.37 11.72 0.0347 
protuberance menti 9.73 0.3 0.5807 50.81 8.2 0.0115* 
pogonion 3.89 0.64 0.9321 87.09 8.05 0.0366* 
gnathion -31.35 0.06 0.3564 63.43 3.79 0.0787 
menton 10.09 0.28 0.1801 35.91 4.65 <0.0001‡ 
menton. a 14.39 0.17 0.0683 30.33 4.08 <0.0001‡ 
R point 23.73 -0.04 0.176 62.33 11.41 0.0033† 
terminal point -1.86 -0.18 0.8783 59.77 15.95 <0.0001‡ 
* P < 0.05, † P < 0.01, ‡ P < 0.001, result of paired t test.
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Table 3. Comparisons of the prediction errors depending on the number of components 
Number of 
components 
Root mean squared error of prediction in the test set 
1 3 5 10 15 20 25 30 35 40 45 50 60 70 80 90 100 150 Max 
Horizontal (x position [mm]) 
 pronasale 1.89 1.56 1.43 1.11 1.00 0.99 0.94 0.86 0.80 0.78 0.77 0.77 0.73 0.70 0.71 0.68 0.67 0.83 1.38 
 upper lip 2.05 1.85 1.79 1.44 1.32 1.29 1.25 1.21 1.21 1.22 1.26 1.25 1.31 1.42 1.42 1.47 1.54 1.90 2.40 
 lower lip 2.35 1.90 1.82 1.50 1.46 1.32 1.28 1.27 1.26 1.27 1.24 1.28 1.35 1.50 1.60 1.60 1.65 2.73 3.39 
 pogonion 3.36 2.26 2.13 1.84 1.69 1.54 1.33 1.34 1.29 1.28 1.27 1.27 1.36 1.41 1.50 1.48 1.53 1.84 5.61 
Vertical (y position [mm]) 
 pronasale 3.27 1.70 1.44 1.23 1.21 1.08 1.04 0.97 0.97 0.97 0.96 0.96 0.98 0.93 1.00 1.02 1.06 1.33 1.65 
 upper lip 3.94 1.69 1.65 1.53 1.36 1.39 1.34 1.33 1.34 1.32 1.35 1.40 1.39 1.45 1.56 1.61 1.78 2.33 8.45 
 lower lip 4.45 1.86 1.82 1.78 1.62 1.53 1.51 1.52 1.55 1.59 1.72 1.72 1.78 1.92 1.95 2.03 2.11 3.06 4.38 
 pogonion 5.14 2.62 2.66 2.42 2.36 2.47 2.38 2.32 2.37 2.40 2.40 2.42 2.59 2.91 3.14 3.39 3.39 4.19 8.05 
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Table 4-1. Comparison of the test errors between 1-jaw (mandibular setback) and 2-jaw 
surgery patients  
Variable or coordinate 
Bias 
P-value 
Mean absolute error 
P-value 
 1-jaw 2-jaw 1-jaw 2-jaw 
Horizontal (x position [mm]) 
glabella 0.001 -0.034 0.859 1.126 0.969 0.173 
nasion -0.053 0.024 0.589 0.703 0.766 0.503 
inferior tip of nasal bone -0.114 0.049 0.316 0.89 0.791 0.333 
deepest point of the nose -0.098 0.043 0.377 0.764 0.880 0.277 
supranasal tip -0.123 0.034 0.397 0.879 1.158 0.017* 
pronasale -0.032 0.023 0.712 0.738 0.927 0.037* 
columella-lobular junction -0.033 0.023 0.777 1.045 1.027 0.881 
subnasale -0.014 -0.004 0.959 0.998 0.911 0.440 
cheek point -0.216 0.068 0.264 1.432 1.221 0.176 
soft tissue A point -0.067 0.017 0.612 0.858 0.923 0.517 
superior labial sulcus -0.064 0.012 0.649 0.847 1.034 0.059 
labrale superius -0.058 0.005 0.751 1.017 1.228 0.072 
upper lip -0.063 0.008 0.736 1.066 1.281 0.092 
stomion 0.029 -0.026 0.837 1.43 1.538 0.491 
lower lip 0.105 -0.049 0.513 1.286 1.255 0.828 
labrale inferius 0.082 -0.044 0.573 1.205 1.181 0.857 
soft tissue B point 0.083 -0.047 0.544 1.135 1.255 0.346 
protuberance menti 0.104 -0.059 0.465 1.17 1.232 0.649 
pogonion 0.094 -0.054 0.553 1.359 1.325 0.822 
gnathion 0.034 -0.007 0.904 1.916 1.742 0.401 
menton 0.208 -0.092 0.702 3.961 4.164 0.692 
menton.a 0.285 -0.046 0.645 4.083 3.346 0.098 
R point 0.487 -0.080 0.554 5.058 4.320 0.252 
terminal point 0.593 -0.171 0.507 6.350 5.240 0.135 
* P < 0.05, result of t test.  
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Table 4-2. Comparison of the test errors between 1-jaw and 2-jaw surgery 
Variable or coordinate 
Bias 
P-value 
Mean absolute error 
P-value 
1-jaw 2-jaw 1-jaw 2-jaw 
Vertical (y position [mm]) 
glabella -0.069 0.036 0.590 0.931 0.734 0.178 
nasion -0.011 -0.010 0.993 0.748 0.592 0.088 
inferior tip of nasal bone -0.084 0.023 0.517 0.790 0.879 0.422 
deepest point of the nose -0.027 -0.005 0.923 1.001 1.250 0.107 
supranasal tip -0.089 -0.002 0.759 1.298 1.468 0.401 
pronasale 0.040 -0.014 0.776 1.074 0.910 0.159 
columella-lobular junction -0.003 0.015 0.773 0.843 0.880 0.686 
subnasale -0.049 0.029 0.576 0.698 0.856 0.057 
cheek point 0.005 -0.017 0.953 1.840 2.080 0.315 
soft tissue A point -0.002 0.034 0.863 1.052 1.188 0.265 
superior labial sulcus 0.002 -0.011 0.963 1.499 1.400 0.535 
labrale superius -0.096 0.004 0.697 1.380 1.346 0.828 
upper lip -0.075 -0.001 0.762 1.370 1.315 0.698 
stomion -0.054 0.019 0.687 0.960 1.000 0.717 
lower lip -0.063 0.018 0.777 1.598 1.476 0.471 
labrale inferius -0.039 0.023 0.850 1.849 1.581 0.196 
soft tissue B point -0.054 0.033 0.808 1.932 1.921 0.962 
protuberance menti -0.034 -0.016 0.961 1.787 2.051 0.258 
pogonion -0.052 -0.028 0.958 2.083 2.454 0.208 
gnathion -0.039 -0.029 0.974 1.685 1.581 0.625 
menton 0.089 -0.058 0.616 1.609 1.453 0.390 
menton.a 0.171 -0.061 0.569 2.122 2.172 0.844 
R point 0.023 0.030 0.992 3.576 3.756 0.690 
terminal point 0.475 -0.129 0.480 4.166 4.135 0.959 
* P < 0.05, result of t test.
