In this paper, we have used subset selection approach to select the significant hypotheses in the context of multiple hypothesis testing problem, stated in [1]Bogdan, Chakrabarty, Frommlet and Ghosh(2011). The above paper considers the problem of identifying the hypotheses which correspond to greater variance of normal variate in an independent set up, and they have considered the problem for dependent normal variables (in particular for equi-correlated set up) to be an open problem. We have explored the problem both theoretically and through extensive simulations. We have found asymptotically optimal procedure for the equi-correlated case. Though in the above mentioned paper the results were done in the context of sparsity, our results are considered under sparsity and also for the general case.
Introduction
In recent statistical inference problem, multiple testing procedure has emerged as an extremely important phenomena. Over the years various procedure has been suggested in this literature depending on the objective. For example we can state about the Bonferroni Procedure which controls the Family Wise Error Rate(FWER), [3] Benjamini-Hochberg Procedure which tries to control the False Discovery Rate(FDR).
In our case we have developed a method to solve this problem when the hypotheses are not independent of each other. Mainly we have worked on the equi-correlated case but our method works for general case also i.e. when the set up is neither independent nor equi-correlated. Independent case was performed by [1] Bogdan, Chakrabarty, Frommlet and Ghosh(2011) in which the dependent structured set up was mentioned as a difficult problem. In this paper, they defined Bayes oracle in order to address the solution in the independent case model in the context of multiple hypothesis testing, and provided conditions under which the [3] Benjamini and Hochberg (1995) and Bonferroni procedures attain the risk of the Bayes oracle. [2] Dutta and Ghosh (2013) proved a similar result for the horseshoe decision rule. Our proposed procedure for the dependent case has the risk function at least as good as the risk of the methods for the independent case.
Statistical Model and The description of the Problem
Suppose we have m equi-correlated observations X 1 , X 2 , ...X m with an assumption that X |µ follows N (µ , σ 2 ǫ Σ 1 ). Here µ represents the effect under investigation and σ 2 ǫ Σ 1 represents the variance of random noise(e.g. measurement error) where it is considered that Σ 1 is a symmetric matrix with ρ 1 's in off diagonal and 1's in diagonal. Assumption is that µ is a random variable with distributions determined by m unobservable Bernoulli(p) random variables ν i , for some p ∈ (0, 1). The i-th null hypothesis is H 0i : ν i = 0 with the corresponding alternative H Ai : ν i = 1. Under H 0i , µ i ∼ N (0, σ . In this case we assume that ν i 's are independent but µ i 's are not, instead they are equi-correlated which is evident from the dispersion matrix. Now ν 0 = (ν 01 , ν 02 , . . . ν 0m )
′ is an m-dimensional vector consisting of zeroes and ones only. Hence given ν = ν 0 distribution of µ is the following:
where we define p ν 0 as the probability of ν taking the value ν 0 i.e. p ν 0 = p ||ν 0 || (1 − p) m−||ν 0 || with ||ν 0 || =number of 1's in ν 0 vector and D ν 0 is a diagonal matrix with (D ν 0 ) ii = σ 0 if ν 0i = 0 and
Σ 2 is also a symmetric matrix with ρ 2 's in the off diagonal and 1's in the diagonal entries. Our problem is to identify the signals i.e. identify the i's for which the corresponding ν i 's were 1.
From the informations stated above we find the marginal distribution of X as follows:
The Bayes Risk
Now in this situation we need to find the optimal test to identify the signals properly. The approach is to determine the risk function and minimising it to get the required rule. In the later part we will try to extend this situation to the asymptotic framework.In order to get the optimal rule we first need to find out the loss function which is the following :
where ν * denote the original value of the 0-1 vector and ν represents the estimated value of the vector obtained by the outcome of the multiple hypothesis testing procedure. Hence δ i = δ 0 if ν * i = 0 but ν i = 1, and δ i = δ A for the opposite set up. The risk function is defined as the expected loss which is R(ν ,
Little computations show that the expression for risk is the following:
Here we are considering tests which are invariant with respect to permutations which in turn implies that t 1i = t 11 and t 2i = t 21 ∀i. This is because parameter space and also marginal distribution and conditional distribution of (X 1 , X 2 , . . . X m ) T remains invariant with respect to permutations. Therefore the risk takes the expression of
So we are to minimise [δ 0 (1 − p)t 11 + δ A pt 21 ] among permutations invariant tests.
Preliminary Analysis
In order to identify the signals, one naive approach is to minimise the risk function, to find the appropriate asymptotic risk and according to the findings design the optimal test statistic which is nothing but the Neyman-Pearson Likelihood statistic. But that approach obviously cannot produce any desired output here. 
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Some simple analysis explains why the expression of the limit of risk turns out to be the quantity described here. But these quantities are extremely difficult to manipulate even if we try to approximate them with suitable terms to solve the problem. Therefore under this circumstances we got convinced about the difficulty with this strategy and tried a completely different approach to fathom the problem. Now for all practical purposes σ ǫ (error in measurement of X ) is small compared to the variances of µ, σ
Discussion
In the previous section we have discussed the approach of solution of the problem and which in turn boils down to selecting those observations with highest measure of dispersion (here X 2 i ). Now how many observations is to select is determined by K and we need to choose K suitably. We have discussed three possibilities to be considered while considering K.
Case I
The idea is that in an asymptotic framework K and m will both depend on t the sequence through which parameters vary. Denoting them by K t and m t respectively, let us consider
the set-up of the problem it is evident that this α t is a measure of p t , (if we know K). If this process is performed under sparsity i.e. p t → 0, the quantity α t should behave like p t i.e. even if m t → ∞, α t cannot be a constant sequence. Furthermore α t should be decreasing sequence going to zero. Now the rate of convergence of α t → 0 should be same as that of p t which sometime we assume to be 1 m β t where β can be between 0 and 1 or may be equal to 1 also.
Case II
The second case is when we consider K as a random variable i.e K t may be viewed as a Binomial random variable with success probability p t and number of observations m t . But if in our assumption m t → ∞ and p t → 0 the event of getting one and obtaining corresponding normal observation from the population with larger variance becomes gradually more and more rare. So K t may be considered as a Poisson random variable with parameter (m t p t ). This an example of the possible distribution of K. But In order to solve the problem we need to find a C which will be used to separate the two groups. Now here we want to find out C by approximating K t with normal distribution. Let
, ρ t , p t , α Here we can apply the same method considered above for ρ t = 0 as for the case ρ t = 0 and compare our method to the other methods.
But this way of identifying signals does not perform very good in practice because as we see by simulation, the rejection region in this set up is not suitable which leads to an enormous number of misclassification. This is not shown in the table.
Case III
C should be such that it is capable of distinguishing clusters of N (0, σ
).It can be shown that the two clusters separated by C which minimises the distance of the two group
. This follows from the following result. 
Remark 2
In the previous case we have observed an equivalence between K and C. This is because in our procedure C actually plays the role of a threshold for dividing the data into two parts which is precisely the role of K also.
Selection Process of K or C
. . m t and they are independent. Now we are to select K or C so that we can divide the set of observations in two groups. In the first cases if σ 1 = σ 2 = · · · = σ m t = 1, marginals of all X i 's are the same distributions, and with constant K to select the highest K many we need to find a C such that
In the second case, we know that m 1 . Hence:
Here (τ, σ 0 , m 1 , m 2 ) are known, so C can be found out . We may replace K by E [K] . So far we have not considered about the dispersion matrix Σ but with only the marginals. Now Σ will come into play if we consider power, level etc. K 2 is the number of false positives and (m 1 − K 1 ) denote the number of false negatives.
and putting values from the previous equations we get the above. In order to control the errors asymptotically we need large C i.e.
should be large and
should be small (τ being necessarily large). Now expression of expected risk will become the following :
There are some important points to be noted here.
, τ 2 ) we want to find a C such that the risk is minimised and call it C opt . This quantity can be found out by simulation or by approximation of probabilities. If X i 's were independent, the rejection region is
e. the optimal rejection region. We can calculate C opt in this case depending on the six parameters stated above. In the independent case C was a constant and did not depend on X 1 , X 2 , . . . X m t [1] (Bogdan, Chakrabarty, Frommlet and Ghosh(2011)). If we force the same rejection region here for the dependent case (with constant C) risk function as a function of C will not change. The important observation is that the risk function here depends only on the marginals. Therefore by this method similar to the case of independence, we can select the hypotheses to reject with the same risk function (which was computed in the independent case).
If we consider the correlated case instead of independent case stated above, we should expect the optimal risk to be less than that of the independent case. If the X i 's are equi-correlated then
where C is a symmetric function of ( y 1 , y 2 , . . . y m t ) (If we consider permutation invariant optimal rejection region then we have to find the symmetric function C.)
As for example possible choices of C may be
We have mentioned the expression of R i.e. the expected risk in terms of standard normal distributions and the corresponding losses, which can be approximated in the following way.
where
. The above approximation is obtained by using two facts: for one part
large and for that we have used Mill's Ratio to get the approximation, and for the other part we have
small and simple approximation of standard normal density at 0. For the t 21 part we have used the fact that for small x, P[|N (0, 1)| < x] ≈ 2xφ(0) . Now while approximating the other part i.e. t 11 we have used the Mill's Ratio which is the following:
Here f (C) as defined above is a convex function of C for U, V, a > 0 as
From the above calculation f ′ (C) is an increasing of C which in turn implies the convexity of f . If C is a random variable and it is independent of X 1 then we have risk function E f (C) and :
(by Jensen's Inequality)
Here we have
(say), and we have defined
. We are to select the subset such that i ∈ if and only if ν 0i = 1. As we have discussed if Σ 2 is equi-correlated then optimal selection will be i ∈ if and only if
Here optimality is considered for the case δ 0 = δ A = 1 and all permutation invariant (i.e. symmetric) selection procedure. We have the following results regarding the form of C * (Y ). we get the maximiser C given by the following:
Putting the values:
Thus we have proved 
. Y m t with equi-correlated set up, then the selection is asymptotically optimal (under δ
0 = δ A = 1) if i ∈ * ⇔ |Y i | > C, i = 1, 2, . .
. , m t where C is a fixed constant. An approximate optimal choice of C is given by (11).

Simulation:
Before getting in to the proposed procedures and analysis of the output of the results obtained we define a few quantities as follows:
Proposed Methods:
Now in order to determine the C that classifies the data into two groups to identify the signals we have derived the value of C under the normality set up in the last section. In this problem we have selected C in various ways and compared them in order to report the best case. The possible algorithms to select C are as follows:
• First method is what we have described above in case I, i.e. to select C using a Poisson random variable which is a very bad choice as seen by simulations. It performs bad with extremely high error rate.
• In the next case, we have used the fact that C is a symmetric function of Y 1 , Y 2 , . . . Y n . Therefore we have chosen simple symmetric functions as a choice of C for classifying the data into two sets and assign 1 to corresponding ν i 's with larger deviation and 0 otherwise. So we have chosen T 1 , T 2 and T 3 .
• Another case is that we have simply classified the data on the basis of C determined by the above expression ( 11 ).
• Now we have proposed another iterative algorithm for determining the classifier C, which works good with reasonable error of false positive and false negative. To find the C we do the iterative steps in the following way:
1. Start with Z 0 = T 1 . Classify the vector of co-ordinate wise absolute value of X with this classifier.
2. Now the co-ordinates of X for which the corresponding absolute values are less than Z 0 and those which are greater than Z 0 form two groups of absolute values. Call the group means A 1 and A 2 respectively and obtain
3. Now go to step 1 with Z 1 and obtain Z 2 , Z 3 , . . . respectively.
Terminate the process in the i-th step if
where f is a predetermined very small cut of value. This is because it can be shown that the sequence {Z n } n≥0 converges in general.
In the above points we have stated our possible choices of C as a classifier to solve the problem in presence of correlation. In the last point that we get a reasonable C with iterative limit of Z i 's, is justified by the following result. withw i giving the mean of the i-th group.
Result 4 Let w
Discussion
As we have stated earlier, our problem now boils down to finding a suitable C which will classify the observations coming from an underlying set up. We did not have any real standard data to test run our process, so we have simulated and performed the tests to check the validity of our method and compared the cases having non-zero correlation terms with the independent cases. As we have developed our method, we have shown that our process with non-zero correlation coefficient in the equi-correlated set up is at least as good as the independent case in terms of the risk function.
While devising the methods for our problem, we needed an ideal choice of C, so that we could compare our methods with the ideal case and get an estimate of efficiency. Now the problem lies in selection of the ideal C i.e. the best performing C while classifying the simulated data. In order to choose that particular C we applied brute force to approximately find the closest ideal C to work with. As we have seen that we have to classify according to a measure of variance, we have taken modulus value of the simulated X vector co-ordinatewise. Now we looked for the range of the absolute values of the co-ordinates of X and started with the lowest point of the range as our starting C. After classification with this C and finding out the error (Sum of false positive and false negative), we fixed an increment value for C. Every time we increase C with the corresponding fixed increment value, classify the simulated data( from a pre-decided fixed set up, i.e. fixing m t , β, σ 0 , τ, and ρ) and find out the total error in the case. In this way we can get a sequence of total errors for different values of C. Among them we select that C which corresponds to the minimum total error among these sequence of errors and call it our ideal C and report the corresponding total error as the ideal case total error. Now as we have described the process of selecting the best C and determined the ideal case total error by brute force, there are some subtle points which needs to be understood properly in order to justify the process. As the process goes on finding, there may be multiple choices of best C, which provides the same total error at the end. But we do not need to bother about those multiple C's in this case at all, because our purpose for generating this ideal case is to get the idea of the total error in the best possible choice of C and create an ideal case to compare with for testing our proposed methods of choice of C. So we select any one of these best C's as our C and classify the simulated data to get the total error and repeat this process 1000 times to get the expected error in the ideal case.
In the following paragraph, we will describe the observations obtained directly from the simulation studies where the correlation coefficients are equal and non-negative. As we have stated earlier that C is a symmetric function of X 1 , X 2 , . . . X n so we have selected some typical functions to know about the behaviour of the total error. From the simulation studies, we have some good observations to make about our procedure. We claimed that our procedure is at least as good as in the case of independent set up in terms of risk function. This phenomena is reflected in the simulation studies as well. If we go through the table we can easily see that irrespective of the method of choosing the C, our claim holds. Apart from that as the correlation gets high, this methods perform even better.
There is another observation that can be made from the simulated data sets. In this process τ is generally assumed to be larger than σ 0 , which in turn helps the process of classification in this way to work properly. This is because we are dividing the co-ordinates of the simulated random variable into two parts according to a measure of variance and estimating the corresponding ν i to be 1 having larger variance and 0 to the rest of them. Now as we can see from the simulation studies that if the ratio τ σ 0 is large then the classification is good and the expected number of both false positive and false negative decrease which is expected. The T 3 performs better compared to T 1 and T 2 if the ratio is high.
In 11). From the simulation table of total error presented here, we can see that this choice of C works better if β is higher i.e. it is sensitive to β and it gets extremely close to the ideal case for higher values of β. In all the cases, performance of T 1 and T 2 are more or less similar to each other. The algorithm performs better than the two expressions T 1 and T 2 , when the ratio τ σ 0 is not comparatively low. But in the over all set up the algorithm works better than the two expressions mentioned as m t and β becomes larger. Another interesting observation is that for T 1 ,T 2 and for the choice of C with the algorithm stated above, we can see that for smaller value of β the bias is toward the false negative values i.e. expected false negative is almost uniformly larger than the expected false positives. But in case of higher values of β the bias gets reversed. In case of C determined by the formula derived above(in the last section) the bias is almost always toward the false negative cases.
If we look at the cases with equal and negative correlation coefficient, we can easily see that the observations made above, holds easily. So our method works also for negative ρ as well and the performance is at least as good as the independent case in terms of the risk functions. As m t increases all the possible choices of C works better gradually in this set up also.
Now to compare the performance of the methods we calculated the discrepancies of various methods using the following formula:
where E K is the total error in the corresponding choice of C and E K 0 is the total error in the ideal choice of C. Here by total error we mean the sum of the expected number of false positive and expected number of false negative cases. 
Appendix
1. Proof of Equation (2):
2. Proof of Lemma (1):
(a) As we have described earlier
We need to select i 1 |Z when the inequality in variance holds as stated above. Here Z is a subset of X 1 , X 2 , . . . X m deleted by X i and X j respectively. Now in the equi-correlated set up without loss of generality, as we can assume that instead of i = j we may simply work with 1 and 2. Define
This quantity is free of σ
and
which has equicorrelated matrix * . Hence by part (a) the result follows.
Proof of Result 1:
The proof of the result follows from the fact that the Lorentz curve of Z at abscissa
is parallel to the line joining (0, 0) and (1, 1).
Proof of Result 2:
Let us define ν ( ) i = 1 iff i ∈ . Now the subset is said to be optimal if and only if the following inequality holds:
In (12), log
 is a polynomial of second degree ∀ ν and the required region for is obtained by intersection of the regions, derived from the polynomial. We know, C * (Y ) will be symmetric positive definite and homogeneous (from the permutation invariance and the set up of the region Y 2 i > C * (Y )). From the above paragraph we observe that C * (Y )is also of second degree. Hence C * (Y ) which is a symmetric, p.d.,quadratic form implies that it has the form mentioned in the statement, proving Result(2).
Proof of Result 3:
Let us define
Now we note the following:
Now we define C * 2 (Y ) as follows:
Now here in the above equation
follows multivariate normal distribution and as the following holds:
Now it is easy to see that
− → 0 and the following occurs: and obtain the result. Now as the result holds for continuous p.d.f., it is easy to see that it holds for the discrete case also. 
