Abstract-The aim of this paper is the simultaneous minimization of model error and model complexity for the Choquet integral. The Choquet integral is a generator function, that is, a parametric function that yields a wealth of aggregation operators based on the specifics of the underlying fuzzy measure (aka normal and monotonic capacity). It is often the case that we desire to learn an aggregation operator from data and the goal is to have the smallest possible sum of squared error (SSE) between the trained model and a set of labels or function values. However, we also desire to learn the "simplest" solution possible, viz., the model with the fewest number of inputs. Previous works focused on the use of l1-norm regularization of a lexicographically encoded capacity vector relative to the Choquet integral, describing how to carry out the procedure and demonstrating encouraging results. However, no characterization or insights into the capacity and integral were provided. Herein, we investigate the impact of l1-norm regularization of a lexicographically encoded capacity vector in terms of what capacities and aggregation operators it strives to induce in different scenarios. Ultimately, this provides insight into what the regularization is really doing and when to apply such a method. Synthetic experiments are performed to illustrate the remarks, propositions, and concepts put forth.
I. INTRODUCTION
Numerous domains use fusion to combine data or information for tasks such as pattern recognition, automated decision-making, or even scientific visualization. At the heart of fusion is the algorithm used to combine the data or information. The Choquet integral [1] is a well-known aggregation operator that is a function generator, i.e., it is a parametric function that generalizes aggregation operators based on the particulars of the underlying capacity. However, it is not a trivial task to acquire the capacity. For inputs, one is faced with specifying or learning 2 values. Methods such as the Sugeno -fuzzy measure [1] , S-decomposable fuzzy measures, belief and plausibility (and also possibility and necessity) measures, and Grabisch's k-additive integral [2] have been proposed and help address the combinatorial explosion of the number of values that need be addressed. Some techniques require just the measure of the singletons (called the densities) to be provided, while others require that we specify a subset of the tuples, but not all.
To date, numerous methods have been proposed for learning the capacity from data relative to the Choquet integral. In [3] , Grabisch put forth a quadratic programming to acquire the full capacity. In [4] , Keller et al. used gradient descent and then penalty and reward [5] to learn the densities in combination with the Sugeno -measure. In [6] , Mendez-Vazquez et al. used a Gibbs sampler to learn an ℓ p -norm regularization based solution. In [7] , we explored an ℓ 1 -norm regularization method for a lexicographically encoded capacity vector using quadratic programming. The methods proposed in [6] and [7] both learn the full capacity. In [8] , linear programming was utilized and in [9] we used a genetic algorithm to learn a higher-order (type-1) fuzzy set-valued capacity for the Sugeno fuzzy integral. Additionally, in [10] and [11] we proposed a way to both automatically acquire, and to aggregate full measures of specificity and agreement based on the idea of crowd sourcing when the worth of the individuals is not known but instead has to be extracted from data. In [12] , Abril et al. learned a kadditive measure for a Choquet integral considering different k and how this affects bias and variance. In [13] , Murillo et al. discussed the learning of the Choquet integral in the context of overfitting. In addition, the entropy of a fuzzy measure was put forth by both Yager [14] and Marichal and Roubens [15] .
Outside of those methods in [6] and [7] , we are not aware of any other data-driven ways to learn the Choquet integral with respect to function error minimization and minimal model complexity of a lexicographically encoded capacity vector; i.e., quality function approximators that have some property like the fewest number of inputs. However, we note that Tehrani and Hullermeier have related regression-based work on learning the Choquet integral for logistic regression based on the Mobius transform and k-additivity [16, 17] . In [7] , we investigated a ℓ 1 -norm regularizer for a lexicographically encoded capacity vector to take advantage of the so-called property of sparsity associated with ℓ 1 -norm versus an ℓ 2 -norm regularization. Promising experimental results were shown. However, the question remains, what is happening in these methods? The remainder of this paper is focused on rigorously studying the theoretical impact of regularization. We look beyond experiments and what we already know about from ℓ p -norm regularization in the general respect. In particular, we know that the Choquet integral yields different aggregation operators based on the underlying measure [18] . Herein, we study what ℓ 1 -norm regularization of a lexicographically encoded capacity vector does with respect to the measure and aggregation.
In section II, we discuss and define important basic concepts needed in this article. In section III, we put forth a number of propositions that illustrate the effects of ℓ 1 -norm regularization in different scenarios. Experiments are then provided to demonstrate the ideas.
II. BACKGROUND
In this sub-section, we review fuzzy measures and fuzzy integrals. The reader can refer to [19] for a comprehensive recent review of the field.
A. Fuzzy Measure (Normal and Monotone Capacity)
Measures are a fundamental concept in mathematics, especially as it relates to integrals. A key property of the fuzzy measure is it requires the property of monotonicity with respect to set inclusion, a far weaker property than the additive property of a probability measure. The capacity is a set-valued function, : 2 → [0,1], where = { 1 , 2 … , } is our data or information sources, with the following properties:
As stated earlier, the capacity has 2 values (technically 2 − 2, due to the two static boundary conditions) that must be specified or learned. A very common way of specifying the capacity is to provide the value of the different singletons, i.e., ( ), then use a method like the Sugeno λ-measure [1] to define the full capacity. The λ-measure has the following additional property:
If , ⊆ 2 and ∩ = ∅, ( ∪ ) = ( ) + ( ) + ( ) ( ).
As you can see, the λ-measure generates the full lattice of the measure by starting with the densities, ( ).
B. Choquet Integral
The fusion of information using the fuzzy integral has a rich history. Much of the theory and several applications can be found in [1, 3, 19] . With respect to this problem, we consider a finite set of sources of information, X, and a function that maps X into some domain (initially Let a set of training data, T, be defined as = {( , ): = 1, … , }, where = { 1 , . . . , ) are objects and are labels. The Choquet integral for a finite X and object is
where ( ) = { (1) , … , ( ) }, and permutation is defined such that ℎ( ; (1) ) ≥ ⋯ ≥ ℎ( ; ( ) ).
The capacity and Choquet integral are not trivial to understand. For example, we are often interested in determining what the worth is of a single input or what the interaction strength is between two (or more) inputs. In order to summarize complex capacity behaviors, information theoretic indices have been proposed. Next, we explore one such index that helps us ultimately better understand the impact of ℓ 1 -norm regularization of lexicographically encoded measure vectors.
C. Information Theoretic Index
The Shapley index of is
Note, \{ } denotes all subsets from that do not include input . The Shapley value of is a vector
=1. The Shapley values can be interpreted as the average amount of contribution of source across all coalitions. Basically, Equation (3) is the weighted sum (positive-valued) of numeric differences between consecutive steps (layers) in the measure (the lattice).
In many cases, our goal is to seek and eliminate irrelevant or low quality inputs to find less complex solutions. The Shapley values give us a notion of the worth of each input. However, we really need an index that provides a scalar number that is 0 when there is no complexity and a 1 when we have the most complex model, e.g.,
This function-Shannon's entropy of the Shapley values-is 0 for the case where all inputs are used, i.e., ɸ ( ) = 1/ , and 1 only when a single input is of value 1 and all other values are 0.
(1)
Next, we review un-regularized learning of the Choquet integral based on quadratic programming.
D. Un-Regularized Learning of Choquet Integral
Let the sum of squared error (SSE) between the Choquet integral and T with respect to capacity g be [3] 
which can be expanded as
, which is of size (2 − 1) × 1. The function differences, i.e., ℎ( ; ( ) ) − ℎ( ; ( +1) ), correspond to their respective locations in u, the lexicographically encoded measure vector,
of size (2 − 1) × 1. Expanding Equation (5) further, we get
The capacity has (2 −1 − 1) constraints, which can be represented in a compact linear form,
, and 1 is a vector representation of constraint 1, 1 − 12 ≤ 0. For Ψ 1 u, one recovers u 1 − u +1 . Thus, C is nothing more than a matrix of {0,1, −1} values,
which is of size ( (2 −1 − 1))x(2 − 1). In addition, b is a vector of all 0s. Note, in some works, u is of size 2 −1 − 2, as (∅) = 0 and ( ) = 1 are constants. Therefore, the vector b is typically a vector of 0s and the last N entries are of value -1. We used the 2 −1 − 1 notation as it simplifies (notationally) the subsequent Shapley mathematics.
Given T, the search for g reduces to a QP of the form
Note, Equations (6) and (7) differ only in the fact that D = 2D and our inequality need only be multiplied by -1.
E. Optimization For ℓ -Norm Regularization Term
There has been a lot of work on solving the problem of convex unconstrained optimization in areas of machine learning, statistics and signal processing. In general, the problem of interest is one of
where x ∈ ℜ , h ∈ ℜ , G is a × matrix, is a nonnegative parameter and ‖ ‖ is the ℓ -norm of x. The inclusion of the regularizer term works to produce solutions of that also have a small ‖ ‖ . When = 1, this drives the elements of x to 0 (promoting sparsity in the solution). Another common choice is the case of = 0, which counts the number of nonzero values. The basic idea behind regularization is to seek solutions that have the fewest number of parameters as possible, It is often used for parameter selection, but it can also be used to help seek simpler solutions and address overfitting. It has been shown that the ℓ 1 -norm-versus the ℓ 2 -norm-leads to sparser models that can often be (more) easily interpreted [20] . In general, the ℓ 2 -norm does not promote sparsity. Also, higher values for the ℓ 2 -norm tend to force the coefficients to actually be more similar to each other (to jointly minimize the 2-norm). In [21] , it was shown that a weighted iterative approach to ℓ 1 -norm regularization can be used to find sparser solutions (in which a different is used for each regularization term). In [7] , we used LASSO to solve measure learning relative to the Choquet integral and the ℓ 1 -norm of a lexicographically encoded measure vector. Namely, we discussed the Tibshirani Method [20] and the Non-Negative Variable Method (NNVM) [22] . We elected to use NNVM as it is a more efficient method. The reader can refer to [7] for how to use the NNVM to solve the QP. In summary, in [7] we proposed a procedure to optimize the following for regularization-based measure learning, 
III. INSIGHTS AND CHARACTERIZATION
In this section, we dig deeper and investigate the impact of ℓ 1 -norm regularization of lexicographically encoded capacity vectors. Specifically, we ask a number of questions to help gauge what is going on with respect to measure theory and the Choquet integral (in terms of what aggregations are induced by a learned capacity). We explore a range of different scenarios encountered in practice to help the reader better understand when and why to apply such a technique. These insights and characterizations are important and unique to the Choquet integral. They differ from regularization of support vector machines, sparsity learning for machine learning and statistics.
CASE 1: Exact Capacity Required
The idea behind Case 1 is that the solution at hand requires a specific capacity, and therefore specific aggregation operator with respect to the Choquet integral, and any other answer leads to an increase in SSE. This scenario is addressed on two fronts: (Case 1.A) the general case of any capacity and (Case 1.B) the specific case of an ordered weighted average (OWA) [23] . We are interested in studying how regularization responds to such a scenario. Ideally, regularization would be kind in such a condition and it would not make us deviate away from the desired solution. We would like for regularization to help with factors such as removing low quality and/or irrelevant inputs and with overfitting, but we do not want regularization to otherwise hinder other commonly encountered and natural scenarios (such as the desire to learn an OWA, an extremely common aggregation operator encountered in practice).
Before we dive into the following two sub-sections, we must first review the OWA. An OWA is
, where a π(i) is a permutation on the inputs such that a π(1) ≥ ⋯ ≥ a π(N) and =( 1 , … , ) t is a vector of (positive valued) weights that sum to 1. In terms of the Choquet integral, an OWA is simply a capacity with the property ( ) = ( ) for , ⊆ 2 when | | = | |. Common OWAs include the maximum, i.e., = (1, 0, … , 0) , the minimum, = (0, … , 0,1) , the mean, = (1/ , 1/ , … ,1/ ) , trimmed mean, median, soft maximum and minimum, etc. The point is this: the OWA is an extremely common set of operators used in practice and valid operators that may be learned for a given task in the context of Choquet integral learning. Next, we review the general case of regularization for a specific capacity.
CASE 1.A: Regularization Impact on Capacities
We start our analysis by considering Proposition 1.
Proposition 1. Let
* be the minimum SSE solution for the task at hand. If any ℓ 1 -norm regularization of a lexicographically encoded capacity vector is used, i.e., > 0, then the result is an increase in the SSE.
Proof. Trivial. Any ℓ 1 -norm regularization, i.e., > 0, drives one or more of the ( ) (for ⊆ 2 \ ) terms to 0, meaning it lessens one or more capacity values moving us away from the minimum SSE solution, * . ■ While simple, Proposition 1 tells us that any use of regularization works to promote sparsity and it is not selective in the respect that if a specific capacity is required it will try to keep driving capacity values towards 0 regardless. The next few remarks give insight into what regularization is actually doing.
Remark 1.
As → 0, 2, reduces to 1, , i.e., we are minimizing SSE (when =0, Equation (9) is Equation (6)).
Remark 2.
As → ∞, the regularizer term in 2, dominates the objective value, resulting in a capacity vector of 0s (except ( ) = 1). As → ∞, the regularizer term dwarfs the SSE term. The result therefore has a unique minimum with respect to the regularizer: ( ) = 0, ∈ s.t. ≠ . What is interesting (and rather well-known) is this informs us that optimization is driven by and ultimately the regularizer and the SSE term are not complementary but competing.
Remark 3.
The result of ℓ 1 -norm regularization as → ∞ is the minimum operator. A Choquet integral for a capacity of all 0s, except ( ) = 1, is a minimum operator with weights (0, 0, … , 1) . Remark 2 shows us that as → ∞ this is what the regularizer promotes. However, we note that it is not just at = ∞ that we get this behavior. As Experiment 1 will show, this is the case when the regularizer term is relatively large in comparison to the SSE term. Figure 1(f) shows that we get essentially get all 0s at the much simpler case of = 1000.
Remark 4. Remark 1 described what aggregation operator is being promoted as
becomes relatively large (minimum operator). In a measure theoretic respect, this is a state of total ignorance, as we have ( ) = 1 yet ( ) = 0, ∈ s.t. ≠ . While this seems extreme, it is rationalized as such. In lue of knowledge about the SSE, we have no truly helpful information to exploit. Therefore, the solution is to take a pessimistic route. It is also interesting to note that the extreme case is an OWA (specifically a minimum operator).
CASE 1.B: Ordered Weighted Average
As already discussed, the aim of regularization is to seek less complex, but still accurate, models. However, if a problem truly requires all inputs and if the required aggregation operator is an OWA, which means that all inputs are equally important, then by definition we have the highest possible model complexity (in terms of the Shannon entropy of the Shapley values). The problem we are faced with is this: we want to acquire minimum SSE, but we cannot simultaneously obtain it and minimum model complexity. The result is that any ℓ 1 -norm regularization gives sub-optimal performance. However, if we are learning the capacity from data and do not know that the answer requires an OWA, then the take away is that the use of any ℓ 1 -norm regularization negatively impacts performance and we are not privileged to know this ahead of time. This is a downfall of ℓ 1 -norm regularization of a lexicographically encoded capacity vector. Proposition 1 already informed us about this behavior (in the general case). It told us that any use of regularization has the impact of working to promote sparsity and it is not selective in the respect that if a specific capacity is required then it will try to keep driving those values towards zero regardless. While we are discussing the familiar scenario of OWAs in Case 1.B, other well-known fuzzy measures exhibit this property on occasion, e.g., those derived from the densities in which the densities have equal value, including the Sugeno -FM and the S-Decomposable measure.
Experiment 1
In this first experiment, we explore the case of three inputs with 500 randomly selected data points. We use an OWA with weights (0.5, 0.5, 0) t to generate the labels. We vary the ℓ 1 -norm regularizer from 0 to 10 in step sizes of 0.001 (and an extreme case of = 1,000). Some of these values are selected for visualization in Figure 1 . Figure 2 shows plots of SSE against the regularizer value and Shannon entropy of the Shapley. showing relationship between the SSE, the Shapley entropy and .
In Figure 1 , we see that with little-to-no regularization, we obtain our target OWA, (0.5, 0.5, 0) t . However, as grows the capacity drives towards all zeros (which is still an OWA). Figure 2 shows that as the regularizer increases, the SSE also rises. Furthermore, we see that as the regularizer increases, the Shapley entropy remains constant (as at each step we effectively have an OWA which is by definition the most complex model in the Shannon error of the Shapley index). Next, we review an index of similarity to an OWA. Definition 1 [18] . The distance of to an OWA is
where layer k in the measure is given by ( ), i.e., 
Remark 5.
If the answer to some problem is an OWA, then any ℓ 1 -norm regularization pushes us away from such a goal. In order to address this challenge, we propose the following. First, learn the capacity without regularization. After this, measure the degree to which the resultant capacity is an OWA. If the degree is below a threshold, , then we declare the capacity too much like an OWA and no regularization is used. However, if the degree is above and the user wants to still seek a simpler model, then regularization can still be used.
CASE 2: Irrelevant and Low Quality Inputs
First, we introduce notation to help us compactly express the following remarks. Let be the set of relevant inputs (specifically a set of indices), let be the set of irrelevant inputs, and let be the set of low quality inputs. Input is referred to as low quality if ɸ ( ) ≪ ɸ ( ), where = argmin ∈ ɸ ( ) and ɸ ( ) ≠ 0. Thus, low quality inputs have Shapley values that are relatively small. Input is irrelevant if ɸ ( ) = 0; thus, the input has no benefit towards answering the question.
In this sub-section, we discuss the effect of ℓ 1 -norm regularization on capacities that represent sets of sources that contain irrelevant and low quality inputs. The focus here, versus [7] , is not experimentation but more rigorous analysis (characterization and insights).
Remark 6.
When there are | | > 0 irrelevant inputs, then ( ) = 0, where ∈ , and ( ) = ( \ ); proof follows directly from Equation (3). This remark is relatively simple to understand but it needs stating. It informs us about the 
conditions that must occur for ɸ ( ) = 0. Furthermore, it tells us that if we have any irrelevant inputs, then ℓ 1 -norm regularization is once again not intelligent enough to identify such a condition and respond kindly. It instead continues to drive terms toward zero, which may not be the intended goal but it is what that technique is mathematically designed to do.
Remark 7.
We can use a procedure similar to that in Remark 3. A quadratic program can be run without regularization to identify inputs that have a Shapley value below a threshold. We can remove them and go back seeking a regularization solution.
Next, we explore the impact and behavior of regularization in the case of low quality inputs. These are inputs that provide relatively little benefit towards solving a task. They have some contribution toward achieving minimum SSE, however, if they are removed (excluded as an input), then SSE changes only slightly. Hence, we can often achieve a "good enough" SSE and a lower model complexity by removing these low quality inputs. The point is this, lower model complexity can give rise to a solution that requires less memory storage, less computational resources, less financial cost (e.g., fewer sensors), etc. In many situations we are willing to sacrifice some SSE for lower model complexity. We start this exploration with Proposition 2, which enables us to better understand how low quality inputs can be addressed.
Proposition 2.
As → ∞, ‖ ‖ 1 2 dominates Equation (9) and forces the capacity to ⃑ ⃑ , except ( ) = 1, resulting in a Shapley value of ɸ ( ) = 1 , ∀ ∈ {1, … , }.
Proof. From Equation (3), the Shapley values, ɸ ( ), are simply the sum of differences in the capacity. Specifically, it is a weighted sum of differences between all sets in which is an element, ( ⋃{ }), and the sets excluding , ( ). The regularization term is minimized when all capacity terms are 0, except for ( ) = 1 (Remark 2). All Shapley value differences are 0 except one term, which concludes the proof. ■ Proposition 2 tells us the following story. The ℓ 1 -norm regularizer gives rise to a model with all inputs of equal worth, i.e., Shapley values of 1/ . This is confusing as one would likely assume that a simpler model would be one such that ɸ ( ) = 1, ≠ , ɸ ( ) = 0. The ℓ 1 -norm regularization on the lexicographically coded capacity vector does not produce the intuitive low-complexity model that we often desire.
Empirical results tell a different story; the use of this regularization scheme appears to result in lower complexity models. This is confusing, i.e., the ability to identify results with fewer number of inputs when the regularizer is actually striving for the most complex model. It turns out that it sort of does this, but it is a difficult behavior to characterize. When one uses an adequately valued , it gives rise to interesting results due to the interplay between the SSE and regularizer term. Meaning, when =0, we do not perform any regularization; we just minimize SSE. However, as starts to grow in value the optimization procedure begins to attack the lower quality inputs first, as they contribute less to the task. It drives their values down first, resulting in a lower complexity model with respect to the Shapley. However, as continues to grow, the regularizer term becomes relatively large and drives the capacity towards a measure of ignorance-the minimum operator-and uniformly equal Shapley values. Thus, particular selections seem to result in the desired behavior of reducing model complexity. However, there is a point of diminishing return. As is increased to seek even simpler models-again with respect to the entropy of the Shapley values-the method starts to prefer the minimum. We feel that this is a unique behavior that is specific to learning the Choquet integral.
Overall, we are able to conclude the following with respect to low quality inputs. ℓ 1 -norm regularization helps remove the influence of these low quality inputs; however, there is no guarantee that the procedure will kill them before reducing the influence of relevant inputs. However, the regularizer eventually results in the learning of a minimum operator and measure of ignorance, which is a very complex measure in the entropic respect. Experiment 2 illustrates the stated behavior for the case of irrelevant and low quality inputs.
Experiment 2
In Experiment 2, we use three inputs and 500 randomly selected training points. The reason for once again picking only three inputs is so we can easily visualize the algorithm output (as the number of capacity terms grows exponentially). Input 1 is given a worth of 0.85 and is therefore required to solve the task at hand. Furthermore, input 2 is a low quality input and has a worth of 0.15. Last, we let input 3 have a worth of 0; it is irrelevant to the task at hand. We use a possibility measure, thus the value at each 2-and 3-tuple is the max of the densities with respect to the elements in that set. We expect a quality learner to ignore the third input and we would like to see regularization drive the worth of the second input before attacking the first. In addition, we expect to observe a rise in SSE as we force out input two. Figures 3 and 4 illustrate the experiment. Figures 3 and 4 tell the following story. First, we find our target possibility measure for a value =0.001. However, inputs two and three are still included and make for a more complex model. As we increase , we eliminate the third then second input. We also see that eventually we obtain a result of all zeros (the regularizer seeks a minimum operator). This experiment reinforces the propositions and remarks made earlier. showing relationship between SSE, the Shapley entropy and .
IV. CONCLUSION
In this paper, we focused on the simultaneous minimization of function error and model complexity for the Choquet integral. We explored the impact of ℓ 1 -norm regularization with respect to a lexicographically encoded capacity vector in terms of what specific measures and aggregation operators it strives to induce. We put forth a number of propositions and remarks that explore the behavior of the regularized optimization and methods for addressing the discovered downfalls. We showed that this method, at high values of the regularization constant, tries to achieve a measure of ignorance-the minimum operator-and equal Shapley values (highest model complexity in the respect that we desire as few as inputs as possible). Furthermore, the true benefit of such an approach seems to be the removal of low quality inputs. However, our experiments show that the method is sensitive to the value of the regularization parameter; thus, one must be careful to avoid values of that are too high. 
