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Dunkl processes are generalizations of Brownian motion obtained by using the
differential-difference operators known as Dunkl operators as a replacement of spa-
tial partial derivatives in the heat equation. Special cases of these processes include
Dyson’s Brownian motion model and the Wishart-Laguerre eigenvalue processes,
which are well-known in random matrix theory. It is known that the dynamics of
Dunkl processes is obtained by transforming the heat kernel using Dunkl’s intertwin-
ing operator. It is also known that, under an appropriate scaling, their distribution
function converges to a steady-state distribution which depends only on the coupling
parameter β as the process time t tends to infinity. We study scaled Dunkl processes
starting from an arbitrary initial distribution, and we derive expressions for the in-
tertwining operator in order to calculate the asymptotics of the distribution function
in two limiting situations. In the first one, β is fixed and t tends to infinity (approach
to the steady state), and in the second one, t is fixed and β tends to infinity (strong-
coupling limit). We obtain the deviations from the limiting distributions in both of
the above situations, and we find that they are caused by the two different mecha-
nisms which drive the process, namely, the drift and exchange mechanisms. We find
that the deviation due to the drift mechanism decays as t−1, while the deviation due
to the exchange mechanism decays as t−1/2.
a)Electronic mail: andraus@spin.phys.s.u-tokyo.ac.jp
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I. INTRODUCTION
The simple diffusion process is one of the most fundamental processes in physics, and
it is modeled by Brownian motion.1 The transition probability density (TPD) of Brownian
motion, known as the heat kernel, obeys the heat equation. Dunkl processes2 are generaliza-
tions of multi-dimensional Brownian motion achieved through the use of Dunkl operators.3,4
Dunkl operators consist of a differential operation with respect to a coordinate and of a sum
of difference operations with respect to reflections defined by a finite set of vectors known
as “root system,” as will be explained in the next section (Sec. II). This root system in-
troduces the so-called Weyl chambers, which are disjoint portions of Euclidean space which
are related to each other by the above reflections. Dunkl processes are defined by the time
evolution of their TPDs, which is given by a heat equation in which the Laplacian operator
is replaced by the sum of the squares of Dunkl operators (the Dunkl heat equation). Because
Dunkl operators contain differential and difference terms, the Dunkl heat equation contains
a diffusion term, a drift term which drives the process away from the walls of the Weyl
chambers, and a difference term among the Weyl chambers. The diffusion and drift terms
drive the process within each of the Weyl chambers separately, while the difference term
makes the process jump from one Weyl chamber to another, causing the process to relax
toward a symmetry called “W -invariance.” We call the former “drift” mechanism, and the
latter “exchange” mechanism. See Sec. II for details.
The relationship between the usual Brownian motion and Dunkl processes is formalized
by the intertwining operator V , introduced by Dunkl in Ref. 5. The intertwining operator is
a functional which is uniquely defined by the way it relates differential operators and Dunkl
operators. In fact, V transforms the heat equation into the Dunkl heat equation. Therefore,
the solution of the Dunkl process, its TPD, is given by the action of V on the solution of
Brownian motion. We may even say that the dynamics of Dunkl processes are encoded in V .
However, the explicit form of V is unknown in general,6,7 and although significant progress
has been achieved recently,8 the study of Dunkl processes requires explicit derivations of the
action of the intertwining operator for particular cases.
One of the most important properties of Dunkl processes is that, depending on the type
of Dunkl operators under consideration, their continuous or “radial” component,9 which is
the continuous motion of the process within the Weyl chambers, can be specialized to sev-
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eral well-known families of stochastic processes. In general, the norm, i.e., the distance from
the origin of a Dunkl process, is given by a Bessel process.10 In addition, Dunkl operators
of type AN−1 produce a family of radial Dunkl processes which is mathematically equiv-
alent to Dyson’s Brownian motion model11,12 (henceforth referred to as Dyson’s model).
Dyson’s model has been studied in relation with Fisher’s vicious walker model,13–15 poly-
mer networks,16,17 level statistics of atomic nuclei,18 the Kardar-Parisi-Zhang universality
class,19–22 traffic statistics,23 combinatorics and representation theory24–26 among many oth-
ers. Similarly, Dunkl operators of type BN give a family of radial Dunkl processes which
corresponds to the eigenvalues of the Wishart and Laguerre processes.27–29 These multivari-
ate stochastic processes are related to the QCD Dirac operator.30 They have been studied
as the eigenvalue processes of matrix-valued Brownian motions with chirality,31 and they
are one example of the application of a multidimensional generalization of the Yamada-
Watanabe theorem.32 Dunkl operators themselves have also been used outside of stochastic
processes, e.g., in the study of the Calogero-Moser-Sutherland systems,33–35 in a generaliza-
tion of the quantum harmonic oscillator in multiple dimensions36 and also in supersymmetric
quantum mechanics with reflections.37
It is noted that Dyson’s model and the Wishart-Laguerre processes are matrix-valued
processes indexed by the parameter β, which depends on the type of symmetry imposed
on the entries of their corresponding matrices.38,39 When these matrices are real symmetric,
complex Hermitian or quaternion self-dual, the parameter β takes the values 1, 2 or 4,
respectively. In addition, it is known that the eigenvalues of these processes behave as
particles in one dimensional space which repel mutually through a logarithmic potential,
and β is regarded as a coupling constant of interaction between the particles. Although the
radial Dunkl processes of type AN−1 and BN are well-defined for all β > 0 and they share
the stochastic differential equation of Dyson’s model and the Wishart-Laguerre processes,12
they do not have a known matrix-valued representation in the cases where β is not equal to
1, 2 or 4. In our previous work,40,41 we examined Dyson’s model and the Wishart-Laguerre
processes through their formulation as radial Dunkl processes.
In this paper, we study the distribution of an arbitrary Dunkl process whose space vari-
ables y have been scaled as y =
√
βtY , where t is the time-duration of the process. We
calculate the asymptotics of the scaled distribution in two scenarios. Our first result (The-
orem 1) states that, when β > 0 is fixed and t tends to infinity, the distribution of of the
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process approaches a steady-state distribution with a first-order correction which decays
with time as t−1/2. This correction is a direct consequence of Lemma 2, which gives the
action of V on linear functions. Because the steady-state distribution is W -invariant, and
the correction depends directly on the asymmetry (i.e., non-W -invariance) of the initial dis-
tribution, our result implies that this part of the relaxation process is due to the exchange
mechanism.
Our second result (Theorem 3) concerns the strong-coupling asymptotics of the scaled
process, where t > 0 is fixed and β tends to infinity. In this case, the process distribution
can be approximated by a sum of Gaussians centered at a set of points known as the “peak
set”42 of the particular type of Dunkl process considered. Finite-β corrections to the center
and the width of the approximating Gaussians are found to decay as (βt)−1. In addition,
the coefficients of the Gaussians are found to be different, but they converge to equal values
as (βt)−1/2. This result is obtained from Lemma 4, which gives the action of V on the
exponential function when β tends to infinity. From our results, we distinguish the two
relaxation mechanisms in concrete terms. The relaxation due to the drift mechanism is
found to be responsible for the width and position of each of the approximating Gaussians,
while the exchange mechanism is found to be responsible for the relaxation of the height of
the Gaussians.
This paper is organized as follows: in Sec. II we review the definitions of Dunkl operators,
Dunkl processes and all related quantities. In Sec. III, we give our results for the approach to
the steady state (Theorem 1 and Lemma 2) and the strong-coupling asymptotics (Theorem 3
and Lemma 4). We illustrate these results for the case of the one-dimensional Dunkl process,
for which the TPD is known explicitly. In Sec. IV, we give the proof of our results. Finally,
we discuss these results and propose a few related open problems in Sec. V.
II. DUNKL OPERATORS, DUNKL PROCESSES AND THE
INTERTWINING OPERATOR
We briefly review the definition of Dunkl operators and other necessary mathematical
objects. For more details, see Refs. 4 and 6.
Let us denote the reflection of the vector x ∈ RN along the vector α ∈ RN by
σαx := x− 2α · x
α ·αα. (1)
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A root system is a finite set of vectors, called roots, which is defined by the property
that it remains unchanged if all of its elements are reflected along any particular root. In
mathematical terms, a set of vectors R is a root system if the set σαR := {σαξ : ξ ∈ R} has
the property that
σαR = R, ∀α ∈ R. (2)
In this paper, we impose the condition that the equation aξ = α, for α, ξ ∈ R, implies
that a = ±1. Root systems that satisfy this condition are called “reduced”. We define the
positive subsystem R+ = {α ∈ R : α ·m > 0} by choosing an arbitrary vector m such
that m · α 6= 0 for any root α. Although the positive subsystem is chosen arbitrarily, the
definitions that follow do not depend on the choice of m.
For every root system, there is a group which is formed by all the reflections {σα}α∈R and
their compositions. We denote this group by W . A Weyl chamber is defined as a connected
subset of RN whose elements x satisfy α ·x 6= 0 for every root α. Let us denote the number
of elements in W by |W |. Because each Weyl chamber is related to the others through the
action of the elements of W , it follows that there are |W | Weyl chambers. A parameter
called “multiplicity” is assigned to each disjoint orbit of the roots α under the action of the
elements of W , and the set of multiplicities is summarized as a function k : R→ C with the
property that
k(σαξ) = k(ξ) (3)
for α, ξ ∈ R. The multiplicities are parameters that are chosen arbitrarily, and in the present
paper we assume that they are all real and positive, k(α) > 0, ∀α ∈ R.
Let us denote by αi the ith component of α, and let us consider a differentiable function
f(x). Then, Dunkl operators are defined by
Tif(x) =
∂
∂xi
f(x) +
∑
α∈R+
αik(α)
[1− σα]f(x)
α · x , i = 1, . . . , N, (4)
where σαf(x) = f(σαx), and for ρ ∈ W, ρf(x) = f(ρ−1x). If f(x) has continuous second
derivatives, then TiTjf(x) = TjTif(x). In addition, the “Dunkl Laplacian”
4 is given by
N∑
i=1
T 2i f(x) = ∆f(x) + 2
∑
α∈R+
k(α)
[α ·∇
α · x f(x)−
α2
2
1− σα
(α · x)2f(x)
]
, (5)
where ∆ =
∑N
i=1(∂/∂xi)
2 denotes the Laplacian operator, ∇ = (∂/∂x1, . . . , ∂/∂xN )
T de-
notes the gradient operator and x =
√|x|2 = √x · x whenever no confusion arises.
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Consider a stochastic process given by the TPD p(t,y|x), which represents the probability
density that a process that starts at x = (x1, . . . , xN )
T reaches the position y = (y1, . . . , yN)
T
after a time t. This stochastic process is a Dunkl process if p(t,y|x) satisfies
∂
∂t
p(t,y|x) = 1
2
N∑
i=1
xT
2
i p(t,y|x). (6)
Note that the first-order derivative and difference terms in (5) give the explicit form of the
drift and exchange mechanisms, respectively. This means that, in general, Dunkl processes
are discontinuous diffusion processes with drift. Note also that if p(t,y|x) is symmetrized
with respect to the action of the elements of W ,
pˆ(t,y|x) =
∑
ρ∈W
p(t,y|ρx), (7)
the exchange (difference) term in (5) vanishes, yielding a continuous process. Henceforth, we
will say that functions which are symmetric with respect to the action of the elements of W
are “W -invariant.” These continuous-path processes are called “radial Dunkl processes,”9
and several particular cases have been studied as the eigenvalue processes of matrix-valued
models.12 Radial Dunkl processes on the root system AN−1 correspond to Dyson’s model11
when the multiplicity is k = β/2, and radial Dunkl processes on the root system of type
BN , correspond to the square roots of the eigenvalues of the Wishart-Laguerre processes
27,28
when the multiplicities are chosen as k1 = β/2 and k2 = β(2ν + 1)/4 where ν is the Bessel
index (see, e.g., Ref. 1). For consistency with these processes, we use a renormalized set of
multiplicities, chosen as follows. We set k(α) = βκ(α)/2, where κ(α) satisfies (3), while
fixing one of the multiplicities so that for at least one root, say ξ, κ(ξ) = 1. Then, (6)
becomes
∂
∂t
p(t,y|x) = 1
2
∆xp(t,y|x) + β
2
∑
α∈R+
κ(α)
[α ·∇x
α · x p(t,y|x)−
α2
2
1− σα
(α · x)2p(t,y|x)
]
. (8)
With the renormalized multiplicities, we reproduce the factor of β/2 that appears in Dyson’s
model and in Wishart-Laguerre processes, and we extend its appearance to Dunkl processes
on all other root systems. Then, the parameter β is a coefficient of the drift term (first term
in the brackets) and the exchange term (second term in the brackets). Thus, it represents
the strength of both terms relative to the Laplacian.
The intertwining operator5, denoted henceforth by Vβ, is defined by the following proper-
ties: Vβ is linear, it is normalized so that Vβ[1] = 1, it preserves the degree of homogeneous
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polynomials, and for every analytical function f(x) it satisfies the relation
TiVβ[f(x)] = Vβ
[ ∂
∂xi
f(x)
]
. (9)
Note that one can transform the diffusion equation ∂/∂t = ∆/2 into (6) by applying Vβ from
the left. This means that, if we denote the TPD of a simple diffusion by pBM(t,y|x), then
the function VβpBM(t,y|x) is a solution of (8). Using Vβ, one can give a formal expression
for the joint eigenfunction of the Dunkl operators {Ti}Ni=1, known as the “Dunkl kernel”
Eβ(x,y). This function satisfies the condition Eβ(0,y) = 1, where 0 = (0, . . . , 0)
T , and the
equation
TiEβ(x,y) = yiEβ(x,y), i = 1, . . . , N. (10)
Using Vβ and (9), the Dunkl kernel can be written as
Eβ(x,y) = Vβe
x·y. (11)
The TPD of a Dunkl process is given by43
p(t,y|x) = wβ
(
y√
t
)
e−(y
2+x2)/2t
cβtN/2
Vβe
x·y/t, (12)
where
wβ(x) :=
∏
α∈R+
|α · x|βκ(α), (13)
and
cβ :=
∫
R
e−x
2/2wβ(x) dx, (14)
which in several cases is a Selberg integral.38 Because the general form of the intertwining
operator is unknown, this expression is formally correct but unknown in most cases. Con-
sequently, the difficulty in calculating quantities derived from p(t,y|x) lies in finding useful
explicit expressions for the Dunkl kernel.
The present processes are known to have a stationary state if we scale the variable y as
Y =
√
βty (see, e.g., Ref. 31). With this scaling, the process probability distribution is
given by
f(t,Y ) :=
∫
RN
(βt)N/2p(t,
√
βtY |x)µ(x) dx, (15)
where µ(x) is an arbitrary initial distribution. The expectation of a test function φ(Y ) is
given by
〈φ〉t :=
∫
RN
φ(Y )f(t,Y ) dY . (16)
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The steady-state distribution of the process is given by
1
zβ
exp[−βFR(Y )], (17)
where
FR(Y ) :=
Y 2
2
− 1
β
logwβ(Y ) =
Y 2
2
−
∑
α∈R+
κ(α) log |α · Y |, (18)
and
zβ :=
∫
RN
e−βFR(Y ) dY =
cβ
β(N+βγ)/2
. (19)
Here, we have introduced the sum of renormalized multiplicities
γ :=
∑
α∈R+
κ(α). (20)
Because of the form of the steady-state distribution, the parameter β is also understood as
the inverse temperature. Rewriting (15) using (17) gives
f(t,Y ) =
e−βFR(Y )
zβ
∫
RN
e−x
2/2tVβe
√
β/tx·Y µ(x) dx
t→∞−→ e
−βFR(Y )
zβ
. (21)
The function FR(Y ) is clearly W -invariant, and we will show in the Appendix that it is
convex for Y ∈ RN such that Y · α 6= 0 for all α ∈ R. We will also show that it has |W |
minima which can be expressed as ρs, ρ ∈ W and s is any particular minimum of FR(Y ).
The minima of FR(Y ) are known as the peak set
42 of R and they are all located at a distance
√
γ from the origin. In view of (21), we define the steady-state expectation of φ(Y ) as
〈φ〉 :=
∫
RN
φ(Y )
e−βFR(Y )
zβ
dY . (22)
Denote the space spanned by the root system R by Span(R), and let us denote the rank
of the root system by dR. The form of (8) reveals that if dR < N , then the effect of the
drift terms due to the roots α is limited to Span(R), and the process will behave like a free
Brownian motion in the part of RN which is orthogonal to Span(R). Taking this fact under
consideration, we will assume that the initial distribution µ(x) is defined so that
µ(x) = 0 whenever x /∈ Span(R). (23)
III. ASYMPTOTIC PROPERTIES
In this section, we give our two main results and illustrate them using the one-dimensional
Dunkl process.
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A. Approach to the steady-state (t→∞)
Here, we consider the asymptotic behavior in which β > 0 is fixed and t tends to infinity.
We focus on the time-dependent expectation 〈φ〉t and how it converges to the steady-state
expectation 〈φ〉. We introduce a quantity δ which denotes the portion of the steady-state
distribution that we take into consideration, i.e., the amount of the tail of the distribution
which we will ignore. We call it the “tolerance” parameter. For any value of δ, there exists
a parameter r = r(δ) > 0 such that the relationship
1− δ =
∫
Y <r
√
γ
e−βFR(Y )
zβ
dY (24)
is satisfied. Note that the peaks of the distribution exp[−βFR(Y )]/zβ lie at a distance √γ
from the origin (see Appendix), meaning that r(δ) must be larger than 1 to effectively cover
the largest contribution of exp[−βFR(Y )]/zβ to the integral. First, we will consider the case
in which the initial distribution is given by a delta function.
Theorem 1. Consider the initial distribution µ(x) = f(t = 0,x) = δ(N)(x − x0) with
x0 ∈ Span(R). The time-dependent expectation of a test function φ(Y ) at time t, 〈φ〉t,x0,
converges to its steady-state expectation 〈φ〉 as
〈φ〉t,x0 = 〈φ〉
{
1 +O
[√βγ
t
r(δ)x0
(1 + βγ/dR)
]}
(25)
for t≫ x20max(1/βγr(δ)2, βγr(δ)2).
This theorem is a consequence of the following lemma. The variable x can be separated
into the component which belongs to Span(R), x‖, and the component which is orthogonal
to R, x⊥. If the rank of R is N , x = x‖ and x⊥ = 0.
Lemma 2. The action of Vβ on the linear function f(x) = x · y is given by
Vβx · y = x‖ · y‖
1 + βγ/dR
+ x⊥ · y⊥. (26)
Remark. Theorem 1 gives the relaxation due to the exchange term in (8). In fact, the
first-order correction arises from the expansion
∫
RN
e−x
2/2tVβe
√
β/tx·Y µ(x) dx = 1 +
√
β
t
Vβx0 · Y +O(x20Y 2/t), (27)
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where µ(x) = δ(N)(x− x0). However, if the initial distribution is W -invariant,
µ(x) =
1
|W |
∑
ρ∈W
δ(N)(x− ρx0), (28)
the first-order correction vanishes due to the sum
∑
ρ∈W
ρx0 · Y = 0. (29)
At the same time, the exchange term in (8) vanishes when µ(x) isW -invariant, and only the
drift term drives the relaxation. Therefore, the correction term in Theorem 1 is produced
only by the exchange mechanism. Consequently, the relaxation due to the drift mechanism
is of higher order, namely O(x20r(δ)
2γ/t). This means that the relaxation of due to the drift
term is faster than the relaxation due to the exchange term. We will discuss this fact in
more detail in after Theorem 3 and Lemma 4 below.
The proofs of Theorem 1 and Lemma 2 are given in Section IVA. Note that the denomi-
nator of the correction term in Theorem 1 comes from Lemma 2. Our result can be readily
extended to a large class of initial distributions. We assume that µ(x) is Riemann-integrable,
and we introduce a monotonically-decreasing function τ(x), which we call the tail function,
such that for some large positive constant X , the relationship
τ(x) ≥ xN−1
∫
ΩN
µ(x) dΩN , (30)
where ΩN is the solid angle in N -dimensional Euclidean space, is satisfied when x > X . Let
the integral of the tail function be denoted by
T (y) :=
∫ ∞
y
τ(x) dx. (31)
Note that, because µ(x) is Riemann-integrable, T (y) is monotonically-decreasing and non-
negative for any y > 0. Then, for any given ǫ > 0, there exists a value C = C(ǫ) > 0 such
that the relationship
T (C) ≤ ǫ (32)
is satisfied. Table I gives the form of T (C) for a few types of tail function τ(x). For the
given value of ǫ, the result from Theorem 1 yields:
〈φ〉t = 〈φ〉
{
1 +O
[√βγ
t
r(δ)C(ǫ)
(1 + βγ/dR)
]
+O(ǫ)
}
. (33)
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Form of τ(x) 0 for x ≥ C e−(x/l)ξ , ξ, l > 0 x−(1+ζ), ζ > 0
T (C) 0 lξ (
l
C )
ξ−1e−(C/l)ξ , for C/l large C−ζ/ζ
TABLE I. Form of the tail integral T (C) given by (31).
We omit the proof, as it only requires the use of the mean value theorem for integrals.
Let us consider the one-dimensional Dunkl process as an example. The root system is
R = B1 and γ = 1, and the two Weyl chambers are the intervals (−∞, 0) and (0,+∞). The
steady-state distribution is given by
e−βFB1(Y )
zβ
=
e−βY
2/2
zβ
|Y |β. (34)
In this case, dB1 = N = 1. The probability density of this type of Dunkl process is one of
the few that can be calculated exactly. Denoting the Bessel functions of the second kind by
Iν(x), it is given by
6,43
pB1(t, y|x) =
e−(x
2+y2)/2t
2t
|y|β
(xy)(β−1)/2
[
I(β+1)/2
(xy
t
)
+ I(β−1)/2
(xy
t
)]
. (35)
Figure 1 depicts the time evolution of the scaled probability density of a one-dimensional
Dunkl process with the initial distribution µ(x) = δ(x − x0) with x0 = 2 and β = 1, and
we see that the scaled density converges to the steady-state density as t grows in value. As
an example, let us choose φ(Y ) = Y + 1. Thanks to (35), we can calculate the expectation
〈φ〉t,x0=2 directly,
〈φ〉t,x0=2 =
∫ ∞
−∞
(Y + 1)f(t, Y ) dY = 1 +
2√
t
. (36)
Because (34) is an even function, it is easy to see that 〈φ〉 = 1. Then, we can write
〈φ〉t,x0=2 = 〈φ〉
[
1 +
2√
t
]
= 〈φ〉[1 +O(t−1/2)], (37)
which is consistent with Theorem 1.
Note that the correction term in Theorem 1 depends on t, r(δ) and x in the expected ways:
a larger relaxation time is required for large values of r(δ) and x. However, its dependence
on β is not simple. That is, the correction term is of order
√
β when β is small, and it is of
order 1/
√
β for large β. Because the correction term at very large values of β is small, one
may be tempted to take the limit β →∞ from Theorem 1. However, the time required for
11
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FIG. 1. Scaled probability density f(t, Y ) (black line) and steady-state probability density (gray
line) of the one-dimensional Dunkl process with initial distribution µ(x) = δ(x− 2) for β = 1 and
several values of t.
the theorem to hold is given by t ≫ βγx2r(δ)2, which tends to infinity in the limit. This
means that Theorem 1 is not well suited for the strong-coupling limit, and our second result
addresses this situation.
B. Approach to the strong-coupling limit (β →∞)
Here, we consider the case in which t > 0 is fixed, and β tends to infinity. In this regime,
we can use a second-order Taylor expansion for FR(Y ) in order to obtain an approxima-
tion of the steady-state distribution function exp[−βFR(Y )]/zβ using a sum of multivariate
Gaussians, which we show in detail in the Appendix. There, we show that the minima of
FR(Y ) occur at the peak set of R, which we denote by {si}|W |i=1. It is known that the peak
set of the root systems of type AN−1 and BN is given by the zeroes of the Hermite and
Laguerre polynomials, which are also known as Fekete points.44 However, we do not expect
the peak sets of other root systems to be given by the zeroes of a set of classical orthogonal
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polynomials in general. The Gaussian approximation of exp[−βFR(Y )]/zβ is given by
Gβ(Y ) :=
βN/2
√
detH(s1)
(2π)N/2|W |
|W |∑
i=1
exp[−β(Y − si)TH(si)(Y − si)/2], (38)
where we have denoted the Hessian matrix of FR(Y ) by H(Y ) [(A4) in the Appendix], and
we denote the eigenvalues of H by {λi}dRi=1. For finite time t, we approximate the scaled
distribution f(t,Y ) in the same way,
G˜β(Y ) :=
βN/2
√
det H˜(s˜1)
(2π)N/2|W |
|W |∑
i=1
c˜ie
−β(Y −s˜i)T H˜(s˜i)(Y −s˜i)/2. (39)
G˜β(Y ) is a function of the same form as Gβ(Y ), where the position of the peaks {s˜i}|W |i=1,
the Hessian matrix H˜(Y ), the eigenvalues {λ˜j}dRj=1, and the coefficients {c˜i}|W |i=1, are time
dependent. For the dependence, we have the following theorem:
Theorem 3. Consider the initial distribution µ(x) = δ(N)(x−x0) with x0 ∈ Span(R). For
β ≫ dR/γ and βt ≫ d2Rx2r(δ)2/γ, the time-dependent expectation of a test function φ(Y )
is approximated by
〈φ〉t,x0 ≈
∫
RN
φ(Y )G˜β(Y ) dY , (40)
where G˜β(Y ) converges to Gβ(Y ) in the sense that its peaks lie at
s˜i(t) = (1 + x
2
0/2γβt)si, (41)
the variances of the Gaussians in the direction of the eigenvectors of H(si) are given by
1/βλ˜j(t) = [1 + x
2
0/γβt]/βλj, (42)
and the coefficients of the Gaussians are given by
c˜i(t) = 1 +
dR
γ
x0 · si√
βt
. (43)
In the limit where β → ∞, it is easy to see that the scaled probability distribution of a
Dunkl process for t > 0 is given, in the sense of distributions, by
lim
β→∞
f(t,Y ) =
1
|W |
|W |∑
i=1
δ(N)(Y − si). (44)
This equation highlights the fact that when β → ∞, the path of the Dunkl process is
deterministic, and it is given by the elements of the peak set of R.
Theorem 3 depends directly on the following lemma:
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Lemma 4. For root systems with dR = N , β ≫ N/γ and N2x2y2/βγ2 ≪ 1,
Vβe
√
βx·y ≈
(
1 +
Nx · y
γ
√
β
)
exp
(x2y2
2γ
)
. (45)
Indeed, it is due to this exponential form that the perturbation caused by the initial
distribution presents itself in G˜β(Y ) as varying coefficients for each Gaussian, and as a simple
power-law correction in the location of the peaks and the variances of the approximating
Gaussians. The proofs of Theorem 3 and Lemma 4 are given in Section IVB.
Remark. Because we have a clearer idea of the form of f(t,Y ) when β is large in terms
of the location of the Gaussian peaks, their variances and their coefficients, we can isolate
the effect of the exchange and drift mechanisms on the function G˜β(Y ). Indeed, the effect
of the exchange mechanism is found in the coefficients of the Gaussians, which tend to 1
(c˜i → 1) as (βt)−1/2. The correction which appears in the coefficients is dependent upon the
product x0 · Y , and when the initial distribution is W -invariant, these corrections vanish
in the same way as the correction term in Theorem 1. Therefore, the effect of the drift
mechanism is isolated as the corrections in the shape of f(t,Y ) relative to the approximate
steady-state distribution Gβ(Y ). These corrections are all of order (βt)
−1, which means
that if a Dunkl process starts from a non-W -invariant initial distribution, the peaks of the
distribution f(t,Y ) will settle to their steady-state locations and widths before their heights
relax to the same value.
Theorem 3 can be extended to general µ(x) which satisfy condition (23) in the same way
as Theorem 1. Given µ(x) and a parameter ǫ > 0, we can find a number C = C(ǫ) such
that (32) is satisfied. With ǫ and C(ǫ), we have
〈φ〉t =
∫
RN
φ(Y )G˜β(Y ) dY [1 +O(ǫ)], (46)
where s˜i = (1 + C(ǫ)
2/2γβt)si, 1/βλ˜j = [1 + C(ǫ)
2/γβt]/βλj and c˜i = 1 + dRx¯ǫ · si/γ
√
βt.
Here, x¯ǫ is given by
x¯ǫ =
∫
x<C(ǫ)
xµ(x) dx = O[C(ǫ)]. (47)
Let us consider the one-dimensional Dunkl process as an example. In this case, the
function FB1(Y ) is given by
FB1(Y ) =
Y 2
2
− log |Y |, (48)
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FIG. 2. Scaled distribution f(t, Y ) (solid line) and G˜β(Y ) given in (49) (dashed line) for the one-
dimensional Dunkl processes with µ(x) = δ(x − 2) and t = 10 for various values of β. Note that
the curves are indistinguishable at β ≥ 100. As β → ∞, both functions tend to a sum of delta
functions of equal amplitude located at Y = ±1.
the peak set is found to be s = ±1, and the second derivative of FB1(Y ) is equal to 2 when
Y = ±1. We approximate the process density f(t, Y ) with the form (39). The result is
f(t, Y ) ≈ 1
2
√
βh˜
2π
(c˜+e
−βh˜(Y−s˜)2/2 + c˜−e−βh˜(Y+s˜)
2/2), (49)
where
h˜ = 2
(
1− x
2
0
βt
)
,
s˜ =
1√
1− x20/βt
≈ 1 + x
2
0
2βt
,
c˜± = 1± x0√
βt
. (50)
Clearly, the peak of these Gaussians converges to ±1 with a correction of order (βt)−1.
Similarly, their variance converges to 1/2β with a correction of order (βt)−1. However, the
coefficients of the Gaussians converge to 1 more slowly, as (βt)−1/2.
We illustrate the approach to the limit β → ∞ for the one-dimensional case and the
initial distribution µ(x) = δ(x−x0) with x0 = 2 at t = 10 in Figure 2. When β = 2, G˜β(Y )
and f(t,Y ) are clearly different, but when β = 100, the curves appear to fit perfectly well.
In addition, at β = 100 the peaks are centered at Y = ±1, and their width is given by
√
2σ2 ≈ 1/√β = 0.1. However, the amplitude of the peaks is still uneven. This is evidence
of the fact that the correction due to the drift term in (8) is already very small, but the
correction due to the exchange term is not. When β = 5000, the peaks have the appearance
of delta functions, and most importantly, their amplitudes are almost equal, as we expected.
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FIG. 3. Steady-state distribution e−βFB1 (Y )/zβ (gray line), Gaussian approximation G˜β(Y ) (dashed
line), and scaled distribution f(t, Y ) (black line) of the one-dimensional Dunkl process with µ(x) =
δ(x− 2) and β = 6 for varying t. As t→∞, both f(t, Y ) and G˜β(Y ) approach e−βFB1 (Y )/zβ .
Theorem 3 also provides information about the convergence to the steady state for large
β. If β is taken as a large but fixed quantity and we let t grow, we see that when t → ∞
the approximated distribution G˜β(Y ) tends to Gβ(Y ). We also see that the convergence is
actually faster for larger values of β, as the corrections from Gβ(Y ) are given by powers of
βt. This is illustrated in Figure 3, where we depict the time evolution of f(t, Y ) and G˜β(Y )
for a one-dimensional Dunkl process with initial distribution µ = δ(x− 2) at β = 6. We can
observe that at t = 10, G˜β(Y ) already provides a good approximation of the shape of f(t, Y ).
We can also observe that both G˜β(Y ) and f(t, Y ) have peaks that are located as Y = ±1
and their widths are close to those shown by the steady-state distribution e−βFB1(Y )/zβ,
meaning that the relaxation due to the drift mechanism is almost complete. Finally, we
see that the relaxation due to the exchange mechanism takes a longer amount of time to
complete. Indeed, when t = 100 the only feature of f(t, Y ) that still differs significantly
from the steady-state distribution is the height of the probability peaks. In fact, for the case
of Figure 3, we require a time of about t = 1000 in order to have peaks which are equal in
height to within 5%.
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IV. PROOF OF THEOREMS AND LEMMAS
In this section, we give proofs of our main results. First, we focus on the approach to the
steady state, while the strong-coupling asymptotics is treated in the second part.
A. Proofs of Theorem 1 and Lemma 2
We begin with the results that correspond to the approach to the steady-state, t → ∞.
We give the proof of Lemma 2 first, followed by the proof of Theorem 1. Our proof of
Lemma 2 is based on the procedure outlined in part (5) of Examples 7.1 of Ref. 2, and
extends it to give the effect of the intertwining operator on linear functions in an arbitrary
root system R.
Proof of Lemma 2. Because Vβ is linear, there exists a real symmetric matrixMβ such that
Vβx · y = xTMβy. (51)
Inserting this relationship in (9) with f(x) = x · y, we obtain
yi = Ti(x
TMβy) = [Mβy]i +
β
2
∑
α∈R+
αiκ(α)
(1− σα)xTMβy
α · x . (52)
At the same time, the difference term can be found to be
(1− σα)xTMβy = 2α · x
α2
αTMβy. (53)
As the solution of this relation, we obtain
Mβ =
(
I + β
∑
α∈R+
κ(α)
ααT
α2
)−1
. (54)
To calculate Mβ, we separate x into x‖ and x⊥. For x⊥ we have
(
I + β
∑
α∈R+
κ(α)
ααT
α2
)
x⊥ = x⊥, (55)
and thus, within the space that is orthogonal to the linear envelope of R, Mβ behaves like
the identity matrix. For x‖, i.e., the space spanned by R, we rewrite the sum on the r.h.s.
of (54) as follows: denote by nR the number of independent multiplicities for R, denote the
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multiplicities themselves by {κi}nRi=1, and choose roots {ξi}nRi=1 such that κ(ξi) = κi. Also,
define the set Wξi = {ρξi : ρ ∈ W}. Then, the sum over R+ can be rewritten as∑
α∈R+
κ(α)
ααT
α2
=
nR∑
i=1
κi
|ξi|2
|R+ ∩Wξi|
|W |
∑
ρ∈W
(ρξi)(ρξi)
T , (56)
where the ratio |R+ ∩Wξi|/|W | is included to account for multiple counting on the sum
over ρ. Because each of the elements of W has a faithful representation in terms of a matrix
of size dR, we find that the jlth component of the sum is given by
∑
ρ∈W
[(ρξi)(ρξi)
T ]jl =
dR∑
n,n′=1
[ξi]n[ξi]n′
∑
ρ∈W
[ρ]jn[ρ]n′l
=
|W |
dR
dR∑
n,n′=1
[ξi]n[ξi]n′δnn′δjl =
|W |
dR
|ξi|2δjl. (57)
Schur’s orthogonality relations45 allow us to calculate the sum over ρ and obtain the second
equality above. Therefore, denoting by IR the identity matrix corresponding to the space
spanned by R, we obtain
∑
α∈R+
κ(α)
ααT
α2
=
nR∑
i=1
κi
|R+ ∩Wξi|
dR
IR =
γ
dR
IR. (58)
Combining the above results, we have(
I + β
∑
α∈R+
κ(α)
ααT
α2
)
x = x⊥ +
(
1 + β
γ
dR
)
x‖. (59)
Consequently, the action of Mβ on x is found to be
Mβx = x⊥ +
x‖
1 + βγ/dR
. (60)
This last expression, combined with (51) completes the proof.
Having proved Lemma 2, we continue with the proof of Theorem 1. For the statements
that follow, we recall an important property of the intertwining operator which is a conse-
quence of a theorem by Ro¨sler (Theorem 1.2 in Ref. 46). For any analytical function f(x)
within the N -dimensional ball of radius |x|, one has the following bound,
|Vβf(x)| ≤ sup
y∈co(Wx)
|f(y)|, (61)
where co(Wx) denotes the convex hull of the setWx = {z : ∃ρ ∈ W, z = ρx}. In particular,
the Dunkl kernel is bounded by
e−xy ≤ Vβex·y ≤ exy. (62)
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Proof of Theorem 1. Consider the initial distribution µ(x) = δ(N)(x − x0) with x0 ∈
Span(R). The corresponding distribution is
f(t,Y ) =
e−βFR(Y )
zβ
e−x
2
0
/2tVβe
√
β/tx0·Y . (63)
The objective is to find out how the time-dependent expectation 〈φ〉t,x0 converges to 〈φ〉
as t grows. To evaluate the expectation, we divide the integral over Y into two regions:
Y < r
√
γ and Y ≥ r√γ. The parameter r(δ) = r > 1 is obtained using (24) by choosing
the value of δ so that the integral over Y < r
√
γ covers all the interesting features of the
steady-state distribution. The inner part of the integral can be written as
Ii :=
∫
Y <r
√
γ
φ(Y )
e−βY
2/2
zβ
wβ(Y )e
−x20/2tVβe
√
β/tx0·Y dY
≈
∫
Y <r
√
γ
φ(Y )
e−βY
2/2
zβ
wβ(Y )
(
1 +
√
β
t
x0 · Y
1 + βγ/dR
)
dY
=
∫
Y <r
√
γ
φ(Y )
e−βY
2/2
zβ
wβ(Y ) dY
(
1 +O
[√ βγr2x20
t(1 + βγ/dR)2
])
. (64)
For the second line, we used Lemma 2 and we assumed that x20/2t ≪
√
β/tx0 · Y ≪ 1 to
make the approximation
e−x
2
0
/2tVβe
√
β/tx0·Y ≈ 1 +
√
β
t
x0 · Y
1 + βγ/dR
. (65)
This requires the condition t≫ x20max(12 , βγr2). The outer part of the integral,
Io :=
∫
Y≥r√γ
φ(Y )
e−βY
2/2
zβ
wβ(Y )e
−x2
0
/2tVβe
√
β/tx0·Y dY , (66)
can be estimated using (62):∫
Y≥r√γ
φ(Y )
e−β(Y+x0/
√
βt)2/2
zβ
wβ(Y ) dY ≤ Io ≤
∫
Y≥r√γ
φ(Y )
e−β(Y−x0/
√
βt)2/2
zβ
wβ(Y ) dY .
(67)
In this inequality, we have assumed that φ(Y ) is positive (if there are regions where φ(Y )
is negative, Io can be divided into the regions where φ(Y ) is positive and the regions where
it is negative; in the negative regions, the direction of the inequalities is reversed, and the
rest of the argument is unchanged.) We can neglect the effect of x0/
√
βt by assuming that
t≫ x20/βγr2 and obtain
Io ≈
∫
Y≥r√γ
φ(Y )
e−βY
2/2
zβ
wβ(Y ) dY . (68)
19
Because we can choose r(δ) large enough (i.e., δ small enough) to let the inner integral Ii
account for the most significant contribution, we can assume that the approximation error
made by neglecting the term x0/
√
βt in the outer integral is dominated by the correction
obtained for the inner integral. Therefore, we write
〈φ〉t,x0 = Ii + Io = 〈φ〉
[
1 +O
(√ βγr(δ)2x20
t(1 + βγ/dR)2
)]
, (69)
provided t≫ x20max(1/βγr(δ)2, βγr(δ)2).
B. Proofs of Theorem 3 and Lemma 4
As before, we give the proof of Lemma 4 followed by the proof of Theorem 3. However,
the proof of Lemma 4 requires several other lemmas which we prove first. In particular, we
must guarantee the convergence of the limit
V∞f(x) := lim
β→∞
Vβf(x). (70)
It has been shown that the action of the intertwining operator on homogeneous polynomials
p(x) of degree n is given explicitly by8
Vβp(x) =
∑
{gi∈W}ni=1
C(g1, . . . , gn)(g1x ·∇) · · · (gnx ·∇)p(x), (71)
where the coefficient C(g1, . . . , gn) is given by
C(g1, . . . , gn) := Cn(gn)Cn−1(g−1n gn−1) · · ·C1(g−12 g1), (72)
each of the factors Cn(g) is given by
Cn(g) :=
∞∑
m=0
(β
2
)m cm(g)
(n+ βγ/2)m+1
, (73)
and the functions cm(g) are defined by
cm(g) :=
∑
(α1,...,αm)∈Rm+ :
σα1 ···σαm=g
m∏
j=1
κ(αj) (74)
for m ≥ 1 and by c0(g) = δg,1 for m = 0. Note that only the factors Cn(g) depend on β, and
in particular Cn(g) ∼ 1/β, so the sharpest decay for a polynomial of degree n is given by
Vβp(x) ∼ β−n, (75)
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meaning that for any (β-independent) analytical function, V∞f(x) = f(0). In particular,
the sharpest decay of Vβp(
√
βx) is given by
Vβp(
√
βx) ∼ β−n/2, (76)
so Vβp(
√
βx) converges at infinite β. However, we will see that Vβ exp(
√
βx · y) has a
non-trivial limit as β → ∞. We now prove a statement which will be useful to assert the
W -invariance of V∞f(x).
Lemma 5. An analytical function f(x) is W -invariant if and only if it satisfies the equation
1
γ
∑
α∈R+
κ(α)σαf(x) = f(x). (77)
Proof. It is clear that if f(x) is W -invariant, then (77) is satisfied. For the converse, we
only need to regard f(x) as a homogeneous polynomial of degree n. Define the operator
Af(x) :=
1
2γ
∑
α∈R
κ(α)σαf(x) =
1
γ
∑
α∈R+
κ(α)σαf(x). (78)
The objective, then, is to prove that the polynomial eigenfunctions of A with eigenvalue
1 are W -invariant. It is easy to show that ρA = Aρ for all ρ ∈ W , and consequently A
commutes with the operator
Bf(x) :=
1
|W |
∑
ρ∈W
ρf(x). (79)
This operator is a projector because B2f(x) = Bf(x), and therefore it has two eigenvalues:
0 and 1. Because A and B commute, there exists a basis on the space of homogeneous
polynomials of degree n such that both operators are diagonalized. Let p(x) be an element
of that basis. Then, we have either Bp(x) = p(x) or Bp(x) = 0. The first case indicates
that p(x) isW -invariant, and consequently Ap(x) = p(x). Therefore, we only need to prove
that the non-W -invariant eigenfunctions of A (those for which Bp(x) = 0) have eigenvalues
different from 1. In that case, there exists a set S+ ⊆W for which νp(x) ≥ 0 for all ν ∈ S+
and νp(x) < 0 for all ν ∈ W \ S+ =: S− such that∑
ν∈S+
νp(x) = −
∑
ν∈S−
νp(x). (80)
Then, we set Ap(x) = λp(x) and we have
1
2γ
∑
α∈R
κ(α)σα
∑
ν∈S+
νp(x) =
1
2γ
∑
ν∈S+
ν
∑
α∈R
κ(α)σαp(x) = λ
∑
ν∈S+
νp(x), (81)
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from which we obtain
0 ≤ |λ|
∑
ν∈S+
νp(x) =
∣∣∣ 1
2γ
∑
α∈R
κ(α)
∑
ν∈S+
σανp(x)
∣∣∣ = ∣∣∣ 1
2γ
∑
α∈R
κ(α)
∑
ν∈σαS+
νp(x)
∣∣∣, (82)
where we have used the substitution σαν → ν and σαS+ = {ν ∈ W : σαν ∈ S+}. Now, we
note that the double sum on the right is bounded,
∣∣∣ 1
2γ
∑
α∈R
κ(α)
∑
ν∈σαS+
νp(x)
∣∣∣ ≤ ∣∣∣ 1
2γ
∑
α∈R
κ(α)
∑
ν∈S+
νp(x)
∣∣∣ = ∣∣∣ ∑
ν∈S+
νp(x)
∣∣∣ = ∑
ν∈S+
νp(x), (83)
with equality when σαS+ = S+ for all α. This is only possible in two cases. In the first case,
S+ =W , and so νp(x) = 0 for all ν, a W -invariant function. In the second case, S+ = ∅, or
S− =W , leading to
∑
ν∈W νp(x) < 0, a contradiction. Therefore, we can write
0 ≤ |λ|
∑
ν∈S+
νp(x) ≤
∑
ν∈S+
νp(x), (84)
and we conclude that |λ| ≤ 1, with |λ| = 1 only when νp(x) = 0 for all ν ∈ W .
As a corollary, any function f(x) is W -invariant if and only if Tif(x) =
∂
∂xi
f(x) for all
i = 1, . . . , N . However, we use the lemma to prove the following statement about V∞f(x).
Lemma 6. Let f(x) be an analytical function. Then the function V∞f(x), if the limit
converges, is W -invariant.
Proof. Consider the expression
∑
i xiTiVβf(x). After using (9), we obtain
1
β
N∑
i=1
xi
[
Vβ
∂
∂xi
f(x)− ∂
∂xi
Vβf(x)
]
=
1
2
∑
α∈R+
κ(α)
[
Vβf(x)− Vβf(σαx)
]
. (85)
Due to the asymptotics given in (75), if V∞f(x) converges, so does V∞ ∂∂xi f(x) because f(x) is
analytic, and can therefore be written as a sum of homogeneous polynomials. Consequently,
as β → ∞ the l.h.s. vanishes, and we obtain (77). By Lemma 5, it follows that V∞f(x) is
W -invariant.
We turn our attention to the limit V∞ex·y. Because ex·y is an analytical function, V∞ex·y
converges and it is aW -invariant function. Recall that the Dunkl kernel satisfies (10), but as
β tends to infinity, we will need a first-order operator which preserves W -invariance in order
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to calculate V∞ex·y explicitly. It is known that the Dunkl operators are W -equivariant4,6,
so if f(x) is W -invariant, then
ρ
[ N∑
i=1
(ξiTi)
]
f(x) =
N∑
i=1
[(ρξ)iTi)]ρf(x) =
N∑
i=1
[(ρξ)iTi)]f(x) (86)
for ξ ∈ RN . If we want the operator ∑Ni=1 ξiTi to preserve the W -invariance of f(x), we
require ρξ = ξ for all ρ ∈ W , meaning that ξ must be orthogonal to Span(R). Consequently,
we can only have first order Dunkl operators which preserve W -invariance if dR < N .
On the other hand, if dR = N , we can use the Dunkl Laplacian, which preserves W -
invariance for any root system.4,6 This means that we can use the equation
N∑
i=1
T 2i Vβe
x·y = y2Vβex·y (87)
to calculate Vβe
√
βx·y as β →∞. With these facts in mind, we can prove the following.
Lemma 7. For root systems with dR < N , the limit β →∞ of the Dunkl kernel is given by
V∞ex·y = ex⊥·y⊥. (88)
Proof. For this derivation, denote V∞ex·y by g(x,y). By Lemma 6, the function g(x,y)
must be W -invariant. At the same time, (10) must hold at finite β. However, the operator
Tξ =
∑N
i=1 ξiTi does not preserveW -invariance unless ξ is orthogonal to Span(R). Therefore,
the equation
TξVβe
x·y = ξ · yVβex·y (89)
only holds in the limit β →∞ when ξ is orthogonal to R, otherwise it must be zero because
W -invariant and non-W -invariant functions cannot be identically equal.
Suppose that the space orthogonal to R has an orthonormal basis denoted by {φi}N−dRi=1 .
Then, for 1 ≤ i ≤ N − dR, one has
Tφi = φi ·∇+
β
2
∑
α∈R+
[φi ·α]κ(α)1− σα
α · x = φi ·∇, (90)
and when β →∞,
φi ·∇g(x,y) = [φi · y]g(x,y). (91)
Note that if ξ is not a linear combination of the {φi}N−dRi=1 , then Tξg(x,y) = 0. Because φi ·y
is the ith component of y in the space orthogonal to R, and (91) holds for 1 ≤ i ≤ N − dR,
it follows that the solution of (91) is g(x,y) = ex⊥·y⊥.
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If dR = N , it follows immediately from this result that V∞ex·y = 1. However, we are
interested in the limit when β → ∞ of Vβe
√
βx·y. Note that the W -invariant part of the
Dunkl kernel, known as the generalized Bessel function,
EWβ (x,y) :=
1
|W |
∑
ρ∈W
Vβ exp(ρx · y), (92)
decays more slowly with growing β than the asymptotics given in (75).8 In fact, the nth
term in the homogeneous polynomial expansion of EWβ (x,y) is given by
EWβ,n(x,y) ∝
∑
{gi∈W}ni=1
Cn−1(g−1n gn−1) · · ·C1(g−12 g1)
n∏
j=1
(gjx · y), (93)
with EWβ,0(x,y) = 1, and because each factor of Cj−1(g
−1
j gj−1) contributes a factor of β
−1 it
follows that the maximum decay of EWβ,n(x,y) is β
−(n−1). Note that the linear term vanishes
because
∑
g∈W gx · y = 0. Therefore, the constant and linear terms are independent of β
and x, and if we replace x with
√
βx, for n ≥ 2 we have a maximum decay of β1−n/2 for
the nth order term. This means that Vβ exp(
√
βx · y) should converge to a second-degree
polynomial at β → ∞ if its maximum decay is its actual decay. However, as we will show
below, the decay of each term in the expansion of Vβ exp(x ·y) is weaker, giving a non-trivial
limit for the scaled Dunkl kernel Vβ exp(
√
βx · y).
Proof of Lemma 4. We begin by deriving the decay with β of each of the terms in the
expansion
Vβe
x·y =
∞∑
n=0
Vβ
(x · y)n
n!
. (94)
Recall that Vβ1 = 1. By Lemma 2, the first-order term is
Vβx · y = x · y
1 + βγ/N
β large≈ Nx · y
βγ
∼ 1
β
. (95)
By Lemma 6, the limit β →∞ eliminates the non-W -invariant part of Vβ exp(x · y) faster
than its W -invariant part. Consequently, the slowest decay for each of the terms in (94) is
obtained by using the Dunkl Laplacian, which relates higher-order terms with lower-order
terms while conserving their W -invariance (or lack thereof).
In general, each term in the expansion (94) satisfies the equation
y2
β
Vβ
(x · y)n−2
(n− 2)! =
[ 1
β
∆+
∑
α∈R+
κ(α)
(α ·∇
α · x −
α2
2
1− σα
(α · x)2
)]
Vβ
(x · y)n
n!
(96)
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for n > 1. We proceed using mathematical induction. Assume that
Vβ
(x · y)2m
(2m)!
∼ 1
βm
and Vβ
(x · y)2m+1
(2m+ 1)!
∼ 1
βm+1
, (97)
and note that these assumptions hold for m = 0. Because spatial partial derivatives and σα
do not have an effect on the β-dependence of Vβ(x · y)n, one may write∑
α∈R+
κ(α)
(α ·∇
α · x −
α2
2
1− σα
(α · x)2
)
Vβ
(x · y)n
n!
=
1
β
[
y2Vβ
(x · y)n−2
(n− 2)! −∆Vβ
(x · y)n
n!
]
β large∼


1
βm+1
for n = 2(m+ 1),
1
βm+2
for n = 2(m+ 1) + 1.
(98)
Here, we have used the fact that, after being deformed by Vβ, nth degree polynomials decay
faster than (or at least at the same rate as) (n − 2)th degree polynomials with growing β,
which is clear from (75). By induction, (97) holds for m ≥ 0. Then, it follows that
Vβ
βm(x · y)2m
(2m)!
(99)
converges to a non-zero, W -invariant polynomial as β →∞ and that
Vβ
βm+1/2(x · y)2m+1
(2m+ 1)!
∼ 1√
β
β→∞−→ 0. (100)
Define the limit of the scaled even terms of the expansion (94) by
Lm(x,y) := lim
β→∞
Vβ
βm(x · y)2m
(2m)!
. (101)
By Lemma 6, these functions are W -invariant. Multiplying (96) by βm with n = 2m gives
y2Vβ
βm−1(x · y)2(m−1)
(2(m− 1))! =
[ 1
β
∆+
∑
α∈R+
κ(α)
(α ·∇
α · x −
α2
2
1− σα
(α · x)2
)]
Vβ
βm(x · y)2m
(2m)!
. (102)
Taking the limit β →∞ gives
y2Lm−1(x,y) =
∑
α∈R+
κ(α)
α ·∇Lm(x,y)
α · x . (103)
This equation has the boundary condition
Lm(0,y) = δ0,m. (104)
Let us assume the following solution, which satisfies the boundary condition (104),
Lm(x,y) =
1
m!
(x2y2
2γ
)m
. (105)
25
Inserting this form into (103) gives
∑
α∈R+
κ(α)
α ·∇Lm(x,y)
α · x = Lm−1(x,y)
y2
γ
∑
α∈R+
κ(α) = y2Lm−1(x,y) (106)
for all m > 0. Thus, summing up over m we have the limit
lim
β→∞
Vβe
√
βx·y =
∞∑
m=0
Lm(x,y) = exp
(x2y2
2γ
)
. (107)
Now, we formulate an approximation for the Dunkl kernel for the case where β is very large
but finite. From our derivation of (107), we know that the first-order correction decays with
β as β−1/2. From this consideration, we assume the simplest possible form,
Vβe
√
βx·y ≈ D(x,y) := ex2y2/2γ(1 + ax · y), (108)
where a = a(β) is determined using (10). Calculating TiD(x,y) yields
TiD(x,y) = xi
y2
γ
D(x,y) + ayie
x2y2/2γ + a
β
2
ex
2y2/2γ
∑
α∈R+
αiκ(α)
[1− σα]x · y
α · x . (109)
From (58), we find that
β
2
∑
α∈R+
αiκ(α)
[1− σα]x · y
α · x =
βγ
N
yi, (110)
so we have
TiD(x,y) =
[
xi
y2
γ
(1 + ax · y) + ayi + aβγ
N
yi
]
ex
2y2/2γ . (111)
We impose the condition TiD(x,y)→
√
βyiD(x,y) for β tending to infinity. This yields
[
xi
y2
γ
(1 + ax · y) + ayi + aβγ
N
yi
]
/(1 + ax · y)→
√
βyi, (112)
meaning that a = N/γ
√
β provided that β ≫ N/γ, and
Vβe
√
βx·y ≈ D(x,y) = ex2y2/2γ
(
1 +
Nx · y
γ
√
β
)
. (113)
Finally, because we have approximated the anisotropic part of Vβe
√
βx·y to first order, this
expression holds for N2x2y2/βγ2 ≪ 1.
As a direct consequence of Lemmas 4 and 7, we can write an explicit form for the Dunkl
kernel for large but finite β in any root system.
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Corollary 8. The Dunkl kernel can be approximated by
Vβe
√
βx·y ≈
(
1 +
dRx‖ · y‖
γ
√
β
)
exp
[√
βx⊥ · y⊥ +
x2‖y
2
‖
2γ
]
(114)
in the case where β ≫ dR/γ and d2Rx2‖y2‖/βγ2 ≪ 1.
Proof. When dR = N , the statement is identical to Lemma 4. When dR < N , one can
separate (87) into the part that corresponds to Span(R) and the part orthogonal to R. The
first part obeys Lemma 4, and the second part obeys Lemma 7. The product of the two
functions yields the result.
In principle, we should use this corollary to prove Theorem 3, but imposing the condition
(23) allows us to ignore x⊥ and Y⊥. Therefore, we can use Lemma 4 (replacing N by dR)
to give the proof of Theorem 3.
Proof of Theorem 3. As in the proof of Theorem 1, we consider x0 ∈ Span(R). Let us
rewrite the expectation of φ(Y ) as
〈φ〉t,x0 =
∫
RN
φ(Y )
e−βY
2/2
zβ
wβ(Y )e
−x2
0
/2tVβe
√
β/tx0·Y dY . (115)
Let us evaluate the inner and outer integrals Ii and Io. Using Lemma 4, and assuming
that β ≫ N/γ, the inner integral is rewritten as
Ii =
∫
Y <r
√
γ
φ(Y )
e−βY
2/2
zβ
wβ(Y )e
−x20/2t
[
1 +
dR
γ
x0 · Y√
βt
]
ex
2
0Y
2/2γt dY
≈
∫
Y <r
√
γ
φ(Y )
e−βF˜R(Y )
zβ
[
1 +
dR
γ
x0 · Y√
βt
]
dY , (116)
where
F˜R(Y ) :=
(
1− x
2
0
γβt
)Y 2
2
−
∑
α∈R+
κ(α) log |α · Y |+ x
2
0
2βt
. (117)
We ensure that we can use Lemma 4 in the region Y < r
√
γ by imposing the condition βt≫
d2Rx
2
0r
2/γ, which implies that d2Rx
2
0Y
2/βγ2t≪ 1. We can use a second-order approximation
for F˜R(Y ) to obtain a Gaussian approximation similar to the one obtained in the Appendix.
In this case, the minima are given by the vectors s˜ which satisfy
√
1− x20/γβts˜ =
1√
1− x20/γβt
∑
α∈R+
κ(α)α
α · s˜ . (118)
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Setting s =
√
1− x20/γβts˜ yields the equation which defines the peak set of R, meaning
that the minima of F˜R(Y ) are located at s˜i = si/
√
1− x20/γβt, where {si}|W |i=1 denotes the
peak set. The Hessian matrix of F˜R(Y ) evaluated at s˜l is given by
[H˜(s˜l)]ij :=
∂2
∂Yj∂Yi
F˜R(Y )
∣∣∣
Y =s˜l
=
[
1− x
2
0
γβt
][
δij+
∑
α∈R+
κ(α)
(α · sl)2αiαj
]
=
[
1− x
2
γβt
]
[H(sl)]ij.
(119)
With these relations, we can write
e−βF˜R(Y )
zβ
≈
βN/2
√
det H˜(s˜1)
(2π)N/2|W |
|W |∑
i=1
exp[−β(Y − s˜i)TH˜(s˜i)(Y − s˜i)/2], (120)
and from the expressions obtained for {s˜i}|W |i=1 and H˜(s˜l), we see that the peaks of G˜β(Y )
converge to {si}|W |i=1 as
s˜i ≈
(
1 +
x20
2γβt
)
si, (121)
while the variances along the eigenvectors of H˜(s˜l) are given by
1
βλ˜i
=
[
(βλi)
(
1− x
2
0
γβt
)]−1
≈
(
1 +
x20
γβt
)
/βλi. (122)
By the mean value theorem for integrals, there exists a set of vectors {u˜i}|W |i=1 such that
Ii ≈
βN/2
√
det H˜(s˜1)
(2π)N/2|W |
|W |∑
i=1
∫
Y <r
√
γ
φ(Y )
[
1 +
dR
γ
x0 · u˜i√
βt
]
e−β(Y −s˜i)
T H˜(s˜i)(Y −s˜i)/2 dY . (123)
Because β is very large, we can assume that the value of u˜i is very close to s˜i, meaning that
we can rewrite the inner integral as
Ii ≈
∫
Y <r
√
γ
φ(Y )G˜β(Y ) dY , (124)
and the coefficients of the Gaussians are
c˜i = 1 +
dR
γ
x0 · s˜i√
βt
≈ 1 + dR
γ
x0 · si√
βt
. (125)
The outer integral is treated as in (68), provided βt≫ x20/γr2; this condition is justified by
the previous assumption that βt≫ d2Rx20r2/γ, for which r > 1, and by dR ≥ 1. This means
that in the region Y ≥ r√γ, the location of the peaks and the width of the Gaussians is
perturbed by a maximum amount of order x0/
√
βt. The parameter r can be chosen large
enough to make the contribution of the integral Io negligible, as the tail of the steady-state
distribution decays like a Gaussian distribution. This means that the expectation is approx-
imately given by the integral Ii, and the distribution of the process can be approximated by
G˜β(Y ).
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V. CONCLUDING REMARKS AND DISCUSSION
We obtained two results which describe the behavior of scaled Dunkl processes when they
approach the steady state and the strong-coupling limits. As a property of the process ap-
proaching the steady state (Theorem 1), we proved that the deviation from the steady-state
distribution exp[−βFR(Y )]/zβ is given by a decay law which depends mainly on the action
of the intertwining operator on linear functions. This confirms our previous conjecture41
that the convergence to the steady state should be valid for any value of β, not necessarily
large. Moreover, our result implies that Dunkl processes of type AN−1 and type BN need
not be radial to converge to the eigenvalue distributions of the β-Hermite and β-Laguerre
ensembles of random matrices respectively.
As a property of the strong-coupling limit (Theorem 3), we showed that the scaled dis-
tribution of the process can be approximated with the sum of multivariate Gaussians given
in (39). We obtained the conditions for which this approximation is valid, and our strong-
coupling limit asymptotics are consistent with the Gaussian approximations given for the
β-Hermite and β-Laguerre eigenvalue distributions in Ref. 47. We also showed that for t > 0
the scaled probability distribution converges to a sum of delta functions as β → ∞. The
delta functions are located at the peak set of the root system under consideration. E.g., for
the root systems of type AN−1 and BN , these peak sets are given by the zeroes of the Her-
mite and Laguerre polynomials respectively, which is consistent with our previous results.
However, peak sets are not expected to be related to the roots of a set of known orthogonal
polynomials in general.
We also found the relationship between the corrections to the steady-state distribution
and their corresponding mechanisms. In the approach to the steady state, the first-order
correction decays as t−1/2, and it is due to the exchange mechanism. When the effect of
the exchange is removed by choosing a W -invariant initial distribution, the dominating
correction decays as t−1, which is driven by the drift mechanism. While we found a clear
dependence on β for the exchange correction, we do not know the exact dependence on β
of the correction due to the drift mechanism. This dependence must be calculated from the
effect of Vβ on quadratic functions.
In the approach to the strong-coupling limit, we used similar arguments to distinguish
the corrections due to the exchange and drift mechanisms. We showed that the exchange
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corrections are of order (βt)−1/2 and have an effect on the height of the approximating
Gaussians. The drift corrections perturb the shape of the Gaussians, i.e., their location and
width, and they are of order (βt)−1.
From a more mathematical point of view, the large-β asymptotics presented here are
based on the β-dependence of each of the terms in the homogeneous polynomial expansion
of the Dunkl kernel. This dependence has been shown to be, at most, of the order of
β−n for the nth degree polynomial,8 and we have found that this decay is weaker, of order
β−⌊(n+1)/2⌋. We believe that this must be due to the fact that the Dunkl kernel is the
simultaneous eigenfunction of not only Dunkl operators, but of the Dunkl Laplacian as well.
Because of the symmetry found in root systems, the term of order β2 that one would expect
to find in the Dunkl Laplacian for being a second order operator vanishes4, and this is the
main reason why we found in the proof of Lemma 4 that the 2mth and (2m− 1)th degree
terms in the Dunkl kernel decay in the same form. This means that there must be a way
to show that out of the n terms Cj−1(g
−1
j gj−1) in (71), ⌊n/2⌋ terms can be shown to not
depend on β. We do not know at the moment how to prove this, but there is some evidence
suggesting that this conjecture may be true, such as the form of the rank-one intertwining
operator, the form of the Dunkl kernel for dihedral groups given in Ref. 8, and the limit
form of the (scaled) generalized Bessel function of type BN at infinite β.
41
While we are able to calculate the deviations from the steady-state and strong-coupling
limits of the scaled distribution of Dunkl processes, there are several quantities that cannot
be calculated using the techniques shown here. In particular, the calculation of the steady-
state expectation of φ(Y ) involves the calculation of integrals of the form∫
RN
φ(Y )e−βY
2/2
∏
α∈R+
|α · Y |βκ(α) dY , (126)
which are, in general, not trivial. Perhaps this expectation can be calculated using the
Dunkl transform,6
fˆ(ξ) :=
1
cβ
∫
RN
f(Y )Vβe
−iY ·ξ ∏
α∈R+
|α · Y |βκ(α) dY , (127)
where i2 = −1. Indeed, if we set ϕ(Y ) := e−βY 2/2φ(Y ), then ϕˆ(0) ∝ 〈φ〉. However, this
relationship is of little use in practice because the Dunkl kernel is the integral kernel of the
transform, meaning that the calculation of the transform depends on the explicit form of
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the Dunkl kernel. We would like to investigate the problem further, however, because the
calculation of both 〈φ〉 and 〈φ〉t should provide the means to study other aspects of Dunkl
processes such as multi-time and single-time correlations.
ACKNOWLEDGMENTS
The authors would like to acknowledge the comments and suggestions of the referee,
which greatly helped improve this paper. SA was supported by the Photon Science Center
of the University of Tokyo in the duration of this work. SA would like to thank E. Paquette
and D. Bananni for stimulating discussions.
Appendix A: Peak Sets
An important part of the proof of Theorem 3 concerns the peak sets introduced by Dunkl42
and the minima of the function FR(Y ). The extrema of FR(Y ) occur at the solutions of
∂
∂Yi
FR(Y ) = Yi −
∑
α∈R+
κ(α)
α · Y αi = 0, 1 ≤ i ≤ N. (A1)
Denote one solution vector of these equations by s,
s =
∑
α∈R+
κ(α)
α · sα. (A2)
It is clear that s ∈ Span(R). Note that s2 = γ because
s2 = s · s =
∑
α∈R+
κ(α)
α · ss ·α =
∑
α∈R+
κ(α) = γ. (A3)
The elements of the Hessian matrix H(Y ) of FR(Y ) are given by
[H(Y )]ij =
∂2
∂Yj∂Yi
FR(Y ) = δij +
∑
α∈R+
κ(α)
(α · Y )2αiαj. (A4)
H(Y ) is a positive definite matrix for Y ·α 6= 0, because for x ∈ RN ,∑
1≤i,j≤N
xixj
∂2
∂Yj∂Yi
FR(Y ) = x
2 +
∑
α∈R+
κ(α)
(α · Y )2 (α · x)
2 ≥ 0. (A5)
Therefore, all the extrema of FR(Y ) are minima, and all eigenvalues of H are larger than
or equal to 1. Taking ρ ∈ W , one has
ρs =
1
2
∑
α∈R
κ(α)
α · sρα =
1
2
∑
α′∈R
κ(α′)
ρ−1α′ · sα
′ =
1
2
∑
α′∈R
κ(α′)
α′ · ρsα
′. (A6)
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Here, the substitution α′ = ρα has been carried out. This means that ρs is also a solution
of (A1), and consequently, its solutions are related with each other by an element of the
reflection group W . Therefore, there are |W | solutions of (A1), and they define the peak
set of R. Because FR(Y ) is W -invariant, all the minima have the same value.
Using the properties of the peak set, we construct an approximation of e−βFR(Y )/zβ when
β is very large using a second-order Taylor expansion. First, we choose an arbitrary element
of the peak set, e.g. s, and we approximate zβ for large values of β as follows.
zβ =
∫
RN
e−βFR(Y ) dY ≈ |W |e−βFR(s)
∫
RN
exp[−βrTH(s)r/2] dr, (A7)
where r = Y − s. Because H is positive definite and symmetric, and its eigenvalues are
positive, we can use an orthogonal coordinate transformation to solve this Gaussian integral.
The result is
zβ ≈ |W |e−βFR(s)
N∏
i=1
√
2π
βλi
, (A8)
where the {λi}Ni=1 are the eigenvalues of H(s). Then, the following approximation holds,
e−βFR(Y )
zβ
≈ Gβ(Y ), (A9)
with Gβ(Y ) given by (38). Note that the approximate distribution is normalized. Finally,
as β →∞, each of the Gaussians tends to a delta function in the sense of distributions,
lim
β→∞
e−βFR(Y )
zβ
=
1
|W |
∑
ρ∈W
δ(N)(Y − ρs). (A10)
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