Site-to-site lithostratigraphic correlations are vital to building a composite record of equatorial Pacific sediment and constructing a common timescale. The work described here is aimed at establishing a detailed lithostratigraphic correlation between Sites U1337 and U1338 (Integrated Ocean Drilling Program Expedition 321) on the basis of high-resolution bulk density measurements from cores and downhole logs. Using both core and log measurements best constrains site-to-site correlations, but these two data types are measured on different depth scales. Reconciling these different depth scales requires a detailed correlation to precisely align the high-resolution core and log records at each site.
Introduction
Sediments deposited in the equatorial Pacific Ocean store some of the best long-term records of Earth's climate. These sediments record ocean-wide variations, as shown by the observation that in this region sediment physical properties correlate over large distances (Moore and Pälike, 2006) . These lithostratigraphic correlations complement bio-, chemo-, and magnetostratigraphic correlations and assist in the construction of a common timescale. Integrated Ocean Drilling Program (IODP) Expeditions 320 and 321 (Pacific Equatorial Age Transect) sampled the sediment mound deposited near the paleoequator to validate and extend the astronomical calibration of the Cenozoic geologic timescale and to improve, date, and intercalibrate stratigraphic datums (see the "Expedition 320/321 summary" chapter [Pälike et al., 2010] ).
This data report applies a Monte Carlo method to obtain a detailed lithostratigraphic correlation by matching two sediment records. The distinguishing feature of the method is that it does not produce a single optimal correlation, but rather a sample of possible correlations that result in a good match. The average of these samples gives the best correlation, and their variability measures the uncertainty that is inherent to the correlation, highlighting intervals where the match is relatively poor and the correlation less reliable.
The method is applied to high-resolution bulk density measurements from core samples and downhole logs from Expedition 321 Sites U1337 and U1338, which targeted the early Miocene to present time interval and were drilled 600 km apart (see the "Expedition 320/321 summary" chapter [Pälike et al., 2010] ). A combination of core and log measurements best constrains site-to-site correlations, but complications occur because these two data types are placed on different depth scales. The cumulative length of drill pipe is used for core depth, whereas the measured length of the wireline cable determines depth in downhole logs. Moreover, to obtain as complete a record as possible, a composite depth scale is constructed by splicing core sections taken from different holes at the same site. This process typically expands the actual thickness of the cored interval by 10%-15% (Lisiecki and Herbert, 2007; Westerhold et al., 2012) . Reconciling these different depth scales requires a detailed correlation to precisely align the high-resolution core and log records at each site prior to site-to-site correlation. The Monte Carlo method is applied to first correlate core and downhole log data at each site, so that all data are placed on the same depth scale. Core and downhole log data are then used to obtain a reliable lithostratigraphic correlation between the two sites.
Materials and methods

Core and downhole log data
The data used here consist of density core splices and downhole log data obtained at Sites U1337 and U1338. The density core splices were obtained from gamma ray attenuation (GRA) densities measured on whole-round core sections on the R/V JOIDES Resolution. The splices were painstakingly constructed by overlapping GRA density records from three holes at each site (Wilkens et al., in press). The downhole density log data were measured using the Schlumberger Hostile Environment Litho-Density Sonde (HLDS) wireline logging tool in Holes U1337A and U1338B.
The core splice and downhole log data have different depth coverages and measurement resolutions. Although the core splices span the full interval drilled, there are no downhole log data from the top of the hole. This is because the drill pipe is typically lowered to ~80 meters below seafloor (mbsf) during logging to avoid the near-seafloor interval where the borehole is enlarged and irregular. The GRA data have a nominal resolution of <1 cm (measurements were taken every 2.5 cm), whereas the downhole density log has a vertical resolution of ~20 cm. Detailed comparisons, however, show that the difference in resolution is minor and that the decimeterscale sedimentary features that are most useful for correlation are usually well resolved in both data sets. More details on the GRA and log measurements are in the "Methods" chapter (Expedition 320/321 Scientists, 2010).
A major complication that prevents immediate correlation of core splice and downhole log data is that they are referred to different depth scales. The current IODP terminology (www.iodp.org/doc_download/ 3171-iodpdepthscaleterminologyv2) defines the depth scale of the core splices as composite core depth below seafloor (CCSF) and the depth scale of the processed downhole logs as wireline matched depth below seafloor (WMSF). The CCSF depth scale is determined starting from the seafloor by splicing the GRA density records measured in different core sections from different holes. The WMSF depth scale is determined by referring the depth measured by the wireline cable length to the seafloor (typically defined by a step change in the natural gamma radiation log). The wireline depths measured in different logging runs are then "matched" by small adjustments that align the natural gamma radiation log acquired in each run.
Reversible jump Monte Carlo sampling
The process of determining a mapping function that relates depth in one record to depth in another is illustrated in Figure F1 . Solutions in the literature include the nonlinear optimization methods of Martinson et al. (1982) and Brüggemann (1992) and the exhaustive search method of Lisiecki and Lisiecki (2002) . Whereas these approaches focus on obtaining an optimal result, the Monte Carlo method de-scribed here also quantifies the uncertainty of the inferred mapping function. The mapping function will have a large uncertainty in intervals where the match between the records remains poor while the mapping function can vary significantly. This measure of uncertainty is important to quantify the accuracy of the correlation.
For comparison, the two records are rescaled to zero mean and unit standard deviation and their match is measured by a residual standard deviation (the standard deviation of the difference between the records). The mapping function is defined at any depth by linear interpolation between a number of nodes (Fig. F1) . The problem is then to determine sets of nodes that give a good match between the two records (i.e., a small residual standard deviation). An additional requirement is that the gradient of the mapping function should not contain large fluctuations (Brüggemann, 1992; Lisiecki and Lisiecki, 2002) . In the context of this study, large changes in the gradient of the mapping function would correspond to unrealistic measured depth errors (for core-log correlations at the same site) or excessive differences in sedimentation rate (for correlations between sites).
The requirements of a smooth mapping function and of a good data match can be combined in a Bayesian formulation, which defines a prior distribution and a likelihood of the mapping function. The value of the prior will be higher for mapping functions whose gradients have smaller fluctuations about their average. Mapping functions that result in closer matches between the records will have a higher value of likelihood. The posterior distribution of mapping functions is proportional to the product of prior and likelihood and balances the competing requirements of a smooth mapping function and of a close match of the records. This Bayesian formulation has been widely used in geophysical inverse problems (Tarantola and Valette, 1982; Jackson and Matsu'ura, 1985; Duijndam, 1988; Tarantola, 2005) and has been applied to cycle stratigraphy (Malinverno et al., 2010) and timescale construction (Malinverno et al., 2012) .
A key feature of the correlation problem in Figure F1 is that the number of nodes in the mapping function is one of the unknowns. In the apt terminology of Sambridge et al. (2006) , this is a "trans-dimensional" inverse problem. Green (1995) devised a general algorithm that can be applied to these problems, called reversible jump Markov chain Monte Carlo sampling. In the correlation problem treated here, the reversible jump algorithm begins from a starting set of nodes that define an initial approximate correlation and continues as follows:
1. Propose a "candidate" mapping function by
• Perturbing the coordinates of an existing node, • Adding a new node, or • Deleting an existing node (except for the starting nodes). 2. Accept or reject the candidate mapping function on the basis of its posterior probability as in the Metropolis-Hastings algorithm (Metropolis et al., 1953; Hastings, 1970) . The posterior probability is higher for mapping functions that • Result in a better match (i.e., a smaller residual standard deviation) and A sequence of 2000 sampling iterations of the reversible jump algorithm is shown in Figure F2 . The residual standard deviation, which measures how close the match is between the two records, decreases as sampling progresses and becomes nearly constant after ~1000 iterations. The likelihood function correspondingly increases. On the other hand, the value of the prior distribution decreases, mostly because the number of nodes in the mapping function increases to achieve a better data match. The decrease in the prior distribution is compensated by a much larger increase in the likelihood, meaning that the cost of adding more nodes is much less than the gain because of better data matching so that the posterior probability of the mapping function increases during the sampling.
The likelihood function and the prior distribution are controlled by target standard deviations of the data residuals and of the mapping function gradient, respectively. The relative size of these target standard deviations will weigh the competing needs of matching the data and minimizing changes in the mapping function gradient. The target standard deviation of the data residuals is set to be one of the unknown parameters as in a hierarchical Bayes formulation (Malinverno and Briggs, 2004) . This means that this target standard deviation does not need to be predetermined; the algorithm samples it by iteratively perturbing its value and effectively adjusts it to
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The results described below were all obtained from 100 independent runs of the reversible jump algorithm. Each run consisted of 2000 sampling iterations. The mean mapping function and its standard deviation were determined from the 100 mapping functions obtained at the end of each run. This multiple run strategy minimizes the effect of sampling secondary modes of the posterior distribution. Although the Monte Carlo method will asymptotically sample the global mode of the posterior distribution, the sampling can still remain for a large number of iterations in a secondary mode.
Results
Correlations within Sites U1337 and U1338
The first step is to correlate core splices and downhole logs at Sites U1337 and U1338 so that both records can be placed on the same depth scale (Fig.  F1) . The Monte Carlo sampling started from eight nodes at Site U1337 and four nodes at Site U1338. These starting nodes were chosen to match major features in the two records; in particular, they correlate a thin 16-40 cm chert interval that was imaged in the downhole logs and that had poor core recovery. This distinctive "baby chert" was located at 240 m WMSF at Site U1337 and 281.6 m WMSF at Site U1338 (see Fig. F47 in the "Expedition 320/321 summary" chapter [Pälike et al., 2010] ).
The estimated mapping functions are close to a constant expansion of the composite core depth scale that is ~12% at Site U1337 and ~11% at Site U1338 (Figs. F3, F4) . These values are consistent with the 9%-16% composite depth scale expansions determined for Expedition 320 Sites U1331-U1334 by Westerhold et al. (2012) . However, differences between the estimated mapping functions and constant core expansion reach about ±5 m at Site U1337 and ±2 m at Site U1338 (Figs. F3, F4) . Although the magnitude of these differences is not the same, the overall pattern is similar at the two sites. A possible explanation may be lithology variations. The shallower half of the interval drilled at both sites contains a sizable siliceous component, whereas the deeper half is dominated by calcareous nannofossil ooze grading downward to chalk. These different lithologies may result in different core expansions. On the other hand, these differences are relative to the downhole log depth scale, which may itself be affected by errors (e.g., due to stretching of the wireline cable). Whatever the cause, results in Figures F3  and F4 show that a detailed correlation that goes beyond a constant core expansion is necessary to match small-scale features in the core and downhole log data. Figures F5 and F6 show the close match of core splice and downhole log data that is achieved when both records are put on the same depth scale. The match is generally excellent, with the exception of the deepest intervals below ~350 m WMSF or ~400 m CCSF. Density variations are smaller in these deep intervals, making correlations more ambiguous. Also, in the deeper hole intervals, core recovery was lower and core conditions were poorer, making the splice data less robust. Outside of these deep intervals, the uncertainties of the mapping functions are generally <1 m (1 standard deviation; Figs. F3, F4 ).
Correlations between Sites U1337 and U1338
Figures F7 and F8 show the results of correlating core splice data and downhole log data between Sites U1337 and U1338. To obtain correlations that could be directly compared, the downhole log data were placed on the composite core depth scale (CCSF) using the mapping functions obtained previously (Figs.  F3, F4) . The Monte Carlo sampling started from six nodes for the core splice correlation and four nodes for the downhole log correlation. The site-to-site mapping functions obtained for core splice and downhole log data are illustrated in Figure F9 . Once the two data sets are placed on the same depth scale, the site-to-site correlations are entirely consistent.
These lithostratigraphic correlations have the smallest uncertainties in the intervals 130-330 m CCSF at Site U1337 and 140-380 m CCSF at Site U1338. In these intervals, the match of small-scale features in the two records is excellent (Figs. F7, F8) . The uncertainties of the mapping function outside this wellcorrelated interval reach several meters (1 standard deviation; Fig. F9 ). These uncertainties quantify the confidence of correlations based on lithostratigraphy. For example, a stratigraphic event observed at 400 m CCSF at Site U1338 can be correlated to a depth of 346 m CCSF at Site U1337, but this correlation has an inherent uncertainty of about ±5 m (1 standard deviation). To assist in building a composite sedimentary record in the equatorial Pacific Ocean, the mapping functions that correlate Sites U1337 and U1338 (Fig. F9) are provided in Table T1 (core splice data) and Figure F1 . A spliced core density record (red) can be closely correlated to a downhole density log (black); correlations of discrete features are shown by dashed gray lines. The conversion between core depth and log depth is given by a mapping function (thick gray curve) defined by a few nodes (gray dots). Figure F2 . Progress of the reversible jump Monte Carlo algorithm in 2000 iterations. The residual standard deviation, which measures the mismatch between the two records, progressively decreases and the likelihood correspondingly increases. The red line shows the value of the target residual standard deviation, which is one of the unknown parameters and is adjusted by the algorithm during sampling. The value of the prior distribution decreases as the number of nodes necessary to improve the match between the two records increases. Figure F4 . Mapping function between core splice and downhole log data (top) and residual of mapping function over the average core expansion (bottom) at Site U1338. The average mapping function is shown by a thick red line, and uncertainty bounds (±1 standard deviation) by thin red lines. The thick blue dashed line shows the average core expansion, and the gray dots are the starting nodes for the correlation.
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Site U1338 Hole U1338B density log Depth WMSF (m) Figure F5 . Core splice (red) and downhole log data (black) at Site U1337 plotted on the same depth scale from the mapping function in Figure F3 . Normalized data Hole U1337A density log Site U1337 density splice Hole U1337A density log Site U1337 density splice Figure F6 . Core splice (red) and downhole log data (black) at Site U1338 plotted on the same depth scale from the mapping function in Figure F4 . Normalized data Hole U1338B density log Site U1338 density splice Hole U1338B density log Site U1338 density splice Figure F7 . Results of Monte Carlo correlation of core splice records between Sites U1337 (red) and U1338 (black). The core splice data are plotted on the same depth scale (m CCSF at Site U1337 and U1338). Normalized data Site U1338 density splice Site U1337 density splice Site U1338 density splice Site U1337 density splice Figure F8 . Results of Monte Carlo correlation of downhole log records between Sites U1337 (red) and U1338 (black). The downhole log data are plotted on the same depth scale (m CCSF at Site U1337 and U1338). Hole U1337A density log Depth CCSF (m)
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Hole U1338B density log Hole U1337A density log Hole U1338B density log Hole U1337A density log Figure F9 . Mapping functions that correlate CCSF depths of core splice (red) and downhole log data (blue) between Sites U1337 and U1338. The light red and light blue regions show the uncertainty bands of the mapping functions (±1 standard deviation). This mapping function is plotted in Figure F9 . The three columns contain the depth at Site U1338 (m CCSF), the correlated depth at Site U1337 (m CCSF), and the uncertainty in correlated depth at Site U1337 (1 standard deviation [m]). 
