Abstract-In this paper we evaluate the power consumption of different digital signature schemes. We compare the cost of the Elliptic Curve Digital Signature Algorithm with signature schemes solely based on symmetric techniques such as the DiffieLamport one-time signature scheme. These evaluations take into account all aspects of using digital signatures in wireless environments: energy consumption of key generation, signing and verification, and the communication cost of sending and receiving the necessary data (including the public keys and the necessary data to authenticate them).
I. INTRODUCTION
The world of communicating electronics can be separated into wired and wireless devices. While the former typically do not suffer from power restrictions, wireless devices have limited energy resources (for example the battery of a cellular phone) and are restricted in power usage. The recent advance in micro electro-mechanical systems and wireless communication technology makes it a pragmatic vision to deploy large-scale, low power, inexpensive distributed sensor networks (DSNs) [1] , [2] . During the past few years, a substantial effort has been directed to turn this vision into reality. Research prototype sensor nodes [3] , [4] are being designed and manufactured, energy efficient Medium Access Control protocols [5] , topology control protocols and routing schemes are implemented and evaluated [6] ; various enabling techniques such as time synchronization, localization and tracking are being studied. Security related research has been directed towards "efficient" or "low-power" protocols for authentication [7] , [8] , key management and other related areas. But only limited research has been done on the power consumption of the underlying cryptographic primitives, such as block ciphers, one-way functions, digital signatures, etc. on which these schemes are based.
In this paper we focus on the power consumption of digital signature algorithms based solely on symmetric primitives. These digital signature are presented as efficient and fast and are assumed to be less power consuming than schemes based on expensive operations such as modular exponentiation. To our best knowledge, these claims are not supported by any proof or actual simulation that includes all aspects of using these schemes in wireless environments: energy consumption of key generation, signing and verification, and the communication cost of the signatures and the required authentication data. We present a detailed analysis of two one-time signature schemes (the Lamport-Diffie scheme [9] and the HORS scheme [10] ) together with two public key authentication mechanisms that make it possible to turn these one-time schemes into "real" digital signature algorithms. We compare the power consumption of these schemes with the power consumption of the Elliptic Curve Digital Signature Algorithm (ECDSA) [11] .
A. Hardware
After providing generic expressions for the costs of the different signature schemes, we compare them with ECDSA using the power measurements of A. Hodjat and I. Verbauwhede on a Wireless Integrated Network Sensor (WINS) sensor [12] . WINS is a StrongARM based wireless sensor which was developed at Rockwell Scientific [13] . It has an Intel StrongARM SA1100 embedded controller, which is a general-purpose, 32-bit RISC microprocessor based on the ARM architecture that is rated the most efficient processor (in MIPS/Watt). The processor offers a 16KB instruction cache, an 8KB data cache, serial I/O and JTAG interface all combined in a single chip. Program and data storage are provided by 1MB SRAM and 4MB of bootable flash memory. Embedded firmware has been developed to support multiple access networking with minimal ARM processor support. The radio is capable of operating at multiple transmit power levels between 1 and 100 mW enabling the use of power-optimized communication algorithms. It can be equipped with additional sensing modules such as an acoustic sensor, a magnetometer, an accelerometer or a seismic sensor. The whole is packaged in a 90 × 90 × 75 mm container.
A. Hodjat and I. Verbauwhede measured the energy consumption of the AES secret-key encryption/decryption and the elliptic curve point-multiplication (ECPM) algorithms. They also investigated the power consumption of the radio transmission. The results relevant to this paper are summarized in Table I . Notice that the cost of a AES encryption with a 128-bit key is three orders of magnitude smaller than one ECPM.
Commercial button cell battery energy densities range from 1000-2500 J/cm 3 . Using the numbers in Table I we see that with this setup it is possible to perform 3 to 8 million AES 128-bit block encryptions per cm 3 of battery volume and only 1000-2500 ECPMs in a 192-bit field.
B. Conventions used in this Presentation
All the one-time signature and public-key authentication schemes evaluated in this paper are based on a general one-0-7803-9182-9/05/$20.00 ©2005 IEEE. way function (OWF) f (). In order to be able to provide algebraic expressions for the cost (= power requirement) of these schemes we assume that:
• the input size of f () is a multiple of n bit; we will refer to these n bit as one "block"; • the output size of f () is 1 block;
• the cost of f () for an input size of t block is t BF (for Block Function), i.e., linear with respect to the input size. In order to compare the cost of the one-time signature schemes with ECDSA, we assume that the OWF f () is based on AES encryption with a 192-bit block size.
For all signature schemes discussed in this paper, we assume that the message that is signed has already been hashed by a cryptographic hash function, resulting in a s-bit output. Examples of such a cryptographic hash function are SHA-1 and RIPEMD-160 [14] .
C. Outline
First, we evaluate the cost of ECDSA, the Diffie-Lamport one-time signature scheme and the HORS one-time signature scheme. Next we compute the energy consumption of these schemes when they are turned into general purpose signature schemes using two different authentication mechanisms. Finally we compare the efficiency of the different aspects of these schemes (communications, signature generation and verification) using the numbers provided in Table I. II. ELLIPTIC CURVE DIGITAL SIGNATURE ALGORITHM The Elliptic Curve Digital Signature Algorithm (ECDSA) [11] is the elliptic curve analogue of the Digital Signature Algorithm (DSA) [14] . It was accepted in 1999 as an ANSI standard, and was accepted in 2000 as IEEE and NIST standards. The ECDSA signature generation requires 1 ECPM, 1 integerinversion, 2 integer-multiplications and 1 SHA-1 invocation on the message. Verification requires an additional ECPM. From [15, chapter V ] we learn that the point-multiplication kP requires around 10 integer-multiplications for every bit in k. This means that the cost for a ECDSA signature generation (verification) is approximately one (two) ECPMs plus the SHA-1 hash computation.
III. LAMPORT-DIFFIE ONE-TIME SIGNATURES The Lamport-Diffie one-time signature [9] is based only on the concept of one-way functions. In its basic form it can be used to sign a single bit of data. The public key y is computed from the random private key x as follows: y = f (x). The verifiers receive an authenticated copy of y. In order to sign a single bit b, the signer either reveils x (sign bit "1") or does not reveil x (sign bit "0"). The only way that the verifier can ever obtain x is because the signer has revealed it to him; hence the verifier can prove that the signer has signed bit "b". Obviously extra precautions need to be taken to prevent the verifier from denying having received the value x (see below).
A. Basic Scheme
The signature scheme above can be used to sign a single bit of data. This scheme can be extended to sign an s-bit message m:
1) Generate a random private key sk = {x 0 , . . . , x s }, 2) compute the public key pk = {f (x 1 ), f (x 2 ), . . . , f (x s )} and transfer an authenticated copy to the verifier, 3) if the jth bit of m was 1 then reveal x j , else do not reveal x j . Note that the recipient can always deny that she ever received some x i and hence change a bit of the message from a "1" into a "0". This problem can easily be solved by padding the message m with the value s − h in binary form, with h the Hamming weight of m. This requires adding log 2 (s) bits of redundancy to the original s-bit message [16] .
Generating the public key requires s + log 2 (s) BF. On average the message and padded redundancy will contain an equal amount of zeros and ones. This means that the recipient only has to perform 1 2 (s + log 2 (s) ) BF to verify the signature. A signed message consists of the message m, s+ log 2 (s) random values y j = f (x j ), and
It is easy to realize that the Lamport-Diffie scheme becomes unmanageble as the number of messages that has to be signed grows. When signing k messages using this scheme, we need to compute the public key
and transfer an authenticated copy of it to the intended recipients. For s = 168 and k = 1000, Y will be 2.6 MByte.
B. The Winternitz Improvement
Winternitz suggested an improvement that reduces the size of the signature at the cost of additional computations [16] . In the Winternitz scheme we compute the value y by applying f () repeatedly, for example y = f 15 (x). 1 This allows us to sign 4 bits of information with the single value y. To sign the four bit message 1001 (9 in decimal), the signer makes σ = f 15−9 (x) public. Anyone can check that f 9 (σ) = f 9 (f 15−9 (x)) = y, thus confirming that f 15−9 (x) was made public, but no one besides the signer could have generated this value. Again extra redundancy has to be added to the signature in order to prevent people from changing the signature on 1001 into a signature on for example 1000 (8 in decimal) by computing f (f 15−9 (x)) = f 15−8 (x).
In order to sign a s-bit message m, we first split m in s/g parts of size g bits. Let these parts be m 1 , . . . , m s/g . The secret key is sk = {x 0 , . . . , x s/g }. The public key is pk = {f
The signature of a message m is computed by considering the integer value of the blocks Int(
The signature length is l(s/g+1). To verify a signature, again one splits the message m in s/g blocks of size g bits. One then verifies that pk equals {F
On average, both computing and verifying a signature require (s/g)(2 g − 1) evaluations of f (). We see that the computational cost grows exponentially with g, while the communication cost only drops linear with g, this indicates that any performance gain, if any, will only be possible for small values of g. Table II shows the total cost of a signature for different values of g (based on Table I ). This cost includes public key generation, signature generation and one signature verification. The minimum cost occurs for g = 2, i.e., signing 2 bits with a single value y, and the gain compared to the basic Lamport-Diffie scheme is about 20%. IV. THE HORS ONE-TIME SIGNATURE SCHEME A. Description
In this section we will focus on the one-time signature scheme of Reyzin and Reyzin [10] because to the best of our knowledge this scheme is the fastest and cheapest. More specifically, we will use their construction based on "subsetresilient" functions.
1) Short overview of the protocol: First the signer generates a private key sk that consists of t random values. The public key pk is computed by applying a OWF f () to each of the values of the private key. The public key pk is distributed to the intended receivers in an authenticated way. A message is signed as follows: (1) use a cryptographic hash function H to convert the message to a fixed length output, (2) use this output to uniquely select a subset σ of maximum k different values out of the set sk . This σ is the signature for message m. The verifiers recompute the hash value of the message m, go through the same selection process to obtain a subset ω of the set pk (instead of sk ), and verify that f (σ i ) = ω i for 1 ≤ i ≤ k. Accept the signature if this is true for all k values. It should be clear that this is a one-time signature scheme in the sense that with every signature σ that is broadcast, part of the private key is leaked out. The security of this signature scheme is based on the one-wayness of f () and on the assumption that, given a message m and its signature σ, it is impossible to find another message m that maps to the same σ. Note that this is a stronger assumption than 2 nd -preimage resistance of the hash function H (also referred to as weak collision resistance).
2) Detailed description: Let f () be a one-way function and H a cryptographic hash function with an s-bit output.
KEY GENERATION:
Input:
Input: Message m and secret key sk
Input: Message m, signature σ = {σ 1 , σ 2 , . . . , σ k } and the public key pk
"reject" otherwise.
B. On the Security of HORS
For this analysis we assume that the hash function H behaves like a random oracle and that the adversary obtained signatures on r random messages using the same private key. The probability that an adversary is able to forge a signature on a new message (without inverting the OWF f ()) is at most (rk/t) k . This is the probability that after rk elements of sk have been made public, k elements are chosen (at random) that are a subset of them. The parameters k, t and l cannot be chosen independently, but have to satisfy s = k log 2 (t). Using this, the probability can be rewritten as 2 −Σ with
As an example, for s = 160, k = 16 and r = 1 (and t = 1024), the security level is 2 −96 ; for r = 4 this probability rises to 2 −64 . In order to maximize efficiency, the number of signatures r per public key should be as high as possible; while the security of the signature scheme drops with r. For now we will fix the security level of the signature scheme toΣ. From thisΣ we can derive the number of public keys (#pk ) we need to sign S messages: Fig. 1 shows how #pk changes with the parameter k if we fix parameters s = 160 and S = 2 16 , andΣ = 40. We see that the number of public keys we need grows exponentially with k, but at the same time the size t of each public key becomes smaller. As a practical example we will use the parameter set (s, k, t, r) = (160, 20, 256, 2) in the rest of this discussion, resulting in a security level of Σ = 53. 
C. Cost Evaluation of HORS
We assume that the system-wide parameter k is fixed, and is not included in the public/secret key. The cost of HORS can be summarized as follows:
• Key generation requires t evaluations of f (), resulting in a total computational cost of t BF. The public key size is t blocks.
• Signing requires no additional operations besides applying the hash function to the message. The signature size is k blocks.
• Verifying costs a maximum of k BF if the signature is correct (if the signature is incorrect the verification process can be stopped earlier and the cost will be less).
V. MERKLE HASH TREES One of the disadvantages of the previously discussed onetime signature schemes is the size of the public key. All possible verifiers need an authenticated copy of this public key and store it in memory or receive a fresh authenticated copy together with every signature. Both alternatives are not very practical in most situations. This is where Merkle trees come in.
Merkle trees [16] can be used to efficiently authenticate N values, with N some power of two. These values are placed at the leaves of a binary tree. Fig. 2 is an example of a Merkle tree with N = 8 leaves. Usually these values need to be kept secret; in that case the results of a OWF of these values are placed at the leaves of the tree. The values leaf i = f (value) are called the leaves and the secret values are usually called the leaf pre-images. We will use the function PRECALC (i) and LEAFCALC (i) to describe the process of creating the leaf pre-images and the leaves of the tree. The leaves are indexed from 0 to N − 1. The parent's node value is calculated as a OWF f () of the concatenation of the two child values. We use the following notation to describe the tree nodes:
The height H of the tree is defined as the number of levels in the tree, from the leaves to the root, i.e., H = log 2 (N ).
Since node P [i, j] is a function of leaf i , leaf i+1 , . . . , leaf j , it can be used to authenticate these leaves. This implies that the whole tree is authenticated by the single root node of the tree. For example, root node P [1, 8] in Fig. 2 can be used to authenticate the leaves 1 through 8. Assume that we wish to authenticate leaf 3 to user U . User U already obtained (out of band) an authenticated copy of the root node P [1, 8] .
The minimum information we have to send to U is leaf 3 itself, leaf 4 , P [1, 2] and P [5, 8] . These values (colored gray in Fig. 2 ) allow U to recreate the path from leaf 3 to the root node. In general log 2 (N ) intermediate tree nodes, called the "authentication path", are needed to authenticate a leaf. Table III gives the authentication paths for a Merkle tree with 8 leaves. Note that most neighboring leaves share a large portion of their authentication paths.
A. Cost Evaluation of Merkle Trees
In order to evaluate the cost of Merkle trees we first describe the different processes involved.
• PRECALC generates the leaf pre-images and requires precost BF.
• LEAFCALC generates the leaves and requires leafcost BF.
• Root generation is the process of computing the root node of the tree. This root node will serve as the public key of the signature scheme. We assume that root generation is done off-line on a powerful machine.
• Authentication path generation or Merkle tree traversal is the task that generates the authentication path for successive leaves. Next to these steps we also consider the signing and verifying processes:
• Signing a message consists of two steps: (1) computing the signature (for example using the Diffie-Lamport scheme), and (2) generating the authentication path.
• Verifying a signature consists of (1) verifying the authenticity of the received leaf or leaves (i.e., the public key), and (2) verifying the signature. 1) Authentication path generation and verification cost: In [16] , Merkle presents a straightforward technique that requires a maximum of 2 log 2 (N ) − 2 evaluations of f () per round 2 , and maximum space of In [17] , a new algorithm (fractal Merkle tree traversal) is presented that allows a time-space trade-off. Briefly explained, the algorithm splits the original tree into subtrees of height h ≤ H. These subtrees are constructed in such a way that the root of one tree is at the same time a leaf of a tree above it. Fig. 3 is a visualization of this. We call L = H/h the number of subtree levels. Exactly one such subtree for each level is kept into memory and all these stacked subtrees together contain the authentication path for the leaf that is being authenticated at the moment. For each output of an authentication path a second new subtree for each level is being constructed. The construction is programmed in such a way that the new subtree will be finished right in time to be used to create the authentication path; at this moment the old subtree is discarded and the construction of a fresh subtree is initiated. Using the notation of Fig. 3 fractal tree traversal 3 . Visualization of the fractal tree traversal algorithm described in [17] .
requires a maximum of 2(L − 1) evaluations of f () per round, and maximum space of 2L2 h+1 + HL/2 memory units (each unit the size of the output of f ()).
Taking into account the cost of generating the leaves (leafcost BF), the computational cost of fractal tree traversal becomes (L − 1)(2 + leafcost ) BF per round. The required space is minimized using h = log 2 (H) = log 2 (log 2 (N )). The authentication path generation cost then becomes log 2 (N ) log 2 (log 2 (N )) (2 + leafcost ) BF per round.
Upon receipt of a leaf pre-image and the corresponding authentication path, the recipients have to compute nodes of the tree until they arrive at the root. The total cost of this verification process is 2 log 2 (N ) + (leafcost − precost ) BF.
B. Cost Evaluation of Lamport-Diffie Signatures using Merkle Trees
We propose the following scheme to use Merkle trees for authentication of the Diffie-Lamport public keys:
• Using the Winternitz improvement with parameter g, the private key consists of s/g random values. These secret values x l are generated using a random seed value K as follows:
, with l = 0, . . . , s/g − 1 for the first private key, l = s/g, . . . , 2s/g − 1 for the second set, etc. The public key values y l are computed as described in Section III-B. Every public key is a leaf pre-images of the Merkle tree. Computing these leaf pre-images costs precost = (s/g)(2 g+1 − 1) BF.
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• The leaves themselves are the result of the OWF f () applied to one of the public keys. This means that computing a leaf from a leaf pre-image costs s/g BF, and computing a leaf from scratch requires leafcost = (s/g)2 g+1 BF.
• The intermediate nodes P [i, j] (i = j) are computed as mentioned before, requiring 2 BF.
• The size N of the tree is equal to the number S of signatures we wish to be able to generate with this tree. 1) Cost of signing a message: The signer has to regenerate the private/public key pair, compute the signature, and generate the authentication path for this particular public key. This requires (on average) precost + (s/g)(2 g − 1) + log 2 (S) log 2 (log 2 (S)) (2 + leafcost ) BF.
2) Cost of verifying a signature:
The verifier has to check the validity of the signature and of the public key (i.e., verifying the authentication path). This requires (on average) (s/g)(2 g − 1) + 2 log 2 (S) + (leafcost − precost ) BF.
3) Signature size: A signature consists of the public key that was used, the signature itself, and the authentication path to authenticate the public key. The total size of the signature is 2(s/g + 1) + log 2 (S) blocks.
C. Cost Evaluation of HORS Signatures using Merkle Trees
We propose the following scheme to use Merkle trees for authentication of the HORS public keys:
• In the HORS scheme the private key consists of t random values. These secret values σ l are generated using a random seed value K as follows:
, with l = 0, . . . , t − 1 for the first private key, l = t, . . . , 2t − 1 for the second set, etc. The public keys are computed as described in Section IV. Every public key is a leaf pre-images of the Merkle tree. Computing these leaf preimages costs precost = 2t BF.
• The leaves themselves are the result of the OWF f () applied to one of the public keys. This means that computing a leaf from a leaf pre-image costs t BF, and computing a leaf from scratch requires leafcost = 3t BF.
• The size N of the tree is equal to S/r, with S the number of signatures we wish to be able to generate with this tree, and r the number of signatures that can be placed using the same public key. 1) Cost of signing a message: The signer has to regenerate the private/public key pair, compute the signature, and generate the authentication path for this particular public key. This requires 4 precost + log(S/r) log 2 (log 2 (S/r)) (2 + leafcost ) BF.
2) Cost of verifying a signature: The verifier has to check the validity of the signature and of the public key (i.e., verifying the authentication path). This requires k + 2 log 2 (S/r) + (leafcost − precost ) BF.
3) Signature size: A signature consists of the public key that was used, the signature itself (k values), and the authentication path to authenticate the public key. The total size of the signature is t + k + log 2 (S/r) blocks .
VI. AUTHENTICATION WITH ONE-WAY CHAINS
In both the basic Lamport-Diffie as het HORS signature scheme the public key is computed by applying a OWF to the private key, which in turn is nothing more than a set of random values. Another way of authenticating these public keys is using one-way chains. Perrig suggests in [18] the use of these one-way chains to authenticate the public keys that are used in the BiBa (Bins and Balls) one-time signature scheme, but this idea applies equally to other signature schemes. The signer first generates a random root private key sk l = {x (1,l) , x (2,l) , . . . , x (t,l) }. The signer then computes the corresponding public key:
All other public/private keys are then computed recursively: ,j+1) ) for 1 ≤ i ≤ t and j = (l − 1) → 1. These one-way chains are depicted in Fig. 4 . The signer divides the time into slots of equal duration. In each time period i, the values V ( * ,i) make up the active public key. As time advances the public key expires and the next row of values becomes the active public key. Note that the private key in time slot i becomes the public key in the next time slot i + 1; this is the reason why we introduced the new notation of V (i,j) .
The "top" row of the one-way chains (i.e., the first public key to be used) has to be securely distributed to all possible verifiers. A straightforward solution is to broadcast the first public key pk 1 = {V (1,1) , V (2,1) , . . . , V (t,1) } together with a traditional digital signature such as ECDSA. Once the recipients have obtained this authenticated copy of the first public key, they can trace the one-way chains back until they encounter some value V in the chain that they know is authentic (in the worst case they have to follow the chain al the way to the first value V ( * ,1) ). Perrig suggests the following scheme to improve the bootstrapping process (at least for the signer): 4 Signature generation using the HORS scheme is free (see also Section IV). (2,1) . . . (1,l) . . . new recipients start collecting signatures (= different V's) as they are broadcasted by the signer. Periodically the signer broadcasts a hash of the public key of one time slot, signed with a traditional digital signature. Once the recipients collect one value of all the one-way chains, they can reconstruct the public key of the specific time slot and validate the signature, and hence validate all subsequent signatures. The "coupon collector" problem predicts that after collection t ln(t) random V's on average the recipients will have one value of every chain [19] .
A. Cost evaluation of One-way Chain Authentication
One-way chains may seem more efficient than Merkle trees as no authentication paths need to be computed, exchanged and verified. On the other hand, the use of one-way chains requires a synchronized clock and puts a limit on the number of messages that can be signed in one time slot (for example, using the Diffie-Lamport scheme it is only possible to sign a single message with one public key).
1) One-way chain generation: Similar to the roots of the Merkle trees, the one-way chains are generated off-line on a powerful device. The result of this process is the top row of the one-way chains (i.e., the first public key pk 1 = {V (1, 1) , V (2,1) , . . . , V (t,1) }), and at least the bottom row of the chains (i.e., the root private key needed by the signer to regenerate the chains).
If the signer only receives the bottom row, the work load for the first signatures is high because he will have to travel up the chains until he reaches the private key in use at that time period. In order to reduce the work load for the signer, we assume that he also receives 3 more intermediate rows of the chains (see Fig. 4 ). For the first quarter of the time periods the signer can use the top row to start from to compute the signatures. Once time has advanced beyond this point he can discard this row and start using the next one, etc. Obviously more than four rows can be used for long chains.
2) Signature generation: Unlike when using Merkle trees, there is no need for the signer to regenerate a private key for every signature: signatures are computed using one of the 4 rows of the one-way chains stored in memory by the signer (Fig. 4) . Note that in both the basic Lamport-Diffie and HORS signature scheme, the signatures are also elements of the oneway chains. This means that for both schemes, generating a signature is nothing more than regenerating a particular row of the one-way chains.
Let S denote the total number of messages that needs to be signed with a chain, r the number of signatures that can be generated with one public key, and k the number of values that make up a signature (1 ≤ k ≤ t). Independent of the signature scheme used (Lamport-Diffie or HORS) the total signature generation cost is 4 × [kr(S/4r − 1) + kr(S/4r − 2) + . . . + kr] = kS 2 /8r BF.
The average cost per signature is kS/8r BF.
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3) Signature verification: Assume that the verifiers obtained an authenticated copy of the top row of the chains. Upon reception of a signature (= k elements of some row), the verifier has to climb up the chains until she reaches a known authenticated value. Once the verifier has checked the authenticity of the received values she only has to memorize the "lowest" value for each chain. This way she will have to compute every value in each chain exactly once. The total signature verification cost is (t is the number of chains) tS/r BF or t/r BF per signature.
B. Cost Evaluation of Basic Lamport-Diffie Signatures using One-way Chains
We propose the following scheme to use one-way chains to authenticate the Diffie-Lamport public keys:
• Using the basic Diffie-Lamport scheme, a signature on a s-bit message requires a public key consisting of t = s + log 2 (s) random values y l = f (x l ). Such a set of values make up a row of the chains.
• The chains are computed as described in Section VI.
• On average, a signature will consist of k = t/2 values.
• A public key (a row) can only be used once in this scheme, hence r = 1, and the length of the chains is equal to the number of signatures (S) we wish to be able to generate. The cost of signature generation, verification and signature size can be summarized as follows:
• Cost of signing a message:
kS/8r = (s + log 2 (s) )S/16 BF.
• Cost of verifying a signature: t/r = s + log 2 (s) BF.
• Signature size: Public keys do not have to be transmitted when using one-way chains. Hence a signature consists only of the k values, with a size of k = (s + log 2 (s) )/2 blocks.
C. Cost Evaluation of HORS Signatures using One-way Chains Using one-way chains for authentication of the HORS public keys is straightforward:
• A signature on a s-bit message requires a public key consisting of t random values v l = f (s l ), satisfying s = k log 2 (t). Such a set of values is one row of the chains.
• The length of the chains is S/r, with S the number of signatures we can generate, and r the number of signatures that can be created using the same public key. The cost of signature generation, verification and signature size can be summarized as follows:
• Cost of signing a message: kS/8r BF.
• Cost of verifying a signature: t/r BF.
• Signature size: Public keys do not have to be transmitted when using one-way chains. Hence a signature consists only of the k values, with a size of k blocks.
VII. COMPARISON Table IV summarizes the power consumption of the different signature schemes we evaluated. To facilitate comparison, practical values for the different parameters were chosen. For numerical evaluation, the numbers in Table I are used with the OWF f () based on AES encryption with a 192-bit block size and Elliptic curve calculations in 192-bit fields.
Concerning communications (signature size) we see that ECDSA is most efficient as signatures are only 320 bit, compared to 20-291 blocks for the one-time signature schemes. This makes ECDSA 12-175 times more efficient concerning communications. We also see that using Merkle trees is less efficient than one-way chains as the former requires transmission of the authentication paths.
For verification we see that ECDSA is the worst candidate by a factor 30 compared to the symmetric schemes. The schemes using one-way chains score a little better than the schemes using Merkle trees as the latter require the verification of the authentication path. We also remark that both for communications and verification the differences are almost independent of the number of signatures that are verified or communicated (the cost of Merkle trees only grows with log 2 (S)).
For signing messages (Fig. 5 ) the differences grow with the number of signatures. This is because the signature generation cost (per signature) when using one-way chains grows linear with the number of signatures S, while when using Merkle trees it only grows with log 2 (S)/ log 2 (log 2 (S)).
Summarizing we see that (1) one-way chains are most efficient for signature verification, (2) ECDSA and Merkle trees are most efficient for signature generation, and (3) ECDSA is the best candidate concerning communications costs. Finally we see that the most demanding task is signature generation, then verification and finally communications.
Finally, Fig. 6 shows a comparison between the different schemes for the case of a single signer and 10 verifiers. We see that up to 15000 signatures the HORS scheme using oneway chains is the cheapest option, when more than 15000 signatures are required the best option becomes Lamport-Diffie signatures using Merkle trees. The ECDSA is 4 times more expensive than Lamport-Diffie signatures using Merkle trees, but obviously much easier to menage.
VIII. CONCLUSIONS
In this paper we have investigated the power consumption of several digital signature schemes. Our evaluation includes all aspects of using these schemes, i.e., key generation, signature generation and verification, and communications. These evaluations result in algebraic expressions for these different aspects. Including all these cost elements, we conclude that, on the hardware/software implementation we used as an example, the ECDSA only requires 4 times more power than the cheapest scheme based on symmetric techniques. Considering the fact that using ECDSA is much easier to manage (short public key, private key can be used multiple times, etc.) ECDSA might prove be the best solution overall in many scenarios. 
