Auror is establishing itself both locally and internationally as a leader in retail crime solutions. In mid-2015 a study group of mathematicians and statisticians teamed up with Auror to analyse data from the first two and a half years of their venture to identify and prevent retail theft. The aim was to explore methods for nominating the top ten individuals most likely to offend in a particular store at a particular time. Various methods were employed to explore the relationships between retail crime incidents, including generalised linear models, regression trees, and similarity matrices. The relationships identified were then used to inform predictions on individuals most likely to reoffend. The focus of the current analysis is to model the behaviour
Introduction
The New Zealand start-up company Auror (formerly Eyedentify [1] ) is on a mission to address the issue of retail theft. In New Zealand (NZ) and worldwide, retail crime is a massive problem which affects everyone. Based on data from Retail NZ, retail criminals steal up to $2 million worth of goods in NZ each day, and the total losses to the retail industry are estimated to be $1.08 billion per year [2, 3] . This equates to an annual bill of $605 for every New Zealand household. Rates of retail crime in New Zealand are significantly higher than the global average. Nearly a third of crimes reported to police in Australasia are theft incidents, and it is estimated that only 1% of offences are reported, allowing many offences to go unpunished [3] . Research in America indicates that 79% of justice professionals view retail theft as a gateway crime to more serious offences [4] . Given that 55% of offenders start shoplifting in their teens [5] , identifying recidivism, especially among youth, could play a very important part in overall crime reduction.
Many retailers have existing channels for sharing information about offenders and reporting incidents to the police. Auror has not only simplified this process, but has turned these reports into actionable intelligence which retailers can use to minimise future incidents. This simplified process has the potential to save retail staff up to an hour per incident [5] . This will hopefully provide an incentive for higher reporting rates, and allow the focus to move from one-off incidents towards long-term theft prevention and a proactive rather than reactive response to the problem. In terms of crime minimization, better intelligence means security staff can refuse entry to stores by known M293 stores, and using up-to-date information.
While still in the early stages of development, by the time of the study group, Auror already had success stories to prove they had a model that worked for the industry. In early 2014, Waikato Police were able to apprehend an individual, after data from Auror enabled them to link the individual to seven offences of theft throughout the Auckland and Waikato regions. A Hamilton police inspector described Auror's services as a real force-multiplier for Police in their efforts to prevent crime [6] . The data provided enables linkage between incidents which at first appear unrelated. On the basis of early data Auror suggest that over 30% of offences are being prevented through the use their system. December 2015 saw success stories in Auckland and Christchurch as police and Auror collaborated to locate and arrest numerous recidivist thieves [7, 8] . These successes, and anticipated future impacts on crime, were contributing factors to the Auror leadership team winning the 'Young Innovators of the Year' at the New Zealand Innovators Awards in October 2015 [9] .
Data summary
Auror provided the Mathematics in Industry New Zealand (minz) working group with raw data consisting of 6233 incidents over a 28 month period. This dataset includes 5256 unique individuals, of which 1942 were repeat offenders. Repeat offenders are involved in 72% of the recorded incidents, which included 243 stores in 138 suburbs around the country. The raw data consists of sixteen variables relating to the offender(s) and the incident. Information collected about offenders includes gender, height range, build and age group. When vehicles are involved in an incident it is often possible for retailers to obtain the licence plate number. Vehicles were involved in 33% of incidents, and the dataset contains 1299 unique vehicles. Auror is aware of the potential for profiling by gender, race and other attributes, and has been careful to avoid this in the variables they have chosen to record. Recording personal data also M294 has the potential for privacy breaches, so the team has ensured that the data is consistent with privacy legislation. Stickers are placed at the front of stores using the Auror system so that customers are aware of the security measures in place.
There are a variety of variables which relate to the incident. These include time, date, location, store type and products stolen. Based on the supplied variables, we were able to create a selection of new variables to supplement our analysis. We were curious as to whether there were significant differences between weekend and weekdays, business hours and after hours, school holidays and term time, and weather conditions. The weather conditions variable was created using maximum daily temperature in the relevant city. Some of these created variables were able to offer new insights, but for others, the relationships were not fully explored or the effects were confounded by other factors. There is also potential for including other variables in the analysis. We suggest that, as more data and insight become available, models with new variables should be explored, to maximise intelligence for retailers. If an individual is known by name, and known to be in prison, then the individual's risk of reoffending is (temporarily) reduced. Similarly an individual may have recently been warned by a store, or issued a trespass notice not to enter the store, in which case they may avoid it for a few days, again resulting in reduced risk.
It is particularly important to know the location where the offender was last identified, and how long ago that was. Ideally the information and ranking would be updated continually in real time, so that if an individual is spotted at an unusual place, then nearby stores should be warned. The effect of location may be on several levels: same shopping centre; same suburb; nearby suburbs; same city; same region; elsewhere in the country. Recent incidents should be weighted higher. As well as the most recent event, the model may include some measure of the individual's usual home range in terms of locations of all past incidents.
Some offenders are regular in their habits, for example only stealing while M295 the kids are at school, that is, from 9 am to 3 pm Monday-Friday excluding holidays. Others are seldom seen during the morning, and may be less active during rainy or cold weather. So day, time, and weather information are relevant.
Finally offenders often work in groups, and some are known to steal to order (for example they may be required to steal a quota of iphones, or manuka honey, for on-selling). So it is relevant to know the location of recent incidents at which known associates of the individual were identified, how long ago that was, and what type of item or store was involved.
One of the challenges with the data was the lack of a defined response variable. Many of the methods we initially brainstormed were regression or data mining based and required a response variable. That is, we wanted to describe increased risk of offending, but we only had data on offenders and nothing on non-offenders-leaving a situation analogous to a regression where every response is '1'. There is no data on undetected incidents, or incidents where the offender did not go through with the intended theft. This missing data rules out the possibility of a model predicting the occurrence of an offence, and first time offenders are absent from predictions due to the lack of data on them. Consequently the analyses covered in this report focus on re-offenders, especially those individuals who appear frequently in the dataset.
The remainder of this report covers the methodology and results for a variety of methods explored by the study group. The methods are categorised by whether, or how, a response variable was defined.
The first approach was not to use a response variable as such, but to explore associations between individuals. The idea is that if an individual is ipso facto a prolific offender, then if we know others who are similar to that individual, then we should watch out for them as well. In Section 3 a method using similarity matrices is described. Section 4 examines the accomplices that an individual might have.
The second approach was to create response variables based on repeat offend-M296 ing. Two variables were created. The first was a binary variable which was equal to one if the individual offended more than once in the dataset, and zero otherwise. The second response variable assigned a count of the total number of incidents by each offender. This variable enabled easy identification of the most prolific offenders. Section 5 looks at trying to explain what separates repeat offenders from one-timers.
The last approach (Sections 6 and 7) is to restrict attention to individuals already in the database up to a certain month in order to find out how likely they are to reoffend during the next month (or three months), and if so how often? Section 6 uses regression models to build a linear combination of covariates, and suggests that once the linear combination is defined, the covariate information can be continuously updated, giving a solution to the 'my store, now' problem. Section 7 considers some alternative approaches.
Some concluding remarks are given in Section 8.
Networks approach
In order to answer the Auror challenge "Who is most likely to offend in my store now" the most important information in the dataset we can exploit might be 'who' has committed an incident at 'which' store? That corresponds to the so-called incidence/transaction matrix used in the Complex Networks community, and here we use the similarity/proximity approach to tackle this challenge. The rationale of this approach is that, if some factors have influence on the occurrence of the incidents, then (statistically) these factors must be encoded in the incidence matrix. In other words, we use the incidence matrix to capture the effect of various factors on the occurrence of the incidents even though we do not really know what these factors are.
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Incidence matrix and similarity matrix
We consider a toy example. The incidence matrix for the situation Person store 1 store 2 store 3 store 4 store 5
is defined as
From this incidence matrix, we form a "similarity matrix" for the Persons:
From matrix S, we can say that the similarity between Persons A and B is 0.5, where A is 100% similar to itself, and the similarity between Persons A and C is zero. But what does this "similarity" mean? We interpret it here as they are similar in committing incidents in the same stores.
Similarly, we define the similarity matrix for stores:
We interpret this "similarity" as saying, for example, that Stores 4 and 5 are quite similar in the way they attract shoplifters, because they have suffered from the same offender. 
Predictions
From the similarity matrix and incidence matrix, we can easily compute the likelihood of future incidents.
Predictions of the likelihood for offenders are calculated as
This means for Person A, the top two stores he would like to shoplift at next are Store 2 and Store 1. But for Person B, the top two stores are Store 2 and Store 3.
Similarly, we can compute the likelihood prediction for stores, which is simply the transpose of P 1 ,
This means, for Store 2, Persons A and B have the same chance of shoplifting in this store. For Store 1, on the other hand, the most likely offender is Person A followed by Person B.
From this toy example, we can see that the offenders who have committed incidents only once do not contribute to the final prediction except for those stores where they have committed incidents. This is because for those people, the similarity matrix has non-zero entries only at diagonal positions.
Prediction results for the current dataset
Having removed the data for offenders with only one offence from the Auror dataset, this approach was tested using four-fold cross validation [10] for 80% Figure 1 . Readers not familiar with the concept of precision/recall are referred to [11] . From this diagram, we can see that, if we predict the Top Store (most likely to be victimised by a particular offender), then more than 10% of our predictions are correct, although only about 8% of the victim stores are included in our predictions. If we make the Top Ten store predictions (that is, we predict the ten stores that are most likely to be the victims of shoplifting by offenders), then only about 3% of our predictions are correct, but more than 55% of the stores in the test set are included in our predictions.
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Summary of the networks approach
Advantages of this approach:
• The idea is simple. No mathematics other than matrix multiplication is used in the approach. The idea underpinning this approach is the basic idea in so-called personalised recommender systems, although here we are not making recommendations about the offenders.
• We can predict the Top N stores most likely to be hit by each offender, and predict the Top N most likely offenders for each store.
• The predictions are not very satisfactory, but they are reasonably good compared to other methods. In order to have a better prediction, this approach needs more data. The current dataset is only for less than two years and limited stores.
What we could do:
• This is only a preliminary version for the solution to the challenge set by Auror. It is a 'quick and dirty' approach. There are some other things one could try, in future developments, such as different similarity metrics. Here in this short note the similarity we used is the so-called symmetric metric similarity. One could introduce asymmetric metric symmetry with more parameters to tweak.
• The incidence matrix includes 1 for offenders who have committed incidents in some stores, no matter whether that happens once or ten times. We could incorporate the number of incidents into the incidence matrix to quantify much how the offender 'likes' a specific store.
• Currently we cannot predict new offenders. This corresponds to the 'cold start' problem in the Recommender Systems methodology [12] . Future work could examine further techniques used in that paradigm. 
Network analysis of accomplices
A question of interest is the extent to which retail theft is a result of organised gang activity. Anecdotally many thefts, for example iphones or manuka honey, are carried out to order. The data had approximately 2700 pairs of individuals who were "connected", meaning they had been in at least one incident together. Social Network Analysis has frequently been used to study organised crime [13] , and this methodology was applied to the Auror data, to find individuals who were linked together in groups. Overwhelmingly, these were groups of two or three people, but there were some groups that consisted of more people. Figure 2 shows two clusters (possibly criminal gangs) consisting of 20 and 31 individuals respectively. This brief exploration shows there is clearly scope for mining the relationships between individuals, and exploiting this knowledge for identifying likely offenders.
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5 Classification tree for repeat versus one-time offenders
Patterns of behaviour for repeat offenders were investigated using a classification tree model based on the incident when the offender first appeared in the dataset. A binary response variable, "RepeatOffender", was defined with categories "once" for single offenders and "many" to represent individuals subsequently found to be repeat offenders. The data examined consisted of 3314 incidents involving single offenders and 2919 involving repeat offenders.
The predictor variables used in the tree model included: day of the week; hour of the day; month of the year; whether the incident occurred during the school term; whether the incident occurred on a week day or at the weekend; whether the incident occurred during normal work hours 8 am-5 pm; the maximum temperature; store type; and incident type. To provide a tree which was interpretable, the number of incident categories was reduced by combining some categories. The classification tree model is shown in Figure 3 . In the figure, squares represent nodes (groups) that are later split into subgroups while ellipses represent groups that were not subdivided. The first node indicates that, of 6233 offenders, the majority only appeared once in the dataset: 47% were repeat offenders. The first split separated off 566 individuals who were involved in incidents to do with vehicles: these individuals predominantly appeared only once in the dataset-only 4% were repeat offenders. The remaining individuals had incidents of: forbidden access, such as trespass (Acc); fighting or assault (Fgh); theft (Thf); or other (Oth), for instance a person of interest to the police. The second split carved off the 479 individuals with incidents of access or fighting, of whom 82% were repeat offenders in the database, so that this node predicts individuals are in the "many" category. The remaining individuals (5188, the majority) were then split by store type. Individuals whose incidents involved department/general merchandise stores (D&GM), Lifestyle and sports stores (L&S), and Petrol Stations (PtS) were more likely (58%) to be in the repeat offender category. Individuals whose incidents took place in Garden and Hardware stores (G&H), 
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Grocery stores (Grc) or other stores (Oth) were mostly only once represented in the dataset. The next splits were by hours of the day and temperature (maximum < 12 degrees celsius or 12 degrees), but all these categories were dominated by single offenders. However for those individuals whose incidents were during the hours 4,6,11-16,18-21,23 (mostly late morning-early evening) and when/where daily temperatures exceeded 12 degrees, and if their first offence occurred in the months 6,8,10-12 then they were slightly more likely (51%) to be repeat offenders. This is unfortunately rather uninterpretable, especially as month and temperature are likely to be confounded with the growing spread of Auror into new cities, towns and businesses over the course of time. The final split again concerned hour of the day, and there was no obvious pattern.
In summary, then, this method shows that the type of incident and type of store were the most important features in reoffending. The individuals with incidents of forbidden access or fighting, are particularly likely to reoffend. Further data might suggest other specific characteristics associated with repeat offenders, but it will be important to group categories so that they are interpretable.
Linear score approach
Conceptually, the task can be thought of as finding a linear combination of individual characteristics, say
for offender i at store j at time t. The covariates x ijt , y ijt , z ijt , . . . represent characteristics of the individual, store, time, and perhaps interactions of these characteristics, for example that a certain individual i only attempts to shoplift in a particular store j at times t when the shop is relatively busy. We want to be able to predict the η ijt , which we call the score, for each M305 individual. However, we do not have much data on each individual, so to do any prediction we need to borrow information across a large group of individuals.
Suppose the coefficients β k (k = 0, 1, 2, . . .) are estimated, somehow. Then, on substituting values for the covariates, one can estimate the η ijt , and then for each store j and time t one can pick the Top Ten individuals i which have the ten largest η ijt 's. So in principle this solves the problem.
The challenge is how to choose the variables to go in the linear combination, and how to estimate the β k 's. Equation (7) is suggestive of a regression approach but to solve it using that method we would need a "response" variable η ijt . It is not obvious how to define this response. For example, we cannot model the probability an incident will be observed, when we only have data on individuals with observed incidents, but no data on the people not observed in incidents.
Conditioning on individuals already in the database
The approach considered here is to focus exclusively on individuals already in the database up until the end of a particular month, and to use as the response variable whether (or how often) they offend in the next month.
This approach, conditioning only on individuals already in the dataset, means that we cannot model the approximately 90% of events each month which are currently perpetrated by new offenders, that is, ones not already in the Auror database. We still use the new offenders' data, but only for predicting their future incidents, not for predicting their first appearance. Focussing on individuals already in the database means that we are arguing to the brief, which was to find ways to alert security staff to known likely offenders. It is likely that the percentage of new offenders will decrease in size as more and more individuals are entered into the database.
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A disadvantage of focussing on individuals already in the database is that this model cannot be used for staff workload planning, such as deciding whether to put more security staff on duty at peak shoplifting times. However, it is possible to explore the database in simpler ways to find such peak incident times for a given type of store and particular suburb. The model used here is solely for ranking known individuals.
Expressing the data this way implies that for each individual in the database we have, as response, a count variable N i = number of incidents for the ith individual in the next month. Alternatively we could recode the response variable as binary, with response = 1 meaning the individual is recorded in an incident in the next month, and response = 0 meaning no incident for that individual. The present discussion focuses on the count N i since it does seem informative for ranking purposes to know if the individual has several incidents, rather than just one.
This approach puts the analysis into the purview of a generalised linear model (glm) [14] but with excess zeros. For each individual included, suppose N i is an observation from a zero-inflated Poisson (zip) distribution or zero-inflated negative binomial (zinb) distribution. The zero-inflation refers to the fact that the vast majority of individuals in the dataset are not observed in an incident during the next month. A logistic regression model is specified for the probability that no incident is observed. A large probability means a large number of excess zeros. Setting aside these excess zeros, the remaining individuals are assumed to have the number of incidents given by a Poisson distribution (if incidents occur randomly, for example opportunistic crime where circumstances make it easy) or a negative binomial distribution if the counts of incidents are overdispersed relative to the Poisson. In the latter case, some individuals may be recidivist offenders which are observed with high frequency, particularly those who steal to order.
Specifically, for those individuals who are not among the excess zeros, we assume the mean of N i is µ i = e η i where
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As it stands, the model (8) does not assume time-specific or store-specific information; these are discussed in the next paragraphs. For Poisson data the variance is the same as the mean, whereas for negative binomial data
for some overdispersion parameter θ. If θ is large, then the mean-variance relationship approaches that for a Poisson distribution, and the zero-inflated Poisson model can be used. In both models, not all zeros are excess zeros: some are zeros arising from the Poisson or negative binomial distribution with mean µ.
Looking at data on a monthly basis is convenient for proof of concept. In future it may be feasible to update the model using a shorter time scale, such as data up to the end of the last week, to predict offending the next week. However, the frequency of model updating does not need to match the frequency of prediction. The regression model (8) is needed only for estimating the regression coefficients β k . Once the estimatesβ k are calculated, they can be used to continuously update the linear combination (score)
for each new set of covariates x ijt , y ijt , z ijt , . . . updated in real time. This is the way that time-specific information will be used. Dummy variables are used to model the different risks for specific stores or locations. The scores are then ranked to find the top ten suspects at any time.
It may not be possible to estimate all the βs in a single equation. For example, suppose parameters β 1 and β 2 are estimated from nationwide data. However, β 3 may only be estimated for a specific subset of the data, such as relating to the effect of distance between a specific location j 0 and the various incidents that an individual was involved in. Despite the fact that the coefficientβ 3 is based on this subset of the data, we might nonetheless use it heuristically for any store. That is, define distance to each store j for M308 each individual i, transform this distance into a relevant covariate z ijt , and then just use the termβ 3 z ijt to calculate the score (10) for each (person, store, time) combination. Theβ 3 we use may not be the best number for a particular store, but it may be an adequate estimate for the purpose of ranking the offenders.
Illustrative example
In this subsection, rather than just predicting one month's offending, the last six months' offending data were used. That is, all individuals in the database before January 2015 were assessed for reoffending during that January; then all offenders before February 2015 were assessed for reoffending in February; and so on to June 2015. The response data for all six months was then stacked into a single response variable, and the corresponding rows of predictor data stacked into a single set of covariates. This pretends that all responses (rows) are independent, which we know is untrue: the same individual may have up to six responses in the regression, and these responses are correlated. However, this is just for illustration, and hopefully the correlation is not very important in view of the large amounts of data and the other simplifying assumptions that need to be made. Table 1 summarises incident data for the six months January-June 2015. The first line shows the number of separate (person, incident) combinations for the six months prior to minz. If the database contained several lines for the same person and incident (for example, several different items listed as being stolen), then they were counted only once in Table 1 . The numbers are gradually rising as the Auror system becomes more widely used, but June's data was for slightly less than a whole month. The bulk (about 90%) of incidents were perpetrated by people not already in the database, so the total number of suspects (people identified from previous months) is rapidly increasing in line 2 of Table 1 . Line 3 of the table shows the total number of incidents committed by previously-identified suspects, which is about 10% of the incidents each month (line 4). The proportions in line 4 are currently decreasing as the Auror system spreads to new cities and towns, thus finding more first offenders, but this trend should reverse with a longer history of suspects. Line 5 shows the number of suspects detected to be reoffending at all (irrespective of how often). Most reoffenders were only detected once, but a few were detected several times in a month. Only about 1% of suspects were detected as reoffenders in any given month.
Predictors considered for modelling the response were: the offender's gender; the offender's age group; the earliest time of day at which an offence was previously recorded; the proportion of previous incidents that took place during school terms; the number of previous offences by the individual at Grocery stores, Garden centre/hardware stores, Petrol stations, Department stores,
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Sport/lifestyle stores, or Other stores, respectively; the proportion of previous offences during work hours (8 am-5 pm); the number of previous incidents the individual has been identified in; the locations of these incidents; and the number of days between the individual's latest incident and the fifteenth day of the month being examined. In addition, information was considered about the offender's known accomplices. Accomplices were identified as people with the same incident number. The information included how many accomplices the offender had, how many incidents (in total) accomplices had been involved in, the number of days since the last-recorded incident by an accomplice, and the locations of incidents where the accomplice had been identified.
The small count sizes are a reason for combining the analysis over six months of data. Even so, across the whole database there were only 229 positive responses (at least one reoffence) out of a cumulative total of 18956 rows of data. Intuitively, the number of events seems rather too sparse for predicting many significant variables, but also the cumulative number of 'suspects' is large which would usually mean models with very small p-values. It would be a matter for future research to see how these conflicting intuitions can be resolved. For the moment we simply point out that the p-values produced by this method should be treated with caution until there is rather more data. The results may be informative nonetheless, given that the aim is to rank suspects rather than to estimate probabilities with precision.
If the data were accumulated across thirteen weeks instead of six months, then the number of rows with positive responses (at least one incident in that period) would increase a little, but the cumulative number of zeros (no detected incident in that week) would increase dramatically. Whether this would make much difference to the model is a matter for further research. The question here is whether theβ k 's would change much by estimating based on weeks rather than months. But in either case the linear score (10) can be updated continuously to include new individuals and new events.
The R output in Table 2 uses the zeroinfl package to model the number of incidents per month for each suspect, using the nationwide Auror M311 data. The probability of excess zeros (no incidents) is estimated to increase with log(SusTimeSince) (the logarithm of the days between the suspect's last incident and the fifteenth day of the month), and to decrease with log(Susnpriorincidents) (the logarithm of the total number of incidents for that suspect prior to that month). The number of prior incidents is the more important effect, judging by the p-value. On the other hand if at least one incident occurs, then the number of incidents is likely to be greater if the latest incident was recent (negative coefficient for log(SusTimeSince)) and if the offender had been involved in many prior incidents. The type of store for previous incidents was also informative. Grocery stores are taken as the 'baseline' category. Suspects with a high proportion of their previous offences at a garden centre or hardware shop, or other shop such as jewellers, were significantly more likely to have repeat incidents (higher mean number of incidents this month) compared to those whose offences were solely at grocery stores. Suspects who offended at a petrol station were less likely to have extra incidents compared to those who solely offended at grocery stores. There was no significant difference in the mean number of incidents for those who offended at department stores or lifestyle/sporting goods stores compared to those offending at grocery stores. The θ parameter is small, indicating considerable overdispersion.
No demographic variables (such as gender or age) or time of day variables were found to be significantly related to the mean number of offences. The data used in Table 2 included offences from several different cities/towns of New Zealand. Neither the city, nor season, nor daily temperature, were taken into account in Table 2 since the effect of these would be confounded with the limited coverage of the Auror database up to the time of minz.
Incorporating information about accomplices
The role of accomplices was considered in Table 3 (R output). It was more significant, in terms of zero-inflation, to use the minimum time between the M313 fifteenth day of the month and either the suspect's own latest incident or that of one of their known accomplices (variable log(SusorAccTimeSince)). The longer this time was, the less likely an incident will be observed in the month. On the other hand, the variable Suspropnbyself refers to the proportion of times the suspect was alone at the time of the incident, that is, not accompanied. The negative coefficient means that if a suspect usually worked alone then it was estimated as more likely for an incident to occur; however, this effect did not carry over to greater numbers of incidents per month. The aic (Akaike information criterion [15] ) shows that the model in Table 3 fits considerably better than that in Table 2 . The number of prior incidents by the offender remained significant.
It can be computationally intensive to include information about accomplices in a predictive model. The present analysis used an extra loop through the data for each suspect, to look for accomplices, which is very inefficient, and a working program for a large database of suspects would need a much more efficient data structure. However, this analysis does provide proof of concept that it is possible to include such information, and that it is worthwhile taking the trouble to do so.
Analysis incorporating distance
An obvious factor relating to crime is the distance between a store and the location(s) where a suspect has been previously detected. At the moment we cannot calculate distance relationships for each individual store: the number of incidents at any store is too few to give enough cases for generating a regression model that one could have any confidence in. Progress is possible nonetheless. The key idea is that we just need some way of estimating an approximate term, say
to be included in the linear score (10) . To compute such an approximation one must decide: firstly, how to measure distance between individual i and store j; The distance ij (in km) between store j and the location of a prior incident for individual i can be estimated using geographical coordinates
where 'lat' and 'long' are the latitude and longitude of the locations (in degrees). It would make more sense to use road distance or walking distance, but latitude and longitude were the measures available. It is debateable whether to use the minimum distance between the store and all prior incidents, or the mean or median distance to prior incidents, or the distance to the most recent incident. If a repeat offender usually resides in one city, but happens to commit an offence when visiting a different city close to store j, then it is not clear which measure would be the most appropriate: this is something for future investigation.
For the function f() relating distance to risk, it would seem sensible to use some curve that exaggerates small distances but treats all large distances as being pretty much the same. Two possibilities were investigated:
and
for some constant D 0 . Here f 1 (0) = 0, and a negative coefficient β d ensures the risk decreases with distance. For f 2 (), if D 0 = 5, say, and β d > 0, then this implies that when the nearest incident was 5 km away the risk is half that of when the nearest incident is 0 km away (and the risk is one quarter when the nearest incident is 15 km away, etc.) A suitable choice of D 0 could be found by trial and error.
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6.5 Example: Using Pukekohe data to explore the effect of distance
Rather than modelling distance to a particular store, this example considers distance to the centroid of incidents in Pukekohe, a town in south Auckland with a relatively large number of incidents. Pukekohe had 439 data lines in the six months from January to June 2015. Some of these data lines refer to different items taken during the same incident, so eliminating these supplementary lines reduces the data to 308 separate (person, incident) combinations. For these, there were 264 separate individuals, of which 242 individuals (92%) had never appeared before in the database. The number of separate incidents was 258, in which the individuals were working alone 215 times (83%), with one accomplice 37 times (14%), with two accomplices 5 times, and with three accomplices once. Altogether there were only 33 (suspect, incident) combinations which involved people from earlier in the database (20 individuals in all, perpetrating 7.6% of the incidents). This small number of cases means there is limited scope for finding significant predictors, despite there being thousands of potential suspects in the database.
In Table 4 , distance is measured from the centroid of all incidents in the database that were observed in Pukekohe. The variable Susminlog1DistSuburb refers to the minimum log(1+distance) from a suspect's locations of offending to this Pukekohe centroid. The response variable is solely the number of incidents in Pukekohe. The output shows that the probability of zero incidents increases with the distance from suspect's previous offending, increases with the time since either the suspect or an accomplice last had an incident, and decreases when the suspect has more prior offences. Conversely, if it is not an excess zero, then the mean number of offences this month decreases with distance and increases with the number of prior incidents. This agrees with intuition. On the other hand, the mean increases if there has been a big time gap since the offender's (or accomplice's) last incident. Perhaps this indicates suspects keeping a low profile in Pukekohe for a while, then hitting the shops when they think they have been forgotten: but there may be other M317 Table 4 shows a zip analysis rather than a zinb one. A zinb model was fitted but it had a large θ = 3.27, meaning the overdispersion in the mean-variance relationship (9) is not great. The aic for the zip was 253.74 on 8 df, which was better than for the zinb with the same predictor variables (aic = 255.27 on 9 df). Although the coefficient for log(Susnpriorincidents) is not significant in the zip model for the counts, it is retained both because it makes sense and because the aic with this variable included is slightly lower than the aic with this variable dropped.
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Identifying top suspects
For illustration, we consider using the models from Tables 3 and 4 to identify the Top Twenty likely offenders for the last six months of data, both nationwide and using Pukekohe-only data. The predicted values (Scores, η ij ) for each model were saved, and the twenty individuals with the highest scores are shown in Tables 5 and 6 respectively. Table 5 shows the individuals with the Top Twenty scores nationwide. Individual 1174 was prolific, with 22 recorded incidents before 1 January 2015, and a further 22 within the next six months. This was a male who frequently attempted to shoplift meat and other goods, all over suburban Auckland. However, this individual never visited Pukekohe, never coming closer than Papakura, the southernmost piece of continuous suburbia in Auckland city. The seventh and eighth ranked individuals had no recorded incidents prior to 1 January 2015, but eleven in the following six months, so their more recent events cause them to be ranked higher than, say, the 14th individual, who had fifteen incidents before 1 January 2015 but none more recently. Figure 4 shows the number of incidents in the six months, for the top-scoring 100 individuals, plotted against their score according to the model in Table 3 . The dashed line separates off the ten top-ranked offenders (right) from the others. The graph shows that the score does not predict all the high-frequency offenders, but on the other hand most of the Top Ten are repeat offenders, which suggests the model is indeed beginning to do what it is supposed to do: highlight persons to watch out for. Table 6 , using the zip model of Table 4 based on Pukekohe-only incidents, ranks the individual 22098 highest, due to his high frequency of incidents in Pukekohe during the six months. The prolific offender 1174 is ranked eleventh, and is the only high-ranking individual to never visit Pukekohe. Figure 5 shows the number of incidents within Pukekohe, versus the score based on Table 4 for the 100 highest-scoring individuals. The predicted Top Ten individuals are to the right of the dashed line. Again, the score seems to M319 Score (Nationwide model in Table 3 ) Number of incidents in six months, full dataset 6.7 Adjusting the nationwide score for distance
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Now suppose we want to use a nationwide score, such as from Table 3 , but adjust it to incorporate information about the distance from an individual's location to a shop or suburb's location. This simulates the situation where we do not have enough specific information about offences in a particular shop or suburb to build up a specific database of local offenders, but instead need to use the nationwide database. Here we use the nationwide database to predict likely offenders for Pukekohe. We compare the ranked results to the results based solely on offenders in Pukekohe (Table 4) .
Since the coefficients for log(Susminlog1DistSuburb) in Table 4 have modulus 0.71-0.75 a simple approach is to calculate a modified score:
Modified Score = Score (Table 4 ) − 0.75 × Minlog1DistSuburb . Table 4 , and 41 incidents within Pukekohe. This compares to 51 incidents among the Top Twenty in Table 6 , using Pukekohe information only. Although this is only one example, it is pleasing that the modified score has netted 80% as many incidents as were netted by a model tailored to the local data alone.
There is some doubt whether the multiplier 0.75 in equation (13) is the best one to use. Table 8 explores the effect of varying the multiplier for Minlog1DistSuburb in equation (13) from 0.75 to some other number. It shows, for instance, for a multiplier of 0.25, there were 27 incidents in Pukekohe involving Top Ten suspects according to equation (13) , and 39 incidents among the Top Twenty suspects. This compares to 35 (respectively 51) incidents among the ten (respectively twenty) highest-scoring offenders in Table 6 , where M325 the regression model was based exclusively on Pukekohe data. So 0.75 gave the best results here, but Table 8 shows similar numbers of incidents being detected for multipliers between 0.5 and 1.0. Future research could perhaps use trial and error to choose a satisfactory multiplier for log distance to a particular store or suburb. The trial and error could proceed by replicating Table 8 to find the multiplier which gives the maximum number of incidents at that location. This strategy does not even require fitting a model based solely on data from that location.
In conclusion, this example suggests that it is a practical strategy to use a regression model based on nationwide data (as in Table 3 ) to identify variables predictive of high levels of repeat offending. The regression coefficients of this model are extracted, and applied to the latest data from each individual to obtain that individual's score (ignoring distance). This score is then modified by, say, −0.75 × log(1 + distance), where distance is measured between any given store and the individual suspect. Distance for the individual could be based the last known sighting of that person or their accomplice or their vehicle (if recent, say in the last eight hours) or otherwise based on the minimum distance the individual has been from the store. In this way recent information on distance can be continuously incorporated into the model to find the top likely offenders at a particular store.
7 Other suggestions
Time to event method
The zip and zinb regression models in Section 6 looked at how often an individual reoffended during the specified month(s). Another suggestion made for the Auror analysis was to treat the problem as time-to-event data, with the "event" being a detected offence. The objective would be to model the relative hazard of reoffending, with time being measured between offences or M326 This approach would fit the regression into the context of survival analysis [16] , such as is used for modelling time until mechanical failure, and volcanic eruption. It might be fairly complex modelling, but may be worth considering as an option for these data.
Baseline comparison
In order to know whether a new method is doing better than an old method, one needs to have some idea how the old method performs. The method currently used by Auror was not disclosed, but as a baseline we considered creating our own list of Top Ten offenders (for most offences) for each suburb, based on all but the last three months of data. On average, 3.2% of offences in a M327 suburb during these last three months were perpetrated by a Top Ten offender, as identified from previous data. The suburb with the highest proportion of offences carried out by a previous Top Ten offender was Pakuranga, at 66%, but this was based on only four out of a total of six offences in the three months. Many suburbs had 0% accuracy, due to no offences having been perpetrated by previous Top Ten offenders. Large suburbs (with over 100 incidents) generally had low accuracy (0-5%) but Pukekohe with 100 incidents had 19% of offences carried out by previous Top Ten offenders. Again, this may be because it is a separate town some 20 km distant from the nearest other suburbs of Auckland.
This baseline analysis may be a useful way of comparing the predictive ability of other proposed methods.
Naïve Bayes
Similar to the baseline comparison, a Naïve Bayes analysis (sometimes called "Idiot Bayes" [17] ) was attempted, to try to predict reoffending on a suburb by suburb basis, during the last three months of data. Naïve Bayes looks at incidents (prior to those three months) which were/were not reoffences, and the rates at which various background factors or covariates occur. For example, what are: the rates of male/female for reoffences/new individuals; the rates of workhour versus non-workhour incidents for reoffences/new individuals; or the rates of offence at different types of store. The method assumes the factors are conditionally independent of each other, given the status of being from reoffences or new individuals. Then Bayes' theorem is used to estimate the probability that an incident with certain background factors is a reoffence. These probabilities are ranked, to find the incidents most likely to be reoffences, and the individuals involved in these incidents are identified. However, just because an incident has a high chance of being a reoffence does not necessarily mean that the perpetrator is a top reoffender, so there is a mismatch here between the goal and the method. Nevertheless, it is M328 a way of picking out ten individuals for each suburb, by selecting the ten individuals with the highest ranked probabilities. The efficacy of the Naïve Bayes approach is measured by looking at the incidents in the next three months in the suburb, and finding the proportion which were carried out by the selected ten individuals. Disappointingly, the Naïve Bayes results had less than 1% accuracy on average, less than the baseline approach. This may be because of the mismatch between goal and method. The result suggests the Naïve Bayes approach is not worth pursuing.
Concluding remarks
The methods described in this paper are a work in progress. Since the different approaches are all picking up on different features of the data, it is likely that the best predictions will come from combining results across different approaches. In the end, it may be less important to have a precise formula for ranking, than to be able to update results in a timely manner. The linear score approach of Section 6 may be the best way forward in this regard, as once coefficients are determined, the linear score can be continuously recomputed whenever new data is entered, and the Top Ten list updated for any given store. The difficulty will be to choose appropriate covariates and estimate the coefficients. But as illustrated above, the terms used in the linear score do not all need to come from the same model, or even the same type of analysis.
Work needs to be done on how to validate the different methods, and if necessary combine and tweak them, by seeing how well they predict 'Who is most likely to offend in my store now'. The baseline analysis (Subsection 7.2) and the cross-validation used in Subsection 3.3 suggest looking at the incidents that occur in a window of time, and finding the proportion of these incidents that involve a previously selected Top Ten individual. However, whether this proportion is to be reported on a store-by-store basis, or suburb-by-suburb basis, or nationwide, is something still to be considered. To report on a store-by-store or suburb-by-suburb basis will require much more data.
