ABSTRACT. We introduce the notions of Strongly harmonic and Gelfand module, as a generalization of the well-known ring theoretic case. We prove some properties of theses modules and we give a characterization via their lattice of submodules and their space of maximal submodules. It is also observed that, under some assumptions, the space of maximal submodules of a strongly harmonic module constitutes a compact Hausdorff space whose frame of open sets is isomorphic to the frame Ψ(M ) defined in [MBMCSMZC18] . Finally, we mention some open questions that arose during this investigation.
INTRODUCTION
The present manuscript can be considered as a natural step of the investigation initiated in [MBMCSMZC18] . In that document, we associated to a module M (satisfying some conditions) two frames, the frame of semiprimitive submodules SP m(M ) and the frame Ψ(M ) given by
It is observed that these two frames are spatial and they work as classification objects of the module M [MBMCSMZC18, Theorem 3.13, Theorem 5.6]. In fact, we have that SP m(M ) ∼ = O(Max (M )) (the frame of open sets of the space of maximal submodules of M ).
For the frame Ψ(M ), it seems that its point space pt(Ψ(M )) is hard to describe, and there is not a direct connection with the frame of semiprimitive submodules.
In the ring-theoretic case, the point space of Ψ(R) can be described for certain classes of rings, the strongly harmonic and Gelfand rings. The general definition of strongly harmonic ring was introduced in [Koh72] . In that paper is observed that the space of maximal ideals Max (R) of a strongly harmonic ring R with the hullkernel topology is a compact Hausdorff space. Later, in [Mul79] Gelfand rings were introduced, and it was proved that for these rings the space of maximal ideals is also compact Hausdorff (it results that any Gelfand ring is strongly harmonic). The importance of these kind of spaces reside in that stronlgy harmonic rings can be represented as the ring of global sections over compact Hausdorff spaces [Koh72] . In that path, in [BvdB06] the authors (as an example of a more general theory) introduce a representation for rings based on the frame Ψ(R) defined as the set of pure ideals (i.e., ideals I such that R/I is a flat right module). In a more particular setting in [BSvdB84] (see [Sim85] for the strongly harmonic case) is observed that the frame Ψ(R) serves as a good space to unify the known representations and they show that, for Gelfand rings the point space of Ψ(R) is homeomorphic to Max (R) with the hull-kernel topology, equivalently Ψ(R) ∼ = O(Max (R)).
Later in [Sim] , the author organizes the ring theoretic properties of strongly harmonic rings and Gelfand rings. Following that manuscript, we introduce the notions of Strongly harmonic module and Gelfand module and we explore the properties of these modules. We study their space of maximal fully invariant submodules Max f i (M ) for strongly harmonic modules (Theorem 4.22) and Max (M ) for Gelfand modules and we relate those spaces with the point space of Ψ(M ). We will make use of latticial and point-free techniques applied to the idiom of submodules of a given module M . In fact, many of these results were obtained trying to prove Theorem 4.22 as a reminiscence of [Sim89, Theorem 3.5] and [Pas86, Corollary 4.7] .
We now give a brief description of the contents on this paper. Section 2 is the background material needed to make this manuscript as self-contained as possible. In Section 3 we introduce the notion of normal idiom.Using the notion of quasiquantale and of relative spectrum introduced in [MBZCSM15] , given a quasiquantal A and a subquasi-quantal B satisfying (⋆) (Definition 2.16), the space Spec B (A) (the spectrum of A relative to B) is normal if and only if the fixed point defined by the hull-kernel topology is normal. (Proposition 3.7) These allows to characterize the frames of semiprime and semiprimitive submodules (resp. ideals) of a module M (resp. of a ring R) in terms of the normality of the spaces Spec(M ) and Max (M ) (resp. Spec(R) and Max (R) (Corollaries 3.9-3.12). Section 4 is the main section and is devoted to the study of Strongly harmonic modules and their space of maximal submodules. We give some properties of those modules, we show that factoring out with a fully invariant submodule of a strongly harmonic module inherits the property (Proposition 4.5), also we prove that direct sums of copies of a strongly harmonic module is strongly harmonic (Proposition 4.9). It is proved when the condition of normality on the space Spec(M ) or on Λ(M ) characterizes a strongly harmonic module M (Proposition 4.16 and Theorem 4.18). We make use of the operator Ler introduced in [MBMCSMZC18, Section 5] to prove a characterization (Theorem 4.22) which will allows us to make a connection with the frame Ψ(M ). We see that the frame Ψ(M ) is a regular frame (Theorem 4.26) and we prove that pt(Ψ(M )) is homeomorphic to the space Max (M ) and hence Ψ(M ) ∼ = O(Max (M )) as frames (Theorem 4.24 and Corollary 4.27). In Section 5, we present Gelfand modules, we show that for a module M projective in σ[M ], if M is a Gelfand module then M Strongly Harmonic; and the converse follows provided that M is quasi-duo (Theorem 5.10). In Proposition 5.11, it is also observed that for a quasi-projective Gelfand module each factor module is Gelfand. In Theorem 5.15, it is shown that the operator Ler defines a frame isomorphism between Ψ(M ) and SP m(M ) for a Gelfand module M provided of additional hypothesis. We present a characterization of Gelfand modules (Theorem 5.23) in connection the well-known of Demarco-Orsati-Simmons Theorem ( [DMO71, Sim80] ). This theorem characterizes commutative Gelfand rings as those rings R such that Max (R) is retraction of Spec(R). At the end, some open questions and possible lines to work in are exposed.
PRELIMINARIES
Throughout this paper R will be an associative ring with identity, not necessarily commutative. The word ideal will mean two-sided ideal, unless explicitly stated the side (left or right ideal). All modules are unital and left R-modules. Given an R-module M , a submodule N of M is denoted by N ≤ M , whereas we write N < M when N is a proper submodule of M . Recall that N ≤ M is said to be fully invariant submodule, denoted by N ≤ f i M , if for every endomorphism
Given a module M and a set X, the direct sum of copies of M is denoted by M (X) , if the set is finite, say |X| = n we write M (n) . An R-module N is said to be M -generated if there exists an epimorphism ρ : M (X) → N , and N is M -subgenerated if N can be embedded into an Mgenerated module. In order to generalize the ring properties to modules we will work in the category σ[M ] for a module M . The category σ[M ] is the full subcategory of R-Mod consisting of all M -subgenerated modules. It can be seen that if
As the ring R is always projective in R-Mod, some projectivity conditions will be needed. Recall that given modules M and N , it is said that M is N -projective if for every epimorphism ρ : M → X and every homomorphism α : N → X there exists β : N → M such that ρβ = α. The module M is quasi-projective if it is M -projective. To get deeper results and make a module more tractable some assumptions will be imposed along the paper. Principally, it will be asked for a module M to be projective in σ[M ] and in some cases that every submodule of M is M -generated (self-generator module). For undefined notions and general module theory we refer the reader to [Lam99] and [Wis91] .
Definition 2.1. An idiom (A, ≤, , ∧, 1, 0) is a complete, upper-continuous, modular lattice, that is, A is a complete lattice that satisfies the following distributive laws:
for all a ∈ A and X ⊆ A directed; and
for all a, b, c ∈ A.
Our basic examples of idioms are the complete lattices Λ(M ) and Λ f i (M ) for a module M .
A distinguish class of idioms, are the distributive ones:
for all a ∈ A and X ⊆ A any subset.
Of course the prototypical example of a frame comes from topology. Given a topological space S with topology O(S), it is known that O(S) is a frame.
The point-free techniques we are interested in are based on the concept of nucleus. We give a quick review of that.
Proposition 2.3. Given any morphism of -semilattices, f : A → B there exits
that is, f and f * form an adjunction
This is a particular case of the General Adjoint Functor Theorem. A proof of this can be found in any standard book of category theory, for instance, [Lei14, Theorem 6.3.10].
The reader can see [Sim14] and and [Ros90] for more details of all these facts.
Definition 2.4. Let A be an idiom. A nucleus on A is a function j :
As we mentioned before, every topological space S determines a frame, its topology O(S). This defines a functor from the category of topological spaces to the category of frames O( ) : Top → Frm. There exists a functor in the other direction:
Definition 2.5. Let A be a frame. An element p ∈ A is a point or a ∧-irreducible
Denote by pt(A) the set of all points of A. This set can be endowed with a topology as follows: for each a ∈ A define U A (a) = {p ∈ pt(A) | a p}.
The collection O pt(A) = {U A (a) | a ∈ A} constitutes a topology for pt(A). We have a frame morphism
that determines a nucleus on A by Proposition 2.3. This nucleus or the adjoint situation is called the hull-kernel adjunction. With this, the frame A is spatial if U A is an injective morphism (hence an isomorphism).
It can be proved that this defines a functor pt( ) : Frm → Top in such way that the pair
form a adjunction. For more details, see [Joh86] , [Sim06] and [PP11] , and [Sim14] .
We need some other point-free structures that generalize idioms and frames.
Definition 2.6 ([MBZCSM15]). A quasi-quantale
A is a complete lattice with an associative product A × A → A such that for all directed subsets X, Y ⊆ A and a ∈ A:
Definition 2.7. A multiplicative idiom is an idiom (A, ≤, , ∧, ·) with an extra operation compatible with the order in such way (A, ≤, , ·) is a quasi-quantale.
Example 2.8. For any left R-module M, in [BJKN80, Lemma 2.1] was defined the product
for each family of submodules {N i } I of M and each L ≤ M . On the other hand, since N M is a prerradical in R-Mod (i.e. a subfunctor of the identity functor),
holds for every directed family {L i } I of submodules of M and any N ≤ M . In general this product is not associative, but if M is projective in
Recently, in [CPRMTS18] has been shown that for a class of modules called multiplication modules, the product − M − is associative even if the module M is not projective in σ[M ]. The condition (⋆) comes from our canonical example of quasi-quantale Λ(M ) with M an R-module and the canonical subquasi-quantale
Definition 2.11 ( [MBZCSM15] , Definition 3.16). Let B be a subquasi-quantale of a quasi-quantale A. An element 1 = p ∈ A is a prime element relative to B if whenever ab ≤ p with a, b ∈ B then a ≤ p or b ≤ p. We define the spectrum relative to B of A as Spec B (A) = {p ∈ A | p is prime relative to B}.
In the case A = B this is the usual definition of prime element. We denote the set of prime elements of A by Spec(A).
Remark 2.12. In the case A = Λ(M ) and B = Λ f i (M ) we write LgSpec(M ) = Spec B (A) and we called it the large spectrum of M and for Spec B (B) we just write Spec(M ). Note that when R = M , Spec(M ) is the usual prime spectrum. As it was noticed in [MBZCSM15, Example 4.14], if M is quasi-projective then We have an adjunction of -morphisms
Proposition 2.15. Let B be a subquasi-quantale satisfying (⋆) of a quasi-quantale A and µ = U * • U : B → B as above. Then, the following conditions hold. 
If in addition, A satisfies the p−condition relative to B, then the converse holds.
From the fact that µ is inflatory and by (a), it follows that V(µ(x)) ≤ V(x). On the other hand, for every p ∈ V(x), µ(x) ≤ p by Proposition 2.15. Then,
On the other hand, suppose that A satisfies the p-condition relative to B and V(x) ∩ V(y) = ∅. Hence V(x ∨ y) = ∅. If x ∨ y = 1, there exists 1 = p ∈ A such that x ∨ y ≤ p 1 implying that p ∈ V(x ∨ y) = ∅ which is a contradiction. Thus, x ∨ y = 1.
Lemma 2.19. Let B be a subquasi-quantale satisfying (⋆) of a quasi-quantale A and µ be the multiplicative nucleus given by the adjoin situation on Remark 2.14. Consider the following conditions for x, y ∈ B. Given a complete lattice L, recall that an element c ∈ L is compact if for every X ⊆ L and c ≤ X, there exists a finite subset F ⊆ X such that c ≤ F. Also, recall that a lattice L is said to be compact lattice if and only if 1 L is compact in L.
In [RMSHSMZN18] , the authors have extensively studied the conditions of compactness in different lattices which have been of interest in the study of module theory. In particular, in [RMSHSMZN18, Propositions 4.6, 4.7, and Lemma 4.12], characterizations of compact elements in Λ f i (M ) are given. 
Observe that all the instances are reversible.
In particular, this is satisfied when M is finitely generated.
Proof. If we set
The following example shows a module M which is not finitely generated but
with X an infinite set. It is clear that M is not finitely generated. Note that
Actually, as a consequence of [RMSHSMZN18, Proposition 4.6], it follows that Λ f i (M ) is a compact idiom if and only if there exists N ∈ Λ(M ) finitely generated such that N = M, where N denotes the least fully invariant submodule of M containing N.
NORMAL IDIOMS
In this section, we give an initial treatment to the connection that exists between the concept of normality from the reticular point of view, and that certain topological spaces associated with it, turn out to be normal. In particular, we highlight the results obtained in Proposition 3.7 and Corollary 3.8. Applying these results to modules, we get condition to Spec(M ) and M ax(M ) to be normal, in terms of the frames SP (M ) and SP m(M ), respectively, see Corollaries 3.9 and 3.11
Definition 3.1. Let A be a multiplicative idiom. We say that A is normal if for
Lemma 3.2. Let A be a coatomic multiplicative idiom and µ : A → A a multiplicative nucleus which fixes every coatom. If x, y ∈ A satisfies that µ(x ∨ y) = 1 then x ∨ y = 1.
Proof. Let x, y ∈ A be such that µ(x ∨ y) = 1. If x ∨ y 1, then there exists a coatom α ∈ A such that x ∨ y ≤ α 1. Since µ is monotone, we obtain that
Lemma 3.3. Let A be a coatomic multiplicative idiom and µ : A → A a multiplicative nucleus which fixes every coatom. If A is normal, then A µ is normal.
The next Lemma gives a partial converse of Lemma 3.3. 
Remark 3.6. Let B be a subquasi-quantale satisfying (⋆) of a quasi-quantale A. We can consider a little more general situation than that of Remark 2.14. Given a subspace S of Spec B (A), we have the hull-kernel adjunction Recall that a topological space S is normal if given two closed subsets K and L such that K ∩ L = ∅ then there exist open subsets U and V with the property
Proposition 3.7. Let B be a subquasi-quantale satisfying (⋆) of a quasi-quantale A and let S be a subspace of Spec B (A). Let τ be the multiplicative nucleus given by Remark 3.6. Then, the following conditions are equivalent.
(a) S is a normal topological space.
Therefore, S is a normal space.
Corollary 3.8. Let A be a quasi-quantale satisfying (⋆). Let µ be the multiplicative nucleus given by the adjoin situation on Remark 2.14. Then, the following conditions are equivalent
Proof. Take B = A and S = Spec(A) in Proposition 3.7.
Next we give some applications to modules and rings. Recall that a proper fully invariant sbmodule N of a module M is said to be semiprime if given
is semiprime if and only if N is an intersection of prime submodules, that is, an intersection of elements of Spec(M ). Set
In [MBZCSM15, Proposition 4.27] it is proved that SP (M ) is a spatial frame.
The following conditions are equivalent:
Proof. By Proposition 2.15, Λ f i (M ) µ is the set of all submodules which are intersection of prime submodules of M .
Corollary 3.10. The following conditions are equivalent for a ring R:
Recall that a proper fully invariant submodule N of a module M is called
As we said before, if M is projective in
By Remark 3.6, we have a multiplicative nucleus τ :
. Therefore, we have the following corollaries. 
STRONGLY HARMONIC MODULES
Throughout this section, we will be interested in to study the theory of strongly harmonic modules over associative rings with unity.
Denote the set of all coatoms in
Then, the following conditions are equivalent.
(a) M is strongly harmonic.
The following lemma will be useful, and it is a direct consequence of Lemma 4.3. Corollary 4.6. Let R be a strongly harmonic ring and let I be an ideal of R. Then the ring R/I is strongly harmonic.
Corollary 4.7. Let R be a strongly harmonic ring and e ∈ R be a central idempotent. Then Re is a strongly harmonic module. Proof.
Thus M (I) is strongly harmonic. Proof. Suppose M i is strongly harmonic for every i ∈ I. Let N, L ∈ Max f i (M ) distinct. There exist preradicals α and β in R-Mod such that
By Lemma 4.4 and [RRR
, and A M i B = 0. Consider η i (A) and η i (B), the images of A and B under the canonical inclusion η i :
The converse follows from Proposition 4.5.
It is easy to see that, in general, the direct sum of two strongly harmonic modules is not strongly harmonic.
Proof. Consider the topological subspace Max f i (M ) and
Reciprocally, assume that 0 = Max
Now, using the facts that − M − is associative and M is a right multiplicative identity on
Since M is strongly harmonic, Max f i (M ) is Hausdorff. If in addition, we have Max f i (M ) is compact, then every closed set is compact. It gets that Max f i (M ) is a compact Hausdorff regular space, by the above argument. It is well known, from general topology theory, that those conditions imply that the underlying space is normal.
Lemma 4.15. Let M be projective in σ[M ]. Λ f i (M ) is compact if and only if
. This implies that
Hence M = i∈F N i for some F ⊆ I finite by hypothesis. Thus Recall that, setting A = B = Λ f i (M ) in Remark 2.14 we have a multiplicative nucleus µ : Λ f i (M ) → Λ f i (M ). We can resume the applications of Section 3 to modules and rings and these section's results in the following theorem and corollary. 
Proof. (a)⇒(b) Let
N 1 , N 2 ∈ Max f i (M ), with N 1 = N 2 . Then N 1 + N 2 = M. By the normality on Λ f i (M ), it follows that there exist L 1 , L 2 ∈ Λ f i (M ) such that N 1 + L 1 = M and N 2 + L 2 = M, and L 1M L 2 = 0. Hence, M is strongly harmonic. Now suppose that Λ f i (M ) is a compact space. (b)⇒(a) Let L 1 , L 2 ∈ Λ f i (M ) such that L 1 + L 2 = M. Hence U (L 1 ) ∪ U (L 2 ) = Spec(M ), it follows that V(L 1 ) ∩ V(L 2 ) = ∅. So, V(L 1 ) ∩ Max f i (M ) and V(L 2 ) ∩ Max f i (M ) are disjointthere exist K 1 , K 2 ∈ Λ f i (M ) such that V(L 1 ) ∩ Max f i (M ) ⊆ m(K 1 ), V(L 2 ) ∩ Max f i (M ) ⊆ m(K 2 ) and K 1M K 2 = 0. Notice that if L 1 + K 1 M, there exists N ∈ Max f i (M ) such that L 1 + K 1 ≤ N by Lemma 4.15. But this implies that N ∈ V(L 1 ) ∩ V(K 1 ) which is a contradiction. Therefore L 1 + K 1 = M . Analogously, L 2 + K 2 = M . Thus Λ f i (M ) is normal.(a) Λ f i (M ) is normal. (b) Λ f i (M ) µ is a normal lattice.
Corollary 4.19. Let R be a ring such that the intersection of all maximal ideals is zero. The following conditions are equivalent: (a) R is a strongly harmonic ring. (b) Spec(R) is a normal space. (c) The lattice of ideals of R is a normal lattice. (d) The frame of semiprime ideals is a normal lattice.
Given an R-module M , in [MBMCSMZC18, Section 5] was defined the spatial frame Ψ(M ), as follows:
If M is self-progenerator in σ[M ], the frame Ψ(M ) is characterized as the fixed points of an operator called Ler : 
The following conditions are equivalent:
Proof. 
On the other hand, each
In particular, Ler(N i ) ≤ M for all i ∈ I. By hypothesis,
Therefore, 
Now we can give a connection for a strongly harmonic moduleM between Ψ(M ) and O(Max f i (M )). In the next Proposition we prove that the point space of Ψ(M ) is homeomorphic to the space Max
⇔ N M because N is a fixed point of Ler.
We claim that N is contained in a unique element of 
Corollary 4.25. If R is a strongly harmonic ring, then pt(Ψ(R)) is homeomorphic to Max f i (R).
In [MBMCSMZC18, Theorem 5.20] was studied the regularity of the frame Ψ(M ) in the sense of [Joh86] and [Sim89] . Here, we can give other conditions to get the regularity of that frame. Note that by Lemma 4.23 Ler is idempotent. Hence, for N ≤ M , Ler(N ) is the largest submodule of N in the frame Ψ(M ).
We have that Ann M ( ) is order-reversing and Ler commutes with sums (Theorem 4.22),
Let KHTop be the category of compact Hausdorff spaces and continuous functions. It is well known that this category is dually equivalent to the category KRFrm of compact regular frames and frames morphisms (see [BM80] or [Joh86] and [PP11] ).
Proof. By Proposition 4.26 that Ψ(M ) is a compact regular frame with associated space Max f i (M ) (Proposition 4.24). It follows from Proposition 4.13 that this space is compact Hausdorff, and so Proof. It follows from Theorem 4.22 that Lerρ commutes with sums. Now, let L and
That proves our claim. On the other hand,
Hence n ∈ Ler(ρ(L ∩ K)). Thus, Lerρ commutes with finite intersections. Proof. We know that there exists a free module R (X) and an epimorphism ρ : Proof. The result follows immediately from 4.31.
GELFAND MODULES
On this section, we introduce the concept of Gelfand modules, in an attempt to give a modular version of the existing concept for rings, and we obtain some characterizations of these. As in the case of rings, we note that each Gelfand module turns out to be also strongly harmonic.
Remark 5.1. Let N ≤ M . In [MBZCSM15] was considered the preradical 
Proposition 5.5. Let M be a module such that − M − is an associative product. Then, the following conditions are equivalent.
(a) M is a Gelfand module.
Proof. It is similar to the proof of Proposition 4.2.
Lemma 5.6. Let M be a Gelfand module and P ≤ M be a prime submodule. If there exist L, N ∈ Max (M ) such that P ⊆ N and P ⊆ L then N = L.
Proof. Let P be a prime module of M and let L, N ∈ Max (M ) satisfying that
On the other hand, let
The following result allows us to note that in order to study the Gelfand modules, we can focus first on the study of strongly harmonic modules that satisfy the extra condition of being quasiduo. Remark 5.13. In contrast to strongly harmonic modules (Proposition 4.9), an arbitrary coproduct of copies of a Gelfand module might not be Gelfand. In fact, direct sums of copies of a quasi-duo module is not quasi-duo in general, as the following example shows: the semisimple Z-module M = Z 2 ⊕ Z 3 is Gelfand. Note that Z 2 ⊕ Z 2 ⊕ Z 3 is a maximal submodule of M ⊕ M which is not fully invariant.
Recall that from Remark 3.6, setting A = Λ(M ), B = Λ f i (M ) and S = Max (M ), we have a multiplicative nucleus τ : Λ f i (M ) → Λ f i (M ). Notice that Proposition 4.24, in particular ensures that the frames Ψ(M ) and O(Max (M )) ∼ = SP m(M ) are isomorphic for the case of Gelfand modules. We have to notice that, for the case of Gelfand rings, this was proved in [BSvdB84, Theorem 4.1]. We can give a direct proof of that fact and see that τ and Ler define an isomorphism between those two frames. For, we need the next Lemma.
By Corollary 5.8 and Lemma 4.15, the lattice 
Thus τ is -preserving. Therefore, the frames Ψ(M ) and SP m(M ) are isomorphic. 
. Now, recall that a space which is Hausdorff and compact turns out to be normal. Thus, there are U 1 , U 2 open disjoint sets in Max (M ) satisfying that γ(F 1 ) ⊆ U 1 and γ(F 2 ) ⊆ U 2 . Thus, F 1 ⊆ γ −1 (U 1 ) and F 2 ⊆ γ −1 (U 2 ). In [Sun91] is extended the Demarco-Orsati-Simmons Theorem for symmetric rings (which includes the commutative rings). We could not find a good generalization of symmetric rings for modules which be suitable to give a version of the Demarco-Orsati-Simmons Theorem in the module-theoretic context. We finish this paper with a Theorem inspired in the Demarco-Orsati-Simmons Theorem as a compendium of our results.
As a generalization of pm-rings, in [MBMCSMZC18] it was introduced the following definition for modules. (c)⇒(d) Since M is a pm module, for every P ∈ Spec(M ), theres exists a unique M P maximal submodule containing P. Let γ : Spec(M ) → Max (M ) defined as γ(P ) := M P . It is clear that γ(N ) = N for each N ∈ Max (M ). Also, notice that γ is continuous. Indeed, let V(K) ∩ Max (M ) = {N ∈ Max (M ) | K ≤ N } be a basic closed set of Max (M ). Then, γ −1 (V(K) ∩ Max (M )) = {P ∈ Spec(M ) | γ(P ) ∈ V(K) ∩ Max (M )} = {P ∈ Spec(M ) | K ≤ M p } ⊆ V(K). Now, let P ∈ V(K). Since M is pm and by Lemma 4.15, there exists a unique maximal M P such that P ⊆ M P . Thus, K ≤ M P = γ(P ), and so, P ∈ γ −1 (V(K) ∩ Max (M )). Hence, γ −1 (V(K) ∩ Max (M )) is a basic open set in Spec(M ). Then, γ is continuous function. Therefore, γ is a retraction. 5.1. Questions and possible lines to work out. Here we leave some questions which we were not able to answer in these paper:
In Proposition 4.11 was proved that fully invariant direct summands of a strongly harmonic module inherit the property. So, we rise the question: 
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