ABSTRACT Motivated by practical engineering requirement, we propose a Bayesian-based approach mainly addressing the reliability estimation of the system under the imperfect situation. In particular, a novel Bayesian melding approach is developed in the presence of inconsistent priors. Limitations that embedded in traditional melding approach have been eliminated by setting the weighing factor as a hyper parameter. We implement our proposal via a modified sampling importance resampling algorithm, which is developed to balance the contributions of two different probability distributions in a flexible way. Both numerical case and practical engineering application example are demonstrated for validation and benefit illustration.
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I. INTRODUCTION
Possessing the advantages of scalability, tractability and modularity [1] , the multi-level hierarchical structure is widely adopted in the design of complex engineering systems. Such systems are deployed to meet highly sophisticated and advanced requirements on functionalities and performance for applications in mission-critical industries. Their failures have devastating consequences, such as in-service structure [33] , aerospace system [34] and nuclear power plant [35] . A multi-level hierarchical engineering system may consist of multiple subsystems that are in turn composed of multiple lower-level subsystems or components. Recent years have witnessed the development of effective approaches in dealing with complex hierarchical systems. One critical issue in reliability analysis/assessment field is to deal with the inconsistent prior information and heterogeneous data sets [2] .
In practical engineering, the bottom level components are usually standard manufactures with high volume of production and deployment, of which the reliability information are either readily accessible or easily obtainable. However, since the experiments for a system as a whole are often costly and time-consuming, the accumulated knowledge at the system level is limited and reliability information is often scarce or even absent. Considering the inconsistency caused by imbalanced information [2] , it is desirable to aggregate the lower level information to compensate for the higher level information inadequacy for a better reliability estimation result at the system level.
Analytical approximations and numerical simulations are two major strategies in reliability calculation [3] . Analytical approximation methods, such as First Order Reliability Method (FORM) or Second Order Reliability Method (SORM) have been developed in a way that does not need large numbers of Monte Carlo simulations. The precision of a FORM or SORM algorithm mostly relies on the approximation of the limit state surface at the Most Probable Point (MPP). If the nonlinearity of the limit state surface is not strong, FORM/SORM is sufficiently accurate for most engineering cases [30] . However, given a complicated reliability function with multiple parameters, the exact evaluation is either analytically intractable or computationally infeasible with a given time constraint when using a FORM or SORM. On this occasion, the simulation-based methods, such as direct Monte Carlo [31] , importance sampling [32] , and Bayesian methods [15] would be helpful since they are not sensitive to the growth of dimension of the parameters space. Particularly, Bayesian methods [4] , [5] have received extensive attentions since the emergence of the Markov Chain Monte Carlo (MCMC) simulation method, which allows one to approximate distributions of any interested variables with very complex model structures [6] , [7] . For example, Li et al. [8] proposed a semi-parametric modeling approach for hierarchical systems with multi-level information aggregation; Johnson et al. [9] presented a full-Bayesian approach to integrate all reliability information of the system. Methods for system reliability analysis with lifetime or degradation data have been put forward by Huang et al. [10] , Wang et al. [11] , and Ye et al. [12] . Recent works were well summarized in [5] and [13] . Nevertheless, most of these works are infeasible under information-imbalanced scenario. The issue of inconsistent information from multi-source data has not been sufficiently addressed, and majority of existing works [14] - [21] cannot be directly applied to a hierarchical system with inconsistent priors.
To deal with that, we propose a comprehensive reliability approach taking into account the multi-source data and the multiple prior information. The main contributions of this work are summarized as below:
(i) A Bayesian-based approach is developed to address the system reliability evaluation under imperfect situation, i.e. the presence of inconsistent priors and multi-source data in a practical engineering problem.
(ii) A novel Bayesian Melding (BM) method is proposed to eliminate the deficiency in traditional BM method for an information-imbalanced system. (iii) A Modified Sampling Importance Resampling (MSIR) algorithm is developed substituting for other popular reliability computation methods, which is intuitive and easy to be implemented in BM. This article is organized as follows: In section 2, the unsettled issues and deficiency in existing research works are illustrated in details, the idea and rationale of the proposed information aggregation approach are also introduced. In section 3 the Bayesian-based reliability framework is discussed at full length, where a novel BM approach is particularly focused on. A numerical case and a practical engineering case are respectively demonstrated in section 4 and 5 for validation and benefit illustration. Finally, some concluding remarks are drawn in section 6.
II. PROBLEM FORMULATION AND MOTIVATION
A multi-level hierarchical structure is widely adopted in reliability modeling, analysis and assessment fields. The information availability is usually different for bottom component level and top system level in practical engineering. For example, at the bottom level, most components are either standard manufactures or similar products with historical service records. Heterogeneous data sets are always available attributing to the accessible physical experiments and reliability test. In the context of Bayesian inference, accurate prior distribution is derived on the basis of sufficient prior knowledge. Abundant data sets will construct a dominant likelihood. However, since the experiments for the whole system are often costly and time-consuming, the experiment of top level can only be conducted restrictedly. Accumulated knowledge at the system level is limited and reliability information is often scarce or even absent. The choice of non-informative prior is always inevitable. Limited data cannot build a strong enough likelihood either. Fig. 1 intuitively presents the socalled Multi-Level & Information Imbalanced (MLII) system [2] which will be focused study in this paper.
Our original research interest arises from the desire to address the error introduced by multi-source information aggregation (also termed as aggregation error [20] ) in a coherent way. The concept of aggregation error is quite well-known in econometrics and has been extensively studied, such as the works in [36] - [38] , but aggregation error has not been sufficiently addressed in the field of reliability engineering. In fact, the presence of two priors on one quantity occurs quite naturally in practical engineering systems. For a MLII system, besides the accumulated knowledge of the bottom level components, we may get additional knowledge or expert judgment on the system level response. Prior distributions can be assigned to the lower level parameters based on the evaluation of the level of a manufacturing process, an assembling tolerance grade, etc. Such priors are given based on the native information of products. In contrast, the system response is sometimes measurable; thus, the prior distributions of higher level parameters can be constructed on the basis of collected data. Such priors are derived based on measurement data, historical records of similar products or expert judgements. This type of priors is statistically dependent because it is not related to the physical model. Consequently, two priors on one quantity occur. These two priors come from different sources and are usually not the same; thus, a coherence method is required.
To fill the research gap and establish a more generic reliability approach for a MLII system, this article proposed a Bayesian-based reliability approach taking into account multi-source uncertain information. Based on the functional relationships of the system elements, lower-level reliability information can be explicitly aggregated and elicited as an induced prior to compensate for the top level information inadequacy. Together with the direct prior, a comprehensive reliability estimation is derived. An Adaptive Bayesian Melding (ABM) approach is developed to deal with the presence of two priors on one quantity, where the weighing factor is not predefined and adjusts flexibly based on the accumulated knowledge. Seeking a lower computation cost, we implement this approach via a modified sampling importance resampling algorithm instead of the popular MCMC method Details about this approach will be illustrated in the next section.
III. METHODOLOGY
This section presents the details of the proposed Bayesianbased reliability approach, which is developed to resolve the reliability problem of a multi-level system with imbalanced information and multi-source data. A simple three-level system is considered here without loss of generality, and its hierarchical structure is shown in Fig. 2 . The term ''element'' here refers to a node in component level, subsystem level or system level. Elements at two adjacent levels are interconnected and interact with each other, jointly contributing to the functionality of the whole system.
A. LIKELIHOODS FOR HETEROGENEOUS DATA SET
In a Bayesian context, it is useful to decompose the available information into prior and likelihood. To aggregate all available information of an element, heterogeneous data need to be incorporated [24] . In this subsection, the contributions of the heterogeneous data sets to the joint likelihood of the Bayesian model are derived on the basis of individual characteristics.
1) BINOMIAL DATA
The binomial data are usually collected from a Bernoulli trail such as Pass/Fail test. For binomial data, suppose there are n i tests conducted at each time point in a time sequence t i (i = 1, . . . , m). Let x i denotes the number of units that survived in each test. Thus the random variable X i follows a binomial distribution [24] . With the independent identically distributed (i.i.d.) assumption, the model for binomial data is built as
And the likelihood for binomial data is derived as
Where D B denotes the binomial data set, θ B is the parameter set, the reliability function R (t i |θ) has a case-based form. VOLUME 6, 2018 2) LIFETIME DATA
be the left-censored data and t R i (i = 1, . . . , m R ) be the right-censored data. If the likelihood contribution of exact failure time t F i is denoted as f t F i |θ , the likelihood contribution of left-censored data and right-censored data can be expressed as F t L i |θ and 1 − F t R i |θ respectively. Where f (·) and F (·) are Probability Density Function (PDF) and the Cumulative Distribution Function (CDF) respectively. Thus, the likelihood function for lifetime data including censored data can be obtained by multiplying three individual contributions as
Where D T denotes the lifetime data set, θ T is the parameter set.
3) PHYSICAL PERFORMANCE DATA
Reliability test data is much benefit in use for reliability estimation or risk assessment. However, it is the performance test data that is more frequently encountered in practical engineering. The reliability is defined as the capacity of a product or a system to perform its required functions under stated operating conditions for a specified period of time. Thus it could be quantitatively measured as the probability that certain kind of performance index exceeds a predefined threshold during a specific period time (e.g. crack size smaller than a certain value, velocity and acceleration keep within a fixed interval etc.). Thus we have
Where G t ij |β is the performance function which is controlled by a case-based parameter set β, and G T i is a predefined threshold. We transform all associated performance data into non-dimensional form as:
WhereḠ is the normalized performance index (in percentiles), G * is the non-dimensional factor. If the initial condition is set as a baseline, the performance function would begin with 100 percentiles. Given the data measurement error ξ i ∼ Normal 0, σ 2 [24] , the likelihood function for an individual data point
Where φ (·) is the PDF of the standard normal distribution.
If there are m i units tested at the same time point t i , i = 1, 2, . . . , n, the likelihood for the whole physical performance data set is derived as
Where D P denotes the physical performance data set and all relevant model parameters are included in the parameter vector θ P .
B. CONNECTION TO COMPOSING ELEMENTS
The system response usually has a connection with its components which is implied by the system structure function. Generally, the system reliability function can be modeled parametrically based on a particular structure function as
Where
are the reliability function and the PDF of system respectively. (l,k l ) is the structure function determined by the direct predecessors
denotes the parameters involved in the reliability or PDF function.
C. BAYESIAN SYNTHESIS FOR TWO PRIOR DISTRIBUTIONS
With a given prior, together with the likelihood derived in Eq. (2), (3) and (7), the parameter posterior can be obtained through a Bayesian updating procedure. However, the parameter prior distribution for a (sub)system level element may require additional consideration [22] . One hand, as depicted in Eq. (8), the (sub)system reliability is a function of parameters of its composing component elements. Extra constraint emerges as the reliability function is explicitly included in the likelihood function (such as Eq. (2)). This means that the parameters of lower-level elements induce prior information on the (sub)system level element parameters. On the other hand, we may have direct prior information about the (sub)system level elements. As a consequence, a coherent prior information integration/balance method is in required. Guo and Wilson [28] estimated the subsystem reliability posteriors using only subsystem level data through the BM method; Li et al. [39] integrated multiple priors for reliability estimation using a BM method. Guo et al. developed an iterative algorithm in [27] and extended their approach to aerospace system in [34] . For clarity, we illustrate the rationale of BM method briefly. The BM approach is proposed by Poole and Raftery [22] and applied pervasively throughout different domains, e.g., urban simulation [25] , spatial tracks [26] and reliability estimation [27] . For better illustration purpose, the TBM method is first demonstrated.
Consider a scenario that parameter θ and of a propagating model = M (θ) (suppose the reliability function Eq. (8), where M is the structure function, represents the system reliability and θ corresponds component element parameters) have independent prior distribution π (θ) and π ( ) respectively. These priors are derived directly on the basis of expert judgment/knowledge thus, they are called direct prior. The prior on θ induces an additional prior on through the relationship of = M (θ), which is denoted as π * ( ). This prior arises from the relationship between θ and thus it is named as induced prior. The basic idea of the BM method is by utilizing the pooling method one could cohere two prior distributions on the same quantity. The two pooling methods for combined prior construction that have received extensive study are linear pooling:
and logarithmic pooling:
Where π C ( ), π D ( ) and π I ( ) correspond to the combined prior, direct prior and induced prior respectively. A weighting coefficient α ∈ [0, 1] is assigned to balance the contributions of direct prior π D ( ) and the induced prior π I ( ). A major question of interest is how to choose the weighting coefficient α. French [23] argues that the choice is essentially arbitrary. Pole and Raftery discuss the choice of α in [22] and arbitrarily set it as 0.5 because they believe that the information about inputs and outputs are equally reliable. If data is abundant, the likelihood is strong enough to revise the bias of the priors. In other words, the likelihood is dominant and priors minimally affect the inference. This is demonstrated again by Guo and Wilson [28] . Different values of α (0.2, 0.4, 0.5, 0.6, 0.8, 0.9) are considered and it is found that the estimation results are not sensitive to α [28] . However, this is mainly because a non-informative prior adopted. Moreover, this assumption may not be suitable for an MLII system.
As mentioned before, the available data of system level is scarce so that a dominant likelihood cannot form. In addition, experts may have strong opinions, so the influence of the prior cannot be ignored. Hence, the weighting coefficient α plays an important role in the inference and special attention should be paid to the choice of α in an information imbalance scenario. We use a simple example to demonstrate this deficiency in traditional BM method.
Suppose that we have got a direct prior Beta (6, 2) on output quantity based on pre-model information, and the probability distribution induced by the prior on input quantity through propagation model is Beta (2, 6). It is assumed no likelihood is available-an extreme case of ''small samples size''. The estimation results by applying TBM for different pooling weights are summarized in Table 1 and presented in Fig. 3 for clarity. It is clearly seen that the estimation results are significantly affected by the choice of α. An arbitrary set pooling weight could not guarantee the accuracy and may be misleading. Our approach to this problem is also Bayesian. The main idea of this combination approach is that by setting the weighting coefficient α as one model parameter (actually hyper-parameter), α is also incorporated into the inference process. With a given prior (e.g. non-informative), the weighting coefficient α can be updated as well as the output parameter . Thus, α does not have to be set to a predefined value before the updating procedure, and the value automatically adjusts on the basis of accumulated knowledge. Addressing the issue above, an ABM approach is developed, which has the following form for logarithmic pooling (concerning the external Bayesian property [22] , the linear pooling is no longer used):
To implement the ABM method, the following MSIR algorithm is developed in Table 2 . Note that for the problem we are dealing with, there exists additional inconsistent information induced by the propagation model = M (θ). The Bayesian inference contains both ''updating'' procedure and ''melding'' procedure and it is not a standard Bayesian updating process. The likelihood function is not a standard one either. L 1 (θ) and L 2 (M (θ )) in Eq. (13) contribute to the ''updating'' procedure and are calculated based on the available data of input θ or output . Their contributions to the ''full likelihood'' are based on the available data of input θ or output (in terms of pre-model information [22] ). On the other hand, the π D ( i ) π I ( i ) 1−α j in Eq. (13) contributes to the ''melding'' procedure and is derived on the basis of the information induced from = M (θ). If we build all available information into a comprehensive likelihood function, the ''full likelihood'' should contain not only the explicit test data about the parameter of interest but also the implicit information about the chance that the expert prior judgement on input parameter or output parameter is true. Fig. 4 shows the information flow when implementing the ABM method in an uncertainty propagation problem. This proposal balances the contributions of the direct prior and the induced prior based on the updating result with quantitative measurements. The combined prior inherits the major beliefs of these two types of priors. This combination provides a comprehensive method for incorporating all available information to determine the weighting coefficient α.
We use the MSIR algorithm instead of other nonsample-based probability methodologies such as First Order Reliability Method (FORM) or Second Order Reliability Method (SORM) to implement the ABM because the computation cost of the MSIR algorithm is much lower when the dimension of θ grows. Considering each sample θ i is generated simultaneously, the total computation cost will not increase dramatically as the dimension of θ grows. Note that the additional computation cost caused by dimension expansion does not involve the calculation of propagation model M (which is usually more time-consuming in practical problems). The MSIR algorithm handles all sample realizations before the uncertainty propagation stage, thus it is supposed to be computation saved compared with FORM or SORM. We do not use the popular MCMC method because it requires code that may not be available to compute the analytic posterior distribution density. The propagation model = M (θ) is usually noninvertible in practical engineering. In such cases, a single value of the output vector may result from many different values of the input vector, hence, it will be virtually impossible to obtain π I ( ) analytically. By contrast, pooling can be implemented in a natural way via the MSIR algorithm but not with MCMC.
Our approach differs from other existing works mainly on the following aspects: (1) the weighting coefficient α is set as a nondeterministic parameter other than a fixed value in other works [27] , [28] , [34] , [39] , thus α does not need to be predetermined based on experts judgment, and is obtained through a unique Bayesian inference; (2) We build a comprehensive framework for heterogeneous data sets and multiple prior distributions, by contrast, different strategies are developed for scenarios with different model specifications in [27] and [34] ; (3) both subjective knowledge and experimental data are used to estimate α, which provides a more accurate result with less uncertainty.
D. BAYESIAN MODEL FOR MLII SYSTEM
Let S B , S T , and S P denote the sets of elements with binomial data, life time data, and physical performance data separately, and the joint likelihood function is derived by multiplying together the respective likelihood contributions of all available data sets as Eq. (14) L
Where θ includes all the parameters involved in the model. Given the combined prior distribution derived above, the Bayesian model for MLII system is obtained as
Where π (θ) is the joint prior distribution for system model parameters, and π θ D B , D T , D P is the joint posterior distribution of model parameters θ.
IV. NUMERICAL CASE FOR VALIDATION
A two level system cited in [28] , [29] is investigated here for demonstration and validation purpose, with the structure shown in Fig. 5 . As this system has been used to illustrate the BM method in [28] , it is benefit to highlight our contribution by comparisons between the estimation results of TBM and ABM. 
A. COMPONENTS MODEL SPECIFICATION
Three models are specified for components C1, C2 and C3 respectively. The prior distributions of model parameters are the same as in [28] , while different simulation data is used for case study. Specially, the logistic regression model is used for C1, and binary data of 25 units evaluated at each of the 11 time points is available. The Weibull distribution is adopted to model the lifetime of C2, and the data includes exact failure time for 25 units. Degradation model is considered for C3, and the data is collected for 20 units which are measured at each time point. These component data are shown in Table 3 . For prior distribution, most parameters are specified to follow non-informative prior distributions.
Based on the likelihood functions constructed for C1, C2 and C3, parameter posterior distributions are estimated with sample-based techniques such as MCMC method. The three reliability functions for C1, C2 and C3 are derived as (16) , (17) and (18) respectively. In this paper, a widespread open source Bayesian analysis software package Open-BUGS is employed to draw samples from the joint posterior distribution. 
B. SYSTEM RESPONSE
According to the system structure, the reliability function of the system is obtained as
Guo and Wilson [28] consider three scenarios of the system with different type of data, i.e. the Pass/fail data, the lifetime data and the degradation data of the system. However, the goal here is not to compare the influence of these three types of data on estimation result but to show the improvement in reliability analysis or parameter estimation of the ABM approach under non-ideal circumstance. Hence, we only consider the lifetime data at the system level. For mathematical convenience, the lifetime of system is assumed to follow an exponential distribution, thus it has only one parameter λ.
Three different scenarios are also investigated in this numerical case. Specially, scenario 1 has a flat direct prior and abundant data collection (50 samples). Scenario 2 has the same direct prior but the sample size reduces to 10, Scenario 3 has a much informative prior indicating a stronger expert opinion, while the data set is still limited (10 samples). For each scenario, the Crude Bayesian (CB) method, TBM method and ABM method are all adopted. The CB method does not incorporate any additional prior information, while the TBM method and ABM method do. It is supposed that the system reliability R 0 (t|λ) follows a beta distribution (beta(1, 1) or beta (15, 70) ) at a certain time (t = 20). According to the relationship between λ and R, an additional prior on parameter λ is derived. Thus, the combined prior is constructed taking into account the prior induced from components. Simulation data is used for this study, which is randomly generated by setting λ = 0.012 as ground truth, and all available information for these 3 scenarios are given in Table 4 .
For TBM method, different values of the weighing factor (α = 0.2, 0.4, 0.6, 0.8) are considered, which yield different combined priors.
C. RESULT ANALYSIS AND DISCUSSION
The parameter estimation results of the three scenarios are summarized in Table 5 , and the reliability prediction result is shown in Fig. 6 . Programs are designed and run in OpenBUGS software while figures are edited in MATLAB toolbox.
All three methods achieve satisfactory results under the ideal circumstances in scenario 1. It is found that the estimation results of TBM method and ABM method are not sensitive to the choice of weighting coefficient α, so the reliability prediction curves are almost undistinguishable (see Fig. 6(a) ). This is in accordance with the findings in [28] .
When the sample size gets smaller (from 50 to 10), the parameter estimation results are still acceptable but the two melding methods slightly outperform the CB method in precision. It is suggested that the two melding approaches perform better than the traditional approach when the dataset is limited. In this scenario, the estimation results vary slightly as the weighting coefficient α changes from 0.2 to 0.8. This is because the likelihood is less dominated than in previous scenario (the sample size of data size reduces from 50 to 10).
However, if experts have strong opinions and the available data are scarce (scenario 3), the estimation result of TBM method may be problematic (see in Table 5 , scenario 3). By contrast, the estimation result of ABM method still keeps relatively high precision (90%), even when the direct prior is biased (beta (15, 70) ). In such an unsatisfactory situation VOLUME 6, 2018 (biased direct prior with scarce data), the available data is not sufficient to construct a dominant likelihood, so the effect of prior on posterior is not negligible. In this way, the estimation result is sensitive to the weighting coefficient α and cannot be arbitrarily selected. By setting α as an uncertain variable, the ABM approach is able to update it and balances the contributions of the direct prior and induced prior in a flexible way (see in Table 5 , bold font).
In the TBM approach, the weighing factor α is set as a deterministic value. This is acceptable for most general cases where the estimation result is not sensitive to α. However, this is improper for an information imbalanced case where the likelihood is not dominated. The ABM method updates α together with other variables in the inference by setting it as a hyper-distribution parameter. In this manner, the component level information participate in the quantification of the weighting coefficient α and the information imbalanced problem is resolved in a comprehensive way. The result has better accuracy, even if the direct prior is biased.
V. A PRACTICAL ENGINEERING CASE
In this section, we implement the proposed ABM approach to a real life mechanical system. Fig. 7 shows the hierarchical structure of a Double Axle Driving Mechanism (DADM), which is used to erect the antenna of a satellite. This product contains two main parts, a Horizontal Driving Axle (HDA) sub-system and a Vertical Driving Axle (VDA) sub-system. Each of them can be further decomposed into three components, i.e. a Direct Current motor (DC motor), a Harmonic Wave Decelerator (HWD) device and a Driving Axle (DA)
A. MODEL SPECIFICATION
The reliability problem of interest is the motion precision of the DADM. Fig. 8 shows a network model of the propagation path of positioning error from the bottom components to the whole system response (Refer to the Appendix for detailed settings). The comprehensive positioning error at the antenna end is given as a propagation model in Eq. (20) .
Where θ h is the rotation angle of HDA, E vr , E vt are the radial error and rotational error of the VDA subsystem, E hr is the radial error of the HDA subsystem, l 1 and l 2 are the length of HDA and VDA respectively. We have direct priors on the three inputs (i.e. E vr , E vt and E hr ). Such priors are given on the basis of an evaluation of the assembling precision and tolerance grade of lower basic components, which induce prior on the output d (positioning error at the antenna end) through the propagation model. However, the direct prior of the output d, which is derived on basis of the statistical results of historical records of similar products, may not be consistent with the induced priors on d. On this occasion, the presence of inconsistent priors on the same quantity occurs. It is desirable to employ the proposed ABM approach to aggregate all available information in the stage of uncertainty propagation and reach an agreement for reliability assessment. To validate our proposal and illustrate its superiority, we first verify the ABM approach with test data and then compare the results with those of TBM method.
B. UNCERTAINTY QUANTIFICATION
Both TBM method and the proposed ABM method are applied to quantify the positioning error. To begin with, each 10 4 samples are initially generated for E vr , E vt and E hr . (θ h ∈ −30 • ∼ +30 • ). For the physical performance data sets, we use the T -test to check if the sample population follows a normal distribution. Fig. 9(a) shows the histogram and the non-parametric estimated PDF of these data. 3) The calculated sig = 1, is significantly greater than 0.5, thus there is no reason to reject the hypothesis ''the tested data follow a normal distribution'' As a conclusion, the normality of this group data is proved.
After the validation of the data set normality, we use 20 records (see in Fig. 10(b) ) as training data to update the propagation model, and then check the response predicted by the updated model with another 100 collected data. Fig. 10(c) shows the abilities of updated models to replicate one motion cycle of the experimentally obtained response (with 95% confidence interval) of these two models, with the initial model presented in blue curves for comparison. It can be seen that both updated models have replicated most responses of the system within the confidence bounds, but the updated model using ABM performs better than using TBM both in accuracy and uncertainty reduction.
To highlight our contribution, the estimation results of positioning error d before and after the ABM for a fixed θ h = 30 • are given in Fig. 11(a) . By contrast, we also simulate the posterior distributions with different pooling weights (α = 0.2, 0.4, 0.6, 0.8) using TBM, and these results are presented in Fig. 11(b). Fig 11(c) shows the priors and posteriors of the pooling weight α in the ABM, where α ∼ U (0, 1) is initially set considering no additional evidence is available. It is suggested that the most proper pooling weight α should be around 0.12, but it is hard to find this value in TBM before multiple simulations conducted. It should be noted that the setting α ∼ U (0, 1) is different with a predefined value α = 0.5. Setting α = 0.5 indeed indicates the direct prior and induced prior are equally reliable. Fig. 12 shows all samples of d derived by implementing the TBM and ABM via MSIR. A nonparametric PDF estimation is visualized in Fig. 13 , which fits the samples histograms well. It can be seen that the difference of distribution dispersity between initial model and updated TBM model is minor ( Fig. 13(a) vs. Fig. 13(b) ). But a shift in distribution peak occurs (though it is not significant in this case), which indicates that the bias in prior is revised. The direct prior and induced prior reach an agreement via Bayesian melding despite they are inconsistent originally. Fig. 13 (c) shows the estimation result using the ABM method. It is observed that the distribution is much more concentrated, indicating an uncertainty reduction in posterior distribution.
C. RESULT ANALYSIS
To quantify the improvement in estimation precision, we calculate the comprehensive deviation D of the initial model, updated model 1 (using TBM) and updated model 2 (using ABM) respectively. The comprehensive deviation D is calculated based on the following equation.
Where x i is the ith tested measurement value and d i is the corresponding predicted value calculated by the initial model, updated model 1 or updated model 2. The results are given in Table 6 . For the effect on uncertainty reduction, we calculate the width of 95% confidence interval by fixing the rotation angle as (−30 • , 0 • , +30 • ) respectively. The results are given in Table 7 . It can be seen that the comprehensive deviation D is reduced to 0.1401 by employing the ABM approach compared with 0.1472 when using TBM. In addition, the uncertainty reduction UR is calculated as 32.2%, 41.67% and 31.03% for the ABM approach compared with 15.25%, 14.58% and 15.52% for the TBM approach, where the UR is calculated as Eq. (22) . These results show that our approach outperforms the traditional approach both in accuracy and uncertainty reduction under biased prior or limited data, indicating a robust approach in information aggregation.
Where CI 1 and CI 2 are the lengths of confidence intervals before and after updating respectively. In the context of reliability assessment, the comprehensive positioning error is evaluated based on Eq. (20) and is shown VOLUME 6, 2018 in Fig. 14(a) . Given the precision threshold h, the reliability of antenna within one motion cycle is calculated as Eq. (23) and is intuitively depicted in Fig. 14(b) .
Where E (E vr , E vt , E hr ) is the input variables set, g (E) = h − d = 0 is the limit state equation, π [g (E) |D] denotes the posterior PDF and R n is the reliability region.
D. DISCUSSION
In this case, we have expert opinions on both components variables E vr , E vt , E hr and system response (positioning error d). The challenge in reliability assessment comes from the inconsistent priors in propagation model M . Since these two types of priors are given by experts in different domains and it is difficult to determine which one is more reliable, it is not reasonable to set a predefined pooling weight. By contrast, the ABM method provides a flexible way to combine multi-source information in the Bayesian framework. The result is in accordance with the obtained experiment data, indicating a successful proposal.
On the context of reliability computation, we implement the ABM via the MSIR algorithm instead of other popular reliability method (FORM, MCMC). This is because the computation cost of sample-based algorithm is more affordable than the analytical approximation (FORM, SORM) reliability method as the dimensions of limit state function increasing. In this case, we can simultaneously draw each N samples for E vr , E vt , E hr , which would not add much burden to computation. The difficulty with MCMC is the irreversibility of the propagation model, so it will be virtually impossible to obtain π I (φ) analytically. It is cumbersome to design a MCMC algorithm for this kind of situation, nevertheless, pooling can be implemented in a natural way via the MSIR algorithm but not in MCMC.
VI. CONCLUDING REMARK AND FURTHER WORK
This article proposes a Bayesian-based reliability approach, which is mainly focused on the reliability estimation of an MLII system. To deal with the issue brought by inconsistent information, a novel Bayesian melding method is developed to quantify the contribution of direct prior and induce prior. Our proposal performs better than the existing works in nonideal circumstance, which has much more value and brighter application prospect in practical engineering. The improved system reliability modeling will benefit system prognosis, warranty policy making as well as maintenance service planning. It provides a more reliable assessment of the system's health status with more accurate prediction of remaining useful life. Furthermore, better predictive maintenance policies can be established with less uncertainty.
It is noted that the cascading failure dependency and multistate system are not under consideration. A full Bayesian approach that investigates the cascading failure dependency in a multi-state hierarchical system would be under the consideration of future work. It will be interesting to compare the aggregation-based and the full Bayesian approaches in the future from different aspects such as computational complexity, modeling accuracy and precision, data availability and quality, etc.
APPENDIX
See Table 8 .
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