Hourly global solar radiation in a weather file is one of the significant parameters for improving building energy performance analyses using simulation programs. However, most weather stations worldwide are not equipped with solar radiation sensors because they tend to be difficult to manage. In South Korea, only twenty-two out of ninety-two weather stations are equipped with sensors, and there are large areas not equipped with any sensors. Thus, solar radiation must often be calculated by reliable solar models. Hence, it is important to find a reliable model that can be applied in the wide variety of weather conditions seen in South Korea. In this study, solar radiation in the southeastern part of South Korea was calculated using three solar models: cloud-cover radiation model (CRM), Zhang and Huang model (ZHM), and meteorological radiation model (MRM). These values were then compared to measured solar radiation data. After that, the calculated solar radiation data from the three solar models were used in a building energy simulation for an office building with various window characteristics conditions, in order to identify how solar radiation differences affect building energy performance. It was found that a seasonal solar model for the area should be developed to improve building energy performance analysis.
Introduction
To analyze building energy performance using building energy simulation programs, detailed simulation inputs, including building envelope characteristics, mechanical and electrical systems inputs of a targeted building, and appropriate weather files, are all necessary. Appropriate weather files include reliable weather parameter data measured from a location where a targeted building is located; this compilation includes hourly dry-bulb, wet-bulb, and dew-point temperatures; wind direction and speed; atmospheric pressure; and solar radiation. For solar radiation, most simulation programs generally require two of the following: global horizontal, horizontal diffuse, and direct normal solar radiation.
I g´c " A sin α´B (1)
Zhang and Huang Model (ZHM)
The Zhang and Huang Model (ZHM) [4] is a regression-type model that predicts global solar radiation using site-specific coefficients derived from the last three years of measured weather parameters in Beijing and Guangzhou, China, including global solar radiation, dry-bulb temperature, relative humidity, wind speed, and cloud amount. Equation (3) shows the calculation for this model. Since Busan, South Korea (N 35.1˝), is located between the latitudes of Beijing (N 39.9˝) and Guangzhou (N 23.1˝), these cities' site-specific coefficients were used to calculate the solar radiation in Busan. These were as follows: c 0 = 0.5598, c 1 = 0.4982, c 2 =´0.6762, c 3 = 0.02842, c 4 =´0.00317, c 5 = 0.014, d =´17.853, and k = 0.843. In addition, when the calculated solar radiation was lower than 0, the solar radiation was set to 0, according to the equation:
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Meteorological Radiation Model (MRM)
The meteorological radiation model (MRM) [5] developed by Kambezidis and Psiloglou is a mechanistic-type model that predicts global horizontal solar radiation and direct normal solar radiation on an hourly basis. In this model, meteorological data, including sunshine duration, cloud amount, dry-and wet-bulb temperatures, and atmospheric pressure are used for the predictions. This model forecasts global solar radiation for clear and overcast skies by calculating the conditions of atmospheric constituents that cause the absorption and scattering of extraterrestrial radiation on the way to the surface of the Earth. The MRM has a difficult calculation process, but its accuracy has been validated through various weather conditions in countries across Europe and Asia, such as the UK and Japan. Since the entire calculation process is too complicated for this research, only the main equations are shown here. For more detail, please see the study conducted by Psiloglou and Kambezidis [18] .
In this model, global solar radiation from a clear sky (I g-c ) can be predicted from the direct solar radiation from a clear sky (I b-c ), calculated by Equation (4) , and diffuse solar radiation from a clear sky (I d-c ) calculated by Equations (5)- (7) . Moreover, diffuse solar radiation (I d-c ) consists of circumsolar diffuse radiation, as calculated by a single-scattering model of molecules and aerosols (I ds-c ), and diffuse radiation reflected by the ground and backscattered by the atmosphere (I dm-c ).
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I g´c " I b´c`Id´c (8) In Equations (4) and (5) , I e is the normal extraterrestrial solar radiation; τ is the broadband transmission functions for water vapor (τ w ), Rayleigh scattering (τ r ), uniformly mixed gasses absorption (τ mg ), and aerosol total extinction (τ a ); and τ aa and τ as are the aerosol transmittance functions due to absorption alone and the aerosol transmittance due to scattering alone, respectively. In Equation (6) , α g and α s are the surface albedo and albedo of a clear sky, respectively. Similar to the previous formula, global solar radiation for an overcast sky (I g ) can be predicted from direct solar radiation for an overcast sky (I b ) as calculated by Equation (9) , and diffuse solar radiation for an overcast sky (I d ) as calculated by Equations (10)- (12) .
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In Equation (9) , T c is the cloud transmittance, and in Equation (10), k* is an empirical transmission coefficient according to the latitude of the area.
Global Solar Radiation Results Obtained Using the Three Solar Models
In order to compare the accuracy of the solar models to the calculated and measured global solar radiation, the statistical indices, mean bias error (MBE), root mean square error (RMSE), and t-statistics [19] were reviewed. Equations (14)- (16) show the equations for MBE, RMSE, and t-statistic, respectively. MBE can be used to determine the over or underestimation of the calculated solar radiation, and RMSE can be used to figure out the degree of dispersion of the calculated solar radiation against the measured solar radiation. However, it can be difficult to evaluate the adequacy of the solar models when using more than one index. For example, when the MBE and RMSE show conflicting results (i.e., a high MBE but low RMSE), it is difficult to evaluate the adequacy of the solar model. Thus, a t-statistic that uses both indices was employed to evaluate the solar radiation models in this study.
(16) Figure 1 presents the results of the calculated solar radiation using (a) CRM, (b) ZHM, and (c) MRM against the measured solar radiation, along with the MBE, RMSE, and t-statistic indices, and Figure 2 presents the solar radiation by measured and calculated using the three different solar models for a representative day in (a) summer and (b) winter. radiation, and RMSE can be used to figure out the degree of dispersion of the calculated solar radiation against the measured solar radiation. However, it can be difficult to evaluate the adequacy of the solar models when using more than one index. For example, when the MBE and RMSE show conflicting results (i.e., a high MBE but low RMSE), it is difficult to evaluate the adequacy of the solar model. Thus, a t-statistic that uses both indices was employed to evaluate the solar radiation models in this study. Figure 1 presents the results of the calculated solar radiation using (a) CRM, (b) ZHM, and (c) MRM against the measured solar radiation, along with the MBE, RMSE, and t-statistic indices, and Figure 2 presents the solar radiation by measured and calculated using the three different solar models for a representative day in (a) summer and (b) winter. As shown in Figure 1 , the calculated solar radiation using CRM tends to have an adequate degree of dispersion, but it is unsatisfactorily underestimated as compared to the measured solar radiation. The calculated solar radiation using ZHM tends to have an adequate degree of dispersion and As shown in Figure 1 , the calculated solar radiation using CRM tends to have an adequate degree of dispersion, but it is unsatisfactorily underestimated as compared to the measured solar radiation. The calculated solar radiation using ZHM tends to have an adequate degree of dispersion and average solar radiation as compared to the measured solar radiation, and the calculated solar radiation using MRM tends to have a unique distribution that has divergent predictions at high levels of solar radiation and inaccurate predictions at solar radiation levels under 300 W/m 2 . CRM's underestimation of the calculated solar radiation seems to be caused by using lower site-specific coefficients for the Busan area; MRM's divergent predictions of the calculated solar radiation seem to be caused by seasonal deviations. In sum, ZHM was the most appropriate solar model with a 0.4 t-statistic, followed by MRM (with a 6.2 t-statistic) and CRM (with a 30.6 t-statistic) throughout a single year, according to the t-statistics index.
In Figure 2a , MRM seems to have a closer tendency on an hourly basis to the measured solar radiation, followed by ZHM and CRM for a representative day in summer, and in Figure 2b , ZHM and MRM seem to have a closer tendency on an hourly basis to the measured solar radiation, followed by CRM for a representative day in winter. average solar radiation as compared to the measured solar radiation, and the calculated solar radiation using MRM tends to have a unique distribution that has divergent predictions at high levels of solar radiation and inaccurate predictions at solar radiation levels under 300 W/m 2 . CRM's underestimation of the calculated solar radiation seems to be caused by using lower site-specific coefficients for the Busan area; MRM's divergent predictions of the calculated solar radiation seem to be caused by seasonal deviations. In sum, ZHM was the most appropriate solar model with a 0.4 tstatistic, followed by MRM (with a 6.2 t-statistic) and CRM (with a 30.6 t-statistic) throughout a single year, according to the t-statistics index.
In Figure 2a , MRM seems to have a closer tendency on an hourly basis to the measured solar radiation, followed by ZHM and CRM for a representative day in summer, and in Figure 2b , ZHM and MRM seem to have a closer tendency on an hourly basis to the measured solar radiation, followed by CRM for a representative day in winter.
(a) (b) In this research, solar radiation was compared to facilitate a more detailed analysis of solar radiation prediction models. Table 1 shows the t-statistics of the monthly and annual solar radiation for each model. According to these monthly t-statistics, MRM was the closest to the measured solar radiation for the most months (January, February, March, April, June, July, August, September, and December), and ZHM was closest to the measured solar radiation for the other months (May, October, and November). These results are attributable to the weather parameters used in each solar model. CRM calculates solar radiation from only one weather parameter, cloud amount, but ZHM uses dry-bulb temperature, relative humidity, and wind speed, in addition to cloud amount. Moreover, MRM uses sunshine duration, dry-and wet-bulb temperature, and atmospheric pressure, along with cloud amount, so it reflects the influence of the absorption and scattering of solar radiation by the atmosphere.
From an analysis of annual solar radiation using t-statistics, ZHM was selected as the most appropriate solar model for the Busan area; however, from an analysis of the monthly solar radiation, the calculated solar radiation was found to have seasonal variations in extreme weather, such as summer and winter, as also shown in Figure 2a . Thus, a new solar model must be developed so that, in the future, these seasonal characteristics can be included. In this research, solar radiation was compared to facilitate a more detailed analysis of solar radiation prediction models. Table 1 shows the t-statistics of the monthly and annual solar radiation for each model. According to these monthly t-statistics, MRM was the closest to the measured solar radiation for the most months (January, February, March, April, June, July, August, September, and December), and ZHM was closest to the measured solar radiation for the other months (May, October, and November). These results are attributable to the weather parameters used in each solar model. CRM calculates solar radiation from only one weather parameter, cloud amount, but ZHM uses dry-bulb temperature, relative humidity, and wind speed, in addition to cloud amount. Moreover, MRM uses sunshine duration, dry-and wet-bulb temperature, and atmospheric pressure, along with cloud amount, so it reflects the influence of the absorption and scattering of solar radiation by the atmosphere.
From an analysis of annual solar radiation using t-statistics, ZHM was selected as the most appropriate solar model for the Busan area; however, from an analysis of the monthly solar radiation, the calculated solar radiation was found to have seasonal variations in extreme weather, such as summer and winter, as also shown in Figure 2a . Thus, a new solar model must be developed so that, in the future, these seasonal characteristics can be included. Since the final goal of this study was to develop a new solar model that would be appropriate for areas in South Korea in order to improve building energy performance analysis, a weather file required for running building energy simulation programs was created. In order to pack this weather file, the measured weather data for 2010, including hourly dry-bulb, wet-bulb, and dew-point temperatures, wind speed and direction, atmospheric pressure, and global horizontal solar radiation were collected from a weather station in Busan, South Korea (latitude N 35.1˝, longitude 129.02˝, altitude 69.6 m). However, there were no data for direct normal solar radiation from this weather station. Instead, they were calculated by applying the measured global solar radiation to Erbs equations [20] , shown in Equations (17)- (22) . Equation (17) is applicable when the clearness index (k T ) is lower than 0.22, Equation (18) is applicable when the clearness index (k T ) is between 0.22 and 0.8, and Equation (19) is applicable when the clearness index (k T ) is higher than 0.8.
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(2) Packing Actual Meteorological Year (AMY) weather files
Using the weather data obtained from the weather station and calculations mentioned above, an actual meteorological year (AMY) weather file was packed to build an energy simulation. In this study, four weather files were packed, each containing the same weather parameters, except for four different global solar radiation data (i.e., one was measured solar radiation, and the others were solar radiation calculated by CRM, ZHM, and MRM). The four weather files are summarized in Table 2 . To pack the AMY-formatted weather file, the packing procedures developed by the Lawrence Berkeley National Laboratory (LBNL), USA were applied [21] . In order to pack an AMY weather file, the DOE-2.2/eQUEST program requires two types of input files: TPE and INP. A TPE file contains
all of the weather parameter data mentioned above; an INP file contains characteristics information, including the year the weather data were measured, identification number of the weather station, local geometry information, such as latitude and longitude, monthly clearness index, and so on. Most importantly, an INP file requires the average monthly clearness index measured at the weather station. For this research, the average monthly data were calculated by the measured daily clearness index at the weather station in 2010. Using these two input files, the AMY weather files were packed by the DOE-2.1e program. 18 and 2418 CDD 10 . A ten story standard office building with 2323 m 2 of floor area on each floor was created. The input information for the building envelope is shown in Table 3 , and the HVAC systems are listed in Table 4 . The inputs for the tables were determined according to the following criteria: the thermal transmittance of the building envelope's components were set to be compliant with the "Design Standard Guideline for Building Energy Saving" [24] developed by the Korea Energy Agency (KEA), and the air infiltration rate was set according to suggestions made by the US Pacific Northwest National Laboratory (PNNL) [25] . Moreover, operational schedules proposed by the US National Renewable Energy Laboratory (NREL) [26] were applied to the simulation, including internal load, lighting and equipment power density, schedules for occupants, lighting, appliances, temperatures for heating and cooling systems, ventilation, and hot water heaters. As shown in Figure 3 , the office building was of a square type with even 28% window-to-wall ratio (WWR) in all directions. Next, in order to identify the effects of differences in the global solar radiation values determined by separate solar models on a standard office building's energy performance, several simulations were run after the following window characteristics were changed: solar heat gain coefficient (SHGC) and window-to-wall ratio (WWR). Initially, the window characteristics were set to 0.4 SHGC and 28% WWR in all directions. Then, the WWR was changed to 30% and 50%, and the SHGC was changed to 0.6 and 0.8. The variation range for the WWR was set to have maximum 50% because of the recommendation from the "Design Standard Guideline for Building Energy Saving" [24] for public office buildings, and the variation range for the SHGC was set to cover various type of windows from high reflective coating glass to uncoated clear glass, which have been installed in most office buildings in South Korea. All of the simulation cases were run using four different weather files with different global solar radiation levels, and the resulting building energy consumptions were compared and analyzed.
Analysis of an
(2) Results of the Building Energy Performance Analysis Figure 4 presents the annual energy consumptions for the standard office building using four different weather files after changing the SHGC and WWR. Figure 4a shows the annual energy consumptions simulated by the four different weather files when the WWR values were 30% and 50%, and the SHGC was 0.4; Figure 4b shows the annual energy consumption when the SHGC was 0.6; and Figure 4c shows the annual energy consumption when the SHGC was 0.8. Next, in order to identify the effects of differences in the global solar radiation values determined by separate solar models on a standard office building's energy performance, several simulations were run after the following window characteristics were changed: solar heat gain coefficient (SHGC) and window-to-wall ratio (WWR). Initially, the window characteristics were set to 0.4 SHGC and 28% WWR in all directions. Then, the WWR was changed to 30% and 50%, and the SHGC was changed to 0.6 and 0.8. The variation range for the WWR was set to have maximum 50% because of the recommendation from the "Design Standard Guideline for Building Energy Saving" [24] for public office buildings, and the variation range for the SHGC was set to cover various type of windows from high reflective coating glass to uncoated clear glass, which have been installed in most office buildings in South Korea. All of the simulation cases were run using four different weather files with different global solar radiation levels, and the resulting building energy consumptions were compared and analyzed.
(2) Results of the Building Energy Performance Analysis Figure 4 presents the annual energy consumptions for the standard office building using four different weather files after changing the SHGC and WWR. Figure 4a shows the annual energy consumptions simulated by the four different weather files when the WWR values were 30% and 50%, and the SHGC was 0.4; Figure 4b shows the annual energy consumption when the SHGC was 0.6; and Figure 4c shows the annual energy consumption when the SHGC was 0.8. When the windows had a low SHGC (i.e., 0.4), the annual energy consumption of the office building increased gradually by 19%, from 5200 MWh to 6400 MWh, according to increments of the WWR ranging from 30% to 50% (as shown in Figure 4a ), but when the windows had a higher SHGC (i.e., 0.6), the annual energy consumption of the building increased rapidly by 24%, from 6000 MWh to 7900 MWh, according to increments of the WWR ranging from 30% to 50% (as shown in Figure  4b ). In addition, when the windows had their highest SHGC (i.e., 0.8), the annual energy consumption of the building rapidly increased by 26%, from 6800 MWh to 9200 MWh, according to increments of the WWR ranging from 30% to 50% (as shown in Figure 4c ). Thus, this shows that the annual energy consumption of a building increases gradually as the SHGC increases, along with the effect of the particular increment of the WWR.
In addition, when the WWR was 30% and the SHGC increased from 0.4 to 0.6, the annual energy consumption of the building increased by 13%, from 5200 MWh to 6000 MWh. Moreover, the annual energy consumption of the building increased by 13%, from 6000 MWh to 6800 MWh, as the SHGC increased from 0.6 to 0.8. On the other hand, when the WWR was 50%, the annual energy consumption of the building increased by 19%, from 6400 MWh to 7900 MWh, and 14%, from 7900 MWh to 9200 MWh, as the SHGC increased from 0.4 to 0.6 and 0.6 to 0.8, respectively; this shows that the energy consumption decreases as the SHGC increases.
A comparison of the energy consumptions of the building according to the three different solar models showed the following results: when the SHGC and WWR were low (i.e., the SHGC was 0.4 and WWR was 30%), the percentage differences among the solar models were small, ranging from −0.6% to 4.0%. However, the percentage differences increased significantly, ranging from 4% to 8%, when the SHGC and WWR were high (i.e., the SHGC was 0.8 and WWR was 50%).
Next, in order to identify the most area-appropriate solar models for improving office building energy performance analysis, the monthly energy consumptions of the building according to the SHGC and WWR variations were analyzed. Tables 5 and 6 present the month-by-month percentage differences in energy consumptions between those predicted using solar radiation determined by the three different solar models and those determined using measured solar radiation. The values highlighted in grey in the table indicate the solar models that come closest to using measured solar radiation. Table 5 . Comparison of percentage differences (%) in office building energy consumptions using three different weather files when the WWR was 30% and the SHGC changed from 0.4 to 0.8 (the most accurate model is highlighted in grey). When the windows had a low SHGC (i.e., 0.4), the annual energy consumption of the office building increased gradually by 19%, from 5200 MWh to 6400 MWh, according to increments of the WWR ranging from 30% to 50% (as shown in Figure 4a ), but when the windows had a higher SHGC (i.e., 0.6), the annual energy consumption of the building increased rapidly by 24%, from 6000 MWh to 7900 MWh, according to increments of the WWR ranging from 30% to 50% (as shown in Figure 4b ). In addition, when the windows had their highest SHGC (i.e., 0.8), the annual energy consumption of the building rapidly increased by 26%, from 6800 MWh to 9200 MWh, according to increments of the WWR ranging from 30% to 50% (as shown in Figure 4c ). Thus, this shows that the annual energy consumption of a building increases gradually as the SHGC increases, along with the effect of the particular increment of the WWR.
SHGC
A comparison of the energy consumptions of the building according to the three different solar models showed the following results: when the SHGC and WWR were low (i.e., the SHGC was 0.4 and WWR was 30%), the percentage differences among the solar models were small, ranging froḿ 0.6% to 4.0%. However, the percentage differences increased significantly, ranging from 4% to 8%, when the SHGC and WWR were high (i.e., the SHGC was 0.8 and WWR was 50%).
Next, in order to identify the most area-appropriate solar models for improving office building energy performance analysis, the monthly energy consumptions of the building according to the SHGC and WWR variations were analyzed. Tables 5 and 6 present the month-by-month percentage differences in energy consumptions between those predicted using solar radiation determined by the three different solar models and those determined using measured solar radiation. The values highlighted in grey in the table indicate the solar models that come closest to using measured solar radiation.
The case with a 30% WWR illustrates that there were differences for each month, but the energy consumptions of the building determined through CRM (in June, July, August, September, October, and November) and ZHM (in January, February, March, April, May, and December) were the closest to using measured solar radiation in a low SHGC (i.e., 0.4), whereas the energy consumptions of the building determined through CRM (in January, February, March, April, November, and December) and MRM (in May, June, July, August., September, and October) were the closest to using measured solar radiation in a high SHGC (i.e., 0.8). In addition, the case with a 50% WWR shows that the energy consumptions of the building determined through CRM (in January, February, March, April, May, September, November, and December) were the closest to using measured solar radiation for most of the month in a low SHGC (i.e., 0.4), whereas the energy consumptions of the building determined through MRM (in April, May, June, July, August, September, October, November, and December) were the closest to using measured solar radiation in a high SHGC (i.e., 0.8). To sum up the results, CRM and ZHM were shown to be appropriate models for the office building when there were low WWR and SHGC, and MRM was comparatively better when the WWR and SHGC were high. This analysis of building energy consumption is also consistent with earlier results using calculated solar radiation obtained from the three different solar models. In calculations of global solar radiation using the solar models, ZHM (with a 0.4 t-statistic) was the most adequate, and MRM (with a 6.2 t-statistic) and CRM (with a 30.6 t-statistic) followed, according to the t-statistic. On the other hand, in the analysis of monthly solar radiation, MRM was the most appropriate model for most of the months (January, February, March, April, June, July, August, September, and December), and ZHM was best during the other months (May, October, and November). For hourly solar radiation, the solar radiation calculated by MRM was more proximate to the measured solar radiation, except when the solar radiation was below 300 W/m 2 ; ZHM showed the approximate average solar radiation, but had a higher degree of dispersion than MRM.
Due to the nature of building energy simulation programs that calculate energy consumption on an hourly basis, one can conclude from the above analyses that using MRM for building energy performance may be better for reducing errors than using ZHM. In addition, this research provides meaningful information regarding how important it is to accurately predict hourly fluctuations in solar radiation when attempting to improve building energy performance analysis.
Discussion and Conclusions
In this study, a quantitative comparative analysis of an office building energy performance was conducted using four different weather files containing hourly measured global solar radiation and hourly solar radiation calculated through three different solar models: CRM, ZHM, and MRM. The findings from this study can be summarized as follows:
(1) The hourly global solar radiation in Busan, South Korea in 2010 was calculated using three different solar models (i.e., CRM, ZHM, and MRM) and compared to the measured solar radiation. As a result, ZHM was selected as the most accurate model in this area, generally, but it showed significant differences from the measured data in extreme seasonal conditions, such as those that occur in summer and winter. Thus, the model should be improved by considering seasonal characteristics, which could be accomplished by using additional weather parameters, such as sunshine duration, atmospheric pressure, and so on (similar to those that were used in MRM). (2) In the office building energy performance, when the effect of global solar radiation was small (i.e., when the building had low SHGC and WWR), the differences in energy consumption between using the measured solar radiation and the solar radiation calculated from the solar models were small, ranging from´0.6% to 4%, but the differences increased up to 8% as the SHGC and WWR increased. (3) The most accurate solar models (according to changes in the SHGC and WWR) were as follows:
CRM and ZHM were shown to be the most accurate if the office building had low SHGC and WWR (i.e., 0.4 and 30%, respectively), and MRM was the most accurate in high SHGC and WWR (i.e., 0.8 and 50%, respectively). (4) Variations in the building energy simulation results could be caused by the weather parameters used in the solar models. CRM calculates global solar radiation using only one weather parameter, cloud amount, but MRM uses sunshine duration, dry-and wet-bulb temperatures, atmospheric pressure, and cloud amount to determine the influence of the absorption and scattering of the solar radiation in the atmosphere. (5) The analysis results imply the necessity of the following considerations when performing a building energy analysis using calculated solar radiation: it is important to predict solar radiation to have a closer tendency on an hourly basis to the measured solar radiation when applying it to building energy simulation programs, although more case studies should be considered in the future work, including varying other window characteristics, such as U-value and visible transmittance, etc., and other building envelope characteristics. In addition, to improve building energy performance analyses, the accuracy of calculated solar radiation should be improved through the consideration of seasonal characteristics. Therefore, a new solar model for South Korea that applies the findings from this study should be developed; it will improve future building energy performance analyses.
