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For example, a robotic vacuum cleaner which retails at 199USD can only cost about 60USD in bill of materials. The 60USD must contain all the hardware components, assembly costs, and typically packaging, manuals, and shipping. This constraint greatly limits the choices of the sensors, actuators, and amount of computation that will be available for the autonomous capabilities of the product. Due to this cost constraint, currently most robotic products which retail at a price acceptable to the consumers provide very limited autonomous functionality. For example, robotic vacuum cleaning products such as Roomba and the like perform random navigation for floor coverage and tactile sensing for collision detection and avoidance.
However, random navigation for floor cleaning is not efficient since it cannot guarantee complete coverage from wall to wall and from room to room at a reasonable power consumption. Random coverage cannot guarantee that the robot will be able to re" to a home location, e.g. a docking station for selkharging. Localization can enable a robot to perform complete coverage at a closeto-optimal power budget as well as allow it to navigate from room to room to perform its cleaning task and finally m u m back to its docking station for recharging. Combining cost constraints with requirements on product durability, reliability, power consumption, and expectations of autonomous capabilities creates a major challenge in creating successful products. This paper is organized as follows. Section Il highhghts some of the requirements that are placed on the technologies that are used for service robotics. Each requirement is thereafter addressed by proposing appropriate core technologies. Section In describes ERs object recognition system. This object recognition system is one component in a novel navigation system, which is described in Section IV.
A competitive set of core technologies for senrice robotics also requires a rich and flexible software architecture. Section V describes such an architecture. A few examples of product concepts, which are enabled by the proposed core technologies, are described in Section VI. Finally, Section Vll establish some concluding remarks.
REQUIRI~MENTS
The service robotics market imposes a complex set of requirements on potential products: it is a consumer market, so robots should he inexpensive, the market is highly competitive, so products should have a short time-tomarket. At the same time, robots need to provide services in an "intelligent" way, so they should he autonomous, adaptive, and able to interact with the environment. This paper describes a set of solutions for these requirements that have been developed at Evolution Robotics, Inc.
The price sensitivity of the market creates the need for the development of low-cost technologies. This is achieved first of all by basing the technologies primarily on hardware components that are relatively inexpensive, for example, cameras and lR sensors. Indeed, a web camera is two orders of magnitude less expensive than, e.g., a SICK"' laser range sensor.
In order for a robot to qualify as a service robot, it must also possess high level of autonomy. It must be able to operate within its environment with a minimum amount of user interaction. This is achieved by providing a robust navigation system containing mapping, as well as, localization capabilities.
Furthermore, to serve its purpose, a service robot must have the ability to interact with and make inference from its environment. A strong object recognition system satisfies both these requirements. By extracting relevant information from vision data, the service robot can make conscious and intelligent decisions based on interaction with the environment and people in the environment.
To be competitive, tbe core technologies for service robotics must also offer a sbon time-to-market, in that the time from a conceptual idea to a final product must be minimized. This translates into a requirement on the software platform used for development. The software platform should provide an architecture that is rich and flexible. The architecture should be designed in a way that allows the developer to reconfigure the hardware without rewriting more than a very small amnunt of code.
Some of the above requirements also imply that the core technologies must enable adaptivity of the system. For example, the navigation system must be able to deal with a changing environment.
ER VISION
The ER Vision object recognition system offered by Evolution Robotics is versatile and works robustly with low-cost cameras. It addresses the greatest challenge for object recognition systems, which is the development of algorithms that reliably and efficiently perform recognition in realistic settings with inexpensive hardware and limited computing power.
The object recognition system can be used in applications such as navigation, manipulation, human-robot interaction, and security It can be used in mobile robots to suppon navigation, localization, mapping, and visual servoing. It can also be used in machine vision applications for object identification and hand-eye coordination. Other applications include entertainment and education. The object recognition system provides a critical building block in applications such as reading children's books aloud, or automatically identifying and retrieving information about a painting or sculpture in a museum.
The object recognition system specializes on recognizing planar, textured objects. However, three-dimensional objects composed of planar, textured structures, or composed of slightly curved components, are also reliably recognized by the system. Three-dimensional deformable objects such as a human face cannot be handled in a robust manner.
The object recognition system can be trained to recognize objects using a single, low-cost camera. Its main strength lies in its ability to provide reliable recognition in realistic environments where lighting can change dramatically. The following are the two steps involved in using the Evolution Robotics' object recognition algorithm:
Training: Training is accomplished by capturing one or more images of an object from various viewpoints. For planar objects, only the front and rear views are necessary. For 3-D objects, several views, covering all facets of the object, are necessary.
Recognition: The algorithm extracts up to 1,ooO local, unique features for each object. A small subset of those features and their interrelation identifies the object. The object's name and its full pose up to scale with respect to the camera are the resultssf recognition.
The object recognition' algorithm is based on extracting salient features from an image of an object [6]. Each feature is uniquely described by the texture of a small window of pixels around it. The model of an object consists of the coordinates of all these features along with each feature's texture description. When the algorithm attempts to recognize objects in a new image, it first finds features in the new image. It then tries to associate features in the new image with all the features in the database of models. This matching is based on the similarity of the feature texture.
If many features in the new image have good matches to the same database model, that potential object match is refined. The refinement process involves the computation of an affine transform between the new image and the database model, so that the relative position of the features is preserved through the transformation. The algorithm outputs all object matches for which the optimized affine transform results in a small root-mean-square pixel error between the features found in the new image, and the corresponding affine-transformed features of the original model. Figure 1 shows the main characteristics of the recognition algorithm. The first row displays the two objects to be recognized and the other rows presents recognition results under different conditions. The main characteristics of the object recognition algorithm are summarized in the following list: aj hnoriant to rotation and affirie transfonnations: The object recognition system recognizes objects even if they are rotated upside down (rotation invariance) or placed at an angle with respect to the optical axis (affine invariance). See second and third row of Figure 1. b) hn~arianr to changes in scale: Objects can be recognized at different distances from the camera, depending on the size of the objects and the camera resolution. The reco,,gtion works reliably from distances of several meters. d ) Invariant to occlusions: The object recognition system can reliably recognize objects that are partially blocked by other objects, and objects that are partially in the camera's view. The amount of occlusions allowed is typically between 50% and 90% depending on the object and the camera quality. See fifth row of Figure 1 . e) Reliable recognition: The object recognition system has 80.95% success rate in uncontrolled senings. A 95-100% recognition rate is achieved in controlled settings.
The recognition speed is a logarithmic function of the number of objects in the database: i.e., the recognition speed is proportional to log (N), where N is the number of objects in the database. The object library can store hundreds or even thousands of objects without a significant increase in computational requirements. The recognition frame rate is proportional to CPU power and image resolution, For example, the recognition algorithm runs at 5 frames per second (fps) at an image resolution of 320x240 on an 85OMHZ Pentium III professor and 3 fps at 80x66 on a lOOMHz MIPS-based 32-bit processor.
Reducing the image resolution decreases the image quality and, ultimately, the recognition rate. However, the object recognition system allows for graceful degradation with decreasing image quality. Each object model requires about 40KB of memory.
IV. VSLAM Evolution Robotics' V~S U R~
Simultaneous Localiiation and Mapping ( v S L W ) system is robust and requires no initial map. It is the core navigation functionality of Evolution Robotics Software Platform (ERSPm ), and enables simultaneous localization and mapping using a low-cost camera and wheel encoders as the only sensors. Because a web camera is used instead of a SICK laser range sensor or other expensive range measuring device, the vSLAM technology offers a dramatic cost reduction. With vSLAM, a service robot can operate in a previously unknown environment to build a map and to localize itself in this map.
Relying on visual measurements rather than range measurements when building maps allows vSLAM to deal with cluttered spaces easily. Range-based SLAM techniques, involving laser scanners and similar devices, often fail in cluttered environments. The vSLAM algorithm handles dynamic changes in the environment well, including lighting changes, moving objects andor people, simply because it possesses such a wealth of information about the created landmarks. Figure 2 illustrates the inputs and outputs of vSLkM. The inputs to the algorithm are dead reckoning information (for example, wheel encoder odometry) and images acquired by a camera. The main components of vSLAM are Visual Localiiatioir, SLAM, and Lardinark Database. In the Visual Localization module the object recognition system described in Section III is used to d e h e new and recognize old natural landmarks. The landmarks are used for localization of the robot. In pmicular, when a previously defined landmark is recognized, a relative measurement of the robot pose is computed with respect to the pose of the robot when the landmark was first defined. Some related work is described in [61, [SI, 11 I1 In the SLAM module, the relative measurements are fused with odometry data to update the robot pose and the poses of all the landmarks. For related work, see for example 131, [SI, [71, [91, [IO] . The SLAM algorithm is developed to track multiple hypothesis, but also to maximize the robustness to dramatic disturbances such as kidnapping, which is the scenario where the robot is lifted and moved to a new location without notification. III the Landmark Database module information is stored and updated on the landmarks in the vSLAM map. For example, the unique identifiers are recorded, as well as estimates of the landmark poses and uncertainty measures of the estimates.
When entering a new area or environment, the robot can either load an existing map of that area, or immediately Stan creating a new map with a new set of landmarks.
During its operation, the robot will attempt to create new visual landmarks. A visual landmark is a collection of unique features extracted from an image. Each landmark is associated with an estimate of where the robot was located (the x, y. and heading coordinates) when the landmark was created. As the robot traverses the environment it continues creating new landmark and correcting its odometry as necessary, using these new landmarks and a corresponding map.
"SLAM is constantly improving the robot's knowledge about its environment. For example, new landmarks are automatically created if the robot is mobile for too long without recognizing any known landmarks in its database.
This enables the robot to constantly refine its understanding of its environment and increase its confidence in where it is located.
In order to understand the limitations of vSLAM, it is necessaq to understand the different steps that rake place in the vSLAM algorithm. i) Assign a unique landmark number to the features, and add this landmark to the previously created landmarks. ii) Initialize the landmark pose based on odomehy information. 4) Return to step 1. Note that, if the environment does not contain a sufficient amount of visual features, then steps 3a through 3c will never he executed. Hence, no landmark will be created and no visual measurements will he computed. vSLAM will still produce pose estimates, but the estimates will he exactly what is obtained from wheel odometry. This scenario is rarely experienced, hut is most likely to happen in environments that are free from furniture, decorations, and texture.
The vSLAM algorithm is typically good at detecting and correcting for kidnapping. Note that dramatic slippage and collisions may he considered as kidnapping events and must he handled by any reliable navigation technology. "SLAM recovers quickly from kidnapping once the map has become dense with landmarks. Early in the mapping procedure, is it very important to avoid kidnapping and disturbances in general. Figure 3 shows the result of vSLAM after the robot has traveled around in a typical two-bedroom apartment. The robot was driven around along a reference path (this path is unknown to the SLAM algorithm). The vSLAM algorithm builds a map consisting of landmarks marked with blue circles in the figure. The corrected robot path, which uses a combination of visual features and odometty, provides a robust and accurate position determination for the robot as seen by the red path in the figure. V. EVOLUTION ROROTICS SOFTWARE ARCHITECTUKE The Evolution Robotics Sojhvare Plafjorin provides basic components and tools for rapid development and proto-typing of robotics applications. The sofnvare architecture, which is the infrastructure and one of the main components of ERSP, addresses the issue of short product development cycles (time-to-market). The design of ERSP is modular and allows applications to use only the required portions of the architecture. Figure 4 shows a diagram of the software structure: and the relationship among the software, operating system, and applications.
There are fiw main blocks in the diagram -three of them, Applicurions, OS & Drivers, and 3Td PurIy Sofitlore correspond to extemal components to the ERSP. The other two blocks correspond to subsets of ERSP the core technology libraries (left-band-side block) and the implementation libraries (center block). The core technology libraries consist of the followine comoonents:
I .
Architecture: The Architecture component provides a set of Application Programmer's Interfaces (MIS) for integration of all the software componenis with each other, and with the robot hardware, The infrastructure consists of MIS to interact with the hardware, to build task-achieving modules that can make decisions and control the robot, to orchestrate the coordination and execution of these modules, and to control access to system resources. The three primary components of the Architecture are the Hardware Absrruction h y e r (HAL), the Behavior Execurim lnyer (BEL), and the Tusk Exerurion layer (TEL). Vision: The Vision Apls correspond to the object recognition algorithm described in Section El. Navigation: The Navigation AF' Is provide mecbanisms for controlling movement of the robot. These APIs provide access to modules for mapping, localization (described in Section IV), exploration, path planning, obstacle avoidance, occupancy grid mapping, target following, and teleoperation control. Interaction: The Interaction APIs support building user interfaces for applications with graphical user interfaces, voice recognition, and speech synthesis. The architecture is composed of three layers and corresponds to a mixed architecture in which the two first layers follow a behavior-based philosophy [I], 121 and the third layer incorporates a deliberative stage for planning and sequencing [4] . The implementation libraries use the interfaces defined by the architecture to implement the three layers of the architecture for particular hardware and purposes.
The first layer, HAL, provides interfaces to the hardware devices and low-level opemring sy.stem (OS) dependencies.
This assures portability of Architecture and application programs to other robots and computing environments.
At the lowest level, HAL interfaces with device drivers, which communicate with the hardware devices through a communication bus. The description of the resources, devices, busses, their specifications, and the corresponding drivers are managed through configuration files based on Extensible Markup Language (XML).
The second layer, BEL, provides infrastructure for development of modular robotic competencies, known as behaviors, for achieving tasks with a tight feedback Imp such as following a trajectory, tracking a person, avoiding an object, etc. Behaviors are the basic, reusable building blocks on which robotic applications are built. BEL also provides techniques for coordination of the activities of behaviors, for conflict resolution, and for resource scheduling. Behaviors are organized into a behavior network to achieve more complex goals, such as avoiding obstacles while following a target. Behavior networks are executed synchronously at a rate set by the user.
BEL defines a common and uniform interface for all behaviors and the basic protocols for interaction among the behaviors, as well as the order of execution for each behavior in a behavior network. The user has the flexibility of selecting the communication ports and the data mnsference protocols between behaviors, as well as deciding the internal computation in the behavior. A typical behavior network would contain a number of sensory behaviors and a number of actuation behaviors. The sensory behaviors' outputs are fed as inputs to the actuation behaviors, which then control the robot according to the sensory data. By analyzing the flow of behavior inputs and outputs, the Behavior Manager automatically orders the execution of behaviors in the network so that sensory behaviors execute before actuation behaviors. The coordination of behaviors is transparent to the user.
Finally, the third layer, TEL, provides infrastructure for developing goal-oriented tasks along with mechanisms for the coordination of task executions. Tasks can run in sequence or in parallel. Execution of tasks can also be triggered by user-defined events. Events are conditions or predicates defined on values of variables within BEL or TEL. Complex events can be defined by logical expressions of basic events.
While behaviors are highly reactive, and are appropriate for creating robust control loops, tasks me a way to express higher-level execution knowledge and coordinate the actions of behaviors. Task can run asynchronously using event triggers or synchronously with other tasks. Timecritical modules such as obstacle avoidance are tsically implemented in the BEL, while tasks implement behaviors that are not required to run at a fixed execution rate. Tight feedback loops for controlling the actions of the robot according to perceptual stimuli (presence of obstacles, detection of a person, etc.) are typically implemented in the BEL. Behaviors tend to be synchronous and highly data driven. E L is more appropriate to deal with complex control flow which depends on context and certain conditions that can arise asynchronously. Tasks tend to be asynchronous and highly event-driven.
VI. PRODUCT CONCEPTS
The product conceptualization is the step that takes a given technology and designs an application for it. This section describes a few product concepts enabled by the technologies described in this paper. The described concepts are:
. The use of object recognition for command and con-. The use of vSLAM for efficient vacuuming by robotic An important capability of a service robot is its ability to interact with people in a natural, friendly, and robust manner. Traditionally, speech-based interaction has been the natural choice in a variety of designs. However, the shortcomings of speech recognition in terms of recognition robusmess and accuracy with respect to user location renders this technology to be unreliable for robotic applications. Therefore, we propose the use of vision-based object recognition to communicate a command to the robot. Commands are issued by showing predefined cards to the robot. The described robusmess of the algorithm makes it an excellent technology for reliable recognition of the cards.
The idea of commanding a robot with cards was initially prototyped with Evolution Robotics ER2" robots. However, the idea is now productized in the latest version trol of robots vacuum cleaners in the next generation of service robots. They succeed in satisfying the typical requirements on service robotics: lowcost. short time-to-market, reliability to perform in real world settings.
The basic requirement is that these technologies have to he low cost to be employed in service robots. At tbe same time, these technologies must enable the products to have a short time-to-market and provide the products "intelligent" features.
The proposed technologies have been developed at Evolution Robotics. The cost requirement is achieved by leveraging on low-cost hardware components like cameras and IR sensors.
. ER Vision: The object recognition system gives the robot an ability to interact with and make inference from its environment.
. vSLAM The vision-based navigation system makes it possible for a robot to simultaneously build a map and localize itself in the map. In particular, the vSLAM technology does not require an initial map, but builds a map from scratch.
. E R S P The proposed software architecture addresses the issue of of short product development cycles. The Evolution Robotics Software Platform provides basic components and tools for rapid development and prototyping of robotics applications. The design of ERSP is modular and allows applications to use only the required portions of the architecture. lt is designed in a way that allows the developer to reconfigure the hardware without rewriting more than a very small amount of code. of Sony's ATBO" robotic-dog, the ERS-7. This robot is 
VII. CONCLUSIONS
We have described three core technologies developed by Evolution Robotics that we constitute key components Robotics and Aulomution, washington, DC, USA, m y , 2002. 
