In this paper, the statistical theory of shape for ordered nite point con gurations is studied. A general, invariant based, approach for de ning shape and nding its density is developed. Some examples, that have been possible to compute analytically, are given, including both a ne and positive similarity shape. Projective shape and the related projective invariants are important topics in computer vision and have been assigned a section of their own.
Introduction
In many disciplines (technology, science, biology, etc), one often encounters a need to describe geometrical shapes. This is usually done by extracting a con guration of feature points, that are characteristic for the object at hand. Once these points have been extracted, they have to be treated collectively, and not as individual points. Moreover, when talking about shape, the location and orientation in space is in general irrelevant, which means that one should not distinguish between con gurations that can be transformed into each other by rotations and translations. Often there are other immaterial properties at hand, like for example scaling. To treat this quantitatively, a parametrisation of point con gurations is needed, that only bother about essential properties, 'the shape' in the application at hand. What is meant by 'essential' can often be described in terms of a group of transformations, by identifying objects that can be transformed into each other by the group.
When using such parametrisations of shape in practice, one soon encounters the problem of how uncertainties in the measurements of individual feature points a ect the shape parameters. This is the subject of the present study, i.e. to device a general, abstract, method for parametrisation of shape, taking only relevant information into account, and to investigate the statistical density of the shape parameters given the statistical density for the individual points of the con gurations.
As an example of a speci c eld of applications, let us mention computer vision. For instance, when deriving the structure of a 3D-scene from a sequence of 2D-images, one often has little or none calibration information about the cameras. Fortunately, cf Spa95], it is still often possible to derive structure information, but only up to some class of transformations, i.e. a situation similar to the one described above. The algorithms for this only use some kind of shape data, with respect to some group of transformations. This means that the data needed by the algorithms consists of shape parameters, which are 'packages' of measurement parameters. To analyse the stability and robustness of such algorithms, the densities of these shape parameters are needed. This application is in fact the main motivation for this study.
Another computer vision application of the result of this paper, is model based recognition. Then a data base is built containing e.g. a ne or projective shapes of a number of model objects. The recognition problem consists of matching measured image features to the right model object. To do this, shapes are computed from image data. Knowing the densities of shape, this can be done in a rm way, using quantitative hypothesis testing.
In this paper we will outline a general framework for shape. The result will be explicit parametrisations of shape spaces together with formulas for the density of shape, given as integrals. The general theory will be illustrated by a number of examples of a ne, projective as well as positive similarity shape.
The pioneer in the study of shape along these lines is Kendall, cf Ken89] , who dealt with the case of positive similarity transformations. Bookstein, cf Boo86] , introduced variables for size and shape to treat this problem when all feature points belongs to a plane. The density for the shape variables was later computed in MD89] , where the feature points were assumed to be normally distributed.
In computer vision, density of a ne shape has been studied in GHJ92], Wer93] and Hey95]. In GHJ92], the uncertainty of the a ne coordinates of a planar four point con guration is treated. In Hey95] a rst order approximation is used to compute the density of the a ne shape to a planar four point con guration, when the points are normally distributed. A similar method is used in Wer93] .
Densities of projective shape have been studied in st96] and May93], where the exact density for the cross ratio for four points on a line is computed.
The approach of the present paper uses an abstract setting, which makes it possible to cover all these situations simultaneously. In still more abstract setting, similar ideas can be found in Amb90].
2 Shape of nite ordered point con gurations
In this section, we will de ne a general notion of shape of nite point con gurations. To begin with, we introduce some terminology. Let C n m be the set of ordered m-point con gurations X = (p 1 ; p 2 ; : : : ; p m ) in R n , where p i 2 R n is the coordinate vector of point number i in X. Thus, there is a natural isomorphism between C n m and R mn . As topology on C n m , we will use the one inherited from R mn .
Let G be a group of transformations C n m ! C n m . By the G-orbit of X 2 C n m is meant the set fY jY = g(X); g 2 Gg: We write X Y, when X and Y are in the same orbit. For a group G of transformations R n ! R n , let G m be the group of product transformations, C n m ! C n m , de ned by g(X) = (g(p 1 ); : : : ; g(p m )); when X = (p 1 ; : : : ; p m ) 2 C n m and g 2 G:
For our applications, this is the most usual situation, i.e. the same transformation is applied to all points of the con guration. By abuse of language, we write G instead of G m .
For the geometric applications we are interested in, the following terminology is convenient.
De nition 2.1. Let According to Klein, in his Erlanger-program, geometry is the study of properties of geometric objects, which are invariant with respect to some class of transformation. This point of view ts with De nition 2.1, as is also illustrated by the following examples.
Example 2.1. Let G be the group of nonsingular Euclidean transformations, acting on C n m . Euclidean invariants are distances between points in the point con gurations. The orbits consist of con gurations that are congruent, in the sense of classical Euclidean geometry.
Example 2.2. Similarity geometry for triangles. Consider C 2 3 , which may be identi ed with the triangles in the plane. Let G be the group of similarity transformations R 2 ! R 2 , the group generated by rotations, translations and scalings. Then g 2 G can be written g(x) = Rx + t; where > 0, R is a 2 2 rotation matrix and x and t are two 2 1 matrices.
If we only consider the dense open subset U C 2 3 , consisting of con gurations whose points not are collinear, the orbits of U can be parametrised by ordered triples ( 1 ; 2 ; 3 ) of inner angles of some triangle in each orbit. This comes from the fact that this triple is invariant to rotation, scaling and translation. Hence, ( 1 ; 2 ; 3 ) is a similarity invariant.
The remaining set C 2 3 n U consists of point con gurations, where all points lie on a line. From a probabilistic point of view, when dealing with densities in L 1 (C 2 3 ), these cases are uninteresting, as they form a set of measure zero. We now turn to the main question, to de ne densities on shape spaces. Observe that the density of shape depends on the parametrisation of shape, which can be chosen in many ways. This seems to bring in an ambiguity. Also the parametrisation of G can be done in many ways. The following theorem clari es the rate of ambiguity.
Theorem 3.1.
1. The density of shape is independent of the parametrisation of G. is a C 1 -di eomorphism and pB 2 h is easily seen to be the identity onB 2 . By making a change of variables h, in D( ; 2 ), we get
The chain rule implies
which proves the theorem. The second statement in Theorem 3.1 means that the dependence of is illusory. In fact, the formula says that if we integrate over a set in s(U) the result will be independent of the speci c choice of parametrisation of shape . Usually
A is an open dense subset of some Euclidean space and then the integration can be performed over the whole space instead of A, since the complement is just a closed set of measure zero.
Remark. For Then h is a C 1 -di eomorphism and since g a0 2 G, this implies that p B h is the identity on B. By using h as a change of variables in D(j det g 0 a0 j g a0 ; ), the theorem is proved.
As a consequence of Theorem 3.2, neither scaling nor translation of the density 2 L 1 (C n m ), a ect the density of a ne or positive similarity shape.
4 Density of a ne and similarity shape
We will now focus on the a ne and positive similarity groups of transformations.
Theory
Let us start with a parametrisation of C n m as in De nition 3.1, when m n + 2 and G is the group of a ne transformations.
Proposition 4.1. Let 2 L 1 (C n m ) be a density function for C n m , where m n + 2, and let G be the group of nonsingular a ne transformations R n ! R n with the parametrisation g : A 3 a = (fy ij g; ft k g) ! g a ( ) = fy ij g( ) + ft k g 2 G; det fy ij g 6 = 0;
where fy ij g is an n n matrix, ft k g is an n 1 matrix and A R n 2 R n . It is easily seen that ful lls De nition 3.1. All that has to been done then is to compute the functional determinant of 0 . The details are left to the reader.
Examples and applications
In this section we will give some examples where the density of shape is possible to compute analytically. We will also show how our framework can be used for a solution of Sylvesters problem. The density function can be found in Figure 4 .3. as a parametrisation of shape, it is possible to compute the density of shape in closed form, though some e ort is needed. This computation is possible for almost all X 2 C 2 4 . The density of a ne shape, given as an integral, is D( ; )(x 1 ; x 2 ) = j1 ? x 1 jj1 ? x 2 j Z jdet(A)j (y; x)dy and when computed, it turns out to be a piecewise rational function in R 2 , (see Section 6 for the formula). By Theorem 3.2, the result is independent of the side lengths of the rectangle and/or translation. (To check this hypothesis was in fact a starting point for this study.) We are now able to disprove it. In fact, the relation between the two parametrisations is x 1 = u u ? 1 ; dx 1 = ? u (1 ? u) 2 du;
x 2 = v 1 + v ; dx 2 = 1 (1 + v) 2 dv: Using Theorem 3.1, the density with respect to the (u; v)-parameters can be computed from that for (x 1 ; x 2 ). The tedious computations are done in Section 6.2, and shows that the hypothesis is false, i.e. that the density is not uniform. Example 4.6. Sylvester: What is the probability that four points, randomly drawn according to a uniform density function in a rectangle, form a convex set?
By convex here we mean that no point belongs to triangular region spanned by the others. Since convexity is a property, that is invariant under a ne transformations, we can use the density of a ne shape to solve this problem. 5 Density of projective shape
In this section, we will derive a parametrisation for C n m , as in De nition 3.1, when m n + 3 and G is the group of nonsingular projective transformations C n m ! C n m . There are also important projective invariants that however are not complete, i.e. not shape. Below, we will use the parametrisation of a ne shape as described in Proposition 4.1, to deduce densities for these.
Let P n be the projective space, coming from R n by adjoining points at in nity, and let G be the group of nonsingular projective transformations P n ! P n . Then, ifC n m is the set of n-point con gurations in P n , the space of orbits C n m =G is called the projective shape space. As before, let s :C n m !C n m =G; be the natural projection. We call s(X) the projective shape ofX 2C n m . We will now try to nd a parametrisation of projective shape and a parametrisation of G, when m n + 3. Since the probability functions are in L 1 (C n m ), the points at in nity are irrelevant and it is enough to consider only C n m . It will then be necessary to cut down G a little in order not to send points to in nity. P n can be identi ed with R n+1 n f0g, by identifying two points x 1 ; x 1 2 R n+1 n f0g if x 1 = x 2 , for some 6 = 0 . It is customary to embed R n in R n+1 by identifying R n with points (x 1 ; : : : ; x n ; 1) 2 R n+1 . The same is done forC n m .
Set B = R n(m?n?2) and let : B 3 fx ij g ! ? I1x ; (6) be a parametrisation of shape forC n m , when m n + 3. Here I is the (n + 1) (n + 1) identity matrix,1 a (n + 1) 1 matrix with entries1 i = 1, andx a matrix with entriesx ij = x ij for i n andx (n+1);j = 1. Let G 0 G, be the subset of G, consisting of transformations, not sending points to in nity. As a parametrisation of G 0 , we choose g : A R n 3 (y; u) ! g(y; u) 2 G 0 ; (7) where A = y det fy ij g 1 : :
is dense and open and fy ij g is a n (n + 1) matrix. In order to de ne g, let Since P n+1 1 u j = 1 and y = y for 2 R n f0g and y 2 P n , this shows that this is a parametrisation of U. As a dense open subset we can choose V = A (u; x) k(x; u) ?1 6 = 0; u j 6 = 0; j = 1; : : : ; n + 1 ; (10) where A is given by (8). For n > 1, the same argument holds, but the notation gets more complicated.
can now be used to obtain a density of shape as in De nition 3.2. A di erence from before, is that we do not integrate over all of G. However, GnG 0 applied to the image (B) give points that are not in the domain of L 1 (C n m )n.
We state this parametrisation of U C n m as a theorem.
Theorem 5.1. Let 2 L 1 (C n m ), m n+3, be a density function, a parametrisation of projective shape, de ned as in (6) and let G 0 be the set of nonsingular projective transformations (B) ! C n m , parametrised as in (7). Then, if is given by (9), the density of projective shape is given by
Remark. When n = 1 and m = 4, we get the density for the well known cross ratio of four points on a line.
Closely related to projective shape are projective invariants. These are invariant under nonsingular projective transformations. However if X and Y have di erent projective shape, that is they do not belong to the same orbit, they need not necessarily have di erent projective invariants. Thus, projective invariants carry, in general, less information than projective shape and in these situations they are said to be not complete. The cross ratio is one example of a projective invariant, which also happens to be projective shape, that is a complete invariant. As noted above, we have already obtained a density in this case, by setting m = 4 and n = 1 in Theorem 5.1. More generally, almost all X 2 C n n+3 C n n+3 can be transformed by some some nonsingular projective transformation to I 0 1 x 0 1 1 x n+1 2C n n+3 ; and quotients q ij = x i =x j are projective invariants . If it is enough to consider only one such projective invariant at a time, we can take the way around density of a ne shape to obtain densities of these. We will describe this into some detail below.
Let be a parametrisation of a ne shape for C n n+3 , de ned as in Proposition 4.1, i.e.
: R n R n 3 (x; y) ! ? I 0 x y 2 C n n+3 : Embed (R n ; R n ) inC n n+3 as above and multiply (x; y) from the left by a nonsingular projective transformation P 1 , to obtain P 1 (x; y) = I 0 x y 0 1 1 ? P n 1 x i 1 ? P n 1 y i 2C n n+3 :
Assume that the density for the variables (x; y) is known, that is the density of a ne shape D( ; ). Then, it is possible to compute the density for the variables x i , y i , x n+1 = 1 ? P n 1 x i and y n+1 = 1 ? P n 1 y i . Hence for all x in a dense open subset U R n there exists a nonsingular projective transformation P 2 , such that P 2 P 1 (x; y) = I 0 1 z 0 1 1 z n+1 2C n n+3 ;
where z i = y i =x i , i = 1; : : : n and z n+1 = (1 ? P n 1 y i )=(1 ? P n 1 x i ). Quotients of these z i are now projective invariants, and it is seen that there are n independent such invariants. It is also seen that there are two types of quotients -those that do not include z n+1 and those that do. We call the rst type A and the latter type B. The densities for these types is the content of the next theorem. Lemma 5.3. If 2 L 1 (R n ) is a density function, then the density function for x ij = x i =x j and x k := x k , k 6 = i; j, is given bỹ = Z fjx j jdx j a:e::
Moreover~ 2 L 1 , where f : R n ! R n , is de ned by f k (x) = x k for k 6 = i and f i (x) = x ij x j .
Proof. We need only consider the two dimensional case, that is to nd P(x i =x j < x ij ):
It is easily seen that this probability is We now focus on the cross ratio of four points on a line. Densities for this ratio have been computed before, for the situation when the points are normally and independently distributed with identical means and deviations, May93]. For the situation of uniform density for the points, see st96]. The appearances of these two densities are very similar and there are in fact many features for the cross ratio that generally apply when the points are distributed with the same densities. For example, the density of the cross ratio is symmetric with respect to x = 1=2, which was pointed out in May93], and it is also easy to see that the density tends to in nity at x = 0 and x = 1. In fact, we have the The right hand side of this inequality can be made arbitrarily large by choosing 1 small and d large. Since (x) ~ (x) almost everywhere on U and~ is continuous, the theorem is proved for a neighbourhood of x = 1. The situation x = 0 is treated in the same way. For di erent means m j , j = 1; 2; 3; 4, it does not seem possible to obtain a closed form solution of D( ; ). The density can be given as a one dimensional integral though, which has to be evaluated numerically. 
Examples

Computation of Example 4.4
We now turn to the computations of Example 4.4. They are rather messy and are done by dividing the integration into di erent cases according to when the integrand becomes zero. A lot of cases appear, but the amount of computing can be reduced by symmetry and certain changes of variables.
First note that D( ; )(x 1 ; x 2 ) = D( ; )(x 2 ; x 1 ) and that it is su cient to compute D( ; ) in the triangle T = f(x 1 ; x 2 )j ? 1 x 1 x 2 1g:
In fact, if for example D( ; )(x 1 ; x 2 ) = j1 ? x 1 jj1 ? x 2 j (x 1 ; x 2 ) 0 x 1 x 2 1; then D( ; )(x 1 ; x 2 ) = j1 ? x 1 jj1 ? x 2 j (1=x 1 ; 1=x 2 )x ?3 1 x ?3 2 1 x 2 x 1 ; which is seen by the change of variables y 11 := y 11 =x 1 D( ; )(x 1 ; x 2 ) = ?f?45x 2 5 x 1 2 ? 408x 1 3 x 2 3 + 36x 2 2 x 1 4 + 3x 1 6 x 2 4 + 2x 1 6 x 2 6 + ?3x 1 6 x 2 5 + 11x 1 3 x 2 6 + 2x 2 6 + 423x 1 3 x 2 2 + 6x 1 2 x 2 6 + 3x 1 x 2 6 ? 198x 1 3 x 2 + 3x 1 5 x 2 6 + 6x 1 4 x 2 6 ? 18x 1 x 2 5 + 33x 1 3 ? 6x 1 x 2 3 + 3x 2 4 + 9x 1 x 2 4 + 36x 1 2 x 2 2 ?120x 1 2 x 2 3 +153x 1 2 x 2 4 ?3x 2 5 +165x 1 3 x 2 4 ?66x 1 3 x 2 5 ?120x 1 4 x 2 3 + 153x 1 4 x 2 4 ?45x 1 4 x 2 5 ?6x 1 5 x 2 3 +9x 1 5 x 2 4 ?18x 1 5 x 2 5 g=(216(?1+x 2 ) 5 x 1 3 (?1+x 1 ) 2 ):
