Abstract. We consider co-rotational wave maps from Minkowski space in d + 1 dimensions to the d-sphere. Recently, Bizoń and Biernat found explicit self-similar solutions for each dimension d ≥ 4. We give a rigorous proof for the mode stability of these self-similar wave maps.
Introduction
Let (M, g) be a Riemannian manifold with metric g. Wave maps on (d+1)-dimensional Minkowski space (R 1,d , η) arise from the geometric action principle
as solutions u : R 1,d → M of the corresponding Euler-Lagrange equation. The wave maps action is a rich source for interesting nonlinear relativistic field theories that play an important role in mathematical physics, e.g. as models for Einstein's equation or in the description of ferromagnetism. Furthermore, wave maps are prototypical examples of geometric wave equations that attracted a lot of interest from the PDE community, see e.g. [32, 23, 31, 29, 24, 28, 12, 13] for some recent contributions to the large-data problem.
In this paper we restrict ourselves to the special case M = S d . By choosing standard hyperspherical coordinates on S d and spherical coordinates on Minkowski space, one may consider so-called co-rotational maps u : R 1,d → S d which are of the form u(t, r, ω) = (ψ(t, r), ω), where ω ∈ S d−1 . Under this symmetry assumption the wave maps equation reduces to the single semilinear wave equation see [5] . In the case d = 3, Eq. (1.1) admits the explicit self-similar solution ψ T (t, r) = 2 arctan r T − t ,
where T > 0 is the blow-up time [30, 34] . Based on numerics [3] , ψ T is conjectured to describe the generic blow-up profile. The nonlinear asymptotic stability of ψ T was rigorously proved in [14, 20, 9] , see also [17, 15, 18, 19, 16] for similar results related to other equations. In the case d ≥ 4, Bizoń and Biernat [1] discovered the explicit self-similar solution
In the same paper, it is conjectured that this solution exhibits a stable blowup pattern and numerical evidence is provided in support of this conjecture. In the present paper we address the stability question for self-similar solutions and we rigorously prove the mode stability of the Bizoń-Biernat solution (1.2) for all d ≥ 3.
Mode stability problem
The problem of mode stability can be formulated for explicit self-similar solutions coming from a non-linear radial wave equation of the general form
Therefore, we describe it in this more general context.
2.1. Self-similar solutions. Equations of the type (2.1) have the natural scaling
Therefore, self-similar solutions to (2.1) have the form
where a positive parameter T is allowed due to the time translation symmetry of (2.1). By inserting the ansatz (2.2) into (2.1) we get an ordinary differential equation for f ,
Therefore, if a solution to equation (2. 3) has a non-vanishing derivative at zero, it provides an example of a solution to equation (2.1) that develops a singularity as t → T − . Since the breakdown happens at (T, 0), and due to finite speed of propagation, we are interested only in solutions in the backward light-cone of the blow-up point (T, 0), which corresponds to ρ ∈ [0, 1]. Consequently, we restrict our attention to solutions of (2.3) that are smooth on [0, 1].
2.2.
Mode stability. Let ψ T (t, r) = f r T − t be a self-similar solution (a family of solutions, to be precise) to (2.1), for some f ∈ C ∞ [0, 1], that exhibits a finite time blow-up at t = T . Our aim is to analyze the stability of this solution.
Due to the self-similarity of ψ T , it is convenient to introduce the similarity coordinates τ = − log(T − t) and ρ = r T − t . (2.4) Equation (2.1) is thereby transformed into
where φ(τ, ρ) = ψ(T − e −τ , ρe −τ ). Note that in the coordinates above, the problem of stability of finite time blow-up (t → T − ) is transformed into an asymptotic stability (τ → ∞) problem. Following standard methods, we look for solutions to (2.5) of the type
By inserting the so-called mode ansatz (2.6) into equation (2.5) and linearizing in u λ we get a generalized eigenvalue equation
where
By admissible solutions 1 to (2.7) we mean the ones that belong to C ∞ [0, 1], and call them mode solutions. Consequently, a non-zero mode solution u λ to (2.7) with Re λ ≥ 0 is called an unstable mode, and the corresponding λ is called an (unstable) eigenvalue.
As a matter of fact, due to the freedom of choice of the parameter T , equation (2.7) has an unstable mode solution that corresponds to λ = 1. Indeed, if we write (2.1) as N (ψ) = 0, (2.9)
1 Strictly speaking, one needs to justify why only smooth solutions are expected to be relevant here. To this end, a suitable well-posedness theory for equation (2.5) is required. This issue will be addressed in a forthcoming publication. For the moment we rely on the experience with wave maps in dimension d = 3, cf. [14, 20, 9] .
then due to the existence of the one parameter family of solutions ψ T to (2.9) we have
Hence, for λ = 1, equation (2.7) has the mode solution
which we call the symmetry mode. For this reason, the symmetry eigenvalue λ = 1 does not correspond to a "real" instability of the solution ψ T , and we are therefore led to the following definition.
Definition 2.1. The solution ψ T (or f ) is said to be mode stable if u 1 is the only unstable mode.
We now state our main result.
is mode stable.
The case d = 3 is treated in [9] . However the method developed in [8] gives rise to a much shorter proof which we include at the end (see §5). Furthermore, we remark that the spectral problem (2.7) is truly non-selfadjoint, i.e., it cannot be transformed to a standard self-adjoint SturmLiouville problem (see [8] for a discussion on this). Consequently, standard methods do not apply. Also, the method developed in [8] is not directly applicable in the general case, when the dimension d is not fixed. For that reason, an improvement of that method is required in order to account for the additional parameter, d.
The supersymmetric problem
For the further analysis it is convenient to "remove" the eigenvalue λ = 1. More precisely, we wish to formulate a dual problem to (2.7) that contains all its unstable eigenvalues except for λ = 1, and then prove non-existence of unstable eigenvalues for the new problem. We derive the dual problem by a suitable adaptation of a well-known procedure from supersymmetric quantum mechanics, which we briefly describe here.
3.1. Interlude on SUSY quantum mechanics. Consider the Schrödinger operator H = −∂ 2 x + V on L 2 (R) with some nice potential V and suppose there exists a ground state f 0 ∈ L 2 (R) ∩ C ∞ (R), i.e., f ′′ 0 = V f 0 . Assume further that f 0 has no zeros. Then one has the factorization
By interchanging the order of this factorization, one defines the SUSY partnerH of H, i.e.,H := QQ * . Explicitly, the SUSY partner is given bỹ
is called the SUSY potential. The point of all this is the following. Suppose λ is an eigenvalue of H, i.e., Hf = Q * Qf = λf for some (nontrivial) f . Applying Q to this equation yields QQ * Qf = λQf , i.e.,HQf = λQf . Thus, if Qf = 0, i.e., if f / ∈ ker Q, then λ is an eigenvalue ofH as well. Obviously, we have ker Q = f 0 and thus, if λ = 0 is an eigenvalue of H, then it is also an eigenvalue ofH. Moreover, 0 is not an eigenvalue ofH for if this were the case, we would have either QQ * f = 0 for a nontrivial f , i.e., f ∈ ker Q * or Q * f ∈ ker Q. The former is impossible since ker Q * =
The latter is impossible since rg Q * ⊥ ker Q. In summary, H has the same set of eigenvalues as H except for 0.
3.2. The Supersymmetric problem. We now implement a version of this procedure to derive the so-called supersymmetric problem corresponding to (2.7). It is convenient to write d = 2m + 1, i.e., m is half-integer. Furthermore, we assume that the symmetry mode (2.10) has no zeros in (0, 1). Then, by the s-homotopic transformation
By letting
and clearly −v ′′ 1 + V 1 (ρ)v 1 = 0, where v 1 (ρ) is gotten from (2.10) and (3.1) for λ = 1. For simplicity, we denote
By settingṽ
and applying ∂ ρ − w to both sides of (3.4) we get
Note that
Then (3.6) becomes
Now, after changing variables again tõ
is transformed into what we call the supersymmetric problem
with the supersymmetric potential
3.3. Eigenvalue correspondence. For general functions f and g, the symmetry eigenvalue λ = 1 is not necessarily removed by passing to the supersymmetric problem. However, in the specific case of the non-linearity
and of the Bizoń-Biernat solution
the set of unstable eigenvalues for both problems is the same except for λ = 1. From (2.8) we obtain the mode potential
Note that, in this case, the symmetry mode is
which has no zeros in (0, 1). Furthermore, following the general procedure in the previous section, we obtain the supersymmetric potential
Proposition 3.1. If λ = 1 is an unstable eigenvalue of the problem (2.7) with V given in (3.11), then λ is also an unstable eigenvalue of the problem (3.9) withṼ given in (3.13).
Proof. Let λ = 1 be an unstable eigenvalue of (2.7). The sets of Frobenius indices of (2.
Note that through the transformations (3.1), (3.5) and (3.8) u λ becomes a solutionũ λ to the supersymmetric problem (3.9). It remains to prove that u λ is also analytic. From (3.1) it follows that v λ (ρ) ≃ ρ 1+m as ρ → 0 + , and
as ρ → 1 − . Also, from (3.1) and (3.12) it follows that
as ρ → 1 − . Finally, the transformation (3.8) gives
14)
The fact that the Frobenius indices of the supersymmetric problem (3.9) at ρ = 0 are 2 and −2m − 1 and (3.14) imply thatũ λ is analytic at ρ = 0. On the other side, the Frobenius indices of (3.9) at ρ = 1 are 0 and m − λ. This together with (3.15) and the fact that the expansion ofũ λ (ρ) at ρ = 1 contains only integer powers imply thatũ λ is analytic also at ρ = 1.
In the case when m − λ is a non-negative integer, the same procedure as above gives the analyticity ofũ λ at ρ = 0. At ρ = 1, however, we have u λ (ρ) ≃ (1 − ρ) m−λ as ρ → 1 − . Then the procedure above leads tõ u λ (ρ) ≃ (1−ρ) m−λ as ρ → 1 − , and the analyticity ofũ λ at ρ = 1 follows.
Absence of eigenvalues for the supersymmetric problem
In the rest of the paper we let d = k + 2. The supersymmetric problem (3.9) with potential (3.13) now becomes This theorem together with Proposition 3.1 implies the main result Theorem 2.2. Also, this theorem implies that the symmetry eigenvalue λ = 1 is indeed removed by passing to the supersymmetric problem.
To get a better insight into the analyticity properties of solutions to equation (4.1) it is convenient to introduce a change of both independent and dependent variable
2) This transformation brings (4.1) to Heun's equation in its canonical form [26] y ′′ + 1 2
Note that the analytic solution to (4.1) at 0 is of the formũ λ (ρ) = v(ρ 2 ) for some function v analytic at 0. Therefore, (4.2) preserves the analyticity of solutions at 0 and 1, and consequently, equations (4.1) and (4.3) have the same set of eigenvalues.
Although only one step in complexity beyond the hypergeometric class of special functions, the Heun class is much more diverse and our understanding of them is still at an unsatisfactory level. In particular, the general connection problem for these equations is unresolved. Therefore, in the rest of the paper we use a different approach to connecting analytic solutions at 0 and 1. Namely, starting with the power series representation of the solution to (4.3) that is analytic at x = 0, we determine its analyticity properties at x = 1 from the asymptotic behavior of its Taylor coefficients. The approach in [9] exploits the relationship between the recurrence relation for the Taylor coefficients and continued fractions, an idea which is quite old and has been used in different contexts, see e.g. [22, 25, 6, 2] . However, in this paper we take a different route, analogous to the one in [8] , and rely entirely on a carefully constructed approximate solution (quasi-solution) to the recurrence relation. We then use the quasi-solution to prove that for any λ in the closed right half-plane (which we from now on denote by H) the radius of convergence of the power series is 1. For k ≥ 2, this implies non-analyticity of the solution at x = 1, and therefore rules out the existence of unstable eigenvalues of (4.3).
The Frobenius indices of equation (4.3) at x = 0 are 0 and −2 − k 2 , so its normalized analytic solution at x = 0 is given by the power series
By inserting (4.4) into equation (4.3) we obtain a recurrence relation for the sequence of coefficients {a n (λ, k)} n∈N 0
where a −1 = 0 and a 0 = 1, or written differently
and B n (λ, k) = (λ + 2n + 3)(λ + 2n + 2) 2k(n + 2)(2n + k + 8) .
We now let 6) and thereby transform (4.5) into
with the initial condition
Recall that non-existence of unstable eigenvalues of (4.3) (and therefore Theorem 4.1) is implied by lim n→∞ r n (λ, k) = 1 for all λ ∈ H. Indeed, if lim n→∞ r n (λ, k) = 1, then (4.4) can not be analytically extended through x = 1. First, we show that the following dichotomy holds.
Lemma 4.2. Given λ ∈ H and integer k ≥ 2, either
the characteristic equation associated to (4.5) is
As the solutions to (4.10) (t = 1 and t = −1/k) have distinct moduli, by a theorem of Poincaré (see, for example, [21] , p. 343, or [4] ), either a n is zero eventually in n, or lim n→∞ a n+1 (λ, k)/a n (λ, k) exists and it is equal to either 1 or −1/k. Now, for a fixed λ and k, a n (λ, k) cannot be zero eventually in n, since by backward induction from (4.5) one would get a 0 = 0, hence the claim follows.
Our aim is to come up with an approximationr n (λ, k) to r n (λ, k), which is simple while being uniform in λ and k. We then use the quasi-solution method 3 to prove that r n (λ, k) eventually enters (and stays in) a small neighborhood of 1. Via Lemma 4.2, this implies the main result of this section Theorem 4.1.
We found it convenient to separate our analysis into two cases, k ≥ 3 and k = 2.
Case k ≥ 3. As we already mentioned, the reasoning in [8] does not directly apply here since we face the extra challenge posed by an additional parameter, k. Therefore, in order to obtain a simple enough quasi-solution a non-trivial improvement upon the process given in [8, §4.1] is required, and we describe it in §6.1; the quasi-solution is
which turns out to be close enough to r n for the purpose of proving (4.8).
Lemma 4.3. r 2 (λ, k) and (r n (λ, k)) −1 for n ≥ 2, are analytic in H as functions of λ.
Proof. Every r n (λ, k) is a ratio of two polynomials in λ of degrees 2n + 2 and 2n, with integer valued coefficients depending on k. The denominator of r 2 (λ, k)
The quasi-solution method allows one to determine the properties of a solution to a dynamical system by using an approximation to it (called quasi-solution) that closely emulates its dynamics. This method has been successively employed in the context of nonlinear ordinary differential equations [7, 10, 11] and more recently in difference equations [8] .
andr n (λ, k) for n ≥ 2, considered as polynomials in λ, are Hurwitz-stable i.e., all of their zeros are in the (open) left half-plane, which can be straightforwardly checked by, say, the Routh-Hurwitz criterion or its reformulation by Wall (see [35] ). The conclusion follows. Now, let
Substitution of (4.12) into (4.7) leads to the following recurrence relation for δ n ,
. (4.14)
Lemma 4.4. For any k ≥ 3, n ≥ 2 and λ ∈ H the following estimates hold
Proof. The proof is analogous to the proof of Lemma 3.4 in [8] . Since the process is the same for all three quantities, we illustrate it on C n only.
Lemma 4.3 and (4.14) imply that C n is analytic (in λ) in H. Also, being a rational function in λ, C n is evidently polynomially bounded in H. Hence, according to the Phragmén-Lindelöf principle 4 , it suffices to prove that (4.17) holds on the imaginary line.
To that end, we first bring C n+2 (λ, k + 3) to the form of the ratio of two polynomials P 1 (n, λ, k) and P 2 (n, λ, k) (note the shift in the values of n and k). Then, for t real, |C n+2 (it, k + 3)| 2 is equal to the quotient of two polynomials,
In order to show that |C n+2 (it, k + 3)| ≤ , for all n, k ≥ 0 and t real, all we need is to show that
When expanded, (k + 15) 2 Q 2 − [12(k + 3)] 2 Q 1 has manifestly positive coefficients (as a polynomial in t, k and n), and the variable t appears with even powers only. Thus, (4.17) holds on the whole imaginary line, and the result follows.
Proof of the Theorem 4.1 for k ≥ 3. From (4.13) and Lemma 4.4, a simple inductive argument in n implies that
, for all n ≥ 2, k ≥ 3, and λ ∈ H. (4.18)
Since for any fixed k ≥ 3 and λ ∈ H, lim n→∞rn (λ) = 1, (4.12) and (4.18) exclude the possibility of (4.9). Hence, (4.8) holds in H, and the claim follows.
Case k = 2. We first give the analogues of Lemmas 4.3 and 4.4 in this case.
Lemma 4.5. For n ≥ 4, r 4 (λ, 2) and (r n (λ, 2)) −1 are analytic in λ ∈ H.
Lemma 4.6. For any n ≥ 4 and λ ∈ H, the following hold
The proofs are similar to those of Lemmas 4.3 and 4.4.
With these lemmas at hand, we obtain Theorem 4.1 for k = 2 similarly to the case k ≥ 3.
Case d = 3
In this case (k = 1) the eigenvalue equation (4.3) becomes
Note that now, in addition to x = 1, x = −1 is a singular point of (5.1) which also lies on the unit circle around x = 0. Therefore the radius of convergence of the power series of a solution analytic at x = 0 is 1 regardless of the behavior of the solution at x = 1. However, this can be easily remedied by a suitable Möbius transformation of the independent variable (see [2, §3] ). Namely, z = 2x x + 1 fixes x = 0 and x = 1, moves x = −1 to infinity and maps x = ∞ to z = 2. This transformation, along with
leads to a Heun equation
which is isospectral to (5.1) while being amenable to the method in [8, §3] . We therefore only sketch the proof that (5.2) does not have unstable eigenvalues; we use the notation of the present paper.
The Taylor coefficients of the normalized analytic solution to (5.2) at z = 0 satisfy (4.5) with A n (λ) = 12n 2 + (8λ + 56)n + λ 2 + 20λ + 56 8n 2 + 52n + 72 , B n (λ) = − 4n 2 + (4λ + 12)n + λ 2 + 6λ + 8 8n 2 + 52n + 72 and the initial condition (a −1 = 0, a 0 = 1). We let r n (λ) = a n+1 (λ)/a n (λ) as in (4.6) . By Poincaré's theorem we conclude that, given λ ∈ H, either lim n→∞ r n (λ, k) = 1 or lim n→∞ r n (λ, k) = 1/2. Now, we use the recipe in [8, §4.1] to construct a quasi-solutioñ r n (λ) = λ 2 8n 2 + 33n + 28 + 5λ 5n + 16 + 5n + 6 5n + 13 .
With δ n (λ), ε n (λ) and C n (λ) as in (4.12) and (4.14) we have:
Lemma 5.1. For n ≥ 1, r 1 (λ) and (r n (λ)) −1 are analytic in λ ∈ H.
Lemma 5.2. For any n ≥ 1 and λ ∈ H, the following hold
The proofs are similar to those of Lemmas 4.3 and 4.4. From here it follows that for every λ ∈ H, lim n→∞ r n (λ, k) = 1 and the non-existence of unstable eigenvalues to (5.2) is established.
6. Appendix 6.1. Description of how to obtain the quasi-solution. Due to the fact that r n (λ, k) is a ratio of two polynomials (in λ) whose degrees differ by two (the numerator has larger degree), we look for approximations that are quadratic in λ. Then, to obtain the three coefficients (as expressions in n and k) of such polynomial, we generate three sequences {r n (0, k)} n∈N , [r n (1, k) + r n (−1, k) − 2 r n (0, k)]} n∈N . The terms of all three of these sequences are ratios of two polynomials in k whose degrees differ by one (the denominator has larger degree). Therefore for all three of them we look for approximations that are reciprocals of linear polynomial in k, with coefficients in n. This is done by finding linear minimax polynomial approximations 5 to the reciprocals of (6.1) and fitting rational functions in n to the coefficients.
