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Abstract
In this paper we consider the family of -divergence test statistics, T ,Sn , for the problem of symmetry in I × I contingency tables
whose asymptotic distribution is chi-square with I (I − 1)/2 degrees of freedom and we propose a moment-corrected -divergence
test statistic in order to improve the accuracy of the chi-square approximation of the distribution of T ,Sn under the hypothesis
of symmetry.
© 2006 Elsevier B.V. All rights reserved.
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1. Introduction
Let X and Y denote two categorical response variables, X and Y having I levels. When we classify subjects on both
variables, there are I 2 possible combinations of classiﬁcations. The responses (X, Y ) of a subject randomly chosen
from some population have a probability distribution. Let pij = P(X = i, Y = j), with pij > 0, i, j = 1, . . . , I and
we denote by p = (p11, . . . , pII )T the joint distribution of X and Y . We display this distribution in a rectangular table
having I rows for the categories of X and I columns for the categories of Y . Consider a random sample of size n,
(X1, Y1), . . . , (Xn, Yn) from (X, Y ) and we denote by
Nij =
n∑
l=1
I{i,j}(Xl, Yl),
the number of times (out of n) that (Xl, Yl) = (i, j), l = 1, . . . , n. A particular result of Nij is denoted by nij , i.e., nij
represents the observed frequency in the (i, j)th cell for (i, j) ∈ I × I with∑Ii=1∑Ij=1nij = n.
The classical problem of symmetry consists of testing
H0 : pij = pji i, j ∈ I × I versus H1 : pij = pji (1)
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and was considered for the ﬁrst time by Bowker [6], who used the Pearson’s statistic
X2 =
∑
i,j
i<j
(nij − nji)2
nij + nji (2)
which for large n has a chi-square distribution with I (I − 1)/2 degrees of freedom. Later other statistics have been
introduced on the statistical literature to solve this problem. For example, Tomizawa [14] proposed two kinds of
measures to represent the degree of departure from symmetry and later [15] a generalization of these measures, but he
did not present any test for symmetry. The state-of-the-art of this problem can be seen in [5,1,3] and references therein.
If we denote by p∗ = (p∗11, . . . , p∗II )T where p∗ij = (pij + pji)/2, the problem of testing given in (1) can be written
in the following way:
H0 : p = p∗ versus H1 : p = p∗ for some (i, j) ∈ I × I . (3)
Wedenote by p̂=(p̂11, . . . , p̂II )T, p̂ij=Nij /n the unrestrictedmaximum likelihood estimator ofp andby (n11, . . . , nII )
a particular result of (N11, . . . , NII ). The random vector N = (N11, . . . , NII ) follows a multinomial distribution with
parameters n and p = (p11, . . . , pII )T. The maximum likelihood estimator of p, under the null hypothesis H0, is given
by p̂∗ = (p̂∗11, . . . , p̂∗II )T where
p̂∗ij =
p̂ij + p̂j i
2
, i = 1, . . . , I .
Note that with this notation the test statistic introduced by Bowker and given in (2) represents the Pearson’s distance
between the estimated probability vectors p̂ and p̂∗ multiplied by 2n, i.e.,
X2 ≡ 2nDPearson (̂p, p̂∗) = 2n
I∑
i=1
I∑
j=1
1
2
p̂∗ij
(
1 − p̂ij
p̂∗ij
)2
. (4)
But this “Pearson’s distance” is a particular case of the -divergence measures introduced independently in [2,8].
The -divergence between two probability distributions p = (p11, . . . , pII )T and q = (q11, . . . , qII )T is deﬁned
as follows:
D(p, q) =
I∑
i=1
I∑
j=1
qij
(
pij
qij
)
,  ∈ ∗, (5)
where ∗ is the class of all convex functions  : [0,∞) → R ∪ {∞}, such that at x = 1,(1) = 0,′′(1)> 0, and at
x = 0, 0(0/0) ≡ 0 and 0(p/0) ≡ limu→∞(u)/u. For every  ∈ ∗ that is differentiable at x = 1, the function
(x) ≡ (x) − ′(1)(x − 1)
also belongs to ∗. Then we have D(p, q)=D(p, q), and  has the additional property that ′(1)= 0. Because the
two divergence measures are equivalent, we can consider the set ∗ to be equivalent to the set
 ≡ ∗ ∩ { : ′(1) = 0}.
For more details about -divergence measures see [12].We can observe thatX2 can be obtained from the -divergence
considered in (5) with (x) = 12 (x − 1)2 i.e., X2 = 2nD(̂p, p̂∗).
Menéndez et al. [9] considered, for testing (1), the -divergence test statistic deﬁned by
T
,S
n = 2n
′′(1)
D(̂p, p̂∗) = 2n′′(1)
∑
i =j
(
p̂ij + p̂j i
2
)

(
2p̂ij
p̂ij + p̂j i
)
, (6)
whose asymptotic distribution is chi-square with I (I − 1)/2 degrees of freedom.
For (x) = 12 (x − 1)2 in T ,Sn we get the Pearson’s statistic considered in [6] and for (x) = x log x − x + 1 the
classical likelihood ratio test.
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Based on the asymptotic distribution of T ,Sn , if the sample size is large enough, one can use the 100(1 − )
percentile, 2I (I−1)/2,, of the chi-square distribution with I (I − 1)/2 degrees of freedom, deﬁned by the equation
Pr(2I (I−1)/22I (I−1)/2,) = , to propose the decision rule:
“ Reject H0, with a signiﬁcance level , if T ,Sn > 2I (I−1)/2,” . (7)
In the cited paper [9] simulation study was presented to show that there are some test statistics in the family T ,Sn
that perform better than the classical likelihood ratio test or Pearson’s statistic in relation to the level as well as to
the power.
If we denote by FE (x) the exact distribution function of the -divergence test statistic T
,S
n and by F2
I (I−1)/2
(x)
the distribution function of a chi-square random variable with I (I − 1)/2 degrees of freedom we have, based on the
asymptotic distribution of T ,Sn ,
F

E (x) = F2I (I−1)/2 (x) + o(1), n → ∞, (8)
independently of the function  under consideration.
In ﬁnite samples Eq. (8) can be assumed to hold approximately in order to calculate critical regions for tests based
on T
,S
n .
In this paper we introduce a family of corrected -divergence test statistics, CT ,Sn , based on T
,S
n , in order to
improve the approximation to FE . This new family of test statistics, CT
,S
n , has a corrected chi-square distribution for
which the mean and variance agree with the mean and variance of a chi-square distribution with I (I − 1)/2 degrees
of freedom, i.e., we obtain in Section 2, a and b in such a way that
E
[
T
,S
n − a√
b
]
= I (I − 1)/2 + O(n−1)
and
V
[
T
,S
n − a√
b
]
= I (I − 1) + O(n−1).
Based on this result the corrected -divergence test statistic for testing symmetry is deﬁned by
CT
,S
n =
T
,S
n − a√
b
.
Section 3 presents a simulation study to assess the accuracy of the approximation in calculating the simulated sizes of
T
,S
n and CT
,S
n .
2. Moment-corrected phi-divergence test statistics
We denote
(T
,S
n ) = E[(T ,Sn )], = 1, 2,
and we shall establish, in Propositions (2.2) and (2.3) that
(T
,S
n ) = (2I (I−1)/2) +
1
n
f

 + O(n−3/2), = 1, 2, (9)
where (2I (I−1)/2)=E[(2I (I−1)/2)].We point out thatE[(2I (I−1)/2)]=I (I −1)/2, or I (I −1)/2(2+I (I −1)/2)
if = 1 or 2, respectively.
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The relation stated in (9) gives closer ﬁnite sample approximations to theﬁrst and secondmoments of the-divergence
test statistic T ,Sn under H0 given in (1). Using these results it is possible to deﬁne a “corrected” -divergence test
statistic T ,Sn (by matching moments), the distribution of which is hopefully closer to that of the chi-square random
variable with I (I−1)/2 degrees of freedom.Themain purpose of this section is to introduce the corrected-divergence
test statistic, CT ,Sn , for the problem of symmetry. From a historical point of view Smith et al. [13] calculated a more
accurate correction term for the log-likelihood ratio statistic in goodness-of-ﬁt by evaluating the mean and variance to
O(n−3). This result in goodness-of-ﬁt was extended in [7] by considering the power divergence family of test statistics.
Menéndez et al. [10] derived amoment-corrected type-divergence test statistic also for the problem of goodness-of-ﬁt.
See also [12, Chapter 4].
In the rest of the paper we assume, in addition to what has been assumed above, that  is four times continuously
differentiable in the neighborhood of 1, with derivatives ′, ′′, ′′′ and IV. Let us denote
Wij = 1√
n
(Nij − npij ), i, j = 1, . . . , I , (10)
where N = (N11, . . . , NII ) was deﬁned in Section 1.
Proposition 2.1. The -divergence test statistic T ,Sn for testing symmetry admits the following expansion:
T
,S
n = 2n
′′(1)
∑
i<j
{
1
2
′′(1)
npij
(
W 2ij − 2WijWji + W 2ji
)
+ 1
3!
[
3
4
′′(1)
n
√
np2ij
(
−W 3ij + W 2ijWji + WijW 2ji − W 3ji
)]
+ 1
4!
[
1
n2p3ij
((
3′′(1)
2
+ 
IV(1)
8
)(
W 4ij + W 4ji
)
− 4
IV(1)
8
(
W 3ijWji + WijW 3ji
)
+ 6
(
−
′′(1)
2
+ 
IV(1)
8
)
W 2ijW
2
ji
)]}
+ Op(n−3/2), (11)
where Wij , i, j = 1, . . . , I , was deﬁned in (10).
Proof. We consider the function,
f (pij , pji) = pij + pji2
(

(
2pij
pij + pji
)
+ 
(
2pji
pij + pji
))
.
A fourth Taylor expansion of f (pij , pji) around (pij , pij ) and evaluated at (p̂ij , p̂j i) gives
f (pij , pji) = 12!
⎡⎣( 2f
p2ij
)
(pij ,pij )
(
p̂ij − pij
)2 + 2( 2f
pijpji
)
(pij ,pij )
(
p̂ij − pij
) (
p̂j i − pij
)
+
(
2f
p2ji
)
(pij ,pij )
(
p̂j i − pij
)2⎤⎦+ 1
3!
⎡⎣( 3f
p3ij
)
(pij ,pij )
(
p̂ij − pij
)3
+ 3
(
3f
p2ijpji
)
(pij ,pij )
(p̂ij − pij )2(p̂ji − pij ) + 3
(
3f
pijp2ji
)
(pij ,pij )
(
p̂ij − pij
) (
p̂j i − pij
)2
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+
(
3f
p3ji
)
(pij ,pij )
(
p̂j i − pij
)3⎤⎦+ 1
4!
⎡⎣( 4f
p4ij
)
(pij ,pij )
(p̂ij − pij )4
+ 4
(
4f
p3ijpji
)
(pij ,pij )
(p̂ij − pij )3(p̂ji − pij ) + 6
(
4f
p2ijp
2
ji
)
(pij ,pij )
(p̂ij − pij )2(p̂ji − pij )2
+ 4
(
4f
pijp3ji
)
(pij ,pij )
(p̂ij − pij )(p̂ji − pij )3 +
(
4f
p4ji
)
(pij ,pij )
(p̂j i − pij )4
⎤⎦+ Op(n−3/2).
Taking in account that the partial derivatives of the function f (pij , pji) at the point (pij , pij ) are
2f
p2ij
= 
2f
p2ji
= 
′′(1)
2pij
,
2f
pijpji
= −
′′(1)
2pij
,
3f
p3ij
= 
3f
p3ji
= −3
′′(1)
4p2ij
,
3f
p2ijpji
= 
3f
pijp2ji
= 
′′(1)
4p2ij
,
4f
p4ij
= 
4f
p4ji
= 3
′′(1)
2p3ij
+ 
IV(1)
8p3ij
,
4f
p2ijp
2
ji
= −
′′(1)
2p3ij
+ 
IV(1)
8p3ij
,
4f
p3ijpji
= 
4f
pijp3ji
= −
IV(1)
8p3ij
and using (10) we obtain (11). 
Proposition 2.2. It holds,
E[T ,Sn ] = I (I − 1)2 +
1
n
f 1 + O(n−3/2),
where
f 1 =
IV(1)
8′′(1)
S
and S =∑i<j 1pij .
Proof. We have
E[T ,Sn ] = 12
∑
i<j
{
1
2pij
[E[W 2ij ] − 2E[WijWji] + E[W 2ji]]
+ 1
3!
[
3
4
′′(1)√
np2ij
(−E[W 3ij ] + E[W 2ijWji] + E[WijW 2ji] − E[W 3ji])
]
+ 1
4!
[
1
np3ij
(
3′′(1)
2
+ 
IV(1)
8
)
(E[W 4ij ] + E[W 4ji])
− 4
IV(1)
8
(E[W 3ijWji] + E[WijW 3ji])
320 M.L. Menéndez et al. / Journal of Computational and Applied Mathematics 202 (2007) 315–327
+ 6
(
−
′′(1)
2
+ 
IV(1)
8
)
E[W 2ijW 2ji]
]}
+ O(n−3/2)
=
(
1
2
A + 1
3!B +
1
4!C
)
+ O(n−3/2). (12)
By the formulae forE[W 2ij ]=E[W 2ji],E[W 3ij ]=E[W 3ji],E[W 2ijWji]=E[WijW 2ji],E[W 4ij ]=E[W 4ji],E[W 3ijWji]=
E[WijW 3ji] and E[W 2ijW 2ji] given in the Appendix, we get,
1
2
A = I (I − 1)/2, 1
3!B =
1
2n
(I (I − 1) − S)
and
1
4!C =
1
2n
[(
1 + 
IV(1)
4′′(1)
)
S − I (I − 1)
]
.
Therefore,
E[T ,Sn ] = I (I − 1)2 +
1
n
f 1 + O(n−3/2) = 1(2I (I−1)/2) +
1
n
f 1 + O(n−3/2),
where
f 1 =
IV(1)
8′′(1)
S. 
Now we are interested in conditions for 2(T
,S
n ) = 2(2I (I−1)/2).
Proposition 2.3. It holds,
E[(T ,Sn )2] = I (I − 1) +
(
I (I − 1)
2
)2
+ 1
n
f 2 + O(n−3/2),
where
f 2 = S
(
−3
2
+ I (I − 1)
4
+ 
IV (1)
′′(1)
(
9
8
+ 1
16
I (I − 1)
))
.
Proof. Squaring and taking expectations in (11) we get
E[(T ,Sn )2] =
∑
i<j
1
4p2ij
E[(Wij − Wji)4] +
∑
i<j
∑
r<s
(i,j) =(r,s)
1
4pijprs
E[(Wij − Wji)2(Wrs − Wsr)2]
+ 1
n
(
1
4
)2 ⎡⎣∑
i<j
1
4p2ij
E[(−W 3ij + W 2ijWji + WijW 2ji − W 3ji)2]
+
∑
i<j
∑
r<s
(i,j) =(r,s)
1
p2ijp
2
rs
E
[
(−W 3ij + W 2ijWji + WijW 2ji − W 3ji)
× (−W 3rs + W 2rsWsr + WrsW 2sr − W 3sr )
]]
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+ 1
4
√
n
⎡⎣∑
i<j
1
p3ij
E[(Wij − Wji)2(−W 3ij + W 2ijWji + WijW 2ji − W 3ji)]
+
∑
i<j
∑
r<s
(i,j) =(r,s)
1
pijp2rs
E[(Wij − Wji)2(−W 3rs + W 2rsWsr + WrsW 2sr − W 3sr )]
⎤⎥⎦
+ 2
′′(1)24n
⎡⎣∑
i<j
1
p4ij
E
[
(Wij − Wji)2
{(
3′′(1)
2
+ 
IV(1)
8
)
W 4ij −
4IV(1)
8
W 3ijWji
− 4
′′(1)
8
WijW
3
ji + 6
(
−
′′(1)
2
+ 
IV(1)
8
)
W 2ijW
2
ji +
(
−
′′(1)
2
+ 
IV(1)
8
)
W 4ji
}]
+
∑
i<j
∑
r<s
(i,j) =(r,s)
1
pijp3rs
E
[
(Wij − Wji)2
{(
3′′(1)
2
+ 
IV(1)
8
)
W 4rs −
4IV(1)
8
W 3rsWsr
− 4
IV(1)
8
WrsW
3
sr + 6
(
−
′′(1)
2
+ 
IV(1)
8
)
W 2rsW
2
sr +
(
3′′(1)
2
+ 
IV(1)
8
)
W 4rs
}]]
=A + B + 1
n
(
1
4
)2
(C + D) + 1
4
√
n
(E + F) + 2
′′(1)24n
(G + H).
By the formulae given in the Appendix we get,
A = 1
4
I (I − 1)
2
12 + 1
n
(
1
2
S − 3I (I − 1)
2
)
,
B = I (I − 1)
2
(
I (I − 1)
2
− 1
)
− 1
n
I (I − 1)
2
(
I (I − 1)
2
− 1
)
,
C = −24I (I − 1) + 24S,
D = −16I (I − 1)
2
(
I (I − 1)
2
− 1
)
,
E = 1√
n
(24I (I − 1) − 24S),
F = 1√
n
(
8I (I − 1)
(
I (I − 1)
2
− 1
)
− 2I (I − 1)S
)
,
G = −36′′(1)I (I − 1) + S(36′′(1) + 15IV(1)),
H = −24′′(1)
(
I (I − 1)
2
− 1
)
I (I − 1)
2
+ 12
(
3
2
′′(1) + 1
8
IV(1)
)
I (I − 1)
2
S.
Therefore,
E[(T ,Sn )2] = E[2I (I−1)/2] +
1
n
S
(
−3
2
+ I (I − 1)
4
+ 
IV(1)
′′(1)
(
9
8
+ 1
16
I (I − 1)
))
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and
E[(T ,Sn )2] = I (I − 1) +
(
I (I − 1)
2
)2
+ 1
n
f 2 + O(n−3/2)
= 2(2I (I−1)/2) +
1
n
f 2 + O(n−3/2),
where
f 2 = S
(
−3
2
+ I (I − 1)
4
+ 
IV(1)
′′(1)
(
9
8
+ 1
16
I (I − 1)
))
. 
Now we have the main result in this paper.
Theorem 2.1. The expression of the moment-corrected -divergence test statistic is
CT
,S
n =
T
,S
n − a√
b
,
where
a = I (I − 1)2
(
1 −
√
b
)
+ 1
n
f 1
and
b = 1 + 1
n
1
I (I − 1)c,
being
c = f 2 − I (I − 1)f 1.
Proof. Based on (2.2) and (2.3) we have
Var[T ,Sn ] = I (I − 1) +
(
I (I − 1)
2
)2
+ 1
n
f 2 −
(
I (I − 1)
2
+ 1
n
f 1
)2
+ O(n−1)
= I (I − 1) + 1
n
c + O(n−1).
Now it is a simple exercise to see that
E[CT ,Sn ] = I (I − 1)2 + O(n
−1) and Var[CT ,Sn ] = I (I − 1) + O(n−1). 
The expression of the corrected -divergence test statistic CT ,Sn depends on S where S =∑i<j1/pij . The values
of pij are unknown but we can estimate them, from a practical point of view, using the maximum likelihood estimator
of pij , given by p̂∗ij = (pij + pji)/2. Therefore in applications we replace S by Ŝ, where Ŝ =
∑
i<j1/p̂∗ij .
3. A simulation study
An interesting and important family for testing symmetry (see [9,11]) is obtained if we consider the family of the
power divergence measures. This family of divergence measures has been introduced and studied [7] and it is an special
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case of (5) if we consider the family of functions
(	)(x) =
⎧⎪⎨⎪⎩
(	(	+ 1))−1(x	+1 − x + 	(1 − x)), 	 = 0, 	 = −1,
x log x − x + 1, 	= 0,
− log x + x − 1, 	= −1.
Using this family of functions we get from (6) the corresponding family of -divergence test statistics for testing (3).
The expression of this family is
T
(	),S
n = 2n	(	+ 1)
∑
i =j
nij
[(
2nij
nij + nji
)	
− 1
]
for 	 = −1, 0 and
T
(0),S
n = 2
∑
i =j
nij log
2nij
nij + nji ,
T
(−1),S
n = 2
∑
i =j
(nij + nji) log nij + nji2nij
for 	= 0 and −1, respectively. For more details about this family see [9]. For 	= 1 we get the Pearson’s statistic X2
deﬁned in (2). In the following we shall call the family T (	),Sn ” power divergence family for testing symmetry. The
two approximations to the exact distribution of T (	),Sn that we have are
T
(	),S
n
L−→
n→∞ 
2
I (I−1)/2
and
CT
(	),S
n
L−→
n→∞ 
2
I (I−1)/2.
We are going to compare these two approximations in relation to their simulated signiﬁcance levels. We consider the
theoretical symmetry model considered previously in [4,11]. This model is as follows:
pi+1,j+1 =
⎧⎪⎨⎪⎩
l
ij , i > j,

ij , i = j,
(2 − l)
ij , i < j,
0 i, jI , (13)
where 0< l < 2 and

ij = 
ji =
(
I
i
)(
I
j
)
pi+j (1 − p)2I−i−j , 0 i, jI, 0<p< 1.
The value l = 1 corresponds to the symmetry hypothesis. In the following we assume I = 3 and p = 0.5. Then under
the symmetry hypothesis we have
p11 = 0.0625, p12 = 0.1250, p13 = 0.0625,
p21 = 0.1250, p22 = 0.2500, p23 = 0.1250,
p31 = 0.0625, p32 = 0.1250, p33 = 0.0625.
The sample sizes considered in the study are n = 40 and n = 80. We generate N = 50 000 random samples of size n
and we obtain the corresponding maximum likelihood estimators
p̂∗ij =
nij + nji
2n
,
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Fig. 1. Comparison of the two approximations assuming the model given in (13) for n = 40. Dotted line corresponds to -divergence test statistic
T
(	),S
n and solid line corresponds to corrected -divergence test statistic CT
(	),S
n .
under the hypothesis of symmetry. For each one of theseN generated random sampleswe compute the power-divergence
test statistics T (	),Sn,j and the corrected power-divergence test statistics CT
(	),S
n,j , j = 1, . . . , N with 	 ∈ [−2, 2]. The
simulated exact sizes at level  for a sample of size n, ̂n and C̂n are given by
̂n =
Number of T (	),Sn,j > 
2
I (I−1)/2,
N
and
C̂n =
Number of CT (	),Sn,j > 
2
I (I−1)/2,
N
.
We have chosen = 0.05 and we have represented in Figs. 1 and 2 the simulated exact sizes ̂n and C̂n for n= 40 and
80, respectively.
It is interesting to observe in Figs. 1 and 2 that, in general, the corrected power-divergence test statistic CT (	),Sn
performs better than the power-divergence test statistic for symmetry T (	),Sn . Specially in the interval [−2, 0] this fact
is very clear. We must not forget that 	= 0 corresponds to the likelihood ratio test. It is also interesting to note that for
	= 1 and 	= 2 we have
b(	) = 1 +
S
I (I − 1)n
[
−3
2
+ I (I − 1)
4
+ (a − 1)(a − 2)
(
9
8
− I (I − 1)
16
)]
= 1
and
a(	) =
I (I − 1)
2
(
1 −
√
b(	)
)
+ 1
8n
S(a − 1)(a − 2) = 0.
This is the reason for which the simulated size corresponding to CT (1),Sn and CT
(2),S
n coincide with the simulated size
corresponding to T (1),Sn and T
(2),S
n . We can observe that the previous relations are not true if I = 3.
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Fig. 2. Comparison of the two approximations assuming the model given in (13) for n = 80. Dotted line corresponds to -divergence test statistic
T
(	),S
n and solid line corresponds to corrected -divergence test statistic CT
(	),S
n .
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Appendix A. Formulas for E[Wa
ij
WbrsW
c
tvW
d
lk
]
ExpectationsE[WaijWbrsWctvWdlk] are expressed here for selected values of a, b, c, d0. It follows taking into account
that
E[WaijWbrsWctvWdlk] =
(
a+b+c+dMW(t)
taijt
b
rst
c
rst
d
rs
)
t=0
, (A.1)
where MW(t) is the moment generating function of the I 2-dimensional random variable
W = 1√
n
(N − np),
N=(N11, . . . , NII ), is the multinomial random variable of parameters n and p=(p11, . . . , pII )T and t=(t11, . . . , tII ).
Applying (A.1) we get
E[W 2ij ] = −p2ij + pij ,
E[W 3ij ] =
1√
n
(2p3ij − 3p2ij + pij ),
E[W 2ijWji] =
1√
n
(2p3ij − p2ij ),
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E[W 4ij ] = 3p4ij − 6p3ij + 3p2ij +
1
n
(−6p4ij + 12p3ij − 7p2ij + pij ),
E[W 3ijWji] = 3p4ij − 3p3ij +
1
n
(−6p4ij + 6p3ij − p2ij ),
E[W 2ijW 2ji] = 3p4ij − 2p3ij + p2ij +
1
n
(−6p4ij + 4p3ij − p2ij ),
E[W 2ijW 2rs] = 3p2ijp2rs − p2ijprs − pijp2rs + pijprs +
1
n
(−6p2ijp2rs + 2p2ijprs + 2pijp2rs − pijprs),
E[WijWjiWrsWsr ] = 3p2ijp2rs −
1
n
6p2ijp2rs ,
E[W 2ijWrsWsr ] = 3p2ijp2rs − pijp2rs +
1
n
(−6p2ijp2rs + 2pijp2rs),
E[WijWjiW 2rs] = −p2ijprs + 3p2ijp2rs +
1
n
(−6p2ijp2rs + 2p2ijprs),
E[W 5ij ] =
1√
n
(−20p5ij + 50p4ij − 40p3ij + 10p2ij ) + O(n−3/2),
E[W 4ijWji] =
1√
n
(−10p3ij − 20p5ij + 30p4ij ) + O(n−3/2),
E[W 3ijW 2ji] =
1√
n
(−20p5ij + 20p4ij − 12p3ij + p2ij ),
E[W 2ijW 3rs] =
1√
n
(−20p2ijp3rs + 5pijp3rs + 15p2ijp2rs − 6pijp2rs − 6p2ijprs + pijprs) + O(n−3/2),
E[W 2ijW 2rsWsr ] =
1√
n
(5pijp3rs − 20p2ijp3rs − 2pijp2rs + 5p2ijp2rs) + O(n−3/2),
E[WijWjiW 3rs] =
1√
n
(15p2ijp2rs − 20p2ijp3rs − p2ijprs) + O(n−3/2),
E[WijWjiW 2rsWsr ] =
1√
n
(15p2ijp2rs − 20p2ijp3rs) + O(n−3/2),
E[W 6ij ] = −15p6ij + 45p5ij − 45p4ij + 15p3ij +
1
n
(130p6ij − 390p5ij + 415p4ij − 180p3ij + 25p2ij ),
E[W 4ijW 2ji] = −15p6ij + 21p5ij − 9p4ij + 3p3ij +
1
n
(130p6ij − 162p5ij + 83p4ij − 18p3ij + p2ij ),
E[W 3ijW 3ji] = −15p6ij + 18p5ij − 9p4ij +
1
n
(130p6ij + 156p5ij + 68p4ij − 7p3ij + p2ij ) + O(n−2),
E[W 3ijW 3rs] = −15p3ijp3rs − 9p2ijp2rs + 9p2ijp3rs + 9p3ijp2rs + O(n−1),
E[W 5ijWji] = −15p6ij + 30p5ij − 15p4ij +
1
n
(130p6ij − 105p5ij ) + O(n−2),
E[W 2ijW 4rs] = −15p2ijp4rs + 18p2ijp3rs + 3pijp4rs − 3p2ijp2rs − 6pijp3rs + 3pijp2rs + O(n−1),
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E[W 3ijW 2rsWsr ] = −3p2ijp2rs − 15p3ijp3rs + 9p2ijp3rs + 3p3ijp2rs + O(n−1),
E[W 2ijW 2rsW 2sr ] = −15p2ijp4rs + 3pijp4rs + 6p2ijp3rs − 2pijp3rs − p2ijp2rs + O(n−1),
E[WijWjiW 2rsW 2sr ] = 6p2ijp3rs − 15p2ijp4rs − p2ijp2rs + O(n−1),
E[W 2ijWjiW 2rsWsr ] = −15p3ijp3rs + 3p2ijp3rs − p2ijp2rs + 3p3ijp2rs + O(n−1),
E[WijWjiW 4rs] = −3p2ijp2rs − 15p2ijp4rs + 18p2ijp3rs + O(n−1),
E[W 2ijWjiWrsW 3sr ] = 9p2ijp3rs − 15p2ijp4rs + O(n−1),
E[W 2ijWjiW 3rs] = −15p3ijp3rs + 3p2ijp3rs + 9p3ijp2rs − 3p2ijp2rs + O(n−1),
E[W 2ijW 3rsWsr ] = −15p2ijp4rs + 3pijp4rs − 3pijp3rs + 9p2ijp3rs + O(n−1).
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