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Trapped ions have emerged as one of the highest quality platforms for the quantum simulation
of interacting spin models of interest to various fields of physics. In such simulators, two effective
spins can be made to interact with arbitrary strengths by coupling to the collective vibrational or
phonon states of ions, controlled by precisely tuned laser beams. However, the task of determining
laser control parameters required for a given spin-spin interaction graph is a type of inverse problem,
which can be highly mathematically complex. In this paper, we adapt a modern machine learning
technique developed for similar inverse problems to the task of finding the laser control parameters
for a number of interaction graphs. We demonstrate that typical graphs, forming regular lattices
of interest to physicists, can easily be produced for up to 50 ions using a single GPU workstation.
The scaling of the machine learning method suggests that this can be expanded to hundreds of ions
with moderate additional computational effort.
I. INTRODUCTION
Quantum simulators are experimentally well-
controlled devices that can be used to emulate quantum
many-body systems that may otherwise be intractable
by classical computation [1–3]. Among several hardware
platforms [2, 4–6] for quantum simulation, trapped ions
have proven to be extremely versatile, capable in partic-
ular of preparing many-body spin systems of interest to
quantum information and condensed matter physicists
[7–10]. Spin-states, encoded in optical or hyperfine states
of individual ions, can interact via phonon modes [11, 12]
arising from the interplay of the trapping potential and
long-range Coulomb interactions. The interactions are
inherently long-ranged, and the spin-spin interaction
graph can be engineered arbitrarily [13], in principle, by
controlling spin-phonon couplings that are (virtually)
excited by precisely tuned laser beams. The ability to
engineer an arbitrary spin-spin interaction graph opens
up exciting possibilities for quantum simulation - such
as the simulation of high energy physics problems [14],
or the analog quantum simulation of interacting spins
on a re-programmable lattice geometry in arbitrary
dimensions. Analog simulators, where the target Hamil-
tonian is engineered in continuous time, are resilient
to digital or Trotterization errors [6] encountered in a
digital quantum simulation, where the target unitary
evolution is engineered using discrete quantum logic
gates. An engineered interaction graph may also be used
as a starting point for analog-digital hybrid quantum
simulation protocols [15, 16] that offer advantages over
both analog and digital quantum simulations. The
capability to simulate two and higher dimensional lattice
geometries greatly extends the usefulness of conventional
trapped ion systems, where N > 100 ions have been
trapped in a linear geometry [17].
However, with the ability to create arbitrary interac-
tion graphs comes the inherent difficulty in tuning the
many experimental parameters (such as laser frequen-
cies and intensities) in the quantum simulator. In fact,
the task of determining control parameters may be ana-
lytically ill-posed, requiring numerical regularizing algo-
rithms to find approximate pseudo-solutions. In a previ-
ously proposed approach [13], individual nonlinear op-
timizations of the N2 control parameters were imple-
mented for a static interaction graph. However, a general
framework to efficiently extract the experimental control
parameters for an arbitrary interaction graph would be
desirable for simulating problems with dynamical inter-
actions, such as quench and transport problems. In this
paper, we demonstrate how modern, powerful machine
learning techniques based on artificial neural networks
can be used to find practical, verifiable, and useful solu-
tions to this problem. A properly trained neural network
can, in approximately 1 ms on conventional computer
hardware, produce experimental control parameters to
achieve a range of target interaction graphs. We illus-
trate the technique by finding the laser control param-
eters that produce highly accurate spin-spin interaction
graphs in a linear chain of ions. A number of cases of
physical interest for quantum spin simulation are pro-
duced, including square, triangular, kagome and cubic
lattices. With modern experiments employing individ-
ual control of trapped-ion qubits and phonon modes that
connect them, our protocol is directly relevant to the
rapid progress of the field of practical quantum informa-
tion processing.
II. A NEURAL NETWORK FOR THE INVERSE
PROBLEM
Trapped-ion spins can be made to interact with each
other by virtually exchanging coherent phonon excita-
tions [11, 12, 18]. Spin- 12 systems have been extensively
investigated in recent experiments [19, 20], and higher
spin systems that can demonstrate novel phases of mat-
ter can also be implemented [21]. Local spin operators
Si of different symmetries and with different pairwise in-
teractions, such as Ising, XY or XXZ, can effectively be
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2FIG. 1. (a) Diagram of 10 linearly trapped ions individually
addressed by 10 laser beams, of different frequencies, coming
from the left. There is also a global beam on the trapped
ions coming from the right, omitted from (a). The difference
between the frequencies of the individually addressing beams
and the global beam generate the beat-notes. These beat-
notes have frequencies, µn, also known as the Raman beat-
note frequencies. To control the interaction between the ions,
the Raman beat-note frequencies and Rabi frequencies, Ωi,n
are adjusted. In general, the resulting spin-phonon couplings
generate pairwise interactions between all the ions forming
a (b) fully connected lattice. By adjusting the control pa-
rameters, an arbitrary lattice, e.g. (c) kagome lattice, can be
generated.
prepared to generate spin Hamiltonians, e.g.,
H =
∑
i,j|i<j
Jij
(
S+i S
−
j + S
−
i S
+
j
)
. (1)
Controlling the spin-phonon couplings enables the cre-
ation of the spin-spin interaction graph Jij . For a system
of N ions, there are N(N − 1)/2 possible unique pairwise
interactions Jij in the Hamiltonian Eq. (1). The spin-
phonon couplings can be excited using radiation fields,
and it is the control parameters of these radiation fields
that must be determined in order to generate a target
spin-spin interaction graph.
Without the loss of generality, we assume a simu-
lator made of N trapped-ion hyperfine qubits or spin
states. Two-photon coherent Raman transitions induced
by counter-propagating laser beams are used to cou-
ple each of the N ion-spins to N collective vibrational
or phonon states of the ion chain along a spatial di-
rection. Hence, there are N2 spin-phonon couplings
that can be tuned to achieve a target Jij graph. This
is illustrated in Fig. (1) for a chain of N = 10 ions.
Each ion is irradiated with N bi-chromatic laser beams
[12, 18]. Each of these bi-chromatic beams interferes with
a counter-propagating global laser beam (not shown in
the figure), shining uniformly on all ions to produce bi-
chromatic ‘Raman beat-notes’ at frequencies of ω0 ± µn
(n = 1, 2, · · · , N), ω0 being the qubit frequency. We will
refer to µn as the beat-note frequency in this manuscript.
As we will see in Eqs.(3) and (4) we will set each beat-
note µn to be close to each of the N collective phonon
modes. The interaction between these N laser beams
with N ions are quantified by N2 ‘Rabi frequencies’, Ωi,n
(i = 1, 2, ..., N denoting the ion index, and n = 1, 2, ..., N
denoting the phonon mode index), which are related to
the electric field of the laser beams at the ions, and the
N beat-note frequencies, µn. These Rabi frequencies
Ωi,n are our control parameters. The spin-spin interac-
tion graph produced by the spin-phonon couplings, Jij ,
has the following dependence on the control parameters
[13, 18],
Jij(Ωi,n, µn) =
N∑
n
Ωi,nΩj,n
N∑
m
ηi,mηj,mωm
µ2n − ω2m
. (2)
Here, ηi,m = bi,mδk
√
~/2Mωm is the Lamb-Dicke pa-
rameter, bi,m is the phonon mode transformation ma-
trix, δk is the wave vector difference of the counter-
propagating Raman lasers (which does not vary apprecia-
bly between different beat-note frequencies), ωm are the
phonon mode frequencies, and M is the mass of a single
ion. In order for the spin-models, such as Eq. (1), to
be a good approximation of the full system Hamiltonian,
direct phonon excitations must be avoided, which can
be achieved by spacing the Raman beat-note frequencies
µn from the normal mode frequencies [13]. Without any
loss of generality, we fix the Raman beat-note frequencies
using
µ1 = ω1 + 0.1(∆ω), (3)
µn = ωn + 0.1(ωn−1 − ωn), for n > 2, (4)
where ∆ω is the mean separation between neighbouring
phonon mode frequencies.
As can be deduced from inspection of Eq. (2), the pro-
cess of determining the control parameters given a target
Jij is difficult due to the nonlinearity, in Ωi,n, of the equa-
tion. Constrained nonlinear optimization schemes have
been attempted in the past [13]. However, we seek to ex-
plore more powerful methods that may be more efficient
and scalable. To this end, we note that the the task of
determining control parameters given a target Jij is anal-
ogous to an inverse problem – commonly encountered in
physics when one wishes to estimate causal factors from a
set of observations [22]. In our case, the forward problem
given by Eq. (2), i.e. determining the interaction matrix
Jij given Ωi,n and µn, is generally straightforward and
linear. In contrast, the inverse problem of calculating
the set of Ωi,n and µn that lead to a target Jij is highly
non-linear, and in the worse case unstable, non-unique,
or otherwise ill-posed.
Fortunately, there has been extensive research in the
last several years using artificial neural networks and
other machine learning algorithms to attack such inverse
problems [23–25]. The setting of such approaches are
data driven - meaning that a large number of forward
problems are first solved in order to produce a set of
training data. This data is used to train the parame-
ters of a nonlinear function that can then be exposed to
data outside of the training set. The hope is that this
procedure will generalize well, meaning that a data set
3FIG. 2. Diagram representative of the process to obtain
the laser field control parameters for an arbitrary interaction
graph. Considering a system size of 10, the normalized in-
teraction graph, e.g. (a) kagome lattice, Jˆij , is propagated
through the proposed (b) neural network, as described in the
text. After which, the neural network outputs the control
parameters, i.e. Rabi frequencies, Ωi,n, required.
of reasonable (finite) size can be used to produce good
results for Jij not contained in the training set.
In this paper we use a powerful artificial neural net-
work scheme, adopted from previous applications to in-
verse problems in physics [25] and slightly modified for
our particular application - see Fig. (2). The neural net-
work takes as input a set of normalized unique (target)
pairwise interactions, which we call Jˆij , defined as,
Jˆij =
Jij
||J || , (5)
where ||J || = ∑i,j|i<j J2ij , the typical vector norm on the
unique pairwise interactions. Its outputs are the Rabi
frequencies, Ωi,n. For the purposes of this study, we fix
the Raman beat-note frequencies µn as hyperparameters,
meaning that they are adjusted outside of the data-driven
training approach; in particular, they are adjusted ac-
cording to Eqs. (3) and (4). The internal structure of the
neural network consists of an input layer, fully connected
to a hidden layer with rectified linear unit (ReLU) activa-
tion, followed by a 5% dropout layer and fully connected
to an output layer with linear activation. The size of the
input of the network is dependent on the size of the Jˆij
matrix. As previously mentioned we only need to con-
sider the entries above the diagonal, which gives an input
size of N(N − 1)/2. Empirically, we set the size of the
hidden layer to be 16384 as this value allowed the neural
network to generalize well to unseen data for N < 50.
The network outputs the predicted values of Ωi,n, and so
the size of the output is N2. The linear activation for the
output was chosen to allow for greater degrees of freedom
for Ωi,n. These additional degrees of freedom comes from
the ability to output negative values for Ωi,n, which cor-
responds to a phase difference between the individually
addressing beam and the global beam.
As discussed, the forward problem of Eq. (2) allows
us to create an arbitrary amount of data with which to
perform training. In particular, we use random values
of Rabi frequencies, drawn from a continuous uniform
distribution from -1 to 1, to generate our training data.
During the training process, we optimize the neural net-
works parameters, using a method for stochastic opti-
mization called the ADAM algorithm [26], to minimize
the following mean squared error (MSE) cost function,
C(Ωi,n, Jˆij) =
2
N(N − 1)
N∑
i,j|i<j
(Jˆij(Ωi,n)− Jˆij)2. (6)
Here, Jˆij is the normalized spin-spin interaction graph
obtained by running the values of Ωi,n output by the
neural network through the forward problem, Eq. (2).
Other hyperparameters must be set for the optimization;
these include the training and validation dataset size,
which are 45000 and 5000 respectively, an initial learning
rate of 10−3, and a learning rate decay every 5 epochs of
90%. We trained our neural network for a total of 100
epochs.
We implemented our machine learning algorithm with
the Python language using Pytorch, an open source ma-
chine learning library [27]. For all of the results that we
now discuss, the code was run on a Nvidia GTX 1060
graphics processing unit (GPU) with 6GB of video ran-
dom access memory (VRAM).
III. RESULTS
We consider a configuration of N trapped ytterbium
ions, 171Yb+, addressed with Raman laser beam of mean
wavelength 355 nm. The trapping potential is specifi-
cally set such that the equilibrium configuration of the
trapped ions forms a linear chain and the normal mode
frequencies (transverse to the ion chain) lie in the range
of 2pi×1 MHz to 2pi×5 MHz. We train the neural net-
work for the specified trapped ion chain. Here, we focus
on the creation of interactions on regular lattices in one,
two and three dimensions. Such lattices are important
for quantum simulations of models in condensed matter,
where physicists are typically interested in the behavior
of matter and materials at low energies, where crystalline
structures form. Of particular importance are so-called
frustrated lattices, such as the two-dimensional triangu-
lar or kagome lattices, which for certain interactions are
not amenable to conventional (classical) computer simu-
lations, e.g. due to the infamous quantum Monte Carlo
“sign problem”. Outside of condensed matter, e.g. in
lattice gauge theories, interactions that encode regular
lattice graphs are also important, where they often rep-
resent a discretization of space-time. There, hypercubic
geometries are used. In this section, we present the re-
sults of our neural network procedure for the creation of
some typical lattices of interest to these and other areas
of physics.
4FIG. 3. For the scenario proposed above, the neural network
outputs the (a) Rabi frequencies, Ωi,n. Substituting Ωi,n into
Eq. (2), we obtained the generated interaction graph, Jij .
The generated normalized interaction graph, Jˆij , matches the
target normalized interaction graph, Jˆij , to a high precision,
as can be deduced from the (b) difference between them. The
similarity is further quantified by a similarity function F , de-
fined in Eq. (7), and shown in Table I for a range of target
interaction graphs.
A. Numerical results for N = 10 ions
We first consider a linear trapped ion chain of N = 10
ytterbium ions, and use our nerual network prodedure
to generated interaction graphs, Jij , for several lattices.
As an example, Fig. (3) shows the results for the Rabi
frequencies from the trained neural network when asked
to produce a two-dimensional kagome lattice. One can
examine the difference between the generated and target
interaction graph to gauge the quality of the reconstruc-
tion. In the case of the kagome lattice on ten ions, the
difference in the normalized interaction graphs lies in the
third decimal place.
Once can explicitly quantify the trained neural net-
work’s ability to predict the control parameters for a va-
riety of lattices of different geometries. For this, we define
the following similarity function,
F(Jˆij , Jˆij) =
N∑
i,j|i<j
Jˆij Jˆij , (7)
which quantifies the similarity between the normalized
predicted and target spin-spin interaction graphs. The
similarity function has a range of [−1, 1]. When it has
a value of 1, the (normalized) predicted and target spin-
spin interaction graph are identical. When F = 0, the
(normalized) predicted and target spin-spin interaction
graph are “orthogonal”, i.e. they are completely differ-
ent. When F = −1, the normalized predicted and target
spin-spin interaction graph differ by a global negative
sign.
We examine the similarity function for a number of tar-
get graphs that are regular lattices of interest, e.g. to con-
densed matter physics. As shown in Table I, the similar-
ity of the simulated spin-spin interaction graph achieved
from the neural network and the target spin-spin inter-
action graph, for a variety of typical lattice geometries,
Lattice F
(a) 1 2 3 4 5 6 7 8 9 10 0.99988
(b)
1 2 3 4 5
6 7 8 9 10 0.99983
(c)
1 2 3 4 5
6 7 8 9 10 0.99989
(d)
1 2 3 4
5 6
7 8 9 10 0.99989
(e)
87
65
43
21 9
10
0.99983
(f)
1 2 3 4 5
6 7 8 9 10 0.99988
TABLE I. Similarity between the neural network produced
and target normalized interaction graph, F , for various lattice
geometries, (a) linear chain, (b) square lattice, (c) triangular
lattice, (d) kagome lattice, (e) cubic lattice and (f) 2 separate
linear chains. Notice that F > 0.999 for the above lattices.
As a typical crosstalk of  = 0.01, defined by Eqs. (8), (9)
and (10), has a similarity of , 0.998 < F < 0.999, with the
generated interaction graph, the neural network is sufficiently
accurate, i.e. it is not the limiting factor in regards to accu-
racy.
is well above 0.999. As we discuss in Section III C, we
believe that this is sufficiently accurate for real experi-
mental ion traps, where other sources of error such as
crosstalk are expected to provide larger sources of error.
B. Numerical results for N < 50 ions
In the last section, we have shown that our proposed
method works well for N = 10 ions. We now explore the
scaling of the method with larger number of ions more
systematically. We first adjust the trapping strengths in
the x and z directions, ωx, ωz, appropriately, i.e. such
that the ions satisfy the aforementioned condition on its
equilibrium configuration and the range of the transverse
mode frequencies.
In Fig. (4), we begin by investigating the scaling of
the similarity function of a variety of lattice geometries.
For N < 50, we observe that F remains above 0.99 and
the decay is a good fit to a function quadratic in the
number of ions, O(N2). Next, we characterize the scal-
ing of the training time of a single epoch. We note a
marked increase in the training time for N approaching
50 ions, which has a good fit to a fourth-order polynomial
O(N4). This increase in training time is primarily due
to the VRAM requirements for the parallel calculation
of spin-spin interaction graphs in accordance to Eq. (2).
With relatively modest increases in hardware, we believe
5FIG. 4. Investigation into the scaling of the proposed method
with the number of ions, N , where dotted lines represent poly-
nomial fits. The (a) similarity, between the neural network
produced and target normalized interaction graph, F , for var-
ious lattice geometries: linear chain, square lattice, triangular
lattice and kagome lattice, decays with O(N2). The (b) time
required to train an epoch in seconds, T , grows with O(N4)
and the (b) interaction strength, ||J ||, of a linear chain with
a constraint on the total power of,
∑
i,n |Ωi,n|/2pi = 1MHz,
scales inversely with O(N2).
it would be straightforward to push such calculations for
ion numbers significantly larger than N = 50.
C. Experimental considerations
As established above, our neural network was able to
determine the control parameters required to simulate
the geometries of arbitrary spin models. However, the
strength of the interaction in such spin models have not
been accounted for. Theoretically, as shown in Eq. (2),
by increasing/decreasing the magnitude of the Rabi fre-
quencies, we are able to manipulate the strength of the
interaction in the spin models arbitrarily. In practice, the
laser beams used to drive the spin-phonon couplings have
finite power, and this leads to a constraint on the mag-
nitude of the Rabi frequencies. Consequently, this would
limit the maximum strength of the interactions, depen-
dant on the size of the system. In Fig. (4), we investigate
the scaling of this limit on interaction strength and subse-
quently determined that the inverse interaction strength
is a good fit to a quadratic function in the number of
ions, O(N2), in the presence of a total power constraint
on the laser beams.
Another relevant constraint arises from the assump-
tions required for the validity of Eq. (2). As the spin-spin
interactions are mediated by spin-phonon interactions,
phonon states naturally participate in the interaction
and, in general, cannot be ignored. Consequently, the
system is not adequately described by the pure spin-spin
Hamiltonian. However, if the Raman beat-note frequen-
cies, µn, and Rabi frequencies, Ωi,n, satisfy the following
constraints, |µn − ωm| >> ηi,mΩi,n, the phonon states
are only virtually excited and can be adiabatically elim-
inated [13, 18]. In our approach, these constraints have
not been strictly enforced, unlike in previous attempts at
the problem [13], as such, the validity of the solutions,
produced by the neural network, requires explicit veri-
fication. Considering the total Rabi frequency limit as
specified in Fig. (4), we found that the aforementioned
solutions satisfy the constraints in question and excite
approximately 0.0005 phonons. Therefore, they are eli-
gible solutions for experiments.
As can be deduced from Eq. (2), the previously men-
tioned constraints interplay to create an upper bound
on the interaction strengths that are simulatable on the
system. As such, obtaining larger interaction strengths
require the relaxation of one of the constraints. In prac-
tice, there are situations where obtaining a higher pow-
ered laser is not an option. In such a scenario, the fre-
quencies, µn, could be set closer to the phonon mode
frequencies, ωm, to obtain larger interaction strengths at
the expense of more phonon excitations.
Finally, we consider experimental errors that could oc-
cur when individually addressing the ions using the laser
field. For example, an important error is crosstalk be-
tween the laser beams when individually addressing the
ion chain with multiple frequencies. To investigate the
effect of crosstalk on the resulting interaction graph, Jij ,
we define a crosstalk magnitude of  as,
Ωcrosstalki,n = Ωi,n +  (Ωi−1,n + Ωi+1,n), for 1 < i < 10,(8)
Ωcrosstalk1,n = Ω1,n +  Ω2,n, (9)
Ωcrosstalk10,n = Ω10,n +  Ω9,n. (10)
We use these to define an error function,
E = ||J (Ω
crosstalk
i,n )− J (Ωi,n)||
||J (Ωi,n)|| . (11)
After computing this quantity, our numerical results
show that the error in the interaction graph, E , scales
linearly with the crosstalk magnitude, . In addition, the
crosstalk also affects the distribution of the interactions,
i.e. the normalized interaction graph, Jˆij . Considering
a typical crosstalk of 1%, corresponding to  = 0.01,
we note that the change in the distribution due to the
crosstalk is larger than the difference in the distribution
of the neural network generated and target interaction
graph, i.e. F(Jˆ crosstalkij , Jˆij) < F(Jˆij , Jˆij). Therefore,
the crosstalk between the laser beams would be the dom-
inant contributor to the error in the distribution of the
interaction graph. Our neural network results are thus
sufficiently accurate for the conditions expected in a re-
alistic experimental situation.
IV. CONCLUSION AND OUTLOOK
We have demonstrated how machine learning can be
utilised for programming a trapped ion quantum sim-
ulator for the realization of spin models with arbitrary
interaction graphs, Jij . Our approach employs a feed
forward neural network to solve the inverse problem as-
sociated with determining laser control parameters, given
6as input an interaction graph of interest. Solutions ob-
tained in this manner are easy to compare to the target
Jij , since the associated forward problem is trivial, allow-
ing for precise similarity comparisons for any example of
interest.
Contrary to previous approaches [13], our machine
learning technique searches for an approximate relation-
ship between the spin model’s spin-spin interaction graph
and the N2 control parameters, which allows for an ap-
proximate solution to the inverse problem. We observe
that solutions found this way are “stable”. That is, small
perturbations to the solutions – of the order of magni-
tude expected experimentally – do not drastically affect
the results. In addition, for graphs representing typical
lattices in one, two and three dimensions, we find a favor-
able scaling of the similarity comparison up to 50 qubits.
Since our machine learning procedure is implemented on
only a single GPU workstation, this suggests that with
moderate additional resources, lattices for hundreds of
spins should easily be within reach.
As simulators and other near-term quantum devices
continue to grow towards hundreds of qubits, a num-
ber of difficult experimental problems in design, control,
and verification will require practical solutions to achieve
scaling. With the advent of a suite of machine learning
techniques as powerful numerical tools, with applications
across a spectrum of difficult problems of relevance to
experimental quantum hardware, we expect technologies
like neural networks to become an integral part of every
level of the stack of quantum simulators in the future.
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