Building on the success of the past several events, the 2018 CDC will also feature the "Meet the Faculty Candidate" poster session. This poster session provides a great opportunity for faculty, search committee members, and recruiters to speak directly with current graduate students and postdoctoral researchers who are seeking faculty positions. Registered faculty candidates are invited to this poster session.
Time and Location: Monday, December 17, 6:45-7:45 pm, Flicker 1 Abstract: We will give an overview of United Technologies Research Center (UTRC) as well as its parent company, United Technologies Corporation (UTC), whose businesses include Pratt and Whitney, Collins Aerospace, Carrier, and Otis. We will discuss career and partnership opportunities and then present a broad overview of research from UTRC's Autonomous and Intelligent Systems Department. Particular focus will be on advanced controls and machine learning for a variety of applications including aerospace and energy systems, human collaborative robotics, and manufacturing. The research discussed is being conducted by a diverse team of researchers with backgrounds in dynamical systems, system identification and estimation, advanced controls, applied mathematics, computer vision, computer science, and human factors in partnership with academic partners. The session is designed to give students and opportunity to understand the types of projects and career paths available at UTRC, and to give potential collaborators and opportunity to understand how to work with us. 
Abstract:
The aerospace industry is going through a renaissance. Consumer drones, small satellites, rockets that can land back on earth make headlines every day. One of the core components of all these systems is the complex embedded control systems that must work under uncertainty, often with complex sensors, such as cameras and laser range finders, in the loop. How can we better teach 21st century feedback control systems to aerospace students and beyond, with the help of 21st century technology? For the most recent offering of the feedback control systems course at MIT, we gave each student one Parrot Rolling Spider mini drone. The students were able to program their drones using Simulink hardware support package for PARROT Minidrones. On the one hand, we used online tools, such as video lectures and forums, to enable the students to do the labs at home, without any direct supervision from the instructors. On the other hand, the students did their projects with the instructors in the form of a hackathon. Thanks to the new pedagogy, we observed a tremendous increase in enrollment and the quality of student projects. This new pedagogy is in contrast to the classical engineering education where the lab exercises are executed in laboratories with instructors, and projects are done at home. Thanks to the 21st-century tools, such as mini drones with cameras, online forums and accessible video lectures, we were able to flip this pedagogy for better outcomes. Abstract: Drones hold enormous untapped potential across video capture, inspection, mapping, monitoring, and delivery. They are also natural candidates for autonomy and likely to be among the first widely-deployed systems that incorporate meaningful intelligence. We believe that trustworthy autonomy through computer vision and advanced motion planning unlocks these use cases. From pixels to propellers, it takes a tightly integrated and robust system to work at scale and in the wild. In this talk we will discuss ongoing research at Skydio, along with the challenges involved in building a robust robotics product that flies itself, as well as the underlying algorithms that push the state of the art in robotics research, including:  Multi-camera SLAM for state estimation and dense 3D mapping for obstacle avoidance,  Deep learning based subject tracking and trajectory prediction,  Motion planning and model-based control,  Software development tools around large quantities of flight data. 
The late Bruce Francis, who passed in March of this year, was a towering figure in the controls community. In this commemorative session, several past colleagues of Prof. Francis will share their memories. There will be an opportunity for audience participation.
Tutorial Sessions
There will be 6 tutorial sessions at the conference on the following topics: Abstract: Feedback is both a pillar of control theory and a pervasive principle of nature. For this reason, control-theoretic methods are powerful to analyse the dynamic behaviour of biological systems and mathematically explain their properties, as well as to engineer biological systems so that they perform a specific task by design. This paper illustrates the relevance of control-theoretic methods for biological systems. The first part gives an overview of biological control and of the versatile ways in which cells use feedback. By employing control-theoretic methods, the complexity of interlaced feedback loops in the cell can be revealed and explained, and layered feedback loops can be designed in the cell to induce the desired behaviours, such as oscillations, multi-stability and activity regulation. The second part is mainly devoted to modelling uncertainty in biology and understanding the robustness of biological phenomena due to their inherent structure. Important control-theoretic tools used in systems biology are surveyed. The third part is focused on tools for model discrimination in systems biology. A deeper understanding of molecular pathways and feedback loops, as well as qualitative information on biological networks, can be achieved by studying the "dynamic response phenotypes" that appear in temporal responses. Several applications to the analysis of biological systems are showcased. Abstract: This Tutorial aims at providing an introduction and perspective on new concepts for the growing field of observer design for systems with symmetry. We will consider the design of computationally tractable state observer algorithms for the class of nonlinear systems for which the observer state can be represented as an element of a mathematical structure known as a Lie group and whose kinematics and dynamics respect this structure. Most autonomous robots can be modelled this way due to the symmetry of the physical laws that underpin their dynamics. There is a wide class of robotic applications for which this is the case and the theory developed is finding substantial application. The tutorial provides a range of perspectives on observer design for symmetric systems, including Lyapunov and gradient design methods for Luenberger type observers. Interested readers are referred to R.E. Mahony, J. Trumpf, T. Abstract: Bruce Francis's research in the 1980's was focused on H-inifinity theory, especially on the synthesis of optimal controllers in this norm. He realised that the problem could be addressed using interpolation theory from within the general area of mathematics of operator theory. His lecture notes and books were central to the development of the area and collaboration between operator theorists and the control community. In due course this led to the development of the state-space approach and the two Riccati equation solution presented by Bruce and the present authors. This joint presentation will outline these developments from an historical and mathematical perspective. Abstract: In this tutorial paper we first present some foundational results regarding the theory of positive systems. In particular, we present fundamental results regarding stability, positive realization and positive stabilization by means of state-feedback. Special attention is also paid to the system performance in terms of disturbance attenuation. Under the asymptotic stability assumption, such performance can be measured in terms of Lp-gain of the positive system. In the second part of the paper we propose some recent results about control synthesis by linear programming and semidefinite programming, under the positivity requirement on the resulting controlled system. These results highlight the value of positivity when dealing with large scale systems. Indeed, stability properties for these systems can be verified by resorting to linear (copositive) or diagonal Lyapunov functions that scale linearly with the system dimension, and such linear functions can be used also to design stabilizing feedback control laws. In addition, stabilization problems with disturbance attenuation performance can be easily solved by imposing special structures on the state feedback matrices. This is extremely valuable when dealing with large scale systems for which state feedback matrices are typically sparse, and their structure is a priori imposed by practical requirements. Abstract: This tutorial paper aims to explore the role of graph theory for studying networked and multiagent systems. The session will cover basic concepts from graph theory along with surveying its role in problems related to cooperative control and distributed decision-making. Finally, we will also introduce some advanced topics from graph theory in the hope of encouraging further discussion and explore new research opportunities in system and control theory.
Title: Geometric Observers on Lie Groups

Pre-Conference Workshops
The CDC 2018 is offering three half-day and seven full-day pre-conference workshops on Sunday, December 16, 2018. The workshops address current and future topics of interest in control systems, and are delivered by renowned experts from academia, research institutions and industry.
Half-day Workshops (9:00 am -1:00 pm, except Workshop no. 3: 1:00 -5:00 pm) Abstract: The availability of mathematical models is essential for the analysis, control and design of modern technological devices. As the computational power has advanced, the complexity of these mathematical descriptions has increased. This has maintained the computational needs at the top or above the available possibilities. A solution to this problem is represented by the use of reduced order models, which are exploited in the prediction, analysis and control of a wide class of behaviors. For instance, reduced order models are used to simulate weather forecast models and design very large scale integrated circuits and networked dynamical systems. The model reduction problem can be informally formulated as the problem of finding a simplified description of a dynamical system in specific operating conditions, preserving at the same time specific properties, e.g. stability. For linear systems, the problem has been addressed from several perspectives which can be divided into two main groups: singular value decomposition approximation methods and Krylov approximation methods. The theory of balanced realizations, the use of Hankel operators and of proper orthogonal decomposition belong to the first group, whereas the use of interpolation theory belongs to the latter. The additional difficulties of the reduction of nonlinear systems carry the need to develop different or "enhanced" techniques. Several methods which extend balancing and proper orthogonal decomposition to nonlinear systems have been proposed. Reduction of special classes of nonlinear systems and local reduction (for instance around a limit cycle) represent another approach. Although many results and efforts have been made, at present there is no complete theory of model reduction for nonlinear systems or, at least, not as complete as the theory developed for linear systems. The proposed workshop is intended to give an overview on the main developments in nonlinear model reduction by moment matching obtained in recent years. The workshop is intended as a morning half-day workshop. Abstract: This workshop is aimed at providing a comprehensive understanding of recent adaptive control algorithms with a special focus on parameter convergence and transient performance improvement. Classical adaptive controllers typically guarantee closed-loop system stability and asymptotic convergence of tracking error, however, parameter convergence is only guaranteed if a stringent condition of persistence of excitation (PE) is satisfied by the regressor signal. Some recent contributions in adaptive control, like concurrent learning (CL), integral concurrent learning (ICL), Initial Excitation (IE)-based adaptive control, have shown that parameter convergence is possible without requiring the restrictive PE condition, rather milder conditions like a full-rank condition on past stored data along systems trajectory (in CL-based framework) or the condition of initial excitation (in IE-based framework) can suffice for parameter convergence, and thereby improve transient response by ensuring exponential stability. The workshop would cover crucial details of these recent developments for relaxing the PE condition for parameter convergence in adaptive control.
Workshop Title: Tools for Distributed and Nonlinear Control of Dynamical Networks
Organizers and Speakers: Tengfei Liu (Northeastern Univ.), Zhong-Ping Jiang (NYU) Time and Location: 1:00 -5:00 pm, Splash 3-4 Abstract: To date, the research has reached the stage that emphasizes developing methodologies that can handle the complexity characterized by uncertainty, nonlinearity, time-varying dynamics, delays and interconnections. The seamless integration of controls, communication and computation results in deeply and dynamically intertwined "cyber" and physical processes, and has been enabling many new applications in robotic systems, electric smart grids, chemical processes, biological systems, smart manufacturing, intelligent transportation systems, etc. Nonlinearity is ubiquitous in nature. For such dynamic networks, the current nonlinear control theory is insufficient to addressing the design challenges and the related engineering application problems. Solving the new problems will be of special interest for the control of various practical systems, and will even enrich the control theory. This workshop aims to report the new research results, made by leading researchers, that address some of the new emerging theoretical problems with nonlinear and distributed control, as well as their applications to practical systems. of possible attacks and enable recovery of system functionality when attacks do occur. The proposed workshop will present a holistic view of control system security, with perspectives on network security, game theory, and control, as well as a view for how these disciplines can be combined to design resilient, safe, and secure control systems. From the application side, we will place a particular emphasis on the security of power systems, which is one of the most active research domains in this area. Case studies on different control and regulation operations in energy management systems as well as the development of testbeds for the cyber-physical security of such systems will be presented. We plan to have nine presentations given by experts who have recently worked on the subject with different backgrounds including control theory, game theory, and power systems. We also intend to include a short session by a representative of NSF who will provide a perspective from the funding agency on security related issues. Abstract: The main goal of this workshop is to lay out the foundations of a framework for computation and communication-aware algorithmic design of CPSs, in which, rather than being added a posteriori, computation and communication are intrinsic -in the sense that the time and cost to compute and the networked structure and communication constraints are part of the design process. We bring together to this purpose experts in CPSs and key topics on data-driven design, optimization, computer science, control, information theory, and safety. The proposed workshop will expose attendees to cutting edge research in the field, with an eye on both theory and applications, providing students new to the field with insight on the challenges posed by computation and communication constraints on algorithm design for verification and control of CPSs and on promising directions of research. Abstract: The focus of this workshop is the analytical foundations of Machine Learning (ML) algorithms and their intersection with parameter estimation in control. By machine learning we mean the use of statistical techniques to enable computer systems to "learn" using data, typically using offline training methods. Starting from a functional approximation perspective, this learning corresponds to iterative adjustments of parameters of the approximation function, frequently based on a gradient descent approach, with the adjustments carried out so as to minimize an underlying cost function. Control systems, on the other hand, focus on methods for automated regulation and tracking in engineering systems, with guidelines for providing guarantees of stability, robustness and convergence in the presence of various uncertainties. Off-line and on-line learning of the underlying control parameters have been analyzed extensively, over the past four to five decades, in sub-disciplines in control such as system identification and adaptive control. It is in these subdisciplines whereby parameter estimation occurs, either implicitly or explicitly, and thus an obvious intersection with ML arises. In fact, when one writes down the dynamics of Stochastic Gradient Descent (SGD), the control gain update law in adaptive control, or the MAP parameter estimate in regression (Bayesian or otherwise), the three sets of equations are basically identical in structure. Interesting and rather subtle differences do exist however. For instance, normalization has always been explicit in adaptive control and regression, but not in SGD. SGD, on the other hand, has been studied within the context of momentum, leading to a class of accelerated methods, which are ideas not present in the adaptive control literature. Another area of intersection between the two fields arises when one treats SGD explicitly as a dynamical system and leverages the broad array of tools in control theory to study its robustness properties. The goal of this workshop is to understand the aforementioned intersections between ML and control systems. The three major thrusts of this workshop are: 1) Methods for combining the analytical rigor in control systems with the representational power of ML algorithms. 2) Parameter update laws combining features and analysis from control and accelerated methods. 3) Characterizing convergence in deep learning. The speakers in this workshop were selected so as to present a cohesive story of the state of the art in training machine learning models and parameter convergence in dynamical systems. Abstract: A smart building is a structure that uses automated processes to control the building's operations including heating, ventilation, air conditioning, lighting, security and other systems. A smart building uses sensors, actuators and microchips, in order to collect data and manage it according to prescribed functions and services. This infrastructure helps owners, operators and facility managers improve asset reliability and performance, which reduces energy use, optimizes how space is used and minimizes the environmental impact of buildings. Making a smart building, or making a building smart, begins by linking core systems such as lighting, power meters, water meters, pumps, heating, fire alarms and chiller plants with sensors and control systems. The key feature of a smart building is "integration". In this workshop several active researchers in this field will report their recent technical progresses at both individual and program levels on smart buildings, and some visionary discussions on the roles of IoT and data analytics, aiming to showcase some recent achievements and at the same time identify challenges ahead in order to arouse more interests and efforts at a broader societal level to ensure research sustainability. Abstract: Over the past two decades, computing and communications have resulted in the creation, transmission and storage of data from all sectors of society. Over the next decade, the biggest generator of data is expected to be IoT devices which sense and control the physical world. This explosion of data that is emerging from the physical world requires a rapprochement of areas such as machine learning, control theory, and optimization. As control theory has been firmly rooted in tradition of model-based design, the availability and scale of data (both temporal and spatial) will require rethinking of the foundations of our discipline. There is a wonderful opportunity to advance both the theory of control systems in a more data driven fashion as well as have impact outside our discipline. Furthermore, the case for broader impact, industrial or societal is incredible.
Workshop
