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ABSTRACT 
We construct a decreasing sequence of rectangles (R,) in such a way that all the 
eigenvalues of a complex matrix A are contained in each rectangle. When A is a 
matrix with real spectrum or a normal matrix, each R, can be obtained without 
knowing the eigenvalues of A. 
1. INTRODUCTION 
Bounds for the eigenvalues of a matrix have been obtained by many 
authors. In general, these bounds are given in terms of a simple function of 
the entries of the matrix or the entries of one or more related matrices [4]. 
Bounds for eigenvalues using traces have been obtained in [6-lo]. In [6] we 
proved that the eigenvalues hj of a complex matrix A of order n lie in the 
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disk 
I* _ y Q [?+,A,2 - yj’- (1.1) 
We observe that if the eigenvalues of A are all real, then from (1.11, we 
have 
I*j _ yi f [G(tr(A2) - *)I”‘ (1.2) 
for all j. This result was given in [9, Theorem 2.11. 
In [7] we proved that the eigenvalues of a complex matrix A of order n 
lie in the rectangle 
Re(tr A) Re(tr A) 
+cr x 1 [ Im(tr A) - P> Im(tr A) - ff, +P > n n n n 1 
(1.3) 
where 
ff= (1.4 
P= (1.5) 
This rectangle is included in the disk (1.11, and its vertices are on the 
boundary circle of that disk. 
Upper bounds for the expressions occurring in (l.l), (1.41, and (1.5) can 
be obtained using Schur’s inequalities 131 or measures of nonnormality [l, 31. 
In Section 2 we construct a decreasing sequence of rectangles (R,) in 
such a way that all the eigenvalues hj of a complex matrix A of order n + 1 
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are contained in each R,. That is, 
Re h, - 
Re(tr A) Im(tr A) 
n+l 
=Ga 
P 
and Im A, - 
n+l 
Q P, 
fork = l,..., n + 1, p > 0, where op and p, will be defined later. It turns 
out that R, is the rectangle given in (1.3). When A is a matrix with real 
spectrum or a normal matrix, each rectangle R, can be computed without 
knowing the eigenvalues of A. 
2. A DECREASING SEQUENCE OF RECTANGLES CONTAINING 
THE EIGENVALUES OF A MATRIX 
The eigenvalue localization region (1.3) was obtained by the use of the 
following lemma which we proved in [5]. 
LEMMA 2.1. Zfd,,...,d, are real numbers such that d, + --- +d, = 0, 
then for all k 
(2-l) 
We extend the result of Lemma 2.1 to any even exponent. 
LEMMA 2.2. Zf p E N and x1,..., x, E [w are such that x1 + x2 + *a* 
+x, = 1, then 
n2P-1+l n 
n2P-1 
Q c x;p + 1. 
i=l 
Proof. We define 
bY 
f(XL>...> XJ = t x;p + 1, 
i=l 
h(r,,..., xn) = k xi - 1, 
i=l 
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and 
L( x1,. . . , xn, A) =f( x1,. . . , X”) + hh( x1,. . . , X”)’ h E R. 
We easily see that XT = xg = *-* = x: = l/n is the unique solution of the 
equation VL(x, A) = 0. Moreover, we have 
d2L 
- = 2p(2p - 1)x;@, 
r3x; 
k = l,...,n, 
and 
d2L 
- = 0, 
axk axj 
k,j = 1 ,***> n, k #j. 
Hence, 
vZL(x*, A) = 2p’,“l;_; l) I” 
is a positive definite matrix, where Z,, denotes the identity matrix of order n. 
Therefore, f attains a minimum value at the point x* = (l/n,. . . , l/n), and 
this minimum value is (n2Pm1 + l)/n2’-‘. n 
THEOREM 2.3. Zf d,, . . . , d,, I are real numbers such that d, + *** 
+d n+l = 0, then 
(2.3) 
fork = 1,. . . , n + 1 and p E N. 
Proof. If d, = 0, then there is nothing to prove. Let d, # 0 and 
xi = -d,/d, for i # k. Hence Xi, k xi = 1. Thus by Lemma 2.2 we have 
n2Pp1 + 1 
n2P-1 
< c xp” + 1, 
i+k 
and the result follows. 
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We observe that for p = 1, we have the inequality of Lemma 2.1. If 
d, = 1 and di = -l/n for i # k, then we have an equality in (2.31, which 
shows that the inequality is sharp. 
THEOREM 2.4. Let A be a complex matrix of order n + 1 with eigenval- 
ues A,,..., h,+l. Then all the h, (k = 1,. . . , n + 1) lie in the rectangle 
Re(tr A) Re(tr A) 
n+l 
- ap, 
n+l + % I 
Im(tr A) Im(tr A) 
X 
n+l 
- P,> 
n+l + 4 I 
(2.4) 
where p E N and 
That is, 
Re hj - 
Re(tr A) 
< (Yp and 
n+l 
Im hi - Irnctr A) < pp. 
n+l 
Proof. Since 
we have 
Re hi - 
Re(tr A) 
= 0 and 
n+l 
Im hi - 
Im( tr A) 
= 0. 
n+1 
Then it follows from Theorem 2.3 that 
Re h, - 
Re(tr A) Im(tr A) 
n+l 
< (Yp and Im h, - 
n+l 
G P, 
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fork = l,..., n + 1. Thus, each hk lies in the rectangle (2.4), R, = X, X Yr, 
with X, and YP defined by 
x, = 
[ 
Re(tr A) Re(tr A) 
n+l 
- op, 
n+l 
+a, : 1 
YP = [ Im(tr A) Im(tr A) n+l - P,> n+l +P, * 1 
COROLLARY 2.5. Let A be a complex matrix of order 
eigenvalues A,, . . . , A, + 1. Then all the h, lie in the interval 
tr A tr A 
---(Y 
n+l P’ 
-+c$, 
n + 1 1 
where p E N, 
n2P-1 
n2p-1 + 1 
tr 
(2.7) 
H (2.8) 
n + 1 with real 
(A - ~)2p]]1’2p; (2.9) 
and Z is the i&ntity matrix of order n + 1. 
Proof. From Theorem 2.4 we have 
and 
tr A 
hi - - 
n+l 
trA 2p 
-z . 
n+l ) 1 n 
Next, we shall be concerned with the convergence of the sequences (X,) 
and (Y,) defined in the proof of Theorem 2.4. We shall actually prove that 
these sequences are decreasing, that is, X, + i G X, and Yp + i 5 Yp. We need 
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the following lemma: 
LEMMA 2.6. Zfp E N a&x,,..., x, are real numbers such that xl + 
x2 + a.0 +x, = 1, then 
( n2pf1 + 1)’ 
n(n2Pp1 + l)'+l 
Proof. We define, for x = (xi, 
(2.10) 
(c;==, xpJ+2 + l)p 
f(x) = (& xf’ + y+l’ h(x) = ,gi - 1, 
and 
L(x) =f(x) + Ah(x), A E R. 
As in Lemma 2.2, one can easily prove that x* = (l/n, l/n,. . . , l/n) is the 
unique solution of the condition VL(x, A) = 0. We can prove that 
where 
P = 2P(P + l)f(x*)n 
nZp+i(2p - 1) - ?W’(2p + 1) - 2 
(1 + nap-i)(l + nQ+l) . 
The constant P is positive for n > 2 and for any natural p., For n = 2, p is 
positive for p > 1 and zero for p = 1. The Hessian matrix V’L(x*, A) has all 
its diagonal entries equal to o, and all its nondiagonal entries equal 
to (Y + p. Let y = ( yi, yz, . . . , yJT such that yr(Vh(x*) = 0. It follows 
that Cp, i yi = 0 and yTV2L(x*, h)y = --fiC:,, yf. Since p is 
positive, V’L(x*, A) is a negative definite matrix and f(x*> = (n2pf1 + l)P/ 
n(n2p-’ + l>p +’ is the maximum. n 
REMARK. If xi,. . . , x, are real numbers such that xi + x2 + ... +x, = 
1 and xi z xj for some i # j, then the inequality in (2.10) is strict except for 
n = 2 and p = 1. In this case equality holds. 
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Now we are ready to prove one of the main results of this section. 
THEOREM 2.7. Zf d,, d,, d,, . . . , d, + 1 are real numbers such that d, + 
d, + d, + ... +d, + d,+l = 0 and d, # 0 _for some k, then the sequence 
(sp) defined by 
is decreasing. 
n2PA1 nfl 
c d;P 
nzp-l + 1 i=l 
Proof. Let r = sp+Jsp; then 
r2P(P+l) = 
n(n 
2p-1 + I)~+’ (CT=‘,’ d;P+2)p 
( n2P+’ + 1)’ (C:=+: d”p)‘+l ’ 
Let xi = -dj/d, for i # k. Then Cizk xi = 1, and Lemma 2.6 can be 
applied to obtain 
()$_‘f dfP+2)p (n2P+’ + 1)’ 
(C~=+fd~P)p’l ’ n(n2Pe1 + l)“l’ 
Hence, 
r2P(P+1) = 
n(n 
2P-1 + I)‘+’ (C;_+;d;p+2)P ~ 1 
(n’P+’ + 1)’ (C~~:dpp)pfl ’ 
and so r = sp+Jsp < 1. n 
We now prove that the sequence ( RP> is decreasing. 
THEOREM 2.8. Let A be a complex matrix of order n + 1 with eigenval- 
ues A,, h,, . . . , h,+1. 
2.4 is &creasing. 
Then the sequence CR,), R, = X, X Yp, of Theorem 
Proof. Consider the sequence of intervals X,. In order to show that 
X p+ 1 G X, it is sufficient to prove that ap + i < op. The real numbers 
Re A, - 
Re(tr A) 
Re h, - 
Re(tr A) 
Re h,+i - 
Re(tr A) 
n+l ' n+l "*" n+l 
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satisfy the condition of Theorem 2.7. Then the sequence (a,> defined by 
(2.5) is decreasing. A similar argument applied to the real numbers 
Im h, - 
Im(tr A) 
n+1 ’ 
Im h, - 
Im(tr A) 
n+1 ‘...’ 
Im A,+1 - 
Im(tr A) 
n+l ’ 
proves that the sequence of intervals YP is also decreasing. H 
COROLLARY 2.9. Let A be a complex matrix of order n + 1 with real 
spectrum. Let (Y~ be as in (2.9). Then the sequence of intervals [(tr A)/(n + 
1) - ap, (tr A)/(n + 1) + a,], containing the eigenvalues A, of A, is 
decreasing. 
Proof. It is an immediate consequence of Theorem 2.7 with dk = h, - 
(tr A)/(n + 1) for k = 1,2,. . ., n + 1. n 
THEOREM 2.10. Let A be a complex matrix of order n + 1 with eigenval- 
ues h,, h, ,..., h,+l. Then the sequences (a,> and ( p,), defined by (2.5) 
and (2.61, have the following limits: 
(Y = lim czP = max Re Ai 
P-m 1 
p = lim p, = max 
P-m 1 
Im Ai - 
Re(tr A) 
n+l 
Im(tr A) 
n+l 
Proof. Let x be the vector with components 
tr A tr A tr A 
A, - - A, - - A -- 
n+ 1’ n + 1 ‘***’ n+l n+l’ 
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Re( tr A) 
, Re A, - 
Re( tr A) 
n+l n+l ‘.‘*’ 
Re A\n+ 1 - 
Re(tr A) 1 T n-t1 ’ 
Im( tr A) 
, Im A, - 
Im( tr A) 
n+l n+l ‘***’ 
Im A,+1 - 
Im(tr A) 1 T n-t1 ’ 
From (2.5) and (2.6), we have 
l/21, n2P-1 WP 
ap = llRexllzp and P, = 
[ 1 n2Pe1 + 1 IlIm xllzp, 
where 1~112, denotes the 2p-norm of the vector v. Since IMlz, tends to llVllm 
and [ n2P- ‘/(n ‘P ’ + l)]i/‘P tends to 1. as p tends to infinity, it is clear that 
(Y = lim ixp = llRexljm = max 
P’@= z 
p = ,ffl,Pp = llImxllm = max 
z 
Re Aj - 
Re( tr A) 
n+l ’ 
Im Ai - 
Im( tr A) 
n+l ’ 
If in addition all the eigenvalues of A are real numbers, 
(Y= ,,n~~+,lA~-~l and P=O. n 
REMARK. 
(a) Theorem 2.10 tells us that the sequence of rectangles R, defined by 
(2.4) is convergent to the smallest rectangle centered at (tr A)/(n + 1) and 
containing all the eigenvalues of the matrix A. 
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(b) The disk centered at (tr A)/(n + 1) and with radius Jv is 
the smallest disk with that center containing all the eigenvalues of A. 
Our purpose now is to compute the intervals Xr and YP. For this, it is 
convenient to work with the matrix 
tr A 
B=A- -1 
n+l 
instead of the matrix A, where Z denotes the identity matrix of order n + 1. 
Let 4, A,,..., &+i be the eigenvalues of A. Then the eigenvalues of Z3 are 
the numbers 
tr A 
From (2.5) and (2.6), we have for the matrix B 
tr A 
n + 1”“’ 
tr A 
P n+l = A 
-- 
n+l n+1’ 
]lPP n2P-1 n+l 
CYP = c (Re/42P p 
n2p-1 + 1 i=l 
I 
[ 
n2P-1 n+1 
1 
VP 
P, = C (Im PJ2’ 
n2p-l + 1 i=r . 
(2.11) 
(2.12) 
Let us define the matrices C = t(B + B*) and D = (1/2i)(B - B*). We 
consider the following cases: 
Case 1: The Spectrum of A is real. If A has a real spectrum, then the 
spectrum of B is also a real set. From Corollary 2.5, we have 
n2P-1 1/2P 
ap = 
n2p-1 + 1 trB2P 
and p, = 0 for all p. (2.13) 
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This expression for q, allows us to obtain the real interval 
tr A tr A 
x, = ---(Y 
n+l p’ 
- + Lyp 
n + 1 1 
without knowing the eigenvalues of A. We observe that in this case (tr A)/ 
(n + 1) - (Y or (tr A)/(n + 1) + (Y is an eigenvalue of A. 
Case 2: A is a normal matrix. If A is a normal matrix, then B is also a 
normal matrix. The spectra of C and D are 
{Rep.,,Rep.,,...,Rep,+,} and {ImCL1,ImCLZ,...,Im~n+lj~ 
respectively. From (2.11) and (2.12), we have 
i 
n2P-l 
i 
WP 
ffp = 
n2p-1 + 1 h-C2’ ’ 
i 
n2P-1 
1 
1/2P 
P, = n2p-1 + 1 trD2P . 
(2.14) 
(2.15) 
From (2.14) and (2.15), we see that each R, = X, X Yp can be obtaining 
without knowing the eigenvalues of the normal matrix A. 
3. EXAMPLES 
EXAMPLE 3.1. Let us consider the matrix 
2 1 1 7 1 
2 1 1 1 8 
which was taken from the paper of Wolkowicz and Styan [9, Example 51. 
Here the authors obtain, among others results, that are interval [0.203, 
11.7971 contains all the eigenvahies of A. We are in case 1. From (2.13) we 
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P aP (tr A)/n - o+, (tr A)/n + op 
1 5.7966 0.2034 11.7966 
2 5.3975 0.6025 11.3975 
4 5.1951 0.8049 11.1951 
8 5.1718 0.8282 11.1778 
16 5.1713 0.8287 11.1713 
32 5.1713 0.8287 11.1713 
The eigenvalues of A are 2.5711, 4.2961, 5.4346, 6.5268, and 11.1713. 
EXAMPLE 3.2. Let A be the circulant matrix 
1 2 3 4 
2 3 4 1 
This matrix is normal. Then we can use the results of case 2. We have crp = 9 
for all p, and then the real parts of the eigenvalues are included in the 
interval [ -8, lo]. Since A is a real matrix, the imaginary parts of the 
eigenvalues are included in the intervals [-BP, p,]. From (2.151, we obtain 
p p, 
1 2.4495 
16 2.0438 
256 2.0014 
The eigenvalues of A are -2, 10, -2 + 2i, and -2 - 2i. 
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