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Аннотация. Приводится классическое определение рейтинга и с его помощью уточняется математиче-
ская модель нахождения значений величины объектов. Рейтинг позволяет с единых позиций рассматри-
вать как объективные, так и субъективные измерения. Если предположить, что некоторая последователь-
ность объектов упорядочена по величине и эта величина изменяется равномерно, то для такой последо-
вательности в качестве рейтинга можно выбрать номер объекта.  
Аксиоматическое определение рейтинга опирается на математическую модель измерения. Формализация 
процесса измерения произвольной величины начинается с уточнения понятия измерения. В ходе измере-
ния сравниваются размеры объектов, аксиоматически определяется матрица парных сравнений, на осно-
вании которой находится рейтинг. Зная рейтинг, можно найти значения величины. Далее с помощью 
рейтинга анализируются законы Фехнера и Стивенса. Эквивалентность законов Фехнера и Стивенса яв-
ляется подтверждением алгоритма определения значений измеряемой величины на основании рейтинга.  
Субъективный метод нахождения рейтинга требует особого способа проверки надежности получаемой 
информации. Проверку надежности субъективного измерения предлагается выполнять методом альтер-
натив. В методе альтернатив каждый объект сравнивают с двумя альтернативными объектами. Критери-
ем надежности субъективного измерения выступает статистическое совпадение значений рейтингов, по-
лученных альтернативными способами сравнения. 
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Abstract. The definition of rating is given and  mathematical model of finding the values of object quantity by 
means of rating is specified. With the help of the rating it is possible to consider both objective and subjective 
measurements from a single point of view. If, as example, some sequence of objects is sorted by a varying              
uniformly magnitude  an object number in the sequence could be considered as the rating.  
The axiomatic definition of the rating is based on a mathematical model of measurement. The formalization of 
the process of measuring an arbitrary value begins with a clarification of the concept of measurement. During the 
measurement, the sizes of objects are compared, the matrix of paired comparisons is axiomatically                    
determined, on the basis of this matrix  the rating is located. Knowing the rating you can find the value. Then by 
means of a rating the laws of Fechner and Stevens are analyzed. The equivalence of Fechner and Stevens laws is 
a confirmation of the algorithm for determining the values of the measured value based on the rating.  
The subjective method of finding the rating requires a special method of checking the reliability of the                 
information received. Verification of the reliability of the subjective measurement is proposed to perform the 
method of alternatives. In the alternatives method, each object is compared twice, and different objects are                  
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selected as the object for comparison. The criterion of reliability of subjective measurement is the statistical   
coincidence of rating values obtained by alternative methods of comparison. 
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Введение. В классической теории измерений множество объектов эмпирической системы 
A1, A2, …, An отображается с помощью функции qi = q(Ai) на множество значений q1, q2, …, qn 
числовой системы таким образом, что отношения между числами предопределяют отношения 
между объектами. При этом выбор типа шкалы зависит от вида и свойств функции q [1]. 
В настоящей работе рассматривается рейтинговая модель измерения [2, 3]. Это означает, что функ-
ция отображения q строится как композиция двух функций: qi = q(r(Ai)). Вначале объекты 
A1, A2, …, An отображаются на промежуточное множество числовых значений (значения рей-
тинга) функцией ri = r(Ai) с сохранением отношения между самими объектами. Шкала значений 
рейтинга r фиксирована. Далее множество значений рейтинга r1, r2, …, rn отображается на мно-
жество числовых значений q1, q2, …, qn функцией qi = q(ri) = q(r(Ai)). При этом вид шкалы чис-
ловых значений определяется видом и свойствами функции q(r). Введение рейтинга позволяет 
отделить процесс измерения величины от выбора шкалы измерения. В статье уточняется мате-
матическая модель измерения методом рейтинга [2, 3] и рассматривается метод альтерна-
тив [4], который позволяет проверить надежность рейтинговых оценок.  
Классическое определение рейтинга. Чтобы подчеркнуть особенность рейтинговой моде-
ли, обратимся к теории вероятностей.  
В определении классической вероятности аксиоматически определяются понятия события 
и равновозможных событий. Например, при подбрасывании кубика эксперт может интуитивно 
считать, что грани кубика достаточно симметричны и будут выпадать с одинаковой вероят-
ностью. Для того чтобы измерить произвольную величину, введем аксиоматически понятия пар 
объектов и равных по величине пар объектов. Будем считать, что величина объектов изменяет-
ся равномерно, если последовательные пары объектов одинаковы по величине. Величина по-
следовательных пар объектов  может быть определена как объективными, так и субъективными 
методами парных сравнений. Приведем примеры последовательностей таких объектов:  
1. Положим на левую чашу равноплечных весов груз m1 и груз с неизвестной массой M 
и уравновесим грузом m2 на правой чаше. Далее груз m2 положим на левую чашу весов вместо 
груза m1, уравновесим грузом m3 и т. д. Абсолютное изменение массы объектов m1, m2, m3, … 
будет равномерным: m2  m1 = m3  m2 = … .  
2. С помощью разноплечных весов построим последовательность объектов. Для этого поло-
жим на левую чашу разноплечных весов груз m1 и уравновесим грузом m2, далее положим 
груз m2 на левую чашу весов вместо груза m1, уравновесим грузом m3 и т. д. Относительное из-
менение массы объектов m1, m2, m3, … будет равномерным: (m2  m1)/m1 = (m3  m2)/m2 = … .  
3. Подберем объекты m1, m2, m3, …, субъективное изменение веса которых равномерно, 
с точки зрения эксперта. 
Первые две последовательности получены с помощью объективного сравнения последова-
тельных пар, третья последовательность получена субъективным оцениванием. 
Предполагается, что можно построить последовательность объектов, величина которых изме-
няется равномерно. Порядковый номер объекта в такой последовательности будем называть рей-
тингом. Сравнение размеров опытным путем является единственным способом получения изме-
рительной информации. Основных способов численного сравнения размеров всего два: разность 
размеров и отношение размеров величины [5]. Используется либо первый либо второй способ. 
Отметим, что здесь речь идет о размере величины как объективной характеристике. Значения ве-
личины появляются уже после измерения в результате обработки результатов измерения. Пусть 
для объектов A1, A2, …, An величина Q принимает значения qi, qi = q(Ai). Можно предположить, 
что если величина Q для последовательности объектов изменяется равномерно, то разности 
(или отношения) последовательных значений величины постоянны. Для определенности счита-
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ем, что значения величины Q расположены в порядке возрастания. Это означает, что будут вы-
полняться равенства:   
– для первого способа сравнения 
qi+1 – qi = ,  qi,  qi+1R,   > 0; 
– для второго способа сравнения  
ln(qi+1/qi) = ,  qi,  qi+1R
+
,   > 0, 
где i = 1, 2, …, n – 1;  – неизвестная постоянная; R – множество всех действительных чисел;               
R
+ – множество всех положительных чисел.  
Следовательно, если выбран первый способ сравнения, то верно выражение 
qi – qj = dij,  qi,  qjR,   > 0,                                                      (1) 
если выбран второй способ, то выражение 
ln(qi/qj) = dij,  qi,  qjR
+
,   > 0,                                                    (2)  
где dij = (ri – rj),  ri = i,  rj = j,  i = 1, 2, …, n,  j = 1, 2, …, n;   – неизвестная постоянная.  
Значение di,j будем называть элементом матрицы парных сравнений D, функцию ri = r(Ai) – 
рейтингом, ri – рейтингом объекта Ai, в рассматриваемом случае ri = i. Можно сформулировать 
обратную задачу: найти значения величины Q, если на основании наблюдений известна матри-
ца парных сравнений и не определен способ сравнения (либо первый (1) либо второй (2)).  
Определение 1.  Пусть величина объектов A1, A2, …, An изменяется равномерно.  Выполня-
ется равенство (1) или (2), где dij = (ri – rj), ri = i, rj = j,  > 0,  – неизвестная постоянная,                  
i = 1, 2, …, n, j = 1, 2, …, n; qi = q(Ai) – значения величины Q; dij – матрица парных сравнений.  
Тогда отображение ri = r(Ai) = i будем называть рейтингом объекта.  
Последовательность значений qi, i=1, 2, …, n, является в первом случае арифметической, 
а во втором случае геометрической прогрессией. 
Таким образом, сформулировано классическое определение рейтинга и дано определение 
двух способов нахождения значений величины. Чтобы перейти к аксиоматическому определе-
нию рейтинга, необходимо определить модель получения измерительной информации.  
Аксиоматическое определение рейтинга. Существуют два основных варианта численного 
сравнения размеров: сравнивают или отношения или разности размеров [5]. Измерить величину 
можно любым из них. Выберем разность размеров в качестве единственного способа получения 
измерительной информации. Будем считать, что на множестве пар объектов A1, A2, …, An можно 
определить действительную функцию парного сравнения dij = d(Ai, Aj), для которой выполняет-
ся условие 
 
dij = dik – djk,                                                                    (3) 
 
где dij  элемент матрицы парных сравнений D, i = 1, 2, …, n,  j = 1, 2, …, n; k = 1, 2, …, n.  
Если определена матрица парных сравнений dij, которая удовлетворяет условию (3), то су-
ществует решение системы уравнений 
dij = ri – rj,                                                                    (4) 
 
где  > 0; i = 1, 2, …, n; j = 1, 2, …, n. Действительно, в качестве решения можно выбрать       
ri = di1 = d(xi, x1), i = 1, 2, …, n. Назовем функцию r(Ai) рейтингом, а значение функции ri = r(Ai) – 
значениями рейтинга. Рейтинг определен с точностью до линейного преобразования, он харак-
теризует размер объекта в шкале интервалов.  
Определение  2.  Если величина объектов A1, A2, …, An изменяется равномерно, то верно 
выражение 
 
Информатика. 2019. Т. 16, № 2. С. 52–61                                         55 
 
 
d(A1, A2) = d(A2, A3) = … = d(An1, An) = ,                                           (5) 
 
причем   0. Если величина объектов не изменяется, то в выражении (5)  = 0.  
Определение измерения в виде (3) позволяет отделить процесс измерения от процесса выбо-
ра шкалы измерения.  
Значения величины. В качестве значения величины объекта Ai, i = 1, 2, …, n, если опреде-
лен рейтинг, возьмем значение рейтинга ri = r(Ai). Тогда можно сравнивать значения величин 
любых двух объектов как разность двух рейтингов r(Ai), и это не единственный способ сравне-
ния значений. Например, можно сравнить разницу в массе двух грузов m1 и m2 или, после заме-
ны переменных m1 = ln(q1) и m2 = ln(q2), перейти от разности m1 и m2 к отношению значений q1 
и q2: m1 – m2 = ln(q1 / q2). Отношение значений q1 и q2 является вторым способом сравнения мас-
сы тела. Переход ко второму способу сравнения возможен благодаря  изоморфизму ln(x), кото-
рый существует между множеством всех вещественных чисел с заданной операцией вычитания 
и множеством положительных чисел с операцией деления. Согласно теории алгебры изоморф-
ные группы имеют одни и те же свойства и их можно не различать. Это означает, что можно 
выбрать субъективно более привычный способ сравнения, но нельзя выбрать объективно луч-
ший способ. Следовательно, при объективном измерении величины нет приоритета при выборе 
способа сравнения. Непосредственно значения величины при субъективном методе измерения 
обычно получить нельзя, способ сравнения в этом случае не определен. Поэтому будем счи-
тать, что при любом способе измерения значения величины определены с точностью до изо-
морфизма и следует рассматривать один из двух способов нахождения значений величины Q: 
либо q(A) = r(A), q(A)R, либо q(A) = exp(r(A)), q(A)R+. 
Определение  3. Пусть определен рейтинг объектов Ai, i=1, 2, …, n. Значения величины  
это числовая функция qi=q(Ai), определенная на множестве объектов Ai, i=1, 2, …, n, для кото-
рой в зависимости от способа сравнения выполняется или разница 
 
qi  qj = dij                                                                                                         (6) 
или отношение 
ln(qi / qj) = dij,                                                               (7) 
где dij = r(Ai) – r(Aj),  i = 1, 2, …, n,  j =1, 2, …, n,    неизвестная постоянная. При этом способ 
сравнения выбирается априори.  
Итак, если найден рейтинг величины объекта, то можно произвольно выбрать способ срав-
нения и найти значения величины с помощью выражения (6) или (7). В определении 3 отражена 
особенность измерения величины с помощью рейтинга. Первичным является рейтинг, значения 
величины определяются как функция рейтинга. Таким образом отделяется процесс измерения 
величины от выбора шкалы измерения, как это делает человек, вначале отсчитывая количество 
делений на шкале прибора, а потом переводя количество делений в значение измеряемой вели-
чины.  
Пример 1. Пусть для множества объектов A1, A2, …, An величина Q изменяется равномерно: 
r(Ai+1) − r(Ai) = const, i = 1, …, n –1. Следовательно, qi+1 – qi =  или ln(qi+1 / qi) =  для i = 1, …, n –1, 
 – неизвестные постоянные.  
Выполняется следующий порядок действий: 
1) составляется матрица парных сравнений; 
2) определяется рейтинг; 
3) априори выбирается способ сравнения; 
4) определяются значения величины. 
При этом рейтинг величины может быть найден на основании парных сравнений. Парные 
сравнения можно проводить объективным или субъективным методом. Для физической вели-
чины способ вычисления ее значений определяется так, что массу тела принято считать адди-
тивной, а не мультипликативной величиной. 
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Если величина объектов A1, A2, …, An изменяется равномерно, то ее рейтинг ri = i, а последо-
вательность значений величины будет арифметической или геометрической. Этот случай соот-
ветствует классической схеме определения рейтинга. Определение рейтинга применимо 
к психофизическим законам Фехнера и Стивенса [1].  
Законы Фехнера и Стивенса. Пусть для объектов A1, A2, …, An объективно получены значе-
ния величины ui = u(Ai), ui > 0. Экспериментальный закон Фехнера связывает значения 
величины ui, i=1, 2, …, n, полученные объективно, и значения величины qi = q(Ai), полученные 
субъективно. Закон Фехнера можно записать в виде  
 
qi – qj = hln(ui / uj),  qi, qj  R,  h > 0,                                                    (8) 
где i = 1, 2, …, n;  j = 1, 2, …, n; h – известная постоянная, экспериментально определяемая для 
каждой физической величины; ui – объективные значения величины Q; qi – субъективные зна-
чения величины Q. Закон Фехнера соответствует способу сравнения (1), если для формирова-
ния матрицы парных сравнений dij применяется формула  
dij = hln(ui / uj).                                                                     (9) 
 
Закон Стивенса имеет вид 
 
ln(qi / qj) = hln(ui / uj),  qi, qj  R
+
,  h > 0,                                              (10) 
где i = 1, 2, …, n; j = 1, 2, …, n; h – известная постоянная. Закону Стивенса соответствует спо-
соб сравнения (2), если dij – матрица парных сравнений (9). Используя закон Фехнера (8) и ра-
венство (6), получим зависимость  
(ri  – rj) = ln(ui / uj),  > 0,                                                         (11) 
где ri = r(Ai), i = 1, 2, …, n;  rj = r(Aj),  j = 1, 2, …, n;   – неизвестная постоянная. С другой сто-
роны, если использовать закон Стивенса (10) и зависимость (7), получим это же соотноше-
ние (11). Следовательно, если эксперт правильно оценил рейтинг, будет выполняться соотно-
шение (11) и, выбрав способ сравнения (6) или (7), можно найти значения величины Q. Данный 
результат соответствует алгоритму получения значений величины на основании рейтинга. 
Проиллюстрируем алгоритм измерения упрощенным примером. Выберем объекты A1, A2, …, An 
так, чтобы их величина изменялась равномерно с точки зрения эксперта. Пусть исследователь 
просит эксперта оценить, на сколько второй объект больше первого. Эксперт отвечает: 
«На условную единицу». Аналогично сравним третий объект со вторым. Поскольку величина 
объектов A1, A2, A3 изменяется равномерно, эксперт должен ответить, что третий объект так же, 
как и первый, на условную единицу больше второго. Следовательно, выполняется q2 – q1 = 1                    
и q3 – q2 = 1. Продолжив сравнивать объекты, получим q1 = 1, q2 = 2, q3 = 3, …, qn = n с точностью 
до константы. Допустим, что исследователь спрашивает эксперта: «Во сколько раз второй            
объект больше первого?» Эксперт отвечает: «В два раза». (Здесь эксперт может назвать любое 
другое число.) Это означает, что для выбранного исследователем способа сравнения выполня-
ется q2/q1 = 2. Если исследователь попросит сравнить второй и третий объекты, то окажется, 
что q3/q2 = 2, поскольку величина объектов A1, A2, A3, с точки зрения эксперта, изменяется рав-
номерно. Продолжая сравнивать, получим q1 = 2
1
, q2 = 2
2
, q3 = 2
3, …, qn = 2
n
 c точностью до по-
стоянного множителя. При этом независимо от вопроса исследователя рейтинг объекта оцени-
вается одинаково: r1 = 1, r2 = 2, r3 = 3, …, rn = n. Таким образом, эксперт действительно 
оценивает рейтинг, а исследователь на основании рейтинга находит значения величины (в пол-
ном соответствии с алгоритмом нахождения значений величины по рейтингу). В первом случае 
исследователь получит, на сколько единиц больше оцениваемое значение, а во втором случае – 
на сколько порядков больше.  
Надежность оценивания рейтинга. Надежностью называют один из критериев качества 
теста, его устойчивость по отношению к погрешностям измерения. Различают два вида надеж-
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ности экспертных оценок: надежность как устойчивость и надежность как внутренняя согласо-
ванность [6]. Устойчивость экспертных оценок  это возможность получения одинаковых отве-
тов эксперта при повторном проведении тестирования. Внутренняя согласованность опреде-
ляется связью каждого конкретного элемента теста с общим результатом. В данной работе 
ограничимся оценкой устойчивости результатов теста к повторному тестированию.  
При экспертном опросе бывает сложно определить, надежно ли предлагаемое  измерение, 
поскольку значения переменных, которые необходимо найти, могут с течением времени изме-
няться под влиянием опыта или настроения эксперта. Когда ответы меняются, сложно отличить 
случайную ошибку от реального изменения мнения. Принято считать, что тестирование надеж-
ности следует проводить через максимально короткие промежутки времени. На первый взгляд, 
достаточно через короткий промежуток времени задать один и тот же вопрос и, если ответы 
эксперта не изменятся, измерение можно считать надежным. Однако субъективное измерение 
имеет свои особенности. Если промежуток времени небольшой и эксперт вспомнит свое 
предыдущее заключение, то, чтобы не выглядеть некомпетентным, он повторит свои ответы. 
Пытаясь избежать такого эффекта, можно повторить опрос через значительный промежуток 
времени. В этом случае имеют место организационные трудности, связанные с проведением 
повторного тестирования. Кроме того, мнение эксперта может измениться и тогда непонятно, 
как отличить устойчивое изменение мнения от случайной ошибки. Указанная проблема приве-
ла к созданию теста на надежность, который иногда называют методом альтернативной фор-
мы [6]. В соответствии с данным методом разные формы вопросов применяются к одной и той 
же группе объектов. В этом случае вопросы не повторяются, а задаются по-разному. В связи 
с тем что измерения не отделены друг от друга большим промежутком времени, их результаты 
заслуживают большего доверия. Отмечается, что успех такого подхода зависит от того, 
насколько хорошо сопоставимы друг с другом результаты, полученные с помощью альтерна-
тивных форм [6]. Если результаты измерений сопоставимы и близки, то появляется основание 
считать такое измерение надежным. Предлагается надежность нахождения рейтинга проверять 
с помощью варианта метода альтернативных форм, который назовем методом альтернатив. 
Частный случай метода альтернатив рассматривается в работе [4].  
Особенности метода альтернатив:  
1. Объекты A1, A2, …, An сравниваются попарно по величине и находятся некоторые элемен-
ты матрицы парных сравнений dij.  
2. Парные сравнения проводятся последовательно: новый объект (из числа тех, что еще не 
выбирались) сравнивается с одним из двух объектов, которые участвовали в предыдущем срав-
нении.  
3. Парные сравнения группируются в две альтернативные формы.  
4. На основании альтернативных форм составляются две альтернативные системы линейных 
уравнений.  
5. Решаются альтернативные системы уравнений и находятся рейтинги  r1i  и  r2i, i = 1, …, n. 
6. Сопоставляются значения рейтинга r1i и r2i, i = 1, …, n, и принимается или отвергается ги-
потеза о надежности измерения.  
Возможны различные варианты реализации метода альтернатив, так как новый объект 
в каждой паре может выбираться произвольно. Чтобы сформулировать метод альтернатив в 
общем виде, понадобится определение альтернативной системы линейных уравнений.  
Альтернативные системы. Рассмотрим произвольную систему линейных уравнений вида  
 
M(x) = B,                                                                    (12) 
 
где M  матрица коэффициентов системы линейных уравнений, x  вектор неизвестных, а век-
тор-столбец B − некоторый заданный вектор.  
Определение 4.  Выберем в системе линейных уравнений (12) строки, которые содержат 
базисный минор. Такую подсистему линейных уравнений будем называть альтернативной си-
стемой.  
Число различных альтернативных систем в общем случае конечно. Рассмотрим для систе-
мы (12) все альтернативные системы Mi(x) = Bi, где Mi  матрица коэффициентов альтернатив-
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ной системы линейных уравнений; x  вектор неизвестных; Bi  заданный вектор альтернативной 
системы, i = 1, …, m, m – число различных альтернативных систем системы (12). Множество аль-
тернативных систем линейных уравнений образует систему линейных уравнений  
 
1 1
2 2
( )
( )
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(
,
,
) ,m m
x B
x B
x B
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M



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
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
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                                                                   (13) 
которая эквивалентна системе линейных уравнений (12). Если некоторые пары альтернативных 
систем неэквиваленты, то решения системы линейных уравнений (13) не существует. Если лю-
бые две альтернативные системы эквивалентны, то система (13) совместна. В отличие от исход-
ной системы линейных уравнений (12) решение альтернативной системы всегда существует. 
Теорема. Система линейных уравнений (12) эквивалентна системе (13) тогда и только то-
гда, когда все альтернативные системы эквивалентны.  
Поскольку системы (12) и (13) эквиваленты, то теорема доказана. Вместо того чтобы рас-
сматривать все альтернативные системы, можно выбрать только две из них и проверить экви-
валентность. Если системы эквивалентны, то можно предположить, что это неслучайно.  
Метод альтернатив. Рассмотрим систему линейных уравнений (4), где ri , rj − неизвестные 
значения рейтинга, подлежащие определению, i = 1, 2, …, n,  j = 1, 2, …, n;  − произвольная 
постоянная,  > 0; dij – известный вектор правых частей. Докажем, что система уравнений 
 
di+1,i = (ri+1 – ri),  i = 1, 2, …, n −1,                                             (14) 
является альтернативной по отношению к системе уравнений (4). Действительно, система ли-
нейных уравнений (14) является подсистемой системы уравнений (4) и любое уравнение систе-
мы (4) будет линейной комбинацией строк системы уравнений (14), так как  
 
ri − rj = (ri – ri−1) + (ri1 – ri2) + … + (r2 – r1) − (rj – rj−1)  (rj−1 – rj−2)  …  (r2 – r1) 
и  
(ri+1 – ri) = di,i1 + di1,i1 + … + d2,1  dj,j1 dj1,j2  …  d2,1 = di,1 dj,1 = di,j. 
 
Таким образом доказано, что система линейных уравнений (14) является альтернативной 
к системе уравнений (4). Также можно показать, что система уравнений  
  
di+1,1 = (ri+1 – r1),  i = 1, 2, …, n −1,                                               (15) 
является подсистемой системы уравнений (4), альтернативной к системе уравнений (4). Анало-
гично можно рассматривать и другие альтернативные системы. Чтобы составить систему урав-
нений (4) и получить все альтернативные системы, необходимо найти все элементы матрицы 
парных сравнений dij. Для этого следует провести n(n–1)/2 парных сравнений. С целью миними-
зации объема экспериментальной работы будем рассматривать только альтернативные систе-
мы M1 и M2. В этом случае достаточно провести 2(n–1) парных сравнений.  
Сформулируем эмпирический критерий K1 надежности оценок рейтинга, используя альтер-
нативные системы. Оценки рейтинга надежны, если решения альтернативных систем M1 и M2 
связаны статистически значимой адекватной возрастающей линейной зависимостью: 
 
 ri2 = a1ri1 + a0 + i, 
где i = 1, …, n; a1, a0 – неизвестные постоянные, a1  0; i  случайные ошибки, независимые, 
нормально распределенные случайные величины с математическим ожиданием E(i)=0 и по-
стоянной дисперсией; ri1 и ri2 − значения рейтинга (решения первой и второй альтернативных 
систем).  
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В дальнейшем второй индекс в обозначении значений рейтинга ri1 и ri2 будем пропускать, 
если это не создает трудности для понимания. В качестве альтернативных систем M1 и M2 мож-
но рассматривать системы уравнений (14) и (15), причем константа  для каждой из систем вы-
бирается произвольно.  
Чтобы найти рейтинг, можно использовать готовые результаты парных сравнений метода 
анализа иерархий [7]. Рассмотрим пример из работы [8] и применим метод альтернатив для 
анализа надежности оценок рейтинга. 
Пример 2. Построим функцию принадлежности нечеткого множества «высокий мужчина» 
на универсальном множестве M = {170, 175, 180, 185, 190, 195}. Парные сравнения представим 
в виде матрицы Hi/Hj [8] 
 
 170  175  180  185  190  195 
170 1 1/2 1/4 1/6 1/8 1/9 
175 2 1 1/3 1/5 1/7 1/8 
180 4 3 1 1/4 1/4 1/5 
185 6 5 4 1 1/3 1/3 
190 8 7 4 3 1 1 
195 9 8 5 3 1 1 
 
Функцией принадлежности называется функция, которая позволяет вычислить степень при-
надлежности произвольного элемента универсального множества к нечеткому множеству. Ис-
ходной информацией для построения функций принадлежности являются экспертные парные 
сравнения. Для каждой пары элементов универсального множества эксперт оценивает преиму-
щество одного элемента над другим. Поэтому можно построить вместо функции принадлежно-
сти рейтинг элементов универсального множества. Рейтинг, в отличие от функции принадлеж-
ности, определен с точностью до линейного преобразования. Элементы матрицы парных 
сравнений hij (hij − уровень преимущества элемента Hi над Hj по девятибалльной шкале           
Саати [8]) представлены в таблице. Например, элемент 195 в последней строке матрицы соот-
ветствует мужчине с ростом 195 см, элемент 170 во втором столбце таблицы – мужчине с ро-
стом 170 см. Если h61 = 9, то рейтинг мужчины с ростом 195 см относится к рейтингу мужчины 
с ростом 170 см как 9 к 1. Соответственно, запись h61 = 1/9 означает, что рейтинг мужчины с 
ростом 170 см относится к рейтингу мужчины с ростом 195 см как 1 к 9. Выберем две альтер-
нативные формы парных сравнений (14) и (15) и на основании матрицы парных сравнений    
составим таблицу. В третьем и четвертом столбцах таблицы находятся две альтернативные   
системы линейных уравнений, для которых определены разности значений рейтингов. Напри-
мер, если в матрице стоит отношение значений рейтингов 9/1, то в таблице находится разность 
значений 9 − 1.    
 
Проверка надежности рейтинговых оценок 
Значение 
i 
Рост,  
Hi 
Альтернативные  
системы 
Рейтинги  
систем  
Нормализованные  
рейтинги систем  
M1, r6 −ri M2, ri+1 −ri M1, ri M2, ri M1, ri M2, ri 
1 170 9 − 1 2 − 1 0 0 0,00 0,00 
2 175 8 − 1 3 − 1 1 1 0,13 0,13 
3 180 5 − 1 4 − 1 4 3 0,50 0,38 
4 185 3 − 1 3 − 1 6 6 0,75 0,75 
5 190 1 − 1 1 − 1 8 8 1,00 1,00 
6 195 0 − 8 8 1,00 1,00 
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Получим следующие разности значений рейтингов альтернативных систем M1 и M2 соответ-
ственно: 
r6 − r1 = 8, r6 − r2 = 7, r6 − r3 = 4, r6 − r4 = 2, r6 − r5 = 0; 
r2 − r1 = 1, r3 − r2 = 2, r4 − r3 = 3, r5 − r4 = 2, r6 − r5 = 0. 
Частные решения альтернативных систем при дополнительном условии r1 = 0 расположены 
в пятом и шестом столбцах таблицы. При решении альтернативных систем можно предпола-
гать, что r1 = 0 и r6 = 1, поскольку рейтинг определен с точностью до линейного преобразова-
ния. Константа  в каждой из систем выбирается произвольно, хотя в данном случае константы 
совпали. С учетом преобразования получены нормализованные значения рейтингов r1 и r2, ко-
торые находятся в седьмом и восьмом столбцах таблицы (рисунок).  
 
-0,2 0,0 0,2 0,4 0,6 0,8 1,0 1,2
 r1
-0,2
0,0
0,2
0,4
0,6
0,8
1,0
1,2
r 2
 
Зависимость рейтинга r2 от рейтинга r1 
 
Визуальный анализ графика показывает, что данные сгруппированы вблизи прямой 
r2=−0,0256 + 1,008r1, причем значения статистики Фишера F(1,4)= 291,89 с p-уровнем 0,00007 
подтверждают гипотезу об адекватности модели. Кроме того, коэффициент детерминации R2 
показывает, что на 98,6 % линейная регрессия объясняет зависимость между рейтингами r2 и r1. 
Отсюда следует вывод, что измерение рейтинга надежно.  
Заключение. В работе представлены аксиоматическая модель рейтинга и последователь-
ность нахождения значений величины по ее рейтингу. Обоснован метод проверки надежности 
рейтинговых оценок  метод альтернатив. Математическую модель рейтинга и метод альтерна-
тив можно использовать в задачах принятия решений, распознавания образов и управления ка-
чеством.  
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