We employ a two-step modified count data model to determine the county-level attributes that are conducive to attracting new foreign plants. Our estimation results indicate that previous counts of foreign direct investment, market size and accessibility, and land area are positively related to Foreign Direct Investment (FDI) occurrences; while higher input costs deter new foreign firm entry. Contrary to anecdotal evidence, our results suggest that stringent environmental regulations do not have a negative impact on FDI inflows. These findings have significant implications for policymakers, as flows of FDI are expected to increase dramatically given the economic integration of our global economy.
Introduction
Given that our economic system is rapidly evolving from many relatively small markets into an integrated global market, firms are more readily using foreign countries to source production, add product markets, and diversify. Consequently, to stimulate job growth and increase overall welfare levels, many countries have expended considerable effort to attract foreign multi-national corporations (FMNCs). Although many local attributes, such as factor prices, climate and available market, have proven to be key determinants in the site decision, there is limited evidence on the effects that environmental regulations have on FMNC location decisions. Since the United States alone has witnessed an eight-fold increase in total foreign direct investment (FDI) since 1975, it is essential for local and state policymakers to understand whether foreign firms are influenced by 2 pollution regulations.
As a first step in addressing this issue, we use a two-step empirical approach to examine the county-level determinants of FDI into the US. As such, our model has the flexibility to exclude inferior counties in the initial screening process. After this initial screening, remaining counties have an underlying Poisson process that describes their respective probabilities of attracting a new foreign entrant. Intuitively, this two-step approach appears to capture the location decision quite well, as many counties may not have the characteristics to attract new FMNCs and therefore are regularly excluded during the initial screening process. On the other hand, some counties may make the initial cut but fail in latter stages of the search. Using California FDI county-level micro-data in 1983-1992, we find that agglomeration effects, measured as the number of previous FDI occurrences into the county, have very strong positive implications for attracting future FDI. This result suggests that there is a snowball effect associated with FDI, implying that, in the long-run, a county loses much more than one firm when it fails to attract a prospective new foreign plant. We also find that environmental regulations do not significantly alter new firm location patterns. This result implies that the (foreign) industrial makeup of certain regions has not been significantly driven by environmental regulations. Other results from the empirical models largely support previous findings as higher input costs deter new foreign firms while a larger market size and better accessibility are positive factors for prospective FMNCs.
The balance of this paper is organized as follows. Section 2 briefly reviews previous firm location studies, presents the empirical model, and provides a description of the data. Results are discussed in Section 3, and Section 4 provides concluding remarks.
Previous work, the location model, and the data
Our study of the FMNC location decision is closest in spirit to Friedman et al. (1992) , Woodward (1992) and Greenstone (1998) , while our empirical methodolo-gy relates most closely to recent domestic firm location studies by Papke (1991) 3 and Henderson (1996) . Although the firm location literature has been surveyed by Gerking and List (1999) and Tannenwald (1997) , a brief summary of the 4 important empirical results is worthwhile. Friedman et al. (1992) use a conditional logit model to examine which state factors affect the location of new foreign plants entering the US in 1977 the US in -1988 . They make use of the International Trade Administration (ITA) data on FMNC location decisions and find that access to foreign markets and a large US domestic market (proxied by a dummy variable for access to a container port and a gravity-adjusted measure of personal income) significantly affect the location decision of foreign firms. In addition, they find that the probability of choosing a state decreases with higher wage rates and state and local taxes, but increases with the available labor pool. Finally, using one measure of environmental stringency, they find that pollution regulations do not significantly alter location decisions of foreign firms. As Friedman et al. (1992) point out, this latter finding may be the result of industry aggregation. Woodward (1992) investigates how state (and county) characteristics in 1980 affect the location decision of Japanese FDI into the US in 1980-1989. For the regressions using counties as the unit of observation, Woodward finds that the probability of attracting FDI increases with land area, population density, agglomeration economies, and the level of infrastructure. Woodward also finds that property taxes and wages are insignificant in Japanese new plant investment decisions, perhaps indicating that other area attributes are more important to the Japanese FMNC.
Although not strictly focusing on FMNC new plant location decisions, a few other studies are worth mentioning since their methodologies coincide with our approach. One such study is due to Greenstone (1998 Greenstone ( ), which uses the 1967 Greenstone ( -1987 Censuses of Manufacturers to compile a database that includes 1.75 million plant observations at the county level. One result that stands out in Greenstone's (1998) work is that after controlling for a variety of factors including plant level characteristics, industry shocks, and county shocks, high environmental regulation counties, in comparison to low regulation counties, lost approximately 100 000 jobs, $50 billion in capital stock, and $30 billion of output (in pollution-intensive industries) in the first 15 years after the Clean Air Act Amendments became law (1972) (1973) (1974) (1975) (1976) (1977) (1978) (1979) (1980) (1981) (1982) (1983) (1984) (1985) (1986) (1987) . Although these losses are relatively modest in comparison to the size of the entire manufacturing sector, they imply that the industrial composition of some regions is partly determined by the stringency of local environmental regulations.
Other related studies include Henderson (1996) and Papke (1991) . Henderson (1996) uses establishment-level county data to investigate factors that attract new manufacturing plants in pollution-intensive industries (SIC 282, 286, 291, 307, 331) , while Papke (1991) uses state-level data from five manufacturing industries (SIC 233, 251, 273, 366, 367) to examine firm location patterns in [1982] [1983] [1984] [1985] [1986] [1987] . Both studies make use of the non-negative integer property of their dependent 5 variables by using a Poisson count data model to analyze the location decision. For the most part, they find relatively intuitive results: factor input prices deter new firm entry while market size and accessibility are positive attributes. Henderson (1996) also finds that county-level environmental regulations play an 6 integral role in the evolution of industry.
The location model
To estimate our location model, we make the probability of attracting a new foreign firm a function of county-specific attributes:
where y represents the count of new plants in county i in1983-1992 and X are i i county attributes that affect the firm's spatial profit function. A common way to 7 specify this type of discrete probability function is as a Poisson process. A Poisson specification models the integer property of the endogenous parameter explicitly and is given by:
, y 5 0, 1, . . . ; ln l 5 b9X (2)
Other studies that use the Poisson assumption include Kogut and Chang (1991) , Blonigen and Feenstra (1997) and Blonigen (1996) . Kogut and Chang (1991) use a counting approach to test whether Japanese FDI into the US are attracted to industry intensive in research and development. Blonigen and Feenstra (1997) use the same methodology to test whether US protectionist threats affect Japanese FDI into the US and / or whether FDI is used to defuse protection. Blonigen (1996) examines whether exchange rate movements affect FDI into the US.
6 Given that tax rates are the focus of her study, Papke (1991) does not control for environmental regulations in any of her empirical specifications.
7 To conserve space, we summarize our empirical models. Log-likelihood functions, gradient vectors etc. are available in Greene (1994) . 8 where y and X are defined above, and b is the vector of unknown parameters.
i i
In the estimation of Eq. (2), it is important to recognize that there may be a two-step process associated with the location decision of new foreign plants. A zero plant occurrence in county i could arise through two separate processes. For example, consider a group of prospective FMNCs posed with the following question: Given that you have selected California, which county do you plan to choose? The answer to this question most naturally arises from a two-step process. First, due to specific (dis)advantages that are natural and policy-based, such as proximity to markets, natural resource amenities (climate, etc.), ease of labor force assembly, transportation investments, and agglomeration economies, many counties may not make the final choice set of any FMNCs, regardless of the 9 circumstances involved. Hence, these counties always attract zero new plants, independent of the data generation process. After this initial screening, in the second stage those counties that cleared the initial hurdle have an underlying Poisson process that describes their respective probabilities of attracting a new foreign entrant, but with a positive probability on zero (since some counties that were part of the final choice set may not attract any new firms during the sample period). This empirical approach has the advantage of delineating between factors that affect whether a county gets any FDI, and factors that affect the count of FDI occurrences for those counties that attract positive flows of FDI.
An empirical approach that accounts for this two-step process is discussed by Heilbron (1989) , Lambert (1992) , and Greene (1994) , and has been termed a variety of names, including zero inflated Poisson (ZIP), zero altered Poisson (ZAP), hurdle model, or with zero's (WZ) model. The model (we will denote as ZIP) is a natural extension of the Poisson specification in Eq. (2) and is given by: y 5 0, with probability P
i i
8 Although convenient, a restriction of the Poisson model is that l is both the mean and variance of i y . Failure of this restriction has consequences similar to those for heteroscedasticity in the ordinary i least-squares framework: parameter estimates are consistent, but variances are inconsistently estimated, leading to invalid hypothesis tests. We also estimated a negative binomial model, which allows the variance of the process to differ from the mean. The probability distribution of the negative binomial model is given by:
where exp(u) has a gamma distribution with mean 1 and variance a. The negative binomial model has an additional parameter, a, but allows a natural form of overdispersion given by:
Given that a is insignificant in each regression model that converged, we present only Poisson j estimates below. 9 The intuition is similar to Schmenner's (1977) market area penalty variable, which represents an initial indication of whether a county is suitable for location. y | Poisson(l ), with probability 1 2 P (4)
where ln l 5 b9X , and, therefore:
i ii P represents the state probability and R is the Poisson distribution for y .
The formulation of the state probability, P , used to estimate the location i decision is given by:
where z is defined as:
which defines a single new parameter, w. Under this formulation, the ancillary probability, P , is determined by a logistic scalar of b9X , or, likewise, the splitting A final nuance of zero inflated models is that the changed probability induces a divergence between the mean and variance of the distribution, even in the absence of heterogeneity. Consequently, zero inflated models induce overdispersion; the more likely the zero state, the greater is the overdispersion. Since the ZIP model is not nested within the Poisson model, testing for this phenomenon cannot be carried out using normal techniques. Vuong (1989) , however, has proposed a test statistic for non-nested models that has powerful statistical properties. The Vuong statistic is directional and therefore if uV u,1.96 the test supports neither model at the 5% level (e.g. ZIP vs. standard Poisson). Whereas, if the test statistic is positive and larger than 1.96, the zero inflated model is favored, while large negative values support the unaugmented, or standard model.
The data
We have collected data on new foreign firm births in manufacturing for counties in California in 1983-1992. We focus on counties in California for several reasons. First, California has attracted the largest number of FDI occurrences since the mid-1970s. Second, California remains one of the major players in the FDI area as its total FDI in the early 1990s has been nearly double that of the next state (New York). Third, as described below, California's counties vary significantly in terms of important local attributes such as wages, pollution regulatory intensity, and agglomerations, making California a practical choice for a county-level firm location analysis.
Data on FDI are from the International Trade Administration's (ITA) annual publication Foreign Direct Investment in the United States. Annually, the ITA summarizes information from publicly available sources (such as public files from government agencies) to classify FDI according to type of investment, the 4-digit SIC of the investment, the investing country, location of the investment, and in some cases the total cost of the completed investment. The ITA classifies investment type into six categories: new plant, merger and acquisition, equity increase, joint venture, plant expansion, and real property purchase. Instead of focusing on all six forms of investment, we analyze factors that affect the location of new plants for two primary reasons. First, new plants constitute the most important and coveted type of FDI because they create jobs (Friedman et al., 1992) . Furthermore, Figlio and Blonigen (1998) find that new foreign firms tend to increase local wages much more than new domestic producers, which serves to raise the stakes in the race to attract new FDI plants. Second, new plants must consider all spatial factors when making the location decision, such as complying with existing county-level environmental regulations, whereas other forms of investment may allow the existing plant to be grandfathered into less stringent regulations.
Although these FDI data may appear to be a perfect measure of total investment from foreign entities into the US, they are deficient in at least one important aspect: the level of investment for each FDI occurrence is not available. Ideally, we would like to model the total value of the completed foreign investment as a function of the exogenous variables, but for the most part these figures are available for less than 50% of the new plant investment reported in the ITA publication. Consequently, we use a second best approach and count the number of FDI occurrences in a given year. For example, if a foreign firm completes construction of a new plant in December of 1988 in county i, county i is credited with one occurrence of FDI in 1988, whether the dollar amount was 5 million or 50 million. This technique is a familiar one as previous location studies using ITA data have also opted for this approach (see, for example, Coughlin et al., 1991; Friedman et al., 1992; Woodward, 1992) .
Since firms of varying pollution intensity may be affected differently by environmental regulations, we analyze data for all manufacturing industries together as well as separately for two subsamples -a pollution-intensive subsample and a non-pollution-intensive subsample. We note that many facets of the complex pollution process need to be considered when labeling SICs as pollution or non-pollution-intensive. To carry this task out, we: (1) analyzed firm-level pollution abatement operating expenditures to abate the media air, water, and solid / contained waste from the Current Industrial Report's Pollution Abatement Costs and Expenditures (PACE); (2) examined actual emissions, by industry, of the five criteria air pollutants from 1980 and 1990 from the National Air Pollutant Emission Trends (1900 Trends ( -1994 published by the Environmental Protection Agency (EPA); and (3) reviewed the appropriate literature (e.g. Levinson, 1996 and Jaffe et al., 1995) , to establish our two groupings. In the end, we included SIC 26, 28, 29, 32, 33, 34 and 37 in the pollution-intensive group and the remaining manufacturing industries were placed in the non-pollution-intensive 10 group. Columns 2 and 3 of Table 1 provide an overview of the spatial location patterns of pollution-intensive and non-pollution-intensive plants in [1983] [1984] [1985] [1986] [1987] [1988] [1989] [1990] [1991] [1992] . In sum, 67 occurrences of new plant FDI were identified from the ITA listing. Of this total, 19 occurrences were in pollution-intensive industries and 48 occurrences were in non-pollution-intensive industries. Table 1 also indicates that only 18 of the 58 California counties attracted a positive number of new foreign plants in [1983] [1984] [1985] [1986] [1987] [1988] [1989] [1990] [1991] [1992] , further supporting use of the ZIP model.
The regressors
In estimation of Eqs. (3)- (8), we follow previous studies of firm location (see, for example, Woodward, 1992; Levinson, 1996; List and Kunce, 1999) and analyze how exogenous variables in 1982 affect location decisions in 1983-1992. Exogenous variables included in vector X are traditional regressors hypothesized i to be arguments in the firm's profit function, and include measures of, or proxies for, agglomerations, pollution regulatory intensity, market size and accessibility, and other characteristics of the county, such as wages and the tax climate.
Agglomerations
A key tenet of most regional growth theories are the agglomeration economies that can accrue to firms locating in close proximity to one another. Availability of market information, technology transfers, access to a skilled labor pool, and networking with immediate suppliers of essential materials are all potential positive externalities associated with dense areas of manufacturers. Although previous studies have analyzed the effects of agglomeration at the state level, agglomeration economies are better analyzed within smaller geographic areas, such as counties, since proximity to other manufacturers is better controlled within a county-level regression model (Woodward, 1992) . To measure agglomerations (Agglo.), we use the ITA data set described above. More specifically, we sum the count of all investment in the six categories: new plant, merger and acquisition, equity increase, joint venture, plant expansion, and real property purchase in 11 1974-1982 for each county. Our agglomeration variable, therefore, captures the historical trend of past foreign entrants into the California market. As such, the 10 We would have liked to split the data into even finer categories (e.g. 4-digit SIC levels), but data limitations precluded our efforts as zero investment was made in many industries in the sample period. 11 We are limited to using 1974-present data since 1974 was the first year the ITA issued these data. - agglomeration regressor may also help to control for unobservable county-level characteristics that are left uncontrolled in our regression framework. We expect the coefficient on (Agglo.) to be positive and significant, implying prospective foreign firms tend to locate in close proximity to other foreign firms.
Intensity of pollution regulations
In the US, responsibility for regulating air polluters rested almost exclusively with the states until the early 1960s. Indeed, from the first city smoke ordinances in 1855 until the early 1970s, the federal government did not concern itself greatly with environmental matters. Disappointed with outcomes associated with decentralized control of the environment, federal authorities began to take a more active role in environmental regulation with the passage of the National Environmental Policy Act and the first Clean Air Act Amendments (CAAA) in 12 1970. Federal organizations, such as the Environmental Protection Agency and the Council on Environmental Quality, were soon created to administer and enforce these statutes. As environmental authority was being shifted to Washington, DC, technological and political changes made industry more geographically mobile, potentially intensifying and promoting interjurisdictional competition (see Tannenwald, 1997 , and the references cited therein). Coupling these temporal changes in firm mobility with confusion about how states should implement the new regulations of the CAAA of 1970, the federal government passed important provisioning rules via the 1977 Clean Air Act Amendments.
As per the 1977 CAAA, starting in 1978 every county in the US is designated annually as being in attainment or out of attainment (non-attainment) of national air quality standards in regards to five criteria air pollutants: carbon monoxide, sulfur dioxide, total suspended particulates, ozone, and nitrogen oxide (other 13 pollutants, such as particulate matters, have subsequently been added). For those counties not in attainment of federal standards, each state is required to submit comprehensive plans that will lead to attainment status in the near future (State Implementation Plans, SIP). If standards are not met in due time, states are subject to decreased federal monies that help to fund state-level public goods and services. If a new plant chooses to locate in a non-attainment designated county, it is subject to Lowest Achievable Emission Rate (LAER) standards on installed equipment, regardless of cost, which can potentially run into the millions of dollars. As Gray (1997a,b) notes, difficulties may also arise when the firm attempts to secure construction permits, due either to delays in permit issuance or to uncertainty about whether the permit will be issued at all. In contrast, the primary means to regulate polluters in attainment counties is a policy known as Prevention of Significant Deterioration (PSD). New plants that wish to locate in attainment counties must install the Best Available Control Technology (BACT) before commencing production activities. Regulatory requirements are commonly understood to be more lax in attainment counties compared to non-attainment counties. In sum, the CAAA of 1977 served to add significant spatial differentials in air quality regulation across counties within states.
Within any of the five criteria air pollutant categories, county status may range from attainment of the primary standard to non-attainment, with partial and secondary standards in between these two polar cases. Because a county can be out of attainment in several air pollutant categories, and many heavy polluters emit numerous pollutants, we follow Henderson (1997) and index the attainment variable as the summation of criteria air pollutants for which the county is not in full attainment in 1982 (Non-Attain.). Thus, we make use of the variation in county attainment status to allow the attainment variable to vary cross-sectionally. The attainment variable can therefore take on values from 0 to 5, depending on the extent that the county is out of attainment.
Column 4 in Table 1 presents a county-by-county breakdown of attainment status. Although no counties are out of attainment for all five pollutant types, traditional county pollution havens such as Los Angeles, Orange and San Bernardino are out of attainment of federal air quality standards for four of the five pollutant types (they are each within NO limitations). Although casual observax tion of the statistics in Table 1 provides anecdotal evidence of the relationship between site choice and county attainment status, all manner of variables could be playing a part in the patterns exhibited in Table 1 . To sort this out requires the econometric specification provided above. When estimating the ZIP model above, since environmental regulations represent a firm-level constraint, we expect to uncover a significant negative relationship between county non-attainment status (Non-Attain.) and firm entry rates, particularly in the pollution-intensive subsample.
Other control variables
Although markets are continual integrating, positive transportation costs provide local producers with an advantage in serving local consumer markets. Consistent with this notion, many previous studies have included market size and accessibility as control variables in the location equation. We include population density (Pop.den.5population / land area) to control partially for market size and accessibility. Population density, taken from the Current Population Reports, appears to be a powerful explanatory variable as it potentially captures effects ranging from public good expenditures, such as infrastructure and park and recreation budgets, to market size. Consequently, we expect (Pop.den.) to be directly related to new 14 firm births.
We also include average manufacturing wage rates (Wage), a control for county-level taxes (Tax), and county land area (Land) in the regression equation. County-level wage rates are taken from County Business Patterns and represent a control for factor input prices. We expect (Wage) to be negatively related to new firm location. We use per capita property tax figures from the US Bureau of Census to control for the tax climate in a county. While it is true that counties often provide tax incentives to new plant investors, and that property taxes paid by individuals may not accurately reflect the actual taxes paid by FMNC's, we believe this figure to be a reasonable proxy for the tax climate specific to each county (see, for example, Woodward, 1992 who uses a similar measure). We expect higher taxes (Tax) to deter new firm investment. Finally, we include county land area (Land) to test if ''Bartik's dartboard theory'' holds across California counties. As the premise suggests, larger counties should attract more new firms than smaller counties, ceteris paribus. Table 2 contains a further description of all variables and their sources as well as some descriptive statistics. the three samples -all manufacturing, pollution intensive, and non-pollution 2 intensive. Also contained in Table 3 are pseudo-R values, log-likelihood values, 2 x statistics for testing the hypothesis that the slopes are jointly equal to zero, 15 Vuong statistics (V ), and estimated splitting parameters (w). In terms of overall 2 model significance, the x statistics, each distributed with six degrees of freedom, 2 indicate all three models are significant at p,0.01. In addition, the pseudo-R values, ranging between 0.64 and 0.85, suggest our relatively parsimonious 15 The splitting parameter estimates (w) provide intuition into the magnitudes of the factors that affect whether a county attracts any FDI. The parameters in the splitting equation are the same proportion, w, of their counterparts in the second regression. We also tried to estimate the model without restricting the coefficients in the splitting model to be a constant multiple of those in the regression model. Although convergence was not achieved in all model types, the models that did converge yielded qualitatively similar results as the restricted models.
Empirical results
specifications capture a significant portion of the variation in firm location patterns. Since a unique set of regressions is used for each subsample, the discussion will begin with estimates from the sample including all manufacturing and proceed to the other two subsamples.
Columns 1 and 2 in Table 3 present empirical estimates from regressions using data on all manufacturers. An important first issue regards which of the Poisson models is appropriate. Log-likelihood values suggest the ZIP specification is preferred, but as previously mentioned, the models are non-nested and, therefore, log-likelihood values are not directly comparable. The Vuong statistic V52.64. 1.96, however, clearly suggests that the zero inflated model is more appropriate than the unaugmented model, indicating an improvement is made by using the ZIP model. Hence, we will focus attention on these estimates.
Response coefficients presented in Table 3 are marginal effects estimates, or derivatives of the conditional mean function with respect to the attribute vector measured at the overall sample means -(≠E( yux)/≠x 5 l b). Estimated marginal i effects are elasticities when regressors are in logarithmic form and provide intuition into the factors that influence firm location patterns. For example, in the pooled model, estimates from the ZIP model ( p values shown below the marginal effects estimates) imply that counties which experienced a large influx of FDI in 1973-1982 (Agglo.) also enjoyed a much better chance of attracting new foreign firms in 1983-1992. Estimates suggest that a one standard deviation increase in 1973-1982 FDI occurrences (¯462% change from the mean, see Table 2 ) increased the probability of attracting a new foreign plant by 194% in 1983-1992 . This finding supports the premise that unobserved heterogeneity in counties is important, and that flows of FDI are attracted to locations selected by previous foreign entrants.
To provide a more thorough indication of the estimated impact of the regressors on new firm location patterns, we present marginal effects computed at the samplēm ean as well as at plus / minus one standard deviation [(X 1 s) and (X 2 s)] from the sample mean for the appropriate model type in Table 4 . These estimates reveal that the marginal impact of the regressors varies quite substantially over the distribution of values. For the pooled manufacturing sector, estimates in Column 1 suggest when the regressors are one standard deviation below their means, X 2 s, the estimated elasticity of our agglomeration measure is 0.08. Alternatively, a 1% increase in 1973-1982 FDI measured at X 1 s induces a 2.26% increase in the expected conditional mean of new foreign firms in 1983-1992. Other parameter estimates in Column 2 of Table 3 are mostly intuitive and largely support previous findings -namely that higher wages deter new firm investment (at the 10% significance level), and larger, densely populated counties have significantly higher expected inflows of new foreign entities, ceteris paribus. Besides statistical significance, these variables also have economically significant impacts. For instance, the estimated marginal effect of wage levels implies that foreign entrants are highly sensitive to intercounty wage differentials -at the 968 J.A. List / Int. J. Ind. Organ. 19 (2001) 953 -973 Table 3 . Marginal effects are calculated at the sample mean (X ), as well as plus (X 1 s) and minus (X 2 s) one standard deviation from the sample mean. mean a one standard deviation increase in wages (¯20%) decreases the conditional mean of new foreign plants by approximately 17%. Referring to Table 4 , we see that the wage effect is magnified (diminished) for relatively large (small) values of the independent variables. A somewhat surprising result in Table 3 is that property tax rates (Tax) are an insignificant determinant of foreign investment flows. Nonetheless, this result is consistent with previous studies (see, for example, Woodward, 1992) , and adds to the controversy surrounding the effects of higher tax rates on foreign firms -despite a substantial amount of research, tax effects remain largely unresolved.
Finally, empirical estimates suggest that environmental regulations (Non-Attain.) are an insignificant determinant in the foreign firm location process ( p5 0.41). Although this result is in accordance with the majority of previous empirical studies of domestic firm location (see, for example, Bartik, 1988; McConnell and Schwab, 1990; Duffy-Deno, 1992; Garafolo and Malhotra, 1995, Levinson, 1996) , it may be due to a pooling effect. By grouping industries of varying pollution intensity we may be masking the effect that environmental regulations have on some industries (perhaps heavily polluting industry) by pooling them with other industries that are most likely not influenced by stringent pollution regulation (lesser pollution-intensive industry). In light of the descriptive statistics in Table 1 , the results in Column 2 are most assuredly averaging over a number of nonpollution-intensive firms and a few pollution-intensive firms; and as a whole the effect of environmental regulation is insignificant. Consequently, there may be omitted variable bias in the regression equation since we are treating pollutionintensive firms and non-pollution-intensive firms similarly. To test this premise, we analyze results from pollution-intensive and non-pollution-intensive industries separately.
Columns 3 and 4 in Table 3 contain empirical results from the pollutionintensive subsample. Diagnostics in Columns 3 and 4 suggest that a model more sophisticated than the standard Poisson model may be unnecessary. For example, log-likelihood values are lower in the standard Poisson model (222.0 vs. 224.4), and the Vuong statistic (0.56) does not provide compelling evidence in favor of the augmented model. Furthermore, large coefficient standard errors indicate the inappropriateness of the zero inflated model. We therefore focus on empirical estimates from the standard Poisson specification in Column 3 of Table 3 , and provide additional marginal effects estimates for the Poisson model in Table 4 .
Perusal of Table 3 reveals that most coefficients have intuitive signs and are significant at conventional levels. In certain respects, empirical estimates indicate that pollution regulations influence the location patterns of pollution-intensive foreign firms. Parameter estimates suggest, at the 13% level, pollution-intensive firms are deterred from locating in non-attainment counties. Although statistically significant, the effect is minute -at the mean, a one unit increase in the non-attainment status of a county decreases the expected count of new foreign plants by 0.05 in 1983-1992 . Measured at other data points, the marginal effects reach much higher levels -at X 1 s, estimates in Table 4 imply that a one unit increase in the non-attainment status of a county decreases the expected flow of new foreign plants by about 1.76 in 1983-1992. Interestingly, the estimated marginal effect computed at the variable means is much smaller than comparable estimates in Henderson (1996) , which used an econometric model similar in spirit to the ZIP approach. Numerous factors may potentially explain this finding, but the most apparent is sample composition. Two distinct differences exist between our sample and Henderson's. First, Henderson examines highly pollution-intensive subsectors -SIC 282, 286, 291, 307, 331 -whereas we use data from SIC 26, 28, 29, 32, 33, 34 and 37 . Second, Henderson's estimates average over a number of domestic entrants and a few foreign entrants, while our sample is comprised of purely foreign firms. If this latter difference is important, it provides an indication that foreign entrants are less sensitive to pollution regulations than their domestic counterparts. There may be important reasons why these different location patterns occur -perhaps foreign firms are less informed about the rules and codes of local US environmental regulations. Anecdotal evidence to support this conjecture is plentiful. For example, Hyundai recently located a semiconductor firm in Eugene, Oregon, and its construction was delayed for more than a year with wetlands permit disputes. While this evidence is purely anecdotal, coupling it with the findings above provides an indication that foreign entrants may be less sensitive to pollution regulations than domestic firms.
Other significant parameter estimates in Column 3 of Table 3 are intuitive and imply that pollution-intensive firms are attracted to large, densely populated counties with low wages. For instance, at the mean a one standard deviation increase in wages (¯20%) decreases the probability of attracting a new pollutionintensive foreign plant by approximately 4%. Again, this estimate is greatly magnified or diminished if one considers the impact at larger or smaller regressor values, as per Table 4 . Unintuitive estimates include an insignificant effect of both agglomeration economies and property taxes. These results imply that other area-specific attributes are more important in the foreign firm's location decision.
Columns 5 and 6 in Table 3 contain Poisson and ZIP empirical estimates for non-pollution-intensive industries. Diagnostics in Columns 5 and 6 suggest the augmented model is appropriate -e.g. log-likelihood values and the Vuong statistic V53.04.1.96 both indicate the appropriateness of the augmented model. Therefore, we will focus attention on the ZIP estimates in Table 3 and present various marginal effects estimates for the augmented model in Table 4 . For non-pollution-intensive firms it appears that agglomeration economies are extremely important -a one standard deviation increase in the number of previous FDI occurrences leads to a 139% increase in the conditional mean function. In Table 4 , we see that this marginal effect estimate is magnified five-fold when computed at X 1 s -verifying the importance of agglomeration economies to the entering non-pollution-intensive foreign firm. Other parameter estimates are according to extant findings, as larger, densely populated counties attract foreign entrants, and wages weakly deter entry. Again, we find that taxes are an insignificant determinant of location patterns of foreign firms.
Concerning environmental regulations, we find that ex ante intuition is supported as more stringent environmental regulations have negligible effects on non-pollution-intensive foreign entrants ( p50.75). This result, coupled with parameter estimates from the pollution-intensive sector, indicates that environmental regulations have heterogeneous effects on industries of varying pollution intensities. Although evidence from the pollution-intensive subsample is relatively weak in terms of statistical significance, the mere fact that heterogeneity exists in the investment decision is important since previous studies have largely ignored this possibility.
Concluding remarks
Cognizant of the recent surge in foreign direct investment, policymakers have expended considerable effort to attract FDI. Although a plethora of anecdotal evidence, from newspapers to policymakers, suggests there is a tradeoff between the environment and jobs, little has been done to test whether FDI is influenced by pollution regulations. We use a two-step empirical approach to examine which county-level variables are important to new foreign entities. Empirical estimates from models of count data suggest that previous counts of FDI, market size and accessibility, and land area are positively related to FDI occurrences, while higher wage rates and more stringent environmental regulations weakly deter new firm entry. The effects of more stringent environmental regulations, however, are found to be quite heterogeneous across sectors -prospective new plants in pollutionintensive sectors are weakly deterred by more stringent pollution regulation while new plants in non-pollution-intensive sectors are not effected.
More work needs to be done in this area. Although our empirical estimates suggest foreign firms are less sensitive to pollution regulations than their domestic counterparts, comparisons are made across studies that use different empirical models, control variables, and sampling populations. A study that analyzes the effects of environmental regulations across domestic and foreign firms would be invaluable. If our anecdotal evidence is supported, it would be worthwhile to investigate the country-level welfare implications of allowing heterogeneous environmental regulations across domestic and foreign firms. earlier version of this paper. Alan Williams provided invaluable research assistance. The usual caveats apply.
