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ABSTRACT
Context. Spectroscopy of exoplanets is very challenging because of the high star-planet contrast. A technical difficulty in the design
of imaging instruments is the noncommon path aberrations (NCPAs) between the adaptive optics (AO) sensing and the science
camera, which induce planet-resembling stellar speckles in the coronagraphic science images. In an observing sequence of several
long exposures, quickly evolving NCPAs average out and leave behind an AO halo that adds photon noise to the planet detection.
Static NCPA can be calibrated a posteriori using differential imaging techniques. However, NCPAs that evolve during the observing
sequence do not average out and cannot be calibrated a posteriori. These quasi-static NCPAs are one of the main limitations of the
current direct imaging instruments such as SPHERE, GPI, and SCExAO.
Aims. Our aim is to actively minimize the quasi-static speckles induced in long-exposure images. To do so, we need to measure the
quasi-static speckle field above the AO halo.
Methods. The self-coherent camera (SCC) is a proven technique which measures the speckle complex field in the coronagraphic
science images. It is routinely used on the THD2 bench to reach contrast levels of < 10−8 in the range 5 − 12 λ/D in space-related
conditions. To test the SCC in ground conditions on THD2, we optically simulated the residual aberrations measured behind the
SPHERE/VLT AO system under good observing conditions.
Results. We demonstrate in the laboratory that the SCC can minimize the quasi-static speckle intensity in the science images down to
a limitation set by the AO halo residuals. The SCC reaches 1σ raw contrast levels below 10−6 in the region 5 − 12 λ/D at 783.25 nm
in our experiments.
Conclusions. The results presented in this article reveal an opportunity for the current and future high-contrast imaging systems
to adapt the SCC for real-time measurement and correction of quasi-static speckles in long-exposure science observations from the
ground.
Key words. instrumentation: high angular resolution – instrumentation: adaptive optics – techniques: high angular resolution
1. Introduction
One of the goals of the Extremely Large Telescopes (ELTs) is
to study the composition and chemistry of the exoplanetary at-
mospheres using direct imaging. Such a challenge requires the
star-planet light to be separated. Exoplanets are 104 to 1010 times
fainter than their host stars at only a fraction of an arcsecond, and
a device called a coronagraph is required to reduce the stellar
flux without affecting the light from the planet. The efficiency
with which a coronagraph can reject the starlight depends on
how well a high-contrast imaging (HCI) instrument deals with
the optical aberrations of various natures (atmospheric turbu-
lence and optical defects; Guyon 2005; Guyon et al. 2006). The
atmosphere of Earth introduces dynamic wavefront errors creat-
ing quickly varying speckles in coronagraphic science images
obtained by the ground-based HCI instruments. The adaptive
optics (AO) systems compensate most of these fast wavefront
errors, but the AO correction is not perfect. Servo lag errors
and noncommon path aberrations (NCPAs) between the sens-
ing and the science channel degrade the performance of AO sys-
tems (Racine et al. 1999; Bloemhof et al. 2001; Roddier 2004).
Despite using the best AO systems (Poyneer et al. 2016; Fusco
et al. 2016), speckle patterns appear in coronagraphic images
and readily imitate signals from exoplanets (Beuzit et al. 1997;
Oppenheimer et al. 2001; Boccaletti et al. 2003, 2004).
In a typical long exposure, the AO-induced quickly vary-
ing speckles (due to servo lag errors) average out and create a
low spatial frequency halo that adds photon noise when look-
ing for point-like sources such as exoplanets. Static speckles in
an observing sequence of such exposures can be calibrated post-
observation using differential imaging techniques (Racine et al.
1999; Marois et al. 2006; Martinez et al. 2013, 2012). Quasi-
static speckles however evolve from one exposure to another
with the slowly changing aberrations (thermal changes and grav-
ity flexures). They can partially be calibrated a posteriori by dif-
ferential imaging techniques, however the residuals left behind
limit all the current HCI instruments such as SPHERE (Beuzit
et al. 2006, Beuzit et al. 2019 under review), GPI (Macintosh
et al. 2014), and SCExAO (Jovanovic et al. 2015). In conclusion,
the long-exposure coronagraphic images coming out of these in-
struments have three main visible features: a smooth halo, static
speckles that remain unchanged in all images of a science se-
quence, and quasi-static speckles that vary slowly during the se-
quence. While we consider in our paper that the lifetime of static
and quasi-static speckles is longer than the exposure time (typ-
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ically a few seconds), it is assumed that the evolving time of
quasi-static speckles is shorter than the length of the observing
sequence (typically one hour). Our focus is therefore to address
the quasi-static speckles that remain static for a few images but
vary along the complete sequence of observations.
With a priori knowledge of speckle evolution lifetime (Milli
et al. 2016), more evolved a posteriori algorithms may well cal-
ibrate the speckle pattern. However, any such method can di-
rectly benefit from an active technique that minimizes the static
or quasi-static speckles in each science image during an obser-
vation. Active suppression of these speckles requires measure-
ment of the electric field associated with the speckles directly
from a coronagraphic image using a focal plane wavefront sensor
(FPWFS). Several FPWFSs have been proposed such as phase
diversity (Bordé & Traub 2006; Give’on et al. 2007; Sauvage
et al. 2012) and the self-coherent camera (SCC, Baudoz et al.
2006, 2012). Once the electric field is measured, one or sev-
eral deformable mirrors (DM) can then be used to minimize
the speckle intensity in a region of the image called the dark
hole (Malbet et al. 1995). Very encouraging laboratory results
have been obtained on the coronagraphic testbeds simulating
the space-related environment. The stellar speckle intensity is
shown to be reduced by a factor of up to 105 (Belikov et al.
2007; Trauger et al. 2011, 2012; Mazoyer et al. 2013, 2014)
which would enable the detection of planets 1010 times fainter
than their host star. Several attempts on ground-based Extreme-
AO instruments have been performed with moderate results. The
stellar speckle intensity has been suppressed by only a factor of
up to ten (Savransky et al. 2012; Martinache et al. 2014; Bot-
tom et al. 2017; Matthews et al. 2017; Wilby et al. 2017; Vigan
et al. 2019, Galicher et al. in Prep) reaching contrast levels of
roughly 10−6. Most of these techniques temporally modulate the
speckle intensity to measure their phase and at least three im-
ages are needed for each estimation of the electric field. The
quasi-static speckles that evolve faster than every four images
cannot be correctly estimated and therefore set a limitation for
the speckle estimation. Addressing this concern, our team pro-
posed the SCC that spatially modulates the speckle intensity so
that the associated complex electric field can be measured in ev-
ery science image. The drawback is that a finer sampling of the
coronagraphic image is required as compared to the temporal
modulation techniques. The SCC has been developed and rigor-
ously tested in space-related environments on the THD2 bench
at the Paris Observatory (Baudoz et al. 2018).
This paper presents the laboratory performance of the SCC
in ground-based conditions. In section 2, we first define the ex-
pression of the averaged electric field that can be measured in a
long-exposure coronagraphic science image given any FPWFS.
Section 3 presents numerical simulations showing the expected
level of quasi-static aberrations that can be measured on THD2
for a given exposure time. In section 4, the components of the
THD2 bench and the installation of a subsystem that mimics
SPHERE AO residuals under good observing conditions are de-
scribed. Section 5 reiterates the concept of SCC and describes
how the sensor estimates the complex electric field from a long-
exposure coronagraphic image. Section 6 presents the closed-
loop laboratory performance and contrast results.
2. Expression of the complex electric field in long
exposure
In this section, we establish an expression of the electric field
in long-exposure images of a typical coronagraphic system as
shown in Fig. 1. The star is assumed to be a monochromatic un-
resolved source centered on the optical axis. The starlight goes
through the entrance pupil and is diffracted by a coronagraphic
mask at the focal plane. This scattered starlight downstream of
the mask is blocked by a Lyot stop. In the case of aberrations,
part of the scattered starlight leaks through the Lyot stop and
creates speckles at the final focal plane where a science detector
is placed. For simplicity, we do not focus on deriving a classical
expression of the complex electric field at each step of a corona-
graphic system. Instead, we are interested in the electric field at
the Lyot plane that can be linked to aberrations in the entrance
pupil.
During an exposure time t, the electric field Ψ(ξ, t) at the
entrance pupil in Fig. 1 in the presence of static aberrations φ0
and independently evolving aberrations φ1(t) with a lifetime of t1
can be represented as
Ψ(ξ, t) = P0(ξ) ei
[
φ0(ξ) + φ1(ξ, t)
]
, (1)
where P0 describes the entrance geometrical pupil and ξ is the
position in the pupil plane. Here, a perfect coronagraph is con-
sidered, which completely rejects the starlight and contributes to
the null electric field inside the Lyot pupil in the absence of aber-
rations. In the case of static aberrations (φ0) only, the field ΨS (ξ)
at a position ξ in the pupil plane downstream of a perfect coro-
nagraph (Cavarroc et al. 2006, and Appendix A3) can be repre-
sented as
ΨS (ξ) = P0(ξ)
(
ei φ0(ξ) − e−σ20/2
)
, (2)
where σ20 is the spatial variance of φ0. It has been demonstrated
in numerical simulations and in the laboratory that this equa-
tion can be used to estimate and control the static aberrations φ0
in short exposures (Galicher et al. 2010; Mazoyer et al. 2013,
2014).
Our objective is to measure φ0 from a long-exposure. We
assume that during this exposure, a part of the aberration called
φ1(t) evolves quickly, with a lifetime t1 (post-AO residuals for
example). In such a case, the instantaneous field ΨS in the pupil
plane after a perfect coronagraph at a time t can then be written
as
ΨS (ξ, t) = P0(ξ)
(
ei
[
φ0(ξ) + φ1(ξ, t)
]
− e−(σ20 + σ21)/2
)
, (3)
where σ21 is the spatial variance of φ1(ξ, t), which is considered
constant over time. For an infinite exposure time, the electric
field is the mathematical expectation of ΨS over time (see Ap-
pendix A4). It is represented as
E
[
ΨS (ξ, t)
]
= P0(ξ)
(
ei φ0(ξ) − e−σ20/2
)
e−σ21/2. (4)
Here, it is assumed that the variance of φ1 over time is equal to
the variance over space. The expression in Eq. 4 is the same as
in the case of static errors only (Eq. 2) multiplied by a constant
factor eσ
2
1/2. The Eq. 4 interprets that the evolving aberration φ1
averages out and the static aberrations φ0 can be measured from
an infinite exposure.
For a finite exposure which is N˜ times longer than the aber-
ration lifetime t1, the field < ΨS (ξ, t) >N˜ is the average over N˜
independent φ1 aberrations and can be written as
< ΨS (ξ, t) >N˜=
1
N˜
p=N˜∑
p=1
ΨS (ξ, p t1).
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Entrance pupil Focal plane mask Lyot stop Science detector
Scattered starlight ψSψ
Fig. 1. Optical layout of a typical coronagraphic system.
If N˜ tends to infinity, the above equation is equal to E
[
ΨS (ξ, t)
]
.
If N˜ is a finite number, the part of the field that is not averaged
is given by the variance of < ΨS (ξ, t) >N˜ over time (see Ap-
pendix A8):
Var
[
< ΨS (ξ, t) >N˜
]
= P0(ξ)
1 − e−σ21
N˜
. (5)
We note here that the lifetime t1 of φ1 can be different for each
spatial frequency. A comprehensive formalism that includes this
assertion will be presented in a future publication. Here, we
focus on the aberration φ1 which is dominated by two spatial
frequencies: 20 cycles per pupil diameter (AO cut-off) and less
than 2 cycles per pupil diameter (see section 3 and appendix).
We consider small aberrations in the experiments presented
in this paper and rewrite Eqs. 4 and 5 as follows:
E
[
< ΨS (ξ, t) >N˜
] ' i P0(ξ) φ0(ξ)
Var
[
< ΨS (ξ, t) >N˜
] ' P0(ξ) σ21
N˜
.
In other words, the averaged electric field at the Lyot plane is
< ΨS (ξ, t) >N˜= i P0(ξ)
[
φ0(ξ) ± N˜ (ξ)
]
, (6)
where N˜(ξ) is a complex random function that follows a Gaus-
sian distribution of variance σ21/N˜. If a FPWFS can measure
< ΨS (ξ, t) >N˜ , the averaged phase φ0+ < φ1 >N˜ can be esti-
mated directly from Eq. 6. The longer the exposure, the more
accurate the estimation of φ0.
3. Numerical simulations
As stated above, the goal is to estimate the static aberrations φ0
in long exposure in the presence of evolving aberrations φ1. We
assume here that a system is able to estimate ψS that averages as
described in section 2. In the following sections, we first simu-
late the post-AO residuals using the assumptions that reproduce
the laboratory conditions presented in section 4. We then deter-
mine what level of static aberrations can be measured for a given
exposure time and what level of contrast is achievable in the cor-
responding coronagraphic images.
3.1. Assumptions
For the experimental demonstration, we optically simulate the
post-AO residuals using a rotating phase plate on the THD2
bench (more details about the practical implementation are given
in section 4). The simulated version of the phase plate is shown
in Fig. 2. In the coronagraphic system as shown in Fig 1, we
consider the entrance pupil to be 8.23 mm in diameter and to be
located at 40 mm from the center of the rotating phase plate. The
plate can rotate around its center with 12, 000 steps in total at a
speed set to 300 steps per second. This corresponds to a linear
⌀ 8.23 mm
40 mm
100 mm
10
0 
m
m18.6 mm 45 mm
Fig. 2. Simulated map of the phase function that is induced by the phase
plate. The entrance pupil of the THD2 bench is represented by a white
circle. The phase plate is rotated around its center to mimic post-AO
residual turbulence.
(a) (b)
Fig. 3. (a) Snapshot of one individual phase screen seen through the
THD2 pupil. (b) A cube of 12,000 phase screens used in the simulation.
velocity of 6.28 mm/s, or 6.10 m/s when scaled to an 8m tele-
scope. The power spectral density (PSD) of the simulated aber-
rations in Fig. 2 is similar to what is measured behind the AO
system of SPHERE (Fusco et al. 2006) in the infrared. The PSD
follows a power law as f −4/3 for spatial frequencies lower than
20 cycles per pupil and as f −11/3 for higher spatial frequencies.
The standard deviation of the aberration is assumed to be 40 nm
(in visible) inside the pupil mainly distributed in spatial frequen-
cies below 2 cycles per pupil diameter and around the cut-off
of 20 cycles per pupil diameter. Though such a level of aberra-
tion is optimistic for the current version of SPHERE (Beuzit et
al. 2019, submitted), it represents a good estimation of the per-
formance of an upgraded SPHERE.
We simulate the rotation of the post-AO phase plate around
its center and extract 12, 000 individual phase screens φ1(t) gen-
erated by the plate in the entrance pupil of 8.23 mm as shown in
Fig. 2. These extracted phase screens are shown in Fig. 3.
3.2. Accuracy versus exposure time
In the next step, we calculate the average of the phase screens
as < φ1(t) >N˜ with N˜ increasing from 1 to 12, 000. Fig-
ure 4 presents the standard deviation of the averaged phases <
φ1(t) >N˜ as a function of N˜. The plotted data give the level of
aberrations for a finite long exposure in the absence of static
aberrations. In other words, whatever the FPWFS, the best ac-
curacy on the measured static aberrations from a finite long ex-
Article number, page 3 of 10
A&A proofs: manuscript no. main
100 101 102 103 104
Number of phase screens averaged
100
101
102
St
an
da
rd
 d
ev
ia
tio
n 
of
 <
φ
1
(t
)
>
N˜
 (n
m
 rm
s)
10-1 100 101 102
Rotation of the phase plate (in degrees)
10-2
10-1
St
an
da
rd
 d
ev
ia
tio
n 
of
 <
φ
1
(t
)
>
N˜
 (r
ad
ia
n 
rm
s)
Fig. 4. Simulated standard deviation within the pupil of the phase aber-
ration averaged over N˜ individual phase screens. The upper x-axis reads
the angle of rotation of the phase plate during the exposure. The lower
x-axis presents the average number of phase screens (N˜) seen by the
pupil. The y-axes shows the standard deviation of the averaged phase
inside the pupil in nm rms (at 700 nm) on the left and in radian rms on
the right.
posure is given by Fig. 4 for the simulated AO system. For exam-
ple, for a plate rotation of 162◦ (see section 6), the entrance pupil
sees 5, 400 simulated phase screens (N˜ = 12,000×162360 ) pass by, and
the standard deviation of the post-AO residuals is ∼ 1 nm. It is
therefore expected that a FPWFS on the assumed experimental
bench (section 4) should be able to measure aberrations with an
accuracy of ∼ 1 nm for an exposure time corresponding to a 162◦
rotation of the phase plate.
More generally, we find that the standard deviation of the
averaged phases < φ1(t) >N˜ decreases as the square root of
the number of individual screens considered in the range 150 .
N˜ . 1, 000. For N˜ . 150, the standard deviation decreases at
a rate slower than
√
N˜ because the phase screens are not com-
pletely uncorrelated. There are mainly two regimes for N˜ . 150:
residuals decreasing very slowly for N˜ . 10 and a bit faster
for N˜ > 10. The pupil beam of diameter 8.23 mm hits the sim-
ulated post-AO phase plate at 40 mm from its center as shown
in Fig. 2. For N˜ . 10, the rotation of the post-AO phase plate
is less than 2 pi 40×1012,000 ∼ 0.21 mm, which is equivalent to a move-
ment of the plate by less than ∼ 1/40 of the pupil diameter. From
the design of the phase plate (section 4), most of the energy in
the PSD of φ1 is close to the cut-off at 20 cycles per pupil. It
is therefore expected that the standard deviation of < φ1(t) >N˜
decreases at a rate slower for N˜ . 10 than for N˜ > 10. Fur-
thermore, N˜ = 150 corresponds to a spatial frequency of two
cycles per pupil, which is where the rest of the energy lies in the
PSD of φ1. For N˜ > 1, 000, we observe variations because the
variance of the two independent phase screens is not exactly the
same.
3.3. Coronagraphic images
To simulate long-exposure images under the post-AO residu-
als, we compute one coronagraphic image per individual phase
screen (frozen aberrations) following the optical layout of Fig. 1.
We assume a monochromatic light at 783.25 nm at the entrance
pupil and a four-quadrant phase mask (FQPM, Rouan et al.
2000) as a focal plane mask (FPM). Only the post-AO aber-
rations without any static errors are considered (φ0 = 0). The
intensities of the N˜ individual images are then averaged to ob-
tain a long-exposure coronagraphic image. Figure 5 (a) repre-
sents a science image obtained for a short exposure (N˜ = 1)
where AO residuals are frozen. Figures 5 (b) and (c) show how
the AO halo averages when the exposure time (N˜ = 500 and
5, 400) is increased. The darker area in all the images represents
a region controlled by the simulated AO system. The cut-off is
at 20 λ/D (40 actuators across the pupil in the SPHERE instru-
ment). We notice that even for N˜ = 5, 400 averaged images,
speckles are still visible in the controlled area. They are induced
by the ∼ 1 nm rms residual aberrations found in Fig. 4 and they
vary from one long exposure to another. The dark cross that
is visible in the images is due to the transitions of the FQPM.
All the images are normalized by the maximum of the non-
coronagraphic image.
Figure 6 represents the azimuthal standard deviation profiles
(1σ contrast) associated with the images of Fig. 5. At small an-
gular separations (< 3 λ/D), starlight leaks due to low spatial
frequency aberrations are visible. When speckles are frozen (red
curve), the raw contrast reaches the level of ∼ 10−5 between 5
and 18 λ/D. This contrast roughly corresponds to what is mea-
sured behind the SPHERE AO system at the VLT (Vigan et al.
2019). For longer exposure, the quickly varying speckles aver-
age out and the contrast deepens. By choosing a realistic expo-
sure time (N = 5, 400, which also corresponds to 18 s exposure
at the VLT), the contrast level reaches below 3 × 10−6 in the
range 5−18 λ/D (blue curve). Therefore, for an exposure of 18 s
under the simulated AO residuals, the contrast of ∼ 6 × 10−7 is
the best level that can be reached after the expected correction of
quasi-static aberrations by any FPWFS.
4. THD2 bench in a glance
For our practical experiments, we used the THD2 bench. The de-
tailed description of THD2 optical components can be found in
Baudoz et al. (2018). In this section, we briefly recall the main
components of THD2 and a sub-system that optically simulates
the post-AO residuals. With a growing collaboration all over the
world, the THD2 bench became a unique research and devel-
opment platform for HCI in Europe. The main objective is to
optimize the design of future exoplanet imaging instruments by
comparing several HCI techniques under the same environmen-
tal conditions. Though the THD2 bench is not in a vacuum tank,
the stabilization of temperature and humidity already enabled
the testing of HCI techniques under steady conditions similar to
those in space.
The optical representation of the THD2 bench is shown in
Fig. 7, which follows the coronagraphic layout of Fig. 8. To
simulate starlight, a single-mode optical fiber injects light at the
entrance of the bench. In this paper, the source is a laser diode
emitting at λ = 783.25 nm. The starlight is collimated towards a
tip-tilt mirror (TTM), which is used to control the pointing. The
beam after the correction of tip-tilt errors meets a circular unob-
scured entrance pupil, the diameter of which is set to 8.23 mm in
this paper. The beam is then reflected by two DMs from Boston
Micromachine Corporation (BMC). The first, DM1, has 952 ac-
tuators and is set in a collimated beam at 26.9 cm from the pupil
plane. The second, DM3, has 1024 actuators and is conjugated
to the pupil plane. There are 27 actuators of each DM across
the pupil. After DM3, the beam is focused onto a transmissive
FPM with a f-number of 110. In this paper, the FPM is a FQPM
coronagraph. In the following pupil plane, a Lyot stop filters the
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−20 −10 0 10 20
λ/D
(b) Ñ=500
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Fig. 5. Focal plane coronagraphic images simulated with the FQPM coronagraph under the post-AO wavefront errors representing the residual
level seen by SPHERE when atmospheric conditions are favorable. No additional static aberrations are added. (a) Short exposure freezing the AO
wavefront (N˜ = 1) at 783.25 nm. The radius of the AO-correction cut-off is 20 λ/D. The speckles smoothed out when (b) N˜ = 500 and (c) N˜ =
5400 short-exposure images are averaged. With increasing N˜, a gradual decrease of speckles can be observed in the images. The dark cross in all
the images is due to the FQPM transitions. All images are at the same brightness scale.
Fig. 6. Simulated profiles showing azimuthal standard deviation as
a function of angular separation for focal plane images presented in
Fig. 5. The red profile shows the contrast curve of a short-exposure im-
age depicting what is obtained by SPHERE under good observing con-
ditions. The contrast in the range 5 − 18 λ/D mostly stays around 10−5.
For a realistic long exposure, the blue profile is mostly below 3×10−6 in
the range 5 − 18 λ/D.
starlight that is scattered by the FPM outside the geometrical
pupil. The diameter of the Lyot diaphragm DL is 8.00 mm for
our experiments. An off-axis hole of 0.5 mm in diameter is also
used to create the SCC reference channel (section 5). Finally,
the coronagraphic image is recorded by an Andor camera with
a readout noise of 3.2 e− rms per pixel. The science images are
400×400 pixels with the resolution element sampled by 7.6 pix-
els (λ/DL).
To prepare new ground-based imaging instruments or pro-
pose upgrades to the existing ones, an optical subsystem has
been installed on THD2 to mimic post-AO residual aberrations
in visible. The simulated post-AO phase plate is shown in Fig. 2
and its specifications are explained briefly in Sect. 3. It is com-
posed of a transmissive (> 99% between 600 and 800 nm) ro-
tating phase plate with a diameter of 100 mm and a thickness
of 1.5 mm. The aberrations introduced on THD2 have a PSD
following a power law as f −4/3 and f −11/3 for lower (<20 cy-
cles per pupil) and higher spatial frequencies, respectively. The
specified standard deviation of the aberration is 40 nm inside
the pupil. The plate was fabricated by the Zeiss company us-
ing ion-etching. The etched part of the plate starts at 18.6mm
from its center and continues until 45mm. The lateral resolu-
tion of the etched phase function is 10µm. Figure 9 presents
the curves of a theoretical and measured PSD of the phase
plate. The measured PSD is calculated using the images pro-
vided by an interferometric microscope with a field of view of
6.98mm × 5.24mm and a pixel size of 0.64µm. These images
are recorded on eight areas evenly distributed on the edge of the
phase plate. Both a theoretical and measured phase map for a
small area of 3.49mm × 2.62mm are also shown in Fig. 9. The
plate sits immediately after the entrance pupil (green compo-
nent in Fig. 7). It can rotate around its center, thus continuously
changing the phase errors in the 8.23mm entrance pupil (white
circle in Fig. 2). The encoder that controls the position of the
plate uses 12,000 steps for a full round. In the experiments pre-
sented here, the plate rotates by 300 steps per second and the
beam that goes through the pupil hits the phase plate at 40mm
from its center.
5. Focal-plane wavefront estimation in long
exposure
The two main assets of THD2 bench for wavefront measurement
are the Lyot-stop low-order wavefront sensor (LLOWFS, Singh
et al. 2017) and a FPWFS. The former is used to stabilize the
tip-tilt at < 100 Hz and the latter stabilizes all the other spatial
frequencies up to the DM cut-off (13.5 λ/D). As for the focal
plane wavefront sensing and correction, we can either use pair-
wise plus electric field conjugation (Potier et al. in Prep) or the
SCC. In the experiments presented in section 6, we used both the
LLOWFS and the SCC to control the wavefront errors.
The SCC principle has already been described in several pa-
pers (Galicher et al. 2010; Delorme et al. 2016). The SCC uses
a modified Lyot stop as shown in Fig. 8. The on-axis diaphragm
is the classical Lyot stop that filters out the stellar light rejected
by the coronagraphic FPM. Part of the starlight goes through
the diaphragm because of aberrations, which induce speckles on
the science detector. We use AS to refer to the electric field of
these speckles. The off-axis reference hole selects part of the re-
jected starlight at a distance ξ0 from the center of the on-axis
Article number, page 5 of 10
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Fig. 7. Optical diagram of the THD2 bench. The post-AO residual subsystem containing a rotating phase plate is situated immediately after the
entrance pupil.
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Fig. 8. Optical layout of the SCC as used on the THD2 bench. The Lyot
stop has a classical on-axis diaphragm and a reference pupil for the
SCC. The aberrated starlight that goes through the on-axis diaphragm
combines with the reference starlight to spatially modulate the speckle
intensity in the science image.
diaphragm. Doing so, the stellar speckles are spatially modu-
lated by Fizeau fringes on the detector. If we consider that the
aberrations in the system are static during the exposure time, the
intensity I(x) at a position x in the science image can be written
as
I(x) = |AS (x)|2 + |AR(x)|2 + 2R
A∗R(x) AS (x) e
2ipix.ξ0
λ
 , (7)
where A∗R is the conjugate of the electric field in the science im-
age associated with the off-axis hole of the Lyot stop and, R
is the real part of a complex number. It has been demonstrated
that I− = A∗R AS can be extracted from I and that minimizing I−
also minimizes the speckle electric field AS in the controlled
area. To estimate I−, one selects the lateral peak in the Fourier
transform of Eq. 7. The expression of this peak is
Iˆ− = ΨS ∗ Ψ∗R, (8)
where Ψ∗R is the conjugate of the electric field in the off-axis hole
of the Lyot stop, ΨS is the field inside the on-axis diaphragm,
1	mm	
Specified	phase	map	
Measured	phase	map	
Fig. 9. Theoritical (black profile) and measured (red dashed line) PSD
of the phase plate shown in Fig. 3. The images of theoretical and mea-
sured phase maps are extracted within the area of 3.49mm × 2.62mm
on the phase plate.
and ∗ denotes the convolution product. If the wavefront aberra-
tions are not too large or the diameter of the off-axis hole is small
enough, it can be assumed that ΨR does not depend on the wave-
front aberrations (Galicher et al. 2010; Baudoz et al. 2012). On
the contrary, ΨS strongly depends on the aberrations upstream
of the coronagraph. As shown in section 2, the SCC can retrieve
the static aberrations φ0 from the estimation of < ΨS (ξ, t) >N˜
measured from a long exposure coronagraphic image.
Article number, page 6 of 10
Singh et al.: Active minimization of non-common path aberrations
6. Laboratory performance
In this section, we demonstrate that in the laboratory the SCC
can be used to compensate static errors down to the fundamental
level set by the averaged AO residuals described in section 3. Be-
fore beginning our experiments, we first minimized the speckle
level at < 10−8 contrast using the SCC with no AO phase plate in
the beam. We then recorded a series of long-exposure SCC im-
ages by choosing a realistic exposure of 18 s while the phase
plate that optically simulates the optimistic level of SPHERE
post-AO residuals rotated at 300 steps per second. One such im-
age is shown in Fig. 10 (a). It sets the fundamental level of AO
residuals for 18 s exposure for the simulated AO system. The
corresponding 1σ contrast curve is plotted in blue (dashed line)
in Fig. 11. Figure 10 (a) is similar to the numerically predicted
coronagraphic image shown in Fig. 5 (c). The simulated AO
cut-off is at 20 λ/D and the distribution of energy (blue dashed
curves) as a function of spatial frequencies in Fig. 11 is also
similar to the blue curve in Fig. 6. There are two small differ-
ences however: First, the laboratory image is brighter close to
the star center. Even though the tip-tilt loop was closed, addi-
tional low-order aberrations were introduced by the plate itself
that added up with the etched errors. Second, there are a few
speckles outside the 13 λ/D × 13 λ/D area, which are brighter
in the laboratory image. They are uncontrolled static aberrations
on the THD2 bench and cannot be compensated as the cut-off of
THD2 DMs is 13 λ/D.
In the next step, both phase and amplitude static aberrations
were added to the system using the DM1 (inducing 1 nm rms
of phase and 0.4 % of amplitude) and DM3 (inducing 5 nm rms
of phase only). The spectral density function of these aberra-
tions varies as the inverse of the spatial frequency ( f −1). This
level of static aberrations is similar to what SPHERE can achieve
after compensating the NCPA on the internal source. After ap-
plying these static aberrations in our system, we let the post-
AO phase plate rotate. In the mean time, the science camera
continuously recorded images, each acquired with an exposure
of 18 s. One such aberrated image of 18 s exposure is presented
in Fig. 10 (b). The associated contrast curve is plotted in red dot-
dash in Fig. 11. As expected, static speckles limit the contrast
performance. At each exposure, the SCC was then used to es-
timate and control the aberrations by using DM3 which is con-
jugated to the pupil plane. We note that the interaction matrix
of the SCC was recorded under no post-AO residuals, which is
similar to what would be done at the telescope using the internal
source of the instrument.
In the first test, we used the control algorithm to minimize
the speckle intensity in a full dark hole of 25 λ/D × 25 λ/D cen-
tered on the star. Figure 10 (c) shows the long-exposure image
recorded by the camera after five iterations of correction (i.e.,
six images). The contrast curves for the first five iterations of
the SCC correction are presented in Fig 11 (a) in black. The
static speckles were corrected and the science image is at the
level of the post-AO residuals (Fig. 10 (a)) that no FPWFS can
overcome for a given exposure time (see section 3). The only dif-
ference between Fig. 10 (a) and 10 (c) is that they were acquired
at different rotation angles of the phase plate.
In the second test, we started again from the image with static
aberrations shown in Fig. 10 (b). We then commanded the al-
gorithm to minimize the speckle intensity in a half dark hole
going from −12.5 λ/D to 12.5 λ/D in one direction and 2 λ/D
to 12.5 λ/D in the other direction. The coronagraphic image af-
ter five iterations is shown in Fig. 10 (d). The associated con-
trast curves calculated only inside the half dark hole are plotted
in Fig. 11 (b). The SCC correction in the half dark hole is better
than in the full dark hole case (black curves in Fig 11 (a)). This
is expected because using a single DM in pupil plane (DM3) for
the correction, both amplitude and phase aberrations can be cor-
rected in a half dark hole whereas only phase aberrations can be
controlled in a full dark hole. These encouraging results demon-
strate that the SCC is capable of actively correcting static aber-
rations in long exposures reaching the residual limit set by the
length of the exposure time and the level of AO residuals.
In Fig. 10 (c) and (d), we note that the remaining speckles
are spatially modulated by the SCC fringes. We did not use this
information in the current paper. However, it can be used to im-
prove the contrast of these images using the post-processing co-
herence differential imaging mode of the SCC (Baudoz et al.
2012).
7. Conclusion
It is a well known problem that the long-exposure coronagraphic
science images usually have an AO halo that adds photon noise
to exoplanet detection and speckles that mimic exoplanet im-
ages. Static speckles with a temporal evolution longer than a typ-
ical angular differential imaging observing sequence can be sub-
tracted in post-processing. However, quasi-static speckles that
evolve slowly from one image to the other during the sequence
of observations cannot be accurately calibrated post-observation.
This paper focused on actively correcting the static and quasi-
static speckles in long-exposure science images obtained under
ground-based conditions. Given any focal plane wavefront sen-
sor (FPWFS), we first established an expression of the funda-
mental accuracy on the measurement of static aberrations in a
long-exposure in section 2. We then installed an atmospheric
residual wheel on the THD2 bench mimicking post-AO residu-
als seen by the SPHERE/VLT instrument under good observing
conditions. We then determined the level of static aberrations
that can be measured from a finite long-exposure on THD2 in
section 3. By using the self-coherent camera (SCC) as a FPWFS,
the electric field was minimized down to the fundamental level
set by the post-AO averaged turbulence.
It is shown in the laboratory that the SCC actively suppresses
both phase and amplitude static aberrations when applied on AO
long exposures. Only a few iterations are required to correct for
the aberrations down to the fundamental limit, which means that
quasi-static aberrations evolving on the scale of a few exposures
could also be addressed with the SCC. A full dark hole with
1σ contrast between 3 × 10−6 and 8 × 10−7 covering the re-
gion 5 − 12 λ/D is reached in five iterations with images ac-
quired at 18 seconds per iteration. In a half dark hole, a contrast
of 6 × 10−7 is achieved in the range 12 − 15 λ/D. It is demon-
strated that the SCC can actively compensate static and quasi-
static aberrations present above the averaged turbulence.
The results presented in this paper are encouraging and pro-
vide an opportunity to the current and future HCI instruments to
adapt SCC as a FPWFS to actively suppress quasi-static speck-
les. We also aim to compare the SCC with other FPWFS tech-
niques including the electric field conjugation on the THD2
bench. This study will characterize the performance of differ-
ent speckle suppression techniques under the same ground-based
conditions, thus setting a limit on the highest raw contrast obtain-
able from the ground.
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Fig. 10. Laboratory SCC science images obtained at an exposure of 18 s on the THD2 bench: (a) under the effect of post-AO aberrations only and
(b, c, d) under the effect of both post-AO aberrations and static aberrations. (b) 0th iteration of the SCC correction loop (starting point). (c) and
(d) are obtained after five iterations of the SCC correction loop when controlling speckles inside a full dark hole within a 25 λ/D × 25 λ/D region
and a half dark hole going from −12.5 λ/D to 12.5 λ/D in one direction and from 2 λ/D to 12.5 λ/D in the other direction.
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cut-off
Fig. 11. Azimuthal standard deviations (i.e., 1σ contrast detection) of the 18 s exposure images of Fig. 10. The blue dashed curves represent the
post-AO aberrations if no static aberrations are added. The red dot-dash ones show the post-AO aberrations after adding static aberrations. The
black profiles from top to bottom show the first six iterations of correction in the case of (a) the full dark hole and (b) the half dark hole. The 0th
iteration in a black curve is similar to the post-AO residuals with static aberrations.
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Appendix: Variance of the averaged electric field in
long exposure
Here we describe in detail how the equations presented in sec-
tion 2 are derived. At a position ξ and at a time t, the instanta-
neous electric field Ψ(ξ, t) at the entrance pupil in the presence
of static aberrations φ0 and evolving aberrations φ1(t) with a life-
time t1 can be represented as
Ψ(ξ, t) = P0(ξ) ei
[
φ0(ξ) + φ1(ξ, t)
]
. (A1)
The Eqs. 1 and A1 are the same. The terms φ0 and φ1(t) can be
described by Gaussian distributions with zero mean. The perfect
coronagraph removes the coherent light (Cavarroc et al. 2006)
and the field ΨS (ξ, t) in a pupil after the coronagraph can be
written as
ΨS (ξ, t) = Ψ(ξ, t) − P0(ξ)
"
Ψ(ξ, t) dξ. (A2)
Because there is a large number of different values of φ0 + φ1
inside the pupil, the integral equals to the mathematical expec-
tation. In this case, the expectation of ei φ is e−σ2/2 with σ2 the
statistical spatial variance of φ. Since φ0 and φ1 are statistically
independent, we can write
ΨS (ξ, t) = P0(ξ)
(
ei
[
φ0(ξ) + φ1(ξ, t)
]
− e−(σ20 + σ21)/2
)
, (A3)
where σ2i is the spatial variance of φi. Here, we assume that σ
2
1
is constant over time. We note that Eq. 2 is a peculiar case of A3
(equivalent of Eq. 3) if φ1 is null.
For an infinite exposure, the field ΨS averages over time and
the resulting field is
E
[
ΨS (ξ, t)
]
= P0(ξ)
(
E
[
ei [φ0(ξ)+φ1(ξ, t)]
]
− e−(σ20+σ21)/2
)
,
where E[a] is the mathematical expectation of a over time. We
then obtain
E
[
ΨS (ξ, t)
]
= P0(ξ)
(
ei φ0(ξ) e−Σ21/2 − e−(σ20 + σ21)/2
)
,
with Σ21 the time variance of φ1(ξ, t) that is assumed to be the
same at each position ξ in the pupil. If φ1 is ergodic, then Σ1 is
equal to σ1 and we obtain
E
[
ΨS (ξ, t)
]
= P0(ξ)
(
ei φ0(ξ) − e−σ20/2
)
e−σ21/2. (A4)
A4 is equivalent to Eq. 4. For a finite exposure, the resulting
field < ΨS (ξ, t) >N˜ is the average over N˜ independent φ1(t) and
can be written as
< ΨS (ξ, t) >N˜=
1
N˜
p=N˜∑
p=1
ΨS (ξ, p t1).
We note here that the lifetime t1 of φ1 can be different for each
spatial frequency. For example, considering a single layer of
frozen turbulent aberration moving at a speed v in front of the
telescope of diameter D, the lifetime t1, f of the aberration with
a spatial frequency f is proportional to D/( f v). As a result, the
expression of < ΨS (ξ, t) >N˜ should be written in the Fourier
space for a complete description. The resulting equations would
be more complicated and will be presented in a future paper. This
paper focuses on residual AO aberrations that are dominated by
aberrations at low spatial frequencies ( . 2 cycles per pupil di-
ameter) and at the cut-off of the AO system (20 cycles per pupil
diameter). We can then use the assumption that leads to the de-
rived equation of < ΨS (ξ, t) >N˜ for these two spatial frequencies
neglecting the other frequencies.
The function< ΨS (ξ, t) >N˜ tends towards E
[
ΨS (ξ, t)
]
if N˜
increases. For a given N˜, the variance of < ΨS (ξ, t) >N˜ over time
gives how much the finite average deviates from mathematical
expectation. As all ΨS (ξ, p t1) are independent, we can write
Var
[
< ΨS (ξ, t) >N˜
]
=
1
N˜
Var
[
ΨS (ξ, t)
]
,
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where Var is the variance over time. We then use
Var
[
ΨS (ξ, t)
]
= E
[
|ΨS (ξ, t)|2
]
− ∣∣∣E [ΨS (ξ, t)]∣∣∣2 . (A5)
The last term in the above equation can be written as∣∣∣E [ΨS (ξ, t)]∣∣∣2 = P0(ξ) e−σ21 [1 + e−σ20 − 2 e−σ20/2 cos (φ0(ξ))] . (A6)
For E
[
|ΨS (ξ, t)|2
]
, we first write |ΨS (ξ, t)|2 as
|ΨS (ξ, t)|2 = P0(ξ)
[
1 + e−σ
2 − 2 e−σ2/2 cos (φ0(ξ) + φ1(ξ, t))
]
,
with σ2 = σ20 + σ
2
1. Then, we write the cosine as
cos (φ0 + φ1) = cos φ0 cos φ1 − sin φ0 sin φ1,
and as E[φ1] is null, the mathematical expectation over time
gives
E
[
cos (φ0(ξ) + φ1(ξ, t))
]
= cos (φ0(ξ)) E
[
cos (φ1(ξ, t))
]
E
[
cos (φ0(ξ) + φ1(ξ, t))
]
= cos (φ0(ξ)) e−σ
2
1/2.
We can then write
E
[
|ΨS (ξ, t)|2
]
= P0(ξ)
[
1 + e−(σ
2
0+σ
2
1) − 2 e−(σ20/2+σ21) cos (φ0(ξ))
]
.
(A7)
We derive the variance of ΨS (ξ, t) from Eqs. A5, A6, and A7:
Var
[
ΨS (ξ, t)
]
= P0(ξ)
(
1 − e−σ21
)
.
Finally, the variance of < ΨS (ξ, t) >N˜ is
Var
[
< ΨS (ξ, t) >N˜
]
= P0(ξ)
1 − e−σ21
N˜
. (A8)
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