Abstract
Introduction
Identifying a protein's shape or structure is key to understanding its biological function and its role in health and disease. Illuminating a protein's structure also paves the way for the development of new agents and devices to treat a disease. Yet solving the structure of a protein is no easy feat. It often takes scientists working in the laboratory months, sometimes years, to experimentally determine a single structure. Therefore, scientists have begun to turn toward computers to help predict the structure of a protein based on its sequence. The challenge lies in developing methods for accurately and reliably understanding this intricate relationship.
Traditionally, a protein's structure was determined using one of two techniques: X-ray crystallography or nuclear magnetic resonance (NMR) spectroscopy. The major drawback associated with this technique is that crystallization of the proteins is a difficult task. Crystals are formed by slowly precipitating proteins under conditions that maintain their native conformation or structure. These exact conditions can only be discovered by repeated trials that entail varying experimental conditions, one at a time. This is a very time consuming and tedious process.
In the past 10 years, NMR has proven to be a powerful alternative to X-ray crystallography for the determination of molecular structure. NMR has the advantage over crystallographic techniques in that experiments are performed in solution as opposed to crystal lattice. However, the principles that make NMR possible tend to make this technique very time consuming and limit the application to small and medium sized molecules.
Researchers have been working for decades to develop procedures for predicting protein structure that are not so time consuming and that are not hindered by size and solubility constraints. To do this, researchers have turned to computers for help in predicting protein structure from gene sequences, a concept called homology modeling. The complete genomes of various organisms, including humans, have now been decoded and allow researchers to approach this goal in a logical and organized fashion.
The big challenge is however the prediction of accurate protein structures from the amino acid sequences. In particular, it has been very difficult to refine approximate protein structures obtained by homology modeling or various other prediction methods to near-experimental accuracy. We are working on developing some methods to effectively refine a model protein structure using multiple modeling software platforms and combine the processes to finally produce a protein structure that is closer to the experimental values.
Database Derived Mean-Force Potentials
Wu et al [29] have investigated an alternative, generalized, and in certain sense, improved approach of utilizing the distributions of the protein interatomic distances in databases of known protein structures for structure refinement as proposed in Cui et al [25] . Instead of extracting the distance ranges from the distributions of the distances, here they have used the distribution function to define a mean-force potential for the distance so that the potential is maximized when the probability of the distance in the distribution is maximized. For a selected set of distances, a set of mean-force potentials can be obtained. The sum of the potentials can then be used to define an energy function, and a structure can be refined through energy minimization. 
cross residue, inter-atomic distances Figure 2 . Cross residue, inter-atomic distances
These distances are the distances between atoms in separated residues in sequence, also called crossresidue inter-atomic distances. Such a distance can be specified by using the types of the two atoms it connects to, the types of the residues the two atoms are associated with, and the types of the residues separating the two end residues in sequence. Since the distributions of the distances are non-uniform in general, constraints on the distances can immediately be extracted based on these distributions (see above figure) . As mentioned earlier Cui et all [25] have derived bound constraints on the distances by using the means minus and plus two standard deviations of the distances as the lower and upper bounds, and applied the constraints to the refinement of NMRdetermined protein structures. The advantage of this approach is that the constraints are easy to generate and straightforward to implement with current NMR modeling software such as CNS because they can be applied for structure refinement in the same way as the NOE distance constraints. For each type of distance, a potential function can be defined by using the distribution function for the distance so that the potential energy is minimized when the distance maximizes the probability distribution. One of such potential function can be defined with the idea of mean-force potentials in the statistical physics [4] . Let P ij be the probability distribution for any distance of interest between atoms i and j. Then, the meanforce potential E i,j for the distance can be defined such that for any
, where k B is the Boltzmann constant and T is the temperature. If S is the set of atom pairs selected to define the mean-force potentials, then the sum of mean-force potentials for the atom pairs in S can be defined as the mean-force energy E MFP for S.
Here, the mean-force energy E MFP is minimized when the joint probability of P i,j for all (i,j) in S is maximized. The potentials can be then inserted into the energy function of CNS, and used in refining given structures.
As described in [25] , the distance restraints, normally used by CNS for the distance geometry simulated annealing, are obtained from experimental data of NMR Spectroscopy. Since the PDB structures obtained in this step of the refinement process are just models, they do not have any experimental data associated with them. This means that the distance restraints can be generated in the format specified in the previous section on distance restraints, and used in place of the experimental NOE restraints normally used. This leads to a common question in structure refinement, what types of distances must be used and what the distance values should be, to obtain a consistent improvement of protein structures across multiple sample structures.
We are investigating the various distance constraints currently used including a knowledgebased approach by Cui et at [29] , which is based on the distributions of the distances in databases of known protein structures. The other approach is to change the modules in CNS when performing the distance geometry simulated annealing stage. CNS has a 20,000 limit on the maximum number of distance constraints that can be applied to the structure to be refined. As the size of the protein structure increases, it becomes increasingly critical to choose the best set of constraints which will aid in the further refinement of the protein structure.
Energy minimization and normal mode fluctuations
From various research papers [26, 28] it has been inferred that the native protein structure has one of the lowest energies for a given sequence, when compared with the generated comparative models. But the lowest energy is not necessarily the best structure or the structure obtained from experimental methods, which is also known as the native state. It is hoped that an energy minimum close to the experimental structure can be obtained using energy minimization. However, this energy minimization cannot be used just by itself to refine the protein structure. Additional methods are being investigated to help in obtaining a refined protein structure closer to the native state. This minimized protein structure can then be used by geometric embedding to refine it further and get it closer in alignment to the experimental values.
Choosing and setting a set of cutoff distances and a proper electrostatic method initializes the system for structure refinement. An energy minimization is performed for the structure to relax the protein. Once the local minimum is reached, the normal modes are calculated to get the fluctuations for each residue.
At this point we are considering only fluctuations by each residue and not individual atoms. So we are considering the fluctuation of the C-atom as the fluctuation of the residue. The C-is considered to be the center of the residue for these normal modes. The average fluctuations for each residue over the 10 lowest frequencies of non-zero normal modes calculated are used to generate the new coordinate structure for further refinement. As indicated in the figure below, the fluctuation gives the magnitude of the distance by which the residue can move but not the direction. By introducing a random directional vector a new structure can be calculated while translating the residue by the magnitude of fluctuation as indicated in the figure below. As we can see the overall structure will still be similar to the starting structure, so there is not going to be a drastic change from the initial structure. Energy minimization is the next step in refining the protein structure. After the new protein coordinate structures are generated using the normal mode fluctuations, their energy is minimized for a predefined number of steps which can be specified by the user.
The minimization algorithms being used are Steepest Descents (SD) and Conjugate Gradient (CONJ). They both involve calculating the derivative of the potential energy, and possibly the second derivative, and using that information to adjust the coordinates in order to find a lower energy. The general procedure is to do Steepest Descent followed by Conjugate Gradient. Either of these steps can be skipped but the convergence turns out better if a combination is used. Once the minimization is done, the next step involves selecting the structures that will be considered for further refinement.
Geometric embedding
The output from the energy minimization phase is then used as the starting template for geometric embedding. The starting points for the NMR structure calculation and refinement protocols are randomized extended strands corresponding to each disjoint molecular entity (polypeptide chain or oligonucleotide acid strand) or pre-folded structures. The first section of the protocol consists of reading the various data structures. This is followed by an initialization section for statistical analysis of average properties. A constant high-temperature Cartesian or torsion-angle annealing stage follows. This is followed by a slow-cooling stage with either torsion angle or Cartesian dynamics. Finally, an additional Cartesian dynamics cooling stage and a minimization stage follow. A number of trials are performed by starting the simulated-annealing calculation with different randomly selected initial atomic velocities. It is also important to include any disulphide bonds at this stage -as they require the addition of bond information to the molecular topology.
In the geometric embedding simulated annealing protocol the extended coordinate template is used as a starting point for generation of an embedded structure. This embedded structure is generated using distance geometry calculations such that the coordinates satisfy the known geometric and experimental distance restraints. The resulting coordinates need to be further regularized with a simulated annealing protocol. An energy minimization is performed to ensure that the structure is in an optimal state energetically. This is where, a new potential called database derived mean-force potential is introduced. This mean-force potential in combination with the regular energy potential gives rise to better structures when compared with just energy minimized structures.
Original energy E = E bond +E angle +E elec +E VDW +E rep +E NOE +E DIH New energy E = E bond +E angle +E elec +E VDW +E rep +E NOE +E DIH +E PMF NOE distance restraints are specified with the following syntax:
ASSIgn atom-selection atom-selection real real real
The atom selections define the atoms (or groups of atoms) between which the distance restraint will be applied. The following real numbers determine the parameters of the distance restraint: d (distance), and dminus, and dplus (the extents either side of this distance) respectively. The distance restraints are calculated using normal mode fluctuations again. The first number is the distance restraint which is the distance between the two atoms obtained from the distance matrix of the initial starting structure. The error parameters dminus and dplus are the fluctuations between the atoms calculated from the normal mode fluctuations. The restraints ensure that the embedded structures generated are similar to the energy minimized structures and the mean-force potential ensures that the final structures obtained are energetically and structurally favorable.
Scoring functions
Various scoring functions are used to differentiate structures after the first energy minimization phase. The two methods described below are functions that use statistical data from multiple protein structures obtained through experimental methods. These scoring functions have been used in combination with the potential energy of the proteins to compare the different structures after energy minimization. The structures with the lowest energy or the best score can then be used as starting structures for geometric embedding.
Four-body contact potentials
Two-body inter-residue contact potentials for proteins have often been extracted and extensively used for threading. A new scheme was developed to derive four-body contact potentials as a way to consider protein interactions in a more cooperative model. We use several datasets of protein native structures to demonstrate that around 500 chains are sufficient to provide a good estimate of these fourbody contact potentials by obtaining convergent threading results. We also have deliberately chosen two sets of protein native structures differing in resolution, one with all chains' resolution better than 1.5 Å and the other with 94.2% of the structures having a resolution worse than 1.5 Å to investigate whether potentials from well-refined protein datasets perform better in threading. However, potentials from well-refined proteins did not generate statistically significant better threading results. Our four-body contact potentials can discriminate well between native structures and partially unfolded or deliberately misfolded structures. Compared with another set of four-body contact potentials derived by using a Delaunay tessellation algorithm, our fourbody contact potentials appear to offer a better characterization of the interactions between backbones and side chains and provide better threading results, somewhat complementary to those found using other potentials.
Short range contact potentials
A statistical analysis of known structures is made for an assessment of the utility of short-range energy considerations. For each type of amino acid, the potentials governing (1) the torsions and bond angle changes of virtual C alpha-C alpha bonds and (2) the coupling between torsion and bond angle changes are derived. These contribute approximately -2 RT per residue to the stability of native proteins, approximately half of which is due to coupling effects. The torsional potentials for the alpha-helical states of different residues are verified to be strongly correlated with the free-energy change measurements made upon single-site mutations at solvent-exposed regions. Likewise, a satisfactory correlation is shown between the beta-sheet potentials of different amino acids and the scales from free-energy measurements, despite the role of tertiary context in stabilizing betasheets. Furthermore, there is excellent agreement between our residue-specific potentials for alphahelical state and other thermodynamic based scales. Threading experiments performed by using an inverse folding protocol show that 50 of 62 test structures correctly recognize their native sequence on the basis of short-range potentials. The performance is improved to 55, upon simultaneous consideration of short-range potentials and the nonbonded interaction potentials between sequentially distant residues. Interactions between near residues along the primary structure, i.e., the local or short-range interactions, are known to be insufficient, alone, for understanding the tertiary structural preferences of proteins alone. Yet, knowledge of short-range conformational potentials permits rationalizing the secondary structure propensities and aids in the discrimination between correct and incorrect tertiary folds.
Multiple processors
Faster the processor, the less time it is going to take to solve a problem. This is pretty much common knowledge to everyone. Due to the limitations of the maximum processor speedup possible, there is an increasing use of multiple processors for computational purposes. Unfortunately, unlike the first premise, more processors, does not necessarily mean less time to solve a problem. Many problems cannot automatically be translated to use on multiple processors. The usual process is to reduce the problem to smaller parts and execute the parts on different processors. These smaller sub-problems can either be the same on all processors or different.
The problem of refining a protein structure is essentially sampling the three dimensional space. The more number of processors working concurrently to search through this space, the faster it is going to find a better structure. This would be very easy to do by running each instance of the program on each processor. Care must be taken though, to ensure that these processes are working on different data, or the multiple processors will not be effectively utilized. A good place in our design would be after each sequence of normal mode calculation and minimization. This synchronization step can also be used to ensure that there is progress being made and that the structures obtained are not worse than the starting structure.
Figure 4. Energy minimization in parallel
The next step of parallelization involved geometric embedding on multiple processors and for multiple data. The energy minimized structures using normal mode fluctuations are used as input for geometric embedding. Each process of geometric embedding is executed in parallel, each using a different structure and generating an ensemble of structures. If more structures are available from energy minimization then the process is repeated until all the structures are used to generate the ensembles. 
Software environment
There are 5 stages involved in the refinement process we have developed here.
1. The first is preparing all the input data, to a representation that is compatible with energy minimization. 2. The second is doing energy minimization to get a set of structures with the lowest energies. 3. Then the output PDB structures from energy minimization need to be converted into a representation that is compatible with geometric embedding. 4. The fourth step is running geometric embedding using the results from energy minimization. 5. Finally the output from geometric embedding needs to be evaluated and analyzed to check the performance. As mentioned previously, the steps involving energy minimization and geometric embedding are programs run on multiple processors in parallel. MPI has been used to execute these multiprocessor stages. As the data generated these programs is written on a shared file system, the intermediate steps to manipulate the data can be performed using a single process.
Then, the next step is the procedure for executing geometric embedding. This process is divided into three parts. The first part is the generation of the topology file for the input residue sequence. The second part is generating an extended structure based on the input sequence and the topology file. The third step is the actual distance geometry execution which uses the distance restraints calculated previously for further refinement of the structure. The geometric embedding section gives an ensemble of PDB structure files, as CNS is primarily a tool for refining NMR generated PDB structure files.
Once all the ensemble structure files are obtained for each processor, these structures are compared to the experimentally determined target structure and the final results are displayed.
Results
The software system was tested on 4 different protein structures with residue sequences varying in length from 70 residues to 103 residues. The protein structures used were some of the structures available in the CASPR refinement experiment in March 2006. The table shows the root mean square difference between the X-ray structure and the initial starting template. Column 4 shows the structures that had the lowest root mean square deviation compared to the X-ray structure, after the refinement procedure. However, since experimental structures are usually not available for measurement of improvement, alternatively the potential energy of the protein structure was used to compare the refined structures. It can be clearly seen that structures with the lowest potential energy have better overall structures, but they are not the best structures when compared to the X-ray structures. Some of the reasons for this can the be difference in the natural environment of these protein structures, such as whether the surrounding solution molecules, any multiple molecule complexes that the protein is a part of, X-ray structures are crystals and not the natural environment, the equations of physics used for atomic interactions are also not perfectly accurate. These factors can certainly play a role in the observed difference between the calculated structures and the experimental structures.
The figure below shows and ensemble of the structures obtained using CNS for a protein structure with 138 residues. As it can be easily seen, the alpha helices and beta sheets are fairly consistent, but the loops vary quite a bit among the structures. 
