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Abstract
This thesis looks at a few different approaches to solving stochas-
tic optimal control problems with state constraints. The motivating
problem is optimal control of an energy buffer in a hybrid vehicle,
although applications are abundant in a number of areas.
Stochastic optimal control problems can be solved via the so-
called Hamilton-Jacobi-Bellman (HJB) equation. State constraints
result in boundary conditions for the HJB equation causing the value
function to go to infinity as the state approaches the boundary, which
makes it difficult to solve this partial differential equation numerically.
Different approaches to avoiding infinite values on the boundary
are investigated. First, we consider a logarithmic transformation of
the value function. This results in an exact linearization, turning the
HJB equation into an eigenvalue problem in the one-dimensional case,
and also in higher dimensions, but then with certain restrictions on
the relation between noise and control cost. Then, for a more general
problem formulation, we introduce a different transform which yields
a nonlinear problem. It is investigated under what conditions the
boundary constraints will be well-behaved, and example problems
are solved using a collocation method, demonstrating how a small
number of collocation points is sufficient to yield good solutions in
those cases. Finally, we consider a method starting from the Fokker-
Planck equation. This yields an equivalent problem, but where the
value function of the HJB equation need not be computed explic-
itly, but the probability density function of the closed-loop system is
computed instead. This fact can be utilized to focus computational
resources on the parts of the state-space that are the most relevant.
Keywords: control theory, optimal control, Hamilton-Jacobi-Bellman
equation, stochastic systems, Fokker-Planck-Kolmogorov equation.
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Preface
Every journey must come to an end. When I started this project, I
had no idea where it would take me, or how long it would take me to
finish. And as I am approaching the end, it feels more like another
starting point.
But let us start from the beginning. The starting point for what
would become this thesis was a buffer control problem. At Volvo,
where I worked at the time, people were making numeric models
of hybrid vehicles. These models all contained some kind of energy
buffer – a battery, a supercapacitor, a flywheel or a pneumatic tank.
The buffer can be used to provide a boost when the vehicle needs
power and when braking it can absorb energy, preventing it from
being wasted.
The question was: How could we maximize the usefulness of the
buffer?
In this context, the word “usefulness” generally meant saving fuel,
and thus money and greenhouse gas emissions. The way to save fuel
was to use the combustion engine differently than before. Without a
buffer, the engine must always supply exactly the amount of power
that is required by the vehicle. With a buffer, there is a choice to
make at every point in time: How much power should be drawn from,
or put back into, the buffer? This choice determines how much power
the combustion engine has to supply, and hence the fuel consumption.
In theory, this choice could be left to the driver of the vehicle, but in
practice hybrid vehicles always let a computer make this choice. As
a result, driving a hybrid vehicle is not more difficult than driving a
traditional one.
The computer code that makes this choice is called a “control
algorithm”, and it was part of my job to make such algorithms. When
xiii
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we had made one, we would run two simulations – one of a hybrid
vehicle using the control algorithm, and one of a conventional vehicle
(which did not need a buffer control algorithm). We would then
compare the computed fuel consumption from the two simulations
to estimate the potential fuel savings. If we thought there was a
possibility of improvement, we modified the control algorithm and
ran simulations again. This process was repeated a number of times,
trying to optimize the control policy.
However, rather than doing this over and over again, we wanted
the computer to do it for us. The task of finding a control algorithm
that gives as good a result as possible is indeed something that can
be automated, and roughly speaking it belongs to a scientific field
called “optimal control theory”. To make matters more complicated,
the way a vehicle will be driven is not pre-determined. In a model of
vehicle propulsion, the “driver” of the vehicle can be considered to
be a “stochastic process” – like rolling dice at every point in time do
decide what the driver should do.
This brings us to stochastic optimal control. My focus, through-
out this thesis work was an equation called the Hamilton-Jacobi-
Bellman equation,1 which is used to compute a “value function”, the
gradient of which defines the optimal control policy. In theory, this
equation can always be solved and yield the optimal control policy
as long as we have a good model of our system, and we have posed
the optimization criteria correctly.2 In practice, it is not always easy
to solve this equation with finite computing resources, and finding a
way to do so is the main theme of this work.
There were three times that I felt that I took major steps for-
ward.3 Each time, I was able to tackle more general problem formu-
lations. This means that the earlier papers of this thesis are largely
made obsolete by the later ones. Still, I have included them all for
archeological purposes.
The final paper of this thesis goes on a different path. It focuses on
1The equation that I refer to here is sometimes called the “stochastic Hamilton-
Jacobi-Bellman equation” to distinguish it from the special case where the noise
term is zero.
2Technically, we also need the ability to observe the state that the system is
in. What to do when the system state is not directly measurable is another very
interesting problem, and could be a subject of another thesis.
3These are described in papers I, III, and V respectively.
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finding the optimal probability distribution, rather than the optimal
value function. These two problems are in fact very closely related.
Looking at the problem in terms of a probability distribution instead
of a value function gives a different perspective. The state constraints
that caused the value function to go to infinity seemed daunting, while
the same constraints cause the probability density to go to zero, which
seems almost trivial.4
Most importantly, this approach opens up an interesting prospect
for future work. Working directly with the probability distribution
makes it natural to parameterize the problem in a way where the
number of parameters is proportional to the probability of the system
being in the subset of the state-space where these parameters apply.
The total probability is always one, so the total number of parameters
would be constant for a given ratio of parameters to probability. This
is very different from what occurs when we use a fixed number of
parameters for each “volume” of the state space, since this causes
the number of parameters to increase exponentially with the number
of dimensions. Hence it might be possible to work with significantly
system models that utilize much larger numbers of state variables.
An initial experiment where the probability density is expressed as
a sum of radial basis functions seems very promising. The objective
function involves integrals that would require exponential5 time to
compute, but these integrals can be estimated using Monte-Carlo
methods. This results in a stochastic element in the gradients, similar
to what is often the case in machine learning. Another similarity is
that the algorithm is amenable to parallel computation using graphics
processing units. There is very interesting work ahead, but a thesis
project has to end at some point. Rather than adding another chapter
to the end of this book, it will be the beginning of the next one.
4Although a difficulty remains in that the control actuation must go to infinity.
5in the number of dimensions
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Introduction
The subject of this thesis is stochastic optimal control under state
constraints. This first chapter will give a brief introduction to stochas-
tic optimal control and explain what state constraints are and why
they are useful, by giving an example of a problem formulation where
the theory applies.
1.1 Motivating problem
Consider a hybrid electric vehicle, where an electric motor/generator
can work together with the combustion engine to power the vehicle
at any point in time. A battery, which can store energy temporarily,
is used to allow the engine to be used more efficiently than it would
if it always had to match the power demand.
As a simple model, we can write
PD = PB + PICE, (1.1)
where PD is the power the driver demands using the accelerator
pedal1, PB is the power drawn from the battery (negative when the
electric machine acts as a generator) and PICE is the power delivered
by the internal combustion engine (which can also be negative, due
to friction).
Compared to a non-hybrid, where PD = PICE, the hybrid has one
additional degree of freedom. A choice must be made, at each point in
1In a modern vehicle the power is a complicated function of pedal position and
other factors, but this will be ignored here.
1
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time, how to distribute the power between the electric machine and
the combustion engine. The electric machine and the combustion
engine are both controlled by computers2, so it makes sense to let
the choice of power distribution also be made by a computer. The
task is then to program this computer to compute the best power
distribution, given the data that is available. This data as is referred
to as the state3 of the system here, which will be discussed in more
detail below.
The decided electric power will influence the battery level, which
follows a differential equation
d
dt
EB = −PB (1.2)
where EB is the amount of energy stored in the battery (often referred
to as the “state of charge” when expressed as a percentage of the total
capacity Emax). We assume that the characteristics (fuel consump-
tion, emissions, etc) of the combustion engine are known. These are
measured in a laboratory setting for each type of engine. We also
assume that the characteristics of the electric machine and battery,
and the statistical distribution of the driver demand are known. Such
statistical data can be collected by test driving the vehicle on various
routes.
As a control strategy, we aim to compute a reference power Pref(x),
where x is the “state” that the system is in. This state might include
the current operating point of the combustion engine and other fac-
tors that affect how the system is behaving at the moment. If we
let
PB = Pref(x) (1.3)
and
PICE = PD − Pref(x), (1.4)
then Equation (1.1) will be satisfied for any choice of Pref(x).
It is fairly easy to compute a control policy such that the expected
value of PB is zero, given a probability distribution for x. This means
2The word “computer” is used here to refer any type of device that performs
computations. It will typically be a microcontroller rather than the type of com-
puter that sits on a desk.
3Some of the data should actually be considered “measured noise” rather than
“state”, but we do not need to make that distinction yet.
2
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that, on average, the battery will neither be charged nor discharged
over time. Unfortunately, this does not imply any limit on how far
away from the initial value the battery level will fluctuate.
The control strategy must, of course, also ensure that the battery
is never charged or discharged beyond its limits. A simple fix is to
limit the electric power PB to zero or less whenever the battery is
empty, and conversely, zero or more whenever it is full. In between
those extremes, we could use a control strategy that does not look
at the battery level. Let P˜ref denote the reference power for such
a strategy, which is independent of the battery state of charge, but
which satisfies dEB/dt = 0 on average, under our statistical model.
However, suddenly switching from one policy to another when the
battery level reaches its limits is not optimal. We can do much better
by adding a feedback loop, letting
Pref = P˜ref(x) + u(EB) (1.5)
where u is an additional power draw that is added for the purpose of
keeping the battery state of charge within its limits. The equation
for the energy content of the battery can now be written as
d
dt
EB = −u− P˜ref(x). (1.6)
A number of simplifying assumptions will now be made. We as-
sume:
• that P˜ref(x) behaves like a white noise due to the randomness
generated by the driver and the environment,
• that the “extra” cost associated with staying within limits does
not depend on anything except the battery level EB and the
power draw u, and
• that this additional cost is a quadratic function in u and does
not depend on anything else.
The second assumption is the most important one. We disregard
all the complexity of the evolution of the state x, and replace it with
a random noise, so that we are minimizing a cost that only depends
on u and the buffer level, under the constraint
d
dt
EB = −u+ noise, (1.7)
3
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which fits into the problem description4 given in Paper I.
1.2 Buffer control
While we used a hybrid electric vehicle in the above example, the
mathematical description of many other buffers can look the same,
if we make the same simplifying assumptions. Buffers are found in
many different applications. Examples include energy buffers (see e.g.
Sciarretta et al., 2004; Li et al., 2013), buffers for information (e.g.
Chen and Wong, 1993; Choi and Park, 1994), buffers for economic
assets and goods (e.g. Johnson and Montgomery, 1974; Federgruen
and Heching, 1999), and of course buffers for fluids (e.g. Faanes and
Skogestad, 2003; Falugi et al., 2012). In Paper IV we look at storage
tanks in a sewage system and find a model that is similar to that of
the hybrid electric vehicle.
Many buffers, like the one in our example, exist explicitly to deal
with random disturbances. The characteristics of the disturbance
are important, both in selecting the size of the buffer and the control
policy. In Paper I, we show that for the simple buffer in our example,
the control policy
u =
piS2
Emax
tan
(
piEB
Emax
− pi
2
)
(1.8)
is optimal. Here, Emax denotes the maximum level that EB is allowed
to reach, i. e. the buffer capacity. (The lower level is set to zero in
order to simplify the notation.) The noise variance is denoted S2, and
we can see that the control actuation will be directly proportional to
the ratio of noise variance to buffer size.
Intuitively it makes sense that the control should depend on the
noise variance. The larger the randomness we can expect in the
future, the greater the advantage of the buffer being approximately
half full, and consequently a larger cost can be accepted for moving
toward that state.
4The example in the paper refers to a supercapacitor instead of a battery, and
an average power instead of a reference power, but the mathematics are the same.
Our EB corresponds to x in the paper, and P˜ref(x) corresponds to sdw in the
paper.
4
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Because the noise variance has such a large influence on the opti-
mal control policy, it is important to have a good estimate of it when
computing the control. If the noise estimate is too low, then the con-
trol action will be too weak, and the buffer will frequently end up
near its limits where it cannot provide any more buffering effect. On
the other hand, if the noise estimate is too high, then the control will
be too strong, always keeping the buffer close to the half-full state.
This means paying for buffer capacity that will almost never be used.
An important conclusion that can be drawn from this is that it is
impossible to compute an optimal control policy for a buffer system
without taking the noise characteristics into account. This may sound
obvious, but many optimal control techniques disregard the noise as a
simplifying assumption, and such techniques are thus not applicable
to this type of buffer systems.
1.3 State constraints
State constraints can be found in all kinds of dynamic systems. A
tank must not overflow or run dry, a chemical reactor must not exceed
a critical temperature, an engine must not run too fast, a robot arm
must not hit a wall, and so on.
In our example, the battery level was the only state variable in the
model, and this variable was constrained to remain between “empty”
and “full”. This is a basic example of state constraints. More gen-
erally, the state might consist of n different variables, and the state
constraints imply that the state of the system cannot leave a given
region in the n-dimensional state space.
Mathematically, state constraints are equivalent to imposing an
infinite “cost” of visiting the states outside the permitted region, but
with numeric methods it is typically better to treat them as boundary
constraints.5 The reason to consider state constraints is often that
they represent actual constraints on the physical system that is being
controlled. In our hybrid vehicle example, over- or undercharging the
5How to formulate these boundary constraints is an important question, which
is treated in detail in Paper III for the case where there is a special relationship
between noise and control cost, and in Paper V for a more general case.
5
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battery might damage it, which is much worse6 than using a bit more
fuel.
From the perspective of the engineer who wants a control pol-
icy for a buffer system, a stochastic model with state constraints is
useful. He or she can, for example, impose an infinite penalty for
violating state constraints, and no penalty at all for states that do
not violate the constraints. The optimal control will then prefer the
“half-full” buffer because of the expected future cost of avoiding con-
straints. This is a very natural choice of penalty function, in contrast
to e.g. linear-quadratic control where state constraints are simply not
considered and a special form is imposed on the penalty function. It
might not be possible to find a penalty function on this form that si-
multaneously gives good performance and low risk of violating state
constraints.
6It may not be infinitely worse, as our mathematical model implies, but for
the purpose of control system design, this is a good enough approximation.
6
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Multidimensional systems
Dynamic systems are often characterized by how many different vari-
ables it takes to completely describe the “state” of the system in the
model. The buffer system considered in the previous chapter was
reduced to a first-order system, which means that there was exactly
one state variable – the buffer level.
In general, a dynamic system can contain an arbitrarily large
number of states variables,1 but when designing mathematical mod-
els for the purpose of control, this number is often reduced using
simplifying assumptions. If the control policy can take a more com-
plex model into account, then the number of simplifying assumptions
can be reduced, and this should2 result in better performance.
In a hybrid vehicle model, there are several variables that might
be available to the controller and be important in controlling the
energy buffer. For example:
• The speed of the vehicle. A vehicle that is going fast is more
likely to apply regenerative braking in the near future than one
that is standing still.
• The slope of the road. On modern roads, the slope is often
constant on long sections. The current slope gives a good pre-
diction of the slope in the near future.
1Even an infinite number in certain types of models.
2It is also important that a model is simple enough to let all parameters be es-
timated from available data. Models that include everything and the kitchen sink
frequently perform worse than simple models because of bad parameter estimates.
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• The position in the drive cycle.
• The rate of acceleration (gas/break pedal position).
• The speed of the combustion engine. In a series hybrid, and
with certain kind of gear configurations, it is possible to vary
the speed of the combustion engine independently of the speed
of the vehicle.
• The speed of the turbo charger. When the power output of
the engine changes, the turbo charger can lag behind, and this
limits the available power from the combustion engine.
• A second energy buffer level. Combining, e. g., a battery and
a supercapacitor has many theoretical advantages, although it
also makes the system more complex and expensive.
The criteria for being included is basically that a state variable
should be something that changes on approximately the same time-
scale as the buffer level, and influences or is influenced by the energy
buffer, directly or indirectly. Different buffers have different time
scales so, for example, a battery that takes tens of minutes to dis-
charge can be controlled fairly well by an algorithm that does not
take turbo boost pressure into account, because that process reaches
a steady-state in seconds. In contrast, a supercapacitor, which dis-
charges much more quickly, needs a controller that accounts for such
fast processes.
In general, it is not necessary to include all of the above, but often
there is a need to include four or more states variables in order to
create a sufficiently complete model.
State variables like vehicle speed, road slope and accelerator/brake
demand form a stochastic model of the “disturbances” that the buffer
has to deal with, while engine speed and turbo pressure are influenced
by the control algorithm and the disturbances.
As mentioned, we denote the number of state variables by n and
the state space is said to be n-dimensional. In the case of a simple
buffer, we needed to solve a set of equations on every point on a line
(a one-dimensional space). If we add another state variable (say the
speed of the vehicle), then we need to solve the same equations on
every point on a square (a two-dimensional space). Adding yet an-
other dimension, we get a cube, and going further we get things that
8
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are hard to visualize, but that mathematically extend the concept of
“space”.
So when more states are included in the model, the practical
consequence for optimal control is that equations must be solved in
a higher-dimensional space.
2.1 The Hamilton-Jacobi-Bellman equation
The equation that is normally used to compute an optimal control
policy is called the Hamilton-Jacobi-Bellman equation, which is based
on Bellman’s principle of optimality (Bellman, 1957). Simply stated:
If the optimal path from A to C goes through B, then the optimal
path from B to C is a portion of the path from A to C. This makes it
possible to work backwards in time, at each point finding the optimum
of the instantaneous cost and a future cost, which has already been
computed. This future cost is referred to as the “value function”
(see e. g. Bertsekas, 1996; Dreyfus, 2002). The HJB equation is a
differential equation, which means that the solution is not a simple
number, but a function. For our buffer example it has one value for
each possible buffer level and each point in time.
In general, the solutions to partial differential equations are im-
possible to compute exactly. The best one can do then is to compute
a large table of numbers that describe an approximation to the solu-
tion.3 This leads us to what is known as Bellman’s curse of dimen-
sionality.
2.2 The Curse of Dimensionality
The curse of dimensionality is a difficulty often encountered whenever
nonlinear optimal control problems are considered. It states that as
the dimension (number of state variables) grows, it becomes increas-
ingly hard to solve the problem using numerical methods. The reason
for this is the following:
When solving a partial differential equation, the state-space is
3The analytic value function in Paper I is an exception to this.
9
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divided into smaller pieces,4 so that the computer can work with
a finite number of equations even though the equation theoretically
applies in an infinite number of points. If the pieces are small enough,
then the solution can be a good approximation of the true solution.
For a one-dimensional problem, it might be enough to divide
the state-space (a line) into ten pieces. But if we consider a two-
dimensional system, then we need to divide the state-space (a square)
into a hundred pieces. For a five-dimensional system, we might need
100 000 pieces. In other words, we get the same number of zeroes at
the end of the number of pieces as the number of state variables in
our system. The number is then said to grow exponentially. Even
with very fast computers, we will never be able to consider very large
systems.
Note that the curse of dimensionality is a problem for any nu-
meric method that computes a control policy as a look-up table over
the entire state-space. The number of values increases exponentially,
independently of what method is used to compute the control pol-
icy. Two ways to avoid the curse completely are if the control policy
can be given as a closed-form expression using a polynomial number
of parameters, as in the case of the linear quadratic regulator, or if
the control policy is never stored explicitly, as in model predictive
control.
A third way would be not to compute the policy on the entire
state space. We’ll come back to this in Chapter 4
2.3 Linear Quadratic Gaussian Control and
Certainty Equivalence
In a linear quadratic (LQ) control problem (see e. g. Anderson and
Moore, 1971; Dorato et al., 1995) the system is assumed to be lin-
ear, and the cost per unit of time quadratic in the state and control
variables. There are no state constraints or constraints on control
actuation. While this is rarely true for a realistic system, it can be a
very good approximation for small fluctuations around a given point.
4Not necessarily literal ”pieces”. Collocation methods may use global polyno-
mials or other functions that interpolate through a set of points, and then the
reasoning then applies to the number of interpolation points.
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This problem formulation is popular for two reasons. First, the opti-
mal control problem can be solved analytically for these systems. It
is sufficient to solve an associated Riccati equation to obtain a linear
feedback law which is optimal. An LQ regulator only needs on the
order of n2 parameters in order to control a system in n dimensions.
The complexity of computing these parameters is polynomial, rather
than exponential, in n, and using a computer it can be done even for
very large systems. Second, so called “certainty equivalence” holds
for this kind of problem when we introduce additive noise.
Certainty equivalence means that the control law that is opti-
mal for a deterministic system with perfect state information is also
optimal for either the corresponding stochastic system or the same
system but with imperfect state information. In the first case, the
control policy need not take future disturbances into account. It is
optimal to solve a trajectory planning problem from every point in
state-space. In the second case the present uncertainty in the state of
the system need not be accounted for. A control policy that assumes
the system to be in the “most likely” state will still be optimal.
For an LQ system with Gaussian disturbances, both forms of
certainty equivalence hold, and the combination of a state estimator
(Kalman and Bucy, 1961) and optimal feedback control is called a
linear quadratic Gaussian (LQG) regulator. However, for stochastic
systems where state constraints are important, LQG theory cannot
be applied. It is simply not possible to approximate such constraints
by an LQ system formulation in a meaningful way.
2.4 Model Predictive Control
A method that is becoming increasingly popular is Model Predic-
tive Control (MPC) (see, e. g. Morari and Lee, 1999; Camacho and
Alba, 2013). As the name indicates, this method consists of using
a computer model to predict the future behavior of the system, and
then compute the optimal control on-line. The advantage of this
method is that it can account for fairly complicated models, includ-
ing models with state constraints and constrains on control inputs,
while sidestepping the curse of dimensionality by not attempting to
store a complete control policy, but instead computing optimal tra-
jectories as needed in real time.
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Originally limited to relatively small and/or slow LQ systems by
the requirement that the duration of each optimization run cannot
exceed the sample time of the system, advances in both algorithms
and raw computing power mean that modern nonlinear MPC can
handle fast and complex systems. Still, the need to solve an opti-
mization problem at each time step limits how complex the model is
allowed to be, as well as how long the prediction horizon can be, and
the computed trajectories will only be locally optimal. For nonlin-
ear nonconvex problems, there is no guarantee of finding the global
optimum in general.
MPC that accounts for disturbances is known as robust MPC.
Accounting for stochastic disturbances will drastically increase the
difficulty, as this means optimizing an infinite number of possible
trajectories instead of just one. For this reason, MPC is often imple-
mented under the certainty-equivalence assumption. When distur-
bances are taken into account, they are often modeled in a simplified
way, such as only considering the worst-case scenario, or only con-
sidering disturbances in a small subset of the time-steps that are
simulated. (For examples, see (Bemporad and Morari, 1999).)
For buffer problems, we have seen that the optimal control policy
is often determined almost entirely by the properties of the distur-
bance. Hence, for the purpose of optimal control, simplifying the
model by removing the disturbance altoghether is probably not a
good idea.
2.5 Collocation Methods
Collocation is a way of solving differential equations approximately.
Instead of trying to find a function that satisfies the equation in every
point, the idea is to find a function that satisfies the equation in a
given set of points. This set of points is typically chosen as the node
points of a quadrature rule (see, e. g. Boyd, 2001).
Collocation methods suffer from the curse of dimensionality, just
as any numerical method that attempts to represent the value func-
tion over the entire n-dimensional state-space. However, collocation
methods are relatively efficient in comparison to other methods of
solving partial differential equations, and are often used for high-
12
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dimensional systems, for example in quantum mechanics.5
In contrast to finite element methods, which typically work with
polynomial basis functions of a fixed degree, collocation methods typ-
ically work with global polynomials where the degree of the poly-
nomial increases with the number of collocation points – so-called
pseudo-spectral methods. If the solution is smooth, in the sense that
high-order derivatives are bounded, then this can result in exponen-
tially imporoved accuracy as the number of points increases.
Unfortunately, the value function of the HJB equation does not
satisfy this requirement, as it goes to infinity near boundary con-
straints. In order to use collocation methods, we need to transform
the function into something that is as smooth as possible.
2.6 The logarithmic transformation
For a dynamic system with dynamics that are affine in the control
input, and an associated cost function that is quadratic in the control
input and where the coefficient matrix of this quadratic function is the
inverse of the noise covariance matrix, a logarithmic transformation
can be used to show that the nonlinear HJB equation is equivalent
to a linear partial differential equation describing a diffusion with
drift. This remarkable result was pointed out by Fleming and Mitter
(1982).6
This transformation also makes it easy to handle state constraints.
If the value function V of the HJB equation is expressed as the neg-
ative logarithm of another function Z
V = −2κ logZ, (2.1)
where κ is a scalar constant that is given by the relationship between
noise covariance and cost of control actuation, then the gradient of
5The Schro¨dinger equation is frequently solved for high-dimensional systems.
Quantum state variables add up just like in control theory. If two particles – say
the two electrons in a Helium atom – interact in a three-dimensional universe,
then the Schro¨dinger equation must be solved in a six-dimensional state-space.
6Fleming and Mitter (1982) focus on the diffusion problem and point to the
equivalence with an optimal control problem as a way of obtaining results about
the former. Later work, such as (Rutquist, 2005) and (Kappen, 2005b) focus on
the opposite direction of the equivalence arrow.
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the value function becomes
∇V = −2κ
Z
∇Z, (2.2)
and the homogenous boundary constraint
Z = 0 (2.3)
makes the gradient of V , and hence the control actuation, go to infin-
ity in such a way that the HJB equation is satisfied. (See Paper III
for details.)
With further assumptions on the system model, and a specific
choice of coefficient in the log-transformation, the diffusion process
is governed by the Schro¨dinger equation (Rosenbrock, 2000). The
Schro¨dinger equation is not only linear, but often also self-adjoint,
allowing for very efficient techniques in obtaining numeric solutions.
The solution to the linear partial differential equation of certain
diffusion problems can be expressed as the expected value of a path
integral, and thus approximated by simulating random paths (Feyn-
man, 1948; Kac et al., 1951). This method is applicable to the dif-
fusion problems that result from the log-transformed optimal control
problem (Fleming, 1982; Kappen, 2005a). In a sense, this circum-
vents the curse of dimensionality, because the accuracy that results
from averaging random trials depends on the number of trials and the
statistical variance in the outcomes, and not explicitly on the number
of dimensions of the state-space.
2.7 An alternative transformation
We would still like to find a transformation that is similar to the
logarithmic transformation, but which does not require a relationship
between control cost and noise covariance.
The HJB equation depends on the gradient of the value func-
tion, ∇V , but not on the function value, V , itself. In Paper V, an
alternative transformation is defined in the gradients:
∇TV = − 2
Z
K∇TZ, (2.4)
where K is a matrix-valued function of the state. Compared to the
logarithmic transformation, (2.2), which has one scalar parameter κ
14
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Figure 2.1: The “impossible stairs” (Penrose and Penrose, 1958) is a
well-known optical illusion. Intuitively, we know that a path cannot
climb continuously and yet return to the same point. (Image credit:
Sakurambo / Wikipedia.)
(that is constant over the state-space) the alternative formulation
introduces many more degrees of freedom.
This can be used to formulate natural boundary conditions and
obtain well-behaved (albeit not linear) partial differential equations
for a wider class of problems than that where the logarithmic trans-
formation is useful.
Care must be taken when defining a function via its gradient.
If we allow the “gradient” to be an arbitrary function of the state,
then we might end up with something analogous to the “impossible
stairs” in Figure 2.1. To ensure that there exists a function with the
specified gradient, additional constraints are introduced. These must
be satisfied together with the partial differential equation that results
from the HJB equation.
2.8 Fokker, Planck and Kolmogorov
The Fokker-Planck (FP) equation (Fokker, 1914; Planck, 1917) de-
scribes the evolution in time of the probability distribution associ-
ated with a dynamic process. Kolmogorov (1931) also deduces this
equation for the evolution forwards in time, but in addition consid-
ers the evolution backwards in time of the probability of hitting a
“target set”. The backwards Kolmogorov equation is identical to the
Hamilton-Jacobi-Bellman equation, except that it considers the dy-
15
CHAPTER 2. MULTIDIMENSIONAL SYSTEMS
namics to be a pre-determined function of state and time, whereas
the HJB equation allows for choosing the optimal control actuation
at each point in time.
The HJB equation can be directly derived from the adjoint of the
Fokker-Planck equation when minimizing the expected cost (Annun-
ziato et al., 2014). However, the adjoint FP equation also contains
the probability density ρ in every term. To obtain the traditional
HJB equation, the adjoint FP equation is scaled by 1/ρ, making it
independent of the probability density.7
Solving the FP equation as it is usually formulated would yield
KKT-multipliers that behave as the value function of the HJB equa-
tion, i. e. that are unbounded near the state constraints. In order to
obtain multipliers that are suitable for a numeric solver, the equation
should be re-scaled. In Paper VI, inspired by the Schro¨dinger equa-
tion, the probability density ρ is expressed as the square of another
function φ, and the FP equation is then scaled by 1/φ. This yields a
problem formulation that seems to work well with the numeric solver
for the sample problems that the method has been tested on.
2.9 PROPT
The software package PROPT (Rutquist and Edvall, 2010) was used
to implement Gauss-Legendre collocation in each dimension of the
partial differential equations that are solved in Paper V and Paper VI.
Although PROPT is written to work along one dimension (typi-
cally time), it is possible to use it recursively to perform collocation in
arbitrary dimension, as long as the geometry is a simple hypercube,
i. e. upper and lower bounds on each state variable.
Collocation turns the partial differential equation into a nonlinear
programming, i. e. an objective function and a set of equations.
These are then passed on to a numeric solver.
7In a sense, this is the root cause of the numeric difficulties in solving the HJB
equation near boundary constraints, where ρ goes to zero.
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2.10 Numeric Optimization
There are various techniques for solving a nonlinear programming
(see, e. g. Bertsekas, 1999; Bazaraa et al., 2013).
In our case, the commercially available solver SNOPT (Gill et al.,
1997) was used. Like many solvers, SNOPT finds the optimum
by searching for solutions to the Karush–Kuhn–Tucker conditions
(Kuhn, 2014). It employs a method called sequential quadratic pro-
gramming, successively solving simpler problems where the objective
is approximated by a quadratic function and the constraints by linear
constraints.
17
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Chapter 3
Summary of the included
papers
This thesis is based on a total of six published papers. Because the
problem statement has largely remained the same throughout the
work, there is some repetition in the initial sections of each paper.
The odd-numbered papers provide three different methods for
solving Hamilton-Jacobi-Bellman equations that result from state-
constrained stochastic optimal control problems. They follow a log-
ical sequence where each paper generalizes the previous one. The
tangent function control policy of Paper I can easily be deduced us-
ing the method presented in Paper III, which in turn can be seen as
a special case of the method in Paper V.
Paper II applies the method from Paper I to finite-horizon sys-
tems. (This paper was published after paper IV, but the papers have
been arranged logically by subject matter rather than chronologi-
cally.)
Paper IV provides additional analysis and numeric examples for
the method described in Paper III.
Finally, Paper VI presents a way of solving the state-constrained
stochastic optimal control problem of Paper V, without using the
Hamilton-Jacobi-Bellman equation. Even though the size of the nu-
meric problem (number of equations and unknowns) is comparable
to those of the method in Paper V, this provides a new avenue for
attacking the problem, and numeric convergence seems to be better.
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3.1 Paper I
Rutquist, P. Breitholtz, C. and Wik, T. (2005), An Eigen-
value Approach to Infinite-Horizon Optimal Control, Pro-
ceedings of the 16th IFAC World Congress, Prague, Czech
Republic.
This paper looks at first order systems, where the state constraints
simply take the form of a lower and an upper bound on the one state.
The idea of reformulating the Hamilton-Jacobi-Bellman equation
as an eigenvalue problem is introduced. The infinite-horizon opti-
mal control problem for a nonlinear, first order, positive recurrent
stochastic process is addressed.
It is first shown how an eigenvalue problem is obtained starting
from the HJB equation, and how the solution to the eigenvalue prob-
lem defines the optimal control. The method is then demonstrated
on a fuel cell / supercapacitor system, where it is used to find the
optimal way to divide a load between the two power sources as a
function of the state of charge of the supercapacitor.
For a simple stochastic buffer problem it is shown that the opti-
mal feedback control policy can be derived analytically and takes the
shape of the trigonometric tangent function: u = − tan(x)
It is also exemplified how numeric methods can be used, implying
that nonlinear models can be treated as well.
3.2 Paper II
Rutquist, P. Breitholtz, C. and Wik, T. (2011), Finite-
Time State-Constrained Optimal Control for Input-Affine
systems with Actuator Noise, Proceedings of the 18th IFAC
World Congress, Milano, Italy
This is the only paper in the series that does not focus on the
infinite-horizon case, but instead considers what happens when the
system is operated for a finite time.
For the system in consideration, it is possible to separate the time-
and state-dependent parts of the partial differential equations from
Paper I. This makes it possible to express the optimal cost to go as
a sum of eigenfunctions.
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This might be interesting from a theoretical perspective although
in practice it is probably better to integrate the PDE backwards in
time instead, but we did not pursue this approach any further.
3.3 Paper III
Rutquist, P. Breitholtz, C. and Wik, T. (2008), On the
Infinite-Time Solution to State-Constrained Stochastic Op-
timal Control Problems, Automatica 44(7):1800–1805
In this paper, the eigenvalue approach is extended to systems
with more than one state variable. It is shown how a logarith-
mic transformation leads to an exact linearization of the Hamilton-
Jacobi-Bellman equation. This linear partial differential equation and
boundary conditions are discussed using the analogy of a convection-
diffusion problem, and it is demonstrated how existing, commercially
available, finite element software can be used to solve these optimal
control problems. The types of boundary conditions that result from
state constraints in different contexts are investigated.
This paper was first published in February 2005 as a Technical
Report at Chalmers (Rutquist et al., 2005), and included in a licen-
tiate thesis (Rutquist, 2005), which was presented in June. At the
time we were unaware of concurrent work by Itami (2005), which was
published in June, and by Kappen (2005a,b), which was published in
November.1
1We should have been aware of these works in 2007, when preparing the final
version of the paper for inclusion in Automatica. Also, and in particular, we should
have been aware of Fleming and Mitter (1982), who, to our current knowledge,
were the first to point out the exact linearization of the HJB equation. It is an
unfortunate oversight that the journal publication does not cite any of them.
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3.4 Paper IV
Wik, T. Rutquist P. and Breitholtz, C. (2010), State-
Constrained Control Based on Linearization of the Hamilton-
Jacobi-Bellman Equation,2 Proceedings of the 49th IEEE
Conference on Decision and Control, Atlanta, GA, USA
This paper provides some further analysis of the method presented
in Paper III, and discusses the choice of disturbance covariance ma-
trix in the stochastic model. If the disturbance covariance is not
chosen to match measured data, it can instead be used as a tuning
parameter (or, rather, matrix of tuning parameters) to adjust the
control directions in an intuitive way. Sufficient and necessary con-
ditions for when the method can be applied are derived, and their
physical interpretation is discussed.
A waste-water treatment control problem with two buffers is used
as an illustration.
3.5 Paper V
Rutquist, P. Wik, T. and Breitholtz, C. (2014), Solv-
ing the Hamilton-Jacobi-Bellman equation for a stochas-
tic system with state constraints Proceedings of the 53rd
IEEE Conference on Decision and Control, Los Angeles,
CA, USA
A new method is derived, based on the variable transformation
(2.4), which turns the HJB equation into a combination of an eigen-
value problem and a set of partial differential equations. In contrast
to Paper III, there is no requirement of an inverse relation between
the disturbance covariance and the cost of control. As a numeri-
cal illustration, the optimal control of a Linear Quadratic Gaussian
system with state constraints is computed. A reasonably accurate
solution is obtained even with a small number of collocation points
(three in each dimension), which indicates that the method can be
used on high order systems, mitigating the curse of dimensionality.
2The main author of this paper is Torsten Wik. My main contribution was in
the numeric computation of the control policies and simulations shown in Figures
2 – 5.
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3.5. PAPER V
This paper has been extended since its original publication, and
for this reason the notation and equation numbering does not match
the original. The boundary condition that appears as nnTK =
KTnnT in the conference paper has been replaced by nTK = κnT ,
and the example has been extended with a section on computing the
stationary probability density function and computing the expected
value of the residual.
Paper VI
Rutquist, P. Wik, T. and Breitholtz, C. (2017), State
Constrained Optimal Control via the Fokker-Planck Equa-
tion, Proceedings of the 20th IFAC World Congress, Toulouse,
France
Rather than starting from the Hamilton-Jacobi-Bellman equation
we now start from the Fokker-Planck equation when computing the
optimal control policy numerically. Only one PDE needs to be solved,
while the infinite boundary conditions are still avoided. Preliminary
testing indicates that this method is not only faster but also more
robust.
The paper has been slightly modified since the original publica-
tion. In the conference paper, the ∇W term of the Fokker-Planck
equation was inadvertently omitted. This has been rectified. (The
numeric example had ∇W = 0, and is thus unchanged.)
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Chapter 4
Conclusions and Future
Work
Many important real-world problems can be expressed as stochastic
optimal control problems with state constraints. Conventional meth-
ods, such as linear quadratic control and model predictive control,
have difficulties handling the interaction between stochastic noise and
state constraints. This thesis work investigates a series of methods
for solving this type of problems, with increasingly general problem
formulations.
A few of the main contributions of this thesis are:
• A closed form-solution on the form u = − tan(x) to the buffer
problem in Paper I.
• A demonstration of the logarithmic transformation that lin-
earizes the Hamilton-Jacobi-Bellman equation, and an analysis
of the resulting partial differential equation and boundary con-
straints in Paper III.
• An alternative transformation which does not require the con-
trol cost matrix to be the inverse of the noise covariance matrix
in Paper V.
• Pointing out a possible way of exploring the relation between
the HJB equation and the Fokker Planck equation in solving
stochastic optimal control problems with state constraints in
Paper VI.
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4.1 Future Work
There is much left to do where this thesis ends.
• The most glaring omission is that all of the methods presented
are based on having perfect state information. In other words,
we assume that all states are measured directly, and that the
measurements are completely accurate and instantaneous. This
might be the case if the controlled system is itself a computer
simulation, but it is never true for physical systems. It would be
very useful to have a rigorous way of combining these optimal
control methods with estimated states.
• The partial differential equations of Papers V and VI are similar
to eigenvalue problems, and it seems plausible that a specialized
solver could be developed for these problems by incorporating
techniques from eigenvalue solvers into a nonlinear solver.
• The methods used in this thesis all relied on solving the par-
tial differential equations on the entire state space. Such an
approach will always be subject to the curse of dimensionality,
even though Moore’s law and algorithmic improvements will
slightly increase the set of tractable problems over time.
4.2 Towards a cure for the curse of dimen-
sionlity
The curse of dimensionality would seem to make it impossible to
compute explicit control laws for nonlinear systems in high dimension.
Still, we know that such control laws are possible.
Humans routinely learn to control large nonlinear stochastic sys-
tems. So our brains clearly have a way to get around the curse, and
it is not surprising that the control community has started looking
towards techniques such as deep learning for stochastic optimal con-
trol.
Preliminary numerical studies, based on the approach in Paper VI,
indicated that it should be possible to develop a method that, in a
sense, escapes the curse of dimensionality.
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DIMENSIONLITY
When we explicitly compute the probability density function of
the closed-loop system, it would make sense to use some parametriza-
tion of the state space which emphasizes regions of high probability.
One way to do that would be to use radial-basis functions. That is:
instead of using a fixed grid and computing the probability density as-
sociated with each grid point, we could use freely moving basis func-
tions, where each one represents a constant amount of probability.
Since the number of basis functions is constant (for a given amount
of probability per basis function) calculation time is no longer expo-
nential in the number of dimensions, and the curse is circumvented.
The algorithm would look something like this:
Start with a set of n randomly positioned “droplets” of
probability ;
while convergece do
sample m points from each “droplet” under the probability
distribution for that droplet;
for each sample point do
compute gradient of this point’s contribution to total
cost with respect to parameters ;
update parameters using negative gradient ;
end
end
This mehtod will not necessarily explore the entire state space.
(Doing so would, by definition, be subject to the curse of dimension-
ality.) So we may not always find a global optimum. On the other
hand, it is better to get something that is good enough in reasonable
time, than to wait forever for something that is perfect.1
1This conclusion is not limited to the subject of control theory.
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