An effective direct method to determine the numerical solution of the specific nonlinear Volterra-Fredholm integro-differential equations is proposed. The method is based on new vector forms for representation of triangular functions and its operational matrix. This approach needs no integration, so all calculations can be easily implemented. Some numerical examples are provided to illustrate the accuracy and computational efficiency of the method.
Introduction
Several numerical methods for solving linear and nonlinear integro-differential equations have been presented. Some authors use decomposition method [1, 2] . In most methods, a set of basis functions and an appropriate projection method such as Galerkin, collocation, etc. or a direct method have been applied [3] [4] [5] [6] [7] [8] . These methods often transform an integrodifferential equation to a linear or nonlinear system of algebraic equations which can be solved by direct or iterative methods. In general, generating this system needs calculation of a large number of integrations. This paper considers a specific case of Volterra-Fredholm integro-differential equations of the form
s, t) G(x(t))dt = y(s),
where the functions F (x(t)) and G(x(t)) are polynomials of x(t) with constant coefficients. For convenience, we put F (x(t)) = [x(t)] n 1 
and G(x(t)) = [x(t)]
n 2 , where n 1 and n 2 are positive integers. Note that the method presented in this article can be easily extended and applied to any nonlinear integro-differential equations of form (1) . It is clear that for n 1 , n 2 = 1, Eq. (1) is a linear integro-differential equation. Also, without loss of generality, it is supposed that the interval of integration is [0, 1], since any finite interval [a, b] can be transformed to interval [0, 1] by linear maps [5] .
For solving these equations, this paper uses a new set of orthogonal functions, introduced by Deb et al. [9] . These functions have been applied for solving variational problems by Babolian et al. [10] . In this article, we present new vector forms of triangular functions (TFs), operational matrix of integration, expansion of functions of one and two variables with respect to triangular functions, and other TFs properties. By using new representations a nonlinear integro-differential equation can be easily reduced to a nonlinear system of algebraic equations. The generation of this system needs just sampling of functions, multiplication and addition of matrices and needs no integration.
Finally, we check the proposed method on some examples to show its accuracy and efficiency.
Review of triangular functions
Triangular functions have been presented by Deb et al. [9] and studied and used by Babolian et al. [10] .
Definition
Two m-sets of triangular functions (TFs) are defined over the interval [0, T ) as
where i = 0, 1, . . . , m − 1, with a positive integer value for m. Also, consider h = T /m, and T 1 i as the ith left-handed triangular function and T 2 i as the ith right-handed triangular function.
In this paper, it is assumed that T = 1, so TFs are defined over [0, 1), and h = 1/m.
From the definition of TFs, it is clear that triangular functions are disjoint, orthogonal, and complete [9] . Therefore, we can write
where φ i (t) is the ith block-pulse function defined as
where i = 0, 1, . . . , m − 1.
Vector forms
Consider the first m terms of the left-handed triangular functions and the first m terms of the right-handed triangular functions and write them concisely as m-vectors:
where T1(t) and T2(t) are called left-handed triangular functions (LHTF) vector and right-handed triangular functions (RHTF) vector, respectively. The following properties of the product of two TFs vectors are presented by [10] :
and
T1(t)T2
T (t) 0,
T2(t)T1
where 0 is the zero m × m matrix. Also, 1 0
T1(t)T1
T (t)dt = 1 0
T2(t)T2
T (t)dt
in which I is an m × m identity matrix.
TFs expansion
The expansion of a function f (t) over [0, 1) with respect to TFs, may be compactly written as
where we may put c i = f (ih) and
So, approximating a known function by TFs needs no integration to evaluate the coefficients. 
Operational matrix of integration
where P1 m×m and P2 m×m are called operational matrices of integration in TFs domain and represented as follows:
So, the integral of any function f (t) can be approximated as
New representation of TFs vector forms and other properties
In this section, we define a new representation of TFs vector forms. Then, some characteristics of TFs are presented using the new definition.
Definition and expansion
Let T(t) be a 2m-vector defined as
where T1(t) and T2(t) have been defined in (6) . Now, the expansion of f (t) with respect to TFs can be written as
where F 1 and F 2 are TFs coefficients with
Now, assume that k(s, t) is a function of two variables. It can be expanded with respect to TFs as follows:
where T(s) and T(t) are 2m 1 and 2m 2 dimensional triangular functions and K is a 2m 1 × 2m 2 TFs coefficient matrix. For convenience, we put m 1 = m 2 = m. So, matrix K can be written as
where K 11, K 12, K 21, and K 22 can be computed by sampling the function k(s, t) at points s i and t j such that s i = ih and
Product properties
Let X be a 2m-vector which can be written as X
T ) such that X 1 and X 2 are m-vectors. Now, it can be concluded from Eqs. (7) and (8) that
Therefore,
So, it can be similarly concluded from Eqs. (7) and (8) that
whereB11 andB22 are m-vectors with elements equal to the diagonal entries of matrices B11 and B22, respectively. Therefore,
in whichB is a 2m-vector with elements equal to the diagonal entries of matrix B. Also, it is immediately concluded from Eq. (9) that
T1(t) T2(t) T1
where D is the following 2m × 2m matrix:
. . . . . .
Operational matrix
Expressing s 0 T(τ )dτ in terms of T(s), and from Eq. (11), we can write
so,
where P 2m×2m , operational matrix of T(s), is
where P1 and P2 are given by (12). Now, the integral of any function f (t) can be approximated as
Solving nonlinear integro-differential equation
In this section, using the results obtained in the previous section about triangular functions, an effective and very accurate direct method for solving nonlinear Volterra-Fredholm integro-differential equations is presented.
Consider the following nonlinear Volterra-Fredholm integro-differential equation: 
where 2m-vectors X , X , Q , Y , X n 1 , X n 2 and 2m × 2m matrices K 1 and K 2 
are TFs coefficients of x(s), x (s), q(s), y(s), [x(s)]
Now, we require the following lemma:
Lemma 1. Let 2m-vectors X and X n be TFs coefficients of x(s) and [x(s)]
n , respectively. If
where n 1, is a positive integer.
Proof. When n = 1, (35) follows at once from [x(s)] n = x(s). Suppose that (35) holds for n, we shall deduce it for n + 1.
n , from (33) and (21) it follows that
Now, using (35) we obtain
therefore (35) holds for n + 1, and the lemma is established.
So, the components of X n can be computed in terms of components of unknown vector X . For solving Eq. (32), we substitute (33) into (32), therefore,
Using Eqs. (21) and (26) it follows that
Using operational matrix P, in Eq. (30), gives
in which λ 1 K 1Xn 1 P is a 2m × 2m matrix. Eq. (24) follows
whereX n 1 is a 2m-vector with components equal to the diagonal entries of the matrix λ 1 K 1Xn 1 P. Combining (40) and (41) gives
or
Note thatQ is a diagonal matrix, soQ T =Q . Now, X must be computed in terms of X . Note that
where X 0 is the 2m-vector of the form
T , consequently, using (33) gives
Now, combining (43) and (46) and replacing with =, it follows that
Eq. (47) is a nonlinear system of 2m algebraic equations for the 2m unknowns
T ) can be obtained by an iterative method. Hence, an approximate solution
T T2(s) can be computed for Eq. (32) without using any projection method.
Numerical examples
Now, the direct method presented in this article is checked on four examples. Three examples are selected from different references, so their numerical results obtained here can be compared with the exact solutions, the approximate solutions using the BPFs, and those of other numerical methods.
The computations associated with the examples were performed using Matlab 7 on a Personal Computer. Example 1. Consider the following nonlinear integro-differential equation: Table 1 .
Example 2.
For the following nonlinear integro-differential equation [6, 7] :
where y(s) = (− , with the initial condition x(0) = 1, and the exact solution x(s) = e s , Table 2 presents a comparison of the numerical solutions with the presented solution. 
where y(s) = 2 sin s cos s, with the initial condition x(0) = 1, and the exact solution x(s) = cos s, Table 3 shows the numerical results and comparison with the other numerical solutions.
Example 4.
Consider the following nonlinear Volterra integro-differential equation [4, 8] :
with the initial condition x(0) = 0. The exact solution of this example can be found analytically by reducing to differential equation, but the analytical solution is not represented by the elementary functions. The numerical results are shown in Table 4 .
Comment on the results
The direct method based on the TFs and their operational matrix transforms a nonlinear Volterra-Fredholm integrodifferential equation to a set of algebraic equations without applying any projection method. Solving this system by an Its applicability and accuracy were checked on four examples. In these examples the approximate solutions are briefly compared with the exact and approximate solutions obtained by the method proposed in [7] which is implemented using the BPFs. It follows from the numerical results that the accuracy of the solutions obtained using the TFs is quite good in comparison with the BPFs. Also, increasing the number of TFs over [0, 1) decreases the error of the solution rapidly. To show its convergence and stability, the current method can be run with increasing m, until the computed results have appropriate accuracy.
For Examples 2-4, the numerical results presented in Tables 2-4 are briefly compared with the approximate solutions obtained by the other methods. Although this comparison does not show the categorical superiority of the proposed method over the others from the viewpoint of accuracy, it seems that the number of calculations in the direct method is considerably less than that of the other methods. This is due to the fact that the generation of the algebraic equations' system in the current method needs just sampling of functions, multiplication and addition of matrices, and needs no integration. So, this method may be run very quickly even for large values of m.
The main advantage of this method is low cost of setting up the equations without using any projection method and any integration.
Finally, the method can be easily extended and applied to nonlinear Volterra and Fredholm integro-differential equations of arbitrary order and systems of integro-differential equations with suitable initial conditions.
