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Understanding the nature of photogenerated carriers in a photocatalyst is central to understanding its
photocatalytic performance. Based on density functional theory calculation we show that for TiO2, the
most popular photo-catalyst, the electron hole self-trapping leads to band gap states which position is
dependent on the type of surface termination. Such variations in hole state energies can lead to
differences in photocatalytic activity among rutile and anatase surface facets. We find that the
calculated hole state energies correlate with photo-deposition and photo-etching rates. We anticipated
that our results can aid the design of more reactive photo-catalysts based on TiO2 and our approach can
be utilized for other relevant photo-catalysts as well.
1 Introduction
Photo-catalysis is presently used in a large variety of applications
such as water and air purification, self-cleansing surfaces, and
anti-fogging coatings. Furthermore, for future sustainable fuel
production from solar light efficient photo-catalysis is crucial.1
Titanium dioxide is the most popular photocatalyst as it is
technologically a very attractive material—abundant, harmless,
and chemically inert. Many aspects of TiO2 photo-catalysis
however still remain obscure.2,3 Understanding the influence of
TiO2 morphology on the photocatalytic activity is especially
important as such effects can be exploited in photo-catalyst
design.
Based on density functional theory calculation we show
that differences in photocatalytic activity can arise due to
morphology dependent variation of spacial and energetic
distribution of hole trapping states.
2 Surface hole trapping
Hole trapping states in TiO2 have been observed in many
experiments including electron paramagnetic resonance
(EPR), transient absorption spectroscopy (TAS), and photo-
luminescence (PL) (for a review see Fujishima et al.2 and Hen-
derson3) but their exact nature remained unclear. Only recently it
has become more evident that holes in TiO2 self-trap forming O

small polarons4–9—an electronic hole localized on an oxygen
lattice site surrounded by a deformed lattice. The hole trapping
state is formed by an oxygen p-like orbital perpendicular to the
flat OTi3 building blocks of TiO2. Our DFT calculation predicted
that trapping in anatase is stronger than in rutile and the small-
polaron stabilisation energy with respect to the delocalized holes
in the valence band (VB) is 0.2 eV; in rutile the two types of hole
states have comparable stability.5 Di Valentin et al. found a
trapping strength of 0.75 eV in anatase.7 Here we focus on the
effect of surface termination on the trapping strength as this issue
is particularly relevant to the understanding of the TiO2 photo-
catalysis.
A surface, like any other crystal imperfection, induces lattice
relaxation and charge redistribution. These processes create
potential variations in surface layers. The localized nature of
trapped hole states makes their energetics highly sensitive to such
potential changes. In Fig. 1 we show a schematic energy diagram
Fig. 1 Energy diagram for an n-type semiconductor with upward band
banding. Hole self-trapping energies 3T are sensitive to potential varia-
tions in surface layers of z1 nm thickness. 3CB and 3VB are the valence
band and the conduction band edges, respectively; superscripts S and B
denote surface and bulk values, respectively.
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of a surface terminated semiconductor with upward bended
bands. The hole trapping level 3T (dashed line) is located in the
band gap and in the same way as the VB and the conduction
band (CB) edges follow the space charge potential. At the very
surface layers, however, crystal structure interruption gives rise
to potential variations that modify the stability of the trapped
(localized) hole states.
In Fig. 2 we plot such energy diagrams for anatase {001} and
{011} surfaces (for anatase {100} and rutile {001}, {011}, {110},
{100} see Fig. S1–4 in the ESI†). The hole stabilisation energy
(the trapping level) oscillates along the surface layers giving rise
to surface and sub-surface small-polaron states. For most
terminations the hole stabilisation energy is the largest at the
surface oxygen bridge site (O). This site is two-fold coordinated
by Ti cations, therefore a positive hole charge is less destabilized
compared to three-fold coordinated bulk or surface in-plane
oxygen sites (–O). We note here that the active role of bridging
oxygen sites in photo-oxidation mechanisms is supported by
isotope labeling experiments.10,11
For surfaces composed of charged layers, such as anatase
{011} formed by [O2(TiO)4+2 O
2]n, the energy strongly oscil-
lates around the bulk value. For neutral layer stacking, as in the
case of anatase {001} composed of [TiO2]n, the trapping strength
is more even and only the strengths of the surface trapping sites
are significantly modified. Moreover, for some surfaces there are
two possible hole orbital alignments with respect to the surface.
For instance, for anatase {011} the lobe of the hole orbital can be
parallel or nearly perpendicular to the surface. In the former case
the hole stability oscillates more strongly (blue circles in Fig. 2)
than in the latter case.
These observations suggest the electrostatic potential in the
surface layers to be responsible for the variation of the trapping
strength. To check our presumption we construct a similar depth
profile for the electrostatic energy U(z) ¼ ÐV(r)np(r  z)dr (see
the bottom plots in Fig. 2) where V(r) is the electrostatic
potential, and np(r z) is the charge density of the oxygen atomic
p orbital centered at the oxygen lattice site at depth z. Similarities
between U(z) and 3T(z) are clear. A stronger U(z) variation in the
case of hole states with the orbital parallel to the surface arises
because the overlap of the hole density with the electrostatic
potential changes is larger than when the orbital is perpendicular
to the surface. The perpendicular alignment smoothens the
variation of the electrostatic potential between surface layers.
A quantity directly related to the surface electrostatic potential
is the work function f ¼ ( VB  VV)  m/e where the difference
between the average electrostatic potential in the bulk VB and the
reference value in the vacuum VV is due to the surface dipole
moment and m is the chemical potential of the electron—a bulk
property.12 In Fig. 3 we plot the trapping strength of the hole
states localized on the bridging oxygen sites 3T
S against the work
function. Intelligibly, the lower the work function the more
stable the hole state is, as it is easier to remove an electron. The
correlation, however, is not linear as local effects are important.
Nevertheless, it is now easy to see the trends in surface hole
stability: for rutile {100} < {110} < {011} < {001}; for anatase
{011} < {100} < {001}.
Fig. 2 Self-trapping energies 3T with respect to the valence band edge for
anatase {001} and {011} surfaces. In surface layers hole stabilisation
energies oscillate and within 1–2 nm below the surface the profiles
converge to the bulk value 3T
B. Larger hole self-trapping strength on the
{001} surface compared to the {011} surface provides larger driving force
for holes transport toward the {001} termination. U(z) is the overlap of
the electrostatic potentialV(r) and the density of the hole orbital np (r z)
centered at depth z. Similarities between U(z) and 3T suggest that the
variation of trapping strength in surface layers is an electrostatic effect.
The shaded area denotes the valence band.
Fig. 3 Correlation between the work function f and the stabilities of
the self-trapped holes 3T for the different rutile and anatase surfaces. The
shaded area denotes the valence band whereas dashed lines denote the
bulk self-trapping strengths 3T
B.
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Electrostatic effects also explain the instability of the hole state
on rutile {100}. This surface is formed by [Ti4+O42 ]n stacking (see
Fig. S1 and S2 in the ESI†) and the lobe of the hole orbital is
immersed in the Ti4+ layer that destabilizes the positive hole
charge. In contrast, for the stable holes on{001} rutile andanatase
surfaces the hole orbital is aligned parallel to neutral layers.
3 Hole trapping and photocatalytic activity
A successful photo-catalytic transformation of the absorbed
photon energy must comprise: separation of photo-generated
electron–hole pairs, carrier transport to surface active sites and
finally chemical reaction. Depending on the relative kinetics of
these steps the rate of the overall photocatalytic process can be
limited by either of them. Charge separation and transport are
fast processes and the photogenerated holes can reach the surface
within picoseconds after the excitation.13,14 Many reactions,
especially those involving nuclear rearrangements, occur on
much longer time scales, for instance a microsecond hole transfer
to toluene or acetonitryl,15 or millisecond–second water oxida-
tion and oxygen evolution.16 Therefore, in those cases the pop-
ulation of photogenerated carriers has sufficient time to attain a
certain degree of thermal equilibrium so an increase in carrier
stability on surface sites leads to an increase in carrier availability
for reaction.
Since surface trapping levels, with the exception of {100} rutile,
are well above the VB edge the surface hole distribution will be
dominated by the trapped rather than the VB holes. Therefore if
photo-generated holes are in equilibrium between themselves the
trend in hole stability will translate into the surface hole density.
For instance a hole stability of 1.1 eV on the anatase {001} with
respect to the bulk value will enhance the equilibrium surface hole
density by pS/pB ¼ exp[(3TS  3TB)/kBT]z 1020 at room temper-
ature. In a non-equilibrium situation such a large driving force for
hole transport to the surface enhances the electron–hole separa-
tion necessary for obtaining any photo-catalytic effect. An
increase in the O concentration with increasing {001} surface
area has been observed in the EPR experiment byD’Arienzo et al.
and correlated with stronger photo-catalytic activity.8
The calculated hole stabilities can explain the experimentally
observed photo-deposition and photo-etching rates: Bae and
Ohno17 found that for rutile nanorods terminated by {001},
{110}, and {111} planes oxidation of Pb2+ to PbO2 takes place
on {001} surfaces whereas reduction of PtCl6
2 to Pt takes place
on {110} surfaces. In a similar experiment by Ohno et al. rutile
{011} were more oxidative than {110} and anatase {001} were
more oxidative than {011}.18 Furthermore, in anodic photo-
etching of rutile in aqueous sulfuric acid {001} and {100} planes
were found to be the most and the least oxidative, respectively—




preferentially along the [001] direction and leads to formation of
holes or grooves with {100} surfaces exposed.11,19 These experi-
ments allow us to order the surface facets by increasing oxidative
properties: for rutile {100} < {110} < {011} < {001} and for
anatase {011} < {001}—the order in which surface hole stability
also increases.
A higher hole stabilisation on the most abundant anatase
{110} and {100} compared to rutile {110} surfaces reflects the
fact that anatase is generally more photo-catalytically active. For
most reactions self-trapped holes at the surface should be suffi-
ciently oxidative as the VB edge in TiO2 lays quite high on the
electrochemical scale (3.0 V [NHE]).2 For instance the hole
stabilization on anatase {001} of 1.3 eV reduces the oxidative
power to ca. 1.7 V [NHE] which is still sufficient for e.g., Pb2+
oxidation (E0
PbO2=Pb
2þ ¼ 1:46 V [NHE]). For trapped hole states
in anatase Lawless et al.20 and Tojo et al.21 reported oxidation
potentials of ca. 1.5–1.7 V [NHE] from pulse radiolysis and flash
photolysis experiments, respectively. Bahnemann et al. found
two types of trapped states: deeply trapped holes at ca. 1.5 V
[NHE] not reacting with dichloroacetate and thiocyanate; and
reactive shallowly trapped holes at higher redox potentials.14
Further support for the surface hole self-trapping comes from
observations of shifts of the flat band potential upon light irra-
diation. Hagfeldt et al.22 comparedMott–Schottky plots for TiO2
nanocrystalline films under dark and UV-light conditions. Irra-
diated films showed larger capacitance and the response shifted
anodically indicating the presence of high density surface hole
states. Since the self-trapping centers are associated with the
oxygen lattice sites, a high density of trapping states is possible
and can arise at strong UV illumination. Such a high density of
photo-generated surface hole states could explain a dramatic
improvement of dye-sensitized solar cell performance when
exposed to UV light.23,24 The electrostatic field induced by the
positive surface hole charge will decrease the Schottky barrier at
the metal/TiO2 contact and therefore facilitate electron transfer.
Self-trapping is especially important for nano-sized TiO2
particles. There the band bending does not develop fully and the
facet dependent trapping strength can be the only driving force
for charge separation. Under a typical donor density Nd ¼ 1017
cm3 in TiO2 for a particle size of 20 nm the potential drop across
the space charge layer is of the order of thermal energy25 and thus
irrelevant. Phase and morphology dependent hole self-trapping
strength will also enhance charge separation in phase mixtures.
Such an effect has been observed, in particular for Degussa
P25,26,27 and is attributed to charge transfer between the two
TiO2 phases.
27,28 But, there is no consensus on the direction of
such transfer. We think that morphology dependent positions of
surface hole (and electron) states play an important role and a
simple consideration of the positions of the VB and the CB edges
or the averaged work function29,30 is not sufficient to explain
synergism in TiO2 phase mixtures.
4 Conclusion
In conclusion, we have shown that the position of the hole
trapping states in the band gap varies among rutile and anatase
facets. Differences in the hole trapping strengths provide a
driving force for electron–hole separation and lead to the vari-
ation in facets activity toward oxidation processes and can lead
to increase in the activity as long as the hole in the surface state is
below the potential for the oxidation reaction the hole should
perform. We think that this understanding could help to design
more efficient photo-catalysts, for instance by depositing an
oxidation catalyst on an appropriate surface31 or by tuning a
nano-particle shape for a better charge separation step.
Furthermore, we expect that charge trapping in surface layers,
which induced variations in the electrostatic potential, occurs not
only in TiO2 but also in other ionic materials.
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5 Method
We performed DFT calculations within the Projector-
Augmented Wave formalism implemented in the GPAW code.32
Pseudo wave functions, densities and potentials were represented
on a uniform, real-space grid with a spacing of 0.2 A. To account
for exchange-correlation (XC) effects we chose a revised Perdew–
Burke–Ernzerhof (RPBE)33 functional. The Brillouin zone was
sampled with a Monkhorst–Pack mesh ensuring that ka $ 18 A
where k is the number of sampling points and a is the periodicity
in any direction.
We optimized the lattice parameters of rutile (P42/mnm) and
anatase (I41/amd) TiO2 (rutile: a ¼ 4.691, c ¼ 2.975, u ¼
0.3061; anatase: a ¼ 3.829, c ¼ 9.744, u ¼ 0.2062). Calculations
were performed for supercells defined through tetragonal lattice
vectors, [a, b, c], of the respective crystallographic cells:
For rutile {001}, {011}, {110}, and {100} surfaces we used
[a  b, a + b, 8c], [b + c, +a, 4b + 4c], [2c, a  b, 4(a + b)],
[b, 2c, 5a], respectively; For anatase {001}, {100}, and {101}
we used: [2a, 2b, 2c], [2b, c, 4a], [a + c, 2b, 3a + 3c],
respectively.
To create an electron hole state we employed linear expansion
D-self consistent field (D-SCF). The method allows us to add/
subtract the electron density of the specified orbital at each SCF
cycle. The hole state was generated by removing the electron
density of the oxygen p-like orbital perpendicular to the C2v
symmetric OTi3 unit of the TiO2 structure and placing it at the
bottom of the CB. With such a constraint on the electronic
structure we relaxed the atomic coordinates, keeping one bottom
layer of the slab fixed. To construct the hole trapping strength
profiles we calculated D-SCF energies with the hole localized in
different surface layers and shifted the energies such that at a
large depth relative to the surface they converge to the hole
trapping strength in the bulk equal to 0.2 eV and 0.05 eV for
anatase and rutile, respectively.5 Such an alignment is necessary
to establish a common reference energy required for comparison
of the hole self-tapping levels between different surface
terminations.
An important issue that needs to be taken into account when
approximate XC DFT is used to model localized states is the
many electron self-interaction34 or delocalization error.35 The
error is largely responsible for the biased treatment of states
with different degrees of charge localization in DFT and, self-
trapping energies are particularly sensitive to it as they measure
the energy difference between delocalized and localized states.
The self-trapping trends calculated here, however, compare
relative energies between states with the same degree of charge
localization, hole states localized on a single p-like orbital, thus
are much less prone to the delocalization error. Only the
absolute scale for the self-trapping energy is sensitive to the
error. To establish such a scale we used the bulk hole self-
trapping energy that was corrected for the delocalization
error.5
The work function (of intrinsic TiO2) has been calculated
as a difference between the vacuum potential and the
Fermi level of a symmetric slab (both surfaces relaxed) and
converged with respect to the slab thickness (see ESI,
Fig. S5†).
For a more detailed discussion of the procedure see ESI.†
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