Abstract-Orthogonal Frequency Division Multiplexing (OFDM) with dynamic scheduling and resource allocation is widely considered to be a key component of 4G cellular networks. However, scheduling and resource allocation in an OFDM system is complicated, especially in the uplink due to two reasons: (1) the discrete nature of channel assignments, and (2) the heterogeneity of the users' channel conditions, individual resource constraints and application requirements. We approach this problem using a gradient-based scheduling framework presented in previous work. Physical layer resources (bandwidth and power) are allocated to maximize the projection onto the gradient of a total system utility function which models application-layer Quality of Service (QoS). This is formulated as a convex optimization problem. We present an optimal solution using a dual decomposition. This solution has prohibitively high computational complexity but reveals guiding principles that we use to generate a family of lower complexity sub-optimal algorithms. We compare the performance of these algorithms via a realistic OFDM simulator.
(OFDM) with dynamic scheduling and resource allocation is widely considered to be a key component of 4G cellular networks. However, scheduling and resource allocation in an OFDM system is complicated, especially in the uplink due to two reasons: (1) the discrete nature of channel assignments, and (2) the heterogeneity of the users' channel conditions, individual resource constraints and application requirements. We approach this problem using a gradient-based scheduling framework presented in previous work. Physical layer resources (bandwidth and power) are allocated to maximize the projection onto the gradient of a total system utility function which models application-layer Quality of Service (QoS). This is formulated as a convex optimization problem. We present an optimal solution using a dual decomposition. This solution has prohibitively high computational complexity but reveals guiding principles that we use to generate a family of lower complexity sub-optimal algorithms. We compare the performance of these algorithms via a realistic OFDM simulator. I . INTRODUCTION This paper analyzes the uplink scheduling problem for OFDM systems. The specific problem is motivated by the WiMAX/802.16e standard' where there is a centralized scheduler that knows the QoS classes, queue-lengths and delays of the packets queued on each mobile device. The WiMAX/802.16e standard specifies reserved time-frequency slots for communicating this information to the scheduler and for conveying the scheduling decisions to the mobiles, both with low delays.
Using OFDM on the uplink of a cellular system with dynamic scheduling and resource allocation has only recently attracted significant attention. Thus the literature on this subject is still in a nascent state [13] , [15] .2 This problem is precisely stated in Section II. We 3) , which relaxes the integer constraints. In Section III we derive an optimal solution to this relaxed problem using a dual decomposition. This provides insight into the structure of an optimal solution; however, due to the per-user power constraints determining this solution has high computational complexity. In Section IV we use the insights gained from the optimal solution to propose a family of sub-optimal algorithms that also take into account the integer constraint of one user per subcarrier/tone. Finally, in Section V we present numerical results for these algorithms using a realistic OFDM simulator.
II. PROBLEM STATEMENT We consider a model for uplink scheduling in an OFDM system that is based on our previous work on downlink scheduling in CDMA systems [3] and OFDM systems [4] . Specifically, in every scheduling epoch the scheduler seeks to maximize a (time-varying) weighted sum of the users' rates over a given (time-varying) rate-region. We begin by describing this rate-region. The key notations are listed in Table I ; we use bold symbols to denote vectors and matrices of these quantities, e.g., w = {wi, Vi}, e = f{eij,Vi,j}, p ={pj,Vi,j}, and x = {xij, Vi,j}.
We assume that the scheduler has the knowledge of the received Signal-to-noise ratio (SNR) eij per for all i, j. Initially, we ignore this constraint; this corresponds to a system in which users can share each tone. If resource allocation is done blocks of OFDM symbols, then fractional values of xij can be implemented by time-sharing the symbols in a block.5
Next we formulate the scheduling and resource allocation problem. Our approach is based on the gradient-based scheduling framework presented in [2] , [10] , [11] 5Likewise, if the number of channels are large enough so that the channel gains do not change dramatically among adjacent channels, then the fractional value of xij can also implemented by frequency sharing (e.g., [15] (5) rmeax ): y ( Wit + di(Qi /t)P1) ri,t.
Several variations of the policy in (5) have been studied. If di = 0 for all i C M, the resulting policy has been shown to yield utility maximizing solutions [2] , [10] , [11] . If ui(.) _ 0 with di > 0 for all i C M then this policy has been shown to be stabilizing in a variety of settings [5] [6] [7] . A specific choice of di for "usual" utility functions ui(.) has been shown to produce utility maximizing solutions subject to stability [9] .
As a concrete example, one class of utility functions typically used (e.g. [1] , [12] ) for ui(.) is 
where wi,t > 0 is a time-varying weight assigned to the ith user at time t. In the above examples, these weights were given by the gradient of the utility function; however, other methods for generating these weights are also possible. We emphasize that (7) must be re-solved at each scheduling instant because of changes in both the channel state, et, and the weights (e.g., the gradient of the utility).
III. OPTIMAL SOLUTION
In this section we consider the optimal solution to (7) The solution to (9) is given by minimizing L(A) over A > 0. For this we use a sub-gradient-based search, i.e., ESpj(t)] ,Vi cM.
J
The algorithm will converge when ,(t) is chosen sufficiently small [14] . The detailed algorithm is given in [16] . Given an optimal A, by duality, L(A) is the optimal objective value to Problem UL. However, to implement this, the scheduler must specify the corresponding primal values of (x,p). Here, as in [4] , more care is required. Specifically, when ties occur in (15) , how the tie is resolved becomes important. Essentially, we need to inspect all possible ties in each of the channels, and find the feasible channel allocation that gives the maximum primal value among all ties.
In [4] we used a similar algorithm to solve a downlink OFDM scheduling problem. However, there are several major differences between the uplink and downlink setting which make this approach less appealing for implementation in the uplink setting. First, in the downlink case there is a single power constraint Eij Pij < P for the base station instead of the per-user power constraints in (3) . Hence, in the downlink case L(A) is a function of only a single dual variable A, which simplifies the numerical search for the optimal A. This also makes it easier to break ties and to determine when to stop the algorithm.6 Also, the uplink case can be more sensitive to how ties are resolved. For example, if two users, i and 1, have the same weights (wi = w1) and the same gains on channel j (eij = eij), then allocating channel j to either user yields the same total weighted rate and the same total power usage in the downlink case. On the other hand, different allocations lead to different individual power consumptions in the uplink case, and thus may lead to different solutions.
Finally, the number of ties is typically much larger in the uplink case than in the downlink case. Consider a simple scenario with two users and two channels. Each user has the same gain over both channels, i.e., eil = ei2 = ei for i = 1, 2, and P = P1 = P2, where P is the total power constraint in the downlink case. Assume user 2 has a much better channel than user 1 so that in the downlink case, the unique optimal solution is to allocate both channels to user 2, and there is no tie. However, in the uplink case, it can be shown that at the optimal dual solution, A1 and A2 will satisfy ii j (Al) = 12j (A2) for j = 1, 2, i.e., there is a tie in each channel and we have to compare four possible channel allocations to find the optimal solution. This 61n the downlink case the subgradients of L(A) are scalars and so one can stop when the maximum subgradient is positive and the minimum subgradient is zero. In the uplink case the subgradients are vectors and so can not be well- can be easily extended to M users and N channels, with each user having the same gain over all its channels. This results in MN ties, independent of the variation in gains across users.
IV. SUBOPTIMAL ALGORITHMS
The algorithm in Section III yields the optimal solution to Problem UL in each scheduling interval, but due to the effects discussed above this is not computationally feasible for even a moderately sized system. We now present a family of suboptimal algorithms (SOA's) that try to reduce this complexity while sacrificing little in optimality. These algorithms seek to exploit the problem structure revealed by the optimal algorithm. Furthermore, these sub-optimal algorithms all enforce an integer tone allocation during each scheduling interval. Additional heuristic algorithms are given in [16] .
In the optimal algorithm, given the optimal A*, the optimal carrier allocation up to any ties is determined by sorting the users on each tone according to the metric tAij (A) as in (14) . Given an optimal carrier allocation, the optimal power allocation is given by a per-user water-filling allocation as in (10) . In each SOA, we use the same two phases with some modifications to reduce the complexity of computing A* and the optimal carrier allocation. Specifically, we begin with a Carrier Allocation (CA) phase in which we assign each subcarrier to at most one user. Instead of using the metric given by the optimal A, we consider metrics based on a constant power allocation over all carriers assigned to a user. We follow this with a Power Allocation (PA) phase in which each user's power is allocated across the assigned carriers using a waterfilling allocation as in the optimal algorithm. We describe these in more detail next.
A. Channel Allocation (CA) Phase
We consider a family of SOAs in which carriers are assigned sequentially in one pass based on a per user metric for each carrier, i.e. we iterate N times, where each iteration corresponds to the assignment of one carrier. Let KCi (n) denote the set of carriers assigned to user i after the nth iteration. Let gi(n) denote user i's metric during the nth iteration and let 1i (n) be the carrier index that user i would like to be assigned if he is assigned the nth carrier. The resulting CA algorithm is given in Algorithm 1. Note that the user metrics are updated after each carrier is assigned.
We consider several variations of Algorithm 1 which correspond to different choices for Lines 4 Update carrier index 1i (n) for each user i.
5:
Update metric gi (n) for each user i.
6:
Find i* (n) = arg maxi gi (n) (break ties arbitrarily). 7: Assign the nth carrier to user i* (n):
(n2) f={1Ci (n -1) U f1i (n)}, if = in; QCi(n-1), otherwise. Otherwise, the optimal power allocation is again given by the waterfilling allocation in (10) , where the (non-negative) constant Ai is chosen such that ZjAP* = Pi. It is possible to solve this problem in finite time; the details can be found in [16] .
V. SIMULATION RESULTS
We report simulation results for the 4 versions of SOA as well as an "optimal" algorithm, which iterates to find the optimal A; as we discussed this algorithm results in many ties.
To limit the complexity when ties occur, we inspect up to 128 Table II gives the results of the algorithms (summed over all users) when scheduling decisions are made every 20 OFDM symbols. The Log U column denotes the logarithmic utility function, which provides a characterization of fairness among users. The "User Scheduled" column denotes the average number of users who receive positive rates within one scheduling interval. SOA with 4B & 5A gives the best results both in terms of utility and rate. This even performs better than the "optimal" algorithm, which is likely because only 128 ways to break ties are considered (this is typically not sufficient). The base-line algorithm always has poor performance. Table III shows the performance of each algorithm when scheduling is performed every 80 OFDM symbols, with all other parameters the same as in Table II . It is clear that this coarser allocation leads to poorer performance, while SOA with 4B & 5A still gives the best performance. This shows the tradeoff between system performance and resource allocation frequency (and thus algorithm complexity).
VI. CONCLUSIONS
We presented an optimization-based formulation for scheduling and resource allocation in the uplink of an OFDM 7This corresponds to the "Band AMC mode" of 802.16 d/e. network. Compared to the downlink, we argued that the uplink was computationally more challenging due to the per-user power constraints. A (high complexity) optimal algorithm was given as well as a family of low complexity heuristics. The heuristics were shown to have good performance via simulations.
