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Abstract
Here we present a sequential Monte Carlo approach to Bayesian sequential design for the
incorporation of model uncertainty. The methodology is demonstrated through the develop-
ment and implementation of two model discrimination utilities; mutual information and total
separation, but it can also be applied more generally if one has different experimental aims.
A sequential Monte Carlo algorithm is run for each rival model (in parallel), and provides
a convenient estimate of the marginal likelihood (of each model) given the data, which can
be used for model comparison and in the evaluation of utility functions. A major benefit of
this approach is that it requires very little problem specific tuning and is also computation-
ally efficient when compared to full Markov chain Monte Carlo approaches. This research is
motivated by applications in drug development and chemical engineering.
Keywords: Bayesian sequential design; Continuous response; Model discrimination; Mutual
information; Nonlinear models; Particle filter; Total separation.
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1 Introduction
The problem of model discrimination is prevalent throughout the literature in areas such as
chemical engineering (Hsiang and Reilly, 1971), drug development (Dette et al., 2008), social
science (Raftery, 1995), cognitive science (Cavagnaro et al., 2010) and econometrics (Pesaran,
1974). Such uncertainty has implications in the optimal design of experiments as the efficiency
and performance of a given design is generally dependent upon the true model and parameter
values, both of which are unknown a priori.
We present in this paper a sequential Monte Carlo (SMC) approach to incorporate model
uncertainty in the robust sequential design of experiments for continuous data models. SMC
samplers are useful when sampling from a sequence of target distributions that are, in some
sense, connected (Chopin, 2002; Del Moral et al., 2006). Model uncertainty is incorporated
by running SMC algorithms for each model (in parallel) that are subsequently combined for
design selection (Drovandi et al., 2012). This algorithm therefore avoids between-model or
cross dimensional moves/proposals, and can be efficiently constructed in that it requires very
little problem specific tuning. Such particle filter approaches are generally more computa-
tionally efficient than Markov chain Monte Carlo (MCMC) algorithms in a sequential setting
for posterior sampling (McGree et al., 2012). Besides these computational and operational
benefits, the SMC approach provides a convenient estimate of the marginal likelihood (ML),
otherwise known as the evidence, of the data given a particular model. This allows model
comparison via the posterior model probabilities, and facilitates the computationally efficient
use of such probabilities for future (supposed) observations in Bayesian design selection.
Methodology is also developed for the implementation of two model discrimination utilities
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within the SMC algorithm. Box and Hill (1967) proposed the mutual information utility
which has been implemented by Borth (1975), and more recently by Cavagnaro et al. (2010).
Derived from information theory, the utility selects design points that are expected to yield
the most information about the random variable for the model indicator. Developments of
SMC and this utility in a discrete data setting have been given by Drovandi et al. (2012).
The algorithm presented in their research can be thought of as a special case of the algorithm
presented here. Alternatively, Roth (1965) proposed a model discrimination utility, which we
will refer to as, total separation, and has been implemented recently in an MCMC setting
by Masoumi et al. (2012). The utility selects design points that maximize a weighted sum
over all models of the product of the absolute differences between posterior predicted mean
responses from all rival models and the given model, thereby placing experimental effort in
areas that should yield the largest discrepancies in the posterior predictive means of rival
models. Notably, this utility is not computationally onerous but fails to take into account
the variance of the predicted responses (Hill, 1978). Generally, we note that the mean of the
posterior predictive distribution may not be the most appropriate summary.
The optimal experimental design for model discrimination has been considered previously by
a number of researchers. A large body of the work has focused on T-optimality (Atkinson
and Fedorov, 1975a,b) with extensions to Bayesian T-optimality to include prior information
(Ponce de Leon and Atkinson, 1991), applications to multiresponse dynamic models (Ucin´ski
and Bogacka, 2005) and theoretical developments given by Dette and Titoff (2009). Applica-
tions of T-optimal designs have been limited possibly due to the poor estimation properties
of these designs, the computational burden of implementation and the requirement to as-
sume a true model. Modifications to the D-optimality criterion have also been proposed for
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model discrimination (Atkinson, 1972) and applied to polynomial regression models (Lim and
Studden, 1988; Atkinson and Cox, 1974). Discrimination approaches based on the Kullback-
Leibler divergence have also been proposed to maximize the minimum amount of information
that is lost when fitting rival models. Relationships with T-optimality were explored, and
this criterion was applied to models with non-normal errors (Lo´pez-Fidalgo et al., 2009).
As with T-optimality, this approach is limited by the requirement to assume a true model.
Other approaches of interest have been given by Dette (1995) in the context of polynomial
regression models. Rather than needing to assume a true model, the two utility functions
developed in this paper merely require the experimenter to define a set of rival models with
a prior probability of being true. Further, these utilities can avoid the computational burden
of T-optimality, particularly when a large set of rival models may be considered.
The body of work presented here can be seen to compliment research into Bayesian experimen-
tal design. Mu¨ller (1999) and Amzal et al. (2006) consider the design as a random variable,
and derive designs using MCMC and SMC techniques to explore the joint density of the de-
sign, the parameter space and the response. The algorithms can handle continuous support
for the design space, but unfortunately have been limited to the assumption of a single model.
We restrict the examples presented in this paper to a discrete set of design points and discuss
how to extend our approach to derive designs with continuous support.
The paper is set out as follows. In Section 2, the methodological framework for inference
is outlined. The SMC algorithm for the incorporation of model uncertainty is presented in
Section 3. In Section 4, the utility functions are defined. Our approach to optimal design is
demonstrated in Section 5 with motivating examples from drug discovery and chemical engi-
neering. The paper concludes with a discussion of the results and the proposed methodology
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in Section 6
2 Methodology
Consider the problem of deriving a design for an experiment where both the true model
and parameter configuration are unknown a priori. Assume the uncertainty in the model
can be summarized by a finite number of models 퐾 described by the random variable 푀 ∈
{푚 = 1, . . . ,퐾} with associated prior probability 휋(푀 = 푚) of particular model푚 being true.
Each model contains parameters 휽푚 with a likelihood function 푓(풚푡∣푀 = 푚,휽푚,풅푡), where 풚푡
represents data collected with design 풅푡 up until time increment 푡 = 1, . . . , 푇 . For the contexts
considered in this paper, all data are continuous and (conditionally) independent observations,
so that the full likelihood is the product of the likelihood of the individual observations. Given
the sequential nature of the experiment, we note that 푑푡 implicitly depends on 풚푡−1 (and 풅푡−1).
We place relevant prior distributions on 휽푚 for each model, and denote these as 휋(휽푚∣푀 = 푚).
Model choice is performed via posterior model probabilities 휋(푀 = 푚∣풚푡,풅푡), for 푚 =
1, . . . ,퐾. One could also consider the Bayes factor which is given by the ratio of marginal
likelihoods (MLs) between models 푖 and 푗, that is, 퐵푖푗 = 푓(풚푡∣푀 = 푖,풅푡)/푓(풚푡∣푀 = 푗,풅푡),
see Kass and Raftery (1995) for further details and interpretation. The ML for model 푚 is
given by the prior predictive distribution
푓(풚푡∣푚,풅푡) = 푍푚,푡 =
∫
휽푚
푓(풚푡∣푚,휽푚,풅푡)휋(휽푚∣푚)푑휽푚.
Note that we have abbreviated 푀 = 푚 with 푚, and will continue to do so for the remainder
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of the article.
Models with larger MLs are preferred as this measure provides an inbuilt penalty for model
complexity, which is defined as the variety of datasets the model is able to generate a prior.
Performing model choice in this manner follows the principles of Occam’s razor in that we
accept the simplest explanation that fits the data, see MacKay (2003).
3 Sequential Monte Carlo and model uncertainty
Throughout this paper, we use SMC to provide a particle approximation to a sequence of
target distributions built up through data annealing. Information from new observations can
be included via simple re-weighting, resampling and move steps which are computationally
more efficient than a full Markov chain Monte Carlo (MCMC) implementation. We base
our SMC algorithm on the approaches of Chopin (2002); Del Moral et al. (2006). Define a
sequence of target distributions for a particular model 푚 as
휋푡(휽푚∣푚,풚푡,풅푡) ∝ 푓(풚푡∣푚,휽푚,풅푡)휋(휽푚∣푚), for 푡 = 1, . . . , 푇. (1)
We denote the particle approximation to 휋푡 as {푊
푖
푚,푡,휽
푖
푚,푡}
푁
푖=1 for model 푚. As data be-
come available, this particle approximation needs to be updated to reflect the new target
distribution. This can be done simply by re-weighting the current particle set as follows
푤푖푚,푡+1 =푊
푖
푚,푡푓(푦푡+1∣휽
푖
푚,푡, 푑푡+1),
which one readily observes as importance sampling. It is important to note that the simplicity
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of this re-weighting formula is due to the assumption of conditionally independent data points
and the selection of an MCMC kernel (discussed in the next paragraph). The incremental
weight in general is given by the next target divided by the current target, see Del Moral
et al. (2006), and is given by 푓(푦푡+1∣휽
푖
푚,푡, 푑푡+1). Following this re-weight step, the particle
weights are normalized to yield the particle approximation {푊 푖푚,푡+1,휽
푖
푚,푡}
푁
푖=1 to the target
distribution 휋푡+1. Note that each set of particle values (휽푚, for 푚 = 1, . . . ,퐾) remain
unchanged throughout this re-weight step.
Unfortunately, the continual re-weighting of particle sets as more data become available can
lead to highly variable and skewed particle weights. This has the effect of reducing the
number of independent samples from a given target distribution. One can measure this via
the effective sample size (ESS). When the ESS is 푁 , we have equally weighted draws from a
target distribution. As the ESS falls below 푁 , this suggests the particle set is becoming less
diverse. The ESS can be approximated from the particle weights with 1/
∑푁
푖=1(푊
푖
푚,푡)
2, and
is calculated after every re-weight step to check the efficiency of our particle approximation
for each model 푚. If the ESS for a given model becomes undesirably small, say below a
pre-determined threshold 퐸, then re-sampling and move steps are performed to maintain
the efficiency of the sample. For resampling, we use systematic resampling which has been
shown to provide a smaller variance of an expectation estimator than other alternatives such
as multinomial resampling, see Kitagawa (1996). Once performed, the resampling step will
inevitably result in duplicated particles. The move step, therefore, attempts to diversify
the particle set by applying Metropolis-Hastings within Gibbs 푅 times. Efficient proposal
distributions, 푞푡(.∣.), for 휋푡 can be constructed straightforwardly based on the current particle
set for a given model. This facilitates a ‘self-tuning’ MCMC proposal as more data are
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observed and also avoids other more advanced techniques such as adaptive MCMC.
3.1 Estimating the marginal likelihood (ML)
A major advantage of SMC is that the ML of a model can be approximated as a by-product of
the algorithm, see Del Moral et al. (2006). It can be shown that, for a given model푚, the ratio
of normalizing constants, 푍푚,푡+1/푍푚,푡, is equivalent to the posterior predictive distribution of
the next observation, 푦푡+1. That is, suppose data 풚푡 have been observed at design points 풅푡,
then
푍푚,푡+1
푍푚,푡
=
∫
휽푚
푓(푦푡+1∣휽푚, 푑푡+1)휋(휽푚∣푚,풚푡,풅푡)푑휽푚.
The above integral can therefore be approximated via Monte Carlo integration, that is
푍ˆ푚,푡+1
푍푚,푡
=
푁∑
푖=1
푊 푖푚,푡푓(푦푡+1∣휽
푖
푚,푡, 푑푡+1).
Given the initial target distribution 휋0 is the prior distribution, that is, 푍푚,0 = 1, for 푚 =
1, . . . ,퐾, then 푍푚,푡+1 can be approximated each time a new data point is observed as
푍ˆ푚,푡+1 = Π
푡
푖=0
ˆ푍푚,푡+1−푖
푍푚,푡−푖
.
3.2 The SMC Algorithm
Pseudo code for the SMC algorithm implemented throughout the examples that follow in
Section 5 is given in Algorithm 1. The algorithm is initialized by independent draws from the
8
prior distribution for each of the 퐾 candidate models 휋(휽푚∣푚), and assigning each particle an
equal weight. Data are then collected at particular instances 푡. At each iteration, the re-weight
step is performed to update all particle sets such that they reflect the information gained from
the new observation. Following this, the ML and ESS for each model are approximated. To
ensure no particle set becomes degenerate, the ESS for each model is checked to ensure it does
not become undesirably small. When required, the resample and move steps are performed.
Algorithm 1 SMC algorithm and model uncertainty
1: Draw 휽푖푚,0 ∼ 휋(휽푚∣푚) and set 푊
푖
푚,0 = 1/푁 , for 푚 = 1, . . . ,퐾 and 푖 = 1, . . . , 푁
2: Set 푍ˆ푚,0 = 1 for 푚 = 1, . . . ,퐾
3: for 푡 = 0 : 푇 − 1 do
4: Find design point 푑푡+1 and collect data point 푦푡+1
5: for 푚 = 1 : 퐾 do
6: Re-weight step: 푤푖푚,푡+1 =푊
푖
푚,푡푓(푦푡+1∣푚,휽
푖
푚,푡, 푑푡+1), for 푖 = 1, . . . , 푁
7: Estimate ML for each model 푍ˆ푚,푡+1 = 푍ˆ푚,푡
∑푁
푗=1푤
푗
푚,푡+1
8: Calculate ESS푚 = 1/
∑푁
푖=1(푊
푖
푚,푡+1)
2
9: if ESS푚 < 퐸 then
10: Resample step: {휽푖푚,푡,푊
푖
푚,푡+1}
푁
푖=1 → {휽
푖
푚,푡+1, 1/푁}
푁
푖=1
11: Calculate the random walk variance terms for MCMC proposal 푞푚,푡+1(.∣.) using
particles {휽푖푚,푡+1, 1/푁}
푁
푖=1
12: for 푖 = 1 : 푁 do
13: Move step: Perform 푅푚 moves on particle 휽
푖
푚,푡+1 with an MCMC kernel of
invariant distribution 휋푡+1(휽푚∣푚,풚푡+1,풅푡+1)
14: end for
15: else
16: Set 휽푖푚,푡+1 = 휽
푖
푚,푡, for 1 = 1, . . . , 푁
17: end if
18: end for
19: end for
4 Model discrimination utility
The two model discrimination utilities developed and implemented in this paper (mutual
information and total separation) are defined in this section. Once defined, we show how
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these utilities can be estimated in an SMC setting for a given design. In the examples that
follow, this design choice is performed after each observation using the posterior distribution
based on all observed data so far. This is known as the myopic approach and is suboptimal but
pragmatic compared with the backwards induction algorithm given by Bernardo and Smith
(1994) (page: 59) which considers all future data.
4.1 Information theory
Before introducing the mutual information utility, it is necessary to present some background
on information theory. For further details, the reader is referred to MacKay (2003) and for
a discussion on the information provided by an experiment, see Lindley (1956). We consider
the model indicator at some time 푡 in the data collection process. The model indicator, say
푋, therefore has a probability mass function 푓(푥) as defined by the current estimate of the
posterior model probabilities. One can then define the uncertainty or entropy associated with
this discrete random variable as
퐻(푋) = −
∑
푥∈풳
푓(푥) log 푓(푥).
As more data are observed, one will become more certain about which model is responsible
for data generation. One can therefore consider the reduction in uncertainty about the model
indicator given the observed data, denoted here as 푌 ∈ 풴. This can be considered through
the conditional entropy of 푋 given 푌 which measures the amount of uncertainty that remains
about the model indicator once 푌 has been observed. Mathematically, this can be as follows
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퐻(푋∣푌 ) = −
∫
푦∈풴
푓(푦)
∑
푥∈풳
푓(푥∣푦) log 푓(푥∣푦)푑푦,
where 푓(푦) is the probability density function associated with 푌 and 푓(푥∣푦) is the conditional
probability density function of 푋 given 푌 = 푦.
Then, the expected reduction in uncertainty about 푋 given 푌 is given by
퐼(푋;푌 ) = 퐻(푋)−퐻(푋∣푌 ).
퐼(푋;푌 ) is the mutual information between random variables 푋 and 푌 , and measures the
amount of information that one random variable conveys about the other. Alternatively,
this measure represents the statistical dependence between 푋 and 푌 . Then, from a design
prospective, one can exploit the functional relationship between the data and the design
variables to generate data that is expected to result in the largest reduction in uncertainty
about the model indicator. It can be shown that the mutual information is the Kullback-
Leibler divergence (Kullback and Leibler, 1951) between between the joint and product of
marginal distributions of 푋 and 푌 .
4.2 Mutual information utility
Suppose we have current data 풚풕 collected at design points 풅푡. Define a general utility
푢(푑, 푧,푚,휽푚∣풚푡,풅푡), where 푑 is a proposed design for future observation 푧. Then, the expected
utility of a given design 푑, 푢(푑∣풚푡,풅푡), is given by
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푢(푑∣풚푡,풅푡) = 퐸푧,푚,휽푚∣풚푡,풅푡
[푢(푑, 푧,푚,휽푚∣풚푡,풅푡)]
=
퐾∑
푚=1
∫
푧
∫
휽푚
푢(푑, 푧,푚,휽푚∣풚푡,풅푡)푝(푧,푚,휽푚∣풚푡,풅푡, 푑)푑휽푚푑푧
=
퐾∑
푚=1
∫
푧
∫
휽푚
푢(푑, 푧,푚,휽푚∣풚푡,풅푡)푝(푧∣푚,휽푚,풚푡,풅푡, 푑)푝(휽푚∣푚,풚푡,풅푡, 푑)푝(푚∣풚푡,풅푡, 푑)푑휽푚푑푧
=
퐾∑
푚=1
푝(푚∣풚푡,풅푡, 푑)
∫
푧
∫
휽푚
푢(푑, 푧,푚,휽푚∣풚푡,풅푡)푝(푧∣푚,휽푚, 푑)푝(휽푚∣푚,풚푡,풅푡)푑휽푚푑푧.
At some time 푡, we have a weighted sample for each model defined as {푊 푖푚,푡,휽
푖
푚,푡}
푁
푖=1, for
푚 = 1, . . . ,퐾. We approximate the above integral with respect to 푧 via the posterior
predictive distribution by simulating 푧푖푚,푡 ∼ 푝(푧∣푚,휽
푖
푚,푡, 푑). This gives a weighted sample
{푊 푖푚,푡,휽
풊
풎,풕, 푧
푖
푚,푡} from 푝(푧,휽푚∣푚,풚푡,풅푡, 푑). Therefore, a Monte Carlo integration approxi-
mation of the above would be:
푢(푑∣풚푡,풅푡) ≈
퐾∑
푚=1
푝(푚∣풚푡,풅푡)
푁∑
푖=1
푊 푖푚,푡푢(푑, 푧
푖
푚,푡,푚,휽
푖
푚,푡∣풚푡,풅푡).
For the mutual information utility, we have 푢(푑, 푧,푚∣풚푡,풅푡) = log 푝(푚∣풚푡,풅푡, 푧, 푑) (Drovandi
et al., 2012). Therefore, the approximation of 푢(푑∣풚푡,풅푡) here is
푢ˆ(푑∣풚푡,풅푡) ≈
퐾∑
푚=1
푝ˆ(푚∣풚푡,풅푡)
푁∑
푖=1
푊 푖푚,푡 log 푝ˆ(푚∣풚푡,풅푡, 푧
푖
푚,푡, 푑),
where log 푝ˆ(푚∣풚푡,풅푡, 푧
푖
푚,푡, 푑) can be approximated from the logarithm of the MLs, log 푍ˆ푚,푡(푑, 푧
푖
푚,푡),
given by
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log 푍ˆ푚,푡(푑, 푧
푖
푚,푡) = log 푍ˆ푚,푡 + log
푁∑
푗=1
푊 푗푚,푡푓(푧
푖
푚,푡∣푚,휽
푗
푚,푡, 푑).
These approximate evidences are re-normalized to yield estimates of posterior model proba-
bilities, 푝ˆ(푚∣풚푡,풅푡, 푧
푖
푚,푡, 푑).
One can readily verify that the approximation to the utility is an 푂(퐾푁2) operation which
needs to be performed for each proposed design point meaning that this is a computationally
intensive approach. Fortunately, SMC approaches are, to quote Gramacy and Polson (2011),
“embarrassingly parallelizable”. Facilities such as the ‘Parallel Computing Toolbox’ in MAT-
LAB (Math Works Inc.) or the use of a Graphics Processing Unit can be used to mitigate or
reduce this problem.
It is also worth nothing that it is possible to approximate the above integral with respect
to 푧 more efficiently using numerical integration techniques such as quadrature. However,
we found that the particle approximation outlined here is generally more computationally
efficient.
4.3 Total separation
Hunter and Reiner (1965) proposed a design procedure for the discrimination between two
rival regression models. The approach selected the design points that maximized the difference
between the predicted responses (when the maximum likelihood estimates of the parameters
were used). This approach was extended for the application to discriminate between more
than two rival models by Roth (1965), and has been applied recently to an example from
chemical engineering by Masoumi et al. (2012). The design is chosen as one that maximizes
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the following utility
퐾∑
푚=1
푝(푚∣풚푡,풅푡)
퐾∏
푙=1
푙 ∕=푚
∣∣∣∣
∫
푧
∫
휽푚
푧푝(푧∣푚,휽푚, 푑)푝(휽푚∣푚,풚푡,풅푡)푑휽푚푑푧 −
∫
푧
∫
휽푙
푧푝(푧∣푙,휽푙, 푑)푝(휽푙∣푙,풚푡,풅푡)푑휽푙푑푧
∣∣∣∣ .
This can be approximated straightforwardly through the posterior predictive distribution as
follows
퐾∑
푚=1
푝ˆ(푚∣풚푡,풅푡)
퐾∏
푙=1
푙 ∕=푚
∣∣∣∣∣
푁∑
푖=1
푊 푖푚,푡푧
푖
푚,푡 −
푁∑
푖=1
푊 푖푙,푡푧
푖
푙,푡
∣∣∣∣∣ ,
where 푧푖푚,푡 ∼ 푝(푧∣푚,휽
푖
푚,푡, 푑).
If the rival models are specified in terms of the mean with additive symmetric errors, then
the above integrals can be simplified and approximated as follows
∫
푧
∫
휽푚
푧푝(푧∣푚,휽푚, 푑)푝(휽푚∣푚,풚푡,풅푡)푑휽푚푑푧 =
∫
휽푚
푝(휽푚∣푚,풚푡,풅푡)
[∫
푧
푧푝(푧∣푚,휽푚, 푑)푑푧
]
푑휽푚
=
∫
휽푚
푝(휽푚∣푚,풚푡,풅푡)휇(푚,휽푚, 푑)푑휽푚
≈
푁∑
푖=1
푊 푖푡,푚휇(푚,휽
푖
푚,푡, 푑),
where 휇(푚,휽푖푚,푡, 푑) is the expected value of model푚 given parameter values 휽
푖
푚,푡 and design 푑.
This approximation can also be used if the error distribution has longtails, then 휇(푚,휽푖푚,푡, 푑)
could be interpreted as the median. The utility would then be defined in terms of posterior
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predictive medians, not means.
5 Examples
In the following examples, we consider design problems where the goal is to discover the true
model as efficiently as possible. In all cases, a candidate set of rival models is assumed as prior
information about the true model, each being equally likely a priori, and prior distributions
are defined for all parameters. To run the simulation studies, either the mutual information
utility, total separation or random design (a design drawn completely at random) was used
to select the next design point, and data were then generated from one of the models in the
candidate set. Prior distributions/probabilities are updated to reflect the information gained
from this new data point, and the process iterates until all data have been observed. At each
iteration, the approximate posterior model probabilities for all models were recorded, and
these are used to summarize the results of each study (presented as boxplots). Given that the
results are somewhat dependent upon the simulated data, each trial was repeated 250 times.
5.1 Drug development: Asthma dose-finding study
Bornkamp et al. (2011) considered a Phase II dose-finding study for the development of a
new compound to treat asthma. The primary endpoint of interest was the change from
baseline in lung function (measured by forced expiratory volume in 1 second) 28 days after
dose administration. Each patient was given a single dose and the following eight doses were
available for administration (including placebo) 푑 ∈ {0, 0.5, 1.0, 2.5, 5, 10, 20, 50}. Unlike our
research aim, Bornkamp et al. (2011) sought to derive a design that was robust to model and
15
parameter uncertainty that allowed the drug effects to be assessed with respect to placebo.
A number of potential models were contemplated and those considered here in the candidate
set are given in Table 1.
Table 1: Candidate dose response models, where 퐵(푎, 푏) = (푎 + 푏)푎+푏/(푎푎푏푏), see Bornkamp
et al. (2011).
Model Full model specification True parameter Parameter lower
values and upper bounds
Logistic 휃0 + 휃1/{1 + exp[(휃2 − 푑)/휃3]} (98, 302, 17.5, 3.3) (1, 200, 0.05, 0.05)
(200, 500, 75, 25)
Emax 휃0 + 휃1푑/(휃2 + 푑) (100, 330, 5) (1, 320, 0.05)
(200, 620, 75)
Beta 휃0 + 휃1퐵(휃2, 휃3)(푑/60)
휃2(1− 푑/60)휃3 (100, 300, 0.43, 0.6) (1, 200, 0.5, 0.5)
(200, 500, 4, 4)
Parameter uncertainty about 휽 is summarized by re-scaled beta distributions with lower and
upper bounds given in Table 1. The modes of these re-scaled beta distributions were the
assumed parameter values when each model was responsible for data generation. Bornkamp
et al. (2011) used a parameter 푆 to denote how informative the beta distributions were.
We set 푆 = 3 denoting a vaguely informative prior within the upper and lower bounds of
the parameters. It was assumed that data was subject to independent Gaussian noise with
휎2 = 324mL2. Note that this parameter was assumed unknown and estimated throughout
each simulated study. The prior information about this parameter for all runs was 휎 ∼
퐼퐺(18, 1/324), the inverse-gamma distribution. Further, each of the simulated trials contained
15 patients. We set 푁 = 2000, 푅 = 5 and 퐸 = 0.75 for all models. Figures 1 to 3 provide a
summary of results.
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Figure 1: Logistic true: Posterior model probabilities from 250 simulated trials.
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Figure 2: Emax true: Posterior model probabilities from 250 simulated trials.
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Figure 3: Beta true: Posterior model probabilities from 250 simulated trials.
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From the plots, it can be seen that all three approaches correctly identified the true model after
all data had been observed, with the random design needing around 10 or more observations
before this choice is clear. Mutual information and total separation perform similarly for all
three models requiring around 5 observations to select the true model over all cases. It seems
that it is relatively straight forward to determine when the beta model is true. As can be seen,
only around 2 observations are required when either mutual information or total separation
are used for design selection.
Through the uncertainty on the parameters and the nonlinearity in each of the models, the
variance of each predicted response is likely to be different for each design point. Therefore,
despite not taking this into account, it seems as though total separation is robust to this for
the example considered here. We do not propose that this will be true in general.
5.2 Chemical engineering: Type of reaction
Consider an experiment to investigate a chemical reaction of the form 퐴→ 퐵. It is thought
that the reaction could be first, second, third or fourth order resulting in four rival models
for the fraction of 퐴 remaining after time 푡 minutes at temperature 푇 (K). This can be
summarized as follows (Box and Hill, 1967; Hsiang and Reilly, 1971).
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Model 1: 퐸[푦] = exp
(
−휃1푡 exp
(
−
휃2
푇
))
Model 2: 퐸[푦] =
[
1 + 휃1푡 exp
(
−
휃2
푇
)]−1
Model 3: 퐸[푦] =
[
1 + 2휃1푡 exp
(
−
휃2
푇
)]−1/2
Model 4: 퐸[푦] =
[
1 + 3휃1푡 exp
(
−
휃2
푇
)]−1/3
,
where 휃1 represents the activation energy divided by the universal gas constant and 휃2
represents the pre-exponential factor. The design space was discretized as follows: 푡 ∈
{0, 25, 50, 75, 100, 125, 150} and 푇 ∈ {450, 475, 525, 575, 600} yielding 35 possible choices.
For all models, the following unbiased prior information (with respect to the parameter con-
figuration responsible for data generation) was assumed for the model parameters
⎛
⎜⎜⎝
휃1
휃2
⎞
⎟⎟⎠ ∼ 푁
⎛
⎜⎜⎝0,
⎡
⎢⎢⎣
70 0
0 500
⎤
⎥⎥⎦
⎞
⎟⎟⎠ 1(휃1 > 0)1(휃2 > 0).
For data generation, independent Gaussian noise with 휎 = 0.1 was assumed and estimated
throughout with a prior of 휎 ∼ 퐼퐺(10, 1). Each of the 250 simulation studies collected 15
replicates where each replicate involved a single observation for a given choice of design (푡, 푇 ).
We set 푁 = 5000, 푅 = 5 and 퐸 = 0.75 for all models. Figures 4 to 7 summarise the results.
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Figure 4: First order reaction as true: Posterior model probabilities for 250 simulated trials.
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Figure 5: Second order reaction as true: Posterior model probabilities for 250 simulated trials.
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Figure 6: Third order reaction as true: Posterior model probabilities for 250 simulated trials.
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Figure 7: Fourth order reaction as true: Posterior model probabilities for 250 simulated trials.
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Again, mutual information and total separation appear to perform similarly well for discrim-
ination in all cases. The random design is reasonable but shows that more data points are
needed to select the true model in general. The results also suggest that total separation is
again robust to differences in the variance of the predicted response for this example.
5.3 Pharmacokinetics: Residual variability
Consider a pharmacokinetic (PK) study where it is thought that the time course of the
concentration of the drug in plasma can be modelled by the following one-compartment model
following a single IV bolus dose:
퐷
푉
exp
(
−
퐶푙
푉
푡
)
, (2)
where 퐷 is the dose administered, 퐶푙 is clearance, 푉 is volume of distribution and 푡 represents
time since the drug was administered. We assume that all patients receive a single dose퐷 = 50
mg, and that it is only possible to collect one sample per patient. The following (unbiased)
prior information was assumed about the parameters
⎛
⎜⎜⎝
퐶푙
푉
⎞
⎟⎟⎠ ∼ 푁
⎛
⎜⎜⎝
⎡
⎢⎢⎣
3.46
10
⎤
⎥⎥⎦ ,
⎡
⎢⎢⎣
1 0
0 3
⎤
⎥⎥⎦
⎞
⎟⎟⎠ 1(퐶푙 > 0)1(푉 > 0).
The aim here is to provide an example where the total separation utility does not perform
well when compared to mutual information. Therefore, unlike the previous two examples,
we assume the rival models are different residual error models (additive and proportional
Gaussian noise), see Rostami (1990). Uniform priors for each residual standard deviation
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were assumed with upper and lower bound of [0.001, 2] and [0.001, 3] for the additive and
proportional residual standard deviation with the true values being 0.3 and 0.5, respectively.
The design choice here is at what time (post dose) blood should be collected from a given
patient to measure the plasma concentration of the drug. We assume the following discrete
set of times (in hours) were available: 푡 ∈ {5, 6, . . . , 15} and each simulated study was run for
the observation of 10 patients. We set 푁 = 2000, 푅 = 20 and 퐸 = 0.75 for all models. The
results are summarized in Figures 8 and 9.
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Figure 8: Additive residual error true: Posterior model probabilities for 250 simulated trials.
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Figure 9: Proportional residual error true: Posterior model probabilities for 250 simulated
trials.
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From the plots, it is clear that all utilities perform well when the additive residual error model
is true. However, when the proportional error model is true, total separation chooses design
points that lead to the wrong model being selected. Further, the random design yielded little
information about which model is true. The only utility considered that performs well is
mutual information.
To explore this further, histograms of all design points selected in the simulation study were
created (see Figures 10 and 11). The mutual information utility performed well in general and,
from the histograms, it would appear that observations at the two boundaries of the design
space are important. Indeed, a comparison of variability at these extremes would suggest
whether an additive or proportional residual error model would be appropriate. This is in
contrast to total separation which generally selected points at one boundary of the design
space. In fact, it appears that total separation is choosing similar design points regardless of
the true model highlighting the limitations of this utility. Hence, it would appear that the
additive residual error model is most appropriate and/or a less complex explanation of data
collected in this way. We note that it is believed that the random design should correctly
identify the true model eventually (if more patients were enrolled in the study).
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Figure 10: Additive residual error true: Design points selected over all simulated trials.
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Figure 11: Proportional residual error true: Design points selected over all simulated trials.
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6 Discussion
In this paper, we have extended the application and efficient calculation of mutual informa-
tion and total separation in an SMC setting. Both utilities considered in this paper do not
require the assumption of a particular model being true allowing for wider applicability then
many of the other approaches available for design for model discrimination. The results from
the simulation studies suggest that the mutual information utility can be used as a general
purpose utility for discriminating between different models for the mean response and also
for different distributions regarding residual variability. The major drawback of the utility
are the computational requirements, and it is recommended to take advantage of relevant
software/hardware facilities for parallel computing; a feature of the SMC approach. Total
separation performed similarly to mutual information for discriminating between different
models for the mean response, but performed poorly when differences existed in the residual
error model. Notably, this utility is relatively quick to calculate and may be an alternative to
the mutual information utility when deriving static designs for discrimination between mean
response models (generally computationally intensive). The total separation utility could be
modified to take account of models differing in residual error structure. This is an area of our
research that we hope to explore in the future.
The approach presented here is an extension of the algorithm given by Drovandi et al. (2012).
Their approach was developed for discrete data models and is only suitable for a small number
of future responses. Indeed, to facilitate design for count data, they suggested bounding the
response when calculating mutual information. Bounding would not be necessary with the
algorithm presented here.
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A limitation of the work presented is that we only considered a discrete design space. A brute
force approach was implemented for the choice of the design. That is, we simply evaluated
the utility for all possible choices, and chose the design that maximized the utility. This
obviously does not extend well to high dimensional design problems. However, for designs of
higher-dimension than those considered here or with continuous support, an optimizer such
as the exchange algorithm (Meyer and Nachtsheim, 1995) or simulated annealing (Corana
et al., 1987), or approaches given by Mu¨ller (1999) or Amzal et al. (2006) could alternatively
be considered.
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