Modelling the activation of words in human memory: The spreading activation, spooky-activation-at-a-distance and the entanglement models compared by Galea, David et al.
This is the author’s version of a work that was submitted/accepted for pub-
lication in the following source:
Galea, David, Bruza, Peter D., Kitto, Kirsty, Nelson, Douglas, & McEvoy,
Cathy (2011) Modelling the activation of words in human memory : the
spreading activation, spooky-activation-at-a-distance and the entangle-
ment models compared. In 5th Quantum Interaction Symposium (QI-
2011), 26 - 29 June 2011, Robert Gordon University, Aberdeen.
This file was downloaded from: http://eprints.qut.edu.au/46045/
c© Copyright 2011 [please consult the author]
Notice: Changes introduced as a result of publishing processes such as
copy-editing and formatting may not be reflected in this document. For a
definitive version of this work, please refer to the published source:
Modelling the acitivation of words in human
memory: The Spreading Activation,
Spooky-activation-at-a-distance and the
Entanglment models compared.
David Galea1, Peter Bruza1, Kirsty Kitto1, Douglas Nelson2, Cathy McEvoy2
1 Queensland University of Technology, Brisbane, Australia
2 University of South Florida, Tampa, USA
Abstract. Modelling how a word is activated in human memory is
an important requirement for determining the probability of recall of
a word in an extra-list cueing experiment. The spreading activation,
spooky-action-at-a-distance and entanglement models have all been used
to model the activation of a word. Recently a hypothesis was put forward
that the mean activation levels of the respective models are as follows:
Spreading ≤ Entanglment ≤ Spooking-action-at-a-distance
This article investigates this hypothesis by means of a substantial empir-
ical analysis of each model using the University of South Florida word
association, rhyme and word norms.
1 Introduction
In extra-list cuing, participants typically study a list of to-be-recalled target
words shown on a monitor for 3 seconds each (e.g., planet). The study instruc-
tions ask them to read each word aloud when it appears and to remember as
many as possible, but participants are not told how they will be tested until
the last word is shown. The test instructions indicate that new words, the test
cues, will be shown and that each test cue (e.g., universe) is related to one of
the target words just studied. These cues are not present during study (hence,
the name Extra-list cuing). As each cue is shown, participants attempt to recall
its associatively related word from the study list.
A crucial aspect of producing models that predict the probability of recall is
modelling the activation of a target word in memory prior to cuing. Much ev-
idence shows that for any individual seeing or hearing a word activates words
related to it through prior learning. Seeing planet activates the associates earth,
moon, and so on, because planet-earth, planet-moon, moon-space and other as-
sociations have been acquired in the past. This activation aids comprehension,
is implicit, and provides rapid, synchronous access to associated words. There-
fore, some models of activation fundamentally rely on the probabilities of such
associations.
Recently, three activation were compared:[1] Spreading activation, Spooky-action-
at-a-distance and a model inspired by quantum entanglement. It was hypothe-
sized that the the spreading activation model underestimates the activation level
of a target, whereas the Spooky-action-at-a-distance model may overestimate it.
In short this hypothesis places the three models in relation to their mean levels
of activation as follows:
Spreading ≤ Entanglment ≤ Spooking-action-at-a-distance
Here, we investigate the correctness of this hypothesis with a substantial empir-
ical analysis utilising the University of South Florida word association, rhyme
and word fragment norms [4]. We begin by describing how each of the models
accounts for activation.
2 Activation Models
In order to aid in understanding the implementation of the three models consider
the following situation in which there is a hypothetical target with two associates,
a single associate-to-target and an associate-to-associate links.
Fig. 1. A hypothetical target with two associates and single associate-to-target and
associate-to-associate links [3].
For computational purposes, the above network may be represented using the
following matrix,
Target (t) Associate 1 (a1) Associate 2 (a2)
Target (t) 0.2 0.1
Associate 1 (a1) 0.6
Associate 2 (a2) 0.7
Table 1. Matrix corresponding to hypothetical target shown in Fig. 1. Free assoication
probabilities are obtained by finding the row of interest(the cue) and running across
to the associate word obtained [2].
2.1 Spooky Action at a Distance
The Spooky Action at a Distance Model is computed via the following formula:
S(T ) =
∑
i
ST,i +
∑
i
Si,T +
∑
i
∑
j
Si,j (1)
Where,
Si,T = Pr(Wordi | T ) , ST,i = Pr(Wordi|T ) , Si,j = Pr(Wordi |Wordj) (2)
And,
Wordi,j ∈ Target Associates
Noting that Si,T , ST,i and Si,j represent free association probabilities, i.e. Si,j =
Pr(Wordi | Wordj) represents the probability that Wordi is produced when
Wordj is used as cue in free association experiments [1]. Taking the example
from Fig.1,
S(T ) = (0.1 + 0.2) + (0 + 0.7) + (0.6 + 0) = 1.6.
2.2 Spreading Activation Model
The Spreading Activation Model is computed via the following formula:
S(T ) =
∑
i
ST,i Si,T +
∑
i
∑
j
ST,i Si,j Sj,T (3)
Where Si,T , ST,i and Si,j are defined in the same manner as for the Spooky
Action at a Distance model [1]. Taking the example from Fig.1,
S(T ) = (0.07) + (0.2)(0.6)(0.7) + (0.1)(0)(0) = 0.014
2.3 Entanglment Activation Model
An alternative way to model activation is to view a targets network as a compos-
ite quantum system. Using the example of Fig. 1 to view a targets association
network, this would translate into a quantum system modelled by three qubits.
Fig. 2 depicts this system, where each word is in a superposed state of being
activated (denoted by the basis state |1〉) or not activated (denoted by the basis
state |0〉).
Thus the states of the words in the associative network are represented as,
|t〉 = p¯it |0〉+ pit |1〉 , |a1〉 = p¯ia1 |0〉+ pia1 |1〉 , |a2〉 = p¯ia2 |0〉+ pia2 |1〉 (4)
While the amplitudes of the respective qubits can be derived from the matrix
depicted in Table 1. Consider the column associate a2. The two non-zero val-
ues in this column represent the level and the number of times associate a2 is
Fig. 2. Three bodied quantum system of words [1]
recalled in a free association experiment. Intuitively, the more non-zero entries
and the higher the values, the more a2 is activated. One way to formalize this
is to take the square root of the average of these values as being the amplitude.
For example pia2 =
√
0.35.
The state ψt of the most general combined quantum system is given by the
the tensor product of the individual states,
ψt = |t〉 ⊗ |a1〉 ⊗ |a2〉 , (5)
The intuition behind entanglement activation is the target t activates its asso-
ciative structure in synchrony [1]. This is modelled using an entangled state,
state.
ψ
′
t =
√
p0 |000〉+√p1 |111〉 , (6)
which represents a situation in which the entire associative structure is either
completely activated (|111〉) or not activated at all (|000〉). The entanglement
model is fundamentally different to the spreading activation and the spooky-
action-at-a-distance model as it models the target and its associative network as
a non-separable structure. Formally, the state represented in Eq. 7 cannot fac-
torise into states corresponding to individual words in the network and cannot
be written in the form of Eq. 6.
The question remains how to ascribe values to the probabilities p0 and p1. In
QT these values would be determined by the unitary dynamics evolving ψt into
ψ
′
t, however no such dynamics exist for modelling the states of words in hu-
man memory. One approach is to assume the lack of activation of the target is
determined solely in terms of lack of recall of any of the associates [2], that is,
p0 =
(
1− Pr(T¯ )) (1− Pr(a¯1)) (1− Pr(a¯2)) (7)
p1 = 1− p0 = 1−
(
1− Pr(T¯ )) (1− Pr(a¯1)) (1− Pr(a¯2)) (8)
Given that p1 refers to the probability of the target being activated, this reflects
the strength of activation, namely S(T ). Using (15) as a basis we can easily
extrapolate the model to generalise a set of rules to model a network of a Target
T with a set of Associates [1]:
S(T ) = 1−
∏
i
(
1− Pr(Wordi)
)
. (9)
Pr(Wordi) =
1
mT
∑
j
Pr(Wordi |Wordj). (10)
mT = {Pr(Wordi |Wordj) |Wordj 6= 0} . (11)
Wordk ∈ Target Associates + Target. (12)
Taking the example from Fig.1,
Target (t) Associate 1 (a1) Associate 2 (a2)
Target (t) 0.2 0.1
Associate 1 (a1) 0.6
Associate 2 (a2) 0.7
Pr(Wordi) 0.7 0.2 0.35
Table 2. Matrix corresponding to hypothetical target shown in Fig. 1. Free assoication
probabilities are obtained by finding the row of interest(the cue) and running across
to the associate word obtained [2]
S(T ) = 1− (1− 0.7)(1− 0.2)(1− 0.35) = 0.844
3 Analysis of Activation Models
Given that the focus of this paper lies on modelling the activation for each of
the three models and evaluating their performance against one another, two sets
of analysis were performed.
The first was centred on analysing each model individually, and in doing so,
the distribution of the results was assessed on whether they exhibited normal
like distributions. A key feature of normality is that it allows for the standard
measure of centrality, i.e. the mean, median and mode to be used as the central
platform coupled with the standard deviation to aid in understand the distri-
bution of the results. To accompany that, a similar yet simpler analysis was
performed on the errors of activation vs. the probability of recall. The purpose
of which was to again seek a normal like distribution to justify the use of the
mean as a potential characteristic for comparison, but furthermore to gain an
understanding as to how the model compared to the observed data and in doing
so to gain a better understand on how it performed overall.
The second area of analysis involved assessing the original conjecture regard-
ing the relative performance of the three models. The mean was chosen as the
figure for comparison pending all the three models fitted values could be defini-
tively shown to follow a Normal Distribution.
The University of South Florida supplied the data set used for the testing, which
was comprised of 4068 individual test cases[4]. In the analysis to follow activation
levels were computed for each target and an error analysis performed against the
probability of recall. The cue process is ignored in this analysis in order to focus
on activation.
3.1 Spooky Action at a Distance
The Spooky Action at a Distance Activation was computed against all test cases
produced the following results:
Target Activation
Mean 0.327203
Median 0.303077
Mode 0.43
Standard Deviation 0.143161
Range 1.6775
Minimum 0.0525
Maximum 1.73
Table 3. Descriptive Statistics on Spooky-Activation-at-a-Distance
Here we observe that on average the activation is fairly low (Mean = 0.327),
coupled with an almost matching median and low standard deviation is it fair to
suppose that its distribution would be fairly centred, dense and akin to that of a
true Normal Distribution. The maximum value of 1.73 is greater than 1, as un-
like spreading activation; the activation level for this model is not a probability.
However, as values greater than 1 were rarely observed, these were treated as
flaws/outliers for the purposes of this analysis and the spooky activation mod-
elled was thereby assumed to generate a probability of recall. The histogram of
activation levels is depicted in Fig. 3.
Fig. 3. Histogram of Spooky-Activation-at-a-Distance Activation Recall.
From the histogram it is evident that the activations are in fact robustly Nor-
mally Distributed (N(0.327, 0.02)). As stated previously given the low standard
deviation this allows a permissible basis to establish a profile of the model based
on the mean and furthermore its use as figure for comparison. To reinforce this,
a further investigation was made into measuring the Target Activation against
the Fitted Probability of Recall, the Results of which are shown in Fig. 4.
Fig. 4. Histogram of Spooky-Activation-at-a-Distance Activation Recall vs Probabi3ity
of Recall (σ = 0.267934)
Fig.4 indicates that there is strong evidence that the errors are Normally Dis-
tributed, and from which the original proposition to use the Mean (−0.21961)
as a basis is supported. These results show great promise for development. The
under-fitting of the probability of recall is to be expected in a good model as the
cue process is not present to supplement the activation levels.
3.2 Spreading Activation Model
The Spreading Activation Equation was computed against the same test cases
and produced the following results:
Target Activation
Mean 0.009919
Median 0.003736
Mode 0
Standard Deviation 0.019087
Range 0.363667
Minimum 0
Maximum 0.363667
Table 4. Descriptive Statistics on Spreading Activation
Here we observe that on average the activation is extremely low (Mean =
0.009919), coupled with an almost matching median and particularly low stan-
dard deviation which implies that it would be fair to conclude that its distri-
bution would be analogous to that of a Normal Distribution. In order to gain
a better perspective into the distribution of the Activations, a histogram was
generated as shown below,
Fig. 5. Histogram of Spreading Activation Recall
From the histogram it is evident that the Activations are only loosely Normally
Distributed N(0.009919, 0.00001). The tailing right complementing the relative
high upper maximum 0.363667 makes the claim of Normality hard to justify.
In order to validate this, an investigation into the target activation against the
probability of recall (as with the Spooky at a Distance Model) was performed.
The results of which are shown in Fig. 6.
Fig. 6. Histogram of Spreading Activation Recall vs Probability of Recall (σ =
0.248759)
It is clearly evident through the random nature of the distribution of the errors
that no relationship exists (Mean Error = −0.52973). As a result we infer that
the inclusion of the Cue into the activation procedure does not provide any
insight into its ability to accurately activate target across any spectrum. We
conclude that the Spreading Activation model is likely to be a poor estimator.
3.3 Entanglement Activation Model
The entanglement activation model was computed against all test cases and pro-
duced the following results as shown in Table 5.
Here we observe that on average the activation is quite high (Mean = 0.668155),
coupled with an almost identical median and principally low standard devia-
tion (relative to the mean) it would be fair to speculate that its distribution
would be comparable to that of a dense normal Distribution. The distribution
of activations is shown in Fig. 7.
Target Activation
Mean 0.668155
Median 0.670558
Mode 0.867404
Standard Deviation 0.094696
Range 0.622444
Minimum 0.340501
Maximum 0.962944
Table 5. Descriptive Statistics on Entanglement Activation
Fig. 7. Histogram of Entanglement Activation
The activations are robustly Normally Distributed N(0.668155, 0.009). Conse-
quently we identify that there is a permissible basis to establish an overview
of the model centred on the mean and enable it as figure for comparison. To
reinforce this, a further investigation was made into measuring the Target Acti-
vation against the Fitted Probability of Recall. The results of which are shown
in Fig. 8.
Fig. 8. Histogram of Spooky-Activation-at-a-Distance Activation Recall vs Probability
of Recall (σ = 0.267986)
We observe that the errors are strongly Normally Distributed, and from this we
conclude that the original proposition to use the mean (0.121345) as a basis is
supported. In addition, the activations clearly overfit the probability of recall
even without the cue process being considered. This propensity to overfit is
something that must be closely monitored for further development as given the
cue process is missing, traditionally we should expect lower activation results.
4 Discussion
The primary focus of this paper was to investigate the conjecture:
Spreading Activation ≤ Entanglement ≤ Spooky
Whilst the Spreading Activation Model was found to be unstable, imposing
instability as an inherent feature of the model the previous conjecture simply
becomes a test of whether the following relation holds
Spreading Activation ≤ Entanglement ≤ Spooky
Given the respective averages are Spreading = 0.009919 , Entanglement =
0.668155 , Spooky = 0.327203, The relations,
Average Spreading ≤ Average Entanglement, Average Spooky
are upheld, however the following does not hold when tested upon the empirical
data.
Average Entanglement ≤ Average Spooky
The spreading activation model is unstable and not conducive to any generalisa-
tions. The analysis does support the view in the literature that it considerably
underestimates the activation level. The entanglement activation model consid-
erably overestimates the level of activation. The cause is the nave assumption
behind Eq. 10 and 11. The strongly normal character of the of the activation
distribution suggest that the bias can be corrected via a single scaling parameter
applied to the probability component of Eq. 11. Alternatively, it may be handled
via the introduction of an error term. Development of both adjustments to the
current model is the subject of further research. The resulting model is not likely
to be a better activation model than spooky because of both models have almost
identical standard deviations on their errors with respect to probability of recall.
5 Summary and Outlook
The aim of this article was a detailed analysis of three models of target word
activation in human memory: the spreading activation, the spooking-action-at-a-
distance model and the entanglement model. Previous research has hypothesised
that the mean levels of activation would be:
Spreading Activation ≤ Entanglement ≤ Spooky
However, the analysis presented in this paper revealed that:
Spreading Activation ≤ Spooky ≤ Entanglement
It was found that the spreading activation is unstable. Both the spooky and
the entanglement activation models are normally distributed with respect to the
error against the probability of recall which bodes well for future development of
these models. The entanglement activation model overestimates the activation
level, however the prospects to use simple means to mitigate the bias are good.
Clearly, the entanglement model is exhibiting great potential as a model of ac-
tivation. Given that the model is still in its primitive stages of development and
that there is considerable uncertainty in forming the dynamics of the entangled
system (pi1 , pi2), we identify that reworking the foundations of these dynamics
would prove highly difficult, and consequently further research will focus on the
examing three different scenarios:
1. Develop a formalised structure for the existing activation formula and mod-
ifying it to increase performance.
Currently S(T ) takes the form,
S(T ) = 1− f(T ,A) ; A = {Ai |Ai = Associate i to Target T} . (13)
Where,
f(T , A) = 1−
∏
i
(
1− Pr(Wordi)
)
. (14)
It can be easily shown that this function lies in the range [0, 1].Its current
form thereby has a greater tendency for f(T , A)→ 0 as the number of asso-
ciates increases. One way to overcome this would be to weight the Associates
probabilities according to their strength in their respective word association
networks. Consequently f(T , A) would take the form,
f(T , A) = 1−
∏
i
(
1−W (Ai)Pr(Wordi)
)
. (15)
Where W (Ai) is the weighted scalar for the associate probability. This ad-
justment will also be designed to take the current issues with associate Prob-
ability calculation.
2. Investigate patterns that may exist in the word networks and adjusting the
formulae for S(T ) to accomodate for each scenario.
Whilst the average was chosen as the most approprite measure of compari-
son between the three models due to the normal-like distribution that each
exhibited, there were many cases in which the original proposition held. The
violations found that word networks exhibiting certain trends satisfied the
constraints whilst others didn’t. Consequently, it appears that the structure
of the word association network plays a great role in its respecitive activation
level. At present, word association structure is currently being examined in
detail to identify firstly whether a set of network ypes exists and from which
how the current model for activation should be altered to accomodate each
type.
3. Develop a unitary transformation U which transforms the product state ψt
(equation (5)) into the entangled state ψ′t (equation (6)). Quantum comput-
ing offers some potentially useful transformations which may be investigated
for this purpose.
Following on from the previous ideology, if the influence on the word as-
soication network shows that its contribution and inclusion is not yielding
better results a complete rework of the fundamental probabalistic formula-
tion for S(T ) will be developed were the naive assumption being that the
Target activates its Associates in synchrony will be challenged so that more
sophisticated models can be developed.
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