Many modern programming languages rely on memory management environments that are responsible for allocation and deallocation of objects. Garbage collection phases are used in order to detect inaccessible objects on the heap so they can be deallocated. The performance of garbage collection techniques depends heavily on the environment, implementation specific parameters and the benchmark used. The contribution of this publication is an extendable memory management simulator, which aims to assist developers in memory management evaluation and research. The simulator is capable of reading operations from a trace file extracted from a virtual machine and simulating the memory management needed by the simulated mutator. The framework aims to provide an isolated experimentation and comparison platform in the field of automatic memory management. New algorithms can be added to the framework in order to compare them to established algorithms.
INTRODUCTION
As programming languages evolved, memory management went through many developments, including the creation of an abstraction layer to hide the underlying complexity of resource management and software engineering. Automated memory management is one of the key features of many modern programming languages.
Explicit memory allocation, as used in C or C++, requires developers to manage all objects created on the heap explicitly. Objects have to be allocated when they are created and deallocated once the application no longer references them. Studies suggest that 20% of the time consumed by a project is used for memory management planning and optimization [11] .
Automated memory management systems use garbage collectors that manage all objects allocated on the heap and free them once they become inaccessible. Garbage collection algorithms such as reference counting [5, 11] , marksweep [15] , and mark-compact [10] have emerged in order to detect unused objects. Most of these techniques are based on a stop-the-world concept. The managed application has to pause execution so the garbage collector can identify and free dead objects. The count and the duration of the stopthe-world phases are two of the main metrics indicating the performance of a garbage collector.
Attempts to optimize these metrics include divided heap structures, concurrency, and generational memory management structures [11] . Research and evaluation of algorithms used in automated memory management are implementation dependent and vary, based on the Virtual Machine (VM) utilized, the application that is being managed by the VM, and user defined parameters involved in the algorithm itself.
Currently, new GC algorithms are evaluated and compared using benchmark suites such as SPECjbb [6] , DaCapo [2] , SPECjvm [7] and others. This paper discusses an approach of creating an evaluation framework for garbage collection techniques which does not rely on a specific virtual machine. The idea of this project is to provide a memory management simulator, which replaces the VM with a simulation of its memory management capabilities. The application is replaced by a trace file which is extracted from an existing virtual machine.
In addition, the framework is developed in an extendable, open source form, so researchers can evaluate and compare new techniques to the results of others in an isolated environment. The memory management toolkit (MMTK) [1] , which utilizes the Jikes Research Virtual Machine (Jikes RVM) [14] , is written in Java and aims to assist researchers in prototyping virtual environment features in a simple virtual machine rather than removing the compilation of the application (mutator) code and a complete isolation of memory management.
A goal of the presented framework is to be simple. Each virtual machine offers a number of optimizations on a variety of levels, such as garbage collection, allocation, just in time compilation and object modelling. Comparing different techniques having such a vast number of parameters can be quite difficult and the search for the source of benefits or causes for disadvantages can take significant time.
The paper is divided into four sections. Section 2 provides a short introduction of automated memory management. To test the memory management simulator, trace files of real world applications were extracted from a JVM. The experimental setup used for this paper is described in Section 3. The extraction process and resulting trace files are topics of Section 4. The design and development of the memory management simulator that allows developers to implement garbage collection techniques is described in Section 5. Results achieved using the combination of trace files and the simulator are presented and discussed in Section 6.
BACKGROUND
As Java and other virtual machine-based languages continue to become more popular, the performance of those languages becomes more important. One major drawback of garbage collected languages is still inefficiency, especially for computationally intensive scientific applications [13] .
Four memory management techniques build the core of the standard repertoire of virtual machines: Reference counting, Mark-sweep, Mark-compact, and Copying collection. The techniques, excluding reference counting, are introduced in this section.
Mark-sweep and mark-compact
The mark-sweep garbage collection policy treats the heap structure as a directed graph. Objects are connected using their references to each other. The roots of the graph are represented by pointers in registers, global variables, and variables existing on the stack.
The algorithm is divided into a marking and a sweeping stage. The policy requires a stop-the-world stage-at least for the marking stage [15] . Marking describes the traversal of the object graph and marking all objects reached as alive. Once the traversal is done, the sweeping stage can free the space used by dead objects. One downside of the policy is the stop-the-world phase itself, as the mutator is stopped completely and the time is used for memory management. The main problem of this policy is the fragmentation that occurs when objects are freed.
This drawback can be handled by replacing the sweep stage by a more complex compaction phase. Once all live objects are marked, the objects are compacted to remove all fragmentation from the heap. The space located after the last memory location used is marked as free. Compared to the sweep phase, the compaction requires more time. However, the benefit of not having fragmentation has a large impact on the number of garbage collections required in order to accommodate the mutator. The compaction phase can be initiated for every garbage collection or when the fragmentation becomes too high.
Copying collection
The natural extension of the mark-compact collection is represented by the copying collector [9, 4] . The idea behind this policy is to remove the marking stage and to only use a compaction phase. In order to accomplish this, live objects have to be copied during traversal. As it is not certain how much space and which addresses will be freed during the process, objects have to be copied into an entirely separate address space. This requires the heap space to be divided into two halves. One, where new objects are allocated and the second space where live objects will be copied during a garbage collection. The benefits are a very short stop-theworld time and the fact that no fragmentation is possible. The largest disadvantage is the fact that the effectively available heap space is half of the physical memory space.
Combination of policies
Mixed policies appeared that use the knowledge of common application behaviour. An example is the knowledge that many objects are small and die after a short time while large and old objects have the tendency to survive even longer. In order to use this knowledge, the generational garbage collection technique was introduced. The idea behind it is to divide the heap into a young and an old space or spaces. The space of allocation is therefore collected more often than the old space. In exchange, the allocation space is usually only a small part of the heap, keeping the stop-theworld times very short. Objects surviving long enough are promoted into the old space as they are expected to survive even longer.
EXPERIMENTAL SETUP
Measuring improvements in automated memory management (MM) performance requires at least the simulation of basic MM operations of a virtual machine (VM). An online simulation is considered expensive as it requires a copy of the VM and an actual run of the benchmark. An alternative approach is to run the simulation off-line using trace files. Trace files offer the flexibility of being able to develop a tailored simulator that focuses only on the basic MM operations and at the same time, be portable to be compiled and run on different platforms.
Trace files were acquired by instrumenting a Java Virtual Machine (JVM), particularly the memory management module. Instrumentation is done by inserting hooks in the JVM code that handle memory-related operations. For each of the operations, a line containing relevant information is written to a file. This output file is post-processed to conform to the standard format specified in Section 4.2. The post-processed file, or trace file, serves as input to the memory management simulator (MMS). It treats the trace file lines as mutator memory operations, allocates space, manages references and performs garbage collections in order to accommodate the requirements of the application.
JVM INSTRUMENTATION & TRACE
The JVM's C/C++ code was modified to log all basic memory management operations into trace files. In this section the MM operations that are captured at JVM runtime are discussed, followed by post-processing of trace files.
Basic Memory Management Operations
A real life JVM was instrumented to trace four basic MM operations that are described as follows:
Allocation
Most objects allocated by Java applications are short-lived [3] . Given the overhead of allocating an object from the general heap, also known as the slow-path allocation, this becomes a bottle-neck in system performance. To circumvent this, performance-oriented JVMs have provisions for assigning regions of memory for exclusive use of a thread. Objects that are identified as being short-lived are allocated from these exclusive regions, also known as fast-path allocation, thereby avoiding the need for expensive synchronization operations. Within both the slow-path and fast-path allocations, it is distinguished between single and indexable (arrays) objects. With fast-path indexable objects, it is distinguished between contiguous and discontiguous arrays. All in all, five types of allocation are identified. For every allocation, the information traced includes the names of threads handling the object allocation, the object id, the size of the object, the number of object reference slots, the class name of the object, the total instance size of the class, and the number of static fields of the class.
Store Access
Four different store accesses are as follows:
1. Store primitives into an object: This operation is performed when a variable of an object field is assigned/changed to/with data of a primitive type. The recorded data are thread name, object id, field size, field offset, and field type (volatile/non-volatile).
2. Store references into an object: This operation happens when an object references another object. Relevant information needed for this operation includes the object IDs of both the parent object and the child object, and the reference slot number. The JVM has implemented a write barrier whenever fields are going to be stored into. Hooks were added in these barriers to output relevant information such as the thread, the parent and the child object, and the object reference slot where the child object will be pointed from.
3. Store primitives into a class: This operation is performed when a static variable of a class field is assigned/changed to/with data of a primitive type. The recorded data are thread name, class name, field size, field offset and field type (volatile/non-volatile).
Store references into a class:
This operation is similar to object-to-object referencing except that the object reference slot is a static field. The recorded information is thread name, class name, field offset/index, object id, field size and field type (volatile/non-volatile).
Read Access
An object is also instrumented whenever it (or one of its fields) is accessed. Information from this operation can be used for analyzing the effects of caching. 
Rootset Dump
Rootset dumps are a way of inspecting the thread's rootset. Since this should be done in a stop-the-world fashion, an asynchronous-handler is signaled whenever allocation is done. The timing of the actual dump depends entirely on the JVM. Rootset additions and rootset deletions are inferred between two rootset dumps in the next phase.
Post-Processing and Trace File Format
The instrumented JVM produces a file that contains raw information captured during the execution of an application. Some of this information can be converted to a format that is more simulator-friendly (e.g. conversion of unique identifiers from string to integer). In addition, rootset dumps need to be converted to a series of operations (denoted by '+' and '-') in as much as the trace file is interpreted as a sequence of operations.
Another purpose of post-processing is to defer rootset deletions. At some point, some objects become garbage in the trace file but somehow manage to appear again at some later operations. These objects are allocated by the native code and are not captured in the JVM C++ code. Some approaches move them into what is called zombie regions to be resurrected again at some later time [8] . The deletion is deferred from the rootset of its allocating thread until its last access. This prevents it from being collected at least until its last access. Table 1 shows the format of the trace files used in the experiments. Some attributes of classes are captured in class lists. Attributes of a class are denoted by Ci Ij #k className, where, i, j and k represent the class id, class object size in bytes, and number of static references.
Results of Trace Files
Experiments are performed with both DaCapo [2] and SPECjvm2008 [7] benchmark suites. When running the instrumented JVM, the Just-in-time (JIT) compiler as well as the packed object feature were disabled. The optthruput GC policy was used to disable concurrent GC, and specify only a maximum of one GC thread to run. The heap size was set to 16GB. The output is referred to as a raw trace file that contains operations with relevant information about threads, classes as well as root set dumps. Post-processing results in a trace file with the standard format as specified in Section 4.2. Trace files for eight workloads of DaCapo and for 20 workloads of SPECjvm2008 benchmark suite were generated. Metrics of the generated trace files are shown in Table 2 . Column 3 shows the total number of memory management operations captured in each workload running in the JVM. The number of operations that are most relevant to the GC simulator, such as allocations, stores of object references into other objects and stores of object references into class objects are shown in column 6, 7 and 8 respectively. Empirical results show that 98% of all operations are read access operations that can be used in further research to simulate cache misses, object cache locality, etc.
MEMORY MANAGEMENT SIMULATOR
In order to isolate the memory management aspect of a virtual machine from the mutator execution for evaluation purposes, part of this project was the development of a memory management simulator. The input of the simulator is a trace file containing object allocations and reference operations.
The memory management simulator, developed in C++, utilizes an object-oriented and iteration-based approach. The goal of this development process was to ensure a high extensibility of the framework. At the core of the model are classes representing objects, a memory manager, a garbage collector and the allocator. Even though the memory management simulator was created with a monolithic heap structure in mind, the structure allows developers to create divided heap policies. The framework, including the simulator, the trace generator and their source code are publicly available on GitHub [12] . Figure 1 shows the basic class structure of the memory management simulator. The MemoryManager uses the Allocator module for object allocation and keeps track of all existing objects in order to create and maintain references between them. If an allocation fails or another metric signals that a garbage collection should be initiated, the MemoryManager commands the Collector to do so. The specific implementation of the Collector determines which objects are not referenced any longer and requests a free operation by the allocator.
Simulator Structure
Only the MemoryManager class can allocate and only the Collector deallocate objects. The mutator can never request the deletion of an object and the garbage collector can never allocate a new object. The only exception to this is the moving process of existing objects during the copying or compacting stage of different collection policies.
A dynamic object container keeps track of all objects that exist on the heap. This includes active and used objects as well as dead objects, which are not yet freed. The root set is used to initiate an object traversal algorithm to locate all live objects. The container can be iterated afterwards in order to find dead objects and to free them, depending on the collection policy. Alternatively, collections and heap organization can be performed without the use of an object list but rather by iterating over the objects on the heap itself using a base pointer and object sizes.
The classes Allocator and Collector are interfaces which can be specified using one of the specific policy implementations developed for it. Allocator implementations include first fit and next fit allocation. GC policies available are mark-sweep, mark-compact, and copying collection.
Additional Allocator and Collector classes can be introduced by implementing the interface calls defined by the parent classes. Examples for both cases are included in the repository. If a changed heap structure is being investigated, changes to the MemoryManager class might be necessary.
The flow of the program starts with the Simulator class, which is responsible for simulation control and input handling. Its main task is to read in memory instructions from the trace file and to advice the MemoryManager which action is currently requested by the mutator. The MemoryManager class represents the orchestration module of the application and routes requests to instances of Allocator or Collector classes depending on metrics, trace file request and the success or failure of allocations. The Object class includes metrics and information about one specific object on the heap.
It includes the address, object id, creation time and other values, which could be of interest when researching automatic memory management. Additional information can be added if needed.
EXPERIMENTAL RESULTS
In order to evaluate the simulator, ten trace files extracted from the JVM were processed using the collection policies included in the current version of the simulator. The main metrics for the evaluation of the simulator were the count of garbage collections, the average collection time, and the execution time of the full benchmarks.
As each benchmark has an individual heap structure, the heap size for each run of the benchmarks was increased in 25MB steps and the change in execution time was recorded. A watermark metric, which triggers a GC before the heap is filled, was not used in any of the tests in order to stress the allocator and garbage collection policies. The machine used for the benchmarks utilized an Intel Core i7-2600 processor and had 8 GB of RAM. Table 3 shows the total execution time for each benchmark. All combinations of heap size and collection policy are listed. It can be observed that in general, the markcompact policy requires the smallest heap as it does not suffer from fragmentation and does not divide the heap into two separate parts. The copying collection requires the second largest heap and almost always, mark-sweep requires the largest heap in order to be able to run. An extreme case for this metric was the pmd benchmark, which executed successfully using a 100 MB heap when using mark-compact or the copying policy, but required a 250 MB heap in order to finish utilizing mark-sweep garbage collection.
Benchmarks such as compress show the cost of garbage collection. While stop-the-world phases are required, the execution time of the simulation is 25 seconds slower compared to a heap which never becomes full during run time. In addition, this particular case shows once again, that this point is reached with a much larger heap when the copying policy is used.
As described in literature, copying collection was observed to deliver the fastest execution results due to small average collection times [11] . Mark-sweep (when a run finished successfully) had the second fastest results. The compaction phase of the mark-compact policy slowed down garbage collections.
The number of garbage collections for each policy were collected using a 100 MB heap as the heap size allowed for all but two tests to finish while the heap was still small enough to require stop-the-world phases. The last column in Table 3 lists the average garbage collection time for each benchmark when using a heap size of 100MB. The average collection count is listed in parentheses. Those two metrics can be used in order to determine the raw garbage collection time of the benchmark.
An example of garbage collection times and their comparison is the scimark.lu.small benchmark. Even though the collection policy required two collections in order to accommodate the memory needs of the benchmark, the stop-theworld phases were only about 3 seconds on average. The mark-sweep policy had to halt the application for 9.6 seconds and the mark-compact phase due to its compaction phase 12.2 seconds. The simulator presented is capable of not only comparing different runs using different parameters, but can also be used in order to investigate a single simulation process in more detail. An example would be the investigation of GCs when using the same heap size. In particular the time when a GC happens and how long it takes during the execution process. Using the result log files of the simulator, it is possible to retrieve this data and visualize the information as shown in Figure 2 .
The results Figure 2 are as expected. As the copying collector splits the heap in two, the active heap part fills up quickly and collections are required earlier compared to other techniques. On the flipside, the time needed for each collection is constant no matter how many live objects remain on the heap. This is not the case when looking at the graphs of the mark-sweep and mark-compact policies. As the number of live objects and therefore the heap size usually increases, the stop-the-world times of mark-sweep and mark-compact increase as well. This underlines the statement, that a frequently filled heap usually benefits from a copying collection [11] .
CONCLUSIONS AND FUTURE WORK
This paper presented the design and evaluation of a garbage collection simulator which aims to be used for automated memory management research. The structure of the simulator and the process of extracting real application input files for the framework from a JVM was described in detail and the execution and results gathered were discussed in order to show possible applications for the framework.
The simulator is under heavy development. Future work in this project include the development of a trace file generator. It can be used to mimic the memory requirement behaviour of real life applications and to create trace files of any size without the need of extracting them from a virtual machine.
Another field of research is the implementation of additional garbage collection techniques. This includes split heap structures such as generational garbage collection, thread local garbage collection, and others. 
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