Stephan went on to suggest that it is institutional mechanisms that overcome communication barriers and encourage cross-fertilization. It is to further encourage cross-fertilization that we have embarked on the present research.
In ? 2, we briefly review the basic parallels between the design of randomized experiments and sampling studies. We include a detailed description of a two-treatment randomization design for an experiment and show that the structure is identical to the one that describes the selection of a simple random sample. In ? 3, we go on to note some of the more modern parallels that have been developed. One of the more important lessons to be learned from the intertwining concepts and constructs of experimentation and sampling is that the two can profitably be combined, with sampling embedded in experiments and experiments embedded in sampling structures. In ? 4, we pursue this theme, reviewing the institutionalization of the embedding of experiments within samples, including Mahalanobis' concept of interpenetrating networks of samples and voluminous work at the U.S. Bureau of the Census, especially in connection with the evaluation of decennial census methodology. In contrast to some of this careful work, we point to examples in which investigators have failed to take full advantage of the possibilities of control offered by the device of embedding.
Why is it that modern researchers and students seem to be ignorant of these parallels across fields? In ? 5, we propose some tentative answers to this question. Then in ? 6, we summarize the two modes of inference that are used in both the experimental design and sampling literatures: design-based inference, which relies on the probabilistic structure associated with the design; model-based inference, which introduces stochastic components as part of parametric structures. We take special note of the parallel controversies in the two areas. In the concluding section, we speculate on how new intertwining concepts and constructs may emerge in future research and may enrich future practice.
Basic parallels
It is well known that the basic concepts in the design of sampling studies parallel those for the design of randomized experiments. For example, coupled to the notion of randomization in experimentation is probability (random) sampling, both involving the introduction of chance mechanisms (for assignment of treatments to units in experiments and for the choice of sample units in surveys) in order to make available probability-based methods of inference at the analysis stage. The parallel concepts and structures are most easily illustrated in the simple two-treatment or two-group experiment and its parallel structure, the simple random sample.
Consider a universe of N objects, U= {U1, U2,. . . , UN}, and a sample selection In a two-treatment experiment, the sample selection function, A,, specifies which members of the universe are allocated to treatment 1, that is T1, and which to treatment 2, that is T2. In the sampling situation, allocation to T7 corresponds to being selected for inclusion in the sample, and allocation to T2 corresponds to nonselection. If Ti contains n members, then experimental randomization and simple random sampling both take each of the N ( n As's with n of the Ai equal to 1 to have probability of selection equal to /(N).
In an experiment, under the null hypothesis of no differential treatment effect, the observed value of the test statistic (e.g. the difference in sample means) is compared with the distribution of all n possible values associated with the totality of allocations that could have been obtained under the randomization. This use of what is now known as randomization theory originated in the work of Fisher (1925 Fisher ( , 1926 , and it figures prominently in his 1935 book, The Design of Experiments. Fisher's theory, as it was later developed by Kempthorne (1952 Kempthorne ( , 1955 and others, utilizes the formal act of randomization in exactly the same way that the standard approach to survey analysis, originally proposed by Tchuprov (1923) and Neyman (1934) and developed further by Hansen, Hurwitz & Madow (1953a,b) , utilizes random selection in sampling.
We note that, while the language is the same, some of the purposes of the randomization structures in the sampling and the experimental contexts are different. For example, in the simplest experiment, we are trying to compare the effects of two treatments. In a sampling study, on the other hand, we want to generalize from one group to the other, i.e. from the the sample to the rest of the population. (The sampling literature usually speaks of generalizing to the entire population rather than to the rest of the population, i.e., minus the sample.) As Bartlett (1978) points out, Fisher stressed that in controlled experiments there is the opportunity for deliberately introducing randomness into the design in order to separate systematic variation from purely random error. In an experiment, through randomization we 'hold everything constant', and thus we can attribute any effects to the treatment differences; in the sampling context, the random selection and the fact that no treatment is applied to the sampled group allows us to make the generalization to the rest of the population. Nonetheless in both contexts, the randomization structure is used to provide a meaningful estimate of variability. In the experimental context, this underlying variability is the yardstick by which we compare the measurements of the responses to the treatments; in the sampling context, the sampling variability induced by the randomization is used to gauge the precision of sample estimates of population quantities.
The use of homogeneous groups is common to both experimental design and to sampling design. Homogeneous groups are used in experimental design to minimize experimental error via the device of blocking (Cochran & Cox, 1957 , p. 106ff.), each replication being carried out on a homogeneous group of subjects. Unlike randomization which attempts to control for other factors by ensuring that each treatment has an equal chance of being favoured or handicapped by an extraneous source of variation, blocking exerts its control by attempting to segregate the effects of an extraneous source of variation and thereby reduce experimental error. Similarly, homogeneous groups are used in sampling to minimize sampling error via the device of stratification (Cochran, 1977 , p. 89ff.), with samples drawn from each of the homogeneous groups into which a population is divided. Note that this analogy is particularly strong in design, where the blocking and the stratification are both used as control structures, but is less strong in analysis where the error terms for the two techniques differ. In randomized blocks, the error term is defined as the block-by-treatment interaction, while in stratification there is only one treatment (we examine only those in the sample) and thus the error term is 'within replications'. Therefore, the real analogy is between stratification and randomized blocks with multiple replications within blocks.
Devices in experimental design that aim to reduce experimental error by simultaneously controlling for two or more sources of extraneous variability, such as Latin and Graeco-Latin squares (Fisher, 1935 , Ch. V; Cochran & Cox, 1957, p. 117ff.), find parallels in sampling design. Just as these procedures are used in experimental design when the pairing of all possible combinations of control factors is impossible, when there are two or more dimensions of stratification and choosing a sample from each cell in the cross-classification is unwieldy, the application of Latin or Graeco-Latin squares produces a method for choosing strata to include in the sample and is called lattice sampling (Cochran, 1977 Cochran, 1977, p. 233ff.) . In a split-plot experiment we can think in terms of two sources of error: one between plots and one within plots. Similarly, in cluster sampling, we can think in terms of two components of variability, one between clusters and one within clusters. In the experimental context, separating out the between-plot component of variability allows for greater precision in sub-plot comparisons, whereas in cluster sampling, because the sample is used to produce estimates of overall population quantities, the two components are combined to produce an overall sampling variance which is larger than that associated with a simple random sample of the same size. In the analysis phase, covariance analysis (Cochran & Cox, 1957 , p. 82ff.) in an experimental investigation adjusts estimates of the magnitude of treatment effects for environmental influences in the same way that post-stratification and regression estimates (Cochran, 1977 , p. 189ff.) are used to adjust sampling results.
The analysis of variance (ANOVA) structure is used in both areas as a way of summarizing information associated with many of the basic methods for control, although this usage is found in the sampling literature primarily in the work of authors steeped in the traditions of both areas; Yates (1985) attributes this usage to Fisher. This use of the analysis of variance is often related to a Model I or fixed effects linear model with normally distributed error term, although such a link is not the only possible formalization for inference purposes. There are, in addition, analogues for the experimentaldesign-based Model II or random effects linear models in the sampling context. Model II approaches have not received much attention in the sampling literature, primarily because of the heterogeneity among the units of the typical sampling population. We note two exceptions. The conceptualization of models for the total survey error can take the component of variation due to interviewer as a random effect (Hartley & Rao, 1978; To summarize, there are several basic concepts in the design and analysis of experiments which have exact parallels in sampling design and analysis. They include those in Table 1 . This list is far from definitive. Similar parallels can be found in work on allocation and optimal design in the experimental and survey literature. We note that the absence of treatments in the sampling context means that there is no immediate role there for analogues of the factorial treatment structures that dominate much of the experimental literature. There are, however, some less-than-immediate parallels, as we note in ? 3.
More modem parallels: Restricted randomization
Blocking and Latin squares were introduced in agricultural field experimentation in order to control for known heterogeneity in the plots. But for some layouts within these classes of designs a high proportion of contiguous plots can inadvertently receive identical treatments (for example, down diagonals in Latin squares). Forms of restricted randomization have been proposed to avoid this problem; see, for example, Yates (1948), Grundy & Healy (1950) , Holschuh (1980) and Youden (1964 Youden ( , 1972 . Through the consideration of a particular example, Bailey (1985) has demonstrated that restricted randomization can serve the role of both blocking and ordinary randomization (as described above) while at the same time controlling for spatial arrangements of plots. This notion of restricted randomization also has applicability in the sampling context, e.g. to control for the geographical spread of a sample or more generally to eliminate the possibility of 'bad' samples. Because the typical human population of interest in sampling is large and heterogeneous, the simple devices for restricted randomization in experimentation cannot be carried over directly.
In this section we focus on an innovative approach to the use of restricted randomization in a sampling context that relies on a different parallel with experimental design ideas. This approach originated in work by Chakrabarti (1963) , and it relates the notion of the support of a sampling plan to the structure of balanced incomplete block designs (BIBD). The support of a sampling plan consists of those samples having positive probability of selection. For example, in simple random sampling (SRS) One of the implications of this result is that, in order to develop complex sampling plans with smaller support than SRS, we constantly need to keep in mind the BIBD structure, even if we cannot write out the actual design for very large N and substantial sample size, n. THEOREM 2. For any sampling plan P1, consisting of samples of size n from a universe of size N, there is another plan P2 equivalent to P1 with respect to all 1st-and 2nd-order inclusion probabilities with support size no greater than N(N -1)/2. This result, however, is not constructive, i.e. it does not show us how to achieve the reduction. But it can be used along with the following theorem, also due to Wynn (1977) , to set bounds on the improvement achievable using results like Theorem 1. Yet additional applications of experimental design approaches in a sampling setting include the use of linked block designs for sampling on two occasions with overlapping samples (Singh & Raghavarao, 1975) , the use of supplemented block and BIBD designs as an alternative approach to the randomized response method for dealing with sensitive questions in a survey context (Raghavarao & Federer, 1979) , and the use of combinatorial design theory for the representation of general sampling measures (Srivastava, 1985) . . 12 ). In the absence of interviewer effects, an IPNS design gives an internal estimate of variability without direct reference to the probability aspects of a complex sample design: a precursor to the modern literature on replication and jackknifing for variance estimation in surveys (Kish & Frankel, 1974) .
If experiments within surveys are to be of value, one must apply the experimental principles of local control to ensure that actual differences will be detected with high probability. In large-scale sampling studies it has long been recognized that one of the largest sources of.response error is associated with interviewer variability (Hansen et al.,  1953a , Ch. 12), and the classic model used by the U.S. Bureau of the Census to measure the effects of interviewers on sample estimates and the resulting mean squared errors draws both explicitly and implicitly on random effects models from experimental design and ANOVA (Hansen et al., 1951) . This suggests to those familiar with the experimental principle of local control that a useful way to embed an experiment within a survey would be to use interviewers as a form of block.
When one of us suggested this approach several years ago at a meeting on sample surveys, someone in the audience commented that giving an interviewer two or more forms of questionnaires to administer risked confusion and would result in useless responses. Confusion would be minimized, according to this argument, if the questionnaires were given to different but parallel samples with different interviewers. Surely interviewer training and supervision must be very careful if an experimental strategy of blocking on interviewers is to be used, but such care should pay off richly in increased precision of estimates. Indeed, there is a strong oral tradition (lacking, however, extensive surviving written documentation) that blocking on interviewers was frequently done in U. In traditional matrix sampling, as originally used in NAEP, the exercise pool for a given age level is divided into different booklets with each respondent receiving one booklet (and thus a subset of the questions to answer), e.g. 5 booklets of 33 exercises each. The exercises appearing in one booklet do not appear in another at the same age level. The BIBD design superimposed upon matrix sampling introduces a restructured allocation of exercises. Thus in (d) above, each exercise is administered the same number of times as it would be in matrix sampling but each pair of exercises is also administered together in the same booklet a prescribed number of times. Continuing with the above example, the 5 x 33 = 165 exercises can be combined into 15 blocks of 11 each, and these blocks can be permuted so that each pair of blocks appears together in at least one booklet, for a total of 35 booklets. Such a design not only introduces more efficient estimates, e.g. of overall proportions responding correctly to an exercise, than was the case with matrix sampling alone, but it also allows for the estimation of other quantities of interest through the construction of a complete cross-products matrix for exercises because each exercise is located in several different booklets, each with a differing subset of the other exercises.
Possible causes and curses of specialization
We have maintained, with Kish (1965, p. 595) that '[t]he separation of the sample surveys from experimental designs is an accident in the recent history of science. . .' and, indeed, we embarked on this work to contribute to the accuracy of the prediction with which he continues: '... and it will diminish'. Here we speculate, without claiming expertise as historians, on the possible reasons for this separation.
It seems to us that although the principles of the design of randomized experiments and the design of sampling studies have a common theoretical base, the evolution of thinking in the two areas is such the the focus of each shifted into directions that, on the surface, appear to overlap less and less with the other area. In particular, in the design of randomized experiments, focus shifted toward multiple factors and complex treatment structures rather than more and more complex control structures. (Here we distinguish between control structures, e.g. blocking, Latin squares, and the treatment structure, e.g. full or partial factorial layouts, which together make up the design.) It is only when one gets to a complex design that this distinction between treatment structure and control structure arises; in a simple design (say with only one factor) one can move back and forth with ease. Since the immediate analogues of treatments in a sampling setting are the samples, and since in the simplest of worlds we select only a single sample (see ? 2, above), the applicability of ideas from experimental design involving treatment structures more complex than a single factor at two levels to sampling would well have become less clear. Conversely, in sampling theory, where the theory began with simple random samples and then was elaborated with the imposition of control structures (e.g. stratification and clustering), real innovations arose with the consideration of whether it was advantageous to allow for unequal probabilities of selection. The concept of unequal probabilities of selection would have been one for which an experimental analogue is not immediately obvious; but see Cox (1956) , who demonstrated the value of weighted randomization in designs in which a covariance adjustment is made for concomitant variation.
In recalling why the design of sample surveys took a direction so different from the design of experiments, Madow (1981) noted three additional factors: (a) the heterogeneity, skewness, and mixture properties of the populations sampled; (b) the large sizes of samples selected in sampling from finite populations made it possible to draw inferences that did depend on a probability structure imposed by the survey designer and did not depend on assumed probability densities; (c) from the early work of Fisher, for example the 1925 book Statistical Methods for Research Workers, the simplest analysis of variance model did not permit a negative intraclass correlation coefficient, while cluster sampling as defined for finite sampling would yield a negative intraclass correlation.
For Madow, the decisive factors that turned his work on sample surveys into new directions were the negative intraclass correlation and the cost-effectiveness of unequal probability sampling. Another difference in the purpose of random sampling and randomized experiments that could have influenced the practitioners differentially is that historically many sample surveys were designed as enumerative studies while most experiments were clearly analytic. Thus sample surveys were designed to estimate aggregates for populations, and experiments were designed to explore the causal relations between variables; see for example, Deming (1953 Deming ( , 1978 . In fields where experimentation is sometimes difficult (including, but not limited to, parts of the social sciences), however, data derived from sampling studies must often be used for analytic purposes. The confluence would seem to raise both hopes and expectations for the transfer of methodology from the experimental realm to the sampling realm. In addition to these differences in purposes, differences in the statistical problems faced in analysis by the two areas could well have discouraged researchers from searching for techniques in the literature of the opposite area. For example, because analyses of nonorthogonal experiments were more difficult than those based on neatly orthogonal designs, despite the pioneering work of Yates (1934) on unbalanced designs, many experiments were carefully designed to preserve orthogonality, and techniques were developed to mimic orthogonality in the analysis when failure to achieve it resulted from experimental exigencies. Surveys, on the other hand, even when used analytically, rarely achieve orthogonality. Indeed, when the sizes of subpopulations are disparate, orthogonality is not even an aim. Those techniques developed for analysis in orthogonal or almost-orthogonal designs in the experimental literature seemed, perhaps, less than applicable to the nonorthogonal analyses that survey researchers faced.
Simultaneity of inference represents another difference between sampling studies and experiments at the analysis phase. While the number of comparisons in an experiment may be large, most of them can be anticipated and planned for in advance. The number of comparisons possible in a moderately large-scale sample survey is enormous; indeed, analyses are often followed by secondary analyses from archived data. Thus there is a temptation for a survey analyst to go on fishing expeditions within the data, and while this tendency has been decried and discouraged as a capitalization on chance (see, for example, Selvin & Stuart (1966)) nevertheless survey researchers may have been discouraged from consulting literature originating in the experimental field which visualized only small numbers of comparisons and exacted a heavy statistical penalty for making a multiplicity of significance tests. The solution that is advocated in the sample survey literature, breaking the sample into random pieces and exploring on one piece to develop comparisons as hypotheses to be tested on the reserved piece, seems to have no analogue in the experimental literature.
There is also the common sense argument that because so many of the key figures in statistics in the early 20th century worked in both fields, they naturally provided rich cross-fertilization. But as the literature grew past the point where it could be easily mastered in its entirety by a newcomer to the field, and as such newcomers did indeed enter the field, specialization became necessary, and a convenient division of labour arose between those who were developing and applying techniques to sampling problems and those who were developing and applying (often similar) techniques in experimental settings. Further, the use of statistics has spread from agriculture and engineering to a diversity of applications in biomedical and social sciences and elsewhere. Each discipline in these areas seems to fasten on a particular technique for the collection of data; for example, psychologists often use experimental methods while sociologists tend to analyse sample surveys. This specialization, in turn, fosters the development of specialized and separate techniques for the different disciplines and encourages their exposition in separate textbooks.
All of these reasons for the separation of the fields implied, it seems to us, a testable Cheng & Li (1983) , who are engaged in conscious programs of research to import theory and methods from one field to the other. What we did find in 1948, however, was authors such as Stephan discussing both fields in the same breath. It seems to us that the very fact of thinking of the fields as essentially synonomous accounts for the absence of the cross-citations that would flag parallels in the early years; one has to think of things as separate before one can think of them as parallel. Thus we can make no clear conclusion about the causes of the separation. We can be more sure, however, about the penalty both fields paid for this specialization. While researchers rarely re-invent the wheel, they frequently construct less perfect vehicles for investigation than they might if they were to take full advantage of all the theory and methodology in both areas.
Modelling and inference
There are possible conflicts associated with the two basically different approaches to the analysis of sampling and experimental data. The reporting of information from sample surveys often takes the form of cross-classifications of frequencies, totals, means or rates. Such surveys are referred to as being descriptive or enumerative rather than analytic in purpose (Deming, 1953 (Deming, , 1978 . For an enumerative survey there is general agreement in the statistical community that the reported information should consist of weighted estimates of population quantities, with the weights to be applied to individual sample cases determined by the probabilities of selection for inclusion in the sample (and possibly also by noncoverage and nonresponse rates and by ratio adjustments).
In contrast, in an analytic sample survey the primary purpose may be the comparison of sectors or subgroups of the population, often defined by multiple factors, with respect to one or more variables of interest, or some other form of comparative estimation. Statistical models often play an important role in the planning of analytic sample surveys. For example, Sedransk (1965 Sedransk ( , 1967 ) uses ANOVA models to illustrate how to select samples to achieve the maximum precision for the comparisons of interest for a specified total cost. He notes in particular the importance of reflecting the relevant population for inference in the planning model used for allocation. Thus the controversy arises, not in the use of models for designing surveys, but in their use for analysis; for example, see Hansen, Madow & Tepping (1983) and Smith (1985) .
For the analysis of designed experiments, most modern statistical texts use a presentation based on analysis of variance (ANOVA) models with normally distributed error terms, in accord with Fisher's original development (Fisher, 1925) . The later justification for ANOVA-like procedures proposed by Fisher (1935) had less to do with a belief of the appropriateness of the normal error model. Rather, Fisher constructed tests for the effect of different treatments based solely on the random assignment of treatments to experimental units, and argued that such randomization justifications were the only valid basis for inference in experimental settings (Cochran, 1978; Finney, 1964 It seems to us that once there are unequal probabilities of selection so that the sample is not self-weighting, even within strata, it is no longer clear that the modelling and design-based inference approaches should be expected to coincide. Advocates for the model-based approach to survey analysis argue that aspects of the sampling design such as critical stratification variables and cluster effects should be incorporated into the statistical model, with relevance being an empirical issue. In the best of all worlds, the formulation of the model precedes the design of the sample and thus the design reflects the critical stratification variables and cluster effects rather than the design dictating what should go into the analysis model. If the model assumes some level of homogeneity (as reflected in the error term), then this assumption needs to be critically examined using standard diagnostic approaches. From this perspective, conventional weighting (using the inverse of the lst-order inclusion probabilities) to achieve 'representativeness' is a needless complication.
Strong support for the modelling position comes from statistical likelihood theory via arguments articulated by Smith (1983) and by Hoem (1985) . Smith uses an approch due to Rubin (1976) to show that the sample selection scheme is ignorable if the selection of units depends only on prior variables which are conditioned on in the statistical model. In the Appendix we give a version of Smith's argument on when weighting can be ignored from a model-based perspective and we discuss the relevance of random selection and ignorability both from a likelihood and a Bayesian perspective. The discussion by Rao (1975) is closely related to that in Smith's paper. In the context of parallels, Smith's argument mirrors one given by Rubin (1978) on the role of experimental randomization in guarding against data poorly balanced with respect to blocking variables. The carryover of Rubin's approach is immediate once we recall that the sampling analogues to the blocking variables are the stratification variables in the explanatory structure of the model, and that random sampling plays a role analogous to experimental randomization in making various types of sampling information ignorable. Smith & Sugden (1985) examine many of these issues regarding inferences in sample survey settings in greater detail.
While the differences between the design-based and model-based approaches to inference can be profitably minimized in many practical situations such as those involving regression models (Sarndal, 1980) , in others conflicts and controversies are inevitable; see, for example, Godambe (1955 Godambe ( , 1982 . One way to finesse the issue is to do the analysis both ways in order to be sure that the conclusions are the same. For example, Schirm et al. (1982) , in a demographic study of contraceptive failure, note that fortunately, our early analysis of these data revealed that the estimates of effects derived using an unweighted sample are approximately equal to those obtained using a weighted one; therefore, in the subsequent analysis, the ... weights are ignored.
The analyses these authors describe are ones for which the weights are irrelevant (Hoem, 1985) . Yet by reporting that the results are unchanged if weighted analyses are done, they ensure that the focus is on their results and not on the controversy over the use of weights. In a similar spirit of reconciliation we would do well to keep in mind the advice of Rao (1975) 
The tradition continues
In this paper we have retraced some of the history of the design and analysis of randomized experiments and sampling studies. Beginning with the work of Fisher and Neyman, we have followed some of the many intertwining and parallel paths of research in the two areas up to the present. Implicit in our discussion has been an answer to the question 'What can experts in sampling and experimental design learn from one another?' We find the concepts and constructs in the two areas to be so closely linked that it is surprising that only a few experts in sampling have already learned to draw on experimental design, and vice versa.
Yet we have also noted how research and practice in experimentation and in sampling have grown apart, and thus efforts in one area often fail to take advantage of the theory and methodology in the other. The lack of cross-references in the review papers by Cox (1984) and Smith (1984) (1969, 1978) ) have argued that, at the data analysis stage, the survey analyst need not be concerned with the sample design, and thus notions such as the sampling distribution, designunbiasedness, and sample-based weights are irrelevant. In particular Godambe (1966) argued that the likelihood principle implies that inferences should be independent of the distribution generated by the sampling design. These statements are not quite correct, and an appropriate argument for when they are correct has been developed independently by Smith (1983) and Hoem (1985) . In the Appendix, we present a version of their basic result using Smith's notation and provide some commentary on it.
Following the notation in ? 2, we denote by s the sample and by A, the sample selection function whose components are the indicator variables =1 (i es). Then, Z would be likely to reflect important stratification variables that would also go into the design and the covariance structure of E would reflect dependencies among units due to clustering; see the related discussion in ? 6.
(ii) The result that inferences from (A.7) and (A.8) are equivalent does not depend on proper specification of the superpopulation model (Hoem, 1985) . It is for this reason we have a difficult time understanding the robustness arguments raised by Hansen et al. (1983) , Kalton (1983) and others. This comment should not be interpreted as implying that model misspecification is not an issue. Rather we would argue that it is the same issue in a sampling context as in any other statistical problem.
(iii) Simple sampling estimation problems, such as heterogeneity across strata, are easily represented within the general superpopulation specification of (A.3) and can result in likelihood-based estimates of quantities such as population means that are similar to the traditional weighted design-based estimates. Post-stratification models also fit easily within this broad framework.
(iv) We need to distinguish between sampling plans that are informative and those that are ignorable. Condition (A.3) corresponds to Rubin's technical notion of ignorability. Survival as a condition for observation in a sample makes a plan informative, but if survival is nonselective then the sampling plan is still ignorable; see Hoem (1985) for a more elaborate discussion of this issue.
(v) The argument above is presented from a likelihood perspective, but it is virtually identical to one relevant to the Bayesian. The separability of the likelihood in (A.7) is not sufficient to allow the selection mechanism to be ignored. In addition, the Bayesian requires that 0 and q be a priori independent, although, as Smith (1983) 
