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Abstract
In this paper, we study existence, regularity, classification, and asymptotical behaviors
of solutions of some Monge-Ampe`re equations with isolated and line singularities. We
classify all solutions of det∇2u = 1 in Rn with one puncture point. This can be applied
to characterize ellipsoids, in the same spirit of Serrin’s overdetermined problem for the
Laplace operator. In the case of having k non-removable singular points for k > 1, modulo
affine equivalence the set of all generalized solutions can be identified as an explicit orbifold
of finite dimension. We also establish existence of global solutions with general singular
sets, regularity properties, and optimal estimates of the second order derivatives of gener-
alized solutions near the singularity consisting of a point or a straight line. The geometric
motivation comes from singular semi-flat Calabi-Yau metrics.
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1 Introduction
We say two Lebesgue measurable functions u1, u2 : Rn → R are affine equivalent if there exists
an n × n matrix A with detA 6= 0, b = (b1, · · · , bn)t and a linear function ℓ(x) such that
u1(x) = (detA)
−2/nu2(Ax+ b)− ℓ(x) a.e. in Rn; If detA = 1, we say u1, u2 are unimodular
affine equivalent.
A celebrated theorem in the Monge-Ampe`re equation theory asserts: Modulo the unimodular
affine equivalence, 12 |x|2 is the unique convex solution of
det∇2u = 1 in Rn.
The theorem was first proved by Jo¨rgens [17] in dimension two using complex analysis meth-
ods. An elementary and simpler proof, which also uses complex analysis, was later given by
Nitsche [21]. Jo¨rgens’ theorem was extended to smooth convex solutions in higher dimensions
by Calabi [8] for n ≤ 5 and by Pogorelov [22] for all dimensions. Another proof was given
by Cheng and Yau [9] along the lines of affine geometry. Note that any local generalized (or
Alexandrov) solution of det∇2u = 1 in dimension two is smooth, but this is false in dimen-
sion n ≥ 3. Caffarelli [5] (see also Caffarelli-Li [6]) established Jo¨rgens-Calabi-Pogorelov
theorem for generalized solutions (or viscosity solutions). Trudinger-Wang [28] proved that the
only convex open subset Ω of Rn which admits a convex C2 solution of det∇2u = 1 in Ω
with limx→∂Ω u(x) = ∞ is Ω = Rn. Caffarelli-Li [6] established the asymptotical behaviors
of viscosity solutions of det∇2u = 1 outside of a bounded convex subset of Rn for n ≥ 2
(the case n = 2 was studied before in Ferrer-Martı´nez-Mila´n [10, 11] using complex analysis),
from which the Jo¨rgens-Calabi-Pogorelov theorem follows. Recently, we also gave a proof of
Jo¨rgens’ theorem (for n = 2) in [16] without using complex analysis, which allows us to obtain
such Liouville type theorems for solutions of some degenerate Monge-Ampe`re equations.
In the language of affine differential geometry, the above theorem asserts that every convex
improper affine hypersurface is an elliptic paraboloid. It is of interest to study affine hypersur-
faces with singularities, from which part of this work is motivated.
In the paper [18], Jo¨rgens showed that, modulo the unimodular affine equivalence, every
smooth locally convex solution of
det∇2u = 1 in R2 \ {0}
has to be
uc =
∫ |x|
0
(τ2 + c)
1
2 dτ
for some c ≥ 0. One can check that 0 is non-removable singular point of uc if and only if c > 0.
In this paper, we would like to extend this Jo¨rgens’ theorem to higher dimensions, explore
the space of solutions in the case of containing multiple singular points, discuss the existence of
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global solutions with measure data, and study regularity properties and asymptotical behaviors
of solutions of Dirichlet problems with isolated and line singularities.
Recall that (see, e.g., [15] and [30]) for an open subset Ω of Rn and a Borel measure ν
defined in Ω, we say u is a generalized solution, or Alexandrov solution, of the Monge-Ampe`re
equation
det∇2u = ν in Ω,
if u is a locally convex function in Ω and the Monge-Ampe`re measure associated with u equals
to ν. Throughout the paper, we assume the dimension n ≥ 3 without otherwise stated.
Theorem 1.1. Let u be a generalized solution of
det∇2u = 1 in Rn \ {0}. (1)
Then u is unimodular affine equivalent to
∫ |x|
0
(τn + c)
1
n dτ
for some c ≥ 0.
From the proof of Theorem 1.1, u in fact belongs to C0,1loc (Rn), and the constant c =
1
ωn
|∂u(0)|Hn , where ωn is the volume of n-dimensional unit ball, ∂u(0) is the set of the sub-
gradients of u at 0 (see [15]) and | · |Hn is the n-dimensional Lebesgue measure. Modulo the
scaling u¯(x) = c−2/nu(c1/nx) for c > 0, it follows from Theorem 1.1 that in fact we have only
two solutions of (1):
1
2
|x|2 and
∫ |x|
0
(τn + 1)
1
n dτ.
Let us consider the case of k puncture points for k > 1. Let u be a generalized solution of
det∇2u = 1 in Rn \ {P1, · · · , Pk} (2)
for some distinct points P1, · · · , Pk in Rn. We will see from Proposition 2.1 in the next section
that u can be uniquely extended to be a convex function (still denoted as u) in Rn, and thus u is
a generalized solution of
det∇2u = 1 +
k∑
i=1
aiδPi in Rn, (3)
where ai = |∂u(Pi)|Hn , δPi is the delta measure centered at Pi, 1 ≤ i ≤ k. We say that Pi
is a non-removable singular point of (2) or (3) if |∂u(Pi)|Hn 6= 0. If |∂u(Pi)|Hn = 0, then Pi
is a removable singular point in the Alexandrov sense. For removable singularities of classical
solutions of Monge-Ampe`re equations, we refer to [18, 1, 25].
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Theorem 1.2. Modulo the affine equivalence, the set of all generalized solutions of (2) with k
distinct non-removable singular points can be identified as an orbifold of dimension dn,k , where
dn,k =
{
(k−1)(k+2)
2 , if k − 1 ≤ n,
(k − 1)(n + 1)− n(n−1)2 , if k − 1 > n.
(4)
Moreover, when n = 3 or 4, every generalized solutions of (2) is smooth away from the set of
line segments each of which connects two singular points.
The orbifold in Theorem 1.2 will be given explicitly in the proof of Corollary 3.1. When
n = 2, Theorem 1.2 was proved by Ga´lvez, Martı´nez and Mira [12] using one complex variable
methods, and it follows from two dimensional Monge-Ampe`re equation theory that the solu-
tions are smooth away from the set of the singular points. In general, we know from [6] that
every solution of (2) for n ≥ 3 is strictly convex (and thus, smooth) outside the convex hull of
{P1, · · · , Pk}.
We are also interested in seeking global solutions of Monge-Ampe`re equation with more
general singular sets than isolated points. The existence of such solutions follows from the next
theorem, which shows existence of global solutions of Monge-Ampe`re equations with measure
data. In the rest of the paper, we denote A as the set of real n×n positive definite matrices with
determinant 1, and Br as the ball in Rn centered at 0 of radius r.
Theorem 1.3. Let µ be a locally finite Borel measure such that the support of (µ−1) is bounded.
Then for every c ∈ R, b ∈ Rn, A ∈ A, there exists a unique convex Alexandrov solution of
det∇2u = µ in Rn (5)
satisfying
lim
|x|→+∞
|E(x)| = 0,
where E(x) = u(x)− (12xTAx+ b · x+ c).
If dµ = f(x)dx for some f ∈ C(Rn) satisfying supp(f − 1) is bounded and infRn f > 0,
then Theorem 1.3 was proved in [6]. We also have decay rates of E and all of its derivatives in
Theorem 1.3 and Theorem 4.1 (in Section 4.1), which follows from [6].
The following theorem discusses some strictly convex properties of solutions of Monge-
Ampe`re equations with singularities, from which the regularity part of Theorem 1.2 follows.
For a subset Γ of Ω ⊂ Rn, we denote Γ ⊂⊂ Ω if Γ ⊂ Γ ⊂ Ω.
Theorem 1.4. Let Ω be a bounded convex domain of Rn, 0 < λ ≤ Λ < ∞, ϕ ∈ C1,β(∂Ω) for
some β > 1− 2n and Γ ⊂⊂ Ω. Let u ∈ C(Ω) be a generalized convex solution of the Dirichlet
problem
λ ≤ det∇2u ≤ Λ in Ω \ Γ,
u = ϕ on ∂Ω.
4
Then u is locally strictly convex in Ω\C(Γ), where C(Γ) is the convex hull of Γ. Moreover, when
n = 3 or 4, and Γ is a set consisting of finitely many points and line segments, then u is locally
strictly convex in Ω \ L(Γ), where L(Γ) is the set of line segments each of which connects two
points of Γ.
Some strengthened strict convexity results will be discussed in Section 3.2.
Next, we move to discuss asymptotical behaviors of solutions of Monge-Ampe`re equations
with isolated and line singularity in bounded domains.
Theorem 1.5. Let Ω be a bounded convex domain of Rn with n ≥ 2, Γ ⊂⊂ Ω be either a point
or a straight line segment. Let u be a convex function in Ω and u ∈ C2(Ω \ Γ) satisfying
det∇2u = 1 in Ω \ Γ. (6)
Then
|∇2u(x)| ≤ C
dist(x,Γ)
, (7)
where C > 0 is independent of x.
We remark that the rate O(1/dist(x,Γ)) in (7) is the best we can have since the solution in
Theorem 1.1 is indeed of this rate, and an application of (7) can be found in Corollary 2.2. The
assumption on the regularity on u will be satisfied if some mild boundary condition is given as
in Theorem 1.4. Our proof also works for general set Γ other than a point or a straight line with
the estimate (7) replaced by C/dist(x, C(Γ)) (see Remark 4.2). Some explicit dependence of
the constant C will be given in Theorem 2.2 and Theorem 4.3.
We shall end the introduction with an application of Theorem 1.1. In [26], Serrin proved that
whenever Ω is a bounded smooth domain in Rn, and ν is the outer normal of ∂Ω, if u ∈ C2(Ω)
is a solution of 

∆u = n in Ω,
u = 0 on ∂Ω,
∂u/∂ν = 1 on ∂Ω,
(8)
then after some translation Ω has to the unit ball and u = |x|
2−1
2 . The proof of Serrin used the
method of moving planes. Later, Brandolini, Nitsch, Salani and Trombetti [2] extended Serrin’s
result to σk(∇2u), the k-th elementary symmetric function of ∇2u, via an alternative approach.
Namely, they showed that whenever Ω is a bounded smooth domain, and ν is the outer normal
of ∂Ω, if u ∈ C2(Ω) is a solution of

σk(∇2u) =
(
n
k
)
in Ω,
u = 0 on ∂Ω,
∂u/∂ν = 1 on ∂Ω
5
with k = 1, 2, · · · , n, then after some translation Ω has to the unit ball and u = |x|2−12 . In this
spirit, we show that
Theorem 1.6. Let Ω be a bounded smooth domain in Rn with n ≥ 2. If there exists a locally
convex function u ∈ C1(Rn \ Ω) ∩ C2(Rn \Ω) satisfying

det∇2u = 1 in Rn \ Ω,
u = 0 on ∂Ω,
∂u/∂ν = 0 on ∂Ω,
where ν is the unit outer normal of ∂Ω, then Ω has to be an ellipsoid.
As mentioned in the recent paper Shahgholian [27] that little is known about (8) in un-
bounded domains even with quadratic growth condition on u near infinity. We refer to [27] and
references therein for more discussions and open problems in this direction. It is also interesting
to ask similar questions for σk(∇2u) instead of det∇2u in Theorem 1.6.
This paper is organized as follows. In Section 2, we consider the case of one singularity and
prove Theorems 1.1 and 1.6. In Section 3, we study the case of multiple singularities and show
Theorems 1.2 and 1.4. Section 4 is devoted to the case of line singularity and proving Theorems
1.3 and 1.5.
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2 One singular point
2.1 Classification of global solutions and an application
Proposition 2.1. Let u be a locally convex function in B1 \ {0}, where B1 is the unit ball in Rn
with n ≥ 2. Then u can be extended to be a convex function in B1.
Proof. This proposition should be known, but we still provide a proof here for completeness.
Step 1: We show that lim sup|x|→0 u(x) < ∞. For any x close to 0, we can choose x1, x2
away from 0 and ∂B1 such that 2x = x1+x2. Since u is locally convex in B1 \{0}, u is convex
on the line segment from x1 to x2, i.e.,
u(x) ≤ u(x1) + u(x2)
2
.
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Since u is convex near x1 and x2, u is continuous and hence bounded near x1 and x2. Thus, we
have lim sup|x|→0 u(x) <∞.
Step 2: Define u(0) = lim sup|x|→0 u(x) < ∞. We will show that for any x, y ∈ B1 and
λ ∈ [0, 1],
u(λx+ (1− λ)y) ≤ λu(x) + (1− λ)u(y).
We only need to show the above inequality when 0 is on the line segment from x to y. If x 6= 0
and y 6= 0, we can choose xi, yi, zi ∈ B1 such that xi → x, yi → y, zi → 0 as i→∞,
lim
zi→0
u(zi) = u(0),
zi = λxi + (1− λ)yi,
and 0 is not on the line segment from xi to yi for each i. Since
u(zi) ≤ λu(xi) + (1− λ)u(yi),
we have
u(0) ≤ λu(x) + (1− λ)u(y)
by sending i→∞.
If x = 0, and y 6= 0, we choose xi → 0, yi → y as i → ∞ such that 0 is not on the line
segment from xi to yi for each i. For every λ ∈ [0, 1), we have
u(λxi + (1− λ)yi) ≤ λu(xi) + (1− λ)u(yi).
Since u is continuous near y and (1− λ)y, we have
u((1 − λ)y) ≤ λ lim sup
i→∞
u(xi) + (1− λ)u(y) ≤ λu(0) + (1− λ)u(y).
by sending i→∞.
Therefore, we can conclude that u is convex inB1 from the fact that a locally convex function
in a convex domain is convex. In particular, u is continuous in B1.
Proposition 2.2. Let Γ ⊂⊂ B1 ⊂ Rn be a straight line segment with n ≥ 3. Let u be locally
convex in B1 \ Γ. Then u can be uniquely extended to be a convex function in B1.
Proof. Our proof works for Γ to be an open, or closed, or half open half closed line segment.
Without loss of generality, we may assume that
Γ = {x = (x1, · · · , xn) ∈ B1 : x1 ∈ [−1/2, 1/2], xj = 0 for 2 ≤ j ≤ n}.
Let Hs = {x ∈ B1 : x1 = s}. Then u(s, ·) is a locally convex function in Hs \ Γ. By
Proposition 2.1, u(s, ·) can be extended to be a convex function, which is still denoted as u(s, ·),
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on Hs. Moreover, it is clear that u(·, 0) is convex on Γ. We will show that u is convex on any
line segment Γ˜ in B1. Since n ≥ 3, by approximations as in the proof of Proposition 2.1, we
only need to show that for any line segment Γ˜ satisfying Γ˜ ∩ Γ = Ps = (s, 0, · · · , 0),
lim
x∈Γ˜,x→Ps
u(x) = u(Ps). (9)
Suppose first that Γ˜ does not lie on the x1-axis. For x ∈ Γ˜, let x′ be the projection point of x
from Γ˜ to Hs. Then
|u(Ps)− u(x)| ≤ |u(Ps)− u(x′)|+ |u(x′)− u(x)|
≤ |u(Ps)− u(x′)|+C(u)|x′ − x|,
where C(u) = supB0.8\B0.6 |∇u| <∞. Since u in continuous on Hs, (9) holds.
If Γ˜ lies on the x1-axis, for x ∈ Γ˜, we choose x′ ∈ Hs such that |x− Ps| = |x′ − Ps|. Then
(9) follows in the same way as above.
Corollary 2.1. Let Γ ⊂⊂ B1 ⊂ Rn be a union of finite many line segments, where n ≥ 3. Let
u be locally convex in B1 \ Γ. Then u can be uniquely extended to be a convex function in B1.
Proof. By Proposition 2.2, u can be extended to be a locally convex function in B1 \ Γp, where
Γp is set of finitely many points in B1. Then Corollary 2.1 follows from Proposition 2.1.
Proposition 2.3. Suppose u ∈ C(B1) is locally convex in B1 \ {0} ⊂ Rn with n ≥ 2, and is a
generalized solution of
det∇2u = 1 in B1 \ {0},
then
det∇2u = 1 + |∂u(0)|Hnδ0 in B1.
Proof. The proposition follows directly from Proposition 2.1 and the definition of generalized
solutions.
Clearly, Proposition 2.3 still holds when 1 is replaced by any nonnegative bounded function.
Next, we recall the asymptotical behaviors of solutions of det∇2u = 1 in exterior domains
near the infinity established in [6], which will play a crucial role in our proofs.
Theorem 2.1 (Corollary 1.3 in [6]). Let O be a bounded open convex subset of Rn, and let
u ∈ C(Rn \O) be a generalized solution of
det∇2u = 1 in Rn \O.
Then u ∈ C∞(Rn \O), and we have the following:
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(i) For n ≥ 3, there exists some linear function ℓ(x), and A ∈ A such that
lim sup
|x|→∞
|x|n−2|u(x) − (1
2
xTAx+ ℓ(x))| <∞,
where A is the set of real n× n positive definite matrices with determinant 1.
(ii) For n = 2, there exists some linear function ℓ(x), d ∈ R, and A ∈ A such that
lim sup
|x|→∞
|x||u(x)− (1
2
xTAx+ d log
√
xTAx+ ℓ(x))| <∞.
With the help of Theorem 2.1, we are ready to show Theorem 1.1.
Proof of Theorem 1.1. We shall also show the case n = 2, which provides another proof of a
theorem of Jo¨rgens in [18] mentioned in the introduction.
Case 1: n ≥ 3. By Theorem 2.1, u is smooth in Rn \ {0}, and after a suitable affine
transformation and subtracting a linear function we can assume that
lim sup
|x|→∞
|x|n−2|u(x)− 1
2
|x|2| <∞.
By Proposition 2.1 and Proposition 2.3, u is convex in Rn and satisfies
det∇2u = 1 + |∂u(0)|Hnδ0 in Rn (10)
in Alexandrov sense. By the comparison principle (see [15]), we have
u(x) ≤ 1
2
|x|2 in Rn.
In particular, u(0) ≤ 0. Hence we can choose c ≥ 0 such that
lim sup
|x|→∞
|x|n−2|v(x)− 1
2
|x|2| <∞,
where
v(x) :=
∫ |x|
0
(τn + c)
1
n dτ + u(0).
Thus,
det∇2u = det∇2v = 1 in Rn \ {0},
v(0) = u(0) and lim sup
|x|→∞
|x|n−2|u(x)− v(x)| <∞.
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It follows that for some positive definite matrix function (aij(x)),
aij∇ijw = 0 in Rn \ {0}, w(0) = 0, and lim sup
|x|→∞
|w(x)| = 0,
where w = u− v. By the maximum principle, w ≡ 0, i.e., u ≡ v.
Case 2: n = 2. For simplicity, we let a = |∂u(0)|Hn . We may assume that
lim sup
|x|→∞
|x||u(x) − 1
2
|x|2 − d log |x|| <∞ (11)
for some d. It follows from the proof of (1.9) in [6] that d = a2pi (see also (18) in the next
section). Let
w(x) :=
∫ |x|
0
√
s2 + a/πds.
It is clear that w satisfies (10) and (11). By the comparison principle, u ≡ w.
Indeed, the proof given in Case 2 can also be applied to show Case 1.
Theorem 1.6 is a consequence of Theorem 1.1.
Proof of Theorem 1.6. It is clear that u locally strictly convex in Rn \ Ω. Consequently, since
u = ∂u/∂ν = 0 on ∂Ω, we hace u > 0 in Rn \ Ω. Thus, if we extend u to be identically zero
(which is still denoted as u) in Ω, then u is convex in Rn and hence Ω is convex. Let u∗ be the
Legendre transformation of u given by u∗(y) = sup{x · y − u(x) : x ∈ Rn} for y ∈ Rn. Then
u∗ is C2 and locally convex in Ω∗ := ∂u(Rn \ Ω), and satisfies det∇2u∗ = 1 in Ω∗. We claim
that Ω∗ = Rn \ {0}. Indeed, since u is locally strictly convex in Rn \Ω and ∇u = 0 on ∂Ω, we
have that 0 6∈ Ω∗. Secondly, for every p ∈ Rn \ {0}, we can choose a positive constant C large
enough such that u(x) > l(x) := p · x − C . This is can be done because of the asymptotical
behavior of u in Theorem 2.1. Decrease C such that u(x) touches l(x) at x∗. Since p 6= 0,
x∗ ∈ Rn \ Ω. The claim is proved. By Theorem 1.1 for n ≥ 3 and the theorem of Jo¨rgens in
[18] for n = 2, Ω = ∂u∗(0) is an ellipsoid.
2.2 Asymptotical behaviors of solutions near the isolated singularity
Theorem 2.2. Let Ω be a bounded strictly convex domain in Rn with ∂Ω ∈ C4 and n ≥ 2,
f ∈ C1,1(Ω), f > 0 in Ω and ϕ ∈ C4(∂Ω). For any x0 ∈ Ω and a > 0, let u ∈ C(Ω) be the
unique generalized convex solution of the Dirichlet problem
det∇2u = f + aδx0 in Ω,
u = ϕ on ∂Ω.
(12)
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Then u ∈ C0,1(Ω) ∩ C3,αloc (Ω \ {x0}) for any α ∈ (0, 1). Moreover, we have
|∇2u(x)| ≤ C|x− x0| , (13)
where C > 0 depends only on Ω, n, a,minΩ f, ‖f‖C1,1(Ω), ‖ϕ‖C4(∂Ω) and dist(x0, ∂Ω).
The proof of Theorem 2.2 will be postponed to be shown in Section 4.2 (see Theorem 4.3).
We remark that ∂u(x0) is indeed a compact convex set in Rn. Moreover, the Lebesgue measure
|∂u(x0)|Hn = a. Since a > 0, u has a tangent cone at x0 whose level sets are convex. In [23],
Savin proved that those level sets are C1,1 regular.
Corollary 2.2. Let u be a smooth convex solution of det∇2u = 1 in B2 \{0} ⊂ Rn with n ≥ 2,
and g = uijdxidxj be a Riemannian metric. Then the completion of (B1 \ {0}, dg) is equal to
B1, where dg is the induced distance of g.
Proof. It follows from (13) that for every P ∈ B1 the length of the line segment connecting P
and 0 under g is less than C
∫ 1
0 x
−1/2dx, which is finite. Thus, dg can be defined in the whole
ball B1. Lastly, it is elementary to check that the extended distance function dg satisfies the
triangle inequality.
The geometric motivations of Theorem 2.2 and Corollary 2.2 can be found in Gross-Wilson
[13], Loftin [19], Loftin-Yau-Zaslow [20] and references therein.
3 Multiple isolated singularities
3.1 The space of global solutions
In this section, we study solutions of Monge-Ampe`re equations with multiple isolated singular-
ities. The solution counting result in Theorem 1.2 is restated in a more explicit way in Corollary
3.1.
Proposition 3.1. Let k ≥ 1. For any given positive numbers a1, · · · , ak and points P1, · · · , Pk
in Rn, there exists a unique generalized solution u of
det∇2u = 1 +
k∑
i=1
aiδPi in R
n (14)
with prescribed asymptotical behavior
lim sup
|x|→∞
|x|n−2|u(x)− 1
2
|x|2| <∞. (15)
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Proof. The uniqueness is clear, and we shall show the existence. The existence can actually
follow from Theorem 1.3, but we would like to provide a simpler proof for this particular case.
(i) We claim that there exists a unique solution ui of
det∇2ui = 1 + knaiδPi in Rn, (16)
with the asymptotical behavior (15). We only need to show the existence. As in the previous
section, one can find a radial symmetric (w.r.t. Pi) solution vi(x) = vi(|x−Pi|) of (16) satisfying
lim sup
|x|→∞
|x|n−2|vi(x)− 1
2
|x− Pi|2| <∞.
Then ui = vi + Pi · x− 12 |Pi|2 is a desired solution.
(ii) Let u = 1k
∑k
i=1 ui. It is clear that u satisfies (15). If x 6= Pi for all i, then
(det∇2u(x)) 1n ≥ 1
k
k∑
i=1
(det∇2ui(x))
1
n = 1.
Hence det∇2u(x) ≥ 1 in Rn. For any Borel set E ⊂ Rn, let I := {i : Pi ∈ E}. It follows that,
for sufficiently small ε > 0,
|∂u(E)|Hn = |∂u(E \ ∪i∈IBε(Pi))|Hn +
∑
i∈I
|∂u(Bε(Pi) ∩ E)|Hn
≥ |E \ ∪i∈IBε(Pi)|Hn +
∑
i∈I
ai.
Sending ε → 0, we have |∂u(E)|Hn ≥ |E| +
∑
i∈I ai. By the arbitrary choice of E and the
definition of Alexandrov solution, we verified
det∇2u ≥ 1 +
∑
i
aiδPi in Rn.
On the other hand, by the comparison principle, we have
u(x) ≤ 1
2
|x|2.
(iii) Choosing R large such that {P1, · · · , Pk} ⊂ BR(0). Let um, m = 1, 2, 3, · · · , be the
convex generalized solution of

det∇2um = 1 +
∑
i
aiδPi in BR+m,
um =
1
2
(R+m)2 on ∂BR+m.
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By the comparison principle, we have
u(x) ≤ um ≤ 1
2
|x|2 in BR+m.
Since um is convex, after passing a subsequence, um locally uniformly converges to some con-
vex function u in Rn. Thus, u satisfies (14) and (15).
Theorem 3.1. (i) Suppose that P1, · · · , Pk ∈ Rn, k ≥ 1, n ≥ 2 and u is a generalized solution
of (2). Then u can be uniquely extended to be a convex function in Rn and satisfies (14), where
ai = |∂u(Pi)|Hn . Furthermore, there exists A ∈ A and a linear function ℓ(x) such that
lim sup
|x|→∞
|x|n−2|u(x)− (1
2
xTAx+ ℓ(x))| <∞ if n ≥ 3,
lim sup
|x|→∞
|x||u(x)− (1
2
xTAx+ d log
√
xTAx+ ℓ(x))| <∞ if n = 2,
(17)
where
d =
1
2π
k∑
i=1
ai. (18)
(ii) Conversely, given a1, · · · ak ∈ [0,∞), P1, · · · , Pk ∈ Rn, A, ℓ as above, there exists a
unique generalized solution u of (14) with the asymptotical behavior (17).
Proof. When n = 2, the above theorem has been proved in [12]. We shall prove the case n ≥ 3.
The first part follows from Proposition 2.3 and Theorem 2.1. The proof of (18) is the same as
that of (1.9) in [6] and we omit it here. The second part follows easily from Proposition 3.1.
Let Ck be the set of all generalized solutions of (2) with k distinct non-removable singular
points, and C ′k be the set Ck modulo the affine equivalence.
Corollary 3.1. Let k ≥ 2 be an integer. Then for every u ∈ Ck, there exists a generalized
solution u˜ of
det∇2u˜ = 1 + δ0 +
k−1∑
i=1
aiδP˜i in R
n, (19)
with the behavior
lim sup
|x|→∞
|x|n−2|u˜(x)− 1
2
|x|2| <∞ (20)
such that u is affine equivalent to u˜, where a1, · · · , ak−1 ∈ (0,∞) and P˜1, · · · , P˜k−1 are some
distinct points in Rn with P˜i 6= 0, i = 1, · · · , k − 1.
Consequently, C ′k equals to the set of all solutions of (19) and (20) modulo the orthogonal
group O(n) and the symmetric group Sk−1, which can be identified as an orbifold of dimension
dn,k , where dn,k is given in (4).
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Proof of Corollary 3.1. By Theorem 2.1, u is affine equivalent to some u¯ ∈ Ck with asymptoti-
cal behavior (15). By Proposition 2.3, there exist positive numbers a¯1, · · · , a¯k, and P¯1, · · · , P¯k
in Rn such that
det∇2u¯ = 1 +
k∑
i=1
a¯iδP¯i in R
n.
By some translation and subtracting a linear function, we may assume that P¯k = 0. Let u˜(x) =
a¯
−2/n
k u¯(a¯
1/n
k x). It satisfies
det∇2u˜ = 1 + δ0 + a¯−1k
k−1∑
i=1
a¯iδP˜i in R
n,
and (20), which proves the first part of this corollary.
Consequently, C ′k equals to the set of all solutions of (19) and (20) modulo the orthogonal
group O(n) and the symmetric group Sk−1. If we denote
conf(m,n) := {(P1, · · · , Pm) ∈ Rmn : Pi ∈ Rn and Pi 6= Pj for i, j = 1, · · · ,m, i 6= j}
and (R+)k−1 = {(x1, · · · , xk−1) ∈ Rk−1 : xl > 0 for all l = 1, · · · , k − 1}, then C ′k can be
identified as
(
(R+)k−1 × (conf(k − 1, n)/O(n)))/Sk−1, which is an orbifold of dimension
dn,k given by
dn,k =
{
k − 1 + (k−1)k2 , if k − 1 ≤ n,
k − 1 + (k − 1)n − n(n−1)2 , if k − 1 > n.
3.2 A strict convexity property
We start with a lemma. For x ∈ Rn, we write x = (x′, xn) with x′ ∈ Rn−1.
Lemma 3.1. Let Ω ⊂ Rn be a bounded and convex domain with the origin 0 ∈ ∂Ω, 0 < λ <∞,
ϕ ∈ C(∂Ω) satisfying ϕ ≥ 0 on ∂Ω. Suppose u is a nonnegative generalized solution of
det∇2u ≥ λ in Ω
satisfying u = ϕ on ∂Ω. If ϕ(x) ≤ c|x|1+β near the origin for some c > 0 and β > 1− 2n , then
u > 0 in Ω.
Proof. We argue by contradiction. By some affine transformation, we may assume that for
en = (0
′, 1), 2en ∈ Ω and u(2en) = 0. By the convexity of u and that u(0) = 0, u(0′, xn) ≡ 0
for xn ∈ (0, 2). For all |x′| ≤ δ with sufficiently small δ, it follows from the convexity of u that
u(x′, 1) ≤ 0 + C1ϕ(z) ≤ C1 · c|z|1+β ≤ C2 · c|z′|1+β ≤ C3 · c|x′|1+β,
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where z is the intersection point of the ray 2en → (x′, 1) and ∂Ω, C1, C2, C3 depend only on
∂Ω, and we have used the fact ∂Ω is Lipschitz in the above inequalities. Using the convexity of
u again, we have for all (x′, xn) with sufficiently small |x′|, xn ∈ (0, 1),
u(x′, t) ≤ C|x′|1+β,
where C only depends on c and ∂Ω. Consider the cone generated by Cr := B′r(en) and 0
for r small, where B′r(en) = {(x′, 1) : |x′| ≤ r}. It is easy to see that the ellipsoid Er :=
{4|x′|2/r2 + (xn − 3/4)2 ≤ 1/16} ⊂ Cr. Let
v =
λ
1
n r2−
2
n
2 · 4n−1n
(4|x′|2/r2 + (xn − 3/4)2 − 1/16).
We see that det∇2u ≥ λ = det∇2v. By comparison principle, we have
−max
Er
u ≤ u−max
Er
u ≤ v in Er.
At x = 3en/4, we have
λ
1
n r2−
2
n
32 · 4n−1n
≤ max
Er
u ≤ Cr1+β.
Sending r → 0, we will obtain a contradiction if β > 1− 2/n.
Corollary 3.2. Let Ω be a bounded and convex domain with 0 ∈ Ω, Ω+ = Ω ∩ Rn+, ∂+Ω =
∂Ω ∩Rn+. Let u be a convex generalized solution of
λ ≤ det∇2u ≤ Λ in Ω,
u = f on ∂Ω,
where 0 < λ ≤ Λ <∞, f ∈ C(∂Ω) ∩C1,β(∂+Ω) with β > 1− 2n . Then u is strictly convex in
Ω+.
Proof. Suppose u is not strictly convex in Ω+ and let y1, y2 ∈ Ω+ be such that the segment PQ
is contained in the graph of u with P = (y1, u(y1)) and Q = (y2, u(y2)). Let ℓ be a supporting
hyperplane to u at (y1 + y2)/2 and let E := {z ∈ Ω+ : u(z) = ℓ(z)}. It follows from Theorem
1 in [3] that E∗ ⊂ ∂Ω+, where E∗ is the set of extremal points of E. Since the line segment
y1y2 ⊂ E, we have ∂+Ω ∩ E 6= ∅. Let z ∈ ∂+Ω ∩ E and v(x) = u(x + z) − ℓ(x + z). It
follows from Lemma 3.1 that v(y1 − z) > 0, which contradicts that u(y1) = ℓ(y1).
It is known that if f ∈ C1,β(∂Ω) for β > 1 − 2n then u is strictly convex in Ω. Lemma 3.1
and Corollary 3.2 assert that if f is C1,β on a portion of the boundary ∂Ω with β > 1− 2n , then
u is strictly convex in a corresponding portion of Ω.
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Proof of Theorem 1.4. It follows from Corollary 3.2 that u is locally strictly convex in Ω\C(Γ).
Now, let us discuss the case when n = 3 or 4. Suppose u is not locally strictly convex in
Ω \ L(Γ) and let y1, y2 ∈ Ω \ L(Γ) be such that the segment PQ is contained in the graph of u
with P = (y1, u(y1)) and Q = (y2, u(y2)). Let ℓ be a supporting hyperplane to u at (y1+y2)/2
and let E := {z ∈ Ω \ L(Γ) : u(z) = ℓ(z)}. First of all, u is convex in Ω by Corollary 2.1.
Secondly, it follows from the Theorem in [4] that u(x) 6= ℓ(x) for those x ∈ Ω not on the line
L containing y1y2. Hence, E∗ ⊂ L. Since y1y2 ⊂ Ω \ L(Γ), there exists y3 ∈ ∂Ω such that
y1, y2, y3 lie on the same line L and y2y3 ⊂ Ω \ L(Γ). It follows from Theorem 1 in [3] that
y3 ∈ E∗. This contradicts with Corollary 3.2.
Proof of Theorem 1.2. The first part of Theorem 1.2 follows from Corollary 3.1. We now prove
the regularity part. First, we know from [6] that for a solution u of (2), it is smooth outside of a
large ball. Then, it follows from Theorem 1.4 that u is locally strictly convex, and thus, smooth
away from the set of line segments each of which connects two singular points.
4 Line singularity
4.1 Existence of global solutions with measure data
In this section, we shall prove Theorem 1.3.
Theorem 4.1. Let f ∈ L1loc(Rn), f ≥ 0 in Rn, and the support of (f − 1) be bounded. Then
for every c ∈ R, b ∈ Rn, A ∈ A, there exists a unique convex Alexandrov solution of
det∇2u = f in Rn (21)
satisfying
lim
|x|→+∞
|E(x)| = 0,
where E(x) = u(x)− (12xTAx+ b · x+ c).
Proof. The uniqueness part follows from the comparison principle, and we will show the exis-
tence part.
The proof is similar to that of Theorem 1.7 in [6]. The difference is that we need to find a
proper subsolution so that the estimates depend only on the L1 norm of f instead of the lower
bound and L∞ norm of f .
By affine invariance of the equation, we may assume A = Id, b = 0, c = 0. We may also
assume (f − 1) is supported in B1/2. For R > 0, let uR be the unique convex Alexandrov
solution of {
det∇2uR = f in BR,
uR = R
2/2 on ∂BR.
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We will show that along a sequence R→ +∞, uR converges to a solution u of (21) satisfying
sup
Rn
∣∣∣∣u(x)− |x|22
∣∣∣∣ ≤ C, (22)
where C depends only on n and
∫
B1
fdx. In the following, we may assume that f is smooth
as long as the constants in our estimates depends only on n and
∫
B1
fdx, since otherwise we
can use mollifiers to smooth f and take the limit in the end. We may also suppose f is positive
in B1/2, since otherwise we replace f by f + εχ with a smooth cut-off function χ which is
supported in B1 and equals to 1 in B1/2 and send ε→ 0 in the end.
Let η be a nonnegative smooth function supported in B1/4 satisfying
∫
B1
ηdx = 1, and v1
be the smooth solution of {
det∇2v1 = f + aη in B1,
v1 = 0 on ∂B1,
where a > 0 will be chosen later. It follows from Alexandrov’s maximum principle (see [15])
that
v1 ≥ −c(n)
(∫
B1
f(x)dx+ a
) 1
n
=: −c0 in B1/2.
Let r = |x|,K1 = 4c03 ,K2 = (2K1)n, v2 = K1(r2 − 1) and
u(x) =
{∫ r
1 (τ
n +K2)
1
ndτ, r ≥ 1,
v1, 0 ≤ r < 1.
First of all, v1 ≥ v2 in B1/2. Secondly, we can choose a large such that det∇2v2 = K2 ≥ 1.
Hence, det∇2v1 ≤ det∇2v2 in B1 \ B1/2, and it follows from comparison principle that
v1 ≥ v2 in B1 \ B1/2. So v1 ≥ v2 in B1. Then u ∈ C0(Rn) ∩ C∞(B1) ∩ C∞(Rn \B1), u is
locally convex in Rn \B1,
det∇2u = 1 on Rn \B1,
det∇2u ≥ f on B1.
Moreover, we have
u ≥ v2 in B1, u = v2 on ∂B1, and lim
r→1−
|∂rv2| < lim
r→1+
|∂ru|. (23)
Also, since n ≥ 3, we have
sup
Rn
∣∣∣∣u(x)− |x|22
∣∣∣∣ < +∞.
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Define
u¯(x) =
{∫ |x|
1 (τ
n − 1)1/ndτ, |x| > 1,
0, |x| ≤ 1.
It follows that
sup
Rn
∣∣∣∣u¯(x)− |x|22
∣∣∣∣ < +∞.
Hence
β+ := sup
Rn
( |x|2
2
− u¯(x)
)
< +∞ and β− := inf
Rn
( |x|2
2
− u(x)
)
> −∞.
As Lemma 4.1 in [6], we shall show that
u(x) + β− ≤ uR(x) ≤ u¯(x) + β+ ∀x ∈ BR. (24)
Indeed, the second inequality of (24) follows from Lemma 4.1 in [6], since our choice of u¯ is
the same as the one in [6]. The first inequality of (24) follows from the proof of Lemma 4.1 in
[6], and we include it here for completeness. It is clear that for β very negative, we have
u(x) + β ≤ uR(x) ∀x ∈ BR.
Let β¯ be the largest number for which the above inequality holds with β = β¯. If β¯ ≥ β−, we
are done. Otherwise, β¯ < β−, and for some x¯ ∈ BR,
u(x¯) + β¯ ≤ uR(x¯).
In view of the boundary data of uR and the definition of β−, we have |x¯| < R. Since
det∇2u ≥ det∇2uR in BR \B1
and
det∇2u ≥ det∇2uR in B1,
we have, by the maximum principle, |x¯| = 1. But this is impossible in view of (23) and the
smoothness of uR. Hence, the first inequality of (24) holds.
Consequently, it follows from the convexity of uR that |∇uR| is uniformly bounded on every
compact subset of BR−1. Thus, along a sequence Ri → +∞,
uRi → u in C0loc(Rn)
for some convex function u. Hence u is an Alexandrov solution of (21) and satisfies (22).
Finally, it follows from Theorem 2.1 (i) and (22) that there exists c˜ ∈ R such that
lim
|x|→∞
∣∣∣∣u− |x|22 − c˜
∣∣∣∣ = 0.
Thus, u− c˜ is the desired solution.
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The proof of Theorem 1.3 follows from a standard approximation method.
Proof of Theorem 1.3. Suppose µ − 1 is supported in Br. Let {fi} be nonnegative L1loc(Rn)
functions with supp(fi − 1) ⊂ Br+1 such that
fi ⇀ µ
weakly in Br+2 and
∫
Br+2
fi(x)dx ≤ C for some C depending only on n and µ. Let ui be
the solution of (21) with fi instead of f as in Theorem 4.1. From the above we know that
|ui(x)− (12xTAx+ b · x+ c)| ≤ C for some C depending only on n and µ. Hence |ui|+ |∇ui|
are locally uniformly bounded. Passing to a subsequence (still denoted as {ui}), ui → u in
C0loc(R
n) for some convex function u, which is an Alexandrov solution of (5) . As in the end of
our proof of Theorem 4.1, there exists c˜ ∈ R such that u − c˜ is a desired solution. Finally, the
uniqueness part follows from the comparison principle.
Remark 4.1. This method also provides another proof of Proposition 3.1.
4.2 Regularity and asymptotical behaviors of solutions near the singularity
In this section we analyze the behaviors of solutions near the isolated singularity and the line
singularity. We will show that |∇2u(x)| = O(1/dist(x,Γ)) for x away from the singular set
Γ. This is the best we can have, since the solution in Theorem 1.1 is indeed of this rate. Our
proof makes use of Pogorelov estimates in a portion of the domain, which has been used before
in [29, 24] for boundary regularity of solutions of Monge-Ampe`re equations.
Theorem 4.2. Let Ω ⊂ Rn be a bounded smooth convex domain with n ≥ 2 and Γ ⊂⊂ Ω be
either a point or a straight line segment. Let f ∈ C1,1(Ω), f > 0 in Ω, u be a convex function
in Ω and u ∈ C2(Ω \ Γ) ∩C4(Ω \ Γ). If
det∇2u = f in Ω \ Γ,
then for x ∈ Ω \ Γ, we have
|∇2u(x)| ≤ C
dist(x,Γ)
, (25)
where C > 0 depends only on n, diam(Ω), ‖∇ log f‖L∞(Ω), ‖∇2 log f‖L∞(Ω), ‖∇u‖L∞(Ω)
and ‖∇2u‖L∞(∂Ω), but is independent of x.
Proof. By some translation and rotation, we may suppose that Γ lies on the x1-axis. We shall
use Pogorelov type estimates. For ε > 0, let
Ωn,ε = {x ∈ Ω : xn ≥ ε}.
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We first show that
(xn − ε)uii(x) ≤ C
for x ∈ Ωn,ε, where i = 1, · · · , n − 1 and C only depends on n, diam(Ω), ‖∇ log f‖L∞(Ω),
‖∇2 log f‖L∞(Ω), ‖∇u‖L∞(Ω) and ‖∇2u‖L∞(∂Ω). Let
U(x) = (xn − ε)u11e
1
2
u21 .
If U attains its maximum on ∂Ωn,ε, we are done. Suppose U attains its maximum at an interior
point x0 in Ωn,ε. By the linear transformation:
yi = xi, i = 2, · · · , n,
y1 = x1 −
n∑
i=2
u1i(x0)
uii(x0)
xi,
which leaves U , the equation and ‖∂1f‖L∞ , ‖∂11f‖L∞ unchanged (note that later we will only
differentiate the equation with respect to x1 twice), we may assume that u1i(x0) = 0 for i =
2, · · · , n. Let O be an orthogonal rotation which fixes x1 such that Ot∇2u(x0)O is diagonal.
Let v(x) = u(Ox) and
V (x) = ρ(x)v11e
1
2
v21 ,
where ρ(x) = eTnOx− ε with en = (0, · · · , 0, 1). Then V achieves its maximum at x¯0 = Otx0
in Ot(Ωn,ε) and ∇2v(x¯0) is diagonal. Thus, we have, at x¯0,
ρi
ρ
+
v11i
v11
+ v1v1i = 0,
−ρ
2
i
ρ2
+
v11iiv11 − v211i
v211
+ v21i + v1v1ii ≤ 0,
where we have used that ρ is a linear function. Let L be the linear operator at x0,
L :=
n∑
i=1
∂ii
vii
.
Since det∇2v = f(Ox), we have
L(v1) = ∂1 log f and L(v11) =
n∑
k,l=1
v21kl
vkkvll
+ ∂11 log f.
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Consequently, at x¯0, we have
0 ≥
n∑
i=1
− ρ
2
i
ρ2vii
+
v11iiv11 − v211i
v211vii
+
v21i
vii
+
v1v1ii
vii
=
n∑
i=1
− ρ
2
i
ρ2vii
+
n∑
k,l=1
v21kl
v11vkkvll
+
∂11 log f
v11
−
n∑
i=1
v211i
v211vii
+ v11 + v1∂1 log f
≥
n∑
i=1
− ρ
2
i
ρ2vii
+
n∑
i=2
v211i
v211vii
+ v11 +
∂11 log f
v11
+ v1∂1 log f
≥
n∑
i=1
− ρ
2
i
ρ2vii
+
n∑
i=2
1
vii
(
ρi
ρ
)2
+ v11 +
∂11 log f
v11
+ v1∂1 log f
= v11 +
∂11 log f
v11
+ v1∂1 log f,
where we used that ρ1 = 0. Hence v11 ≤ C , and thus, (xn − ε)u11 ≤ C in Ωn,ε, where C de-
pends only on n, diam(Ω), ‖∇ log f‖L∞(Ω), ‖∇2 log f‖L∞(Ω), ‖∇u‖L∞(Ω) and ‖∇2u‖L∞(∂Ω).
Similarly, we can show that (xn − ε)uii ≤ C in Ωn,ε for i = 1, · · · , n− 1.
Next, we shall show that
(xn − ε)unn ≤ C
in Ωn,ε. Let
W (x) = (xn − ε)unne
1
2
u2n .
If W attains its maximum on ∂Ωn,ε, we are done. Suppose W attains its maximum at an interior
point x0 in Ωn,ε. Let T be the linear transformation
yi = xi, i = 1, · · · , n− 1,
yn = xn −
n−1∑
i=1
uin(x0)
unn(x0)
xi,
and v(x) = u(Tx). Let
W˜ = (xn −
n−1∑
i=1
uin(x0)
unn(x0)
xi − ε)vnne 12 v2n ,
for x ∈ T−1(Ωn,ε). Then W˜ attains its maximum at x˜0 = T−1(x0) in T−1(Ωn,ε) and vin(x˜0) =
0 for i = 1, · · · , n − 1. Let O = (Oij) be an orthogonal rotation which fixes xn such that
Ot∇2v(x˜0)O is diagonal. Let w(x) = v(Ox) and
W = ρ(x)vnne
1
2
v2n ,
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where ρ(x) = (xn −
∑n−1
i,j=1
uin(x0)
unn(x0)
Oijxj − ε). Then W achieves its maximum at x¯0 =
O−1T−1(x0) in O−1T−1(Ωn,ε). By the same arguments as above, we obtain, at x¯0,
0 ≥ − ρ
2
n
ρ2wnn
+ wnn +
∂nn log f
wnn
+ wn∂n log f.
Hence, ρ(x¯0)vnn(x¯0) ≤ C , and thus, W ≤ C , where C > 0 depends only on n, diam(Ω),
‖∇ log f‖L∞(Ω), ‖∇2 log f‖L∞(Ω), ‖∇u‖L∞(Ω) and ‖∇2u‖L∞(∂Ω). So we can conclude that
(xn − ε)unn ≤ C in Ωn,ε.
By sending ε→ 0, we have that for all x ∈ Ω with xn > 0,
|∇2u(x)| ≤ C/xn.
Similarly, we can show that for all x ∈ Ω \ Γ, we have
|∇2u(x)| ≤ C
dist(x,Γ)
,
where C > 0 depends only on n, diam(Ω), ‖∇ log f‖L∞(Ω), ‖∇2 log f‖L∞(Ω), ‖∇u‖L∞(Ω)
and ‖∇2u‖L∞(∂Ω), but is independent of x.
Proof of Theorem 1.5. It is clear u is locally strictly convex, and thus, smooth away from Γ.
Hence, Theorem 1.5 follows from Theorem 4.2.
Finally, we study the Dirichlet problem with isolated and line singularities and show some
explicit dependence of the constant C in (25) from the give data.
Theorem 4.3. Let Ω be a bounded strictly convex domain in Rn with ∂Ω ∈ C4 and n ≥ 2,
f ∈ C1,1(Ω), f > 0 in Ω and ϕ ∈ C4(∂Ω), Γ ⊂⊂ Ω be either a point or a straight line segment
and µ be a finite Borel measure supported on Γ. Let u ∈ C(Ω) be the unique generalized convex
solution of the Dirichlet problem
det∇2u = f + µ in Ω,
u = ϕ on ∂Ω.
(26)
Then u ∈ C0,1(Ω) ∩ C3,αloc (Ω \ Γ) for any α ∈ (0, 1). Moreover, we have
|∇2u(x)| ≤ C
dist(x,Γ)
, (27)
where C > 0 depends only on Ω, n,minΩ f, ‖f‖C1,1(Ω), ‖ϕ‖C4(∂Ω), µ(Ω), and dist(Γ, ∂Ω).
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Proof. We divide the proof into several steps.
Step 1. C0 estimate.
Since u is convex, u ≤ max∂Ω ϕ. If u ≥ min∂Ω ϕ, we are done. Otherwise, let D = {u <
min∂Ω ϕ} ⊂ Ω. By the Alexandrov’s maximum principle, we have
|u(x)−min
∂Ω
ϕ|n ≤ C(n)diam(D)n−1dist(x, ∂D)
( ∫
D
f dx+ µ(Ω)
)
.
Hence |u| ≤ C0 for some positive C0 depending only on Ω, n, µ(Ω), ‖ϕ‖L∞(∂Ω) and ‖f‖L∞(Ω).
Step 2. C0,1 estimate.
Clearly, the harmonic extension h ofϕ in Ω provides an upper bound of u. We shall construct
a function which provides a lower bound of u. Let u1, u2 ∈ C3,α(Ω) be the solutions (see
[7, 29]) of
det∇2u1 = f in Ω,
u1 = ϕ on ∂Ω,
and
det∇2u2 = 1 in Ω,
u2 = 0 on ∂Ω,
respectively. Applying the Alexandrov’s maximum principle to u2, we see that there is a constant
A > 0 depending only on Ω, n, µ(Ω), dist(Γ, ∂Ω), ‖ϕ‖L∞(∂Ω) and ‖f‖L∞(Ω) such that for
u(x) := u1(x) +Au2(x)
sup
Γ
u ≤ inf
Γ
u.
On the other hand, u = u on ∂Ω and det∇2u > f = det∇2u in Ω \ Γ. It follows from the
comparison principle that u ≤ u in Ω. In conclusion, we have
h = u = u on ∂Ω and h ≥ u ≥ u in Ω.
Hence, for any x ∈ ∂Ω, |∂u(x)| ≤ C . Since u is convex, diam(∂u(Ω)) ≤ C1 for some C1 > 0
depending only on Ω, n, µ(Ω), dist(Γ, ∂Ω),minΩ f, ‖f‖C1,1(Ω), ‖ϕ‖C4(∂Ω).
Step 3. C2 estimates for approximating solutions uε on the boundary ∂Ω.
Let us consider the following approximating problem
det∇2uε = f + ηε(x) in Ω,
uε = ϕ on ∂Ω,
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where ηε is nonnegative and smooth, supp(ηε) ⊂⊂ Qε(Γ) := {x ∈ Ω : dist(x,Γ) < ε} and
ηε ⇀ µ weakly as ε→ 0. We may also assume f is smooth. Then, up to a subsequence, uε → u
in C0loc(Ω). Let θ =
1
10dist(Γ, ∂Ω). As in step 2, we can construct a subsolution u such that
det∇2u ≥ f +A in Ω,
u = ϕ on ∂Ω,
and u ≤ u− θ in ∂Qθ(Γ). Hence, we have u ≤ uε on ∂Qθ(Γ) for small ε. By the comparison
principle,
u ≤ uε ≤ h in Ω \Qθ(Γ) for all small ε.
Hence, |uε|C0,1(Ω) is uniformly bounded, and thus, uε → u in C0(Ω). Furthermore, since
det∇2uε = f in Ω \Qθ(Γ),
uε = ϕ on ∂Ω
for small ε, the C2 boundary estimate in Theorem 2.1 of [14] gives
|∇2uε| ≤ C on ∂Ω,
where C > 0 depends only on Ω, n, µ(Ω),minΩ f, ‖f‖C1,1(Ω), ‖ϕ‖C4(∂Ω) and dist(Γ, ∂Ω).
Step 4. C2 estimates for uε away from Γ and complete the proof.
It follows from Theorem 4.2 and the above three steps that for τ > 0 we have
|∇2uε(x)| ≤ C
dist(x,Γ)
∀x ∈ Ω \Qτ (Γ)
if ε is sufficiently small, where C > 0 depends only on Ω, n, µ(Ω), minΩ f , ‖f‖C1,1(Ω),
‖ϕ‖C4(∂Ω) and dist(Γ, ∂Ω). Sending ε→ 0 first and then sending τ → 0, we have
|∇2u(x)| ≤ C
dist(x,Γ)
∀x ∈ Ω \ Γ.
The rest of the theorem follows from Evans-Krylov theorem and Schauder estimates of el-
liptic equations. In conclusion, we complete the proof.
Remark 4.2. In fact, both Theorem 4.2 and Theorem 4.3 also hold for Γ being a convex set,
which follows from the same proofs as above.
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