A cable model of the linear properties of dendritic spines was generated using the Laplace transform technique. Analytical solutions for the voltages generated in the spine by a current impulse at the spine head were used in a numerical procedure for simulating the effect of a synaptic conductance change. The synaptic current produced by the conductance change was used as an input for evaluation of the postsynaptic potential and current injected into the dendrite at the base of the spine.
The primary effect of the dendritic spine was to attenuate synaptic current. This effect was produced by the high input impedance at axospinous synapses, which resulted in giant spike-like excitatory postsynaptic potentials (EPSPs) that approached the reversal potential of the synapse and thus reduced the potential gradient driving the synaptic current. Although virtually all of the synaptic current was transferred to the dendrite, it produced much smaller EPSPs there due to the low dendritic input impedance. Very small conductance changes produced near maximal synaptic currents in dendritic spines. The current attenuating effect of the spine was accentuated with brief synaptic transients and reduced with prolonged synaptic conductance changes. The size and shape of the spine head, and the diameter and boundary conditions of the dendrite had little or no effect on current attenuation for spines in the naturally occurring size range. The diameter and length of the spine stalk and the size and location of the spine apparatus were the key morphological factors determining the synaptic currents generated by axospinous synapses. Naturally occurring size and shape differences among dendritic spines produced large differences in synaptic potency when compared in a model spiny neuron based on the neostriatal spiny projection neuron. These differences were comparable to those produced by differences in synaptic location on the same neuron.
Each neuron's unique set of integrative properties is at least partly determined by its size and shape. Although the shapes of neurons are probably a factor in a wide variety of their cellular functions, the most well known effects are on spatial summation of synaptic inputs delivered to different regions of the cell. A number of theoretical predictions of the relative attenuation of synaptic potentials generated at different locations on well studied neurons have proven accurate in experimental tests (e.g., Rall et al., 1967; Iansek and Redman, 1973 Barrett and Crill, 1974; Tsukahara et al., 1975) . Because of these successes, the notion of weighting of inputs by synaptic location has become a generally accepted principle of neuronal organization. An attractive possibility suggested by this principle is that even the relatively subtle specializations of surface morphology traditionally used to characterize neuron types may directly reflect the special functional properties of the neurons possessing them. While there are more elaborate neuronal surface specializations, the most common are short thin appendages arising from dendrites or somata and receiving only one or a few synaptic contacts. On many neurons in mammalian forebrain and on Purkinje cells of cerebellar cortex these are called dendritic spines, and they have a very stereotyped structure and distribution on the dendrites. More variably shaped but similar postsynaptic specializations found throughout the brainstem and spinal cord may be located on somata or dendrites (for   281   282 Wilson Vol. 4, No. 1, Jan. 1984 review see Scheibel and Scheibel, 1968) . In all cases examined in detail the spines have proven to be specialized zones of synaptic contact, and synapses are often scant or absent along the intervening neuronal membrane (e.g., Gray, 1959) .
Since the suggestion was made by Chang (1952) that dendritic spines might attenuate synaptic potentials, numerous authors have speculated on the relative effectiveness of axospinous and axodendritic synaptic contacts. More recently, a number of more detailed theoretical discussions of dendritic spines have emphasized various aspects of the idea that the high longitudinal resistance of dendritic spines might affect synaptic transmission (Llinas and Hillman, 1969; Diamond et al., 1970; Rall, 1974 Rall, , 1978 Jack et al., 1975; Shepherd and Brayton, 1979; Rinzel, 1982; Koch and Poggio, 1983) . At the same time evidence from many sources has indicated that dendritic spines may change shape and size in response to changing physiological conditions or pathological states (e.g., Globus and Scheibel, 1967; Valverde, 1967; Purpura, 1974; Van Harreveld and F&ova, 1975; Coss and Globus, 1978) . Most of the theoretical simulations have employed constant rather than time varying inputs, however, and in all the results suggested that synaptic effects on dendritic spines may depend critically upon several geometrical and electrical characteristics. The interpretation of the empirical data on spine shape changes thus requires that new attention be paid to two problems. It is necessary to obtain the most accurate possible measurements of the dimensions of dendritic spines and the electrical properties of the spine membranes. It is also desirable for theoretical simulations to be applied to specific cases as carefully and accurately as possible so that testable quantitative predictions can be made. Because of the difficulty of obtaining estimates of many of the variable quantities, however, it is important to identify the most critical parameters and those that may have little effect on the predicted outcome.
A general examination of all of the relevant passive parameters was the aim of the work reported here. The method is exactly that described by Jack et al. (1975) , but it has been extended to include transient synaptic conductances. The range of morphological variables was derived from measurements of dendritic spines of rat neostriatal spiny neurons (Wilson et al., 1983) . Membrane electrical parameters were based on measurements from these same cells but were extended to cover a range suitable to a large variety of spiny mammalian neurons.
Materials and Methods
Assumptions and notation. The dendritic spine was treated as consisting of two spatially distributed compartments as shown in Figure 1 . The spine head was considered to be isopotential and so could be treated as a simple parallel RC network with its diameter as its single geometrical parameter. The spine stalk and each of the two dendritic segments were assumed to be uniform cylinders of passive linear membrane. The extracellular fluid was treated as isopotential. Equalization of membrane potential around the circumference of the cylindrical compartments was assumed to be rapid compared to longitudinal spread, allowing application of onedimensional cable theory (Rall, 1969) . These assumptions are the ones generally employed in models of passive membrane properties, and they have been discussed at length by others (e.g., Jack et al., 1975; Rall, 1977) . In addition to these, however, the dendrites were treated as identical and infinite in length. This led to considerable simplification of the solutions to the characteristic responses and was considered acceptable because the properties of the spine rather than the dendrite were in question. The problem of dendritic termination was considered separately as described under "Results."
Characteristic responses. Analytical solutions to the voltage response across the membrane of the spine head and at the junction of spine stalk and dendrites (spine base) and the current response at the base of the spine upon occurrence of a current impulse (Dirac delta function) were obtained using the Laplace transform method. The solutions are closely related to those of Jack and 
,c, brie-X32 
(21
The parameter a is analogous to pm of and p of Rall (1959) and represents the stalk to head conductance ratio if the stalk were infinitely long. The other parameter b is related to the branching ratio of Rall and Rinzel (1973) and defines the relationship between the diameters of the stalk and the two dendritic segments. When the dendrites become vanishingly small, b = -1 and the solutions reduce to those obtained by for an isopotential soma (represented by the spine head) attached to a single short dendrite (the spine stalk) with an insulated termination. If the dendritic input conductance becomes infinitely large, b = 1 and the solutions reduce to the model for the same arrangement but a shorted dendritic termination. If b = 0 the dendrites can be treated as an equivalent cylinder of the same diameter as the spine stalk. The spine and dendrite are then electrotonically continuous, and the solutions are those of an isopotential sphere attached to a semi-infinite cable dendrite (Rall, 1960; . A similar result is obtained if stalk length becomes vanishingly short (see "Appendix") or at values of time sufficiently long to allow equalization of charge over the spine membrane (see below). If the ratio a becomes large enough (the spine head conductance becomes vanishingly small), the solutions reduce to a much simpler form. 
These simplified forms of the solutions are presented because they were found to be adequate to describe nearly all of the predicted properties of spines in the naturally occurring range of spine head diameters (see "Results"). Finally, when sufficient time has passed to allow equalization of charge over the entire spine membrane,
Yefpnerfc [ Yfi] 1 (8) where
and erfc is the complementary error function.
These solutions are of practical importance because all of the previous series converge more slowly with larger values of time, and they become especially difficult when the spine becomes isopotential. Because of the small surface area of the spine, this generally occurs rapidly in comparison to charge redistribution times on the larger dendritic surfaces. To save computation time and avoid rounding errors in the long series approximations, convergence to these asymptotes was monitored and they were employed to complete characteristic responses to the required values of T (0.2 to 1.0). Figure 2 is an example showing the head and base voltage responses of a long thin spine for which equalization of charge occurs relatively slowly. The asymptotic curve is also shown. The usefulness of the asymptotic solution is evident from the convergence of the base solution and the nearly complete convergence of the head solution to the asymptote by 0.02 membrane time constants.
Synaptic conductances and synaptic currents.
Excitatory synaptic activation was simulated by a time varying conductance added to that of the head membrane. Through this synaptic conductance could flow currents proportional to the conductance and to the difference between the membrane potential and a synaptic reversal potential. This latter was always 70 mV positive to the resting potential. Synaptic currents and postsynaptic potentials at the spine head were evaluated in a stepwise fashion from the characteristic voltage response at the spine head and the synaptic conductance. The synaptic current at each time point was calculated using the membrane potential already calculated for that point.
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Wilson Vol. 4, No. 1, Jan. 1984 This current was then used to obtain the value of the membrane potential at the next time point and so on, as indicated below. The time varying synaptic current produced in this way was used to generate driven base voltage and base current responses from the appropriate characteristic responses by numerical convolution. Synaptic conductances were generated using the so-called alpha function (e.g., and are shown in Figure 3 . Computational methods. Characteristic responses for head voltage, base voltage, and base current were evaluated on a CDC 6400 or a PDP-11/03 computer using double precision arithmetic. Parabolic cylinder functions were generated by the backward recursion method described by Abramowitz and Stegun (1970, pp. 697-700) . Convergence of infinite series solutions was evaluated using the criterion that the last term must make a less than 0.1% change in the series approximation. Convergence to the asymptotic solutions was evaluated using a (Abramowitz and Stegun, 1970, pp. 297-298) .
All computations except those involving the Rinzel and Rall (1974) In the latter case the first one or two time intervals in the characteristic responses were corrected using more accurate estimates obtained by averaging the responses calculated with shorter time intervals. This was necessary because of the importance of the fast components of the characteristic responses, especially at the spine head.
Results
Waveform of the synaptic conductance. An example showing the effect of a transient synaptic conductance change at the head of a dendritic spine in the naturally occurring size range is shown in Figure 4 . In this example a conductance reaching its peak amplitude of 5 nS at 0.02 time constants after its onset (LY = 50) was placed on the spine head membrane. Despite its small amplitude, this conductance change produced a local EPSP with a peak amplitude of almost 25 mV and a time course almost identical to the conductance change. This spikelike EPSP owed both its large amplitude and rapid time course to the high input resistance and rapid redistribution of charge that are characteristic of dendritic spines. The dendritic spine thus should exhibit a very high input impedance even to the high frequency components of the input waveform which would otherwise be shunted by the capacitance of the dendrite. The dendrite is unaffected by this, of course, and these components of the EPSP are lost from the synaptic potential as it occurs at the spine base. The dendritic input impedance is much lower than that of the spine at all frequencies, and the base EPSP shown in Figure 4 is much lower in amplitude than that at the spine head. The small area of the dendritic spine membrane does not allow a significant loss of charge through its resistance. In the case shown in Figure 4 , the current flowing across the synaptic conductance was within 1% of that flowing into the dendrite at all times except very early time points when both currents were very small (not shown). The difference between spine head and base synaptic potentials resulted strictly from the difference in their input impedances. If the same synaptic current generated by the axospinous synapse were placed directly into the dendrite, it would produce the same postsynaptic potential as that produced at the spine base. Thus, if synapses were simulated using a predetermined synaptic current as input, the dendritic spine would appear to have no effect on the EPSP as it would occur in the dendrite or at the soma of the spiny neuron.
The large amplitude of the spine head EPSP shown in Figure 4 suggests that axospinous synapses may exhibit severe non-ohmic behavior that would modify synaptic current, however. As the membrane potential at the spine head approaches the synaptic reversal potential, it will reduce the potential gradient responsible for the synaptic current. Increases in synaptic conductance under these conditions will produce less than proportional increases in synaptic currents. If this nonlinearity occurs on the spine but less or not at all on the dendrite, the spine will act to attenuate synaptic currents and synaptic potentials. Simulated dendritic spines over a wide range of sizes and shapes and electrical parameters exhibited severely nonlinear behavior with increases in synaptic conductance. An example is shown in Figure 5 (A and B). To make these figures, synaptic currents were generated with and without the nonlinearity produced by the synaptic potential (to remove the nonlinearity, Vj = 0 for all j in the current equation, equation 9 under "Materials and Methods"). This is equivalent to comparing a synaptic conductance change to a current injection as input to the dendritic spine. The current attenuating effect of the high input impedance of the axospinous synapse is evident in Figure 5A over the entire range of conductances examined (peak amplitudes from 0.1 to 10.0 nS). Head and base EPSP amplitudes reflected this decrease in synaptic current (Fig. 5B ). The linear (dashed) relationship for base current is approximately the result that would be obtained for an axodendritic synapse over the same range of synaptic conductances. This is because base current is nearly identical to synaptic current and because the dendritic input impedance to these fast transient inputs is relatively low. The EPSP attenuating effect of the dendritic spine, shown as the deviation of the base EPSP from the dashed curve, is, like the synaptic current attenuation that causes it, primarily the result of nonlinearity inherent in the generation of synaptic potentials by conductance changes. It is thus increased disproportionately by increases in synaptic conductance, as can be seen in Figure 5B .
It should be noted that the synaptic conductances used here are very small by most standards. For comparison, the conductance change resulting from a single quanta1 event at the frog's neuromuscular junction is about 100 nS, and that of a single open channel is between 0.01 and 0.1 nS (Takeuchi, 1977) .
The effects of changes in the duration of the synaptic conductance are illustrated in Figure 5 , C and D. Over the entire range of synaptic durations, increases in duration of the conductance change increased EPSP amplitudes in both spine head and base and decreased peak synaptic currents. The increased EPSP amplitudes in these cases resulted from the increased input impedance of both spine and dendrite at the lower frequencies contained in the longer duration synaptic transients. For very short durations ( QI less than about 50)) this tendency was exaggerated due to the reactance of the spine membrane, which becomes significant with very short inputs. This was accompanied by a deviation of the curves for spine head and base EPSPs from their normal parallel trajectory (Fig. 50) . Over the rest of the range of transients studied (up to CY = lo), head and base EPSPs increased gradually with synaptic transient duration and peak current was affected litte. The maximal reduction in peak synaptic current and the maximal peak EPSP amplitudes achieved with an indefinitely prolonged conductance are also shown. The relatively small change in peak synaptic current observed over the examined range of transient synaptic conductances is an indication of an insenitivity of the current attenuating effect of the dendritic spine to small changes in the input duration. Over this range, the conductance change is relatively slow compared to the time course of charge redistribution on the spine, and it is rapid compared to the time course of dendritic charge redistribution. In this range of synaptic conductance change durations, the dendritic spine is most effective at producing finely graded changes in synaptic potency with changes in shape, as described below.
an increase in synaptic current. This did occur, as indicated by the dashed lines in Figure 6 . Increases in head diameter past about 0.5 pm generally led to increases in synaptic current, especially with the longest (highest resistance) spine stalks. A much smaller, barely noticeable (in Fig. 6 ) increase in current was obtained with a simple varicosity, or spine head attached directly to the dendrite (stalk length = 0.0). At the same time, however, the increase in membrane surface area offered greater opportunity for leakage of current across the spine head membrane. This effect was also most pronounced in spines with the longest stalks, because of the slower removal of charge from the spine membrane by redistribution onto the dendrite. These two effects of large head diameter were thus directly opposed, and the resulting current injected into the dendrite was almost unaffected by changes in head diameter over the range from zero to 1.5 pm (Fig. 6, solid line) .
Synaptic currents and spine base currents deviated substantially from each other only in the cases of spines with head diameters exceeding 0.5 pm. Even in those cases base currents were very close to those obtained with small spine heads. In the data presented in all subsequent figures spine head diameter was set at 0.35 pm or less and will not usually be noted. Synaptic current in those figures is interchangable with base current.
Stalk length and diameter. The dimensions of the spine stalk were the most critical variables determining the attenuation of synaptic currents by dendritic spines. An example showing the effects of stalk diameter and stalk length over the ranges appropriate for neostriatal neu- It should be recognized that the ability of axospinous synaptic currents to evoke potential changes in the dendrite at a distance from the spine (for example, at the soma) is critically dependent upon the duration of the current as well as its amplitude. Small prolonged synaptic currents may produce much greater somatic PSPs than large but very brief ones, depending upon the electronic properties of the dendrites. This is just as true for axodendritic synapses, however, and does not reflect any attribute of the spine. In comparisons of synaptic effectiveness presented below, conductance durations will be kept constant unless otherwise noted, to allow use of peak current as an index of synaptic potency. Spine head diameter. Increases in the surface area of the isopotential spine head (with no change in the peak Figure 6 . The effect of spine head diameter on peak synaptic current (dashed lines) and current injected into the dendrite synaptic conductance) should be expected to decrease (solid lines). Four spine stalk lengths are shown. Note the the input resistance of that compartment, resulting in relatively small effect of the spine head on spine base current.
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Wilson Vol. 4, No. 1, Jan. 1984 rons is shown in Figure 7A . Spines of all lengths shared approximately the same maximal synaptic current achieved with very large stalk diameter. This maximal current was primarily determined by the conductance change parameters and the characteristics of the dendrite. It is very close to the current that would occur if the synaptic conductance were located directly on the dendrite. For long stalks this maximal current was achieved at much larger values of stalk diameter than required for short spines. With extremely fine stalk diameters outside the naturally occurring range, the synaptic currents for spines of all lengths approached zero and each other.
The key role of stalk dimensions was the most robust aspect of the model, being reproduced over a wide range of peak synaptic conductances, membrane and cytoplasmic resistivities (see below), and dendrite and spine head dimensions. It was also relatively persistent in the face of changes in synaptic conductance durations over the range of those shown in Figure 3 . With very prolonged synaptic conductances, however, the large difference in the rate of charge redistribution in the spine and dendrite becomes unimportant. As a result, the dendritic input resistance becomes an important factor, and relative importance of the spine stalk is diminished. This is shown in Figure 7B as a decrease in the maximal peak synaptic current and concurrent loss of the range of spine stalk diameters which can effectively attenuate synaptic current. Thus, small differences in spine stalk dimensions within the naturally occurring range will produce large differences in synaptic transmission only with transient synaptic conductances. More prolonged and especially steady conductances will be much less affected by spine geometry. The reduction in amplitude of the peak synaptic current with prolonged synaptic conductance is of the same type as that shown in Figure 5C and does not necessarily represent a less effective synaptic current from the point of view of the soma. Intracellular resistivity and the spine apparatus.
An especially difficult parameter to estimate from experimental data is the resistance of the intracellular compartment. Even when the average cytoplasmic resistivity can be measured directly, it cannot be assumed that this will be an accurate estimate for another region of the same cell or even for a small portion of the measured volume where organelles of a particular kind may be aggregated or cytoskeletal components may be specially organized. Direct measurements of axoplasmic resistivity in invertebrate giant axons reviewed by Rall (1977) vary from 30 to 200 ohm-cm. The effect of cytoplasmic resistivity on current attenuation in dendritic spines was studied over this range. An example is shown in Figure  8A . In that figure peak current is plotted against stalk diameter as in Figure 7 . Comparison with Figure 7A shows that decreasing the intracellular resistivity had approximately the same effect as decreasing the spine length. This similarity was especially pronounced with very long or very thin spines, for which the resistance of the stalk far outweighs any change in the dendritic input and there was a small deviation from the simple relationship with length. Electrotonic lengths of spine stalks are proportional to the square root of their cytoplasmic resistivities, and the length of a spine required to produce an important attenuation of synaptic currents is thus dependent upon the resistance of the cytoplasm. Anything that selectively increased the resistivity of the spine stalk cytoplasm would be effectively increasing the length of the spine. A large proportion of some spines, and probably some proportion of all dendritic spines, is taken up by the enclosed space of a membranous organelle, the spine apparatus (Gray, 1959) . In some cases it may occupy well over half of the volume of the spine stalk, and in places it may nearly occlude the cytoplasmic space. Although it may have other functions (e.g., Wilson et al., 1983) , it is almost certainly an obstacle to intracellular current flow. Although this has not been demonstrated directly, it may be inferred from the complete enclosure of the interior compartment of the spine apparatus by a single continuous membrane separating it from the current-carrying portion of the cytoplasm. Its presence will thus be expected to increase the intracellular resistivity and the effective length of the spine stalk, and it will do this to a degree depending upon the proportion of the spine neck volume it occupies. This effect is shown in Figure 8B in which a moderately large spine apparatus occupying half the volume of the spine stalk was simulated as a doubling of the intracellular resistivity of the stalk. No such effect was obtained using specific increases in cytoplasmic resistivity of spine heads or dendrites to simulate the presence of the spine apparatus or other membranous organelles in these compartments.
Membrane resistiuity. The membrane resistivity of dendritic neurons is determined from experimental measurement of the whole neuron resistance. This value is usually derived from voltage deflections produced by low-amplitude, long-duration current pulses applied into the soma from an intracellular electrode. To extract membrane resistivity from the whole neuron input resistance, an electrotonic model of the neuron must be constructed, and the estimate of membrane resistivity will be no more accurate than the model. The input resistance of neostriatal spiny neurons ranges from 10 to 20 megohms as measured in uiuo in cat (Sugimori et al., 1978) and rat (C. J. Wilson, unpublished observations) and in rat neostriatal slices in vitro (T. Kita, H. Kita, and S.T. Kitai, personal communication). Using an isopotential soma 15 pm in diameter and six dendritic trees treated as 25pm passive uniform cables of infinite 290 Wilson length, Sugimori et al. (1978) arrived at an estimate of 8000 ohm-cm* for the membrane resistivity of these cells. Repeating those authors' calculations but using dendrites terminated at a distance of 200 pm from the soma yields a value of about 1600 ohm-cm*. Similar estimates are obtained using the model favored here, in which the proximal branch points are ignored and the neuron is considered to have about 25 dendrites of 0.75 pm diameter. Probably it is only safe at this point to conclude that the neostriatal spiny neuron has a membrane resistivity between 1000 and 8000 ohm-cm'.
If a passive cable is terminated by a high resistance, increasing its membrane resistance increases its input resistance both by increasing its length constant (and so bringing that, high resistance effectively closer to the input) and by decreasing the leakage current across its membrane. If a dendrite is terminated by a lower resistance, increasing its membrane resistance may have a much less pronounced effect, since it is bringing that low resistafice electrotonically closer to the input, despite the decreased leakage across the membrane. The spine stalk is terminated by the lower impedance of the dendrite. Both the dendritic and the spine stalk leakage currents are decreased with increased membrane resistance. The dendritic input impedance is increased, but the spine stalk is effectively shortened. These two effects oppose each other. The net result, as shown in Figure 9 , is that membrane resistivity has very little influence on the input impedance at axospinous synapses or on the synaptic currents generated by those synapses. The peak synaptic current generated at an axodendritic synapse is also shown in Figure 9 , and it is also relatively unaffected by membrane resistivity over the range used in these calculations.
In this case, however, it is because the dendritic synaptic potentials are small enough that synaptic current is independent of input impedance.
It should be mentioned that in these simulations the conductance waveform was modified for each value of membrane resistivity to take into account the effect of membrane resistance on the time constant. This was required because the conductance waveform used in these simulations was defined in units of the time constant. To keep the duration of simulated synaptic action constant in absolute time units, alpha was increased and decreased by the same proportion as the membrane resistance (using CY = 50 at a membrane resistivity of 2000 ohm-cm" as the starting point). What evidence is available indicates that the time course of synaptic conductance does not co-vary with membrane time constant of the postsynaptic cell (e.g., ). Dendritic diameter. For dendritic spines to attenuate synaptic current beyond that which would occur at an axodendritic synapse, the spine stalk must substantially increase the input impedance at the synaptic site. This will necessarily depend to some degree upon the dendrite as well as the spine. For the infinitely long dendrite, the only parameter not already considered is cross-sectional diameter. In Figure 10 the effect of dendritic diameter on synaptic current is shown for an axodendritic synapse and for three different dendritic spines. In all cases synaptic current increased with dendritic diameter over a range of small diameters, after which further increases Vol. 4, No. 1, Jan. 1984 Membrane Resistivity (ohm-cm*) Figure 9 . Relative independence of the current attenuating effect of dendritic spines and membrane resistivity. The current attenuating effect of dendritic spines is represented by the distance between the curves. The time course of the synaptic conductance change was adjusted to be constant in absolute time units, using (Y = 50 and a membrane resistivity of 2000 ohm-cm' as a standard.
had relatively little effect. Dendritic diameter always had the greatest effect on axodendritic synapses, and the maximal synaptic current in these occurred when dendrites were large enough that synaptic potentials were small compared to the driving potential and so the synapses behaved linearly. Axospinous synapses were less dependent upon the dendritic diameter and reached their maximum synaptic current with smaller dendrites. In their cases the maximal current occurred when the dendritic input impedance became too small to contribute significantly to that imposed by the spine stalk. The current attenuating effect of the spines, represented by the divergence of the curves in Figure 10 , was already well developed for dendrities 0.25 pm in diameter and was relatively unaffected by increases in dendritic diameter beyond about 1.0 pm.
Dendritic termination. The length of the postsynaptic dendrite and its mode of termination were not treated analytically in the model used here. The relative independence of axospinous synaptic currents from dendritic diameter and the large difference between the time courses of charge distribution on the spine and dendrite allowed an approximation of the effects of dendritic termination, however. For dendrites of sufficient length that redistribution of charge on the spine is much more The Journal of Neuroscience Dendritic Spine Model 291 rapid than redistribution on the dendrite, the terminated dendrite solutions of can be used as asymptotes for the characteristic responses. The resulting characteristic responses are good approximations to the responses for spines on similarly terminated dendrites. For spines and dendrites in the size ranges used here, such approximations were found to be possible for dendrites of 50 pm length or longer. Using the characteristic responses obtained as just described, the effects of dendritic termination were studied for spines placed in one or two dendrites ranging in length from 50 pm to infinity. Dendritic length over this range had little appreciable effect on synaptic currents at axospinous synapses. Less than a 5% error occurred when the infinite dendrite was used to estimate peak synaptic or base currents fro the three spine sizes used in Figure 10 placed midway along a lOO-pm dendrite with insulated terminations. A less than 10% error in peak currents was obtained for a spine placed on one end of a single 50-pm dendrite with an insulated termination at the other end. Thus, the model presented here is valid for a wide range of spine shapes and dendritic arrangements, and it can be shown to hold as long as the spine is attached to at least one dendritic segment with a diameter of 0.25 pm or greater and a length of at least 50 ym.
Effect at the soma. The independence of axospinous synaptic currents from the subtleties of branching and Figure 10 . Effect of dendritic diameter on synaptic current at axodendritic (uppermost curve) and axospinous (lower three curves) synapses. The current attenuating effect of spines is represented by the distance between these curves. Dendritic diameter becomes relatively unimportant with dendrites over 0.5 pm in diameter.
termination of the dendritic tree does not extend to the postsynaptic potentials generated by those currents. The spine base synaptic potentials, for example, varied greatly in the above decribed simulations with changes in dendritic diameter and termination conditions that did not produce any appreciable change in the current injected into the dendrite. In some cases those postsynaptic potentials may be of interest, but usually it is the potential at the cell body that is of primary concern. For spines that do effectively control synaptic current independently of the dendritic conditions, it is possible to simulate the effect of axospinous synaptic activation on any neuron model using this synaptic current as the input. The results from a variety of spine shapes can be directly compared to axodendritic synaptic effects in the same neuron model. Figure 11A shows an example using the dendritic neuron model introduced by Rinzel and Rall (1974) with zero order of branching and parameters set appropriately for neostriatal spiny neurons. The distance between the axospinous synapse and the origin of the dendrites was varied to examine the effect of position in the dendritic field. The changes in PSP waveform at the soma were similar to those expected for any brief current injected into models of this sort (Rinzel and Rall, 1974) . Shape indices of axospinous synapses did indicate a more distal location for these synapses than for axodendritic synapses at the same distance from the soma, but otherwise all contacts produced similar PSP waveforms. The conductance changes were the same in all these simulations, and the small changes in waveform that were attributable to the spine were due to a slowing of the current injection into the dendrite compared to that occurring at axodendritic synapses.
The results of simulations with the Rinzel and Rall model comparing three spine shapes and axodendritic synapses at various locations are shown in Figure 11B . The current attenuating effect of dendritic spines produced differences in somatic EPSP amplitudes at all locations on the dendrites. The magnitude of these differences was comparable to that produced by position in the dendritic field.
A second effect of dendritic spines is also illustrated in Figure 11B . Because they isolated their synapses from the input impedance of the dendrite, they decreased the extent to which synaptic currents depended upon synaptic location. For axodendritic synapses, two different mechanisms contributed to the reduction of somatic EPSP amplitudes observed as the synapse was placed on more distal dendritic locations. One of these was the decrement of responses produced by applied currents through redistribution of charge along the membrane and by leakage currents. This mechanism also attenuated axospinous EPSPs as they were conducted to the soma. The second was a current attenuation due to the increased input impedance of dendrites at synaptic sites more distant from the soma (e.g., MacGregor, 1968; Rall and Rinzel, 1973) . This second factor did not act on axospinous synapses. The difference can be seen in Figure 11B by the relatively constant amplitude of axospinous EPSPs beyond about 80 pm from the soma and continuing to the end of the dendrite. This effect would be even more pronounced in more complex neuronal Vol. 4, No. 1, Jan. 1984 Figure 11 . A, Application of spine-generated synaptic currents to a dendritic neuron model. The Rinzel and Rall neuron model was used to simulate a neostriatal spiny neuron with 25 dendrites of 200 pm length and one axospinous synapse located on one dendrite at a variable distance from the soma. The somatic EPSPs generated at three different distances from the soma are shown at the right. Their time courses are similar to those expected for any transient current injection. The spine in this case was the 1.5 pm length spine in B. B, The peak somatic EPSPs generated by the model illustrated in A for three different spines and an axodendritic synapse. The effect of spine shape is apparent at all distances from the soma. For neostriatal neurons, dendritic spines and excitatory synapses are excluded from the first approximately 25 pm of dendrite. This is the region in which synaptic location is most important. models with tapering dendrites or higher orders of feet on the somatic membrane potential, but synapses branching. The result was a de-emphasis of synaptic on spines located in the midportion or distal portion of location in the dendritic tree as a weighting factor of the dendritic field became about equally weighted. For axospinous synapses. Axospinous synapses on somata neurons that exclude axospinous and axodendritic excitand very proximal dendrites retained their powerful ef-atory synapses from their most proximal dendritic re- Linear cable models like the one presented here rely heavily on the assumptions of linearity and uniformity of dendritic membrane. Both assumptions have been seriously challenged by recent neurophysiological findings (Spencer and Kandel, 1961; Anderson and Lomo, 1966; Llinas and Nicholson, 1971; Schwartzkroin and Slawsky, 1977; Traub and Llinas, 1979; Wong et al., 1979; Llinas and Sugimori, 1980 a, b) . Until the membrane properties of individual dendritic spines can be measured directly, the validity of these assumptions must be in doubt. This is especially acute for dendritic spines because of the finding that large amplitude fast transient EPSPs are expected to occur on the synaptic membrane. Such large displacements of the membrane potential are likely to evoke active currents in neuronal membrane capable of generating them. The possible existence of action potentials in dendritic spines has been suggested by Diamond et al. (1970) , who recorded spike-like activity from their intermediate unit, believed to be a dendritic spine on a motoneuron. It is possible, of course, that such a signal could in fact be a fast spike-like EPSP as predicted by the passive model. If action potentials do occur on dendritic spines but do not spread down the stalk or to the dendrite (because of the lower dendritic input impedance), they should behave in a manner very similar to that described here for synaptic potentials. Currents generated by active conductances should be attenuated in the same way as those of synaptic conductances. The same temporal and spatial parameters of the spine and the conductance change will determine the current injected into the dendrite.
The results of the present model also indicate that nonuniformity of the linear membrane and cytoplasmic parameters will produce predictable quantitative changes in the behavior of the system without altering its general form. Some deviations from uniformity are expected from morphological findings and so are of special interest. The possible effect of the spine apparatus on the intracellular resistance in the spine stalk is one of these. If this organelle is subject to changes in size or position in the spine, these changes may be expected to produce large changes in synaptic transmission at that location. Those changes would probably be mistakenly attributed to a change in transmitter release or receptor sensitivity. Spatial nonuniformity of membrane resistance on the spine stalk could also have a profound effect on the degree to which spines attenuate synaptic current. Especially interesting is the possibility that membrane resistance may be locally affected by substances released in conjunction with neurotransmitters or diffusing in the extracellular space. Spine stalks are electrotonically shortened or lengthened by changes in membrane resistance. Changes in the effectiveness of synaptic transmission due to the action of membrane resistance modulating substances will also be misinterpreted if the cable properties of dendritic spines are ignored in the analysis.
Synaptic interactions.
One known situation in which the membrane resistance of the spine is sure to undergo radical and reversible changes is that in which an inhibitory synapse is present on the spine stalk. This occurs on about 10% of spines in rat neostriatum (Wilson et al., 1983) . Most of the inhibitory synapses probably arise from axon collaterals of the spiny cells themselves, which make nearly half of their intrastriatal synaptic contacts onto spine stalks (Wilson and Groves, 1980) . They have also been reported in cerebral cortex (Collonier, 1968; Jones and Powell, 1969) . In other structures still more complex synaptic arrangements are common. In rat locus ceruleus, for example, somatic and dendritic spines often have a number of synapses and may receive contacts of all morphologial types found in that nucleus (Tatemichi and Ramon-Moliner, 1975; Groves and Wilson, 1980) . Axosomatic synapses are also preferentially located around the bases of somatic spines in this structure (Groves and Wilson, 1980) . These arrangements make possible very complicated synaptic interactions. Synapses located on the same spine will interact in two ways. The large postsynaptic potentials generated by small synaptic currents from one contact will have a dramatic effect on the voltage gradient driving currents at the other synapses (MacGregor, 1968) . This type of nonlinear synaptic interaction will also occur between axospinous and axodendritic synapses and between synapses on separate spines. This is because membrane potential displacements in the dendrite are conducted into the spine (in the opposite direction to that of axospinous synapses) with little attenuation.
This topic has been addressed by Shepherd and Brayton (1979) . The second type of synaptic interaction is one in which a synaptic conductance at one site alters the input impedance at another synapse. Excitatory synapses on separate dendritic spines will be relatively isolated from each other in this regard, being separated by two high-resistance spine necks and a low-resistance dendrite. Llinas and Hillman (1969) compared this arrangement to a constant current source, in which the constant voltage is supplied by the reversal potential of the synapse and the current limiting resistor by the spine stalk resistance. Over a wide range of spine shapes and electrical parameters, this analogy appears to provide a good approximation to dendritic spine properties. Those same authors suggested that this would increase the linearity of summation of axospinous excitatory synaptic potentials by the dendrite. By the same argument, dendritic inhibition will be even more effective in blocking axospinous excitation. The current injected into the dendrite by axospinous synapses will not be increased by the action of a shunting inhibitory conductance on the dendrite. Nonetheless, the inhibitory conductance will very effectively shunt the axospinous excitatory current.
The relative time courses of the synaptic conductance changes are very important in determining both the electrotonic properties of individual axospinous synapses and the ways in which synapses on the same spine will interact. The magnitude of the current attenuating effect of the spine depends upon the duration of the synaptic conductance being longer than or comparable to the time required for charge redistribution on the spine, but much shorter than that required for charge equalization on the 294 Wilson Vol. 4, No. 1, Jan. 1984 dendrite. For such fast conductance changes, the spine will represent a much larger impedance than the dendrite. For longer conductance changes, the dendrite becomes an important factor and the spine is de-emphasized. Thus, a very slowly acting synaptic conductance will not be much affected by the presence of a spine in comparison to a fast one at the same location. Slow conductance changes may accompany rapid synaptic transmission at single synapses by a number of mechanisms (Libet and Toska, 1969; Kehoe, 1972; Jan et al., 1979; Adams and Brown, 1980; Brown et al., 1981) . If such events occur at axospinous synapses, the two conductance changes may act as though they were occurring at radically different synaptic locations.
Spine shape and size. The possibility that the effectiveness of synapses might be altered by ongoing modification of cell shape was suggested by Rall (1962) and by MacGregor (1968) on the basis of their calculations of cable properties of dendritic neurons. Because of the square root relationship between dendritic diameter and electrotonic length, small changes in dendritic diameter will have their greatest effect when involving smallcaliber dendrites. Dendritic terminals are the most desirable locus for a selectively changeable element, to allow changes in one or only a few related synapses with minimal effect on other contacts. As pointed by Rall (1974) , these considerations make the dendritic spine an ideal variable dendritic element for the selective alteration of the effectiveness of individual synapses. Since this suggestion was first made, a number of authors have reported changes in dendritic spines under natural or near natural conditions (Fifkova and Van Harreveld, 1977; Coss and Globus, 1978; Bradley and Horn, 1979; Burgess and Coss, 1980; Coss et al., 1980; Brandon and Goss, 1982) and in some cases these can be associated with a change in synaptic transmission (Van Harreveld and Fifkova, 1975; Fifkova and Van Harreveld, 1977; Fifkova and Anderson, 1981) . The simulations presented here indicate that differences in spine shape and size of the magnitude and type described by these authors are sufficient to produce substantial changes in the effectiveness of synaptic transmission.
Appendix
Characteristic responses The Laplace transform input impedance at the spine head and the transfer functions for voltage and current at the spine base for the arrangement shown in Figure 1 can be shown by conventional (see Jack et al., 1975) The two transform tained as described are:
pairs that are required can be obby . They where W = 2112 aT112 P + ~ 2 T"2 and D, [z] is the parabolic cylinder function. Applying the transform pairs and the shift theorem to equations 4A, 5A, and 6A and using an impulse current at the spine head as input gives the characteristic responses (equations 1, 2, and 3 under "Materials and Methods").
Special cases
1. Spine head is vanishingly small, Rhead = ~0. Equations 1A to 3A become: Applying the shift theorem and these transform pairs to equations 10A to l2A and using an impulse synaptic current gives equations 4 to 6 under "Materials and Methods." 2. Spine stalk is vanishingly short. With Lstalk = 0, equations 1A to 3A become: With the equalization of charge in the spine, the second term in the head response becomes negligible. It may be noted that when stalk length is zero, these reduce to the exponential long time asymptote of .
