To improve the energy prediction performance of a building energy model, the occupancy status information is very important. This is more important in real buildings, rather than under construction buildings, because actual building occupancy can significantly influence its energy consumption. In this study, a machine learning based framework for a consecutive occupancy estimation is proposed by utilizing internet of things data, such as indoor temperature and luminance, CO 2 density, electricity consumption of lighting, HVAC (heating, ventilation, and air conditioning), electric appliances, etc. Three machine learning based occupancy estimation algorithms (decision tree, support vector machine, artificial neural networks) are selected and evaluated in terms of the performance of estimating the occupancy status for each season. The selection process of the input variables that have crucial impact on the algorithms' performance are described in detail. Finally, an occupancy estimation framework that can repeat model training and estimation consecutively in a situation when time-series data are continuously provided over the entire measurement period is suggested. In addition, the performance of the framework is evaluated to identify how it improves the energy prediction performance of the building energy model compared to conventional energy modeling practices. The suggested framework is distinguished from similar previous studies in two ways: (1) The proposed framework reveals that input variables for the occupancy estimation model can be occasionally changed by an occupant response to certain times and seasons, and (2) the framework incorporates time-series indirect occupancy sensing data and classification algorithms to consecutively provide occupancy information for the energy modeling effort.
Introduction

Background of Study
Detailed building energy modeling tools that can predict heating and cooling energy consumption based on dynamic analysis are being widely used in academia and the industry. However, these dynamic analysis principles are only applied on an interpretation of the thermal behavior of a building construction, with respect to the ambient indoor and outdoor environment. In contrast to the high precision of dynamic analysis, relatively simplified input data are used for occupant behavior, light and electrical equipment, HVAC (heating, ventilation, and air conditioning) control, and deployments of shades and windows, etc. [1] . Because stochastic features of these elements are unable to model precisely in building energy simulation tools [2] , it has been understood that the best way to model them is to use typical schedules. Using a typical schedule is a valid and effective method if the purpose of the building energy simulation is to estimate the typical energy consumption of a target building. However, if one wants to estimate the actual energy consumption of a real building for the detailed operation of building systems or utilization in the model predictive control (MPC), it is necessary to use dynamic schedules for the input variables. In this case, the accuracy of the input occupancy information can have a profound influence on the accuracy of the building energy estimation.
Necessity and Purpose of Study
The estimation resolution of occupancy information can be divided into four levels: The estimation of occupancy status (Level-1, "Occupancy"), the estimation of the number of occupants (Level-2, "Count"), the estimation of the identity of an occupant (Level-3, "Identity"), and the estimation of the behavior of an occupant (Level-4, "Activity") [3] . Although Internet of Things (IoT) technology is widely applied in modern building environments, many recent studies have focused on the estimation of occupancy status (Level-1) and the number of occupants (Level-2) due to difficulties associated with measuring irregular occupant behavior and privacy issues. Various IT devices, including passive infrared (PIR) sensors, Radio Frequency Identification (RFID), Wi-Fi, and Beacon, as well as video cameras (which can directly measure the occupancy information), are utilized in occupancy estimation, but none of them have successfully obtained absolute reliability and utilization. This is because of the various problems associated with occupant privacy and the technical limitation to extracting occupancy status from the measured data. Excessive installation and operation costs are additional obstacles.
Garg et al. [4] , Nagy et al. [5] , and Gunay et al. [6] conducted studies on occupancy estimation by using a PIR sensor. They tried to provide criteria to adjust the frequency of occupancy estimation depending on the time delay for receiving occupant information. Benezeth et al. [7] and Zou et al. [8] used video cameras and image processing technology and reported an estimation accuracy of 97% and 95.3%, respectively. Amin et al. [9] and Benezeth et al. [7] highlighted the possibility that errors might be caused in image processing due to the clothing color and posture of an occupant and by the backgrounds of the target images. In addition, Shen et al. [10] reported that there might be a limitation of these sensors in some measurement situations due to confined view angles and signal range.
To overcome the disadvantages associated with the direct measurement of occupancy information, there have been various attempts to utilize indirect sensing, which is also referred to as implicit occupancy sensing, ambient sensing, and soft sensing in other research papers. The collected data is known as occupancy-related data. Among them, the most representative method is an occupancy estimation method that utilizes a CO 2 sensor because it is related to the density of occupants within a space. However, CO 2 sensor data has its own disadvantages because it is subject to the influence of HVAC operation, the air tightness of spaces, and the wind speed of the ambient environment. Therefore, it might be necessary to consider various additional factors in some cases, thus making it more complicated to perform an accurate estimation. For this reason, an increasing number of studies are being conducted using various types of indirect sensor data, such as the noise level, energy consumption, and network usage quantity.
Chen et al. [11] and Candanero et al. [12] conducted occupancy studies using measured indoor environment data and a set of various algorithms, including the extreme learning machine (ELM), artificial neural network (ANN), support vector machine (SVM), K-nearest neighbor (KNN), linear discriminant analysis (LDA), classification and regression tree (CART), gradient boosting machine (GBM), and random forest (RF). They reported the estimation accuracy of occupancy status (Level-1) at 93.5% and 99.3%, respectively. Yang et al. [13] , Dong et al. [14] , Khan et al. [15] , Lam et al. [16] , and Han et al. [17] performed measurements using a combination of direct and indirect sensors and then To enhance the accuracy of occupancy estimation, several studies have used additional information. For instance, Yang et al. [18] estimated occupancy status by using indoor environment data, occupancy sensor data, and entrance door opening and closing data. They reported an accuracy of 96.0% for private rooms and an accuracy of 97.3% in an open office space. Dodier et al. [19] estimated occupancy status using the belief network based on outgoing phone call data and occupancy sensor data, which were collected from private office rooms for two days. Zhao et al. [20] estimated occupancy status using entrance door opening and closing data, Wi-Fi and Bluetooth connection data, keyboard-mouse usage data, and room sensor data. All these data were collected from private office spaces over a two week period. With the Bayesian network algorithm, they reported an occupancy status estimation accuracy of 96.7%. Wang et al. [21, 22] used Wi-Fi probe data, indoor environmental measurement data, and a camera for ground truth from an open office space. To estimate the number of occupants, a M-FRNN (Markov based feedback recurrent neural network) algorithm was suggested, and then compared with many other algorithms, such as ANN, kNN, and SVM. They found around an 80% people counting accuracy with two occupants' tolerance from the office space for 60 occupants. Recently, Zou et al. [23, 24] showed a very accurate Level 4 (activity) estimation result of 97.6% and Level 2 (count) estimation result of 92.5% with the Wi-Fi signal and a deep learning algorithm, DeepHare. This high accuracy of prediction is noticeable, though they implemented within controlled conditions of five typical activities. Aora et al. [25] estimated the number of occupants using the decision tree algorithm with indoor environmental data, energy consumption data, door opening and closing data, direct occupancy sensor data, and time-related data collected from office spaces for 16 days; they reported a much lower accuracy of 65%. Hailemariam et al. [26] collected data about indoor environments, energy consumption, and direct occupancy sensor from office spaces installed within a unit cubicle for 7 days to estimate the occupancy status using the decision tree algorithm, and reported the highest accuracy rate of 98.4%. Milenkovic and Amft [27] collected consumption and occupancy sensor data from private office rooms and open office space for 5 and 7 days, respectively, and estimated the occupancy status and the number of occupants using the layered hidden Markov model. They reported an accuracy rate of 87.0% and 78.0%, respectively. Table 1 shows a summary of the data collection methods, types of gathered data, spatial and temporal resolutions, gathering periods, estimation algorithms, and the estimation accuracies of previous studies.
The literature review on occupancy estimation methods can be summarized as follows:
• An overwhelming majority of studies showed a sufficiently high accuracy rate of approximately 95% in terms of occupancy status (Level 1), meaning that those occupancy estimation methods using indirect sensors showed an insignificant difference in prediction performance compared to those using direct occupancy sensors; • most of the studies collected data for a short period of less than one month and focused on the estimation accuracy of occupancy status and the number of occupants. However, there were not enough studies that utilized long-term measurement data to evaluate whether it could be possible to maintain accuracy in the event of seasonal changes. For instance, the correlation of indirect sensor data, such as energy consumption and window opening and closing data, with the accuracy of occupancy estimation can be changed in consideration of seasonal variations; and • lastly, there were not enough studies that analyzed how the accuracy of occupancy estimation could change the energy consumption in the context of time series variations of occupancy and its related variables. It is believed that such studies can provide a significant impact on more accurate building energy estimation and more precise building system control. In this study, long-term measured data that is explicitly and implicitly related to occupancy information of a private office space is used and processed to compare the performance of occupancy status estimation algorithms. Three machine learning algorithms are selected for the analysis. The analysis is implemented for each season to find which measured variables have a crucial impact on the occupancy estimation. Throughout the analysis processes, the development of a framework that could continuously process the time-series measurement data to provide occupancy estimation results into a building energy model has been implemented to predict building energy consumption. Lastly, this study shows how the accuracy of the building energy model could be improved if continuous occupancy information from the framework is provided in a real building energy model.
Data Collection and Preprocessing
Description on Target Space and Collected Data
This study selected an occupied private office space measuring 22.51 m 2 in area as an experimental space in which to collect direct and indirect occupancy-related data. Figure 1 shows the inside view of the target space. Table 2 shows general information about the target space and energy consuming devices. The light emitting diode (LED) lighting is turned on and off with manual switches and has a dimming controller. The electric heat pump (EHP) is used as the cooling and heating equipment. During the heating season, the steam radiator is primarily used, but when central heating is not supplied, individually controllable EHP and auxiliary electric heaters are used. For indirect occupancy measurement, this study collected data regarding dry-bulb temperature, relative humidity, CO level, illuminance, electricity consumption data for LED lights, desktop (PC), and electric heat pump (EHP), as well as occupancy data that is used as reference values to verify the performance of occupancy estimation. Figure 2 and Table 3 offer details about sensors and stored data. The data collection activity lasted for approximately nine months, from December 1, 2016 to August 30, 2017, but energy consumption data was not measured for June and July due to a data logger malfunction. A total of 210,432 data points was collected for an actual period of seven months and used in this study. Because raw data had different collection time intervals depending on the For indirect occupancy measurement, this study collected data regarding dry-bulb temperature, relative humidity, CO 2 level, illuminance, electricity consumption data for LED lights, desktop (PC), and electric heat pump (EHP), as well as occupancy data that is used as reference values to verify the performance of occupancy estimation. Figure 2 and Table 3 offer details about sensors and stored data. The data collection activity lasted for approximately nine months, from 1 December 2016 to 30 August 2017, but energy consumption data was not measured for June and July due to a data logger malfunction. A total of 210,432 data points was collected for an actual period of seven months and used in this study. Because raw data had different collection time intervals depending on the type of data logger used, and because there were various types of missing or anomaly values, the data quality control pre-process was implemented with R language.
Heating and cooling equipment EHP, Auxiliary heater, Steam radiator Office equipment Desktop PC Control All equipment except the steam radiator is individually controlled by an occupant.
For indirect occupancy measurement, this study collected data regarding dry-bulb temperature, relative humidity, CO level, illuminance, electricity consumption data for LED lights, desktop (PC), and electric heat pump (EHP), as well as occupancy data that is used as reference values to verify the performance of occupancy estimation. Figure 2 and Table 3 offer details about sensors and stored data. The data collection activity lasted for approximately nine months, from December 1, 2016 to August 30, 2017, but energy consumption data was not measured for June and July due to a data logger malfunction. A total of 210,432 data points was collected for an actual period of seven months and used in this study. Because raw data had different collection time intervals depending on the type of data logger used, and because there were various types of missing or anomaly values, the data quality control pre-process was implemented with R language. 
Quality Control and Pre-Processing of Measurement Data
Because the collected data had different storage intervals that ranged from 1 s to 15 min depending on the logger used, they were converted into 15 min interval data and the time format was unified into a single format recommended by ISO 8601:2004 [28] . The missing values occurred at a ratio of 0.12-2.25% depending on the loggers, as shown in Table 4 .
The missing data that occurred for more than 1 h were regarded as long-term missing values. These missing values were filled with average values of the same missing period of the previous weekday. In addition, the missing data that occurred for a continued period of less than 1 h were classified as short-term missing data. They were interpolated using the spline interpolation method [29] . The interpolation was implemented using Stats [30] , a basic package of the R [31] . In addition to the collected data variables, derived variables, such as the change rates of temperature, relative humidity, and CO 2 concentration, were also considered to determine if they had a higher correlation with occupancy information than the measured values. Table 5 lists descriptions of the derived variables in reference to the studies by Zhang et al. [32] and Chen et al. [11] . In addition, by referring to the study by Candanedo and Feldheim [12] , daily accumulated hours (unit: Second) and the hour of each measurement time were used as input variables. Finally, 21 input variables (seven basic variables measured by indirect sensors with 14 derived variables) were used for occupancy estimation analysis. Table 5 . Types and calculation methods of the derived variables.
Notation
Calculation Description 
Development and Performance Analysis of Consecutive Occupancy Estimation Framework
Most of the previous studies on occupancy estimation have used classification algorithms and occupancy-related measurement data for less than one or two months. In this case, the correlation between the indirect sensor data with occupancy status may vary with seasonal changes, even in the same space. It is uncertain whether a trained occupancy estimation model based on short-term measured data can maintain accuracy in different seasonal periods. Therefore, a framework that can estimate occupancy information using long-term and time-series data is suggested by expanding the short-term occupancy estimation methodologies. For this work, Section 3.1 provides an outline of the selected occupancy estimation algorithms. The evaluation results for the performance of each algorithm for each season are described in Section 3.2. In Section 3.3, an occupancy estimation framework that can repeat training and estimation consecutively in a situation where time-series data are continuously provided over the entire period is suggested. In addition, the analysis results are compared with those from a short-term occupancy estimation performance. selected occupancy estimation algorithms. The evaluation results for the performance of each algorithm for each season are described in Section 3.2. In Section 3.3, an occupancy estimation framework that can repeat training and estimation consecutively in a situation where time-series data are continuously provided over the entire period is suggested. In addition, the analysis results are compared with those from a short-term occupancy estimation performance. Figure 3 presents a schematic diagram of the processes conducted in Chapter 3. 
Selection of Occupancy Estimation Algorithms and Parameter Tuning
From the literature review, three classification algorithms widely used for occupancy estimation were selected: CART, SVM, and ANN. The CART classifies output values using input variables and reference values that can maximize the homogeneity of output values. The criterion that is used to determine the homogeneity of the output values before and after classification is called impurity. The smaller the impurity, the higher the homogeneity. At each classification stage, the impurity before and after classification is compared to evaluate the level of improvement in homogeneity, and then those input variables and their values that are considered the most appropriate as classification criteria are selected. By using the selected classification criteria, the data classification process is repeated at each stage. When it is completed, a classification model is created [33] .
The SVM is characterized by its method of finding hyperplanes, which are boundaries that divide various types of data in multi-dimensional spaces. The SVM classifies data based on various hyperplanes to identify the most optimal hyperplane that can maximize the margin, which is the space between different types of data. In the case of a simple classification, data can be classified through a linear hyperplane. However, if data cannot be classified using a linear hyperplane, the data in a high-dimensional space is repositioned through the kernel function in order to determine the hyperplanes on the high dimensional space to classify the data. In this study, because the kernel function known as Gaussian RBF (radial basis function) is used, parameters, Gamma and C, are defined through the tuning process.
The ANN consists of an input layer where input variable values are entered, a hidden layer where the target values of output variables are adjusted by applying the weighted value of each variable, and an output layer where the final results are produced. Each layer can adjust the level of accuracy by changing the number of neurons. In addition, the hidden layer can have more than two layers [34] .
In the case of the SVM and ANN, a parameter must be determined before the training of a classification model because the performance of the classification model, such as the estimation speed and accuracy, can be influenced [35] . To determine a proper parameter tuning value, a grid-search method with a cross verification was selected [36] . In the case of the SVM, by referring to the case of Hsu et al. [36] , parameters were selected through the Grid-search method using 10-fold cross validation. The tuning parameters, C (cost) and γ (gamma), were determined from the ranges of 10 −1 , 10, 10 1 , 10 2 , and 10 3 and the ranges of 10 −3 , 10 −2 , 10 −1 , 10 , 10 1 , respectively. In the case of the ANN, the number of hidden layers and hidden neurons are determined by parameter tuning. In reference to the previous studies conducted using the ANN (Dong et al. [14] ; Yang et al. [13] ; Ekwevugbe et al. [37] ; Yang et al. [18] ; Jiang et al. [38] ; Chen et al. [11] ; Zuraimi et al. [39] ; Li and Dong [40] ), the parameters were determined through the Grid search by using 10-fold cross-validation on 10-50 units, with a hidden layer at a one or two units and the hidden neuron at a 10 unit. Table 6 shows the final results of the determined parameter values that show the highest accuracy. 
Performance Evaluation of Seasonal Short-Term Occupancy Estimation
The data collected for seven months was divided into four seasonal periods, winter (December to March), transitional season (April), spring (May), and summer (August), in consideration of indoor and outdoor environment and electricity usage characteristics of devices. The selected final classification models with indirect measurement data of each season were analyzed in terms of performance of occupancy estimation and the selected input variables each season. The seasonal short-term occupancy estimation was conducted in the following process: Key variable selection, parameter tuning, training model, and testing the model and selecting the best model, as shown in Figure 4 . The data collected for seven months was divided into four seasonal periods, winter (December to March), transitional season (April), spring (May), and summer (August), in consideration of indoor and outdoor environment and electricity usage characteristics of devices. The selected final classification models with indirect measurement data of each season were analyzed in terms of performance of occupancy estimation and the selected input variables each season. The seasonal short-term occupancy estimation was conducted in the following process: Key variable selection, parameter tuning, training model, and testing the model and selecting the best model, as shown in Figure 4 . 
Selection of Key Input Variables
If the number of input variables is "n", the training and verification processes of the classification models must be carried out 2 1 times to consider all possible combination models. This might require excessive calculation time depending on the number of input variables. Therefore, it is necessary to filter out those variables that have relatively less influence on occupancy estimation. For the selection method of key variables, the entropy-based information theory method, which evaluates the impurity of output values within a dataset, was introduced. The information theory method has been used in recent studies for a similar purpose (Dong et al. [14] ; Zhang et al. [32] ; Ekwevugbe et al. [37] ; Yang et al. [18] ; Arora et al. [25] ; Amayri et al. [41] ; Ryu and Moon [42] ; Masood et al. [43] ). In this study, the gain ratio, one of the information theory methods, was used. Equations (1), (2), and (3) show the calculation methods of the gain ratio in the classification method (Han et al. [44] ) used in this research:
Gain ratio Information gain 
If the number of input variables is "n", the training and verification processes of the classification models must be carried out 2 n − 1 times to consider all possible combination models. This might require excessive calculation time depending on the number of input variables. Therefore, it is necessary to filter out those variables that have relatively less influence on occupancy estimation. For the selection method of key variables, the entropy-based information theory method, which evaluates the impurity of output values within a dataset, was introduced. The information theory method has been used in recent studies for a similar purpose (Dong et al. [14] ; Zhang et al. [32] ; Ekwevugbe et al. [37] ; Yang et al. [18] ; Arora et al. [25] ; Amayri et al. [41] ; Ryu and Moon [42] ; Masood et al. [43] ). In this study, the gain ratio, one of the information theory methods, was used. Equations (1)- (3) show the calculation methods of the gain ratio in the classification method (Han et al. [44] ) used in this research:
Gain ratio = Information gain
where i is the number of types of output values, and j is the number of types of input variables. In addition, because the output variable in this study is the state of occupancy, i has a value of either 1 or 2. Because a total of 21 input variables are used, j is an integer between 1 and 21. p i is the probability that the output value of data selected randomly among the dataset, D, might be the same as the value of the i-th output variable. D j is a dataset that is classified by the j-th input variable. If the gain ratio has a greater value, it means it has a greater influence on the classification of output variables. After calculating the gain ratio values of 21 input variables by season, four variables with the highest influence were selected as the input variables for the seasonal classification models. Table 7 shows the rankings of the seasonal input variables based on their gain ratio values. The four input variables with the highest gain ratio values for each season are all measured variables, and those that are derived from the measured variables and derived from time information were not adopted. The two top ranked variables of each season are the variables that measured energy usage from LED, PC, and EHP.
The Lights_Power parameter was the greatest influential input variable during winter and summer, but its influence was reduced during the transitional period and spring. This can be interpreted as the result of changes in the behavioral patterns of the occupant. For instance, if the occupant was not present in the target space during winter and summer vacations, the lights were turned off for most of the unoccupied times. During the transitional season and spring, when the semester was in session, the occupant frequently left the target space due to lectures or short meetings, so the space was often left vacant with the lights on. Similarly, the EHP had a relatively lower influence during winter because the central heating radiator and auxiliary space heater were used together with the EHP, depending on the central heater operation time.
Training and Verification of Classification Models
After the training and verification processes of 15 (2 4 − 1) classification models for each season, the models with the highest level of accuracy were selected as a final classification model. In each process, the first two thirds of data of each season were used for training and the remaining one third were used for verification of the trained classification models. R was used for the training of the classification models with classification algorithms. In detail, the rpart package was used for the CART (Therneau et al. [45] ; Therneau et al. [46] ), the e1071 package was used for the SVM (Meyer et al. [47] ; Karatzoglou et al. [48] ), and the neuralnet package was used for the ANN (Fritsch et al. [49] ; Gunther and Fritsch [50] ). Table 8 summarizes the selected classification models with the highest overall accuracy throughout the training and verification processes for each season. Figure 5 shows the daily accuracy of the selected seasonal models per classification algorithms. In terms of the overall accuracy of each classification algorithm, all algorithms show the highest overall accuracy in summer, followed by the transitional period, winter, and spring. Regarding the seasonal accuracy of the algorithms, the CART shows the highest accuracy during winter, the transitional period, and summer. The SVM shows a relatively higher accuracy in spring compared to the other algorithms. The ANN is the most inefficient in terms of computation time and accuracy. Table 8 summarizes the selected classification models with the highest overall accuracy throughout the training and verification processes for each season. Figure 5 shows the daily accuracy of the selected seasonal models per classification algorithms. In terms of the overall accuracy of each classification algorithm, all algorithms show the highest overall accuracy in summer, followed by the transitional period, winter, and spring. Regarding the seasonal accuracy of the algorithms, the CART shows the highest accuracy during winter, the transitional period, and summer. The SVM shows a relatively higher accuracy in spring compared to the other algorithms. The ANN is the most inefficient in terms of computation time and accuracy.
In terms of accuracy consistency for all seasons, the SVM model maintains a higher level of accuracy while the other models show a substantially lower accuracy in spring. The low accuracies are incurred as a result of the fact that there were some days during winter and spring when the accuracy level drops below 80%. This is because the occupant vacated the target space for a long period on the days without turning off lights and the PC, meaning the space usage characteristics on that day deviated far from the typical usage characteristics. In terms of accuracy consistency for all seasons, the SVM model maintains a higher level of accuracy while the other models show a substantially lower accuracy in spring. The low accuracies are incurred as a result of the fact that there were some days during winter and spring when the accuracy level drops below 80%. This is because the occupant vacated the target space for a long period on the days without turning off lights and the PC, meaning the space usage characteristics on that day deviated far from the typical usage characteristics.
Framework Development for Consecutive Occupancy Estimation with Time-Series Data
If the predicted energy demand is based on actual occupancy information, the data would be more reliable and useful for advanced building energy management and many other applications. For this result, a consecutive occupancy estimation with time-series data is needed. Because the variables that have a significant impact on the occupancy estimation may vary at any moment, as seen in Section 3.2, a consecutive occupancy estimation framework is suggested for dealing with long-term time-series data. For this framework development, a moving window concept was introduced and occupancy estimation over the entire measurement period was conducted by repeating the variables selection, training model, final model selection, and verification process. Figure 6 depicts the consecutive occupancy estimation scheme for time-series data processing.
repeating the variables selection, training model, final model selection, and verification process. Figure 6 depicts the consecutive occupancy estimation scheme for time-series data processing.
Although this framework is based mainly on the short-term occupancy estimation process conducted in Section 3.2, the key variable selection process of the classification algorithm and final model selection process are different from the short-term data-based process. First, it is difficult to repeat the grid-search process each time if it has to be processed every time-step, as it requires too much calculation time. Therefore, the results listed in Table 6 were utilized in this framework. Second, the best model was selected by using the training error data, which was derived from the verification result with training data because obtaining verification data in an actual situation was not available. The training period of the window span was selected as 20 days, which is the same period as the training period of the seasonal occupancy estimation. From the seven months of data, the data measured from December 1, 2016 to December 20, 2016 were selected for initial training, and the evaluation of the occupancy estimation performance was conducted on the data collected from December 21, 2016 to August 31, 2017 (for 193 days in total). The ANN algorithm was excluded because of its relatively lower accuracy and excessively long calculation time.
Selection of Verification Period and Window Moving Interval
The window span is combined with a training period and verification period. After the verification period is completed at every time step, the window moves to the next time step, determines a new best model again with the data in the new window span, and conducts the occupancy estimation continuously. For the moving interval period, 15 min was selected for the next estimation because the measured data set had a 15 min time step. However, a 1-day interval, which means the occupancy estimation data is updated once a day, was also considered to test the potential of minimizing training frequency as much as possible. The occupancy estimation performance with the two moving intervals are compared in this section. Although this framework is based mainly on the short-term occupancy estimation process conducted in Section 3.2, the key variable selection process of the classification algorithm and final model selection process are different from the short-term data-based process. First, it is difficult to repeat the grid-search process each time if it has to be processed every time-step, as it requires too much calculation time. Therefore, the results listed in Table 6 were utilized in this framework. Second, the best model was selected by using the training error data, which was derived from the verification result with training data because obtaining verification data in an actual situation was not available.
The training period of the window span was selected as 20 days, which is the same period as the training period of the seasonal occupancy estimation. From the seven months of data, the data measured from 1 December 2016 to 20 December 2016 were selected for initial training, and the evaluation of the occupancy estimation performance was conducted on the data collected from 21 December 2016 to 31 August 2017 (for 193 days in total). The ANN algorithm was excluded because of its relatively lower accuracy and excessively long calculation time.
The window span is combined with a training period and verification period. After the verification period is completed at every time step, the window moves to the next time step, determines a new best model again with the data in the new window span, and conducts the occupancy estimation continuously. For the moving interval period, 15 min was selected for the next estimation because the measured data set had a 15 min time step. However, a 1-day interval, which means the occupancy estimation data is updated once a day, was also considered to test the potential of minimizing training frequency as much as possible. The occupancy estimation performance with the two moving intervals are compared in this section. Table 9 summarizes overall accuracy and standard deviation when the occupancy estimation was conducted with the moving interval of 15-min and 1-day for the entire periods. Figure 7 shows daily accuracy variations of the same estimation results. In the 15-min moving interval case, the CART and SVM shows an overall accuracy of 95.59% and 95.44%, respectively, which are 1-2% higher than those of the 1-day moving interval (93.84% and 94.55%). Standard deviations of the 15 min case were estimated as 5.24% (CART) and 5.60% (SVM), which are lower than those of the 1-day case of Energies 2019, 12, 433 13 of 21 11 .85% (CART) and 6.90% (SVM). Particularly for the case of the CART algorithm in the 1-day case, the performance was significantly reduced when exceptional events (right after long vacation on May and August in 2017) occurred. Table 9 summarizes overall accuracy and standard deviation when the occupancy estimation was conducted with the moving interval of 15-minute and 1-day for the entire periods. Figure 7 shows daily accuracy variations of the same estimation results. In the 15-minute moving interval case, the CART and SVM shows an overall accuracy of 95.59% and 95.44%, respectively, which are 1-2% higher than those of the 1-day moving interval (93.84% and 94.55%). Standard deviations of the 15 min case were estimated as 5.24% (CART) and 5.60% (SVM), which are lower than those of the 1-day case of 11.85% (CART) and 6.90% (SVM). Particularly for the case of the CART algorithm in the 1-day case, the performance was significantly reduced when exceptional events (right after long vacation on May and August in 2017) occurred. A more detailed analysis was conducted to investigate how the above results were achieved. Two days (Feb 8th and Aug 1st) with a daily accuracy of less than 80% were selected. Figure 8 shows the selected final classification models, as well as the accuracies of the estimation every 15 min. The legend lists the selected final classification models. If the occupancy estimation result is accurate, the value in each time step is one, and if the results are not accurate, the value is zero. On February 8th, the 15-min case made two incorrect estimations around 1 PM, but it produced more accurate estimations than the 1-day case after that time for the rest of the day. The figure also shows that in the consecutive process of such estimations, the 15 min interval estimation case continuously changes the final estimation model among "ILLUM + Light_Power + PC_Usage", "ILLUM + Light_Power + MA1h_ TEMP + PC_Usage", and "ILLUM + PC_Usage + TEMP" with respect to situation change. A more detailed analysis was conducted to investigate how the above results were achieved. Two days (8th February and 1st August) with a daily accuracy of less than 80% were selected. Figure 8 shows the selected final classification models, as well as the accuracies of the estimation every 15 min. The legend lists the selected final classification models. If the occupancy estimation result is accurate, the value in each time step is one, and if the results are not accurate, the value is zero. On 8th February, the 15-min case made two incorrect estimations around 1 PM, but it produced more accurate estimations than the 1-day case after that time for the rest of the day. The figure also shows that in the consecutive process of such estimations, the 15 min interval estimation case continuously changes the final estimation model among "ILLUM + Light_Power + PC_Usage", "ILLUM + Light_Power + MA1h_ TEMP + PC_Usage", and "ILLUM + PC_Usage + TEMP" with respect to situation change.
The 15-min case shows a higher daily accuracy than that of the 1-day case by considering recent situations for the consecutive training process. This means that variations of the impact of input variables were considered in the selection of a new model. This is more apparent in the results obtained on 1 August 2017. The EHP_Usage+Light_Power + PC_Usage model was used from 00:00 to 11:30 for the 15-min case and the 15-min case continued to produce accurate results from 11:30 to 23:45 by changing the input variables of the selected final model. Meanwhile, the 1-day case kept producing inaccurate results. The 15-minute case shows a higher daily accuracy than that of the 1-day case by considering recent situations for the consecutive training process. This means that variations of the impact of input variables were considered in the selection of a new model. This is more apparent in the results obtained on August 1, 2017. The EHP_Usage+Light_Power+PC_Usage model was used from 00:00 to 11:30 for the 15-minute case and the 15-minute case continued to produce accurate results from 11:30 to 23:45 by changing the input variables of the selected final model. Meanwhile, the 1-day case kept producing inaccurate results.
As a result, the 15-min case was selected with a window span of 20 days and 15 min (a training period of 20 days and a verification period of 15 min). The selection, training, and verification of the occupancy estimation model process was carried out a total of 18,528 times by moving the window span at an interval of 15 min for 193 days. Table 10 compares the accuracy results of the consecutive long-term estimation with those of the seasonal short-term occupancy estimation for each season and overall experiment period in the last column. Figure 9 displays the same results with daily accuracy. The solid line in the figure represents the daily accuracy of the consecutive long-term estimation, while the dotted line indicates the daily accuracy of the seasonal short-term occupancy estimation.
Performance Comparison between Seasonal Short-Term and Consecutive Long-Term Occupancy Estimations
The CART and SVM algorithms produced an overall accuracy for the entire period of 95.59% and 95.44%, respectively, which is insignificantly different from the overall accuracy of the seasonal occupancy estimation of 94.85% (CART) and 94.28%(SVM). In each seasonal accuracy comparison, the differences between the short-term and long-term estimation methods are below ± 2.15%, and the long-term occupancy estimation shows a higher level of accuracy than the seasonal short-term occupancy estimation except for the transitional period. Figure 9 shows the daily accuracy of the long-term occupancy estimation methods against those of the seasonal estimation methods for the two algorithms. As a result, the 15-min case was selected with a window span of 20 days and 15 min (a training period of 20 days and a verification period of 15 min). The selection, training, and verification of the occupancy estimation model process was carried out a total of 18,528 times by moving the window span at an interval of 15 min for 193 days. Table 10 compares the accuracy results of the consecutive long-term estimation with those of the seasonal short-term occupancy estimation for each season and overall experiment period in the last column. Figure 9 displays the same results with daily accuracy. The solid line in the figure represents the daily accuracy of the consecutive long-term estimation, while the dotted line indicates the daily accuracy of the seasonal short-term occupancy estimation. Figure 9 . Comparison of daily accuracy over the entire period between short-term and long-term occupancy estimation methods.
Performance Evaluation of Building Energy Consumption with the Occupancy Estimation Data
Goyal et al. [51] and Zhang et al. [52] found that occupancy information based simple feedback control of a variable air volume (VAV) box could achieve comparable saving against complex MPC control [51] and energy saving from lighting and VAV control could bring up to 23% savings [52] . The CART and SVM algorithms produced an overall accuracy for the entire period of 95.59% and 95.44%, respectively, which is insignificantly different from the overall accuracy of the seasonal occupancy estimation of 94.85% (CART) and 94.28%(SVM). In each seasonal accuracy comparison, the differences between the short-term and long-term estimation methods are below ±2.15%, and the long-term occupancy estimation shows a higher level of accuracy than the seasonal short-term occupancy estimation except for the transitional period. Figure 9 shows the daily accuracy of the long-term occupancy estimation methods against those of the seasonal estimation methods for the two algorithms.
Goyal et al. [51] and Zhang et al. [52] found that occupancy information based simple feedback control of a variable air volume (VAV) box could achieve comparable saving against complex MPC control [51] and energy saving from lighting and VAV control could bring up to 23% savings [52] . The two studies used hypothetical occupancy information or direct measurement data while this research uses indirectly estimated data, which could generate realistic occupancy information easily.
A simple building energy model, but actual occupancy information-based simulation environment, was developed to evaluate the impact of actual occupancy information on building energy use. To create a more realistic energy simulation, the occupant-related input variables, such as lighting control, electricity device operation, and HVAC operation, were modeled based on occupant activities. Obtaining that actual information was not available in this research scope, so a simple assumption was applied because the target building is a unit of private space: If there is an occupant, the light, electrical devices, and HVAC work.
Establishment of Simulation Environment
BCVTB, R-script, and EnergyPlus Models with Occupancy Data
To provide the actual occupancy estimation results from Chapter 3.3 with the EnergyPlus energy model of the target space, the Building Control Virtual Test Bed (BCVTB) and R-script were combined. Figure 10 shows an established BCVTB simulation environment. The delivery of occupancy information was carried out at every simulation time step, and the delivered occupancy information was used in the Number of People Schedule, Lights Schedule, Electric Equipment Schedule, and Air Loop HVAC Availability Schedule in EnergyPlus. 
Actual Meteorological Data for epw Input
The meteorological data used in the simulation is created using hourly observation data provided by the Korea Meteorological Administration (KMA). The downloaded weather data was converted to a DOE weather data file (.bin) based on DOE-2.1A Reference Manual [53] . Then, the Weather Converter Tool provided by EnergyPlus was utilized to convert a DOE weather data file (.bin) into an EnergyPlus weather data (epw) file. 
EnergyPlus Energy Model for the Target Space
Actual Meteorological Data for epw Input
The meteorological data used in the simulation is created using hourly observation data provided by the Korea Meteorological Administration (KMA). The downloaded weather data was converted to a DOE weather data file (.bin) based on DOE-2.1A Reference Manual [53] . Then, the Weather Converter Tool provided by EnergyPlus was utilized to convert a DOE weather data file (.bin) into an EnergyPlus weather data (epw) file.
EnergyPlus Energy Model for the Target Space
The building energy model for the target space was developed using EnergyPlus version 8.1.0 based on the general building and equipment information listed in Table 11 . Three electric devices, including dimmable LED lights, PC, and EHP (Electric Heat Pump) were modeled. Electricity consumption data of each device was recorded for the calibration and evaluation of the energy model. Detailed inputs of LED dimming characteristics and part load performance characteristics of EHP were not considered for modeling simplicity. 
Comparison of Energy Consumption Estimation Results
The building energy simulations with the estimated occupancy schedule measured against the reference schedule were implemented and compared to measure how the actual occupancy schedule improved the performance of the energy model. The energy consumption estimation using the actual occupancy schedule was carried out with the CART algorithm. The algorithm is considered easy to apply to an actual building application because of its relatively shorter calculation time. In case of the reference schedule, a small-scale office building schedule provided by the National Renewable Energy Laboratory (NREL) [54] because it is a prototypical schedule and is considered as conventional practice when actual information is not available for small offices. Figure 11 shows a comparison result of electricity consumption with those two types of schedule against measured energy consumption of each device for 7 days during summer.
In Figure 11 , the square line indicates the measured electricity consumption data, while the circle line indicates the results of the simulation with the reference schedule, and the triangle line indicates the results of the simulation with the estimated occupancy schedule. As a matter of fact, the reference schedule case shows energy consumption based on working hours for weekdays regardless of occupancy status. However, the estimated occupancy case shows good agreement with the measured data of Elec. Equipment (PC) and this case works well, even on the weekend (20 August 2017). In the case of Lights and EHP energy consumption, the estimated occupancy case fails to predict peak energy consumption due to dimming and part-load operation features of the LED and EHP, respectively. However, the electricity consumption profiles follow very closely with the actual occupancy status.
To quantify the prediction performance of the estimated occupancy case, the root mean squared error (RMSE) and mean bias error (MBE) for each season were calculated as seen in Table 12 . In terms of MBE, the estimated occupancy case performs worse than the reference schedule case due to underestimation problems. However, as the low MBEs in the reference schedule case were achieved through a summation effect of ultimately low and high energy consumption prediction, the underestimation problem in the estimated occupancy case is not worse than the reference schedule case. In terms of RMSE, the estimated occupancy case shows a 3-88% improvement with respect to the season and electric devices. On an annual basis, the case shows a 17-33% improvement with respect to the devices. Figure 12 presents a scatter plot of the estimated electricity consumption based on the two schedules compared against the measured electricity consumption. Obviously, the estimated occupancy case (circle dot) improves energy prediction dramatically in terms of actual energy consumption per time step. Figure 11 shows a comparison result of electricity consumption with those two types of schedule against measured energy consumption of each device for 7 days during summer. In Figure 11 , the square line indicates the measured electricity consumption data, while the circle line indicates the results of the simulation with the reference schedule, and the triangle line indicates the results of the simulation with the estimated occupancy schedule. As a matter of fact, the reference schedule case shows energy consumption based on working hours for weekdays regardless of occupancy status. However, the estimated occupancy case shows good agreement with the measured data of Elec. Equipment (PC) and this case works well, even on the weekend (August 20, 2017). In the case of Lights and EHP energy consumption, the estimated occupancy case fails to predict peak energy consumption due to dimming and part-load operation features of the LED and EHP, respectively. However, the electricity consumption profiles follow very closely with the actual occupancy status.
To quantify the prediction performance of the estimated occupancy case, the root mean squared error (RMSE) and mean bias error (MBE) for each season were calculated as seen in Table 12 . In terms of MBE, the estimated occupancy case performs worse than the reference schedule case due to underestimation problems. However, as the low MBEs in the reference schedule case were achieved through a summation effect of ultimately low and high energy consumption prediction, the underestimation problem in the estimated occupancy case is not worse than the reference schedule case. In terms of RMSE, the estimated occupancy case shows a 3-88% improvement with respect to the season and electric devices. On an annual basis, the case shows a 17-33% improvement with respect to the devices. Figure 12 presents a scatter plot of the estimated electricity consumption based on the two schedules compared against the measured electricity consumption. Obviously, the estimated occupancy case (circle dot) improves energy prediction dramatically in terms of actual energy consumption per time step. 
Results; Summary and Discussion
The major outcomes and contributions of this study are as follows.
1. This study identified the advantages and disadvantages of direct and indirect sensing methods to estimate the occupancy status through analysis of the previous research literature and actual comparison of estimation performance with some classification algorithms. As a result, this study found that utilizing indirect measurement data could yield approximately 95% of occupancy estimation accuracy, which is comparable with direct measurement data.
2. Most previous studies used short-term measured data for a period of a few months to develop 
Results, Summary and Discussion
2. Most previous studies used short-term measured data for a period of a few months to develop occupancy estimation models. However, Tables 7 and 8 indicate the necessity of developing a new occupancy estimation model through the reselection of input variables each season and situation, because the influence of input variables on estimation accuracy may vary depending on the indoor and outdoor environment and operation of electric devices. It was observed that the performance of the selected final classification models for each season had more explanatory power by changing the decisive input variables for the models.
3. Therefore, to improve the prediction performance of energy models, the estimated occupancy information should be utilized rather than conventional typical occupancy schedules, and occupancy estimation must be continuously performed at every time step to feed the estimated results into an energy model. To enable this simulation, a framework for consecutive occupancy estimation with time-series data for the entire simulation run period was developed and suggested. The moving window concept was introduced in the framework to repeat occupancy model selection, training, and estimation at every time step in a continuous way.
4. The conducted occupancy estimation using nine months of long-term data through the suggested framework showed that the overall accuracy over the entire experimental period was calculated at 95.59% (CART) and 95.44% (SVM), while the average season accuracy of the occupancy estimation was calculated at 94.85% (CART) and 94.28% (SVM). Even the seasonal accuracy between the short-term and long-term estimation was similar to each other, showing less than a ±2.5% accuracy difference.
5. The energy model simulation study revealed that the estimated occupancy case improved the energy consumption prediction performance by 17-33% in RMSE relative to the reference schedule case. The scatterplot and line graphs showed more improvement than the number by illustrating that the estimated occupancy case model can reflect actual building energy profiles.
Conclusions and Future Work
To improve the energy consumption estimation accuracy of a building energy model for a certain building, the occupancy status has a significant influence and must be considered. In this study, a framework for a consecutive occupancy estimation was developed and its estimation performance was evaluated. The suggested framework is distinguished from previous similar studies by revealing that input variables for occupancy estimation model could be occasionally changed by an occupant in reaction to certain times and seasons. Finally, the estimated occupancy-data-based building energy simulation validated an improvement in the performance of energy consumption estimation by showing that it is very close to actual energy usage profiles. It is expected that this research result and suggested framework can be utilized in various fields, such as building energy modeling, building systems control, building energy management, and facility management.
This study used a private office as a target space for occupancy and energy estimation. It is necessary to expand the proposed framework to an open office space, which is more common in office buildings. As seasonal variations required a new occupancy estimation model, the change in target space will also require a performance test of the suggested framework.
Regarding energy predicting performance with the estimated occupancy schedule, two hurdles were found. The first hurdle is improving occupancy estimation resolution from occupancy status to more detailed information, such as the number of occupants and activity of occupants. However, gaining more detailed occupant information seems very difficult in terms of feasibility and privacy issues. The second hurdle is connecting the occupant information with the energy model input. The current assumption of directly connecting occupancy status with every energy consuming device is not always true, even in open-space offices. Overcoming these two problems would be very crucial for future work to achieve better performance in building energy prediction. 
