The transient response of planetary
Introduction
When equatorial waters are unusually warm, such as during El Nino, cumulus convection tends to be anchored over the warm water and releases latent heat of condensation. This anomalous heating gives rise to thermal forcing to the atmosphere and generates planetary-scale waves which propagate into the midlatitudes. This scenario of tropical-midlatitude teleconnection process has emerged from observational studies of teleconnection patterns (e.g., Horel and Wallace, 1981) . Many numerical experiments have been conducted with general circulation models (GCMs) of the atmosphere by aiming at the simulation of tropical-midlatitude teleconnection flow patterns induced by equatorial sea surface temperature anomalies (e.g., Keshavamurty, 1982; Blackmon et al., 1983; Shukla and Wallace, 1983) . Although details of midlatitude responses to sea surface temperature anomalies vary depending upon climatic conditions and the intensity and location of anomalies (e.g., Geisler et al., 1985) and upon subtle differences in the formulations of GCMs (e.g., Palmer and Mansfield, 1986) , there is little doubt about the GCM's ability to simulate the phenomena which can be referred to, in general terms, as atmospheric teleconnections induced by equatorial sea surface temperature anomalies.
In parallel with numerical experiments with GCMs which are time dependent and nonlinear, extensive investigations were carried out using idealized atmospheric models, which are much simpler than the GCMs, in order to study the physical mechanisms of tropical-midlatitude teleconnections. For example, Hoskins and Karoly (1981) , Simmons (1982) , Hendon and Hartmann (1982) , and Rosenlof et al. (1986) used multi-level, steady-state models linearized with respect to zonally symmetric basic states. These linear studies demonstrate that the atmospheric response due to tropical heating is "baroclinic" in character in the vicinity of heat sources and equivalent barotropic in the middle to higher latitudes. In fact, the same feature appears even in linear studies with two-level models (Webster, 1981 (Webster, , 1982 Opsteegh and van den Dool, 1980) . As far as equivalent barotropic responses are concerned, the middle to higher latitude responses are very similar to those generated by tropical forcings in a barotropic atmosphere (e.g., Hoskins et al., 1977) . Barotropic disturbances, once excited by tropical forcing, will propagate away from the source regions. The basic state flow in the linearized models plays an important role in energy propagation (e.g., Branstator, 1983) . In contrast, the structure of local response in the vicinity of tropical heat sources is explained by solutions of the shallow water equations with an equivalent height of a few hundred meters (Matsuno, 1966; Gill, 1980) . Although the magnitude of the barotropic part of the zonal flow plays a secondary role in a qualitative description of the in situ circulations induced by deep heating in the tropics, the direction of the zonal flow dictates the characteristics of flow response, depending on whether it is westerly or easterly (Lau and Lim, 1982; Phlips and Gill, 1987) .
In the absence of a basic tonal flow, the linear response of a stratified global atmosphere to deep tropical heating is to excite so-called "baroclinic" circulations which can be described by the vertical internal modes whose equivalent heights are on the order of a few hundred meters (Geisler and Stevens, 1982; Kasahara, 1984; Fulton and Schubert, 1985) . Since the horizontal structures of the normal modes associated with those "baroclinic" type internal modes are equatorially trapped, it is easily understood that significant tropicalmidlatitude interactions cannot be expected in this situation. This circumstance will not change in any significant way, even though the barotropic part of the mean flow is taken into consideration. The horizontal structures of the normal modes associated with the external-mode motions are global in their extent and allow tropical-midlatitude interactions to be realized. Thus, one must find the physical mechanism whereby the external mode of the atmosphere with the equivalent height of about 10 km is significantly excited by tropical forcing.
It is important to note here that the normal modes referred to in the present context are the free solutions of a stratified global atmospheric model which is linearized with respect to the resting state. Therefore, the external mode referred to here is not the same as, though it is related to, the equivalent barotropic-type solutions of an atmosphere in the presence of a mean zonal flow with vertical shear as discussed by Held et al. (1985) . This distinction in the terminology of normal modes is important, since the projection of forcing in terms of normal modes is interpreted differently depending upon the type of normal modes used for solving forced problems.
Coming back to the question of the excitation of external-mode motions, Lim and Chang (1983) has suggested that the external-mode response is forced not directly by internal heating, but indirectly by either a heavy damping prescribed at lowest model levels, or the effect of a vertical shear in the mean zonal wired, or both. Kasahara and Silva Dias (1986, hereafter referred to as KS86) investigated the stationary response of planetary waves to steady tropical heating in a global atmosphere with meridional and vertical wind shear. In that study, the method of normal mode expansions was used in both horizontal and vertical directions. It was shown that the vertical shear of the mean tonal wind provides coupling of the external mode with the internal modes and that a significant response can occur in the external mode accompanying the excitation of the "baroclinic" internal modes by tropical heating. This confirmed the earlier suggestion of Lim and Chang (1983) concerning the importance of the vertical shear of the mean zonal wind for excitation of the external-mode motions.
The purpose of this paper is to extend the work of KS86 to investigate the transient response of planetary waves to tropical heating. There is a substantial difference between this work and KS86. Because we now deal with a transient problem, the occurrence of instability is possible. In a separate, but related work, Kasahara and Tanaka (1989, hereafter referred to as KT89) demonstrated that the three-dimensional normal mode model formulation adopted in KS86 can be applicable to the problem of baroclinic instability as well as a barotropic counterpart.
Related to the present objective, Lim and Chang (1986) examined the time scale of energy generation in the external mode under tropical heating using a one-dimensional two-level model. The present investigation differs from this in that we specifically focus on the role of baroclinic instability in energy generation of the external-mode motions under tropical heating. The question of baroclinic instability in discussing the response of a time-dependent, baroclinic atmosphere to tropical heating is an important issue in interpreting the results of time dependent calculations with GCMs (Grose et al., 1984) .
In Section 2, we present the basic equations. The numerical method for solving the basic equations and the specifications of heating functions and basic zonal flows used in the calculations are explained in Section 3. Energy considerations, presented in Section 4, provide a useful means to interpret the results of numerical experiments. In Section 5, we present the results of the experiments with a DJF climatological basic tonal flow. Further discussions from the result of the experiments with solid-body rotation basic flow are presented in Section 6. Up to this point, the wavenumber 2 form has been assumed for the heating function. In Section 7, we consider the dependence of the results on the zonal wavenumber of the heating functions. Concluding remarks are presented in Section 8.
Basic equations
We consider the basic equations that are given in KS86, using spherical coordinates of longitude * where T0(*) and z0(*) represent the global mean temperature and the corresponding isobaric height which are connected hydrostatically. Also, u(*, *) denotes the basic zonal wind, while T(*, *) and z(*, *) constitute the deviations of the basic temperature and isobaric height from T0 (*) and z0 (*) respectively. These bar fields are connected by the hydrostatic balance and a generalized geostrophic wind relation. The primed variables denote perturbation motions as functions of *, *, * and time t. The system of perturbation equations is expressed by the equations of horizontal motion and a combined equation of mass continuity and thermodynamics. They are given by (2.6) and (2.7) in KS86. We then introduce dimensionless variables and the basic equations are transformed in dimensionless form as given by (2.10) and (2.11) in KS86. We now seek the solutions of the basic equations by using the method of three-dimensional normal mode expansion discussed in KS86 and KT 89. The prognostic variables u, v and z, as defined in (2.9a) of KS86, are combined in the following vector form
We then express W in the following series, K84). The subscript n denotes the index of the vertical modes. The longitudinal dependence of W is given by the harmonic function exp(is*) where s denotes the zonal wavenumber. The vector function Hsr denotes the meridional structure of the solutions of Laplace's tidal equations and depends on the vertical modal index n as well as the zonal wavenumber s. The subscript r refers to a serial index for the westward-and eastward-propagating gravity waves and the westward-propagating rotational (Rossby) waves as the first and second kinds of shallow water waves (Longuet-Higgins, 1968) . The Hough vector function Hsr is calculated using software developed by Swartztrauber and Kasahara (1985) . The coefficient Wsr (n; t) is a scalar which is a function of t. The series (2.3) consists of the summations with respect to three indices, n for vertical mode, s for tonal wavenumber, and r for meridional index. The evolution of the spectral coefficients Wsr (n; t) is determined by the system of ordinary differential equations in time which are obtained from (2.10) of KS86 by application of the Galerkin technique. This process is greatly simplified because of the orthogonality conditions for the zonal harmonic functions, Hough vector functions, and vertical structure functions. We then obtain where *sr (n) denotes the natural frequency of the normal modes and kc represents a dimensionless form of the dissipation coefficient for momentum and heat expressed in the same way as in K84. The right-hand side of (2.4) is the Fourier-Hough transform of terms involving the terms A, B and C, as defined by (2.11) of KS86. Terms A and B include quantities involving the basic zonal flow u(*, *). Term C includes the heating term, as well as quantities related to u(*, *) and T(*, *).
The time-dependent heating distribution is specified in the form AQ (*, *, *)*(t), where *(t) represents a time-dependent term which will be described later, and where in which Dn denotes the equivalent height and H* is a height scaling constant (10 km is used here). Also, * n(*) denotes the vertical structure of the normal modes corresponding to *n as obtained by solving the vertical structure equation described in the Appendix of Kasahara (1984, hereafter referred to as Here, Cp denotes the specific heat at constant pressure and AS represents the Fourier coefficient for wavenumber s expressed in units of Ks-1. The vertical dependence factor f (*) in the form of a parabola and the meridional dependence factor H(*) with an exponential decay are the same as (3.2) and (3.4) in K84.
By carrying out the Fourier-Hough transform calculations using the definitions of A, B and C, given by (2.11) of KS86, we obtain the spectral equation for Wsr (n; t) in the form for r' =1, 2, ..., R; n =1, 2, ..., N. The form of matrix bsr'r(n,k) and the heating function Qn are given in the Appendix of KS86. Function Zsr (*; n) denotes the height component of the Hough vector function Hsr (*; n) and As represents a dimensionless form of AS .
The upper boundary conditions are that T'(*, *, *, t) and *'(*, *, *, t) vanish at *= -1. The lower boundary condition is that dZ'/ dt vanish at * =1. These boundary conditions are satisfied by the present model formulation as shown in KT89.
Experimental design
In this section, we present the numerical specifications for various parameters in this model and describe the plans for numerical calculations.
a. Vertical structure functions
As in KS86, we use the first six vertical modes as described in the Appendix of K84. The first mode n =1 is referred to as the external mode for which the equivalent height D1 is approximately 10 km. The vertical profile of *1(*) varies very little with respect to *. The remaining modes, called internal modes, have a smaller value of Dn and the structure functions *n (*) show increased variations with * for decreasing values of Dn (See Fig. Al in K84) . The vertical profile of *4 (*) has one zero-crossing point in the troposphere and two zero-crossing points in the stratosphere. Its vertical profile in the troposphere has opposing signs in the lower and upper troposphere and is a dominant mode in the tropics (Silva Dias and Bonatti, 1985) .
b. Meridional structure functions
As in KS86, we select a total of 17 meridional modes, consisting of 16 rotational modes plus the Kelvin mode, for each vertical mode. It was shown in K84 that the gravity modes, except the Kelvin mode, do not play important roles for slow heating. The number of rotational modes is decided by considering the spectral distribution of atmospheric energy in terms of rotational modes as obtained by Tanaka (1985) . The Kelvin mode is symmetric with respect to the equator. Among 16 rotational modes, one-half are symmetric and the rest are antisymmetric with respect to the equator. The use of a total of 17 meridional modes corresponding to each vertical mode for total of six vertical modes is appropriate to describe the structures of baroclinically unstable motions as demonstrated in KT89. Figure 1 shows the horizontal structure functions Hsr(*; n) cos(s*) for the Kelvin mode and the first two symmetric rotational modes with tonal wavenumber s = 2. The left-hand panels present those for the external mode (n=1) and the righthand panels for the internal mode n=4. The contour lines are for isobaric height patterns and the arrows show the corresponding velocity fields with arbitrary units. Notice a large contrast in the patterns between the cases of n =1 and n = 4. Although the patterns are similar, the external mode functions spread to higher latitudes, while the n=4 internal mode functions are equatorially concentrated. This contrast is relevant to understanding the possibility of the remote response of planetary waves to tropical heating by the generation of the external-mode motions, since tropics and mid-to higher-latitudes interactions will not result from exciting the internalmode motions alone.
c. Heating function (2.5)
In the numerical experiments which follow, we consider a heating pattern with tonal wavenumber 2. This is the same equatorially symmetric heating distribution as discussed in KS862. Figure 2 shows the horizontal distribution of AQ /Cp without the vertical dependence factor f (p) in (2.5). The form of f (p) is parabolic with respect to p with f (p) =0 at p =1000 hPa and for 0 * p * 200 h Pa. The maximum values of f (p) occurs at p=600 hPa and is 30/16. Multiplication of the field in Fig. 2 by this value gives the heating rate at its maximum level.
We will consider two different types of the time dependent factor *(t): One is This will be referred to as the switch-on heating function and it was adopted from Lim and Chang (1986) with the e-folding time scale tA of one day. See Fig. 3a . The other is This will be referred to as the transient heating function and it was used by Geisler (1987) . As shown in Fig. 3b , with selection of tB to be 20 days, this heating is turned on gradually over a period of 10 days, then is decreased gradually back to zero by 20 days and stays zero beyond tB.
2There was an error in KS86 . The heating rate shown in Fig. 2 of KS 86 should have been reduced by one-half in its intensity in order to produce the responses of flow patterns described in KS86. Thus, the correct horizontal distribution of heating rate without the vertical dependence term f (p) is reproduced here as Fig. 2 , which is also used in the present calculations. I thank Grant Branstator of NCAR for performing the calculations with his global baroclinic linear model (Branstator, 1990) to verify the results of KS86 which led to the detection of this error. Functions *A (t) is suitable to investigate how time-dependent solutions approach steady-state values obtained earlier by KS86. In contrast, function *B (t) is suitable for examining the effect of baroclinic instability separately from that of tropical heating, as we will discuss later.
d. Momentum and thermal dissipation
Parameter kc in (2.4) represents a dimensionless dissipation coefficient common to both the momentum and thermal dissipation. On the dimensional form, we use the value of 10-6 s-1, corresponding to an e-folding time of about 10 days. While the use of the same value for the momentum and thermal dissipation coefficients may influence the details of numerical results (Stevens and White, 1979) , a simple specification may be used in the present work because of uncertainties involved in the magnitudes of these coefficients.
e. Basic zonal flow
The basic zonal flow is assumed to be of the form The time dependent system of R * N spectral coefficient equations is solved by approximating dW /dt with the leap-frog centered time differencing scheme. All other terms are evaluated at the centered time, except that the dissipation term kcW is evaluated at one *t-time step behind the centered time. The leap-frog scheme with *t = 30 min. is used throughout a time integration, except that an uncentered time differencing scheme with a time step of 15 min. is used to start the integration.
Energy consideration
As in K84 and KS 86, we use the following definition of total energy3
where the superscript asterisk denotes complex conjugation.
We introduce the summed total energy with respect to meridional index r in the form where u0(*) denotes the climatological zonal flow at 500 hPa, as shown in Fig. 3 of KS86 . We use only the DJF distribution representative of the Northern Hemisphere winter. Parameter * is chosen to be unity when we refer to the case of u with vertical shear. This means that u = 0 at * =1, the lower boundary, and u = 2u0 at * = -1, the upper boundary. We choose * to be zero when we refer to the case of u without vertical shear.
In order to discuss the normalized rate of energy change in various vertical modes, we calculate the temporall change of In Esn from the spectral Eq. (2.6). The result is 3In K84 and KS86 , this quantity was denoted by (T Esr)n. Here, Dp denotes the energy dissipation rate which is a constant selected as a parameter value. Term QT is the rate of thermal forcing which is dependent on n. Term I (n, n') denotes the rate of change of energy in mode n due to the couplings with mode n' and the basic flow with vertical shear. When the vertial shear * vanishes, the couplings also vanish between different vertical modes except for n=n'.
Numerical results for the DJF basic flow a. Switch-on heating case
We will first demonstrate that the solutions of time-dependent Eq. (2.6) in the case of the DJF basic flow without shear (*=0) and with the application of the switch-on heating (3.la) give the steadystate solutions discussed in Section 4c of KS86. Figure 4 shows the plots of total energy Esn, defined by (4.2), for each vertical mode n as a function of time in days. The growth of total energy for each vertical mode behaves in the same way as the heating curve shown in Fig. 3a , particulaly in the higher vertical modes. As time increases, the total energy values approach those shown on the right side of Fig. 4 , which are the steady-state values obtained in Section 4c of KS86. By Day 45, the flow patterns, too, are almost identical to those shown in Fig. 5 of KS86. Similarly, we can verify that our time dependent solution converges to the steady-state solution of KS86 for the resting basic state case. Now, the situation becomes different for the tonal flow with vertical shear. Figure 5 shows the total energy evolution diagram in the case of the DJF basic flow with shear (*= 1). As a comparison, we show on the right-hand side the steady-state values obtained from Section 4b of KS86. While the higher vertical modes behave in the way similar to those shown in Fig. 4 of the case of (*=0), the lower vertical modes behave quite differently, i, e., the total energy continues to increase for n=1 and 2. In fact, for n =1 and 2, the total energy values exceed those of the steady state around Day 17. Even the highermode energy values increase with respect to time, though with slower rates. The growth of energy is explained by the mechanism of baroclinic instability which derives energy from the basic flow. Next, we are interested in the flow patterns to see how the inclusion of transience affects the outcome of the teleconnections discussed in KS86 based on the steady-state solutions. Figure 6 shows the flow patterns at the 870 hPa level (upper panel) and the 227 hPa level (lower panel) averaged between Day 21 and 40. We should point out that these flow patterns are very similar to those shown in Fig. 4 of KS86 with the same contour intervals and wind vector lengths. This finding indicates that the time dependent solution reaches the states which are close to the solution of the steady-state problem discussed in KS86 in the time period between Day 21 and 40. In other words, the time scale of response it takes to produce the solution states very close to the steady state under stationary heating is approximately several weeks. Since we are treating a linearly unstable problem, the variables coutinue to grow with respect to time, particulaly beyond, say, Day 45 and the time dependent solution starts to deviate from the steady-state solution.
The temporal change of In Esn discussed in Section 4 reveals the role of vertical modal interactions. Figure 7a shows the right-hand side terms of (4.3) for n=1, averaged between Day 20 and 40. Numerals in the circles n =1 and n' = 2 to 6 give the time-averaged values of Esn in m2 s-2. These energy values are comparable to those of the steadystate values shown on the right-hand side of Fig. 5 . Numerals beside the arrows indicate the values of Dp, QT and I (n, n') in units of 10-6 s-1 for n=1. The direction of the arrow is drawn into the n =1 mode if the value of Dp, QT or I (n, n') is positive and negative otherwise. For example, Dp, which is -2 .0*10-6 s-1, acts as energy dissipation. Not surprisingly, QT also acts slightly as an energy sink for the external mode rather than an energy source. A small or even negative contribution of QT to the n= 1 mode is expected from the inefficiency of the external mode vertical profile for projecting deep thermal forcing onto the temporal change of the spectral coefficients. The source of energy for n =1 is the basic zonal flow through the modal interactions I (n, n') which all act as energy source, except for the selfinteraction I(1,1) which acts as energy dissipation. Note that I(1, 4) is the largest contributor, but the magnitude of I(1, 3) is also substantial. This energetics picture changes drastically for the n=4 mode, shown in Fig. 7b . Significant results are that the main energy source of n=4 is QT and the basic flow contributes very little as its energy source except for I(4, 5). In fact, the energy balance is achieved mainly by the sources of QT and I(4, 5) against the sinks of Dp and I(4, 4). For all n modes, the selfinteraction I (n, n) acts as energy dissipation in this case. .
b. Transient heating case
In the previous case of switch-on heating, we are unable to separate the effect of baroclinic instability from that of tropical heating, since a tropical heating acts constantly during the period, except for the first few days. Since the effect of baroclinic instability becomes evident after Day 20 or so, it is informative to perform an experiment in which a tropical heating is cut off entirely at some instance in time. The transient heating function given by (3.lb) is designed to suit this purpose.
We have repeated the same experiments discussed in Section 5a, but with the transient heating function. Figure 8 shows the plots of total energy Esn for each vertical mode n as a function of time in the case of the DJF basic flow without vertical shear, *=0. This figure should be compared with Fig. 4 of the switch-on experiment for *=0. The initial growth of Esn is slightly smaller for each n in this case, but the energy response of each n to the transient heating is similar to that of the switch-on heating for the first several days. However, the energy growth stops around Day 10 when the heating rate reached its maximum and decreases steadily thereafter. This almost constant rate of energy reduction results from the use of a constant dissipation rate Dp for all vertical modes, which dominates as soon as heating vanishes.
The situation is again different with vertical shear (*= 1) as shown in Fig. 9 . This figure should be compared with Fig. 5 of the switch-on experiment.
In fact, up to Day 15 or so the evolution of Esn is similar for all n. Although the disappearance of heating at Day 20 clearly affects the evolution of Esn, it is evident that all the modes grow nearly steadily beyond Day 30 and the magnitudes of n=1 and n=4 become comparable. Figure 10 shows the normalized time rates of change of Esn in this case. These rates are temporally averaged from Day 20 to 40. During this time period, QT is identical to zero. The external mode (n =1) shown in Fig. 10a , receives its energy from the basic zonal flow through the I(n, n') terms, except for I(1,1) . The contributions of n = 3 and n = 4 are particularly large. The sum of I (n, n') overwhelms the energy dissipation Dp, indicating that the n =1 mode grew during this time period. Figure  10  b shows the corresponding diagram for n=4. Although the basic zonal flow provides energy to the n =4 mode through the I (n, n') collectively, the terms I (4, 3), I(4, 2) and I(4, 4) act as energy dissipation. In fact, the sum of I (n, n') is less than the energy In order to simplify the form of basic flow, we adopt the form where a and * denote the radius and angular speed of the earth and * is a constant. The zonal flow is then a solid-body rotation (SBR). In the numerical. experiments described below, we chose * to be ±0.0216 which corresponds to the tonal velocity of ±20 m s-1 at the equator. Figure 11 shows the evolution of Esn for n=1 and 4 as a function of time. The transient heating function was used with the same wavenumber 2 spatial distribution. Although the calculations are performed by using all six vertical modes, we show only the values of n=1 and 4 to avoid cluttering the diagrams. The n=4 mode was chosen as a representative internal vertical mode.
The upper two panels (a) and (b) are for the cases of westerly SBR with vertical shear * =1 and without shear * = 0, respectively. The solid lines show Esn for the external mode (n =1) and the dashed lines indicate Esn for n = 4. For up to Day 15 or so, the n=4 mode behaves similarly in (a) and (b). This implies that the n=4 mode is rather insensitive to the presence of vertical shear. In fact, the behavior of the n = 4 mode is similar to the behavior shown in Figs. 8 and 9 , implying that the n = 4 mode is relatively insensitive to the meridional structure of basic flow. In contrast, the behavior of the n= 1 mode depends strongly on the vertical and meridional structure of the basic flow. Comparing Figs. 9 and l la, we see that the growth of the n=1 mode is much greater in the cases with vertical shear if westerly SBR rather than DJF is present, while without vertical shear the behavior of n =1 is not very sensitive to the configuration of basic flow as seen from the comparison between Figs. 8 and lib.
The lower two panels (c) and (d) show the cases of easterly SBR with * =1 and *= 0, respectively. We clearly see that the generation of the external mode by tropical heating is inhibited by easterly flow. However, the presence of vertical shear contributes substantially to the growth of mode n =1 and to a lesser extent to the growth of mode n= 4. In fact, in Fig. 11c we see that the n=1 mode grows almost with a constant rate beyond around Day 20. In contrast, during the same period we see in Fig. 11a that the n=1 mode reaches its maximum intensity and starts decreasing. This contrast can be explained by comparing the differences in the growth rates of baroclinic instability for the westerly and easterly SBR cases with vertical shear, *= 1. The maximum exponential growth rate, obtained from baroclinic instability calculations as described by KT89, is 1.253 * 10-6 s-1 for the westerly SBR in contrast to 2.303* 10-6 s-1 for the easterly SBR. Since the energy dissipation rate is assumed to be 10-6 s-1, the growth rate of westerly SBR flow is barely over the dissipation rate, while the growth rate for the easterly case is sufficiently large to overcome energy dissipation. In the case of no vertical shear, the inhibiting role of easterly flow for generating planetary-scale motions under tropical forcing is apparent from a comparison between Figs. 11b and 11d . The inhibiting role of easterly flow is noted in previous numerical calculations of Lim and Chang (1983) and Lau and Lim (1984) arid can he explained from refractive index considerations of Matsuno (1970) and Hoskins and Karoly (1981) .
Contrasting the findings from Figs. 11a and 11c demonstrates the different roles of tropical forcing and baroclinic instability in the presence of basic z onal flow. As far as the role of tropical forcing is concerned, whether the basic zonal flow is westerly or easterly is a crucial factor. However, the role of vertical shear of the basic zonal flow enhances the generation of planetary-scale motions, even in an easterly flow through the mechanism of baroclinic instability. In this sense, the role of baroclinic instability is a cooperative action with tropical forcing.
Consideration of different longitudinal scales
So far our discussion has been based on cases of wavenumber 2 forcing. We know that the growth rate of baroclinic instability for realistic zonal flows has maximum around the wavenumber 8 (e.g., Simm ons and Hoskins, 1976; Ioannou and Lindzen, 1986) . On the other hand, refractive index consider- ations suggest that higher wavenumber disturbances do not easily propagate out the midlatitudes from the tropics (Dickinson, 1980) . Therefore, there are conflicting factors in assessing the role of baroclinic instability in the context of tropical-midlatitude influences of tropical forcing.
In the following experiments, we will consider the impact of various longitudinal scales of tropical heating on the generation of various vertical modes. In order to simplify our consideration, we again adopt a westerly SBR flow (* = 0.0216) with vertical shear * =1 and the transient heating, keeping the amplitude of heating distribution AS the same as in (2.5). Figure 12 shows the evolution of total energy Esn in this experiment with varying zonal wavenumber s between one and six: (a) for n=1 and (b) for n= 4. We present the results of only these two vertical modes for brevity, though the calculations were performed using all six vertical modes. Up to Day 10 when the transient heating reaches the maximum, the rate of generation of mode n=1 increases as s increases up to the wavenumber 5 (Fig. 12a) , while the rate of generation of mode n=4 decreases consistently as s increases (Fig. 12b) . The duration between Day 10 and Day 20, when heating is shut off', is a transition period in which both the mechanisms of tropical heating and baroclinic instability are operated. During this transition period, we see that the growth of mode n =1 for various s shows more complex behavior than that of mode n=4. Beyond Day 20, baroclinic instability is the only generating mechanism for the growth of the vertical modes. We see that the growth of both the n=1 and 4 modes for higher wavenumber components tends to start earlier in time and becomes more intense. Except for the zonal wavenumber 5 and 6 components which obviously have high growth rates of baroclinic instability, the wavenumber 2 and 3 forcing dominates in the response of the n =1 mode.
In order to examine further the impact of various longitudinal scales of tropical heating on the generation of various vertical modes, we show in Fig.  13 the steady-state values of Esn in each vertical mode n on the abscissa for the same steady tropical heating rate as used in KS86, except for various zonal wavenumber s, in the case of SBR flow with vertical shear *=1:
(a) for a westerly SBR flow, * = 0.0216, and (b) for an easterly SBR flow, * = -0.0216. For this simple basic flow configuration, the responses of n =1 and n = 4 are conspicuous for all zonal wavenumber cases. In the case of easterly SBR flow (Fig. 13b) , the inefficiency of higher zonal wavenumber forcing in generating various vertical modes is clearly recognized. In the case of easterly SBR flow (Fig. 13a) , even for the higher vertical modes (4 to 6), the magnitudes of Esn are much larger compared with the case of easterly SBR flow (Fig. 13b) . For the lower vertical modes (1 to 3) the increase of Esn from the easterly SBR case to the westerly SBR case is substantial for all zonal wavenumber forcing components. However, in the case of westerly SBR we don't see much spread in the magnitudes of Esn for the n =1 mode, depending on the zonal wavenumber, as we see in the case of the easterly SBR. In fact, the values of Esn of the mode n =1 corresponding to the zonal wavenumbers 1 to 4 in the case of westerly SBR are close. Combining this finding with our observation regarding a The case of no zonal flow (Fig. 14b) provides a benchmark of comparison among the three panels. The growth rates of various vertical modes are reduced monotonically with respect to increasing zonal wavenumber s. The inhibiting effects of easterly flow (Fig.  14c) are obvious for all wavenumber cases considered here. Except for the n = 5 mode which have larger values than those in the case of no zonal flow, the trend of reduced efficiency with respect to increasing zonal wavenumber appears unchanged. As we discussed in connection with Fig. 13b , the inefficiency of higher zonal wavenumber components in generating Esn is generally seen. A point to be stressed here is that, as seen from the comparison between Figs. 13a and 14a, the vertical shear of zonal flow has a profound impact on the energy generation of lower vertical modes (1 to 3) for all zonal wavenumber forcing cases considered.
Conclusions and remarks
Earlier, KS86 investigated the stationary response of planetary waves to steady-state tropical heating in a global atmospheric model and found the importance of the vertical shear of basic zonal flows in generating external-mode motions. In the present work, we extended this earlier study by investigating the transient response of planetary waves to timedependent tropical heating in the same model. Because we now deal with transient problems, the occurence of instability is possible in the model. In a separate, but related work, KT89 demonstrated that the three-dimensional normal mode formulation used in the present model can be applicable to the problem of baroclinic instability. In this work, we focussed our examination on the role of baroclinic instability in generating external-mode motions under the influence of tropical heating.
As the basic zonal flow, we adopted the same DJF zonal flow and the same geographical heating pattern as used in the pervious work for continuity. First, we investigated the transient response of planetary waves to the tropical heating with the switchon function used by Lim and Chang (1986) . We found, for the basic flow without vertical shear, that the time-dependent solutions approach the steadystate values obtained earlier. The time-scale of energy growth in the external-mode motions, as the result of coupling between the basic flow and the internal-mode motions, was found to be in the range of 10*20 days, consistent with the findings of Lim and Chang (1986) . However, for the basic flow with vertical shear the energy growth in the externalmode motions continue beyond this initial growth period due to baroclinic instability. Moreover, the three-dimensional structures of the solutions, averaged temporally from Day 20 to 40 are similar to, but slightly more intense than the stationary solutions to the steady-state forcing. Since the basic state is unstable, it is expected that the solutions of this time-dependent problem will not approach the steady-state solutions under stationary heating with small enough energy dissipation. However, in the range of 20 to 40 days the time-dependent solutions are very close to the steady-state solution on the average. Moreover, we found that tropical heating has acted as an energy sink for the generation of external-mode motions. The basic flow provides energy for the external-mode motions through the vertical modal couplings between the n=1 mode and various internal modes, particularly n = 4 and 3. We also considered the transient heating function adopted by Geisler (1987) in the DJF zonal flow with vertical shear. Since the heating vanished beyond Day 20, this example demonstrates the impact of baroclinic instability in generating the external-mode motions. Again our energy consideration shows that the basic flow provides energy for the external-mode motions through the vertical modal couplings between the n =1 mode and other modes, particularly n = 4 and 3. The transfer of energy from the basic state to the external-mode motions is facilitated by the presence of vertical shear in the basic state through the mechanism of baroclinic instability. In KS86, we pointed out that the transfer of energy from the prescribed tropical heating to the external mode motions is achieved under the presence of vertical shear in the basic state. Thus, we conclude that the baroclinic instability process can be regarded as a cooperative action, together with tropical forcing for atmospheric teleconnections.
In order to examine further a cooperative role of baroclinic instability in conjunction with tropical heating, we adopted a solid-body rotation (SBR) as the basic zonal flow and the transient heating function. In the case of no vertical shear, energy generation due to tropical heating occurs more favorably in a westerly SBR flow than an easterly SBR flow. This finding is consistent with refractive index considerations. On the other hand, the role of baroclinic instability in a vertically shearing environment becomes more effective in an easterly SBR flow than in a westerly SBR flow.
We have also investigated the impact of longitudinal scales of tropical heating on the process of en-ergy generation in various vertical modes in a SBR flow with vertical shear. Generally speaking, the tonal wavenumber 2 to 4 components of heating are most effective from the standpoint of combined roles of tropical heating and baroclinic instability. This finding may explain why the apparent longitudinal scales of the midlatitude response to an isolated tropical Pacific SST anomaly in the GCM experiment performed by Blackmon et al. (1983) are in the range of wavenumber 2 to 4.
In summary, we envision the following scenario of atmospheric teleconnections.
Tropical heating such as is created by deep cumulus convection over tropical SST anomalies primarily excites internal-mode motions with an equivalent height on the order of 100 m, creating a tropical local response. If the background flow has vertical shear, then energy growth takes place in the external-mode motions as the result of coupling between the basic flow and the internal modes. The external-mode motions, thus generated, can represent middle to higher latitude remote responses which occur more favorably in the westerlies. Tropical heating and baroclinic instability work cooperatively to enhance the remote response of planetary waves with zonal wavenumber 2 to 4. Simmons et al. (1983) argued that teleconnection patterns appear as preferable normal modes of barotropic instability in the zonally varying basic states. Frederiksen (1983) examined the instability characteristics of three-demensional basic states in a two-layer spherical model and compared their structures with teleconnection patterns. An implications of the present study is that the effect of baroclinic instability can be regarded as an action that reinforces atmospheric teleconections, initially produced by other mechanisms.
