Abstract. In recent decades, phylogenetic networks have become a standard tool in modeling evolutionary processes. Nevertheless, basic combinatorial questions about them are still largely open. For instance, even the asymptotic counting problem for the class of phylogenetic networks and subclasses is unsolved. In this paper, we propose a method based on generating functions to count networks with few reticulation vertices for two subclasses which are important in applications: tree-child networks and normal networks. In particular, our method can be used to completely solve the asymptotic counting problem for these network classes when the number of reticulation vertices remains fixed while the network size tends to infinity.
Introduction and Results
This paper will be concerned with the counting of phylogenetic networks, a basic and fundamental question which is of interest in mathematical biology; see [25] .
Phylogenetic networks are used to model reticulation events in evolutionary biology. Even though the presence of such events has been acknowledged by biologists since the dawn of the development of evolution as a scientific discipline, for the most part, phylogenetic trees instead of phylogenetic networks have been used to model the relationship between species. This might be due to the fact that trees are a considerably simpler structure than networks and thus allow a rich theory. For instance, their combinatorics is well-understood: the corresponding counting problem was already solved by Schröder in 1870 [31] . Several further studies were published to analyze parameters or variations, e.g. [4, 5, 19, 20] . Moreover, phylogenetic trees are also important for constructing phylogenetic networks (see [7, 10] ) and thus the comparison of phylogenetic trees and networks is an active area of research, see [21] and [8, 11, 32] concerning tree-embeddings in networks.
The combinatorics of phylogenetic networks, on the other hand, remains a challenge and only few papers have addressed it. It is the goal of this paper to make some further progress and in particular to solve the counting problem for phylogenetic networks with a fixed number of reticulation vertices.
Before stating our results in more detail, we recall some definitions and previous work. First, a phylogenetic network is defined as a rooted directed acyclic graph (DAG) which is connected and consists of the following vertices:
(i) a root vertex which has in-degree 0 and out-degree 2 (except if the network consists of only one vertex); (ii) tree vertices which have in-degree 1 and out-degree 2; (iii) reticulation vertices which have in-degree 2 and out-degree 1; (iv) leaves which have in-degree 1 and out-degree 0.
Phylogenetic networks are usually labeled, where all labels are assumed to be different and two kinds of labelings are often considered: (i) all vertices are labeled; such networks we will call vertexlabeled networks throughout this work, and (ii) only leaves are labeled; these are called leaf-labeled networks.
Phylogenetic networks are used to model reticulate evolution. However, the process of evolution is driven by specific principles which add further restrictions on phylogenetic networks. Thus, biologists have defined many subclasses of the class of phylogenetic networks. Two of them are tree-child networks and normal networks; see e.g. [9, 36] .
In tree-child networks, one has the additional requirement that reticulation events cannot happen in close proximity, or more formally, every tree vertex must have at least one child which is not a reticulation vertex and no reticulation vertex is directly followed by another reticulation vertex. Normal networks, on the other hand, form a subclass of the class of tree-child networks with the additional requirement that evolution does not take shortcuts, or again more formally, if there is a path of at least length 2 from a vertex u to a vertex v, then there is no direct edge from u to v. For examples of such networks see Figure 1 .
Remark . Note that in general phylogenetic networks, as defined above, multiple edges are not explicitly forbidden (except when dealing with enumeration of leaf-labeled networks, since otherwise the counting problem is not meaningful). In fact, only double edges may occur because of the degree constraints. The tree-child condition, however, makes double edges impossible. Thus tree-child and normal networks do not contain double edges.
(i)
(ii) Figure 1 . Two phylogenetic networks, where (i) is a general network that is not a tree-child network and (ii) is a tree-child network that is not a normal network. Edges are directed downwards.
Next, let us recall what is known about the number of tree-child and normal networks. Denote by T n and N n the number of vertex-labeled tree-child networks and vertex-labeled normal networks, respectively, where n is the total number of vertices. Similarly, denote byT andÑ the number of leaf-labeled tree-child networks and leaf-labeled normal networks, where denotes the number of leaves. Then, it was proved in [25] that for all odd n, (e 1 n) 5n/4 ≤ N n ≤ T n ≤ (e 2 n) 5n/4 , where e 1 , e 2 > 0 are suitable constants. (It is easy to see that N n = T n = 0 when n is even.) Similarly, there are f 1 , f 2 > 0 such that for all ,
Note that the first result can be equivalently stated as N n = n 5n/4+O(n/ log n) and T n = n 5n/4+O(n/ log n) and the second asÑ = 2 +O( / log ) andT = 2 +O( / log ) .
Thus, one is still quite far away from getting precise asymptotics for these counting sequences and this was left as an open problem in [25] .
In this paper, we will consider tree-child and normal networks with a fixed number k of reticulation vertices. It should be mentioned that they form (very) small subclasses of the class of all tree-child and normal networks since it was also proved in [25] that almost all vertex-labeled tree-child resp. normal networks have k ∼ n/4 and almost all leaf-labeled tree-child resp. normal networks have k ∼ . Nevertheless, these subclasses are interesting from a combinatorial point of view since we can get precise asymptotics of their numbers. Moreover, they are more suitable for modelling phylogenesis in environments where reticulation is a very rare event (although even then it may be sometimes desirable to admit k → ∞ as n → ∞). Models with a fixed number of reticulation vertices were for instance considered in [6, 34] . Likewise, in the construction of phylogenetic networks from trees, models with bounded reticulation number do play a role, see [22, 35] .
Recently, people studying phylogenetic networks or related structures have become more and more interested in enumerative aspects. We mentioned already the shape analysis of phylogenetic trees [4, 5, 19, 20] and the bounds for the counting sequences of some classes of phylogenetic networks [25] . But other counting problems were studied in [1, 12, 13, 23, 30, 33, 34] . Though combinatorial counting problems are often amenable to the rich tool box of analytic combinatorics [17] , generating functions have been rarely used in phylogenetic enumeration problems.
Here we focus on the already mentioned class of phylogenetic networks with a low number of reticulation events, more specifically on the above two subclasses of this class, and demonstrate how analytic combinatorics can be used to obtain general (asymptotic) enumeration results for those classes. We believe that our paper is of interest to experts working on the mathematics of phylogenetics and that many more enumeration problems in phylogenetics can be approached in a similar way. Now, denote by N k,n resp. T k,n the number of normal resp. tree-child networks with k reticulation vertices in the vertex-labeled case andÑ k, resp.T k, in the leaf-labeled case. Then, our results are as follows.
Theorem 1. For the number N k,n of vertex-labeled normal networks with k ≥ 1 reticulation vertices, there is a positive constant c k such that
In particular,
Remark. Note that this result also holds for k = 0 where it becomes the result of Schröder; see above and [31] .
Surprisingly, the same result also holds for vertex-labeled tree-child networks. (It was proved in [25] that N n = o(T n ).) This shows in particular that if one considers only first-order asymptotics, then the additional requirement for normal networks does not matter. Note, however, that we are considering networks with an a priori fixed number k of reticulation vertices. Thus, we do not claim that the asymptotic equivalence given in Theorem 1 holds uniformly in k (and neither do we claim this in Theorem 2 below). Indeed, such a claim would surely be wrong since otherwise one could sum up both sides over k and would get a contradiction to the above mentioned result from [25] .
Theorem 2. For the number T k,n of vertex-labeled tree-child networks with k ≥ 1 reticulation vertices,
with c k as in the previous theorem.
Remark. Again the result also holds for k = 0 where it is Schröder's result. Moreover, note that for k = 0 and k = 1, T k,n is identical with the number of all vertex-labeled phylogenetic networks (for k ≥ 2, the latter number becomes strictly larger than T k,n , however, the leading term of the asymptotic expansion is likely to be again the same; see Section 6).
Then, asymptotically almost all tree-child networks with k reticulation vertices are normal networks.
Remark. When going beyond first-order asymptotics, one sees that the additional requirement for normal networks does indeed matter; see below for longer asymptotic expansions for k = 1, 2, 3 which show a difference in the second order term for vertex-labeled normal and tree-child networks.
Similar results to the results above will be shown for leaf-labeled tree-child and normal networks, too; see Section 5.
The remainder of the paper is as follows. In the next section, we will explain how to use generating functions to count tree-child and normal networks. The methodology we use is what is known nowadays as "Analytic Combinatorics" [17] and relies on the symbolic method [17 ]. This counting procedure will then be applied in Section 3 to vertex-labeled normal networks. (This section will contain the proof of Theorem 1.) In Section 4, we apply the same approach to vertex-labeled tree-child networks and prove Theorem 2. In Section 5, we will briefly discuss results for leaf-labeled networks which are obtained from those for vertex-labeled networks in Section 3 and Section 4. Finally, we will conclude the paper with some remarks in Section 6.
Decomposing Phylogenetic Networks
In order to count the above classes of phylogenetic networks, we will decompose them and use this decomposition to obtain a reduction which can be easily analyzed by means of generating functions. Then the reduction is extended to get back the original network in such a way that the extension procedure has a counterpart in generating function algebra, hence allowing an asymptotic analysis of the number of phylogenetic networks. We start with normal networks, since tree-child networks differ from normal ones just by dropping a condition which allows a similar analysis.
Consider a normal network having exactly k reticulation vertices. Then each such vertex has two incoming edges. Choose one of them and remove it. The remaining graph is a (labeled and nonplane) Motzkin tree 1 , i.e., a tree consisting of leaves (zero children), unary vertices (one child) and binary vertices (two children). All edges in this Motzkin tree are directed away from the root. In particular, it is a Motzkin tree with exactly 2k unary vertices, where k of them are the starting points of the removed edges, the other k their end points (note that here the tree-child property was used). Now consider the following procedure (see Figure 2 for an illustration): Start with a Motzkin tree M with exactly 2k unary vertices and n vertices in total. Then add edges such that (i) each edge connects two unary vertices, (ii) no two of the added edges have a vertex in common, and (iii) the resulting graph is a normal network N . Finally, color the start vertices of the added edges green and their end vertices red. We say then that M (keeping the colors from the above generation of N , but not the edges) is a colored Motzkin skeleton (or simply Motzkin skeleton) of N . In this way all normal networks with n vertices are generated and each of them exactly 2 k times, since every network N with k reticulation vertex has exactly 2 k different Motzkin skeletons. In order to set up generating functions for phylogenetic networks, we will construct them as follows: for a given network N first pick one of its 2 k possible Motzkin skeletons. Then, look for the minimal subtree T which contains all green vertices. This tree contains all the green vertices as well as all last common ancestors 2 of any two green vertices. These particular vertices form a tree whose edges are paths in T . Contract each of these paths to one single edge. The resulting tree, which is again a Motzkin tree, is called the sparsened skeleton of N . The structure of this tree tells us how the green vertices are distributed within N (again See Figure 2) .
In order to construct networks with k reticulation vertices, we start with a sparsened skeleton having k green vertices. Then we replace all edges by paths that are made of red vertices or binary 1 We mention that we slightly abuse the word here: A Motzkin tree (also known as unary-binary tree) is usually an unlabeled and plane. The concept stems from computer science, see [14, 16, 18] . In contrast, the trees we are considering here are labeled and nonplane, but nevertheless still unary-binary trees. Thus, they are the labeled and nonplane counterpart of classical Motzkin trees. For a comprehensive introduction into recursive structures like Motzkin trees and also labeled and nonplane combinatorial structures see [17] .
2 Note that we use the name which is common in the combinatorial literature. In the phylogenetics literature this is usually called most recent common ancestor.
−→ −→ Figure 2 . A normal network with colored Motzkin skeleton and coresponding sparsened skeleton. Note that there are three more possible colored Motzkin skeletons which one can obtain from the same network and that all but one yield the same sparsened skeleton.
vertices with a Motzkin tree (whose unary vertices are all colored red) as second child and add a path of the same type on top of the root of the sparsened skeleton. Moreover, we attach a Motzkin tree (again with all unary vertices colored red) to each leaf of the sparsened skeleton such that this new subtree is linked to the (now former) leaf by an edge (for normal networks, this tree can be a binary tree). Do all of the above in such a way that the new structure has k red vertices altogether. What we obtain so far is a Motzkin skeleton of a phylogenetic network. Finally, add edges connecting the green vertices to the red ones in such a way that the corresponding mapping is bijective and that the normality condition for phylogenetic networks is respected. Let us set up the exponential generating function for Motzkin trees which appear in the above construction. This means that the tree-child condition for networks has to be respected, but the number of unary vertices need not be even. After all, the unary vertices in those trees will be the red vertices of our network.
Denote by M ,n the number of all vertex-labeled Motzkin trees with n vertices and unary vertices (all colored red) that respect the tree-child condition for networks, which means that the child of a unary vertex cannot be a unary vertex and each binary vertex has at least one child which is not a unary vertex. Let M denote the set of all these Motzkin trees. The exponential generating function associated to M is and thus
The first few coefficients can be seen from 
Counting Vertex-Labeled Normal Networks
In this section, we will count (vertex-labeled) normal networks with a fixed number k of reticulation vertices. We will start with the cases k = 1, 2, 3 which will be discussed in the next three subsections and for which we will derive asymptotic expansions up to the second order term (in fact, our method allows one to obtain full asymptotic expansions as well). From these three cases, we will observe a general pattern which will be proved in the fourth subsection.
3.1. Normal networks with one reticulation vertex. In this subsection we will determine the asymptotic number of normal networks with one reticulation vertex and then discuss their relationship to unicyclic networks that were studied in [34] .
3.1.1. Counting. In order to count normal networks with only one reticulation vertex we use Motzkin trees from the class M, which have generating function (2) , and (sparsened) skeletons, as described in the previous section: We delete one of the two incoming edges of the reticulation vertex which then gives a unary-binary tree satisfying the tree-child property with exactly two unary vertices. Conversely, we can start with the general tree or even the sparsened skeleton (which only consists of one vertex) and then construct the network from this. Proposition 1. The exponential generating function for vertex-labeled normal networks with one reticulation vertex is
Proof. As already mentioned, we start with the general tree as depicted in Figure 3 , which arises from the sparsened skeleton, i.e., the tree consisting of a single green vertex g as follows: we add a sequence of trees on top of g which consist of a root to which a tree in M is attached. Moreover, we attach also a tree from M to g as a subtree. Next, in order to obtain all normal networks arising from these Motzkin skeletons, we have to add an edge starting from g and ending at the red vertex. Note that for a normal network, this edge is neither allowed to point to a vertex on the path from g to the root (since the network must be a DAG), nor to the root of one of the trees which are connected to the vertices on the path from g to the root (since this violates the normality condition) nor to any vertex in the subtree of g (since this again violates the normality condition). Overall, the red vertex must be contained in the forest attached to the path from g to the root, but not in the tree attached to g. Moreover, note that since there is only one red vertex, the requirement that trees in this forest satisfy the tree-child property could actually be dropped.
The networks arising from these skeletons can therefore be specified as a tree without red vertices (the one attached to g) and a sequence of structures of the form "vertex plus Motzkin tree with non-unary root" (cf. Figure 3 ). In terms of generating functions this gives
The structure of Motzkin skeletons of networks with one reticulation vertex. It originates from a sparsened skeleton which consists of only one green vertex. It has one green vertex, denoted by g, and one red vertex which is hidden within the forest made of the triangles in the picture, which are attached to g and all the vertices on the path of length . Note that the position of the red vertex in this forest is restricted by the normality condition.
The factor 1/2 makes up for the fact that each network is counted exactly twice by the above procedure. Evaluating this and writing M y for the partial derivative of M (w.r.t. y) yields
Now, by using
we obtain (3).
From this result we can now easily obtain the asymptotic number of normal networks (see the appendix for numerical data).
Corollary 2. Let N 1,n denote the number of vertex-labeled normal networks with n vertices and one reticulation vertex. If n is even then N 1,n is zero, otherwise
Proof. The function (3) has two dominant singularities, namely at ±1/ √ 2, with singular expansions
Applying a transfer lemma (see [15, 17] ) for these two singularities and using Stirling's formula completes the proof.
Remark . Note that the periodicity is not surprising since, as mentioned in the introduction, phylogenetic networks always have an odd number of vertices.
3.1.2.
Relationship to unicyclic networks. In [34] , the authors counted unicyclic networks which are (vertex-labeled or leaf-labeled) pointed 3 graphs with only one cycle to which complete binary trees are attached. The enumeration was done only for leaf-labeled networks there. 3 Pointed means that an edge is chosen to which a vertex v is attached (with an edge, of course). The chosen edge itself is thus split into two edges and the point where the new edge is attached becomes a further new vertex. The vertex v is then the root vertex of the network On the other hand, phylogenetic networks with exactly one reticulation vertex are the same as unicyclic networks, if one disregards the direction of the edges. 4 So, another way of counting normal networks with exactly one reticulation vertex is by using a modification of the approach of [34] : either the root is in a cycle in which case one of the vertices on this cycle except the root and its two neighbours are the reticulation vertex and to each vertex may be attached a complete binary rooted tree or the root is not in the cycle in which case exactly one subtree contains the cycle. This translates into
Solving this equation gives
Plugging (5) into this reveals
3.2.
Normal networks with two reticulation vertices. For this case, we use two variables y 1 , y 2 to express the possible pointings of the two green vertices of the Motzkin skeletons. Furthermore, we have now more complicated paths (and attached trees) which replace the edges of the sparsened skeleton and thus we first set up the generating function corresponding to theses paths. To govern the situation where an edge from one of the two green vertices must not point into a certain subtree or to a particular vertex, we distinguish several types of unary vertices, which are the red vertices of our construction.
To simplify the explanation, let us use the following conventions: If the root of a Motzkin tree is a unary vertex (so, a red vertex) we call the tree a red tree, otherwise a white tree. Note that the class of white trees has generating functionM (z, y) given in (4), whereas the class of red trees has generating function M u (z, y), see (1) .
The structure we will need is a class P of paths which serve as the essential building blocks for Motzkin skeletons. In this class the rules for pointing to particular red vertices differ, depending on whether (i) the red vertex lies on the path itself, but is not the very first vertex there, or is the root of one of the (red) subtrees attached to the vertices of the path, (ii) it is one of the non-root vertices of one of the attached subtrees or (iii) the red vertex is the first vertex of the path. To distinguish these three classes of red vertices, we will mark the red vertices of type (i) with the variable y, those of type (ii) withỹ and the vertex of type (iii) withŷ. Figure 4 . The specification of the class Q. In this picture, the paths are drawn such that they are going from upper right to lower left. The triangles represent the trees attached to the path. These are white trees, i.e., trees which do not have a unary root. The variable y marks the red vertices that are shown in the figure. Others may be hidden in the white trees and are marked byỹ. The last part of the specification guarantees that there are no consecutive red vertices on the path.
Moreover, we have to respect the tree-child condition. Normality does not play a role on this level, it actually only causes the need for the third class of red vertices. The tree-child condition 4 Combinatorially, there is no big difference between rooted and pointed, since we can always drop the attached vertex and edge in the latter case and direct all edges. Thus, if one can solve the counting problem for a subclass of rooted networks also the corresponding counting problem for pointed graphs can be solved.
implies that the successor of a red vertex on the path itself must not be red. Moreover, if the tree attached to some vertex x is a red tree, then the successor of x on the path must not be a red vertex. This gives rise to the a combinatorial specification. Take a set of three possible atomic items: a vertex with a white tree, a vertex with a red tree (which is itself a red vertex having a white tree as subtree), and a vertex having a red vertex and a white tree as subtrees. Then a path in P is either (a) a sequence made of these atomic items or (b) a red vertex followed by a sequence of type (a). More formally, letM denote the class of white trees, • denote a binary vertex and • denote a red (unary) vertex. We write {x} × S × T if x is a vertex having subtrees S and T , where T is omitted if x is a red vertex and the edge x -S is an edge of the path. Then we consider a class Q which contains all path in P of type (a) above. The specification of this class is
where ε denotes the empty tree; see Figure 4 . Since a path in P may also start with a red vertex, which then belongs to the third class of red vertices, we specify P as
This leads to the generating function
after all.
Let us summarize what we just defined. In our analysis the variables y,ỹ,ŷ will be replaced by a sum of variables y i where the presence of a particular y i indicates that the corresponding g i is allowed to point, its absence that pointing is forbidden. In particular, y represent the permission to point to vertices of the path (except its first vertex) as well as to the roots of the trees attached to the path. The variableỹ describes the permission to point to non-root vertices of these trees andŷ allows pointing to the first vertex of the path. Now we are ready to state the following result.
Proposition 2. The exponential generating function for vertex-labeled normal networks with two reticulation vertices is
Proof. Note that, in the current situation, there are only two possible sparsened skeletons: either a path of length one (with both vertices green) or a cherry (with both leaves being green vertices). From this, one builds two possible types of Motzkin skeletons that are depicted in Figure 5 . For the first type (see Figure 5 , left), we have to complete the Motzkin skeletons by adding two egdes having start vertex g 1 and g 2 , respectively. The one starting from g 1 may point to any non-root vertex within the subtrees that are attached to the skeleton's spine (i.e., the paths k and and g 2 ). By normality, it can neither point to the root of one of those subtrees nor to a vertex in the subtree attached to g 1 itself, but g 1 does not belong to what we called the spine anyway. Similarly, the edge starting at g 2 may point to any non-root vertex in the subtrees attached to the path , the path from the root to the parent of g 2 . Thus the generating function of the subtrees attached to the vertices of isM (z, y 1 + y 2 ), that of the subtrees attached to the vertices of k is M (z, y 1 ). The tree attached to g 1 corresponds to M (z, 0) since it must not contain any red vertices. Finally, note that we have to point at two red vertices, one targeted by g 1 and one targeted by g 2 . Pointing (and not counting it any more as red vertex) corresponds to differentiation in the world of generating functions. Since we do not want any other red vertices to be present, we set y 1 = y 2 = 0 after the differentiations. After all, we get the generating function For the second type (see Figure 5 , right), none of the two green vertices g 1 and g 2 is the ancestor of the other, they have a common ancestor y. Moreover, there is a path on top of y connecting y with the root of the network, called r. Also, there are paths from y to g 1 and g 2 , namely k and , respectively. To each of the vertices of k, and r as well as to the two green vertices a tree from M is attached.
In order to meet the constraints imposed by the tree-child and normality property there are certain restrictions for the target vertices of the edges we add to the green vertices. We will analyse the parts of the structure. First, since the targets of the added edges are certainly reticulation vertices, the trees attached to a green vertex cannot be red trees (cf. the terminology at the beginning of Section 3.2) and have generating functionM (z, y). We only have to replace y by y 1 or y 2 or their sum, depending on whether g 1 or g 2 or both green vertices, respectively, are allowed to point at the red vertices in this tree (the last situation cannot happen here). The vertices y, g 1 and g 2 cause a factor z 3 . Next, we analyse the contribution of the paths:
• Path r: Both green vertices may point into the attached subtrees, except to their root. The trees are therefore white trees and the generating function of the path is 1/(1 − zM (z, y 1 + y 2 ).
• Path k: The vertex g 1 may point to any non-root vertex of the attached trees, g 2 may point to any vertex on k, except the first one, and any vertex of the attached trees. Thus the generating function of this path is P (z, y 2 , y 1 + y 2 , 0).
• Path : The situation for this path is symmetric to k.
Overall, this yields the generating function
.
The exponential generating function for normal networks with two reticulation vertices is then N 2 (z) = (N 2,1 (z) + N 2,2 (z))/4, where the factor 4 appears, because each normal network is generated four times. Simplifying the resulting expression gives (9) .
As an easy consequence, we obtain the asymptotic number of networks; see the appendix for numerical data. Corollary 3. Let N 2,n denote the number of vertex-labeled normal networks with n vertices and two reticulation vertices. If n is even then N 2,n is zero, otherwise
Proof. This follows by singularity analysis as in the proof of Corollary 2.
Remark. It turns out that the asymptotic main term is determined by N 2,2 (z). In hindsight, this is no surprise, because the corresponding sparsened skeleton has two edges, which leads to three paths made of sequences of trees after all. This leads to three expressions contributing a singularity in the denominator and together with the number of differentiations this eventually determines the growth rate of the coefficients of the generating function.
3.3. Normal networks with three reticulation vertices. In the case of three reticulation vertices we follow the same procedure: We decompose the network according to how the reticulation vertices are distributed in the network. There are four cases.
Case 1: The three reticulation vertices lie on one path, i.e., one reticulation vertex is ancestor of another, which itself is ancestor of the third one. Case 2: One reticulation vertex is a common ancestor of the other two, but none of those two is ancestor of the other one. The Motzkin skeletons of the first two cases are depicted in Figure 6 , Case 3 is depicted in Figure 7 and the last case is depicted in Figure 8 . For all those cases, the lengths of the paths connecting two reticulation vertices or connecting a reticulation vertex with the last common ancestor of two reticulation vertices are the free parameters. To each vertex of such a path we may attach a Motzkin tree which must be shaped in such a way that the condition for normality of the network is respected. So, we will set up generating functions N 3,1 (z), N 3,2 (z), N 3,3 (z) , N 3,4 (z) associated to Motzkin skeletons of the four respective cases and since the procedure will generate each normal network eight times, the generating function of normal networks with three reticulation vertices is
We start with Case 1, see Figure 6 , left tree. As in the previous section we call the path from the root to the parent of g 1 the spine of the Motzkin skeleton. Then g 1 can point to each non-root vertex of the subtrees attached to any of the vertices of the spine. Likewise, the pointing options for g 2 are the non-root vertices of the subtrees attached to the vertices of the sub-paths 2 ∪ 3 of the spine. The situation for g 3 is analogous.
From this we obtain the following expression for the generating function of all normal networks with three reticulation vertices which are distributed within the network as shown in Figure 6 , left:
whereM (z, y) is as in the last subsection (cf. (4)) and Y denotes the operator differentiating with respect to y 1 , y 2 , y 3 and setting y 1 = y 2 = y 3 = 0 afterwards, i.e., Yf (z, y 1 , y 2 , y 3 ) = (∂ y1 ∂ y2 ∂ y3 f ) (z, 0, 0, 0). Next we will determine the generating function of all normal networks belonging to Case 2, which have Motzkin skeletons as shown on the right of Figure 6 . As in the previous section we analyse the substructures. There are four vertices in the sparsened skeleton, yielding a factor z 4 . The red vertices in the (white) subtree attached to g 1 may only be targets of the edge coming from g 2 , for the subtree attached to g 2 vice versa.
• Paths 3 and 4 : These paths are sequences of vertices, each with a white subtree attached to it. For 4 each green vertex is allowed to point at the red vertices in these white subtrees.
Pointing to the vertices of the path is not allowed. Likewise, the corresponding vertices in the subtrees of 3 are forbidden for g 3 by the normality condition.
• Paths 1 and 2 : They are symmetric, so we discuss 1 . The non-root vertices of the subtrees are the only allowed targets for the edge from g 1 . The edge from g 2 may end at each vertex of the subtrees and the vertices of the path itself except the first vertex. There are no options for g 3 . So, we must distinguish three classes: the first vertex of the path, the other vertices of the path and the roots of the trees, the vertices "strictly inside" the trees. These precisely correspond to the variablesŷ, y andỹ, respectively, of the function P (z, y,ỹ,ŷ) introduced in (8) . We obtain P (z, y 2 , y 1 + y 2 , 0) for 1 .
Overall, this gives, again using the operator Y defined above, the generating function
Case 3 is the one shown in Figure 7 . The sparsened skeleton has 4 vertices and the subtrees attached to g 1 and g 3 are white trees. The red vertices of the subtree of g 1 may be targeted by the edges starting either in g 2 or in g 3 , the red vertices of the other tree by edges from g 1 .
Next we inspect the paths:
• Path 4 : All green vertices may point to the non-root vertices of the (white) subtrees. Pointing to the path itself is not allowed.
• Path 3 : The edge starting at g 3 may point to non-root vertices of the subtrees, but neither to the roots nor to the vertices of the path itself. There is no option for g 2 . All but the first vertex of the path as well as all tree vertices can be the end point of the edge starting at g 1 .
• Path 1 : Similar to 3 . The edges from g 2 and g 3 may point anywhere except to the first vertex of the path. The non-root vertices of the subtrees may be targeted by g 1 as well. • Path 2 : All green vertices may point to the non-root vertices of the subtrees. To point at the vertices on the path or to the root vertices of the subtrees is only allowed for g 1 . Again, the first vertex of the path is the exception. It must not be red by the normality condition. Altogether, we obtain for the generating function N 3,3 (z) of Case 3 the expression
× P (z, y 2 + y 3 , y 1 + y 2 + y 3 , 0)P (z, y 1 , y 1 + y 2 + y 3 , 0) . Figure 8 . The restriction for the target vertex of the edges to be added at g 1 , g 2 and g 3 follow the analogous rules in order to meet the normality constraint. Setting up the generating function follows the same pattern as before. We omit now the details and get from path analysis after all
The last case of normal networks has Motzkin skeletons as shown in
1 − zM (z, y 1 + y 2 + y 3 ) P (z, y 1 + y 2 , y 1 + y 2 + y 3 , 0)
× P (z, y 1 + y 3 , y 1 + y 2 + y 3 , y 3 )P (z, y 2 + y 3 , y 1 + y 2 + y 3 , y 3 )P (z, y 3 , y 1 + y 2 + y 3 , 0) .
Overall, by collecting everything, we obtain the following result.
Proposition 3. The exponential generating function for vertex-labeled normal networks with three reticulation vertices is
,
As a consequence we obtain the following result; see the appendix for numerical data.
Corollary 4. Let N 3,n denote the number of vertex-labeled normal networks with n vertices and three reticulation vertices. If n is even then N 3,n is zero, otherwise
Proof. This follows by singularity analysis as for k = 1 and k = 2 above.
3.4.
Normal networks with a fixed number of reticulation vertices. By looking at Proposition 1, Proposition 2 and Proposition 3, one clearly sees a pattern for the exponential generating function of normal networks. In this section, we will prove that this pattern continues to hold for the exponential generating function of normal networks with k reticulation vertices. This will then be used to prove the remaining claims of Theorem 1. We start with a technical lemma. Therefore, consider the following function
where a(z, y), b(z, y) are polynomials in z and y with a(z, 0) = b(z, 0) = 1. This function will be used as a building block for construction the exponential generating function of normal networks. We need the following simple properties of this function.
where c (z) and d (z) are suitable polynomials.
, where e (z) and f (z) are suitable polynomials.
Proof. For the proof of part (a), by differentiation
with suitable polynomials a (z, y) an b (z, y). (Note that this becomes incorrect for = 0). The claim follows now by setting y = 0. For the proof of part (b), we use induction. Note that = 0 is trivial. Now, assume that the claim holds for all˜ < . Then, by Leibnitz rule
Plugging into this the induction hypothesis and part (a) gives the claimed form with power of the denominator equal to 
where a k (z) and b k (z) are suitable polynomials.
Proof. Fix a type of Motzkin skeletons (arising from a sparsened skeleton) for generating normal networks with k reticulation vertices. As explained in the cases k = 1, 2, 3, the exponential generating function of the normal networks arising from these skeletons is a product of generating functions for the paths which are either counted by 1/(1 − zM ) or P multiplied with a z for each vertex of the sparsened skeleton and the generating functions of the Motzkin trees attached to the leaves. In particular note that zM is of the form (11) and the denominators of P is one minus a function of the form (11) . Also, note that all these functions G have polynomials satisfying a(z, 0) = b(z, 0) = 1. In summary, we have that the exponential generating function N k (z) for normal networks is a sum of terms of the form
where the number of functions G s+i (z, y) is bounded by the number of edges of the sparsened skeleton increased by one (for the sequence of trees added above the root when constructing the Motzkin skeletons). Moreover, y is the sum of the y i 's where not all of them must be present and the missing ones can differ from one occurrence to the next in the above formula. Note that because of this special form of y, we can apply the above lemma after expanding (12) and obtain that
What remains is to show that p = 2k − 1/2. For this observe that (12) without the derivatives is of the general form given in (13) with the exponent of the denominator equals t/2 which reaches its maximum for the sparsened skeleton with the maximal number of edges and is thus at most k − 1/2. Also, from the above lemma, we see that each differentiation increases the exponent by 1. Thus, the exponent of (12) when written as (13) is at most 2k − 1/2. Adding up this terms gives the claim.
Corollary 5. We have
Proof. Observe that N k (−z) = −N k (z) since phylogenetic networks necessarily have an odd number of vertices. Thus,
This implies
which is obviously only possible if
i.e., both are odd functions. From this the result follows. Now, we can finish the proof of Theorem 1.
Corollary 6. Let N k,n denote the number of vertex-labeled normal networks with n vertices and k reticulation vertices. If n is even then N k,n is zero, otherwise there is a positive constantc k such that
Proof. From the above corollary,
From this, by singularity analysis and Stirling's formula, the claimed expansion follows with
What is left is to prove thatc k > 0 (note that we already showed this for k = 1, 2, 3 directly). This will follow from Proposition 5 below which shows that already a subset of the set of normal networks with k reticulation vertices satisfies the above claimed asymptotics with a positive constant.
The proof of Corollary 6 relies on the fact that a certain constant (calledc k there) is positive. This constant is related to the number of normal phylogenetic networks; it is the multiplicative constant of the asymptotic main term. We will construct a subclass of the class of normal networks and show that the number of networks in that subclass is the same as for normal networks up to a positive multiplicative constant. The result is presented in Proposition 5 below and closes the small gap left in the proof of Corollary 6.
For this purpose, we consider all the normal networks which are generated (possibly with duplicity) from a sparsened skeleton which is a rooted binary caterpillar, i.e., a sparsened skeleton of the form e1 e2 g (For the discussion below, we have added an edge from the root.) Note that by the same arguments as above, these networks are also counted by an exponential generating function of the form
whereẽ k (z) andf k (z) are suitable polynomials. Now, we are in position to prove the following proposition.
Proposition 5. Let C k,n denote the number of vertex-labeled normal networks with n vertices and k reticulation vertices which arise from the above caterpillar-skeleton. If n is even then C k,n is zero, otherwise there is a positive constantd k such that
as n → ∞.
Proof. As in the proof of Corollary 6, the asymptotic formula follows from (14), wherẽ
For the positivity claim, we will show thatẽ k (1/2) is non-decreasing in k from which the claim follows by our result for k = 1. In order to prove this, consider the caterpillar-skeleton above with k leaves. Denote the path consisting of the edges e 1 and e 2 by P . Then, a subset of all normal networks generated by this caterpillar-skeleton of k leaves is formed by normal networks which are generated by a caterpillar-skeleton with k − 1 leaves to which a normal network with one reticulation vertex generated by P is added. More precisely, for the latter networks g is connected to one of the subtrees attached to e 1 or e 2 (such that the normal condition is satisfied), i.e., these networks arise from g and are counted by
whereM (z, y) is as above. Consequently, the normal networks from the above mentioned subset are counted by
This gives, for odd n,
Moreover, since this counts a subclass of normal networks generated by a caterpillar-skeleton with k leaves, we haved k ≥g k which givesẽ k (1/2) ≥ẽ k−1 (1/2). This proves our claim and thus the proposition is also proved.
Finally, we would like to remark that in order to compute the multiplicative constant in the asymptotic expression given in Corollary 6 one has to understand the precise structure of the generating functions for each Motzkin skeleton. Our investigations show that the main contribution comes from the Motzkin skeletons for which the sparsened skeleton is a (rooted, nonplane) tree with k vertices. Since there is no explicit formula for the number of such trees (but in fact there is an asymptotic solution; see [17] ), we cannot expect to get some explicit form for the constant, but only some expression in terms of the number of rooted trees of size k. This observation may also be exploited to derive upper bounds for the constant. With the help of Proposition 5 lower bounds may be derived as well. However, this needs some further investigations to understand the shape of the polynomialsẽ k (z) appearing in (14).
Counting Vertex-Labeled Tree-Child Networks
In this section, we will count (vertex-labeled) tree-child networks. As in the last section, we will first work out in detail the cases k = 1, 2, 3, where, as for normal networks, we will show more precise results than stated in Theorem 2. The general case (and thus the proof of Theorem 2) is then done in the last subsection below.
4.1.
Tree-child networks with one reticulation vertex. We start with tree-child networks with one reticulation vertex which are again counted by using the Motzkin skeletons in Figure 3 .
Proposition 6. The exponential generating function for vertex-labeled tree-child networks with one reticulation vertex is
We have to add an edge from g in the Motzkin skeletons in Figure 3 which points to a unary (or red) vertex. Note that this edge is not allowed to point on a vertex on the path from g to the root (since the resulting network must be a DAG), but is allowed to point to any vertex on the subtrees attached to these vertices. Moreover, the edge can also point to any non-root vertex in the subtree attached to g (pointing on the root of this subtree is not allowed because we do not allow double edges).
This gives
whereM (z, y) is given in (4). Similar to the normal network case, the factor 1/2 compensates for the fact that each network is counted exactly twice by the above procedure. Now, by using (5) we obtain (15) .
From this, we obtain the following consequence; see the appendix for numerical data.
Corollary 7. Let T 1,n denote the number of vertex-labeled tree-child networks with n vertices and one reticulation vertex. If n is even then T 1,n is zero, otherwise
Remark. Note that the constant of the second order term in the asymptotic expansion above is − √ π/2 whereas that of the asymptotic expansion of N 1,n is −3 √ π/2. Thus, the difference between normal networks and tree-child networks becomes visible only in the second order term (and the number of normal networks is of course smaller than the number of tree-child networks). The behavior for k = 2 and k = 3 is similar; see below.
Relationship to unicyclic networks revisited. Again there is a close relationship to unicyclic networks and the alternative approach from Section 3.1.2 can be used: either the root is in a cycle, but in which case now each vertex except the root can be the reticulation vertex, or the root is not in a cycle. This gives
Solving gives
which by using the expression (4) for M (z, 0) simplifies to (15).
4.2.
Tree-child networks with two reticulation vertices. As for normal networks, the counting is done by using two variables y 1 and y 2 and the two types of Motzkin skeletons depicted in Figure 5 . For trees attached to paths the situation is different from normal networks. We never encounter different pointing rules between roots and internal vertices, but very well between vertices on the path and vertices within the trees. Thus the red vertices in the third and fourth term on the right-hand side of the specification for Q, see (6) , fall into different classes of red vertices. In the third term, {•} × Q × ({•} ×M), the red vertex is the root of the attached (red) tree. It can be treated like the red vertices within the tree and therfore we mark it withỹ. A consequence of this is that we do not need to distinguish between red and white trees any more. Indeed, the second term of the specification corresponds to having a white tree attached, the third one to having a red tree attached (to the path, in both cases). Since the red vertices fall into the same class and are both marked byỹ, we may replace these two terms by one term corresponding to attaching simply a Motzkin tree. The red vertex in the last term of (6) is on the path itself, thus marked by y. The other subtree cannot be a red tree by the tree-child condition. Figure 9 . The specification of the classQ which is similar to that of Q (cf. Figure 4 ) but with the second and third term merged. Also, now the subtree of the second term can be either red or white and that of the third term must be white. All the red vertices in these subtrees are counted byỹ; the other red vertices arising from the third term are counted by y.
Altogether, this modification leads to a new classQ, specified bŷ Figure 9 . We use this new class in (7) instead of Q to specify the paths forming the basic building block for the Motzkin skeletons of tree-child networks. Call this new structureP. Then, we obtain the generating function
To summarize: The variable y tells us which green vertex is allowed to point to vertices of the path (with the first vertex as possible exception),ỹ which may point to vertices in the trees attached to the path, andŷ which may point to the first vertex of the path. We also make explicit a frequently appearing function:P (z, 0,ỹ, 0) = 1 1 − zM (z,ỹ) . Now, the result for tree-child networks with two reticulation vertices is as follows.
Proposition 7. The exponential generating function for vertex-labeled tree-child networks with two reticulation vertices is
Proof. We start with the tree-child networks arising from the Motzkin skeletons on the left in Figure 5 . Here, g 1 and g 2 can point to all vertices in the attached subtrees except the root of the subtree attached to g 1 . In addition, g 2 can also point to all vertices on the path between g 1 and g 2 except the vertex directly followed by g 2 . Overall, we obtain
Now, consider the Motzkin skeletons on the right of Figure 5 . For the trees attached to the green vertices only pointing to the root is forbidden, for all the other trees there is no pointing restriction. The analysis of the vertices on the paths is done path by path, as in the case of normal networks.
• Path r: No green vertex is allowed to point to the vertices of that path.
• Path k: Poiting to all vertices is allowed for g 2 , but g 1 may not point to that path at all.
The situation for path is symmetric.
In this way, Motzkin skeletons which are not respecting the tree-child condition are generated as well: Indeed, g 1 may point to the first vertex of and g 2 to the first vertex of k, such that the common ancestor y has two red children. But for these networks, all paths are of the same type, since there cannot be any red vertices in any subtree. This gives
The exponential generating function for vertex-labeled tree-child networks is now obtained as T 2 (z) = (T 2,1 (z) + T 2,2 (z))/4. Plugging in the above expressions and simplifying gives the result.
As a consequence, we have the following; see the appendix for numerical data. Corollary 8. Let T 2,n denote the number of vertex-labeled tree-child networks with n vertices and two reticulation vertices. If n is even then T 2,n is zero, otherwise
4.3.
Tree-child networks with three reticulation vertices. In this case we use the four different types of Motzkin skeletons depicted in Figure 6 , Figure 7 and Figure 8 . Moreover, we use the Y operator from Section 3.3.
We start with the tree-child networks arising from the Motzkin skeletons depicted on the left of Figure 6 . The possibilities for the pointings of the edges starting at g 1 , g 2 and g 3 are similar as in the first case for k = 2 (see above). All these edges may target any non-root vertex in the tree attached to g 1 and any vertex in all the other trees. Concerning the vertices on the spine, we have some restrictions. The edge from g 1 may not end at any vertex from 1 , for the first vertex this applies even to g 2 . Similarly, the edges from g 1 and g 2 may not point to any vertex of 2 , and no green vertex may point to the first vertex of 2 as well as to any vertex of 1 .
Overall, we obtain for this Motzkin skeleton
For the other cases, a similar reasoning for the possible pointings of the edges starting from g 1 , g 2 and g 3 can be used. Furthermore, we have pay attention to the Motzkin skeletons we generate which are not tree-child. These cases are those where two green vertices point to the children of a latest common ancestor of two green vertices, but the third green vertex has some freedom in pointing. We refrain from giving details and just list the obtained expressions. The reader is invited to derive them herself.
For the Motzkin skeletons on the right of Figure 6 , we obtain
• The green vertex points to one of the subtrees attached to the leaves of the skeletons. For the exponential generating function this gives
where the derivative comes from choosing a vertex in the subtree as end point of the green vertex. (Here, and below y is the sum of y i 's with 2 ≤ i ≤ k and not all of the y i 's must be present; also which are present can differ from one occurrence to the next.) • The green vertex points to the root of a Motzkin tree from M attached to the path from the green vertex to the root or attached to some of the edges of the sparsened skeleton on a path from the green vertex to a leaf. Then, we have
where the additional term comes from the fact that now one edge was split into two edges by the above pointing.
• The green vertex points to the first vertex on one of the branches attached to the path from the green vertex to the root. Then, we have
The exponential generating function of all networks arising from these Motzkin skeletons and the green vertex are a sum of generating functions of the above three types. Thus, from Lemma 1, we obtain that this generating function has the form
where c(z) and d(z) are suitable polynomials and the maximum of p is as follows: note that without the derivatives in the above expressions, p would be at most k (this bound is taken on in the first two cases, but not in the last case where p is at most k − 1/2); also, because of Lemma 1, each derivative increases this bound by one. Thus, p is at most 2k − 1. Now, with the same arguments as in the proof of Corollary 5, we obtain that the exponential generating function of the above number has the form
wherec(z) andd(z) are suitable polynomials. Singularity analysis gives then the bound
Summing over all possible type of Motzkin skeletons and all green vertices, we obtain the same bound for T k,n − N k,n which proves the claimed result.
Counting Leaf-Labeled Normal and Tree-Child Networks
In this section, we will count leaf-labeled normal and tree-child networks with leaves and k reticulation vertices (recall that we denoted their numbers byÑ k, andT k, , respectively). The counting results will follow from those for vertex-labeled networks since there is a close relationship between leaf-labeled normal and tree-child networks and vertex-labeled ones. To see this, we need to recall two lemmas from [25] .
Lemma 2 (see [25] ). For any phylogenetic network with leaves, k reticulation vertices and n vertices, we have
(Recall that n is always odd.)
Lemma 3 (see [25] ). The descendant sets for any two non-leaf vertices in a tree-child network (and thus also normal network) are different.
These two lemmas immediately imply that
To see this, note that all vertex-labeled normal networks with 2 + 2k − 1 vertices and k reticulation vertices can be constructed as follows: start with a (fixed) leaf-labeled normal network with leaves and k reticulation vertices. Then, choose labels from the set 2 + 2k − 1 labels and re-label the leaves of the fixed network such that the order is preserved. Finally, label the remaining + 2k − 1 vertices by any permutation of the set of remaining + 2k − 1 labels. By the above two lemmas, in this way every vertex-labeled normal network is obtained exactly once.
The above now implies thatÑ from which an asymptotic result follows by Theorem 1 and Stirling's formula. Similarly, an asymptotic result for leaf-labeled tree-child networks is obtained from
Overall, we obtain the following theorem.
Theorem 3. For the numbersÑ k, andT k, of leaf-labeled normal networks resp. leaf-labeled tree-child networks with k ≥ 1 reticulation vertices, we havẽ
where c k is as in Theorem 1.
Conclusion
In this paper, we considered the counting problem of phylogenetic networks which is largely unsolved. We devised an approach, based on generating functions and analytic combinatorics, to solve this problem for two important subclasses of phylogenetic networks, namely, tree-child and normal networks, provided that the number of reticulation vertices is fixed as the size of the network tends to infinity. The latter restriction is necessary for our method to work. Indeed, the combinatorial setup we developed in this paper is the construction of a sequence of combinatorial classes (for each given number of reticulation vertices, we contruct a separate class). The actual distribution of the reticulation vertices is then -on the level of generating functions -realized by differentiations. Letting k tend to infinity, when n tends to infinity, means that we have to cope with a growing number of differentiations and it is not clear how this changes the qualitative nature of the generating function. We certainly cannot expect that N k (z) keeps the shape (13) when k depends on n and gets large with growing n. Thus, we have to leave the question of counting phylogenetic networks when k is allowed to grow with n open.
Apart from this, the most obvious other question about the results of this paper is the following: why is our method only applied to subclasses of phylogenetic networks? In fact, our method can probably be extended to count general networks with a fixed number of reticulation vertices, too, but for this some further work has to be done. We will explain now why.
First, for vertex-labeled networks our method above relied on the use of Motzkin skeletons, which have green and red vertices, and all of them are unary vertices. Recall that these vertices arise by deleting an edge for each reticulation vertex which was colored red (the green vertices are then the other endpoints of the deleted edges). If one considers general phylogenetic networks, then the colored vertices in the Motzkin skeleton can be leaves as well. In order to see this consider the following networks (which show all possible types of how such leaves can occur): In the network on the left, if the indicated edges are deleted, then r 1 becomes a leaf (which is colored both green and red). On the other hand, in the network on the right, after deleting the indicated edges, the vertex which was connected to r 2 and r 3 becomes a leaf (which is colored green). Also, note that in the second cases the number of green and red vertices in the resulting Motzkin skeleton is not the same (unless one considers the leaf in the second case to be colored "double-green"). So, in order to consider the counting problem for vertex-labeled general networks, more possibilities for the Motzkin skeletons must be considered.
However, we in fact suspect that all the above mentioned additional possibilities for the Motzkin skeletons are asymptotically negligible since they lead to restrictions: In the first case one green vertex must be connected to the red-green leaf which reduces the number of differentiations in the expression for the exponential generating function by one, and in the second case the number of green vertices and thus the number of edges in the Motzkin skeleton is reduced by one (which also leads to a contribution of smaller order; e.g. see the proof of Proposition 4). Moreover, for the general networks arising from the Motzkin skeletons defined in this paper, we also expect that those networks which do not satisfy the tree-child property are rare, because again, when the tree-child property is not satisfied, then one has severe restrictions. So, overall, we guess that also for vertex-labeled general phylogenetic networks the same first-order asymptotics as in Theorem 1 and Theorem 2 holds.
Second, the method for the counting of leaf-labeled general phylogenetic networks with k reticulation vertices will also be different from the one used in this paper since we do not have a simple connection between the vertex-labeled and the leaf-labeled case anymore. (This is because Lemma 3 no longer holds.) Thus, one has to cope with symmetries. However, it is expected that phylogenetic networks which have vertices with equal sets of descendants are rare and thus one again expects the same first-order asymptotics as in Theorem 6. We may come back to these questions elsewhere.
Finally, we mention that tree-child and normal phylogenetic networks are special classes of directed acyclic graphs. Though their enumeration is in general not easy, there is already a fairly rich basis of enumeration results on general directed acyclic graphs [2, 3, 28, 27, 29] as well as more sophisticated studies on their shape [24, 26] which can probably be exploited in order to extend our results or get a finer analysis on the structure of random phylogenetic networks.
