We employ daily aggregate and sectoral S&P500 data to shed further light on the day-of-the-week anomaly using GARCH and EGARCH models. We obtain the following results: First, there is strong evidence for day-of-the-week effects in all sectors, implying that these effects are part of a wide phenomenon affecting the entire market structure. Second, using rolling-regressions, we find that significant seasonality represents a small proportion of the total sample. Third, using a logit setup, we examine the impact of four factors, namely recessions, uncertainty, trading volume and bearish sentiment on seasonality. We reveal that recessions and uncertainty have explanatory power for anomalies whereas trading volume does not.
Introduction
Calendar anomalies are phenomena that are difficult to rationalize (Thaler 1987) . Calendar anomalies such as the day-of-the-week effect and the weekend effect cannot be justified in standard asset pricing models, such as, the Capital Asset Pricing Model (CAPM) and the Arbitrage Pricing Theory (APT). Essentially, evidence for calendar anomalies represents a challenge to the Efficient Market Hypothesis (EMH) and has stimulated the interest of economists for many years.
An extensive amount of empirical work has been devoted to the examination of anomalies in the stock markets. The history of the analysis of day-of-the-week effects begins nearly a century ago. Following the pioneering work of Fields 1934 , subsequent studies focused on the weekend effect and the Monday-Friday relationship. The increasing number of indexes from different countries and the increased datasets available put this topic under the spotlight. Noteworthy studies are those of Fama 1965 , Cross 1973 , French 1980 , Gibbons and Hess 1981 , Keim and Stambaugh 1984 , Prince 1982 , Rogalski 1984 , Solnik and Bousquet 1990 and Choudhry 2000 . In the late 1980s, despite the vast majority of literature backing the existence of anomalies, Connolly 1989 argued that such phenomena actually disappeared after 1975. Coutts and Hayes 1999 , Steeley 2001 and Mehdian and Perry 2001 advocated the forementioned theory. The provided evidence cast doubts upon the stability of the phenomena and argue in favour of the evolving nature of the latter. To account for sample selection bias, Alagidede and Panagiotidis 2009 and Zhang et al. 2017 , within a rolling framework, demonstrated that the phenomenon is not constant. A selected set of studies concerning both market wide indexes and sector-specified ones are presented in the Table 10 in the Appendix.
We focus on the day-of-the-week effect which implies that some days of the week exhibit systematically higher or lower returns compared to the others. Our contribution to the existing literature is twofold. First, we test for day-of-the-week effects using both aggregate (S&P500 Index) and sectoral data in a long time period extending from September 11, 1989 to January 6, 2017. We investigate whether the anomalies found in the aggregate index have a particular pattern that is also present in the disaggregated sectors or whether they are part of a wider phenomenon characterising the entire market. Second, we test for the impact of various market factors (recession, uncertainty, trading volume and bearish sentiment) on the presence of daily abnormalities. To our knowledge, this is the first study to examine which market conditions can be viewed as drivers of calendar anomalies, within a logit specification.
The existing literature on the robustness and the stability of the day-of-the-week effect is rather limited. Furthermore, to the best of our knowledge, there is no literature examining the determinants of the seasonality in stock returns. Previous empirical studies examining similar issues that relate to the robustness of seasonal effects in asset returns include Sullivan et al. 2001 , Hansen et al. 2005 and Bampinas et al. 2016 . Sullivan et al. 2001 attempted to answer whether calendar anomalies are the outcome of data mining supporting that previous studies had been using the same data set to formulate and test hypotheses. They conclusively found that although nominal p-values of individual calendar anomalies were extremely significant, once all universe of calendar anomalies was considered, the anomalies detected lost their strength. Hansen et al. 2005 claim that the seasonality phenomenon has diminished in the late 1980s (with the exception of small-cap stock indices) inspected the time path of p-values that account for data-mining biases and found significant calendar effects only in specific sub-samples of DJIA returns and standardized returns during the 20th century. Bampinas et al. 2016 used rolling-regression techniques and examined daily seasonality at the European real estate sector. They found absence of persistent day-ofthe-week effects. The above three studies looked at the issue of lack of persistence in return seasonality but did not attempt to examine the determinants of the seasonality phenomenon.
We provide a number of results: First, we find strong evidence of the day-of-week effect in both aggregate and sectoral S&P500 index data. Second, using rolling regression techniques, we show that the day-of-the-week anomaly is not a stable phenomenon, but rather an evolving one that can be met only in 1 out of 5 (rolling) regressions. Third, the logit estimations indicate that out of four potential market determinants of the day-of-the-week effect, recessions and uncertainty are the most significant determinants. Our findings provide support to the efficient market hypothesis.
The rest of this paper is organized as follows. Section 2 describes the data set, Section 3 presents the econometric methodology, Section 4 reports the findings and finally, Section 5 provides some concluding remarks and implications on the usefulness of active trading strategies pursued by portfolio managers and traders.
Data
This study utilizes return series for the S&P500 Index, together with 10 of its sectors 1 , namely Consumer Discretionary, Consumer Staples, Energy, Financials, Health Care, Industrials, Information Technology, Materials, Telecommunication Services and Utilities 2 . The closing price data used span from September 11, 1989 to January 6, 2017 3 . The data frequency is daily allowing for testing day-of-the-week effects. The returns for each day, t, is computed as the first logarithmic differences: r t = ln(P t ) − ln(P t−1 )
where P t is the closing price of the index for day t. The series exhibit some discontinuities, mainly on holidays 4 . To enable data to be purged from the holiday effect, linear interpolation is implemented. This method delivers a 5-day sample for each week excluding the weekend where the stock market is closed. This step facilitates the subsequent procedure of rolling regression, where the sample rolls five days per time (weekly window). Table 1 summarizes the descriptive statistics for the entire sample. All indices exhibit positive mean returns. The highest mean is observed for the Health Care sector while Telecommunication Services is the sector with the lowest mean returns. Concerning unconditional volatility, Financials holds the highest value and Consumer Staples the lowest. All indices are negatively skewed, but Financials, Information Technology, and Telecommunication Services. All series are found to be leptokurtic. The Jarque-Bera statistic indicates that none of them are normally distributed at the 1% level. Unit root (ADF) and stationarity (KPSS) tests confirm the stationarity of the return series. We will also use four other variables as potential determinants of the day-of-the-week effects. These are 1) the NBER's recession indicator, 2) the News-based Economic Policy Uncertainty index, 3) the Trading volume index 5 and 4) the Bearish sentiment index. Further details are available in Table 2 below.
Econometric Methodology

GARCH models
Early studies discussing day-of-the-week phenomena employed descriptive statistics. They focused on the first four moments of the unconditional distribution of returns. Unconditional tests like the ANOVA setting and Kruskal-Wallis were among the most preferred ones to test for daily differences. Some studies use OLS and regress stock returns on five daily dummies. However, the traditional OLS methodology has two main drawbacks. First, the error term may be autocorrelated leading to false standard error estimates and misleading inference. In order to account for autocorrelation in the errors, the inclusion of lagged returns in the mean equation was used. Second, OLS assumes constancy of error variance, an unrealistic assumption given the vast literature backing its time-dependence. Hence, we model the conditional variance of shocks to returns as time varying with a GARCH model. This type of model controls for the observed heteroskedasticity and captures the phenomenon of volatility clustering. The models can be written as Eqs. (2)-(5) below:
e t |Ω t−1 ∼ t or GED(0, h t ) (3)
where r t is the continuously compounded index return, d 1t , d 2t , . . . , d 5t are daily dummy variables for Monday, Tuesday, Wednesday, Thursday and Friday respectively, each taking the value of 1 on the respective day and 0 otherwise, λ 1 , λ 2 , . . . , λ 5 are the corresponding coefficients, e t is the error term and h t is the conditional variance. The number k of the autoregressive terms is determined by the Akaike Information Criterion (AIC). Eq. (2) shows the determination of returns and Eq. (3) two specifications of the conditional distribution of the errors, Student's t and Generalized Error Distribution (GED). We employ two alternative versions of model specification for h t , the symmetric GARCH(1,1) introduced 11, 1989 -January 6, 2017 September 11, 1989 -January 6, 2017 September 3, 1990 -January 6, 2017 September 3, 1990 -January 6, 2017 Description For this time series, the recession starts the first day of the period of the peak and ends on the last day of the period before the trough. The construction of the index is based on US newspaper archives emanated from the database of Access World New's NewsBank service. The elemental strategy is to measure the number of newspapers that contain at least one term of each 3 groups of terms: 1) economy or economic, 2) uncertain or uncertainty and 3) legislation or deficit or regulation or Congress or federal reserve or white house. The substantial rise in the coverage of newspapers by NewsBank observed over the years, requires a normalization. The daily counts of economic policy articles of the total number of newspaper articles are recorded. independently by Bollerslev 1986 and Taylor 1987 and the asymmetric EGARCH(1,1) proposed by Nelson 1991, given in Eqs. (4) and (5) respectively. Coefficients α and γ in Eq. (5) have the following meaning: the first coefficient captures the so-called magnitude effect, i.e., it measures the effect of the size of a shock on the conditional variance. The second coefficient is the asymmetry coefficient which measures the effect of the sign of a shock on the conditional variance. In practice, GARCH(1,1) and EGARCH(1,1) are sufficient to capture the volatility clustering in the data.
Rolling-regressions
Traditionally, GARCH models have been estimated using the full sample. On the basis of the conflicting results obtained, it is important to examine whether the findings are robust or sample dependent. Estimating model coefficients through a rolling window has been a common practice in testing for calendar anomalies. This allows testing for the stability of the model's coefficients through time.
In our case, the rolling window and step size are fixed at 260 (which is approximately a period of a year) and 5 weekdays, respectively, leading to a total of 1,375 windows. The first regression relies on the sample with observations 1-260, the second 6-265, the third 11-270, and so on. On the basis of the minimum value of AIC, we find that for all sectors, the EGARCH(1,1) model is the preferred specification. It is worth mentioning that we let the length of the autoregressive part free to vary through iterations according to the AIC. This property allows a more efficient management of the data and induces a dynamic structure to the rolling technique.
We will use a measure 6 of the intensity of day-of-the-week effects in each sector. This measure is defined, for each weekday, as the percentage of the statistically significant (at the 5% level) coefficients out of the total number of regressions performed: i = % of statistically significant (at 5% level) coefficients = number of statistically significant (at 5% level) coefficients total number of regressions performed
As this quantity is a single number, cross-sector comparisons can be generated.
Logit models
Logit and probit 7 models belong to a wide class known as limited dependent variable models, where the qualitative information of the dependent variable can be coded either as finite integers or as binary outcomes. They are designed to overcome two major drawbacks of the latter: 1) Fitted probabilities always lie in the [0,1] interval and 2) the partial effect of any of the explanatory variables is not constant across individuals. These models ensure the validity of those properties through a transformed F :
In case of logit models, F equals the logistic function, which is the cumulative distribution function (cdf) for a standard logistic random variable:
with F being a strictly increasing function, satisfying the following properties: as z → −∞, F → 0 while as z → +∞, F → 1. Due to the nonlinear nature of F , a marginal effect of a change of any explanatory variable on the dependent variable, differs across entities. In order to get a single value representing the whole sample, the Average Marginal Effects (AME) are used. The formula for continuous variables is:
and for the dummy variables:
In our analysis, we will examine whether the existence of daily anomalies can be explained by various factors. The results are based on the significance and direction of the effects, i.e. whether they are linked to negative or positive returns. To further clarify the situation, the procedure is described in the following steps. First, for each weekday, two-level factor variables are constructed indicating the presence or absence of significant day-of-the-week effects in the rolling time periods. The procedure is now split into three strands. The first factor variable is defined to be unity for cases where significant daily anomalies existed, associated with daily negative mean returns and zero otherwise. Likewise, the second dummy variable is one for significant daily anomalies linked to positive mean returns and zero otherwise. The third and last factor variable is an extended version of the previous two, pointing out significant day-of-the-week effects either bonded to positive or negative mean returns. Let the three versions of probabilities be labeled psig neg , psig pos and psig respectively:
and psig = 1 if p − value < 0.05, 0 else.
In the logit estimation setup, we employ each of these factor variables separately as the dependent variable with explanatory variables being: the NBER's recession indicator, the uncertainty index, the detrended trading volume and the bearish sentiment index. Average marginal effects are then computed to determine whether anomalies can be explained by these four drivers.
Empirical Results
GARCH models
We first estimate the models using the full sample. For model selection, four versions of information criteria are considered: AIC, SIC and their modified (healthy) versions HAIC and HSIC. Each of these criteria is applied to two GARCH-type models, GARCH(1,1) and EGARCH(1,1) and two different error distributions, t and GED. All criteria suggest the use of the EGARCH(1,1) model instead of the symmetric GARCH(1,1) model for the S&P500 Index and all of its 10 sectors. EGARCH model with GED distributed errors emerges as the preferred choice also in Bampinas et al. 2018 (for the individual stocks in the S&P 1500 universe when non-negativity and stationarity constraints in the conditional variance are imposed, after 11520 regressions). Table 3 presents the estimated model for each index, assuming a GED distribution for the conditional distribution of the innovations. The top part of the table consists of the estimated coefficients of the mean equation. The length of the autoregressive part is determined individually for each sector to minimize the AIC. Lengths from 0 up to 5 were considered. Monday coefficients are all positive and statistically significant except for the Materials sector with a p-value nearly exceeding the 10% level of significance, providing support to studies suggesting the presence of a "reverse" Monday effect 8 . Tuesday coefficients are also positive in all cases but significant for half of the sectors. Similar results are found for Wednesday. The coefficients are all positive but significant ones emerge for 6 sectors and the S&P500. Positive and significant coefficients for Thursday are revealed for Consumer Staples, Health Care and Industrials. Two of the sectors, namely Financials and Utilities exhibit negative expected returns but not significant. Friday results indicate a positive sign for all cases with significant results for Consumer Staples, Utilities and the S&P500. The coefficients of Information Technology and Telecommunication Services are negative but not significant.
The bottom part of Table 3 contains information for the variance equation. The asymmetry term γ is shown to be negative and statistically significant for all 10 sectors and the S&P500 Index, supporting the choice of an asymmetric model to capture the leverage effects. The constant term ω, is negative for all cases at the 1% level. Both α and β coefficients are all positive and significant. Moreover, all estimated values for β are below unity, signaling stationarity of conditional variances in all models. To confirm stationarity, three unit root tests are performed: augmented Dickey and Fuller 1979 , Phillips and Perron 1988 and Zivot and Andrews 2002 with one break point. The results are not presented but available upon request. All unit root tests employed support stationarity of the conditional variance series at the 1% level, except for Zivot and Andrews 2002 unit root test in the Financials sector (the null hypothesis of a unit root is not rejected at the 10% level). In all cases, coefficient β is close to 1 indicating considerable persistence in the conditional variance of the error term. At the bottom of Table 3 , we also report results of the BDS and Li-Mak statistics which test for iid errors and remaining ARCH effects, respectively. These results show evidence for iid errors and absence of remaining ARCH effects in the majority of the cases. Notes: The full sample is used for the estimation of the models. *, ** and *** denote significance at 10%, 5% and 1% respectively. The numbers in parentheses are the corresponding p-values. AR(k) is an abbreviation for the autoregressive term of lag k. Adj R
Rolling Regressions
The results of the EGARCH(1,1) model with student's t and GED distributed disturbances, in a rolling framework, are presented in Tables 4 and 5 respectively. EGARCH(1,1) model with t-distributed innovations yields interesting results. Monday reaches the highest intensity among the 5 weekdays for 8 of 10 sectors and the S&P500 Index except for the Consumer Staples and the Telecommunication Services sectors (where it reaches the second largest). The former is exposed to Friday anomalies to a greater extent while the latter to Wednesday anomalies. On the other hand, the weaker anomalies detected are those of Thursday for the S&P500 Index accompanied by the following 4 sectors: Energy, Industrials, Telecommunication Services and Utilities. The remaining sectors share the weakest anomalies on Tuesday, Wednesday and Friday. Overall, we get significance above 20% of the rolling regressions on Monday in 5 out of the 11 cases.
EGARCH(1,1) model with GED distributed innovations leads to similar conclusions. The highest intensity of day-of-the-week effects among the 5 weekdays is observed on Monday for all cases except for the Consumer Staples, Information Technology and Telecommunication Services where it is found to be the second largest. The first of these sectors exhibit prominent Friday anomalies whereas the last two Wednesday anomalies. The weakest phenomena are on Thursdays for the S&P500 Index and 4 of its sectors, namely Financials, Industrials, Telecommunication Services and Utilities. The remaining 6 sectors joined by two have lowest percentages on Tuesday, Wednesday and Friday. To sum up GED, we get above 20% significance of the rolling regressions on Monday in 4 out of the 11 cases.
Generally, GED yields higher percentage values than the t-distributed counterparts. For the two most documented anomalies those of Monday and Friday, the percentages range from 13.8 to 21.7 and 13.9 to 23.1 for Mondays and 5.7 to 15.3 and 7.1 to 19.1 for Fridays, for t-distribution and GED respectively. Moreover, cross-sector analysis emerges the Monday anomaly the strongest one in both cases. t-distribution offers a 21.7% in the Consumer Discretionary sector, while GED offers a generous 23.1% for the Energy sector.
Tables 4 and 5 also provide information about the sign of the significant patterns. The vast majority of the significant day-of-the-week effects are produced by positive coefficients with minimal deviations. Extreme cases are those of 43.5% and 40.4% (40.1%, 36.7% using GED) of the total set of significant Monday anomalies which are caused by negative coefficients for Materials and Financials sectors and 70.8% (71.5% in the GED) of Friday for the Information Technology sector. Finally, dominant positive coefficients causing the Friday effect are evident in the Utilities sector with a percentage of 86% (88% using GED). Overall, most significant Monday coefficients tend to be positive.
These results have important implications for investors and market participants. Given our finding that seasonality is an evolving, rather than a stable, phenomenon, day-of-theweek effects are not as significant as originally thought. Hence, portfolio managers and traders would be unable to obtain profits by pursuing active strategies involving investment in sectoral indices. Our results have also interesting implications regarding the validity of the market efficiency hypothesis. In other words, our results provide support to the efficient market hypothesis as a long-run phenomenon. Other recent studies (Rösch et al. 2016) claim that market efficiency is time-varying as it relates to the funding liquidity that is available to investors. The empirical analysis provided by these authors indicate that market liquidity, as proxied by trading volume, would lead to less (if any) anomalies. Notes: The percentages reported are measured by Eq. (6) in the text. Rolling regressions are performed with rolling window set to 260 and step size set to 5 weekdays. In each case, the first number denotes the percent of significant coefficients out of the total number of rolling regressions. The second and third numbers following, present the percentage of negative and positive coefficients respectively out of the significant ones across all weekdays. The last column depicts the number of NAs derived out of a total of 1375 rolling regressions performed. (NAs were treated as insignificant results.) Notes: The percentages reported are measured by Eq. (6) in the text. Rolling regressions are performed with rolling window set to 260 and step size set to 5 weekdays. In each case, the first number denotes the percent of significant coefficients out of the total number of rolling regressions. The second and third numbers following, present the percentage of negative and positive coefficients respectively out of the significant ones across all weekdays. The last column depicts the number of NAs derived out of a total of 1375 rolling regressions performed. (NAs were treated as insignificant results.)
Drivers of seasonality
This subsection investigates the drivers of the day-of-the-week effects obtained from the rolling-regression approach. In particular, we consider four factors: recession, uncertainty, trading activity and bearish sentiment as potential causes of the day-of-the-week effects. We follow two steps. First, the estimated coefficients and corresponding p-values are derived from the rolling regressions of the EGARCH models with a GED error distribution. We classify the obtained results in three groups depending on the sign of the average mean return (positive, negative or any sign). In the second step, we compute average marginal effects in a logit framework and display the results at Tables 7, 8 and 9. Table 7 refers to group A (significant anomalies with negative mean returns), Table 8 to group B (significant anomalies with positive mean returns) and Table 9 to group C (significant anomalies with negative or positive mean returns).
Recession
We start with the results for the recession index (from the NBER, see Table 2 ). It is more likely in recession phases to experience Wednesday and Friday effects for the negative mean returns sample (Table 7) for the S&P500 Index and 7 out of its 10 sectors. Concerning Monday effects, the results are similar, only weaker. These effects are significantly present for only 3 sectors, specifically for Financials, Health Care and Information Technology. The associated marginal effects range from 5% for the second one to around 20% for the first and third one. Only one sector, Energy, shows a rarer event by 9 percentage points. On the other hand, Tuesday effects are less likely to appear in recessions compared to expansions for all sectors except for the Financials sector. Thursday effects are more likely to appear for 4 sectors, namely Energy, Financials, Information Technology and Utilities and less likely to appear for other 4 sectors, namely Consumer Staples, Health Care, Materials and Telecommunication Services.
For positive mean returns (Table 8) , the findings are the opposite. For all weekdays, it is less likely to experience significantly positive mean returns in recessions for most of the sectors. This number of sectors varies across weekdays with 5 sectors for Monday, for all 10 indices for Tuesday, 4 sectors for Wednesday, 6 sectors for Thursday and lastly 7 sectors for Friday with the exceptions of Consumer Discretionary and Materials which react significantly positively to a recession. It is important to note that for the broad S&P500 Index it is less likely to have positive phenomena in recessions for all weekdays and the results are all significant at least at 5% level.
As for general significant day-of-the-week effects, either positive or negative (Table 9) , there is a tendency not to meet them in recessions. Consequently, one can argue that the probability of finding them in expansions is greater. Specifically, 7 indices show rarer Monday effects, 9 Tuesday effects, 5 Wednesday effects, 6 Thursday effects and 7 Friday effects. The marginal effects attribute from 4 to 15 percentage points to the above considerations. However, there is not weak evidence for more frequent Friday effects in 4 sectors of Consumer Discretionary, Industrials, Information Technology and Materials with marginal effects reaching from 5% to 24%.
Summing up, for most sectors and days it is more likely to have significantly negative day-of-the-week effects in recession periods compared to expansionary ones for 23 out of 55 total cases, less likely to experience positive mean returns for 37/55 cases and less likely to Notes: Groups A, B and C consist of negative, positive and general significant day-of-the-week effects respectively. For each group, each ratio depicts the total number of cases with significant (negative and positive) coefficients out of a total of 55 marginal effects (55=5 weekdays * 11 indices) from the logit estimations (see Tables 8 to 10 ).
experience general significant phenomena for 33/55 cases. The logit results associated with the recession index are summarized in the third column of Table 6 , where fractions of cases with significant linkages to the total number of cases are presented. There is clear evidence in the Bush and Stephens 2016 for the response of weekday seasonality to a presence of a crisis. Their research divides the sample period into three separate intervals, the pre-crisis period of 1999-2004, the period that contained the crisis 2005-2009 and the post-crisis period of 2010-2012. A substantial increase in the day-of-theweek effects (all of them being positive) was documented in the last period, which actually was believed to be impacted by the crisis, comparing to the former two. Furthermore, Lu and Gao 2016 scrutinized the effect of the global financial crisis on the Chinese stock market. During the financial crisis, more negative day-of-the-week effects, especially those related to Tuesday, were observed in contrast to the pre-crisis period of [2003] [2004] [2005] [2006] [2007] [2008] . The tightening of the relationship with the US financial market during the years of the crisis stood as a justification for the changing pattern, ascribing it to a spillover effect.
Uncertainty
In this subsection, we examine the effects of the uncertainty indicator. Uncertainty is measured by the Economic Policy Uncertainty (EPU) index proposed by Baker et al. 2016 . We start with the sample that consists of negative mean returns (Table 7) . We observe that the probability of a presence of day-of-the-week effects is greater in uncertain times especially on Monday, Wednesday and Friday in 6, 9 and 8 indices respectively. However, in all sectors and all 3 aforementioned days, the marginal effects are relatively small ranging from 0.01% to 0.04%. Thursday presents the smallest effect across the 3 sectors. On the other hand, Tuesday shows a negative effect for 4 indices; Consumer Staples, Materials and Telecommunication Services together with the S&P500 Index.
Proceeding to the positive day-of-the-week effects (Table 8) , we conclude that Monday effects are more prominent in 5 sectors as uncertainty increases. The impact of a marginal increase in the uncertainty index, however, will cause a rise in the likelihood of Monday effects by only 0.02 to 0.05 percentage points, a rather small bump. The results for the rest of the days are converse. It is less likely for Tuesday, Wednesday and Friday effects to exist with the growth of uncertainty in 3, 9 and 10 indices respectively. Thursday shows a weak association with this index.
Lastly, the significant effects (both positive and negative), reported in Table 9 , follow a similar pattern with the positive sample above. The relationship between the seasonality and the uncertainty has a positive sign for Monday but negative for the rest weekdays, except for Thursday which does not depict a strong connection.
In summary, as shown in Table 7 , we conclude that it is indeed more likely to experience stronger negative daily seasonality for 27/55 cases and less likely to meet a positive one for 23/55 cases as uncertainty rises. These results follow those of Penman 1987 who found a link between returns and the arrival of news. As it was noted, there was a coexistence of negative aggregate earning news on Mondays, which coincides with a high level of uncertainty in our terminology, and negative Monday mean returns. The findings for both negative and positive effects are mixed and depend on the day of the week. For example, Monday exhibits more abnormalities in an uncertain environment while Wednesday and Friday drastically less. Totally, 25/55 cases show a negative association.
Trading volume
The section uses the trading volume index as a potential driver of seasonality. We start the analysis with the sample that consists of negative mean returns (Table 7) . There is little evidence to link daily abnormalities and trading volume. Only for 3 sectors, the probability of experiencing Monday phenomena is greater as the trading volume increases. These sectors are Energy, Health Care and Telecommunication Services. The corresponding marginal impacts are 11.6%, 11% and 5.7% respectively. It is also worth noting that the vast majority of the sectors display a positive association but not a statistically significant one at the 5% level. Table 8 reports the results of the positive mean returns sample. We observe a stronger connection in this case. It is found that it is more likely to exhibit Wednesday effects for 5 indices, namely Consumer Staples, Financials, Industrials, Utilities and the S&P500 Index. An interesting ascertainment is that the marginal effects for these 5 indices are considerably high. They vary from 19% to 24%. On the other side, Monday appears to have a negative effect (see Health Care, Industrials and Information Technology). Only for Information Technology, Thursday effects are more likely to appear when trading volume increases. Table 9 includes the results of the sample with all significant effects (both positive and negative). Significant results are obtained as in the previous case. The 5 significant sectors for Wednesday effects are Consumer Staples, Financials, Industrials and the Utilities sector. The corresponding magnitude of the impact is similar; average marginal effects range from 19% to 24%. The probability for Monday effects is smaller. Energy (-11%), displays less frequently Tuesday effects and Information Technology (14.5%), shows more likely Thursday effects in periods of excess liquidity.
A summary of the above results is given in the fifth column of Table 6 . Negative dayof-the-week effects are more likely to appear as liquidity rises in 3 sectors and only for Monday (3/55). This finding weakly supports the study of Fishe et al. 1993 who observed significantly lower Monday returns in a high volume bad news environment, where they defined "bad news" as the situation of experiencing negative returns on that day. Positive seasonality and general significant patterns behave almost identically with more frequent Wednesday effects and rarer Monday effects for 5 and 3 sectors, respectively.
Bearish sentiment
This section considers the Bearish Sentiment index as a potential driver of significant seasonalities. The first group we are looking at is that of negative mean returns. The results reported in Table 7 indicate that it is more likely to have Monday, Wednesday and Friday effects as the bearish sentiment in the market increases. This happens for 8, 3 and 5 indices respectively. The associated marginal effects range from 6.7% to 56.1%. However, it is observed that the probability of experiencing daily anomalies drops in the case of Tuesday for half of the sectors examined as pessimism rises. Thursday does not show a clear pattern. Table 8 includes the results of the positive mean returns. Here, the connection is much more explicit. It is indeed less likely to have abnormalities as the percentage of bearish investors increases for Monday, Tuesday and Friday with 7, 9 and 9 indices respectively. The drop of the likelihood of experiencing them takes values from 12.9 to 49.6 percentage points. Only Wednesday is a day with more prominent seasonality for 9 indices with the increase of pessimistic investor sentiment. The conclusion for Thursday is not clear.
Finally, Table 9 includes the results of the general day-of-the-week effects independent of their sign. Two weekdays, Monday and Wednesday appear to have more frequent anomalies in 3 and 8 indices as the number of bearish investors increases. This association is rather strong, considering the magnitude of the computed marginal effects. Their numbers range from 18.8% to 68.4%. Another two weekdays, Tuesday and Friday show rarer anomalies for 8 and 4 indices respectively. High percentages were detected again, from 13% to 67.5%. Thursday shows a weak connection.
A summary of the above findings appears in last column of Table 6 . We find that it is more likely to meet negative day-of-the-week effects as the bearish sentiment increases for 19/55 cases. As for the positive and general anomalies, the probability of experiencing them drops with the rise of pessimism in the market in 28/55 and 16/55 cases, respectively.
Conclusions
We used aggregate and sectoral S&P500 Index data to investigate the presence of dayof-the-week effects and examine their causal determinants. Using GARCH and EGARCH models we find that the day-of-the-week effect is a wide phenomenon that is present in all sectors. Monday displays positive and statistically significant returns in all sectors, with only the exception of the Materials sector. A reverse Monday effect is therefore found in the entire sample period, which corroborates many recent studies concerning both the US and international markets 9 . Significant results for the other weekdays do exist, albeit weaker. In the second step, we employed rolling regression techniques, thus treating seasonality as an evolving phenomenon rather than a stable one. This approach disputes the above findings for the full sample. The percentage of significant anomalies is at maximum about 1/5 of the total number of regressions performed (1375 regressions for each case). The numbers calculated are slightly higher when GED distributed innovations are considered. An interesting finding is that the highest percentage of anomalies observed is on Mondays.
Monday effects are the strongest anomalies compared to the effects of the other weekdays, with Wednesday ones taking the second place. However, the evidence is weak and fails to support persistent anomalies. The weekday patterns are time-variant and do not show a constant pattern.
In the final step, we attempt to link the presence of anomalies with four potential market conditions (recessions, uncertainty, trading volume, and bearish sentiment) in a logit setup. We obtain some important results. First, we find that in recessionary, as compared to expansionary, phases, for most sectors and days, it is more likely to experience negative day-of-the-week effects, but less likely to have general significant effects (both positive and negative). Second, rising uncertainty increases the probability of negative weekday anomalies. The general significant abnormalities show a mixed structure that depends on the weekday. Third, as liquidity increases, negative day-of-the-week effects are more likely to appear in only 3 sectors. As for positive and general significant patterns -independent of their direction -more frequent Wednesday effects and rarer Monday effects are detected for 5 and 3 sectors, respectively. Fourth, it is more likely for negative day-of-the-week effects, but less likely for positive and general anomalies, to be present in a bearish environment. Our overall conclusion is that recessions and uncertainty are the most powerful determinants of the day-of-the-week effect.
In summary, our rolling-regression results provide strong evidence on the time-varying nature of seasonality appearing in the stock market. This finding has important implications for the usefulness of active trading strategies. The results imply that portfolio managers and traders would be unable to obtain profits by pursuing active strategies involving investment in sectoral indices. Our results also provide support to the efficient market hypothesis as a long-run phenomenon. Notes: *, ** and *** denote statistical significance at the 10%, 5% and 1% significance levels respectively. In each case, the marginal effect is presented followed by the associated p-value in parentheses. Notes: *, ** and *** denote statistical significance at the 10%, 5% and 1% significance levels respectively. In each case, the marginal effect is presented followed by the associated p-value in parentheses. Notes: *, ** and *** denote statistical significance at the 10%, 5% and 1% significance levels respectively. In each case, the marginal effect is presented followed by the associated p-value in parentheses. No day of the week effect detected rather a turn of the year effect. Daily data prices of the Athens Stock Exchange general index (ASE) and its 3 major indices: banking, insurance and leasing from October 1986 through August 1996
OLS regression analysis
Day of the week effect in market and banking sector for the whole period and 2nd subperiod (1991) (1992) (1993) (1994) (1995) (1996) . For the 1st one, negative Tuesday and Wednesday average return were observed. Positive January returns for all indices except for insurance and strong evidence for holiday effect. An intense existence of the day of the week effect in returns and both returns and volatility for the whole period and 1st sub-period. Weakness of the anomaly for the 2nd one, except for the general and FTSE-40 indices. In the pre-euro period, intraweek patterns in the volatility were found for the market and 2 of the firms' indices. During the post-euro period, such patterns were found in both the mean for 3 series and the variance for all 4 industry indices. Significant Monday effect for 3 national indices and higher Friday returns for 6 national and the 2 regional indices. Adoption of the rolling regression approach reduced the power of the day-of-the-week effects.
