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Povzetek
Cilj magistrskega dela je bil razvoj postopka priprave podatkov za obcˇinskega
virtualnega asistenta, ki odgovarja na razna postavljena vprasˇanja v zvezi z
dejavnostmi obcˇin v Sloveniji. Namen postopka je nadomestiti ali olajˇsati
rocˇno pripravo baze znanja virtualnega asistenta. Zato smo preucˇili in upo-
rabili razlicˇna podrocˇja strojnega ucˇenja, kot so vecˇznacˇna klasifikacija, upo-
raba sˇibko oznacˇenih podatkov, razvrsˇcˇanje v skupine in besedilno rudarjenje.
V magistrskem delu smo predstavili postopek, ki za razlicˇna vprasˇanja v zvezi
z dejavnostjo obcˇin poiˇscˇe najbolj ustrezne spletne strani, ki dajejo odgovore
na ta vprasˇanja. Parametre postopka smo najprej optimizirali na testnih
podatkih, nato pa smo ga na podatkih novih obcˇin ovrednotili tudi rocˇno.
Tako smo pridobili resnicˇno oceno kvalitete delovanja razvitega postopka.
Rezultati so pokazali, da ta postopek predlaga bolj ustrezne odgovore, kot
jih predlaga komercialni spletni iskalnik. Z razvitim postopkom smo torej
ucˇinkovito pospesˇili in poenostavili pripravo podatkov za obcˇinskega virtu-
alnega asistenta. S tem smo olajˇsali delo pristojnim zaposlenim na obcˇinah,
ki so do sedaj rocˇno vnasˇali odgovore v bazo znanja obcˇinskega virtualnega
asistenta.
Kljucˇne besede: obcˇinski virtualni asistent, vecˇznacˇna klasifikacija, sˇibko
oznacˇeni podatki, razvrsˇcˇanje v skupine, tekstovno rudarjenje.

Abstract
The main goal of this master’s thesis was to develop a procedure that will
automate the construction of the knowledge base for a virtual assistant that
answers questions about municipalities in Slovenia. The aim of the procedure
is to replace or facilitate manual preparation of the virtual assistant’s knowl-
edge base. Theoretical backgrounds of different machine learning fields, such
as multilabel classification, text mining and learning from weakly labeled
data were examined to gain a better understanding of the topic. In this the-
sis, we present a procedure that finds the most relevant websites to provide
answers on various questions relating to the municipality’s activities. The
procedure’s parameters were first optimized using test data, and then the
procedure was evaluated manually using data of new municipalities. In this
way, we acquired real estimation of the quality of the implemented procedure.
The results show that the procedure recommends more relevant answers in
comparison to a commercial search engine. The developed procedure there-
fore effectively speeds up and simplifies data preparation for the municipal
virtual assistant. In this way, we facilitate the work of municipality staff
who until now had to insert answers into the municipal virtual assistant’s
knowledge base manually.
Keywords: municipal virtual assistant, multi-label classification, weakly
labeled data, clustering, text mining.

Poglavje 1
Uvod
Svetovni splet je ogromna zbirka podatkov, sestavljena iz milijard spletnih
strani, ki vsebujejo razlicˇne informacije in so medsebojno povezane. Ti po-
datki so relativno slabo strukturirani in pogosto nepreverjeni. Iskanje in-
formacij na svetovnem spletu je zato pogosto zelo tezˇavno. Splosˇni spletni
iskalniki do neke mere olajˇsajo iskanje in uporabo, kljub temu pa je iskanje
pogosto tudi s pomocˇjo tovrstnih orodij neuspesˇno, predvsem pri zahtevnejˇsih
in bolj specificˇnih poizvedbah. Nizka uspesˇnost iskanja zˇelenih informacij
predstavlja problem tako za uporabnike kot tudi lastnike spletnih strani.
V Sloveniji je na problem ucˇinkovitega iskanja informacij opozorilo tudi
Zdruzˇenje obcˇin Slovenije. Spletne strani obcˇin so pogosto velike, nekatere so
sestavljene tudi iz vecˇ kot deset tisocˇ podstrani. Zaradi nerednega posoda-
bljanja so te strani zastarele in slabo organizirane. To predstavlja tezˇavo celo
bolj izkusˇenim uporabnikom interneta, sˇe bolj pa starejˇsim, hendikepiranim
in nevesˇcˇim uporabnikom.
Predlagana resˇitev za ta problem je vzpostavitev inteligentnega virtu-
alnega pomocˇnika, namesˇcˇenega na spletni strani obcˇine, ki odgovarja na
vprasˇanja, postavljena v naravnem jeziku in je sposoben poiskati relevantne
odgovore, do neke mere podobno kot cˇlovek. V ta namen je nastal pro-
jekt Asistent [1], inteligentni vmesnik, ki uporabnikom na enostaven nacˇin
pomaga do razlicˇnih informacij. Prijavitelj projekta je Zdruzˇenje obcˇin Slo-
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venije v sodelovanju z Institutom “Jozˇef Stefan”, Zvezo drusˇtev upokojencev
Slovenije ter obcˇino Pivka, obcˇino Litija, obcˇino Slovenj Gradec in obcˇino
Dobrova-Polhov Gradec.
1.1 Projekt Asistent
Obcˇinski asistent [1] je inteligentni virtualni pomocˇnik, ki je bil razvit na
Institutu “Jozˇef Stefan”. Razume vprasˇanja v naravnem jeziku in skusˇa
uporabniku ponuditi najboljˇsi odgovor. Prva vzorcˇna aplikacija obcˇinskega
asistenta je namenjena obiskovalcem spletnih stran obcˇin. Z enostavnim upo-
rabniˇskim vmesnikom, iskanjem in odgovarjanjem v naravnem jeziku obcˇinski
asistent pomaga tudi racˇunalniˇsko nevesˇcˇim uporabnikom spleta, da pridejo
do zˇelenih informacij.
Njegovo delovanje temelji na vzpostavitvi brezplacˇne storitve v oblaku za
izdelavo in urejanje prilagojenega virtualnega pomocˇnika, ki ga bodo obcˇine
namestile na svoje spletne strani.
Uporaba obcˇinskega asistenta je preprosta. V vnosno polje vnesemo
vprasˇanje v naravnem jeziku, obcˇinski asistent pa nam odgovori s kratkim
odgovorom v oknu pod vnosnim poljem, v ozadju pa se odpre tudi ustre-
zna spletna stran, na kateri najdemo dodatne informacije. Primer uporabe
prikazuje slika 1.1.
Obcˇinski asistent zna poleg splosˇnega pogovarjanja odgovoriti na pri-
blizˇno 500 vprasˇanj o obcˇini in obcˇinskih storitvah, iz devetih kategorij, po-
drobneje opisanih v prilogi A.
Predpostavili smo, da je nabor standardnih vprasˇanj skupen vsem obcˇinam,
vendar pa so nekateri odgovori za posamezno obcˇino specificˇni, zato uporaba
virtualnega pomocˇnika zahteva locˇeno pripravo podatkov za vsako obcˇino.
Ena od mozˇnosti za uspesˇno delovanje obcˇinskega asistenta je rocˇni vnos
vseh odgovorov na nabor 500 vprasˇanj, ki bi ga izvedli uredniki obcˇinskega
asistenta na posamezni obcˇini. Rocˇni vnos odgovorov in pripadajocˇih po-
vezav spletnih strani sta se izkazala kot zamudno opravilo, ki pripelje do
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Slika 1.1: Primer uporabe obcˇinskega virtualnega asistenta.
mozˇnosti napak in do mozˇne neazˇurnosti podatkov.
Druga mozˇnost je avtomatizacija priprave podatkov za posamezno obcˇino,
ki urednika obcˇinskega asistenta razbremeni rutinskega dela, ob tem pa zago-
tavlja tudi azˇurnost podatkov. Razvoj taksˇnega postopka je bila moja naloga
na Institutu “Jozˇef Stefan”. Celoten postopek je sestavljen iz dveh faz avto-
matizacije. Prva faza avtomatizacije, ki obsega pripravo kratkih odgovorov
na vprasˇanja uporabnikov obcˇinskih spletnih strani, je bila izvedena zˇe pred
cˇasom, zato ni vkljucˇena v magistrsko delo [2]. V magistrskem delu bomo
predstavili avtomatizacijo iskanja vprasˇanju ustreznih spletnih povezav, s
katero se bo zakljucˇil celoten postopek priprave podatkov.
1.2 Sorodna dela
Vsebina magistrskega dela posega v razlicˇna podrocˇja strojnega ucˇenja, kot
so vecˇznacˇna klasifikacija (angl. multi-label classification), besedilno rudar-
jenje (angl. text mining) in uporaba sˇibko oznacˇenih podatkov (angl. weakly
labeled data).
V grobem lahko nasˇ problem predstavimo kot primer problema vecˇznacˇne
klasifikacije. Na posamezni spletni strani se lahko nahajajo podatki, ki od-
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govorijo na vecˇ razlicˇnih vprasˇanj. Ker smo vprasˇanja predstavili kot ra-
zrede, to pomeni, da lahko posamezna spletna stran pripada vecˇ kot samo
enemu razredu. Poleg metode binarna relevanca, ki je ena od osnovnih metod
za vecˇznacˇno klasifikacijo, smo preizkusili tudi novejˇso ansambelsko metodo
RAkEL, ki obljublja dobre rezultate [3].
Zaradi dolocˇenih posebnosti in omejitev celotnega projekta ter majhne
in pomanjkljive mnozˇice oznacˇenih testnih podatkov klasicˇne mere za oce-
njevanje vecˇznacˇne klasifikacije niso primerne. Zato smo uporabili mere za
ocenjevanje uspesˇnosti, ki se pogosto uporabljajo na podrocˇju sistemov za
priklic informacij (angl. information retrieval) [4, 5].
Zaradi majhnega sˇtevila rocˇno oznacˇenih podatkov smo se v magistrskem
delu ukvarjali s problemom avtomatskega pridobivanja novih ucˇnih podat-
kov. Ogromno kolicˇino novih podatkov lahko v danasˇnjem cˇasu dobimo na
spletu, na primer s pomocˇjo spletnega iskalnika. Vendar pa oznake taksˇnih
podatkov niso zanesljive in lahko vsebujejo veliko sˇuma. Taksˇnim podat-
kom pogosto pravimo sˇibko oznacˇeni podatki (angl. Weakly labeled data) [6].
Na podrocˇju uporabe sˇibko oznacˇenih podatkov se uporablja vecˇ razlicˇnih
pristopov. Zelo pogost pristop je uporaba delno nadzorovanega ucˇenja, s
katerim z uporabo majhne mnozˇice oznacˇenih podatkov poskusimo oznacˇiti
sˇibko oznacˇene ali celo neoznacˇene podatke [7]. Drugi pristop je uporaba ro-
bustnih metod [8], ki so bolj odporne na sˇum v oznakah. Tretji pogost pristop
je izboljˇsanje oznak z uporabo nenadzorovanih metod, na primer razvrsˇcˇanja
dokumentov v skupine in nato rezanja teh skupin [9].
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1.3 Cilji
Cilj magistrske naloge je razvoj in ovrednotenje postopka iskanja dolocˇenemu
vprasˇanju ustreznih spletnih povezav. S temi spletnimi stranmi bo postopek
napolnil bazo obcˇinskega asistenta za posamezno obcˇino. Za vsako iz nabora
vnaprej pripravljenih 500 vprasˇanj je potrebno poiskati najbolj ustrezno sple-
tno stran in jo uvrstiti v podatkovno bazo obcˇinskega asistenta, ki jo nato
prikazˇe uporabniku. Ustrezen zacˇetni postopek iskanja je predpogoj za obli-
kovanje pravilnih kratkih odgovorov, ki so povzetek vsebine spletne strani.
Zato smo preverili mozˇnost uporabe razlicˇnih metod vecˇznacˇne klasifikacije,
besedilnega rudarjenja ter uporabe sˇibko oznacˇenih podatkov, ovrednotili
ucˇinkovitost teh metod in izbrane vkljucˇili v postopek avtomatizacije pri-
prave podatkov.
1.4 Struktura magistrskega dela
Magistrsko delo je razdeljeno na sˇest poglavij. Po uvodu so v drugem po-
glavju predstavljene uporabljene mnozˇice podatkov ter njihovo pridobivanje.
V tretjem poglavju so opisane uporabljene metode s podrocˇja besedilnega
rudarjenja, odkrivanja skupin in enoznacˇne in vecˇznacˇne klasifikacije, razde-
ljeno na vecˇ delov glede na podrocˇja. Cˇetrto poglavje opisuje celoten posto-
pek iskanja ustreznih spletnih strani za dolocˇeno vprasˇanje, ki smo ga v delu
za magistrsko nalogo razvili. Peto poglavje opisuje uporabljeno testno meto-
dologijo, nato so predstavljeni rezultati testiranja celotnega postopka, izbira
parametrov postopka in njihova interpretacija. Na koncu so v sˇestem po-
glavju predstavljene sklepne ugotovitve in predlogi za nadaljnje raziskovanje
in izboljˇsavo predlaganega postopka.
6 POGLAVJE 1. UVOD
Poglavje 2
Opis podatkov
Obcˇinski asistent vsake posamezne obcˇine ima v oblaku lastno podatkovno
bazo s shranjenimi odgovori in povezavami do ustreznih spletnih strani. Po-
datkovna baza je na zacˇetku prazna, napolnimo jo lahko rocˇno ali pa upora-
bimo avtomatiziran postopek.
Nasˇa naloga je, da za vsako od 500 vprasˇanj poiˇscˇemo ustrezno spletno
stran z relevantnimi informacijami, ki odgovorijo na vprasˇanje. Te strani se
lahko nahajajo prakticˇno kjerkoli na slovenskem spletu. Velik del se sicer na-
haja na spletnih straneh obcˇin, vendar se ne moremo omejiti le na te strani,
saj spletne strani obcˇin pogosto ne vsebujejo vseh informacij, ki jih potre-
bujemo. Na primer, obcˇine imajo pogosto za turizem namenjene posebne
spletne strani, podobno je tudi z muzeji, sˇolami ali gledaliˇscˇi. Vprasˇanje je,
katere spletne strani so sploh lahko relevantne v nasˇem delu.
Poglavje opisuje uporabljene mnozˇice podatkov in njihovo pridobivanje.
Najprej predstavi rocˇno oznacˇene podatke, ki smo jih uporabili za ucˇenje kla-
sifikacijskih modelov. Zaradi majhnega sˇtevila teh podatkov smo s pomocˇjo
spletnega iskalnika pridobili sˇe eno mnozˇico sˇibko oznacˇenih podatkov. Ti po-
datki nam sluzˇijo v dva namena. Prvicˇ, s temi podatki lahko razsˇirimo ucˇno
mnozˇico in tako izdelamo boljˇse klasifikacijske modele. Drugicˇ, s to mnozˇico
resˇujemo tudi problem prostora preiskovanja, omenjen v prejˇsnjem odstavku.
S tem smo ucˇinkovito omejili prostor spletnih strani, ki jih proucˇujemo.
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2.1 Oznacˇeni podatki
Oznacˇene podatke smo pridobili iz podatkovnih baz obcˇinskega virtualnega
asistenta, katerih naslovi spletnih strani so bili vneseni rocˇno v 11-ih obcˇinah.
Oznacˇeni podatki so bili osnova za ucˇenje razlicˇnih vzorcev, ki nam pomagajo
prepoznati nove ustrezne spletne strani.
Po rocˇnem pregledu vseh 500-ih vprasˇanj smo vprasˇanja razdelili v dve
osnovni skupini - enostavna in kompleksna. Odgovore na podmnozˇico 265
vprasˇanj iz prve skupine lahko dobimo na bolj enostaven nacˇin, ki je opi-
san v nadaljevanju (razdelek 4.1). Za odgovore za 235 vprasˇanj (seznam
v prilogi C) iz druge skupine pa smo ocenili, da bomo za iskanje relevan-
tne spletne strani morali uporabiti metode strojnega ucˇenja, saj za njih ne
obstaja enostaven nacˇin iskanja relevantne spletne strani. Oznacˇene ucˇne po-
datke torej potrebujemo le za 235 razlicˇnih vprasˇanj. Glede na to, da bomo
za klasifikacijo spletnih strani uporabili metode vecˇznacˇne klasifikacije, smo
vsako vprasˇanje predstavili z eno oznako. Torej imamo problem vecˇznacˇne
klasifikacije, kjer nastopa 235 razlicˇnih oznak, kjer vsaka oznaka predstavlja
dolocˇeno vprasˇanje.
Tabela 2.1 prikazuje osnovne lastnosti oznacˇenih podatkov. Dejstvo je, da
obcˇine niso vnesle odgovorov na vsa vprasˇanja, v povprecˇju je vsaka vnesla
povprecˇno 127 odgovorov na 235 vprasˇanj, torej dobro polovico. Sˇtevilo vseh
odgovorov 11-ih obcˇin, ki opredelijo povezave na ustrezne spletne strani, je
1396, vendar je unikatnih le 831 spletnih strani. Razlog je v tem, da lahko
ena spletna stran vsebuje odgovore za vecˇ razlicˇnih vprasˇanj. V povprecˇju
vsaka stran odgovarja na 1.68 vprasˇanja. Za vsako posamezno vprasˇanje smo
dobili v povprecˇju 5.94 oznacˇenih spletnih strani.
Slika 2.1 prikazuje porazdelitev oznacˇenih ucˇnih primerov, ki jih imamo
za vsako oznako. Iz slike je razvidno, da imamo v povprecˇju na voljo 5.94
oznacˇenih spletnih strani za ucˇenje za posamezno oznako. Za vsako vprasˇanje
imamo na voljo vsaj en oznacˇen primer. Za nezanemarljiv del oznak imamo
na voljo zelo malo ucˇnih podatkov, v nekaterih primerih samo enega. Najvecˇje
sˇtevilo primerov za posamezno oznako je 11.
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Tabela 2.1: Lastnosti rocˇno oznacˇenih podatkov
atribut vrednost
sˇtevilo vnosov 1396
sˇtevilo obcˇin 11
sˇtevilo oznak 235
povprecˇno sˇtevilo vnosov na obcˇino 126.9
sˇtevilo unikatnih povezav 831
povprecˇno sˇtevilo primerov na oznako 5.94
kardinalnost oznak 1.68
Slika 2.1: Porazdelitev oznacˇenih ucˇnih primerov, ki jih imamo za vsako
vprasˇanje. Stolpec viˇsine pri oznaki 6 pomeni, da je 30 vprasˇanj takih, da je
nanj odgovorilo 6 obcˇin.
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Slika 2.2 prikazuje relativno frekvenco spletnih strani, glede na to, ko-
liko oznakam pripadajo, oziroma na koliko vprasˇanj odgovorijo. V povprecˇju
posamezna stran pripada le 1.68 razlicˇnim oznakam. Opazimo, da velik del
spletnih strani odgovori le na eno vprasˇanje. Posamezna spletna stran odgo-
vori na najvecˇ 22 vprasˇanj.
Slika 2.2: Slika prikazuje razmerje med sˇtevilom spletnih strani glede na
sˇtevilo pripadajocˇih oznak oziroma na koliko vprasˇanj odgovorijo.
Iz osnovne analize podatkov lahko sklepamo, da imamo dejansko na vo-
ljo zelo majhno sˇtevilo oznacˇenih podatkov. Zacˇetni poskusi so pokazali,
da s strojnim ucˇenjem s temi podatki dobimo slabe rezultate, le priblizˇno
25% predlaganih strani je relevantnih [10]. Z nekaj primeri za vsako oznako
tezˇko zgradimo dober klasifikacijski model, zato stremimo po povecˇanju ucˇne
mnozˇice z novimi primeri. To smo dosegli z uporabo sˇibko oznacˇenih podat-
kov, ki smo jih pridobili s pomocˇjo spletnega iskalnika.
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2.2 Sˇibko oznacˇeni podatki
Zaradi majhnega sˇtevila razpolozˇljivih oznacˇenih podatkov/ucˇnih primerov
je ucˇenje klasifikacijskih modelov precej otezˇeno. To velja predvsem v prime-
rih, ko imamo za posamezni razred le nekaj oznacˇenih ucˇnih primerov. Ker
je rocˇno oznacˇevanje podatkov cˇasovno zelo potratno, potrebujemo avtoma-
tizirano resˇitev, ki nam bo nasˇla cˇim vecˇ dodatnih ucˇnih primerov.
Predlagana resˇitev je, da s pomocˇjo iskanja s kljucˇnimi besedami na sple-
tnih iskalnikih pridobimo vecˇje sˇtevilo dodatnih primerov. Taksˇnim podat-
kom, kjer so oznake ali pa sami primeri nepopolni, na splosˇno pravimo sˇibko
oznacˇeni podatki [11]. Obstaja sicer vecˇ vrst sˇibko oznacˇenih podatkov, v
nasˇem primeru gre predvsem za sˇum v oznakah podatkov. Spletni iskalniki
nam na podlagi kljucˇnih besed pogosto ne dajo ustreznih podatkov, zato jih
po kvaliteti ne moremo primerjati z rocˇno oznacˇenimi podatki [6]. Na pri-
mer, rezultat spletnega iskalnika, ki se je pojavil na enem od zadnjih mest,
mogocˇe niti ni vecˇ relevanten za dolocˇeno poizvedbo. Sˇum v oznakah lahko
mocˇno zmanjˇsa kvaliteto napovedi [12]. Zato moramo te podatke ustrezno
precˇistiti in jih prilagoditi za vkljucˇitev v ucˇno mnozˇico.
Dodatne ucˇne primere smo pridobili s pomocˇjo spletnih iskalnikov, kjer
smo razsˇirili iskanje po sˇirsˇem naboru obcˇin. Vsako vprasˇanje smo predstavili
z rocˇno izbranimi kljucˇnimi besedami. Za dolocˇitev obcˇine smo k poizvedbi
dodali tudi kljucˇno besedo ”obcˇina” ter ime obcˇine. Postopek pridobivanja
dodatnih ucˇnih primerov opisuje algoritem 1.
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Algoritem 1: Psevdokoda za pridobivanje sˇibko oznacˇenih podatkov s
pomocˇjo spletnega iskalnika
Data: seznam kljucˇnih besed seznamKljucnihBesed, seznam obcˇin
seznamObcin
for imeObcine in seznamObcin do
for kljucneBesede in seznamKljucnihBesed do
poizvedba ← ”obcˇina ”+ imeObcine + ” ” + kljucneBesede;
rezultati[] ← preberiRezultateSpletnegaIskalnika(poizvedba);
for rank ← 0 to rezultati.length do
url ← rezultati[rank];
shraniRezultat(url,rank,kljucneBesede,imeObcine);
end
end
end
Z uporabo algoritma 1 smo pridobili nove podatke za dodatnih 85 obcˇin,
za vsako obcˇino 235 strani rezultatov, kjer vsaka stran vsebuje priblizˇno 10
spletnih povezav za dolocˇeno poizvedbo. Skupno smo pridobili 188,113 novih
naslovov spletnih strani. Vsaki novi spletni strani smo pripisali, kateri obcˇini
pripada, na katero vprasˇanje potencialno odgovarja, in na kateri poziciji se
nahaja na spletnem iskalniku.
Poglavje 3
Metode
To poglavje opisuje metode, ki smo jih uporabili v magistrskem delu. Pred-
stavljeni so pristopi za predstavitev besedilnih dokumentov, razvrsˇcˇanja do-
kumentov v skupine in metode za enoznacˇno in vecˇznacˇno klasifikacijo. Opi-
sane so tudi mere uspesˇnosti, s katerimi smo vrednotili delovanje razvitega
postopka za pripravo podatkov obcˇinskega asistenta.
3.1 Predstavitev besedilnih dokumentov
Vecˇina klasicˇnih metod strojnega ucˇenja ne zna delati s cˇistim besedilom, zato
ga moramo najprej predstaviti v ustrezni obliki, da iz besedila pridobimo cˇim
vecˇ uporabnih informacij. Obicˇajno zˇelimo besedila predstaviti kot vektorje
atributov in njihovih vrednosti.
Taksˇna predstavitev se pogosto imenuje model vektorskega prostora (angl.
Vector-Space-Model)/vrecˇa besed (angl. Bag of words), kjer je posamezen
dokument predstavljen z vektorjem. Elementi vektorja obicˇajno predsta-
vljajo besedo, vcˇasih pa tudi zaporedje sosednjih besed ali cˇrk. Za dolocˇanje
vrednosti atributov poznamo vecˇ razlicˇnih tehnik. Najbolj enostavna je bi-
narna, kjer vrednost 1 predstavlja prisotnost besede v dokumentu, 0 pa od-
sotnost te besede. Drug nacˇin je frekvenca besed, ki nam pove, kolikokrat se
beseda pojavi v dokumentu. Sˇtevilo pojavitev besed v dokumentu je odvisna
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tudi od dolzˇine dokumenta. Da ta vpliv iznicˇimo, namesto sˇtevila pojavitev
besed uporabljamo relativno frekvenco, to je verjetnost, da bi pri nakljucˇnem
izboru besede iz dokumenta izbrali dolocˇeno besedo. Ena od pogosto upora-
bljenih metod je tf-idf (angl. term frequency–inverse document frequency),
s katero dosezˇemo, da se izrazom, ki se zelo pogosto pojavljajo v korpusu,
dolocˇi nizˇja vrednost. tf-idf izracˇunamo s spodnjo enacˇbo:
tf-idf (t, d) = tf (t, d) ∗ idf(t)
tf (t, d) =
|t ∈ d|
|d|
idf(t) = log
|D|
|d ∈ D : t ∈ d| ,
(3.1)
kjer je |D| sˇtevilo vseh elementov v korpusu dokumentov D, sˇtevilo |d ∈
D : t ∈ d| pa je sˇtevilo dokumentov, ki vsebujejo besedo t.
Predstavitve dokumentov z opisanimi metodami zanemarjajo dejstvo, da
je pomen besed mnogokrat odvisen od konteksta. Ista beseda ima lahko
razlicˇne pomene, ali pa imajo isti pomen lahko razlicˇne besede. Prav tako
nam taka predstavitev ne bo razresˇila problema podpomenk in drugacˇnih
povezav med razlicˇnimi izrazi. Zanemari se tudi vrstni red besed in struktura
besedila. Dokument je torej le seznam besed v poljubnem vrstnem redu.
Kljub nasˇtetim pomanjkljivostim pa nam taksˇni preprosti modeli brez
uporabe kakrsˇnekoli informacije o semantiki omogocˇajo ucˇinkovito analizo
velikih zbirk besedil [13].
3.1.1 Predpriprava besedil
S sˇtevilom dokumentov hitro narasˇcˇa tudi sˇtevilo razlicˇnih besed ali fraz,
kar pomeni, da imamo obicˇajno opravka z velikim sˇtevilom atributov reda
105 in vecˇ, zato skusˇamo sˇtevilo uporabljenih besed zmanjˇsati. V ta namen
se posluzˇujemo postopkov, kot so odstranjevanje nepomembnih besed (angl.
stop-words) in lematizacija.
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Ideja odstranjevanja nepomembnih besed je v odstranitvi besed, ki v sebi
nosijo zelo malo informacije. To so predvsem funkcijske besede, med katere
spadajo vezniki, zaimki, cˇlenki, predlogi in pomozˇni glagoli. Taksˇne besede
je smiselno izlocˇiti iz proucˇevanja. Izlocˇanje besed temelji na frekvenci besed,
kjer se kot funkcijske besede sˇtejejo besede z visoko frekvenco. Pri tem lahko
pride do napak in lahko izlocˇimo tudi besede s pomenom.
Namesto taksˇnega pristopa se pogosto uporablja zˇe vnaprej pripravljen
seznam nepomembnih besed. V nasˇem delu smo seznam nepomembnih besed
pripravili sami. Uporabili smo zˇe pripravljene sezname, ki smo jih dopolnili
s seznamom najbolj pogostih besed iz nasˇega korpusa spletnih strani, ki je
bil predhodno tudi rocˇno pregledan.
Lematizacija je postopek pretvarjanja besed z lemami oziroma osnovnimi
oblikami besed. Lematizacija se pogosto uporablja v rudarjenju besedilnih
dokumentov. Na ta nacˇin zmanjˇsamo sˇtevilo razlicˇnih besed v korpusu, ven-
dar pa s tem izgubimo dodatne informacije, kot so sklon in slovnicˇni cˇas. V
vecˇini primerov nas zanima le pomen besed, zato je ta postopek zelo razsˇirjen.
V nasˇem delu smo uporabili lematizator Lemmagen4J [14], ki je implemen-
tacija znanega lematizatorja LemmaGen [15] v programskem jeziku Java.
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3.2 Razvrsˇcˇanje v skupine
Razvrsˇcˇanje v skupine smo uporabili pri delu s sˇibko oznacˇenimi podatki.
S pomocˇjo teh metod smo iskali skupine sˇibko oznacˇenih podatkov, ki so
najbolj podobni rocˇno oznacˇenim podatkom.
3.2.1 Metoda k voditeljev
Metoda k voditeljev (angl. k-means) je algoritem za razvrsˇcˇanje podatkov
v k skupin. Cilj metode je podane primere razdeliti v k skupin tako, da je
vsota razdalj med tocˇkami v skupini in centrom skupine najmanjˇsa [16].
Pri uporabi metode voditeljev moramo zˇe vnaprej poznati sˇtevilo skupin
k. Algoritem izbere k voditeljev. Pogosto so voditelji izbrani nakljucˇno,
obstaja pa vrsta razlicˇnih pristopov za izbiro zacˇetnih voditeljev. Splosˇno
pravilo pravi, da naj bodo zacˇetni voditelji med seboj dovolj oddaljeni.
Vsak primer v mnozˇici nato priredimo najblizˇjemu od voditeljev. Pri-
meri, prirejeni istemu voditelju, predstavljajo skupino. Za vsako od skupin
izracˇunamo centroide oziroma srediˇscˇa skupin, ki predstavljajo nove vodite-
lje. Postopek prirejanja primerov najblizˇjemu od sosedov in izracˇun centroi-
dov nato ponavljamo, dokler se centroidi ne spreminjajo vecˇ.
Mere razlicˇnosti Za izracˇun razdalj med tocˇkami in voditelji lahko izbe-
remo razlicˇne mere razdalj. Ker imamo v magistrskem delu opravka s bese-
dilnimi dokumenti, smo izbrali kosinusno podobnost, ki se pogosto uporablja
za primerjavo besedil [17].
Kosinusna podobnost je mera podobnosti med dvema vektorjema ~a in
~b, ki meri kosinus kota med tema dvema vektorjema. Pomembna je torej
usmerjenost vektorjev in ne dolzˇina. Kosinus kota je lahko izpeljan iz enacˇbe
za skalarni produkt dveh vektorjev:
A ·B = |A||B| cos Θ (3.2)
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podobnost(A,B) = cos Θ =
A ·B
|A||B| =
∑n
i=1Ai ×Bi√∑n
i=1(Ai)
2 ×√∑ni=1(Bi)2 (3.3)
Kosinus kota je definiran na obmocˇju [−1, 1]. Ker pa imamo opravka le s po-
zitivnimi sˇtevili, se njegove vrednosti vedno nahajajo na obmocˇju [0, 1]. Ker
kosinus kota med vektorjema predstavlja podobnost, ga moramo ustrezno
spremeniti, da predstavlja razdaljo:
razdalja(A,B) = 1− podobnost(A,B) (3.4)
Zacˇetni izbor voditeljev Razvrstitev v skupine, ki je rezultat uporabe
metode voditeljev, je lahko zelo odvisna od zacˇetnega izbora voditeljev. Od
tega bo tudi odvisno sˇtevilo iteracij, ki privedejo v stabilno stanje. V ta na-
men obstaja vrsta razlicˇnih pristopov; v nasˇem delu smo uporabili implemen-
tacijo k -means++ [18], ki je sicer klasicˇna implementacija metode voditeljev,
uvaja pa nov nacˇin za izbiro zacˇetnih voditeljev, opisan v algoritmu 2.
Algoritem 2: Metoda za razvrsˇcˇanje v skupine k -means++, ki uvaja
nov nacˇin za izbiro zacˇetnih voditeljev.
Data: podatki X
Iz mnozˇice podatkov X nakljucˇno izberi voditelja c1
for i ← 2 to k do
Izberi novega voditelja ci iz x ∈ X z verjetnostjo D(x)2∑
x∈X D(x)2
, kjer
D(x) predstavlja najkrajˇso razdaljo med tocˇko in najblizˇjim zˇe
izbranim voditeljem.
end
Nadaljuj s klasicˇnim algoritmom metode voditeljev.
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3.3 Enoznacˇna klasifikacija
Enoznacˇna klasifikacija je podrocˇje nadzorovanega ucˇenja, pri katerem po-
datke uvrsˇcˇamo v natanko enega izmed dveh ali vecˇ razredov. Uporabili
smo jih kot jedrne metode pri vecˇznacˇni klasifikaciji, ki delujejo po prin-
cipu pretvorbe problema vecˇznacˇne klasifikacije v vecˇ problemov enoznacˇne
klasifikacije.
3.3.1 Naivni Bayesov klasifikator
Naloga Bayesovega klasifikatorja [19] je izracˇunati pogojne verjetnosti za vsak
razred pri danih vrednostih atributov za dani novi primer, ki ga zˇelimo kla-
sificirati. Izpeljemo ga s pomocˇjo Bayesovega pravila:
p(c|V ) = p(c) ∗ p(V |c)
p(V )
(3.5)
Naivni Bayesov klasifikator predpostavlja pogojno neodvisnost vrednosti atri-
butov pri danem razredu:
p(v1, v2, ...vn|c) =
∏
i
p(c|vi) (3.6)
Naivna Bayesova formula:
p(c|v1, v2, ...vn) = p(c) ∗
∏
i
p(c|vi)
p(c)
(3.7)
Naivni Bayesov klasifikator nov primer klasificira tako, da za vsak mozˇni
razred ci izracˇuna po naivni Bayesovi formuli izracˇuna verjetnost, da pri-
mer (v1, v2, ...vn) pripada razredu ci, kar zapiˇsemo p(ci|v1, v2, ...vn). Primer
klasificira v razred z najvecˇjo verjetnostjo.
3.3. ENOZNACˇNA KLASIFIKACIJA 19
3.3.2 Nakljucˇni gozd
Metoda nakljucˇni gozd je ansambelska metoda, namenjena izboljˇsanju na-
povedne tocˇnosti drevesnih modelov. Ideja je izdelati vecˇje sˇtevilo manjˇsih
odlocˇitvenih dreves, tako da se pri izbiri najboljˇsega atributa v vsakem vo-
zliˇscˇu nakljucˇno izbere majhno sˇtevilo atributov, ki vstopajo v izbor za naj-
boljˇsi atribut. Obicˇajno se pri m atributih za vsako drevo izbere
√
m ali
log2(m) atributov. Sˇtevilo zgrajenih dreves je ponavadi 100 ali vecˇ.
Vsako drevo se uporabi za klasifikacijo novega primera po metodi glasova-
nja - vsako drevo ima en glas, ki ga nameni razredu, v katerega bi klasificiralo
nov primer. Iz vseh glasov dobimo verjetnostno distribucijo po vseh razredih.
Dobra stran nakljucˇnih gozdov je obicˇajno visoka tocˇnost, primerljiva z
najboljˇsimi algoritmi, odpornost na sˇum in osamelce v podatkih [20], slaba
stran pa je otezˇena razlaga odlocˇitve, saj je mnozˇica 100 ali vecˇ dreves ne-
pregledna in zato nerazumljiva za uporabnika [19].
3.3.3 Metoda podpornih vektorjev
Metode podpornih vektorjev (angl. Support vector machines - SVM ) so med
najbolj uspesˇnimi metodami za klasifikacijo in regresijo. Primerne so za
ucˇenje z velikim sˇtevilom podatkov, ki so opisani z velikim sˇtevilom bolj ali
manj pomembnih atributov [19].
Osnovna ideja metode je v danem prostoru atributov postaviti optimalno
hiperravnino, ki locˇuje dva razreda. Optimalna hiperravnina je tista, ki je
enako in najbolj oddaljena od najblizˇjih primerov obeh razredov. Najblizˇjim
primerom optimalne hiperravnine pravimo podporni vektorji, razdalji hiper-
ravnine od podpornih vektorjev pa rob. Torej je optimalna hiperravnina
tista, ki ima maksimalni rob [19]. Slika 3.1 prikazuje osnovno idejo metode
podpornih vektorjev.
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Slika 3.1: Primer hiperravnine z najvecˇjim robom do primerov dveh razlicˇnih
razredov. Primere na teh robovih imenujemo podporni vektorji [21].
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3.4 Vecˇznacˇna klasifikacija
Tradicionalna enoznacˇna klasifikacija obravnava mnozˇico primerov, kjer je
vsak primer oznacˇen z eno oznako iz mnozˇice oznak L. Cˇe je |L| = 2, po-
tem govorimo o binarni ali dvorazredni klasifikaciji. Cˇe je |L| > 2 gre za
vecˇrazredno (angl. multi-class) klasifikacijo.
Pri vecˇznacˇni (angl. multi-label) klasifikaciji so primeri povezani z mnozˇico
oznak Y ⊆ L. Taksˇna klasifikacija se pogosto uporablja v razvrsˇcˇanju besedil
v kategorije. Na primer, cˇlanek lahko hkrati pripada vecˇ kategorijam, kot so
politika, ekonomija, finance [22].
Metode za vecˇznacˇno klasifikacijo lahko uvrstimo v eno od dveh skupin:
a) metode za pretvorbo problema, in b) metode za priredbo algoritmov [22].
Metode iz prve skupine pretvorijo vecˇznacˇni problem v mnozˇico enoznacˇnih,
binarnih problemov, ki se jih nato lotimo z enoznacˇno klasifikacijo. Metode
iz druge skupine pa se ukvarjajo s prilagajanjem algoritmov za enoznacˇno
klasifikacijo, da lahko resˇujejo vecˇznacˇne probleme brez transformacije. Ob-
staja vecˇ priredb algoritmov C4.5 [23], kNN [24] in SVM [25], ki so sposobni
vecˇznacˇne klasifikacije.
V magistrskem delu smo uporabljali predvsem metode za pretvorbo pro-
blema, kot so metode binarna relevanca (angl. binary relevance), uvrsˇcˇanje
s parno primerjavo (angl. Ranking by pairwise comparison - RPC ) [26] in
ansambelska metoda RAkEL [3].
3.4.1 Binarna relevanca
Binarna relevanca (angl. Binary relevance) je ena izmed najbolj preprostih
in uporabljenih metod za pretvorbo problema. Po tej metodi se vecˇznacˇni
klasifikacijski problem razdeli na vecˇ enoznacˇnih klasifikacijskih problemov,
vsak za eno od oznak v mnozˇici oznak L = y1, y2, ..., yq.
Metoda najprej pretvori vecˇznacˇno ucˇno mnozˇico v q enoznacˇnih mnozˇic
podatkov Dyj , j = 1 ≤ q, kjer vsaka mnozˇica Dyj vsebuje vse primere iz-
virne mnozˇice podatkov, vendar pa pozitivne primere predstavljajo primeri,
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ki pripadajo oznaki yj, negativne pa vsi ostali primeri. Po pretvorbi podat-
kov se zgradi q enoznacˇnih klasifikatorjev Hj(Dyj), j = 1 ≤ q, ki so naucˇeni
s pripadajocˇo mnozˇico Dyj . Za vecˇznacˇno uvrstitev novega primera metoda
predlaga vse oznake, katere so enoznacˇni klasifikatorji napovedali kot poziti-
ven primer [27].
Pomembna prednost pristopa binarna relevanca je nizka racˇunska zahtev-
nost v primerjavi z ostalimi metodami za vecˇznacˇno klasifikacijo. Zahtevnost
metode narasˇcˇa linearno s sˇtevilom oznak, cˇe pri tem uposˇtevamo konstantno
sˇtevilo primerov. Kljub temu metoda pogosto ni primerna pri velikem sˇtevilu
oznak, saj predpostavlja mocˇno neodvisnost med oznakami in ne uposˇteva
nobene informacije o povezavah med njimi [28].
3.4.2 Uvrsˇcˇanje s parno primerjavo
Ideja metode RPC (angl. Ranking by pairwise comparison) [26] je transfor-
macija problema s k oznakami L = {y1, y2, ..., yk} v k(k−1)2 binarnih proble-
mov, vsakega za en par oznak. Za vsak par oznak (yi, yj) ∈ L×L, kjer velja
1 ≤ i < j ≤ k, moramo izdelati klasifikator Mij, ki mora locˇiti primere, ki
vsebujejo oznako yi od tistih, ki vsebujejo oznako yj. Vsak od klasifikatorjev
Mij se ucˇi iz primerov, ki vsebujejo eno od teh oznak, vendar pa ne vsebujejo
obeh oznak.
Nov primer klasificiramo tako, da ta primer klasificiramo z vsakim od
k(k−1)
2
klasifikatorjev in nato te napovedi zdruzˇimo v skupno napoved. Naj-
bolj preprosta metoda za zdruzˇevanje napovedi je glasovanje vsakega od kla-
sifikatorjev Mij za oznako yi ali yj. Na podlagi sˇtevila glasov se nato dolocˇijo
oznake [29].
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3.4.3 RAkEL
Nekatere metode za vecˇznacˇno klasifikacijo (RPC [26], LabelPowerset [22])
imajo slabosti pri velikem sˇtevilu oznak. Zaradi cˇasovne kompleksnosti taksˇni
problemi postanejo tezˇko resˇljivi v razumnem cˇasu. Metoda RAkEL je an-
sambelska metoda, ki omili ta problem, poleg tega pa v mnogih primerih
izboljˇsa rezultate [30].
Ideja metode RAkEL (RAndom k labELsets) je, da oznake L nakljucˇno
razdeli v vecˇ manjˇsih skupin oznak R ⊆ L velikosti k = |R|. Za vsako od
skupin izdela klasifikator z eno od metod za vecˇznacˇno klasifikacijo. Av-
tor metode v cˇlankih uporablja vecˇinoma metodo LP, vendar lahko metoda
RAkEL deluje prakticˇno s katerokoli metodo za vecˇznacˇno klasifikacijo [3].
Obstaja vecˇ razlicˇic algoritma RAkEL, ki se razlikujejo glede na to, kako
razdelimo oznake L v manjˇse skupine. V nasˇem delu smo uporabili algori-
tem RAkELo [3]. Algoritem iz mnozˇice vseh kombinacij oznak L velikosti
k, ki jo imenujemo Lk, nakljucˇno izbere m kombinacij. V primeru, da iz-
beremo sˇtevilo m tako, da velja mk > |L|, se bodo te skupine oznak med
seboj prekrivale. Nato algoritem zacˇne z ucˇenjem m klasifikatorjev z eno od
metod za vecˇznacˇno klasifikacijo. Postopek ucˇenja metode RAkEL je opisan
z algoritmom 3.
Algoritem 3: Ucˇenje metode RAkELo
Data: mnozˇica oznak L velikosti M, ucˇna mnozˇica D, velikost
podmnozˇic k, sˇtevilo modelov m
Result: mnozˇice k oznak Ri, ustrezni klasifikatorji hi
S ← Lk;
for i ← 1 to min(m, |Lk|) do
Ri ← nakljucˇno izbrana kombinacija oznak iz S;
ucˇenje klasifikatorja hi za oznake Ri iz podatkov D;
S ← S \Ri;
end
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Za vecˇznacˇno klasifikacijo novega, neoznacˇenega primera se zberejo in
zdruzˇijo napovedi vseh binarnih klasifikatorjev. Zdruzˇevanje napovedi se na-
redi z glasovanjem vsakega od klasifikatorjev. Cˇe je delezˇ pozitivnih napovedi
za posamezno oznako vecˇji od 0.5, primer oznacˇimo s to oznako. Postopek
klasifikacije je opisan z algoritmom 4. Tabela 3.1 prikazuje primer klasifi-
kacije primera med 6 razlicˇnih oznak {λ1, λ2, λ3, λ4, λ5, λ6, } z nastavljenimi
parametri k = 3 in m = 7 (m kombinacij oznak velikosti k).
Algoritem 4: Uvrsˇcˇanje novega primera z metodo RAkEL
Data: mnozˇica oznak L velikosti M , sˇtevilo modelov m, kombinacije
oznak Ri in njihovi klasifikatorji hi, nov primer x
Result: Results - Vektor oznak za nov primer x
S ← Lk;
for j ← 1 to M do
Sumj ← 0;
V otesj ← 0;
end
for i ← 1 to m do
forall the labels θj ∈ Ri do
Sumj ← Sumj + hi(x, θj);
V otesj ← V otesj + 1;
end
end
for j ← 1 to M do
Avgj ← Sumj/V otesj;
if Avgj > 0.5 then
Resultsj ← 1;
else
Resultsj ← 0;
end
end
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model mnozˇice oznak λ1 λ2 λ3 λ4 λ5 λ6
h1 {λ1, λ2, λ6} 1 0 - - - 1
h2 {λ2, λ3, λ4} - 1 1 0 - -
h3 {λ3, λ5, λ6} - - 0 - 0 1
h4 {λ2, λ4, λ5} - 0 - 0 0 -
h5 {λ1, λ4, λ5} 1 - - 0 1 -
h6 {λ1, λ2, λ3} 1 0 1 - - -
h7 {λ1, λ4, λ6} 0 - - 1 - 0
delezˇ glasov 3
4
1
4
2
3
1
4
1
3
2
3
napoved 1 0 1 0 0 1
Tabela 3.1: Primer klasifikacije novega primera z metodo RAkELo s para-
metri k = 3 in m = 7 (m kombinacij oznak velikosti k)
Metoda RAkEL torej uspesˇno zmanjˇsa kompleksnost zahtevnejˇsih metod
za vecˇznacˇno klasifikacijo, pogosto pa tudi izboljˇsa rezultate in zmanjˇsa pre-
komerno prilagajanje ucˇnim podatkom (angl. overfitting). V nasˇem primeru,
kjer smo uporabili metodo RPC skupaj z metodo RAkEL, smo kompleksnost
zmanjˇsali iz L(L−1)
2
(L - sˇtevilo vseh oznak) na m × k(k−1)
2
, kar je precejˇsnje
izboljˇsanje, saj je parameter k obicˇajno zelo majhno sˇtevilo.
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3.5 Mere uspesˇnosti
Razdelek opisuje mere uspesˇnosti, ki smo jih uporabili za vrednotenje razvi-
tega postopka za pripravo podatkov obcˇinskega virtualnega asistenta. Mere
uspesˇnosti smo prevzeli iz podrocˇja ocenjevanja priporocˇilnih sistemov in
iskanja informacij (angl. information retrieval).
3.5.1 Preciznost
Preciznost nam pove, koliksˇen delezˇ priporocˇenih dokumentov je relevantnih.
Pri tem smo predpostavili, da za vsako vprasˇanje in obcˇino predlagamo le en
dokument1. V nasˇem primeru nam preciznost pove, koliksˇen delezˇ predlaga-
nih spletnih strani je relevantnih.
Preciznost =
priporocˇeni relevantni dokumenti
priporocˇeni dokumenti
(3.8)
3.5.2 Srednja reciprocˇna uvrstitev
Srednja reciprocˇna uvrstitev (angl. Mean Reciprocal Rank) je statisticˇna
mera, ki jo uporabimo takrat, ko za dolocˇeno poizvedbo sistem predlaga se-
znam odgovorov, ki so urejeni po verjetnosti, obstaja pa le en relevanten do-
kument [4]. Reciprocˇna uvrstitev je reciprocˇna (obratna) vrednost uvrstitve
pravilnega odgovora v seznamu predlaganih odgovorov. Srednja reciprocˇna
uvrstitev je torej povprecˇje reciprocˇnih uvrstitev v mnozˇici poizvedb Q:
MRR =
1
|Q|
|Q|∑
i=1
1
ranki
(3.9)
Srednja reciprocˇna uvrstitev se pogosto uporablja pri ocenjevanju siste-
mov za odgovarjanje na vprasˇanja, oziroma v primerih, ko ima vsaka poi-
zvedba le en pravilen odgovor. V nasprotnem primeru obicˇajno uposˇtevamo
1V sistemu obcˇinskega asistenta se iz tega izbranega dokumenta tvori kratek povzetek
strani.
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le prvi pravilno predlagan odgovor ali pa izberemo eno od drugih mer za
ocenjevanje [31].
Spodnja tabela prikazuje primer izracˇuna srednje reciprocˇne uvrstitve na
primeru sistema, ki besede v ednini prevaja v mnozˇino:
Tabela 3.2: Primer izracˇuna srednje reciprocˇne uvrstitve
poizvedba predlagani odgovori pravilen uvrstitev reciprocˇna
odgovor uvrstitev
roka roke, rok, roki roke 1 1
otrok otroki, otroke, otroci otroci 3 1/3
pes pesi, psi, pese psi 2 1/2
MRR = 0.61
3.5.3 Priklic@k
Mera priklic@k (angl. Recall@k) ocenjuje, koliksˇen delezˇ vseh relevantnih
dokumentov je bilo uvrsˇcˇenih med najboljˇsih k predlaganih dokumentov.
Priklic@k je definiran kot:
R@k(V ) =
∑k
i=1 rel(vi)∑n
i=1 rel(vi)
, (3.10)
kjer je vi i-ti dokument v mnozˇici n dokumentov V in velja k ≤ n.
V nasˇem primeru imamo za vsako vprasˇanje in obcˇino le en relevanten
dokument, zato nam ta mera v bistvu pove, koliksˇna je verjetnost, da se
relevanten dokument nahaja med k predlaganimi dokumenti.
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Poglavje 4
Opis postopka priprave
podatkov za obcˇinskega
asistenta
Postopek za pripravo podatkov za obcˇinskega asistenta je sestavljen iz vecˇ
podpostopkov, uporabljenih glede na vrsto vprasˇanj. Kot je zˇe omenjeno v
prejˇsnjih razdelkih, smo vprasˇanja na grobo razdelili v dve skupini. V prvi
skupini so vprasˇanja, na katere so odgovori enaki vsem obcˇinam ali pa lahko
ustrezne strani pridobimo s pomocˇjo drugih namenskih spletnih aplikacij.
V drugi skupini so vprasˇanja, ki so bolj kompleksna. Za ta vprasˇanja smo
ocenili, da bomo ustrezne spletne strani pridobili s pomocˇjo strojnega ucˇenja.
Slika 4.1 prikazuje shematicˇni prikaz celotnega postopka.
4.1 Preprosti problemi
Ta razdelek opisuje iskanje ustreznih spletnih strani za vprasˇanja, za katere
smo ocenili, da lahko strani najdemo na bolj enostaven nacˇin v primerjavi s
strojnim ucˇenjem.
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Slika 4.1: Shema celotnega postopka za pripravo podatkov za obcˇinskega
asistenta.
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4.1.1 Enak odgovor za vse obcˇine
Nekateri odgovori na vprasˇanja so enaki za vse obcˇine v Sloveniji. Taksˇna
vprasˇanja se nanasˇajo predvsem na razne zakone, predpise, obrazce in po-
stopke, ki so enotni v celotni drzˇavi. Na taksˇna vprasˇanja vecˇinoma odgovarja
stran e-uprava.gov.si, iz katere smo zato vzeli vecˇino odgovorov tega tipa.
4.1.2 Uporaba zunanjih virov
Nekateri odgovori na vprasˇanja so specificˇni za vsako obcˇino, vendar so odgo-
vori enolicˇno dolocˇeni. Tovrstne odgovore dobimo s pomocˇjo uporabe namen-
skih spletnih strani, ki nam nudijo ustrezen iskalnik in strukturiran prikaz
podatkov.
Za pridobitev tovrstnih podatkov smo uporabili dva zunanja vira podat-
kov. Prvi je spletna stran uradni-list.si, kjer so objavljeni zakoni, predpisi
in druge javne objave. Z ustreznimi kljucˇnimi besedami in izbiro obcˇine v
iskalniku na strani lahko preprosto avtomatsko poiˇscˇemo dolocˇen dokument.
Drugi vir je spletna stran odpiralnicasi.com. Ta vir nam omogocˇa iskanje ra-
znih storitev v blizˇini posamezne obcˇine (npr. nudi nam seznam kontaktnih
informacij o podjetjih in njihovih dejavnostih).
Dobra stran taksˇnega pristopa je, da so rezultati vecˇinoma pravilni in
jih dobimo v strukturirani obliki. Prednost je tudi v tem, da so nekatere
spletne strani obcˇin pomanjkljive in ne vsebujejo podatkov o raznih storitvah
v obcˇini, zato je uporaba zunanjih virov nujna. Slika 4.2 prikazuje prikaz
uporabe zunanjih virov.
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Slika 4.2: Uporaba zunanjih virov za iskanje relevantnih spletnih strani.
4.2 Uporaba strojnega ucˇenja
Ta razdelek opisuje postopek, ki z metodami strojnega ucˇenja poiˇscˇe ustre-
zne spletne strani za vsako vprasˇanje. S tem postopkom smo iskali ustre-
zne spletne strani, ki odgovarjajo na bolj kompleksna vprasˇanja. Postopek
sestavljajo trije deli. Prvi del sluzˇi za pridobivanje dodatnih ucˇnih prime-
rov, s katerimi izboljˇsamo ucˇno mnozˇico in posledicˇno napovedi. Drugi del
vecˇznacˇno klasificira spletne strani in predlaga vecˇ kandidatov, ki bi lahko
predstavljali ustrezen odgovor oziroma ugotavlja, cˇe za dolocˇeno vprasˇanje
nimamo nobenega ustreznega odgovora. S tretjim delom tega postopka kan-
didate razvrstimo po relevantnosti ter izberemo najbolj ustreznega.
4.2.1 Pridobivanje dodatnih ucˇnih primerov
Pogosto nastopi primer, ko je zaradi majhnega sˇtevila oznacˇenih podatkov
ucˇenje klasifikacijskih modelov otezˇeno, predvsem tam, ko imamo za po-
samezen razred le nekaj oznacˇenih podatkov. Rocˇno oznacˇevanje dodatnih
podatkov je namrecˇ cˇasovno zelo potratno, zato potrebujemo avtomatizirano
resˇitev, ki nam bo nasˇla cˇim vecˇ dobrih ucˇnih primerov.
Ideja postopka za avtomatizirano pridobivanje dodatnih ucˇnih podatkov
je, da iz mnozˇice novih spletnih strani, ki smo jih pridobili s pomocˇjo sple-
tnega iskalnika, poiˇscˇemo najboljˇse primere, ki jih bomo dodali ucˇno mnozˇico.
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Nacˇin pridobivanja dodatnih sˇibko oznacˇenih podatkov s spletnim iskalnikom
smo zˇe opisali v razdelku 2.2. Postopek za pridobivanje dodatnih ucˇnih pri-
merov iz teh podatkov je prikazan na sliki 4.3 in je bolj podrobno opisan v
nadaljevanju.
Slika 4.3: Shematicˇni prikaz postopka za pridobivanje dodatnih ucˇnih prime-
rov.
Predlagan postopek za pridobivanje dodatnih ucˇnih primerov sestoji iz
sledecˇih korakov:
Priprava podatkov Celoten postopek pridobivanja novih ucˇnih primerov
smo izvedli za vsak razred posebej. Kot vhodne podatke smo uporabili rocˇno
oznacˇene in sˇibko oznacˇene podatke. Sˇibko oznacˇeni podatki so v nasˇem
primeru spletne strani, ki smo jih pridobili iz spletnega iskalnika in ustrezajo
poizvedbi, povezani z vprasˇanjem ter z obcˇino. Spletni iskalnik za vsako
poizvedbo vrne vecˇ mozˇnih rezultatov, ki so razvrsˇcˇeni po relevantnosti.
Tu se pojavi vprasˇanje, katere dokumente sploh vkljucˇiti v postopek. Ali
naj uporabimo le dokumente, uvrsˇcˇene na prvo mesto, ali pa naj uporabimo
kar vse dokumente, ki jih iskalnik uvrsti na prvo stran. Izbira vhodnih po-
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datkov je torej prvi parameter tega postopka.
Poleg branja je potrebno tudi primerno cˇiˇscˇenje podatkov. Spletni iskal-
niki pogosto favorizirajo dolocˇene spletne strani, ki se pogosto pojavijo med
prvimi zadetki. Po hitrem pregledu vseh podatkov smo izbrali dolocˇene sple-
tne strani, ki se pogosto pojavljajo, a jih ne zˇelimo med rezultati (konkretno
spletne strani Google Maps, Wikipedia in Uradni list). Vse spletne strani z
omenjenimi domenami smo ignorirali in jih nismo uposˇtevali v nadaljnjih po-
stopkih. Iz podatkov smo odstranili tudi vse duplikate. Slika 4.4 predstavlja
shematicˇni prikaz branja in cˇiˇscˇenja podatkov.
Slika 4.4: Shematicˇni prikaz branja in cˇiˇscˇenja podatkov v postopku za pri-
dobivanje dodatnih ucˇnih primerov.
Transformacija podatkov Dokumente je potrebno preoblikovati v obliko,
primerno metodi za razvrsˇcˇanje v skupine. Zato smo besedila spletnih strani
lematizirali in odstranili pogoste besede. Seznam pogostih besed smo dolocˇili
z analizo celotnega nabora pridobljenih spletnih strani in zdruzˇitvijo zˇe ob-
stojecˇega seznama pogostih besed [32]. Poseben seznam pogostih besed je po-
treben zato, da izlocˇimo tudi pogoste besede, ki so specificˇne za spletne strani
obcˇin. V seznam pogostih besed smo dodali tudi imena vseh obcˇin. S tem
4.2. UPORABA STROJNEGA UCˇENJA 35
smo skusˇali iznicˇiti vpliv imena obcˇin na podobnost spletnih strani. Besedila
smo nato preoblikovali v vektorski prostor s transformacijo tf-idf. Elementi
vektorja oziroma atributi predstavljajo najbolj pogoste besede. Preizkusili
smo vecˇ razlicˇnih vrednosti sˇtevila atributov med 100 in 1000. Slika 4.5 pred-
stavlja shematicˇni prikaz poteka preoblikovanja podatkov v ustrezno obliko.
Slika 4.5: Shematicˇni prikaz poteka preoblikovanja podatkov v obliko, ustre-
zno za nadaljnje razvrsˇcˇanje v skupine.
Razvrsˇcˇanje v skupine Ideja tega dela postopka je, da rocˇno oznacˇene
podatke in sˇibko oznacˇene podatke, pridobljene s pomocˇjo spletnega iskal-
nika, zdruzˇene razvrstimo v skupine. Predpostavljamo, da elementi iz skupin,
ki vsebujejo tudi oznacˇene podatke, veljajo za dobre kandidate za vkljucˇitev
v ucˇno mnozˇico 4.6.
Za razvrsˇcˇanje v skupine smo uporabili metodo voditeljev, in sicer imple-
mentacijo KMeans++, ki bolj pametno razporedi zacˇetne voditelje. Metoda
je podrobno opisana v razdelku 3.2.1. Razdalje med dokumenti smo merili
s kosinusno razdaljo, ki je primerna za merjenje razdalj med besedilnimi do-
kumenti. Preizkusili pa smo tri razlicˇne nacˇine, na koliko skupin razdeliti
podatke: razbitje podatkov na le dve skupini, uporaba pravila palca, ki N
podatkov razdeli na
√
N/2 skupin ter z uporabo koeficienta silhuete [33], ki
nam pove, na koliko skupin je podatke najbolje razbiti.
Zaradi delno nakljucˇne postavitve zacˇetnih voditeljev postopek razvrsˇcˇanja
istih podatkov ne razvrsti vedno v iste skupine. Zato smo celoten postopek
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Slika 4.6: Primer odkrivanja skupin na umetnih podatkih. Rdecˇe tocˇke pri-
kazujejo oznacˇene primere, modre tocˇke pa sˇibko oznacˇene primere. Po po-
stopku odkrivanja skupin preverimo, kateri sˇibko oznacˇeni podatki se naha-
jajo v istih skupinah kot oznacˇeni. Ti podatki dobijo glas in predstavljajo
kandidate za vkljucˇitev v ucˇno mnozˇico.
razvrsˇcˇanja ponovili vecˇkrat, dokler se niso rezultati ustalili. To se je obicˇajno
zgodilo pri do 50-kratni ponovitvi razvrsˇcˇanja. Nato smo opazovali, kateri
dokumenti se vecˇinoma pojavljajo v istih skupinah skupaj z oznacˇenimi pri-
meri. S tem skusˇamo dosecˇi, da dodamo v ucˇno mnozˇico le tiste dokumente,
ki so najbolj stabilni znotraj skupin. Shematicˇni prikaz postopka vecˇkratnega
razvrsˇcˇanja v skupine je prikazan na sliki 4.7.
Slika 4.7: Shematicˇni prikaz vecˇkratnega razvrsˇcˇanja podatkov v skupine.
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Izbira najboljˇsih primerov za vkljucˇitev v ucˇno mnozˇico Vprasˇanje
je, katere dokumente nato uvrstiti med ucˇne primere, glede na to, kako po-
gosto so se ti dokumenti nahajali v istih skupinah kot oznacˇeni podatki. Na
primer, lahko izberemo tiste, ki so se v istih skupinah kot oznacˇeni podatki
nahajali v vsaj 50% primerov razvrsˇcˇanja v skupine. Lahko izberemo na
primer najboljˇsih 20% primerov. Skratka, mozˇnosti je veliko. Preizkusili
smo vecˇ razlicˇnih nacˇinov za dolocˇanje meje za uvrstitev sˇibko oznacˇenih
podatkov v ucˇno mnozˇico, opisanih v razdelku 2.2.
4.2.2 Izbira kandidatov z vecˇznacˇno klasifikacijo
Izbira kandidatov za vsako vprasˇanje predlaga vecˇ spletnih strani, ki bi lahko
vsebovale ustrezen odgovor. Ugotovi tudi, cˇe med podatki ni nobene spletne
strani, ki bi vsebovala ustrezen odgovor na dolocˇeno vprasˇanje. Posame-
zna spletna stran lahko odgovarja hkrati na vecˇ vprasˇanj, zato smo se tega
problema lotili z vecˇznacˇno klasifikacijo. Vsako vprasˇanje smo predstavili s
posamezno oznako. Spletne strani se vecˇznacˇno klasificira in tako ugotovi,
na katera vprasˇanja odgovarjajo. Kot rezultat izbire kandidatov dobimo
ponavadi vecˇ spletnih strani, ki pripadajo isti oznaki, potrebujemo pa le naj-
bolj ustrezno. Problem izbire najbolj ustrezne spletne strani resˇujemo po
postopku, opisanem v razdelku 4.2.3. Cˇe dolocˇeni oznaki ne pripada noben
dokument, sklepamo, da za to vprasˇanje ni nobene spletne strani z ustreznim
odgovorom.
Preizkusili smo dve metodi za vecˇznacˇno klasifikacijo. Prva je preprosta
metoda binarna relevanca, ki za vsako oznako izdela svoj klasifikator ter pred-
postavlja neodvisnost med oznakami. Druga metoda za vecˇznacˇno klasifika-
cijo, ki smo jo preizkusili, je ansambelska metoda RAkEL. V nasˇem primeru
metoda RAkEL uporablja mnozˇico RPC klasifikatorjev. RPC klasifikatorji
transformirajo vecˇznacˇni problem na vecˇ binarnih problemov, vsakega za en
par oznak. Torej se osnovni binarni klasifikator ucˇi razlikovati med dvema
oznakama.
Postopek izbire kandidatov poteka v treh korakih: izbira podatkov, pred-
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Slika 4.8: Shematicˇni prikaz izbire kandidatov z vecˇznacˇno klasifikacijo
priprava podatkov in vecˇznacˇna klasifikacija.
Priprava podatkov Za ucˇenje smo uporabili rocˇno in avtomatsko oznacˇene
podatke, ki smo jih oznacˇili s postopkom za pridobivanje novih ucˇnih prime-
rov.
V primeru uporabe binarne relevance smo za ucˇenje posameznega kla-
sifikatorja uporabili podatke, ki pripadajo dolocˇeni oznaki. Iz celotne baze
primerov smo nakljucˇno izbrali tudi enako sˇtevilo negativnih primerov. To
so spletne strani, ki ne pripadajo dolocˇeni oznaki. Torej, osnovni binarni
klasifikator, naucˇen s taksˇnimi podatki, zna oceniti, ali nek nov dokument
pripada dolocˇeni oznaki ali pa ne.
V primeru uporabe metode RAkEL je osnova mnozˇica osnovnih binar-
nih klasifikatorjev, ki locˇujejo med dvema oznakama. Vsak klasifikator to-
rej za ucˇno mnozˇico uporablja spletne strani, ki pripadajo eni izmed teh
dveh oznak. Uporablja oznacˇene spletne strani, kot tudi dodatne spletne
strani, avtomatsko oznacˇene, pridobljene s postopkom za pridobivanje do-
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datnih ucˇnih primerov, opisanim v razdelku 4.2.1. Ker pogosto nimamo na
voljo enakega sˇtevila primerov za vsak razred, zˇelimo pa enakovrednost vseh
vprasˇanj, smo ucˇno mnozˇico uravnotezˇili s prevzorcˇenjem.
Transformacija podatkov Spletne strani moramo pretvoriti v obliko, pri-
merno za uporabo razlicˇnih metod za klasifikacijo. Besedila spletnih strani
smo zato lematizirali in odstranili pogoste besede. Besedilo smo pretvorili
v atributno obliko s pomocˇjo tf-idf transformacije in nato izbrali dolocˇeno
sˇtevilo najboljˇsih atributov.
Vecˇznacˇna klasifikacija Vecˇznacˇni klasifikator dolocˇi, s katerimi ozna-
kami naj oznacˇimo dolocˇen podatek. Po klasifikaciji izbranih spletnih strani
dobimo matriko velikosti n × r (n - sˇtevilo dokumentov, r - sˇtevilo oznak),
iz katere lahko preberemo, katere oznake so bile pripisane posameznim do-
kumentom. Za vsako od r oznak izberemo pripadajocˇe spletne strani, ki
po klasifikaciji pripadajo tej oznaki, ter jih posredujemo v naslednji korak
- izbiro najbolj primerne spletne strani. V primeru, da kateri od r oznak
klasifikacija ni pripisala nobene spletne strani, sklepamo, da za vprasˇanje,
povezano s to oznako, ni nobene ustrezne spletne strani.
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4.2.3 Izbira najbolj ustrezne spletne strani
Ker nam postopek izbire kandidatov za posamezno oznako navadno predlaga
vecˇ spletnih strani, moramo med temi predlogi izbrati najbolj ustrezno sple-
tno stran. Metode za vecˇznacˇno klasifikacijo, ki smo jih uporabili v predho-
dnem postopku izbire kandidatov, pogosto dajejo le grobe ocene verjetnosti
napovedi, zato tezˇko ocenimo, katera spletna stran je najbolj ustrezna za
dolocˇeno oznako. Zato smo uvedli postopek izbire najbolj ustrezne sple-
tne strani, kjer smo uporabili enoznacˇno klasifikacijo, ki nam spletne strani
enolicˇno razvrsti po njihovi relevantnosti glede na oznako.
Za vsako oznako smo izdelali svoj klasifikacijski model. Vsak tak model
zna oceniti, s kaksˇno verjetnostjo nek dokument pripada dolocˇeni oznaki.
Tako lahko dokumente razvrstimo po tej verjetnosti in izberemo najbolj
ustreznega. Zavedati se moramo, da dobljene verjetnosti obicˇajno niso dobro
kalibrirane, so pa uporabne za rangiranje dokumentov [34].
Cˇe pogledamo celoten postopek izbire najbolj ustrezne spletne strani,
lahko opazimo, da je postopek skoraj identicˇen metodi za vecˇznacˇno klasifi-
kacijo binarna relevanca. V bistvu smo uporabili isto mnozˇico klasifikatorjev,
tako za metodo binarna relevanca kot tudi za izbiro najbolj ustrezne spletne
strani.
Slika 4.9: Izbira najbolj ustrezne spletne strani.
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Tudi postopek izbire najbolj ustrezne spletne strani poteka v treh stan-
dardnih korakih: priprava podatkov, transformacija podatkov in klasifikacija.
Na sliki 4.9 vidimo shematicˇni prikaz postopka izbire najbolj ustrezne spletne
strani.
Priprava podatkov Za ucˇenje smo uporabili rocˇno in avtomatsko oznacˇene
podatke, ki pripadajo dolocˇeni oznaki. Ti podatki predstavljajo pozitivne
primere. Iz celotne baze primerov smo nakljucˇno izbrali tudi enako sˇtevilo
negativnih primerov. Obe podmnozˇici podatkov potrebujemo v fazi ucˇenja
izbranega klasifikatorja, ki prepoznava pripadnost spletne strani dolocˇeni
oznaki.
Transformacija podatkov Besedila vseh uporabljenih spletnih strani smo
lematizirali in iz njih odstranili pogoste besede. Besedila smo pretvorili v atri-
butno obliko s pomocˇjo transformacije tf-idf in nato izbrali dolocˇeno sˇtevilo
najboljˇsih atributov.
Klasifikacija V tem koraku nam klasifikator za vsako izbrano spletno stran
dolocˇi verjetnost pripadnosti dolocˇeni oznaki. Glede na te verjetnosti smo
nato razvrstili spletne strani od najbolj do najmanj ustrezne. Izhajali smo
iz dejstva, da lahko te verjetnosti uporabimo za rangiranje rezultatov, cˇe le
klasifikatorji vracˇajo zanesljive ocene verjetnosti [34].
Preizkusili smo vecˇ klasifikacijskih metod, za katere je znano, da dajejo
zanesljive ocene verjetnosti: metoda podpornih vektorjev, logisticˇna regre-
sija in nakljucˇni gozd [35]. Preizkusili smo tudi metodo naivni Bayes, cˇeprav
ocene verjetnosti niso zanesljive, vendar pa so uporabne za rangiranje doku-
mentov [36].
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Poglavje 5
Testna metodologija in rezultati
Celoten postopek priprave podatkov za obcˇinskega asistenta smo ovrednotili
na dva nacˇina: avtomatsko in rocˇno. Avtomatsko vrednotenje rezultatov
je primerno, ker je hitro in poceni, vendar pa ima v nasˇem primeru zaradi
specificˇnosti testnih podatkov nekaj pomanjkljivosti:
• Za dolocˇeno vprasˇanje in obcˇino imamo kot pravilno oznacˇeno le eno
spletno stran. Seveda pa lahko na isto vprasˇanje odgovarja vecˇ razlicˇnih
spletnih strani, ki prav tako vsebujejo vse potrebne informacije. Sistem
lahko torej predlaga spletno stran, ki je prav tako relevantna vprasˇanju,
vendar bo uposˇtevana kot napacˇna.
• Spletne strani uposˇtevamo le kot pravilne ali nepravilne. Relevantnost
ima lahko tudi vmesne vrednosti, s katerimi bi lahko bolje ocenili sis-
tem. Na primer, predlagana je lahko spletna stran, ki je delno relevan-
tna vprasˇanju, vendar bo uposˇtevana kot napacˇna, tako kot cˇe bi bila
predlagana popolnoma neustrezna stran.
Kljub pomanjkljivostim nam avtomatska evalvacija omogocˇa hitro testi-
ranje postopka in dovolj dober vpogled v kvaliteto delovanja. Avtomatsko
ocenjevanje smo zato uporabili za optimizacijo parametrov sistema. Da bi do-
bili tudi realno oceno ucˇinkovitosti postopka priprave podatkov za obcˇinskega
asistenta, smo na koncu izvedli tudi rocˇno evalvacijo.
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5.1 Avtomatska evalvacija in izbira parame-
trov
Postopek smo avtomatsko preverjali s precˇnim preverjanjem. Precˇno pre-
verjanje na podrocˇju vecˇznacˇne klasifikacije je vcˇasih bolj zahtevno zaradi
drugacˇnih postopkov vzorcˇenja [37], v nasˇem primeru pa je problem sˇe bolj
neobicˇajen, saj lahko, cˇe gledamo podatke ene obcˇine, posamezna oznaka
pripada le enemu primeru. Za testiranje smo simulirali izgradnjo baze za
obcˇinskega asistenta.
Za testiranje smo uporabili rocˇno oznacˇene podatke. V vsaki iteraciji smo
odstranili podatke ene obcˇine, ki predstavljajo testno mnozˇico in ne vpliva
na optimizacijo parametrov. Iz preostalih 10 obcˇin smo nato vsakicˇ izbrali
tudi podatke ene obcˇine, ki predstavlja validacijsko mnozˇico, podatke ostalih
obcˇin skupaj z sˇibko oznacˇenimi podatki pa kot ucˇno mnozˇico. Za vsako
vprasˇanje smo priporocˇili 5 spletnih strani iz validacijske mnozˇice, urejenih
po relevantnosti. Te strani smo primerjali z rocˇno oznacˇeno stranjo za to
vprasˇanje ter izmerili preciznost, srednjo reciprocˇno uvrstitev in priklic@5.
Celoten postopek smo ponovili za vse obcˇine tako, da smo vsakicˇ kot va-
lidacijsko mnozˇico izbrali drugo obcˇino. Na podlagi povprecˇja rezultatov
na validacijski mnozˇici smo na koncu izbrali najboljˇse parametre. Ker je
sˇtevilo primerov razlicˇno za vsako obcˇino, smo rezultate primerno utezˇili in
izracˇunali povprecˇje.
Po izbranih parametrih smo na koncu vsakega od postopkov izvedli tudi
preizkus na testnih podatkih po principu izlocˇi enega. To pomeni, da smo
vsakicˇ izlocˇili podatke ene obcˇine kot testne podatke, ucˇili pa smo se na osta-
lih 10 obcˇinah. Rezultati opisanega testa so predstavljeni na koncu vsakega
razdelka, kjer je predstavljeno tudi, ali so rezultati po optimizaciji statisticˇno
znacˇilni.
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5.1.1 Postopek za pridobivanje ucˇnih primerov
Postopek za pridobivanje ucˇnih primerov smo ocenili tako, da smo s tem
postopkom najprej izbrali ustrezne ucˇne primere, nato pa izvedli klasifikacijo,
ki kot ucˇno mnozˇico uporablja tako rocˇno kot tudi avtomatsko oznacˇene
primere. Na podlagi metrik za ocenjevanje uspesˇnosti klasifikacije smo nato
ocenili, koliko novi primeri pripomorejo k tocˇnosti klasifikacije. Ta postopek
smo ponovili za vsako obcˇino, v vsaki iteraciji smo odstranili podatke tiste
obcˇine, na kateri smo testirali postopek (metoda izpusti enega).
Preizkusili smo sˇtiri razlicˇne parametre postopka za pridobivanje ucˇnih
primerov in izbrali tiste, s katerimi dobimo najboljˇse ucˇne primere. Prvi
parameter je zacˇetna izbira vhodnih sˇibko oznacˇenih podatkov. Drugi para-
meter je sˇtevilo atributov, s katerimi predstavimo besedila. Tretji parameter
je sˇtevilo skupin, na katere razdelimo podatke z metodo KMeans++ [18].
Zadnji parameter dolocˇa prag, katere primere vkljucˇimo v ucˇno mnozˇico.
Klasifikacijo smo izvedli po postopku, opisanem v razdelku 5.1. Za vecˇznacˇno
klasifikacijo smo uporabili metodo binarna relevanca, pri kateri vsak eno-
znacˇni klasifikator uporablja metodo nakljucˇni gozd, ki zgradi 100 klasifi-
kacijskih dreves. Besedilo smo transformirali z metodo tf-idf in izbrali 100
najbolj pogostih besed med dokumenti, ki pripadajo posamezni oznaki. Po-
stopek klasifikacije je enak v vseh testiranjih postopka za pridobivanje ucˇnih
primerov.
Kot merilo za primerjanje smo najprej ocenili, koliko sˇibko oznacˇeni po-
datki, pridobljeni s pomocˇjo spletnega iskalnika, pripomorejo k boljˇsi klasifi-
kaciji. Najprej smo ocenili sistem, ki pri ucˇenju ne uporablja sˇibko oznacˇenih
podatkov. Nato smo postopoma dodajali sˇibko oznacˇene primere. Najprej
smo za ucˇenje dodali primere, ki jih je spletni iskalnik predlagal kot prvi
rezultat pri iskanju, nato smo dodali tudi drugo uvrsˇcˇene in tako dalje. Te
meritve sluzˇijo kot pregled podatkov in osnovo za primerjavo s postopkom, ki
s pomocˇjo razvrsˇcˇanja v skupine izbere najbolj primerne podatke za ucˇenje.
Cilj je, da bomo z razvrsˇcˇanjem pridobili boljˇse ucˇne podatke in posledicˇno
dosegli viˇsjo klasifikacijsko tocˇnost.
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Slika 5.1 prikazuje preciznost, ki smo jo dobili z uporabo dodatnih sˇibko
oznacˇenih podatkov, testirano po principu izpusti eno obcˇino na rocˇno oznacˇenih
podatkih. Rumeni stolpci prikazujejo preciznost, ki jo dosezˇemo, cˇe za ucˇne
podatke uporabimo podatke, ki pripadajo pripadajocˇi uvrstitvi spletnega
iskalnika. Modri stolpci pa prikazujejo preciznost, cˇe v ucˇno mnozˇico posto-
poma dodajamo podatke, vsakicˇ z nizˇjo uvrstitvijo na spletnem iskalniku.
Iz slike je opazno, da sˇibko oznacˇeni podatki mocˇno poviˇsajo kvaliteto
klasifikacije. Brez uporabe teh podatkov smo dosegli preciznost 0.32, z upo-
rabo sˇibko oznacˇenih podatkov se preciznost v vseh primerih obcˇutno poviˇsa
(nad 0.40). Torej je uporaba teh podatkov smiselna. Iz slike tudi opazimo,
da se preciznost znizˇuje z dodajanjem primerov, ki jih spletni iskalnik uvrsˇcˇa
na nizˇja mesta.
Slika 5.1: Vpliv dodajanja sˇibko oznacˇenih primerov na preciznost.
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5.1.1.1 Uvrstitev iskalnika
Zanima nas, katere spletne strani sploh predstavljajo kandidate za vkljucˇitev
v ucˇno mnozˇico. Za vsako vprasˇanje in obcˇino imamo na voljo prvih deset
spletnih strani, ki jih je predlagal spletni iskalnik. Vprasˇanje je, ali so spletne
strani, ki so uvrsˇcˇene na primer na osmo mesto, sploh sˇe relevantne, ali pa v
nasˇe podatke prinasˇajo prevecˇ sˇuma?
Celoten postopek pridobivanja ucˇnih podatkov smo ponovili vecˇkrat, v
vsaki iteraciji smo kot vhod dodali tudi tiste spletne strani, ki imajo eno
stopnjo nizˇjo uvrstitev. Tabela 5.1 prikazuje rezultate klasifikacije z uporabo
ucˇnih primerov, ki smo jih avtomatsko oznacˇili. Zanimal nas je torej vpliv
uvrstitve na spletnem iskalniku na mnozˇico, iz katere pridobivamo nove ucˇne
podatke.
Ostale parametre postopka za pridobivanje ucˇnih primerov smo nastavili
na privzete vrednosti, ki po ocenah dajejo zadovoljive rezultate. Besedila
spletnih strani smo predstavili kot vektorje 200 najbolj pogostih besed v
celotni mnozˇici. Podatke smo po uveljavljenem palcˇnem pravilu razdelili na√
N
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skupin in na koncu izbrali 50 najbolj stabilnih elementov znotraj skupin,
ki vsebujejo oznacˇene podatke.
Iz tabele 5.1 vidimo, da vpliv kolicˇine podatkov ni velik, cˇe jih le vza-
memo dovolj. Cˇe v obdelavo vzamemo vsaj prve tri dokumente vsake obcˇine,
se rezultati ustalijo, tudi cˇe dodajamo dokumente z nizˇjo uvrstitvijo. Kot
najboljˇso izbiro smo izbrali primer, ko za podatke vzamemo prvih devet do-
kumentov, ki jih predlaga iskalnik, saj smo s temi podatki dosegli najviˇsji
MRR in priklic@5.
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Tabela 5.1: Vpliv izbire vhodnih spletnih strani na kvaliteto pridobivanja
novih ucˇnih primerov, glede na uvrstitev spletnega iskalnika.
uvrstitev Preciznost MRR Priklic@5
1 0.408 0.517 0.694
2 0.413 0.531 0.721
3 0.452 0.563 0.743
4 0.452 0.569 0.752
5 0.452 0.564 0.737
6 0.449 0.562 0.746
7 0.453 0.567 0.747
8 0.446 0.564 0.743
9 0.451 0.570 0.755
10 0.439 0.557 0.747
5.1.1.2 Predobdelava besedil
Tabela 5.2 prikazuje rezultate klasifikacije z uporabo ucˇnih primerov, ki smo
jih avtomatsko oznacˇili. V postopku za pridobivanje ucˇnih primerov smo do-
kumente predstavili z vektorji, katerih elementi predstavljajo najbolj pogoste
besede v celotni mnozˇici. Zanima nas, s koliko besedami naj predstavimo
spletne strani, da pridobimo cˇim boljˇse ucˇne primere.
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Tabela 5.2: Vpliv sˇtevila atributov, s katerimi predstavimo spletne strani, na
kvaliteto pridobivanja novih ucˇnih primerov
sˇtevilo atributov Preciznost MRR Priklic@5
50 0.445 0.561 0.749
100 0.452 0.562 0.739
200 0.451 0.570 0.755
300 0.462 0.572 0.746
400 0.450 0.561 0.736
500 0.461 0.570 0.743
600 0.457 0.569 0.746
700 0.461 0.565 0.735
800 0.457 0.567 0.741
900 0.458 0.567 0.743
1000 0.453 0.561 0.731
5.1.1.3 Sˇtevilo skupin
Zanima nas, na koliko skupin je najbolje razdeliti podatke, da bomo dobili
primerno razbitje. Glede na naravo problema bi lahko podatke razbili le na
dve skupini in predvidevali, da bodo v eni skupini podatki podobni oznacˇenim
primerom, v drugi skupini pa vecˇinoma nerelevantni podatki. Vendar tako
nastaneta dve veliki skupini in obstaja velika verjetnost, da bodo v skupini
z oznacˇenimi primeri tudi podatki, ki niso dovolj relevantni.
Druga mozˇnost je razbitje na vecˇje sˇtevilo manjˇsih skupin. Predvidevamo,
da bodo primeri znotraj skupin z oznacˇenimi primeri v povprecˇju bolj njim
podobni. Vendar pa lahko tako podatke razbijemo na skupine, ki mogocˇe v
resnici niti ne obstajajo.
Na podrocˇju odkrivanja skupin, je dolocˇanje sˇtevila skupin pogost pro-
blem. Odlocˇili smo se za tri mozˇnosti. Prva je delitev na dve skupini. Druga
mozˇnost je uporaba palcˇnega pravila, ki predlaga razdelitev N podatkov na
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skupin. Zadnja mozˇnost je avtomatska izbira sˇtevila skupin s pomocˇjo
silhuetnega koeficienta.
Tabela 5.3: Rezultati glede na razlicˇne pristope za dolocˇanje sˇtevila skupin
sˇtevilo atributov Preciznost MRR Priklic@5
2 skupini 0.433 0.544 0.725
pravilo palca 0.462 0.572 0.746
silhuetni koeficient 0.454 0.564 0.743
Tabela 5.3 prikazuje rezultate klasifikacije, pri cˇemer smo v postopku is-
kanja novih ucˇnih primerov preizkusili razlicˇne pristope za dolocˇanje sˇtevila
skupin v mnozˇici dokumentov. Najboljˇse rezultate smo dobili z uporabo
palcˇnega pravila. Tudi uporaba silhuetnega koeficienta daje zadovoljive re-
zultate, vendar pa smo opazili, da so razlike med koeficienti zelo majhne, zato
je z uporabo te metode tezˇko zanesljivo dolocˇiti optimalno sˇtevilo skupin.
5.1.1.4 Prag za oznacˇitev primera
Po izvedbi prejˇsnjega koraka – vecˇkratnega razvrsˇcˇanja elementov v skupine
– dobimo seznam spletnih strani in pogostost pripadanja le-teh isti skupini
kot oznacˇeni podatki. Tu se pojavi vprasˇanje, kje bomo postavili mejo za
dodajanje dolocˇenega dokumenta v ucˇno mnozˇico.
Preizkusili smo tri razlicˇne pristope. Prvi pristop je najbolj preprost in v
ucˇno mnozˇico sprejme vnaprej dolocˇeno sˇtevilo dokumentov (npr. najboljˇsih
50 dokumentov). Drugi pristop uposˇteva sˇtevilo vseh dokumentov in v ucˇno
mnozˇico sprejme le dolocˇen delezˇ najboljˇsih dokumentov (npr. najboljˇsih
10%). Tretji pristop uposˇteva le pogostost pojavitev dokumenta v isti skupini
kot oznacˇeni dokumenti (npr. v ucˇno mnozˇico sprejmemo le tiste dokumente,
ki so se nahajali v teh skupinah v vsaj 80% primerov).
Tabela 5.4 prikazuje rezultate uporabljenih pristopov. Iz meritev vidimo,
da lahko z uporabo kateregakoli pristopa dobimo dobre rezultate, cˇe le na-
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stavimo prave vrednosti. Najviˇsjo preciznost in MRR smo dobili z uporabo
tretjega pristopa, kjer smo v ucˇno mnozˇico sprejeli le tiste podatke, ki so
se v 80% izvajanj postopka odkrivanja skupin nahajali v istih skupinah kot
oznacˇeni primeri. Ta pristop smo na podlagi merjenj dolocˇili za najboljˇsega.
Najviˇsji priklic@5 smo dobili z uporabo drugega pristopa, vendar pa sta vre-
dnosti preciznost in MRR nizˇji.
Tabela 5.4: Vpliv razlicˇnih pristopov za dolocˇanje praga za vkljucˇitev primera
v ucˇno mnozˇico.
Preciznost MRR Priklic@5
Pristop 1
50 0.462 0.572 0.746
100 0.437 0.556 0.743
Pristop 2
N/2 0.450 0.561 0.739
N/5 0.458 0.573 0.766
N/10 0.447 0.558 0.745
Pristop 3
0.5 0.455 0.565 0.743
0.7 0.460 0.571 0.750
0.8 0.466 0.576 0.751
0.9 0.438 0.547 0.716
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5.1.1.5 Izbrani parametri postopka za pridobivanje dodatnih ucˇnih
primerov na podlagi meritev
Na podlagi izvedenih meritev smo izbrali najboljˇse vrednosti parametrov
postopka za pridobivanje novih ucˇnih primerov.
Nove ucˇne primere smo pridobili iz sˇibko oznacˇenih spletnih strani, ki jih
je iskalnik uvrstil na eno od prvih devet mest. Postopek smo izvedli za vsako
vprasˇanje posebej. Sˇibko oznacˇene ter rocˇno oznacˇene spletne strani smo
zdruzˇili, jih lematizirali in odstranili pogoste besede, nato pa jih s transfor-
macijo tf-idf predstavili z vrecˇo besed, ki vsebuje 300 najbolj pogostih besed.
Vseh N dokumentov smo nato 50-krat razvrstili v
√
N/2 skupin z uporabo
metode KMeans++ [18]. V ucˇno mnozˇico smo dodali tiste dokumente, ki so
se v vsaj 80% primerov pojavili v istih skupinah kot rocˇno oznacˇeni doku-
menti.
S tem postopkom smo s preverjanjem na testni mnozˇici dosegli preci-
znost 0.467, MRR 0.568 in priklic@5 0.726. Slika 5.2 prikazuje rezultate v
primerjavi klasifikacije brez uporabe sˇibko oznacˇenih podatkov, z uporabo
vseh sˇibko oznacˇenih podatkov ter z uporabo sˇibko oznacˇenih podatkov, ki
smo jih avtomatsko oznacˇili z nasˇim postopkom. Iz slike vidimo, da sˇibko
oznacˇeni podatki mocˇno poviˇsajo kvaliteto napovedi. Po izvedbi t-testa smo
dobili vrednost p = 0.000002, kar zanesljivo potrdi, da je uporaba sˇibko
oznacˇenih podatkov smiselna.
Cˇe primerjamo te rezultate s pristopom, ki preprosto uporabi vse sˇibko
oznacˇene podatke kot ucˇno mnozˇico, smo dosegli izboljˇsanje 19% v preci-
znosti, 12% v MRR in 5% v priklic@5. Tudi tu je t-test pokazal, da gre za
statisticˇno znacˇilno razliko v rezultatih (p = 0.038) in da je uporaba nasˇega
pristopa smiselna.
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Slika 5.2: Rezultati v primerjavi klasifikacije brez uporabe sˇibko oznacˇenih
podatkov, z uporabo vseh sˇibko oznacˇenih podatkov ter z uporabo sˇibko
oznacˇenih podatkov, ki smo jih avtomatsko oznacˇili z nasˇim postopkom za
pridobivanje dodatnih ucˇnih primerov.
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5.1.2 Klasifikacija - Binarna relevanca
Ta razdelek opisuje evalvacijo in optimizacijo parametrov za metodo binarna
relevanca. Ker ta metoda uporablja iste klasifikatorje kot postopek za iz-
biro najboljˇse spletne strani, s tem optimiziramo tudi ta postopek. Celoten
postopek evalvacije je opisan v razdelku 5.1.
5.1.2.1 Predobdelava besedil in izbira atributov
Preizkusili smo tri razlicˇne metode za izbiro atributov in razlicˇna sˇtevila
izbranih atributov. Metoda, ki smo jo poimenovali maxtf, je najbolj prepro-
sta in izbere najbolj pogoste besede, za vsak razred posebej. Ocenjevanje
atributov z informacijski prispevkom (IG) je zelo pogosto in na splosˇno daje
dobre rezultate, vendar pa obravnava vsak atribut posebej. Mera ReliefF [38]
je znana kontekstno-odvisna cenilka pomembnosti atributov, ki zna odkriti
vcˇasih zanimive kombinacije atributov.
Tabela 5.5 prikazuje rezultate klasifikacije glede na izbor metode za iz-
biro atributov. Iz rezultatov je opazno, da vse tri mere dajejo zadovoljive
rezultate. Najboljˇsi rezultat smo dobili z najbolj preprosto metodo, ki izbere
le najbolj pogoste besede za vsak razred, skupaj 200 atributov.
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Tabela 5.5: Rezultati meritev, merjeni z MRR glede na sˇtevilo atributov in
metodo za izbiro atributov
sˇtevilo atributov maxtf ReliefF IG
50 0.563 0.470 0.540
100 0.576 0.501 0.546
200 0.580 0. 549 0.558
300 0.578 0.563 0.566
400 0.579 0.562 0.575
500 0.567 0.556 0.568
750 0.558 0.547 0.555
1000 0.548 0.541 0.539
5.1.2.2 Izbira klasifikatorja in optimizacija parametrov klasifika-
torja
Tabela 5.6 prikazuje rezultate klasifikacije glede na izbor metode za klasifi-
kacijo. Primerjali smo sˇtiri metode za klasifikacijo: metoda podpornih vek-
torjev (SVM), nakljucˇni gozd (RF), naivni Bayes (NB) in logisticˇna regresija
(LogReg). Iz tabele vidimo, da izbira metode za klasifikacijo mocˇno vpliva
na rezultate. Metoda nakljucˇni gozd daje obcˇutno boljˇse rezultate od ostalih
metod.
Tabela 5.6: Rezultati klasifikacije glede na izbiro enoznacˇnega klasifikatorja.
Klasifikator Preciznost MRR Priklic@5
SVM 0.341 0.459 0.654
RF 0.467 0.580 0.756
NB 0.402 0.510 0.682
LogReg 0.410 0.522 0.710
Tabela 5.7 prikazuje rezultate klasifikacije glede na sˇtevilo dreves, ki jih
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zgradimo z metodo nakljucˇni gozd. S povecˇevanjem sˇtevila dreves kvaliteta
klasifikacije narasˇcˇa, vendar spremembe skoraj niso vecˇ vidne, cˇe zgradimo
500 dreves ali vecˇ. Najboljˇsi rezultat smo dosegli s 300 drevesi, kjer smo
dosegli najviˇsji MRR in priklic@5.
Tabela 5.7: Rezultati klasifikacije glede na sˇtevilo dreves, ki jih zgradimo z
metodo nakljucˇni gozd.
Sˇtevilo dreves Preciznost MRR Priklic@5
100 0.467 0.581 0.756
200 0.482 0.592 0.764
300 0.496 0.600 0.771
400 0.497 0.595 0.755
500 0.484 0.590 0.761
600 0.485 0.593 0.761
700 0.485 0.594 0.756
800 0.485 0.593 0.754
900 0.485 0.591 0.757
1000 0.478 0.591 0.760
5.1.2.3 Izbrani parametri na podlagi meritev
Na podlagi izvedenih meritev smo izbrali najboljˇse vrednosti parametrov za
postopek klasifikacije z metodo binarna relevanca.
Vsa besedila spletnih strani smo lematizirali in iz njih odstranili najbolj
pogoste besede. Nato smo besedila preoblikovali s transformacijo tf-idf. Atri-
bute predstavlja 200 najbolj pogostih besed za vsak razred. Vsak enoznacˇni
klasifikator znotraj metode binarna relevanca je metoda nakljucˇni gozd, ki
zgradi 300 odlocˇitvenih dreves iz nakljucˇno izbranih blog2(N)+1c atributov.
Enake parametre smo uporabili tudi pri izbiri kandidatov, saj ta postopek
uporablja iste enoznacˇne klasifikatorje kot binarna relevanca.
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Z opisanimi parametri klasifikacije smo s testiranjem na testni mnozˇici
dosegli preciznost 0.479, MRR 0.593 in priklic@5 0.772. Slika 5.3 prikazuje
primerjavo rezultatov pred in po optimizaciji parametrov. Z optimizacijo
parametrov smo dosegli 3% viˇsjo preciznost, 4% viˇsji MRR in 6% viˇsji pri-
klic@5. Po izvedenem t-testu smo dobili p-vrednost p = 0.029, kar pomeni,
da je razlika v rezultatih statisticˇno znacˇilna.
0.49585 0.59958 0.77057
Slika 5.3: Rezultati klasifikacije z metodo binarna relevanca pred in po opti-
mizaciji parametrov.
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5.1.3 Klasifikacija - RAkEL
Ta razdelek opisuje evalvacijo in optimizacijo parametrov za metodo RAkEL.
Postopek evalvacije ostaja enak, kot je opisan v razdelku 5.1.
5.1.3.1 Izbira parametrov metode RAkEL
Delovanje metode RAkEL lahko nastavimo z dvema parametroma k in m
(m kombinacij oznak velikosti k), ki sta opisana v razdelku 3.4.3. Preizkusili
smo vecˇ vrednosti parametra k in povecˇevali sˇtevilo modelov m, dokler je to
sˇe bilo smiselno oziroma postopek vecˇznacˇne klasifikacije ne traja predolgo.
Sˇtevilo modelov m smo predstavili v obliki nM , kjer M predstavlja sˇtevilo
vseh oznak, med katere klasificiramo podatke, n pa je poljubno sˇtevilo, s
katerim pomnozˇimo M .
Tabela 5.8: Sˇtevilo atributov
sˇtevilo modelov Preciznost MRR Priklic@k
k = 3
0.5M 0.368 0.446 0.566
1M 0.459 0.548 0.690
3M 0.473 0.576 0.739
5M 0.475 0.578 0.734
7M 0.475 0.581 0.742
k = 5
1M 0.482 0.583 0.740
2M 0.474 0.582 0.745
3M 0.463 0.571 0.733
Tabela 5.8 prikazuje rezultate klasifikacije glede na razlicˇne parametre
metode RAkEL. Uporabili smo tiste parametre za predstavitev podatkov in
parametre metod za enoznacˇno klasifikacijo, ki so dali najboljˇse rezultate v
prejˇsnjem razdelku 5.1.2.3.
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Najboljˇse rezultate smo dobili pri parametrih k = 5 in m = 3M . Z
opisanimi parametri klasifikacije smo s testiranjem na testni mnozˇici dosegli
preciznost 0.478, MRR 0.579 in priklic@5 0.732. Rezultati so sicer slabsˇi kot
pri uporabi binarne relevance, vendar pricˇakujemo, da bo metoda RAkEL
bolje prepoznavala oznake, za katere ni ustreznih spletnih strani.
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5.2 Rocˇna evalvacija
Rocˇno evalvacijo smo izvedli za 10 nakljucˇno izbranih obcˇin. Za vsako od
izbranih obcˇin smo izdelali bazo odgovorov. Preverili smo le tista vprasˇanja,
za katere je postopek predlagal spletno stran. Cˇe za dolocˇeno vprasˇanje
postopek ni predlagal nobene spletne strani, taksˇnega rezultata ne moremo
preveriti, saj nikoli ne vemo, ali za to vprasˇanje na spletu res ne obstaja ustre-
zna spletna stran. Seveda pa nas je zanimal delezˇ neodgovorjenih vprasˇanj,
saj zˇelimo, da je le-ta cˇim manjˇsi oziroma zˇelimo, da se s poviˇsanjem neodgo-
vorjenih rezultatov zmanjˇsa sˇtevilo neustreznih predlaganih spletnih strani.
Za vsako vprasˇanje smo za predlagano spletno stran ocenili relevantnost
spletne strani glede na vprasˇanje: relevantno, delno relevantno, irelevantno
ali ni odgovora. Relevantno pomeni, da se na spletni strani nahaja iskan
podatek. Delno relevantne strani so tiste, na katerih ni iskanega podatka,
vendar je tematika predlagane spletne strani podobna tematiki vprasˇanja.
Primer delno relevantne spletne strani je spletna stran obcˇinskega vrtca, ki
jo postopek predlaga za vprasˇanje o vpisu v vrtec. Irelevantne spletne strani
so tiste, katerih vsebina nima nobene povezave z vprasˇanjem. Cˇe postopek
ugotovi, da za neko vprasˇanje nima ustrezne spletne strani, je bolje, da ne
priporocˇi nobene spletne strani, kot pa da nam predlaga irelevantno stran.
Rocˇno evalvacijo je izvedla kompetentna oseba, zaposlena na Institutu
“Jozˇef Stefan”, ki zˇe od zacˇetka celotnega projekta sodeluje pri oblikovanju
vprasˇanj in odgovorov v sodelovanju z obcˇinami.
Ocenili smo oba postopka, razvita za iskanje relevantnih spletnih strani.
Prvi za vecˇznacˇno klasifikacijo uporablja metodo binarna relevanca, drugi
pa metodo RAkEL. Kot merilo za primerjavo rezultatov smo ocenili tudi
relevantnost spletnih strani, ki jih predlaga spletni iskalnik. Celotni rezultati
so predstavljeni v prilogi B.
Slika 5.4 prikazuje povprecˇne rezultate vseh treh preizkusˇenih pristopov.
Najvecˇ relevantnih spletnih strani predlaga spletni iskalnik, vendar ob tem
predlaga tudi zelo veliko irelevantnih spletnih strani. Nasˇa razvita pristopa
prepoznavata irelevantne odgovore in zato raje ne predlagata nobene spletne
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Slika 5.4: Rezultati rocˇne evalvacije.
strani, kar je pomembna razlika, saj v bazah znanja virtualnih asistentov ne
zˇelimo imeti veliko napacˇnih podatkov. Na ta nacˇin v primerjavi s spletnim
iskalnikom vsaj razpolovita sˇtevilo predlaganih irelevantnih spletnih strani,
z ne prevelikim zmanjˇsanjem sˇtevila relevantnih odgovorov.
Cˇe primerjamo razvita postopka, ki za vecˇznacˇno klasifikacijo uporabljata
metodi binarna relevanca in RAkEL, vidimo, da dajeta podobne rezultate.
Metoda RAkEL je na splosˇno malce bolj stroga in predlaga v povprecˇju
11 strani manj in tako sˇe malce zmanjˇsa delezˇ irelevantnih odgovorov. Cˇe
sesˇtejemo relevantne in delno relevantne strani, sta metodi podobno uspesˇni.
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Poglavje 6
Sklepne ugotovitve
6.1 Izboljˇsave
Pri razvoju tovrstnih postopkov je vedno prostor za izboljˇsave. Obstaja sˇe
veliko mozˇnosti, ki v magistrskem delu niso omenjene, a so kljub temu vredne
nadaljnjega raziskovanja. Nekatere od teh mozˇnosti smo tudi preizkusili,
vendar na koncu mnoge od teh niso obetale dobrih rezultatov, zato smo
jih tekom dela opustili. Seznam opisuje tiste izboljˇsave, ki si zasluzˇijo vecˇ
pozornosti, vendar niso bile omenjene v tem dokumentu.
Boljˇsa predstavitev spletnih strani V tem delu smo spletne strani obrav-
navali le kot sezname raznih besed, ki so predstavljale atribute. V tem
pogledu bi mogocˇe lahko marsikaj izboljˇsali. Spletne strani imajo neko
strukturo, na primer naslov, glava, noga in vsebinski del strani. Ne-
kateri deli strani so torej bolj pomembni, drugi manj. Vse to bi lahko
uposˇtevali pri gradnji atributov.
Tekom razvoja smo preizkusili sˇe en pristop k predstavitvi podatkov -
analizo arhetipov [39]. Analiza arhetipov je nenadzorovana metoda od-
krivanja znanj iz podatkov, ki jo uporabljamo za zmanjˇsanje dimenzije
vhodnih podatkov. Osnovna ideja analize arhetipov je poiskati “cˇiste
tipe” - arhetipe, s katerimi predstavimo vsak podatek v mnozˇici kot
konveksno kombinacijo mnozˇice teh arhetipov.
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Metodo smo preizkusili, vendar je zaradi neobetavnih rezultatov in
dolocˇenih tezˇav uporabljene implementacije na koncu nismo vkljucˇili
v magistrsko delo. Kljub temu bi bilo mogocˇe vredno bolj podrobno
preizkusiti to metodo.
Uporaba metod delno nadzorovanega ucˇenja Zacˇetni nacˇrt pri izde-
lavi magistrske naloge je bila uporaba delno nadzorovanega ucˇenja.
Nameravali smo uporabiti metodo co-training [40], ki se pogosto upo-
rablja pri klasifikaciji spletnih strani. Co-training temelji na tem, da
imamo na podatke dva med seboj neodvisna pogleda. Ideja algoritma
je, da s pomocˇjo obeh pogledov na podatke poskusimo s pomocˇjo ve-
like in poceni mnozˇice neoznacˇenih podatkov obogatiti majhno mnozˇico
oznacˇenih podatkov.
Uporabo te metode smo opustili zato, ker smo imeli na voljo res pre-
majhno kolicˇino podatkov. Za dolocˇene oznake, na primer, smo imeli
na voljo le en primer, kar je premalo celo za delno nadzorovano ucˇenje.
Kot nadomestilo algoritma co-training smo zato razvili postopek za
pridobivanje novih ucˇnih primerov, ki deluje na podlagi razvrsˇcˇanja
podatkov v skupine in uporablja sˇibko oznacˇene podatke, ki smo jih pri-
dobili s pomocˇjo spletnega iskalnika. Na ta nacˇin smo dosegli obcˇutno
izboljˇsanje rezultatov klasifikacije.
Ravno na tej tocˇki bi bila dobra uporaba metode co-training, saj imamo
koncˇno malce vecˇjo ucˇno mnozˇico, ki bi jo sˇe dodatno razsˇirili z uporabo
te metode.
Posodabljanje ucˇne mnozˇice Pricˇakujemo, da bodo avtomatsko pripra-
vljeni obcˇinski asistenti spodbudili obcˇine k uporabi in vzdrzˇevanju vir-
tualnih asistentov. S postopkom, predstavljenim v magistrskem delu,
smo obcˇutno zmanjˇsali kolicˇino dela, ki ga morajo opraviti zaposleni
na obcˇinah za vzdrzˇevanje asistenta.
Postopek za pripravo podatkov obcˇinskega asistenta bi morali izvajati
na dolocˇen cˇasovni interval, na primer vsak mesec. S tem bomo zagoto-
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vili viˇsjo azˇurnost podatkov. V prihodnje moramo spremljati tudi vse
vnose ter spremembe odgovorov, ki jih vnasˇajo zaposleni na obcˇini. Ti
vnosi bi nam lahko sluzˇili za izboljˇsanje ucˇne mnozˇice oznacˇenih podat-
kov. Z vecˇjo kolicˇino oznacˇenih podatkov pricˇakujemo, da bo razviti
postopek deloval vedno bolje.
6.2 Zakljucˇek
V magistrskem delu smo razvili postopek za pripravo podatkov obcˇinskega
virtualnega asistenta. Postopek za razlicˇna vprasˇanja, povezana z dejavno-
stjo obcˇin, poiˇscˇe spletne strani, na katerih se nahaja najbolj ustrezen odgo-
vor. Predstavili in uporabili smo razlicˇna podrocˇja iz strojnega ucˇenja, kot so
besedilno rudarjenje, vecˇznacˇna klasifikacija in uporaba sˇibko oznacˇenih po-
datkov s pomocˇjo razvrsˇcˇanja v skupine. Celoten postopek smo najprej ovre-
dnotili na testnih podatkih, kjer smo prikazali, da uporaba sˇibko oznacˇenih
podatkov obcˇutno pripomore k izboljˇsanju napovedi, poleg tega pa smo pri-
kazali vpliv razlicˇnih parametrov postopka na kvaliteto napovedi. Na koncu
smo postopek ovrednotili tudi z rocˇnim pregledovanjem rezultatov. Rezul-
tati so pokazali, da so predlagane spletne strani bolj ustrezne, kot cˇe bi za
pripravo podatkov uporabili rezultate spletnega iskalnika. Z razvitimi po-
stopki sicer dobimo malo manjˇse sˇtevilo relevantnih odgovorov, vendar pa
vsaj razpolovimo sˇtevilo irelevantnih odgovorov, kar je zelo pomembno, saj
ne zˇelimo baze znanja virtualnih asistentov napolniti z napacˇnimi podatki.
Razviti postopek v povprecˇju predlaga 76 relevantnih, 35 delno relevantnih
in le 44 irelevantnih spletnih strani.
Z razvitim postopkom smo uspesˇno avtomatizirali postopek priprave po-
datkov obcˇinskega virtualnega asistenta. S tem smo olajˇsali delo obcˇinam,
ki so odgovore v bazo znanja vnasˇale rocˇno, kar je zelo zamudno opravilo.
Razviti postopek bo tako pripomogel k hitrejˇsi sˇiritvi projekta Asistent v vse
obcˇine.
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Dodatek A
Seznam in vpis kategorij
Splosˇno Vprasˇanja v zvezi z obcˇino, njeno upravo, obcˇinskim svetom, za-
poslenimi, insˇpektoratom, zanimivostmi obcˇine, kontaktne informacije
obcˇinskih uradnikov (zˇupan, kontakt, uradne ure, obcˇinska uprava, ...)
Vloge in obrazci Iskanje razlicˇnih vlog ali obrazcev (vloga za prodajo na
sejmu, za izdajo osebnega dokumenta, gradbeno dovoljenje...)
Kultura, sˇport in izobrazˇevanje Vprasˇanja, povezana z razlicˇnimi sˇportnimi
in kulturnimi drusˇtvi, izobrazˇevalnimi in kulturnimi ustanovami, pri-
reditvami...
Okolje, prostor in komunala Vprasˇanja, povezana s prometom, okoljem
in komunalo (komunalni prispevek, prikljucˇek za vodo, prostorski nacˇrti,
razmere na cestah...)
Storitve in obrtniki Vprasˇanja v zvezi z storitvenimi dejavnostmi v obcˇini
(trgovine, bankomati, kinodvorane, banke, obrtniki, ...)
Turizem Vprasˇanja v zvezi s turizmom (prenocˇiˇscˇa, znamenitosti, turisticˇni
informacijski center)
Zasˇcˇita in resˇevanje Vprasˇanja v zvezi s civilno zasˇcˇito, gasilci, policijo,
nacˇrti zasˇcˇite in resˇevanja
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Zdravstvo in sociala Vprasˇanja v zvezi z zdravstvenim domom, zdravniki,
oskrbo na domu, socialno sluzˇbo...
Kmetijstvo in gospodarstvo Vprasˇanja v zvezi s kmetijstvom, gozdar-
stvom, prehrano in gospodarstvom na splosˇno (predpisi, povracˇilo sˇkode
v primeru susˇe, prodaja pridelkov, industrija, ...)
Dodatek B
Rezultati rocˇne evalvacije
Tabela B.1: Rezultati rocˇne evalvacije - spletni iskalnik
obcˇina relevantno delno relevantno irelevantno brez odgovora
Kamnik 120 53 62 0
Bled 74 36 125 0
Ankaran 85 33 117 0
Bovec 103 33 99 0
Cerkno 92 55 88 0
Divacˇa 81 34 120 0
Domzˇale 77 47 111 0
Idrija 83 28 124 0
Izola 102 39 94 0
Grosuplje 95 48 92 0
povprecˇje 91 41 103 0
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Tabela B.2: Rezultati rocˇne evalvacije - binarna relevanca
obcˇina relevantno delno relevantno irelevantno brez odgovora
Kamnik 88 64 47 36
Bled 86 39 46 64
Ankaran 69 19 67 80
Bovec 79 23 59 74
Cerkno 73 52 36 74
Divacˇa 82 29 51 73
Domzˇale 37 55 26 117
Idrija 68 28 73 66
Izola 75 51 49 60
Grosuplje 80 45 60 50
povprecˇje 74 41 51 69
Tabela B.3: Rezultati rocˇne evalvacije - RAkEL
obcˇina relevantno delno relevantno irelevantno brez odgovora
Kamnik 79 54 64 38
Bled 85 29 44 77
Ankaran 74 21 52 88
Bovec 75 25 53 82
Cerkno 76 47 29 83
Divacˇa 83 24 41 87
Domzˇale 42 43 23 127
Idrija 81 28 48 78
Izola 79 43 37 76
Grosuplje 86 35 49 65
povprecˇje 76 35 44 80
Dodatek C
Seznam vprasˇanj
• Napiˇsite, kje najdemo informacije o zaporah na ce-
sti.
• Na kratko predstavite medobcˇinski insˇpektorat in
redarstvo.
• Napiˇsite, s pomocˇjo katere vloge lahko prijavimo
prodajo na sejmu.
• Napiˇsite, kako priti do potrdila o oddaljenosti za
sˇtudente in kam ga poslati.
• Sestavite seznam vlog za najem poslovnega pro-
stora, neprofitnega stanovanja itd.
• Navedite osebo, ki dela v sprejemni pisarni obcˇine,
in njene kontaktne podatke.
• Opiˇsite postopek pridobitve zdravstvenega zavaro-
vanja.
• Predstavite referente obcˇinske uprave in podajte
njihove kontaktne informacije.
• Na kratko predstavite Svet za preventivo in vzgojo
v cestnem prometu.
• Nasˇtejte vse srednje sˇole v vasˇi obcˇini in podajte
povezave do njihovih spletnih strani.
• Napiˇsite splosˇen odgovor na vprasˇanje o kmetijski
in gozdarski dejavnosti v vasˇi obcˇini.
• Najˇstejte cˇlane volilne komisije obcˇine.
• Ustvarite seznam cˇlanov obcˇinskih odborov in ko-
misij ali vstavite povezavo do mesta, kjer so te
informacije na voljo.
• Navedite e-posˇtni naslov obcˇine, namenjen
vprasˇanjem, pripombam in pohvalam obcˇanov
oz. obiskovalcev spletne strani obcˇine.
• Nasˇtejte gozdnogospodarske enote v vasˇi obcˇini.
• Napiˇsite, kako je v vasˇi obcˇini poskrbljeno za
pomocˇ otrokom v stiski.
• Sestavite seznam zasebnih in splosˇnih ambulant v
obcˇini.
• Opiˇsite gozdarsko dejavnost v vasˇi obcˇini.
• Nasˇtejte sˇportne oz. vecˇnamenske dvorane v vasˇi
obcˇini in podajte kratek opis ter nekaj koristnih
informacij.
• Napiˇsite, kateri zavodi v obcˇini izvajajo program
za otroke in mladostnike s posebnimi potrebami.
• Navedite in opiˇsite morebitne muzeje, ki se naha-
jajo v vasˇi obcˇini.
• Navedite vse vloge in obrazce v zvezi s kmetijskim
zemljiˇscˇem.
• Predstavite zgodovinske znamenitosti obcˇine.
• Na kratko predstavite atletski klub (cˇe ga imate)
in podajte nekaj koristnih informacij.
• Sestavite seznam vlog, ki zadevajo obratovalni cˇas
gostinskega obrata.
• Predstavite izbrano osnovno sˇolo in podajte nekaj
koristnih informacij v zvezi z njo. Celoten vnos
lahko v skrbniˇskih orodjih nato skopirate in vsta-
vite podatke za drugo osnovno sˇolo.
• Podajte kontaktne informacije drusˇtva invalidov v
vasˇi obcˇini.
• Navedite nekaj statisticˇnih podatkov o velikosti
obcˇine (povrsˇina, dolzˇina meje).
• Podajte koristne informacije za prepis otroka iz
enega vrtca v drugega.
• Predstavite sˇport v vasˇi obcˇini.
• Nasˇtejte glasbene skupine oz. ansamble, ki delu-
jejo v vasˇi obcˇini.
• Navedite, kje lahko najdemo informacije o turizmu
v vasˇi obcˇini.
• Predstavite sˇtudentski klub vasˇe obcˇine.
• Napiˇsite, kdaj praznujete obcˇinski praznik in iz-
biro datuma razlozˇite.
• Na kratko opiˇsite naloge obcˇinskega sveta in vsta-
vite zanj relevantne povezave.
• Kje najdemo Pravilnik za vrednotenje programov
organizacij in drusˇtev na podrocˇju humanitarnih
dejavnosti?
• Opiˇsite postopek pridobitve dovoljenja za gradnjo
nezahtevnega objekta.
• Na kratko predstavite zˇupana obcˇine in njegove
naloge.
• Napiˇsite, kje lahko najdemo obrazce in vloge v
zvezi s komunalo.
• Nasˇtejte vse vloge in obrazce, ki so povezani s pro-
dajo.
• Navedite povezavo do odloka o pomozˇnih objektih
za potrebe obcˇanov in njihovih druzˇin.
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• Nasˇtejte/opiˇsite kinodvorane oz. dvorane za javno
predvajanje filmov v vasˇi obcˇini.
• Predstavite sˇportno zvezo vasˇe obcˇine in sˇportne
klube, ki delujejo v njenem okviru.
• Napiˇsite, kje si lahko obcˇani preberejo letni pro-
gram sˇporta v vasˇi obcˇini.
• Navedite naslov Turisticˇno informacijskega centra
v vasˇi obcˇini. Navedite tudi mesto, kjer lahko naj-
demo odlok o ustanovitvi TIC.
• Napiˇsite, kje v obcˇini lahko zainteresirani balinajo.
• Navedite povezavo do Nacˇrta zasˇcˇite in resˇevanja
ob jedrski ali radiolosˇki nesrecˇi.
• Na kratko predstavite cˇastne obcˇane obcˇine.
• Navedite aktivnosti, s katerimi se ukvarjajo turi-
sticˇna drusˇtva v vasˇi obcˇini.
• Navedite povezavo do pravilnika o dodeljevanju fi-
nancˇnih sredstev za nakup okolju prijaznih vozil.
• Na kratko opiˇsite posamezno reko, ki tecˇe skozi
vasˇo obcˇino. Cˇe jih je vecˇ, tukaj vpiˇsite samo eno
in odgovor v urejevalniku samem skopirajte in vne-
site potrebne spremembe.
• Navedite povezavo do Sklepa o dolocˇitvi in organi-
ziranju enot, sluzˇb in drugih operativnih sestavov
za zasˇcˇito, resˇevanje in pomocˇ.
• Napiˇsite vizitko obcˇine (naslov, zˇupan, kontaktne
podatke).
• Napiˇsite naslov Zavoda za turizem v vasˇi obcˇini in
dodajte povezavo do odloka o njegovi ustanovitvi.
• Na kratko predstavite odlok o razglasitvi kulturnih
in zgodovinskih spomenikov ter naravnih znameni-
tosti na obmocˇju vasˇe obcˇine ali vstavite povezavo,
ki pelje do tega odloka.
• Napiˇsite, kje lahko najdemo javni razpis za so-
financiranje programov drusˇtev na podrocˇju tu-
rizma.
• Opiˇsite postopek za oddajo vloge za financˇno
pomocˇ in podajte povezavo na ustrezno vlogo.
• Nasˇtejte krajevne skupnosti obcˇine (cˇe jih imate).
V nasprotnem primeru lahko vnos tudi izbriˇsete.
• Sestavite seznam galerij in razstav v vasˇi obcˇini in
podajte povezave do njihovih spletnih strani ali jih
na kratko opiˇsite.
• Nasˇtejte turisticˇne kmetije, ki so na voljo za ogled
v vasˇi obcˇini.
• Navedite vse ponudnike prenocˇitev v obcˇini.
• Opiˇsite situacijo z rejo drobnice na obmocˇju vasˇe
obcˇine.
• Na kratko opiˇsite, kako je v obcˇini urejen avtobu-
sni prevoz sˇolarjev.
• Predstavite rezˇijski obrat obcˇinske uprave in nave-
dite njegove pristojnosti.
• Navedite povezave do blizˇnjih gasilskih zvez.
• Opiˇsite postopek za uveljavljanje enkratnega de-
narnega prispevka za novorojenca.
• Podajte informacije o vpisu otrok v vrtec.
• Napiˇsite, kdaj ima Obcˇina uradne ure.
• Sestavite seznam vseh sˇportnih drusˇtev v obcˇini.
• Kje si lahko obcˇani preberejo letni program kul-
ture v vasˇi obcˇini?
• Podajte osnovne informacije centra za socialno
delo.
• Navedite naslov Turisticˇno informacijskega centra
v vasˇi obcˇini.
• Navedite, kje lahko najdemo kinodvorane v vasˇi
obcˇini in dodajte povezave do sporeda, spletnih
strani in kontaktnih podatkov.
• Svetujte obcˇanom, kako ravnati v primeru susˇe.
• Nasˇtejte osnovne sˇole v vasˇi obcˇini in podajte po-
vezave do njihovih spletnih strani.
• Navedite informacije o varnostnem sosvetu.
• Kje najdemo sklep o dolocˇitvi javnih sˇportnih
objektov?
• Sestavite seznam uradnih dokumentov v zvezi s so-
financiranjem obnove in vzdrzˇevanja spomenikov
in objektov kulturne dediˇscˇine v obcˇini.
• Predstavite kulturni dom v vasˇi obcˇini in podajte
nekaj koristnih informacij v zvezi z njim.
• Predstavite podzˇupana obcˇine in njegove naloge.
• Napiˇsite, kje lahko najdemo vlogo za pridobitev
neprofitnega stanovanja.
• Kje se nahaja Vloga za soglasje na projektne
resˇitve?
• Sestavite seznam muzejev v vasˇi obcˇini in podajte
povezave do njihovih spletnih strani.
• Navedite povezavo do Nacˇrta zasˇcˇite in resˇevanja
ob vremenskih ujmah.
• Navedite povezavo do pravilnika o sˇtipendiranju.
• Sestavite seznam vseh kulturnih drusˇtev, klubov
in skupin, ki delujejo v obcˇini.
• Navedite povezave do razpisov v letosˇnjem letu.
• Napiˇsite, kje se nahaja vloga za izdajo soglasja za
postavitev pomozˇnih kmetijsko gozdarskih nezah-
tevnih in enostavnih objektov.
• Navedite stran, kjer lahko najdemo vlogo za izdajo
soglasja za prikljucˇitev na cesto oz. javno pot.
• Navedite splosˇne akte obcˇine.
• Napiˇsite, kje najdemo vlogo za izdajo soglasja o
posegu na obcˇinske ceste in javne poti.
• Napiˇsite, kje najdemo vlogo za izdajo potrdila o
parcelaciji zemljiˇscˇa.
• Napiˇsite, kje v vasˇi obcˇini se nahaja kegljiˇscˇe in
pod kaksˇnimi pogoji se lahko uporablja.
• Nasˇtejte vse strokovne sodelavce obcˇinske uprave
in pripiˇsite njihovo funkcijo.
• Nasˇtejte vse podruzˇnice osnovnih sˇol in podajte
povezave do njihovih spletnih strani (cˇe obstajajo)
ali jih na kratko predstavite.
• Vpiˇsite delovni cˇas medobcˇinskega insˇpektorata.
• Predstavite kulturno dejavnost vasˇe obcˇine.
• Sestavite seznam vecˇjih podjetij v vasˇi obcˇini.
• Sestavite seznam sej obcˇinskega sveta ali ustva-
rite povezavo, ki bo obiskovalce strani pripeljala
do njih.
• Nasˇtejte viˇsje in visokosˇolske ustanove v vasˇi
obcˇini in podajte povezave do njihove spletne
strani.
• Navedite naslov obcˇine.
• Podajte kratek opis posameznega vrtca.
• Predstavite vodjo insˇpektorata in podajte njegove
kontaktne podatke.
• Napiˇsite, kje najdemo obrazec o mesecˇnem
porocˇilu o sˇtevilu prenocˇitev in vplacˇani turisticˇni
taksi.
• Napiˇsite, katere obcˇine obdajajo vasˇo obcˇino.
• Podajte koristne informacije za odjavo oz. izpis
otroka iz izbranega vrtca v obcˇini.
• Na kratko predstavite regionalno televizijsko po-
stajo (cˇe v obcˇini deluje).
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• Napiˇsite nekaj o priznanjih, ki jih podeljuje obcˇina
(razpis, odlok, kdo jih podeljuje).
• Razlozˇite, kako je urejeno financiranje predsˇolske
vzgoje v vasˇi obcˇini.
• Navedite spletno stran, kjer so zbrane vse vloge in
obrazci.
• Navedite vse svetovalce obcˇinske uprave in njihova
delovna podrocˇja.
• Napiˇsite, kje so na voljo informacije o prostih de-
lovnih mestih v obcˇini.
• Na kratko opiˇsite zgodovinske znamenitosti
obcˇine.
• Na kratko opiˇsite zgodovino vasˇe obcˇine.
• Navedite odloke v povezavi s cˇistilno napravo.
• Napiˇsite, kje v vasˇi obcˇini lahko zainteresirani
igrajo badminton.
• Nasˇtejte bazene v obcˇini in aktivnosti, ki se iz-
vajajo v sklopu posameznega bazena. Cˇe bazena v
obcˇini nimate, navedite mesto, kjer se lahko obcˇani
kljub temu ohladijo oz. kopajo.
• Navedite spletno stran, na kateri so zabelezˇene pri-
reditve in dogodki v vasˇi obcˇini.
• Napiˇsite, v katerih ambulantah zdravijo odvisnost
od prepovedanih drog.
• Podajte informacije o cˇlanih sˇtaba Civilne zasˇcˇite
in navedite povezavo do Sklepa o imenovanju
cˇlanov.
• Nasˇtejte vrtce v vasˇi obcˇini in vstavite povezave
do njihovih spletnih strani (cˇe obstajajo) alijih na
kratko opiˇsite.
• Navedite informacije o civilni zasˇcˇiti in podajte se-
znam relevantnih odlokov in sklepov.
• Navedite informacije o pokopaliˇscˇih v vasˇi obcˇini
in dodajte povezavo do sklepa o dolocˇitvi cen na-
jema grobnih mest, mrliˇskih vezˇic in pokopaliˇskih
storitev.
• Podajte nekaj zanimivih in koristnih informacij o
vojasˇnici v vasˇi obcˇini. Cˇe vojasˇnice v obcˇini ni-
mate, lahko predstavite najblizˇjo.
• Sestavite seznam zobozdravnikov/zobnih zmbu-
lant v obcˇini.
• Napiˇsite kontaktne podatke obcˇine (telefon, faks).
• Razlozˇite pojem furmanstvo.
• Navedite, kje se nahaja zbirni center komunalnih
odpadkov v vasˇi obcˇini.
• Navedite kontaktne informacije organizacije
Rdecˇega krizˇa v vasˇi obcˇini.
• Opiˇsite delo obcˇinskih redarjev in njihove pristoj-
nosti.
• Na kratko predstavite pravice in dolzˇnosti
Obcˇinskega sveta.
• Navedite mesto, kjer so shranjeni vsi pomembnejˇsi
dokumenti (pravilniki, sklepi, predpisi), ki jih je
sprejel Obcˇinski svet.
• Predstavite organizacijo in delovna podrocˇja
obcˇinske uprave.
• Opiˇsite postopek za oddajo odsluzˇenega vozila ali
vstavite povezavo do ustrezne vloge.
• Napiˇsite, kje najdemo vlogo za prodajo blaga s po-
tujocˇo prodajalno.
• Napiˇsite, kje se lahko v vasˇi obcˇini igra odbojko.
• Nasˇtejte in na kratko opiˇsite naravne znamenitosti
obcˇine.
• Napiˇsite, kje se lahko v vasˇi obcˇini igra nogomet.
• Opiˇsite industrijsko cono v vasˇi obcˇini.
• Sestavite seznam vlog v zvezi z zemljiˇscˇi (splosˇno).
• Na kratko povzemite vsebino poslovnika
Obcˇinskega sveta ali vstavite povezavo do nje-
gove vsebine.
• Podajte kontaktne informacije medobcˇinskega
insˇpektorata.
• Podajte odgovor na zˇalitev zˇupana in obcˇinskih
uradnikov.
• Napiˇsite, kje najdemo obrazec za pobudo za spre-
membo namenske rabe prostora.
• Napiˇsite odgovor na pohvalo obcˇinskih uradnikov.
• Napiˇsite, kje najdemo vlogo za zaporo ceste zaradi
prireditve.
• Napiˇsite, katera sˇola v obcˇini izvaja prilagojen pro-
gram za otroke z ucˇnimi tezˇavami.
• Nasˇtejte pevske zbore, ki delujejo v vasˇi obcˇini, in
jih na kratko predstavite.
• Nasˇtejte zdravstvene domove v obcˇini in podajte
cˇimvecˇ koristnih informacij v zvezi z njimi.
• Opiˇsite govedorejo v vasˇi obcˇini.
• Napiˇsite, kje najdemo vlogo za izdajo odlocˇbe o
komunalnem prispevku.
• Kje najdemo razpis za zbiranje predlogov za so-
financiranje programov organizacij in drusˇtev na
podrocˇju humanitarnih dejavnosti ter drugih ne-
profitnih in socialnih dejavnosti?
• Podajte splosˇen odgovor na vprasˇanje o cestah.
• Navedite, kje si lahko obcˇani ogledajo aktualne
razpise in natecˇaje ali jih na kratko opiˇsite.
• Napiˇsite, s katero obcˇino je pobratena vasˇa obcˇina
(cˇe je, v nasprotnem primeru lahko vnos izbriˇsete).
• Podajte informacijo o sˇtevilu prebivalcev v obcˇini.
• Navedite ime in priimek poslovne sekretarke in
njene kontaktne podatke.
• Na kratko predstavite pravice in naloge nadzor-
nega odbora obcˇine in njegove predstavnike.
• Navedite odgovor na splosˇno vprasˇanje o obcˇanih.
• Predstavite direktorja obcˇinske uprave in njegove
naloge.
• Navedite sedezˇ obcˇinskega davcˇnega urada in ko-
ristne kontaktne informacije.
• Podajte kratek in splosˇen opis obcˇine.
• Predstavite medobcˇinski insˇpektorat in njegove
usluzˇbence.
• Opiˇsite lego vasˇe obcˇine.
• Na kratko opiˇsite obcˇinsko glasilo in vstavite po-
vezavo do elektronske oblike glasila (cˇe obstaja).
• Nasˇtejte vsa naselja, ki sestavljajo vasˇo obcˇino.
• Navedite povezavo do Nacˇrta zasˇcˇite in resˇevanja
ob potresu.
• Navedite povezavo do mesta, kjer lahko spre-
mljamo promet v vasˇi obcˇini.
• Podajte koristne informacije in povezave na vloge
za izpis otroka iz vrtca.
• Napiˇsite, kje v vasˇi obcˇini lahko zainteresirani
igrajo namizni tenis.
• Napiˇsite, kje najdemo izjavo najditelja zapusˇcˇene
zˇivali.
• Navedite znamenitosti vasˇe obcˇine in naslov Turi-
sticˇno informacijskega centra.
• Navedite, kje lahko najdemo odlok o turisticˇni ta-
ksi in morebitne odloke, ki ta odlok dopolnjujejo.
• Nasˇtejte patronazˇne sestre v obcˇini in podajte nji-
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hove kontaktne podatke.
• Napiˇsite, kje lahko najdemo poslovnik nadzornega
odbora obcˇine.
• Opiˇsite storitev pomocˇ druzˇini na domu in njenega
izvajalca.
• Navedite povezavo do Nacˇrta zasˇcˇite in resˇevanja
ob mnozˇicˇnem pojavu kuzˇnih bolezni.
• Navedite povezavo do seznama gasilskih drusˇtev.
• Opiˇsite konjerejo v vasˇi obcˇini.
• Navedite povezave do nacˇrtov zasˇcˇite in resˇevanja.
• Napiˇsite, kje lahko najdemo razlicˇne objave obcˇine
(o sklenitvi pogodb, namere, ponudbe itd.).
• Opiˇsite grb obcˇine in razlozˇite njegovo simboliko.
• Navedite povezavo do nacˇrta zasˇcˇite in resˇevanja
ob mnozˇicˇnem pojavu kuzˇnih bolezni.
• Navedite, kje lahko najdemo informacije o turi-
sticˇnih znamenitostih obcˇine in kje lahko najdemo
turisticˇnega vodicˇa.
• Navedite vsa drusˇtva in zavode, ki nudijo pomocˇ
ob naravnih ali drugih nesrecˇah.
• Podajte informacije o subvencijah za kmetijstvo.
• Napiˇsite podatke o Zvezi radioamaterjev Slovenije.
• Opiˇsite postopek pridobitve enkratne denarne
pomocˇi za novorojencˇka.
• Napiˇsite informacije v zvezi z oskrbo z vodo, vo-
dovodom in komunalo.
• Navedite povezavo do Nacˇrta zasˇcˇite in resˇevanja
ob zˇelezniˇski nesrecˇi
• Nasˇtejte naloge poverjenikov za Civilno zasˇcˇito in
njihovih namestnikov.
• Navedite povezavo do drzˇavnega prostorskega
nacˇrta za plinovod v vasˇi obcˇini.
• Sestavite seznam zˇupnijskih karitas v vasˇi obcˇini.
• Podajte splosˇen odgovor o gnojenju.
• Nasˇtejte vse vasˇke skupnosti v vasˇi obcˇini.
• Sestavite seznam dobrodelnih organizacij, podpr-
tih s strani obcˇine.
• Povejte, kje se nahaja statut obcˇine.
• Navedite volilne enote obcˇine ali povezavo do tega
seznama.
• Napiˇsite, kako je v vasˇi obcˇini urejeno izo-
brazˇevanje odraslih.
• Napiˇsite, kje se nahaja vloga za prijavo taksnega
predmeta oz. uporabo javne povrsˇine.
• Napiˇsite, kje lahko najdemo vlogo za
(ne)uveljavljanje predkupne pravice.
• Napiˇsite, kje lahko obcˇani najdejo katalog infor-
macij javnega znacˇaja.
• Napiˇsite, kje se lahko v vasˇi obcˇini igra rokomet.
• Napiˇsite, kje lahko obiskovalci strani najdejo naj-
novejˇse novice v zvezi z obcˇino.
• Napiˇsite, s pomocˇjo katere vloge lahko zainteresi-
rani kupijo stanovanje.
• Opiˇsite dejavnost sadjarstva in zˇivinoreje v vasˇi
obcˇini.
• Predstavite sistemskega administratorja in po-
dajte njegove kontaktne podatke.
• Navedite povezavo do Nacˇrta zasˇcˇite in resˇevanja
ob pozˇaru v naravnem okolju
• Opiˇsite pravice in naloge zbora obcˇanov.
• Napiˇsite, kje v vasˇi obcˇini se nahaja streliˇscˇe (cˇe
ga imate) in podajte nekaj koristnih informacij v
zvezi z njim.
• Podajte nekaj koristnih informacij o smucˇanju v
vasˇi obcˇini.
• Opiˇsite zastavo obcˇine in razlozˇite njeno simboliko.
• Napiˇsite, kje v vasˇi obcˇini lahko zainteresirani
igrajo kosˇarko.
• Podajte splosˇen odgovor na vprasˇanje o klubih,
drusˇtvih in skupinah.
• Napiˇsite seznam vseh delujocˇih strank v obcˇini.
• Napiˇsite, kje poteka sˇola za starsˇe in tecˇaj opiˇsite.
• Nasˇtejte vloge v zvezi s prostorskim planiranjem
in urbanizmom.
• Predstavite knjizˇnice v vasˇi obcˇini in podajte ne-
kaj koristnih informacij v zvezi z njimi.
• Napiˇsite, kje lahko najdemo vlogo za izdajo potr-
dila o namenski rabi zemljiˇscˇa.
• Navedite, kdo vse opravlja javno gasilsko sluzˇbo v
vasˇi obcˇini.
• Napiˇsite, kje lahko obcˇani placˇajo globo za
prekrsˇke, denarne kazni, strosˇke obcˇinskega organa
itd.
• Predstavite glasbeno sˇolo v vasˇi obcˇini. Cˇe glas-
bene sˇole nimate, povejte, kje se lahko otroci
naucˇijo igrati na razlicˇne insˇtrumente oz. kje lahko
obiskujejo tecˇaj sodobnega plesa.
• Napiˇsite, kje lahko najdemo vlogo za prodajo na
stojnici.
• Podajte informacije o dodeljevanju sredstev za
subvencioniranje obresti v vasˇi obcˇini.
• Vnesite povezavo do odloka o rebalansu proracˇuna
obcˇine.
• Napiˇsite, kje lahko obcˇani najdejo vlogo za oprosti-
tev placˇevanja storitev oskrbe z vodo in odvajanja
odpadnih voda v kmetijstvu.
• Nasˇtejte in na kratko opiˇsite reke, ki tecˇejo skozi
vasˇo obcˇino.
• Navedite zˇupanove svetovalce oz. pomocˇnike in
njihovo funkcijo.
• Na kratko predstavite trsˇko skupnost obcˇine (cˇe jo
imate).
• Navedite sˇtevilko transakcijskega racˇuna obcˇine.
• Navedite odbore in komisije, ki delujejo v sklopu
Obcˇine.
• Ustvarite seznam cˇlanov obcˇinskega sveta.
• Sestavite seznam zdravnikov, ki opravljajo hiˇsne
obiske oz. obiske na domu.
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