Abstract. We consider a competitive facility location problem on a network where consumers located on vertices wish to connect to the nearest facility. Knowing this, each competitor locates a facility on a vertex, trying to maximize market share. We focus on the two-player case and study conditions that guarantee the existence of a pure-strategy Nash equilibrium for progressively more complicated classes of networks. For general graphs, we show that attention can be restricted to a subset of vertices referred to as the central block. By constructing trees of maximal bi-connected components, we obtain sufficient conditions for equilibrium existence. Moreover, when the central block is a vertex or a cycle (for example, in cactus graphs), this provides a complete and efficient characterization of equilibria. In that case, we show that both competitors locate their facilities in a solution to the 1-median problem, generalizing a well-known insight arising from Hotelling's model. We further show that an equilibrium must solve the 1-median problem in other classes of graphs, including grids, which essentially capture the topology of urban networks. In addition, when both players select a 1-median, the solution must be at equilibrium for strongly-chordal graphs, generalizing a previously known result for trees.
Introduction
Facility location problems study how to best locate facilities, anticipating that consumers will be attracted by the facility that is most convenient to them. Such problems are related to several application domains that go beyond physical location of facilities; examples include voting (Taylor 1971 , Hansen et al. 1990 , rumor dissemination and seeding in social networks (Bharathi et al. 2007 , Kostka et al. 2008 , and product differentiation models (see overview in Tirole 1988) .
While most previous research related to facility location problems considers a centralized optimization perspective, a significant fraction of it incorporates competition. In that case, players decide where to locate their facilities competing for market share. A common assumption has been to consider a continuous (usually linear) market in which consumers are distributed (in most cases, uniformly) over a low (mostly one) dimensional space (see, e.g., Eaton and Lipsey 1976 , Salop 1979 , de Palma et al. 1985 , Gabszewicz and Thisse 1986 , and the references therein). However, there have been relatively few attempts to study competitive location problems in more general topologies; we mention a few notable exceptions below.
Our results are motivated by the work of Hotelling (1929) , who introduced an influential competitive facility location model in which each of two players selects a location in a linear segment, and consumers located uniformly in the segment select the closest location among the two. Assuming a common price, both players compete for the demand-maximizing location. The resulting equilibrium is that both competitors choose to locate their facilities in the center of the segment. This insight seems to extend to markets in the real world. For instance, it is common to observe in small towns or in neighborhoods of big cities that competing local businesses such as fast food chains, coffee shops, or banks are located one next to another. Gas stations tend to be located in opposite corners instead of being uniformly spaced in an area. A similar behavior is observed in product design selection, where many competing products in a market have similar design and comparable features. While other considerations besides spatial competition may contribute to such behavior, the purpose of this work is to offer a framework that can be used to formalize why competitors choose to cluster in close proximity to the "the center of the market" (to be formalized later), instead of being distributed throughout the network to serve the market more efficiently. We do this for a duopoly and progressively consider more complex underlying network topologies to show that these insights are quite robust.
We assume that the market is represented by a graph in which vertices represent both the possible locations of facilities and of demand. To the best of our knowledge, Wendell and McKelvey (1981) were the first to consider a graph version of the Hotelling model in which edges succinctly encode the possible consumer choices. Differently from us, they considered that facilities can be placed in the interior of the edges to keep players' choices continuous. (Slater 1975 and Hakimi 1983 had already considered a network context for a related model.) We study the pure-strategy Nash equilibria of this game and provide conditions that guarantee their existence for progressively more complicated network structures (the existence of a mixed-strategy equilibrium is guaranteed as the game at hand is zero sum with a discrete strategy space). We start with trees and cycles and continue to more general topologies, such as graphs whose central block is a vertex or cycle, as well as grids, median graphs, and strongly chordal graphs. Note that deciding if an instance of the game for a general number of players possesses a Nash equilibrium is -complete, even for the case of vertices with equal demands (Dürr and Thang 2007) .
Below we provide a brief overview of several research efforts related to location theory, focusing on those most relevant to our proposed model. For additional references, we refer the reader to overviews by Mirchandani and Francis (1990) , Drezner (1995b) , and Eiselt and Marianov (2011) . Recognizing that the existence of Nash equilibria in location games cannot be guaranteed in general, several research efforts focused on alternative solution concepts and multiple variants of game dynamics. A commonly employed equilibrium concept is to consider a model where agents locate facilities sequentially (Hay 1976, Prescott and Visscher 1977) . This leads to Stackelberg games where players anticipate the moves of their opponents and play accordingly. Hakimi (1983 Hakimi ( , 1986 presented an algorithmic approach to compute the Stackelberg equilibrium. Other variants of the problem include using utility models (Leonardi and Tadei 1984) , distributing demand with a logit model (Drezner et al. 1998) , applying a gravity rule (Drezner 1995a) , and defining a sphere of influence to capture that demand that is far from facilities may be lost (ReVelle 1986) . In a Voronoi game, players place a facility in a domain and obtain the area corresponding to points in the domain that are closest to the facility (Ahn et al. 2004 ). Vetta (2002) considers ideas from auction design by allocating demand to the nearest facility and setting the price to the production cost of the second nearest facility that can serve the customer. He proves that the game always has a pure-strategy Nash equilibrium and, in the absence of fixed costs, the social welfare at equilibrium is never less than half of the maximum social welfare. Mirrokni and Vetta (2004) and Goemans et al. (2005) follow this up by studying the speed of convergence of best response dynamics and providing a more detailed analysis of the inefficiency induced by that game. Jain and Mahdian (2007) provide an overview of related research from the point of view of cooperative game theory, where the cost of opening facilities must be shared by participating agents.
Main Contributions. Our main contribution lies in putting forward connections between spatial competition and centralized optimization. Motivated by the result of Eiselt and Laporte (1991) , our work establishes further links between Nash equilibria of the facility location problem in a duopoly and the 1-median problem for various classes of topologies. A 1-median is a vertex that minimizes the weighted distance to all other vertices. Since it is natural for players to choose a central location in the market, 1-medians would seem to be obvious candidates to locate facilities at equilibrium. Nevertheless, this intuition is not always right as there are instances that admit equilibria not located at 1-medians. This provides the motivation to understand the circumstances under which the players' incentive is to select solutions to the 1-median problem.
We provide necessary and sufficient conditions for equilibrium existence for duopolies on cycles with general positive weights and show that any vertex belonging to an equilibrium must be a 1-median. (This relates to Mavronicolas et al. 2008 , who studied cycles with the restriction that all vertices have unit demand and characterized all possible equilibria for an arbitrary number of players.) To provide results for more general graphs, we rely on Eiselt and Laporte (1991) who showed that an equilibrium of a facility location game with two players on a tree with arbitrary weights is always guaranteed to exist and it consists of facilities located arbitrarily in the 1-medians of the tree. Using this, we reduce an arbitrary graph to a tree of maximal bi-connected components, also referred to as blocks, and show that the equilibrium must be located in the block that corresponds to the 1-median of that tree (referred to as the central block). This provides a general characterization of equilibria for graphs whose central block has a topology for which we can describe equilibria (for example, graphs with a central block that is a vertex or a cycle, a property we refer to as having a simple central block).
Our analysis allows one to verify existence of equilibria in linear time with respect to the number of vertices for progressively more complicated topologies (trees, cycles, sparse simple central block graphs), which is at least a cubic speedup compared to a naive approach Operations Research, 2018 , vol. 66, no. 4, pp. 1058 -1067 , © 2018 of computing equilibria by exhaustive search. For general graphs, we reduce the decision problem to that in a bi-connected component that can be identified in linear time with respect to the number of edges. Although the worst-case complexity of the problem is the same as in the general graph, this allows one to focus attention to the "appropriate" part of the graph, which is typically smaller. In a nutshell, checking if an instance admits equilibria reduces to checking if its central block admits one itself.
To characterize the location of equilibria further, we show for arbitrary topologies that if a location is selected at equilibrium, it must be a local optima of the 1-median problem. For graphs whose local and global optima coincide, this implies that equilibria can only be located at a 1-median. Some families for which this happens include median, quasimedian, Helly graphs, and grids and lattices. The last ones capture the topology of many real urban networks, supporting the empirical observation of competitors locating close to each other in urban environments.
Finally, for strongly chordal graphs, which include trees, interval, and block graphs, we prove that both players selecting an arbitrary 1-median guarantees that the solution is an equilibrium. This result generalizes for the first time the same statement for trees (Eiselt and Laporte 1991) .
Structure of the Paper. After introducing the facility location game in Section 2, Section 3 characterizes the equilibrium locations in progressively more complex topologies, and presents a complete equilibrium characterization on simple central block graphs. In Section 4 we explore the relations between equilibria and 1-medians, and we conclude with design recommendations and directions of future research in Section 5. The proofs and algorithms appear in the electronic companion, which also includes a study of equilibrium efficiency, model extensions and variations, and simulations based on real-world network topologies.
The Competitive Facility Location Game
We consider a finite undirected connected graph G(V, E) whose vertices represent the locations of consumers and the potential locations of facilities. Each vertex v ∈ V has an associated weight w(v) > 0 that measures the demand level of that location. (While having some vertices with w(v) 0 does not change existence results, additional equilibria may exist; we discuss the implications of allowing vertices with zero weights in Section 5.) For any subset of vertices S ⊆ V, we define W(S) :
v∈S w(v), and set W : W(V). Every edge e ∈ E has a unit length. This assumption is made for the sake of simplicity, and we do not lose much generality since we can always subdivide edges (see Section 5). The game is played between two players N : {1, 2}. Each player selects a vertex at which to locate a facility. (Section EC.2.3 in the electronic companion considers a model with two players placing two facilities each.)
Given vertices x, y ∈ V, we denote the set of x-y paths by P x y . We refer to the distance between x and y by d G (x, y) : min{|p|: p ∈ P x y }, or simply by d(x, y). We assume that demand is divisible. Then, given a solution x : (x 1 , x 2 ) ∈ V 2 , each vertex v splits its demand w(v) among facilities that are closest to it, which are defined by the set F(v,x) : arg min i∈N d(v, x i ). Hence, player i will receive demand from vertices in
}, where x 3−i denotes the location chosen by the other player. The motivation of splitting demand between equidistant facilities arises from the assumption that consumers decide randomly between facilities that are equally attractive. One may consider alternative splitting proportions; Section EC.2.1 in the electronic companion considers heterogeneous players who get unequal demand fractions whenever demand is located equidistantly between them.
The utility of player i is given by the market share, defined as the total demand achieved at x i :
A solutionx is a pure-strategy Nash equilibrium of the facility location game if u i (x i , x 3−i ) u i (y, x 3−i ) for any y ∈ V and for any i ∈ N.
Since both utilities must sum up to W, our model describes a constant-sum game that admits optimal strategies that are the solution to min-max problems (see, e.g., Osborne and Rubinstein 1994) . When the game admits a pure-strategy Nash equilibrium, we refer to a vertex that represents an optimal strategy as a winning strategy. We make the following key observation.
Remark 1.
In an equilibrium of a facility location game with two players, both of them experience the same utility. This holds because otherwise the player with the lower utility can select the location of the other player and consequently split the market equally. Hence, both utilities at equilibrium must equal W/2. This implies that the value of this constant-sum game is W/2, and that a vertex x ∈ V is a winning strategy if
The utility obtained by a player when choosing a winning strategy is at least W/2 regardless of the selection of the other player. Remark 1 does not immediately generalize to more players. In fact, the characterization of equilibria with more players is much more involved and establishing conditions that guarantee existence is far from trivial. Moreover, deciding if an equilibrium exists is NP-hard for an arbitrary number of players (Dürr and Thang 2007) . We indicate some directions of possible generalizations to more players in Section 5.
There is a direct connection between the location of winning strategies and that of equilibria. In fact, an equilibrium exists if and only if a winning strategy exists, and any equilibrium must consist of each player locating a facility in a winning strategy. This is formalized in the next result.
Proposition 1. For arbitrary topologies, an equilibrium of a facility location game with two players exists if and only if there exists at least one winning strategy.
Note that an equilibrium is unique if and only if there is a single winning strategy. For a vertex x ∈ V, the total consumer cost C(x) : z∈V w(z)d(x, z) measures the weighted distance to x. We say that a vertex v ∈ V is a -median, or simply a median, if it minimizes C(x) over V.
Alternative Solution Concepts. Winning strategies are closely related to dominant strategies, which refer to actions that are optimal for an arbitrary action of the opponent. Although the facility location game does not necessarily admit equilibria in dominant strategies, a winning strategy guarantees that the player will not be worse off than her opponent regardless what strategy the opponent selects. Nevertheless, a winning strategy needs not be dominant since a better strategy may exist. To illustrate this, consider the path (v 1 , v 2 , v 3 , v 4 , v 5 ) of five vertices with unit weights. The unique winning strategy is to choose v 3 (therefore, the only equilibrium is (v 3 , v 3 )); however, a best response to an opponent that chooses v 5 is to choose v 4 , so v 3 is not a dominant strategy.
The Stackelberg version of the facility location game consists of one of the players (the leader) anticipating the actions of the second player (the follower) and placing her facility optimally. A profilex (s, s ) is a Stackelberg solution if s maximizes the leader's utility given that after she plays s, the follower chooses s to maximize her utility. (When a topology does not admit a pure-strategy Nash equilibrium, a leader's location of a Stackelberg equilibrium is a natural candidate for a player to place a facility since it guarantees the maximum possible utility.) For an overview of Stackelberg solutions on discrete and continuous topologies, see Mirchandani and Francis (1990) . When the game admits a winning strategy (and hence a Nash equilibrium), the Stackelberg leader also selects it. Indeed, the Stackelberg leader cannot get more than half of the market because the follower can select the same location. Hence, a vertex that is a winning strategy is an optimal decision for the leader. Since in every equilibrium the leader plays a winning strategy and both players obtain a utility of W/2, Nash equilibria are also Stackelberg solutions. The leader gets a utility of W/2 only if a winning strategy exists (and therefore, by Proposition 1, only if an equilibrium exists). When a winning strategy (or, equivalently, an equilibrium) does not exist, the leader gets strictly less than W/2. Nevertheless, a Stackelberg solution need not be an equilibrium. For example, consider the instance in Figure 1 . Both vertices with demand equal to 3 are winning strategies, hence in a Nash equilibrium each player must select one of them, possibly the same. Suppose that the Stackelberg leader selects the gray vertex with weight 3. While selecting the other grey vertex (with weight 1) is optimal for the follower, the resulting location profile is not a Nash equilibrium.
We finally note that following Proposition 1, it is immediate that if a winning strategy exists, the solution in which both players select that vertex is a symmetric equilibrium. Therefore, a symmetric equilibrium exists if and only if an equilibrium exists, and the complexity of computing each of these solution concepts is essentially the same.
Equilibrium Analysis
Equilibria in Trees and Cycles. Analogously to Hotelling's solution for two facilities on a line, a 1-median of a graph is a natural candidate to locate equilibria. Eiselt and Laporte (1991) showed that in a facility location game with two players on a tree, an equilibrium always exists. Moreover, a solution is an equilibrium if and only if both players select a median of the tree. In our context, that implies that medians of a tree and winning strategies coincide. This result extends the intuition arising from Hotelling's result by showing that the outcome of duopoly competition coincides with the single-facility centralized optimal solution, and is the starting point of the current study.
Moving on to cycle topologies, our game may or may not admit equilibria (Eaton and Lipsey 1976) . As an example, a 6-cycle with weights that alternate between 1 and 100 does not admit winning strategies. However, replacing one weight of 100 by 200 makes that vertex be a winning strategy and hence an equilibrium exists. When the graph is a cycle, we observe that if two players locate their facilities on different vertices, each of them would obtain the demand corresponding to half of the vertices (up to shared vertices). Based on this observation, we use connected half-cycles to characterize the equilibria of the game. We define a half-cycle to Operations Research, 2018 , vol. 66, no. 4, pp. 1058 -1067 , © 2018 be a set of adjacent vertices that span half of the cycle. More formally, suppose that the cycle has cardinality k. When k is even, a half-cycle may be either a set of k/2 adjacent vertices, or a set of k/2 + 1 ones where the two extreme vertices get only half of their original weight (we refer to them as half-vertices). When k is odd, each half-cycle contains (k − 1)/2 adjacent vertices and one half-vertex.
The following result establishes a connection between winning strategies and 1-median solutions in the case of cycles, and it paves the road for the more general topologies studied below. Based on this result, Section EC.3.1 in the electronic companion presents an algorithm to find all equilibria for cycles in linear time.
Bi-connected Components and Transformations Based
on Them. To study equilibria in more general topologies, we transform general graphs into maximal biconnected components trees, as defined by Harary (1969) . This operation preserves the essence of the topology, insofar as pure-strategy equilibrium locations go. Using this transformation, we show that the location of equilibria can be narrowed down to a subset of vertices, which have a central location in the graph as we next describe.
Given a graph G, a maximal bi-connected component (also referred to as block) is a maximal subgraph in which each pair of vertices is connected by at least two vertex-disjoint paths; we denote by {G i } the set of blocks of G. A cutoff vertex is a vertex whose removal disconnects the graph; we denote by {c j } the set of cutoff vertices in G.
Using these definitions, any weighted graph G can be represented as a maximal bi-connected components tree G T (V T , E T ) as follows. Each vertex in G T represents either a cutoff vertex of G or a block of G; formally, we define V T : {G i } ∪ {c j }, where with some abuse of notation vertices are labeled by the cutoff vertex or block they represent. The weights of vertices in G T are determined by the weights of vertices in the original graph G: (a) the weight of a vertex that represents a cutoff vertex c j ∈ G is the same as the original weight of that vertex; (b) the weight of a vertex that represents a block G i ⊆ G is equal to the sum of the weights of the vertices in G i that are not cutoff vertices. Finally, the set of edges E T is formed by connecting each vertex G i ∈ G T representing a block to each vertex c j ∈ G T representing a cutoff vertex when c j ∈ G i , and by connecting all cutoff vertices in G T that are adjacent in G but do not belong to the same block. By construction, the resulting graph G T is a tree. Furthermore, the maximal bi-connected components tree of a given graph is unique because blocks are uniquely defined (Harary 1969) . Figure 2 illustrates the transformation of a unitweight graph G (depicted on the left side of the figure) into its bi-connected components tree G T (depicted in the center). Cutoff vertices in G are represented in G T by vertices of the same weight, so all vertices in G T that represent cutoff vertices have unit weight; these vertices are not labeled. Blocks in G are represented in G T by the labeled vertices, where labels indicate the weights. Recall that the weight of a vertex that represents a block is equal to the sum of weights of vertices in that block, excluding cutoff vertices. (For instance, block A has six unit-weight vertices and four of these are cutoff vertices and therefore the weight of the vertex representing A in G T is equal to 2.) Finally, edges in G T are the subset of edges in G that connect two cutoff vertices.
We use this decomposition to establish a relationship between winning strategies and medians. In particular, we will see that (a) if there is a median of G T that represents a block, any equilibria of the original graph G can only be located in vertices belonging to that block; and (b) all medians of G T that represent a cutoff vertex define equilibria since winning strategies can only be located in cutoff vertices or blocks that are medians of G T . We refer to a block that is represented by a median in G T as a central block. Slater (1975) calls a vertex v a security center for a model with unit demands if it maximizes min w∈V\{v} f (v, w), where f (v, w) is the number of vertices that are closer to v than to w minus those that are closer to w than to v. By generalizing f (v, w) to consider arbitrary demands, it can be seen that a winning strategy must be a security center. However, a security center v can only be a winning strategy if min w∈V\{v} f (v, w) 0.
To characterize the winning strategies, we define the projection of a graph into a block as follows. Consider a weighted graph G and a block G j ⊆ G. If a vertex v is connected to G j through vertex x ∈ G j , x is referred to as the projection of v onto G j . Using that, we define the weighted graph G j as the projection of G onto G j , where both G j and G j have the same vertices and edges, and only differ in weights. The weight of each vertex v ∈ G j is w(v) plus the weights of all other vertices projected onto v. That is, each vertex in the projection G j gets its original weight in G plus the total weight of the rest of the graph that connects through it. The right-most panel of Figure 2 shows the projections of the graph G corresponding to blocks A and C.
The following result, which characterizes winning strategies in general graphs, implies that an equilibrium must be located in a central block or in cutoff vertices, and that a vertex is a winning strategy in a graph if and only if it is a winning strategy in the projection of this graph onto its central block.
Theorem 1. Consider a facility location game with two players on a general graph G. If all medians of G
T are cutoff vertices, the winning strategies are exactly those medians. Otherwise, there is a median that represents a block. Referring to that block as G j , the winning strategies of G coincide with the winning strategies of G j , the projection of G onto G j
The uniqueness of equilibria depends on the number of winning strategies in G. If there are multiple medians in G T , the equilibrium may or may not be unique. Theorem 1 suggests a new approach to find the equilibria, which is summarized by the following conceptual algorithm. We highlight that the running time of the algorithm is polynomial under the unit-length edge assumption. However, if implemented naively, the consideration of general edge lengths involves a transformation of the graph that makes the suggested algorithm pseudo polynomial. A more careful implementation would take into account that there is a polynomial number of possible solutions and deviations that need to be evaluated. This implies that the complexity cannot exceed O(|V | 3 SP(G)), where SP(G) is the complexity of computing a shortest path tree in G.
1. List the blocks of the graph (in (|E|) time, see Tarjan 1973, Aho et al. 1974) 2. Construct the tree G T (in (|E|) time, see Section EC.3.2 in the electronic companion) 3. Find the medians of G T (in (|V |) time, see Goldman 1971) 4. If a median represents a block, project G onto the central block (in (|V |) time) 5. Find the equilibria in the central block We define simple central block (SCB) graphs as those in which every central block is either a cycle or a vertex. This class of graphs includes topologies of interest such as cactus graphs (Geller and Manvel 1969) . The combination of Theorem 1 with the results for cycles and trees provides a concrete characterization of equilibria for SCB graphs. In such a case, vertex v is a winning strategy if and only if v is a cutoff vertex that is a median of G T or v is a winning strategy of the cycle formed when projecting G onto its unique central block. We note that a general graph can have more complicated central blocks, making it harder to find an equilibrium; yet, our results reduce the problem of finding an equilibrium in a graph to finding one in its central block.
Further Connections Between Winning Strategies and 1-Medians
As mentioned in the introduction, Eiselt and Laporte (1991) established a connection between 1-medians and equilibria in the facility location game in trees. We consider the following two natural questions: (i) Is it true that when an equilibrium exists every winning strategy must be a solution to the 1-median problem? (ii) Is it possible to generalize the aforementioned result obtained for trees? In other words, is there any other class of graphs for which an equilibrium always exists and for which selecting a median guarantees an equilibrium? Addressing the first question, we show that any vertex selected at equilibrium must be a local -median. Here, a vertex y is a local 1-median of G if C(y) C(v) for all v ∈ N(y) : {z ∈ V: yz ∈ E}. In words, the cost of y is not worse than that of its neighbors.
Theorem 2. If y is a winning strategy of the facility location game in a general graph G, then y is a local -median of G.
We note that Theorem 2 provides an alternative algorithm to identify equilibrium locations. It consists of finding local 1-medians and testing if they are equilibria by evaluating deviations. Even though it is natural to think that a more general property holds with (global) 1-medians, the example in Figure 3 shows this is not necessarily the case (Scoccola 2014). In that instance, there is a unique median and a unique winning strategy, and both are located in different vertices. This motivates characterizing classes of graphs for which winning strategies and 1-medians coincide. Interestingly, Bandelt and Chepoi (2002) proved that the following conditions are equivalent: (a) The median-set is connected for arbitrary weights w. (b) The set of local medians coincide with the median-set for arbitrary rational weights w. Based on this equivalence, we obtain the following corollary that implies that every winning strategy solves the 1-median problem. To describe the result compactly, let us refer to graphs for which equilibria must be located in a 1-median as must play median (MPM) graphs. Cycles and trees are examples of MPM graphs.
Corollary 1. Let G be a graph such that the solutions to the -median problem for any rational weights
Families of graphs satisfying this property include median graphs, quasi-median graphs, pseudo-median graphs, Helly graphs, and strongly chordal graphs; Bandelt and Chepoi (2002) provide a complete characterization of graphs with connected median sets. Among MPM graphs, we put special emphasis on median graphs because they are particularly relevant to us. A median graph is defined as a graph that satisfies that any three vertices a, b, and c have a unique median (which is a vertex that belongs to shortest paths between any two of a, b, and c). This class includes lattices, meshes, and grids, which encode the characteristics of networks found in the real world when dealing with location problems in urban areas. Next, we prove that arbitrary graphs whose central blocks satisfy the MPM property are MPM graphs.
Theorem 3. Consider a facility location game with two players on a graph G whose central block is an MPM graph. Then, G is an MPM graph.
Theorem 3 implies that simple central block graphs are MPM graphs, and that with much more generality than in the previous sections, one may search for equilibrium locations in an arbitrary MPM graph by checking if any of the 1-medians are a winning strategy.
We now address the second question raised at the beginning of this section, namely, whether there exists a class of graphs for which an equilibrium always exists and for which selecting a median is enough to guarantee that players will be at equilibrium. To that end, we focus on strongly chordal graphs, which generalize many well-known classes of graphs such as trees, block graphs, and interval graphs. A graph is chordal if every cycle with more than three vertices has a chord (an edge joining two nonconsecutive vertices of the cycle). A p-sun is a chordal graph with a vertex set x 1 , . . . , x p , y 1 , . . . , y p such that y 1 , . . . , y p is an independent set, (x 1 , . . . , x p , x 1 ) is a cycle, and each vertex y i has exactly two neighbors x i−1 and x i , where x 0 x p . A graph is strongly chordal if it is chordal and contains no p-sun for p 3.
Since the set of 1-medians of these graphs induce a connected component, we know from the previous section that they are MPM graphs, establishing a necessary condition for equilibria. Now we prove the converse to get a sufficient condition as well: a vertex that is a 1-median must be a winning strategy. This guarantees that strongly chordal graphs always admit equilibria and that the equilibrium locations and 1-medians coincide. This completely extends the results for trees of Eiselt and Laporte (1991) to this family. As opposed to the class of cacti, each edge may belong to many cycles. Because there are many chords, these graphs are densely populated with triangles.
Theorem 4. Every connected strongly chordal graph has an equilibrium. Furthermore, there is a one-to-one correspondence between winning strategies and the solutions to the -median problem.
The proof follows the main ideas of Theorem 1 in Lee and Chang (1994) , where it is shown that the medianset of a connected strongly chordal graph is a clique. As a corollary, the set of winning strategies of a connected strongly chordal graph is not only connected (as previously discussed), but also a clique. Considering more general graphs, the ideas presented earlier imply that when the central block of an arbitrary graph is strongly chordal, this graph must have an equilibrium because a median must be a winning strategy.
Final Remarks
We have provided an exhaustive characterization of equilibria for duopolistic facility location games under different classes of topologies. Figure 4 provides an illustration of some of the classes of graphs that we have considered. For SCB graphs (including trees, cycles, and cacti) and for graphs whose 1-medians form a connected subgraph, we have established that equilibria must always coincide with 1-medians. For strongly chordal graphs, we have shown that every solution consisting of 1-medians must be an equilibrium. In addition, for SCB graphs, we have provided a procedure to decide if an equilibrium exists or not in (|V |) time and characterized all their locations.
Network Design Recommendations.
A system manager controlling a network may want to introduce changes to its topology, or even design it from scratch . In Section EC.1 of the electronic companion, we study the inefficiency of equilibria in facility location games, and show that in terms of consumer cost in equilibrium, star-shaped networks (in which all vertices are connected directly to one central vertices) are the most preferable among SCB networks. We establish this by showing that in SCB graphs the consumer cost at equilibrium cannot decrease when edges are removed. This monotonicity property allows one to measure and bound the inefficiency of equilibria for the class of monotone graphs, indicating that size, diameter, and demand variability are drivers of equilibria inefficiency. For a given size, one can keep the diameter small by having symmetry around the "center" of the instance, and the variability small by spreading the total demand W as uniformly as possible. Given the aforementioned monotonicity property, it suffices to minimize the consumer cost at equilibrium among all trees, and the solution of this problem is given by a star structure. In some cases, although managers may not be able to control the topology of the network, they can get value from being able to anticipate the players' locations in advance. When a pure strategy Nash equilibrium exists, the locations associated to it provide a sensible forecast. Otherwise, a natural forecast is given by the leader's location at a Stackelberg solution since that location maximizes the utility of the player. Under the assumptions we have made, a Stackelberg solution is guaranteed to exist, and Hakimi (1983 Hakimi ( , 1986 presented an algorithmic approach to compute it. We have elaborated about this natural interpretation of Stackelberg solutions when discussing equilibrium existence in Section 2.
Robustness Analysis and Practical Impact. We have tested the robustness of our results when demand is not split equally between facilities in case of a tie. Although in theory even a minimal change in the splitting rule may modify the existence of equilibria, in Section EC.2.2 of the electronic companion, we provide evidence that such cases are rare in real-world urban networks. We run numerous experiments using random portions of the city of Buenos Aires, Argentina, using street corners as vertices (with uniform or normal weight distribution) and streets as edges, inducing a total of approximately 17,000 vertices and 30,000 edges. Although real-world urban networks are not necessarily grid graphs, in more than 99.5% of the tested instances that admit an equilibrium, winning strategies and 1-medians coincided, even under the asymmetric splitting rule.
Model Primitives. Allowing zero weights on vertices does not affect the existence and characterization results in this work. For trees, it is possible that there are more than two medians (which may happen only when there is a path of zero-weight vertices between two positive-weight medians), leading to additional equilibria. Considering cycles, the definition of a winning strategy does not assume strictly positive weights, and therefore results hold without changes. Hence, we can extend our results to SCB graphs with zero weights. Furthermore, in a cycle with arbitrary edge lengths, one may subdivide edges with zero-weight vertices at unit distances from each other. These artificial vertices do not constitute feasible locations for facilities, and should not be taken into account when determining if a vertex is a winning strategy. The computational effort in looking for winning strategy vertices does not change, and Proposition 2 holds as well. As results for trees hold for general edge lengths, our results extend to SCB graphs.
Another direction of further research is to characterize equilibria for an arbitrary number of players in trees and in cycles with arbitrary weights. One difficulty that arises when considering more than two players is that an equilibrium may not split the market in equal parts, as Remark 1 indicates it happens for duopolies. In the cases of trees, an equilibrium may not exist, and if it does it may not be located on a median. For the case of three players, one can show that there is an equilibrium only if any median of that tree has a degree strictly larger than two, which generalizes a result of Lerner and Singer (1937) whereby an equilibrium does not exist for three players on a unit-weight path graph. More generally, Eiselt and Laporte (1993) provided sufficient conditions and a characterization of equilibria on a tree with three players, under various assumptions. While a generalization to an arbitrary number of players on a tree is difficult, such generalization may be successful for simpler structures. In the case of cycles, our analysis is based on how players split the vertices and the total weight of the cycle; this property does not hold for more than two players. Nevertheless, the intuition gained in the treatment for two players may help when considering necessary and sufficient conditions for equilibria for more than two players.
Finally, one may consider an extension of our model where each player can control multiple facilities. We note that our results cannot be trivially extended in that direction. Even when considering tree (or even path) networks with players controlling two facilities each, an equilibrium in pure strategies might not exist, and even when it does, the solution might not be one where both players select a 2-median of the tree. Through a computational study, we analyzed various tree instances with two players placing two facilities each. We found that, when demands are randomly selected, an equilibrium is likely to exist, especially in small trees. Furthermore, in about 85%-90% of the cases in which the equilibrium did exist, players selected the 2-median. Further details can be found in Section EC.2.3 of the electronic companion. Overall, this simulation provides some partial evidence that even though the theoretical results might not generalize exactly, our high-level insights apply beyond the assumptions of the current paper.
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