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ABSTRACT
This paper proposes a segmentation method for sagittal images obtained from Drosophila melanogaster embryos
at early stages of development. The proposed method operates in the spatial domain and uses traditional filters and
segmentation techniques for image processing. However, one common problem encountered after the segmentation
of sagittal images is the merged nuclei. In order to split these nuclei, our approach uses the curvature of the shape
of the merged nuclei to find the regions of division between the nuclei. The proposed method was compared to
other techniques and it achieved better results. In general, the obtained results have shown good performance and
were able to identify individual nuclei, providing an efficient and accurate solution for segmentation of nuclei in
images obtained from the sagittal plane of Drosophila embryos.
Keywords
Image segmentation, Curvature, Nuclei segmentation, Drosophila melanogaster.
1 INTRODUCTION
The segmentation is an important area of study for im-
age analysis and computational vision. The term image
segmentation refers to the partition of an image into a
set of regions that cover it, aiming identifying or ex-
tracting regions of interest, in other words, all relevant
semantic content to the application. Regions of inter-
est should be uniform and homogeneous with respect
to some characteristic, such as gray level, color, or tex-
ture. The segmentation step is usually considered crit-
ical, since, through it is possible to identify, recognize
and classify digital objects. In general, it represents one
of the most important steps, considering that its result
may to determine the success or failure of computerized
analysis procedures [Shap01, Gonz08].
Permission to make digital or hard copies of all or part of
this work for personal or classroom use is granted without
fee provided that copies are not made or distributed for profit
or commercial advantage and that copies bear this notice and
the full citation on the first page. To copy otherwise, or re-
publish, to post on servers or to redistribute to lists, requires
prior specific permission and/or a fee.
Image segmentation performs a crucial role in bioim-
age informatics [Peng08, Zhan12]. In some cases, the
complexity or particular characteristics of biological
data hampers the process of segmentation, thus lead-
ing to the development of a wide range of segmenta-
tion methods addressing specific problems in biolog-
ical applications. Normally, such methods make use
of prior knowledge for the particular objects of interest
and other possible structures in the image. In this con-
text, we propose a new segmentation method for ap-
plication to nuclei segmentation from sagittal images
obtained from early Drosophila melanogaster embryos
(e.g., Fig. 1(a-d)). The proposed method is based on
analysis of curvature of the shape of the nuclei and op-
erates in the spatial domain. In this case, aiming to
achieve the desired segmentation it uses the knowledge
about the geometric characteristics of objects contained
in this type of image.
The Drosophila melanogaster, commonly known as
the “fruit fly”, is an important model in biological re-
search, particularly in the study of gene expression reg-
ulatory networks, spatial expression pattern and cellu-
lar differentiation [Crow12, Gilb03]. Recent advances
in molecular biology and microscopy techniques sub-
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stantially increased the amount of images generated for
investigations on Drosophila development, especially
images of gene expression patterns. In order to ex-
tract information from these images, several compu-
tational methods has been proposed [Pous04, Pan06,
Jans05,Rbel06,Pisa09,Kozl08], followed by an increas-
ing number of databases of images available on Internet
as, for example, Flyex [Pisa09], BDGP [Toma07] and
BDTNP [Fowl08]. A common feature observed in the
images in those databases is that the data (anatomical
or gene expression patterns) are obtained from the sur-
face of the embryo (or 3D in the case of DBTNP). None
of these works deals with images obtained from sagittal
planes passing through the embryo.
Sagittal images currently gained great interest to
Drosophila community. By allowing the visualization
of cells and tissues, localization of genes and proteins,
as well the visualization of the dynamics of gene
expression in embryos in vivo [Greg07], this type of
image can unveil new gene interactions and new find-
ings about the relationship between anatomy and gene
expression during development. Therefore, the image
segmentation method proposed in this paper refers to
sagittal images of early Drosophila embryos. More
specifically, we are interesting in the identification of
nuclei of the embryos, i.e., to define nuclei masks. This
type of analysis increases the amount of features that
can be extract from the images, as the obtained masks
can be used to characterize several morphological
properties, as well serve of basis to characterize gene
expression patterns. For example, the nuclear mask can
be used to quantify data on gene expression in each
embryo nucleus, or to characterize the amount of gene
products inside the embryo nuclei [Pisa09].
In order to obtain the nuclear mask, the proposed
method add a post-processing step on the result of
Ostu segmentation method [Otsu79]. This extra step
is necessary because the result of initial segmentation
results in many blocks of merged nuclei, which should
be separated in order to obtain a correct identification
of the nuclei. For separation of merged nuclei, we
propose an analysis of the curvature of the shape of the
merged blocks. In order to evaluate the efficiency of
the method, it was performed several experiments with
real images, which were collected by using confocal
microscopy. The obtained results show efficiency and
good performance in the identification of cell nuclei
contained in the images processed.
2 PREVIOUS WORKS
Most of the works involving Drosophila
embryos refer to the surface of the em-
bryos [Pous04, Jans05, Pisa09, Surk08, Jaeg04] and the
nuclear mask is usually obtained through of technique
proposed by Kosman [Kosm99]. More sophisticate
techniques deals with 3D data [Huan08, Luen06].
However, the content of both 3D data and surface
images are different from sagittal images.
In addition, to the best of our knowledge, it has not
been proposed any works related to the sagittal im-
age of Drosophila embryos. Few works deal with
computational methods in order to extract relevant in-
formation from sagittal images. Houchmandzadeh et
al. [Houc02] used a sliding rectangle of fixed size per-
pendicular to the edges of the embryo while probing
the average pixel intensity under the rectangle, while
Gregor et al. [Greg07] used the same approach, but a
circular mask were used instead of a rectangle. How-
ever, none of these approaches can identify individual
nuclei.
Other works not directly related to Drosophila im-
age could be used for sagittal images, as the works
by Costa et al. [Ferr97], Malpica et al. [Malp97]
and Bala [Bala12]. In this paper we analysed
the results of these three methods, along with the
method of Kosman [Kosm99], in order to compare
to the results of our method. All of these propos-
als address variations of watershed segmentation
algorithm [Vinc91, Beuc79], which is considered a
powerful technique to isolate and recognize cell nuclei
in biological images [Chen12, Chan12].
3 METHODOLOGY
Image segmentation consists in the extraction and
identification of regions of interest contained in a
image [Gonz08]. In the case of sagittal images of
early Drosophila melanogaster embryo, the regions
of interest are those concerning to the cell nuclei. In
this case, the objective of the segmentation is to obtain
a nuclear mask image, i.e., a binary image where the
pixels with value equal to 1 represent cell nuclei and
the pixels with a value 0 represents the background
of the image [Pisa09]. For each embryo, a binary
nuclear mask must to be constructed. This mask
shows where the individual nuclei of an embryo are
located [Pous04, Pisa03].
This section describes the proposed segmentation
method to obtain the nuclear mask image. The method
consists of three main steps: pre-processing, image
binarization and a post-processing step to split merged
nuclei.
3.1 Pre-processing
Sagittal images from Drosophila embryos were ob-
tained using confocal microscopy. These images
present some degree of noise, which should be
attenuated in order to optimize the results of subse-
quent operations, such as image binarization. In the
pre-processing stage, a simple spatial filtering can
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be considered for noise removal. In addition, it is
interesting to include some sharpen operations in order
to highlight the edges of the nuclei presented in the
image.
In the images analyzed in this work the noise are lo-
cated on the extremities of cell nuclei, characterized by
the random occurrence of lightness values significantly
different from pixel values referring to the foreground
of image. Gaussian smoothing was applied in order to
reduce these noise [Gonz08].
With regard to highlighting techniques, two operations
are proposed, the linear intensity transformation and the
morphological highlighting [Solo10, Gonz08]. The lin-
ear highlighting was applied in order to emphasize and
improve the appearance of images. It is the simplest
way to modify contrast and the brightness of a image,
where the mapping function is represented by equation
r = ax+ b, such that x is the original pixel value and r
is the pixel value after the transformation. The param-
eter a (angular coefficient) affects jointly the contrast
and brightness of the resulting image and b (linear co-
efficient) adjusts only the brightness [Solo10]. After
this linear mapping function, it was applied in the im-
ages the morphological highlighting [Shih09, Soil99],
expressed by Eq. (1).
I(x,y) = (G(x,y)+That(G))−Bhat(G), (1)
where I(x,y) represents the sharpen image, G(x,y) the
smoothed input image and That(G) and Bhat(G) the re-
sult of the application of “top-hat” and “bottom-hat”
operators, respectively.
The technique of morphological highlighting (Eq. (1)),
constructed from the combination of the operations
“top-hat” and “bottom-hat” [Shih09], aims to increase
the visual discrimination between foreground and
background of processed images, through addition of
the “top-hat” result to the smoothed image, followed by
the subtraction of “bottom-hat” image. The operations
involved in morphological highlighting include binary
opening and closing. The binary opening consists in
applying in the binary image the operation of erosion
followed by a dilation, while the binary closing consists
of a dilatation followed by an erosion.
The operation “top-hat” detects the peaks (local max-
ima) of smoothed image G(x,y), and is defined by the
difference between G(x,y) and the prior result of its
morphological opening [Shih09], as defined in Eq. (2).
The symbol SE defines the structuring element, and it
is usually chosen according to the characteristics of the
image.
That(G) = G(x,y)− (G(x,y)◦SE). (2)
On the other hand, the operation “bottom-hat” detects
the valleys (local minima) of the smoothed image
G(x,y), and is defined by difference between the result
of its morphological closure [Shih09] and the image
G(x,y), as is expressed by Eq. (3).
Bhat(G) = (G(x,y)•SE)−G(x,y). (3)
The application of morphological highlighting empha-
sizes the pixels belonging to cell nuclei of sagittal im-
ages, while it attenuates the intensity values of the pix-
els between the nuclei.
3.2 Image Binarization
In order to binarize the pre-processed images it was
verified the performance of traditional binarization
techniques existing in the literature, as thresholding,
edge detection and region growing [Gonz08]. It was
verified that, when applied separately, such tech-
niques are insufficient for obtaining a precise nuclear
mask [Huan08]. These techniques were not able to
provide full separation of the nuclei (i.e., they have
many merged nuclei, as illustrated in Fig. 1(e-h)). This
factor is influenced by morphological features (the
nuclei may indeed be merged) and by small variations
of light intensity existing between the nuclei.
After several tests, the Otsu thresholding [Otsu79] was
chosen for image binarization. This is an unsuper-
vised segmentation method which relies on discrimi-
nant analysis and searches for an optimal threshold T∗
which maximizes the variance between classes C0 and
C1, which, in turn, represent the objects – the nuclei
– and the background image (or vice versa) [Solo10,
Gonz08]. Many approaches for cell nuclei detection
in fluorescence images rely of the Otsu segmentation
method [Xion06b, Quel10, Xion06a, Yan08]. In addi-
tion, in order compensate the non-uniformity of the
lightning in some images, the images were subdivided
into rectangles and, for each subimage, the Otsu method
was applied individually. This subdivision considerable
improved the results of the binarization.
However, as illustrated in Fig. 1(e-h), the result of Otsu
binarization also resulted in an image with a significant
presence of two or more nuclei unified. These nuclei
are identified in yellow color in Fig. 1(e-h). So, after
binarization it is necessary an additional step to split
the merged nuclei.
3.3 Splitting merged nuclei using curva-
ture
After the binarization of the image using Otsu method,
there were still several merged nuclei. In order to split
these nuclei, we propose the use of the curvature of the
shape of the merged regions. The curvature quantifies
the variations in the contour of a shape. It is very use-
ful in defining of relevant geometrical properties, such
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Figure 1: Original and segmented images. (a-d) Original images, obtained by confocal microscopy at the sagittal
plane of Drosophila melanogaster embryos. (e-h) Results after of Otsu binarization. Merged nuclei are identified
in yellow while rightly detected nuclei are shown in cyan. It can be seen that several nuclei remain unified after
the binarization. The components outside the border of the embryo (e.g. cells inside the embryo) were removed
manually after the binarization. (i-l) Results obtained after the application of the proposed methodology. Note that
the merged nuclei are now separated.
as corners, valleys, concave regions and convex, and
straight lines [Attn54, Levi85].
In digital images, the curvature of an object can be esti-
mated from its parametric contour C(t) (Eq. (4)), i.e.,
the representation in which the object contour is de-
scribed in terms of a single parameter t, where t =
1, ...,n is the index of the positions of the sequential
pixels (x(t),y(t)) defining the contour of the object and
n is the number of pixels of the contour of the object.
C(t) = [x(t1),y(t1)], [x(t2),y(t2)], ..., [x(tn),y(tn)]. (4)
The curvature k for each element of a discrete contour
C(t) can be obtained according to Eq. (5), where x′(t)
and y′(t) are the first order derivative with respect to x
and y, and x′′(t) and y′′(t) are the second order deriva-
tive in relation to x and y, respectively [Cost09].
k(t) =
x′(t)y′′(t)− y′(t)x′′(t)
(x′(t)2+ y′(t)2)
2
3
. (5)
In this work the discrete derivatives necessary for
curvature estimation was obtained using the derivative
property of the Fourier Transform (F) [Cost09].
Let X( f ) and Y ( f ) be the Fourier Transform of the
signals x(t) and y(t) respectively, the first and second
derivatives of these signals are defined by Eqs. 6a-6d.
x′(t) = F−1(i2pi f X( f )), (6a)
x′′(t) = F−1(−(2pi f )2X( f )), (6b)
y′(t) = F−1(i2pi fY ( f )), (6c)
y′′(t) = F−1(−(2pi f )2Y ( f )). (6d)
In the case of discrete functions, the Eqs. 6a-6d
normally generates noisy derivatives. The solu-
tion in this case is to apply a Gaussian filter in the
function by including in the Eqs. 6a-6d the term
G( f ,σ) = exp(−2(σpi f )2), a Fourier Transform of
a Gaussian function with zero mean and standard
deviation σ , defined in the frequency space. Thus,
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the effect of this filter is smoothing, where it reduces
(or even eliminated) the influence of noise and small
undesired details in the contour of the analyzed shape.
x′(s) = F−1(i2pi f X( f )G( f ,σ)), (7a)
x′′(s) = F−1(−(2pi f )2X( f )G( f ,σ)), (7b)
y′(s) = F−1(i2pi fY ( f )G( f ,σ)), (7c)
y′′(s) = F−1(−(2pi f )2Y ( f )G( f ,σ)). (7d)
The estimation of smoothed curvature is calculated for
all connected components with two or more nuclei uni-
fied. These components are identified by their size,
been analyzed the components that are larger than a
preestablished value. This value is defined based on
the average size of the nuclei. The main idea in using
the curvature is to find points in the image where we
can trace a straight line separating the merged nuclei.
The same idea was employed in the work of Beletti et
al. [Bele05], which used the curvature in the analysis
of sperm images in order to separate head from the tail.
The process of using the curvature can be better un-
derstood by analyzing the illustration in Fig. 2, which
represents a connected component formed by intersec-
tion of four nuclei, and shows the respective points of
relative minimum P1 to P6. These points corresponds to
the relative minima (or local minima) of the curvature
k(t) of the contour C(t). The inset in Fig. 2 depicts the
curvature k(t) and the corresponding relative minima P1
to P6.
The change of sign in the values of curvature k(t) iden-
tifies the alternation between a point of relative maxi-
mum and a point of relative minimum of the curve. Be-
tween two points of relative maximum there is always
a relative minimum, and vice versa. By using this anal-
ysis of maximum and minimum is possible to find the
all the relative minima of the contour, and these points
corresponds to the location of where the nuclei should
be separated.
After the identification of the points of relative mini-
mum, it is necessary to establish the correspondence
between then in order trace the line which will sepa-
rate the nuclei. In the proposed method, to select the
pairs candidates to correspondence, the points of rela-
tive minimum are separated into two groups, accord-
ingly to which side of the merged nuclei they belong.
In order to define in which side of the merged block the
points are located, the contour was divided into two re-
gions. The two points of the contour which define these
regions corresponds to the two peaks of the curvature
of a oversmoothed version of the contour (i.e., the con-
tour was smoothed by applying a Gaussian filter with
σ = 50). This approach allows to identify the extremi-
ties of a merged block and it is translation and rotation
invariant. For example, in Fig. 2, points P1, P2 and P3
are located on one side of the form, while P4, P5 and P6
are located on the other side.
The next step is to consider only the points located at
one of the sides of the contour. For each of these points,
the vectors
−→
V pi are constructed considering the current
point and all the points on the opposite side. Then,
the angles θi formed between the normal vector
−→
Vn at
the current point with the respect to the vectors
−→
V pi are
computed. The smallest θi indicates to which point of
the opposite side the line that splits the nuclei should be
drawn. Consider, for example, the point P1 in Fig. 2.
Then, the angles θi formed between the normal vector−→
Vn at the point P1 with the respect to the vectors
−−→
V p1,−−→
V p2 and
−−→
V p3 are computed. The vectors
−−→
V p1,
−−→
V p2 and−−→
V p3 are formed considering P1 and its opposites points
P6, P5 and P4, respectively. For the considered example,
the smallest θi corresponds to the angle formed between−→
Vn and
−−→
V p1, hence P6 is identified as the corresponding
point of P1 and a line between these points is drawn in
order to split the nuclei.
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Figure 2: Illustration of a merged nuclei and the normal
and tangent vector of one relative minimum point of
the contour of the object. Points P1 to P6 are the relative
minima of the contour. The vectors
−−→
V p1,
−−→
V p2 and
−−→
V p3
are formed considering the point of relative minimum
P1 and its opposite points P6, P5 and P4, respectively.
The distances di between P1 and the opposite points are
also shown. Note that the minimum distance cannot
be used as a criteria to find the corresponding opposite
point, as d2 < d1. In the inset it is depicted the curvature
k(t) of the shape of the object, along with the respective
relative minimum peaks.
It is worth to note that the minimum distance between
the opposite points could also be thought as a way of
finding correspondence between opposite points. How-
ever, we found some examples where the smallest dis-
tance does not represent the desired correspondence.
For example, in Fig. 2 the distance between the point
P1 and P5 is lower than the distance between P1 and P6.
On the other hand, analysis of θ is a safe choice, since
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the criterion of lowest θ precisely defines the opposite
point corresponding to the current point.
Finally, after the correspondence between the relative
minima points are established, a straight line between
then is drawn in the image in order to separate the nu-
clei, i.e., the pixels under the line segment unifying op-
posite relative minima are set to zero, separating the nu-
clei. In this stage, it is possible to obtain the fully sepa-
rated nuclei. This procedure is applied for all the points
located on the same side of the first analyzed point (i.e.,
the points P2 and P3 in the example of Fig. 2). How-
ever, if after this first iteration two or more nuclei re-
mains merged, the procedure can be reapplied in order
to obtain the expected result.
4 EXPERIMENTS
In order to evaluate the proposed methodology,
10 sagittal images from different embryos were
collected. All embryos are at the cleaved cycle
14A [Gilb03]. These images were processed and the
obtained results were compared with other proposed
techniques [Ferr97, Malp97, Kosm99, Bala12].
The parameters used in the pre-processing and image
binarization steps are described as follows: the opti-
mal size of the Gaussian filter usually depends on the
size of the objects in the image. We found that a σ=3
and window size of 5x5 was adequate for subsequent
analysis. The linear mapping function has been applied
considering an angular coefficient equal to 9 and a lin-
ear coefficient −35 in the cases which were necessary
to adjust the brightness and contrast of the image. For
the Top-hat and Bot-hat transformations it was used a
disk structuring element with radius 15 and 5, respec-
tively. For the Gaussian smoothing used in curvature
estimation (in the frequency space), a standard devia-
tion equal to 5 was used. The following sections details
the analysis performed.
4.1 Dataset
The images used in this work were obtained in a Le-
ica TCS SP5 confocal microscopy, at the Inmetro -
National Institute of Metrology, Quality and Technol-
ogy. To visualize the Drosophila nuclei, we used the
blue-fluorescent DAPI nucleic acid stain from Invitro-
gen. Each image has 1024x1024 pixels and 8 bits depth.
Fig. 1(a-d) shows four of the analyzed images.
4.2 Results
In order to evaluate the accuracy of the proposed
method, all 10 collected images were tested. These
images contains about 61 to 183 nuclei, being 1452 in
total.
Among the images collected, Fig. 1(i-l) shows the nu-
clear masks obtained for four images. In all images an-
alyzed most of the nuclei were properly detected, pro-
ducing a nuclear mask with a good quality.
A quantitative analysis was performed based in the
number of detected nuclei. This was initially accom-
plished by counting this number based on visual inspec-
tion of original images. Posteriorly, the number of nu-
clei identified from the nuclear mask was compared to
the original images. The results are summarized in Ta-
ble 1, where it can be noted that the proposed method
has, with reference to the number of nuclei, 94,4% of
successfully detected nuclei.
Rightly detected nuclei 94,4%
Merged nuclei 3,9%
Absent nuclei 0,9%
Over-segmentation 0,8%
Table 1: Results of the application of the proposed
method.
Most of the nuclei were properly identified, since
only 3,9% of nuclei have not been properly separated
(Merged nuclei). These were the case for blocks of
merged nuclei without regions of well-defined valleys.
This characteristic prevents the localization of the
points of minimum curvature, therefore the segments
cannot be separated.
A small portion of cell nuclei, about 0,9%, weren’t ac-
curately detected (Absent nuclei). This was the case
for image regions with a very low contrast, where the
Otsu’s algorithm were unable to precisely identify the
nuclei.
The rate of over-segmentation (i.e. individual nuclei
that were split in more than one component) is very
low (0,8%) and shows the efficiency of method in seg-
menting complex nucleus configurations. It is impor-
tant to note that most of the errors verified were gener-
ated from images with low contrast and/or distinctness.
Such images show nuclei with contours poorly defined
(blurry), in addition to little variation of light inten-
sities between regions of background and foreground
(nuclei). These images are even difficult to perform
manual segmentation of nuclei.
In addition, in order to assess the quality of the pro-
posed segmentation method, we compared our results
with the results obtained by techniques proposed by
Costa et al. [Ferr97], Malpica et al. [Malp97], Kosman
[Kosm99] and Bala [Bala12], which are all variations
of watershed segmentation algorithm. The results of
these methods are shown in Fig. 3 and are summarized
in Tab. 2.
The choice to compare this work with the proposal
of Kosman D. [Kosm99] was motivated by its appli-
cation in the analysis of gene expression patterns of
Drosophila . The method was used in the creation of
FlyEx database [Pisa09], and works with superficial im-
ages of Drosophila embryos.
21st International Conference on Computer Graphics, Visualization and Computer Vision 2013
Full papers proceedings 138 ISBN 978-80-86943-74-9
(a) (b)
(d)
(f)
(c)
(e)
Figure 3: Comparative results of the segmentation obtained by different techniques. (a) Original image. (b) Seg-
mentation result obtained by Costa et al. [Ferr97]. (c) Segmentation result obtained by Malpica et al. [Malp97].
(d) Segmentation result obtained by Bala [Bala12]. (e) Segmentation result obtained by Kosman D. [Kosm99]. (f)
Segmentation result obtained by the proposed method.
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1-Our method 2- [Kosm99] 3- [Ferr97] 4- [Malp97] 5- [Bala12]
Rightly detected nuclei 1371 (94,4%) 937 (64,5%) 680 (46,8%) 982 (67,6%) 1043 (71,8%)
Merged nuclei 56 (3,9%) 48 (3,3%) 613 (42,2%) 192 (13,2%) 122( 8,4%)
Absent nuclei 13 (0,9%) 200 (13,8%) 138 (9,5%) 247 (17,0%) 263 (18,1%)
Over-segmentation 12 (0,8%) 267 (18,4%) 21 (1,4%) 31 (2,1%) 24 (1,7%)
Table 2: Comparison of nuclei segmentation for different methods.
The comparison of the method proposed here with the
works of Costa et. al [Ferr97], Malpica et al. [Malp97]
and Bala [Bala12] are justified because they address re-
visions of Watershed algorithm, a method widely used
to segment globular objects (such as nuclei/cells) in flu-
orescence images (2D or 3D) [Peng08,Chen12,Chan12,
Du10, Hukk10, Clop10].
The Costa’s method [Ferr97] (Fig. 3(b)), compared to
methods 2, 4 and 5 (Table 2) showed the lowest rate
of over-segmentation. However, it generated the largest
number of merged nuclei, mainly in regions with weak
borders between the nuclei.
The Bala’s method [Bala12] (Fig. 3(d)), after our
method, obtained good results in the metric 1 (Rightly
detected nuclei (Table 2)). On the other hand, similarly
to the Malpica’s method [Malp97] (Fig. 3(c)), it showed
large portion of nuclei absent (18,1% - Table 2). These
binarization errors were largely due to variations in
the nuclear signal intensity, specifically, the weak
signal made it difficult the definition of markers for the
Watershed algorithm.
The kind of errors mentioned above are, in some ex-
tent, caused by the choice of parameter settings. Thus,
a clear difficulty with such algorithms is the effort re-
quired to tune them by selecting appropriate parameter
settings to different images.
In general, the experimental results show that the pro-
posed method is more effective and highly competitive,
both qualitatively and quantitatively. Furthermore, we
report differences in the quality of performance of the
algorithms 2–5 (Table 2).
5 DISCUSSION AND CONCLUSION
In this paper it is proposed a new segmentation
method for nuclei identification from sagittal images
of Drosophila embryos. The differential of the method
is the analysis of the curvature of binary shapes in
order to segment complex nuclei configuration, such as
merged nuclei.
Many approaches have been used to solve this problem
in the last years, especially employing segmentation
methods based on variations of watershed algorithm.
However, some problems are recurrent when these al-
gorithms are used in different applications, such as the
difficulty to define the markers, the efforts required to
define parameters and the over-segmentation.
The results with the proposed segmentation method
demonstrated that it can segment nuclei from images of
Drosophila embryos with higher efficiency when com-
pared to other methods. The technique proposed also
can be applied to segment similar configurations of cell
nuclei in other kinds of images, such as nuclei/cells
commonly found in fluorescence images, where no sat-
isfactory solution was found yet.
The proposed method is efficient and accurate, and
can be integrated in a database of sagittal images of
Drosophila embryos, contributing to gain new insights
from this biological model.
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