Abstract: This study presents a modified constructive training algorithm for multilayer perceptron (MLP) which is applied to face recognition problem. An incremental training procedure has been employed where the training patterns are learned incrementally. This algorithm starts with a small number of training patterns and a single hidden-layer using an initial number of neurons. During the training, the hidden neurons number is increased when the mean square error (MSE) threshold of the training data (TD) is not reduced to a predefined value. Input patterns are trained incrementally until all patterns of TD are learned. The aim of this algorithm is to determine the adequate initial number of hidden neurons, the suitable number of training patterns in the subsets of each class and the number of iterations during the training step as well as the MSE threshold value. The proposed algorithm is applied in the classification stage in face recognition system. For the feature extraction stage, this paper proposes to use a biological vision-based facial description, namely perceived facial images, applied to extract features from human face images. Gabor features and Zernike moment have been used in order to determine the best feature extractor. The proposed approach is tested on the Cohn-Kanade Facial Expression Database. Experimental results indicate that a good architecture of neural network classifier can be obtained. The effectiveness of the proposed method compared with the fixed MLP architecture has been proved.
Introduction
Face recognition is an important biometric application among many applications such as biometric personal identification, man-machine communication and access control [1] . The face recognition system depends on the representation features and the classification methods.
Different techniques have been developed in face recognition, such as eigenface [2] , fisher face [3] , LBP faces [4] and so on. In the literature, most techniques for face recognition or verification do not operate directly on original face images, but seek an intermediate facial representation instead. This paper proposes a biological vision-based facial description, namely perceived facial images (PFI), applied to the problem of face recognition. The proposed PFI simulates the response of complex neurons to gradient information within a certain neighbourhood and possess properties of being highly distinctive as well as robust to affine illumination and geometric transformations. In order to compare the PFI with others feature extraction methods, Zernike moments and Gabor feature are used to represent the face image.
Neural networks have been widely used for their good performance for applications related to face recognition and back-propagation neural network is one of the most widely used methods in this domain. The number of hidden neurons is one of the most important considerations when solving problems using multilayered neural networks. There are two techniques to solve this problem: constructive and pruning algorithms. The first one starts with a small structure, usually a single hidden neuron and dynamically allows the network to grow by adding neurons as needed until a satisfactory solution is found. Several constructive learning algorithms have been proposed in the literature [5] [6] [7] [8] [9] . The second approach, referred to as pruning algorithm, starts with a great structure and eliminates hidden neurons during the training step [10] [11] [12] [13] [14] . Then, in this work, the constructive training approach is adopted.
The proposed constructive training algorithm is based on the one presented in [7] with deep improvements consisting on modifying the training pedagogy, determining the adequate value of the mean square error (MSE) threshold and the suitable initial hidden neurons number. The proposed algorithm has been applied for speech recognition problem [15] and the face recognition problem will be considered in this study.
The contribution of this paper is to use a new constructive algorithm for face recognition problem based on three features extractor methods such as the PFI, the Zernike moments and the Gabor feature. In the proposed algorithm, input patterns are trained incrementally until all patterns of training data (TD) are presented. Starting with a neural network containing a small number of hidden neurons, multilayer perceptron (MLP) neural network using the back-propagation algorithm is trained. The hidden neurons number grows during the training when the MSE threshold of the TD is not reduced to a predefined parameter.
Three variables influence the convergence of this algorithm, that is the number of training patterns in the subsets of each class, the initial number of hidden neurons and the number of iterations during the training step. The aim of this paper is to find the suitable number of these parameters which give the best performances of the neural classifier. In particular, a face recognition system based on the proposed constructive algorithm is developed.
First, we will describe the feature extraction techniques used in this study. In fact, the current paper introduces the proposed biological vision-based facial description applied on facial images, the Zernike moment and the Gabor feature extraction. Then, the constructive training algorithm is presented. Next, the face recognition system is described. Finally, the experimental results achieved on the Cohn-Kanade Facial Expression database are presented and analysed.
Feature extraction techniques
As a typical pattern recognition problem, the performance of a face recognition system depends not only on the classifier, but also on the representation of the face patterns. The aim of the feature extractor is to produce a feature vector containing all pertinent information about the face while having a low dimensionality. In order to design a good face recognition system, the choice of feature extractor is very crucial. This paper uses a biological vision-based facial description, namely PFI, the Zernike moment and the Gabor features to represent the face image and produces recognition task in tandem with neural network.
Perceived facial images
In order to increase the distinctiveness of human faces while offering certain tolerance to the changes of facial expression, the present paper suggests making use of a biological vision-based facial description namely PFI, which was initially applied to three-dimensional face recognition [16, 17] .
PFI aims at increasing the robustness of face recognition system to the changes of facial expressions [18, 19] . The proposed PFI simulates the response of complex neurons to gradient information within a certain neighbourhood and possess properties of being highly distinctive as well as robust to illumination and geometric transformations [16, 17] .
The PFI was inspired by the study of Edelman et al. [20] , who proposed a representation of complex neurons in primary visual cortex. These complex neurons respond to a gradient at a particular orientation and spatial frequency, but the location of the gradient is allowed to shift over a small receptive field rather than being precisely localised.
Representation of the complex neuron response:
The representation PFI aims at simulating the response of complex neurons and it is based on a convolution of gradients in specific directions in a given circular neighbourhood R. The precise radius value of the circular area needs to be fixed experimentally. The response of a complex neuron at a given pixel location is its gradient map in different orientations convolved with a Gaussian kernel.
Specifically, given an input image I, a given number of gradient maps L 1 , L 2 , ..., L o , one for each quantised direction 'o', are first computed. They are defined as
The ' + ' sign means that only positive values are kept to preserve the polarity of the intensity changes. Each gradient map describes gradient norms of the input image in a direction 'o' at every pixel location. Then, the response of complex neurons is simulated by convolving its gradient maps with a Gaussian kernel G. The standard deviation of G is proportional to the radius of the given neighbourhood area, R, as in (2)
where * denotes the convolution operator.
The purpose of the convolution with Gaussian kernels is to allow the gradients to shift within a neighbourhood without abrupt changes. At a given pixel location (x, y), we collect all the values of the convolved gradient maps at that location and form the vector ρ R (x, y), thus having a response value of complex neurons for each orientation 'o'
This vector, ρ R (x, y), is further normalised to unit norm vector, which is called the subsequent response vector and denoted by r R (x, y).
Facial description by response vectors:
Now, a facial image can be represented by its perceived values of complex neurons according to the response vectors. Specifically, given a facial image I, PFI J o are generated using complex neurons for each orientation 'o' defined as in (4) Fig. 1 illustrates the process applied to a facial image. In this work, eight PFI for eight quantised directions are computed. Therefore, for each image from the database, eight images corresponding to eight PFI are obtained. Then for each PFI, principal component analysis PCA is used to reduce the dimension of the image. Thus, PCA is a technique used to lower the dimensionality of a feature space that takes a set of data points and constructs a lower dimensional linear subspace that best describes the variation of these data points from their mean. The approach transforms face images into a small set of characteristic feature images (eigenfaces) which are the principle components of the initial training set of face images.
Zernike moments
Statistical-based approaches for feature extraction such as moment invariants have received considerable attention in recent years for their invariance properties. Moment features are invariant under scaling, translation rotation and www.ietdl.org reflection. The invariant properties of moments are utilised as pattern sensitive features in classification and recognition applications [21] . Zernike moments are the most widely used family of orthogonal moments because of their extra property of being invariant to an arbitrary rotation of the object that they describe. The Zernike moments are an orthogonal set of complex valued polynomials defined over the polar coordinates inside a unit circle. The Zernike moment of order n and repetition m is defined as [22] A nm = n + 1
where: f (x, y) is the intensity at the coordinate (x, y) in a grey scale face image and V nm (x, y) denote Zernike polynomials of order n and repetition m and is written as
The radial polynomial R nm ( ρ) is identified as
Where n is a non-negative integer, and m is an integer such that n-|m| is even and |m| ≤ n, r = x 2 + y 2 and θ = tan
(y/x). Zernike moment is used as the feature extractor, whereby the order is variable to achieve the optimal classification performance.
Gabor feature extraction
Face representation using Gabor features has been widely used in computer vision, image processing, pattern recognition and so on [23, 24] . Researchers have shown that Gabor features, when appropriately designed, are invariant against translation, rotation and scale [25] .
The Gabor features exhibit desirable characteristics of spatial locality, orientation selectively and optimally localised in the space and frequency domains. Generally, the Gabor filters can be defined as follows
where μ and ν define the orientation and scale of the Gabor filters, respectively, and the wave vector k μ,ν is defined as follows
where k ν = k max /f ν , k max is the maximum frequency and f is the spacing factor between filters in the frequency domain [24] .
The Gabor representation of a face image is computed by convolving the face image with the Gabor filters. Let I(x, y) be the intensity at the coordinate (x, y) in a grey scale face image, its convolution with a Gabor filter is defined as
The response to each Gabor filter representation is a complex function with a real part and an imaginary part. In this study, the magnitude response is used to represent the features with the following parameters: k max = π, f = √2 and σ = π. Then, the obtained feature vector is of high dimensionality. Hence, PCA will be applied to reduce the vector dimension.
The main difference between the PFI and the Gabor description is that the PFI simulates the response of complex neurons to gradient information in different orientations, thereby highlighting local details of facial images and increasing their distinctiveness. 3 Constructive training algorithm MLP neural network, requires the definition of the network architecture, prior to training. Generally, this method works well only when the network architecture is appropriately chosen. It is well known that there is no general answer to the problem of defining neural network architecture for a given application.
In fact, the usual way to determine the number of hidden units in MLP neural networks is by a trial and error procedure. An alternative is to use constructive algorithms which try to solve the problem by building the architecture of the neural network during its training [7, 26] . Constructive training algorithm incrementally adds hidden neurons and weights to the network during training until stopping criteria are satisfied.
The training pedagogy adopted in the proposed MLP constructive training algorithm is based on the following idea: The presentation of patterns to the classifier is accomplished by dividing patterns corresponding to each class to a given number of subsets. Each subset contains N_ patt patterns. The training is performed by presenting the first subset of each class then the second subsets and so on. The proposed algorithm starts with a single hidden-layer using a Nh_ini number of neurons. Over the learning process, the hidden neuron number is increased when the MSE threshold of the TD does not reach a predefined parameter called ε. Input patterns are learned incrementally subset by subset until all patterns (N_tot) of TD are presented [15] .
As can be noted from Fig. 2 , the proposed algorithm is constituted by eleven procedures. It can be summarised by the following steps: † Step 1: Create the MLP composed by (N_hid = Nh_ini) hidden neurons. † Step 2: Initialise the neuron connection and bias weights with small random values. † Step 3: Select N_ patt input patterns from the TD (N_Input = N_ patt) for each class. † Step 4: Train the MLP using the backpropagation algorithm with N_Input input patterns to achieve the predefined performance. † Step 5: The final connection and bias weights of the MLP architecture are stored. † Step 6: If the training algorithm can reduce the MSE to ε, go to Step 7; otherwise, go to Step 9. † Step 7: Although the N_Input < N_tot: the total number of patterns from TD, go to Step 8 otherwise go to Step 11. www.ietdl.org † Step 11: Stop the constructive training algorithm and take the found architecture.
The proposed MLP constructive training algorithm has to determine the adequate value of N_ patt, the initial number of hidden neurons (Nh_ini), the number of iterations (N_epochs) during the training step as well as the MSE threshold ε. This paper presents an exploration of the suitable value of these parameters.
Face recognition system
Having the extractor feature for all the samples in the training and testing sets, the next step would be to design the classifier. In this work, MLP architecture has been used as a classifier of faces.
Three layer perceptron neural networks have been used in this study. The number of input neurons is equal to the size of related feature vector for each experiment. Similarly, the number of output neurons is equal to the number of individual faces to be recognised [27] . In the learning phase, the desired output neuron has '1' for the correct input pattern and '0' for all others output neurons. The hidden layer is constructed using the proposed constructive training algorithm (Fig. 2) .
The face recognition system using the MLP architecture is based on two steps: the training step and the testing step. The MLP networks trained using back-propagation algorithm are used in this work. The back-propagation network undergoes a supervised learning process, and the output signal goes through an activation function which is the sigmoid. The training of MLP network is accomplished based on the two following equations
Where k is the number of outputs neurons in the MLP and η is the learning rate. E p designed the error of the network for the p th pattern (MSE), d p and s p are the desired and the current outputs of the network for p th training vector. For the testing step, the class of each presented pattern is assigned to the maximal value of the neuron outputs. The performance of the recognition system has been measured in terms of recognition rate on testing set RT and on generalisation set RG which are defined by the ratio between the number of true classification by the total number of images in the testing and generalisation sets, respectively.
Evaluation results and discussion

Cohn-Kanade facial expression database
The proposed approach is experimentally evaluated using the Cohn-Kanade facial expression database [28] . This database is one of the most comprehensive database in the current facial-expression-research community. This database consists of 97 classes. For each subject, one neutral face and six expressive faces of the highest intensity have been presented in the database. In these conditions, images clarity is assured. These facial expressions are happiness, anger, sadness, surprise, fear and disgust.
The first step in this work is the detection of face images using the OpenCV Library. The classifier implemented in the library is initially proposed by Viola and Jones [29] and successively improved by Lienhart in [30] . Fig. 3 presents the obtained image when applied the OpenCV face detector. In order to enhance the global contrast of the images, and reduce the effect of illuminations, histogram equalisation is applied to all images in this experiment.
In this study, 80 images for each subject as the training set, 20 images for each subject as the generalisation set, and the remaining images as the test set are randomly selected. The learning process is accomplished based on the training set. Test set and generalisation set are used to measure the performance of the recognition system (RT and RG).
In general, the size of the data base has an impact on the convergence of the neural network. Indeed, two MLP neural network are developed. The first neural network has 30 output neurons which defines the number of classes (30 × 80 images) and the second one has 60 output neurons (60 × 80 images). For 30 classes, there are 1000 images in the test set. When using 60 classes, the test set is composed by 1700 images.
In this work, three methods of feature extraction are used which are the PFI, the Zernike moments and the GABOR feature. The number of input neurons is equal to the dimension of the feature vector.
Results using the perceived facial image
Firstly, PFI is used as the feature extractor in eight directions. Then, PFI in eight directions is applied for each image in training and test data. Indeed, eight MLP networks based on eight directions using the constructive training algorithm have been developed separately. After applying PCA to reduce the dimensionality, feature vectors of dimension 12 are obtained. The next experiments were accomplished using the first neural network which is formed by 30 classes, based on the PFI on the first direction PFI 1.
The proposed constructive training algorithm seeks to find the number of input patterns (N_ patt) for subset corresponding for each class in the learning, the initial number of hidden neurons (Nh_inn), and the number of epochs (N_epochs) as well as the MSE threshold ε.
In the first step, we are concerned with the search of the adequate value of N_ patt. It is to be noted that the training patterns will be presented by group of N_ patt. Then, N_ patt should be a divider of the total number of training patterns (N_tot). Table 1 gives the performances of the constructive algorithm using PFI 1. For ε equal to 10
, we chose to start the algorithm with five hidden neurons (Nh_ini = 5), 1000 epochs (N_epochs = 1000) and the learning rate η equal to 0.01.
The performances are measured by determining the recognition rate on test set RT and generalisation set RG, the final number of hidden neurons (Nh_end) obtained at the end of learning and the training time.
Observing the obtained results, it can be concluded that the best performances are obtained for N_ patt = 40 input patterns for each class, initially used in the training step. This value will be adopted in the next experiment.
In the second step, the variation of the initial, number of hidden neurons (Nh_ini) is considered. Table 2 gives the recognition rates using the proposed algorithm by varying the initial number of hidden neurons with ε = 10 −3
, N_ patt = 40 and N_epochs = 1 000.
The obtained results show that the best performances (RG = 96.16% and RT = 97.81%) have been obtained using Nh_ini = 5. This value has been considered in the next experiment.
The last procedure is to determine the number of epochs N_epochs used in the training step with ε = 10 −3 , N_ patt = 40 and Nh_ini = 5. The results are illustrated in Table 3 .
It is clear that the best rates are obtained using N_epochs = 100 with only seven hidden neurons (Nh_end = 7). To conclude, for ε equal to 10 −3 , the best performances (RG = 97.66% and RT = 99.24%) are obtained using N_ patt = 40 input patterns for subset corresponding for each class in the training step, five initial numbers of hidden neurons and 100 epochs.
After that, ε is varied to increase the recognition rate. But, it must increase the number of epochs to ensure that the network can converge to ε. Simultaneously, the fixed MLP architecture is applied on face recognition using the PFI 1.
The fixed MLP is trained used the same number of neurons on the hidden layer (Nh_end) obtained at the end of learning the proposed algorithm. Table 4 presents the results using the fixed MLP architecture and the constructive training algorithm with different value of ε. The proposed algorithm starts with five hidden neurons and 40 inputs patterns for each class.
It can be concluded that the results using the constructive training algorithm are better than the fixed MLP architecture in the recognition rate on test set and generalisation set. The best results (RG = 98.83% and RT = 99.33%) are obtained when ε is equal to 10
, and the proposed algorithm converges to eight hidden neurons (Nh_end = 8).
Previous results are made using the PFI in the first direction. Then, the same procedure is repeated with the eight orientations. The proposed algorithm is applied on eight directions separately. Table 5 gives the classification rates using the PFI on eight directions and the proposed constructive training algorithm. It may be noted that ε which gives the best performance is considered.
Comparing the obtained results for each orientation, the best rates (RT = 99.62% and RG = 99.16%) are obtained using PFI on direction '6'. At the end of training procedure, the algorithm converges to eight hidden neurons (Nh_end = 8). The results also show the effectiveness of the proposed constructive training algorithm relative to the fixed MLP architecture. Table 5 Performances using the PFI on eight directions based on the constructive training algorithm and the fixed MLP architecture using 30 classes in the training step Table 6 Performances using the PFI on Eight directions based on the constructive training algorithm and the fixed MLP architecture using 60 classes in the training step 
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On the other hand, the proposed constructive training algorithm is applied on face recognition system using 60 classes. Table 6 presents the recognition rates based on the PFI on eight orientations and the proposed constructive training algorithm using 60 classes. After some simulation studies, the suitable value of N_ patt has been found equal to 40.
Comparing the obtained results for each orientation, the best recognition performances (RT = 99.23% and RG = 98.33%) are obtained on direction '5' with 13 hidden neurons (Nh_end = 13). Compared with the fixed MLP architecture, the achieved rates using the proposed constructive training algorithm for each orientation are the best. Also, the obtained results using 30 classes are better than the results obtained with 60 classes. This is owing to the fact that available data are insufficient for the 60 classes problem.
Results using the Zernike moments
Now, Zernike moments are used as the feature extractor whereby the order is varied to achieve the optimal classification performance. After the same simulation studies, the best results were obtained for the Zernike moment of order 8. Therefore, the number of input neurons is equal to 25 which is the dimension of the Zernike moments of order 8.
All the procedures used for the first feature extraction technique (PFI) are repeated. After some simulation studies, the appropriate value of the number of input patterns initially presented for each class has determined, so N_ patt = 40. For different values of ε, the results using the constructive training algorithm and the fixed MLP architecture are illustrated in Table 7 for 30 and 60 classes.
On the one hand, when using 30 or 60 classes, the obtained results using the constructive training algorithm are higher than the fixed MLP architecture. But the training time for the MLP architecture is lower than the constructive training time. Comparing the network using 30 subjects and 60 subjects, the MSE of the constructive training algorithm cannot reach 10
. It is explained by the large size of the database.
On the other hand, the best rates using 30 classes are RT = 99.81% and RG = 99.33%, and the algorithm converges to 12 hidden neurons. Comparing with the results using the PFI, PFI is the best because the proposed algorithm converges to only eight hidden neurons. When using 60 classes, the best results (RT = 98.75% and RG = 97.80%) using Zernike moment are obtained with 14 hidden neurons. It is clear that the obtained results using the PFI are higher than the results using the Zernike moments.
Results using the GABOR feature
The Gabor representation of an image involves convolution of the image with a family of Gabor filters at different spatial frequencies and different orientations. In this paper, five different scales and eight different directions are used, μ ∈ {0, 1,2, 3,4} and ν ∈ {0, 1,2, 3,4, 5,6, 7}.
Keeping only the magnitude values in the representation, if we take an image with size 48 × 48, the convolution result will give 48 × 48 × 5 × 8 = 92 160 features with five scales and eight orientations. It is difficult to calculate with feature vectors having such a high dimension, and a large memory size is also required.
To reduce the dimensionality of this vector, PCA algorithm has been applied to the face Gabor image to extract the feature space. Tables 8 presents the recognition rates according to the Gabor filters for feature extraction and the constructive training algorithm for the classifier using 30 and 60 classes.
When using 30 subjects, the best rates (RT = 99.24% and RG = 97.5%) are obtained with nine hidden neurons and 500 epochs. Using 60 subjects, the best results (RT = 98.28% and RG = 97.33%) are achieved with 13 hidden neurons and 200 epochs. Comparing the two performances, the best results are obtained when using 30 subjects. The results using the constructive training algorithm are better than the fixed MLP architecture in terms of recognition rate on testing set RT and on generalisation set RG.
For each feature extraction, a ROC curve has been plotted. The ROC curve examines the relation between the true positive rate and the false positive rate. Fig. 4 presents an example of the ROC curve of the best obtained results with 60 classes using the PFI, the Zernike moment and the Gabor feature, respectively.
Comparing the results of the constructive training algorithm using different feature extraction, the results using the PFI are better than the Zernike moments and the Gabor feature. In fact, expression variations degrade the performance of a face recognition system. Indeed, the PFI aims at increasing the robustness of face recognition system to expression variations.
Comparison study
Cohn-Kanade database have been used for automatic face recognition by many researchers [31] [32] [33] [34] . Table 9 gives performances obtained by our proposed constructive training algorithm and the existing recognition systems using the same database.
Using the proposed constructive training algorithm, the best obtained rates (PFI 5) are considered in Table 9 . Based in this table, the obtained classification rates using the proposed approach are better than other methods.
Conclusions
In this paper, a constructive learning algorithm for MLP neural networks has been developed and applied in face recognition system. Starting with a certain number of training patterns and with a small number of hidden neurons, the proposed algorithm trains patterns incrementally until all patterns are presented. Otherwise, when the MSE threshold of the TD does not reach to a predefined parameter called ε, the hidden neurons number is incremented by one. The proposed constructive training algorithm seeks to find the number of patterns corresponding for subsets of each class to be present initially in the training step, the initial number of hidden neurons and the number of epochs as well as the MSE threshold.
On the other hand, one of the factors that may affect the performance of a face recognition system is the change of facial expression. This paper uses a biological vision-based facial description, namely PFI, applied to extract features from human face images. The Cohn-Kanade Expression database is used for the experimental study. Compared with Gabor features and Zernike moment, the experimental results using the PFI demonstrate the effectiveness of the proposed approach. Furthermore, the proposed constructive training algorithm improves the recognition rate compared with the fixed MLP architecture and the existing recognition systems. Table 9 Comparison with the literature: classification rates using Cohn-Kanade database
Systems
Recognition rate, % Hyung-Soo et al. [31] 96.84 Gross et al. [32] 9 7 Riaz et al. [33] 98.49 Abbas et al. [34] 96.7 proposed approach 99.23 Fig. 4 Example of the ROC curve using the PFI, the Zernike moment and the Gabor feature, respectively www.ietdl.org
