Abstract. This paper describes from a new perspective the inverse-free spectral division methods for block generalized Schur decompositions and presents a more e cient, accurate and stable algorithm. Even in the case that only a right de ating subspace of a matrix pencil is of interest, as in many engineering application problems, the new algorithm can be used, with a low extra cost, to obtain posterior estimates on the backward accuracy of a computed orthonormal basis for the de ating subspace. The idea behind the new algorithm can be straightforwardly applied to non-inverse-free versions of spectral division algorithms.
Introduction
In this paper we discuss and present modi cations on spectral division algorithms for computing block Schur decompositions 12, 26] of a matrix pencil (A; B), where A and B are square matrices of order n. In particular, we are interested in computing two unitary matrices Q = (Q 1 ; Q 2 ) and Z = (Z 1 ; Z 2 ) such that Q h AZ = A 11 
where (A 11 ; B 11 ), the eigenvalue set of (A 11 ; B 11 ), and (A 22 ; B 22 ) are disjoint. The idea of the so called spectral division methods, or de ating subspace methods, is to decompose the matrix pencil into two of smaller size by rst separating two complementary de ating subspaces 2, 18, 4, 5] . When necessary, the same idea can be applied to one or two of the smaller matrix pencils, recursively. Such methods are attractive for that no re-grouping of eigenvalues is needed if the required eigenvalues are those of A 11 or A 22 and for that the algorithms can be easily implemented with level 3 blas, especially, in parallel computations. There are two kinds of spectral division methods known in the literature: one is based on the Newton iteration for the matrix sign function; another is based on Malyshev' s iteration for what we shall call the matrix disc function (cf. Section 3). The Newton iteration for computing the matrix sign function is rst introduced by Roberts 22] , and its version for matrix pencils, presented in 10], is de ned as:
A k+1 = (A k + BA ?1 k B)=2; A 0 = A: (2) The pencil sequence (A k ; B) of (2) (2) is shown globally convergent if A is nonsingular and its asymptotic convergence rate is quadratic. Denote by (A 1 ; B) the converged pencil. Then, N(A 1 +B), the nullspace of (A 1 + B), and N(A 1 ?B) are the de ating subspaces of (A; B) corresponding to the eigenvalues, respectively, in the left and right complex planes. To extract a de ating subspace from, say, A 1 +B we need to separate the range and nullspace of A 1 +B. Many e ective numerical algorithms for such task have been further developed in recent years, such as rank-revealing QR factorizations (RR-QRF) 7, 9, 13, 20, 21] , and rank-revealing URV 25] . Due to the inverse operation at each step, the Newton iteration is sensitive to perturbations and rounding errors in numerical computation when matrix A is poorly conditioned. There are inverse free iteration schemes for the matrix sign function, such as Newton-Schulz iteration 14], at the expense of loosing global convergence. For more details on numerical computation and high performance implementation of the Newton iteration, see, for example, 4, 5, 6, 8, 19] .
Malyshev presented an alternative scheme, see Figure 1 , for the spectral division 18]. Notice that there is no inverse involved in the iteration. We also note in passing that a singular pencil can be detected at the normalization step. The theoretical foundation of Malyshev's iteration is related to previous works of Godunov and Bulgakov, among others (see 11, 15, 16] and references therein). While the Newton iteration divides the spectrum along the imaginary axis, Malyshev's iteration divides the spectrum along the unit circle. In fact, these two approaches are dual with each other under Cayley transform if no eigenvalues lie on the imaginary axis or on the unit circle. Unlike the Newton iteration for matrix sign function, Malyshev's iteration does not apparently preserve both right and left de ating subspaces. However, Malyshev proves that (A k + B k ) are nonsingular and that P rin = lim k!1 (A k + B k ) ?1 B k ; and P rout = lim
are the spectral projectors into the respective right de ating subspaces of (A; B) corresponding to the eigenvalues inside and outside of the unit circle. The inverse operation is thus introduced at the step of computing the spectral projectors. Unfortunately, the stopping criterion used by Malyshev also involves matrix inverses. The drawbacks of Malyshev's algorithm are circumvented by Bai, Demmel and Gu 3]. Speci cally, they propose an e ective inverse-free stopping criterion using the Cholesky factors R k of successive matrix pencils (cf. Figure 1) : kR k ? R k?1 k 1 10 n kR k k 1 ; (4) where is the machine precision. Note that the Cholesky factors are readily available by the QR factorization in Malyshev's iteration. To avoid the inverse in computing spectral projectors, Bai, Demmel and Gu suggest applying the generalized QR factorization techniques to (A 1 + B 1 ) ?1 B 1 . We shall describe the pioneering works of 3, 18] in other aspects in later sections when related topics are discussed. In 10, 18, 22] , the solution of the algebraic Riccati equation 17] is concerned and in such case only the right de ating subspace is of interest. The idea of the de ating subspace methods is generalized in 3,5] to computing the block Schur decomposition of matrix pencils as shown in (1) . The approach is to have an additional Newton iteration (2) or Malyshev's iteration starting with (A h ; B h ) and then compute the left spectral projectors. As we indicated earlier, with one sequence of the Newton iteration, we can get both the right and left de ating subspaces with respect to the same division in the spectrum. Thus, the gap in arithmetic cost between the Newton iteration approach and the Malyshev iteration approach is not only in each iteration but also in the total number of iterations. In more details, each Newton iteration of (2) takes about O(6n 3 ) oating-point arithmetic operations ( ops); each Malyshev iteration as shown in Figure 1 uses about O(13:3n 3 ) ops. Moreover, the two-sided Malyshev iteration approach takes twice as many iterations as the one-sequence Newton iteration. An approach to compute the left spectral projectors without the left iteration is mentioned in 3] but it introduces the inverse of the converged Cholesky factor, which is possibly ill-conditioned.
In this paper we present a stable inverse-free block generalized Schur decomposition method based on one-sided subspace iteration and an accurate subspace extraction scheme. This method costs no more than the less stable one in 3] and reduces the arithmetic cost by half compared to its counterparts with two-sided iterations. Even in the case that only a right de ating subspace is of interest, our algorithm can be used, with relatively low extra cost, to obtain posterior estimates on the backward accuracy of a computed orthonormal basis for the desired subspace. The idea can be applied straightforwardly to the methods based on the Newton iteration for the matrix sign function. Our paper is organized as follows. In Section 3, we review the theory on block generalized Schur decompositions; our computational objects are block Schur decompositions, and our computational approach is more directly related to the theory underpinning the decompositions. In Section 3, we describe from a new perspective the algebraic preliminaries on Malyshev's iteration and characterize a family of Malyshev-like iterations, which we will call cs-ab iterations. It is hoped that our description of the essentials for the inverse free algorithms is more understandable. In Section 4, we introduce a primary version of our de ation method with one-sided iteration. In particular, we introduce a truly inverse-free scheme for obtaining both right and left deating subspaces, without resorting to (A 1 +B 1 ) ?1 B 1 or its approximation. In Section 5, we give a proof convergence of (A k ; B k ) without assuming either A k or B k be nonsingular. In Section 6, we provide a modi ed version of our algorithm, taking into account the numerical di culties in subspace extractions. In Section 7 we describe the initial inverse-free spectral transformations that allow spectral division methods to divide the spectrum in various ways. In Section 8, we present some of our numerical experiments, which have consistently shown that the numerical behaviors of our one-sided approach are about the same as the two-sided iteration approach in some cases, and superior to its two-sided counterparts in other cases. Our concluding remarks are in Section 9.
The following notation and conventions will be used throughout the paper unless stated otherwise. We will use k k to denote the matrix 2-norm. We will use matlab's colon notation for (sub)matrices and permuted matrices. By R(A) we denote the range of A; and N(A), the nullspace of A. We denote by a permutation matrix (or a unitary matrix) in a rank-revealing decomposition.
Block Schur decompositions
Our stable scheme to obtain both right and left de ating subspaces with one-sided iteration is based on the very idea of a direct construction proof for the generalized Schur decomposition of matrix pencils, see, for example, 26]. 
where Z is chosen so that Ze 1 = x=kxk, and Q is chosen so that Q h (Ax; Bx) = 11 11 0 0
In details, if Ax = Bx = 0, then Q can be any orthogonal matrix, particularly the identity matrix; if both Ax and Bx are nonzero, then Q can be a Householder re ection so that Qe 1 = Bx=kBxk = Ax=kAxk; otherwise, Qe 1 is proportional to the nonzero vector among Ax and Bx. By induction, there are unitary matrices Q n?1 and Z n?1 such that Q h n?1 A n?1 Z n?1 ; Q h n?1 B n?1 Z n?1 = (T n?1 ; S n?1 ). If Q n = Qdiag(1; Q n?1 ) and Z n = Zdiag(1; Z n?1 ) then Q h n AZ n ; Q h n BZ n has the requisite form.
The following should be noticed:
a) The proof presented here for the general Schur form recovers the Schur form when B is the identity matrix, I. Since Bx = x 6 = 0, we can always let Q = Z in the induction step and have, by induction, Q n = Z n .
b) The proof can be extended to the real Schur decomposition for a real matrix pencil e) The two matrices A and B in a matrix pencil are treated equally or symmetrically.
There are cases where it is necessary to write the eigenvalue problem in the crossproduct form Ax = Bx as suggested by Stewart 24] ; in other cases we use for convenience the traditional, asymmetrical de nition Ax = Bx.
Malyshev-like iterations
We introduce in this section basic algebraic properties of the Malyshev iteration and Malyshev-like iterations. A Malyshev-like iteration generates two matrix pencil sequences f(A k ; B k )g and f(C k ; S k )g from (A 0 ; B 0 ) = (A; B) by the following two rules:
The cs-ab equivalence rule
The squaring recurrence A k+1 = S k A k ; B k+1 = C k B k : (8) For convenience, we call such iterations cs-ab iterations hereafter. The Malyshev iteration, see gure 1, uses the QR factorization of (A t k ; B t k ) t to generate C k and S k , which are Q 22 and Q 21 , respectively, at each iteration step k. The two rules can be combined into a single matrix equation:
There are many interesting relationships between the two matrix pencil sequences, between the pencils in each sequence, and between the two matrices in a pencil. First, if B k in (7) are nonsingular, then (S k ; C k ) are equivalent to (A k ; B k ), for that
i.e., for each k, (S k ; C k ) has the same eigenvalues as (A k ; B k ). We may therefore expect a squaring of the eigenvalues of (A k ; B k ) in (A k+1 ; B k+1 ). Indeed, if A k x = B k x for some scalar and x 6 = 0, then we have, by the cs-ab equivalence rule (7) and the squaring recurrence (8),
In symmetric form, if A 0 x = B 0 x, then 2 k A k x = 2 k B k x, by induction. As k ! 1, 
The lemma is therefore proved for all k 1. In such case, B k can be interpreted as a weight factor for (B ?1 0 A 0 ) 2 k .
Besides the Malyshev iteration there are other procedures to generate two matrix sequences that satisfy (7) A
By induction, it is true for all k 0. Symmetrically, for the de ating subspace corresponding to the eigenvalues outside the unit circle, we have BX ex = AX ex ?, where the eigenvalues of ? are reciprocal to the exterior eigenvalues of (A; B) and hence are smaller than 1 in magnitude, and we have
The eigenvalues on the unit circle remain on the circle but do not converge as k ! 1, except at 1.
Assume that (A; B) has eigenvalues outside and inside the unit circle but has no eigenvalues on the unit circle and that (A k ; B k ) converges to a matrix pencil, denoted by (A 1 ; B 1 ) . Then, R(X in ) N(A 1 ) and R(X ex ) N(B 1 ). If (A t 1 ; B t 1 ) t is of full column rank, then R(X in ) = N(A 1 ) and R(X ex ) = N(B 1 ). In such case, X in or X ex can be obtained by separating the right range and nullspace of A 1 or B 1 , respectively. Similarly, one can get the left de ating subspaces with respect to the same spectrum division by another cs-ab iteration starting with (A h ; B h ). If both right and left de ating subspaces are required, the arithmetic cost would be doubled.
In Figure 2 we present our primary algorithm that applies the cs-ab iteration on one side only. The idea is as shown in the the proof for block Schur decompositions (see Section 2); we employ the cs-ab iteration on one side, extract the desired subspace, R(Z 1 ), by orthonormal rank-revealing techniques, and obtain a de ating subspace on the other side by a QR factorization of (AZ 1 ; BZ 1 ). The matrix pencil can thus be decoupled into two of smaller size. If (S 11 ; T 11 ) is desired to posses the exterior eigenvalues, A 1 in step 2 should be replaced by B 1 , and B 0 in step 3 should be replaced by A 0 . It is then easy to see that we can get, via one-sided cs-ab iterations, both the right and left de ating subspaces corresponding to, say, the interior eigenvalues. We will give modi cations of the primary algorithm in Section 6, taking into account the numerical di culties in subspace extractions.
Convergence analysis
Recall that the there are two necessary conditions for our algorithm (see Figure 2 ) to work.
First, (A k ; B k ) must converge, to a limit matrix pencil (A 1 ; B 1 ), and secondly, (A t 1 ; B t 1 ) t must be of full column rank. Within the framework of cs-ab iterations, Malyshev iteration is over ow free and guarantees global convergence with the assumptions that (A 0 ; B 0 ) is regular with respect to the unit circle 18], i.e., det(A ? B) 6 = 0 with j j = 1, and that (A 0 ; B 0 ) has eigenvalues on both sides of the unit circle. The regularity with respect to the unit circle implies the regularity; the iteration would be meaningless if all the eigenvalues lie on the same side of the unit circle. There should be no additional requirement that one of A 0 and B 0 be nonsingular; we have seen that if the sequence (A k ; B k ) converges, it converges to a pair of singular matrices, i.e., both A 1 and B 1 are singular. Notice that equations (9), (11) and (12) are based only on the cs-ab equivalence rule (7) and the squaring recurrence (8).
Since S k and C k are subblocks of a unitary matrix with Malyshev's iteration, kA k+1 k kA k k and kB k+1 k kB k k, and consequently, jA k j and jB k j are bounded from above. It is then easy to see that (kA k k; kB k k) converges as k ! 1, and all convergent subsequences of (A k ; B k ) must converge to the same limit, by the continuity of the 2-norm. According to Malyshev 18 
The matrix (A t 1 ; B t 1 ) t is therefore of full column rank and we have N(A 1 ) = R(X in ) and N(B 1 ) = R(X ex ). Moreover, we know from (11) and (12) that the farther the eigenvalues of (A 0 ; B 0 ) are away from the unit circle, the faster (A k ; B k ) converges.
The asymptotic convergence rate of (A t k ; B t k ) t can be described via the convergence rate of the Cholesky factor, which we also denote by R k . Among other M obius transformations there are those scaling the unit circle, shifting the circle center, and shifting and/or rotating the imaginary axis. It should be noted that the concept and approach of such inverse-free transformations on the initial matrix pencil can be applied to other algorithms for generalized eigenvalue problems. In this section we present some of our numerical experiments with three spectral division algorithms named individually by mm-inv, mm-gqr and m-abqr. Algorithm mm-inv uses two-sided Malyshev's iterations and involves inverse operations in subspace extraction; algorithm mm-gqr uses two-sided Malyshev's iteration and the generalized QR factorization scheme in subspace extraction as suggested in 3]; algorithm m-abqr uses only one-sided Malyshev's iteration and our subspace extraction scheme, which treats A 1 and B 1 equally without referring to (A 1 + B 1 ) ?1 , cf. Section 4 and Section 6.
The stopping criterion (4), by Bai, Demmel and Gu, is employed for all three algorithms. To measure and compare the backward accuracy of the algorithms, we evaluate the relative decoupling residual:
k(E 21 ; F 21 )k F =k(A; B)k F : (16) All the experiments were performed in matlab 4.2 on a sun sparc-20 workstation using ieee arithmetic and 2:2 10 ?16 .
We conducted two sets of experiments. The matrix pencils (A; B) in the rst set are 100 100 random matrices with entries independent and normally distributed within ?1; 1].
We test the algorithms for both the case of division along the imaginary axis and the case along the unit circle, cf. Section 7. Because of using the same stopping criterion, all the three algorithms require about the same number of iterations to compute the right de ating subspace. With two-sided iterations, the number of the right side iterations and the number of the left iterations are very close. The decoupling residuals with mm-gqr and m-abqr are about the same for both division cases, whereas the decoupling residuals by mm-inv are more sensitive to the condition number of (A 1 + B 1 ) with respect to inverse.
The second set of experiments consists of matrix pencils specially designed with known eigenvalue structures. We present our results on three examples used in 1, 3] . Since the examples are designed for computing the matrix sign function of A or (A; I), we carry out the experiments for the generalized matrix sign function on both the pencil (A; I) and the equivalent pencil (R; Q h ) where A = QR is a QR factorization. There are no noticeable di erences between the two options.
Following the notation in 3] we use (A) to denote the gap between the eigenvalues and the imaginary axis:
The bigger the gap (A) is, the faster (A k ; B k ) converges, cf. Section 5. To estimate the sensitivity of subspaces to perturbations in matrix pencils, we compute a lower bound of the quantity dif introduced by Stewart 23 and Q is an orthogonal matrix obtained from the QR factorization of a random matrix. Notice that A is a real Hamiltonian matrix and hence has eigenvalues symmetric to, but not on, the imaginary axis and symmetric to the real axis. This type of matrices arise in a linear-quadratic optimal control problem 1,17]. For this particular example, there are four eigenvalues in a neighborhood of 2 i. Table 1 lists the computed results with a few di erent values of . As ! 0 the eigenvalues at about 2 i approach two points i on the imaginary axis and the division along this axis becomes more di cult. Table 1 shows that all three algorithms behave about the same with the matrix in Example 1. A 12 is a k k random matrix (not necessarily symmetric), and Q is an orthogonal matrix obtained from the QR factorization of a random matrix. The matrix A 11 is a circulant matrix having the eigenvalues evenly distributed on a circle with center at 1? and radius . The eigenvalues of A are therefore on two circles symmetric to the imaginary axis, the left and right circles are in the left and right half planes, respectively, for 2 (0; 0:5), cf. Figure 3 . Table 2 lists two groups of experimental tests. In the rst group, we let ! 0:5 so that the two circles get closer to each other toward the imaginary axis. Both (A) and dif decrease at the same time. In the second group, we x at 0:45 and shift A so that (A) gets smaller and dif remains the same. Algorithm mm-abqr is better in both cases. Table 3 shows again the superior behavior of the one-sided algorithm to that of the two-sided algorithms.
Our experimental results con rm that the dominant factor for the number of iterations is (A) and that the decoupling residual depends on how well converged the last matrix pencil (A 1 ; B 1 ) (a premature stop of Malyshev's iteration would render a poor decoupling residual), and how accurately the de ating subspaces can be extracted from (A 1 ; B 1 ). In other words, the decoupling residual is a ected by (A), dif, and the methods used. In the rst set of experimental tests on random matrix pencils, the problems are well-conditioned in terms of (A) and dif, and all three algorithms behave well numerically. In the case that both (A) and dif are small, which we consider di cult, all three algorithms behave about the same in Example 1 but the one-sided algorithm performs better in Example 2. When (A) or dif is not too small and the other is small, the algorithm with one-sided iteration gives signi cantly better decoupling residuals, which seem a ected only by the milder one of the two conditions (A) and dif. We shall mention that we observed from our experiments that kE 21 k F and kF 21 k F by the two-sided algorithms are not well balanced.
Concluding remarks
We have presented a framework of spectral division algorithms for block generalized Schur decompositions (1) with one-sided subspace iteration and an accurate subspace extraction scheme. In the case of employing inverse free subspace iteration, such as Malyshev's iteration, there is no inverse re-introduced in the subspace extraction step. The theory on decoupling a matrix pencil into two of smaller size with one known or computed de ating subspace is long established, see, for example, Stewart and J-G. Sun 26] . The same technique is used by Van Dooren 27] for computing reducing subspaces of singular pencils. Our contributions to the inverse free methods are mainly in the following aspects: 1) we use the subspacepreserving theory and subspace extraction techniques on the matrix pencil sequence (A k ; B k ) instead of computing or resorting to approximate spectral projectors (A k + B k ) ?1 A k or (A k + B k ) ?1 B k , which involve inverse operations on possibly poorly-conditioned matrices;
2) we have removed the possible inconsistency with two-sided iteration methods 3] due to two independent iterations on (A 0 ; B 0 ) and (A h 0 ; B h
