Abstract
Introduction
Several approaches exploiting color information for detecting faces have been proposed [2] [4][3] [7] . Most of these start by determining the skin pixels which are then grouped using connected component analysis. Then, for each connected component the best fitting ellipse is computed (using geometric moments, for example). The skin components which verify certain shape and size constraints are selected as face candidates. Finally, features (such as eyes and mouth) are searched for inside each face candidate based on the observation that holes inside the face candidate are due to these features being different from skin color. Obviously, such approaches assume consistently reliable skin segmentation results, avoiding thus unconstrained and natural environments because of the sensitivity of the skin color to the illumination changes [5] . To handle natural environments, another category of methods totally ignores the color cue by only considering the gray scale information [1] [6] [3] [7] . To search for faces, these methods generally scan the images at different locations and resolutions, yielding in robust but computationally more expensive processing methods, especially with large-sized images.
In this work, we propose an approach which combines the advantages of both categories of methods to detect faces in natural and unconstrained environments. The idea consists of first preprocessing the images to find the potential skin regions, avoiding thus scanning the whole image when searching for faces. In contrast to the existing methods, we consider the fact that the skin detection step may produce unsatisfactory results or even fail. Consequently, the skin segmentation results will just indicate about the potential locations of faces but not about their sizes. Therefore, we apply an exhaustive search, using a new gray scale based approach, but only in and around the detected skin regions.
Previous Work
Among works using color for face detection is Hsu et al.'s system which consists of two major modules: 1) face localization for finding face candidates and 2) facial feature detection for verifying detected face candidates [4] . For finding the face candidates, the skin tone pixels are labeled using an elliptical skin model in the Y C b C r color space, after applying a lighting compensation technique. The detected skin tone pixels are iteratively segmented using local color variance into connected components which are then grouped into face candidates. Then, facial feature detection module constructs eye, mouth and face boundary maps to verify the face candidates. Good detection results have been reported on several test images. However, no comparative study has been made.
In [2] , another color based approach for face detection is proposed. It is based on a robust modeling of skin color in the NCC rgb space, which is used to extract the skinlike regions. After orientation normalization and based on verifying a set of criteria (face symmetry, presence of some facial features, variance of pixel intensities and connected component arrangement), only facial regions are selected. The system can detect faces of different sizes in complex backgrounds and can handle a certain range of illumination changes. However, the system is in use in an indoor envi- Several other approaches using color information for detecting and tracking faces and facial features in still images and video sequences have been proposed [3] [7] . Most of these methods, if not all, are strongly depending on the skin segmentation results. However, since skin color is sensitive to illumination changes (especially changes in the chromaticities), these methods can only deal with mild changes and constrained environments, failing thus to handle practical situations such as that shown in Fig. 1 
.(a).
Because of the sensitivity of skin color to illumination changes and other factors, a second category of methods for face detection relies only on gray scale information even when color images are available. Generally these methods scan the images at all possible locations and scales and then classify the sub-windows either as face or nonface, yielding in more robust but also computationally more expensive processing methods, especially with large-sized images. Among robust approaches based only on gray scale information is Viola and Jones's work [6] . The approach uses Haar-like features and AdaBoost as a fast training algorithm. AdaBoost is used to select the most prominent features among a large number of extracted features and construct a strong classifier from boosting a set of weak classifiers. With comparable efficiency to Viola and Jones's detector, another approach using a different set of discriminative features is proposed in [1] . The method consists of divining the facial images into small blocks from which Local Binary Patterns (LBP) features are extracted and concatenated into a single feature histogram efficiently representing the facial image. In such a representation, the texture of facial regions is encoded by the LBP while the shape of the face is recovered by the concatenation of different local histograms. Then, the LBP facial representations are used to train second degree polynomial Support Vector Machine (SVM) classifier. The reported experimental results on a subset from the MIT-CMU test images have showed that the proposed detector compares favorably against the comparative approaches.
Obviously the gray scale based methods do not exploit the advantages of color cue which are the computational efficiency and robustness against some geometric changes such as rotation and scaling when the scene is observed under a uniform illumination field. On the other hand, the color based methods, rely strongly on the color cue which is sensitive to illumination changes (especially changes in the chromaticity of the illuminant source which are difficult to cancel-out).
The Proposed Hybrid Approach
Consider the example shown in Fig 1.(a) . The image is taken in an outdoor environment. First, we applied the color based detector proposed in [2] . Because of illumination changes, the system failed to detect the face. Then, we applied the gray scale based approach presented in [1] and the results were two detections: the real face and a false positive. So, neither of the detectors was able to handle this single example. As an alternative, we propose a combined approach. First, we preprocess the image to detect the potential skin regions. For this purpose, we consider a skin modeling in the NCC rgb space which is one of the stateof-the-art approaches for skin modeling.
Skin Segmentation
For skin segmentation, we considered the range of skin chromaticities under varying illumination/camera calibra-tion conditions in NCC rgb space. The main properties of such choice are the robustness against changing intensity and also some relative tolerance toward varying illumination chromaticity [5] .
We first collected several images for different camera calibrations and illumination conditions. We then manually selected the skin areas in the collected images. Finally, we converted the RGB values of the selected skin into a chromaticity space. In NCC rgb space, only the intensity and two chromaticity coordinates are sufficient for specifying any color uniquely (because r + g + b = 1). We considered r − b coordinates to obtain both robustness against intensity variance and a good overlap of chromaticities of different skin colors. To define the skin model, we used two quadratic functions which determine the upper and lower bounds. Example of skin segmentation using our skin model is shown in Fig. 1.(b) .
After skin segmentation, we apply morphological operations, that is a majority operator and application of dilations followed by erosions until the image no longer changes, in order to eliminate isolated skin pixels and define a set of skin components.
Extracting LBP Features
Because of the sensitivity of skin appearance to wide illumination changes and to other factors such as camera specifications, the skin segmentation might be not very reliable. Therefore, we do not limit our strategy to only verifying the "faceness" of the detected skin components. We rather consider the surrounding neighborhood of the skin regions and perform an exhaustive search at different scales.
Let W and H denote the width and height of the bounding box corresponding to a given detected skin region. So, we define the search area as the rectangle of width K * W and height K * H, centered at the center of the given skin region. Example of rectangles defining the search area with K = 2 are shown in Fig. 1.(c) .
Once the search areas are defined, they are scanned at different locations and scales using a 19*19 sub-window. We consider a downsampling rate of d = 1.2 and moving scan of n = 2 pixels. At each iteration, we extract two vectors of LBP representations from the 19 * 19 sub-window.
In brief, LBP is a texture operator that labels the pixels of an image (or a region) by thresholding the 3 * 3 neighborhood of each pixel with the value of the center pixel and considers the results as a binary number. The 256-bin histogram of the labels can be used as descriptors. In [1] , it has been shown that such features are very discriminative and can be easily extracted.
Given the scanned 19 * 19 subwindow, we first extract an LBP feature vector from the whole 19*19 region and another feature vector from nine overlapping blocks of 10*10 pixels. The goal of these two feature vectors is to build a coarse-to-finer detection strategy. In the first level, LBP histograms extracted from the whole region can be used to filter the patterns and keep only the most probable face candidates. Then, a finer face representation, extracted from the nine blocks, can be used to select only the face patterns among these candidates.
Detection Scheme
After applying skin segmentation and determining the search regions (i.e. defining the value of K), our detection scheme starts by scanning these search regions using a 19 * 19 sub-window. As explained above, to determine whether the scanned 19 * 19 region is a face or not, we use a new two stage structure based on coarse-to-fine strategy. In the coarse stage, the LBP feature vector extracted from the whole region are used as inputs to a second degree polynomial SVM. The patterns which are not rejected by the first SVM classifier are then analyzed by the second (finer) SVM classifier whose inputs are extracted from the nine blocks inside the 19 * 19 region.
Experimental Analysis
To assess the performance of the proposed approach, we collected a set of training samples and trained the two SVMs using the corresponding LBP features. For the positive training samples, we collected a set of 1000 face patterns and enhanced the number of samples by artificially adding mirror and rotated images as in [1] . To collect nonface patterns, we used the "boostrap" strategy in several iterations.
First, we tested the obtained system on the image shown in Fig. 1.(a) . The result was one successful detection without any false alarm (false positive). Further, we considered a set of 103 test images containing 312 faces from different sources. Some test images are from the publicly available color face database UCFI 1 and some other images were collected from the WWW. Some detection results are shown in Fig. 2 . Though the skin segmentation results were not accurate because the images are from different sources and the illumination conditions are not controlled, the proposed approach is still able to detect most of the faces. The few detection errors are mainly due to occlusions and profile views.
We compared the performance of the proposed approach against two other systems: the color base face detector presented in [2] and the gray scale based one [1] . The detection performance as a function of K (which defines the size of the search regions surrounding the skin areas) are plotted in Fig. 3 . One can notice that for K = 2, the detection rate is 91.9% with only one false positive. So, the performance of the proposed approach is close to that of the gray scale detector with much less false detections. The reduction of false detections in our approach are due to the skin filtering.
Comparing the complexity and the speed of the three methods, the color based approach is obviously the simplest and the fastest. Such a system might be a suitable solution to some indoor applications. However, in unconstrained environments, it might be not useful. Although the gray scale approach yielded in the highest detection rate (at the price of more false detections), it is the most time-consuming method. In some large-sized images, the processing took several seconds. The speed of the proposed hybrid method depends on the amount of skin regions in the images. In average, it is ten times faster than the gray scale approach with relatively similar detection rates and much fewer false detections.
Conclusion
We presented a new face detection approach which considers the fact that color is a very powerful and useful cue for face detection but unfortunately it is also sensitive to changes in illumination and other factors which are easily encountered in unconstrained environments. The proposed approach consists of pre-processing the images with one of the state-of-the-art methods for skin modeling, and then performing an exhaustive search in and around the detected skin regions. The exhaustive search is performed using a new two-stage SVM based approach exploiting the discrimination power of the LBP features. The obtained results are interesting in the sense that the proposed approach inherits the speed from the color based methods and the efficiency from the gray scale based ones. Currently, we are investigating the use of color information to support the detection of partially occluded faces.
