Introduction
We investigate four versions of the well-known L(j, k)-labelling problem (Table 1) which originated from channel assignment in communication networks. The reader is referred to [1] for a survey and [11, 12, 15, 22, 23] for background information on this problem. In the present paper we concentrate on Hamming graphs, namely Cartesian products of complete graphs, and the case where (j, k) = (2, 0), (2, 1) or (1, 1) . In recent years considerable efforts have been made toward the L(j, k)-labelling problem for Hamming graphs; see [7, 9, 23] for related results and [24] for a short survey of related results. Due to close connection between Hamming graphs and coding theory, the results obtained in this paper can be easily interpreted in coding-theoretic language.
Let G = (V , E) be a graph and j ≥ k ≥ 0 integers. A mapping φ : V → {0, 1, 2, . . .} is an L(j, k)-labelling [8, 11] 
L(j, k)-labelling No-hole L(j, k)-labelling
Euclidean metric λ j,k λ j,k λ := λ 2,1 λ := λ 2,1
Cyclic metric σ j,k σ j,k σ := σ 2,1 σ := σ 2,1
where d G (u, v) is the distance in G between u and v. We will always assume w.l.o.g that min v∈V φ(v) = 0. Call φ(u) the label of u under φ, and sp(G; φ) = max v∈V φ(v) the span of φ. The λ j,k -number [8, 11] of G, denoted by λ j,k (G), is the minimum span over all L(j, k)-labellings of G. An L(j, k)-labelling φ is no-hole if {φ(v) : v ∈ V } is a set of consecutive integers. Define λ j,k (G) to be the minimum span over all no-hole L(j, k)-labellings of G if such a labelling exists and ∞ otherwise. In the literature λ(G) := λ 2,1 (G) is widely known as the λ-number [11] and an L(2, 0)-labelling is called a 2-distant colouring. Denote λ(G) := λ 2,1 (G).
The cyclic version of the L(j, k)-labelling problem was first studied in [13, 22] for (j, k) = (d, 0), (2, 1) respectively. An -cyclic L(j, k)-labelling of G is a mapping φ : V → Z such that
for u, v ∈ V , where |x − y| := min{|x − y|, − |x − y|} is the -cyclic distance. We may assume w.l.o.g that min v∈V φ(v) = 0. An -cyclic L(j, k)-labelling of G exists for sufficiently large . Define σ j,k (G) to be the minimum integer − 1 such that G admits an -cyclic L(j, k)-labelling. A cyclic L(j, k)-labelling φ is no-hole if {φ(v) : v ∈ V } is a set of consecutive integers. Let σ j,k (G) be the minimum − 1 such that G admits a no-hole -cyclic L(j, k)-labelling, and ∞ if no such a labelling exists. Denote σ (G) := σ 2,1 (G) and σ (G) := σ 2,1 (G). Note that σ (G) thus defined is one smaller than the σ -number defined in [13] . (It seems more convenient to define σ j,k (G) as above but not the minimum such that G admits an -cyclic L(j, k)-labelling.)
In general, it is hard to determine λ j,k , λ j,k , σ j,k and/or σ j,k even for small values of j and k. The reader may consult [2-7, 14,16-18,20,21] , respectively, for known results on λ and λ 2,0 . In this paper we focus on Hamming graphs H q 1 ,q 2 ,..., 
and in this case the following (i)-(iii) hold:
. Moreover, we construct explicitly an optimal labelling in each case except σ 2,0 (H(2, q)) with q ≥ 4; for this exceptional case we give a no-hole (2q
We conjecture that σ 2,0 (H(2, q)) is always equal to 2q + 1 for any integer q ≥ 4. We have proved this for q = 4, 5, 6, but the proof requires significant deviation and hence is not included in this paper. Theorem 1.1(a) together with the monotonicity of σ 2,0 (Lemma 2.8) implies the following corollary (similar result for λ 2,0 is obvious). The problem of determining the λ-number of an arbitrary Hamming graph seems to be a difficult task [9, 23] . In [23, Question 6.1(b)] it was asked whether λ(H q 1 ,q 2 ,...,q d ) = q 1 q 2 − 1 for any q 1 ≥ q 2 ≥ · · · ≥ q d (≥ 2) not all equal to 2. Theorem 1.3 gives a partial solution to this problem. Let n = n(q 2 , q 3 , . . . , q d ) be the largest integer such that q 2 = q n , and
The square G 2 of a graph G is defined to have the same vertex set as G such that two vertices are adjacent if and only if their distance in G is at most two. 
and we give a labelling of H q 1 ,q 2 which is optimal for the eight invariants simultaneously. Theorem 1.3 implies, and is equivalent to, the following ''sandwich theorem''. All results above can be translated into coding-theoretic language due to close connections between Hamming graphs and coding theory.
The rest of this paper is organized as follows. In the next section we list preliminary results that will be used in subsequent discussions. In Section 3 we prove Theorem 1.1 and Corollary 1.2 and construct the corresponding optimal labellings. In Section 4 we prove Theorem 1.3 and Corollary 1.5. The paper concludes with remarks and an open problem related to these results.
Preliminaries
Let G c denote the complement of G. The equivalence of the second and the third statements in the following lemma is known in [18] , and that of the third and the fourth statements is given in [10] . Other equivalences can be easily established and hence we omit their proofs.
Lemma 2.1. Let G be a graph with n vertices. Then, G admits a no-hole L(
Similarly, one can prove the following lemma (the equivalence of the last two statements was proved in [13, Theorem 2.2]).
Lemma 2.2. Let G be a graph with n vertices. Then, G admits a no-hole cyclic L(
By Lemma 2.1, if G c contains a Hamiltonian path, then λ(G), λ 2,0 (G) are finite and moreover λ( (6) and G c is Hamiltonian in (7):
Lemma 2.4. Let G be a graph with n vertices. Then the following inequalities hold, where we assume that G c contains a Hamiltonian path in
Hence we have the following results immediately (that λ(G) = σ (G) = n − 1 was proved in [13, Theorem 3.1]).
Lemma 2.5. Let G be a graph with order n and diameter 2.
The following result will be used in the proof of Lemma 2.7. Since we have been unable to locate it in the literature, we include its proof for completeness of this paper. 
Thus, the statements in Theorems 1.1 and 1.3 about the existence of the four types of labellings have been established.
A graphical invariant η is monotonically increasing (see e.g. [25] ) if η(G) ≤ η(H) whenever G is a subgraph of H. The following observation is obvious. 
the labels of any two vertices in the same K q 1 -copy must differ by at least 2 with respect to the cyclic metric. Thus,
Lemma 3.1 proves part (a) of Theorem 1.1. As we will see in the following the labelling φ defined in (8) induces an optimal cyclic L(2, 0)-labelling for any subgraph G of H q 1 ,q 2 ,...,q d containing K q 1 . G is a subgraph of H q 1 ,q 2 ,. ..,q d containing a copy of K q 1 . Since σ 2,0 is monotonically increasing by Lemma 2.8, using Lemma 3.1 we have 2q 1 
Proof of Corollary 1.2. Suppose
Proof. The second inequality follows from (5). For any no-hole L(2, 0)-labelling of H q 1 ,q 2 ,...,q d , choose a vertex u of label 1 and a K q 1 -copy containing u. Then the labels of any two vertices in this K q 1 -copy must differ by at least 2. Thus, the maximum label used is at least 2q 1 − 1 and so λ 2,0 (H q 1 ,q 2 ,...,q d ) ≥ 2q 1 − 1.
That σ 2,0 (H q 1 ,q 2 ,...,q d ) ≥ 2q 1 − 1 (which is implied by (9) can be also obtained from Lemma 3.1 and the fact that 
for 0 ≤ i t ≤ q t − 1 and 1 ≤ t ≤ d. Let u and v be two adjacent vertices of H q 1 ,q 2 ,...,q d , and suppose that they differ at the kth position only. Let i k = j k be the k th coordinates of u and v, respectively. If 
Proof. Recall that H(2, q)
has vertex set Z q × Z q . We think of H(2, q) as a drawing on the plane in the usual way, so we can talk about its rows and columns: the (i + 1)th row consists of those vertices with the first coordinate i, and the (j + 1)th column consists of vertices with the second coordinate j, for 0 ≤ i, j ≤ q − 1. The vertices in the same row/column induce a complete subgraph K q of H(2, q), and hence they must receive labels with mutual difference at least 2 under any L(2, 0)-labelling.
Let us prove first that λ 2,0 (H(2, q)) ≥ 2q. Suppose otherwise. Then λ 2,0 (H(2, q)) = 2q −1 by Lemma 3.2, and H(2, q) has a no-hole L(2, 0)-labelling φ with span 2q − 1. Since φ is no-hole, 2q − 2 must appear in some row of H(2, q), say, row R, and hence both 2q−3 and 2q−1 do not appear in R. Since {0, 2, . . . , 2q−2} is the unique q-subset of [0, 2q−2] of which any two members differ by at least 2, the vertices in R must receive labels 0, 2, 4, . . . , 2q − 2. Also, 1 must appear in some column of H(2, q), say, column C . This implies that both 0 and 2 do not appear in column C . Again, since {1, 3, . . . , 2q −1} is the unique q-subset of [1, 2q − 1] of which any two members differ by at least 2, the labels used in column C are 1, 3, 5, . . . , 2q − 1. Since d = 2, there is a unique common vertex of row R and column C . From the discussion above this vertex must be labelled by an odd integer, as well as an even integer. This is a contradiction and hence we have λ 2,0 (H(2, q)) ≥ 2q.
It remains to prove that 2q is an upper bound for λ 2,0 (H(2, q)). Define
Under this labelling φ, the vertices in the first row are labelled 4, 6, 8, . . . , 2q−2, 2q, 0, and hence the mutual differences of these labels are at least 2. Similarly, the labels of the vertices in the second row are 6, 8, 10, . . . , 2q, 0, 2, which differ pairwise by at least 2. The vertices in the last and second last columns receive labels 0, 2, 5, . . . , 2q − 5, 2q − 3, 2q − 1 and 2q, 0, 3, . . . , 2q − 7, 2q − 5, 2q − 3, respectively, and hence they satisfy the 2-distant condition as well. For all other vertices (i, j), where 2 ≤ i ≤ q − 1 and 0 ≤ j ≤ q − 3, we have φ(i, j) = (2i + 2j + 4) mod (2q + 1), and hence two such vertices in the same row or column receive labels with difference at least 2. Thus, φ is an L(2, 0)-labelling of H (2, q) . Since q ≥ 3, φ(q − 1, j) = 2j + 1, which takes values 1, 3, 5, . . . , 2q − 1 when j runs from 0 to q − 1. Also, φ(i, 0) = 2i + 4 = 4, 6, . . . , 2q when i runs from 0 to q − 2. In addition, φ(0, q − 1) = 0 and φ(1, q − 1) = 2 by definition. So φ is a no-hole L(2, 0)-labelling with span 2q, and the proof is complete. Proof. From (5) and Lemma 3.6 it follows that σ 2,0 (H (2, q) ) ≥ 2q. (This can be proved also by using the method in the first paragraph of the proof of Lemma 3.5.)
We first prove σ 2,0 (H(2, 3)) = 8. Suppose otherwise. Then since σ 2,0 (H(2, 3)) ≥ 6, H(2, 3) admits a no-hole -cyclic L(2, 0)-labelling φ, for = 7 or 8. Since H(2, 3) has 9 vertices, there is at least one label a ∈ Z which is used twice by φ.
By adding − a to every label (mod ), we may assume w.l.o.g that a = 0. The two vertices labelled 0 must be in different row and different column, and by permuting rows and columns when necessary we may assume φ(0, 0) = φ(1, 1) = 0. Then neither 1 nor − 1 can appear in the first two rows or the first two columns. Thus, (2, 2) is the only position for both 1 and − 1. This contradiction shows that σ 2,0 (H (2, 3) ) ≥ 8. On the other hand, one can easily find a no-hole 9-cyclic L(2, 0)-labelling for H (2, 3) . Hence σ 2,0 (H(2, 3)) = 8.
Let q ≥ 4 and define φ in the same way as in (14) except φ(q − 2, 0) = 2q + 1. Similar to the proof of Lemma 3.6, one can verify that φ is a no-hole (2q
Part (b)(iii) of Theorem 1.1 follows from (5) and Lemmas 3.6 and 3.7, and this completes the proof of Theorem 1.1.
Note that the labellings (11)-(13) for H(d, q) (d ≥ 3) do not work for H(2, q) , and the labelling (14) for H(2, q) does not  apply to H(d, q) (d ≥ 3) .
Proofs of
Since H q 1 ,q 2 is a subgraph of H q 1 ,q 2 ,...,q d with diameter 2, its vertices must receive distinct labels in any no-hole cyclic
The following lemma is crucial for the proof of Theorem 1.3.
Moreover, any optimal no-hole cyclic L(2, 1)-labelling of H q 1 ,q 2 ,...,q d is optimal for λ, λ, σ , σ , λ 1,1 , λ 1,1 , σ 1,1 and σ 1,1 simultaneously. Furthermore, χ (H (4) and (6) we have λ (H q 1 ,q 2 
Thus, since σ ≤ q 1 q 2 − 1 by our assumption, we must have λ = λ = σ = q 1 q 2 − 1. (Here and in the rest of the proof parameters refer to that of H q 1 ,q 2 ,...,q d unless specified otherwise.) Combining this with (2) and (7) we
It is clear that any (cyclic, no-hole, no-hole cyclic) L(2, 1)-labelling is also an L(1, 1)-labelling of the same type. Thus, since H q 1 ,q 2 ,...,q d admits no-hole L(2, 1)-and no-hole cyclic L(2, 1)-labellings by Lemma 2.7, it also admits L(1, 1)-labellings of the same types. Moreover, λ 1,1 ≤ λ, λ 1,1 ≤ λ, σ 1,1 ≤ σ , σ 1,1 ≤ σ , and the right-hand sides of these inequalities are all equal to q 1 q 2 − 1 as shown above. Similar to (2) and (7), one can see that λ 1,1 ≤ σ 1,1 ≤ σ 1,1 ≤ σ = q 1 q 2 − 1. However, under any L(1, 1)-labelling the vertices in H q 1 ,q 2 must all receive distinct labels. Thus, q 1 q 2 − 1 ≤ λ 1,1 and consequently λ 1,1 = σ 1,1 = σ 1,1 = q 1 q 2 − 1. Similar to (6) and (4), we have λ 1,1 ≤ λ 1,1 ≤ σ 1,1 and this forces λ 1,1 = q 1 q 2 − 1. Clearly,
From the arguments above one can see that any optimal no-hole cyclic L(2, 1)-labelling of H q 1 ,q 2 ,...,q d is also optimal for the eight spans and χ (H N(q 2 , q 3 , . . . , q d ). We will define such a labelling recursively as follows. Denote by i 2 
Define a linear order ≺ on the set of all K q 1 -copies of H q 1 ,q 2 ,...,q d by:
Under this order, the first K q 1 -copy is 0, 0, . . . , 0 and the last copy is q 2 − 1, 
From (15), any two vertices in this K q 1 -copy receive labels that differ by at least 2 under the q 1 q 2 -cyclic metric. Moreover, , i 2 , i 3 , . . . , i d ) is a previously labelled vertex adjacent to (0, i 2 , i 3 , . . . , i d ) . Then, they only differ at one coordinate, say 0 ≤ i j < i j for some j ≥ 2. In this case,
The only possibilities for a violation are when i j = i j − 1, or i j = 0 with i j = q j − 1 = q 2 − 1. There are at most d − 1 possibilities for the former case and at most n − 1 possibilities for the latter. Hence there are at most i 2 , i 3 , . . . , i d ) . Then, they only differ at exactly two coordinates, say i j < i j and i k = i k for some 1 
The fact that the label for x is proper then implies that the label for x is proper. This completes the proof of the theorem.
Proof of Corollary 1.5. Suppose q 1 ≥ N(q 2 , q 3 , . . . , q d ) and G is a subgraph of H q 1 ,q 2 ,...,q d containing H q 1 ,q 2 . Since by Lemma 2.8 the invariants η = λ, σ , λ 1,1 , σ 1,1 are all monotonically increasing, using Theorem 1.3 and Corollary 1.4 we obtain q 1 q 2 − 1 = η(H q 1 ,q 2 ) ≤ η(G) ≤ η(H q 1 ,q 2 ,...,q d ) = q 1 q 2 − 1 and hence η(G) = q 1 q 2 − 1 for η = λ, σ , λ 1,1 , σ 1,1 .
Since H q 1 ,q 2 is a diameter-two subgraph of H q 1 ,q 2 ,...,q d , for (j, k) = (2, 1), (1, 1) and any optimal no-hole (cyclic) L(j, k)-labelling φ of H q 1 ,q 2 ,...,q d (which has span q 1 q 2 − 1), all labels must be present in H q 1 ,q 2 ⊆ G and hence φ| G is a no-hole (cyclic) L(j, k)-labelling of G. Thus, η(G) ≤ η(H q 1 ,q 2 ,...,q d ) = q 1 q 2 − 1 for η = λ, σ , λ 1,1 , σ 1,1 . Similarly, η(H q 1 ,q 2 ) ≤ η(G) since H q 1 ,q 2 is a subgraph of G. Now that η(H q 1 ,q 2 ) = q 1 q 2 − 1 by Corollary 1.4, it follows that η(G) = q 1 q 2 − 1 for η = λ, σ , λ 1,1 , σ 1,1 . The truth of χ (G 2 ) = q 1 q 2 follows from χ (H . From the arguments above one can see that, for any optimal labelling φ guaranteed in Theorem 1.3, φ| G is optimal for λ(G), λ(G), σ (G), σ (G), λ 1,1 (G), λ 1,1 (G), σ 1,1 (G), σ 1,1 (G) and χ (G 2 ) simultaneously.
Remarks
Since H q 1 ,q 2 ,...,q d has degree d t=1 (q t − 1), a necessary condition for λ(H q 1 ,q 2 ,...,q d ) = q 1 q 2 − 1 is d t=1 q t ≤ q 1 q 2 + d − 2. However, this condition is not sufficient since, for example, λ(H 3,2,2 ) = λ(C 3 C 4 ) = 8 [19] . Rewriting this necessary condition, the following question arises naturally from Theorem 1.3. 
