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Neste trabalho, discutimos a expansão de funções no espaço de Hilbert % = L2 (R )
através da família { v|/mn }m>ne z com
v ( x) = a o_m/2 v (a 0_mx -  nb0), m ,n e  Z
'y
onde a o > l ,b o > O e v i /e L  (R ) é uma wavelet, ou seja, expansões a partir de funções v|/mn, não
necessariamente ortogonais, geradas por uma única função \\i, através de operações de 
translações e dilatações. Mostramos que se o conjunto { \\)mn }mjn e z gera uma frame, então, 
para todo f  em L2 ( R ) , existe uma expansão da forma
f =  Z  (f> m ,„ )M y n, f =  Z
m ,neZ  m ,neZ  \ I
com ^ mn = (T * T )_1\);m n, onde T é um operador de X  em í!2(Z 2) dado por 
T f = ((f,ij/m n ) . São determinadas condições sobre a função \\j e sobre as constantes a0 e b0
' '  ’ '> m,n
tais que { \\fmA }mjI1 e z constitui uma frame de wavelets em L (R ).
vi
Abstract
In this work, we discuss expansions o f functions in the Hilbert space X  = L2 (R ) in terms of 
the family { i|/m,n }m,ne z with
MVn(x) = a o~m/2 M<a o”mx -  nb0), m ,n € Z
with ao > 1, b0 > 0 and \\i e  L (R ) is a wavelet, in other words, expansions from on functions 
ij/mn , are not necessarily orthogonal, generated from on function vy,.by translations and 
dilations. We show that if  the set { vj/m>n }m n e z constitute a frame, then, for all f  in L2 ( R ) , 
there is a expansion o f the way.
f =  Z  f =  Z  f . % ) %
m,n6Z m,neZ \ I
with ¥ mn ~ (T * T )_1vj;m n, where T is the operator from % to l 2 (Z 2) defined by 
Tf = (\f,H/m n) . There are determined conditions about a function ij/ and the constants ao
’ / ; m,n
and b0 such that { v|/m n }m n g z constitute a frame of wavelets in L2 (R).
1Introdução
Recentemente, famílias de funções vj/a,b
V a ,b (x )  =  Ia ! 1/2 5 d, ( )  | | a ,b  e R ,  a ^  0 (1 )
geradas a partir de uma única função y , através de operações de translação e dilatação, têm se 
tomado bastante útil em muitos campos da Matemática pura e aplicada. Seguindo Grossmann e 
Morlet ([8]), chamamos tais famílias de “wavelets” . Na literatura, muitas vezes, encontramos a 
denominação wavelet para a função vj; ([2] e [5]). Técnicas baseadas no uso de translações e 
dilatações certamente não são novas. Podem ser encontradas no trabalho de A.Calderón, em 
Mecânica Estatística e Teoria Quântica, no estudo de operadores integrais singulares ([3]). 
Independente dessas disciplinas, a introdução de famílias especiais de wavelets tem levado a 
novos e interessantes resultados. Além disso, wavelets são usadas em muitas outras aplicações, 
como por exemplo, na análise e reconstrução de sinais ([6]).
Dependendo do tipo de aplicação, diferentes famílias de wavelets podem ser escolhidas. 
Podemos tomar vj/ab, com parâmetros a e b variando continuamente em R *  x R
(onde R *=R \{0}). A partir da família {vj/a,b}, podemos definir uma aplicação
W: L2 (R ) -> L2 ( R *x R , a'2 da db)
chamada Transformada Wavelet, da seguinte forma
Se v|/ satisfaz a condição de admissibilidade:
< 00 (3)
2A
onde l|/ é a transformada de Fourier de \\í , então W é uma isometria (a menos de uma constante).
Em outras aplicações, podemos restringir os valores de a e b, a valores discretos. Neste 
caso, fixamos uma dilatação ao > 1 e uma translação b0 > 0 e consideramos a seguinte família de 
wavelets:
MVn(x) = a o-m/2 MXao"mx - n b 0), m ,n e Z  (4)
Isto corresponde à escolha de a = acm e b = nb0aQm, m,n eZ  em (1). A “Transformada Wavelet 
Discreta” está associada com as wavelets vj/m n e leva L (R ) em seqüências indexadas em Z 
= Z x Z :
W f = ((f,M V n)) f€L2 (R ). (5)
' '  / / m ,neZ
'y
O principal objetivo desta dissertação é discutir a expansão de funções em L (R ), em
relação a família de wavelets { vj/mn }m n e z (em geral, não ortogonal), com v|/m n definida em (4). 
Isto será feito seguindo as linhas das referências [4] e [5],
Esta dissertação, dividida em 3 capítulos, está organizada da seguinte forma:
p
No capítulo 1, enunciamos alguns conceitos e resultados sobre espaços L , transformada de
'y
Fourier em L (R ), e transformações lineares que serão utilizados no decorrer deste texto e que
possibilitam uma melhor compreensão deste trabalho. A maior parte desses resultados se 
encontram nas referências [1], [10] e [13],
No capítulo 2, apresentamos resultados sobre o estudo das frames em espaços de Hilbert K
em geral, onde discutimos vários aspectos da expansão não ortogonal. O problema é representar 
qualquer f  e K  por uma soma do tipo
f=
onde os (pj e  M, Vj. Esta representação é obviamente verdadeira se os (p, formam uma base 
ortonormal em %. No entanto, também pode valer em situações onde os cpj não são mutuamente 
ortogonais, mas constituem uma frame em M. Mostramos, que se o conjunto { cpj }J€j em Jt,
3( J enumerável), constitui uma frame, isto é ,  se existem constantes A>0 e B< qo tais que
2 < B | | f [ | \  f e %  (6)
jeJ
então, existe uma expansão para qualquer f e H , d a  forma
com
cpj = (T * T) !(pj, onde T é o operador de K  em Ü2(J), definido por Tf = |^f,(pj^j , j e  J . 
Para algumas frames especiais (frames tight), obtemos uma expansão mais simplificada
f  = A - 1Z (f> j)< P j, f e M ,  (8)
j
expansão esta muito semelhante à ortonormal, só que, em geral, as cp,, je J ,  formam um conjunto 
não ortogonal.
No capítulo 3, partimos de uma função v\i e  L2 (R ) satisfazendo a condição de
admissibilidade (3) e determinamos condições sobre a função \\i e sobre as constantes ao e b0 tais 
que o conjunto { MVn }m,ne z com
v ( x) = a o_m/2 V|<a<f mx -  nb0), m ,n e  Z 
onde ao > 1 e b0 ± 0, constitua uma frame em L2 (R).Também construímos exemplos explícitos 
de frames (frames tight). Inicialmente trabalhamos com funções v|/, cuja transformada de
A
Fourier, \j/, tem suporte compacto e depois determinamos condições mais gerais sobre \\i que 
leva à uma frame de wavelets. Os resultados obtidos nos capítulos 2 e 3 se baseiam 
principalmente nas referências [4], [5] e [6],
4Capítulo 1 
Preliminares
Neste capítulo, apresentamos alguns conceitos e resultados fundamentais que possibilitam 
a compreensão deste trabalho. As demonstrações foram omitidas, porém, indicamos após cada 
resultado a referência onde podem ser encontradas. A maior parte dos resultados sobre espaços 
Lp , transformada de Fourier e transformações lineares se encontram, respectivamente, nas 
referências [10], [13] e [1],
1.1 Os Espaços Lp
Definição. Seja p um número real, tal que 1 < p < oo. Representamos por Lp (a, b), a classe de 
todas as funções f: (a, b) —> (C, mensuráveis tais que
onde 1 < p < oo.
Observação. Se em lugar do intervalo aberto (a, b), tivermos um conjunto mensurável X, de 
medida não nula (podendo ser um conjunto não limitado), a definição de espaços Lp (X) é feita 
de maneira inteiramente análoga a que fazemos no caso Lp (a, b). Assim, quando não houver 
necessidade de se fazer referências ao conjunto X, onde as funções estão definidas, 
escreveremos simplesmente Lp em lugar de Lp (X).
a
5pd x =  0 ( f = g  em quase toda
| | f | | p = |f(x)[p dx
l/p
, 1 <  p  <  00
A norma acima é chamada de Lp - norma.
Definição. Se p e q são números reais positivos tal que p + q = p q ou, equivalentemente
então p e q são chamados expoentes conjugados. Um caso importante ocorre quando p = q = 2.
1.1.1 Proposição. (Desigualdade de Hõlder). Se p e q são expoentes conjugados, 1 < p < oo e se
Demonstração: (Ver por exemplo [10])
Sendo Lp um espaço vetorial normado podemos introduzir em Lp uma métrica, definindo a 
distância entre duas funções f  e g de Lp por || f  - g || p. Com isso Lp toma-se um espaço métrico e, 
deste modo, tem sentido falar em convergência de uma seqüência (f  k) de funções de Lp . 
Explicitamente, uma seqüência ( fk) de funções de Lp converge para uma função feLP se
f  € Lp e g e  Lq, então fg e  L 1 e tem-se a desigualdade
l l f g l l l  *  ll f l lp  Ifgllq (1.1.1)
l im | | fk - f | | p =  0
k-»oo
Este tipo de convergência é conhecido como convergência na Lp -norma ou convergência 
forte em Lp .
6Se (fk ) é uma seqüência de funções em Lp (X) que converge fortemente para uma função 
f  e Lp (X), onde 1 < p < oo, então (fk ) satisfaz as seguintes condições:
i) Para toda função g e Lq (X) tem-se
Definição: Dizemos que a seqüência (fk ) converge fracamente para f  e  Lp se (4  ) satisfaz a 
condição (i) acima.
1.1.2 Teorema. (Riesz-Fischer) Se (fk) é uma seqüência de Cauchy em Lp , então fk é 
convergente em Lp .
Demonstração: (Ver por exemplo [10])
Um espaço métrico é dito completo quando toda seqüência de Cauchy nesse espaço for 
convergente. Um espaço vetorial normado que é completo relativamente à métrica induzida pela 
norma, chama-se espaço de Banach. Portanto, o teorema 1.1.2 nos diz que Lp é um espaço de 
Banach.
Num espaço vetorial V, com produto interno, pode-se definir uma norma mediante a fórmula
Um espaço vetorial normado V, denomina-se espaço de Hilbert se V é um espaço de Banach e 
está definido em V um produto interno tal que a norma de V é obtida mediante a fórmula (1.1.2).
lim
k-»oo
f k ( x) g ( x) d x =  I f(x)g(x)dx  
“'x
ii) lim ||fk || = ||f||
I r __ P
(1.1.2)
Uma conseqüência disto é que
||f|| = sup |(f,g)| = sup |(f,g)| f ,g  € %
gjgl!^ |g||=l
Dizemos que K  é um espaço separável se ele contém um subconjunto denso e numerável. No 
que segue, estamos considerando M  como sendo um espaço separável.




Portanto em L (R ) pode ser usada toda a teoria concernente aos espaços de Hilbert.
Em L2 (R ) a desigualdade de Holder (1.1.1) é conhecida como desigualdade de Schwarz e é
dada por
llfglíl S llflh llglb, f . g s L 2 (R ) (1.1,3)
O espaço de todas as seqüências de quadrado somável indexadas em Z, Í2(Z) ,  também é um 
espaço de Hilbert. Neste caso, para c = ( c n ) neZ e d = ( dn ) n6 z e  f 2(Z ) ,
(c,d) = Z c „ d n
n
Num espaço de Hilbert K,  um conjunto de vetores {cp j }jeJ, (J enumerável ou finito) é dito
um conjunto ortonorm al se
/ \ Í 1 se j=k
\<P j><Pk) =  8 jk  =  ( 1 - 1 .4 )
10 se j^k
Dizemos que {(p j  } j e J  é um conjunto ortonorm al completo (base ortonorm al) se a condição 
(1.1.4) é satisfeita e se
<f, cp j > = 0, V je J f = 0  (1.1.5)
8Se {cpj }jejé  um conjunto ortonormal completo em %,  então para qualquer f e l ,  temos
f =
jeJ




A série (1.1.6) e o coeficiente ( f, cpj ) são chamados, respectivamente, série de Fourier e 
coeficiente de Fourier de f. A equação (1.1.7) é chamada identidade de Parseval.
O conjunto ,n e  Z
caso, a equação (1.1.7) toma-se
• constitui um conjunto ortonormal completo em L2 (0, 2%). Neste
f If(x)|2 dx = i l f e f(x)dx fe  L2(0, 2 t i ) .
Dizemos que {cpj} e {(j)j} de elementos de um espaço de Hilbert %, formam um conjunto 
biortogonal normalizado, se
<<Pj, <l>k> = 0 j * k  e (cpj, (t)j> = 1.
Este conjunto biortogonal é dito completo se cada um dos conjuntos {(pj} e é completo em
j{ . Então, para qualquer f  em X , temos a expansão biortogonal
j=i j=i 
válido quando a série no segundo membro converge.
1.1.3 Teorema. (Teorema da Convergência Dominada) Suponhamos que (fn ) é uma seqüência 
de funções complexas mensuráveis em X tal que
f(x )=  lim fn(x)
n-»oo
existe para todo x e  X. Se existe uma função g e L 1 (X) tal que
|f n(x)| < g(x),
então f  e L 1 (X),
9j  fn (x)dx = je lim I fn (x)dx = |  f(x)dx
n_>co J x
Demonstração: (Ver por exemplo [13])
1.1.4 Teorema. Seja (fn ) uma seqüência de funções complexas mensuráveis definidas em X tal 
que
Z  I ifn(x)idx <°°-
n=l * x
Então a série f(x ) = X f n(x) converge para quase todo x e X . f e L 1 (X) e
n = l
I f ( x ) d x = £  I fn (x)dx
W x  n = l " x
Demonstração: (Ver por exemplo [13])
1.2 A Transformada de Fourier
Definição. Seja f  e  L1 (R ). A transformada de Fourier f  é definida por
f ©  = ^ =  I e - iÇxf(x)dx (1.2 .1)
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1.2.1 Teorema. Seja f e L 1 (R ). Então a transformada de Fourier f  satisfaz:
A
(i) f  é uniformemente contínua em R ;
A
(ii)|f(£)|  >0 quando |£]—»°°-
Demonstração:(Ver por exemplo [11])
Definição. Sejam f,g e  L 1 (R). A convolução de f  e g, f  * g, definida em quase toda parte é dada 
por
f(f*g )(x ) = I f(x -y )g (y )d y  
Note que f  * g e L 1 (R ), já  que
r fto
d y | g ( y ) l  J  I
-W ^00
f* g |ii<  I |g( )| I |f ( x -y ) |d x  < Uf^ jlgUj
1.2.2 Teorema. Sejam f, g e  L1 (R ). Então
A A
( f* g )" ©  = V 2Í f © .g ©
Demonstração: (Ver por exemplo [13])
Seja
1 -x2
£ a ( x )  —  0  I—  e  4 a  5a  )  0  ( 1 - 2 .2 )2y/na
a família das funções gaussianas. 
Temos o seguinte resultado.
11
1.2.3 Teorem a. Seja f  e  L 1 (R.). Então
Lim ( f * g a )(x) = f(x)
a —>0+
em todos os pontos onde f  é contínua.
Demonstração: (Ver por exemplo [2])
A
1.2.4 Teorem a da Inversão. Se f  e L 1 (R ) e f e  L ^ R ) e se
g (x) = ^ =  J  eixÇf © d 5  , x e R  ( 1.2 .3 )
então ge  C0-  espaço das funções contínuas -  f(x) = g(x) em quase toda parte.
Demonstração: (Ver por exemplo [13] )
Como L2 (R ) não é um subconjunto de L1 (R ) , a definição de transformada de Fourier 
dada pela fórmula (1.2.1) não é diretamente aplicável a toda f  e L2 ( R ) . A definição aplica-se,
A
porém, se f  e  L 1 (R ) n  L2 (R ) e então f  e L2 (R).
O seguinte resultado estende a noção de transformada de Fourier para funções em L2 (R).
A
1.2.5 Teorem a. Seja f  e  L1 (R ) n  L2 (R ). Então f e  L2 (R ) e
llflb =  l|f||2 (1.2.4)
Demonstração: (Ver por exemplo [11])
Como L 1 (R ) n  L2 (R ) é denso em L2 (R ) a isometria de L1 (R ) n  L2 (R ) em L2 (R ) dada 
em (1.2.4) extende à uma isometria de L2 (R ) em L2 (R ) e esta extensão define a transformada 
de Fourier (às vezes chamada de transformada de Plancherel) para toda f  e  L2 (R ).
12
1.2.6 Teorema. Para cada f  e  L (R ), podemos associar uma função f  € L (R ) tal que as 
seguintes propriedades valem:
A
(i) Se f  e  L 1 (R ) n  L2 (R ), então f  é a transformada de Fourier de f.
A
(ii) Para toda f  € L2 (R ), 11 f  112 =  11 f  112 (Identidade de Parseval)
A
(iii) A aplicação f  —> f  é um isomorfismo do espaço de Hilbert L2 (R ) em L2 (R).
A
(iv) As seguintes relações simétricas existem entre f  e f : Se
<Pa ( 0  = j*Ae ' 1^  f(x)dx e vj/A (x) = -j==  elx^  f(Ç)dÇ,
então
A
||íPa — f |b ------ ^  e IIVA_ f|l------ ^0 quando A - > 00.
Demonstração: (Ver por exemplo [13] )
Observação: Como L 1 (R ) n  L2 (R ) é denso em L2 (R ), as propriedades (i) e (ii) determinam a
A
aplicação f  —> f  unicamente. A propriedade (iv) pode ser chamada de Teorema da Inversão.
1.2.7 Teorema. Sejam f,g e  L2 (R ). Então
A A
(i) (f,g ) = (f,g); (Fórmula de Parseval)
r rtc
f ( x)g(x)dx = J  f(x)g(x)dx
, —w -^00
Demonstração: (Ver por exemplo [11])
1.2.8 Teorema. Seja f  e  L (R ). Se f  (x) = f ( -x ) ,  então
(i) m-- r  tó;
a ^
r  k ) =  f  (4)(ii)
Demonstração: (Ver por exemplo [2])
1.2.9 Teorema. Se f  e L1 (R ) e f  e L '(R ), então
f ( x ) = v k  F e'ix f ® dÇ
l/TO '
em quase toda a parte.
Demonstração: (Ver por exemplo [13])
1.3 Transformações Lineares.
Definição: Sejam X e Y espaços lineares normados e A: X-»Y uma transformação linear. 
Dizemos que A é uma transformação linear limitada se existe uma constante positiva K tal que
|| Ax || < K || x || , V x e  X.
Não estamos distinguindo os símbolos entre a norma em X e em Y.
Definição: Seja A: X-»Y uma transformação linear limitada. Definimos a norma de A por
14
1.3.1 Teorema: Seja A: X—>Y, onde X e Y são espaços lineares normados, A uma 
transformação linear. São equivalentes:
i) A é contínua em xoeX
ii) A é contínua em todo x eX
iii) A é limitada.
Demonstração: (Ver por exemplo [1])
1.3.2 Teorema. Seja A: X-»Y uma transformação linear. A transformação linear inversa de 
A, A'1 existe e é limitada na imagem de A, A(X) se e somente se, existe algum K>0 tal que
K || x || < || Ax || , V x e X.
Demonstração: (Ver por exemplo [1])
1.3.3 Teorema. Sejam X um espaço de Hilbert e A: X-»X limitada tal que || A || <1. Então ( I - 
A) é inversível e seu inverso é dado pela série de Neumann
00
( I - A ) - 1 = 2 > k ,
k=o
onde a convergência vale na norma de X. Além disso 
l l ( I - A )-1 || < (1 - Í IA II ) - '
Definição: Sejam X e Y espaços de Hilbert e A uma transformação linear limitada tal que
A :X  —> Y
O adjunto de A,
A*: Y -»  X
é definido por
( Ax, y > = ( x, A* y), x e  X e y e  Y.
Aqui, também, não estamos distinguindo o produto interno em X e em Y.
15
O seguinte resultado garante a existência de A*.
1.3.4 Teorema. Sejam X e Y espaços de Hilbert e A: X—>Y uma transformação linear limitada. 
Então, o adjunto de A, A*, existe e é uma transformação linear limitada, definido em todo Y. 
Além disso || A* || = || A ||.
Demonstração: ( Ver por exemplo [1])
1.3.5 Teorema. Sejam X e Y espaços de Hilbert e A, B: X->Y transformações lineares 
limitadas. Então:
i) ( A + B)* = A* + B*
ii) (AB)* = B* A*
iii) || A* A || = || A ||2 
Demonstração: (Ver por exemplo [1])
1.3.6 Teorema. Sejam X e Y espaços de Hilbert e A: X -»Y  uma transformação linear limitada. 
Suponhamos que A' 1 existe. Então
(A '1 )* = ( A* ) _1 
Demonstração: (Ver por exemplo [1])
1.3.7. Teorema. Sejam X e Y espaços de Hilbert e A: X—>Y uma transformação linear limitada. 
Então:
i) Im (A) 1 = N  (A*)
ii)Im(A) = N (A* )1
iii) Im (A*)x = N  (A)
iv)Im( A*) = N (A )x 
Demonstração: (Ver por exemplo [1])
Definição. Sejam X um espaço de Hilbert e A: X-»Y um operador linear limitado.
Então A é dito auto-adjunto se A = A*.
Definição. Seja X um espaço de Hilbert. Um operador linear A em X é chamado positivo se
(A x, x) > 0 , V x e X
16
Escrevemos A > 0 se A é positivo e B < A se A - B >0, ou seja A - B é positivo. Aqui, também, 
B é um operador linear em X.
1.3.8 Teorema. Seja X um espaço de Hilbert e A um operador linear limitado em X. Se A é 
auto-adjunto, isto é, A = A*, então
Demonstração: (Ver por exemplo [1] )
1.3.9. Teorem a de Projeção. Seja X um espaço de Hilbert e M um subespaço fechado de X. 
Então, todo xeX , pode ser escrito de forma única como x = z + w, onde z e  M  e w e Mx , isto 
é, temos uma decomposição em soma direta de X, X  = M © M1 .
Demonstração: (Ver por exemplo [1])
Definição. Seja X um espaço de Hilbert e M um subespaço fechado de X. Seja z e  X, z = x + y, 
onde x g M e y e  M1 . A aplicação P: X -»  Y, definida por 
Pz = x
é chamada projeção ortogonal em M.
Definição. Um operador linear A: X —» X, onde X é um espaço de Hilbert é um operador 
classe-traço se
11 A| | = sup |(Ax,x)|
00
k=l
para toda base ortonormal {ek} em X. Para tal operador classe-traço, a soma Z  (Aek ,e k) é
k
independente da base ortonormal escolhida. Chamamos esta soma de traço de A,
k
Se A é positivo, é suficiente checar quando X ( Aek>ek) ® finito para somente uma base
k




2.1 Definições e Propriedades
Frames foram introduzidas por Duffin e Schaeffer (1952), no contexto de séries de Fourier
? iA,n x
não harmônica (isto é, expansão de funções em L ([0,1]) em exponenciais complexas e
onde À,n *  27in, n ez); foram também revistas por Young (1980). Revisaremos aqui suas 
definições e propriedades básicas.
Definição. Uma família de funções {cp j}jej (J enumerável), no espaço de Hilbert K  é uma 
frame, se existem constantes A > 0 e B < oo, tais que, para toda f e K ,
A ||f ||2 < z  l<f,<Pj>|2 £ B ||f ||2 (2.1.1)
jeJ
As constantes A e B são chamadas de limites frame
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Se os dois limites frame são iguais, isto é, A = B, então, dizemos que a frame {(p j}jej é 
uma fram e tight. Neste caso, para toda f  e  K , temos que
Y ,  X2 = A ||f ||2 (2,1.2)
jeJ
É claro que uma frame é um conjunto completo, já  que a relação ^f ,(p j ^  = 0, je J ,  implica por 
(2.1.1) que || f  || = 0, logo f  = 0.
2.1.1 Teorem a. Sejam f , g e  K. Se {(Pj}jej constitui uma frame tight em %  com limite frame A, 
então
A<f,g> = Z  <f><i>jX<Pj,g> (2.1.3)
j e J
Além disso
f  = A “1Z  <f>j> <Pj (2.1.4)
jeJ
para qualquer f  e  %, pelo menos no sentido fraco.
Demonstração: Sejam f, g Pela identidade de polarização, temos que
(f >g)= i  [llf + s f  -  llf  -  g f + + ig| 2 -  i |f - íg |
Usando o fato que
E  |(f,<Pj)|2 = A ||f ||2 , V f
jeJ
obtemos
i » - i<f,g> = Í A - ‘[2 ;  Kf+g,<Pj)i2 - E  i(f-g ,(P j)i2+
jeJ  jsJ
» Z  Kf  + ig,(pj>|2 - i Z  l< f- ig 3(pj>|2 ]
jeJ jeJ
- K ^ Z  |<f,cpJ> + (g,(pJ>|2- Z  l<f,q>j>-<g,q>j)|2 +
jeJ  j sJ
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+ i Z  l < f , Ç j > + i < g , 9 j ^ - i Z  l< f»<P j>-i(g .<P j> |2
j e J  je J
= 4 a _ 1 [2 Z  <f,q>jXq>j,g)+2 Z  (g»<pj)<q>j,f>
j e J j e J
- Í 2 Z  <f,(Pj)(g,CPj> + Í2 Z  (g,<PjX<Pj,f>
j e J  j e J
- i 2 Z  < f ;9 j ) < 9 j , g > + i 2 Z  <g.q>j)<q>j,f>]
j e J  j e J
“ 4 A 4 . Z  <f»q>jX<Pj»g>
. jeJ
=  A  !Z (f>jX<Pj,g>
j e J
Isto demonstra (2.1.3). Vejamos agora a igualdade (2.1.4).
Seja g e  X. Consideremos o produto interno
( f - A _1 Z  <f ,cpj>cpj , g) = < f ,g ) -A _1 Z  (f,<PjX<Pj,g>
j= - n  j= -n
Tomando o limite quando n-»oo, temos por (2.1.3) que o lado direito vai a zero e com isso, 
obtemos
f - A _1Z  <f,(pj>cpj = 0
j e J
O que implica
f  = A * Z  <f,(pj>q>j,
jeJ
com convergência no sentido fraco.
Observe que a fórmula (2.1.4) é muito semelhante com a expansão de f  com relação a uma 
base ortonormal em X, porém, é importante notar, que frames, mesmo frames tight, não são
necessariamente bases ortonormais. Ilustramos isso através do seguinte exemplo.
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Exemplo. Sejam X =K.2 e <j)i = (0,l), <(>2 = (- 's /I/2, - 1/2) e <J>3 — (*\/3 /2, - 1/2). 
Para qualquer v e  X, v = (v!,v2), temos
Segue que {<t>i,<t>2,<l>3} é uma frame tight em R 2 , mas não é uma base ortonormal, já  que os 
vetores <t>i,<t>2,<|>3 são linearmente dependentes.
F igura 2.1 Estes três vetores em R 2 constituem uma frame tight.
2.1.2 Proposição. Se (cp j}jej é uma frame tight em X, com limite frame A=1 e se ||cp j|| = 1, 
VjeJ, então {cpj}J€J constitui uma base ortonormal em X.
Demonstração: Vamos mostrar que {cpj} forma um conjunto ortonormal completo. Para 
qualquer j e  J, (pj e  X. Como {cpj} é uma frame tight com A =l, temos por (2 .1.2) que
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li<pjll2 =  Z  (< P j,< P k ) = l l (P j l l4 + Z  (< P j,< P k )
k e j  k*j
Como ||cpj|| 2= 1, isto implica que 
<cpj,cpk> = 0 para todo k*j, 
ou seja, {cp j} constitui um conjunto ortonormal.
Vamos mostrar agora, que {cp j}é completo.
Seja fe.%. Se (f,cp j) = 0, VjeJ, então usando novamente o fato que {cp j} é frame tight com A =l,
obtemos
if f  = X  |{f,<pj)
jeJ
= 0,
logo || f  || = 0, o que implica f  = 0. Portanto {cp j} é um conjunto ortonormal completo, ou seja, 
uma base ortonormal em K. ■
Note que a fórmula (2.1.4) fornece um modo trivial de expandir qualquer f  em % usando
os coeficientes (f,(p j), se a frame {(p j}jej é tight. Retomemos à frames em geral e veremos como 
estudar este caso. Primeiro introduziremos o operador frame.
2.2. Operador Frame
Definição. Se {cpj}jeJé uma frame em X, definimos o operador fram e T.X —> í 2(J), por
T f =(<f,<Pj>)j , f e X , (2.2.1)
onde í (J) = ‘ c  =  ( c j ) j e J /  IM|2 =  Z U  < « )
jeJ
Temos, então, que a norma da imagem d e T e m f 2( J ) é  dada por
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' >1/2
||Tf|| = ||((f,cpj)). || = “ Z f a j )
2
" , f  e  %
' ' j -jeJ ,
Como estamos trabalhando com os (pj sendo frame, vale a desigualdade (2.1.1) e com isso
podemos estimar o lado direito da igualdade acima por
1/2
x  < f . 4 ’
J e J
1/  2Logo, ||Tf || < B || f  II, ou seja T é um operador limitado. Além disso, a norma do operador T é 
estimada por
l|T|| -  sup||Tf|| < supB
llflM llflhi
1/2 = B 1/2 (2.2.2)
Usando o lado esquerdo da desigualdade (2.1.1), obtemos de forma análoga, a estimativa
A || f  ||2 < ||T f||2 , f e H .  (2.2.3)
2.2.1 Proposição: Seja T.% —» í 2(J), o operador frame. Então
Im(T) = {c e i  2 (J) / c = Tf, para algum f  e K  } é um subespaço fechado de i 2 ( J ). 
Demonstração. A demonstração segue do seguinte lema.
2.2.2 Lema: Seja T: M  —> S, onde %  é um espaço de Hilbert e S é um espaço vetorial normado,
tal que exite 0 < A < B < oo, tal que V f  e K, A m  || f  || < || T f || < B 1/2 || f  ||. Então Im(T) é 
fechada em S.
Demonstração. Para mostrar que Im(T) é um subespaço fechado em S, vamos mostrar que toda 
seqüência de Cauchy na Im(T) converge para um elemento pertencente a Im(T). Seja cn
e Im(T) uma seqüência de Cauchy, isto é,
II cn - cm || —> 0
quando m,n —>oo.
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Então, existe fn ta lq u e c n = T f n .Usando o fato que || T || < B 1/2 e A|| f  |p  < || T f |p  e 
a desigualdade de Cauchy-Schwarz, podemos estimar
||fn - f m||2 < A _1||T (fn - f m)||2
= A Í |T ( f n - f m) | ||T(fn -  fm)|
< A - ‘||T|| | | f „ - f „ | |  l|T(fn - f m)||
< A ^ B 1'2 | | f „ - f m|| l|Tfn “ Tfm||
= A ^ B 1' 2 ||fn - f j |  ||cn - c m||
Isto implica que
| | f „ - f j <  A -1B1/2||c n - c m||
Tomando o limite quando m,n—»00, temos que o lado direito vai a zero, logo
II fn " fm II -> 0,
ou seja, fn constitui uma seqüência de Cauchy em K .  Esta seqüência necessariamente tem um
limite f  em %,  e com isto T f e  Im(T). Como T é contínua (pois T é limitada), temos 
T f = T(lim fn ) = limTfn = lim cn
n n n
Logo
lim cn e  Im(T)
n
Isto demonstra o lema. ■
Podemos definir o operador adjunto de T, T *: ü 2( J ) -»  , por
T * c = Z  C jíp j (2 .2 .4 )
jeJ
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onde c = (c j ) j e l 2 ( J ), pois, para qualquer f  e  temos que a igualdade de definição de 
operador adjunto (T*c, f) = (c, T f ), é satisfeita já  que
< T * c , f ) = < Z  C j<p j,f>=2  (Cj<Pj,f>
jeJ  jeJ




onde c = (cj )j € í 2 ( J ).
2.2.3 Proposição. Seja (q> j}jej uma frame em X. Se ( Jn ) neN é qualquer seqüência crescente de 
subconjuntos finitos de J (isto é, Jn c= Jm se n < m), que tende a J quando n-»oo, ou seja
u J n = J, então
n
| |T * c -  ZcjCpjll ------ ► 0
Je Jn
quando n-»oo, onde c e í  2 ( J ), c = ( Cj )j. Isto significa que a série em (2.2.4), também converge 
na norma.
Demonstração: Para provar isto, mostraremos que a seqüência
g n  =  Z c j < P j  
jeJn
é de Cauchy, convergente para um limite g e  M e que g = T* c.
Se m > n > n , entãoo ’
I Zcj<pj -  Ic j O j l
j e J m je J n











< sup Z lC j l
1/2
M v je  Jm\Jn /









< supB 1/2 ||f||. 
11111=1
f  M /2
. Z lc /
\jeJ^n0
= B1/2( Z | Cj|2 )1/2
JeJ^n0
Tomando o limite quando nQ tende a oo, temos que o lado direito vai a zero, assim a seqüência 
(gn ) neN costitui uma seqüência de Cauchy, convergente para g e l .  Temos ainda que mostrar
que g = T* c. Para qualquer i s K ,  temos
<g, f  > = <lim gn , f ) = lim(gn, f )
n n
= lim( Ecj<P f
n W n




= ( T * c , f )
*
Portanto g = T c.
Como T:H -*  í 2(J), é um operador limitado, temos, pelo teorema 1.3.4, que o adjunto 
T *: i 2 ( J )-» %  é um operador limitado e, além disso, ||T*|| = ||T|| . Podemos, então, escrever
para c e t  2 ( J ), ||T*c|| < ||T*|| ||c|| = || T || || c || < B 1/2 ||c||, ou seja, T* também é limitado por B 1/2 
Usando os operadores T e T *, obtemos, para qualquer f  e K,  que




-  (T * T f,f )
Conseqüentemente, a condição frame dada em (2.1.1), pode ser escrita por
Aid < T * T < BId (2.2.5)
onde Id representa o operador identidade em % e a desigualdade entre os operadores Aid, T * T e
BId, significa que T * T - Aid e BId - T *T são positivos, ou seja 
T*T - Aid > 0 e BId - T*T > 0 , ou 
( (T*T - Aid) f , f> > 0 e < ( BId - T*T) f , f) > 0, ou 
(T*Tf, f) - A <Id f, í) > 0 e B (Id f, f) - (T*Tf, f) > 0, ou seja
A (f, f) < (T*Tf, í) < B <f, f), í e % .  (2.2.6)
Observe que o operador T * T : f í ^ K  é definido por
X * Xf = X * (Xf) = ^ ( f ,cpj ^ <pj, f e
jeJ
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2.2.4 Proposição i ) T*T é positivo e auto-adjunto
ii ) Para qualquer f  e  %, A|| f  || < || T*Tf ||.
Dem onstração: i ) Para f  e X ,  temos
(T*T f, f) = (Tf, T f > = || T f ||2 > 0 
logo T T é positivo. Temos ainda que
(T*T)* = T*( T*)* = T*T, 
logo T*T é auto-adjunto.
i i ) Como || T f ||2 > 0, f  € %, temos pela desiguldade de Cauchy-Schwarz que
|| T f ||2 = (T*T f, f> < || T*T f  || || f  ||
Segue que
A|| f  II2 < II T-T f  || I! f  | | ,
ou seja
A|| f  || < || T*T f  | | , f e ^ .  ■
Como T*T: H  -> K  é tal que A|| f  || < || T*T f  | | , f  e K , temos pelo teorema 1.3.2, que
T*T é inversível. Além disso, (T*T)-1 é um operador limitado por A'1 , já  que, para qualquer 
f  e  podemos escrever ( para algum g e l f )
f = ( T*T)-1 g .
Assim
A || (T*T)_1 g || < || (T*T) CT*T)-1 g || = || g II,
ou seja,
|| (T*T)-‘ g |i < A'1 ||g ||.
Assim, temos demonstrado o seguinte resultado.
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2.2.5 Teorema. O operador linear T*T em K  é inversível, com inversa (T*T) _1 limitada por A"1
Observe que a inversa (T*T) _1 satisfaz a desiguldade
B' 1 Id < ( T * T ) < A' 1 Id (2.2.7)
De fato, multiplicando (2.2.5) por (T*T) obtemos 
A(T*T)_1 < Id < B(T*T) ,
logo
B' 1 Id < (T V ) '1 < A' 1 Id.
Observe também, que (T*T) _1 é um operador auto-adjunto, já  que 
[(T*T)_1]*= [(T*T) *] _1= [T*( T*)*] ' ^ ( T ^ ) ’1.
Seja {(p j}jej uma frame. Aplicando à cp j ; je J ,  o operador (T’T)‘' , obtemos uma nova 
família em /[., a qual denotamos por j cpj
jeJ
onde
q>j = (T * T )-1q>j , j e J  (2.2.8)
Definimos, agora, o operador T .K ------> Í2(í)  por T = T(T*T) 1
Observe que
T f  = « f,q> j» j, V f g H,  j g J.
De fato,
T f  = (T(T * T)-1 f  ) j = (T((T * T)-1 f  )) j = (<(T * T)-1 f  ,cpj »  j
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= « f,[(T  * T )-1] *(pj» j = « f  ,(T * T )_1(pj »j 
= « f ,9 i » j
2.2.6 Proposição. Im(T) = Im(T).
Demonstração: Seja c e Im(T), ou seja, c = T f , para algum f  e X. Como T = T (T *T )_1,
temos que c = T(T*T)_1 f  = T((T*T)_1 f) e  Im(T). Portanto Im(T) e  Im (T).
De modo análogo, mostra-se que Im(T) c= Im(T); basta observar que T = T(T * T).
Daí, segue que
Im(T) = Im(T). ■
2.2.7 Proposição. O conjunto | <Pj f constitui uma frame com limites frame B' 1 e A '1 ,
1 J jeJ
isto é
B - ‘||f ||2 S Z l< f , i j ) |2 S A - ‘||t | |2 , t s H
jeJ
Demonstração: Para qualquer f  e  K,  temos que 
<f ,9 j > = ( f  ,(T *T)_1(pj)= <(T * T) - 1 f  ,(pj),
logo,
Z K f . í i ) ! 2 = E l< (T * T )-1f,cpJ>|2 = iircT -T )-1^!2
jeJ  jeJ
= < T ( T* !)-1 f, T (T*T)_1 f ) = < (T* ! ) '1 f, t*T(T*T)_1 f  >
= <(T*T)'1f , f )  (2.2.9)
Pela desigualdade (2.2.7), temos
B’1 Id < (T*T) _1 < A"1 Id
o que implica, usando os mesmos argumentos que usamos para obter (2.2 .6), que 
B'1 <f, f ) < < (T^T) '1 f, f ) < A’1 <f, f ).
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Usando (2.2.9) na expressão anterior, obtemos
B -‘||f ||2 < X l< f> j> |2 < A -'llfll2 , A > 0 ,  B < ®
jeJ
ou seja {(Pjijej constitui uma frame em %.
Observe que o operador T é o operador frame associado a frame {^Pj}jeJ e que 0 operador 
adjunto T*: í 2(J) ------ > X  é definido por
T * d =  Z d : c p j  onde d = ( d : ) ;  € Í 2(J). 
j e j  J J J J
2.2.8 Proposição, i) T* T = (T * T) 1
ii) T* T = Id = T * T
iii)TT* = TT* é o operador projeção ortogonal em Í 2(J) sobre Im(T) = Im(T).
Demonstração: i) Como T = T(T*T) ’, temos
T*T — [T(T * T)_1 ] * T(T * T)_1 = j^T*T)- ^]*T *T(T *T )-  ^= (T*T)~^
ii) Temos
T* j  _ *x )- ]^ * T = [(T* T)~* ] * T * T = (T * T) ^T * T = Id 
e T * T = T * T(T * T)_1 = Id
iii) Como Im(T) é um subespaço fechado de í 2 ( J ), usando o teorema da Projeção, temos 
i 2 ( J )  = Im (T)© (Im (T))1 
Se c e  í 2 ( J ), então, c = T f + b, para algum f  e  K  e algum b e  (Im(T) ) 1
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Segue que
T T * c  = T T * (T f + b) = T T * ( T f )  + T T * b  
_ XT* b
= Tf  + T T * b  
Como b e (Im(T)) x, (b, Tf) = 0 V f  e  K,  o que implica que
<T*b, f> = 0, V f  e  K  ,
logo T*b = 0.
Isto implica que
T T * c  = T f +  T0 
= T f
Logo TT * é o operador projeção ortogonal sobre a imagem de T.
De forma análoga, prova-se que T T *  é a projeção ortogonal sobre Im(T). ■
2.2.9 Teorem a. Seja {q>j }jej uma frame em K .  Então
f = Z < f ,«pj>pj, f  = Z ( f ,<Pj><Pj, f  g K .
jeJ  j e J
(2.2.10)
Demonstração. Seja f  e  H.  Usando a proposição 2.2.8 ii) e a definição de T* e T*, obtemos
f  = Idf = T * T f = T * ( T f )  = T*(«f , (p j ))j)
ou
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Observação: 1) Em particular, se a frame é tight (A = B), a expressão (2.2.5) nos diz que T*T = 
Aid, A > 0, então (pj = A _1(pj e a fórmula (2.2.10) toma-se
f  = A - 1l ( f , ( p J)cpj , f e M  (2.2.11)
jeJ
fórmula esta, já  obtida em (2.1.4).
2) O teorema 2.2.9 nos garante que
jeJ  J
Tomando c(f) = (c j(f))  j = |^f,<Pj
f = Zcj(f)q>j
jeJ
j e J, podemos escrever a função f  por
(2 .2 .12)
3) A expressão (2.2.10) é muito semelhante com a expansão biortogonal, só que frames, 
mesmo frames tight, não são necessariamente bases ortonormais, já  que, geralmente os cp j não 
são ortogonais e podem formar um conjunto “mais que completo”. Isto implica que, para uma
função f  em X, existem diferentes “superposições”, cuja soma é f. A fórmula (2.2.10) não é a
única maneira de escrever f  em função dos <pj.
Exemplo: Consideremos o exemplo dado anteriormente. Neste caso a transformação T é dada 
por
T : R D) 3
■* (< V ,  <(>!>, <V, (j)2>, <V, <t>3>)
A matriz associada a T é dada por
0 1 
^ J _
1 ~  '  2 " 2
VI i  
2 "2
Como a matriz do adjunto T* é a transposta conjugada da matriz T, temos,
”1 0"
T  * T  _
2 0 1
1 Bibii*tec^. irôr§i tèfi§ 
UF S C
Para qualquer v e  R 2 ,
T*Tv = |  Idv,
Segue que (T*T)'^ v = ^-Idv, v e R 2 ; 
logo
^ j = f ^ j  ’J = 1’2’3
Assim, usando a expressão (2.2.11)? obtemos
3
v = f  Z(v,<l>j)frj v e R 2 
j=i
Porém, esta não é a única forma de escrever qualquer v e  R 2 em função da frame {<|>i, <t>2, <t>3}-
n  [
Se c e R  então c = a + b, onde a e  Im (T) e b g  (Im( T )) . Desta forma, a = Tv, para 
algum v e  R 2 e b = X (1, 1, 1), X e  R .
Como o vetor (1, 1, 1) e (Im T)1 = N (T*), segue que
T* c = T* (Tv + X(l,l,l)) = T*Tv + À,T* (1,1,1) = T*Tv = Idv = v
Assim,
3
v =  T*c = T*(Tv + À(l,l,l)) = £[(v,<|> j ) + k ] i  j
j=i
2Como <j) j = -^<() j , segue que
3
v = fZ [(v ,*j) + ^ j
j=l
Obtemos assim, duas fórmulas de escrever qualquer vetor v e R  ,




+ A e R  (2.2.14)
j=i
De alguma forma, a expressão (2.2.13) parece “mais econômica”que (2.2.14) se X *  0. Esta 
idéia intuitiva pode ser vista mais precisamente do seguinte modo:
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Ê | ( v . |i>j)
j=i
3 li ||2 
=  2 H
enquanto
2 | v , ♦ ,) + »] = |l|v ||2 + w 2 > f||v ||2 
j=l
Em geral, a seqüência (c j ( f )) j e j = ((f, cpj)) j, não é a única seqüência satisfazendo
(2.2.12), para uma dada f e l  Porém, de todas as seqüências (C j) je J , satisfazendo (2.2.12),
a seqüência (c j ( f  )) j 6 j, f  € K,  é a que tem norma mínima, como podemos ver pelo seguinte 
resultado.
2.2.10 Proposição. Seja f  e  K.  Se ]jT CjCpj converge para f  para algum c = (c j ) j e j e  ü2 ( J ) e
| j | - n
se nem todo Cj é igual a (f,(Pj), então
Z|cj|2 > Z  l<f,(|)j>l2.
jeJ  jeJ
Demonstração. Seja c e  i 2 ( J ), c = (c j ) j e j. Então c = a + b, com a e l m T e  b e  (Im T )x. 
Em particular a J_ b, logo || c ||2 = || a ||2 + || b ||2 .
Sendo a e  Im T,  a = T g  para algum g e % , assim c = T g  + b.
Como converge para f, f=T*c .
Temos que
f  = T * c  = T * ( T g  + b) = T * T g  + T * b
Como T * T = Id e T*b = 0, pois b J_ Im T, segue que f  = g, logo c = T f  + b.
Segue que
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1 ,2 ~ ~ 
c j = II c II2 = II T f  ||2 + || b ||2 = I  | <f,cp •) |2 + || b ||2 , o qual é estritamente maior que 
j&) j e J
I  | <f,(p > |2 , a menos que b = 0. ■
jeJ
2.3 Frames Quase-Tight
Dada {cpj} jeJ e conhecendo (Pj =(T*T)'^ (pj, a expressão (2.2.10):
f  = Z<f,(pj>pj , f  = Z<f,(pj>9j
jeJ jeJ
nos dizem como escrever f  em função dos coeficientes (f, cp j) ou (f, cpj >. Porém, precisamos
calcular cpj , o que envolve a inversão do operador T*T. Gostaríamos de evitar a inversão do 
operador T*T. Para isso consideremos o seguinte.
A + BS o m a n d o - — ^ M  à expressão (2.2.5): Aid <T*T <BId, obtemos
■( B 2 A ) Id < T * T - ^ | ^ I d  < ^ y ^ I d
Esta desigualdade implica que
Í ã - A )  ||f ||2 < | T *T f _ A  + B f  ^ f J < B _ A  iirii2
ou seja
'p * _A ~t~ B < B - A  m 2
A + BSendo T * T -  — ^ u m  operador auto-adjunto, sua norma é dada por
T * T _  A ± B m = sup / T * T f _ A ± B f  AA llflt=l \ £ /
(2.3.1)
Segue por (2.3.1) que
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A +  R£ L Z _ Ü < sup-
llflhl
B - A B - A
e, portanto, T*T está “próximo” de ^ y ^ - I d  e, então, (T*T)"’ estaria “próximo” de j ^ g ld,  
B - A
desde que — ^—  seJa pequeno.
Se os limites frame A e B estão próximos, dizemos que a frame {cp j} ,eJ é quase-tight. Como 
veremos a seguir, se a frame {(p j }  j e j  é quase-tight, obtemos uma boa aproximação para a função 
f  em função das q>j.
Para qualquer f  e K,  podemos escrever
2 2 
f  = — - —  T * T f  + rid — — - —  T*T >f  A + B  K A + B ;
ou seja,
f  = A + B Z(f»<pj)pj+RfjeJ
onde R é o operador em %  , dado por
R = Id A + B
(2.3.2)
(2.3.3)
Vamos, agora, estimar a norma do operador R
2Multiplicando a desigualdade (2.2.5) por ~ ^  + g  e depois, somando o operador Id, obtemos
( B - A )  2 _ *  ^ B - A t1
“ “b+Ã “ S d _ Ã+B 5 B+Ã
ou seja
—  ^ I d  < R < ê —^ I dB + A B + A
Isto significa que
ou ainda
B + A < <Rf,f> < B + A , f e l
(2.3.4)
Como o operador R é auto-adjunto, segue, usando (2.3.4) que
||R| = sup|<Rf,f)| < s u p f^ A  ||f||2 = § = A
||f||=l [fl=l D + A
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B rSeja r = ~r~ 1. Segue que URI < 0 < 1. Se r for muito pequeno, || R  || está próximo de / \  z T r
zero e então podemos cortar o termo R f em (2.3.2) e obtemos para qualquer f  e K,  a fórmula
f  = 2A  + B . T je J
E (f,< P jX  (23.5)
com erro na norma em H  de ^ ^  r |f|l, já  que
A + B 1 1 -  1 1 1 1 -  2 + r
Je J
Observe que se A s  B, a expressão (2.3.5) é aproximadamente igual a expressão de f, em 
função da frame tight { cp j },
f  = A -1X(f,q>J)cpJ.
jeJ
Mesmo que r não seja pequeno, podemos escrever um algoritmo para a expansão de f. 
Usando a definição de R, dada em (2.3.3), obtemos 
T *T = A ± B (Id_ R)
r
Como || R || < 2 + f < 1, temos, pelo teorema 1.3.3 que Id - R é inversivel e seu inverso é dado 
pela série de Neumann
QO
( i d - R r 1^  5 > k
k=o
logo




e f  pode ser escrita como
~  ^ 00
9 . = ( x * x ) - l 9 j = _ l _  X R k<Py (2-3.6)
i \ ~ I \ (  00 1
f = Z(f,<pj)<pj = E ( f ^ j ) l  ãtb E Rk<pj
j j V k=0
~ 2
Observe que considerando apenas o termo k = 0 em (2.3.6), = ^  + g <Pj e daí obtemos
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J j
que é a expressão (2.3.5).
N
Podemos obter uma aproximação para f  em Ji, usando uma aproximação (pj de cpj truncando
a série (2.3.6) no N-ésimo termo, ou seja, considerando
N
(pjN = Ã T B ^ Rk(pj N = 0,1,2... (2.3.7)
k=0
2.3.1 Teorem a. Sejam {<Pj}jej uma frame em K  e cpjN como em (2.3.7). Então, para qualquer 
f  g %,  temos




N I ->0 quando N -»oo.
segue que
^ R k = ( I d - R N+1) (Id -  R )_1 
k=0
■ N+l\ , 2c p /  = ( I d - R N+1) ( ^ ~ g  (Id -  R )_1 (pj) = (Id -  R n+1 )((T * T)_1 (pj) = (Id -  R N+1) cpj,
daí,
(pJ-cpJN = R N+1(Pj (2.3.8)
Usando o teorema 2.2.9, a expressão (2.3.7), a desigualdade de Cauchy- Schwarz e o fato que 
|| R || < 2 + r ’ °btemos Pa ra qualquer f  e X,
l | f - Z ( t ( P j ) q > j N|| = sup |<f-Z(f,<Pj}<PjN ,g>l
jeJ ||g||=l jeJ
= sup |<S(f»<Pj)<Pj- Z(f,<Pj)<PjN ,g)l
ilglí=l jeJ jeJ
= sup | X  <f,(pj> < (pj-CPjN ,g  > |
llgll=l jeJ
= sup | 2  <f,<Pj) <Rn+1 <Pj,g) |
llglH jsJ





= sup I ( f ,R N+1g) I
IsH
< sup ||f|| ||R N+1g||
IgH
< IIRN + 1 IIII f  II
< ||R |[N + 1 ||f ||
-  (2 7 7 > N tlllfH
I*
o qual toma-se arbitrariamente pequeno quando N—>00, pois ^ + f < 1 • Logo,
l | f - Z ( f > j ) < P j N || N->00 >0 
jeJ
e portanto a série
Z (f> j)< P jN
jeJ
converge para f, quando N->oo. ■
Em particular, (PjN pode ser calculado através de um algoritmo iterativo. De fato, usando 
(2.3.7), obtemos
N N
5 ] R kcpj =(pj + X R V j  
k=0 k=l 
N
= » j + 2 ; R ( R k_1) <p,
k=i
N - l






^  = Ã T B <pi
IPjN = Ã T B <,’j +R<,,jN’ 1 N=l,2,3... (2.3.9)
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O mesmo processo iterativo pode ser usado diretamente para f. 
Para qualquer f  e K,  temos, pelo teorema 2.3.1 que





temos f  = lim fN,
N
f  S (f» < P j) <PjN ,N = 0,1,2,3...
9
Como (pjN = Ã T B f 0Rkc,)J’ N = 
segue que
f  n  ^2 _  
s í. i
Í n = Ã T b S ( f .<l>j)l 2 > k<Pj
. T Vk=0
N
X  Z R k ( f > j ) < P j ,  N = 0,1,2,...
A  +  B je j k=0
Temos
2
f° A + B . TjeJ
e, para N = 1, 2, 3..., usamos a definição de T*T, e as expressões (2.3.3), (2.3.6), (2.3.7), e 
(2.3.9), para obter
N
f N  =  a + R  ( ^ j V j
k=0 jeJ  
N
= Ã T R 2 R k(T *T )f
A  +  t í k=0
N - l
(T * T )f + X Rk+1 (T * T )f 
k=0
= ã T b  (T * T ) f + Ã T b  R( 2 > k (T * T)f)
k=0
2
( T * T ) f  +  R i ; R k E  ( f , cp j )cp j
A  +  B  k=0 jeJ
Ou seja
=  Ã T B ( T * T ) f  +  R ^
jsJ  k=0
= Ã 7 B < T *T>f + R £jeJ
= Ã T B (T*T)f + RfN-l
-  Ã T b  (T * T)f  + (Id -  X T b  T * T^fN-l 
= A + B 2 2 (f »<Pj)tPj + fN-l -  a  + B ^ ( Ín -
jeJ  jeJ
= fN-l + Ã + B  ^ K ^ j ) " ( fN-ljeJ




Neste capítulo, estamos interessados, particularmente, no estudo das frames de wavelets em 
L2 (R ), ou seja, no estudo da família de funções
MW(X) = aõm/2 V(aõmx -  nb0), m ,n € Z
geradas a partir de uma wavelet \\i, que gera uma frame em L2 . Isto será feito seguindo a linha 
das referências [4] e [5].
Seguindo a linha de raciocínio de querer representa qualquer f  pertencente ao espaço de
Hilbert K  = L2 (R ), por uma soma do tipo
jeJ jeJ \
onde (Pj -  ( T * T )-1 (pj e T * T f  = £  (f.ípj) q>j,
jeJ
com T e T* definidos em (2.2.1) e (2.2.4), respectivamente, chegamos a pergunta de quais 
famílias {cp j}jej formam uma frame (frame tight) em L2 (JRL). Ou seja, como devem ser as (p j
para termos uma frame.
I. Daubechies, A. Grossmann e Y. Meyer em [4], descrevem duas classes de exemplos, onde 
as (p j são geradas a partir de uma única função cp. Nestes dois casos estas famílias discretas são 
obtidas a partir de um subconjunto discreto de uma família contínua. A obtenção desta família 
contínua pode ser vista como uma conseqüência da teoria de representação de grupos (ver [4] e
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[7]). Não entraremos em detalhes sobre esta teoria, apenas citaremos como tais famílias foram 
obtidas.
Em linhas gerais é considerado o seguinte:
i) U ( . )  é uma representação unitária irredutível em X  sobre um grupo localmente compacto G;
ii) d^(y) é a medida esquerda invariante em G;
iii) cp é um vetor admissível em X  para U, isto é, um vetor não nulo em X  tal que
c<p
-2 í|(cP,U(y)cp>| d^(y)  < oo (3.1)
G
Se existe um vetor admissível cp e  X, então a representação U(y) é chamada quadrado 
integrável e vale
J  f^-u(y)^  U(y>p d *(y) (3-2)
G
Para obter possíveis conjuntos {<Pj}j e j  que geram uma frame em X, escolhemos <P £  1 , 
admissível e um conjunto discreto yj e  G. Os vetores <pj são então definidos como
<Pj =U(yj)q>.
Impondo-se restrições apropriadas à (p e à J, obtem-se frames (frames tight) {cpj}jej em X.
Nos casos em que estamos interessados é quando X é o  espaço L2 (IR) e o grupo G é o grupo das
translações e dilatações ( grupo “ax + b”), R *  x R  (onde R *  = R  \ { 0 } ) com a operação no 
grupo definida por
( a, b ) ( a \  b ’) = ( a a \  b + ab’).
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Neste grupo, a medida esquerda invariante é dada por ^a(~ - (ver [9]).
a
A representação unitária irredutível deste grupo sobre L2 /1Dl
U (a, b ) : L2 (R ) L2 (R )
\\i -»  U(a,b)vj/
a ser considerada é
[U(a, b) v|i](x) = | a | ' 1/2 v|/ a, b e R ,  a *  0 (3.4)
Neste caso a condição de admissibilidade (3.1)
A» *0
S = IMP2 J J |(v,U(a,b)H/)|2 < oo (3.5)
-^00 -^00 3.
pode ser escrita da seguinte forma
[■c v|/ = 2^ I -j| -  dg, < oo (3.6)
Isto será demonstrado na seção 3.1
Partindo de (3.5) e tomando
Va,b(x) = [U(a, b )v ] (x)
ou seja
Va,b(x) = laf 1/2 V f2^ )  « a, b e R  ,a > 0 (3.7)
mostraremos que a função f  e L2 (R ), pode ser escrita como
ftoo /*>o
í= Í~ J J v»-b ^  (3 8)V -^oo -^oo
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que é a expressão (3.2) para este caso particular. Podemos interpretar (3.8) como sendo uma 
maneira de recuperar f  a partir de ( f, v|/a b ) .  A aplicação
f  -> <f, Va,b >
será chamada transformada de wavelet. Isto será feito na seção 3.2.
Restringindo os valores de a e b em (3.7) à valores discretos, isto é, fazendo
com aG > 1 e b0 > 0, e considerando e  L2 (R ) satisfazendo a condição (3.6), geramos a 
seguinte família de funções
Na seção 3.3 serão estabelecidas condições sobre a função \\i, e sobre as constantes a0 e b0 tais
VmnOO = a om/2 M<a0mx -  nb0), m ,n e  Z (3.9)
que as vj/mn formam uma frame em L2 (R ) e, com isso, podemos escrever a função f  como
m,n
OU
com V|/m n como definido em (2.2.8).
Famílias deste tipo foram primeiro construídas por Aslaksen e Klauder ([15]) onde eram 
chamadas de estados coerentes associados ao grupo “ax + b”. Hoje, a função admissível vj/ e as 
MAn n como em (3.9) são chamadas de wavelet(s).
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3.1. Condição de Admissibilidade
Nesta seção, partimos de uma função ij/ admissível e definimos wavelet. A seguir, são 
mostradas algumas propriedades da vj/ que são conseqüência da condição de admissibilidade. 
Antes, porém, vamos mostrar que a condição de admissibilidade (3.5) pode ser escrita como
í‘cw = 271 |  |çj d£, < oo
3.1.1 Proposição. Seja vy e  L2 (R ) uma wavelet. Então
A  A
Va,b(£) = a |a r 1/2 e -ib^ v|Xa4), 4 e  R , a, b e R , a * 0 .  (3.1.1)
Demonstração. Usando (3.7) e a definição de transformada de Fourier, obtemos, para qualquer,
f  e L 2 (R ) ;
,1/2
Y ___ U
Fazendo a mudança de variáveis x'= —— , obtemos
HVb® = a Ia! 1/2 e lb4 ^ y =  J°e ia^ X' v(x')dx'
Logo
A  A
Va,b(Ç) = a lar 1/2 e - lbS ( aa  Ç e R .
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3.1.2. Proposição. Seja y  e  L2 (R.). Se vyab (x )= |a | 1/2 m x
’ \ a a ,b  € R , a * 0,
então a condição c w = -2
fto Ao






Demonstração. Usando a identidade de Parseval e a proposição 3.1.1, obtemos
' frjV ^ b ) db = I |(vj/,h)|2db
d b =  |  |  v (O h © d Ç | 
0^0 -^00f e - . - r r db







Tomando G(Ç) = \\i(Q i|/(a£), temos que a integral
r- A A fe -^ bV(^)v(/(a^d^= e ^ b G(£)dÇ = G(b).
Assim, usando a identidade de Parseval, obtemos.
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j0 |(v.Va,b)| db = I |G (b)|2 dbJ
f= 2” h  \ |G © [2 dÇ—00
f= 2«^ r J W9l2WaÇ)|2dÇ^00
daAgora, integrando em relação a e usando novamente a identidade de Parseval, obtemos
/*» Ao /»O /*»
J ^—00 -^00 a —00 1 ' —™
.,rr
j ^ J  W í )|2 W a ?)|2 dÇ da
a2
.2 lM<aQr M OI — üi— d^ da
r .  r  r
= 2* I Iv O I2 J  ■
i ^ ) r da
Fazendo a mudança de variáveis, = a 4 , obtemos
/*o /*» |*e An
J J ! ( ^ a>b}|2^ b  = 2^1 líffll» I .
*—OT *—cn & *Lrr\
ImC T  
IS’I
■d4'
r  A r r
= 2tc J  |v |^ )|2 dÇ J  •
IS'I ■àÇ
Assim, usando a identidade de Parseval, obtemos
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ÄO AO
J  J  I W * ) dadb ~ h ,|2 I \V(£)\= 271 INI 1 -  |gj d£,f ‘
Logo
Íc._2, , M g l d^ra
i-y
Definição. Seja vj; e  L (R ). Se \\j satisfaz a “condição de admissibilidade’"
fO I |V^ ^ 2 A ^  n  1 ^c v = 2u I |gj d ^ < c0 (3-1-2)
então i|/ é chamada wavelet básica ou simplesmente wavelet. Dizemos também, que i\i é 
admissível se \\i satisfaz a condição (3.1.2).
3.1.3 Proposição. Seja \\) e  L1 (R ) n  L2 ( R ) .  Se iy satisfaz a condição
fM Ö I2]— d£, < oo, entã) n/(0) - 0.
1 1 0  Demonstração: Como vy s  L (R ) ( \\j e  L (R ) n  L (R )), segue pelo teorema 1.2.1 que \\J é
A
uniformemente contínua. Supondo que \\i(0) *  0, vamos mostrar que a integral
f
não converge. De fato, suponhamos que |vj/(0)|= b ^  0. Como Vj/ é contínua no zero, existe 




lv © l2 > b 2 <
— '* -  T  J 1
-UU -0




r  A 2
também não converge. Logo \\f e  L1 (R ) n  l ?  ( R ) e J ■ d£,< oo implicam y (0) = 0.
r  a r
Como i|/(0) = I v|/(x)dx, entã) vjy(0) =0 implica que I \|Xx)dx = 0. Esta é a razão
_/-V\ *  -NTN
pela qual a função \\f é chamada de wavelet. Tipicamente a função i|j deve ter algumas
_ 1/  ? /  
2 n  / 4  / -j \ - x  /
oscilações. Um exemplo é dado pela função “chapéu mexicano”, v|/(x) = — —M -  x J e /2 ,
>/3
2n -/4  2 - r /
cuja transformada de Fourier é \|/(£,)= ^  e 72
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_ I 7 2 /2jr /4 I 2\ -X/
Figura 3.1 A função “chapéu mexicano” v|i(x) = — 7 ^ (1  -  x |  e /2 e sua
V3
2 n - /4  2 "V ,
transformada de Fourier vy(£)=— £, e 72
A proposição 3.1.3 nos diz que se a função v|/ e  L1 (R ) n  L2 (R ) é admissível, então,
i|>(x)dx = 0 .r
Seria ótimo que a recíproca fosse verdadeira, já  que, iríamos a procura de funções não nulas 
cuja integral é nula em R . No entanto, para garantir a condição de admissibilidade teremos que
impor outra exigência sobre a vy, que é, que \\i “domine” funções do tipo ( l  + | x | ) a a  > 1, 
para que
í (l+|x|)a|v|/(x)|dx <oo.
O seguinte resultado fornece uma recíproca da proposição 3.1.3, porém com condições mais 
fortes que integrabilidade sobre a função vj/.
3.1.4 Proposição. Seja i|/ e L1 (R ) n  L2 (R). Se v|/(0) = 0 e 
(l+ |x |)a ]v|Xx)|dx < oo, para algum a > l ,r.
então | vjX§)| < C|£j, C<oo, Çe
í lv® |2 . .- j |j—  dç<oo.
Dem onstração: Seja \\j e L 1 (R ) n  L2 (R). Como i|/(0) = 0, temos que
bo /% 0
e_1^xi|/(x)dx -  I vj^x)dx
A A  A
|V|/(Ç)|=|^)-VK0)|= 1
Como |e - 1| = 2 Isen-^i < |£x|, V £,x e R  e para a  > 1, | x | < 1 
V x e R , segue que
r
A°
|x||vj/(x)|dx ‘  J r  '\V(£)\ ^  J =  |  |x||M/(x)|dx < - j =  |  (l+ |x |)a |v|/(x)|dx= C|£j,
f(1+1 x|)a ||viXx)| dx converge.
x | < ( l  + | x | ) a,
já  que a integral
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Como \\í e L2(R ) e |vj/(£)[ < C|5j, £ e R ,  obtemos
Jp , . , IV© |2 Portanto I — ^ — ac, <oo^00
3.2 A Transformada Wavelet
Nesta seção, definimos transformada wavelet e mostraremos alguns resultados que garantem 
que qualquer f  e  L2 (R ), pode ser escrita da forma
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f  : 1 I I /í- \  dadbJ J (f. ^ K ,  a.C„, J  J  V ^ b / ^ V b  ^2
- 0 0  ~~oo
Seja ij/ e  L2 (R ), \\i uma wavelet, isto é, vy é quadrado integrável em R  e satisfaz a 
condição (3.1.2). Consideremos o conjunto de funções definida da seguinte maneira:
Va,b(x) = lal”1/2 V^ 2L^ p ), a’b e  R > °- (3-2 1 )
Observação: A função vj; que gera a família {vj/a ,b} é chamada, muitas vezes, de wavelet mãe 
e as v|/a b de wavelets.
r rto
IVa,b(x)|2 d x = M" 1 J  Ih(-
-u u  —00
- —- J 2 dx = ||v|>)|2 V a, b e  R , a^O . 
â  J
Definição: Seja vjí e L2 (R ) uma wavelet. A transform ada wavelet
W: L2 (R ) —>L2 (R *x  R , a'2 dadb)
é definida por
(W f)(a,b) =|a| 1/2 J f(x ) \j^X ^ ^ dx, f  e L2 (R ), onde a,b e  R , a * 0.
*00
Note que (Wf)(a, b) representa o produto interno de f  com a família b}, ou seja, 
(Wf)(a, b) = <f, v[/a>b) , a,b e R , a *  0 e que
I (Wf)(a, b) | < | |f | |  | | Vl,b|| = || f  || || v  |i , f e L 2 '
Temos o seguinte resultado, chamado “resolução da identidade”.
3.2.1 Teorema. Seja iy e  L2 (R ), uma wavelet. Então 




m = m  v(a© e
A  A
G ©  = g(Q v|/(aÇ), ^
Usando (3.2.3), a proposição 3.1.1 e a identidade de Parseval, obtemoè
f(W f)(a,b) (W g)(a,b) db
f A  A  A  A< f > a,b> < g ^ a,b> db
flf, f A Ae ~ '% ( a ^  d£. e - ,b^ ( a ^ ' )  g(Ç) dÇ
J i f .
—00 —00










F (b ) . G(b) db
F(Q.G(Q d£




(W f)(a,b) (Wg)(a, b) dbh da„2
271 JfA A A= ^  |  |  f(Q  g ©  |v ( a Q |^  da -00 -^00
Usando o teorema de Fubini, a condição de admissibilidade e a identidade de Parseval, obtemos 
|%0 /*»
I I Tf*\ / _ 1- \ /,y,_\ dadb(W f)(a, b) (Wg)(a, b)
ff,
-^00 -^00
A A  A




• f ®  g ®  J  M a Ç f d a
[ A Af ©  g © . 2* I ! ^ P - d ? dÇ
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f °  -I  A  A
= s  m  g ®
"co
*00
= S  J f(x) g(x) dx
—OO
=  CM/< f ,g >
Isto demonstra o teorema.
Observe que, tomando g = f  na equação (3.2.2), obtemos
1*0 /*» Ao
J  J  | ( W f ) ( a , b f ^  = c „ J  |f(x)|2dx
Isto mostra que a aplicação f  -> W f é uma isometria (a menos de uma constante).
3.2.2 Corolário. Seja f  e L (R ) n  L (R). Se \j/ e  L (JRL) satisfaz a condição de 
admissibilidade, então
|%o «o
f = r j  J <WfXa-b) Va.b^ f1 (3-2.4)
^  •'oo - 0 0  a
em todos os pontos onde f  é contínua.
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Dem onstração: Seja ga a função gaussiana definida no capítulo 1 em (1.2.2). Usando a função 
ha ( t ) = Ea ( t - x ) como função g no teorema 3.2.1, obtemos
1*0 1*0
J  J  (W f)(a,b) (W iv k a ,b )  (3.2.5)
—CO —CO ^
Se a função f  é contínua em x, o teorema 1.2.3 nos garante que
<f,ha )=  I f( t)  ga ( t - x )  dt = (ga * f ) (x ) ------- ^ f (x)
J  a -» 0
. - 0 0
e
(Wha )(a,b) = (ha ,v a>b) = J*0ga ( t - x ) \ j j a b (t) dt = (v|/a>b *ga )(x) ^ q+ ■> v|/a>b(x)
Daí, tomando o limite quando a  —> 0+em (3.2.5), obtemos
ff
ou seja
ffCV|/ _ _Y -^00 -^00
em todos os pontos x, onde f  é contínua.
Note que o resultado 3.2.2 nos fornece uma maneira de recuperar f  a partir da transformada 
wavelet (Wf)(a, b).
A seguir, vamos utilizar a transformada wavelet para mostrar um resultado que será utilizado 
na seção 3.3.3 para mostrar que se temos uma frame gerada por vj/, esta \\j será admissível, isto é, 
satisfaz a condição (3.1.2)
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3.2.3 Proposição Seja e  L2 (R ) uma wavelet. Se c(a, b) é uma função positiva e limitada, 
então o operador
—00 —00
(W fX a,b) M»,.b(x) c(a,b) 4»db, f e L 2( R )
a
dadbé positivo e limitado. Se além disso, c(a, b) é integrável com relação a ^a~u , então C é classe-
a
traço e
traço C = ffc ( a ,b ) á f l f
Demonstração. Seja M > 0 tal que c(a, b) < M V a, b e R , a ^  0. Usando o fato que c(a, b) é 
positiva e limitada e o teorema 3.2.1, obtemos para f  e L2 (R ),
<Cf,f> = ff-- 0 0  - 0 0 |(W f)(a,b)|2 c(a,b) ^  > 0
l|Cf|| = Jjff,
-^00 —00 —00 
rrr
(W f)(a,b) v a b (x) c(a,b) ^ dx
|W f(a,b)| |vtyb(x)|2 |c(a,b)| dadb dx
||Va>b|| ff|W f(a,b)| 2 dadb
= M2 M 2. C „ | | f ||2 = K |[ f | |2 , 
onde K = Cm/M 2 H 2 <oo.
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Portanto C é um operador positivo e limitado. Temos ^inda que mostrar que C é classe-traço. Se 





I I i j i \ “j>'i'a)b/i 2
* 0 0  • ' o o  j  a
Zl<U ,V , ) 2c(a5b)
dadb
JT-00 -00 | |y , ib||2 c(a,b)
ff-^00 -^00c(a,b) à f - ,
onde usamos que Z K uj.V a.b )!2 = llVVbll2- 
j




ou seja, C é um operador classe-traço.
Além disso,
traço C =  Z < C u j,U j)=  | |^ |2 I I c(a,b)íí- dadb2_ M—00 -00
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3.3 Frames de Wavelets
Nesta seção, estamos interessados em determinar condições sobre a \\i, tais que as u/m n com
onde ao> 1 e b0 > 0, constituem uma frame em L2 ( R ) . Em 3.3.1 consideraremos o caso em que
a transformada de Fourier de vy, vj;, tem suporte compacto e em 3.3.2 são apresentados alguns 
exemplos de frames tight. Em 3.3.3 apresentamos condições mais gerais sobre \\j. Inicialmente, 
se as vj/m n geradas pela função \y, formam uma frame de wavelet, é mostrado que a condição de 
admissibilidade (3.1.2) é satisfeita. O problema recai na pergunta de que <Km n formam uma
frame, ou seja, para quais vj/m n existem constantes A > 0 e B < oo tais que
Se partirmos da condição de admissibilidade sobre a wavelet v|/, as ij/mn não necessariamente 
constituem uma frame e condições adicionais sobre a v|/, são exigidas. Geralmente as exigências 
são sobre a transformada de Fourier de vj/.
MVn(x) = a 0 m/2 H<a0 mx - n b 0), m , n e Z (3.3.1)
A
Observe que, para m grande e positivo, a função V)jm 0 é muito expandida e temos uma 
translação b0aom muito grande. Para m grande e negativo, a função xj;m 0 é muito concentrada e a 
translação b0a<)m é pequena.
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Figura 3.2 Função wavelet
X_
. 2 . '  2V(x) = ^ ( 1- x )e e M/m , n ( x )  com ao = 2 e b0 = 1
3.3.1 Proposição. Seja e L (R ) uma wavelet. Então
V n ^  = a0m/2e_mb°aom^  *l<a0m£), m, n e  Z
Demonstração. Basta tomar a = a0m e b = nb0a0m , m ,neZ, na proposição (3.1.1) que obteremos
o resultado. ■
Gostaríamos, agora, de escrever qualquer função f e L 2 (R ), usando as v[/m n, onde
M VnW  = a o_m/2vK(a0_mx -  nb0), m ,n e  Z 
com v|/ e  L2 (R ), a0 > 1 e b0 > 0.
Como vimos no capítulo 2, se o conjunto {v|/m>n}m>neZ constitui uma frame em L2 (R ), 
então a função f  pode ser escrita como
f  =  Z ( f . V „ . , n > V n  0 U  f  =
m,n
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0nde % = (T * Tr ' V  e T * T f = Z < f > mjn>HVn.
m,n
com T definido em (2.2.1).
Particularmente, se o conjunto {v|/m;n}m,nez é uma frame tight, com limite frame A, temos
f =  A - 1 f  e  L2(R ).
m,n






3.3.1 Frames e Frames Tight de Wavelets
Seja vj/ € L (R ). Suponhamos, inicialmente, que vj/ seja tal que sua transformada de
A
Fourier \\> tenha suporte compacto no intervalo [ £ , L ] com 0 < 1  < L < oo. Note que a 
exigência de que £ > 0, automaticamente garante que i\i é admissível, já  que
Consideremos a família de funções {ij/* n } , onde
* 5 * vn  n (= 7,m, €Z
V m ,n (x ) = a o _m /2 v (a 0_mx -  nb0)
Vm,n(x) = a o_m/2 V (-ao_mx- nbo) m , n e Z .  (3.3.2)
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Desta forma
= V|/ (0m, n v '
Vra,n(^  = ^  j0e_l4X < ,n (x ) d x  
= e“^x a“m/2 MJ(_ aõrnx -  nb0)dx
Tomando x ’ = - x , obtemos
A
= Vm>n( - 9
A A  A  A
ou seja, M/+ ;n(Ç) = vj,m n(Ç) e y -  „ (£) = v|/m n ( - § ,  m ,n e Z.
Observe que estamos usando uma segunda função para atingir também o eixo negativo, já
A
que \\J tem suporte compacto em [ í  , L ], com t  > 0. A definição de \\i + e \ \ i ' é bastante
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conveniente, já  que isto permite tratar de freqüências positivas e negativas separadamente, 
facilitando os cálculos.
A seguir, vamos analisar condições que nos garantem que a \\i gera uma frame. Para isso, 
temos que estimar a série X  I ( f  > M^m.n )|2» que aparece na condição frame.
m ,neZ
3.3.2 Proposição. Seja \\f e  L (R ) uma wavelet. Suponhamos que sua transformada de Fourier,
A
l(/ , tem suporte compacto no intervalo [ í  , aG í  ], onde l  = -------- ~------ , ao > 1 e b0 > 0,
b0(a0 -1 )
Então, para qualquer f  e L2 (R ),
Z  l<f.<„>|2 = í E [|f©|2 + |f(-5)|2 ]■ Z  Ma”Ç)|2dÇ
m,n eZ  0 15 m eZ
2Dem onstração: Seja f  e  L (R ). Usando a identidade de Parseval e a proposição 3.3.1, temos 
que
X  K f ,V m ,n > |2 =  X  l<f >V m,n >|2
m ,neZ  m ,neZ
= Z  ao
m ,neZ r-einbo^Ç d?
Fazendo a mudança de variáveis § = a™Ç, e usando o fato que V|/ tem suporte compacto em 
[£, a£V], obtemos
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Z  i< f ,< „ > i2 = S « ; '
m ,neZ  m ,neZ J 'e “ «5' f (» -mÇ) vK?) dÇ
Fazendo § = f  , obtemos
Z i ( f , < „ > i 2 = I c
m ,neZ m ,neZ J 'e“ b<* f(a~m (£+£)) M í+ t )  à í
Como a integral
m aé-l)
J e» boÇ f(a -m (4 + í) )  d4
representa o coeficiente de Fourier da função h(£) = f(a™ (£ + /))  v|/(a™£«), no intervalo 
[0, l (a l  -1 )] , segue pela identidade de Parseval, que
« (a i-1)rE  K f .< n > l2 =  í 2L Z a õ "  I ■ '™2 ' "l2
m,neZ 0 m eZ
Fazendo a 0 (£,+ / ) ,  vem que
J v  »§<
i
7.me
E  K f,v ; ,n ) l2 = t t Y, I | f © l 2 W a ” 9!2 d^
m ,neZ  0 m eZ
_____ A
Como a série ^  [i|/(a™£)|2 converge, V ^ e R , já  que somente um número finito de termos
m eZ
A
contribui para a soma, devido a compacidade do suporte de \\J, obtemos





De forma análoga, usando os mesmos argumentos para v)jm n, obtemos
Logo
I  |(f,Vm,n>|2 = T T  I F(-4)|2
m ,neZ f •meZ
m ,neZ
Z w a ? s r
■meZ
f é .
f  e  L
O seguinte teorema fornece condições suficientes para que o conjunto {H^inlmneZ 
definido em (3.3.2) constitua uma frame em L2 ■
3.3.3 Teorema. Seja v|/ e L2 (R ). Se \\l tem suporte compacto em \£, a2^], com
271 Aí  = -------5------  e |i|/j é uma função contínua sem zeros no interior de seu suporte, então o
b 0(ao ~ 1)
conjunto {v^  ,n}m,neZ definido em (3.3.2) é uma frame em L2 (R.). Os limites frame A e B são 
dados por
A = - j^  inf X  K a ^ ) | 2
O S m eZ
B = ^  s u p E  W a ” 9 !2
°  £, m eZ
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Demonstração. Seja f  e  L (R). Pela proposição (3.3.2), temos que
Z  Kf.vi4,„>l2 = í r  I [ | f © ! 2+ | f K ) l 2 l S  M a ” Ç)|2 dÇ
m ,neZ  0  %  ■‘m eZ
Seja
A = ^ -  inf £  |w (a?9 |2
0 £ m eZ
B = ^  s u p Z  M a ” Ç)|2 . (3.3.3)
U°  J- m eZ
Segue que
f /%°
[if©i2+if«)i2]dç < E !<f,<j2 £ B [if©i2+if(-a2]dç
m ,neZ  %
ou seja
í\  f \
A I |f © |2 d4 < Z  I< f .s4 .i>|2 í  B |f © |2 di;
•  ^  m .neZ,
Usando a identidade de Parseval, obtemos
A ||f||2 S Z l < f . < n )|2 S B ||f||2 , f  6 L2(R
m,neZ
A  A
Como \\J tem suporte compacto e | V|/ | é contínua em zeros no interior de seu suporte, temos que 
A > 0 e B < oo, onde A e B são definidos em (3.3.3).
Portanto {v|/^ n } m ,n e Z  constitui uma frame para L2 (R ). ■
A seguir, vamos analisar condições que garantem que as n formam uma frame tight em
L2
9 2 teObserve que a condição sobre o suporte compacto de i|/ , [£, a0i \  com l  = -------~------
b o ( a o - l )
na realidade uma restrição sobre aQ e bQ.
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3.3.4 Teorema. Seja vyeL (R ) uma wavelet. Suponhamos que \\J tem suporte compacto em
2 271\ l ,  aq£] com i  = ------ -^-----, que |y| é contínua e não tem zeros no interior de seu suporte e
b o K - 1)
que
X  lMXa “ £)|2 = constante = C.
meZ
Então (Vm n)m, ne2 com \ | / ^ n  definidas em (3.3.2) constitui uma fram e tight em L2
Demonstração: Seja f  e  L2 (R ). Pela proposição (3.3.2), temos que
Z i < f , < n > i 2 =  ír I ü f © i 2 + i f ( - a 2 ]
m ,neZ  U°  J
Z | v K a ?9|2 te
-m eZ
Como X  l ^ a ^ ) ! 2 = C < oo, segue que
m eZ
Z i<f,vi0 2=Tr c
m,n e Z  o J
Usando a identidade de Parseval, obtemos
Z  l<f,%,.„>!2 = r E  C ||f ||2 , f e L 2
m ,neZ
Logo, o conjunto {Vmn^m,neZ > constitui uma frame tight em L (R ), com limite frame
A = $ l .C
K
Vamos ressaltar novamente as condições que garantem que a família {vj/* n}m,neZ 
constitua uma frame tight. A função v|/ que gera as ij/^ n deve satisfazer:
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i) vj/ e  L (R ), i|/ admissível,
A
ii) \\f tem suporte compacto,
A
iii) |ij/ | é contínua e não tem zeros no interior de seu suporte,
_____ A
■V) Z  |vKa?ij)|2 = C,
meZ
Neste caso, a expansão para qualquer f e L  (R ), em função da frame tight 




f =  b°27iC Vm,n M^ m.n)_m,nGZ m,neZ
m,n
3.3.2 Exemplos
As seguintes construções levam a famílias de frames tight de wavelets.
Exemplo 1. Seja v: R - » R  uma função de classe C ', definida por
v(x) - <
0, x < 0
sen2( ^ )  0 < x < 1
1, x >  1
(3.3.4)
Para ao > 1 e b0 > 0, definimos vjy em função de v ir© , Ç e R ,  por
71
V+(£) = ( ln a 0 ) -1 /2  J sen n % -t
cos
2 V ( a 0 - 1)>/J
71 í  %~ao^
.2 \.a0£(a0 - l ) _
£< £  e "t>a £
< ^ < a 0£
a0£ < $ < a l0£
onde £ = 271
b0(a o _ 1)
e v ( Q  = r ( - 9 ,  Ê e R .
As figuras 3.3 e 3.4 mostram, respectivamente, v e \\J+ para aG= 2, bG = 1 como em (3.3.4).
I o
Desta forma V|/ é uma função com suporte compacto em \£, a0£], que não tem zeros em
2 1 . 1 
(£, a0£). Sendo v eC  , segue que V)J também é de classe C . Além disso,
/\
meZ
onde%(0,oo) é a função indicadora do intervalo (0, oo), isto é,
í l ,  0 < ^< oo
X(o,oo)(4) - 1  q nos demais casos
De fato, para £<£,< a0£ , obtemos

















n a o^ aoi 
^a0^(a0 —1)^_
« a 0 -  1);; 1 ™  U  \ < ( a 0 -  1 )JJ+ COS
/ \ - l
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=  0 n a o ) \  Ç g ( O .o o )
e para a0£ < 4 < a0£, temos




í  (  
3LV •
V2  I
£ - a 0l
a0£(a0 - l )
\ \
+ sen' 71 . a ~ X ~ l  






= (lna0)“1x (0;oo) (4)
= (lna0)_1, Ç e ( 0,°o)




71 f £  V
2 \ a 0*(a0 - l „




m ,neZ f “ma 2/  ) a0^ f ( 9  e 271 inb0a™4 V ( a ^  d£
A A
= Í r Z  I | f© l2 |v (a”5)|2 dÇ
0 m eZ
2n
b 0 ln a 0 í |f(© |2 d£
Similarmente,
m,n e Z  0 0 -^00
Segue que
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m ,neZ b0 ln a 0
iifir f  e L
Isto implica que a família {i|/* n )m,neZ é uma frame tight em L2 (IR), com limite frame
A =  2 ti 
b 0 ln a 0 '
Exemplo 2. Seja v : R —>R, uma função de classe C2k, tal que v não é decrescente no intervalo 
(0, 1) e
ÍO, x < 0
V(x) = | l ,  X>1
A





£ < ^ < a 0£ 
, a0£ < ï< a 2J
0nde ^ = u ^ 2  n  e vr ©  = ^ +(-^)
b o (a o - l)
A
Desta forma, vjy+ é uma função contínua, com suporte compacto em \£,a.0£'\ e sem zeros no 
intervalo (£,aQ£).
a) Sejam £ = 1 e a0 = V3. Definimos
0,
v +(£) = i
Ç < U > 3
(3.3.5)
é dada por
0, x <  0
v(x) = ' s e n ^ f , 0 < x <  1
1, X>1
Assim, a função \|/+ é uma função contínua com suporte compacto em [1, 3] e sem zeros no 
intervalo (1,3). Além disso,
_  • • ui
Z  IV+(aK)|2= Z  lr(3H)f
m s Z  m eZ
=lv*(9l2 + Iv +(3 i/24)I2
sen * l o g £ /  1 / io g 3  ;












Z  l< f .< „ > l2 = llfll2 . f  e  L2(R )
m ,neZ
Vm,n(x) = 3 m/4 vji(3 m / 2  X - ! B l )
e v|/m n(x) = 3 m/4 v|X-3 m/2 x -m t) , m , n e Z
com vy definida por (3.3.5), constitui uma frame tight para L (R ), com limite frame A
Figura 3.5 A função = sen[7llog^ g3)  X(i,3) ( 9
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.Im  vj/
Figura 3.6 Parte real e parte imaginária de vj/.




2- ( ,o8% g2
1/2
2V2
Neste caso, a função v é dada por
Ç < 1, 4 > 4
1< 4 < V 2 
V2 < 4 < 2V2




1-  8( 1-  x)
x <  0
0 < x 4
j í x í l
X > 1
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A função \ |/+ , assim definida, tem suporte compacto em [1, 4], não tem zeros em (1, 4) e é 
contínua. Além disso, é fácil mostrar que
_____ A  _____ A
E  M a ” Ç)]2 = Z  W 2mÇ)|2 = 1
meZ meZ
Como b0= 2ti/3 , temos que
£  l<f,M4,n>|2 = 3 llfll2 , f  6 L2( R )
meZ
ou seja
Vm,n(x) = 2_m/2 v^2 ' mx - j n ) ,  m , n e Z  
com \\j definida em (3.3.6) é uma frame tight em L2 (R.).
3.3.3 Condições Gerais
Nesta subseção, encontraremos condições mais gerais sobre a função i|/ tal que
v|/m,n(x) = aõm/2 MXa0m x_ nbo), m , n e Z ,  constitui uma frame em L2 (R ). Também 
obtemos estimativas para os limites frame. Antes, porém, mostramos que a exigência de que 
{MVn}m,neZ ® uma frame, claramente impõe que i\i é admissível.
3.3.5 Lema. Seja f  : ]R.—>]Ei uma função positiva, contínua e limitada, com f(x) -> 0
quando | x | —> oo. Assumimos que f  tem um número finito de máximos locais em x j , 






N  I N
f(x)dx -  ^  Z f ( n )  ^  I f(x)dx + Z f (x j)
j=l neZ ^ 0 0  j=l
Demonstração. Provaremos para o caso N =l. O caso geral pode ser provado analogamente. 
Sejam xj o ponto onde f  atinge seu máximo e n<, o maior inteiro não excedendo x h Como f  é 
crescente em (-00, x j  e decrescente em [xl3 00) e n<, < xi < n<, + 1, temos que
£ f ( n )  < £  F  f(x)dx = F  f(x)dx
n= -00 n= -00 —<x>
oo /•n  /*o
f (x )d x  =  :£ f ( n )  <  £  I f (x )d x
n =n 0 +1 n =n G+ l J n - 1  J n0
Dai,
Z f ( n )  ^ I f(x)dx + f(n 0)
n= -oo •'oo
Por outro lado
Í 1 ^ 0
f(x)dx = I f(x)dx
i ^00
f "*1 í*  
E f ( n )  a  £  f(x)dx = J f(x)dx
n= n0 +l n=n0 + l ^  ^ 0 +l
Assim,
r Alo+l




J f ( x ) d x - A !  < X  f ( n ) -  I f(x)dx + f (xj )
-^00 n=—oo
Isto demonstra o lema.
Em particular, se f  no lema 3.3.5, tem somente um ponto de máximo em x = x u então 
|f ( x ) d x -  f ( x j ) < Y j f(n) < I f(x)dx + f (xj )
3.3.6. Teorem a
Seja v(/e L (R ). Se v|im n(x) = a0 v|Xa0 x - n b 0), m , n e Z ,  a0 > 1, b 0 > 0, constitui uma 
frame em L2 (R ) com limites frame A e B, então
f
boina» I IvjXO2 bn lna„
0-2^ A  < J ^ ^ f - d ^  < ^ ^ B  (3.3.8)
Demonstração: Como (Vm^lm.neZ ® uma frame, temos para qualquer f  e L2 (R ),
A||f||2 < £  K f> m,„>|2 < B|ffj|2 (33.9)
111,11
Seja C um operador positivo, classe-traço, ou seja, da forma 
C f = Z c J<f,uJ)uJ, f  e  L2(R.) 
j
onde {Uj} é uma base ortonormal, Cj >  0 e trac C =  ^ C j  <  oo.
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Então (3.3.9) implica que
A Z c jl Iu j l l2 < E Z c j K u j , ^ ) ! 2 < B^CjIlUjl (3.3.10)
J ni,n
Como (Cvj/mn, vj/m n ) = X e j Ku j >Vm,n )|2> t r a c C  = Z c j  e ||uj||=  1, temos por (3.3.10)
j j 
A trac C < X  <c MVn>MVn> -  B ü&c c - (3.3.11)
m,n
Agora, vamos aplicar (3.3.11) a um operador especial C, construído via transformada wavelet. 
Sejam <j) e  L2 (R ) uma wavelet e <j)ajb (x) = a_1/2 <|)[X~ ^ ), a,b  e R ,  a > 0. Se c(a, b) é uma 
função positiva e limitada, então, de acordo com a proposição (3.2.3), o operador
C f = ff ^ a .b W a .b  c(a’b) ^ 2^ ’ para toda f  e  LZ(R
é positivo e limitado. Se além disso, c(a, b) é integrável com relação a , C é classe-traço e
a
trac C = ffc(a,b) ââdb
Escolhemos, em particular,
1 < a < a.
0^, outros casos
com w positiva e integrável com relação a
a
Neste caso,
C f = ff a,b a,b |b|a Vdadb
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trac C -
r i -  





lna„ w( I si) ds
Como
= 21n a 0 ||(|)||2 I w(|s|) ds
f-( V m , n i a , b )  = I a 0m/2 v|/(a0mx -  nb0).a 1/2<j)l 2^ )  dx
. - 1/2 m/2 
lo= a * “ a r “ I viXy) <J)f- y - ( b a 0m - n b 0)v a a0 dy
= ), 













aa0 m ,ba0 m-n b 0 a 2
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^|b + nb0l>l 
V a ;
iAl , m2 dadb 
a
1 b + nb0^ 
l a ; l(V ^a,b)|2 ^ f -
Como esta integral converge, já  que KH/,<t>a,b )l -  INI IWI e w é integrável com relação a 
dadb
&X) Ao
Z  < < > m ,n »¥rn,n > =  J  J  l<V,4» a,b >P Z  "  ^  0  +  ^
m,n
dadb
a y a 2
Agora, tomamos, em particular
w(s) = Xyfn q~x 71 s , s e R ,  À,>0 
Esta função tem somente um máximo local em s = 0 e é monótona decrescente quando |s| 
cresce.
Aplicando o lema 3.3.5 à função w, temos
< I w (t)dt + -^-w (o)
(3.3.12)
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fComo w(o) = Xyfn e I w (t)dt = 4-, então (3.3.12) implica que
< Z  j | b + n b °a ;
í:  77 +  X ,- \ [ k ,Do
ou seja
£  „ j l b . t nboi = 1f -+ p (a ,b ) ,
uo
com |p(a,b)| < w(o) =
Conseqüentemente,
X  <Cvj/m)n,M/m n)
ff ïf“+p(a,b)L' r\ dadb




= Xy/n Ca llnHt2 ,
i2 dadb
onde, usamos o fato que | p(a, b)| < X-Jn e a resolução da identidade (3.2.2). 
Como
f<V,<l>a,b>= J MXx) a 1/2 dx--00
(3.3.13)
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£^x + a V a -1 J <J)(x)dx




Fazendo as mudanças de variáveis a '= a 1 e b ' = - a  1b, obtemos,
ff 2 dadb ffK v . * , « 2 ^
Segue, usando a resolução da identidade que
ffl<V,'l>a,b>|2 í ¥ 1 =  2 * fr o r19 ■d^
Substituindo todos os resultados em (3.3.11), obtemos
A ||< r in a 0 < ^  
onde |R| < X c
f271,10.1,2 I lM<4)l -dÇ + R < B||(()|| ln a0
2iT I, , 1,2Dividindo (3.3.14) por ||(j)|| e fazendo X tender a zero, obtemos
fA b ^ I |vK9)|z b _A —  lna„ < I — r^ :— dÇ < y ~ ln a 0 B.271 0 ^  J  |£J ^  ^ 2n 
Isto demonstra (3.3.7). A prova de (3.3.8) é análoga
(3.3.14)
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Infelizmente, a recíproca do teorema 3.3.6 não é verdadeira, isto é, nem toda vj/ admissível 
gera uma frame de wavelets. Para garantir que vj/ gere uma frame, teremos que impor condições
A
adicionais à \\J. Na realidade estas condições são sobre a \ \ i . Veremos agora, condições sobre v)/, 
ao e b0 tais que, realmente obtemos uma frame.
3.3.7. Proposição. Seja \\j e L2 (R ) uma wavelet tal que
C|£Ja
M£)l ^  ( i+|gj2 )y/2 » com c > ° 3 a > 0  e Y > a  + i-
Então
sup Z  |vKa” ^)|2 <a>
l<|Ç|<a0 m eZ
a ç 2 ^2ami£|2a
Demonstração: Como |i|4>C£)|2 < ;i j  ° 2 'v  . m eZ, temos que
a ( 2am \
sup I  M a ^ ) | 2 < C 2 a2a E
meZ - Z (l + a 2m)7
C2 a 2a f  (a 2“ )m + (a f)
m
í i ( l  + a *” )* (1 + a 2m)y
Como 1 + a 2m > 1, V m e Z ,  temos (l + a 2m)7 > 1, logo -------<1
Segue que
(H -a* ” )*





ja  que ,2 a é uma série geométrica de razão — < 1.
Agora, para m > 1, temos (1 + a 2"1) 2 > a 2m (a0 > 1). Assim,
pó /  2 a  \m  oo oo
Z  £ S  E  (a«<c‘" í ) >mm =l +  /  m =l m=l
00 m
A série X  ( a ^ a ~7 )^ converge, pois é uma série geométrica de razão a 2(a' r ')
m=l
Portanto, sup Z  (vj/Ca^ 1^,)!2 converge.
l<|^|<a0 m eZ
3.3.8 Proposição. Seja i | / e L 2 (R ) uma wavelet tal que
■
0 1  
( 1+ l i f )
Então
I1*7® !  -  n  .m 2  vy/2 » a > 0 ’ C > 0 ’ Y > a  +  1
P(S)= sup X  |viXa“ €)| K a ^ + s ) |
l<B<a0 m eZ
‘decai tão rápido” quanto ------ 1—;—  com s > 0.
( l+ |s2 |)->f
Demonstração: Usando (3.3.15), obtemos que
P(s) S C 2 sup Z  -  ( |a ” 9 |a ” Ç +^)0
l<Hsa0 m6z [(l+|a™£|2 ) ( l+ |a “ Ç+s|2 )J
y l  2
Para qualquer m eZ , temos J  2 /2 < 1, |a ” £ja < ( l + | a ^ 2 )a / 2e
U+laoy  )





í -1 _(y-g) =» _(y-a)
P(S) < C2 sup a“ Z  a ^ O + l a ^ + s l 2 ) 2 + Z  [(l+|a^ | 2 )( l+ |a^ + s |2 )] 2 
l<|Ç|<a0 1. m=-oo m=0
Para o primeiro termo usamos que para | s | > 2, |a™£+s| > |s|-|a™£J > |s(—1 > j^l, já  que
|a"g < a”*1 s  1 (m <  -1).
Isto implica que
1 < < 4
1+ la ^ + s l2 t f  1+ t f
+ 4
Para | s | < 2, temos 1 + | s |2 < 5. Daí
1 <  1 <  5
1+ la K + s l2 1+ t f
Segue que
-1 -(y -a ) n -1
___  _ a  ^  _ a m / i  , i _ m y .  , _i2  ^ ^ _ a  y  X -1 . amsup a0 2  ^ a o (l+ |a0 ç+s| ) 1 < a0 -----------2  ^ a 0
!<£|<a0 m=-oo (l+|s|2 y  2 ’ m=-°°
7- a  
:l2  ^ 2( H  s n
já  que a série Z  ac>m converge, pois é uma série geométrica com razão — < 1.
a o
Para o segundo termo, usamos o fato que
i + y 2sup -------------- ~---------------- z— <  00









Z  [(l+|a?E|2 )(l+|a” Ç+s|)]' - < C, y - g
m=0 n+ki2 'í 2
~2 ^ _____3





y - a  
2  ^ 2




( i+ is n
o que demonstra a proposição.
9 —  2  ^ 2
Observe que sendo



















lérie Z t i+
Ou seja,








Vamos, agora, estimar a série X  I ( f> ¥ 111,11 )P > Para obter estimativas para os limites frame
m ,neZ
A e B .
3.3.9 Proposição. Seja i j i e L 2 (R ) uma wavelet tal que
c ia a
lv(OI ^  , C > 0 ,  a > 0  e y x x  + 1
(l+|Sj )
Então
Z  l< f , M V n > | 2 = f L \ m 2 H  lM<a^)|2 d^ +  R (f), V f  e L 2
m ,neZ  U°  « L
(3.3.17)
onde





P(s) = s u p X  l¥ ( a ^ + s ) |
Ê m
Demonstração: Usando a identidade de Parseval e a proposição 3.3.1, obtemos para qualquer
f  g  L2 (R ),
A A  A  A
X  Kf>Vm,n)l X  ^  )<Vm;n > O
m ,neZ m,n











Jlf A Aa m e i»bo»o (S-«') f (Ç )v (a J Ç) fXÇMaJÇJdÇ
í Z ff-^00 -00a” |f(Ç)| |M<a“ Ç)| |f© l M a “ 9|dÇ d£
f A A= a”  \ m \  |v|/(a0mÇ)| dÇ IfOI  M a “ ©|dSfr. ]ír
< a “ | J  I f ( t )]2 dt I J M a “ t )|2 dt







einb0a o (^ ')  f ( ç ) v(/(a^ ’)dç' f (9 v (a “ 9  d§
= Z  ao
m frfS  emboa“ (^ f ( ? ) V (a“ Ç)d£ f ( 4 M a“ Ç) d£,
Usando a fórmula de Poisson 
obtemos
?eZ k eZ
£  K f . s v J 2^ !
m , n e Z  r rjí i soo k '  2tc ^£ - £ ' — ——k h nm Doa o J f ( Ç ' ) v ( W f(Ç )V (a^ )d 4
Pela desigualdade de Schwarz, segue que
i R ( f ) â - j r  £  -I
0 m ,keZ  
k*o l_
Fazendo a mudança de variáveis £ = £ + -----— k na segunda integral, usando a desigualdade de
b 0a0
_____ A  A
Cauchy-Schwarz e o fato que Z  iM^ a™^ )! lM^(a” 9+ s)l converge (Proposição 3.3.8), obtemos
f A Al f © |2 W a “ Q ||V [ a ” Ç + 2 ik J d 5 1/Z
J 1
11/2
f| 9 + ^ r  
I  b 0a“
Seja p(s) = sup X  M a“ £+ s)|. Segue que
% m eZ
k*o
Isto completa a prova da proposição. ■
Agora, estamos em condições de obter estimativas para os limites frame A e B. Estas 
estimativas estão ligadas à hipótese de que a0 >1 e que existe B0 > 0, tal que, para b0 < B0, as 
il/mn constituem uma frame.
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3.3.10 Teorema. Seja vj/ e L2 (R ) uma wavelet e a0e R ,  a0 >1, tais que
_____ A
inf X  !'Ka^ ) ! 2 > o
l^ l“ao meZ
q a a
2 y a  » C > 0 ,a  > 0 e y > a + 1
( i + i r )
(3.3.19)
Então, existe B0 > 0 tal que
Vm,n(x) = a om/V a 0mx - n b 0), m , n e Z  
constitui uma frame em L2 (R ) para toda a escolha de b0 < B0. Para bG < B0, as seguintes 
expressões são limites frame.
A = 271 . inf X  lM<a“ §)|2 -  X  
meZ o s  V
1/2
(3.3.20)
g  _ 2j l <
b o
sup X  |vi<a“ Ç)|2 + £
l<|4|<a0 m eZ k*o Í T k'b 0 y b 0
1/2
(3.3.21)
Demonstração: Seja f  e L2(R ). De (3.3.17) e (3.3.18), obtemos que
271
b„ f[ f © | 2 Z  M a ” Ç)|2 -  ||f| |2 Zk*om f  \  - í r ko j  V D0 y2ti k p 1/2
m,neZ
< í| f © |2 Z  W a ” Ç)|: + llfll2 Zk*o 271 - P - i 1/2
Tomando A e B como em (3.3.20) e (3.3.21), respectivamente, obtemos




A condição de decaimento sobre \\J, dada em (3.3.19), garante que B < oo (Proposições 3.3.7 e 




Í T k•*b0 y P
- 2 n ,
V b 0 7 < inf Z  lv (a“ Q|2.i<^<a0 m
Basta tomar B„ =
LC e 1—fêl—a0 m
l/l+ e
Isto nos garante que A, como definido em (3.3.20) é positivo. Portanto |v|/mn] constitui
uma frame em L2 (R).
3.4 Conclusões e Comentários Finais
A seguir, veremos algumas modificações para as estimativas dos limites frames A e B, onde 
são usadas diferentes funções wavelets, vy1,... vj/N, para gerar uma frame. Os resultados citados 
aqui, são encontrados nas referências [5] ou [6], Antes, porém, vamos recapitular os resultados 
obtidos anteriormente.
Para que as v|ym n,
V n ( x) = ao_m/2 v ( aõmx -  nb0), m ,n e Z
com ao > 1 e b0 > 0 geram uma frame de wavelets em L2 (R ), devemos ter, inicialmente, que vy 
deve ser admissível, ou seja,
f
Vimos, no resultado 3.3.6, que se as vjim>n constituem uma frame, então v)/ é admissível, 
porém, a condição de admissibilidade não é suficiente para garantir que as n/mn formam uma
A
frame. O teorema 3.3.3, nos garante que se a transformada de Fourier y , tem suporte compacto
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no eixo positivo, é contínua e sem zeros no interior de seu suporte, então (vijm„ } mn6z forma
A
uma frame. Já, o teorema 3.3.10, nos diz que se o decaimento de \\i é do tipo
c i a a
ImX£)I ^ 7------77ZJ2 C>0,  a > 0  e y > a  + l
( m 2Y
e se Z |v |;(a“ ^)|2 > 0, então {v|;m>n } mneZ gera uma frame sempre que b0 < B0 (onde B0 é
m
A
estimado no teorema 3.3.10), ou seja, se vj> decai razoavelmente, então existe uma variação 
possível para a Q e b0 tal que para esses valores as vj/mn formam uma frame de wavelets.
Na prática, porém, é muito conveniente tomar a 0 = 2, pois isto significa que passando de 
uma escala m, para a seguinte m + 1 ou para a anterior m - 1, simplesmente duplicamos ou 
dividimos por 2 a translação nb0aom, que é muito mais prático que usar outro a 0 qualquer. Por
g
outro lado, é vantajoso trabalhar com frames que são quase-tight, isto é, — próximo de 1.
Das estimativas (3.3.20) e (3.3.21) para os limites frame A e B, obtemos
A S í r  Zl>Ka”i;)|2 £ B (3.4.1)
para todo £ *  0. Assim essas duas condições juntas implicam que Z |vj/ (2m^)|2 deve ser quase
m
constante, o que é uma exigência nem sempre satisfeita.
A. Grossmann, R. Kronland - Martinet e J. Morlet, sugeriram o uso de diferentes wavelets ,
il/1,...v|/N, para gerar uma “multi frame” n ]J ’
Como uma variante dos teoremas 3.3.9 e 3.3.10, podemos obter os seguintes limites para 
A e B
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sup Z  Z lv J (2 m§)|2 + R




com R ( x ) = Z  Z ^ O “ ) Pj(“ kx)]
k*o j= i
1/2
pj(s)= sup Z M ( 2 mÇ)| M (2 mi; + s)|
1<^ <2 meZ
1 "NJ O
A escolha de wavelets \\j ,... vy , pode levar a uma boa relação de .
Na prática são usadas versões “fraccionais” dilatadas de uma wavelet vj/,
-ü-D ' zü=i)
2 N
Note que as v|/J tem diferentes normas em L2 (R ), já  que
í -2 ( j -D LllVll2 = I |vj;j (x)|2 dx = 2 N |  ]v|/(2 n x)|2 dx.
—2( j—1)
Fazendo a mudança de variáveis x' = 2 N x , obtemos
-2(j-l)
llv¥ = 2  N í |v|i(x')|2 dx'
(3.4.2)
(3 .4 .3 )
~ 2 (j - l)
= 2 N INI2 J  = 1,2,...N
97
N 00 A
Observe também que a série X  X  |v|/J(2m £,)|2 pode ser escrita da forma
j= l m=-oo
00 A
S  |v|/ (2 N Ç)|2 . De fato,
rV /j (2 » 9  = ^ r I e - i2” « V W d x
z i t ü  l -(J-l)
^  f e - " ^ ( 2^ x ) d x
-00
-2  ( j - l )
Fazendo a mudança de variáveis x '= 2 N x, obtemos
r (J-De - ' 2” 2 "  ^  ¥ (x ')d x '—uu
a mN + j - l
= V (2~ N —  Q
Assim,
N oo a N pó a m N +j—1
£  £  M  (2 mç)|2 = £  £ i v / ( 2 T ~ 9 i 2
j= l m ~ - o o  j= l m=-oo
^  ILL
= Z l V ( 2 « Ç )|2
Exemplo: A função “chapéu mexicano” é a segunda derivada da função gaussiana ( a menos de 
sinal e normalizada) e é dada por
V<x) = - | I - w ( l - x 2) e - 2' 2 
com i|/©  = *~1/4 i 2
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O gráfico de v|/ está representado na figura 3.1. Usando a0= 2 e diferentes b0, nas fórmulas 
(3.4.2) e (3.4.3) com N variando de 1 a 4, obtemos os seguintes valores para os limites frame A e 
B:
N = 1 N = 2
bo A B B/A b0 A B B/A
0.25 13.091 14.183 1.083 0.25 27.273 27.278 1.000
0.50 6.546 7.092 1.083 0.50 13.673 13.639 1.000
0.75 4.364 4.728 1.083 0.75 9.091 9.093 1.000
1.00 3.223 3.596 1.116 1.00 6.768 6.870 1.015
1.25 2.001 3.454 1.726 1.25 4.834 6.077 1.257
1.50 0.325 4.221 12.986 1.50 2.609 6.483 2.485
1.75 0.517 7.276 14.061
N = 3 N = 4
bo A B B/A b0 A B B/A
0.25 40.914 40.914 1.000 0.25 54.552 54.552 1.000
0.50 20.457 20.457 1.000 0.50 27.276 27.276 1.000
0.75 13.638 13.638 1.000 0.75 9.091 9.093 1.000
1.00 10.178 10.279 1.010 1.00 13.586 13.690 1.007
1.25 7.530 8.835 1.173 1.25 10.205 11.616 1.138
1.50 4.629 9.009 1.947 1.50 6.594 11.590 1.758
1.75 1.747 9.942 5.691 1.75 2.928 12.659 4.324
Tabela 3.1 Limites frame para a frame de wavelets baseada na função “chapéu mexicano”. 
Observação: De acordo com a tabela 3.1, podemos considerar a frame tight para b0 < 0,75. Se
r>
b0 for maior que 0,75 (por exemplo 1,75), o valor de cresce muito, e consequentemente não
temos uma frame tight. A utilização da “multi-frame” {vj/1, v|j 2 ,  v|/3, vj/4}, como mostra a tabela, 
é bastante vantajosa já  que com translações maiores b0, continuamos a obter frames tight.
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