families; for more common alleles, the marginal approach has better power. These results appear to reflect the ability of the algorithm to accurately assign families to the two classes and the relative weights of segregating and non-segregating families to the test of linkage. An application of Bayes rule is used to estimate the family-specific probability of segregating. High predictive value positive values for segregating families, particularly for MCP , suggest that the method has considerable value for identifying segregating families. The method is illustrated for gene expression phenotypes measured on 27 candidate genes previously demonstrated to show linkage in a sample of 14 families.
Introduction
In conventional quantitative-trait locus (QTL) mapping studies, families are selected into the sample on the basis of phenotypic variation among the offspring. This selection ensures that the offspring, and by definition
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Abstract
In a quantitative trait locus (QTL) study, it is usually not feasible to select families with offspring that simultaneously display variability in more than one phenotype. When multiple phenotypes are of interest, the sample will, with high probability, contain 'non-segregating' families, i.e. families with both parents homozygous at the QTL. These families potentially reduce the power of regression-based methods to detect linkage. Moreover, follow-up studies in individual families will be inefficient, and potentially even misleading, if non-segregating families are selected for the study. Our work extends Haseman-Elston regression using a latent class model to account for the mixture of segregating and nonsegregating families. We provide theoretical motivation for the method using an additive genetic model with two distinct functions of the phenotypic outcome, squared difference (SqD) and mean-corrected product (MCP) . A permutation procedure is developed to test for linkage; simulation shows that the test is valid for both phenotypic functions. For rare alleles, the method provides increased power compared to a 'marginal' approach that ignores the two types of their parents, have high probability of displaying allelic variation at the QTL. We define segregating families as those with at least one parent who is heterozygous at the QTL. When multiple phenotypes are of interest, it is difficult to select families that simultaneously segregate for all phenotypes. These studies are likely to include some families where both parents are homozygous at one or more of the QTL of interest. The offspring in these 'nonsegregating' families lack genetically determined variation in phenotype. Since non-segregating families do not contribute to the linkage signal, their inclusion in the sample should reduce the power of the analysis to detect linkage compared to a sample of the same size composed of segregating families. Additionally, there is little to be gained from including material from non-segregating families in subsequent follow-up studies. The research described here was motivated by the Genetics of Gene Expression study, a genome-wide linkage study performed initially in 14 pedigrees from the Centre d'Etude du Polymorphisme Humain (CEPH) collection [1] . The phenotypes of interest were mRNA expression levels of several thousand genes measured on each individual using microarray technology [2] . In these analyses we anticipate that many QTL will be characterized by non-segregating families as pedigrees were not selected for simultaneous variation in all of the phenotypes.
Here, we propose to measure linkage with an extension of Haseman-Elston regression based on a latent class model to take into account segregating and non-segregating families. Latent class analysis is a model-based method for clustering data into unobserved, or latent, classes, assuming that the marginal or observed distribution of data is a mixture of two or more distributions [3] . Latent class methods have previously been used in populationbased genetic studies to identify subclasses of disease phenotypes, and to infer population substructure [4] [5] [6] [7] [8] [9] [10] [11] [12] . However, we are unaware of previous applications of latent class methodology to family-based linkage studies. Our method provides an objective test for linkage in the presence of combinations of segregating and non-segregating families. Through an application of Bayes rule, we estimate the probability that individual families are segregating, and thus, identify families that are likely to be informative in follow-up statistical and molecular studies of putative regulators of gene expression. This is a unique aspect of our approach, one that, to our knowledge is not addressed by current methods.
We briefly introduced a latent class approach to this problem in an earlier study of trans regulators of gene expression [13] . Here we describe in detail an improvement on the original testing approach using examples of cis regulation of gene expression as motivation. We justify the new method theoretically and explore its operating characteristics in a simulation study. In the Methods section, the latent class extension to Haseman-Elston regression is developed along with a method for fitting the model. The modified hypothesis test is presented along with the approach for identifying subjects from segregating families. In separate Results sections, we first describe analytic findings and a simulation study and then illustrate the approach with an example of the analysis of several selected phenotypes from the motivating study. We conclude with a Discussion of the methods.
Methods

Overview
We demonstrate the potential importance of the problem of non-segregating families in the population and review the additive genetic model and the principles of regression-based linkage analysis. A latent class model extends regression-based linkage to account for heterogeneity in outcome due to segregating and nonsegregating families. We explore the properties of two phenotype functions in the context of the two-class model and develop testing and estimating procedures.
Occurrence of Non-Segregating Families
For a single QTL with two alleles, let H and L denote the highand low-expression alleles, with population frequencies p and q = 1 -p respectively. Under Hardy-Weinberg equilibrium, the proportion of segregating families ( ) in the population is
The proportion of non-segregating families is
a value which exceeds 0.25 for all values of p , with larger rates occurring as one allele becomes less common. Even with relatively common alleles, 1 -is substantial; for example with p = 0.10, close to two thirds of the families in the population are non-segregating. Non-segregating families are unlikely to be included in a sample of families ascertained using a proband. However, samples selected without regard to phenotype should frequently contain non-segregating families.
Genetic Model
We consider each expression phenotype independently. Let W ij denote the phenotypic value for offspring j ( j = 1, ..., n i ) in the i -th family ( i = 1, ..., N ), where n i ( n i 6 2) is the number of offspring in family i and N is the number of families in the sample. We use an additive genetic model, without considering dominance, i.e.
where ␥ is the average phenotypic value of a heterozygote (genotype HL ), is the additive effect of the H allele, G ij is the number, minus one, of H alleles carried by individual j ( G ij = {-1, 0, 1}), F i is a family-level random effect, and e ij is an individual error term [14] . We assume the F i are independent of the G ij and are independent and identically distributed with mean zero and variance 2 F while the e ij are independent of G ij and F i and are independent and identically distributed with mean zero and variance 
[15] . Equation (2.4) assumes that IBD sharing at the QTL, X ik , is known, whereas in practice IBD sharing is approximated at single nucleotide polymorphism (SNP) markers. Let Z ik denote the number of alleles shared IBD at a SNP marker, where is the recombination fraction between the marker and the QTL (0 ^ ^ 1/2). Here = 0 indicates that the marker and the QTL do not recombine while = 1/2 indicates that the marker and the QTL are unlinked. The phenotypic covariance in this case is
Extension of Haseman-Elston Regression
Let Y ik denote the squared difference ( SqD ) in phenotype for siblings j and j in sibpair k in family i
Haseman and Elston [15] describe a 'marginal' regression-based test of linkage. Here Y ik is regressed on IBD sharing at the QTL, X ik . Subsequent efforts to increase the power of the method led to the use of other functions of phenotypic values, including the family mean-corrected product ( MCP ) and weighted sums of the SqD and squared sums [16] [17] [18] [19] [20] [21] [22] . In addition to SqD , we considered MCP , where
denotes the mean phenotypic value for the i -th family. Table 1 shows that in the marginal model, the expectation of these functions are linear combinations of phenotypic covariance and variance terms.
The expectations in table 1 are evaluated by substituting the  appropriate expressions for the variance and covariance terms  from table 2 . The appendix provides further details of the derivations. The expected value of the phenotype function, either the SqD or MCP , is a linear function of the number of alleles shared IBD at the marker, Z ik with the general form
For SqD the marginal intercept is ␣ = 2 2 e + 8 2 pq [ 2 -+ 1/2]; for MCP the closed-form solution for the intercept is complicated but is readily computed numerically. The specific values of the 'marginal' slope, ␤ , in terms of the genetic model appear in table 3 . For both phenotype functions the terms from the genetic model that contribute to the slope come exclusively from the conditional covariance terms in Equation (2.5). The slope for SqD is independent of sample size and the slopes for SqD and MCP are identical up to the multiplicative term n n n n n where here, for the purpose of the derivation only, the number of subjects per family, n , was set to be constant for all families. Note from table 3 that = 1/2 implies ␤ = 0 under both models. To extend the model in Equation (2.7), let C i be a binary variable indicating whether family i belongs to a segregating ( C i = S ) or non-segregating ( C i = N ) 'class' of families. The expectation of the phenotype functions conditional on class appear in table 1 . When evaluated in terms of the genetic model using the terms in table 2 , the expectations of the phenotype function conditional on class are again linear functions of the number of alleles shared IBD at the marker, Z ik , i.e. 
Estimation
Let f ( Y ik ) be the marginal density and let f ( Y ik ͉ C i ) be the density conditional on class membership of the i -th family. To fit the model, we assume independence of sibpairs within a family, conditional on latent class. The conditional densities are assumed to be normal with constant variances,
,
In essence, the latent class approach is a method for fitting two class-specific Haseman-Elston regression models, while accounting for the uncertainty in the latent class designations of individual families. The likelihood was maximized using a general quasi-Newton procedure implemented in SAS PROC TRAJ (v.9 using the NO-VAR option; [23] ). There are several issues to consider. First, segregating and non-segregating classes are not explicitly designated by the maximization procedure; this information is inferred by designating the segregating class as the one with the minimum of the two class-specific estimates of the slopes. Second, the twoclass model sometimes fails to converge. Even when both types of families are present in the population, a given sample may contain only one type of family, and in this case the algorithm is expected to fail to converge to a two-class solution. In practice, the twoclass model also fails to converge at times when both segregating and non-segregating families are present.
Because the two-class model sometimes failed to converge, we incorporated the possibility of fitting the marginal model from Equation (2.7) into the estimation. Let D indicate convergence of the two-class model. Convergence occurs ( D = 1) if the following three conditions are satisfied: (1) The numerical convergence criteria of the estimation procedure are met. (2) The class-specific parameter estimates are distinct, i.e. the slope and/or intercepts differ by a specified constant, here set to 0.01. (3) The estimate of the proportion of families that are segregating, is non-zero and less than 1.0.
Otherwise, D = 0 and the marginal model from Equation (2.7) is fit using maximum likelihood, implemented here with PROC TRAJ by specifying a model with one class and with signifiance assessed using permutation. In addition to estimates of the slope and intercept terms, the estimation procedure directly yields , the maximum likelihood estimate of which, in turn, yields an estimate of p through simple rearrangement of Equation (2.1).
Lastly, using Bayes rule and assuming normal densities, the family-specific probability of membership in the segregating class is (2.10)
, ,
where r N ik = y ik -N ik and r S ik = y ik -S ik are class-specific residuals: if D = 1, estimates of S ik , N ik , 2 and are used to estimate the family-specific probabilities of segregation in Equation (2.11). If D = 0 then this probability is not estimated. For any gene, if the magnitude of the residuals is small relative to 2 , then individual families show little variation in P ( C i = S ͉ Y i , Z i ) with values being largely driven by the term 1 On the other hand, if the data from a particular family are well fit by one of the conditional means, then the residuals for the other class will be large and this will tend to drive P ( C i = S ͉ Y i , Z i ) toward zero or one.
Hypothesis Testing
For the marginal Haseman-Elston model in Equation (2.7), the one-sided test for linkage is
or equivalently
where , p , and q are assumed to be fixed.
For the two-class model, the hypothesis regarding in Equation (2.12) remains of interest. However since ␤ N = 0, the hypothesis regarding the slope is now
The estimated test statistic, ␤ ˆ S , for the hypothesis tests defined in Equation (2.13) and Equation (2.14) is defined as
where
denotes the vector of estimated slopes from the two-class model and ␤ ˆ is the estimated slope for the marginal regression. When D = 1 we infer that the minimum of the two slopes, min (~ ␤ ˆ) , estimates the slope in the segregating class. When D = 0 the marginal slope is our best estimate of the slope in the segregating class, even in light of the possibility that ␤ ˆ estimates the slope in the non-segregating class, or a mixture of segregating and non-segregating families. The test is carried out using a permutation procedure that retains the correlation structure of sibpairs within families. Specifically the observed value of ␤ ˆ S is determined. Then we re-fit the two-class model to data where the vector of sibpair outcomes for each family, 
Results: Analytic Findings and Simulation Study
Analytic Comparison of SqD and MCP To use the two-class model for inference, the NewtonRaphson algorithm must converge to a solution that identifies two distinct classes. While the test for linkage is based on the slope in the segregating class, differences between the intercepts as well as the slopes for the segregating and non-segregating classes potentially contribute to the ability of the algorithm to converge to a two-class model. For both SqD and MCP , ␣ S and ␣ N are independent of IBD sharing with differences between segregating and non-segregating classes even in the absence of linkage ( = 1/2) that increase with increasing p (result not shown). For the slopes, table 3 shows that the slope for the non-segregating families, ␤ N , is zero for both SqD and MCP while, for segregating families, the ␤ S are identical, except for the multiplicative term which has an upper bound of 1/2 in very large families. ␤ S is zero when the marker is unlinked ( = 1/2) and nonzero under linkage (0 ! ! 1/2). Unlike the intercepts, the slopes contribute no information useful for discerning classes in the absence of linkage. Intuitively, as segregating families become rare, the ratio for the marginal and segregating slopes should become large. Indeed, the ratio of slopes is identical to the proportion of segregating families; using the results in table 1 for either SqD or MCP and Equation (2.1)
Simulation Study
Parameters of the Simulation Study Simulation was used to assess the operating characteristics of the proposed permutation test for the two-class model compared to a permutation test based on the marginal model. The simulation study also described the capacity of the approach to discriminate between segregating and non-segregating families. Using the genetic model, parental alleles were drawn from two unlinked (independent) loci, using a Bernoulli( p ) distribution and assuming Hardy-Weinberg equilibrium. One of the alleles was arbitrarily designated as the QTL and the other as an 'Unlinked SNP' or null marker. We then simulated the random transmission of alleles from parent to each of eight offspring, or in a limited number of cases to four offspring. We determined the true IBD status of all sibpairs. Phenotypic values were determined conditional on the QTL at each locus and assuming the additive genetic model from Equation (2.3) and a normal distribution for F i and e ij , with variances 0.3 and 0.2, respectively. To assess type I error rate, we fit the latent class model to each set of simulated data using IBD sharing at a 'null' marker, i.e. a marker independent of phenotype. We simulated 500 sets of data, varying the number of families, N , the additive allelic effect, , and the allele frequency p . Allele frequencies of p = 0.025, 0.2, and 0.5 were chosen to represent a range from rare to common alleles. We computed the nominal type I error and power as well as the mean and empirical variance of the estimated slope in the segregating class. We also assessed the discriminative ability of the proposed method conditional on achieving convergence for the two-class model; specifically, we assessed the predictive value positive (PVP) (the probability that a member of the nominal segregating class was a segregating family), sensitivity (probability of assignment of a segregating family to the nominal segregating class) and specificity (probability of assignment of a non-segregating family to the nominal non-segregating class) by assigning a family to either the segregating or non-segregating class based on whether the probability in Equation (2.11) exceeded 0.50.
Type I Error and Power Table 4 shows the results for N = 14; similar patterns were observed for a more limited study for N = 28 with the same number of sibs per family. The type I error rate is well controlled; for a nominal type I error rate of 0.05, and a simulation error of 0.0097, the empirical error ranged from 0.046 to 0.068 for SqD and from 0.036 to 0.056 for MCP . Power demonstrates two distinct patterns. For the two-class model, when segregating families are rare ( p = 0.025; = 0.095), MCP has better power than SqD ; when segregating families are common ( p = 0.2; = 0.54 or p = 0.5; = 0.75), SqD has better power than MCP . In marginal models, as expected from theoretical results [16, 17] , MCP has better power than SqD across the range of simulations. The question of whether the marginal or the two-class model has better power again depends on the frequency of the segregating families. At low allele frequencies, the two-class model with MCP had the highest power; at high allele frequencies, the marginal model, again using MCP , had the highest power.
Discrimination of Segregating and Non-Segregating Families With respect to discriminating between segregating and non-segregating families under the two-class model, PVP values for MCP consistently exceeded those of SqD . For p = 0.025, PVP values for MCP were 35-80%, and while these values are somewhat low, they represent a substantial enrichment in segregating families in the nominal segregating class compared to the 9.5% expected for the entire sample at this allele frequency. In contrast, PVP values for SqD were 16-25% at p = 0.025, indicating that the nominal segregating class was dominated by non-segregating families. At higher allele frequencies discrimination is excellent; PVP values for MCP were at least 97% for p 6 0.2/ 6 0.54 and at least 87% for SqD .
Factors Affecting Relative Power and Detection of Segregating Families
To better understand these patterns, table 5 along with figures 1 and 2 explore the impact of factors including the rate of convergence to a two-class solution, and the composition of the nominal segregating class. This in turn leads to a discussion of how bias in ␤ ˆ S and its empirical standard error may impact relative power.
Probability of Converging to a Two-Class Solution First consider convergence rates ( P ( D = 1)) ( table 5 ). At the 'null marker', two classes of families are present and this variation is reflected in the distribution of the phenotype, but there is no association between IBD sharing and phenotypic variation. Here differences in intercepts potentially provide information about class membership, while at the QTL we expect both intercepts and slopes to contribute to discrimination between classes. For 14 families, rates of fit for the two-class model ( P ( D = 1)) at the null marker ranged approximately between 95 and 97% for SqD and between 35 and 38% for MCP . Convergence rates for both phenotypes were similar to convergence rates in simulations where there was no genetically based heterogeneity and where we generated only a random intercept and held = 0 (results not shown). Thus the intercepts in practice provide little discriminatory information. Importantly, the probability of observing families from both classes (both segregating and non-segregating families) is 0.753 when p = 0.025/ = 0.095, and over 0.98 at the two higher allele frequencies. Focussing on p = 0.025/ = 0.095 it is clear that SqD frequently finds two classes when only one exists. The results for the simulation where = 0 indicate SqD does so independently of any genetic information. SqD may converge more frequently than MCP because of the shape of the distribution. For example, SqD had skewness/kurtosis values of around -2.8/11 compared to -0.8/8.6 for MCP when = 1.0 and p = 0.2.
At the QTL , SqD continued to have higher convergence rates than MCP . Here, SqD converged to a two-class model in over 95% of simulations while MCP converged at more reasonable rates of 58-73% at p = 0.025 and over 97% at higher allele frequencies. Again, we note that SqD converged at rates of 95-99% when p = 0.025 even when the probability of at least one segregating family in the sample was only 0.753.
Composition of Nominal Segregating Class
With respect to the composition of the nominal segregating class based on the posterior probabilities from Equation (2.11), SqD consistently shows higher sensitivity and MCP consistently shows higher specificity at the QTL . The net result, seen in table 4 , is that the PVP for MCP is higher. However, while the nominal segregating class for MCP is highly enriched in segregating families, its low sensitivity means that a large proportion of segregating families in MCP are assigned to the non-segregating class. This observation appears important in understanding relative power.
Power of MCP versus SqD in the Two-Class Model We first consider the relative power of MCP and SqD for the two-class model ( table 4 ) and suggest why MCP is more powerful at low allele/segregating family frequency.
When the algorithm fits the slopes for the two-class model, each family contributes to the estimates from both classes, with the relative contribution weighted by the goodness of fit of the family-level data to each class. With the caveat that the weights in the fitting algorithm are continuous rather than binary, we gain some insight into the relative weighting of families to the slopes by considering the composition of the nominal segregating family class. Figure 1 shows that for SqD , min ( ␤ ˆ ), the estimated slope in the segregating class from the two-class fit (Equation (2.15)), underestimates ␤ S , the true parameter, when p = 0.025, a finding consistent with the result that the nominal segregating class for SqD at p = 0.025 is dominated by non-segregating families ( PVP ^ 25%). In contrast for MCP ␤ ˆ S , the estimated slope in the segregating class from the two-class fit (Equation (2.15) ), substantially overestimates ␤ S when p = 0.025. The bias may reflect the fact that the nominal segregating class is dominated by segregating families while sensitivity for MCP at this allele frequency is no greater than 55%, suggesting that the contribution of a few segregating families to the slope estimate, probably those with extreme slopes, is large while those segregating families with less extreme slopes make little contribution to the estimate of ␤ S . Underestimation of ␤ S by SqD and overestimation by MCP is consistent with the finding that MCP is more powerful than SqD at low allele frequency for the two-class model.
We next suggest an explanation for why SqD is more powerful at higher allele/segregating family frequency. Because we do not have closed-form solutions for variance estimates, we focus on relative power using MCP at p = 0.025 as the baseline. At higher allele frequencies ( p = 0.2 or p = 0.5), the nominal segregating classes for both SqD and MCP are dominated by segregating families. Sensitivity, while lower than at p = 0.025, is higher for SqD . For both phenotypes, min ( ␤ ˆ ), the slope estimate in the segregating class, overestimates ␤ S . Since the magnitude of the relative bias is larger for MCP ( fig. 1 ) , we suggest that the precision of the estimate, rather than the bias may explain why SqD has better power than MCP for the two-class model at higher allele frequencies ( table 4 ) . We consider increases in the mean slope and the empirical standard deviation (SD) at the higher allele frequency relative to p = 0.025. Specifically for each phenotype we computed two ratios, the slope ratio is the mean of the slope estimates at p = 0.2 versus p = 0.025, and the SD ratio is the empirical SD of the slope estimates at p = 0.2 versus p = 0.025. Intuitively, we hypothesized that larger slope ratios would tend to yield a larger increase in power, while larger SD ratios would have an opposite effect, yielding a smaller increase or decrease in power. Figure 2 (top row) illustrates the ratios. For the nominal segregating class, the slope ratio was higher and the SD ratio was smaller for SqD compared to MCP . Slope ratios were 2.5 to 3.1-fold larger for each value of for SqD and 1.8 to 2.0-fold larger for MCP . In contrast, ratios for the empirical SD were 1.3 to 1.6-fold larger for SqD and 1.7 to 1.9-fold larger for MCP . Similar patterns were observed for p = 0.500 versus p = 0.025. Thus, while MCP is highly specific across allele frequencies, the variance of the slope estimate in the segregating class is relatively higher than SqD for more common versus rare alleles. We speculate that compared to SqD , MCP 's low sensitivity effectively reduces the size of the nominal segregating class when allele frequencies are larger, and this inflates the standard error and reduces power relative to SqD .
Power of Marginal versus Two-Class Model
Lastly, we seek to understand why, for each phenotype, the two-class model had better power than its marginal counterpart at low allele frequency while the marginal model had better power at higher allele frequency. We focus on MCP as this was the phenotype with the best absolute power. At p = 0.025 the ratio of population slopes for the segregating class ( ␤ S ) and the marginal model ( ␤ ) is 10.5, reflecting the fact that only 9. 5% of families in the population are segregating (Equation (3.1)); in fact the observed slope ratio for the segregating versus marginal models for MCP was even higher, ranging from 11.7 to 21. The power of the two-class model at low allele frequency appears to reflect, at least in part, the large contribution of non-segregating families to the marginal slope along with the enrichment of segregating families in the nominal segregating class of the two-class fit and, for MCP , the upward bias of ␤ ˆ S , in cases where the two-class MCP model converges.
At higher allele frequency, we speculate that the higher power of the marginal approach, compared to the twoclass approach, reflects a smaller contribution of nonsegregating families to the marginal slope, along with poor sensitivity of the two-class model, i.e. a relatively poor ability to classify segregating families as such. For MCP at p = 0.2 the ratio of population slopes for the segregating class in the two-class model and the marginal model, ␤ S / ␤ , is 1.9, a value much smaller than at p = 0.025. However, the ratio of observed slopes ranged from 3.5 to 4.6, again reflecting the unbiasedness of the marginal slope and the upward bias of ␤ ˆ S . Since the slope estimates for the segregating class in the two-class model continue to be much higher than for the marginal model, we suggest that the precision of the slope estimate may explain why the marginal model has better power than the twoclass model at higher allele frequencies ( table 4 ) . Because we do not have closed-form solutions for the variance of the slope estimate, we use p = 0.025 as a reference and considered relative values of the slopes and standard deviations. For the marginal model the slope ratio is the mean of the estimated ␤ at p = 0.2 versus p = 0.025, and the SD ratio is the empirical SD of the slope estimate at p = 0.2 versus p = 0.025. Figure 2 (bottom row) shows the slope and SD ratios for the marginal and two-class models for MCP at different values of . As described above, slope ratios for the MCP two-class model are 1.8 to 2.0; figure 2 shows that for the marginal model the slope ratios are much larger, on the order of 6.0 to 8.0. In contrast for the two-class model, the SD ratios are 1.7 to 1.9, and for the marginal model, they are only slightly higher, 2.0 to 2.5. Thus the relative increase in the slope for the marginal model compared to the two-class model appears to outpace the relative increase in SD. A comparison of the marginal MCP model to the two-class SqD model yields similar results. We hypothesize that at larger allele frequencies, the low sensitivity of the two-class model reduces the size of the nominal segregating class, effectively inflating the standard error of the slope estimate. This in turn reduces the power of the two-class model relative to the marginal model. The relative power of the marginal and two-class approaches appears to reflect tradeoffs between the relative magnitude of the slope in the segregating class and the overall population, and the inability of the two-class model to assign the majority of segregating families to the nominal segregating class.
Effect of Reduced Number of Sibs per Family
At the suggestion of the reviewers, we briefly explored the impact of a smaller number of sibships. Results of a simulation with 28 families and four sibs per family are shown in table 6 for = 1 at the QTL. The type I error rate was controlled and appeared somewhat conservative for both phenotypes (not shown). The results were similar to those described although both the marginal and two-class models yielded hypothesis tests with lower power. Additionally, for the smaller number of sibships, the marginal model had substantially, better power than the two-class model, except for p = 0.025 for the SqD function. For the two-class model, SqD consistently had better power than MCP . As with the larger sibship size, MCP consistently had better specificity and worse sensitivity than SqD , and this yielded better PVP for the MCP phenotype. The PVP values were consistently lower than for the larger sibship sizes, but still exceeded 90% for MCP for p 6 0.20. We were unable to carry out the permutation test successfully using fewer than four sibs per family. It appeared that because the number of permutations was small (six per family for three sibs per family), that the within-family permutation did not yield sufficient variation to differentiate between the results under the null and alternative hypotheses, leading to a test with literally no power. While the permutation procedure could not be used, we were still able to fit the two-class model, and this information could be used to classify families.
Results: Application to the CEPH Study
Description of the CEPH Study
The motivating study is fully described in Morley et al. [2] . Briefly, 3,554 gene expression phenotypes were analyzed for linkage in a genome-wide study of cell lines from 14 Utah pedigrees with seven to nine offspring. Using a recent modification of Haseman-Elston regression [21] , 142 phenotypes yielded sufficient linkage evidence to achieve genome-wide significance (p values ^ 4.3 ! 10 -7
). These expression phenotypes were further classified based on location of the linked SNP marker relative to each expression phenotype. Target genes with expression mapped to within 5 Mb of their genomic location were classified as cis -regulated; otherwise genes were classified as trans -regulated. Here, we illustrate the twoclass approach using 27 expression phenotypes which demonstrated statistically significant evidence of linkage to a cis regulator in the original study [2] . We selected the single SNP closest to the start of transcription of each of these 27 genes. While we identified a single SNP for the analysis, we used Merlin to estimate the number of alleles shared IBD at the SNP marker using genotype data from all SNPs on the chromosome containing the target gene using [24] . Merlin is a multipoint algorithm which uses information from SNPs in the neighborhood of the SNP of interest to infer IBD status. Genotype data from grandparents, parents, and offspring were used in the IBD calculations, although only outcome data from the offspring were used in the latent class analysis. This approach suggests that IBD sharing at the QTL for these data should be well approximated by IBD sharing at a nearby genetic marker. Table 7 shows the full set of parameter estimates for the MCP function ordered by ˆ, their estimated probability of membership in the segregating class. p values for hypothesis tests for both SqD and MCP are shown for both the marginal and two-class models. For both functions, the two-class model converged for all genes. The slope estimates followed the expected pattern: ␤ ˆ N was very close to zero, and ␤ ˆ for the marginal model was intermediate to ␤ ˆ S and ␤ ˆ N . Estimates of minor allele frequencies, p , for those genes where the latent class model converged ranged from 0.018 to 0.127; these values correspond to estimated prevalences of segregating families Res ults for sensitivity and specificity include only those simulations where the two-class model converged (D = 1). Results shown are for 28 families and 4 sibs per family across 500 simulations for = 1. Co mplete results are shown for the MCP phenotype. p values for the SqD phenotype also shown with bold values indicating the smaller of the two p values. Nominal segregating and non-segregating families for genes in bold are illustrated in figure 3 . Table 8 . E stimated probability of membership in the segregating class for individual families for genes in figure 3 Gene C EPH family identifier   1333  1340  1341  1345  1346  1347  1362  1408  1416  1418  1421  1423  1424 0.000 0.000 0.000 1.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 POMZP3 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 1.000 0.000 0.000 0.000 0.000 0. As expected for genes that reached strict statistical significance for linkage in the genome-wide study reported in [2] , permutation p values in the test based on the marginal model were generally small ( ! 0.001). p values for the two-class hypothesis test in Equation (2.13) were generally larger than for the marginal model, but were less than 0.05 in 19 out of 27 genes for MCP and for 24 out of 27 genes for SqD . Based on the simulation study, we predicted that p values would be smaller for MCP than for SqD at the lower allele frequencies with a reversal in this pattern at the higher allele frequencies. Indeed, we observed eight genes with p = 0.018 and ˆ = 0.071, and of these genes the p value was smaller for MCP than for SqD in seven cases. Of the 13 genes with the highest allele frequencies, specifically with p 1 0.05 and ˆ 1 0.20, the p value was larger for MCP than for SqD in 11 cases. Figure 3 illustrates MCP for each family in six example genes with estimated allele frequencies, p , ranging from 0.018 to 0.091. Note that the scale for MCP differs among genes. Families were designated as segregating if estimates of the class-specific probabilities P ( C i = S ͉ Y i , Z i ) from Equation (2.10) exceeded 0.50; data for these families appear in red (grey in the print version). Class-specific probabilities of membership in the segregating class appear in table 8 . As expected individual families differed in their designation as a segregating family across genes. Typically, families with the largest range in MCP values were designated as segregating while families with the smallest range in MCP values were designated as nonsegregating. For PSPHL and TM7SF3 , the two-class approach also designated several families as segregating that had smaller ranges in MCP than families that were designated as non-segregating. For these six genes, the probability of membership in a segregating class tended to approach 1.0 or 0.0 for most families. However, for CGI-96 and TM7SF3 there was more uncertainty in the designation of a segregating versus a non-segregating family. In interpreting these results, we keep in mind the simulation study indicating that while we have reasonable confidence that families assigned to the nominal segregating class are indeed segregating, the low sensitivity for MCP means that we may have falsely assigned segregating families to the non-segregating class.
Hypothesis Tests
Designation of Segregating Families
Discussion
Using a novel latent class model, we have developed and evaluated an estimation and testing procedure that accounts for heterogeneity in outcome due to segregating and non-segregating families. The approach provides an objective test for linkage which may be valuable when the prevalence of segregating families in the sample is small, as well as information that can be used to identify segregating families, which in turn may inform the selection of families or individuals for future study. In our motivating study, multiple measures of gene expression were the phenotypes of interest. However, the method could also be used in studies where multiple continuous endpoints are collected but families are selected into the study without regard to phenotypic variation in the outcome of interest. One limitation to performing the latent class analysis with a large number of markers is that the permutation procedure proposed here is computationally intensive; to obtain the resolution needed to make multiple comparison adjustments the computational burden would be even larger. For illustrative purposes, we ignored the issue of multiple comparisons but in practice this adjustment would be important, particularly if a large number of candidate loci were examined.
For large sibships, the hypothesis test for MCP is somewhat more powerful than SqD in marginal, regressionbased linkage analyses [17, 22] . For the two-class approach, simulation suggests that SqD is more powerful than MCP for higher allele frequency whereas MCP is more powerful than SqD for rare alleles. However, the marginal MCP model was more powerful than both latent class procedures at higher allele frequencies, despite ignoring the distinction between information from segregating and non-segregating families. The two-class procedure has several steps, and there are a number of factors at each step that may contribute to this finding. Our results suggest that factors that may contribute to this finding include the skewed distribution of the original phenotypes, which in turn results in higher specificity for MCP and higher sensitivity for SqD . While the results describing power are complex, the ability of the two-class approach using the MCP to identify segregating families was consistent and impressive, with PVP values that consistently exceeded 95% at higher allele frequencies. For the marginal model, additional phenotype functions have been proposed. For example, correction by the best linear unbiased predictor (BLUP) of the population mean was shown to perform better than correction by the family mean [22] . However, since the means in the segre- 
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Color version available online gating and non-segregating classes differ, the marginal BLUP should be biased for the conditional means. Another phenotype function uses residuals to obtain an optimally weighted function of the squared sum and squared difference and was used in the original analysis of these data [2, 21] . Like the BLUP-based approach, this function relies on marginal residuals and is not well suited for use as the outcome in the two-class model without modification. In limited studies we found that phenotype functions which depend on marginal moments gave unexpected results, including introducing bias or reducing the ability of the algorithm to detect the latent classes. We used maximum likelihood to fit the two-class model, assuming normality with separate means but equal variances in the two classes. We further assumed that sibpairs within a family are independent, conditional on the latent class. Each of these three assumptions (normality of the phenotype functions, equality of variance and conditional independence) are undoubtedly violated, and it is perhaps not surprising that the slope estimates in the two-class model are highly biased. Early in our study, we found that when the two-class algorithm converged, the maximum likelihood estimates of the variance seriously underestimated the empirical variance of the slope in the segregating class. This finding is consistent with results from the simulation study, essentially ruling out the possibility of using a Wald-type test [Bastone, unpubl. data]. An additional problem in the development of a valid hypothesis test arose as a result, of the algorithm failing to consistently converge to a two-class solution. As a result the test statistic involves both the estimated slope from the two-class model, and in the event of non-convergence, the estimated slope in the marginal model. Permutation was used to address these issues. The mixture distribution of the test statistic was estimated under the null hypothesis using permutation. The procedure yields valid type I error rates, and allows the procedure to be used irrespective of the bias in the estimate, and whether a two-class model can be fit to the observed data. In developing this approach, we initially used a permutation procedure where we accepted the null hypothesis when the two-class model failed to converge [13, 26] . In simulation studies, this approach yielded acceptable type I error rates, but, obviously, failed to detect linkage in any gene where the two-class model did not fit and yielded lower power than the procedure detailed here.
In practice one of the limitations of this study is the computational burden of the permutation procedure and in practice the computational burden would be even larger when multiple markers are used. Permutation provides a valid test when assumptions about the distribution of the outcome and the conditional independence are violated. Morever, for the method proposed here, the test statistic has a mixture distribution that is not easily modelled parametrically. However, permutation is computationally intensive and is not feasible for either trios or where there is a single sibpair. Within the framework of the two-class model, generalized estimating equations (GEE) provide a framework for incorporating correlation into the covariance matrix for each family while relaxing the normality and homogeneity of variance assumptions [25] [26] [27] . GEE requires correct specification of the variance just as ordinary least square (OLS), and so accomodating heterogeneous variances in GEE is explicitly done in the same way with variance weights just as with OLS under a linear model. We have made some initial progress in using GEE to fit the two-class model. By incorporating more reasonable assumptions into the model, estimation using GEE, perhaps in combination with a sequential testing procedure to account for the two sizes of models that are potentially fit, might allow us to develop a semiparametric test and, at least in larger samples, avoid the need for permutation.
While the development of a valid hypothesis test involved a number of complications, the results of the classification procedure are highly encouraging given the importance of accurately identifying segregating families in the presence of heterogeneity. Our simulation results suggest that the method using MCP is clearly capable of identifying segregating families with very high PVP when these families are relatively common. In cases where segregating families are rare, PVP values are lower, but still provide substantial improvements in information compared to randomly selecting families for followup. We note that families with larger sibships can be better classified using this approach. One limitation of our method is that the sensitivity for detection of segregating families is low. In our experience, the identification of segregating families is generally of greater interest than the identification of non-segregating families. We cau- For each gene, families designated as segregating, based on a posterior probability for membership in the segregating class of at least 0.5, are shown in red (grey in the print version). Note the larger scale for the dependent variable for PSPHL and POMZP3 compared to the other four genes. Posterior probability for membership in the segregating class are shown in table 7. tion that the two-class approach described here would not be appropriate for a study where accurate identification of both types of families was needed. As with the hypothesis testing problem, it is possible that improved sensitivity could be achieved by more reasonable assumptions in the model, perhaps by using a GEE framework.
Other family-based linkage methods have been extended to account for heterogeneity using mixture models, including parametric linkage methods for qualitative traits and the variance components method for quantitative traits [28] [29] [30] . Our latent class extension of Haseman-Elston regression is not limited to distinguishing between segregating and non-segregating families. A similar approach could be used to model the genetic, or locus-based, heterogeneity of a complex trait such as a quantitative measure of disease, even when families are selected on the basis of phenotype and all families are assumed to be segregating. In contrast to the model-based approaches, ordered subset analysis and recursive partitioning are data-driven methods that have been applied to linkage problems in the presence of heterogeneity [31] [32] [33] [34] . These approaches provide a test for linkage and assign families to classes but, unlike the method proposed here, do not include an approach for quantifying the uncertainty of class assignment through the posterior probability of membership in the segregating class.
Lastly, we note that large marker sets are now widely used in human gene-mapping. Incorporating an approach into the methods described here, that would allow us to test for linkage with multiple loci, is a topic of further study. [26] .
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