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RECOVERING QUANTUM GRAPH SPECTRUM FROM
VERTEX DATA
JONATHAN ROHLEDER
Abstract. We study the question to what extent spectral information of
a Schro¨dinger operator on a finite, compact metric graph subject to stan-
dard or δ-type matching conditions can be recovered from a corresponding
Titchmarsh–Weyl function on the boundary of the graph. In contrast to
the case of ordinary or partial differential operators, the knowledge of the
Titchmarsh–Weyl function is in general not sufficient for recovering the com-
plete spectrum of the operator (or the potentials on the edges). However, it
is shown that those eigenvalues with sufficiently high (depending on the cy-
clomatic number of the graph) multiplicities can be recovered. Moreover, we
prove that under certain additional conditions the Titchmarsh–Weyl function
contains even the full spectral information.
1. Introduction
Quantum graphs, i.e. differential operators on metric graphs, provide mathemat-
ical models for a wide range of problems in physics and engineering such as, e.g.,
quantum wires, photonic crystals, or thin waveguides; see the recent monograph [5]
and the references therein. Therefore their investigation has been a very active
field of research in recent time. Amongst others, there is a strong interest in inverse
problems for quantum graphs, see, e.g, [1, 6, 9, 10, 17, 25, 29] for a small selection.
It is a question of particular interest how much information on a Schro¨dinger
operator on a finite, compact metric graphG with an integrable potential q : G→ R
can be recovered from an appropriate Titchmarsh–Weyl function corresponding to
the Schro¨dinger equation on the graph. The Titchmarsh–Weyl matrix functionMB
for a given set of boundary vertices (i.e. vertices of degree one) B = {v1, . . . , vm} ⊂
∂G of the graph can be defined by the relation
MB(µ)


∂νf(v1)
...
∂νf(vm)

 =


f(v1)
...
f(vm)

 , (1.1)
where f is any square-integrable function on G with −f ′′ + qf = µf on each edge
such that f is continuous at each vertex and satisfies a standard matching condition
at every vertex which does not belong to B; here ∂νf(v) denotes the derivative of f
at v in the direction pointing outwards; see Section 2 for all details. The |B| × |B|-
matrixMB(µ) is well-defined for each µ outside the purely discrete spectrum of the
selfadjoint Schro¨dinger operator A in L2(G) acting as − d2
dx2
+ q on each edge and
equipped with standard (also called Kirchhoff) matching conditions at all vertices
of the graph. The matrix function MB appears as a natural starting point of the
inverse problem since it can be measured in boundary experiments; cf. [24].
In contrast to the case of a Schro¨dinger operator on an interval or on a do-
main in Rn, where the eigenvalues coincide with the poles of the corresponding
Titchmarsh–Weyl function and its multiplicities equal the rank of the correspond-
ing residue, in general the function MB does not contain the complete information
of the Schro¨dinger equation on the graph. It does not determine the potential q
1
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or the spectrum of the selfadjoint operator A in L2(G) uniquely, except for very
special cases such as, e.g., if G is a tree or if additional information is provided;
cf. [1, 6, 12, 15, 23, 24].
The aim of this paper is to study which parts of the spectrum of A can be re-
covered, nevertheless, from the knowledge of the Titchmarsh–Weyl function MB,
depending on the choice of the vertex set B on which the boundary data is as-
sumed to be available. Besides discussing several counterexamples, we prove two
main positive results. In Theorem 3.5 we show that it is possible to recover
from the Titchmarsh–Weyl function all eigenvalues with sufficiently large mul-
tiplicities. More precisely, we show that all those eigenvalues of A appear as
poles of the Titchmarsh–Weyl function whose multiplicities are strictly larger than
2 cyc(G)+ |∂G|−|B|−1, where cyc(G) is the cyclomatic number of G; see Section 3
below for the details. In addition, we provide estimates which relate the multiplic-
ity of a given eigenvalue λ of A to the rank of the residue of MB at λ. Moreover,
in two corollaries we point out how the result reads for special choices of the graph
or of the vertex set B. We remark that, in contrast to the Schro¨dinger equation on
a single interval, eigenvalues with high multiplicities do appear in many cases.
The second main result treats the case where the Titchmarsh–Weyl function
is given for a larger vertex set B which includes interior vertices; for an interior
vertex v the term ∂νf(v) in (1.1) has to be understood as the sum of the derivatives
at v of the restrictions of f to the edges attached to v. In Theorem 4.5 we assume
that the set B contains all boundary vertices as well as, roughly speaking, the
vertices which belong to the cycles of the graph; this is specified in a precise manner
in Section 4 below. Under these assumptions we show that it is possible to recover
from MB all eigenvalues of A and its multiplicities, provided that, additionally, a
non-resonance condition on the quantum graph is satisfied. For the special case
of a graph with one cycle this condition appeared earlier in [23]; cf. also [29]. If
the potential is absent, that is, A acts as the Laplacian on G, the result reads as
follows: If each cycle in G contains two edges with rationally independent lengths
then MB carries the full spectral information of A. A condition of this type seems
natural; it is required, for example, in order to have a unique solution in the inverse
problem of recovering the geometry of a metric graph from the spectrum of the
corresponding Laplacian, see [25, 28].
The effect that the Titchmarsh–Weyl function MB in general does not detect
all eigenvalues is due to the existence of so-called scars, i.e., eigenfunctions whose
support does not contain the boundary of the graph (or which vanish on the ob-
served vertex set B, respectively); cf. the various examples in Section 3 and 4. For
the case of a quantum graph without potentials it was observed in [31] that scars
can only exist if the graph possesses periodic orbits with commensurate edges; this
is in accordance with Corollary 4.7 below. A characterization of scars by means of
semiclassical measures was provided recently in [7]. Scars are closely related to the
corresponding scattering matrix which is obtained when attaching infinite leads to
the compact graph; they appear if resonances, i.e. poles of the scattering matrix, hit
the real axis. Such resonances cannot be noticed in a scattering experiment where
only the transmission and reflection are measured, see, e.g., [33]. For related work
we refer the reader to [4, 13, 14, 16, 21, 32] and the references therein. Taking into
account that the Titchmarsh–Weyl matrix and the scattering matrix are basically
related to each other by a Cayley transform, see, e.g., [5, Section 5.4], this is in
accordance with the fact that those eigenvalues of A may fail to materialize as poles
of the function MB. Therefore the main issue in the proofs of our main results is
to estimate from above the number of linearly independent scars corresponding to
an eigenvalue, or to exclude scars totally, respectively.
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The results of this paper are not restricted to standard matching conditions. In
fact, everything is carried out for the more general case of matching conditions of
δ-type, where the standard conditions are contained as the special case that the
strength of the δ-interaction is zero at each vertex. Moreover, we remark that the
results do also remain valid for δ′- and further local vertex conditions, but we do
not go into these details.
Let us mention that there are definitions of a Titchmarsh–Weyl function for
quantum graphs which differ substantially from ours. For certain purposes it can
be convenient to use the orthogonal sum of the Titchmarsh–Weyl functions of all
the single edges instead of the function defined in (1.1). This leads to a function
whose values are matrices of the much larger size 2r× 2r, where r is the number of
edges of the graph. This larger matrix function does always contain the complete
spectral information, see, e.g., [2, 8], but the knowledge of that functions requires
full information on the boundary values of the solutions on each single edge, which
may be unavailable.
Acknowledgements. The author is grateful to B. Malcolm Brown for helpful
comments on an early draft of this paper and to Jussi Behrndt, Hannes Gernandt,
Christian Ku¨hn, Pavel Kurasov, Daniel Lenz, and Olaf Post for stimulating discus-
sions on related subjects. Furthermore, the author wishes to thank the anonymous
referees for their valuable hints and suggestions.
2. Quantum graphs with standard or δ-matching conditions and
Titchmarsh–Weyl functions
In this paragraph we fix some notation and recall basic facts on selfadjoint
Schro¨dinger operators on finite, compact metric graphs with standard and δ-type
matching conditions. For further details we refer the reader to the recent mono-
graphs [5, 30] and to [19, 20, 22] and their references.
A finite, compact metric graphG is a collection of finitely many compact intervals
Ij = [0, Lj], with Lj > 0, j = 1, . . . , r, with an equivalence relation on the set
of endpoints of these intervals. The intervals I1, . . . , Ir are called edges and the
equivalence classes v1, . . . , vs of endpoints are called vertices. In the following we
write o(Ij) for the vertex from which the edge Ij originates, that is, the vertex
which corresponds to the zero endpoint of Ij , and t(Ij) for the vertex at which Ij
terminates, that is, which corresponds to the endpoint Lj , j = 1, . . . , r. We say
that Ij and Ik are adjacent edges if they are attached to a joint vertex. Moreover,
we define the degree deg(vi) of a vertex vi, i = 1, . . . , s, to be the cardinality of
the equivalence class vi, that is, the number of edges attached to vi. Note that
with this definition a loop, i.e. an edge Ij with o(Ij) = t(Ij), counts twice for the
calculation of the degree. We denote by ∂G the boundary of G, that is, the set of
vertices of G with degree one.
A function f : G → C is understood as collection of r functions fj : Ij → C,
j = 1, . . . , r. Accordingly we set
L2(G) =
r⊕
j=1
L2(Ij),
equipped with the standard norm and inner product, where we denote the latter
by (·, ·). Moreover, we say that a function f : G → C is continuous on G if
fj : Ij → C is continuous for j = 1, . . . , r and for each two adjacent edges Ij and
Ik with joint vertex vi, i ∈ {1, . . . , s}, the values of fj and fk at vi coincide. If f is
continuous on G we just write f(vi) for the value of an arbitrary component of f
at vi.
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Let qj ∈ L1(Ij) be real-valued functions, j = 1, . . . , r, and consider the Schro¨din-
ger differential expression on G formally given by
(Lf)j = −f ′′j + qjfj on Ij , j = 1, . . . , r.
The selfadjoint operators under consideration associated with L satisfy vertex con-
ditions of δ-type of the form
f is continuous on G and ∂νf(vi)− αif(vi) = 0, i = 1, . . . , s, (2.1)
where α = (α1, . . . , αs) is a vector with real entries, to be considered as the strength
of the δ-interaction, and
∂νf(vi) =
∑
t(Ij)=vi
f ′j(Lj)−
∑
o(Ij)=vi
f ′j(0), i = 1, . . . , s;
if deg(vi) = 1 then this expression reduces to one summand. In the particular case
α = 0, (2.1) equals the usual standard (or Kirchhoff) matching conditions. For
brevity let us set
AC2(G) :=
{
f : G→ C : fj , f ′j absolutely continuous on (0, Lj), j = 1, . . . , r
}
.
The operators in L2(G) corresponding to the vertex conditions (2.1) are defined by
Aαf = Lf,
domAα =
{
f ∈ L2(G) ∩ AC2(G) : Lf ∈ L2(G), f satisfies (2.1)} . (2.2)
We collect basic properties of Aα in the following proposition. They can be shown
by using standard techniques; cf. [5, Chapter 1]. For properties of analytic and
meromorphic operator functions we refer the reader to the short exposition given
in the appendix of this paper.
Proposition 2.1. For each α ∈ Rs the following assertions hold.
(i) The operator Aα in (2.2) is selfadjoint in L
2(G) and semibounded below
(with a lower bound depending on α and the potentials qj, j = 1, . . . , r).
(ii) The resolvent (Aα − µ)−1 is a compact operator in L2(G) for each µ ∈
C \σ(Aα), where σ(Aα) denotes the spectrum of Aα. In particular, σ(Aα)
consists of isolated eigenvalues with finite multiplicities, which accumulate
to +∞.
(iii) The resolvent µ 7→ (Aα − µ)−1 is a meromorphic operator function with
poles of order one precisely at the eigenvalues of Aα.
We remark that, in contrast to the case of a Schro¨dinger operator on a single
interval, the operators Aα can have eigenvalues with high multiplicities, depending
on the geometry of the graph and the choice of the potentials, see, e.g., [18].
Let us next come to the definition of the Titchmarsh–Weyl function correspond-
ing to the operator Aα in (2.2). For this we make use of the following lemma.
Lemma 2.2. Let α ∈ Rs and let Aα be the selfadjoint operator in (2.2). Then for
each µ ∈ C \σ(Aα) and each h = (h1, . . . , hs) ∈ Cs there exists a unique solution f
of the differential equation Lf = µf such that f ∈ L2(G)∩AC2(G), f is continuous
on G, and
∂νf(vi)− αif(vi) = hi, i = 1, . . . , s. (2.3)
Proof. Let µ and h be fixed as in the statement of the lemma. For the uniqueness,
assume that f1, f2 ∈ L2(G) ∩ AC2(G) are two continuous functions on G satisfy-
ing Lfj = µfj, j = 1, 2, and the vertex conditions (2.3). Then f := f1− f2 belongs
to ker(Aα−µ), which, together with µ ∈ C\σ(Aα), implies f = 0, that is, f1 = f2.
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For the existence let g ∈ L2(G) ∩ AC2(G) be an arbitrary continuous function
on G with Lg ∈ L2(G) and
∂νg(vi)− αig(vi) = hi, l = 1, . . . , s,
and define f := g − (Aα − µ)−1(L − µ)g ∈ L2(G) ∩ AC2(G). Since (Aα − µ)−1
maps into the domain of Aα we obtain that f is continuous on G, (L − µ)f = 0,
and ∂νf(vi)− αif(vi) = ∂νg(vi)− αig(vi); the latter yields (2.3). 
It is a consequence of Lemma 2.2 that the following definition makes sense. We
introduce the (matrix-valued) Titchmarsh–Weyl function acting on an arbitrary
subset B of the vertex set of G in the following way.
Definition 2.3. Let B := {vi1 , . . . , vim} be a nonempty subset of the set of vertices
of G. Moreover, let α ∈ Rs, let Aα be defined as in (2.2), and let µ ∈ C\σ(Aα). For
l = i1, . . . , im let f
(l) ∈ L2(G)∩AC2(G) such that Lf (l) = µf (l), f (l) is continuous
on G, ∂νf
(l)(vl)− αif (l)(vl) = 1, and
∂νf
(l)(vi)− αif (l)(vi) = 0, i = 1, . . . , l − 1, l+ 1, . . . , s.
The Titchmarsh–Weyl matrix MB,α(µ) ∈ Cm×m is the matrix with the entries
(MB,α(µ))k,l = f
(l)(vik), k, l = 1, . . . ,m.
The matrix function µ 7→MB,α(µ) is called Titchmarsh–Weyl function.
Equivalently, the Titchmarsh–Weyl function MB,α satisfies
MB,α(µ)


∂νf(vi1)− αi1f(vi1)
...
∂νf(vim)− αimf(vim)

 =


f(vi1)
...
f(vim)

 , µ ∈ C \ σ(Aα), (2.4)
where f is any solution in L2(G) ∩ AC2(G) of Lf = µf such that f is continuous
on G and satisfies ∂νf(vi) − αif(vi) = 0 whenever i 6= i1, . . . , im. If α = 0 then
MB,α(µ) is a Neumann-to-Dirichlet map for L − µ on G. We remark that often
the Titchmarsh–Weyl function is considered to be the function µ 7→ (MB,α(µ))−1,
which, clearly, carries the same spectral information as our function MB,α. How-
ever, in order to formulate our main results the latter will turn out to be more
convenient.
In the following proposition we collect further properties ofMB,α and establish its
basic connection to the eigenvalues of Aα. Here and further on we write ResλMB,α
for the residue of the (meromorphic) matrix function MB,α at some λ ∈ R, with
the reasonable convention ResλMB,α = 0 if MB,α is either analytic at λ (i.e. λ ∈
R \ σ(Aα)) or can be continued analytically into λ; cf. Appendix.
Proposition 2.4. Let B = {vi1 , . . . , vim} be a nonempty set of vertices of G.
Moreover, let α ∈ Rs and let Aα be defined in (2.2). Then the matrix function
µ 7→MB,α(µ) in Definition 2.3 is analytic on C \ σ(Aα) and each (non-removable)
singularity of MB,α is a pole of order one. Moreover, for each λ ∈ R the linear
mapping
γλ : ker(Aα − λ)→ Cm, f 7→


f(vi1)
...
f(vim)

 , (2.5)
satisfies ran γλ = ran ResλMB,α. In particular,
dimker(Aα − λ) = rankResλMB,α + dimker γλ.
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Proof. Step 1. In this first step we establish the identity
MB,α(µ) =MB,α(ζ)
∗ + (µ− ζ)S∗ζ
(
I + (µ− ζ)(Aα − µ)−1
)
Sζ , ζ, µ ∈ C \ σ(Aα),
(2.6)
where Sζ : C
m → L2(G) is the solution operator which is defined by the identity
Sζ


∂νf(vi1)− αi1f(vi1)
...
∂νf(vim)− αimf(vim)

 = f
for each solution f in L2(G) ∩ AC2(G) of Lf = ζf such that f is continuous
on G and satisfies ∂νf(vi) − αif(vi) = 0 whenever i 6= i1, . . . , im; note that Sζ is
well-defined for each ζ ∈ C \ σ(Aα) by Lemma 2.2 and that Sζ is related to the
Titchmarsh–Weyl matrix MB,α(ζ) via
MB,α(ζ)h =


(Sζh)(vi1 )
...
(Sζh)(vim)

 , h ∈ Cm;
cf. (2.4). In order to verify (2.6), let ζ, µ ∈ C \ σ(Aα) and h, k ∈ Cm. First of all,
define a function
f(h) =
(
I + (µ− ζ)(Aα − µ)−1
)
Sζh.
Observe that f(h) belongs to L
2(G) ∩ AC2(G) with
(L− µ)f(h) = (L− µ+ µ− ζ)Sζh = 0,
that f(h) is continuous on G, and that ∂νf(h)(vil)− αilf(h)(vil ) = hl, l = 1, . . . ,m,
and ∂νf(h)(vi)−αif(h)(vi) = 0 whenever i 6= i1, . . . , im. Since the function Sµh has
the same properties, the uniqueness assertion in Lemma 2.2 implies f(h) = Sµh.
Hence,
(µ− ζ) ([I + (µ− ζ)(Aα − µ)−1]Sζh, Sζk) = (µ− ζ)(Sµh, Sζk)
= (LSµh, Sζk)− (Sµh,LSζk). (2.7)
Integration by parts yields for f = Sµh and g = Sζk
(LSµh, Sζk)− (Sµh,LSζk) = −
r∑
j=1
∫ Lj
0
f ′′j gjdx+
r∑
j=1
∫ Lj
0
fjg′′j dx
=
r∑
j=1
(
− f ′j(Lj)gj(Lj) + f ′j(0)gj(0)
+ fj(Lj)g′j(Lj)− fj(0)g′j(0)
)
. (2.8)
On the other hand, taking into account that ∂νf(vi) − αif(vi) = 0 and ∂νg(vi) −
αig(vi) = 0 for each i 6= i1, . . . , im, we have
(MB,α(µ)h, k)Cm − (h,MB,α(ζ)k)Cm
=
s∑
i=1
f(vi)(∂νg(vi)− αig(vi))−
s∑
i=1
(∂νf(vi)− αif(vi))g(vi)
=
r∑
j=1
(
fj(Lj)g′j(Lj)− fj(0)g′j(0)− f ′j(Lj)gj(Lj) + f ′j(0)gj(0)
)
, (2.9)
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where (·, ·)Cm denotes the inner product in Cm. From this and the equations (2.7)
and (2.8) we conclude
(µ− ζ) ([I + (µ− ζ)(Aα − µ)−1]Sζh, Sζk) = (MB,α(µ)h, k)Cm − (h,MB,α(ζ)k)Cm .
As h, k ∈ Cm were chosen arbitrarily the identity (2.6) follows.
Step 2. In this second step we verify the assertions of the proposition. Recall
that the operator function µ 7→ (Aα − µ)−1 is analytic on C \ σ(Aα) and its only
singularities are poles of order one; cf. Appendix. Thus by means of (2.6) the
same holds for the matrix function MB,α. It remains to show the identity ran γλ =
ran ResλMB,α for λ ∈ R. For this let λ ∈ R and let Pλ be the orthogonal projection
in L2(G) onto ker(Aα−λ). For f ∈ L2(G), ζ ∈ C\σ(Aα), and k ∈ Cm we compute
(λ− ζ)(S∗ζPλf, k)Cm = (λPλf, Sζk)− (Pλf, ζSζk)
= (LPλf, Sζk)− (Pλf,LSζk) = (γλPλf, k)Cm ,
where we have used an integration by parts as in the equations (2.8) and (2.9) above
and the facts that ∂ν(Pλf)(vi)−αi(Pλf)(vi) = 0 for i = 1, . . . , s and ∂ν(Sζk)(vi)−
αi(Sζk)(vi) = 0 for i 6= i1, . . . , im. Thus
(λ− ζ)S∗ζPλ = γλPλ. (2.10)
With this knowledge and the relation (A.1) in the appendix we obtain from (2.6)
ResλMB,α = −(λ− ζ)(λ− ζ)S∗ζPλSζ = −(λ− ζ)γλPλSζ . (2.11)
The assertion on ran γλ follows from (2.11) if we can verify
{γλPλSζh : h ∈ Cm} = ran γλ (2.12)
for each ζ ∈ C \ σ(Aα). Indeed, let ζ ∈ C \ σ(Aα) be fixed. Then for each f ∈
ker(Aα − λ) and each h ∈ Cm we have by (2.10)
(f, PλSζh) = (S
∗
ζPλf, h)Cm = (λ− ζ)−1(γλf, h)Cm ,
which implies that f ∈ ker γλ if and only if f ∈ {PλSζh : h ∈ Cm}⊥. Thus
ker(Aα − λ)⊖ ker γλ = {PλSζh : h ∈ Cm} ,
where ⊖ denotes the orthogonal complement in ker(Aα − λ). Since γλ is an iso-
morphism between ker(Aα − λ)⊖ ker γλ and ran γλ, the identity (2.12) follows and
proves ran γλ = ran ResλMB,α. Finally, the claimed expression for dimker(Aα−λ)
is an immediate consequence of this. 
We remark that the proof of the preceding Proposition is inspired by more ab-
stract considerations involving so-called Weyl or Q-functions and their relations to
spectral properties of corresponding selfadjoint operators; see [26] as well as, e.g.,
the more recent contributions [3, 27].
3. Recovering the spectrum from the Titchmarsh–Weyl function on
the boundary
In this section we study the question to what extent the spectrum of a quantum
graph subject to standard or δ-type matching conditions can be recovered from
the knowledge of the associated Titchmarsh–Weyl function on the boundary or on
parts of the boundary of G.
Let us start with three examples, which show that, in general, not the complete
spectral data can be recovered from the Titchmarsh–Weyl function on ∂G. The
first one illustrates the situation when a cycle is present.
8 JONATHAN ROHLEDER
Example 3.1. In this example G is the metric graph consisting of two edges I1 =
[0, L1] and I2 = [0, L2] such that I2 is a loop which is attached to the vertex v2 =
t(I1), see Figure 1. Suppose that the ratio of L1 and L2 is irrational, i.e. L1/L2 ∈
R \ Q. We assume further that L is the Laplacian on G, that is, q1 = q2 = 0
I1
I2
v1 v2
Figure 1. The metric graph G in Example 3.1 with a loop.
identically, and that the vertex conditions are standard, that is, α1 = α2 = 0. Then
the numbers k2pi2/L22 with k = 2, 4, . . . belong to the spectrum of the operator Aα
in (2.2) and we will show that these eigenvalues do not appear as poles of the
Titchmarsh–Weyl function MB,0 for B = ∂G = {v1}. In fact, if f =
(
f1
f2
) ∈
ker(A0 − λ) with λ = k2pi2/L22 for some k ∈ {2, 4, . . .} then f2(x) = a2 cos(
√
λx) +
b2 sin(
√
λx) for appropriate a2, b2 ∈ C and, hence, f ′1(L1) = ∂νf(v2) + f ′2(0) −
f ′2(L2) = b2
√
λ− b2
√
λ = 0. Together with the matching condition at v1 it follows
that either f1 = 0 or f1 is an eigenfunction of the Neumann Laplacian on [0, Lj]
with eigenvalue λ. In the latter case it follows l2pi2/L21 = λ = k
2pi2/L22 for some
l ∈ N, which implies L1
L2
∈ Q, a contradiction. Thus f1 = 0 identically. Moreover,
the continuity condition at v2 requires f2(0) = f2(L2) = f1(L1) = 0, which leads
to a2 = 0. Hence
ker(A0 − λ) = span
{(
0
f2
)}
with f2(x) = sin(
√
λx), x ∈ I2. (3.1)
In particular, we have γλf = f(v1) = 0 for each f ∈ ker(A0 − λ) with γλ defined
in (2.5). Thus Proposition 2.4 yields ResλMB,0 = 0, that is, the function MB,0
can be continued analytically into the eigenvalues λ = k2pi2/L22 with k = 2, 4, . . .
Consequently, these eigenvalues cannot be found with the help of MB,0.
This effect may be explained as follows. For µ ∈ C \ σ(A0) the (in the present
example scalar) Titchmarsh–Weyl coefficient equals MB,0(µ) = f(v1), where f is
the unique solution of Lf = µf in L2(G) ∩ AC2(G) which is continuous on G and
satisfies ∂νf(v1) = 1 and ∂νf(v2) = 0. If one considers µ ∈ σ(A0) the solution f is
no longer unique since any eigenfunction of A0 corresponding to µ may be added,
which possibly changes the value of the solution at v1. However, in the present
example all eigenfunctions corresponding to the eigenvalues k2pi2/L22 with even k
vanish at v1 so that each solution with the above properties has the same value
at v1. Thus MB,0(k
2pi2/L22) is well-defined for each even k and it turns out that
this continues MB,0 analytically into these points.
The next example shows that even for a graph without cycles the functionMB,α
may fail to detect all eigenvalues if the set of “test vertices” B is too small.
Example 3.2. In this example we consider a star graph consisting of three edges
I1 = [0, 1] and I2 = I3 = [0, pi/2] which are glued together at one joint vertex v4 =
t(I1) = t(I2) = t(I3), see Figure 2. Consider the Laplacian A0 on G with standard
matching conditions. Then k2 ∈ σ(A0) for k = 1, 3, . . . with
ker(A0 − k2) = span



 0g
−g



 , g(x) = cos(kx), x ∈
[
0,
pi
2
]
,
which can be verified similar to Example 3.1. If one chooses B = {v1} then each
f ∈ ker(A0 − k2) vanishes on B and the same reasoning as in Example 3.1 implies
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I1
I2
I3
v1
v2
v3
v4
L1 = 1, L2 = L3 =
pi
2
Figure 2. The star graph G in Example 3.2.
thatMB,0 can be continued analytically into λ = k
2, that is, the eigenvalues λ = k2
with k = 1, 3, . . . are invisible for MB,0.
We remark that in Example 3.2 the situation changes fundamentally if B contains
at least two boundary vertices; cf. Corollary 3.9 below. In this case the matrix
function MB,0 is able to detect all eigenvalues of A0 with full multiplicities.
In the previous examples the choice of the specific edge lengths played a role,
whereas the choice of the differential expression was restricted to the Laplacian.
In the following we give another negative example, where the edge lengths are
arbitrary, but a potential appears in the differential expression.
Example 3.3. Let G be the graph in Example 3.1 and Figure 1, now with arbitrary
edge lengths L1, L2. Let further k0 ∈ {2, 4, . . .} be fixed and consider the (constant)
potentials
q1 =
k20pi
2
L22
− 2pi
2
L21
and q2 = 0
in the differential expression L. Then λ = k20pi
2/L22 is an eigenvalue of the op-
erator A0. In fact, for f =
(
f1
f2
) ∈ ker(A0 − λ) one concludes as in Example 3.1
that
−f ′′1 +
(
k20pi
2
L22
− 2pi
2
L21
)
f1 =
k20pi
2
L22
f1 and f
′
1(0) = f
′
1(L1) = 0.
As the differential equation reduces to −f ′′1 = 2pi2/L21f1, it follows f1 = 0 identically
or 2pi2/L21 = l
2pi2/L21 for some l ∈ N. The latter is a contradiction, thus f1 = 0. It
follows further as in Example 3.1 that ker(A0 − λ) is given by (3.1) and that MB,0
can be continued analytically into λ for B = ∂G = {v1}.
In order to formulate the main result of this section we recall the definition of
the cyclomatic number of a finite graph. It is clear that this definition does not
necessarily require a metric structure on the graph.
Definition 3.4. Let G be a finite, compact, connected metric graph consisting of r
edges and s vertices. Then
cyc(G) := 1 + r − s
is called the cyclomatic number of G.
The number cyc(G) is the minimal number of edges that must be removed fromG
in order to obtain a tree (i.e. a metric graph without cycles). In that sense it counts
the cycles of G.
The following main result of this section states that the Titchmarsh–Weyl func-
tion for a vertex set B ⊂ ∂G can recover all eigenvalues with sufficiently large
multiplicities, depending on the size of ∂G \ B and the cyclomatic number of G.
Concerning the distinction of cases in item (iii) we refer the reader to Remark 3.6
below.
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Theorem 3.5. Let G be a finite, compact, connected metric graph and let B ⊂ ∂G
be nonempty. Moreover, let α ∈ Rs, let Aα be the Schro¨dinger operator in (2.2), and
let MB,α be the Titchmarsh–Weyl function in Definition 2.3. Then the following
assertions hold for each λ ∈ R.
(i) If λ is a pole of MB,α then λ is an eigenvalue of Aα.
(ii) If λ is an eigenvalue of Aα with dimker(Aα−λ) > 2 cyc(G)+|∂G|−|B|−1
then λ is a pole of MB,α.
(iii) If cyc(G) = 0, i.e., G is a tree, and B = ∂G then
dimker(Aα − λ) = rankResλMB,α.
Otherwise the estimate
rankResλMB,α ≤ dimker(Aα − λ) ≤ rankResλMB,α + 2 cyc(G) + |∂G| − |B| − 1
holds.
Proof. Throughout this proof we will assume without loss of generality that G
has no vertices of degree two. If G has vertices of degree two then the two edges
attached to each such vertex can be joined to one edge and this procedure, due to
the matching conditions (2.1), does neither change the multiplicity of an eigenvalue
nor the cyclomatic number of G nor the cardinality of ∂G.
Note first that the assertion (i) is an immediate consequence of Proposition 2.4.
Indeed, if λ is a pole ofMB,α then ResλMB,α 6= 0 and it follows from Proposition 2.4
that ker(Aα − λ) 6= {0}. Hence λ is an eigenvalue of Aα.
The following main part of this proof is divided into three steps and will lead to
assertions (ii) and (iii). We elaborate the details only for the case that cyc(G) > 0
or B 6= ∂G; the case that cyc(G) = 0 and B = ∂G is completely analogous.
Step 1. Let λ ∈ R. It is the aim of this step to prove the following: If G is
a finite, compact, connected metric graph with cyc(G) = 0 (i.e. G is a tree) and
B ⊂ ∂G is nonempty with B 6= ∂G then
dimker γλ,G,B ≤ |∂G| − |B| − 1 (3.2)
holds, where γλ,G,B = γλ is defined as in Proposition 2.4. We prove this by induc-
tion over l := |∂G| − |B| ≥ 1.
Let G and B as above such that l = 1. We have to prove dimker γλ,G,B = 0.
Assume that there exists f ∈ ker γλ,G,B with f 6= 0, that is, fj0 6= 0 for some
j0 ∈ {1, . . . , r}. Since fj0 satisfies the differential equation −f ′′j0 + qj0fj0 = λfj0
on Ij0 , it follows from the standard uniqueness theorem for solutions of linear
ordinary differential equations that fj0(Lj0) 6= 0 or f ′j0(Lj0) 6= 0. Thus, if t(Ij0 ) is
not a boundary vertex of G then the matching conditions (2.1) imply that there
exists j1 ∈ {1, . . . , r}, j1 6= j0, such that Ij0 is attached to t(Ij0 ) and fj1 6= 0. Indeed,
if fj0(Lj0) 6= 0 then, due to the continuity of f at t(Ij0 ), we can choose an arbitrary
edge Ij1 attached to t(Ij0) which is distinct from Ij0 ; if fj0(Lj0) = 0 then f
′
j0
(Lj0) 6=
0 and (2.1) implies that we can choose Ij1 different from Ij0 such that fj0 has a non-
vanishing derivative at t(Ij0 ). By the same reasoning, if o(Ij0 ) is not a boundary
vertex of G then there exists j−1 ∈ {1, . . . , r}, j−1 6= j0, such that Ij−1 is attached
to o(Ij0 ) and fj−1 6= 0. Without loss of generality we assume that t(Ij−1 ) = o(Ij0 )
and o(Ij1 ) = t(Ij0). If t(Ij1) is not a boundary vertex of G then another application
of the described procedure yields that there exists j2 ∈ {1, . . . , r}, j2 6= j1, such
that Ij2 is attached to t(Ij1 ) and fj2 6= 0. Similarly, if o(Ij−1 ) is not a boundary
vertex of G then there exists j−2 ∈ {1, . . . , r}, j−2 6= j−1, such that Ij−2 is attached
to o(Ij−1 ) and fj−2 6= 0. Proceeding in the same way, since G is finite and does
not contain cycles, there exist finite numbers n, p ∈ N such that o(Ij−n ) and t(Ijp)
are distinct boundary vertices and such that fj−n 6= 0 and fjp 6= 0. In particular,
f(o(Ij−n)) 6= 0 or ∂νf(o(Ij−n)) 6= 0, and f(t(Ijp)) 6= 0 or ∂νf(t(Ijp)) 6= 0. On the
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other hand, f ∈ kerγλ,G,B and |∂G| − |B| = l = 1 imply f(v) = ∂νf(v) = 0 for
all but one v ∈ ∂G, a contradiction. Thus ker γλ,G,B = {0}, which proves (3.2) for
l = |∂G| − |B| = 1.
Let now l ≥ 1 such that (3.2) is satisfied whenever |∂G|−|B| = l. Moreover, let G
and B be chosen in such a way that |∂G| − |B| = l+ 1 and let d := dimker γλ,G,B.
We have to show that d ≤ l. If d = 0 or d = 1 this is clear. Otherwise, let us
choose a boundary vertex vi0 of G which does not belong to B with corresponding
edge Ij0 ; without loss of generality, vi0 = t(Ij0). Furthermore, let us choose a basis
ϕ(1), . . . , ϕ(d) of ker γλ,G,B. Then ϕ
(1), . . . , ϕ(d) belong to ker(Aα − λ) and satisfy
ϕ(l)(vi1) = · · · = ϕ(l)(vim) = 0, l = 1, . . . , d. In particular, due to the matching
condition (2.1) we have ϕ
(l)′
j0
(Lj0) = αi0ϕ
(l)
j0
(Lj0), l = 1, . . . , d. Since −ϕ(l)′′j0 +
qj0ϕ
(l)
j0
= λϕ
(l)
j0
on Ij0 , l = 1, . . . , d, it follows that the functions ϕ
(1), . . . , ϕ(d)
coincide, up to multiples, on Ij0 . Thus, by taking linear combinations, we can
achieve a new basis ψ(1), . . . , ψ(d) of ker γλ,G,B such that ψ
(2)
j0
= ψ
(3)
j0
= · · · =
ψ
(d)
j0
= 0 identically on Ij0 . Let B˜ := B ∪ {vi0}, so that |∂G| − |B˜| = l. Then
ψ(2), . . . , ψ(d) belong to kerγ
λ,G,B˜
and are linearly independent. Hence
d− 1 ≤ dimker γ
λ,G,B˜
≤ |∂G| − |B˜| − 1 = l − 1
by the induction assumption, which leads to d ≤ l. Thus we have proved (3.2).
Step 2. Our aim in this step is to prove that
dimker γλ,G,B ≤ 2 cyc(G) + |∂G| − |B| − 1 (3.3)
holds for any finite, compact, connected metric graph G with cyc(G) ≥ 1 and each
nonempty set B ⊂ ∂G. We do this by induction over cyc(G). This step is inspired
by the proof of [18, Theorem 3.2].
Let first G be a graph with cyc(G) = 1, let B ⊂ ∂G be nonempty, and let
d := dimker γλ,G,B. Assume that d ≥ 2, otherwise the claimed estimate is obvious.
There exists an edge Ij1 such that the graph obtained from G by removing the
edge Ij1 is still connected and o(Ij1 ) and t(Ij1 ) are both vertices of G of degree three
or larger. Let T be the tree which arises from G by replacing the vertex o(Ij1 ) by
two vertices, one of them with degree one, containing only the left endpoint of Ij1 ,
the other one with degree deg(o(Ij1 ))−1, containing all other endpoints which were
contained in the original vertex. Then |∂T | = |∂G|+ 1 and B ⊂ ∂T , in particular
B 6= ∂T . If dim{fj1 : f ∈ ker γλ,G,B} ≤ 1 then there exists a basis of ker γλ,G,B with
at most one function being nonzero on Ij1 ; cf. Step 1. In this case d − 1 functions
of this basis belong to ker γλ,T,B , where we impose a Neumann boundary condition
at the new boundary vertex. If dim{fj1 : f ∈ ker γλ,G,B} = 2 let χ(1), . . . , χ(d)
be a basis of kerγλ,G,B, chosen in such a way that χ
(3)
j1
= χ
(4)
j1
= · · · = χ(d)j1 = 0
identically on Ij1 and that
χ
(1)
j1
(0) = 0, χ
(1)′
j1
(0) = 1,
χ
(2)
j1
(0) = 1, χ
(2)′
j1
(0) = 0.
Then the d− 1 functions χ(2), . . . , χ(d) belong to kerγλ,T,B . Hence in any case we
obtain from (3.2)
d− 1 ≤ dimker γλ,T,B ≤ |∂T | − |B| − 1 = |∂G| − |B|,
which leads to (3.3) in the case cyc(G) = 1.
Assume that for some k ≥ 1 the estimate (3.3) holds whenever cyc(G) = k.
Furthermore, let G be a finite, compact metric graph with cyc(G) = k + 1 and
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let B ⊂ ∂G be nonempty. Our aim is to show
d := dimker γλ,G,B ≤ 2(k + 1) + |∂G| − |B| − 1. (3.4)
If d = 0 or d = 1 this is again clear. Therefore assume d ≥ 2. Again, since
cyc(G) = k + 1 ≥ 2 there exists an edge Ij1 such that the graph G′ obtained
from G by removing the edge Ij1 is still connected and o(Ij1 ) and t(Ij1 ) are vertices
of G of degree three or larger. Then G and G′ have the same number of vertices
and the same boundary, and cyc(G′) = cyc(G) − 1 = k ≥ 1. Since dim{fj1 :
f ∈ kerγλ,G,B} ≤ 2 there exists a basis of ker γλ,G,B with at most two functions
being nonzero on Ij1 , so that d− 2 basis functions belong to ker γλ,G′,B. Then the
induction assumption implies
d− 2 ≤ dimker γλ,G′,B ≤ 2k + |∂G′| − |B| − 1 = 2k + |∂G| − |B| − 1,
which proves (3.4).
Step 3. It remains to deduce from Step 2 the assertions (ii) and (iii) of the
theorem. Indeed, it follows from (3.3) with the help of Proposition 2.4 that
dim ker(Aα − λ) ≤ rankResλMB,α + 2 cyc(G) + |∂G| − |B| − 1. (3.5)
Moreover, Proposition 2.4 implies
rankResλMB ≤ dim ker(Aα − λ).
From the latter two estimates the assertion (iii) follows. Finally, if λ is an eigen-
value of Aα with dimker(Aα − λ) > 2 cyc(G) + |∂G| − |B| − 1 then (3.5) implies
rankResλMB,α > 0. Hence λ is a pole of MB,α. This completes the proof of the
theorem. 
Remark 3.6. In Theorem 3.5 the case that B = ∂G and cyc(G) = 0 is treated
separately. In fact, the larger the vertex set B gets, the more spectral informa-
tion is contained in the Titchmarsh–Weyl function. However, if G is a tree then
the complete spectral information is contained in the Titchmarsh–Weyl function
already if |∂G| − |B| = 1, see Corollary 3.9 below. Thus no additional information
can be obtained when the missing vertex is added.
The following example shows that the estimates in Theorem 3.5 cannot be im-
proved in general.
Example 3.7. Consider the Laplacian subject to standard matching conditions
α = 0 on the graph in Figure 3 with edge lengths L1 = L4 = L5 = pi/2, L3 = pi,
L6 = L7 = 2pi, and L2 = 1. Assume that t(I1) = t(I2) = o(I3) and t(I3) = o(I4) =
o(I5). In this case the eigenspace of A0 corresponding to the eigenvalue λ = 1 is
I1
I2
I3
I4
I5
I6
I7
v1
v2
Figure 3. The metric graph G in Example 3.7 with two loops.
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given by
ker(A0 − 1) =




a cos
0
−a sin
b sin
(a− b) sin
c sin+b cos
d sin+(a− b) cos


: a, b, c, d ∈ C


. (3.6)
If B = {v2} then all these eigenfunctions vanish on B, so that the operator γ1 is
trivial. In this case it follows as in the previous examples thatMB,0 can be continued
analytically into λ = 1. We have dimker(A0 − 1) = 4 = 2 cyc(G) + |∂G| − |B| − 1,
which shows that the estimates in Theorem 3.5 are sharp in general. Similarly, if
B = ∂G = {v1, v2} then there is a 3-dimensional subspace of ker(A0 − 1), obtained
by setting a = 0 in (3.6), which belongs to ker γ1, and in fact 3 = 2 cyc(G) +
|∂G| − |B| − 1. Thus Proposition 2.4 yields rankRes1MB,0 = 1 and we have
dimker(A0− 1) = rankRes1MB,0+2 cyc(G)+ |∂G|− |B|− 1. Thus the estimate in
Theorem 3.5 (iii) in general cannot be improved even if B = ∂G. We remark that
similar examples can be constructed for graphs with an arbitrary number of cycles.
Remark 3.8. Note that, although Theorem 3.5 above cannot be improved in
general, better results can hold for special classes of graphs. For instance, let
G consist of a cyclically connected graph (cf. [18]) and one additional edge with
boundary vertex attached to it. Then ∂G consists of one vertex. For standard
matching conditions α = 0 and with B = ∂G Proposition 2.4 together with the
result of [18, Theorem 3.2 (2)] implies that each eigenvalue λ with dimker(A0−λ) >
cyc(G) is a pole of MB,0 with
rankResλMB,0 ≤ dimker(A0 − λ) ≤ rankResλMB,0 + cyc(G).
We formulate two immediate corollaries of the previous theorem. The first one
is known in the case α = 0; cf. [1, 6, 15], where in fact stronger results are proved.
Corollary 3.9. Let G be a finite, compact, connected metric graph with cyc(G) = 0,
that is, G is a tree, and let B ⊂ ∂G be nonempty with |∂G| − |B| ≤ 1. Moreover,
let α ∈ Rs, let Aα be the Schro¨dinger operator in (2.2), and let MB,α be the
Titchmarsh–Weyl function in Definition 2.3. Then the following assertions hold
for each λ ∈ R.
(i) λ is an eigenvalue of Aα if and only if λ is a pole of MB,α.
(ii) dimker(Aα − λ) = rankResλMB,α.
In the second corollary we emphasize the case of a metric graph with possible
cycles, where B contains all but at most one boundary vertices.
Corollary 3.10. Let G be a finite, compact, connected metric graph with cyc(G) ≥
1 and let B = ∂G be nonempty. Moreover, let α ∈ Rs, let Aα be the Schro¨dinger
operator in (2.2), and let MB,α be the Titchmarsh–Weyl function in Definition 2.3.
Then the following assertions hold for each λ ∈ R.
(i) If λ is a pole of MB,α then λ is an eigenvalue of Aα.
(ii) If λ is an eigenvalue of Aα with dimker(Aα − λ) > 2 cyc(G)− 1 then λ is
a pole of MB,α.
(iii) The estimates
rankResλMB,α ≤ dimker(Aα − λ) ≤ rankResλMB,α + 2 cyc(G)− 1
are satisfied.
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4. The inverse problem for a larger vertex set
In this section we study the situation that the knowledge of the Titchmarsh–
Weyl function is available on a large vertex set B which may contain non-boundary
vertices of G. We start with an example which shows that even if B contains all
vertices of G the Titchmarsh–Weyl function does in general not contain the full
spectral information.
Example 4.1. We revisit the graph in Example 3.1 and Figure 1 above. We im-
pose the same assumptions as in Example 3.1, but, in contrast to that example, we
choose B = {v1, v2}, that is, B consists of all vertices of the graph. Then it is obvi-
ous from the representation (3.1) of the eigenspace ker(A0−λ) for λ = k2pi2/L22 with
k = 2, 4, . . . that f(v1) = f(v2) = 0 for all f ∈ ker(A0 − λ), hence the operator γλ
defined in (2.5) is trivial. Therefore Proposition 2.4 implies ran ResλMB,0 = {0},
that is, MB,0 can be continued analytically into λ. Thus the eigenvalues k
2pi2/L22
with k = 2, 4, . . . are invisible for the function MB,0, even though B contains all
vertices of G.
In the following we give another example, where certain eigenvalues are visible
but the Titchmarsh–Weyl function does not exhibit their full multiplicities.
Example 4.2. Let G be the metric graph without boundary which consists of two
vertices v1, v2 and two edges I1 = I2 = [0, pi] such that o(I1) = t(I2) = v1 and
o(I2) = t(I1) = v2, see Figure 4. Moreover, let again L be the Laplacian on G and
I1
I2
v1 v2
L1 = L2 = pi
Figure 4. The metric graph G in Example 4.2 with a double edge
connecting v1 and v2.
consider the selfadjoint operator A0 subject to standard matching conditions at v1
and v2. Let us choose B = {v1, v2}. It is easy to check that
σ(A0) =
{
k2 : k = 0, 1, 2, . . .
}
and
ker(A0 − k2) = span
{
f (k), g(k)
}
, k = 0, 1, 2, . . . ,
where
f (k)(x) =
(
sin(kx)
sin(k(x+ pi))
)
and g(k)(x) =
(
cos(kx)
cos(k(x+ pi))
)
, k = 0, 1, 2, . . .
In particular, the eigenvalue 0 has multiplicity one and all other eigenvalues have
multiplicity two. Since the functions f (k) vanish at v1 and v2, it follows that the
operator γλ in (2.5) has a one-dimensional range for λ = k
2, k = 0, 1, 2, . . . , and
Proposition 2.4 implies
rankResk2 MB,0 = 1, k = 0, 1, 2, . . .
Thus the poles of MB,0 coincide with the eigenvalues of A0, but it is not possible
to read off the multiplicities of the eigenvalues from MB,0.
In the following we provide a sufficient condition under which the Titchmarsh–
Weyl function reflects all eigenvalues of Aα with full multiplicities. This criterion
requires the following definition.
Definition 4.3. Let G be a finite, compact metric graph.
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(i) The core of G is the largest subgraph of G which does not have vertices of
degree one.
(ii) We call a vertex v of G proper core vertex if all edges attached to v belong
to the core of G.
Note that each finite, compact graph is the union of its core and a collection
of disjoint rooted trees whose roots are vertices of the core (but, of course, are
not proper core vertices). The core of G is empty if and only if each connected
component of G is a tree. In Figure 5 we illustrate an example of a graph, where
the core is marked in black and the proper core vertices are drawn empty.
C
Figure 5. A graph with its core C marked in black and the proper
core vertices drawn with empty dots.
In order to formulate the next theorem a further definition is needed; cf. also [23].
Definition 4.4. Let G be a finite, compact metric graph with edges I1, . . . , Ir and
let qj ∈ L1(Ij) be real-valued, j = 1, . . . , r. Moreover, let C be the core of G.
(i) A number λ ∈ R is called a Dirichlet eigenvalue of an edge Ij if λ is
an eigenvalue of the selfadjoint operator − d2
dx2
+ qj in L
2(Ij) subject to
Dirichlet boundary conditions fj(0) = fj(Lj) = 0.
(ii) A number λ ∈ R is called a resonance if there exists a cycle in G such that
λ is a Dirichlet eigenvalue of each edge in this cycle.
The following theorem is the main result of this section.
Theorem 4.5. Let G be a finite, compact metric graph and let B be a set of
vertices of G which contains all boundary vertices and all proper core vertices of G.
Moreover, let α ∈ Rs, let Aα be the Schro¨dinger operator in (2.2), and let MB,α be
the Titchmarsh–Weyl function in Definition 2.3. Then for each λ ∈ R which is not
a resonance the following assertions hold.
(i) λ is an eigenvalue of Aα if and only if λ is a pole of MB,α.
(ii) dimker(Aα − λ) = rankResλMB,α.
Proof. Let λ ∈ R such that λ is not a resonance. Moreover, let the operator γλ be
defined as in (2.5). Assume there exists f ∈ ker γλ \ {0}, that is, f ∈ ker(Aα − λ),
f(vi1) = · · · = f(vim) = 0, where {vi1 , . . . , vim} = B, and fj0 6= 0 on Ij0 for
some j0 ∈ {1, . . . , r}. Then Ij0 belongs to the core C of G. Indeed, we can
decompose G into its core C and a collection of disjoint trees rooted at vertices of C.
If G′ is one of these trees then all but at most one vertices in ∂G′ belong to ∂G;
in particular, f(v) = 0 for all but at most one v ∈ ∂G′, and the same reasoning as
in Step 1 of the proof of Theorem 3.5 yields that f vanishes identically on G′ and,
hence, on each of the trees. Since f is continuous this implies, moreover, f(vi) = 0
for i = 1, . . . , s; in particular, fj0 vanishes at both endpoints of Ij0 . Since fj0 6= 0
and fj0 satisfies −f ′′j0 + qj0fj0 = λfj0 on Ij0 it follows that f ′j0(Lj0) 6= 0. Moreover,
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as f satisfies the matching condition ∂νf(t(Ij0 )) = αj0f(t(Ij0 )) = 0 and t(Ij0 ) is
not a boundary vertex, there exists j1 ∈ {1, . . . , r} such that j1 6= j0, Ij1 is adjacent
to Ij0 with joint vertex t(Ij0 ) and belongs to C, and fj1 6= 0. Analogously, there
exists j−1 such that Ij−1 is adjacent to Ij0 with joint vertex o(Ij0 ) and fj−1 6= 0.
By repeating this procedure similar to Step 1 in the proof of Theorem 3.5, since the
core of G consists of finitely many edges we obtain n, p ∈ N such that Ij−n , . . . , Ijp
or a part of this path form a cycle and fj 6= 0 for all j ∈ {j−n, . . . , jp}. Thus λ is a
Dirichlet eigenvalue of all edges in that cycle, which means that λ is a resonance,
a contradiction. It follows ker γλ = {0} and Proposition 2.4 immediately leads to
the assertions of the theorem. 
Let us illustrate the choice of the vertex set B in the previous theorem by an
example.
Example 4.6. The graph G in Figure 6 consisting of one cycle and three boundary
edges attached to it was considered in [23], where it was shown that the Titchmarsh–
Weyl function for B = ∂G = {v1, v2, v3} determines the potentials on the edges
of G uniquely, provided there are no resonances. As this graph does not possess
proper core vertices, under the same conditions Theorem 4.5 yields the (weaker)
result that on this graph the Titchmarsh–Weyl function determines all eigenvalues
and its multiplicities.
v1 v4
v2
v5
v3
v6
Figure 6. A graph whose core consists of one cycle.
Observe that for the Laplacian on G without potentials the Dirichlet eigenvalues
on an edge Ij are given by
k2pi2
L2
j
for k = 1, 2, . . . Thus in this case Theorem 4.5
implies the following corollary.
Corollary 4.7. Let G be a finite, compact metric graph and let B contain all
boundary vertices and all proper core vertices of G. Moreover, let L be the Laplacian
on G, i.e., qj = 0, j = 1, . . . , r. Let α ∈ Rs, let Aα be the Schro¨dinger operator
in (2.2), and let MB,α be the Titchmarsh–Weyl function in Definition 2.3. Assume
that each cycle in G contains two edges with rationally independent edge lengths.
Then the assertions of Theorem 4.5 hold for each λ ∈ R.
Appendix: Analytic operator functions
In this appendix we shortly recall basic facts and notions on analytic matrix and
operator functions as used in the main part of this paper. For further details we
refer the reader to [11].
Let H be a complex Hilbert space, which may be finite- or infinite-dimensional.
Moreover, let G ⊂ C be a nonempty, open set and let R(z) be a bounded, every-
where defined operator in H (a matrix if dimH < ∞) for each z ∈ G. Assume
that the operator function R is analytic, that is, it can be represented locally by a
power series which converges with respect to the operator topology. We say that
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some λ ∈ C is a pole of R of order n if there exists an open neighborhood B of λ
in C such that B \ {λ} ⊂ G,
lim
µ→λ
(µ− λ)nR(µ) exists and is nontrivial, and lim
µ→λ
(µ− λ)n+1R(µ) = 0
in the operator topology. The function R is called meromorphic if C \G consists of
isolated points which are poles; this may include poles of order zero, i.e., removable
singularities. For any λ ∈ C the residue of R at λ is the bounded linear operator
in H given by
ResλR =
1
2pii
∫
Γ
R(µ)dµ,
where Γ is any closed Jordan curve in G which surrounds λ but no other point
in C \ G. If λ ∈ G or λ is a removable singularity of R then ResλR = 0; if R is
meromorphic then λ is a pole ofR of positive order if and only if ResλR is nontrivial.
Alternatively, the residue can be defined as the first coefficient of negative order in
the Laurent series expansion of R centered at λ. If λ is a pole of order one of R
then ResλR = limµ→λ(µ− λ)R(µ).
As a standard example, let A be a (not necessarily bounded) selfadjoint op-
erator in H with a compact resolvent; in particular, the spectrum σ(A) con-
sists of isolated eigenvalues with finite multiplicities. In that case the function
µ 7→ R(µ) = (A − µ)−1, µ ∈ C \ σ(A), is meromorphic with poles of order one
precisely at the eigenvalues of A. Moreover, for each λ ∈ R the relation
Pλ = −ResλR (A.1)
holds, where Pλ denotes the orthogonal projection in H onto ker(A− λ).
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