In the framework of astrophysical applications, a great interest is devoted to inverse problems allowing to evaluate some physical and geometrical properties of UV-photon sources, that are located somewhere inside interstellar clouds.
Based on known model equations regarding both the photon transport theory [1, 8, 11] and the nature of interstellar medium [6] , contributions in this field are given, among several others, in [7, 9] and more recently in [3, 5] where timeindependent inverse problems were considered, related to a source q(x) emitting UV-photons inside an interstellar cloud, which is represented by a slab that occupies a bounded region ÀL x L of the galactic space and is composed of an homogeneous mixture of low-density gases and dust grains. These problems were studied by using a stationary version of the photon transport equation, where time is not present or is treated as a parameter [4] .
On the other hand, the more general inverse problem dealing with the time evolution of some physical properties of the photon source was recently studied in [2] . Here, by assuming that the source q(xY t) is spatially homogeneous within a region V 0 & V & R 3 and that a time series of``far field'' measurements of the photon density is known, it was proved that it is possible to identify the time behaviour of the source by means of a suitable time-discretization procedure of the photon transport equation, leading to explicit formulae for the source intensity q(t) at discrete times t j Y j 0Y 1Y F F F Y J.
In this paper, such a discretization procedure is developed and a time discretization algorithm, leading to the explicit determination of the source intensity, is applied by assuming a one-dimensional model of the cloud, that will be represented by the slab V fx X ÀL x Lg containing a photon source to be identified. Then a numerical iterative approach is proposed in order to obtain an approximation of the time-behaviour of the source at discrete times.
The mathematical formulation of this one-dimensional problem is given in Section 2, where the photon transport equation and the initial and boundary conditions are presented. In Section 3 the inverse problem consisting in the identification of the source q(xY t) is treated, by deriving its explicit solution in terms of a sequence of values q(xY t j ) depending on known values of the photon densities at discrete times t j . In Section 4 the numerical techniques allowing the determination of an approximated solution of the above inverse problem are considered, and the results of some numerical simulations are presented and discussed.
2. --The mathematical model.
We consider the slab of width 2L shown in Fig. 1 ,``representing'' an interstellar cloud where photons, produced by a source q(xY t)
, undergo capture and isotropic scattering processes with constant total and scattering cross sections s and s s respectively, with 0`s s`s . Letṽ cũ be the velocity of photons (c is the speed of light) and m ũ Á{ os w. Let us further assume non-reentry boundary conditions for the photons at x À L and at x L. Then the photon transport equation, the boundary condition and the initial condition have the form
where N(xY mY t) is the number density of photons having a velocity component v Á{ cm with m P [ À 1Y 1] and which at time t are at x P [ À LY L]. It is convenient to rescale the time independent variable by setting t c ct and re-write (1)-(3) in terms of the number density M(xY mY t c ) N(xY mY t c ac) N(xY mY t) as
where Q(xY t c ) q(xY t c ac) q(xY t). The abstract version of system (4)- (6) 
jf (xY m)jdm, can be put into the form
X are now maps from [0Y I) into the Banach space X and the operators B, K are defined as
The main properties of these operators have been discussed in [2] and may be summarized by the following lemma.
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(i) K P f(X), i.e. K is a bounded operator, with kKk s s ; (ii) B P q(1Y ÀsY X), i.e. B is the generator of a strongly continuous semi-
In view of its application in the discretization procedure of (7) which will be proposed in the next Section, it is useful to calculate explicitly the inverse operator (lI À B)
À1 . To this aim, putting (lI À B) f g , from definition (8) we have that
where f must satisfy the boundary conditions (5) . Integration with respect to
Likewise, by integrating (10) from x to L:
Equations (11) and (12) hold for every l b À s, see (ii) of Lemma 1. In particular, if l 1at b 0, (11) and (12) give (7) as follows
within an error which, as proved in [2] , satisfies the inequality kn j À M j k gtY VjY where g is a suitable positive constant.
It follows from (14) that
Hence, by using (13) and the definition (9) of the operator K:
In order to extract from (15) and (16) the unknown values of Q j (x H ) in terms of the measured densities M j , some assumptions on the spatial distribution of the source are needed. If, in particular, we assume that for each t c the source has a
then (15) 
where x is the (strictly positive) constant
and where n j (xY m) is known from``step j''.
The set of equations (18-25) allows to determine the solution of the inverse problem, consisting in the determination of the time evolution of a source with a uniform spatial distribution as in (17). Starting with j 0, the values of
, which are needed to calculate the integrals on the right hand side of (24), are given by the initial condition M 0 (x H Y m H ), see (14). Since n 1 M 1 is known, then Q 0 can be explicitly determined. Correspondingly, inserting Q 0 into (18)-(23) with j 0 gives the values of n 1 (xY m) which allow to calculate the right hand side of (24) for j 1, used to determine Q 1 , and so on.
Therefore, the whole set of Q j Y j 0Y 1Y F F F Y J can be determined, at least in principle, in terms of the photon density n j (xY m), to be calculated at the same time t c j , and of the data M j1 measured at time t c j t. However, it will be explained in the next Section that the numerical treatment of (24) appears to be very hard from a numerical point of view, and for this reason a different approach, consisting in a suitable iterative procedure, will be used to obtain quantitative results for the solution of the inverse problem. REMARK 1. --If one is interested in considering a more refined spatial distribution of the source Q j (x) instead of the uniform one, see (17), then in general the knowledge of one or more additional sets of``far field'' measurements is needed, in order to evaluate simultaneously other unknown parameters of the assumed distribution, such as its mean and/or its variance. Alternatively, one could identify the various Q j (x) starting from one far-field measurement, provided that the Q j 's are assumed to belong to a suitable family p of functions of x P [ À LY L], see [2] .
In particular, the solution procedure developed in this Section is still effective if model (17) is replaced by
where W(x H ) is a given, bounded and even function satisfying
and where the Q j 's are again the quantities to be evaluated (in this case, p contains only W). In fact, by using (26) one easily obtains that the solution sequence fQ j g will still be given by (24) with the constant x replaced by
and the densities n j1 Y j 0Y F F F Y J are now determined as follows: if m P (0Y 1]:
where I 1 Y I 2 are the same integrals on the right hand side of (18)-(23), i.e.
and in addition the integrals
can be calculated when the appropriate W(x H ) is chosen. p 4. --Numerical procedure and application.
Formula (24) turns out to be unsuitable from a computational point of view, since the expressions (24) and (25) tend to become extremely ill-conditioned when the time step t is decreased.
Hence, in order to solve numerically the inverse problem, we use a different strategy, based on a iterative approach: given an initial estimate Q (4) is then approximated by the following set of coupled equations:
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Next, we consider a spatial discretization, following a method-of-lines approach. Let us introduce the grid points x i1a2 ÀL iDx, for i 0Y XXXXY N x and Dx 2LaN x . Let x i (x iÀ1a2 x i1a2 )a2 denote the cell centers. By using a WENO reconstruction procedure [10] , equations (27) are approximated by
for i 0Y XXXY N x and r 1Y XXXY N v , where the numerical fluxf i1a2 is obtained by a fifth order WENO scheme. Let " n r (t c )Y Q(t c ) P R N x denote the vectors whose elements are n(x i Y m r Y t c ) and Q(x i Y t c ), respectively, and let " n(t c ) denote the matrix with entries " n r i (t c ). After the approximations in space and velocity previously introduced, equation (4) is approximated by a set of coupled systems of ordinary differential equations which can be written in a compact form as Finally, each system of differential equations is integrated using a proper ODE solver.
The way in which at each iteration we correct the source estimate is the following:
The rule is based on the following consideration: if Dn js b 0 this means that the source at time t c j was over-estimated and consequently we reduce Q (k) j ; on the other hand, if Dn js`0 the source was under-estimated and Q (k) j is therefore increased.
The overall numerical scheme is sketched as follows.
Numerical scheme.
Given initial data
0 ; a set of measures M j for j 0Y 1Y XXXY J; a tolerance e 2. for j 0Y 1Y XXY J À s We performed some preliminary numerical experiments in different situations. In order to have an``exact'' solution for computing the errors, we first solved the direct problem with a given source on a time interval [T 1 Y T 2 ]; than we considered two times T 0 and T f such that T 1`T0`Tf`T2 , and solved the inverse problem on the time interval [T 0 Y T f ]; the initial data n 0 jr M(x j Y m r Y T 0 ) and the set of measures M j are obtained from the solution of the direct problem. We examined three test cases. First, we considered a source given by
with aY bY c given constants satisfying Q(t c ) ! 0; we assumed a 1Y b 0 (test 1) and a 1Y b 4Y c 1 (test 2). Further, we considered (test 3) a source with a more generic time behavior in which sharp peaks are superimposed to a smooth periodic trend, analitically given by In all the tests we used two initial guesses, Q
0 0X1 (initial guess A) and Q (0) 0 0X01 (initial guess B) ; further, at each time step j ! 1 we started from Q (0) j Q jÀ1 . A maximum number of 150 iterations was imposed. We remark that in our experiments if such a number was reached (as happened in one of the tests here reported), failure was not declared, but the final estimate was accepted and the iteration proceeded. The given tolerance was e 10 À3 . Further, we set s 5, s s 0X2, L 1, L 0 0X1. We assumed m m 1 , N v 8 and N x 100; the time step was given by t 0X9Dxam 1 . Finally, the system of ODEs was solved using the MATLAB function ODE45.
The results obtained on the three test cases are summarized in figures 2, 3 and 4. In figure 2 we plot (versus t c ) the results obtained for Q j for test 1 with initial guess B (dash-dot line); the computed solution is compared with the exact one (continuous line). In the same figure we plot the corresponding set of measures M j used (dotted line), amplified by a factor of 10 3 . In figures 3 and 4 we report similar data and results obtained for the second and third test cases, respectively, starting again with initial guess B.
From the figures it is clear that the qualitative behaviour of the computed solution is quite satisfactory. In order to estimate the results, we compared the computed and the exact solutions by analyzing the relative errors
In Table 1 we report, for each test case considered and for both initial guesses, the mean value of the relative errors and the maximum relative error computed. The table shows that the errors are low even in test 3, which apparently seems to be the most cumbersome one. The test problem in which the errors are higher is test 2, both in terms of their mean value and in terms of the maximum value. We point out that in all cases the mean relative error has the same order of magnitude of the relative tolerance used in the stopping criterion. Finally, in figures 5-8, we summarize, focusing on test 2 and 3, the computational cost in terms of the number of iterations needed at each step in order to satisfy the stopping criterion. Let us denote by K( j) the number of iterations performed at step j, in such a way that Q j Q K( j) j
. Figures 5 and 6 show K( j) versus j for test cases 2 and 3, respectively, starting with initial guess A. In figure 5 , the two peaks outside the figure boundaries correspond to K( j) 150 (the maximum number of iterations was reached without satisfying the stopping criterion). Similar results are obtained by using the initial guess B. Concerning the first time step, we remark that, in test 2, using the initial guess A, 34 iterations are needed in order to satisfy the stopping criterion, while 49 iterations are needed when using the initial guess B. For test 3, at the first time step 43 iterations are needed with initial guess A and 58 with initial guess B. In the subsequent steps, the initial guess at each step is good enough that a moderate computational task is required in order to compute the next estimate Q j of the solution, except for those regions in which the solution is steeper. In figures 7-8 we report, for both the test cases 2 and 3, the differences between the values K( j) obtained by starting with the initial guess B and those obtained by starting with the initial guess A. Such results show that, as a whole, the computational cost is quite similar when using the two different initial guesses. This is clearly due to the fact that, as already mentioned, for j ! 2 the starting values Q (0) j are good enough and only the computational cost of the first time step strongly depends on the chosen initial guess.
