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L2 AND L∞ OPTIMAL DOWNSAMPLING FROM SYSTEM
THEORETIC VIEWPOINT
HANUMANT SINGH SHEKHAWAT AND GJERRIT MEINSMA ∗
Abstract. Downsampling is the process of reducing the sampling rate of a discrete signal. It
has many applications in image processing, audio, radar etc. The reduction factor of the sampling
rate can be an integer or a rational greater than one. This paper describes how sampled data system
theory can be used to design an L2/L∞ optimal downsampler which reduces the sampling rate by
an positive integer factor M from a given fast sampler sampling at h′ = h/M .
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Most of the signals in real world are analog in nature (e.g. speech). For high
quality transmission, these analog signals are often discretized before transmission.
At the receiving end, the discretized signal is converted back to an analog signal. In
applications like image, audio, video etc., it is sometimes necessary to change the
sampling rate of the discrete signal during the processing or transmission of signal.
The process of increasing the sampling rate is known as upsampling whereas decreasing
the sampling rate is known as downsampling (see e.g. [4]). The reduction factor of
the sampling rate can be an integer or a rational number greater than one. This
paper describes how sampled data system theory (see [3] and the references there in)
can be used to optimize the downsampling process. The advantage of using sampled-
data system theory for downsampling is that it utilizes the inter-sample information
available.
Ge
we
y¯h y¯h′ y
v
u
H S¯h Sidl
G
-
Fig. 0.1. Downsampling in sampled-data setting
The sampled data setup for downsampling problem is shown in Figure 0.1. Here
a continuous time signal y is sampled at interval h′ by a given sampler Sidl, then
the sampling rate of the resulting discrete signal y¯h′ is changed by a downsampler
S¯h to a slower rate of 1h := 1Mh′ , where M is a positive integer. The output y¯h of
the downsampler is converted back to the analog domain by a Hold H. The main
aim in the downsampling problem is to reconstruct u as close as possible to y (or
v). A distinctive feature of sampled-data system theory is that the analog signals y
and v are modeled as the output of a known linear continuous time invariant (LCTI)
system G driven by a process w with known characteristics (e.g white noise). G can
be thought as a model of the frequency characteristics of the signals y, v, and their
connections. Another distinctive feature is that the reconstruction performance (i.e.
the closeness of u and v) is calculated in term of the norm of the system Ge that maps
w to e [1, 2, 8]. Typically L2 (or H2) and L∞ (or H∞) system norms are used for
measuring the reconstruction performance [8].
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An approach for downsampling in the signal processing literature is to somehow
band-limit the input signal y and v to the Nyquist frequency ωn := π/h (or any mul-
tiple of ωn if filter banks are allowed) to prevent aliasing errors. This approach leads
to perfect reconstruction i.e. u = y. However in practice, perfect band-limitedness
is not possible, therefore we can think of using some error criteria (hence, sampled
data system theory). The downsampling problem from sampled-data viewpoint was
studied by Ishii et. al [5], where they use the H∞ error criteria to design the causal op-
timal downsampler S¯h (given H, Sidl and G). Nagahara and Yamamoto [10] designed
computationally efficient H∞ optimal downsamplers (given H, Sidl and G). The prob-
lem of designing optimal non-causal downsamplers and holds simultaneously (given
Sidl and G) is studied by Meinsma and Mirkin [9], but for a very limited class of
the signal generators G. They used the L2 and L∞ system norm for measuring the
reconstruction performance.
The main contribution of this paper is the design of L2 and L∞ optimal non-causal
downsamplers and holds, given Sidl and G. We do not restrict G, in fact it can be
any LCTI system in L2 ∩L∞. This leads to a generic treatment of the downsampling
problem. In this paper, we also quantify the reconstruction error.
The outline of this paper is as follows. First we describe all the components in
the sampled-data setup (see Figure 0.1) in Section 1. Basics of lifting technique are
summarized in Section 2. An important theorem known as Rank theorem and its role
in simplifying the downsampling problem is discussed in Section 3. Section 4 contains
the main results of this paper i.e. solution of the downsampling problem along with
an expression for the error norm.
Notation: The kernel and image of an operator A is denoted as KerA and ImA
respectively. rank(F ) denotes the rank of the operator F . SVD stands for singular
value decomposition. Also the left (or right) singular vectors of an operator A means
the eigenvectors of AA∗ (or A∗A). Z, R, and C are the set of integers, real and
complex numbers respectively. For any two integers k0 and kr−1 such that k0 ≤ kr−1,
{k0 : kr−1} represents the set of integers {k0, k1, · · · , kr−1}. N means the set positive
integers including zero. For any positive integer n, ℓ2
Cn
(Z) is the space of squarely
summable sequences of vectors in Cn. If n = 1, we write ℓ2
Cn
(Z) as ℓ2. L2(B) is the
Hilbert space of square integrable functions f : B → C where B ⊆ R. Whenever
B = R, we just write L2. Also ‖.‖HS denotes the Hilbert-Schmidt norm and ‖.‖∞
denotes the induced 2-norm of an operator.
1. Sampled-data setup . Now we describe all the components in the sampled-
data setup in Figure 0.1. The model G = [Gv Gy]T is an LCTI system with finite
L2 and L∞ system norm [6].
The Sampler Sidl is a linear device which ideally samples an analog signal y(t) :
R → C at every h′ time instant and gives a discrete signal y¯h′ [n] : Z → C. More
specifically
y¯h′ = Sidly : y¯h′ [n] = y(nh′).
The Downsampler S¯h : ℓ2 → ℓ2Cr(Z) converts the output of Sidl into a discrete
signal y¯h : Z → Cr sampled at interval h = Mh′, and we assume it to be linear and
h-time shift invariant, i.e.
y¯h = S¯hy¯h′ : y¯h[n] =
∑
k∈Z
χ¯[Mn− k]y¯h′ [k], n ∈ Z (1.1)
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where χ¯ is known as discrete sampling function. Note that the dimension of the output
y¯h is r. We assume throughout this paper that r is given.
A hold H : ℓ2
Cr
(Z) → L2 converts the output of S¯h back to the analog domain,
and we assume H to be linear and h-time shift invariant, i.e.
u = Hy¯h : u(t) =
∑
n∈Z
φ(t − nh)y¯h[n], t ∈ R (1.2)
where φ(t) is known as hold function or interpolating kernel.
Any bounded operator F : ℓ2 → L2 is a hybrid interpolator of order r if it can
be represented as a bounded downsampler (with output dimension r) followed by a
bounded hold (i.e. F := HS¯h).
2. A short review of Lifting. Lifting is used in [1, 2, 7, 9] etc. to solve some
problems that arise in sampled-data system theory. Lifting is also used for solving
the downsampling problem in this paper. We briefly review here the basics of lifting,
lifted transform and lifted transfer function (for detail see [8]). In brief, the lifted
signal f˘ of an analog signal f : R → C, is the sequence of functions {f˘ [k]} defined as
f˘ [k](τ) = f(kh+ τ), k ∈ Z, τ ∈ [0, h). The lifted Fourier transform (LFT) of a lifted
signal f˘ is defined as f˘(ejθ; τ) :=
∑
k∈Z f˘ [k](τ)e
−jθk. Similarly the lifted signal ~f of a
discrete signal f¯ : Z → C sampled at interval h′ = h/M , is the sequence of discrete
functions
~f [k;m] = f¯ [Mk +m], k,m ∈ Z
The discrete time lifting is same as the concept of polyphase decomposition (see e.g. [4,
12]). Also, the discrete lifted Fourier transform of a lifted discrete signal ~f is defined
as
~f(ejθ;m) :=
∑
k∈Z
~f [k;m]e−jθk, m ∈ Z
Since lifting and Fourier-transformation are invertible processes, the inverse LFT can
be defined as a combination of the inverse Fourier-transform and inverse of the lifting
process.
Any linear system G that is h-time shift invariant in continuous time is by con-
struction LTI in the lifted domain with respect to the discrete variable and hence can
be written as a convolution
u = Gy lifting⇒ u˘[k] =
∑
i
G˘[k − i]y˘[i]
here G˘[k − i]y˘[i] for each i is a finite integral over inter-sample time [8]. Taking the
lifted Fourier transform, we have
u˘(ejθ) = G˘(ejθ)y˘(ejθ).
Therefore, the (lifted) transfer function of G is given by G˘(ejθ) := ∑i G˘[i]e−jθi. In a
similar manner, the (lifted) transfer function S´idl of the sampler, S´h of the downsam-
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pler, H` of the hold, and F` of the hybrid interpolator is given by
y¯h′(e
jθ) := S´idl(e
jθ)y˘(ejθ) : y¯h′(e
jθ) = y˘(ejθ; 0)
y¯h(e
jθ) := S´h(e
jθ)~yh′(e
jθ) : y¯h(e
jθ) =
M−1∑
m=0
~χ(ejθ;−m)~yh′(ejθ;m)
u˘(ejθ) := H`(ejθ)y¯h(e
jθ) : u˘(ejθ; τ) = φ˘(ejθ; τ)y¯h(e
jθ)
u˘(ejθ) := F` (ejθ)~yh′(e
jθ) : u˘(ejθ; τ) =
M−1∑
m=0
φ˘(ejθ; τ)~χ(ejθ;−m)~yh′(ejθ;m) (2.1)
Coming to the norms, L2 and L∞ are the spaces of h-time shift invariant linear
systems with finite norm defined by
‖G‖L2 :=
√
1
2πh
∫ pi
−pi
‖G˘(ejθ)‖HS dθ
and
‖G‖L∞ := ess sup
θ∈[−pi,pi]
‖G˘(ejθ)‖∞
respectively, where G˘(ejθ) is the (lifted) transfer function of G and ‖G˘(ejθ)‖∞ =
sup‖x‖L=1 ‖G˘(ejθ)x‖L (L is either ℓ2 or L2[0, h) depending upon context) [1, 2]. Finally,
an operator T is called stable if T ∈ L∞.
3. Downsampling problem. Our aim in this section is to define and simplify
the downsampling problem as much as possible using lifting. Throughout this section
we use Sy := SidlGy and the lifted transfer function of Sy as S´y(ejθ) = S´idl(ejθ)G˘y(ejθ).
Also K represents either L2 or L∞ and K represents the Hilbert-Schmidt (HS) norm
if K = L2 or the induced 2-norm if K = L∞, throughout this section. We write the
downsampling problem more precisely as:
Problem P1 (Downsampling problem) : Given Gv,Gy ∈ L2 ∩ L∞, find a stable
hybrid interpolator F := HS¯h of order at most r ∈ Z+ such that ‖Gv − FSy‖K is
minimized.
The constraint that F is a hybrid interpolator makes the problem more interesting
and difficult also. It is not straightforward to find when a given bounded operator is
a hybrid interpolator, but in lifted Fourier domain answer to this question is simple
as explained in following theorem:
Theorem 3.1 (Rank theorem). Given a bounded operator F : ℓ2 → L2. Assume
that the kernel of F` (ejθ) is piecewise continuous in θ. Given the downsampling factor
M := h/h′, F is a hybrid interpolator of order r if and only if rank F` (ejθ) ≤ r ∀θ ∈
[−π, π].
Proof. The proof is similar to the proof of Rank theorem in [9].
At the given θ, domain of F` (ejθ) is CM , therefore rank F` (ejθ) ≤ M . Therefore,
without loss of generality we take r ≤ M in this paper. The following theorem also
helps in further simplifying Problem P1.
Theorem 3.2. Given Gv,Gy ∈ L∞ ∩ L2 and r ≤M . Define F`opt at almost every
θ ∈ [−π, π] as
F`opt(e
jθ) := argmin
F` (ejθ)
‖G˘v(ejθ)− F` (ejθ)S´y(ejθ)‖K (3.1)
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with the constraint that rank F`opt(e
jθ) ≤ r at each θ ∈ [−π, π]. If F`opt is well defined
and stable, then Fopt is the hybrid interpolator that minimizes ‖Gv −FSy‖K over all
stable Hybrid interpolators of order at most r.
Proof. The proof follows from the fact that L2 is the integral and L∞ is the
supremum of a non-negative function of θ.
The above theorem says that doing point-wise minimization in lifted Fourier do-
main is sufficient to solve the Problem P1. Summarizing the above, Theorem 3.1 and
3.2 allows us to write an equivalent of the Problem P1 as:
Problem P2 : Given Gv,Gy ∈ L2 ∩ L∞ and r ≤M , find a well defined and stable
F` (ejθ) with rank F` (ejθ) ≤ r such that ‖G˘v(ejθ) − F` (ejθ)S´y(ejθ)‖K is minimized at
almost each θ ∈ [−π, π].
In the rest of the paper, for brevity we drop (ejθ) from a function f(ejθ) to de-
note the function at given θ. For example, transfer function G˘(ejθ) of a system G is
abbreviated as G˘ at given θ.
4. Optimal non-causal downsampling. This section contains the main result
of this paper. We describe the solution to the downsampling problem P1 in both L
2
and L∞ norm.
Throughout this section Sy := SidlGy, and Gv(jω) and Gy(jω) denote the classic
Fourier transform of the impulse response of the systems Gv and Gy, wi := (θ+2πi)/h
and M := {0, · · · ,M − 1}.
4.1. L2 downsampling problem. In this section, we consider the problem of
minimizing ‖G˘v − F` S´y‖HS over all θ ∈ [−π, π] with constraint rank F` ≤ r. Let P˘
denote the orthogonal projection onto the (Ker S´y)
⊥. Since, S´y(I − P˘ ) = 0, we have
‖G˘v − F` S´y‖HS = ‖G˘vP˘ − F` S´y‖HS + ‖G˘v(I − P˘ )‖HS . (4.1)
So, P˘ helps us in identifying the space where F` does plays a role. To obtain P˘ ,
the SVD of S´y is very handy tool because SVD provide an orthonormal basis of the
(Ker S´y)
⊥. The SVD of S´y at each θ can be expressed in terms of Gy(jω) as:
Lemma 4.1. For each k ∈ Z, define e˘k(ejθ; τ) := ejωk τ/
√
h and ~ek(e
jθ;m) :=
ejωkmh
′
/
√
M where m ∈ M and τ ∈ [0, h). Now, for almost all θ ∈ [−π, π], S´y :
L2[0, h)→ C has a SVD (modulo ordering) of the form
S´yw˘ =
√
M
h
M−1∑
k=0
αk 〈w˘, p˘k〉 ~ek, (4.2)
where
αk :=
√∑
i∈Z
|Gy(jωk+Mi)|2,
p˘k(e
jθ; τ) :=
∑
i∈Z
1
αk
G∗y(jωk+Mi)e˘k+Mi(e
jθ; τ).
Proof. Proof can be obtained by using the Key-lifting formula given in [8].
Using (4.2), we can immediately write P˘ as
P˘ x =
∑
k∈M,αk 6=0
〈x, p˘k〉 p˘k. (4.3)
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From (4.1), it is clear that the F` (of rank r) that minimizes ‖G˘v− F` S´y‖HS must
also minimize ‖G˘vP˘ − F` S´y‖HS . Since the best rank-r approximation of G˘vP˘ can be
calculated via its SVD, we determine the SVD of G˘vP˘ :
Lemma 4.2. The SVD (modulo ordering) of the operator G˘vP˘ : L
2[0, h) →
L2[0, h) at almost all θ ∈ [−π, π] is given by
G˘vP˘ w˘ =
∑
n∈M,αn 6=0
σn 〈w˘, p˘n〉 q˘n (4.4)
where
σn :=
1
αn
√∑
i∈Z
|Gv(jωn+Mi)Gy(jωn+Mi)|2
q˘n(τ) :=
1
σnαn
∑
i∈Z
Gv(jωn+Mi)G
∗
y(jωn+Mi)e˘n+Mi(e
jθ; τ), τ ∈ [0, h).
Proof. An SVD (modulo ordering) of the operator G˘v : L
2[0, h) → L2[0, h) at
almost all θ is given by (see [9]).
G˘vw˘ =
∑
i∈Z
Gv(jωi) 〈w˘, e˘i〉 e˘i
Using (4.3), for any w˘(σ) ∈ L2[0, h) we have
G˘vP˘ w˘ =
∑
i∈Z
Gv(jωi)
〈
P˘ w˘, e˘i
〉
e˘i =
∑
i∈Z
Gv(jωi)
〈
w˘, P˘ e˘i
〉
e˘i
=
∑
i∈Z
Gv(jωi)
〈
w˘,
∑
k∈M,αk 6=0
〈e˘i, p˘k〉 p˘k
〉
e˘i
=
∑
i∈Z
M−1∑
n=0
Gv(jωn+Mi)
〈
w˘,
∑
k∈M,αk 6=0
〈e˘n+Mi, p˘k〉 p˘k
〉
e˘n+Mi
=
∑
i∈Z
∑
n∈M,αn 6=0
Gv(jωn+Mi) 〈e˘n+Mi, p˘n〉∗ 〈w˘, p˘n〉 e˘n+Mi
Since 〈e˘n+Mi, p˘n〉∗ = ψ
∗
y(jωn+Mi)
αn
, we have
G˘vP˘ w˘ =
∑
i∈Z
∑
n∈M,αn 6=0
Gv(jωn+Mi)ψ
∗
y(jωn+Mi)
αn
〈w˘, p˘n〉 e˘n+Mi
=
∑
n∈M,αn 6=0
〈w˘, p˘n〉
∑
i∈Z
Gv(jωn+Mi)ψ
∗
y(jωn+Mi)
αn
e˘n+Mi
=
∑
n∈M,αn 6=0
σn 〈w˘, p˘n〉 q˘n (4.5)
Since ψy(t) ∈ L2 and Gv ∈ L2, we have αk, σn <∞ for almost all θ, this again implies
q˘n ∈ L2[0, h) for almost all θ. Note that still, for almost all θ 〈q˘i, q˘k〉 = δ¯[i− k].
An optimal rank-r F` must be such that F` S´y cancels out the dominant r singular
values in the SVD of G˘vP˘ . This fact is used in following theorem to solve Problem P2,
hence P1.
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Theorem 4.3. Define a permutation of M by {k0, k1, · · · , kM−1} such that σk0 ≥
σk1 ≥ · · · ≥ σkM−1 . Given r ≤M , define F`opt as
F`opt~yh′ :=
∑
k∈{k0:kr−1}
Γk
〈
~yh′ ,
1√
M
~ek
〉
, (4.6)
where
Γk :=
1
αk
∑
i∈Z
Gv(jωk+Mi)G
∗
y(jωk+Mi)e
j(ωk+Mi)τ , (4.7)
whenever θ ∈ A := {θ ∈ [−π, π] : G˘y(ejθ) 6= 0} and τ ∈ [0, h). For θ ∈ [−π, π]\A,
we can take F`opt = 0. If this hybrid interpolator Fopt is well-defined and stable, then
it minimizes ‖Gv − FSidlGy‖L2 over all stable hybrid interpolator of order at most r.
The optimal error norm is given by
‖Gv −FoptSidlGy‖2L2 = ‖Gv‖2L2 − ‖FoptSidlGy‖2L2 (4.8)
where ‖FoptSidlGy‖2L2 = 12pih
∫
A
∑
k∈{k0 :kr−1}
σ2k dθ.
Proof. A sketch of proof is given here. Since G˘vP˘ and S´y share right singular
vectors, we have F`opt = Tr{G˘vP˘}S´+y , where S´+y is the pseudo-inverse of S´y and
Tr{G˘vP˘} is the rank-r approximation of G˘vP˘ . Since we know the SVD of S´y and
G˘vP˘ , it follows that S´
+
y and Tr{G˘vP˘} are in essence straightforward.
Equation (4.8) follows from ‖G˘v − F`optS´y‖2HS = ‖G˘v‖2HS − ‖F`optS´y‖2HS .
The optimal hold H`opt and downsampler S´h,opt can be obtained from F`opt by
using Theorem 3.1. For rank-1 F` , the easiest way would be to define S´h,opt and H`opt
with sampling function ~χopt =
1
M e
jωk0mh
′
and hold function φopt = Γk0 . In general,
for any bistable invertible mapping J , the H`optJ and J
−1S´h,opt are also optimal hold
and downsampler.
4.2. L∞ optimal downsampling. Now, we consider the problem of obtaining
minF` ‖G˘v − F` S´y‖∞ over all θ ∈ [−π, π] with constraint rank F` ≤ r. Similar to L2
optimal downsampling, we expect that the operator P˘ , which is a projection onto
the (Ker S´y)
⊥, will provide some clue about the lower bound on minF` ‖G˘v− F` S´y‖∞.
Indeed,
inf
F`
‖G˘v − F` S´y‖∞ = inf
F`
‖ [G˘vP˘ − F` S´y G˘v(I − P˘ )] ‖∞ ≥ ‖G˘v(I − P˘ )‖∞.
Although, the result for L∞ optimal downsampling is simple, its derivation is
lengthy and not as straightforward as in the L2 case. Therefore we just mention the
result without proof.
Theorem 4.4. Define a permutation of M by {k0, k1, · · · , kM−1} such that
|Gvmax,k0 | ≥ |Gvmax,k1 | ≥ · · · ≥ |Gvmax,kM−1| where
|Gvmax,i| := max
l∈Z
|Gv(jωi+Ml)Gy(jωi+Ml)|6=0
|Gv(jωi+Ml)|.
Given r ≤ M , let Fopt be a hybrid interpolator whose transfer function at each θ ∈
[−π, π] is defined by (4.6). If this Fopt is well-defined and stable, then it minimizes
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‖Gv − FSidlGy‖L∞ over all stable hybrid interpolators of order r. The optimal norm
is given by
‖Gv −FoptSidlGy‖∞ = ess sup
θ∈[−pi,pi]
max
i/∈{k0:kr−1}
i∈M
(
|Gvmax,i|, ‖G˘v(I − P˘ )‖∞
)
(4.9)
The quantity ess supθ∈[−pi,pi] ‖G˘v(I − P˘ )‖∞ is known as Parrott lower bound [11].
Note that the L2 and L∞ downsampling problem may have an entirely different solu-
tion for rank less than full (see how k0 is selected in Theorem 4.3 and 4.4). However,
for full rank (i.e. M) F`opt is the same for the L
∞ and L2 downsampling problem.
5. Concluding remarks. In this paper, we provided a solution to L∞ and L2
optimal design of both downsampler and hold simultaneously for all kind of LCTI
signal model G ∈ L2 ∩ L∞. The L∞ and L2 optimal solution to the downsampling
problem may differ. We do not restrict ourselves to bandlimitedness of analog signals.
However by lifting this restriction the design process become very intricate mainly
because aliasing is inherent in this case. But the use of lifting provides a more tangible
solution. The result can be easily extended to any h-time shift invariant system Gv
instead of any LCTI Gv.
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