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Diffusion theories obtained from the geodesic equations of a Riemannian metric 
on R” are considered. A theorem on the rate of production of entropy for a class of 
such theories is proved, showing that this rate depends on a certain curvature 
related invariant, whose sign influences this rate. Also considered are stationary 
densities for a class of conformally flat metrics whose volume density is Gaussian. 
The entropy of such densities is shown to be a function of a temperature-like 
parameter. These results are interpreted in the context of chemical ecology via 
Volterra-Hamilton systems and Antonelli’s concept of vigour. 0 1987 Academic PESS. 
Inc. 
A Riemannian metric tensor on Rn (n > 1) defines a system of second 
order, homogeneous differential equations, whose solution curves are geo- 
desics. Such a system is governed by a simple Hamiltonian whose coeffi- 
cients are also determined by the metric. 
In mathematical ecology, such systems have been used to model interac- 
tions between communities of species which are chemically mediated; i.e., 
the growth dynamics is determined by second order equations in variables 
which represent aggregates of secondary substances, and these in turn 
determine the dynamics of the more traditional, first order “biomass” 
variables. Such systems have been designated Volterra-Hamilton systems, 
and are studied in [l, 5, 6, 91. 
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In this paper, we shall consider stochastic diffusion models, whose un- 
derlying deterministic theory is of the above form. Thus, we are considering 
closed systems, uncoupled to external forces, but which are subject to noise 
in the form of random fluctuations (such as variable cloud cover, random 
fluctuations in environmental parameters such as temperature, damage due 
to random grazing or weather stress). These fluctuations operate at the level 
of production of secondary substances in Volterra-Hamilton systems. We 
also allow random drift in the form of stochastic bias in the direction of 
operation of the random forces. In the present paper, we shall discuss the 
production of informational entropy in such models, in terms of invariants of 
the underlying Riemannian geometry. Also, we shall consider in detail the 
properties of the (canonical) stationary density associated to a class of 
metrics which we call Gaussian metrics. 
The discussion of the first of the above-mentioned themes occupies 
Sections l-3. Thus, in Section 1, we briefly describe the diffusion and 
deterministic theories defined by a Riemannian metric tensor on R”. In 
Section 2, we describe, in a more abstract setting, the relations which hold 
between the diffusion operators associated to two Riemannian metrics on a 
manifold. The basic example we have in mind is that of R” with the first 
metric determined by covariance matrix of a homogeneous Markov process, 
and the second metric the standard Euclidean metric (with respect to which 
adjoints are taken to pass between the forward and backward diffusion 
equations of the process). We show that the ratio of the volume forms of 
the two metrics defines a scalar function which is a (canonical) stationary 
density for the forward diffusion operator defined by the process, providing 
the Riemannian divergence of the drift vector vanishes. We also obtain a 
formula for this forward operator in terms of invariants of the Riemannian 
geometry. 
In Section 3, we prove our main result (Theorem 2.33) on the production 
of entropy. This result holds for a certain class of metrics (with respect to 
which W” has finite volume), and a certain class of positive solutions to the 
forward diffusion equation which do not behave too badly “at infinity.” For 
a flat geometry, the rate of change of entropy with time is always positive. 
Our theorem states that, for non flat geometries, a certain additional 
geometrical invariant comes into play. If this invariant is negatiue, then the 
rate of production of entropy becomes even more positiue than the com- 
parable flat case, while the reverse is true if this invariant is positive. In the 
latter case, the possibility of a negative rate of change of entropy arises. Thus, 
the theorem gives a precise statement concerning the way in which the 
underlying geometry influences the amount of disorder accumulating in the 
system as time progresses. 
In the first part of Section 3, the technical assumptions required for our 
theorem are carefully stated, and we also discuss the problem of normaliz- 
ing a solution of the forward diffusion equation to obtain a probability 
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density. Under our assumptions, this is always possible in the absence of 
coupling to external forces. Furthermore, “ total mass” is conserved in time. 
All the metrics known to the authors which arise in mathematical ecology 
are conformally flat, and this special case is discussed in Section 4. We show 
that, for this class of metrics, the geometrical invariant governing entropy 
production as described above, is expressible in terms using the Riemannian 
scalar curuature, 9. In turn, the rate of entropy production is strongly 
influenced by the sign of 93”. The significance of this is discussed, and also 
its relation to results of Antonelli et al. on the role of 9? in non-linear 
filtering theory [7] is briefly described. The quantity, -9, is a measure of 
communiry uigour, Y, of the dynamics [l]. 
Our second theme, concerning Gaussian metrics, is introduced in the 
second half of Section 4. A Gaussian metric is defined to be a conformally 
flat metric whose (normalized) volume form is a standard n-variable 
Gaussian distribution. We define the temperature, T, of such a metric to be 
the reciprocal of the geometric mean of the eigenvalues of the covariance 
matrix. By the results of Section 2, this volume form density is a stationary 
density for the forward diffusion operator associated to the metric (under 
divergence free assumptions on the drift). We show that the entropy of this 
density is a simple, increasing function of T. We also show that, for large 
enough n ( 2 27rT ), as n increases with T $xed, the entropy decreases and 
uigour increases. Thus, after a certain point, the more species there are, the 
more resistence to noise there is. This is to say, it is more strongly 
stochastically canalized in the sense of Antonelli [l]. However, this effect 
need not be preserved if T increases as more species are added. 
Finally, in Section 5, we consider our general results in relation to 
Volterra-Hamilton systems. A discussion of how Gaussian metrics arise in 
ecological systems is given, and we also interpret the results on temperature 
and the entropy of the canonical stationary density and their relationship to 
community vigour V. 
1. DIFFUSION PROCESSES AND RIEMANNIAN GEOMETRY 
Consider a continuous, temporally homogeneous Markov process {X,}, 
t 2 0, with values in BP”. (We assumed given, once and for all, a fixed 
probability space (Q 9’; P), on which our processes are defined.) Let 
p(s, y; t, x); x, y E W”, 0 I s I I < cc, be the transition probability den- 
sities for this process. 
Such a process defines a diffusion operator 
D(x) = fg’qx)& + lqx)-$ (1.1) 
ENTROPY 251 
(where we have used the Einstein summation convention on upper and 
lower indices). Here, the coefficients b’ and g” are means and variances 
associated to the process. Thus, 
1 
b’(x) = lim -(xi - x’) 
T/O 7 
gi’(x) = !irr& ;((x: - xi)(x; - xl)), (1.2) 
where the angular brackets indicate the mean over the set of all sample 
paths beginning at x. Clearly, the matrix g’j is symmetric and non-nega- 
tive. We shall assume from now on the g’j is positive definite on the whole 
of R”. 
Under suitable assumptions on higher order covariances, the transition 
densities p(s, y; t, x) satisfy the backward and forward diffusion equations 
(i) D(y)p = - E (backward) 
(ii) D*(x)p = g (forward), (1.3) 
where D*(x) is the formal (Euclidean) adjoint of !D, 
1 a2 
‘*tx) = y axQxj -gj’(x) - GV(x). (1.4 
Note that the two equations (1.3) are formally equivalent. This follows 
from the assumption of temporal homogeneity (i.e., p(x, y; t, x) is a 
function of t  - s) via the Chapman-Kolmogorov equations. 
We may regard the functions g’j as the components of a Riemannian 
metric tensor on R “. More precisely, we extend the g’j(x) to a symmetric 
tensor on W n by the requirement that the appropriate tensorial transforma- 
tion law hold for any smooth co-ordinate transformation from the standard 
(biologically significant) co-ordinates x = xi, to any other co-ordinate 
system. 
Let I”k denote the Christoffel symbols associated to the Riemannian 
geometry gii (= inverse matrix of g”); i.e., 
rik = +g”( ajg,, + akgj/ - a,gjk)Y (1.5) 
where aj is the jth partial differential operator in a given co-ordinate 
system [lo, p. 171. We may then write (1.1) in the form 
IID = ;Ag + h, 0.6) 
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where Ag is the invariant Laplacian for the geometry g = (gii); i.e., 
and, in standard co-ordinates x = {xi}, 
h(x) = (b“(x) + fg’j(x)I;(x)]-&. (l-8) 
where the product term is the Christoffeljeld, Chk, or Stratonovich correc- 
tion term. 
Ag is a second order elliptic operator which acts on P-invariant scalar 
functions on W”. In order to extend D to such an invariant operator, we 
must require that h transform like a contrauariant uector. We thus define h 
in any co-ordinate system by this requirement. Using the known transfor- 
mation law for the rij [lo, p. 191, this is equivalent to extending the 
definition of bk(x) by the transformation law 
bk(z) = bj( )!? a2xk x axj + hg'/(x)- 
axkd * 0.9) 
Underlying the diffusion theory represented by equations (1.3), is an 
underlying deterministic theory, governed by the Hamiltonian 
H(x, p) = ;g”(x)p,p,. (1.10) 
The deterministic trajectories in R” governed by (1.10) are then given by 
the geodesic equations 
fi + r;k(X)ijik = 0, (1.11) 
which we may think of as the trajectories followed by the process { X,} in 
(infinitesimally small) time intervals between successive applications of the 
stochastic fluctuation forces (noise). Note that (via (1.2)) the drift vector h 
arises (in this scenario) through stochastic bias; i.e., bias in the most 
probable direction of action of the microscopic forces. 
Remark. We may generalize the above discussion to the case in which 
the process { X,} is subject to some external (macroscopic) force generated 
by a potential function V. The operator D of (1.1) must then be modified to 
b = lCD + V, and the transition densities then satisfy the equations (1.3) 
with D replaced by b. Also, the underlying deterministic theory has 
Hamiltonian H + V, with H as in (l.lO), leading to a term -grad$V, on 
the right hand side of (1.11); (grad,) denotes the Riemannian gradient 
for the geometry g,,, (see (2.17) below). While we shall include a potential V 
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in the general discussion of Sections 2, 3, and 4, for the sake of generality, 
their role will not be specifically investigated in this paper, but will be taken 
up elsewhere (see Antonelli-Seymour [8]). 
2. OPERATOR RELATIONS IN Two GEOMETRIES 
Let M be an orientable n-dimensional P-manifold without bound- 
ary (e.g., R”). Associated to a Riemannian geometry g,, on M, is the 
Riemannian volume form (or invariant measure), dp, defined by 
(2.1) 
where h(x) = (det(gij(x)))‘/* in local co-ordinates x = {xl}, and where 
dx denotes the standard Lebesgue measure on W”. 
The function h(x) does not define an invariant scalar function on M. 
In fact, its transformation law is 
(2.2) 
where ]J(x, Z)] is the determinant of the Jacobian matrix of the transfor- 
mation x c) 2 of local co-ordinates. However, if we are given a second 
Riemannian geometry g,‘i (defining the same orientation as gij), then it is 
clear from the universal relation (2.2) that the ratio 
(2.3) 
does define a C” invariant scalar function on M. Furthermore, + is strictly 
positive everywhere. 
Let (u, v)~ and (a, v)r, denote the L,-inner products defined by the 
invariant measures dp, dp’ for the geometries g,, and g,‘i, respectively (2.1). 
Here, u and v are suitable scalar functions on M which are square 
integrable with respect to both measures (e.g., Cm functions with compact 
support, or which decay to zero rapidly enough at infinity). 
If IL: C’(M) + C-k(M) is a linear operator on C’-scalar functions on 
M (r 2 k 2 0), denote by 8 +, respectively 8*, the L,-adjoints of IL with 
respect to dp and dp’; i.e., 
(Lu; v& = (u; L+v), and (Lu; v& = (u; L*v)~, (2.4) 
for any pair I(, v for which both inner products exist. We then have 
L*($Ju) = +L+(u) (2.5) 
for any u E C’(M), where $I is given by (2.3). 
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To establish (2.9, let u E Cm(M) have compact support. Then the inner 
products in (2.4) exist for any u E C’(M). From (2.1) and (2.3) we have 
that dp = +dp’, whence, 
Thus, 
(0; u& = ($0; z.& = (u; qa+. (2.6) 
(0; L*(w)),. = (Lu; +u),, by (2.4) 
= (Lu; u& by (2.6) 
= (u;Lfu), by (2.4) 
= (u; +L+u)~, by (2.6). 
Since u is arbitrary, (2.5) now follows from the non-degeneracy of the 
&-inner product. 
We apply (2.5) to the case L = b = D + V, where V is a continuous 
potential function on M, and D is a diffusion operator of the form (1.6). 





- = jj,*& 
at (2.7) 
where u, u are scalar functions on M x (0, cc) which are C2 in the space 
variables and C’ in the time variable. The relation (2.5) allows us to 
establish a relation between solutions of the two equations (2.7). Thus, we 
have 
(2.8) PROPOSITION. Let u be a solution of the jirst equation (2.7) with 
initial distribution u0 = lim, I ,,uI. Then u = Cpu is a solution of the second 
equation (2.7) with initial distribution u0 = +I, = lim,l,u,. 
To use Proposition 2.8, we need to compute the adjoint b + in terms of 
invariants involving the gij-geometry. To this end, we recall the definition 
of the Riemannian divergence of a contravariant vector field X, 
div,(X) = &ai(&Xi), (2.9) 
in any local co-ordinate system. 
Now recall (1.6) that b = +A* = h + V, where A, is the invariant 
Laplacian for the g,/geometry, and h is a contravariant vector field on M. 
We may regard h as a first order differential operator on Cr( M) (r 2 1); 
h = hai. We then have 
h+ = -h - div,h. (2.10) 
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To establish (2.10), we have that, for suitable test functions u and u, 
(h(u); u)s + (u;h(u) + udiv,h), 
= jM{h(U)u + uh(u) + uudiv,h} dp 
= /flg( uuh) dp using (2.9). 
Supposing u to have compact support, this integral is zero by the 
divergence theorem and (2.10) now follows. 
Recalling that Ag is self-adjoint in the gij-geometry, (2.10) now shows 
that 
Ifb=+A,+h+ V, then bp’ = +A, - h - div,h + I’. (2.11) 
Note that (2.11) implies that b is self-adjoint if and only if h = 0. 
From (2.5), taking u to be the constant function 1, we obtain, b*(+) = 
(p . b+(l), and from (2.11), b+(l) = V - div,h. Thus, we have shown 
(2.12) PROPOSITION. Let $I be as in (2.3), and suppose that V - div,h = 
0. Then BP*(+) = 0; i.e., $I is a P-stationary density for the forward 
diffiion operator b * = ID* + V. 
Note in particular, that Proposition (2.12) holds if V = div,h = 0. As is 
well known, the requirement that h be divergence free means that h 
preserves volumes in the g,/geometry. The more general statement of 
Proposition (2.12) can now be interpreted as stating that a sufficient 
condition for the existence of a stationary density is that any tendency of 
the (covariant) drift vector h to compress or expand volumes, should be 
compensated by the existence of a balancing gradient field. 
We resume the task of computing b* in terms of invariants of the 
g,/geometry. From (2.10), we have 
b* = +A*, - h - div,,h + I/. (2.13) 
To compute div,,h, we note the formula 
div,( $X) = \c, div,X + X( #), (2.14) 
where X is a C’ contravariant vector field on M (regarded as a first order 
differential operator), and # is a C’-scalar function. Using the fact that 
6 = &F (2.3), (2.9), and (2.14) we find that 
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div,(h) = $I diva 
= div,(h) - h(ln$). (2.15) 
NOW let ( X, Y)a denote the Riemannian inner product for vector fields X 
and Y, i.e., 
(x; Y), = gijx’Yj, (2.16) 
and let 1x1, = (X: X),g ‘12, denote the associated Riemannian norm. Finally, 
for $J a C’-scalar functron, let grad,+ denote the Riemanniun gradient of I+!J, 
grad’,+ = giaj$. (2.17) 
We may reunite the second term of (2.14) as 
X(4) = (X grad,#)g. (2.18) 
From (2.13), we must compute A$. We have 
A: = As - 2grad,(ln+) + P’s(+), (2.19) 
where the vector field grad,(ln $) is regarded as a first order differential 
operator, and P’,(+) is the mvariant scalar function 
pgb#4 = Igrad,(W# - A,(ln+). (2.20) 
To establish (2.19), recall that A,(u) = divagrad,( Thus 
from (2.5) 
since Ag is self-adjoint in the g,,?geometry. 
Now, use of (2.14), (2.18) and the relation grad,(@) = # grad,u + 
u grad&, shows that, for any C2-scalar function #, 
A,, \clu) = J/A,u + 2(grad&; grad,u) + uA&. 
Applying this with \c, = l/$, and noting that l/@ grad@ = grad,(ln +), we 
find that 
A*,(u) = A,u - 2(grad,(lncp); gmd,u)p + 2Igrad,(ln$)Ii - +A,# 
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Finally, we note, using (2.14) and (2.18), that 
A,On+) = $Ag+ - 1 grad,@ +I’ lg. 
(2.19) and (2.20) now follow. 
To summarize, from (2.13) (2.15), and (2.19) we have shown 
(2.21) PROPOSITION. Let D = :Ag + h. Then 
ID* = +Ag - (h + grad,(ln+)) + {&Y”(+) + h(ln+) - divp(h)}, 
where + is given by (2.3), Z&G) by (2.20), and ID* is the adjoint of D with 
respect to the metric g,!,. 
Another useful expression for D* is now easily derived from (2.21) 
namely 
r~*( u) = div,, ($$ grad,( +-‘u) - Uh). (2.22) 
To see this, express div,, in terms of div, using (2.15), then expand the 
right-hand side of (2.22) using (2.14) and (2.18) and compare the resulting 
expression with that given in (2.21). 
Finally, it is worth noting that nothing in the discussion of this section 
depends on any properties of the metric gi; other than its volume from dp’. 
It therefore suffices just to postulate the existence of such a volume form 
(defining the same orientation as dp), rather than a full Riemannian 
geometry. The essential point is that the forward diffusion equation (1.3) (ii) 
has D* as above, if the Chapman-Kolmogorov equations for the process 
{ X,} are defined with respect to the measure dp’ (in Sect. 1, this was taken 
to be standard Euclidean). 
3. NORMALIZATION AND ENTROPY PRODUCTION 
We return to the case M = W “, and take g;j to be the standard Euclidean 
metric. Thus, for a diffusion operator lfD given by (1.6) lLD* refers to the 
formal Euclidean adjoint. 
Given an initial distribution u,, on W”, we consider solutions u(x, t) to 
the forward diffusion equation @* - (a/a t))u = 0 with lim, 1 ,,u(x, t) = 
r+,(x). (Here, as in Sect. 2, b* = D* + V for some potential function V.) 
We suppose u(x, t) is C2 in x and C’ in t for t > 0. Under certain 
additional boundedness and smoothness conditions, an explicit expression 
for u(x, t) can be given in terms of a functional integral; e.g., Kunita [12, 
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part I, Sect. 51. However, we will not make use of such expressions here, 
and we merely suppose that such solutions exist and are sufficiently 
well-behaved. 
Generally, we are interested in non-negative solutions which remain 
positive somewhere (and hence on some non-empty open set) throughout 
their evolution. Thus, we rule out solutions which decay to zero after a finite 
time. In order to normalize such a solution to form a probability density, we 
must find conditions under which 
N, = 
J 
u( x, t) dx 
R” (3.1) 
is finite. Note that our assumptions on the positivity of u(x, t) imply that 
N, > 0 for all t > 0. 
We shall consider the finiteness of (3.1) by making assumptions concem- 
ing the Riemannian geometry gtj associated to the operator D. To do this, 
it is convenient to use Proposttion (2.8) to express the solution u(x, t) in 
the form 
4x9 4 = 4% +#+), (3.2) 
where v(x, t) is a solution of (ID+ -(J/at))(v) = 0, with lim,l,v(x, t) = 
6’Wu,W. H ere, e(x) = h(x) is given by (2.3) with g;j the standard 
Euclidean metric (so that gili = aij in standard co-ordinates). Since + is 
strictly positive everywhere, the assumptions concerning the positivity of 
u(x, t) are equivalent to similar assumptions for v(x, 1). 
The reason for preferring (3.2) is that we shall assume that $(x) has 
strong convergence properties. In particular, we want to assume that BP n 
has finite volume in the gij geometry. But we shall require rather more than 
this. To state what is needed to justify the formal manipulations which 
follow, we first define two notions of domination for (Lebesgue measurable) 
functions on BP”, both of which imply that such functions are integrable 
with respect to the measure dp(x) = 4(x) dx, given suitable assumptions 
on the gij metric. 
First, we shall say that a function f(x) is polynomially dominated (p.d.) if 
Ifb)l s co + Ixlk) P-3) 
for some positive constant C, and non-negative integer k. 
The notion of p.d. is independent of the metric g,,, but we shall also need 
a (weaker) notion of domination which is geared to the specific metric we 
are considering. Thus, we shall say that f(x) is allowably dominated (a.d.) if 
IfWl 5 C(l + IXlkh-“(X) (3.4) 
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with C and k as in (3.3) and 0 I (Y < 1. The idea is that If(x)1 should be 
allowed to grow very fast as 1x1 t cc, but not quite as fast as $-l(x). 
In terms of these notions of domination, we shall make specific assump- 
tions concerning the metric gij and the solutions u(x, t). Thus, for the 
metric, we assume 
(i) Each gij(x) is p.d. 
(ii) g’j(x) and its first partial derivatives are a.d. 
(iii) In C#I and its first and second order partial 
derivatives are p.d. 
(iv) +(x) I e- ~1’ for some positive constants K and u, 
and for all sufficiently large 1 x I. 
(3.5) 
Note that (iv) implies that 4(x) + 0 as 1 x I t cc. Also, (i) implies that the 
gij(x) are fairly tame at infinity, while (ii) implies that the g”(x) can be 
much wilder as 1x1 f cc (but not as wild as $-‘). From (iv), we have 
+-“(x) 2 1 fo r a 11 positive CY and sufficiently large )x I. Hence, (3.4) implies 
(3.3) so that a.d. is weaker than p.d. 
We collect together the technical properties we shall use, which follow 
from the assumptions (3.5). 
(3.6) LEMMA. (i) Zff(x) is a.d. then f E L’(R “; &CL). 
(ii) Zff(x) is p.d. and g(x) is a.d., thenf(x)g(x) is a.d. 
(iii) Zff( ) d ji x an rts rst partial derivatives are p.d., then Igrad,fl is a.d. 
(iv) Zf X is a uector Jield on Rn such that 1x1 is a.d., and f (x) is us in 
(iii), then X(f) is a.d. 
(v) Zf I XI and div X are a.d., then so is div,X. 
(vi)Zff() d’tfi t d x an I s rs an second order partial derivatives are p.d., 
then Agf is a.d. 
Proof: (i) follows from (3.4) (3S)(iv) and the fact that 
J I4 ke-&l-a)lXi’ dx < w R” 
for u, K(l - a) > 0; and k a non-negative integer. 
(ii) is obvious. 
(iii) First observe that a vector field X has the property that 1x1 is a.d. 
if and only if each component Xi is a.d. Now observe that grad$f = g’j( ajf) 
is the sum of functions which are a.d. by (3.5)(ii) and (3.6)(ii), and hence is 
a.d. 
(iv) IX(f)1 = I(X;grad f)l s 1x1 . lgrad fl, and this is the product 
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of an a.d. function and a p.d. function, so the result follows by (3.6)@). 
(v) ldiv,Xl = ldiv X + X(ln +)I by (2.15) 
I 1divXI + IX(ln+)l. 
The first term is a.d. by hypothesis, while the second term is a.d. by (3.5)(m) 
and (3.6)(iv). 
(vi) Agf = div&rad,f) = divgrad,f + (grad,f )(ln+) by (2.15). The 
second term is a.d. by (3.5)(m) and (3.6)(iii). 
For the first term, we have 
divgrad,f= ai(gijajf) = gijaiajf + ai(gij)ajf. 
The result now follows from (3.5)(ii) and the fact that ajf and aiajf are 
p.d., and (3.6)(ii). 
For the solution u(x, t) of (3.2) we shall assume that u(x, t) and its$rst 
and second order (space) partial derivatives are p.d. Note, in particular, that 
this implies that lgradsu,l and Ap, are a.d. (by Lemma (3.6)(iii) and (vi)). 
We shall also suppose that lhl and div h are a.d., and that V is measurable 
and a.d. Note that this implies that h( u,) and (V - divph)tI are a.d. (by 
Lemma (3.6)(ii) and (iv)). It now follows, from (2.11) that D+u, = au/at 
is a.d., and hence is L’ with respect to dp (Lemma (3.6)(i)). 
It follows from (3.2) and the preceding discussion that 0 < N, < co. 
Thus, the probability density 
Pk t) = 46 t)/N, (3.7) 
exists. Note, however, that p(x, t) does not in general satisfy the forward 
diffusion equation (D * - a/at)p = 0. In fact, assuming that N, is differen- 
tiable (which will be justified below), we have 
ap 
- = b*(p) - p-$ln N,). at P-8) 
The additional term on the right-hand side of (3.8) can be obtained by 
replacing V by the (time-dependent) potential V - (d/dt)(ln N,), and so it 
acts as an additional force acting to counterbalance any loss or gain of 
“total mass” in time. Note that, if total biomass is conserved in time; i.e., if 
N, = N, for all t 2 0, then (3.8) reduces to the original diffusion equation, 
and almost all properties of u(x, t) are inherited by p(x, t). 
To see what is required for “conservation of mass” recall that our 
assumptions imply that au(x, t)/at = b+(v(x, t)) is a.d. Hence, by 
Lemma (3.6(i)), the differentiation under the integral sign is justified in the 
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computation 
= /R”D*(u(x, t)) dx + (V),. (3.9) 
Here, (f ), denotes the expected value of the function f(x) with respect to 
the measure u(x, t) dp(x) = u(x, t) dx. Note that, our assumptions on V 
and h imply that both D+(u(x, t)) and V(x)u(x, t) are a.d., so that both 
right-hand integrals exist. Of course, (3.9) also shows that N, is differentia- 
ble, and so justifies (3.8). 
We would now like to apply (2.22), and conclude from the (Euclidean) 
divergence theorem, that the first integral on the right-hand side of (3.9) 
vanishes. Clearly, we must have fairly stringent boundary conditions “at 
infinity” for this to be justified. Assuming such conditions for the moment, 
(3.9) then integrates to give 
N,=N,,+ [(V),ds. (3.10) 
This shows that the accumulation or loss in time is due entirely to the potential 
I/ (provided there are no sources or sinks “at infinity”). In particular, if 
V = 0, then N, = N,, for all t, and we have “conservation of total biomass.” 
Another notable case is when V = E, a non-zero constant, and we then 
have N, = N,e E’, so that total biomass grows or decays exponentially. 
To see what conditions are required for (3.10) to hold, we apply the 
divergence theorem to (2.22) and use (3.2) to obtain 
(3.11) 
where S, is the (Euclidean) sphere of radius R, centre 0, in R “, dA, the 
induced Euclidean measure on S,, and v the outward pointing unit normal. 
Now note that, for any vector field X on W n, we have 
b; CPX) a, 5 V(S)R”-’ sup {IX(Rv)l4(Rv)}, 
ves 
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where S is the unit sphere in R’“, and V(S) its Euclidean volume. Thus, 
J div(+X) dx = 0 if 4d~)lXl”-‘IX(x)l R” + 0 as 1x1 t co. (3.12) 
In particular, this is true if 1X(x)1 is a.d. (see (3.4) and (3S)(iv)). 
From (3.11) and (3.12), we conclude that (3.9) holds if Ju,hl and (grady,l 
are a.d. But this is implied by our assumptions on g’j, u,, and h. Hence, 
with our stated assumptions, (3.10) holds. 
Entropy Production 
We shall retain our previous assumptions, but now also suppose that 
V = 0, so that N, = N,, for all t, and the probability density (3.7) is a 
solution of the forward diffusion equation (1.3)(ii). Consider the (informa- 
tional) entropy 
s,= -Q4P( x3 t))~(x, t) dx = - jR”ln(p(x, t))dx, t) h(x), 
(3.13) 
where q(x, t) = U(X, t)/N,, and p(x, t) = $(x)q(x, t). 
It is usual to take (p In p)(x, t) = 0 if p(x, t) = 0 for some (x, t). 
However, if we allow p, to have finite zeros, certain additional complica- 
tions arise in the arguments which follow. Although this can to some extent 
be overcome by additional assumptions, it seems best, to retain reasonable 
simplicity and avoid too many side issues, to assume that pt is strictly 
positive on R” for all t > 0. 
Again, to justify the formal manipulations which follow, we shall need to 
assume not only that q,, but also that In q, is reasonably well behaved “at 
infinity.” Specifically, we must ensure that I In qrl does not grow “too fast ” if 
q, --, 0 in some direction. The easiest way to ensure this is to suppose that 
In q, and its first and second order (space) partial derivatives are p.d. 
We also note the following useful fact 
Zff(x) is a.d., thensoaref In+ andf lnlfl. (3.14) 
That f In+ is a.d. follows from (3.5)(iii) and Lemma (3.6)(ii). For f lnlfl, 
we note first that (3.4) and (3S)(iii), Lemma (3.6)(ii) imply that 
(IfllnIfW) 5 DO + IxI’W- 
But, from the fact that y In y 2 -l/e for any y 2 0, we have that lfllnlfl 
is bounded below, and so (3.14) follows. 
ENTROPY 269 
The existence of the integral (3.13) follows from the estimate 
Iq,lnp,l = kb, + q,ln+l 5 Idw,l + Iq,WI, 
and the fact that all these functions are assumed p.d. (and hence a.d.). 





-lnq, + ~ln+ + at (3.15) 
To justify the differentiation under the integral sign, it is enough to show 
that each of the three terms in the integrand are a.d. Now, as noted 
previously, our assumptions imply that D+(q,) = aqJat is a.d. Hence, 
(aqJat)ln I#I is a.d. by (3.14), while (aq,/at)ln qt is a.d. by Lemma (3.6)(ii) 
and our assumption that In q1 is p.d. 
We proceed with the formal analysis of (3.15). Noting that we have 
shown previously that 
J 
a4r 
Rnat dp = inD*(Pb, 1)) dx = o, 





n”xln p, . dx = - L”D*( p,)ln pt. dx. (3.16) 
To compute the latter integral, we first use (2.22) to obtain the formula 
uD*( +u) - +uD( u) = div[ 4 { $( u grad? - u grad,u) - uuh}] . (3.17) 
Thus, it follows from (3.12) that if I :(u grad8 - u grad,u) - uuhl is a.d., 
then 
~nuD*(W) dx = /RnuD(~) dp. (3.18) 
We wish to apply the above with u = In p, = ln q1 + In +, and u = q,. 
The vector field inside the { } in (3.17) then becomes 
: {grad,(dln 4, + grad,(q,b+ - q,grad,(ln 4,) - wad,(lncp)} 
- (q,ln qr + q,ln +)h. (3.19) 
Recalling that we are assuming that qt, ln qt and ln $I are p.d. and that I h I 
is a.d., it follows from Lemma (3.6)(ii), that I(q,lnq, + q,lncp)hl is a.d. 
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Again, (3.5)(iii) together with Lemma (3.6)(ii) and (iii) imply that 
q,lgrad,(ln 4) 1 is a.d. Also, q,grad,(ln q,) = grad,q, is a.d. by Lemma 
(3.6)(C), while jgrad,(q,)ln+l is a.d. by Lemma (3.6)(iii) and (3.5)(iii). 
Finally, Igrad,(q,)ln q,l is a.d. by the Lemma (3.6)(iii) and the assumption 
that In q, is p.d. We conclude that (3.19) is a.d., and we have therefore 
obtained the relation (3.18)) with u = In p, and u = q,. Hence, (3.16) 
reduces to 
ds, 
dr=-R” J pP(ln P,) dx. 
Now note, from (1.6) 
D(ln p) = iA,(ln p) + h(ln p) 
= 5 $&(P) - Igrad,(W)l~ 
i 
= iD(p) - flgrad,(ln p)l:. 
Thus, (3.20) reduces to 
4 -=- 
dt J R” 
D(p,) dx + &iw&W&. 
(3.20) 
(3.21) 
It remains to compute the first integral in (3.21). To this end, take 
u = +-‘, u = p, = +q, in (3.17) to obtain 
p,D*(l) - D(P,) = -div[+q,{h + grad,b+)}]. 
Our assumptions that q, is p.d. and I h 1 is a.d. imply that I q,h 1 is a.d. Also, 
(3.5)(iii) and Lemma (3.6)(iii) and (ii) imply that lq,grad,(ln+)I is a.d. 
Hence, we may apply (3.18) to conclude that 
jR”D( PJ dx = (I*),* (3.22) 
But, from (2.21), O*(l) = $?J+) + h(ln +) - div,h = ii”,(+) - div h (by 
(2.15)). Thus, combining (3.21) and (3.22), we have proved. 
(3.23) THEOREM. Let the metric gij satisfy the assumptions (3.5), and let 
D = $A, + h for some C’ vectorjield h with lhl and div h a.d. Suppose that 
p( x, t) = +(x)q(x, t) is a strictly positive solution of the forward diffiion 
equation (ID* - (a/b’t))p = 0, and suppose that q(x, t), In q(x, t) and their 
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first and second order (space) partial derivatives are ~.d. Then the rate of 
change of entropy (3.13), is given by 
dS, 1 -=- 
dt 2 (Igrad,b P,) li)g - (Ag(h 
where Ag(h) = $?J+) - divh, and 3’.&+) is given by (2.20). 
It is now straightforward to interpret Theorem (3.23). The expression 
As(h) splits into two parts, &Pg($) which is an invariant of the di$uion 
geometry only, and div h, which is an invariant of the drift only. (In 
particular, if h preserves Euclidean volumes, then Ag(h) = $Yg(~) is 
independent of h.) From the formula in Theorem (3.23), we conclude that if 
A,(h) I 0 everywhere, dS,/dt is always positive, so that entropy always 
increases with time. Further, the more negative A’(h), the faster S, increases. 
However, if Ag(h) > 0 everywhere, then it is possible for entropy to 
decrease with time (at the very least, it increases less rapidly than it would 
do if the geometry and drift had no influence other than through the 
density p, itself). Further, the more positive A,(h) is, the closer the system is 
to one for which the entropy will decrease over some time interval. Thus, in the 
positive case, we see that it is possible for the degree of uncertainty about 
the state of the system at time t (given some initial density pO) to decrease 
with t, so that the system progresses to a state of greater order or 
canalization, all this, of course, is in the absence of external forces (V = 0). 
4. CONFORMALLY FLAT METRICS 
Recall that a metric gjj on W” is conforma& flat if there is a smooth 
function J/ such that 
g,(x) = e2J’(X)Sij (4.1) 
in standard co-ordinates. We shall compute the invariant .%‘a(+) of (2.20) 
for such a metric. 
We have 
c+(x) = G(x) = enGcx) (4.2) 
and the Christoffel symbols (1.5) are easily computed to be 
qi = ai+ = - qj ifi#j 
r;j = r;! = aj+ if i#j 
Iyk = 0 otherwise (see [l]). (4.3) 
Here, ai = a/axi. 
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We shall compute Pg($) in terms of the Riemannian scalar curvature, 9. 
To this end, we recall that 
9 = pgij, (4.4) 
where gij is the Ricci tensor, given by 
Wij = a,$ - l?A$ + Tiyak(ln&) - aiaj(ln&) (4.5) 
see Eisenhart [lo, Chap. I] (but note that our sign convention is the 
opposite of his). 
Use of (4.2), (4.3) (4.4), and (4.5) now allows us to show that 
9= -(n - l)epZJ.i (2(aiai#) + (n - 2)(~3~$)‘) 
i=l 
(4.6) 
(no summation convention). 
Using (1.7), (4.2), and (4.3), we find that 
Ar(ln+) = neW2+ jl ( aiailC, + tfl - 2)(ai#>2) 
and 
]grad,ln+]i = n2eP2$ i ( ai+)‘. 
i-l 
Combining (4.6), (4.7) and using (2.20), we find that 
(4.7) 
(4.8) 
Thus, we see that, in view of Theorem 3.23 and the remarks following, the 
rate of production of entropy for a conformally flat metric, and hence the 
possibility for the production of order, is strongly influenced by the sign of 
the Riemannian scalar curvature W. Thus (on the surfaces Igrad,+], = 
constant), Ps(+) is smaller in regions where $3’ is negative, and larger in 
regions where 9 is positiue. To obtain a negative rate of change of entropy, 
we require LZg( +) to be large and positive. Thus, for fixed drift vector h, the 
more positive 97 is, the smaller the rate of entropy production, whereas, the 
more negative 9 is, the greater the entropy production per unit time. 
It is interesting to compare the above remarks with results obtained by 
Antonelli, et al [7], where the formula (4.8) occurs in the context of 
non-linear filtering. In [7], it is shown that, for a given signal process, the 
estimation problem becomes more difficult as 9 becomes more negative. In 
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particular, in relation to the chemical ecology of communities of sessile 
organisms, -9 is a measure of community uigour, so that the more 
vigorous communities are harder to estimate (with a given observations 
process). Regarding entropy as a measure of the degree of uncertainty, we see 
that the amount of uncertainty inherent in a community increases faster for 
more vigorous communities, and so, from this point of view, it is not 
surprising that it becomes more difficult to estimate (i.e., less information is 
obtained from a given observation). Thus, the approach of [7], and that 
given here, reinforce each other in this context. 
In order to justify the above discussion, we must consider when our 
metrics (4.1) satisfy the assumptions of Theorem 3.23, i.e., satisfy the 
conditions (3.5). 
Observe first that the conditions on $J and In+ (3.5(m) and (iv)) imply 
that 4 must satisfy 
-Clxlk I l)(x) I -KIxI” as I4 too, (4.9) 
for some positive constants C, K, u and non-negative integer k. In particu- 
lar, we must have gij(x) + 0 as 1x1 t co, and so the gii(x) are bounded. 
Hence, (4.9) implies that (3.5(i)) is satisfied. 
Next, observe that a,( g’j) = - 2( a,#)gij. Thus, to conform with (3.5(m)) 
we must require that a,$ be p.d., and hence by Lemma 3.6(ii), 8,(g”) is 
a.d. if and only if g’j is. But (4.1) and (4.2) imply that 
gij(x) = (p-Vn(x)6ii, (4.10) 
and so g’j is a.d. provided n > 2. Thus, all hypotheses (3.5) are satisfied 
provided (4.9) holds and each a,$, aka,$ is p.d., if n > 2. 
For n = 2, we cannot use Theorem 3.23 as it stands. The essential point 
about a.d. functions used in the discussion of Section 3, is that such 
functions belong to L’(R “; dp). To retain this property, and obtain a 
formula for dS,/dt like that in Theorem 3.23, we must impose very strict 
domination conditions on the solutions q(x, t) of the diffusion equation 
(lD+ - a/at)q = 0, to compensate for the lack of a good constraint on the 
g’j. Thus, we can recover the results of Theorem 3.23, if we assume that ln qr 
is p.d. (as ,before) and that q1 and its Jirst and second order partial derivatives 
are dominated by 
c(1 + W)V(x) (4.11) 
for some E > 0. The proof is essentially the same. The point is that the 
product of g’j with a function dominated by (4.11) is a.d. 
Note that solutions q(x, t) dominated by (4.11) tend to zero as 1x1 t co, 
so that the result for n = 2 applies to a uery much more restricted class of 
solutions than the result for n > 2. 
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The Stationary Density of Gaussian Metrics 
Recall that, from Proposition 2.12, + is a stationary density for the 
diffusion operator ED* if V = divrh; i.e., if ID = $A, + h + div,h. For a 
conformally flat metric (4.1), this density is given by (4.2). We shall be 
particularly interested in the case in which (4.1) is a Gaussian metric; i.e., a 
metric for which 
$b(x) = -5(x - p)A(x - p)* + c (4.12) 
for some p E R”, constant c, and positive definite, symmetric matrix 
A = (aij) (here, * denotes transpose). Such metrics are of interest in 
connection with the chemical ecology of plant communities, as we shall see 
in the next section. 
For a Gaussian metric, the normalized stationary probability density 
ps’ = +/V,(W”), is then given by the n-variate Guassian distribution with 
mean ~1 and covariance matrix nA, 
p”‘(x) = ( &)n’2( det A)“*exp{ - :(x - p)A(x - p)*). (4.13) 
We shall consider the entropy of (4.13) in terms of the “temperature-like” 
parameter 
T = (det A)-1’n, (4.14) 
i.e., T is the reciprocal of the geometric mean of the eigenvalues of A. By 
analogy with classical thermodynamics, we shall refer to T as the absolute 
temperature of the Gaussian metric defined by (4.12). We shall show that, 
for fixed n, the entropy is a function of T alone. 
Performing an orientation preserving orthogonal transformation of coor- 
dinates, if necessary, we may suppose that A = diag( h,, . . . , h,), and then, 
via (4.14), (4.13) reduces to 
psr(~) = (&)“‘* ,Qexp( >(xi - Pi)*}, (4.15) 
whence, the entropy S is given by 
S = - Lp”( x)ln( p”‘(x)) dx 
= -iln(F) - (&)“‘2~r~~!$(xi-pi)2 
* fiexp( - qqxj - $)*) dx. 
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The integral is easily computed to be 
using (4.14) (note that this integral in independent of i!). Thus, we obtain 
an expression for S as a function of T 
S= i{l +ln(F)). 
Note that S is an increasing function of T. Thus, large temperature 
means more disorder (activity), while small temperatures mean more order 
(refrigeration). 
Perhaps more interesting is the variation of S with n for fixed T. 
Replacing n by a continuous positive variable u, we find that S(U) has a 
maximum value of T at u = 2~rT, and S(u) increases as u increases from 0 
to 2nT, and decreases as u increases beyond 27rT. In fact, S(u) = 0 when 
u = 2aTe, and becomes negative as u increases beyond this point. It 
follows that, if n 2 2?rT, the more species there are operating in a community 
at a given temperature, the more orderly the system is. Furthermore, this 
effect is enhanced if the temperature decreases as more species are added, 
and is diluted otherwise. This type of result, with identical parities, was 
proved for the vigour Y in [7]. 
(4.17) Remark. We note finally, that using the formulas (4.7) we may 
compute the invariant LYg(+) for the Gaussian metric (4.12). We find 
$p,(+) = ne- 2J’(x){21(x - p)Al* + Tr(A)}, 
where Tr( A) = trace of A. It is clear then, that Z’r(t$) depends on all the 
eigenvalues of A separately, and is not a simple function of T alone. Note 
also that 
g&+1 2 ne -2”(“)Tr(A) > 0 
for all x, since A is positive definite. Thus, from the discussion after the 
proof of Theorem 3.23, we see that the rate of entropy production is strictly 
smaller for a Gaussian metric than for a metric with non-positive ZJ+) but 
comparable density at some given time t. 
5. APPLICATIONS TO VOLTERRA-HAMILTON SYSTEMS 
We begin by briefly reviewing the deterministic theory of chemically 
mediated (cooperative) eco-systems, as developed in Antonelli and 
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Voorhees [8], and Antonelli [l, 2, 5, 61. The reader should consult these 
references for more details. 
Consider a closed eco-system consisting of n types of producers P,, . . . , P,, 
with P, consisting, of N’ individuals (alternatively, N’ may be the density 
of producers of type i in some physical region). Each individual in P, 
produces a product p,, and the total amount of product pi produced by all 
N’ individuals of type Pi (up to some time t) is denoted by xi. Clearly 
xi 2 0, and is monotone increasing with t. The variables x1,. . . , x” are 
used to span Allometric Space 3’” = { x E W ‘lx’ > O}. 
In terms of plant ecology, one thinks of the individuals in pi as “modular 
units” in the sense of Harper [ll]. They can also be thought of as numbers 
(or densities) of binding sites of certain types of molecules, [3]. The 
products pi should be thought of as allefochemicals, which mediate interac- 
tions between species (represented as populations of modular units) [l]. 









y;(x)Nj - I’:,(x)NjN&, 
the first equation being the production equation for product pi and the 
second a Volterra-type interaction equation for the “biomass” of type pi. 
The system (5.1) is called passive if the yi and I’$ are constants, indepen- 
dent of x, and active otherwise. The latter, of course, is more realistic, 
allowing for variable response to the buildup of products in the environ- 
ment. 
The coefficients yf are traditionally thought of as intrinsic rates of growth; 
i.e., rates of growth of individuals of type Pi under ideal conditions, and 
isolated from the influence of other types. Accordingly, we take yj = h$ 
for some positive constant X. In particular, this means that the coefficients 
y: are passive, and that the intrinsic rates of growth of each type Pi are 
equal. This latter condition can for example be thought of as being achieved 
by appropriate normalization of conditions regulating the ideal growth of 
each type [l, 31. However, the interaction coefficients Iii,, are allowed to be 
active, (see Chap. 3 of [l]). 




Furthermore, we may eliminate the linear term in (5.2), by making the time 
parameter change s = ehr. Then (5.2) reduces to 
d*x’ 
z + rgx,g * p = 0. (5.3) 
Equations (5.3) are the geodesic equations (with arc length s) associated 
to a Riemannian metric gij on X’“, provided the coefficients I$(x) satisfy 
the equations (1.5). It is a theorem of the first author, [l], that, if the l’jk are 
all passiue, then the only possible such metric is given by 
gij(x) = e2+(x)Sij with J,(x) = aixi (5.4) 
for some constants (Ye,. . . , (Y,. (5.4) is called the passive allometric metric. 
This is a conformally flat metric, and so the l$ are given by (4.3) with 
a,# = (Y~. The condition (ri > 0 for each i, ensures that the ecosystem is 
cooperative. 
Note that the metric (5.4) extends (via the same formula) to a metric on 
whole of W ‘. 
The principal difficulty with the system represented by (5.3) and (5.4) is 
that it is production unstable. This means that the trajectories in W” (or 
X”) associated to initial conditions which are arbitrarily close, diverge as 
time increases (s is now taken as a new measure of “time”), so that the 
system is highly non-predictable from estimations of its state at any instant. 
This effect can be altered by taking suitable perturbations of the passive 
metric (5.4) [5, 61. Such perturbations also have the effect of transforming 
the passive system (5.3) (5.4) into an active system, and so have an 
independent function in describing responses to product accumulation, as 
mentioned previously. 
The perturbation we shall consider here will be to transform the linear 
expression for Ii/(x) in (5.4), into a general quadratic expression 
l)(x) = aixt - $fiijXiXj, (5.5) 
where B = (pij) is a positive definite symmetric matrix. Thus, we obtain a 
Gaussian metric (4.12) with mean 
,u=aB-’ 7 (5.6) 
where (Y = (CQ,. . . , (Y,) and c = $AB~* = :aB-‘a*. 
The assumption that B is positive definite ensures production stability. 
We shall not prove this here (though see Antonelli [4] for the case n = 2). 
In Section 4, the absolute temperature of a Gaussian metric was intro- 
duced (4.14). We shall interpret this temperature in terms of the model 
presently under discussion. 
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Firstly, define a normalized matrix C = (cii) by the equation 
C= TB. (5.7) 
Here, T is the temperature of the Gaussian metric defined by (5.5). In view 
of (4.14), C is normalized in the sense that det C = 1. Using (4.3) and (5.5) 
we may now compute the coefficients -I”k(x) in the equations (5.1) 
(equivalently (5.2) or (5.3)). We find 
-q!(x) = -ai + ; $ CikXk = I-;;. 
k-l 
(j # i) 
- T,:.(x) = - ffj + + i CjkXk = -r:,(x) (j Z i) 
k-l 
- l-yk(X) = 0 otherwise, (se 111) 
(5.8) 
(no summation convention). 
The interpretation of (5.8) is now straightforward. Recall that the xk are 
ail positive and monotonically increasing with time. Thus, we see that cik is 
a constant weighting factor governing the strength of the injuence of the k th 
product on the individuals of type i. For particular k, this coefficient may be 
positive or negative (but, in the case C diagonal, all entries are non-nega- 
tive, since C is positive definite). These weighting factors are controlled by 
the normalizing condition det C = 1. 
On the other hand, the size of T determines the extent of the response to a 
jixed change in x, say x H x + v, with v a unit vector. The vigour, -9, is 
large for low temperatures, and decreases as the temperature increases. Thus, 
the more overall activity there is in the system, the less difference unit 
changes in product aggregates make. 
Note also, that if 1x( is small enough, the coefficients in (5.8) are negative 
(for T fixed). In this case, producers of type i are self-inhibiting, and all 
other types benefit from this. However, for large enough 1x1, the sign of the 
coefficients in (5.8) may become positive (depending on the signs of the cik, 
and the direction in which x grows). 
Having outlined the main features of the deterministic theory, we now 
introduce noise, and consider the associated stochastic theory. As discussed 
in Section 1, this may be represented by a diffusion operator D = fA, + h, 
where the metric is the Gaussian metric (5.5), and h is some drift vector, 
representing stochastic bias in the noise. The deterministic system is closed, 
so that there is no coupling to external forces (i.e. I/ = 0). To ensure that 
the associated stochastic theory is also “closed,” we shall require that 
div,h = 0. The effect of this is to conserve the volume density dp(x) = 
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r#~( x) dx, in Allometric space. Thus, there are no sources and sinks associ- 
ated to h (in the Riemannian sense-there will be Euclidean sources and 
sinks in general; i.e., divh f 0). 
By Proposition 2.12, the forward diffusion operator D* admits a canoni- 
cal stationary density 9, and the discussion of the second part of Section 4 
applies. Thus, the normalized probability density p”’ = (p/V,(lR”), is a 
Gaussian with mean p given by (5.7), the covariance matrix nB = nC/T. 
From (5.6) and (5.7) we have 
p = T(aC-‘). (5.9) 
Observe that ar E 2” (each (Y; > 0). Thus, ~1 E 2” if the mapping 
x e xc-’ maps 3Eo” to itself. This is equivalent to the requirement that 
each entry cij of C-’ by non-negative. One can regard this property as an 
additional criterion of biological reasonableness imposed on C. It means that 
/J E 2” for every allowable choice of (Y. 
Now note that, for small T, p is close to the origin. This corresponds to a 
state of large vigour, and also, from (4.16) to low entropy of the stationary 
distribution. As T increases, the maximum likelihood state p moves away 
from the origin, and the entropy S increases, while the vigour, V= -S’ of 
the system declines. 
We conclude from the above discussion that noise has a greater influence 
as temperature T increases. For small temperatures, there is greater vigour 
in the system, and this tends to override the effect of the noise. Antonelli [l] 
terms this greater stochustic canalization. Note also that, unlike the case of 
the passive allometric metric (5.4), the active metric (5.5) gives rise to a 
jnite maximum likelihood value (5.9) for the product aggregates, in the 
stationary state. However, the dispersion around this value increases with T. 
Finally, we note that, in non-stationary states, Theorem 3.23 and the 
following discussion applies, together with Remark 4.17. In particular, 
depending on the initial state of the system, it is possible for it to progress 
to a state of lower entropy. A more specific and detailed discussion of this 
case will be given elsewhere. 
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