Covariance parameter estimation of Gaussian processes is analyzed in an asymptotic framework. The spatial sampling is a randomly perturbed regular grid and its deviation from the perfect regular grid is controlled by a single scalar regularity parameter. Consistency and asymptotic normality are proved for the Maximum Likelihood and Cross Validation estimators of the covariance parameters. The asymptotic covariance matrices of the covariance parameter estimators are deterministic functions of the regularity parameter. By means of an exhaustive study of the asymptotic covariance matrices, it is shown that the estimation is improved when the regular grid is strongly perturbed. Hence, an asymptotic confirmation is given to the commonly admitted fact that using groups of observation points with small spacing is beneficial to covariance function estimation. Finally, the prediction error, using a consistent estimator of the covariance parameters, is analyzed in details.
Introduction
In many areas of science that involve measurements or data acquisition, one often has to answer the question of how the set of experiments should be designed [18] . It is known that in many situations, an irregular, or even random, spatial sampling is preferable to a regular one. Examples of these situations are found in many fields. For numerical integration, Gaussian quadrature rules generally yield irregular grids [21, ch.4] . The best known low-discrepancy sequences for quasi-Monte Carlo methods (van der Corput, Halton, Sobol, Faure, Hammersley,...) are not regular either [19] . In the compressed sensing domain, it has been shown that one can recover a signal very efficiently, and at a small cost, by using random measurements [6] .
In this paper, we are focused on the role of spatial sampling for meta-modeling. Metamodeling is particularly relevant for the analysis of complex computer models [27] . We will address the case of Kriging models, which consist in interpolating the values of a Gaussian random field given observations at a finite set of observation points. Kriging has become a popular method for a large range of applications, such as numerical code approximation [26, 27] and calibration [20] or global optimization [12] .
One of the main issues regarding Kriging is the choice of the covariance function for the Gaussian process. Indeed, a Kriging model yields an unbiased predictor with minimal variance and a correct predictive variance only if the correct covariance function is used. The most common practice is to statistically estimate the covariance function, from a set of observations of the Gaussian process, and to plug [31, ch.6.8 ] the estimate in the Kriging equations. Usually, it is assumed that the covariance function belongs to a given parametric family (see [1] for a review of classical families). In this case, the estimation boils down to estimating the corresponding covariance parameters.
The spatial sampling, and particularly its degree of regularity, plays an important role for the covariance function estimation. In chapter 6.9 of [31] , it is shown that adding three observation points with small spacing to a one-dimensional regular grid of twenty points dramatically improves the estimation in two ways. First, it enables to detect without ambiguities that a Gaussian covariance model is poorly adapted, when the true covariance function is Matérn Second, when the Matérn model is used for estimation, it subsequently improves the estimation of the smoothness parameter. It is shown in [40] that the optimal samplings, for maximizing the log of the determinant of the Fisher information matrix, averaged over a Bayesian prior on the true covariance parameters, contain closely spaced points. Similarly, in the geostatistical community, it is acknowledged that adding sampling crosses, that are small crosses of observation points making the different input quantities vary slightly, enables a better identification of the small scale behavior of the random field, and therefore a better overall estimation of its covariance function [11] . The common conclusion of the three examples we have given is that irregular samplings, in the sense that they contain at least pairs of observation points with small spacing, compared to the average density of observation points in the domain, work better for covariance function estimation than regular samplings, that is samplings with evenly spaced points. This conclusion has become a commonly admitted fact in the Kriging literature.
In this paper, we aim at confirming this fact in an asymptotic framework. Since exact finite-sample results are generally not reachable and not meaningful as they are specific to the situation, asymptotic theory is widely used to give approximations of the estimated covariance parameter distribution.
The two most studied asymptotic frameworks are the increasing-domain and fixed-domain asymptotics [31, p.62] . In increasing-domain asymptotics, a minimal spacing exists between two different observation points, so that the infinite sequence of observation points is unbounded. In fixed-domain asymptotics, the sequence is dense in a bounded domain.
In fixed-domain asymptotics, significant results are available concerning the estimation of the covariance function, and its influence on Kriging predictions. In this asymptotic framework, two types of covariance parameters can be distinguished: microergodic and non-microergodic covariance parameters. Following the definition in [31] , a covariance parameter is microergodic if two covariance functions are orthogonal whenever they differ for it (as in [31] , we say that two covariance functions are orthogonal if the two underlying Gaussian measures are orthogonal). Non-microergodic covariance parameters cannot be consistently estimated, but have no asymptotic influence on Kriging predictions [28, 29, 30, 38] . On the contrary, there is a fair amount of literature on consistently estimating microergodic covariance parameters, notably using the Maximum Likelihood (ML) method. Consistency has been proved for several models [36, 37, 16, 38, 15, 4] . Microergodic covariance parameters have an asymptotic influence on predictions, as shown in [35, ch.5] .
Nevertheless, the fixed-domain asymptotic framework is not well adapted to study the influence of the irregularity of the spatial sampling on covariance parameter estimation. Indeed, we would like to compare sampling techniques by inspection of the asymptotic distributions of the covariance parameter estimators. In fixed-domain asymptotics, when an asymptotic distribution is proved for ML [36, 37, 8] , it turns out that it is independent of the dense sequence of observation points. This makes it impossible to compare the effect of spatial sampling on covariance parameter estimation using fixed-domain asymptotics techniques.
The first characteristic of increasing-domain asymptotics is that, as shown in subsection 5.1, all the covariance parameters have strong asymptotic influences on predictions. The second characteristic is that all the covariance parameters (satisfying a very general identifiability assumption) can be consistently estimated, and that asymptotic normality generally holds [33, 17, 7] . Roughly speaking, increasing-domain asymptotics is characterized by a vanishing dependence between observations from distant observation points. As a result, a large sample size gives more and more information about the covariance structure. Finally, we show that the asymptotic variances of the covariance parameter estimators strongly depend on the spatial sampling. This is why we address the increasing-domain asymptotic framework to study the influence of the spatial sampling on the covariance parameter estimation.
We propose a sequence of random spatial samplings of size n ∈ N. The regularity of the spatial sampling sequence is characterized by a regularity parameter ∈ [0, 1 2 ). = 0 corresponds to a regular grid, and the irregularity is increasing with . We study the ML estimator, and also a Cross Validation (CV) estimator [32, 39] , for which, to the best of our knowledge, no asymptotic results are yet available in the literature. For both estimators, we prove an asymptotic normality result for the estimation, with a √ n convergence, and an asymptotic covariance matrix which is a deterministic function of . The asymptotic normality yields, classically, approximate confidence intervals for finite-sample estimation. Then, carrying out an exhaustive analysis of the asymptotic covariance matrix, for the one-dimensional Matérn model, we show that large values of the regularity parameter always yield an improvement of the ML estimation. We also show that ML has a smaller asymptotic variance than CV, which is expected since we address the well-specified case here, in which the true covariance function does belong to the parametric set used for estimation. Thus, our general conclusion is a confirmation of the aforementioned results in the literature: using a large regularity parameter yields groups of observation points with small spacing, which improve the ML estimation, which is the preferable method to use.
The rest of the article is organized as follows. In section 2, we introduce the random sequence of observation points, that is parameterized by the regularity parameter . We also present the ML and CV estimators. In section 3, we give the asymptotic normality results. In section 4, we carry out an exhaustive study of the asymptotic covariance matrices for the Matérn model in dimension one. In section 5, we analyze the Kriging prediction for the asymptotic framework we consider. In sections Appendix A, Appendix B and Appendix C, we prove the results of sections 3, 4 and 5. In section Appendix D, we state and prove several technical results. Finally, section Appendix E is dedicated to the one-dimensional case, with = 0. We present an efficient calculation of the asymptotic variances for ML and CV and of the second derivative of the asymptotic variance of ML, at = 0, using properties of Toeplitz matrix sequences.
Context

Presentation and notation for the spatial sampling sequence
We consider a stationary Gaussian process
We shall assume the following condition for the parametric model, which is satisfied in all the most classical cases, and especially for the Matérn model that we will analyze in detail in sections 4 and 5.
Condition 2.1.
• For all θ ∈ Θ, the covariance function K θ is stationary.
• The covariance function K θ is three times differentiable with respect to θ. For all q ∈ {0, ..., 3}, i 1 , ..., i q ∈ {1, ..., p}, there exists C i1,...,iq < +∞ so that for all θ ∈ Θ, t ∈ R d ,
where |t| is the Euclidean norm of t. We define the Fourier transform of a function h : . = 0 corresponds to a regular observation grid, while, when is close to 1 2 , the observation set is highly irregular.
• For all θ ∈ Θ, K θ satisfies
if ·t df.
•
Let N * be the set of positive integers. We denote by
d , and with a positive probability density function on S X . Two remarks can be made on this sequence of observation points:
• This is an increasing-domain asymptotic context. The condition ∈ [0, 1 2 ) ensures a minimal spacing between two distinct observation points.
• The observation sequence we study is random, and the parameter is a regularity parameter. = 0 corresponds to a regular observation grid, while when is close to 1 2 , the observation set is irregular and, more specifically, groups of observation points with small spacing appear. Examples of observation sets are given in figure 1, with d = 2, n = 8 2 , and different values of . Naturally, the parameterized irregularity that we consider here is governed by a single scalar parameter, and thus cannot be representative of all the notions of spatial sampling irregularity that exist. We can already discuss two examples for this. First, because the observation points are linked to a regular grid, there is a limit for the number of points that can form a cluster with very small spacing. For instance in dimension 2, this limit number is 4 (for 4 points stemming from perturbations of elementary squares of the form (i, j), (i + 1, j), (i, j + 1), (i + 1, j + 1)). Second, still because the random sampling relies on a regular grid, it remains rather regular at a global level, as one can observe in figure 1. In [13] and [14] , an asymptotic framework is studied in which the observation points are iid realizations stemming from a common probability distribution, not necessarily uniform. This purely random sampling solves the two limitations we have mentioned: the sampling is globally not uniform, and clusters of arbitrary numbers of points can appear. Nevertheless, the spatial sampling family we propose is simple to interpret, and is parameterized by a scalar regularity parameter, which enables us to compare the irregularities of two samplings stemming from it with no ambiguity. Furthermore, the conclusions of section 4 obtained from the perturbed regular grid are of interest, since they confirm that using groups of observation points with small spacing is beneficial to estimation, compared to evenly spaced points.
We denote C S X = {t 1 − t 2 , t 1 ∈ S X , t 2 ∈ S X }, the set of all possible differences between two points in S X . We denote, for n ∈ N * , X = (X 1 , ..., X n ) t , where we do not write explicitly the dependence on n for clarity. X is a random variable with distribution L ⊗n X . We also denote x = (x 1 , ..., x n ) t , an element of (S X ) n , as a realization of X. We define the n × n random matrix R θ by (R θ ) i,j = K θ (v i − v j + (X i − X j )). We do not write explicitly the dependence of R θ with respect to X, and n. We shall denote, as a simplification, R := R θ0 . We define the random vector y of size n by y i = Y (v i + X i ). We do not write explicitly the dependence of y with respect to X, and n.
We denote as in [10] , for a real n × n matrix A,
i,j and ||A|| the largest singular value of A. |.| and ||.|| are norms and ||.|| is a matrix norm. We denote by φ i (M ), 1 ≤ i ≤ n, the eigenvalues of a symmetric matrix M . We denote, for two sequences of square matrices A and B, depending on n ∈ N * , A ∼ B if |A − B| → n→+∞ 0 and ||A|| and ||B|| are bounded with respect to n. For a square matrix A, we denote by diag (A) the matrix obtained by setting to 0 all non diagonal elements of A.
Finally, for a sequence of real random variables z n , we denote z n → p 0 and z n = o p (1) when z n converges to zero in probability.
ML and CV estimators
We denote
θ y the modified opposite log-likelihood, where we do not write explicitly the dependence on X, Y , n and . We denote byθ M L the Maximum Likelihood estimator, defined byθ
where we do not write explicitly the dependence ofθ M L with respect to X, Y , and n.
Remark 2.1. The ML estimator in (2) is actually not uniquely defined, since the likelihood function of (2) can have more than one global minimizer. Nevertheless, the convergence results ofθ M L , as n → +∞, hold whenθ M L is any random variable belonging to the set of the global minimizers of the likelihood of (2), regardless of the value chosen in this set. Furthermore, it can be shown that, with probability converging to one, as n → ∞ (see the proof of proposition Appendix D.10 in section Appendix D), the likelihood function has a unique global minimizer.
To define a measurable functionθ M L of Y and X, belonging to the set of the minimizers of the likelihood, one possibility is the following. For a given realization of Y and X, let K be the set of the minimizers of the likelihood. Let K 0 = K and, for 0 ≤ k ≤ p − 1, K k+1 is the subset of K k whose elements have their coordinate k + 1 equal to min θ k+1 ,θ ∈ K k . Since, K is compact (because the likelihood function is continuous with respect to θ and defined on the compact set Θ), the set K p is composed of a unique element, that we define asθ M L , which is a measurable function of X and Y . The same remark can be made for the Cross Validation estimator of (3).
When the increasing-domain asymptotic sequence of observation points is deterministic, it is shown in [17] thatθ M L converges to a centered Gaussian random vector. The asymptotic covariance matrix is the inverse of the Fisher information matrix. For fixed n, the Fisher information matrix is the p × p matrix with element (i, j) equal to
Since the literature has not addressed yet the asymptotic distribution ofθ M L in increasingdomain asymptotics with random observation points, we give complete proofs about it in section Appendix A. Our techniques are original and not specifically oriented towards ML contrary to [33, 17, 7] , so that they allow us to address the asymptotic distribution of the CV estimator in the same fashion.
The CV estimator is defined bŷ
where, for 1 ≤ i ≤ n,ŷ i,θ (y −i ) := E θ|X (y i |y 1 , ..., y i−1 , y i+1 , ..., y n ) is the Kriging Leave-One-Out prediction of y i with covariance parameters θ. E θ|X denotes the expectation with respect to the distribution of Y with the covariance function K θ , given X. The CV estimator selects the covariance parameters according to the criterion of the pointwise prediction errors. This criterion does not involve the Kriging predictive variances. Hence, the CV estimator of (3) cannot estimate a covariance parameter impacting only on the variance of the Gaussian process. Nevertheless, all the classical parametric models {K θ , θ ∈ Θ} satisfy the decomposition θ = σ 2 ,θ t t
and {K θ , θ ∈ Θ} = {σ 2Kθ , σ 2 > 0,θ ∈Θ}, withKθ a correlation function. Hence, in this case,θ would be estimated by (3), and σ 2 would be estimated by the
, where c
the Kriging Leave-One-Out predictive variance for y i with covariance parameters σ 2 = 1 andθ. varθ |X denotes the variance with respect to the distribution of Y with the covariance function
To summarize, the general CV procedure we study is a two-step procedure. In a first step, the correlation parameters are selected according to a mean square error criterion. In a second step, the global variance parameter is selected, so that the predictive variances are adapted to the Leave-One-Out prediction errors. Here, we address the first step, so we focus on the CV estimator defined in (3) .
The criterion (3) can be computed with a single matrix inversion, by means of virtual LOO formulas (see e.g [25, ch.5.2] for the zero-mean case addressed here, and [9] for the universal Kriging case). These virtual LOO formulas yield
which is useful both in practice (to compute quickly the LOO errors) and in the proofs on CV. We then define
as the CV criterion, where we do not write explicitly the dependence on X, n, Y and . Hence we have, equivalently to (3),θ CV ∈ argmin θ∈Θ CV θ . Since the asymptotic covariance matrix of the ML estimator is the inverse of the Fisher information matrix, this estimator should be used when θ 0 ∈ Θ holds, which is the case of interest here. However, in practice, it is likely that the true covariance function of the Gaussian process does not belong to the parametric family used for the estimation. In [5] , it is shown that CV is more efficient than ML in this case, provided that the sampling is not too regular. Hence, the CV estimator is relevant in practice, which is a reason for studying it in the case θ 0 ∈ Θ addressed here.
In the sequel, we call the case θ 0 ∈ Θ the well-specified case, and we call the case where the true covariance function of Y does not belong to {K θ , θ ∈ Θ} the misspecified case, or the case of model misspecification.
Hence, we aim at studying the influence of the spatial sampling on CV as well as on ML, in the well-specified case addressed here. Furthermore, since it is expected that ML performs better than CV in the well-specified case, we are interested in quantifying this fact.
Consistency and asymptotic normality
Proposition 3.1 addresses the consistency of the ML estimator. The only assumption on the parametric family of covariance functions is an identifiability assumption. Basically, for a fixed , there should not exist two distinct covariance parameters so that the two associated covariance functions are the same, on the set of inter-point distances covered by the random spatial sampling. The identifiability assumption is clearly minimal. 
, with C S X = {t 1 − t 2 , t 1 ∈ S X , t 2 ∈ S X }. Then, if there does not exist θ = θ 0 so that K θ = K θ0 a.s. on D , according to the Lebesgue measure on D , and K θ (0) = K θ0 (0), then the ML estimator is consistent.
In proposition 3.2, we address the asymptotic normality of ML. The convergence rate is √ n, as in a classical iid framework, and we prove the existence of a deterministic asymptotic covariance matrix of √ nθ M L which depends only on the regularity parameter . In proposition 3.3, we prove that this asymptotic covariance matrix is positive, as long as the different derivative functions with respect to θ at θ 0 of the covariance function are non redundant on the set of interpoint distances covered by the random spatial sampling. This condition is minimal, since when these derivatives are redundant, the Fisher information matrix is singular for all finite samplesize n and its kernel is independent of n. Proposition 3.2. Assume that condition 2.1 is satisfied.
For
has an almost sure limit as n → +∞.
We thus define the
Proposition 3.3. Assume that condition 2.1 is satisfied.
R d → R is almost surely zero on D , with respect to the Lebesgue measure on D , and that
Remark 3.1. The asymptotic distribution of M -estimators of the regression parameters in a linear regression framework with dependent errors, with a stochastic sampling, has been addressed in [14] . In this reference, the observation errors stem from a general random field, and increasing-domain asymptotics is addressed, as well as mixed increasing-domain asymptotics, in which both the observation domain and the density of the observation points go to infinity. In [14] , the rate of convergence of the estimation of the regression parameters is not the square root of the number of observation points anymore, but the square root of the volume of the observation domain. This is the rate we also find in proposition 3.2 for the covariance parameters, in the particular case of increasing-domain asymptotics, where the number of observation points grows like the volume of the observation domain. It is nevertheless possible that this analogy would not happen in the mixed domain-asymptotic framework, since it is known that the estimation of microergodic covariance parameters can have a √ n rate of convergence even in the fixed-domain asymptotic framework [36] .
Notice also that, similarly to us, it is explicit in [14] that the asymptotic covariance matrix of the estimators depends on the distribution of the random observation points. Proposition 3.4 addresses the consistency of the CV estimator. The identifiability assumption is required, like in the ML case. Since the CV estimator is designed for estimating correlation parameters, we assume that the parametric model {K θ , θ ∈ Θ} contains only correlation functions. This assumption holds in most classical cases, and yields results that are easy to express and interpret. The case of hybrid covariance parameters, specifying both a variance and a correlation structure should be consistently estimated by the CV estimator. Nevertheless, since such covariance parameters do not exist in the classical families of covariance functions, we do not address this case.
Proposition 3.4. Assume that condition 2.1 is satisfied and that for all θ ∈ Θ, K θ (0) = 1.
s. on D , with respect to the Lebesgue measure on D , the CV estimator is consistent.
Proposition 3.5 gives the expression of the covariance matrix of the gradient of the CV criterion CV θ and of the mean matrix of its Hessian. These moments are classically used in statistics to prove asymptotic distributions of consistent estimators. We also prove the convergence of these moments, the limit matrices being functions of the p × p matrices Σ CV,1 and Σ CV,2 , for which we prove the existence. These matrices are deterministic and depend only on the regularity parameter .
Proposition 3.5. Assume that condition 2.1 is satisfied.
With, for 1 ≤ i ≤ p,
We define the sequence of n × n matrices, indexed by n ∈ N * , M
Furthermore, the random trace
we also have
CV,2 converges a.s. to the element (Σ CV,2 ) i,j of a p × p deterministic matrix Σ CV,2 as n → +∞.
In proposition 3.6, we address the asymptotic normality of CV. The conditions are, as for the consistency, identifiability and that the set of covariance functions contains only correlation functions. The convergence rate is also √ n, and we have the expression of the deterministic asymptotic covariance matrix of √ nθ CV , depending only of the matrices Σ CV,1 and Σ CV,2 of proposition 3.5. In proposition 3.7, we prove that the asymptotic matrix Σ CV,2 is positive. The minimal assumption is, as for the ML case, that the different derivative functions with respect to θ at θ 0 of the covariance function are non redundant on the set of inter-point distances covered by the random spatial sampling. Proposition 3.6. Assume that condition 2.1 is satisfied.
Ifθ CV is consistent and if Σ CV,2 is positive, then
as n → +∞.
Proposition 3.7. Assume that condition 2.1 is satisfied and that for all θ ∈ Θ, K θ (0) = 1.
R d → R is almost surely zero on D , with respect to the Lebesgue measure on D , then Σ CV,2 is positive.
The conclusion for ML and CV is that, for all the most classical parametric families of covariance functions, consistency and asymptotic normality hold, with deterministic positive asymptotic covariance matrices depending only on the regularity parameter . Therefore, these covariance matrices are analyzed in section 4, to address the influence of the irregularity of the spatial sampling on the ML and CV estimation.
Analysis of the asymptotic covariance matrices
The limit distributions of the ML and CV estimators only depend on the regularity parameter through the asymptotic covariance matrices in propositions 3.2 and 3.6. The aim of this section is to numerically study the influence of on these asymptotic covariance matrices. We address the case d = 1, with p = 1 in subsections 4.2 and 4.3 and p = 2 in subsection 4.4.
The asymptotic covariance matrices of propositions 3.2 and 3.6 are expressed as functions of a.s. limits of traces of sums, products and inverses of random matrices. In the case = 0, for d = 1, these matrices are deterministic Toeplitz matrices, so that the limits can be expressed using Fourier transform techniques (see [10] ). In section Appendix E, we give the closed form expression of Σ M L , Σ CV,1 and Σ CV,2 for = 0 and d = 1. In the case = 0, there does not exist, to the best of our knowledge, any random matrix technique that would give a closed form expression of Σ M L , Σ CV,1 and Σ CV,2 . Therefore, for the numerical study with = 0, these matrices will be approximated by the random traces for large n.
In proposition 4.2 we show that, under the mild condition 4.1, the asymptotic covariance matrices obtained from Σ M L , Σ CV,1 and Σ CV,2 , of propositions 3.2 and 3.6, are twice differentiable with respect to . This result is useful for the numerical study of subsection 4.2.
Condition 4.1.
• Condition 2.1 is satisfied.
• K θ (t) and
.
Proposition 4.2 shows that we can compute numerically the derivatives of (Σ
for n large. The fact that it is possible to exchange the limit in n and the derivative in was not a priori obvious.
In the rest of the section, we address specifically the case where d = 1, and the distribution of the X i , 1 ≤ i ≤ n, is uniform on [−1, 1]. We focus on the case of the Matérn covariance function. In dimension one, this covariance model is parameterized by the correlation length and the smoothness parameter ν. The covariance function K ,ν is Matérn ( , ν) where
with Γ the Gamma function and K ν the modified Bessel function of second order. See e.g [31, p.31] for a presentation of the Matérn correlation function. In subsections 4.2 and 4.3, we estimate ν when is known and conversely. This case p = 1 enables us to deal with a scalar asymptotic variance, which is an unambiguous criterion for addressing the impact of the irregularity of the spatial sampling. In subsection 4.4, we address the case p = 2, where and ν are jointly estimated.
Small random perturbations of the regular grid
In our study, the two true covariance parameters 0 , ν 0 vary over 0.3 ≤ 0 ≤ 3 and 0.5 ≤ ν 0 ≤ 5. We will successively address the two cases where is estimated and ν is known, and where ν is estimated and is known. It is shown in section 4.1 that for both ML and CV, the asymptotic variances are smooth functions of . The quantity of interest is the ratio of the second derivative with respect to at = 0 of the asymptotic variance over its value at = 0. When this quantity is negative, this means that the asymptotic variance of the covariance parameter estimator decreases with , and therefore that a small perturbation of the regular grid improves the estimation. The second derivative is calculated exactly for ML, using the results of section Appendix E, and is approximated by finite differences for n large for CV. Proposition 4.2 ensures that this approximation is numerically consistent (because the limits in n and the derivatives in are exchangeable).
On figure 2, we show the numerical results for the estimation of . First we see that the relative improvement of the estimation due to the perturbation is maximum when the true correlation length 0 is small. Indeed, the inter-observation distance being 1, a correlation length of approximatively 0.3 means that the observations are almost independent, making the estimation of the covariance very hard. Hence, the perturbations of the grid create pairs of observations that are less independent and subsequently facilitate the estimation. For large 0 , this phenomenon does not take place anymore, and thus the relative effect of the perturbations is smaller. Second, we observe that for ML the small perturbations are always an advantage for the estimation of . This is not the case for CV, where the asymptotic variance can increase with . Finally, we can see that the two particular points ( 0 = 0.5, ν 0 = 5) and ( 0 = 2.7, ν 0 = 1) are particularly interesting and representative. Indeed, ( 0 = 0.5, ν 0 = 5) corresponds to covariance parameters for which the small perturbations of the regular grid have a strong and favorable impact on the estimation for ML and CV, while ( 0 = 2.7, ν 0 = 1) corresponds to covariance parameters for which they have an unfavorable impact on the estimation for CV. We retain these two points for a further global investigation for 0 ≤ ≤ 0.45 in subsection 4.3.
On figure 3 , we show the numerical results for the estimation of ν. We observe that for 0 relatively small, the asymptotic variance is an increasing function of (for small ). This happens approximatively in the band 0.4 ≤ 0 ≤ 0.6, and for both ML and CV. There is a plausible explanation from this fact, which is not easy to interpret at first sight. It can be seen that for ≈ 0.73, the value of the one-dimensional Matérn covariance function at t = 1 is almost independent of ν for ν ∈ [1, 5] . As an illustration, for ν = 2.5, the derivative of this value with respect to ν is −3.7 × 10 −5 for a value of 0.15. When 0.4 ≤ 0 ≤ 0.6, 0 is small so that most of the information for estimating ν is obtained from the pairs of successive observation points. Perturbing the regular grid creates pairs of successive observation points i + x i , i + 1 + x i+1 verifying
73 , so that the correlation of the two observations becomes almost independent of ν. Thus, due to a specificity of the Matérn covariance function, decreasing the distance between two successive observation points unintuitively removes information on ν.
For 0.6 ≤ 0 ≤ 0.8 and ν 0 ≥ 2, the relative improvement is maximum. This is explained the same way as above, this time the case = 0 yields successive observation points for which the correlation is independent of ν, and increasing changes the distance between two successive observation points, making the correlation of the observations dependent of ν.
In the case 0 ≥ 0.8, there is no more impact of the specificity of the case 0 ≈ 0.73 and the improvement of the estimation when increases remains significant, though smaller. Finally, we see the three particular points ( 0 = 0.5, ν 0 = 2.5), ( 0 = 0.7, ν 0 = 2.5) and ( 0 = 2.7, ν 0 = 2.5) as representative of the discussion above, and we retain them for further global investigation for 0 ≤ ≤ 0.45 in subsection 4.3.
Large random perturbations of the regular grid
On figures 4 and 5, we plot the ratio of the asymptotic variance for = 0 over the asymptotic variance for = 0.45, with varying 0 and ν 0 , for ML and CV and in the two cases where is estimated and ν known and conversely. We observe that this ratio is always larger than one for ML, that is strong perturbations of the regular grid are always beneficial to ML estimation. This is the most important numerical conclusion of this section 4. As ML is the preferable method to use in the well-specified case addressed here, we reformulate this conclusion by saying that, in our experiments, using pairs of closely spaced observation points is always beneficial for covariance parameter estimation compared to evenly spaced observation points. This is an important practical conclusion, that is in agreement with the references [31] and [40] discussed in section 1.
For CV, on the contrary, we exhibit cases for which strong perturbations of the regular grid decrease the accuracy of the estimation, particularly for the estimation of . This can be due to the fact that the Leave-One-Out errors in the CV functional (3) are unnormalized. Hence, when the regular grid is perturbed, roughly speaking, error terms concerning observation points with close neighbors are small, while error terms concerning observation points without close neighbors are large. Hence, the CV functional mainly depends on the large error terms and hence has a larger variance. This increases the variance of the CV estimator minimizing it.
We now consider the five particular points that we have discussed in subsection 4.2: ( 0 = 0.5, ν 0 = 5) and ( 0 = 2.7, ν 0 = 1) for the estimation of and ( 0 = 0.5, ν 0 = 2.5), ( 0 = 0.7, ν 0 = 2.5) and ( 0 = 2.7, ν 0 = 2.5) for the estimation of ν. For these particular points, we plot the asymptotic variances of propositions 3.2 and 3.6 as functions of for −0.45 ≤ ≤ 0.45. The asymptotic variances are even functions of since ( X i ) 1≤i≤n has the same distribution as (− X i ) 1≤i≤n . Nevertheless, they are approximated by empirical means of iid realizations of the random traces in propositions 3.2 and 3.5, for n large enough. Hence, the functions we plot are not exactly even. The fact that they are almost even is a graphical verification that the random fluctuations of the results of the calculations, for finite (but large) n, are very small. We also plot the second-order Taylor-series expansion given by the value at = 0 and the second derivative at = 0.
On figure 6 , we show the numerical results for the estimation of with ( 0 = 0.5, ν 0 = 5). The first observation is that the asymptotic variance is slightly larger for CV than for ML. This is expected: indeed we address a well-specified case, so that the asymptotic variance of ML is the almost sure limit of the Cramer-Rao bound. Therefore, this observation turns out to be true in all the subsection, and we will not comment on it anymore. We see that, for both ML and CV, the improvement of the estimation given by the irregularity of the spatial sampling is true for all values of . One can indeed gain up to a factor six for the asymptotic variances. This is explained by the reason mentioned in subsection 4.2, for 0 small, increasing yields pairs of observations that become dependent, and hence give information on the covariance structure.
On figure 7 , we show the numerical results for the estimation of with ( 0 = 2.7, ν 0 = 1). For ML, there is a slight global improvement of the estimation with the irregularity of the spatial sampling. However, for CV, there is a significant degradation of the estimation. Hence the irregularity of the spatial sampling has more relative influence on CV than on ML. Finally, the advantage of ML over CV for the estimation is by a factor seven, contrary to the case 0 = 0.5, where this factor was close to one.
On figure 8 , we show the numerical results for the estimation of ν with ( 0 = 0.5, ν 0 = 2.5). The numerical results are similar for ML and CV. For small, the asymptotic variance is very large, because, 0 being small, the observations are almost independent, as the observation points are further apart than the correlation length, making inference on the dependence structure very difficult. We see that, for = 0, the asymptotic variance is several orders of magnitude larger than for the estimation of in figure 6 , where 0 has the same value. Indeed, in the Matérn model, ν is a smoothness parameter, and its estimation is very sensitive to the absence of observation points with small spacing. We observe, as discussed in figure 3 , that for ∈ [0, 0.2], the asymptotic variance increases with because pairs of observation points can reach the state where the covariance of the two observations is almost independent of ν. For ∈ [0.2, 0.5), a threshold is reached where pairs of subsequently dependent observations start to appear, greatly reducing the asymptotic variance for the estimation of ν. On figure 9 , we show the numerical results for the estimation of ν with ( 0 = 0.7, ν 0 = 2.5). The numerical results are similar for ML and CV. Similarly to figure 8, the asymptotic variance is very large, because the observations are almost independent. For = 0, it is even larger than in figure 6 because we are in the state where the covariance between two successive observations is almost independent of ν. As an illustration, for = 0.7 and ν = 2.5, the derivative of this covariance with respect to ν is −1.3 × 10 −3 for a value of 0.13 (1% relative variation), while for = 0.5 and ν = 2.5, this derivative is −5 × 10 −3 for a value of 0.037 (13% relative variation). Hence, the asymptotic variance is globally decreasing with and the decrease is very strong for small . The variance is several orders of magnitude smaller for large , where pairs of dependent observations start to appear.
On figure 10 , we show the numerical results for the estimation of ν with ( 0 = 2.7, ν 0 = 2.5). For both ML and CV, there is a global improvement of the estimation with the irregularity of the spatial sampling. Moreover, the advantage of ML over CV for the estimation, is by a factor seven, contrary to figures 8 and 9, where this factor was close to one.
Estimating both the correlation length and the smoothness parameter
In this subsection 4.4, the case of the joint estimation of and ν is addressed. We denote, for ML and CV, V , V ν and C ,ν , the asymptotic variances of √ nˆ and √ nν and the asymptotic covariance of √ nˆ and √ nν (propositions 3.2 and 3.6). Since we here address 2 × 2 covariance matrices, the impact of the irregularity parameter on the estimation is now more complex to assess. For instance, increasing could increase V and at the same time decrease V ν . Thus, it is desirable to build scalar criteria, defined in terms of V , V ν and C ,ν , measuring the quality of the estimation. In [40] , the criterion used is the average, over a prior distribution on ( 0 , ν 0 ), of log (V V ν − C 2 ,ν ), that is the averaged logarithm of the determinant of the covariance matrix. This criterion corresponds to D-optimality in standard linear regression with uncorrelated errors, as noted in [40] . In our case, we know the true ( 0 , ν 0 ), so that the Bayesian average is not needed. The first scalar criterion we study is thus D ,ν := V V ν − C 2 ,ν . This criterion is interpreted as a general objective-free estimation criterion, in the sense that the impact of the estimation on Kriging predictions that would be made afterward, on new input points, is not directly addressed in D ,ν . One could build other scalar criteria, explicitly addressing the impact of the covariance function estimation error, on the quality of the Kriging predictions that are made afterward. In [40] , the criterion studied for the prediction error is the integral over the prediction domain of E Ŷ θ0 (t) −Ŷθ(t) , whereŶ θ (t) is the prediction of Y (t), from the observation vector, and under covariance function K θ . This criterion is the difference of integrated prediction mean square error, between the true and estimated covariance functions. In [2] and in [40] , two different asymptotic approximations of this criterion are studied. In [40] , another criterion, focusing on the accuracy of the Kriging predictive variances built fromθ, is also treated, together with a corresponding asymptotic approximation. In [5] , a criterion for the accuracy of the Kriging predictive variances, obtained from an estimator of the variance parameter, is studied, when the correlation function is fixed and misspecified. Since we specifically address the case of Kriging prediction in the asymptotic framework addressed here in section 5.2, we refer to [2, 40, 5] for details on the aforementioned criteria. In this subsection 4.4, we study the estimation criteria V , V ν , C ,ν and D ,ν .
In figure 11 , we consider the ML estimation, with varying ( 0 , ν 0 ). We study the ratio of V , V ν and D ,ν , between = 0 and = 0.45. We first observe that V ν is always smaller for = 0.45 than for = 0, that is to say there is an improvement of the estimation of ν when using a strongly irregular sampling. For V , this is the same, except in a thin band around 0 ≈ 0.73. Our explanation for this fact is the same as for a similar singularity in figure 3. For 0 = 0.73 and = 0, the correlation between two successive points is approximatively only a function of . For instance, the derivative of this correlation with respect to ν at = 0.73, ν = 2.5 is −3.7 × 10 −5 for a correlation of 0.15. Thus, the very large uncertainty on ν has no negative impact on the information brought by the pairs of successive observation points on for = 0. These pairs of successive points bring most of the information on the covariance function, since 0 is small. When = 0.45, this favorable case is broken by the random perturbations, and the large uncertainty on ν has a negative impact on the estimation of , even when considering the pairs of successive observation points.
Nevertheless, in the band around 0 ≈ 0.73, when going from = 0 to = 0.45, the improvement of the estimation of ν is much stronger than the degradation of the estimation of . This is confirmed by the plot of D ,ν , which always decreases when going from = 0 to = 0.45. Thus, we confirm our global conclusion of subsection 4.3: strong perturbations of the regular grid create pairs of observation points with small spacing, which is always beneficial for ML in the cases we address.
Finally, notice that we have discussed a case where the estimation of a covariance parameter is degraded, while the estimation of the other one is improved. This justifies the use of scalar criteria of the estimation, such as D ,ν , or the ones related with prediction discussed above.
We retain the particular point ( 0 = 0.73, ν 0 = 2.5), that corresponds to the case where going from = 0 to = 0.45 decreases V ν and increases V , for further global investigation in figure  13 .
In figure 12 , we address the same setting as in figure 11 , but for the CV estimation. We observe that going from = 0 to = 0.45 can increase D ,ν . This is a confirmation of what was observed in figure 4: strong irregularities of the spatial sampling can globally damage the CV estimation. The justification is the same as before: the LOO error variances become heterogeneous when the regular grid is perturbed.
We also observe an hybrid case, in which the estimation of and ν is improved by the irregularity, but the determinant of their asymptotic covariance matrix increases, because the absolute value of their asymptotic covariance decreases. This case happens for instance around the point ( 0 = 1.7, ν 0 = 5), that we retain for a further global investigation in figure 14 .
In figure 13 , for 0 = 0.73, ν 0 = 2.5 and for ML, we plot V , V ν and D ,ν with respect to , for ∈ [0, 0.45]. We confirm that when increases, the decrease of V ν is much stronger than the increase of V . As a result, there is a strong decrease of D ,ν . This is a confirmation of our main conclusion on the impact of the spatial sampling on the estimation: using pairs of closely spaced observation points improves the ML estimation.
In figure 14 , for 0 = 1.7, ν 0 = 5 and for CV, we plot V , V ν , C ,ν and D ,ν with respect to , for ∈ [0, 0.45]. We observe the particular case mentioned in figure 12 , in which the estimation of and ν is improved by the irregularity, but the determinant of their asymptotic covariance matrix increases, because the absolute value of their asymptotic covariance decreases. This particular case is again a confirmation that the criteria V and V ν can be insufficient for evaluating the impact of the irregularity on the estimation, in a case of joint estimation.
Discussion
We have seen that local perturbations of the regular grid can damage both the ML and the CV estimation (figure 3). The CV estimation can even be damaged for strong perturbations of the regular grid (figure 4). As we have discussed, our interpretation is that perturbing the regular grid creates LOO errors with heterogeneous variances in (3), increasing the variance of the CV estimator minimizing their sum of squares.
Our main conclusion is that strong perturbations of the regular grid ( = 0.45) are beneficial to the ML estimation in all the cases we have addressed (figures 4, 5, 11). Furthermore, ML is shown to be the preferable estimator in the well-specified case addressed here. This main result is in agreement with the references [31, 40, 11] discussed in section 1. The global conclusion is that using groups of observation points with small spacing, compared to the observation point density in the prediction domain, is beneficial for estimation.
Notice also that, in the reference [5] addressing the misspecified case, it is shown that using a sparse regular grid of observation points, compared to a sampling with iid uniform observation points, strongly damages the CV estimation, and has considerably less influence on the ML estimation. This result is also an argument against using only evenly spaced observation points, from an estimation point of view.
Analysis of the Kriging prediction
The asymptotic analysis of the influence of the spatial sampling on the covariance parameter estimation being complete, we now address the case of the Kriging prediction error, and its interaction with the covariance function estimation. In short words, we study Kriging prediction with estimated covariance parameters [31] .
In subsection 5.1, we show that any fixed, constant, covariance function error has a nonzero asymptotic impact on the prediction error. This fact is interesting in that the conclusion is different in a fixed-domain asymptotic context, for which we have discussed in section 1 that there exist non-microergodic covariance parameters that have no asymptotic influence on prediction. In subsection 5.2, we show that, in the expansion-domain asymptotic context we address, the covariance function estimation procedure has, however, no impact on the prediction error, as long as it is consistent. Thus, the prediction error is a new criterion for the spatial sampling, that is independent of the estimation criteria we address in section 4. In subsection 5.3, we study numerically, in the case of the Matérn covariance function, the impact of the regularity parameter on the mean square prediction error on the prediction domain.
Influence of covariance parameter misspecification on prediction
In proposition 5.1, we show that the misspecification of correlation parameters has an asymptotic influence on the prediction errors. Indeed, the difference of the asymptotic Leave-One-Out mean square errors, between incorrect and correct covariance parameters, is lower and upper bounded by finite positive constants times the integrated square difference between the two correlation functions.
Proposition 5.1. Assume that condition 2.1 is satisfied and that for all θ ∈ Θ, K θ (0) = 1.
Let, for 1 ≤ i ≤ n,ŷ i,θ (y −i ) := E θ|X (y i |y 1 , ..., y i−1 , y i+1 , ..., y n ) be the Kriging Leave-OneOut prediction of y i with covariance-parameter θ. We then denote
Then there exist constants 0 < A < B < +∞ so that, for = 0,
Proof. The minoration is proved in the proof of proposition 3.4. The majoration is obtained with similar techniques.
Influence of covariance parameter estimation on prediction
In proposition 5.2, proved in section Appendix C, we address the influence of covariance parameter estimation on prediction.
Proposition 5.2. Assume that condition 2.1 is satisfied and that the Gaussian process Y , with covariance function K θ0 (t), yields almost surely continuous trajectories. Assume also that for every θ ∈ Θ, 1 ≤ i ≤ p, ∂ ∂θi K θ (t) is continuous with respect to t. LetŶ θ (t) be the Kriging prediction of the Gaussian process Y at t, under correlation function K θ and given the observations y 1 , ..., y n . For any n, let N 1,n so that
Consider a consistent estimatorθ of θ 0 . Then
Furthermore, there exists a constant A > 0 so that for all n,
In proposition 5.2, the condition that the Gaussian process Y yields continuous trajectories is not restrictive in practice, and can be checked using e.g. [3] . In proposition 5.2, we show that the mean square prediction error, over the observation domain, with a consistently estimated covariance parameter, is asymptotically equivalent to the corresponding error when the true covariance parameter is known. Furthermore, the mean value of this prediction error with the true covariance parameter does not vanish when n → +∞. This is intuitive because the density of observation points in the domain is constant.
Hence, expansion-domain asymptotics yields a situation in which the estimation error goes to zero, but the prediction error does not, because the prediction domain increases with the number of observation points. Thus, increasing-domain asymptotic context enables us to address the prediction and estimation problems separately, and the conclusions on the estimation problem are fruitful, as we have seen in sections 3 and 4. However, this context does not enable us to study theoretically all the practical aspects of the joint problem of prediction with estimated covariance parameters. For instance, the impact of the estimation method on the prediction error is asymptotically zero under this theoretical framework, and using a constant proportion of the observation points for estimation rather than prediction cannot decrease the asymptotic prediction error with estimated covariance parameters.
The two aforementioned practical problems would benefit from an asymptotic framework that would fully reproduce them, by giving a stronger impact to the estimation on the prediction. Possible candidates for this framework are the mixed increasing-domain asymptotic framework, addressed for instance in [13] and [14] , and discussed in remark 3.1, and fixed-domain asymptotics. In both frameworks, the estimation error, with respect to the number of observation points, is larger and the prediction error is smaller, thus giving hope for more impact of the estimation on the prediction. Nevertheless, even in fixed-domain asymptotics, notice that in [23] and referring to [34] , it is shown that, for the particular case of the tensor product exponential covariance function in two dimensions, the prediction error, under covariance parameters estimated by ML, is asymptotically equal to the prediction error under the true covariance parameters. This is a particular case in which estimation has no impact on prediction, even under fixed-domain asymptotics.
Analysis of the impact of the spatial sampling on the Kriging prediction
In this subsection 5.3, we study the prediction mean square error E (E , 0,ν0 ) of proposition 5.2, as a function of , 0 and ν 0 , for the one-dimensional Matérn model, and for large n. This function is independent of the estimation, as we have seen, so there is now no point in distinguishing between ML and CV. In the following figures, the function E (E , 0,ν0 ) is approximated by the average of iid realizations of its conditional mean value given X = x,
On figure 15 , we plot the ratio of the mean square prediction error E (E , 0,ν0 ), between = 0 and = 0.45, as a function of 0 and ν 0 , for n = 100 (we observed the same results for n = 50). We see that this ratio is always smaller than one, meaning that strongly perturbing the regular grid always increases the prediction error. This result is in agreement with the common practices of using regular, also called space filling, samplings for optimizing the Kriging predictions with known covariance parameters, as illustrated in figure 3 of [40] . Similarly, the widely used prediction-oriented maximin and minimax designs (see e.g chapter 5 in [27] ) yield evenly spaced observation points.
In figure 16 , we fix the true covariance parameters 0 = 0.5, ν 0 = 2.5, and we study the variations with respect to of the asymptotic variance of the ML estimation of ν, when 0 is known ( figure 8) , and of the prediction mean square error E (E , 0,ν0 ), for n = 50 and n = 100. The results are the same for n = 50 and n = 100. We first observe that E (E , 0 ,ν0 ) is globally an increasing function of . In fact, we observe the same global increase of E (E , 0,ν0 ), for , that we have studied in section 4. This is again a confirmation that, in the increasing-domain asymptotic framework treated here, evenly spaced observations perform best for prediction. This conclusion corresponds to the common practice of using space filling samplings for Kriging prediction with known covariance parameters. The second conclusion than can be drawn for figure 16 is that there is independence between estimation (ML in this case) and prediction. Indeed, the estimation error first increases and then decreases with respect to , while the prediction error globally decreases. Hence, in figure  16 , the regular grid still gives better prediction, although it leads to less asymptotic variance than mildly irregular samplings. Therefore, there is no simple antagonistic relationship between the impact of the irregularity of the spatial sampling on estimation and on prediction. 
Conclusion
We have considered an increasing-domain asymptotic framework to address the influence of the irregularity of the spatial sampling on the estimation of the covariance parameters. This framework is based on a random sequence of observation points, for which the deviation from the regular grid is controlled by a single scalar regularity parameter .
We have proved consistency and asymptotic normality for the ML and CV estimators, under rather minimal conditions. The asymptotic covariance matrices are deterministic functions of the regularity parameter only. Hence, they are the natural tool to assess the influence of the irregularity of the spatial sampling on the ML and CV estimators. This is carried out by means of an exhaustive study of the Matérn model. It is shown that mildly perturbing the regular grid can damage both ML and CV estimation, and that CV estimation can also be damaged when strongly perturbing the regular grid. However, we put into evidence that strongly perturbing the regular grid always improves the ML estimation, which is a more efficient estimator than CV, in the well-specified case addressed here. Hence, we confirm the conclusion of [31] and [40] that using groups of observation points with small spacing, compared to the observation density in the observation domain, improves the covariance function estimation. In geostatistics, such groups of points are also added to regular samplings in practice [11] .
We have also studied the impact of the spatial sampling on the prediction error. Regular samplings were shown to be the most efficient as regards to this criterion. This is in agreement with, e.g. [40] and with [22] where samplings for Kriging prediction with known covariance parameters are selected by optimizing a space filling criterion.
The ultimate goal of a Kriging model is prediction with estimated covariance parameters. Hence, efficient samplings for this criterion must address two criteria that have been shown to be antagonistic. In the literature, there seems to be a commonly admitted practice for solving this issue [40, 22] . Roughly speaking, for selecting an efficient sampling for prediction with estimated covariance parameters, one may select a regular sampling for prediction with known covariance parameters and augment it with a sampling for estimation (with closely spaced observation points). The proportion of points for the two samplings is optimized in the two aforementioned references by optimizing a criterion for prediction with estimated covariance parameters. This criterion is more expensive to compute, but is not optimized in a large dimensional space. In [40, 22] , the majority of the observation points belong to the regular sampling for prediction with known covariance function. This is similar in the geostatistical community [11] , where regular samplings, augmented with few closely spaced observation points, making the inputs vary mildly, are used. In view of our theoretical and practical results of sections 4 and 5, we are in agreement with this method for building samplings for prediction with estimated covariance parameters.
An important limitation we see, though, in the expansion-domain asymptotic framework we address, is that prediction with estimated covariance parameters corresponds asymptotically to prediction with known covariance function. Said differently, the proportion of observation points addressing estimation, in the aforementioned trade-off, would go to zero. As we discuss after proposition 5.2, mixed increasing-domain or fixed-domain asymptotics could give more importance to the estimation problem, compared to the problem of predicting with known covariance function.
Since our sampling is built by perturbing a regular grid, it may not enable us to address very high degree of irregularity, such as the one obtained from iid random observation points with non-uniform distribution [13, 14] . Nevertheless, using directly iid random observation points makes it difficult to parameterize the irregularity of the sampling, which have enabled us to perform exhaustive numerical studies, in which comparing the irregularity of two samplings was unambiguous. A parameterized sampling family we see as interesting would be samplings in which the observation points are iid realizations stemming from a given distribution, but conditionally to the fact that the minimum distance between two different observation points is larger than a regularity parameter . In this framework, = 0 would correspond to the most irregular sampling. Increasing would correspond to increase the regularity of the sampling. It seems to us that convergence in distribution similar to propositions 3.2 and 3.6 could be obtained in this setting, using similar methods, though technical aspects may be addressed differently.
The CV criterion we have studied is a mean square error criterion. This is a classical CV criterion that is used, for instance, in [27] when the CV and ML estimations of the covariance parameters are compared. We have shown that this CV estimator can have a considerably larger asymptotic variance than the ML estimator, on the one hand, and can be sensitive to the irregularity of the spatial sampling, on the other hand. Although this estimator performs better than ML in cases of model misspecification [5] , further research may aim at studying alternative CV criteria that would have a better performance in the well-specified case.
Other CV criteria are proposed in the literature, for instance the LOO log-predictive probability in [24] and the Geisser's predictive mean square error in [32] . It would be interesting to study, in the framework of this paper, the increasing-domain asymptotics for these estimators and the influence of the irregularity of the spatial sampling.
In section 4, we pointed out that, when the spatial sampling is irregular, the mean square error CV criterion could be composed of LOO errors with heterogeneous variances, which increases the CV estimation variance. Methods to normalize the LOO errors would be an interesting research direction to explore.
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Appendix A. Proofs for section 3
In the proofs, we distinguish three probability spaces.
(Ω X , F X , P X ) is the probability space associated with the random perturbation of the regular grid. (X i ) i∈N * is a sequence of iid S X -valued random variables defined on (Ω X , F X , P X ), with distribution L X . We denote by ω X an element of Ω X .
(Ω Y , F Y , P Y ) is the probability space associated with the Gaussian process. Y is a centered Gaussian process with covariance function
We denote by ω an element of Ω.
All the random variables in the proofs can be defined relatively to the product space (Ω, F, P). Hence, all the probabilistic statements in the proofs hold with respect to this product space, unless it is stated otherwise.
In the proofs, when (f n ) n∈N * is a sequence of real functions of X = (X i )
, f n is also a sequence of real random variables on (Ω X , F X , P X ). When we write that f n is bounded uniformly in n and x, we mean that there exists a finite constant K so that sup n sup x∈S n X |f n (x)| ≤ K. We then have that f n is bounded P X -a.s., i.e. sup n f n ≤ K for a.e. ω X ∈ Ω X . We may also write that f n is lower-bounded uniformly in n and x when there exists a > 0 so that inf n inf x∈S n X f n (x) ≥ a. When f n also depends on θ, we say that f n is bounded uniformly in n, x and θ when sup θ∈Θ f n is bounded uniformly in n and x. We also say that f n is lower-bounded uniformly in n, x and θ when inf θ∈Θ f n is lower-bounded uniformly in n and x.
When we write that f n converges to zero uniformly in x, we mean that sup x∈S n X |f n (x)| → n→+∞ 0. One then have that f n converges to zero P X -a.s. When f n also depends on θ, we say that f n converges to zero uniformly in n, x and θ when sup θ∈Θ f n converges to zero uniformly in n and x.
When f n is a sequence of real functions of X and Y , f n is also a sequence of real random variables on (Ω, F, P). When we say that f n is bounded in probability conditionally to X = x and uniformly in x, we mean that, for every δ > 0, there exist M , N so that sup n≥N sup x∈S n X P(|f n | ≥ M |X = x) ≤ δ. One then have that f n is bounded in probability (defined on the product space).
Appendix A.1. Proof of proposition 3.1 Proof. We show that there exist sequences of random variables, defined on (Ω X , F X , P X ), D θ,θ0 and D 2,θ,θ0 (functions of n and X), so that sup θ |(L θ − L θ0 ) − D θ,θ0 | → p 0 (in probability of the product space) and D θ,θ0 ≥ BD 2,θ,θ0 P X -a.s. for a constant B > 0. We then show that there exists D ∞,θ,θ0 , a deterministic non-negative function of θ, θ 0 only, so that sup θ |D 2,θ,θ0 − D ∞,θ,θ0 | = o p (1) and for any α > 0,
θ y. The eigenvalues of R θ and R −1 θ being bounded uniformly in n and x (lemma Appendix D.5), var (L θ |X = x) converges to 0 uniformly in x, and so L θ − E (L θ |X) converges in probability P to zero. Then, with z = R 
and is hence bounded in probability conditionally to X = x, uniformly in x, because of lemma Appendix D.5 and the fact that z ∼ N (0, I n ) given X = x.
Because of the simple convergence and the boundedness of the derivatives,
θ R θ0 and hence, P X -a.s.
Using proposition Appendix D.4 and lemma Appendix D.5, there exist 0 < a < b < +∞ so that for all x, n, θ, a < φ i R
2 . Then,
Then, as the eigenvalues of R For = 0, D 2,θ,θ0 is deterministic and we show that it converges uniformly in θ to
Indeed,
Now, using lemma Appendix D.1 and (1),
is bounded by C < +∞, independently of n. Let δ > 0. Using lemma Appendix D.3 and (1), there exists T < +∞ so that sup θ∈Θ,1≤i≤n v∈(
is bounded by δ independently of n. Finally, for any n, let E n be the set of points
The cardinality of E n is denoted by n 1,n and is so that n1,n n → n→+∞ 0. then,
is smaller than 2δ for n large enough. For = 0, D ∞,θ,θ0 is continuous in θ because the series of term
is summable using (1) and lemma Appendix D.1. Hence, if there exists α > 0 so that inf |θ−θ0|≥α D ∞,θ,θ0 = 0, we can, using a compacity and continuity argument, have θ ∞ = θ 0 so that (A.2) is null. Hence we showed (A.1) by contradiction, which shows the proposition for = 0.
With fixed θ, using proposition Appendix D.7, D 2,θ,θ0 converges in P X -probability to D ∞,θ,θ0 := lim n→∞ E X (D 2,θ,θ0 ). The eigenvalues of the
∂θi , 1 ≤ i ≤ n, being bounded uniformly in n, θ, x, the partial derivatives with respect to θ of D 2,θ,θ0 are uniformly bounded in n, θ and x. Hence
with f T (t) the probability density function of (X i − X j ), i = j. We then show,
wheref T is a positive-valued function, almost surely with respect to the Lebesgue measure on D . As sup θ |K θ (t) | 2 is summable on D , using (1), D ∞,θ,θ0 is continuous. Hence, if there exists α > 0 so that inf |θ−θ0|≥α D ∞,θ,θ0 = 0, we can, using a compacity and continuity argument, show that there exists θ ∞ = θ 0 so that (A.3) is null. Hence we proved (A.1) by contradiction which proves the proposition for = 0. has a P X -almost sure limit as n → +∞. We calculate
We calculate
Hence, using proposition Appendix D.8, Proof. We firstly prove the proposition in the case p = 1, when Σ M L is a scalar. We then show how to generalize the proposition to the case p > 1.
For p = 1 we have seen that
By lemma Appendix D.5, there exists a > 0 so that inf i,n,x φ i R We now address the case p > 1.
verifies the hypotheses of the proposition for p = 1. Hence, the P-mean square limit of
Proof. We will show that there exists a sequence of random variables defined on (Ω X , F X , P X ) D θ,θ0 so that sup θ | (CV θ − CV θ0 ) − D θ,θ0 | → p 0 and C > 0 so that P X -a.s.
The proof of the proposition is then carried out similarly to the proof of proposition 3.1.
Similarly to the proof of proposition 3.1, we firstly show that sup θ |CV θ − E (CV θ |X) | → p 0. We then denote D θ,θ0 = E (CV θ |X) − E (CV θ0 |X). We decompose, for all i ∈ {1, ..., n}, with P i the matrix that exchanges lines 1 and i of a matrix,
The conditional distributions being independent on the numbering of the observations, we have, using the Kriging equations
Similarly to lemma Appendix D.5, it can be shown that the eigenvalues of R −i,θ0 are larger than a constant A > 0, uniformly in n and x. Then
Using the virtual Cross Validation equations [25, ch.5.2] , the vector R
The eigenvalues of diag R 
Lemma Appendix A.1. For any a 1 , ..., a n and b 1 , ..., b n ∈ R,
Proof.
, using Cauchy-Schwartz inequality.
Using lemma Appendix A.1, together with (1) and lemma Appendix D.1 which ensures that j =i (R θ,i,j ) 2 ≤ c < +∞ uniformly in i, θ and x, we obtain
which proves (A.4) and ends the proof.
Appendix A.5. Proof of proposition 3.5
Proof. It is shown in [5] that
We then show that cov (y t Ay, y t By|X) = 2Tr (AR θ0 BR θ0 ) for symmetric matrices A and B, which shows (4). A straightforward but relatively long calculation then shows
We then have, using E (y t Ay|X) = Tr (AR θ0 ) and for matrices D, M 1 and
The fourth and sixth terms of (A.5) are opposite and hence cancel each other. Indeed,
Similarly the fifth and seventh terms of (A.5) cancel each other. Hence, we show the expression of E 
together with propositions Appendix D.7 and 3.5 to show that √ n ∂ ∂θ CV θ0 → N (0, Σ CV,1 ) .
We have seen in the proof of proposition 3.5 that there exist matrices P i,j in M θ0 (proposition Appendix D.7), so that Proof. We show the proposition in the case p = 1, the generalization to the case p > 1 being the same as in proposition 3.3.
Similarly to the proof of proposition 3.1, we show that
∂θ 2 CV θ0 |X → p 0. We will then show that there exists C > 0 so that P X -a.s.,
(A.6)
The proof of the proposition will hence be carried out similarly as in the proof of proposition 3.1. t z with a < +∞. Hence, for fixed n, we can exchange derivatives and means conditionally to X and so
Then, with r i,θ , R −i,θ and y −i the notation of the proof of proposition 3.4,
By differentiating twice with respect to θ and taking the value at θ 0 we obtain
then, using the virtual CV formulas [25, 9] ,
Then, as K θ (0) = 1 for all θ, and hence
We then show, similarly to lemma Appendix A.1, that
Hence, with C ∈ [1, +∞), by using (1) and lemma Appendix D.1,
We then showed (A.6), which concludes the proof in the case p = 1. . We use the following lemma.
Lemma Appendix B.1. Let f n be a sequence of C 2 functions on a segment of R. We assume
where (M i,j ) n∈N * is a random matrix sequence defined on (Ω X , F X , P X ) which belongs to M θ (proposition Appendix D.7). We showed in proposition Appendix D.7 that f n converges simply to Σ i,j on [0, α]. We firstly use the dominated convergence theorem to show that f n is C 2 and that f n and f n are of the form
with N i,j a sum of random matrix sequences ofM θ0 .M θ0 is similar to M θ0 (proposition Appendix D.7), with the addition of the derivative matrices with respect to . We can then, using (6), adapt proposition Appendix D.7 to show that f n and f n converge simply to some functions g and h on [0, α].
Finally, still adapting proposition Appendix D.7, the singular values of N i,j are bounded uniformly in x and n. Hence, using Tr (A) ≤ n||A||, for a symmetric matrix A, the derivatives of f n , f n and f n are bounded uniformly in n, so that the simple convergence implies the uniform convergence. The conditions of lemma Appendix B.1 are hence fulfilled. There exists a constant C p , depending only on p so that, for Z a centered Gaussian variable, E(Z 2p ) = C p var(Z) p . Thus, we obtain Lemma Appendix D.6. For M symmetric real non-negative matrix, inf i φ i (diag(M )) ≥ inf i φ i (M ) and sup i φ i (diag(M )) ≤ sup i φ i (M ). Furthermore, if for two sequences of symmetric matrices M n and N n , M n ∼ N n , then diag (M n ) ∼ diag (N n ).
Proof. We use M i,i = e t i M e i , where (e i ) i=1...n is the standard basis of R n . Hence inf i φ i (M ) ≤ M i,i ≤ sup i φ i (M ) for a symmetric real non-negative matrix M . We also use |diag (M )| ≤ |M |.
The next proposition gives a law of large numbers for the matrices that can be written using only matrix multiplications, the matrix R Let θ ∈ Θ. We denote the set of multi-indexes S p := ∪ k∈{0,1,2,3} {1, ..., p} k . For I = (i 1 , ..., i k ) ∈ S p , we denote m (I) = k. Then, we denote for I ∈ S p ∪ {−1}, We then define M θ as the set of sequences of random matrices (defined on (Ω X , F X , P X )), indexed by n ∈ N * , dependent on X, which can be written M Then, using the strong law of large numbers, for fixed N 1 , S N1,n2 →S N d 1 P X -almost surely when n 2 → ∞ (uniformly in r).
For every N 1 , p N1 , n 2 ∈ N * , there exist two unique n 2 , r ∈ N so that 0 ≤ r < N Because n 2 and r depend on N 1 , p N1 and n 2 , A, B, C, D and E are sequences of random variables defined on (Ω X , F X , P X ) and indexed by N 1 , p N1 and n 2 . We have seen that there existsΩ X ⊂ Ω X , with P X (Ω X ) = 1 so that for ω X ∈Ω X , when N 1 , n 2 → +∞, we also have N 1 + p N1 , n 2 → +∞, and so B and D converge to zero. Now, for every N 1 ∈ N * , let Ω X,N1 be so that P X (Ω X,N1 ) = 1 and for all ω X ∈ Ω X,N1 , S N1,n2 → n2→+∞SN d
1
. LetΩ X = ∩ N1∈N * Ω X,N1 . Then P X (Ω X ) = 1 and for all ω X ∈Ω X , for all N 1 ∈ N * , S N1,n2 → n2→+∞SN d
. We will now show that the N 1 -indexed sequenceS N d 1 is a Cauchy sequence. Let δ > 0. P X (Ω ∩Ω) = 1 so this set is non-empty. Let us fix ω X ∈Ω ∩Ω. In (D.3), C is null. There exist N 1 andN 2 so that for every N 1 ≥N 1 , n 2 ≥n 2 , p N1 > 0, B and D are smaller than δ. Let us now fix any N 1 ≥N 1 . Then, for every p N1 > 0, with n 2 ≥n 2 large enough, A and E are smaller than δ.
Hence, we showed, for the ω X ∈Ω ×Ω we were considering, that the N 1 -indexed sequencē S N d and D diagonal, z x = P R − 1 2 y (which is a vector of iid standard Gaussian variables, conditionally to X = x), we have
