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CONIC SHEAVES ON SUBANALYTIC
SITES AND LAPLACE TRANSFORM
Luca Prelli
Abstract
Let E be a n dimensional complex vector space and let E∗ be its
dual. We construct the conic sheaves Ot
E
R+
and Ow
E
R+
of tempered
and Whitney holomorphic functions respectively and we give a sheaf
theoretical interpretation of the Laplace isomorphisms of [10] which
gives the isomorphisms in the derived category Ot∧
E
R+
[n] ≃ Ot
E∗
R+
and
Ow∧
E
R+
[n] ≃ Ow
E∗
R+
.
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Introduction
Classical sheaf theory is not well suited to the study of various objects in
Analysis, which are not defined by local properties. To overcome this prob-
lem Kashiwara and Schapira in [11] developed the theory of ind-sheaves on
a locally compact space and defined the six Grothendieck operations in this
framework. For a real analytic manifold X, they defined the subanalytic site
Xsa as the site generated by the category of subanalytic open subsets and
whose coverings are the locally finite coverings in X. Moreover they proved
the equivalence between the categories of ind-R-constructible sheaves and
sheaves on Xsa. They constructed the sheaf of tempered distributions as a
sheaf on Xsa, and when X is a complex manifold they introduced the sheaf
of tempered holomorphic functions. Thanks to the results of [16] we have a
direct construction of the six Grothendieck operations on Mod(kXsa), with-
out using the theory of ind-sheaves. So we will work directly with sheaves
on subanalytic sites.
Let X be a real analytic manifold endowed with an action of R+. Our first
goal is to define conic sheaves on Xsa and then, when X is a vector bundle,
to extend the construction of the Fourier-Sato transform for classical sheaves
to conic sheaves on subanalytic sites. In order to do that we have to choose a
suitable definition of conic sheaf: indeed there are several definitions, which
are equivalent in the classical case but not in the framework of subanalytic
sheaves. We choose the one which satisfies some desirable properties (as
the equivalence with sheaves on the conic topology associated to the action
and the isomorphism of conic sheaves with limits of conic R-constructible
sheaves) and for which the Fourier-Sato isomorphism applies.
Let E be a complex vector space. As an application we construct the conic
sheaves OtE
R+
and OwE
R+
of tempered and Whitney holomorphic functions
respectively and we prove a sheaf theoretical interpretation of the Laplace
isomorphisms of [10] which induce isomorphisms in the derived category
Ot∧E
R+
[n] ≃ OtE∗
R+
and Ow∧E
R+
[n] ≃ OwE∗
R+
.
In more details, the contents of this paper are as follows.
In Section 1 we first recall the results of [11] and [16] on sheaves on suba-
nalytic sites. Then we consider the category of conic sheaves on subanalytic
sites. Let k be a field and let X be a real analytic manifold with an action µ
of R+. Let U be an open subset of X. We say that U is R+-connected if its
intersections with the orbits of µ are connected. We denote R+U the conic
open set associated to U (i.e. R+U = µ(U,R+)). A sheaf F on Xsa is said to
be conic if Γ(R+U ;F )
∼
→ Γ(U ;F ) for each R+-connected relatively compact
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open subanalytic subset U ofX. We callModR+(kXsa) ⊂ Mod(kXsa) the cat-
egory of conic sheaves. This definition is different from the classical one. Let
us consider the projection p : X ×R+ → X. One can define the subcategory
Modµ(kXsa) of Mod(kXsa) consisting of sheaves satisfying µ
−1F ≃ p−1F .
The categories Modµ(kXsa) and ModR+(kXsa) are not equivalent in general.
The category of conic subanalytic sheaves has many good properties, for
example it is equivalent to the category of sheaves on the conic subanalytic
site Xsa,R+ (i.e. the category of open conic subanalytic subsets of X with
the topology induced from Xsa). This equivalence is strictly related to the
geometry of subanalytic open subsets of X. When E is a vector bundle, one
can define the Fourier-Sato transform which gives an equivalence between
conic sheaves on Esa and conic sheaves on E
∗
sa, where E
∗ denotes the dual
vector bundle.
In Section 2 we study the conic sheaves of tempered and Whitney holo-
morphic functions. Let E be a real vector space, and let E →֒ P be its
projective compactification. We define the conic sheaves of tempered distri-
butions DbtE
R+
and Whitney C∞-functions C∞,wE
R+
. If U is an open subanalytic
cone, the sections Γ(U ;DbtE
R+
) are distributions which are tempered on the
boundary of U and at infinity, and the sections Γ(U ; C∞,wE
R+
) are Whitney C∞-
functions on U with rapidly decay at infinity. If F is a conic R-constructible
sheaf on E we have
RHom(F,DbtE
R+
) ≃ THom(F,DbE),
RHom(F, C∞,wE
R+
) ≃ D′F
W
⊗ C∞E ,
where THom(·,DbE) and ·
W
⊗ C∞E are the functors introduced in [10].
When E is an n dimensional complex vector space we define the sheaves
OtE
R+
and OwE
R+
of tempered and Whitney holomorphic functions taking the
solutions of the Cauchy-Riemann system with values in tempered distribu-
tions and Whitney C∞-functions respectively. We show that these sheaves
are invariant by the Laplace transform. In fact the Laplace isomorphisms
of [10] induce isomorphisms in the derived category Ot∧E
R+
[n] ≃ OtE∗
R+
and
Ow∧E
R+
[n] ≃ OwE∗
R+
, where ∧ denotes the extension of the Fourier-Sato trans-
form to conic sheaves on Esa. Moreover these isomorphisms are compatible
with the action of the Weyl algebra.
3
1 Conic sheaves on subanalytic sites
In the following X will be a real analytic manifold and k a field. Reference
are made to [11, 16] for an introduction to sheaves on subanalytic sites. We
refer to [2, 12] for the theory of subanalytic sets and to [4, 19] for the more
general theory of o-minimal structures.
1.1 Review on sheaves on subanalytic sites
Denote by Op(Xsa) the category of subanalytic open subsets of X. One
endows Op(Xsa) with the following topology: S ⊂ Op(Xsa) is a covering of
U ∈ Op(Xsa) if for any compact K of X there exists a finite subset S0 ⊂ S
such that K ∩
⋃
V ∈S0
V = K ∩ U . We will call Xsa the subanalytic site.
Let Mod(kXsa) denote the category of sheaves on Xsa. Then Mod(kXsa) is
a Grothendieck category, i.e. it admits a generator and small inductive limits,
and small filtrant inductive limits are exact. In particular as a Grothendieck
category, Mod(kXsa) has enough injective objects.
Let ModR-c(kX) be the abelian category of R-constructible sheaves on X,
and consider its subcategory ModcR-c(kX) consisting of sheaves whose sup-
port is compact.
We denote by ρ : X → Xsa the natural morphism of sites. We have
functors
Mod(kX)
ρ∗ //
ρ!
// Mod(kXsa).ρ
−1oo
The functors ρ−1 and ρ∗ are the functors of inverse image and direct image
respectively. The sheaf ρ!F is the sheaf associated to the presheaf Opsa(X) ∋
U 7→ F (U). In particular, for U ∈ Op(X) one has ρ!kU ≃ lim−→
V⊂⊂U
ρ∗kV , where
V ∈ Opsa(X). Let us summarize the properties of these functors:
• the functor ρ∗ is fully faithful and left exact, the restriction of ρ∗ to
ModR-c(kX) is exact,
• the functor ρ−1 is exact,
• the functor ρ! is fully faithful and exact,
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• (ρ−1, ρ∗) and (ρ!, ρ
−1) are pairs of adjoint functors.
For each F ∈ Mod(kXsa), there exists a small filtrant inductive system
{Fi}, with Fi ∈ Mod
c
R-c(kX), such that F ≃ lim−→
i
ρ∗Fi. Moreover let {Fi} be
a filtrant inductive system of kXsa-modules and let G ∈ Mod
c
R-c(kX). One
has the isomorphism
(1.1) Hom(ρ∗G, lim−→
i
Fi) ≃ lim−→
i
Hom(ρ∗G,Fi).
Let X,Y be two real analytic manifolds, and let f : X → Y be a real
analytic map. We have a commutative diagram
(1.2) X
ρ

f // Y
ρ

Xsa
f // Ysa
We get external operations f−1, f∗ and f!!, where the notation f!! follows
from the fact that f!! ◦ρ∗ 6≃ ρ∗ ◦f! in general. If f is proper on supp(F ) then
f∗F ≃ f!!F , in this case f!! commutes with ρ∗. While functors f
−1 and ⊗ are
exact, the functors Hom , f∗ and f!! are left exact and admit right derived
functors. In particular the functor Rf!! admits a right adjoint, denoted by
f !, and we get the usual isomorphisms between Grothendieck operations
(projection formula, base change formula, Künneth formula, etc.) in the
framework of subanalytic sites. We refer to [16] for a detailed exposition.
Finally we recall the relations between the six Grothendieck operations
and the functors ρ−1, Rρ∗ and ρ!.
• the functor ρ−1 commutes with ⊗, f−1 and Rf!!,
• the functor Rρ∗ commutes with RHom , Rf∗ and f
!,
• the functor ρ! commutes with ⊗ and f
−1,
• if f is a topological submersion (i.e. it is locally isomorphic to a pro-
jection Y × Rn → Y ), then f ! ≃ f−1 ⊗ f !kY commutes with ρ
−1 and
Rf!! commutes with ρ!.
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1.2 Conic subanalytic sheaves
Let X be a real analytic manifold endowed with an analytic action µ of R+.
We have a diagram
X
ι // X × R+
µ //
p
// X,
where ι(x) = (x, 1) and p denotes the projection. We have µ ◦ ι = p ◦ ι = id.
Definition 1.2.1 (i) We say that a subset S of X is R+-connected if S ∩ b
is connected or empty for each orbit b of µ.
(ii) Let S be a subset of X. We set R+S = µ(S,R+).
(iii) Let S be a subset of X. Then S is conic if S = R+S. i.e. S is
invariant under the action of R+.
If U ∈ Op(X), then R+U ∈ Op(X) because µ is open.
Definition 1.2.2 A sheaf of k-modules F on Xsa is conic if the restriction
morphism Γ(R+U ;F ) → Γ(U ;F ) is an isomorphism for each R+-connected
U ∈ Opc(Xsa) with R
+U ∈ Op(Xsa).
(i) We denote by ModR+(kXsa) the full subcategory of Mod(kXsa) consist-
ing of conic sheaves.
(ii) We denote by Db
R+
(kXsa), the full subcategory of D
b(kXsa) consisting
of objects F such that HjF belongs to ModR+(kXsa) for all j ∈ Z.
Remark 1.2.3 Let X be a real analytic manifold endowed with a subanalytic
action µ of R+. As in classical sheaf theory one can define the subcategory
Modµ(kXsa) of Mod(kXsa) consisting of sheaves satisfying µ
−1F ≃ p−1F .
The categories Modµ(kXsa) and ModR+(kXsa) are not equivalent in general.
In fact let X = R, set X+ = {x ∈ R; x > 0} and let µ be the natural
action of R+ (i.e. µ(x, t) = tx). The sheaf ρ!kX+ ≃ lim−→
n∈N
ρ∗k( 1
n
,n) belongs
to Modµ(kXsa) but not to ModR+(kXsa). Indeed, it is easy to check that
Γ(X+; ρ!kX+) = 0 while Γ((a, b); ρ!kX+) ≃ k, 0 < a < b. Moreover, since
kX+ is conic and the functors µ
−1 and p−1 commute with ρ! we have ρ!kX+ ∈
Modµ(kXsa).
Definition 1.2.4 We denote by Op(XR+) (resp. Op(Xsa,R+)) the full sub-
category of Op(X) consisting of conic (resp. conic subanalytic) subsets, i.e.
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U ∈ Op(XR+) (resp. U ∈ Op(Xsa,R+)) if U ∈ Op(X) (resp. U ∈ Op(Xsa))
and it is invariant by the action of R+.
We denote by XR+ (resp. Xsa,R+) the category Op(XR+) (resp. Op(Xsa,R+))
endowed with the topology induced by X (resp. Xsa).
Let η : X → XR+ , ηsa : Xsa → Xsa,R+ and ρR+ : XR+ → Xsa,R+ be the
natural morphisms of sites. We have a commutative diagram of sites
(1.3) X
ρ //
η

Xsa
ηsa

XR+
ρ
R+ // Xsa,R+ .
We need to introduce the subcategory of coherent conic sheaves.
Definition 1.2.5 Let U ∈ Op(XR+). Then U is said to be relatively quasi-
compact if, for any covering {Ui}i∈I of XR+ , there exists J ⊂ I finite such
that U ⊂
⋃
i∈J Ui. We write U ⊂⊂ XR+ .
We will denote by Opc(XR+) the subcategory of Op(XR+) consisting of
relatively quasi-compact open subsets.
One can check easily that if U ∈ Opc(X), then R+U ∈ Opc(XR+).
Definition 1.2.6 Let F ∈Mod(kX
R+
) and consider the family Op(Xsa,R+).
(i) F is Xsa,R+-finite if there exists an epimorphism G ։ F , with G ≃
⊕i∈IkUi , I finite and Ui ∈ Op
c(Xsa,R+).
(ii) F is Xsa,R+-pseudo-coherent if for any morphism ψ : G→ F , where G
is Xsa,R+-finite, kerψ is Xsa,R+-finite.
(iii) F is Xsa,R+-coherent if it is both Xsa,R+-finite and Xsa,R+-pseudo-
coherent.
We will denote by Coh(Xsa,R+) the subcategory of Mod(kX
R+
) consisting of
Xsa,R+-coherent objects.
Replacing Opc(Xsa) with Op
c(Xsa,R+), we can adapt the results of [11, 16]
and we get the following result (see [5] for a detailed proof).
Theorem 1.2.7 (i) Let G ∈ Coh(Xsa,R+) and let {Fi} be a filtrant inductive
system in Mod(kX
sa,R+
). Then we have an isomorphism
lim−→
i
HomkX
sa,R+
(ρR+∗G,Fi)
∼
→ HomkX
sa,R+
(ρR+∗G, lim−→
i
Fi).
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Moreover the functor of direct image ρR+∗ associated to the morphism ρR+
in (1.3) is fully faithful and exact on Coh(Xsa,R+).
(ii) Let F ∈ Mod(kX
sa,R+
). There exists a small filtrant inductive system
{Fi}i∈I in Coh(Xsa,R+) such that F ≃ lim−→
i
ρR+∗Fi.
Notations 1.2.8 Since ρR+∗ is fully faithful and exact on Coh(Xsa,R+), we
can identify Coh(Xsa,R+) with its image in Mod(kXsa,R+ ). When there is no
risk of confusion we will write F instead of ρR+∗F , for F ∈ Coh(Xsa,R+).
Let us consider the category ModR+(kXsa) of conic sheaves on Xsa. The
restriction of ηsa∗ induces a functor denoted by η˜sa∗ and we obtain a diagram
(1.4) ModR+(kXsa)

η˜sa∗ //Mod(kX
sa,R+
)
η−1sa
oo
Mod(kXsa)
ηsa∗
44jjjjjjjjjjjjjjj
Now assume the hypothesis below:
(1.5)


(i) every U ∈ Opc(Xsa) has a finite covering consisting
of R+-connected subanalytic open subsets,
(ii) for any U ∈ Opc(Xsa) we have R
+U ∈ Op(Xsa),
(iii) for any x ∈ X the set R+x is contractible,
(iv) there exists a covering {Vn}n∈N of Xsa such that
Vn is R
+-connected and Vn ⊂⊂ Vn+1 for each n.
Let U ∈ Op(Xsa) such that R
+U is still subanalytic. Let ϕ be the natural
map from Γ(R+U ;F ) to Γ(U ; η−1sa F ) defined by
(1.6)
Γ(R+U ;F ) → Γ(R+U ; ηsa∗η
−1
sa F )
≃ Γ(R+U ; η−1sa F )
→ Γ(U ; η−1sa F ).
Proposition 1.2.9 Let F ∈ Mod(kX
sa,R+
). Let U ∈ Op(Xsa), assume that
U is R+-connected and that R+U is still subanalytic. Then the morphism ϕ
defined by (1.6) is an isomorphism.
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Proof. (i) Assume that U ∈ Opc(Xsa) is R
+-connected. Let F ∈ Mod(kX
sa,R+
),
then F = lim−→
i
ρR+∗Fi, with Fi ∈ Coh(Xsa,R+). We have the chain of isomor-
phisms
HomkXsa (kU , η
−1
sa lim−→
i
ρR+∗Fi) ≃ HomkXsa (kU , lim−→
i
ρ∗η
−1Fi)
≃ lim−→
i
HomkX (kU , η
−1Fi)
≃ lim−→
i
HomkX
R+
(kR+U , Fi)
≃ HomkX
sa,R+
(kR+U , lim−→
i
ρR+∗Fi),
where the first isomorphism follows since η−1sa ◦ρR+∗ ≃ ρ∗ ◦η
−1 and the third
one follows from the equivalence between conic sheaves on X and sheaves on
XR+ . In the fourth isomorphism we used the fact that R
+U ∈ Opc(Xsa,R+).
(ii) Let U ∈ Op(Xsa) be R
+-connected. Let {Vn}n∈N ∈ Cov(Xsa) be a
covering of X as in (1.5) (iv) and set Un = U ∩ Vn. We have
(1.7) Γ(U ; η−1sa F ) ≃ lim←−
n
Γ(Un; η
−1
sa F ) ≃ lim←−
n
Γ(R+Un;F ) ≃ Γ(R
+U ;F ).
✷
Theorem 1.2.10 The functors η˜sa∗ and η
−1
sa in (1.4) are equivalences of
categories inverse to each others.
Proof. (i) Let F ∈ ModR+(kXsa), and let U ∈ Op
c(Xsa) be R
+-connected.
We have
Γ(U ;F ) ≃ Γ(R+U ;F ) ≃ Γ(R+U ; η˜sa∗F ) ≃ Γ(U ; η
−1
sa η˜sa∗F ).
The third isomorphism follows from Proposition 1.2.9. Then (1.5) (i) implies
η−1sa η˜sa∗ ≃ id.
(ii) For any U ∈ Opc(Xsa,R+) we have:
Γ(U ; ηsa∗η
−1
sa F ) ≃ Γ(U ; η
−1
sa F ) ≃ Γ(U ;F )
where the second isomorphisms follows from Proposition 1.2.9. This implies
ηsa∗η
−1
sa ≃ id.
✷
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Notations 1.2.11 Since η−1sa is fully faithful and exact we will often identify
Coh(Xsa,R+) with its image in ModR+(kXsa). Hence, for F ∈ Coh(Xsa,R+)
we shall often write F instead of η−1sa F .
Thanks to Theorem 1.2.7 we can give another description of the category
of conic sheaves.
Theorem 1.2.12 Let F ∈ ModR+(kXsa). Then there exists a small filtrant
system {Fi} in Coh(Xsa,R+) such that F ≃ lim−→
i
ρ∗η
−1Fi.
Assume (1.5). Injective and quasi-injective objects of Mod(kXsa) are not
contained in ModR+(ksa). For this reason we are going to introduce a sub-
category which is useful when we try to find acyclic resolutions.
Lemma 1.2.13 Assume that X satisfies (1.5). Then the following property
is satisfied:
(1.8)


each finite covering of an R+-connected U ∈ Opc(Xsa)
has a finite refinement {Vi}
n
i=1 such that each ordered
union
⋃j
i=1 Vi is R
+-connected for each j ∈ {1, . . . , n}.
Proof. Let U ∈ Opc(Xsa) be R
+-connected. Then each finite covering of
U admits a finite refinement consisting of R+-connected open subanalytic
subsets. Let {Ui}
n
i=1 be a finite covering of U , Ui ∈ Op
c(Xsa) R
+-connected
for each i. We will construct a refinement satisfying (1.8).
For k = 1, . . . , n set Vk11 := Uk and Vk1i := Uσ(i) ∩ R
+(Uk ∩ Uσ(i)) for
i = 2, . . . , n and σ(i) = i − 1 if i ≤ k, σ(i) = i if i > k. Then set
Uk2 :=
⋃n
i=1 Vk1i and Vk2i := Uσ(i) ∩ R
+(Uk2 ∩ Uσ(i)). For j = 1, . . . , n
define recursively Ukj =
⋃j
ℓ=1
⋃n
i=1 Vkℓi and Vkji = Uσ(i) ∩ R
+(Ukj ∩ Uσ(i)).
Remark that
⋃j
p=1
⋃n
ℓ=1
⋃n
i=1 Vpℓi =
⋃j
p=1R
+Up ∩ U . By Lemma 1.2.14 be-
low all the sets Vkji are R
+-connected and {Vkji}i,k,j is a refinement of {Ui}i
satisfying (1.8) (with the lexicographic order).
✷
Lemma 1.2.14 Assume that X satisfies (1.5) (iii). Let U, V,W be open and
R
+-connected. Then U∪(V ∩R+(U∩V ))∪(W ∩R+(U∩W )) is R+-connected.
Proof. In what follows, when we write R+x we suppose that R+x ≃ R. If
R
+x = x everything becomes obvious.
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(i) First remark that U ∩ V (resp. U ∩ W , V ∩ W ) is R+-connected.
Indeed, let x1 ∈ U ∩R
+x, x2 ∈ V ∩R
+x for some x ∈ X. Then x1 = µ(x, a),
x2 = µ(x, b). Every path in R
+x connecting x1 and x2 contains µ(x, [a, b]).
Since U and V are R+-connected then U ∩ V ⊃ µ(x, [a, b]).
(ii) Now let us prove that U ∪ (V ∩ R+(U ∩ V )) is R+-connected. Let
x1, x2 ∈ U ∪ (V ∩ R
+(U ∩ V )) ∩ R+x for some x ∈ X. Then x1 = µ(x, a),
x2 = µ(x, b). We want to prove that µ(x, [a, b]) ⊂ U ∪ (V ∩ R
+(U ∩ V )). If
x1, x2 ∈ U it follows since U is R
+-connected and if x1, x2 ∈ V ∩R
+(U ∩ V )
it follows from (i). So we may assume that x1 ∈ U and x2 ∈ V ∩R
+(U ∩V ).
Since U is R+-connected and x2 ∈ R
+x1, there exists y = µ(x, c) ∈ U ∩ V .
Then µ(x, [a, c]) ⊂ U . In the same way µ(x, [b, c]) ⊂ V ∩ R+(U ∩ V ) and
hence µ(x, [a, c] ∪ [b, c]) ⊂ U ∪ (V ∩ R+(U ∩ V )).
(iii) Let us show that U ∪ (V ∩ R+(U ∩ V )) ∪ (W ∩ R+(U ∩W )) is R+-
connected. Let x1, x2 ∈ U ∪ (V ∩ R
+(U ∩ V )) ∪ (W ∩ R+(U ∩W )) ∩ R+x
for some x ∈ X. Then x1 = µ(x, a), x2 = µ(x, b). We want to prove
that µ(x, [a, b]) ⊂ U ∪ (V ∩ R+(U ∩ V )) ∪ (W ∩ R+(U ∩W )). By (i) and
(ii) we may reduce to the case x1 ∈ V , x2 ∈ W . As in (ii), there exist
y1 = µ(x, c) ∈ U ∩ V and y2 = µ(x, d) ∈ U ∩W . Then µ(x, [c, d]) ∈ U ,
µ(x, [a, c]) ⊂ V ∩ R+(U ∩ V ) and µ(x, [b, d]) ⊂ W ∩ R+(U ∩ W ). Hence
µ(x, [c, d]∪ [a, c]∪ [b, d]) ∈ U ∪ (V ∩R+(U ∩V ))∪ (W ∩R+(U ∩W )) and the
result follows.
✷
Definition 1.2.15 A sheaf F ∈ Mod(kXsa) is R
+-quasi-injective if for each
R
+-connected U ∈ Opc(Xsa) the restriction morphism Γ(X;F ) → Γ(U ;F )
is surjective.
Remark that the functor η−1sa sends injective objects of Mod(kXsa,R+ ) to
R
+-quasi-injective objects since Γ(U ; η−1sa F ) ≃ Γ(R
+U ;F ) if U ∈ Opc(Xsa) is
R
+-connected. Moreover the category of R+-injective objects is cogenerating
since injective objects are cogenerating in Mod(kXsa). Once we have (1.8)
and (1.5) (iv) it is easy to prove Propositions 1.2.16 and 1.2.17 below in
the same way as the corresponding classical results for c-soft sheaves (see
Propositions 2.5.8, 2.5.10 and Corollary 2.5.9 of [8]).
Proposition 1.2.16 Let 0 → F ′ → F → F ′′ → 0 be an exact sequence in
Mod(kXsa) and assume that F
′ is R+-quasi-injective. Let U ∈ Op(Xsa) be
R
+-connected. Then the sequence
0→ Γ(U ;F ′)→ Γ(U ;F )→ Γ(U ;F ′′)→ 0
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is exact.
Proposition 1.2.17 Let F ′, F be R+-quasi-injective and consider the exact
sequence 0 → F ′ → F → F ′′ → 0 in Mod(kXsa). Then F
′′ is R+-quasi-
injective.
It follows from the preceding results that
Proposition 1.2.18 R+-quasi-injective objects are injective with respect to
the functor Γ(U ; ·), with U ∈ Op(Xsa) and R
+-connected.
Corollary 1.2.19 R+-quasi-injective objects are ηsa∗-injective.
Theorem 1.2.20 The categories Db(kX
sa,R+
) and Db
R+
(kXsa) are equiva-
lent.
Proof. In order to prove this statement, it is enough to show that η−1sa is
fully faithful. Let F ∈ Db(kX
sa,R+
) and let F ′ be an injective complex quasi-
isomorphic to F . Since η−1sa sends injective objects to R
+-quasi-injective
objects which are ηsa∗-injective, we have Rηsa∗η
−1
sa F ≃ ηsa∗η
−1
sa F
′ ≃ F ′ ≃ F .
This implies Rηsa∗η
−1
sa ≃ id, hence η
−1
sa is fully faithful.
✷
Corollary 1.2.21 Let F ∈ Db
R+
(kXsa) and let U ∈ Op(Xsa) be R
+-connected.
Then RΓ(R+U ;F )
∼
→ RΓ(U ;F ).
Hence for each F ∈ Db
R+
(kXsa) we have F ≃ η
−1
sa F
′ with F ′ ∈ Db(kX
sa,R+
).
Remark 1.2.22 Thanks to these results, in order to prove that a mor-
phism F → G in Db
R+
(kXsa) is an isomorphism, it is enough to check that
RΓ(U ;F )
∼
→ RΓ(U ;G) for each U ∈ Op(Xsa,R+).
Remark 1.2.23 It is easy to check that the six Grothendieck operations,
except the functor of proper direct image, preserve conic subanalytic sheaves.
We refer to [17] for a detailed exposition.
1.3 Conic sheaves on vector bundles
Let E
τ
→ Z be a real vector bundle, with dimension n over a real analytic
manifold Z. Then R+ acts naturally on E by multiplication on the fibers.
We identify Z with the zero-section of E and denote by i : Z →֒ E the
embedding. We set E˙ = E \ Z and
.
τ : E˙ → Z denotes the projection.
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Lemma 1.3.1 The category Op(Esa) satisfies (1.5).
Proof. Let us prove (1.5) (i). Let {Vi}i∈N be a locally finite covering of
Z with Vi ∈ Op
c(Zsa) such that τ
−1(Vi) ≃ R
m × Rn and let {Ui} be a
refinement of {Vi} with Ui ∈ Op
c(Zsa) and Ui ⊂ Vi for each i. Then U is
covered by a finite number of τ−1(Ui) and U ∩ τ
−1(Ui) is relatively compact
in τ−1(Vi) for each i. We may reduce to the case E ≃ R
m × Rn. Let us
consider the morphism of manifolds
ϕ : Rm × Sn−1 × R → Rm × Rn
(z, ϑ, r) 7→ (z, ri(ϑ)),
where i : Sn−1 →֒ Rn denotes the embedding. Then ϕ is proper and
subanalytic. The subset ϕ−1(U) is subanalytic and relatively compact in
R
m × Sn−1 ×R.
(a) By a result of [20], ϕ−1(U \Z) admits a finite cover {Wj}j∈J such that
the intersections of eachWj with the fibers of π : R
m×Sn−1×R→ Rm×Sn−1
are contractible or empty. Then ϕ(Wj) is an open subanalytic relatively
compact R+-connected subset of Rm ×Rn for each j. In this way we obtain
a finite covering of U\Z consisting of R+-connected subanalytic open subsets.
(b) Let p ∈ π(ϕ−1(U∩Z)). Then π−1(p)∩U is a disjoint union of intervals.
Let us consider the interval (m(p),M(p)), m(p) < M(p) ∈ R containing 0.
Set WZ = {(p, r) ∈ U ; m(p) < r < M(p)}. The set WZ is open subanalytic
(it is a consequence of Proposition 1.2, Chapter 6 of [19]), contains ϕ−1(U∩Z)
and its intersections with the fibers of π are contractible. Then ϕ(WZ) is an
open R+-connected subanalytic neighborhood of U ∩ Z and it is contained
in U .
By (a) there exists a finite covering {ϕ(Wj)}j∈J of U \ Z consisting of
R
+-connected subanalytic open subsets, and ϕ(WZ) ∪
⋃
j∈J ϕ(Wj) = U .
By Proposition 8.3.8 of [8] the category Op(Esa) also satisfies (1.5) (ii).
Moreover (1.5) (iii) and (iv) are clearly satisfied.
✷
Now let us consider E endowed with the conic topology. In this situation,
an object U ∈ Op(ER+) is the union of U˙ ∈ Op(E˙R+) and UZ ∈ Op(Z) such
that
.
τ
−1
(UZ) ⊂ U˙ . If U, V ∈ Op(ER+), then U ⊂⊂ V if UZ ⊂⊂ VZ in
Z and U˙ ⊂⊂ V˙ in E˙R+ (this means that π(U˙) ⊂⊂ π(V˙ ) in E˙/R
+, where
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π : E˙ → E˙/R+ denotes the projection).
Applying Theorem 1.2.20 we have the following
Theorem 1.3.2 The categories Db
R+
(kEsa) and D
b(kE
sa,R+
) are equivalent.
Consider the subcategory Modcb
R-c,R+(kE) of ModR-c,R+(kE) consisting of
sheaves whose support is compact on the base (i.e. τ(supp(F )) is compact
in Z). The restriction of η−1 to Coh(Esa,R+) gives rise (see [17] for more
details) to an equivalence of categories
(1.9) η−1 : Coh(Esa,R+)
∼
→ Modcb
R-c,R+(kE).
As a consequence of Theorem 1.2.12 one has the following
Theorem 1.3.3 Let F ∈ ModR+(kEsa). Then there exists a small filtrant
system {Fi} in Mod
cb
R-c,R+(kE) such that F ≃ lim−→
i
ρ∗Fi.
We end this section with this result, which will be useful in the next
section.
Lemma 1.3.4 Let F ∈ Db
R+
(kEsa). Then:
(i) Rτ∗F ≃ i
−1F .
(ii) Rτ!!F ≃ i
!F .
Proof. (i) The adjunction morphism defines Rτ∗F ≃ i
−1τ−1Rτ∗F → i
−1F .
Let V ∈ Opc(Zsa). Then
lim−→
U⊃V
RkΓ(U ;F ) ≃ lim−→
U⊃V
τ(U)=V
RkΓ(U ;F ) ≃ RkΓ(τ−1(V );F ) ≃ RkΓ(V ;Rτ∗F ),
where U ∈ Op(Esa) and R
+-connected. The second isomorphism follows
from Corollary 1.2.21.
(ii) The adjunction morphism defines i!F → i!τ !Rτ!!F ≃ Rτ!!F . Let
V ∈ Opc(Zsa), and let K be a compact subanalytic R
+-connected neigh-
borhood of V in E. Then τ−1(V ) \K is R+-connected and subanalytic, and
R
+(τ−1(V )\K) = τ−1(V )\Z. By Corollary 1.2.21 we have the isomorphism
RΓ(τ−1(V ); RΓZF ) ≃ RΓ(τ
−1(V ); RΓKF ).
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It follows from the definition of Rτ!! that for any k ∈ Z and V ∈ Op
c(Zsa)
we have RkΓ(V ;Rτ!!F ) ≃ lim−→
K
RkΓ(τ−1(V ); RΓKF ), where K ranges through
the family of compact subanalytic R+-connected neighborhoods of V in E.
On the other hand for any k ∈ Z we have RkΓ(V ; i!F ) ≃ RkHom(i∗kV , F ) ≃
RkHom(i∗i
−1τ−1kV , F ) ≃ R
kΓ(τ−1(V ),RΓZF ) and the result follows.
✷
1.4 Fourier-Sato transformation
Let E
τ
→ Z be a real vector bundle, with dimension n over a real analytic
manifold Z and E∗
π
→ Z its dual. We identify Z as the zero-section of E
and denote i : Z →֒ E the embedding, we define similarly i : Z →֒ E∗. We
denote by p1 and p2 the projections from E ×Z E
∗:
E ×
Z
E∗
p1
wwppp
pp
pp
pp
pp
pp p2
''OO
OO
OO
OO
OO
OO
O
E
τ
((PP
PP
PP
PP
PP
PP
PP
P E∗
π
vvmmm
mm
mm
mm
mm
mm
mm
Z
We set
P := {(x, y) ∈ E ×
Z
E∗; 〈x, y〉 ≥ 0}
P ′ := {(x, y) ∈ E ×
Z
E∗; 〈x, y〉 ≤ 0}
and we define the functors

ΨP ′ = Rp1∗ ◦RΓP ′ ◦ p
!
2 : D
b
R+
(kE∗sa)→ D
b
R+
(kEsa)
ΦP ′ = Rp2!! ◦ (·)P ′ ◦ p
−1
1 : D
b
R+
(kEsa)→ D
b
R+
(kE∗sa)
ΨP = Rp2∗ ◦ RΓP ◦ p
−1
1 : D
b
R+
(kEsa)→ D
b
R+
(kE∗sa)
ΦP = Rp1!! ◦ (·)P ◦ p
!
2 : D
b
R+
(kE∗sa)→ D
b
R+
(kEsa)
Remark 1.4.1 These functors are well defined, more generally they send
subanalytic sheaves to conic subanalytic sheaves.
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Lemma 1.4.2 Let F ∈ Db
R+
(kEsa). Then supp((RΓP (p
−1
1 F ))P ′) is con-
tained in Z ×Z E
∗.
Proof. We may reduce to the case F ∈ ModR+(kEsa). Then F = lim−→
i
ρ∗Fi,
with Fi ∈ Mod
cb
R-c,R+(kE). We have
Hk(RΓP (p
−1
1 lim−→
i
ρ∗Fi)P ′) ≃ lim−→
i
Hk(RΓP (p
−1
1 ρ∗Fi)P ′)
≃ lim−→
i
ρ∗H
k(RΓP (p
−1
1 Fi)P ′)
≃ lim−→
i
ρ∗(H
k(RΓP (p
−1
1 Fi)P ′))Z×ZE∗ ,
where the last isomorphism follows from Lemma 3.7.6 of [8].
✷
Lemma 1.4.3 Let A and B be two closed subanalytic subsets of E such that
A ∪B = E, and let F ∈ Db(kEsa). Then RΓA(FB) ≃ (RΓAF )B.
Proof. We have a natural arrow (ΓAF )B → ΓA(FB), and R(ΓAF )B ≃
(RΓAF )B since (·)B is exact. Then we obtain a morphism (RΓAF )B →
RΓA(FB). It is enough to prove that for any k ∈ Z and for any F ∈
Mod(kEsa) we have (R
kΓAF )B
∼
→ RkΓA(FB). Since both sides commute
with filtrant lim−→, we may assume F ∈ Mod
c
R-c(kE). Then the result follows
from the corresponding one for classical sheaves.
✷
Proposition 1.4.4 The two functors ΦP ′,ΨP : D
b
R+
(kEsa) → D
b
R+
(kE∗sa)
are isomorphic.
Proof. We have the chain of isomorphisms:
ΦP ′F = Rp2!!(p
−1
1 F )P ′
≃ Rp2!!RΓP ((p
−1
1 F )P ′)
≃ Rp2!!(RΓP (p
−1
1 F ))P ′
≃ Rp2∗(RΓP (p
−1
1 F ))P ′
≃ Rp2∗RΓP (p
−1
1 F ).
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The first isomorphism follows from Lemma 1.3.4 (ii), the second one from
Lemma 1.4.3, the third one from Lemma 1.4.2 and the last one from Lemma
1.3.4 (i).
✷
Definition 1.4.5 Let F ∈ Db
R+
(kEsa).
(i) The Fourier-Sato transform is the functor
(·)∧ : Db
R+
(kEsa)→ D
b
R+
(kE∗sa)
F∧ = ΦP ′F ≃ ΨPF.
(ii) The inverse Fourier-Sato transform is the functor
(·)∨ : Db
R+
(kE∗sa)→ D
b
R+
(kEsa)
F∨ = ΨP ′F ≃ ΦPF.
It follows from definition that the functors ∧ and ∨ commute with Rρ∗
and ρ−1. We have quasi-commutative diagrams
Db
R+
(kE)
Rρ∗

∧ // Db
R+
(kE∗)
∨
oo
Rρ∗

Db
R+
(kEsa)
∧ // Db
R+
(kE∗sa)∨
oo
Db
R+
(kE)
∧ // Db
R+
(kE∗)
∨
oo
Db
R+
(kEsa)
∧ //
ρ−1
OO
Db
R+
(kE∗sa).∨
oo
ρ−1
OO
This implies that these functors are the extension to conic subanalytic
sheaves of the classical Fourier-Sato and inverse Fourier-Sato transforms.
Theorem 1.4.6 The functors ∧ and ∨ are equivalence of categories, inverse
to each others. In particular we have
HomDb
R+
(kEsa )
(F,G) ≃ HomDb
R+
(kE∗sa )
(F∧, G∧).
Proof. Let F ∈ Db
R+
(kEsa). The functors
∧ and ∨ are adjoint functors, then
we have a morphism F → F∧∨. To show that it induces an isomorphism it is
enough to check that RΓ(U ;F )→ RΓ(U ;F∧∨) is an isomorphism on a basis
for the topology of Esa. Hence we may assume that U is R
+-connected. By
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Proposition 1.2.21 we may suppose that U is an open subanalytic cone of E.
we have the chain of isomorphisms:
RHom(kU , F
∧∨) = RHom(kU ,ΨP ′ΦP ′F )
≃ RHom(ΦP ′kU ,ΦP ′F )
≃ RHom(ΦP ′kU ,ΨPF )
≃ RHom(ΦPΦP ′kU , F )
≃ RHom(kU , F ),
where the last isomorphism follows from Theorem 3.7.9 of [8] and from the
fact that the functors ∧ and ∨ commute with Rρ∗. Similarly we can show
that for G ∈ Db
R+
(kE∗sa) we have an isomorphism G
∨∧ ∼→ G.
✷
Remark 1.4.7 In the complex case we have the same result with
P := {(x, y) ∈ E ×
Z
E∗,Re〈x, y〉 ≥ 0},
P ′ := {(x, y) ∈ E ×
Z
E∗,Re〈x, y〉 ≤ 0}.
Remark 1.4.8 The Fourier-Sato isomorphism can be extended to the case
of ind-sheaves (see [11] for complete exposition). On ER+ one can define
the category Ind(kE
R+
) of conic ind-sheaves: F ∈ Ind(kE
R+
) if it is a filtrant
ind-limit of Fi ∈ Mod
cb(kE
R+
) (i.e. with compact support on the base). With
slight modifications to the results of this section one can extend the Fourier-
Sato transform to this setting and prove that it induces an equivalence between
the categories Db(Ind(kE
R+
)) and Db(Ind(kE∗
R+
)).
2 Laplace transform
As an application of the preceding constructions we introduce the conic
sheaves of tempered and Whitney holomorphic functions in order to give
a sheaf theoretical interpretation of the Laplace isomorphism of [10]. We
refer to [6, 9] for the definition of the functors of temperate and formal co-
homology and to [10] for the action of the Laplace transform on temperate
and formal cohomology.
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2.1 Review on temperate cohomology
From now on, the base sheaf is C. Let M be a real analytic manifold. One
denotes by DbM the sheaf of Schwartz’s distributions, and by DM the sheaf of
finite order differential operators with analytic coefficients. In [6] the author
defined the functor
THom(·,DbM ) : ModR-c(CM )→ Mod(DM )
in the following way: let U be a subanalytic subset of M and Z = M \ U .
Then the sheaf THom(CU ,DbM) is defined by the exact sequence
0→ ΓZDbM → DbM → THom(CU ,DbM )→ 0.
This functor is exact and extends as functor in the derived category, from
Db
R-c(CM ) to D
b(DM ). Moreover the sheaf THom(F,DbM ) is soft for any
R-constructible sheaf F .
Let us denote by C∞M the sheaf of C
∞-functions and let Z be a closed subset
of M . One denotes by I∞M,Z the sheaf of C
∞-functions on M vanishing up
to infinite order on Z.
Definition 2.1.1 A Whitney function on a closed subset Z of M is an in-
dexed family F = (F k)k∈Nn consisting of continuous functions on Z such
that ∀m ∈ N, ∀k ∈ Nn, |k| ≤ m, ∀x ∈ Z, ∀ε > 0 there exists a neighborhood
U of x such that ∀y, z ∈ U ∩ Z
∣∣∣∣∣∣F
k(z)−
∑
|j+k|≤m
(z − y)j
j!
F j+k(y)
∣∣∣∣∣∣ ≤ εd(y, z)
m−|k|.
We denote by W∞M,Z the space of Whitney C
∞-functions on Z. We denote by
W∞M,Z the sheaf U 7→W
∞
U,U∩Z.
In [9] the authors defined the functor
·
w
⊗ C∞M : ModR-c(CM )→ Mod(DM )
in the following way: let U be a subanalytic open subset ofM and Z = M\U .
Then CU
w
⊗ C∞M = I
∞
M,Z, and CZ
w
⊗ C∞M = W
∞
M,Z . This functor is exact and
extends as a functor in the derived category, from Db
R-c(CM ) to D
b(DM ).
Moreover the sheaf F
w
⊗ C∞M is soft for any R-constructible sheaf F .
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Now let X be a complex manifold, XR the underlying real analytic man-
ifold and X the complex conjugate manifold. The product X ×X is a com-
plexification of XR by the diagonal embedding XR →֒ X ×X . One denotes
by OX the sheaf of holomorphic functions and by DX the sheaf of finite order
differential operators with holomorphic coefficients. For F ∈ Db
R-c(CX) one
sets
THom(F,OX) = RHomD
X
(OX ,THom(F,DbXR)),
F
w
⊗OX = RHomD
X
(OX , F
w
⊗ C∞XR),
and these functors are called the functors of temperate and formal cohomol-
ogy respectively.
2.2 The Weyl algebra
Let E be complex vector space of finite dimension n. Let us denote by O(E)
the polynomial ring on E. We denote by D(E) the Weyl algebra on E, that
is, the ring of differential operators with coefficient in O(E).
The Fourier transform ∧ : D(E) → D(E∗) and the inverse Fourier trans-
form ∨ : D(E∗)→ D(E) induce isomorphisms which are defined as follows:
let (z1, . . . , zn) and (ζ1, . . . , ζn) be two systems of coordinates in E and E
∗
respectively. We have
z∧i = −∂ζi and ∂
∧
zi
= ζi.
On the other hand we have
−zi = ∂
∨
ζi
and ∂zi = ζ
∨
i .
Let us consider the subanalytic site Esa. We denote by D(Esa) (resp.
O(Esa)) the constant sheaf on Esa associated to D(E) (resp. O(E)). We
denote by Mod(D(Esa)) the category of D(Esa)-modules.
2.3 The sheaves DbtM and C
∞,w
M
Let M be a real analytic manifold.
Definition 2.3.1 One denotes by DbtM the presheaf of tempered distribu-
tions on Msa defined as follows:
U 7→ Γ(M ;DbM )/ΓM\U (M ;DbM ).
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As a consequence of the Łojasievicz’s inequalities [13], for U, V ∈ Op(Msa)
the sequence
0→ DbtM(U ∪ V )→ Db
t
M (U)⊕Db
t
M(V )→ Db
t
M (U ∩ V )→ 0
is exact. For each U ∈ Op(Msa) the restriction morphism Γ(M ;Db
t
M ) →
Γ(U ;DbtM ) is surjective and RΓ(U ;Db
t
M ) is concentrated in degree zero.
Moreover DbtM is exact on ModR-c(CM ), i.e. it is a quasi-injective object of
Mod(CMsa). We have the following result (see [11], Proposition 7.2.6)
Proposition 2.3.2 For each F ∈ ModR-c(CM ) one has the isomorphism
Hom(F,DbtM ) ≃ Γ(M ;THom(F,DbM )).
Now let X be a complex manifold, XR the underlying real analytic man-
ifold and X the complex conjugate manifold. One defines the sheaf OtX ∈
Db(CXsa) of tempered holomorphic functions as follows:
OtX = RHomρ!DX (ρ!OX ,Db
t
XR
).
The relation with the functor of temperate cohomology is given by the
following result
Proposition 2.3.3 For each F ∈ Db
R-c(CX) one has the isomorphism
THom(F,OX) ≃ ρ
−1
RHom(F,OtX ).
LetM be a real analytic manifold. As usual we set D′(·) = RHom(·,CM ).
We consider a slight generalization of the sheaf of Whitney C∞-functions of
[11].
Definition 2.3.4 Let F ∈ ModR-c(CM ) and let U ∈ Op(Msa). We define
the presheaf C∞,w
M |F as follows:
U 7→ Γ(M ;H0D′CU ⊗ F
w
⊗ C∞M ).
Let U, V ∈ Op(Msa), and consider the exact sequence
0→ CU∩V → CU ⊕ CV → CU∪V → 0,
applying the functor Hom(·,CM ) = H
0D′(·) we obtain
0→ H0D′CU∩V → H
0D′CU ⊕H
0D′CV → H
0D′CU∪V ,
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applying the exact functors ·⊗F , ·
w
⊗C∞M and taking global sections we obtain
0→ C∞,w
M |F (U ∪ V )→ C
∞,w
M |F (U)⊕ C
∞,w
M |F (V )→ C
∞,w
M |F (U ∩ V ).
This implies that C∞,w
M |F is a sheaf on Msa. Moreover if U ∈ Op(Msa) is l.c.t.,
the morphism Γ(M ; C∞,w
M |F ) → Γ(U ; C
∞,w
M |F ) is surjective and RΓ(U ; C
∞,w
M |F ) is
concentrated in degree zero. Let 0→ F → G→ H → 0 be an exact sequence
in ModR-c(CM ), we obtain an exact sequence in Mod(CMsa)
(2.1) 0→ C∞,w
M |F → C
∞,w
M |G → C
∞,w
M |H → 0.
We can easily extend the sheaf C∞,w
M |F to the case of F ∈ D
b
R-c(CM ), taking
a finite resolution of F consisting of locally finite sums ⊕CV , with V l.c.t.
in Opc(Msa). In fact, the sheaves C
∞,w
M |⊕CV
form a complex quasi-isomorphic
to C∞,w
M |F consisting of acyclic objects with respect to Γ(U ; ·), where U is l.c.t.
in Opc(Msa).
As in the case of Whitney C∞-functions one can prove that, if G ∈
Db
R-c(CM ) one has
ρ−1RHom(G, C∞,w
F |M ) ≃ D
′G⊗ F
w
⊗ C∞M .
Exemple 2.3.5 Setting F = CM we obtain the sheaf of Whitney C
∞-functions.
Let U be an open subanalytic subset of M . Then C∞,w
M |CU
is the sheaf of Whit-
ney C∞-functions vanishing on M \ U with all their derivatives.
Notations 2.3.6 Let Z be a locally closed subanalytic subset of M . We set
for short C∞,w
M |Z instead of C
∞,w
M |CZ
.
Let X be a complex manifold and let Z be a complex submanifold of X.
Let F ∈ Db
R-c(CX). We denote by O
w
X|F ∈ D
b(CXsa) the object defined as
follows:
OwX|F := RHomρ!DX (ρ!OX , C
∞,w
XR|F
).
Let 0 → F → G → H → 0 be an exact sequence in ModR-c(CX). Then the
exact sequence (2.1) gives rise to the distinguished triangle
(2.2) OwX|F → O
w
X|G → O
w
X|H
+
→ .
The relation with the functor of formal cohomology is given by the follow-
ing result
Proposition 2.3.7 For each F,G ∈ Db
R-c(CX) one has the isomorphism
D′F ⊗G
w
⊗OX ≃ ρ
−1
RHom(F,OwX|G).
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2.4 Direct images for proper smooth morphisms
Let X be a complex manifold of complex dimension dimX. Let ΩtX denote
the subanalytic sheaf of tempered holomorphic forms of degree dimX. Let
f : X → Y be a morphism of complex manifolds. Let DX→Y = OX ⊗f−1OY
f−1DY be the transfer bimodule of f . The inverse image of a DY -module
M is defined by
f−1M = DX→Y
L
⊗
f−1DY
f−1M.
Set d = dimX − dimY . We recall the following isomorphisms of [11] and
[17]:
f !ΩtY ≃ Ω
t
X
L
⊗
ρ!DX
ρ!DX→Y [d],(2.3)
f !OwY ≃ RHomρ!DX (ρ!DX→Y ,O
w
X)[2d].(2.4)
Isomorphisms (2.5) and (2.7) below has been already proven in [11] in the
framework of ind-sheaves and can be obtained thanks to the equivalence
between ind-R-constructible sheaves and subanalyitic sheaves. Here we give
a direct proof.
Proposition 2.4.1 Let M ∈ Db(DY ). There are natural isomorphisms
f !(ΩtY
L
⊗
ρ!DY
ρ!M) ≃ Ω
t
X
L
⊗
ρ!DX
ρ!f
−1M[d],(2.5)
f !RHomρ!DY (ρ!M,O
w
Y ) ≃ RHomρ!DX (ρ!f
−1M,OwX )[2d].(2.6)
Proof. (i) We have the chain of isomorphisms
f !(ΩtY
L
⊗
ρ!DY
ρ!M) ≃ f
!ΩtY
L
⊗
ρ!f
−1DY
ρ!f
−1M
≃ ΩtX
L
⊗
ρ!DX
ρ!DX→Y
L
⊗
ρ!f
−1DY
ρ!f
−1M[d]
≃ ΩtX
L
⊗
ρ!DX
ρ!f
−1M[d],
where the first isomorphism follows from Proposition 2.4.7 of [16] and the
second one from (2.3).
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(ii) We have the chain of isomorphisms
f !RHomρ!DY (ρ!M,O
w
Y )
≃ RHomρ!f−1DY (ρ!f
−1M, f !OwY )
≃ RHomρ!f−1DY (ρ!f
−1M,RHomρ!DX (ρ!DX→Y ,O
w
X))[2d]
≃ RHomρ!DX (ρ!f
−1M,OwX))[2d],
where the first isomorphism follows from the dual projection formula and
the second one from (2.4).
✷
We say that an OX-module F is quasi-good if for any relatively compact
open subset U , F is an increasing sequence of coherent OX |U -submodules.
A DX -module is called quasi-good if it is quasi-good as an OX -module.
We denote by Dbq−good(DX) the full triangulated subcategory of D
b(DX)
consisting of objects with quasi-good cohomology. The direct image of a
DX -module N is defined by
f∗N = Rf∗(DY←X
L
⊗
DX
N ).
Proposition 2.4.2 Suppose that f : X → Y is smooth and proper and let
N ∈ Dbq−good(DX). Then we have natural isomorphisms
Rf∗(Ω
t
X
L
⊗
ρ!DX
ρ!N ) ≃ Ω
t
Y
L
⊗
ρ!DY
ρ!f∗N(2.7)
Rf∗RHomρ!DX (ρ!N ,O
w
X)[d] ≃ RHomρ!DY (ρ!f∗N ,O
w
Y ).(2.8)
Proof. We shall first find the morphisms and then show that they are
isomorphisms.
(i)a We have the morphisms
f−1ΩtY
L
⊗
ρ!f
−1DY
ρ!DY←X ≃ f
!ΩtY
L
⊗
ρ!f
−1DY
ρ!DY←X [−2d]
≃ ΩtX
L
⊗
ρ!DX
ρ!DX→Y
L
⊗
ρ!f
−1DY
ρ!DY←X [−d]
≃ RHomρ!DX (ρ!DY←X ,Ω
t
X)
L
⊗
ρ!f
−1DY
ρ!DY←X
→ ΩtX ,
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where the first isomorphism follows from Proposition 2.4.9 of [16], the second
one follows from (2.3), and the third one from Proposition 4.19 of [7].
(i)b We have the morphisms
ΩtY
L
⊗
ρ!DY
ρ!f∗N ≃ Ω
t
Y
L
⊗
ρ!DY
ρ!Rf∗(DY←X
L
⊗
DX
N )
≃ ΩtY
L
⊗
ρ!DY
Rf∗(ρ!DY←X
L
⊗
ρ!DX
ρ!N )
≃ Rf∗(f
−1ΩtY
L
⊗
ρ!f
−1DY
(ρ!DY←X
L
⊗
ρ!DX
ρ!N ))
≃ Rf∗((f
−1ΩtY
L
⊗
ρ!f
−1DY
ρ!DY←X)
L
⊗
ρ!DX
ρ!N )
→ Rf∗(Ω
t
X
L
⊗
ρ!DX
ρ!N ),
where the second isomorphism follows since f is smooth and the last arrow
follows from (i)a.
(i)c Let us prove (2.7). Let U ∈ Op
c(Ysa). We have the chain of isomor-
phisms
RΓ(U ; ΩtY
L
⊗
ρ!DY
ρ!f∗N ) ≃ RΓ(Y ; ρ
−1RΓU (Ω
t
Y
L
⊗
ρ!DY
ρ!f∗N ))
≃ RΓ(Y ;THom(CU ,ΩY )
L
⊗
DY
f∗N )
≃ RΓ(Y ;Rf∗(THom(Cf−1(U),ΩX)
L
⊗
DX
N ))
≃ RΓ(X; ρ−1RΓf−1(U)(Ω
t
X
L
⊗
ρ!DX
ρ!N ))
≃ RΓ(f−1(U); ΩtX
L
⊗
ρ!DX
ρ!N )
≃ RΓ(U ;Rf∗(Ω
t
X
L
⊗
ρ!DX
ρ!N )),
where the third isomorphism follows from Theorem 7.3 of [9].
(ii)a We have the isomorphisms
f !OwY ≃ RHomρ!DX (ρ!DX→Y ,O
w
X)[2d]
≃ ρ!DY←X
L
⊗
ρ!DX
OwX [d],
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where the first isomorphism follows from (2.4) and the second one from
Proposition 4.19 of [7].
(ii)b We have the morphisms
Rf∗RHomρ!DX (ρ!N ,O
w
X)[d]
→ Rf∗RHomρ!f−1DY (ρ!(DY←X
L
⊗
DX
N ), ρ!DY←X
L
⊗
ρ!DX
OwX)[d]
≃ Rf∗RHomρ!f−1DY (ρ!(DY←X
L
⊗
DX
N ), f !OwY )
≃ RHomρ!DX (Rf∗ρ!(DY←X
L
⊗
DX
N ),OwY )
≃ RHomρ!DX (ρ!Rf∗(DY←X
L
⊗
DX
N ),OwY )
≃ RHomρ!DX (ρ!f∗N ,O
w
Y ),
where the first isomorphism follows from (ii)a and the third one follows since
f is smooth.
(ii)c Let us prove (2.8). Let U ∈ Op
c(Ysa). We have the chain of isomor-
phisms
RΓ(U ;RHomρ!DY (ρ!f∗N ,O
w
Y ) ≃ RHomρ!DY (ρ!f∗N ,RΓUO
w
Y )
≃ RHomDY (f∗N , ρ
−1RΓUO
w
Y )
≃ RHomDY (f∗N ,D
′
CU
w
⊗OY )
≃ RHomDX (N , f
−1D′CU
w
⊗OX)[d]
≃ RHomDX (N ,D
′f−1CU
w
⊗OX)[d]
≃ RHomDX (N , ρ
−1RΓf−1(U)O
w
X)[d]
≃ RHomρ!DX (ρ!N ,RΓf−1(U)O
w
X)[d]
≃ RΓ(f−1(U);RHomρ!DX (ρ!N ,O
w
X))[d]
≃ RΓ(U ;Rf∗RHomρ!DX (ρ!N ,O
w
X)[d],
where the fourth isomorphism follows from Theorem 7.3 of [9] and the fifth
one follows since f is smooth.
✷
Remark 2.4.3 There are similar isomorphisms for Ow
Y |F , F ∈ D
b
R-c(CY ),
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namely (with the same hypothesis as above)
f !RHomρ!DY (ρ!M,O
w
Y |F ) ≃ RHomρ!DX (ρ!f
−1M,OwX|f−1F )[2d],(2.9)
RHom(ρ!f∗N ,O
w
Y |F ) ≃ Rf∗RHomρ!DX (N ,O
w
X|f−1F )[d].(2.10)
The proof is the same as the one for (2.6) and (2.8). We only considered the
case F = CX to lighten notations.
2.5 The sheaves DbtE
R+
and C∞,wE
R+
Let E be a n-dimensional real vector space, and let i : E →֒ P its projective
compactification. If there is no risk of confusion we will identify E with its
image i(E). Let us denote by j : P → ER+ the natural morphism of sites,
i.e. jt(U) = U for each U ∈ Op(ER+).
Definition 2.5.1 We denote by DbtE
R+
the sheaf on Esa,R+ defined as fol-
lows: DbtE
R+
:= j∗Db
t
P .
Then DbtE
R+
is a sheaf on Esa,R+ , that is, it belongs to ModR+(CEsa). More-
over DbtE
R+
extends to an exact functor onModR-c,R+(CE), i.e. Hom(·,Db
t
E
R+
)
is exact on ModR-c,R+(CE). In fact let F ∈ ModR-c,R+(CE). We have
Hom(F,DbtE
R+
) ≃ Hom(F, j∗Db
t
P ) ≃ Hom(j
−1F,DbtP ),
and DbtP is exact on ModR-c(CP ) since it is quasi-injective. Let us consider
THom(F,DbE) := Γ(P ;THom(j
−1F,DbP )).
Remark 2.5.2 It is isomorphic to THom(F,DbE) := Γ(P ;THom(i!F,DbP ))
introduced in [10]. In fact one can check easily that i!F ≃ j
−1F .
We have the chain of isomorphisms
Hom(F,DbtE
R+
) ≃ Hom(j−1F,DbtP )
≃ Γ(P ;THom(j−1F,DbP ))
≃ THom(F,DbE).
It follows that for any U ∈ Op(Esa,R+) we have
Γ(U ;DbtE
R+
) ≃ Γ(P ;THom(j−1CU ,DbP )) ≃ THom(CU ,DbE).
Hence the sections of DbtE
R+
(U) are tempered along the boundary of U and
at infinity. Denote by D(E) the Weyl algebra on E. Then DbtE
R+
is a
D(Esa)-module.
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Definition 2.5.3 We denote by C∞,wE
R+
the sheaf on Esa,R+ defined as follows:
C∞,wE
R+
:= j∗C
∞,w
P |E .
Then C∞,wE
R+
is a sheaf on Esa,R+, that is, it belongs to ModR+(CEsa). More-
over if V is an open subanalytic l.c.t. cone then RΓ(V ; C∞,wE
R+
) is concentrated
in degree zero. In fact we have
Hom(CV , C
∞,w
E
R+
) ≃ Hom(CV , j∗C
∞,w
P |E ) ≃ Hom(CV , C
∞,w
P |E ),
and C∞,w
P |E
is Γ(V ; ·)-acyclic. Let F ∈ Db
R-c,R+(CE) and consider the functor
F
W
⊗ C∞E := RΓ(P ; j
−1F
w
⊗ C∞P ).
Remark 2.5.4 It is isomorphic to F
W
⊗ C∞E := RΓ(P ; i!F
w
⊗ C∞P ) introduced
in [10].
We have the chain of isomorphisms
Hom(F, C∞,wE
R+
) ≃ Hom(j−1F, C∞,w
P |E )
≃ Γ(P ;D′(j−1F )⊗ CE
w
⊗ C∞P )
≃ D′F
W
⊗ C∞E .
It follows that for any U ∈ Op(Esa,R+) l.c.t. we have
Γ(U ; C∞,wE
R+
) ≃ Γ(U ; C∞,w
P |E ) ≃ Γ(P ;CU∩E
w
⊗ C∞P ) ≃ CU
W
⊗ C∞E .
Hence the sections of C∞,wE
R+
(U) are Whitney functions U rapidly decay at
infinity. Denote by D(E) the Weyl algebra on E. Then C∞,wE
R+
is a D(Esa)-
module.
2.6 Laplace transform
Let E be a n-dimensional complex vector space, let E be the complex con-
jugate of E.
Definition 2.6.1 We define the conic sheaves of tempered and Whitney
holomorphic functions by the complexes
OtE
R+
= RHomD(Esa)(O(Esa),Db
t
E
R+
),
OwE
R+
= RHomD(Esa)(O(Esa), C
∞,w
E
R+
).
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It follows from the definition that for any F ∈ Db
R-c,R+(CE)
RHom(F,OtE
R+
) ≃ THom(F,OE),
RHom(F,OwE
R+
) ≃ D′F
W
⊗OE .
Let E be a n-dimensional complex vector space, let E∗ the dual vector
space. Let i1 : E →֒ P and i2 : E
∗ →֒ P ∗ denote the projective compact-
ifications of E and E∗. Set i : E × E →֒ P × P ∗. Let j1 : P →֒ ER+ and
j2 : P
∗ →֒ E∗
R+
denote the natural morphisms of sites. We still denote by
p1, p2 the projections from P × P
∗ to P and P ∗ respectively. We also still
denote by ∧ and ∨ the Fourier-Sato transforms on P and P ∗ with kernels
Ci(P ′) and Ci(P ) respectively.
Lemma 2.6.2 Let G ∈ Db(CP ∗sa). Then
(Rj2∗G)
∨ ≃ Rj1∗(G
∨).
Proof. (i) Let F ∈ Db
R-c,R+(CE). Then we have the isomorphism [10]
(2.11) i2!(F
∧) ≃ (i1!F )
∧.
Then, keeping in mind that ik!F ≃ j
−1
k F , k = 1, 2 we have
RHom(F, (j2∗G)
∨) ≃ RHom(i2!(F
∧), G)
≃ RHom((i1!F )
∧, G)
≃ RHom(F, j1∗(G
∨)),
where the first and second isomorphism follow by adjunction and the second
one follows from (2.11).
✷
Set S = P×P ∗\i(E×E∗) and let OP×P ∗(∗S) be the sheaf of meromorphic
functions whose poles are contained in S. Let us consider theDP×P ∗-modules
L = (DP×P ∗e
−〈x,y〉)
L
⊗
OP×P∗
OP×P ∗(∗S),
L′ = (DP×P ∗e
〈x,y〉)
L
⊗
OP×P∗
OP×P ∗(∗S).
L is an holonomic DP×P ∗-module satisfying L ≃ L
L
⊗
OP×P∗
OP×P ∗(∗S). As an
OP×P ∗(∗S)-module it is invertible with inverse L
′.
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Lemma 2.6.3 There is a natural morphism
RΓi(P ′)Ω
t
P×P ∗ → Ω
t
P×P ∗
L
⊗
ρ!OP×P∗
ρ!L.
Proof. The proof is similar to that of Lemma 3.1.2 of [10]. We divide the
proof in several steps. Set Z = P × P ∗ for short and let U = {(x, y) ∈
P × P ∗, Re〈x, y〉 < −1}.
(i) By Lemma 3.1.2 (i) of [10] there is a natural arrow
(2.12) ρ!L
′ → ρ!ρ
−1RΓUO
t
Z → RΓUO
t
Z .
(ii) There is a natural isomorphism
(2.13) ΩtZ
L
⊗
ρ!OZ
ρ!L ≃ Ω
t
Z
L
⊗
ρ!OZ
ρ!OZ(∗S)
L
⊗
ρ!OZ
ρ!L
∼
→ RΓZ\SΩ
t
Z
L
⊗
ρ!OZ
ρ!L
where the second isomorphism follows from the isomorphism THom(G,ΩZ)
L
⊗
OZ
OZ(∗S) ≃ THom(G⊗ Sol(OZ(∗S)),ΩZ ) (G ∈ D
b
R-c(CZ)) of [3, 9].
(iii) There is a natural arrow
RΓi(P ′)Ω
t
Z
L
⊗
ρ!OZ
RΓUO
t
Z → RΓZ\SΩ
t
Z
induced by the multiplication.
Composing (i)-(iii) and using the ρ!OZ(∗S)-module structure of RΓZ\SΩ
t
Z
we obtain the required morphism.
✷
Lemma 2.6.4 Let N ∈ Dbq−good(DP ∗). Set L ◦ N = p1∗(L
L
⊗
OP×P∗
p2
−1N ).
There is a morphism
(2.14) ΩtP
L
⊗
ρ!DP
ρ!(L ◦ N )← (Ω
t
P ∗
L
⊗
ρ!DP∗
ρ!N )
∨[−n].
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Proof. The required morphism is the composition of the following mor-
phisms
ΩtP
L
⊗
ρ!DP
ρ!(L ◦ N ) ≃ Rp1∗(Ω
t
P×P ∗
L
⊗
ρ!DP×P∗
ρ!(L
L
⊗
OP×P∗
p2
−1N ))
≃ Rp1∗((Ω
t
P×P ∗
L
⊗
ρ!OP×P∗
ρ!L)
L
⊗
ρ!DP×P∗
ρ!p2
−1N )
← Rp1∗RΓi(P ′)(Ω
t
P×P ∗
L
⊗
ρ!DP×P∗
ρ!p2
−1N )
≃ Rp1∗RΓi(P ′)p
!
2(Ω
t
P ∗
L
⊗
ρ!DP∗
ρ!N )[−n].
The first isomorphism follows from (2.7), the third arrow from Lemma 2.6.3
and the last isomorphism from (2.5).
✷
Lemma 2.6.5 There is a natural morphism
RHomρ!OP×P∗ (L,O
w
P×P ∗|E×P ∗)→ (O
w
P×P ∗|P×E∗)i(P ).
Proof. The proof is similar to that of Lemma 3.1.2 of [10]. We divide the
proof in several steps. Set Z = P × P ∗ for short and let U = {(x, y) ∈
P × P ∗, Re〈x, y〉 < −1}.
(i) There is a natural isomorphism
RHomρ!OZ (ρ!L,O
w
Z ) ≃ RHomρ!OZ (ρ!L,RHomρ!OZ (ρ!OZ(∗S),O
w
Z ))
∼
← RHomρ!OZ (ρ!L,O
w
Z|Z\S)
where the second isomorphism follows from the isomorphism RHomOZ (OZ(∗S), G
w
⊗
OZ) ≃ (Sol(OZ(∗S))⊗G)
w
⊗OZ (G ∈ D
b
R-c(CZ)) of [3, 9].
(ii) There is a natural arrow
RHomρ!OZ (ρ!L,O
w
Z|Z\S) ≃ (ρ!L
′
L
⊗
ρ!OZ
OwZ|Z\S)Z\S
→ (ρ!L
′
L
⊗
ρ!OZ
OwZ|Z\S)i(P ′),
where the isomorphism follows from the ρ!OZ(∗S)-module structure ofO
w
Z|Z\S
and the fact that L′|S = 0.
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(iii) We have an arrow
(ρ!L
′
L
⊗
ρ!OZ
OwZ|Z\S)i(P ′) → (ρ!ρ
−1ΓUO
t
Z
L
⊗
ρ!OZ
OwZ|Z\S)i(P ′)
→ (OwZ|Z\S)i(P ′),
where the first arrow follows from Lemma 3.1.2 of [10] and the second one is
induced by the multiplication.
Composing (i)-(iii) and using the fact that there are natural arrows in-
duced by the distinguished triangle (2.2)
OwP×P ∗|E×P ∗ → O
w
P×P ∗,
OwP×P ∗|E×E∗ → O
w
P×P ∗|P×E∗,
we obtain the required morphism.
✷
Lemma 2.6.6 Let N ∈ Dbq−good(DP ∗). Set L◦N = p1∗(L⊗OP×P∗ p2
−1N ).
There is a morphism
(2.15) RHomρ!DP (ρ!(L ◦ N ),O
w
P |E)→ RHomρ!DP∗ (ρ!N ,O
w
P ∗|E∗))
∧[n].
Proof. The required morphism is the composition of the following mor-
phisms
RHomρ!DP (ρ!(L ◦ N ),O
w
P |E)[−n]
≃ Rp1∗RHomρ!DP×P∗ (ρ!(L
L
⊗
OP×P∗
p2
−1N ),OwP×P ∗|E×P ∗)
≃ Rp1∗RHomρ!DP×P∗ (ρ!p2
−1N ,RHomρ!OP×P∗ (ρ!L,O
w
P×P ∗|E×P ∗))
→ Rp1∗(RHomρ!DP×P∗ (ρ!p2
−1N ,OwP×P ∗|P×E∗))i(P ′)
≃ Rp1∗(p
−1
2 RHomρ!DP∗ (ρ!N ,O
w
P ∗|E∗))i(P ′),
where the first isomorphism follows from (2.10), the fourth arrow from
Lemma 2.6.5 and the last isomorphism from (2.9).
✷
Theorem 2.6.7 The Laplace transform induces quasi-isomorphisms of D(E∗sa)-
modules
Ot∧E
R+
[n] ≃ OtE∗
R+
,
Ow∧E
R+
[n] ≃ OwE∗
R+
.
32
Proof. Let (·)an be the canonical functor sending algebraic D-modules
to analytic D-modules on P . With the notations of Lemma 2.6.2, set
N = (i2∗DE∗)an and remark that L ≃ (i∗DE×E∗e
−〈x,y〉)an. Then N ◦ L ≃
(i1∗(DE∗ ◦ DE×E∗e
−〈x,y〉))an ≃ (i1∗DE)an. The last isomorphism is compat-
ible with the isomorphism between Weyl algebras induced by the Fourier
transform, we refer to [15] for more details. We omit the functor (·)an to
lighten notations.
(i) The Laplace transform induces a morphism of D(Esa)-modules
(2.16) Ot∨E∗
R+
[−n]→ OtE
R+
.
First remark that (2.14) and the equivalence between left and right D-
modules define a morphism
RHomρ!DP∗ (ρ!i2∗DE∗ ,O
t
P ∗)
∨[−n]→ RHomρ!DP (ρ!i1∗DE ,O
t
P ).
Then the morphism (2.16) is constructed as follows
Ot∨E∗
R+
[−n] ≃ (Rj2∗RHomρ!DP∗ (ρ!i2∗DE∗ ,O
t
P ∗))
∨[−n]
≃ Rj1∗(RHomρ!DP∗ (ρ!i2∗DE∗ ,O
t
P ∗))
∨[−n]
→ Rj1∗RHomρ!DP (ρ!i1∗DE ,O
t
P )
≃ OtE
R+
.
The second isomorphism follows from Lemma 2.6.2 and the third morphism
follows from Lemma 2.6.6. By adjunction we obtain a morphism OtE∗
R+
→
Ot∧
E+
R
[n]. In a similar manner one can construct the morphism OwE∗
R+
→ Ow∧E
R+
.
(ii) It is enough to check the isomorphism RΓ(U ;Ot∧E
R+
[n]) ≃ RΓ(U ;OtE∗
R+
)
on a basis for the topology of Esa. Hence we may assume that U is R
+-
connected and then that U is an open subanalytic cone of E. We have the
isomorphisms
RΓ(U ;Ot∧E
R+
[n]) ≃ RHom(CU ,O
t∧
E
R+
[n])
≃ RHom(C∨U [−n],O
t
E
R+
)
≃ RHom(C∧aU [n],O
t
E
R+
)
≃ RHom(CU ,O
t
E∗
R+
)
≃ RΓ(U ;OtE∗
R+
)
where a denotes the antipodal map. The third isomorphism follows from
Lemma 3.7.10 of [8] and the fourth one is given by the Laplace isomorphism
of Theorem 5.2.1 of [10].
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(iii) Similarly, let U be an open subanalytic l.c.t. cone of E. Then CU ≃
D′CU . We have the isomorphisms
RΓ(U ;Ow∧E
R+
[n]) ≃ RHom(D′CU ,O
w∧
E
R+
)[n]
≃ RHom((D′CU)
∨[−n],OwE
R+
)
≃ RHom(D′(C∧
U
[n]),OwE
R+
)
≃ C∧
U
[n]
W
⊗OE
≃ CU
W
⊗OE∗
≃ RHom(D′CU ,O
w
E∗
R+
)
≃ RΓ(U ;OwE∗
R+
).
The third isomorphism follows from Proposition 3.7.12 of [8] and the fifth
one is given by the Laplace isomorphism of Theorem 5.2.1 of [10].
Moreover these two isomorphisms are linear over the Weyl algebra D(Esa).
✷
Remark 2.6.8 In [10] the isomorphism OtE∗ ≃ O
t∧
E [n] is established in the
category ModR+(CE∗) and it is D(E
∗)-linear (it was also later proven in
[1] with other techniques). Applying the functor ρ−1 to the isomorphism of
Theorem 2.6.7 we can recover this result.
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