Abstract. We study the generalized hypergeometric function m+1 Fm and the differential equation m+1 Em satisfied by it. We use the twisted (co)homology groups associated with an integral representation of Euler type. We evaluate the intersection numbers of some twisted cocycles which are defined as m-th exterior products of logarithmic 1-forms. We also give twisted cycles corresponding to the series solutions to m+1 Em, and evaluate the intersection numbers of them. These intersection numbers of the twisted (co)cycles lead twisted period relations which give relations for two fundamental systems of solutions to m+1 Em.
Introduction
The generalized hypergeometric function m+1 F m of a variable x with complex parameters a 0 , . . . , a m , b 1 , . . . , b m is defined by where D := {(t 1 , . . . , t m ) ∈ R m | 0 < t m < t m−1 < · · · < t 1 < 1}. The branch of the integrand is defined by the principal value for x near to 0.
In this paper, we consider the twisted (co)homology groups associated with the integral representation (2) . Note that the singular locus of the integrand of (2) is not normally crossing. In such a case, as is studied in [8] , the resolution of singularities is an effective way for the study of intersections of the twisted (co)homology groups. However, our singularities are so complicated for a general m that it seems difficult to resolute them. To conquer this difficulty, we find a systematic method completing the resolution of the singular locus. We blow up the singular locus step by step and use the combinatorial structure of divisors which should exist in the complete resolution. The resolution of the singular locus enables us to evaluate intersection numbers for twisted cocycles. We give formulas for the intersection numbers of m-th exterior products of logarithmic 1-forms, which span the twisted cohomology group. For the study of the twisted homology group, we avoid the complexity of the resolution. We construct twisted cycles corresponding to the m + 1 solutions (1) to m+1 E m by using the method given in [5] and [6] . They are made by the bounded chambers, and their boundaries are canceled by different ways from the usual regularization. It is an advantage of our construction that we can evaluate their intersection numbers by the formula in [12] for a normally crossing singular locus. Intersection numbers of twisted homology and cohomology groups imply twisted period relations for two fundamental systems of solutions to m+1 E m with different parameters. These relations are transformed into quadratic relations among hypergeometric series m+1 F m 's. Since our intersection matrices are diagonal, it is easy to reduce the twisted period relations to quadratic relations among m+1 F m 's.
In [10] , twisted cycles corresponding to the solutions (1) to m+1 E m are obtained from real (non-bounded) chambers, and their intersection numbers are evaluated by the method in [8] . Since these cycles are scalar multiples of ours as elements of the twisted homology group, we give their explicit correspondence in Remark 4.8. Twisted period relations for m+1 F m are given in [11] by the study of the intersection forms of (co)homology groups with coefficients in the local system of rank m given as the solution space to m+1 E m . Another integral representation of m+1 F m and its inductive structure are used in [11] .
As is in [2] , the irreducibility condition of the differential equation m+1 E m is known to be a i − b j ∈ Z (0 ≤ i, j ≤ m), where we put b 0 := 0 (though b 0 is usually defined by 1, we use this setting for our convenience). Since we use the fundamental system (1) of solutions to m+1 E m , we assume throughout this paper that the parameters a i , b j satisfy the condition
2. Twisted (co)homology groups associated with the integral representation (2)
For twisted homology groups, twisted cohomology groups, and the intersection forms, refer to [1] , [12] , or [5] . We use the same notations as in [5] and [6] .
In this paper, we mainly consider the twisted (co)homology group in [5] for
and the multi-valued function
We put ω := d log u, where d is the exterior derivative with respect to the variables t 1 , . . . , t m (not to x regarded as a parameter). The twisted cohomology group, that with compact support, and the twisted homology group are denoted by
represents m+1 F m modulo Gamma factors. By [1] and [3] , we have
and there is a canonical isomorphism
The intersection form I h on the twisted homology groups is the pairing between
The intersection form I c on the twisted cohomology groups is the pairing between H m c (M, ∇ ω ) and H m (M, ∇ −ω ). By using , we can regard the intersection form I c as the pairing between H m (M, ∇ ω ) and
Twisted cohomology groups and intersection numbers
In this section, we give two systems of twisted cocycles, and evaluate their intersection numbers.
We embed M into the projective space P m , that is, we regard M as the open subset of P m :
where
By the homogeneous coordinates T 0 , . . . , T m , the multi-valued function u is expressed as
and the coordinates t 1 , . . . , t m on C m are defined as t j = T j /T 0 . Hereafter, we regard subscripts as elements in Z/(m + 1)Z. For example, we have a m+1 = a 0 , b m+1 = b 0 = 0, and
Let ℓ k and h k (0 ≤ k ≤ m) be the defining linear forms of L k and H k , respectively. We define an m-form on M by
Using the coordinates
, where 1 ≤ r ≤ m. Note that the m-form ϕ 0 coincides with that defined in Section 2.
Theorem 3.1.
where ε ij := −1 (i = j and (i = 0 or j = 0)), 1 (otherwise).
The following corollary follows from this theorem immediately. Proof. Let C := (I c (ϕ i , ϕ j )) i,j=0,...,m be the intersection matrix. Then we have
which does not vanish under the condition (3).
In the remainder of this section, we prove Theorem 3.1. According to [9] , to evaluate intersection numbers, we have to blow up P m so that the pole divisor of the pull back of ω = d log u is normally crossing. And we need informations of the m-forms around the points at which m components of the pole divisor intersect.
For i = j, j + 1, let L j,j+1,...,i−1 be the exceptional divisor obtained by blowing
(recall that the indices are regarded as elements in Z/(m + 1)Z). Note that for example, L 12 is an exceptional divisor, however L 1 is not.
First, we investigate the intersections of L 1 , . . . , L m , H 0 , . . . , H m , and exceptional divisors obtained by blowing up along
, we obtain the following lemma.
In {ϕ 0 , . . . , ϕ m , ψ 0 , . . . , ψ m }, only ϕ 0 and ψ j have L j,j+1,...,m as a component of the pole divisor. Further, we have
Second, we describe the all intersections of L 0 , . . . , L m , H 0 , . . . , H m , and exceptional divisors. We use the combinatorial structure of them, which arise from the similarity between the expression of u on P m − L 0 and that on P m − L k .
(with a suitable order), the pole divisor of the pull-back of ω is normally crossing. Let Φ k (resp. Ψ k ) be a set consisting of the components of the pole divisor of the pull-back of ϕ k (resp. ψ k ). Then we have
Moreover, we have
Proof. Recall that u is expressed as
Then we obtain this lemma by Lemma 3.3.
Remark 3.5. The slight differences come from the signs of s 0 − xs m and s k−1 − 1 at the intersection points. As mentioned below, these differences make complexity of ε ij .
In particular, we have #Φ k = #Ψ k = 2m. We put
is also defined in a similar way). Then Lemma 3.4 implies
Finally, we evaluate the intersection numbers of ϕ i 's and ψ j 's by using results in [9] .
Proof of Theorem 3.1. First, we obtain (4), since it is clear that
Second, we have
By induction on m, we can show that
I⊂{k+1,k+2,...,k−1} i∈I
which implies (5). The equality (6) can be shown in a similar way. Finally, we prove (7). Because of
we have
where ε
. (8) When we evaluate the intersection number I c (ϕ i , ψ j ), it is sufficient to consider blowing up along only
in the coordinate system of P m − L i , since the pole divisor of ϕ i is normally crossing after this blowing-up process. Put Φ (i) For i = j = 0, we have
and the intersection point
(ii) For i = 0 and j = 0, we have
and the intersection point 
(v) For i = 0 and j = 0, i, we have
Hence we have (8) , and complete the proof of (7).
Twisted homology groups and intersection numbers
In this section, we construct m + 1 twisted cycles in M corresponding to the solutions (1) to m+1 E m .
For 0 ≤ k ≤ m, we set
where z 1 , . . . , z m are coordinates of C m . Let u k and φ k be a multi-valued function and an m-form on M k defined as
respectively. Here, we regard z 0 as 1; we have
We construct a twisted cycle∆ k loaded by u k in M k . Let x and ε be positive real numbers satisfying
, this condition holds). Thus the direct product
The orientation of σ k is induced from the natural embedding R m ⊂ C m . By using the ε-neighborhoods of C 1 := (z 1 = 0), . . ., C m := (z m = 0), C m+1 := (1 − z 1 = 0), . . ., C 2m := (1 − z m = 0), we construct a twisted cycle∆ k from σ k ⊗ u k in a similar way in [5] and [6] . If k = 0, we have to consider the difference of branches of
at the ending and starting points of a circle surrounding C k . Indeed, for fixed positive real numbers z j (j = k), the solution x j =k z j of the equation z k − x j =k z j = 0 belongs to R and satisfies x · j =k z j < x < ε. Thus, the difference is exp(2π √ −1a k ) exp(2π √ −1(b k −a k )) and the exponent about this contribution is
The exponents about the contributions of the circles surrounding C m+k , C j , C m+j (j = k) are simply −a 0 , a j − b k , b j − a j , respectively. 
