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Kolesarska infrastruktura je v nekaterih slovenskih mestih zelo slabo razvita. Za ustrezne 
izboljšave in ugotavljanje problematičnih odsekov potrebujemo analize trenutnega stanja. 
Eden od pomembnih podatkov pri tem je povprečna hitrost kolesarjev. Naprave za merjenje 
hitrosti, vgrajene v infrastrukturo, so pogosto drage in jih ni mogoče hitro in enostavno 
namestiti na zanimiva mesta. Eno od alternativ ponuja analiza slike oziroma videoposnetka. 
Namen naloge je zasnovati in izdelati programsko opremo za ugotavljanje povprečne hitrosti 
kolesarjev z videoposnetka na krajših odsekih cest ali kolesarskih stez. S tem bomo dosegli 
cenejše in hitre analize brez poseganja v trenutno kolesarsko infrastrukturo. Cilj naloge je 
izdelana programska oprema, ki jo bo mogoče uporabiti na videoposnetkih prostega 
prometnega toka, posnetih sproti ali predhodno, in z njo ustrezno natančno določiti hitrosti 
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The cycling infrastructure in some Slovenian cities is very poorly developed. For correct 
improvements and identification of problematic sections, we need to analyse current 
situation. One of the most important data is the average speed of cyclists. Speed measuring 
devices integrated in the infrastructure are often expensive and cannot be quickly moved or 
installed in interesting places. One of the alternatives is image or video analysis. The purpose 
of the task is to design and manufacture software to determine the average speed of cyclists 
from a video on shorter sections of roads or cycle paths. This will achieve cheaper and faster 
analyses without interfering with the current cycling infrastructure. The goal is to create 
software that can be used on traffic videos recorded in real time or in advance, and with them 










Kazalo slik ...................................................................................................................... xv 
Kazalo preglednic ........................................................................................................ xvii 
Seznam uporabljenih simbolov ................................................................................... xix 
Seznam uporabljenih okrajšav .................................................................................... xxi 
1 Uvod .............................................................................................. 1 
1.1 Ozadje problema ................................................................................................. 1 
1.2 Cilji ........................................................................................................................ 2 
2 Teoretične osnove in pregled literature .................................... 3 
2.1 Pregled literature ................................................................................................. 3 
2.2 Obstoječe rešitve .................................................................................................. 6 
2.2.1 Ročno merjenje hitrosti ..................................................................................... 6 
2.2.2 Polavtomatsko merjenje hitrosti ....................................................................... 8 
2.2.3 Avtomatsko merjenje hitrosti ........................................................................... 9 
3 Metodologija raziskave ............................................................. 11 
3.1 Koncipiranje ...................................................................................................... 11 
3.1.1 Določitev zahtev/želja uporabnika ................................................................. 11 
3.1.2 Specifikacije ................................................................................................... 12 
3.1.3 Opredelitev procesa ........................................................................................ 13 
3.1.4 Funkcijska struktura ........................................................................................ 14 
3.1.5 Morfološka matrika ........................................................................................ 15 
3.1.6 Ocena stroškov ................................................................................................ 15 
3.2 Izdelava programske opreme ........................................................................... 16 
3.2.1 Programski jezik in dodatki ............................................................................ 17 
3.2.2 Prepoznavanje objektov s slike ....................................................................... 17 
3.2.3 Prepoznavanje objektov z videoposnetka ....................................................... 25 
3.2.4 Sledenje objektov ............................................................................................ 28 
3.2.5 Prepoznavanje hitrosti kolesarja z videoposnetka .......................................... 33 
3.3 Eksperimentalni del ........................................................................................... 42 
3.3.1 Prvi preizkus ................................................................................................... 42 
3.3.1.1 Postopek meritev ............................................................................................... 42 
 xiv 
3.3.1.2 Obdelava podatkov ............................................................................................ 44 
3.3.2 Drugi preizkus ................................................................................................ 44 
3.3.2.1 Postopek meritev ................................................................................................ 44 
3.3.2.2 Obdelava podatkov ............................................................................................ 46 
4 Rezultati ..................................................................................... 47 
4.1 Rezultati prvega preizkusa ............................................................................... 47 
4.2 Rezultati drugega preizkusa ............................................................................. 48 
5 Diskusija .................................................................................... 51 
6 Zaključki .................................................................................... 53 
Literatura ....................................................................................... 55 









Slika 3.1: Proces obdelave informacij .............................................................................................. 14 
Slika 3.2: Funkcijska struktura ......................................................................................................... 14 
Slika 3.3: Primerjava različnih zaznavalnih uteži in konfiguracij [15] ............................................ 19 
Slika 3.4: Prikaz delovanja programa za analizo slike ..................................................................... 23 
Slika 3.5: Prikaz prepoznanega kolesarja od strani .......................................................................... 24 
Slika 3.6: Prikaz prepoznanega kolesarja od spredaj ....................................................................... 24 
Slika 3.7: Prikaz delovanja programa za analizo videoposnetka ..................................................... 26 
Slika 3.8: Prikaz izrezkov iz videoposnetka ..................................................................................... 28 
Slika 3.9: Prikaz sredinskih točk in pravokotnikov objektov ........................................................... 29 
Slika 3.10: Prikaz razdalj med starimi in novimi točkami ............................................................... 29 
Slika 3.11: Prikaz premika objektov ................................................................................................ 30 
Slika 3.12: Identifikacija točk .......................................................................................................... 30 
Slika 3.13: Diagram poteka za sledenje ........................................................................................... 32 
Slika 3.14: Prikaz dolžine................................................................................................................. 33 
Slika 3.15: Prikaz odsekov meritev .................................................................................................. 34 
Slika 3.16: Originalna in pomanjšana velikost ................................................................................. 36 
Slika 3.17: Filtracija objektov .......................................................................................................... 40 
Slika 3.18: Prikaz algoritma za zapis točke A .................................................................................. 40 
Slika 3.19: Diagram poteka merjenja hitrosti ................................................................................... 41 
Slika 3.20: Cesta ............................................................................................................................... 42 
Slika 3.21: Oprema ........................................................................................................................... 43 
Slika 3.22: Razdalja med točkama in širina slike ............................................................................. 43 
Slika 3.23: Prikaz lokacije ................................................................................................................ 45 
Slika 3.24: Postavitev stativa ........................................................................................................... 45 
Slika 3.25: Meritev širine objektiva ................................................................................................. 46 
Slika 4.1: Prikaz izpisa rezultatov .................................................................................................... 47 
Slika 4.2: Identifikacija kolesarjev ................................................................................................... 49 










Preglednica 3.1: Zahteve in želje ..................................................................................................... 12 
Preglednica 3.2: Splošne zahteve ..................................................................................................... 13 
Preglednica 3.3: Specifične zahteve ................................................................................................. 13 
Preglednica 3.4: Morfološka matrika ............................................................................................... 15 
Preglednica 3.5: Ocena stroškov ...................................................................................................... 16 
Preglednica 3.6: Primerjava YOLOv3 [15] ...................................................................................... 19 
Preglednica 3.7: Meritve odsekov .................................................................................................... 35 
Preglednica 3.8: Indeksi za struct_time ............................................................................................ 37 
Preglednica 3.9: Argumenti za strftime() ......................................................................................... 38 










Seznam uporabljenih simbolov 
Oznaka Enota Pomen 
   
DL  m desne proti levi 
d mm premer 
L m dolžina 
LD / leve proti desni 
p pik dolžina v pikah 
t s čas 
v m s-1 hitrost 
x m razdalja v x-smeri 
   
Indeksi   
   
AB odsek AB  
BC odsek BC    
CD odsek CD  
p pike   
povp povprečna  








Seznam uporabljenih okrajšav 
Okrajšava Pomen 
  
GPS globalni sistem pozicioniranja (angl. Global Positioning System) 
KITTI knjižnica za preizkušanje računalniškega vida (angl. Vision 
Benchmark Suite) 
VSC Visual Studio Code 
YOLO prepoznava objektov v realnem času (angl. You Only Look Once) 
SSD večkratni slikovni detektor (angl. Single Shot MultiBox Detector) 
CNN konvolucijske nevronske mreže (angl. Convolutional Neural 
Networks) 
RCNN regijske konvolucijske nevronske mreže (angl. Region-based 
Convolutional Neural Networks) 
OpenCV odprtokodna knjižnica računalniškega vida (angl. Open Source 
Computer Vision Library) 
COCO skupni predmet v kontekstu (Common Object in Context) 
AP povprečna natančnost (angl. Average Precision) 
mAP glavna povprečna natančnost (angl. mean Average Precision) 









Velika mesta so središča dogajanja, kamor se vse več ljudi hodi izobraževat oziroma delat. 
Vsakodnevni prihod velikega števila ljudi z avtomobili v mesta povzroča precejšnje zastoje, 
hrup in onesnaževanje, kar pomeni manj ugodne pogoje za življenje prebivalcev. S takimi 
težavami se soočajo vsa mesta v Evropi in po svetu. Mesta se zavzemajo za konstantni razvoj 
urbanega prostora in se prilagajajo novim situacijam. Iz leta v leto vse bolj spodbujajo 
trajnostne oblike mobilnosti. 
 
1.1 Ozadje problema 
Kolo je eno najboljših prevoznih sredstev po mestu, saj ni ekološko sporno in ne povzroča 
hrupa. V Sloveniji uporaba koles za potrebe mobilnosti vsakoletno raste [7]. Mestna središča 
se zapirajo za avtomobilski promet, kar spodbuja trajnostne oblike mobilnosti. Eden 
najpomembnejših dejavnikov za nadaljnjo rast je kolesarska infrastruktura. Konstantne 
izboljšave infrastrukture so ključnega pomena, da spodbudimo ljudi k novim in boljšim 
spremembam. Cilj vsakega mesta bi moral biti ukiniti ceste v mestnem središču za 
motorizirana vozila in jih preurediti za kolesarje, pešce ter javni prevoz, vendar to ni tako 
enostavno. Rešitve morajo biti dobro premišljene in načrtovane, da jih bodo ljudje sprejeli 
in uporabljali. 
 
V Sloveniji imajo urbana naselja večinoma srednje ali slabo razvito kolesarsko omrežje, v 
nekaterih mestih pa kolesarske infrastrukture sploh ni. Tudi v krajih, ki imajo dobro razvito 
kolesarsko omrežje, je še veliko možnosti za njegovo izpopolnitev, nadgradnjo ali razširitev 
[7]. Načrtovanja novih kolesarskih mrež se moramo lotiti strateško in določiti, kako povezati 
izhodišča (domovi, parkirišča izven mestnega središča) ter cilje potovanj (služba, 
izobraževalne ustanove, trgovine ipd.). 
 
Da pa se lahko pravilno odločimo o novih investicijah, je ključnega pomen analiza 
kolesarskega prometa. Več kot imamo podatkov o določenih kolesarskih odsekih, bolj jasni 
bodo cilji. Danes je analiziranje s pomočjo človeških virov popolnoma neučinkovito, drago, 
možnosti za napake pa so velike. Rešitev te težave je programska oprema za prepoznavanje 
in merjenje hitrosti kolesarjev. V večini mestnih odsekov so že nameščene kamere, ki so 
primerne za uporabo programske opreme. 
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Naprave za merjenje hitrosti, vgrajene v infrastrukturo, so pogosto drage in jih ni mogoče 
hitro in enostavno namestiti na zanimiva mesta. Eno od alternativ ponuja analiza slike 
oziroma videoposnetka. Namen diplomskega dela je zasnovati in izdelati programsko 
opremo za ugotavljanje povprečne hitrosti kolesarjev z videoposnetka na krajših odsekih 
cest ali kolesarskih stez. S tem bomo dosegli cenejše in hitre analize brez poseganja v 
trenutno kolesarsko infrastrukturo. Cilj je izdelana programska oprema, ki jo bo mogoče 
uporabiti na videoposnetkih prostega prometnega toka, posnetih sproti ali prej, in z njo 
ustrezno natančno določiti hitrosti posameznih kolesarjev na posnetku. 
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2 Teoretične osnove in pregled literature 
2.1 Pregled literature 
 
V članku »Overview of deep-learning based methods for salient object detection in videos, 
Pattern Recognition«[1] so predstavljeni razvoj in aktualni frameworki za računalniški vid, 
uporaba klasifikacije metod zaznave v frameworkih, povzetek testov obdelave  podatkov, 
moč programske opreme in nasveti za nadaljnji razvoj teh tehnologij. Področje zaznavanja 
teles predstavlja velik izziv in nove težave v računalniški stroki. 
V članku »Cyclist efficiency and its dependence on infrastructure and usual speed«[2] je 
predstavljena učinkovitost kolesarjev v odvisnosti od kolesarske infrastrukture in hitrosti 
potovanja. Celotni članek je podprt s preizkusom, za katerega so zbrali 41 ljudi. Vsi so se 
razlikovali glede na fizične sposobnosti, izobrazbo in izkušnje z vožnjo kolesa. Vsak kolesar 
je moral skozi mesto prevoziti dvakrat po 3 km. Pri tem so si lahko izbrali pot, pogoj je bil 
le, da gredo skozi štiri vmesne točke. Kolesarji so bili snemani s kamerami in spremljani z 
GPS-napravo. Ugotovitve so pokazale, da se hitri kolesarji najbolj zamudijo pri semaforjih, 
počasnejši (mestni kolesarji) pa v krožnih križiščih. Na koncu je podan povzetek rešitev, ki 
bi izboljšale učinkovitost kolesarjev. 
Članek »Face detection and recognition in an unconstrained environment for mobile visual 
assistive system«[3] predstavlja vizualni asistenčni sistem, ki vključuje mobilno zaznavanje 
in prepoznavanje obrazov v neobremenjenem okolju. Cilj sistema je hitro prepoznati osebo, 
ki se približuje drugi osebi, opremljeni s sistemom. Zaradi gibanja uporabnika, ki povzroči 
tresenje kamere, je zaznavanje in prepoznavanje obrazov oteženo. Posledica tega sta 
zameglitev gibanje in hrup v vhodu sistema. Glede na pomanjkanje povezanih naborov 
podatkov ustvarimo nabor videoposnetkov, posnetih z mobilnim virom, za katere sta 
značilna zamegljenost gibanja in hrup zaradi tresenja kamere. To za aplikacijo pomeni velik 
izziv z vidika prepoznavanja obrazov v neomejenem okolju. Učinkovitost konvolucijske 
nevronske mreže se v nadaljevanju primerja s kaskadnim klasifikatorjem. Rezultati kažejo 
obetavne zmogljivosti pri dnevni svetlobi in umetni osvetlitvi, medtem ko se pri slabi 
osvetlitvi kažejo veliki izzivi. Prizadevamo si, da bi razvili močan sistem, s katerim bi 
zmanjšali število lažnih rezultatov.  
Članek »Pedestrian detection using a moving camera: A novel framework for foreground 
detection«[4] opisuje, kako so tehnike za odstranjevanje ozadja od objekta z videa, 
posnetega s statično kamero, pogosto uporabljene, medtem ko prepoznavanje premikajočega 
se objekta s premikajočo se kamero predstavlja veliko večji izziv. Za prepoznavo pešcev s 
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kamero na vetrobranskem steklu ni nobene raziskave, predvsem zaradi gibanja ozadja. V 
premikajočem se videoposnetku je težko razločiti, kaj je statično ozadje in kaj je premikajoči 
se objekt – v našem primeru pešec. Zaradi tega je treba uporabiti kompenzacijo za zatiranje 
gibanja ozadja. V članku so predstavljene glavne težave, ki se pojavljajo pri zaznavi pešcev 
s premikajočo se kamero, in metode, kako te težave odpravimo. To dosežemo tako, da 
primerjamo dve zaporedni sliki in določimo, kaj je v ozadju in kaj v ospredju. Z definiranjem 
ospredja določimo, kaj je pešec. Predlagana metoda je bila potrjena na javnem preizkusu 
podatkov in se je pri prepoznavanju pešcev izkazala kot učinkovita. 
Članek »Automated cyclist data collection under high density conditions« [5] predstavlja 
učinkovitost zbiranja podatkov pri veliki gostoti. Z izvajanjem avtomatizacije za pridobitev 
podatkov o kolesarjih v realnem svetu in shemo potrjevanja natančnosti skušajo odpraviti 
pomanjkljivosti konvencionalnih metod zbiranja podatkov. Podatke zbirajo o povprečni 
hitrosti, številu kolesarjev, pretoku in gostoti prometa. Analiza se nanaša na podatke, zbrane 
s kamero na Univerzi British Columbia. Objavljeni rezultati kažejo izvedljivost zbiranja 
podatkov o kolesarjih v zahtevnih pogojih (velika gostota kolesarjev). 
V delu »Improving Camera-based Cyclist Recognition Accuracy with Known Cycling«[6] 
predlagajo hibridni način zaznavanja in prepoznavanja objektov na podlagi človeških 
izkušenj in računalniško pridobljenih statistik. Preizkusili so pet različnih metod, da bi 
povečali natančnost prepoznavanja kolesarja. Metode so vključevale različne poglede s 
kamero. Testi na preizkusu KITTI (Knjižnica za preizkušanje računalniškega vida) so 
pokazali zelo dobro natančnost. 
Članek »Kolesarjem prijazna infrastruktura«[7] predstavlja trenutno situacijo kolesarskih 
razmer v Sloveniji. Urbana naselja imajo večinoma slabo ali srednje razvito kolesarsko 
omrežje. Za dobro zasnovano kolesarsko omrežje moramo določiti cilje in izhodišča 
potovanj. Omrežja morajo biti v urbano okolje dobro umeščena. Pri načrtovanju moramo 
upoštevati pet načel: povezanost omrežja, neposrednost povezav, varnost, udobje, 
privlačnost. 
Članek »Critical review of cyclist speed measuring technique«[8] poudarja pomembnost 
natančnosti položaja pri izračunu hitrosti kolesarja. Cilj je doseči, da lahko kolesar potuje 
brez poseganja v druge udeležence prometa, brez predhodnega obvestila. Računalniški vid 
lahko natančno preučuje podatke s priskrbljenih videoposnetkov kolesarja. Videoanaliza 
omogoča konstantno sledenje kolesarjev z namenom preračuna hitrosti. 
V članku »Radar-based Feature Design and Multiclass Classification for Road User 
Recognition«[9] je predstavljena tehnologija radarjev in njihova natančnost. Radarji 
uporabljajo več ravni klasifikacije. 
Avstralski center za vizualne tehnologije[10] je razvil programsko opremo za naknadno 
obdelavo videoposnetkov. Oprema je sposobna prepoznati, šteti in oceniti stopnjo vidnosti 
kolesarja. Začetna različica programske opreme je pravilno identificirala 69 % kolesarjev na 
posnetkih z gostim prometom cest in križišč. Preverili so še druge tehnologije merjenja in 
na koncu izdelali novo različico programa, s katerim so uspeli zaznati 89−98 % kolesarjev. 
Ta članek na povzema razvoj in izboljšanje programske opreme, podrobno opisuje metode, 
uporabljene za pridobivanje eksperimentalnih podatkov, predstavlja rezultate in obravnava 
morebitne prihodnje aplikacije programske opreme ter izboljšave natančnosti odkrivanja. 
Na spletnem naslovu[11] so predstavljeni grafični vmesniki za različne programske jezike. 
V knjigi »Programiranje in numerične metode v ekosistemu Pythona«[12] so predstavljene 
osnove programiranja in numeričnih metod v Pythonu. Prikazana je uporaba posameznih 
funkcij. 
Teoretične osnove in pregled literature 
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Na spletnih naslovih »OpenCV«[13], »NumPy«[14], »Darknet«[15], »Imutils«[16], 
»Time«[17] in »Dlib«[18] so predstavljene posamezne knjižnice, ki jih bomo potrebovali 
za izdelavo programa. Knjižnice vsebujejo funkcije, ki nam bodo omogočile delovanje. 
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2.2 Obstoječe rešitve 
 
Kolesarjenje je priljubljen in učinkovit način potovanja po mestu. Zaradi prednosti, ki jih 
ponuja, se ta oblika prevoza uporablja po celem svetu. Z uporabo koles lahko razbremenimo 
cestišča, zmanjšamo onesnaževanje in porabo goriva. Velika prednost je tudi poceni 
izgradnja infrastrukture, saj velja ta za eno izmed najcenejših. Zaradi vseh naštetih prednosti 
se kolesarska infrastruktura v mestih povečuje in izboljšuje, število uporabnikov pa iz leta v 
leto raste. Da pa bi projektanti zasnovali ustrezno infrastrukturo (varne, zanesljive in 
učinkovite ceste), so ključnega pomena verodostojne informacije o kolesarjih, kot so njihovo 
vedenje in značilnosti. Eden od najpomembnejših podatkov je hitrost kolesarjev, saj je ta 
neposredno povezana z varnostjo. Kakor se spreminja hitrost motornih vozil glede na 
omejitev, se mora spreminjati tudi hitrost kolesarjev. Glede na hitrost kolesarjev pa moramo 
prilagoditi tudi infrastrukturo, da bodo hitrosti varne. Odločiti se moramo, kdaj kolesarsko 
pot postavimo zraven cestišča z motornimi vozili in kdaj jo odcepimo. Z odcepitvijo 
povečamo varnost, vendar je v nekaterih primerih to neizvedljivo ali predrago. Na hitrost 
vpliva tudi prometna signalizacija.  
Obstaja veliko tehnologij za merjenje hitrosti kolesarjev, kot so: 
- radarski merilnik, 
- štoparica, 
- pnevmatska cev, 
- GPS, 
- kolesarski merilnik hitrosti, 
- videoanaliza, 
- računalniški vid. 
 
 
Večina izvedenih raziskav[8] je temeljila na ročnem merjenju hitrosti, kar predstavlja 
precejšen izziv pri velikem zajemu podatkov ali pri merjenju dolgih zavitih odsekov. Hitrost 
odsekov lahko poleg ročnega načina merimo polavtomatsko ali avtomatsko. Mejo med 
avtomatskim in polavtomatskim merjenjem je težko določiti in si jo lahko vsak razlaga 





2.2.1 Ročno merjenje hitrosti 
 
Vsaka tehnična oprema, ki za zajem podatkov zahteva človeške vhodne informacije, se 
obravnava kot ročno merjenje hitrosti. Potrebne so osebe, ki zajemajo in obdelujejo podatke 
ročno. Ročno morajo izmeriti prepotovane razdalje. Osebe morajo biti prisotne celotni čas 
merjenja. Pri merjenju se uporablja naslednja oprema: štoparica, merilni trak, radarski 
merilnik. 
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V raziskavi Thompsona in sodelavcev (1997)[8] so za merjenje hitrosti kolesarjev, ki so 
pripadali različnim starostnim skupinam, uporabili radarski merilnik in štoparico. Meritve 
so izvedli ob zaprti cesti na športnem dogodku v Seattlu, Washington. Merjenje hitrosti 
kolesarjev z radarskim merilnikom in štoparico so izvajali na ravnem, 90 metrov dolgem 
odseku ceste. Opazovanih je bilo 152 kolesarjev. Štoparica je bila uporabljena za merjenje 
časa, ki so ga potrebovali za prečkanje cestnega odseka. Postavljena sta bila dva opazovalca 
na vsakem koncu odseka ceste, vsak s svojo štoparico in radijsko povezavo za komunikacijo. 
Radarski merilnik je bil nameščen na stojalo. Rezultati so pokazali, da je večina kolesarjev 
potovala z razmeroma zmernimi hitrostmi od 8 do 24 km/h, s povprečno hitrostjo za vse 
starosti približno 14,8 km/h. Povprečna hitrost žensk je bila 14,16 km/h, moških pa 
15,45 km/h. Radarski odčitek je imel ± 4 % napake pri 11,27 km/h ali manj. V študiji niso 
komentirali razlike v hitrosti kolesarjev, izmerjene z radarsko pištolo in štoparico. Za oceno 
razlike med povprečno in ocenjeno hitrostjo je bil uporabljen parni t-test. Ocenjeno hitrost 
smo z anketo kolesarjev dobili sami. Rezultati so pokazali, da med povprečno izmerjeno in 
ocenjeno hitrostjo vsakega posameznika ni bilo bistvene razlike (p = 0,1 do 0,9). 
 
 
V študiji Virklerja in Balasubramaniana (1998)[8] je za merjenje časa, ki so ga porabili 
kolesarji, da so prevozili kratek odsek (8−16 m) poti v mestih Columbia, Misuri in Brisbane, 
Avstralija, bila uporabljena štoparica. Pot v mestu Columbia je bila ravna in peščena, 
medtem ko je bila v Brisbanu gladka in asfaltna. Širini ceste za preizkušnjo v Columbii in 
Brisbanu sta bili 3,0 oziroma 2,9 m. Podatki so se v mestu Columbia zbirali med vikendi in 
v mestu Brisbane ob torkih. Rezultati so pokazali, da je bila povprečna hitrost kolesarja v 
mestu Columbia 21,42 km/h s standardnim odklonom 7,56 km/h. Najmanjša in največja 
hitrost kolesarjev v mestu Columbia sta bili 4,43 in 36,76 km/h. Ugotovljeno je bilo tudi, da 
je srednja vrednost hitrosti kolesarja v mestu Brisbane znašala 20,74 km/h s standardnim 
odklonom 4,79 km/h. Najmanjša in največja hitrost kolesarjev v mestu Brisbane sta bili 7,31 
in 35,66 km/h. 
 
 
Balevski in Lyubenov (2018)[8] sta uporabila poskusna kolesa, da bi določila hitrost 
prostega kolesarja na javni poti v Tokiu. Hitrost potovanja kolesarja je bila določena kot 
hitrost, na katero ne vpliva obseg prometa, prometnih signalov ali širina ceste. Obravnavala 
sta 120 kolesarjev in ugotovila, da je bila povprečna hitrost 16,8 km/h in najvišja 21,7 km/h 
s standardnim odklonom 2,1 km/h. Na ozki ulici so rezultati 96 kolesarjev pokazali, da je 
hitrost vožnje kolesarjev med 14 in 15 km/h. Poleg tega je rezultat pokazal, da je hitrost 
kolesarjev, ko so si ti delili prostor s pešci, znašala 12 km/h. V študiji niso interpretirali razlik 
v hitrosti glede na spol in starost. 
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2.2.2 Polavtomatsko merjenje hitrosti 
 
Vsaka metoda, ki med opravljanjem meritve ne zahteva prisotnosti nadzorne osebe, se 
obravnava kot polavtomatska metoda merjenja hitrosti. To lahko opravljamo s pnevmatsko 
cevjo, GPS-napravo ali z analizo slik z videoposnetka.   
V študiji Hounterja in sodelavcev (2009)[8] so s pomočjo pnevmatske cevi »MetroCount« 
šteli in računali povprečno hitrost kolesarjev na dveh različnih lokacijah (Petersburg, 
Florida). MetroCount je sistem za prepoznavanje vozil in štetje, sestavljen je iz gumijaste 
cevi in računalnika. Deluje po principu spremembe tlaka v cevi; ko kolesar zapelje preko 
cevi, se tlak poveča. Meritve so opravili v dveh koridorjih z 19 odseki. Območje je v okolici 
naselja z nekaj poslovnimi objekti. Meritve so opravljali pred in po tem, ko je bila kolesarska 
pot označena. Dve cevi, ki sta potekali po celotni kolesarski poti, sta bili postavljeni na 
razmaku enega metra in na vsakih 30−60 metrov. Rezultati meritev so pokazali, da je 
povprečna hitrost najprej bila 17,7 km/h, potem ko je bila kolesarska pot označena pa 
19,3 km/h. 
V študiji Parkina in Rotherama (2010)[8] je sodelovalo 16 kolesarjev, na katerih krmilo so 
bile nameščene GPS-naprave. To sta naredila z namenom meritve hitrosti in pospeškov 
kolesarjev v kraju Leeds, Anglija. Raziskovala sta, kako ravne ceste in ceste z naklonom 
vplivajo na hitrost in pospeške. Rezultati so pokazali, da se hitrost spreminja od 6 do 40 km/h 
s povprečno hitrostjo 21,6 km/h in standardno deviacijo 5,98 km/h. Na modelih linearne 
regresije so ugotovili, da vpliv povečanja naklona bolj vpliva na hitrost kot pa padec naklona. 
Hitrost se poveča za 0,86 km/h pri vsakem dodatnem odstotku zmanjšanja naklona. Pri 
vsakem odstotku povečanja naklona se hitrost zmanjša za 1,44 km/h. V študiji pa ne 
komentirata natančnosti. Pričakujemo, da je natančnost GPS odvisna od neprekinjenosti 
zajema satelitskega signala. 
 
Ling in Wu (2004)[8] sta preučila hitrost kolesarjev čez mestno križišče v Pekingu na 
Kitajskem. Uporabila sta dve kameri, eno za prehod kolesarjev in drugo za zavijanje v levo. 
Hitrost zajema videoposnetka je bila 25 slik na sekundo. Čas prehoda je bil izračunan z 
množenjem števila okvirjev, v katerih se prikaže kolesar med prehodom 15−20 m razdalje. 
Za prehod križišča je bilo opravljenih 376 opazovanj in na levem ovinku 94. Rezultati so 
pokazali, da je hitrost prečkanja bila v območju 5,28−20,41 km/h s povprečno vrednostjo 
11,44 km/h. Za zavijanje v levo je območje hitrosti znašalo med 6,94 in 22,30 km/h s 
povprečno vrednostjo 13,21 km/h. Standardni odklon skozi križišče in levi zavoj kolesarjev 
je bil 3,01 in 3,33 km/h. Hi-kvadrat test je bil uporabljen za analizo porazdelitve kolesarjeve 
hitrosti, na omenjenih poteh. Rezultati so prav tako pokazali, da je povprečna hitrost prehoda 
kolesarjev za moške znašala 11,26 km/h in ženske 11,58 km/h ter za vožnjo v levi ovinek 
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2.2.3 Avtomatsko merjenje hitrosti 
Kadar je pri zbiranju in obdelavi podatkov človeških vhodnih operacij malo, gre za 
avtomatski zajem podatkov. Računalniški vid z videoposnetka prepoznava slike, na katerih 
so kolesarji. Gre za popolnoma avtomatiziran postopek računalniškega računanja oziroma 
prepoznavanja vhodnih informacij (slik) glede na dane parametre. Za analizo ne 
potrebujemo nobenih dodatnih oseb.  
V študiji avtorja Kassima in sodelavcev(2011)[8] so uporabili računalniški vid za 
raziskovanje potenciala merjenja hitrosti s pomočjo avtomatizirane videoanalize. Kamero so 
postavili v 12. nadstropju stanovanjskega poslopja, od koder so spremljali križišče na 
obrobju Ottawe. Kamera je snemala s 30 slikami/sekundo. V analizo je bilo zajetih 181 
kolesarjev, katerih hitrost se je gibala med 5,09 in 41,07 km/h. Povprečna hitrost je bila 
ocenjena na 15,84 km/h. Dobljene rezultate so tudi ročno preverili, tako da so pomerili odsek 
kolesarske proge in z videoposnetkov razbrali čas, potreben, da so prevozili ta odsek. Pot so 
delili s časom, da so dobili hitrost na danem odseku. Razmerje med izmerjeno in preračunano 
hitrostjo je bilo preverjeno; ugotovili so koeficient korelacije 0,87.  






3 Metodologija raziskave 
Namen je izdelati napravo oziroma programsko opremo za analiziranje videoposnetkov, ki 
so posneti z obstoječimi kamerami ali z lastno, ki jo postavimo na poljubni odsek. Trenutna 
programska oprema, ki je na voljo, je draga in nedostopna, zato bomo z uporabo 





V poglavju koncipiranje bomo za naš program: 
1. določili zahteve in želje uporabnika 
2. določili specifikacije 
3. opredelili proces 
4. izdelali funkcijsko strukturo 
5. izdelali morfološko matriko 
6. ocenili stroške 
 
3.1.1 Določitev zahtev/želja uporabnika 
Določili smo zahteve, ki bi jih želeli zagotoviti z novim programom oziroma procesom. Vse 
potrebe smo označili glede na pomembnost od 1 do 5, kjer 1 predstavlja najmanj pomembno, 
5 pa najbolj pomembno potrebo (preglednica 3.1).  
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Preglednica 3.1: Zahteve in želje 
Zap. 
št. 
Potreba (zahteva/želja) Pomembnost 
1 zanesljivost delovanja 5 
2 robustna oprema 4 
3 visoka stopnja avtomatizacije 5 
4 velika hitrost obdelave informacij 2 
5 nizka nabavna cena 3 
6 nizki stroški vzdrževanja 3 
7 lahko vzdrževanje 2 
8 merjenje hitrosti 5 
9 štetje kolesarjev 4 
10 interaktivni vmesnik 2 
 
3.1.2 Specifikacije 
Za obravnavan problem smo pripravili specifikacijo programske opreme. Natančno smo 
določili zahteve in želje ter jih opredelili. Zahteve smo razdelili na splošne (preglednica 3.2) 
in specifične (preglednica 3.3). 
 
Določili smo osem splošnih zahtev: 
• vhodni signali 





• prikaz rezultatov 
• zanesljivost  
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Preglednica 3.2: Splošne zahteve 
Splošna zahteva Primeri 
Vhodni signali videoposnetek med 24−60 slik/sekundo, ločljivost 720 p ali več  
Izhodni signali št. kolesarjev, hitrosti 
Namestitev enostavna namestitev 
Stroški najvišji dovoljeni stroški izdelave in obratovanja 
Uporaba 
enostavna, avtomatsko delovanje, na obstoječih kamerah in posameznih 
novopostavljenih kamerah 
Roki delovanje do konca poletja 2020 
Prikaz rezultatov interaktiven prikaz za lažje razumevanje, poročila o znanih informacijah 
Zanesljivost 
robustna programska oprema z najmanjšim mogočim odstopanjem 
natančnosti meritev hitrosti 
 
 
Določili smo specifične zahteve programske opreme. Preko zahtev smo začrtali približne 
podatke in zmogljivosti programa, ki so nam olajšali delo pri izboru komponent in 
nadaljnjem razvoju. Ustvarili smo tabelo parametrov in jim pripisali količine za idealno in 
mejno vrednost. 
 
Preglednica 3.3: Specifične zahteve 
Zap. 
št. 




km/h 0−70 0−30   
2 natančnost merjenja hitrosti km/h ±1 ±3   
3 oddaljenost kolesarjev m 8 35   
4 hitrost računanja hitrosti s 0,01 1   
5 zanesljivost % 98 88   
6 
cena analize (3 dni, do 500 
kolesarjev, snemanje s 
profesionalno kamero) 
EUR 500 1000   
 
 
3.1.3 Opredelitev procesa 
Izdelali smo tako imenovano Black box strukturo (slika 3.1). Black box prikaže nazornejšo 
razdelitev procesov, ki jih mora program opravljati. Na levi strani vpišemo vhodne količine 






Slika 3.1: Proces obdelave informacij 
3.1.4 Funkcijska struktura 
V funkcijski strukturi smo funkcije programa zaradi želje po podrobnejšem opisu le-teh 
razdelili na elementarne. Preko funkcijske strukture določimo generalno delitev in 
vzpostavimo hierarhijo funkcij. 
 
V poglavju opredelitve tehničnega procesa smo idejo o programu razdelali in določili glavno 
operacijo – obdelavo informacij. Operacija na vhodu najprej zahteva videoposnetek, s 
katerega razberemo čas, podana pa mora biti tudi neka razdalja, s katero preračunamo končni 
produkt – hitrost kolesarja. 
 
Funkcijska struktura (preglednica 3.2) pa v nadaljevanju podaja podrobnejši opis funkcij 
vsakega procesa. Glavna funkcija (merjenje hitrosti) se razdeli v več podfunkcij. Funkcija 
zastavlja vprašanje kaj, delovni princip pa kako. 
 
 














3.1.5 Morfološka matrika 
V morfološki matriki (preglednica 3.4) smo prikazali različne nosilce funkcij. 
Preglednica 3.4: Morfološka matrika 
FUNKCIJA Nosilec funkcije/Delovni princip 
Operacijski sistem 
Microsoft 
Windows Linux MacOS       
Prepoznavanje 
kolesarja Yolo SSD R-CNN Fast-RCNN 
Faster-
RCNN 




Scipy Matplotlib Seaborn ggplot   
Grafični vmesnik 
Python C++ C 
Kivy Qt MFC CEGUI GTK TK 
YOLO − You Only Look Once (Real-Time Object Detection), SSD − Single Shot MultiBox Detector, CNN − Convolutional Neural 
Networks, RCNN − Region-based Convolutional Neural Networks 
 
 
3.1.6 Ocena stroškov 
Pri projektu nimamo nobenih zunanjih stroškov, saj ta zahteva le naš čas, znanje in vloženo 
delo, ki ga moramo upoštevati, če želimo izdelek prodati. Stroške najlažje ocenimo tako, da 
projekt razdelimo na aktivnosti, ki so potrebne za njegovo izvedbo (preglednica 3.5). 
Izračun stroška aktivnosti: 
š𝑡. 𝑢𝑟[ℎ] ∙ 𝑢𝑟𝑛𝑎 𝑝𝑜𝑠𝑡𝑎𝑣𝑘𝑎 [
€
ℎ





Preglednica 3.5: Ocena stroškov 





Iskanje literature 5 20 100,00 € 
Pregled trenutnih rešitev 20 20 400,00 € 
Določanje zahtev, opredelitev 
procesa, morfološka matrika 
20 20 400,00 € 
Vrednotenje rešitev 10 20 200,00 € 
Programiranje algoritma za merjenje 
hitrosti 
100 20 2.000,00 € 
Oblikovanje grafičnega vmesnika 40 20 800,00 € 
Testiranje opreme 35 20 700,00 € 
Končne izboljšave 30 20 600,00 € 
Priprava tehnične 
dokumentacije/poročilo 
40 20 800,00 € 
Skupaj: 300 h 6.000,00 € 
 
 
Ocenimo, da bomo za projekt porabili 300 ur, kar je v predmetniku Fakultete za strojništvo 
tudi predvideno. Število ur za posamezno aktivnost lahko odstopa, vse to pa je odvisno od 
zapletov, ki lahko nastanejo pri tem. Urno postavko smo ocenili glede na razmere v 
Sloveniji; plačilo programerjev se giblje okrog 20−40 €/h, in glede na našo neizkušenost bi 
postavka lahko bila 20 €/h. Skupni strošek projekta bi znašal 6000 € s predvidenim 
odstopanjem ± 10 %. Če predvidimo, da vsak delovni dan delamo 8 ur – in 40 ur na teden, 
bi projekt končali v štirih mesecih. 
 
3.2 Izdelava programske opreme 
Izdelave programske opreme smo se lotili strateško in premišljeno. Odločili smo se, da bomo 
izdelali več iteracij, s katerimi bomo prišli do končnega želenega rezultata. S tem bomo bolje 
razumeli programski jezik in hitreje odpravili morebitne težave.   
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3.2.1 Programski jezik in dodatki 
Uporabili bom programski jezik Python, ki ga že dobro poznamo iz predmeta Programiranje 
in numerične metode. Python[12] je bil predstavljen leta 1991 in je danes najhitreje rastoč 
programski jezik, ki ga uporabljajo velika tuja (Google, Microsoft, Facebook) in slovenska 
podjetja. Priljubljen je tudi na znanih fakultetah (MIT, Fakulteta za strojništvo v Ljubljani). 
Odlikujejo ga enostavnost, odprtokodnost in objektna orientacija. 
 
Uporabili bomo Jupyter Notebook[12] – spletno aplikacijo, ki omogoča učinkovito 
razvijanje kode, prikaz napak in interaktivni prikaz rezultatov. Pomagali si bomo tudi z VSC 
(Visual Studio Code)[12]. 
 
3.2.2 Prepoznavanje objektov s slike 
Za delovanje programa bomo potrebovali dva modula – NumPy in cv2(OpenCV). 
 
NumPy[14] je eden najpomembnejših modulov za numerične izračune. To je knjižnica, ki 
ponuja večdimenzionalne matrike, različne izpeljane predmete in izbor rutin za hitro 
delovanje na matrikah, vključno z matematičnimi operacijami, logičnimi operacijami, 
razvrščanjem, izbiro, osnovno linearno algebro, osnovnimi statističnimi operacijami, 
naključnimi simulacijami. 
 
V središču paketa NumPy je objekt ndarray. Ta zajema n-dimenzijske matrike homogenih 
podatkovnih vrst, pri čemer se številne operacije izvajajo v sestavljeni kodi za učinkovitost. 
Numpy nizi imajo več pomembnih razlik od navadnega zaporedja v Pythonu, kot so: 
 
• NumPy matrike imajo pri ustvarjanju določeno velikost, za razliko od seznamov. Če 
spremenimo velikost ndarray, bomo ustvarili novi niz in izbrisali izvirnik. 
• Vsi elementi v nizu NumPy morajo biti iste vrste in bodo tako iste velikosti v 
pomnilniku. Izjema: lahko imamo niz predmetov (Python, vključno z NumPy), s 
čimer omogočimo matrike različnih velikosti elementov. 
• NumPy matrike omogočajo napredne matematične in druge vrste operacij na velikem 
številu podatkov, običajno se takšne operacije izvajajo bolj učinkovito in z manj 
kode, kot je mogoče z uporabo vgrajenih zaporedij Pythona. 
• Naraščanje znanstvenih in matematičnih paketov, ki temeljijo na Pythonu in 
uporabljajo NumPy matrike; čeprav ti običajno podpirajo vnos zaporedja Python, 
pred obdelavo pretvorijo takšen vhod v NumPy matrike in pogosto oddajajo NumPy 
matrike. Kar pomeni, da je NumPy osnovni paket, ki ga moramo znati uporabljati, 
če želimo delati s kakršnimi koli matematičnimi operacijami. 
 
 
Naložiti moramo modul OpenCV (Open Source Computer Vision Library)[13]: to je 
knjižnica računalniških funkcij, usmerjena predvsem v računalniški vid v realnem času. V 
knjižnici je več kot 2500 (klasičnih in najsodobnejših) optimiziranih algoritmov 
računalniškega vida in strojnega učenja. Ti algoritmi se lahko uporabljajo za zaznavanje in 
prepoznavanje obrazov, prepoznavanje predmetov, razvrščanje človeških dejanj v 
videoposnetke, sledenje premikom kamer, sledenje premikajočim se objektom, izvlečenje 
3D-modelov predmetov, izdelavo 3D-oblakov točk iz stereokamer, lepljenje slik za 
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ustvarjanje visokoločljivostne slike celotnega prizora, iskanje podobnih slik iz baze slik, 
odstranitev rdečih oči s slik, posnetih z bliskavico, sledenje premikom oči, prepoznavanje 
scenografije in postavitve oznak. Ima vmesnike C++, Python, Java in MATLAB ter podpira 
Windows, Linux, Android in Mac OS. OpenCV se večinoma nagiba k aplikacijam za vid v 
realnem času. 
OpenCV ima modularno strukturo, kar pomeni, da zajema nekaj deljenih in statičnih 
knjižnic. Moduli, ki so na voljo, so: 
• Funkcionalnost jeder: določa osnovno strukturo podatkov in osnovnih funkcij, 
uporabljenih z drugimi moduli. 
• Analize slike: linearna in nelinearna filtracija slike, spremembe oblike, velikosti, 
barve pik in histograma slike. 
• Analiza videa: modul vsebuje oceno premikov, kompresijo ozadja in algoritem za 
sledenje objektov. 
• 2D-ogrodje: zaznava značilnosti, opise in jih primerja. 
• Zaznava objektov: zaznava objekte, ki so že definirani (npr. avto, ljudje, obrazi, oči). 
• Visokonivojski grafični vmesnik: enostaven vmesnik za uporabnika. 
• Videovhod/-izhod: enostaven vmesnik za zajemanje videa.  
 
Pomembne funkcije, ki so omogočile prepoznavo objektov s slike s pomočjo paketa 
OpenCV: 
 
cv.dnn.readNet(model[, config[, framework]]) 
 
S to funkcijo ustvarimo spremenljivko. Za delovanje potrebujemo naslednje parametre:  
• model, ki vsebuje naučene uteži za prepoznavo objektov; to je lahko datoteka z 
naslednjimi končnicami: *.caffemodel (Caffe), *.pb (TensorFlow), *.t7 | *.net 
(Torch), *.weights (Darknet), *.bin (DLDT), *.onnx (ONNX), 
• config je datoteka, ki vsebuje omrežno konfiguracijo; to je file z naslednjimi 
končnicami: *.prototxt(Caffe), *.pbtxt(TensorFlow), *.cfg(Darknet), *.xml(DLDT), 
• ogrodje je neobvezna oznaka za določitev oblike. 
 
Vidimo, da lahko funkcijo uporabimo z datotekami različnih ponudnikov. Darknet je eden 
najboljših ponudnikov uteži in konfiguracij. Na sliki 3.3 je predstavljena primerjava 






mAP (mean Average Precision): glavna povprečna natančnost 
COCO AP (Average Precision): COCO povprečna natančnost 
Slika 3.3: Primerjava različnih zaznavalnih uteži in konfiguracij [15] 
S slike je razvidno, da je YOLOv3 mnogo hitrejši od ostalih. Zaradi njegove hitrosti in  
dostopnosti smo se odločili, da ga uporabimo. YOLOv3 nam ponuja tudi več različic, ki se 
razlikujejo glede na natančnost in hitrost. 
 
Preglednica 3.6: Primerjava YOLOv3 [15] 
Model mAP FLOPS FPS 
YOLOv3-320 51,5 38,97 45 
YOLOv3-416 55,3 65,86 35 
YOLOv3-608 57,9 140,69 20 
YOLOv3-tiny 33,1 5,56 220 
YOLOv3-spp 60,6 141,45 20 
mAP (mean Average Precision): glavna povprečna natančnost 
FLOPS (floating point operations per second): operacije s plavajočo vejico na sekundo 
FPS (frames per second): sličice na sekundo 
 
 
Če želimo, da bodo slike čim hitreje obdelane, izberemo YOLOv3-tiny, ker ima največ sličic 
na sekundo, a to pomeni, da bo natančnost manjša (prikazano v preglednici 3.6). Odločili 
smo se za YOLOv3-416, ki za našo aplikacijo predstavlja pravo razmerje med hitrostjo in 
natančnostjo. 
Spremenljivka je na koncu definirana tako: 





S to funkcijo naložimo sliko. V argument moramo podati pot do slike oziroma samo ime 
slike, če se nahaja v delovnem direktoriju. 
Primer: img = cv2.imread ('image3.jpg'). 
 
 
cv.dnn.blobFromImage(image[, scalefactor[, size[, mean[, swapRB[, crop[, 
ddepth]]]]]]) 
S funkcijo izdelamo štiridimenzionalni blob (binary large object, kar pomeni skupino 
povezanih pik v binarni sliki) slike. To moramo narediti zato, da lahko sliko obdelamo z 
YOLOv3. Po izbiri lahko spremenimo velikost slike, jo obrežemo, odstranimo srednje 
vrednosti, sliko povečamo, zamenjamo modre in rdeče kanale. Določiti moramo naslednje 
parametre: 
• image: vstavimo sliko, ki jo želimo obdelati, 
• size: definiramo velikost izhodne slike, 
• mean: je skalar s srednjimi vrednostmi, ki so odstranjene iz kanalov; vrednosti 
morajo biti (srednji-R, srednji-G, srednji-B) v vrstnem redu; če ima slika vrstni red 
BGR in swapRB, je true, 
• scalefactor: pomnoži vrednosti slike s faktorjem, 
• swapRB: je zastavica, ki opozarja na zamenjavo prvega in zadnjega kanala pri 3-
kanalni sliki, 
• crop: je zastavica, ki opozarja, ali je bila slika po spremembi velikosti obrezana ali 
ne,  
• ddepth: globina izhodnega blob-a; izbiramo lahko med CV_32F ali CV_8U. 
 
Funkcija nam vrne n-dimenzionalno matriko ali večkanalno matriko z ureditvijo NCHW (N: 
batch size, C: channel, H: height, W: width). Uporabljajo se za shranjevanje resničnih ali 
kompleksnih vrednosti vektorjev in matric, črno-belih ali barvnih slik, vektorskih polj, 
točkovnih oblakov, tenzorjev, histogramov. 
Za naš primer izgleda celotna funkcija tako: blob = cv2.dnn.blobFromImage(img, 1/255, 
(416,416), (0,0,0), swapRB=True, crop=False). 
 
 
Net.setInput( blob[, name[, scalefactor[, mean]]] ) 
Tako za omrežje nastavimo novo vhodno vrednost. 
Funkcijo sestavljajo naslednji parametri: 
• blob: novi blob, ki mora imeti globino CV_32F ali CV_8U, 
• name: ime vhoda, 
• scalefactor: opcijska povečava, 
• mean: opcijska odstranitev srednjih vrednosti. 




Vrne imena slojev z nepovezanimi izhodi. 
 
net.forward() 




cv.dnn.NMSBoxes( bboxes, scores, score_threshold, nms_threshold[, eta[, top_k]] ) 
Izvede »ne-največje« kompresije danih polj in ustreznih rezultatov. 
Parametri: 
• bboxes: nabor mejnih okvirjev za uporabo NMS, 
• scores: nabor ustreznih zaupnosti, 
• score_treshold: prag, ki se uporablja za filtriranje polj po rezultatih, 
• nms_treshold: prag, ki se uporablja pri »ne-največjem« zatiranju, 
• indices: shranjeni indeksi od bboxes po NMS, 
• eta: koeficient v formuli prilagodljivega praga, 
• top_k:  če je > 0, ohranimo top_k izbrane indekse. 
Funkcija v našem primeru: indexes = cv2.dnn.NMSBoxes(boxes, confidences, 0.5, 0.4). 
 
cv2.rectangle(img, pt1, pt2, color[, thickness[, lineType[, shift]]]) 
Funkcija nam okrog zaznanega objekta nariše poln ali prazen pravokotnik. 
Parametri: 
• img: slika, 
• pt1: vrh pravokotnika, 
• pt2: vrh pravokotnika nasproti pt1, 
• rec: dodatna specifikacija narisanega pravokotnika, 
• color: barva ali svetlost, 
• thickness: debelina črt, 
• line type: vrsta črte, 
• shift: število delnih bitov v koordinatah točk. 
Za naš primer funkcija izgleda tako: cv2.rectangle(img, (x,y), (x+w, y+h), color, 2). 
 
 
cv2.PutText(img, text, org, font, color) 
Funkcija ob zaznanem objektu nariše besedilo. 
Parametri:  
• img: slika, 
• text: besedilni niz, ki ga je treba risati, 
• org: spodnji levi kot besedilnega niza na sliki, 
• font: CvFont struktura inicializira uporabo InitFont(), 





FONT_HERSHEY_SCRIPT_COMPLEX; vsaka od pisav je lahko v kombinaciji s 
FONT_ITALIC, da dobimo poševne črke, 
• fontScale: faktor velikosti pisave, pomnožen z osnovno velikostjo pisave, 
• color: barva besedila, 
• thickness: debelina črt, ki se uporabljajo za risanje besedila, 
• lineType: vrsta črt, 
• bottomLeftOrigin − če je res, je izvor slikovnih podatkov v spodnjem levem kotu; 
sicer je v zgornjem levem kotu. 






Pokaže obdelano sliko v novem oknu. 
Parametri:  
• winname: ime okna, 
• image: slika, ki bo prikazana. 




Je obvezna funkcija, če uporabimo cv2.imshow(). Funkcija poda čas prikaza slike v 
milisekundah, in v primeru, da je 0, je slika prikazana do preklica, ki ga naredimo, ko 
pritisnemo katero koli tipko na tipkovnici. 
 
 
Po predstavitvi delovanja uporabljenih funkcij bomo z diagramom poteka (slika 3.4) 





Slika 3.4: Prikaz delovanja programa za analizo slike 
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S programom smo želeli primerjati natančnost prepoznave od spredaj in od strani. Na slikah 
3.5 in 3.6 so prikazani dobljeni rezultati: 
 
 
Slika 3.5: Prikaz prepoznanega kolesarja od strani 
 
 
Slika 3.6: Prikaz prepoznanega kolesarja od spredaj 
Ugotovili smo, da smo kolo od strani prepoznali s 100-% natančnostjo, kar je boljše, kot smo 
pričakovali. Od spredaj smo dosegli 79-% natančnost, kar je še vedno zelo dobro. Zaradi 
zanesljivosti delovanja smo se nato odločili, da bomo kolesarja analizirali od strani. Lahko 
bi ga tudi od spredaj, vendar se zaradi nadaljnjih zapletov, ki bi se lahko pojavili pri 




3.2.3 Prepoznavanje objektov z videoposnetka 
Postopek prepoznavanja objektov z videoposnetka poteka na podoben način kot postopek 
prepoznavanja s slike, le celotni sklop kode za prepoznavanje s slike moramo dati v while 
zanko. Tako dosežemo prepoznavanje objektov z vsake slike. Za delovanje našega programa 
je treba uporabiti tudi naslednji novi funkciji: 
 
cv2.VideoCapture(filename) 




Ta funkcija prebere slike z videoposnetka; če je slika dobra, vrne True (drži), drugače pa 
False (ne drži; to se zgodi na koncu videoposnetka). 
 




Slika 3.7: Prikaz delovanja programa za analizo videoposnetka 
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Na sliki 3.8 imamo podan grafični prikaz s šestimi izrezki iz videoposnetka, na katerem so 










Slika 3.8: Prikaz izrezkov iz videoposnetka 
Z izrezkov iz videoposnetka je razvidno, da je kolo prepoznano s 96–100-% verjetnostjo. To 
nam pove, da program zadošča našim kriterijem in da je videoposnetek za nadaljevanje 
primerno posnet. 
3.2.4 Sledenje objektov 
Sledenje objektov je postopek: 
1. Prepoznavanje objektov. 
2. Dodeljevanje identifikacijskih številk zaznanim objektom. 
3. Sledenje objektov, ki se premikajo po sliki, ne da bi izgubili identifikacijsko številko. 
 
Sledenje se od prepoznavanja razlikuje v treh ključnih točkah: 
1. Je hitrejše od prepoznavanja: običajno so algoritmi za sledenje hitrejši od 
algoritmov za zaznavanje. Algoritem za prepoznavanje mora v videoposnetku 
prepoznati objekte v vsaki sliki posebej, kar ga zelo upočasni. Pri sledenju pa, ko 
prepoznamo objekt, ga v naslednji sliki potem samo še sledimo, ker s prepoznane 
slike vemo obliko objekta, smer in hitrost gibanja. V naslednji sliki uporabimo torej 
vse te podatke, da prepoznamo objekt v predvidenem območju, kjer naj bi se pojavil; 
algoritem mora iskati prepoznan objekt v tem določenem območju. Medtem ko se 
pri prepoznavanju prepoznavanje objekta izvaja na vsaki n-ti sliki, pri sledenju 
prepoznamo objekt v n+1 sliki (lahko tudi + 2,+ 3,+ 4 odvisno od aplikacije). Če bi 
prepoznali objekt samo v prvi sliki, bi se lahko zgodilo, da bi izgubili sled objekta v 
slednjih slikah, predvsem v primeru, ko gre objekt za drugi objekt in ni viden daljši 
čas. Zato mora vsake toliko časa izvajati prepoznavanje. 
2. Pomaga, ko prepoznavanje odpove: v primeru, da sta dva objekta zelo skupaj 
oziroma se prekrivata, nam ne bo uspelo prepoznati prvega objekta (npr. kolesa). 
3. Ohranja identiteto: program za prepoznavanje nam na izhodu da niz 
pravokotnikov, ki vsebuje prepoznane objekte. Prepoznani objekti nimajo dodeljene 
identitete in v naslednji sliki bo ponovno prepoznalo objekte, ki ne bodo imeli istega 
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vrstnega reda v nizu, torej nobene povezave s prejšnjo sliko. Sledenje vsakemu 
objektu določi identiteto, objekti med posameznimi slikami v videoposnetku pa 
imajo povezavo. 
 
Program za sledenje je sestavljen iz petih korakov: 
1. Sprejemanje prepoznanih objektov: tukaj moramo v program za sledenje 
prejeti x- in y-koordinate pravokotnikov, ki omejujejo objekte. Pravokotnike 
dobimo iz algoritma za prepoznavanje (pri nas je to z Yolo). Ko imamo 
koordinate pravokotnikov, lahko izračunamo sredinsko točko. Vsem 
prepoznanim pravokotnikom oziroma točkam dodelimo unikatno 
identifikacijsko številko. Prikazano na sliki 3.9. 
 
Slika 3.9: Prikaz sredinskih točk in pravokotnikov objektov 
 
2. Računanje razdalje med starimi in novimi pravokotniki objektov: za vsako 
naslednjo sliko našega videoposnetka uporabimo korak 1, da izračunamo 
sredinsko točko. Preden točkam določimo novo identifikacijsko oznako, 
pogledamo, ali je kakšna povezava med starimi sredinskimi točkami. Za izvedbo 
tega procesa izračunamo razdalje med starimi in novimi točkami. Na sliki 3.10 
so stare točke prikazane z zeleno barvo, nove pa z modro. Povezave prve 
identifikacijske točke so vijoličaste, druge pa rdeče. 
 




3. Dodeljevanje novih koordinat obstoječim objektom: algoritem predpostavlja, 
da se bo telo s slike n v n+1 premaknilo za neko najmanjšo možno razdaljo 
(prikazano na sliki 3.11), ki bo manjša od vseh ostalih razdalj med drugimi 
predmeti, zato določimo, da se je točka premaknila v najbližjo točko v drugi sliki. 
Točke, ki nam ostanejo, bomo obravnavali v koraku 4. 
 
 
Slika 3.11: Prikaz premika objektov 
 
4. Identifikacija novih objektov: v primeru, da imamo več vhodno zaznanih 
objektov kot obstoječih (prikazano na sliki 3.12), moramo identificirati nove 
objekte, kar pomeni, da nove objekte dodamo na naš seznam objektov, ki jih 
sledimo, tako da jim določimo identifikacijsko številko in shranimo koordinate 
sredinske točke. Potem se lahko vrnemo na korak 2 in ponovimo postopek za 
vsako sliko v videoposnetku. 
 





5. Odstranitev identifikacije: vsak algoritem za sledenje mora vedeti, kdaj objekt 
izgine. Kako obravnavamo ta korak, je odvisno od aplikacije in od tega, kje naš 
objekt izgine. Mi bomo odstranili identifikacijo, ko znanega objekta na slikah ne 
bomo mogli prilegati z objekti na n-ti sliki. 
 






Slika 3.13: Diagram poteka za sledenje 
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3.2.5 Prepoznavanje hitrosti kolesarja z videoposnetka 
Preden se lotimo pregleda našega programa, moramo predstaviti koncept prepoznavanja 
hitrosti. Glavni podatek, na katerega se bo hitrost poleg videoposnetka zanašala, je dolžina 
od levega do desnega roba slike (prikazana na sliki 3.14). To je edina mera, ki jo bomo 
morali zmeriti na lokaciji. Dolžino je treba izmeriti na mestu, kjer se bo vozil kolesar 




Slika 3.14: Prikaz dolžine 
 
Izmerjeno dolžino je za bolj natančne izračune hitrosti treba tudi kalibrirati. Prav tako je 
pomembno, da je kamera postavljena pravokotno na cesto. Ko imamo podano dolžino, se 
lahko lotimo izračuna hitrosti. Hitrost bomo izračunali tako, da bomo našo prevoženo 
dolžino razdelili na tri odseke (prikazani na sliki 3.15), na katerih bomo izračunali hitrost. 




Slika 3.15: Prikaz odsekov meritev 
Da bomo lahko preračunali, kje na sliki so odseki AB, BC, CD, moramo izračunati korelacijo 
med dolžino in širino slike. 
 




= ⋯ m (3.1) 
Razdalja v pikah med točkami: 
𝑝AB = |𝑥B − 𝑥A| = ⋯ št. pik (3.2) 
𝑝BC = |𝑥C − 𝑥B| = ⋯ št. pik (3.3) 
𝑝CD = |𝑥D − 𝑥C| = ⋯ št. pik (3.4) 
 
Dolžina odseka v metrih: 
𝐿AB = 𝑝AB ∙ 𝐿p = ⋯ m  (3.5) 
𝐿BC = 𝑝BC ∙ 𝐿p = ⋯ m (3.6) 
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𝐿CD = 𝑝CD ∙ 𝐿p = ⋯ m (3.7) 
 
Preglednica 3.7: Meritve odsekov 






tAB LAB vAB 
B 
B 
tBC LBC vBC 
C 
C 

























Ko izračunamo hitrosti za vsak odsek posebej, izračunamo še povprečno hitrost na celotni 
dolžini. 
𝑣povp =  





  (3.11) 
Oziroma v km/h: 
𝑣povp =  
𝑣AB + 𝑣BC + 𝑣CD
3
∙ 3,6 = ⋯
km
h
  (3.12) 
 












Modul »Imutils«[16] vsebuje uporabne funkcije za obdelavo slik, kot so obračanje, 
translacije, spreminjanje velikosti, obdelava skeleta. Če primerjamo funkcije paketa s 
funkcijami OpenCV, bomo ugotovili, da nam bodo olajšale delo in skrajšale kodo.  
S translacijo lahko premikamo sliko v x- in y-smeri, kar je veliko enostavnejše kot pri 






Primer funkcije: translacija = imutils.translate(Image, x, y). 
Parametri: 
• image: pot do slike, 
• x: pomik v x-koordinati, 
• y: pomik v y-smeri. 
 
Z rotacijo lahko obrnemo sliko. V primeru OpenCV bi morali uporabiti 
cv2.getRotationMatrix2D in cv2.warpAffine.  
Primer funkcije: rotacija = imutils.rotate(image, angle=angle). 
Parametri: 
• image: pot do slike, 
• angle: kot v stopinjah. 
 
S funkcijo resize spremenimo velikost slike (prikazano na sliki 3.16). Zelo podobno funkcijo 
ima tudi OpenCV–cv2.resize, vendar ni popolnoma enaka. Tukaj podamo samo želeno širino 
in nam spremeni velikost slike, ne da bi se spremenilo njeno razmerje. 
Primer funkcije: spreminjanje_velikosti = imutils.resize(Image, width=width). 
Parametri: 
• image: pot do slike, 
• width: št. pik po širini. 
 
 
     
Slika 3.16: Originalna in pomanjšana velikost 
 
Z obdelavo skeleta izdelamo topologijo skeleta belega objekta s črnim ozadjem. 




• image: pot do črno-bele slike, 
• size: velikost strukturiranega elementa. 
 
Time 
Modul »Time«[17] vsebuje različne funkcije, povezane s časom. Platforma Python začne 
šteti čas s 1. januarjem 1970 ob 00:00, kar se na drugih platformah lahko razlikuje 
(preverimo s funkcijo: time.gmtime(0))). Izraz sekunde začne vedno šteti od začetka štetja, 
prestopne sekunde (se pojavijo zaradi prestopnih let) pa se na tej platformi ne upoštevajo. 
Modul ne more obdelovati časa pred 1970 in po letu 2038 (to velja za 32-bitne sisteme). Vsi 
časi so izraženi s plavajočo vejico, kar pomeni, da bodo rezultati zelo natančni. 
 
class time.struct_time 
Je oblika časa, ki nam ga vrne gmtime(), localtime() in strptime(). Predstavlja objekt s 
poimenovanimi terkami, do katerih lahko dostopamo z indeksom oz. imenom atributa »al«. 
Vrednosti so prikazane v preglednici 3.8: 
 
Preglednica 3.8: Indeksi za struct_time 
Indeks Atribut Vrednost 
0 tm_year (npr., 1993) 
1 tm_mon območje [1,12] 
2 tm_mday območje [1,31] 
3 tm_hour območje [0,23] 
4 tm_min območje [0,59] 
5 tm_sec območje [0,61] 
6 tm_wday 
območje [0,6], 0 je 
ponedeljek 
7 tm_yday območje [1,366] 
8 tm_isdst 0,1 ali −1 
/ tm_zone 
okrajšano ime časovnega 
pasa 
/ tm_gmtoff 
odmik vzhodno od 
časovnega pasa v sekundah 
 
time.gmtime([secs]) 
Spremeni čas, izražen v sekundah, v struct_time. Deli sekund se zanemarijo. 
 
time.localtime([secs])¶ 
Podoben gmtimu(), ampak pretvori čas v lokalnega. 
 
time sleep (s) 
Prekine program za število sekund, podanih v argumentu. Za natančnejši čas spanja lahko 
podamo argument s plavajočo vejico, vendar je spanje lahko tudi krajše v primeru, da imamo 
funkcijo z večjo pomembnostjo oziroma izjemo. V nekaterih primerih pa tudi daljši, zaradi 





V funkcijo vstavimo terko ali struct_time in nam vrne niz gmtime() ali localtime(). Če ''t'' ni 
določen, nam vrne localtime(). V primeru da se čas ne nahaja v določenem območju, nam 
vrne napako. Nič predstavlja katerikoli argument v časovni terki. V funkcijo so lahko 
vstavljeni naslednji argumenti: 
 
Preglednica 3.9: Argumenti za strftime() 
Argument Pomen 
%a Skrajšano ime dneva v tednu 
%A Celotno ime dneva v tednu 
%b Skrajšano ime mesca  
%B Celotno ime mesca 
%c Datum in čas 
%d Dan v mescu kot decimalno število [01, 31] 
%H Ura (24 h) kot decimalno število [00,23] 
%I Ura (12 h) kot decimalno število [01,24] 
%j Dan v letu kot decimalno število [001,336] 
%m Mesec kot decimalno število [01,12] 
%M Minute kot decimalno število [00,59] 
%p Izpiše dopoldne ali popoldne 
%S Sekunde kot decimalno število [00,61] 
%U 
Teden v letu (nedelja prvi dan v tednu) kot 
decimalno število [00,53] 
%w Dan kot decimalno število [0 (nedelja),6] 
%W 
Teden v letu (ponedeljek prvi dan v tednu) 
kot decimalno število [00,53] 
%x Datum 
%X Čas 
%y Leto kot decimalno število [00,99] 
%Y Leto s stoletjem kot decimalno število 
%z Časovni pas [−23:59, +23:59] 
%Z Ime časovnega pasa 
 
Dlib 
Dlib[18] je sodobno orodje C++, ki vsebuje algoritme strojnega učenja in orodja za 
ustvarjanje zahtevnih programov v C++, ki pomagajo reševati resnične probleme. Uporablja 
se v industriji (robotika, računalniško procesiranje, mobilne aplikacije) in na univerzah za 




Z modulom si pomagamo pri: 
• strojnem učenju, 
• numeričnih metodah, 
• grafičnih modelih, 
• procesiranju slik, 
• procesiranju, 
• mreženju, 
• grafičnih vmesnikih, 
• stiskanju podatkov, 
• testiranju. 
 
Ko so uvoženi vsi moduli, lahko začnemo pisati program: 
1. Naredimo knjižnico z vsemi parametri, ki jih bomo potrebovali v programu: 
conf = {"max_disappear": 10,"max_distance": 175,"track_object": 4,"confidence": 
0.4,"frame_width": 400,"speed_estimation_zone": {"A": 120, "B": 160, "C": 200, 
"D": 240},"distance": 8,"display": True, output_path": "output","csv_name": 
"log2.csv"}. 
 
max_disappear: je maksimalno število slik, ko ne vidimo več naše sredinske točke in 
označimo, da je objekt izginil 
max_distance: je maksimalno število pik, za katero se lahko premakne sredinska 
točka v prvi sliki, drugače jo označimo, da je izginila 
track_object: je število, ki pove, na kateri sliki izvaja algoritem prepoznavanje 
objektov; če bi to izvajali na vsaki sliki, bi preveč obremenili procesor in bi program 
bil počasen 
confidence: potrebna verjetnost, da upoštevamo objekt 
frame_width: širina slike, ki jo bomo uporabili pri algoritmu 
speed_estimation_zone: so razdalje v pikah, na katerih se nahajajo črte A, B, C, D 
distance: je dejanska širina slike, ki jo bomo izmerili na opazovanem območju z 
merilnikom dolžine 
display: prikaz rezultatov 
output_path: pot do datoteke za shranjevanje rezultatov 
output: ime datoteke za zapis rezultatov 
2. Uvozimo videoposnetek, ki ga želimo obdelati, kot smo to naredili v poglavju 3.2.3. 
3. Uvozimo Yolo za prepoznavanje objektov. 
4. Uvozimo program za sledenje objektov, katerega izdelavo smo predstavili v poglavju 
3.2.4. 
5. Začnemo z while zanko in preberemo prvo sliko ter ji označimo čas. 
6. Spremenimo velikost slike s funkcijo imutils.resize in spremenimo barve slike RGB 
s funkcijo cv2.cvtColor(slika, cv2.COLOR_BGR2RGB). Ko imamo širino slike, 
lahko preračunamo tudi dolžino pike v metrih. 
7. V primeru, da je številka slike deljiva s štiri, izvedemo prepoznavanje objektov na 
vsaki četrti sliki. Objekti se označijo s pravokotniki, katerih koordinate shranimo na 
novi seznam. 
Ko imamo seznam prepoznanih objektov, moramo narediti filtracijo. Najprej 
naredimo filtracijo glede na verjetnost prepoznave objektov, obdržimo le objekte, ki 
so bili prepoznani z verjetnostjo, večjo od 50 %: 
 




Nato izvedemo še filtracijo na obliko teles in uporabimo samo prepoznana kolesa 
(slika 3.17): 
 
Slika 3.17: Filtracija objektov 
Na koncu za prepoznane objekte uporabimo dlib.rectangle(startX, startY, endX, 
endY), s katerim dobimo koordinate kolesa in jih dodamo na seznam. 
8. Če številka slike ni deljiva s 4, uporabimo program za sledenje. Točko dodamo na 
seznam. 
9. Preden lahko izračunamo hitrost, moramo določiti smer gibanja, in sicer tako, da od 
začetne koordinate odštejemo drugo. V primeru da je to večje od nič, se kolesar giblje 
od leve proti desni, če je manjše od nič, pa od desne proti levi. 
10. V primeru da se kolesar giblje od leve proti desni, si točke sledijo v zaporedju A, B, 
C, D. Preverimo, ali je naša točka že bila zabeležena, če še ni bila, pa to storimo. Ko 
je koordinata x sredinske točke kolesarja večja od A, zabeležimo čas pod točko A 
(slika 3.18). 
 
Slika 3.18: Prikaz algoritma za zapis točke A 
To z nekaj spremembami storimo še za ostale točke (B, C, D). Namesto if moramo 
uporabiti elif, pri točki D pa moramo označiti, da je to zadnja točka (to.lastPoint = 
True), tako da vemo, da je to konec. V primeru, da se kolesar giblje od desne proti 
levi, si morajo točke slediti v obratnem vrstnem redu (D, C, B, A). 
11. Ker smo zabeležili zadnjo točko, se lahko lotimo preračuna hitrosti. S pomočjo 
časov, ki smo jih zabeležili, in enačb ((3.1), (3.2), (3.3), (3.4), (3.5), (3.6), (3.7), (3.8), 
(3.9), (3.10)), lahko izračunamo hitrost, nato pa s pomočjo enačbe izračunamo še 
povprečno hitrost v km/h (3.12). 
12. S pomočjo OpenCv uredimo videoposnetek, da nam prikaže zaznavo objekta in 
identifikacijsko številko. 
13. Na koncu s pomočjo time.strftime() uredimo shranjevanje podatkov v datoteko csv. 
Za lažji prikaz rezultatov smo v programu izpisali tudi pomembne podatke. 
 
 
Za lažje razumevanje smo na sliki 3.19 s pomočjo diagrama poteka prikazali delovanje 










Slika 3.19: Diagram poteka merjenja hitrosti 
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3.3 Eksperimentalni del 
V eksperimentalnem delu bomo predstavili dva preizkusa programske opreme. V prvem se 
bomo osredotočili bolj na primerjavo rezultatov oziroma tako imenovano kalibracijo, v 
drugem preizkusu pa bomo predstavili popolnoma aplikativen način uporabe programske 
opreme na kolesarskem odseku. 
3.3.1 Prvi preizkus 
3.3.1.1 Postopek meritev 
Eksperimentalnega dela smo se najprej lotili na neprometni ulici (slika 3.20), kjer smo 
naredili videoposnetke kolesarja pri različnih hitrostih. 
 
Slika 3.20: Cesta 
Za snemanje smo uporabili: 
1. Pametni telefon (Samsung Galaxy S8) s kakovostno kamero 
2. Pametni telefon (Oneplus 6) za merjenje hitrosti 
3. Stativ 
4. Nosilec za telefon 
5. Merilni trak 
6. Laserski merilnik 
7. Lepilni trak 
 




Slika 3.21: Oprema 
 
Nosilec za telefon smo pritrdili na stativ, tega pa raztegnili na višino kolesarja (pribl. 
120 cm). Kamero smo postavili pravokotno na cesto, saj bi v nasprotnem primeru meritve 
bile napačne. Postavili smo jo 8 metrov od ceste, tako da smo v sliko dobili dovolj velik 
odsek. Ko je bil stativ postavljen na pravem mestu, smo vklopili kamero in pomerili širino 
odseka, ki smo ga zajeli in je znašal 8 m. Ločljivost kamere smo nastavili na 1920 x 1080 in 
60 slik/sekundo. Da smo ugotovili natančnost programa, smo rezultate programa primerjali 
z GPS-meritvami, opravljenimi s pametnim telefonom, in merjenjem časa za pot med dvema 
točkama. Na cesti smo označili še dve točki, ki sta predstavljali razdaljo 6 m (prikazano na 
sliki 3.22).  
 
 
Slika 3.22: Razdalja med točkama in širina slike 
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Meritve smo opravljali pri treh hitrostih: 
1. 10 km/h 
2. 15 km/h 
3. 20 km/h 
 
In v dveh smereh: 
1. Od leve proti desni 
2. Od desne proti levi 
 
Postopek meritev: Kolesar je imel pri sebi pametni telefon z aplikacijo Speedometer and 
speed tracking[19], s katero je nadziral hitrost svoje vožnje. Začeli smo z 10 km/h, pri čemer 
se je peljal v obe smeri, in nadaljevali s 15 km/h in 20 km/h. Vse smo dokumentirali s 
kamero. 
 
3.3.1.2 Obdelava podatkov 
Videoposnetke smo prenesli na računalnik in jih shranili v določeno datoteko zraven 
programa za merjenje hitrosti. Videoposnetke smo obrezali tako, da nismo imeli izsekov 
brez kolesarja, kar je skrajšalo čas obdelave in omogočilo hitrejšo kalibracijo. Posnetke smo 
tudi identificirali, da bi vedeli, za katero meritev gre. Z videoposnetkom, ko se je kolesar 
peljal 10 km/h, smo naredili kalibracijo. Na začetku smo dobili hitrost 9,7 km/h. Hitrost je 
bila nekoliko manjša, kot je bilo pričakovano, vendar še vedno v mejah normale, zato 
nadaljnje kalibracije nismo izvajali. Program smo pognali še na ostalih hitrostih. 
 
Časa med dvema točkama pa žal nismo mogli natančno izmeriti, ker je razdalja, ki smo jo 
merili, prekratka in bi bila napaka prevelika, zato smo ta način opustili. 
 
 
3.3.2 Drugi preizkus 
3.3.2.1 Postopek meritev 
Drugi preizkus smo opravili na terenu. Za lokacijo smo izbrali odsek kolesarske poti v 
Tivoliju (slika 3.23). Zanjo smo se odločili, ker je nekoliko odmaknjena od glavne ceste in 
nam je omogočila varno opravljanje meritev, ne da bi ovirali avtomobilski promet. Pri 










Stativ smo postavili pravokotno na kolesarsko stezo. Odmaknili smo ga 6,954 m od črte 
kolesarske steze, katere širina je znašala 1,45 m. Prikazano na sliki 3.24.  
 
Slika 3.24: Postavitev stativa 
Kamero smo vpeli na stativ in pomerili širino objektiva. To smo izvedli tako, da je eden od 
sodelujočih v eksperimentu na kameri gledal, kje je meja, drugi pa je z lepilnim trakom 
označil levo in desno mejo. Razdalja, ki smo jo izmerili z laserskim merilnikom, je znašala 




Slika 3.25: Meritev širine objektiva 
Nato smo začeli snemati in se najprej zapeljali s kolesom, pri čemer smo nadzirali hitrost s 
pametnim telefonom in aplikacijo za merjenje hitrosti. Peljali smo se 10 km/h, kar nam je 
pomagalo pri kalibraciji. Snemali smo z ločljivostjo 1920 × 1080 s 60 slikami/sekundo.  
 
3.3.2.2 Obdelava podatkov 
Videoposnetke smo prenesli na računalnik in jih shranili v določeno datoteko zraven 
programa za merjenje hitrosti. Za kolesarja, ki se je peljal 10 km/h, smo naredili kalibracijo. 
Na začetku smo dobili hitrost 9,1 km/h. Hitrost je bila nekoliko manjša od pričakovane, zato 




4 Rezultati  
 
4.1 Rezultati prvega preizkusa 
Program je narejen tako, da rezultate izpiše na koncu in jih shrani v datoteko csv. 
 
Slika 4.1: Prikaz izpisa rezultatov 
Preglednica 4.1: Prikaz rezultatov meritev 
Meritev Hitrost [km/h] 
GPS 10 15 20 
Program 
LD1 9,7 14,01 21,18 
DL1 11,04 16 21,6 
LD2 10,65 14,4 21,1 
DL2 10,2 15,17 20,94 
LD1 − Meritev 1 od leve proti desni, DL1 − Meritev 1 od desne proti levi, LD2 − Meritev 2 od leve proti desni, DL2 − Meritev 2 od desne 
proti levi 
 
V Preglednica 4.1 so prikazani rezultati meritev, opravljenih z GPS-merilnikom in 
izračunanih s programom. 
Največja težava pri meritvah je bila aplikacija na pametnem telefonu, ker ni dovolj dosledno 
posodabljala hitrosti. Če bi meritve ponovili, bi se odločili za drugo metodo merjenja, kot 
sta kolesarski števec ali radarski merilnik. S tem bi veliko lažje izvedli kalibracijo in napake 







4.2 Rezultati drugega preizkusa 
S programom smo uspešno prepoznali vseh pet kolesarjev in izmerili njihovo hitrost. Vsak 









Slika 4.2: Identifikacija kolesarjev 
Hitrosti kolesarjev so se prikazale na koncu programa in shranile v datoteko csv (slika 4.3). 
 
 
Slika 4.3: Prikaz rezultatov 
S pomočjo funkcije numpy.average smo na koncu izračunali še povprečno hitrost, ki je za 









Z rezultati obeh preizkusov smo zelo zadovoljni; ugotovili smo, da je program uspešno 
prepoznal kolesarje v obeh primerih, kar pomeni, da je učinkovito prepoznal in sledil 
kolesarja od začetka do konca. V videoposnetkih so bili tudi pešci, katere je program uspešno 
izpustil, saj niso del naše analize. Zaradi sonca so naši posnetki nekoliko temnejši kot bi bili 
idealni, ampak to ni predstavljalo ovir.  
 
Uporaba modula OpenCV v kombinaciji z utežmi in konfiguracijo od YOLOv3 se je 
izkazala za pravo odločitev, saj so rezultati konstantno ponovljivi. 
 
V poglavju 4.1 je bilo predstavljeno, da je program izmeril hitrost kolesarja z zadovoljivo 
natančnostjo; z boljšimi merilnimi napravami bi lahko dobili natančnejše in verodostojnejše 
rezultate. 
 
V poglavju 3.3.2 in 4.2 smo predstavili, kako enostavni sta postavitev in uporaba programa. 
Program je podatke obdelal le v nekaj minutah in že smo dobili v tabeli izpisane rezultate. 
 
Rezultate prvega preizkusa je program izračunal v 3,38 sekunde za vsak primer posebej, 
rezultate drugega pa v 107,66 sekunde, ker je šlo za nekoliko daljši videoposnetek. Takšna 
čase smo dosegli zaradi programa za sledenje, v primeru prepoznavanja vsake slike bi bili 
časi znatno daljši. 
 
Preizkusi so bili predvsem raziskovalnega pomena, zato smo uporabili opremo katero smo 
imeli na voljo v našem domu. Kamere današnjih pametnih telefonov imajo visoko ločljivost 
in hitrosti slik/sekundo, kar je ustrezno za preizkušanje. Rezultati so pokazali, da je 








1) Zasnovali smo program za merjenje hitrosti kolesarjev s pomočjo analize 
videoposnetka. 
2) Pokazali smo, kako deluje, kaj sta namen in vloga programa v cestnem prometu. 
3) Dobljeni rezultati pomenijo, da program učinkovito prepozna kolesarja in mu izmeri 
hitrost. 
4) Ugotovili smo princip delovanja vmesnika YOLO in OpenCV, njuno aplikativno 
uporabo na realnem primeru. 
5) S pomočjo koncipiranja več iteracij programa smo ugotovili način hitre obdelave 
podatkov, v našem primeru videoposnetka. 
6) Z eksperimentalnim delom smo pokazali, kaj moramo opraviti za uspešno analizo 
določenega kolesarskega odseka. 
7) Na podlagi dobljenih rezultatov smo opravili kalibracijo programa za naš 
videoposnetek. 
8) Naša ocena stroškov je bila korektna, saj smo porabili toliko časa, kot smo načrtovali. 
 
Glavni prispevek dela je naš program, s katerim smo omogočili merjenje hitrosti kolesarjev 
na določenem odseku, ne da bi posegli v infrastrukturo. Zmanjšali smo potrebo po prisotnosti 
človeških virov med opravljanjem analize, zmanjšali verjetnost napak, povečali količino 
zajetih podatkov in pocenili celoten proces. 
 
 
Predlogi za nadaljnje delo 
 
Za nadaljnje delo predlagamo dodaten preizkus z boljšim merilnikom (kolesarski števec, 
radarski merilnik hitrosti) za izvajanje kalibracije, s čimer bomo dosegli večjo natančnost 
meritev programa. Predlagali bi uporabo kamere z natančnejšo časovno delitvijo in boljšo 
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Program za meritev hitrosti kolesarjev s pomočjo analize videoposnetka: 
https://github.com/KlemenGomilsek/Sistem-za-meritev-hitrosti-kolesarjev-s-pomocjo-
analize-videoposnetka  
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