On Singularities and Weak Solutions of Mean Curvature Flow by Mramor, Alexander
UC Irvine
UC Irvine Electronic Theses and Dissertations
Title
On Singularities and Weak Solutions of Mean Curvature Flow
Permalink
https://escholarship.org/uc/item/57k2t96w
Author
Mramor, Alexander
Publication Date
2019
License
CC BY 4.0
 
Peer reviewed|Thesis/dissertation
eScholarship.org Powered by the California Digital Library
University of California
THE UNIVERSITY OF CALIFORNIA, IRVINE
On Singularities and Weak Solutions of Mean Curvature Flow
DISSERTATION
Submitted in partial satisfaction of the requirements for the degree of
DOCTOR OF PHILOSOPHY
in mathematics
by
Alexander Everest Mramor
Dissertation Committee:
Professor Richard Schoen, Chair
Associate Professor Li-Sheng Tseng
Assistant Professor Xiangwen Zhang
2019
• Portions of chapter 4 of this thesis were originally published in Entropy and
the generic mean curvature flow in curved ambient spaces, Proc. Amer. Math.
Soc. 146, 2663-2677, American Mathematical Society, Providence, RI, 2018.
• Portions of chapter 6 of this thesis were originally published in A finiteness the-
orem via the mean curvature flow with surgery, Journal of geometric analysis,
December 2018, Volume 28, Issue 4, pp 3348–3372, Springer Nature Switzer-
land AG.
• Portions of chapter 7 of this thesis are to appear in Regularity and stability
results for the level set flow via the mean curvature flow with surgery in Com-
munications in Analysis and Geometry, International Press of Boston, Boston,
Mass
• Portions of chapter 8 of this thesis are to appear in On the topological rigidity
of self shrinkers in R3 in Int. Math. Res. Not., Oxford univerisity press,
Oxford, UK, 2019.
All other materials c© 2019 Alexander Mramor
ii
Table of contents
List of Figures . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . vi
Acknowledgements . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . vii
Curriculum Vitae . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . ix
Abstract of the dissertation . . . . . . . . . . . . . . . . . . . . . . . . . . x
Preface 1
1 Introduction to the mean curvature flow 4
1.1 Classical formulation of the mean curvature flow . . . . . . . . . . . . 5
1.2 Mean curvature flow with surgery for compact 2-convex hypersurfaces 11
1.2.1 Mean curvature flow with surgery according to Huisken and
Sinestrari . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
1.2.2 Haslhofer-Kleiner theory . . . . . . . . . . . . . . . . . . . . . 13
1.3 Background on Colding and Minicozzi’s entropy. . . . . . . . . . . . . 17
1.4 Using Brakke regularity theorem to control curvature blowup . . . . . 19
2 The simplest phenomena: surfaces which shrink to round points 23
2.1 First attempts at providing nonconvex surfaces which flow to round
points . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
2.1.1 A compactness contradiction argument . . . . . . . . . . . . . 25
2.1.2 Neighborhoods of curves which shrink to round points . . . . . 28
2.2 Constructing new flows from old via barriers . . . . . . . . . . . . . . 32
2.2.1 Quickly disappearing spikes . . . . . . . . . . . . . . . . . . . 34
2.2.2 Quickly disappearing pancakes . . . . . . . . . . . . . . . . . . 41
2.3 Pathological examples of surfaces which flow to round points . . . . . 45
3 A first application of Colding and Minicozzi theory 53
3.1 The first technical hurdle: failure of Huisken monotonicity. . . . . . . 54
3.2 A weighted monotonicity formula for forced flows. . . . . . . . . . . . 54
3.3 Almost monotonicity of entropy. . . . . . . . . . . . . . . . . . . . . . 57
3.4 Lipschitz continuity of entropy in certain cases. . . . . . . . . . . . . 60
3.5 Generic flow to round points . . . . . . . . . . . . . . . . . . . . . . . 62
iii
4 The mean curvature flow with surgery under a low entropy assump-
tion 68
4.1 Structure of α-noncollapsed ancient flows of low entropy . . . . . . . 70
4.2 Existence of small entropy mean convex cap . . . . . . . . . . . . . . 70
4.3 Estimation of entropy across surgeries. . . . . . . . . . . . . . . . . . 76
5 Topological applications of the mean curvature flow with surgery 84
5.1 A finiteness theorem via the mean curvature flow . . . . . . . . . . . 85
5.1.1 Path to round sphere . . . . . . . . . . . . . . . . . . . . . . . 87
5.1.2 Torus to knot theorem . . . . . . . . . . . . . . . . . . . . . . 95
5.1.3 Hypersurface to skeleton theorem . . . . . . . . . . . . . . . . 97
5.1.4 Finiteness theorem . . . . . . . . . . . . . . . . . . . . . . . . 98
5.2 An application to self shrinkers of low entropy . . . . . . . . . . . . . 101
6 Using the mean curvature flow with surgery to study the level set
flow 109
6.1 Localizing the mean curvature flow with surgery. . . . . . . . . . . . . 114
6.2 Convergence to level set flow. . . . . . . . . . . . . . . . . . . . . . . 117
6.3 A Variant of the Local Brakke Regularity Theorem for the LSF. . . . 121
6.4 Corrollaries to the regularity theorem . . . . . . . . . . . . . . . . . . 127
6.4.1 Rapid smoothing . . . . . . . . . . . . . . . . . . . . . . . . . 127
6.4.2 LSF long time convergence to a plane . . . . . . . . . . . . . 127
6.5 Explicit examples of theorem 6.0.3 . . . . . . . . . . . . . . . . . . . 128
7 The existence and structure of “exotic” singularity models 130
7.1 Ancient and eternal solutions to the mean curvature flow from minimal
surfaces . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 134
7.1.1 Ancient flows out of a wide class of minimal surfaces . . . . . 134
7.1.2 An eternal solution out of the catenoid . . . . . . . . . . . . . 138
7.1.3 Partial uniqueness of the reapernoid . . . . . . . . . . . . . . . 145
7.2 An unknotedness theorem for self shrinking surfaces . . . . . . . . . . 148
Conclusion 153
iv
List of figures
1.1 The 4 possible types of high curvature regions for the MCF with surgery 12
2.1 The spike construction iterated several times . . . . . . . . . . . . . . 33
2.2 A barrier to force the model spike down . . . . . . . . . . . . . . . . 36
2.3 A diagram of planting the model spike onto the surface . . . . . . . . 38
2.4 Positioning of slightly bent barriers as sub and supersolutions to the
flow . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39
2.5 Cross-section of “pancake” construction . . . . . . . . . . . . . . . . . 41
2.6 Edge of pancake being smoothed out by flow . . . . . . . . . . . . . . 45
2.7 A sequence of flows shrinking to a round point yet the sequence of
initial surfaces has no Gromov-Hausdorff limit. . . . . . . . . . . . . . 46
2.8 A surface that is close in Hausdorff distance to a sphere and shrinks
to a round point yet has high entropy and large area. . . . . . . . . . 47
2.9 A (slightly inaccurate) sketch of one of the first elements in the space
filling sequence of surfaces which shrink to points. . . . . . . . . . . . 49
4.1 A slowly forming neckpinch which gives a low entropy cap . . . . . . 74
4.2 A potential high curvature region under the surgery flow . . . . . . . 81
5.1 A diagram of a possible skelton found via theorem 5.1.3. . . . . . . . 86
5.2 Decomposition of the hypersurface along standard surgery spots . . . 89
5.3 Isotopy to round sphere in inductive step . . . . . . . . . . . . . . . . 90
5.4 Preconditioning for neck extension . . . . . . . . . . . . . . . . . . . 91
5.5 Extending the neck along the isotopies of A and B . . . . . . . . . . . 92
5.6 Bumping A to be able to smooth the isotopy . . . . . . . . . . . . . . 94
5.7 A junction of a skeleton in a small cube . . . . . . . . . . . . . . . . . 99
5.8 A junction point of a skeleton after conditioning . . . . . . . . . . . . 99
5.9 A deformation of a skeleton to a distinguished skeleton . . . . . . . . 100
6.1 An illustration of a neighborhood in definition 6.0.1. . . . . . . . . . . 111
6.2 α noncollapsedness for sets with boundary . . . . . . . . . . . . . . . 116
6.3 Using enclosed volume to control height in a noncollapsed flow . . . . 122
v
7.1 A sketch of the regimes of the profile curves of the higher-dimensional
reapernoid, the eternal solution of Theorem 7.0.3. For t  0, the
eternal solution has a profile curve close to that of the catenoid, and
for t 0, it has a profile curve close to that of a grim reaper. . . . . 132
7.2 An approximate profile of ut along with the tilted support plane Hθ.
Note that in reality, Hθ is not rotationally symmetric about the x-axis.141
vi
Acknowledgements
As I mulled over the contents of this thesis, I realized that my modest accom-
plishment would not have been achieved without the help and insipration of a great
number of mathematicians and otherwise, both near and afar, who I thank here.
I owe a huge debt of gratitude to my advisor, Richard Schoen, for setting me on
my way in geometric analysis, his great courses filled with his one-of-a-kind insight,
and constant support and encouragement. His dedication to geometric analysis and
penchant for creativity are truly inspirational.
Special thanks are also due to my wonderful collaborators Shengwen Wang and
Alec Payne, with whom much of the work in this thesis has been done. I also wish
to warmly thank thank in particular professors Jacob Bernstein, Or Hershkovits,
Bruce Kleiner, and Longzhi Lin for their very helpful suggestions, to either me or
my collaborators, which directly impacted the work presented in this thesis. Their
own work often served as an important source of inspiration as well.
I’ve also had numerous long mathematical discussions concerning geometry and
learned a lot from Jean-Francois Arbour, professor Theodora Bourni, professor Reto
Buzano, professor Steven Cutkosky, professor Dan Edidin, professor Adam Helfer,
Sven Hirsch, Andrew Holbrook, Yucheng Ji, professor Mat Langford, Chao Li, Martin
Lisourd, Chris Lopez, Christos Mantoulidis, Peter McGrath, Henri Roesch, Hongyi
Sheng, professor Jan Segert, professor Jeff Streets, professor Hung Tran, professor
Li-Sheng Tseng, Ryan Unger, David Wiygul, Lisandra Vasquez, Hang Xu, professor
Xiangwen Zhang, Kai-Wei Zhao, and Jonathan Zhu (and, if this list included people
who I’ve discussed not just geometry with but all math, would be much longer).
There is a similarly long, if not longer list of all the people who I had less of a
chance to talk to but whose work was very inspirational; those whose work is built
on time and again on this thesis not already mentioned are Ben Andrews, Bing-Long
Chen, Tobias Colding, Klaus Ecker, Bob Haslhofer, Gerhard Huisken, Tom Illmanen,
Bill Minicozzi, Lu Wang, Brian White, and Le Yin.
The coursework and mentorship apart from my advisor I recieved at UC Irvine
and my undergraduate school, University of Missouri, also had an important impact
on my development and I’m thankful to the many great lecturers I’ve had along the
way.
Of course, this thesis wouldn’t have been possible without the love and support
of my parents, my in-laws, and my wife, Alica Gonzalez, who helpped me navigate
particularly confusing vagueries of life I encountered in my time in graduate school.
vii
Finally, I’d like to thank the generosity of the American Mathematical Society,
Springer Nature Switzerland-AG, International press of Boston, and Oxford Univer-
sity press for allowing me to include passages found in chapters 4, 6, 7, and 8 of this
thesis which originally appeared in Proceedings of the AMS, Journal of Geometric
Analysis, Communications in Analysis and Geometry, and International Mathemat-
ics Research Notices, respectively.
viii
Curriculum Vitae
Alexander Everest Mramor
• PhD in mathematics, June 2019
University of California, Irvine
Thesis advisor: Richard Schoen
• B.S. with honors in mathematics, May 2013
University of Missouri−Columbia
FIELD OF STUDY
Geometric evolution equations, minimal surfaces
PUBLICATIONS AND PREPRINTS
1. (joint with Alec Payne) Ancient and eternal flows to mean curvature flow from
minimal surfaces. Submitted.
2. (joint with Alec Payne) Nonconvex surfaces which shrink to round points. Sub-
mitted.
3. (joint with Shengwen Wang) Low entropy and the mean curvature flow with
surgery. Submitted.
4. Regularity and stability results for the level set flow via the mean curvature
flow with surgery. To appear in Comm Anal Geom.
5. (joint with Shengwen Wang) On the topological rigidity of self shrinkers in R3.
Int. Math. Res. Not. (2018).
6. Entropy and generic mean curvature flow in curved ambient spaces. Proc.
Amer. Math. Soc. 146 (2018), 2663-2677.
7. A finiteness theorem via the mean curvature flow with surgery. J Geom Anal
(2017).
ix
Abstract of the dissertation
On Singularities and Weak Solutions of Mean Curvature Flow
By
Alexander Everest Mramor
University of California, Irvine, 2019
Professor Richard Schoen, Chair
This dissertation concerns the mean curvature flow, a geometric evolution equa-
tion for submanifolds, with an emphasis on singularity models and weak solutions.
One highlight is we extend the mean curvature flow with surgery from the two-
convexity assumption to a low entropy setting, entropy in the sense of Colding-
Minicozzi, only assuming mean convexity. This allows us for instance to show that
low entropy self shrinkers must be isotopic to round spheres with a weaker upper
bound on the entropy than was previously known. Other applications of the surgery
flow are given as well such as a extrinsic finiteness theorem, for 2-convex hyper-
surfaces and mean convex hypersurfaces of low entropy and an application to the
regularity theory of the level set flow in some special cases.
Additionally constructions to give pathological examples of flows are also given.
These include examples of ancient solutions to the mean curvature flow from minimal
surfaces which are not solitons as well as constructions which show that the set of
x
hypersurfaces which shrink to rounds points is quite complicated. There are also some
structural results for singularity models, such as a theorem concerning the topology
of self shrinkers and rotationaly symmetric ancient mean convex mean curvature
flows, as well as an extension of the generic mean curvature flow of Colding and
Minicozzi to flows in curved ambient spaces.
xi
Preface
The mean curvature flow, that is motion of a submanifold by its mean curvature
vector, arises naturally in multiple contexts ranging from materials science in the
study of crystal boundaries in annealing metals to certain aspects of string theory
as evidenced by the Thomas-Yau conjecture. As the gradient of the area functional,
it is intrinsically interesting from a purely geometric perspective and it has been
fruitfully used as a tool to study the moduli space of submanifolds to achieve results
not shown by other means (e.g. Morse theory). It’s also the natural analogue of the
heat equation in submanifold theory making its study intersting from a pure PDE
viewpoint.
The study of the mean curvature flow in a purely differential geometric context
appears to have began in Huisken’s seminal paper, published shortly after Hamiltons
famous rounding theorem for the ricci flow, which says that convex hypersurfaces in
RN will smoothly shrink to round points under the mean curvature flow. To be more
precise, this says that the flow exists for some time, already a nontrivial fact, and
will only stop until the surface is contracting into a point. Furthermore upon an
appropriate rescaling the rescaled flow is found to become more and more round in
the appropriate topology.
Interpreted as a result on the moduli space of hypersurfaces in RN , this tells
us that the space of convex hypersurfaces deformation retracts onto a single point,
represented by the round sphere. This in itself isn’t an extremely nontrivial fact
for convex hypersurfaces are starshaped and one could use a simple straightline
homotopy to bring any convex hypersurface to a round sphere in a continuous fashion
- Huisken’s theorem is perhaps most intersting from an analytic perspective - but
it gives a glimmer of hope that the flow can be used to fruitfully study the space
of hypersurfaces. To bolster this, the results of chapter 2 show that this space of
hypersurfaces which shrink to round points without issue is “large” and not compact
in most reasonable topologies.
The study of the space of embedded hypersurfaces is certainly interesting: inter-
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esting facts which can be phrased in this manner, and hence possibly tractable via
the mean curvature flow, include Schoenflies theorem/conjecture, which says that an
embedded sphere bounds a disc (this is famously still open in the smooth category
for N = 4) and Smale’s conjecture/Hatcher’s theorem, which can be phrased as the
statement that the space of smoothly embedded spheres in R3 is contractible.
Complete answers to these types of questions haven’t been given by the mean
curvature flow, for reasons we’ll explain shortly, except in the simplest case of curves
in R2, where the mean curvature flow is called the curve shortening flow. Here
Grayson showed that every embedded closed curve, convex or not, will shrink to
a round point. Since the flow depends continuously (at least for sufficiently small
times) in the smooth topology on its initial conditions this gives Smale’s theorem,
the lower dimensional version of Smale’s conjecture, that the space of smoothly
embedded plane curves is contractible.
In higher dimensions however the situation is significantly more complicated and
is still a very active field of study. The issue is that the singularities, i.e. the
spacetime points where the curvature blows up, may have a complicated structure
(for example they could be a higher genus surface of unknown topology) and they
may occur before the flow is exhausted in the case of the neckpinch singularity. This
necessitates weak solutions to the flow, and, if one wishes to use such weak solutions
to study the topology of the hypersurface, one needs to have a refined understanding
of the nature of the singularities that can arise, so that the topological changes which
can occur along the weak flow are well understood. There are several natural weak
notions of the mean curvature flow but, for this reason, the mean curvature flow with
surgery is the natural definition.
In contrast to the Ricci flow in dimension 3 the mean curvature flow has yet to be
defined without some sort of convexity condition imposed. This is roughly because for
the three dimensional Ricci flow one knows all singularity models will have positive
sectional curvature by Hamilton-Ivey pinching, which greatly constrains the possible
geometries of the singularities. On the other hand, methods involved using the
entropy fucntional of Colding and Minicozzi strongly suggest that all singularities
except the “best” ones, the convex ones, can be perturbed away at least if one allows
for a set of jump discontinuities - these methods are discussed in chapter 4 in the
course of generalizing a well known theorem of Colding and Minicozzi but these
methods alone aren’t strong enough to define a “generic” mean curvature flow with
surgery as of yet, so “exotic” singularities for now still have to be contended with.
Constructions and facts on “exotic” singularity models are discussed in chapter 7.
Thus extending the mean curvature flow with surgery to more broad settings
2
than currently known poses an interesting challenge, and in chapter 4 an extension
of the mean curvature flow with surgery for 2-convex surfaces is given to low entropy
mean convex surfaces, entropy in the sense of Colding and Minicozzi. The extension
is useful for example because minimal surfaces (if some liberty with the direction of
the normal vector is allowed) can be perturbed to be mean convex and hence can
be studied under the mean curvature flow, provided their entropy is small. A result
along these lines for self shrinkers, singularity models for the mean curvature flow
and minimal surfaces in the Gaussian metric, is shown in chapter 6 along with an
extrinsic finiteness result via the surgery flow.
Stepping back a bit, there are several different weak notions of the mean curvature
flow and the mean curvature flow is just one of them; the three most used weak
notions of the mean curvature flow are the Brakke flow, level set flow, and the flow
with surgery, essentially in decreasing level of generality, but some information can
travel “upstream.” For example, an observation of Laurer and independently Head
says that as the surgery parameters are allowed to degenerate the mean curvature
flow with surgery (for intial data that the surgery flow can be defined) converges to
the level set flow. In chapter 6 this observation is extended and used to study the
regularity of the level set flow using the mean curvature flow with surgery.
3
Chapter 1
Introduction to the mean
curvature flow
The purpose of the present chapter is to lay out most of the preliminary tools for the
mean curvature flow used in the subsequent chapters - some of which were developed
by the author and his collaborators. The first section starts by giving some basic
definitions and discusses natural first questions, such as short time existence of the
flow, and finishes with some more refined theorems of the mean curvature flow such
as Huisken’s monotonicity formula and pseudolocality. The second section concerns a
weak notion of the flow that remains in the realm of smooth hypersurfaces, the mean
curvature flow with surgery, which will play a central role in this thesis. Below we
introduce the flow with surgery for compact 2-convex hypersurfaces as constructed
by Haslhofer and Kleiner in [49] but this will be extended to a broader setting in
chapter 4. The third section introduces some basic facts and definitions concerning
Colding and Minicozzi’s entropy introduced in [30] necessary in later chapters - their
notion of entropy roughly encapsultates the complexity of a surface in a way that
is well behaved under the mean curvature flow and has been a quantity of intense
study in the mean curvature flow in recent years. The fourth section introduces the
all-important Brakke regularity theorem and gives some more refined consequences
of it necessary in the chapters below.
4
1.1 Classical formulation of the mean curvature
flow
Let M be an n dimensional manifold and let F : M → Rn+1 be an embedding of
M realizing it as a smooth closed hypersurface of Euclidean space - which by abuse
of notation we also refer to M . Then the mean curvature flow of M is given by
Fˆ : M × [0, T )→ Rn+1 satisfying (where ν is outward pointing normal and H is the
mean curvature):
dFˆ
dt
= −Hν, Fˆ (M, 0) = F (M) (1.1.1)
(It follows from the Jordan separation theorem that closed embedded hypersurfaces
are oriented). Denote Fˆ (·, t) = Fˆt, and further denote by Mt the image of Fˆt (so
M0 = M). It turns out that (2.1) is a degenerate parabolic system of equations so
take some work to show short term existence (to see its degenerate, any tangential
perturbation of F is a mean curvature flow). More specifically, where g is the induced
metric on M :
∆gF = g
ij(
∂2F
∂xi∂xj
− Γkij
∂F
∂xk
) = gijhijν = Hν (1.1.2)
Now one could apply for example deTurck’s trick to reduce the problem to a nonde-
generate parabolic PDE (see for example chapter or similarly reduce the problem to
an easier PDE by writing M as a graph over a reference manifold by Huisken and
Polden (see [75]). At any rate, we have short term existence for compact manifolds.
If the ambient manifold isn’t flat, as is the case in chapter 4, there are some extra
lower order terms which appear but the all the conclusions go through unchanged.
The mean curvature flow of a surface given by the rotation of a graph is par-
ticularly simple; it is equivalent to the flow of the graph satisfying the following
equation.
∂u
∂t
=
uxx
1 + u2x
− n− 1
u
(1.1.3)
Indeed, if a surface is initially given by the rotation of a graph, then its flow will
be given by the rotation of a graph for as long as it exists. Abstractly, this follows
from the Sturmian theory of such flows, developed in [5]. For the graph w of the
profile curve of M1, the right hand side of (1.1.3) vanishes, which is consistent with
the fact that M1 is a minimal surface. An important observation is also that, as u
increases, the flow is better and better approximated by the curve shortening flow
of the graph of u. Indeed, (1.1.3) without the second term on the right-hand side is
just the curve-shortening flow of a graph.
5
Finally, for an embedded rotationally-symmetric surface, consider the points p
such that the unit normal ν(p) satisfies 〈ν(p), v〉 > 0, where v is a unit normal
perpendicular to the axis of rotation and pointing away from the axis of rotation.
Then, the mean curvature H at p is the following:
H = k − n− 1
r
cos θ (1.1.4)
where k is the curvature of the profile curve with respect to ν(p) and θ is the angle the
tangent vector to the curve makes with the positively-oriented x-axis. Note that in
the case that the curve is a graph, every point will satisfy the condition 〈ν(p), v〉 > 0.
Moreover, we have that if θ = pi
2
, then the mean curvature is just given by k where
k is the curvature of the profile curve with respect to the correctly oriented unit
normal. If the sign on v is reversed, i.e. if v is pointing towards the axis of rotation,
then (1.1.4) would be the same except the second term would have a positive sign.
We will discuss the short term existence and uniqueness of the mean curvature
flow in the noncompact setting shortly; first let’s record associated evolution equa-
tions for some of the usual geometric quantities:
• ∂
∂t
gij = −2Hhij
• ∂
∂t
dµ = −H2dµ
• ∂
∂t
hij = ∆h
i
j + |A|2hij
• ∂
∂t
H = ∆H + |A|2H
• ∂
∂t
|A|2 = ∆|A|2 − 2|∇A|2 + 2|A|4
So, for example, from the heat equation for H one sees by the maximum principle
that if H > 0 initially it remains so under the flow. There is also a more complicated
tensor maximum principle by Hamilton originally developed for the Ricci flow (see
[44]) that says essentially that if M is a compact manifold one has the following
evolution equation for a tensor S:
∂S
∂t
= ∆S + Φ(S) (1.1.5)
and if S belongs to a convex cone of tensors, then if solutions to the system of ODE
∂S
∂t
= Φ(S) (1.1.6)
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stay in that cone then solutions to the PDE (2.2) stay in the cone too (essentially
this is because ∆ “averages”). So, for example, one can see then that convex surfaces
stay convex under the flow very easily this way using the evolution equation above
for the Weingarten operator. Similarly one can see that 2-convex hypersurface
(i.e. for the two smallest principal curvatures λ1, λ2, λ1 +λ2 > 0 everywhere) remain
2-convex under the flow.
Another important curvature condition in this paper is α non-collapsing: a
mean convex hypersurface M is said to be 2-sided α non-collapsed for some α > 0 if
at every point p ∈M , there is an interior and exterior ball of radius α/H(p) touching
M precisely at p. This condition is used in the formulation of the finiteness theorem.
It was shown by Ben Andrews in [1] to be preserved under the flow for compact
surfaces. (a sharp version of this statement, first shown by Brendle in [?] and later
Haslhofer and Kleiner in [50], is important in [18] where MCF+surgery to n = 2 was
first accomplished).
Finally, perhaps the most geometric manifestation of the maximum principle is
that if two compact hypersurfaces are disjoint initially they remain so under the flow;
this fact is used constantly below. So, by putting a large hypersphere around M and
noting under the mean curvature flow that such a sphere collapses to a point in finite
time, the flow of M must not be defined past a certain time either in that as t→ T ,
Mt converge to a set that isn’t a manifold.
More generally, for two noncompact hypersurfaces with uniformly bounded geom-
etry, if the flows M1t and M
t
2 are initially distance δ > 0 apart they remain so under
the flow (see, for instance, Remark 2.2.8 of [75]). In fact, in the cases of interest to
us in this paper, such a comparison principle for two noncompact hypersurfaces can
be proven independently. We are interested in applying the comparison principle
between noncompact hypersurfaces of uniformly bounded geometry that are either
asymptotically flat or periodic (or a combination of both). Indeed, between periodic
surfaces with compact fundamental domain, the standard comparison principle gen-
eralizes immediately. And for asymptotically flat surfaces, pseudolocality (discussed
below) keeps the ends arbitrarily stationary, meaning that the separated flows must
have an interior minimum of distance if they approach each other.
In fact a slightly more general statement is true; although it is a very basic
observation, it is centrally used in chapter 2 below.
Proposition 1.1.1 Suppose Mn is a closed hypersurface in Rn+1 corresponding to
the domain K. Denote by Mt the regular mean curvature flow of M , and M˜t the flow
of M with speed function satisfying
X(p, t) ≤ H(p, t) (1.1.7)
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For any point and time along the flow. Denote by Kt, K˜t to be the corresponding
domains of Mt and M˜t, with inward pointing normal agreeing with the ν and ν˜ on
M and M˜ respectively. Then KT ⊆ K˜T for any T on which both flows are smoothly
defined.
Analogously, if H ≤ X, then K˜T ⊆ KT .
Proof: To see this, suppose at some time t0 > 0 that Mt0 and M˜t0 touch. Then the
mean curvature flow of M˜t0 and the mean curvature flow of Mt0 would immediately
separate by the strong maximum principle since X ≤ H on M˜t, giving the result. 
With Proposition 1.1.1 in mind, throughout this paper we will use the following
definition:
Definition 1.1.1 If a flow of surfaces satisfies X ≤ H as in the above theorem,
then it is called a subsolution. On the other hand, if X ≥ H, then it is called a
supersolution.
Moving on, like the standard heat equation, the mean curvature flow “smoothes”
initial data. For example, if initially |A| < C on M its is a consequence of Shi’s
estimates [93] adpated to the mean curvature flow that for sufficiently small times
that |∇kA| are bounded by constants Ck depending on C (see for example proposition
2.4.8 in [75]). Ecker and Huisken later improved this in [37] to local estimates with
bounds given in terms of the tilt of the surface written locally as a graph to give the
following, whose exact statement is necessary:
Theorem 1.1.2 (Ecker-Huisken) Let ω be a fixed vector in Rn+1 and let R > 0
and 0 ≤ θ < 1. Let B(y0, R) be a ball in a hyperplane orthogonal to ω. Suppose that
a mean curvature flow Mt may be written as a compact graph over B(y0, R) for time
t ∈ [0, T ]. Then, for t ∈ [0, T ],
|A|2B(y0,θR)(t) ≤ C(n)(1− θ2)−2
( 1
R2
+
1
t
)
sup
B(y0,R)×[0,t]
v4 (1.1.8)
where v = 〈νMt , ω〉−1 and νMt is a unit normal to Mt.
Note that the (consequence of) Shi’s estimates implies as t→ T that |A|2 →∞
at a sequence of points on Mt; if not then we could use the curvature derivative
bounds to attain a smooth limit MT which we can then flow further, contradicting
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our choice of T . Thus weak solutions to the flow are necessitated; one type of weak
solution is the mean curvature flow with surgery explained below.
This also implies that understanding the singularities to the mean curvature flow
is a topic of great importance in the field. Self shrinkers, solutions to the elliptic
equation
H =
〈x, ν〉
2
(1.1.9)
Are in a very strong sense the singularity models for the flow; namely when one does
a tangent flow blowup at a point, the t = −1 time slice of the limit flow is modeled
on a solution to (2.3) by Huisken’s monotonicity formula (see [57]). More precisely,
consider for now a mean curvature flow Mnt in RN and denote by Φx0,t0 the backward
heat kernel at (x0, t0), that is:
Φx0,t0(x, t) =
1
(4pi(t0 − t))n/2 · exp
(
−|x− x0|
2
4(t0 − t)
)
, t < t0. (1.1.10)
Then Huisken’s montonicity (theorem 3.1 in [57]) says the integral of Φx0,t0 is non-
increasing under the flow; more precisely
Theorem 1.1.3 (Huisken monotonicity) If Mt is a surface flowing by the mean
curvature flow for t < t0, then we have the formula
d
dt
∫
Mt
Φx0,t0(x, t)dµt = −
∫
Mt
Φx0,t0(x, t)
∣∣∣∣H + 12(t0 − t)x⊥
∣∣∣∣2 dµt (1.1.11)
Flows that make this derivative zero (so thatH+ 1
2(t0−t)F⊥ = 0) move under the mean
curvature flow by simple dilations and hence correspond precisely to self shrinkers
when one lets t0 = 0, t = −1. When one performs a tangent blowup of a flow Mt
at a point (p, T ); that is, parabolically rescale Mt − p by 1√T−t and the curvature
of the flow approaching (p, T ) blows up at a rate proportional to
√
T − t ((p, T ) in
this case is called a type I singularity) one may take a subsequence of these recaled
flows to find a flow Mt which exists on [0,∞) and has bounded curvature. If the
integral above on M is initially bounded it will remain so under these rescalings and
recenterings so, since the integral is positive but decreasing, the limit as t → ∞ of
Mt is a self shrinker.
More generally (i.e. without the type I hypothesis) one can only typically hope to
extract a sequence of Brakke flows, discussed less in this thesis, although we mention
that for n = 2 in fact Illmanen [62] showed that the limiting flow will indeed still
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be a smooth self shrinker. Slightly different types of blowups (such as Hamiltons
blowup) are also used but will be discussed as needed.
Considering the Gaussian metric gij = e
−|x|2
4 δij on Rn+1, one easily sees by calcu-
lating the first variation formula for a hypersurface in this metric that self shrinkers
are precisely the minimal surfaces - this perspective will be exploited in chapter 8
below in the study of self shrinkers below. Its known by work of Huisken and later
Colding and Minicozzi than under very mild assumptions the only mean convex self
shrinkers are generalized round cylinders Sk×Rn−k, but outside of the mean convex
setting little is understood - the situation will be explained in more detail below in
chapters 5 and 8.
We conclude this section with a discussion about pseudolocality in mean curvature
flow - this is in fact an artifact of nonlinearity in the mean curvature flow equation
that is not present in the standard heat equation. Pseudolocality says that the mean
curvature flow at some point is controlled for short time by the curvature in a ball
around that point, and far away parts of the flow affect the flow around the point
very little no matter how high their curvature is.
Pseudolocality plays a crucial role often in our arguments below such as in the
proof of Lemma 2.2.3 or the construction of the low entropy surgery cap. The
following theorem due to Chen and Yin (Theorem 7.5, [29]), which is adapted to the
particular case of ambient Euclidean space, underpins our usage of pseudolocality in
this thesis.
Theorem 1.1.4 (Chen, Yin) There is an  > 0 with the following property. Sup-
pose we have a smooth solution Mt ⊂ Rn+1 to mean curvature flow properly embedded
in B(x0, r0) for t ∈ [0, T ] where 0 < t < 2r20. We assume that at time zero, x0 ∈M0,
the second fundamental form satisfies |A|(x) ≤ r−10 on M0 ∩ B(x0, r0), and M0 is
graphical in the ball B(x0, r0). Then, we have
|A|(x, t) ≤ (r0)−1 (1.1.12)
for any x ∈ B(x0, r0) ∩Mt for t ∈ [0, T ].
If there are in addition initial bounds for |∇A| and |∇2A| then we also obtain
bounds on |∇A| and |∇2A| a short time in the future using Chen and Yin’s the-
orem above in combination with applying (in small balls) Lemmas 4.1 and 4.2 in
Brendle-Huisken [18]. This will be needed because pseudolocality will be needed
in combination with the evolution equations of H and the shape operator, which
involve diffusion terms which are second order in the curvature. Using this as in
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[77] one can rule out a domain from becoming non 2-convex in a region as long as
some curvature control is assumed near the boundary (but not necessarily far into
the interior), which will be important in chapter 7 below.
1.2 Mean curvature flow with surgery for compact
2-convex hypersurfaces
In this section we discuss the mean curvature flow with surgery in the 2-convex case
- this was first understood by Huisken and Sinestrari for n ≥ 3 in [59] and later for
n = 2 by [18]; around the same time Haslhofer and Kleiner [48] gave a definition of
the surgery more in the spirit of the Ricci flow with surgery. Their approaches are
morally equivalent when they are both defined.
In this chapter Haslhofer and Kleiner’s approach is most used since its is defined
using local arguments whereas there are spots in Huisken and Sinestrari’s definition
that use the maximum principle and hence depends of global properties of the initial
data; this localization is key to our arguments in chapters 4 and 6 below. Huisken and
Sinestrari’s approach though is perhaps more transparent in terms of its topological
upshots despite being slighly less flexible so it is presented first to give the reader a
birds eye view of the surgery; some of Huisken and Sinestrari’s framework is also used
the proof of the finiteness theorem in chapter 5 below (although this isn’t essential).
1.2.1 Mean curvature flow with surgery according to Huisken
and Sinestrari
Amongst many constants in rigourously defining the mean curvature flow with
surgery, there are three constants most relevant to our needs which we denote H1 <
H2 < H3. The mean curvature flow with surgery is defined by taking a compact
(2-convex) hypersurface M and to start flowing it by the mean curvature flow. It
turns out with appropriate choice of constants (including of course the Hi) that when
there is a point p where H = H3 on Mt there are two possibilities. The first is that
Mt will be uniformly convex (in that all the principle curvatures λi are bounded
below by some positive constant). Note in this case Mt is hence star shaped so
Mt is diffeomorphic to S
n. The other possibility is that in a neighborhood of pMt
will locally look like Sn−1 × I (that is after rescaling, be a graph of small norm (say
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 > 0 over a cylinder in Ck norm (k > 2, k depending on fixed parameters). if
near p the manifold is locally cylindrical (or locally like a neck, if you will), there
is a neck continuation theorem that roughly says that p is in fact a point in a
maximally extended neck N , a hypersurface neck region being a region N ⊂M is
where every near every point p ∈ N , N is locally graphical over a cylinder 1. There
are several cases to consider for N :
1. it is bordered on both ends by regions of low curvature H ∼ H1
2. it is bordered on one or both ends by caps (one of the ends could be bordered
by a region of low curvature)
3. both ends of the neck ”meet” to form a loop
If regions of low curvature border the neck, the neck is cut and caps are inserted
where H ∼ H2, separating regions where H ≤ H2 and high curvature regions that
belong to the neck. These regions are diffeomorphic to either Sn or Sn−1×S1 as the
figure below illustrates
Figure 1.1: The 4 possible types of high curvature regions for the MCF with surgery
Its important to note that the caps inserted from the surgery process are convex
(caps/ends of a neck can also be from Mt “naturally” tapering off and in fact will
1there are actually several definitions of neck one wants to use in completely defining the surgery
that one shows are equivalent; for examples a curvature neck is a region where the second funda-
mental form is close to that of a cylinder (after rescaling) - for more details see section 3 of [59] -
for our purposes this simple definition suffices
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also be convex. We will say (using a non-standard term) that a standard surgery2
is performed at p if M is cut at p and caps are glued in (disconnecting M locally).
So if the hypersurface neck is bounded by two low curvature regions, there will be
two standard surgeries along the neck
Continuing on, the high curvature components in the surgery algorithm are thus
classified topologically and thus deleted, and the flow is continued on the left over
low curvature regions (if any) until a point where H = H3 is encountered again and
the process is repeated.
Finally, since H ≤ H3 on the high curvature regions, at every surgery time there
is a positive lower bound on the volume of Mt removed by surgery. Since mean
curvature flow decreases volume (in fact, d
dt
vol(Mt) = −
∫
Mt H
2dµt) there are a
finite number of surgeries until Mt is exhausted (i.e. there are no low curvature
regions left over). Without too much work this implies the following, which of course
is also a corollary of Haslhofer and Kleiner’s scheme:
Theorem 1.2.1 Compact 2-convex hypersurfaces in Rn+1 are diffeomorphic to ei-
ther S\ or a finite connect sum of Sn−1 × S1.
Also it is important below to note that, fixing all choices of parameters, the number
of surgeries is well defined.
1.2.2 Haslhofer-Kleiner theory
The cost of the localized nature of Haslhofer and Kleiner’s definition is we must
assume apriori noncollapsedness of our hypersurface - at least in the compact case
this is not of much consequence however since there will be some pα for which each
strictly 2-convex surface will be pα noncollapsed, as defined below:
Definition 1.2.1 (Definition 1.15 in [49]) Let pα = (α, β, γ) ∈ (0, N−2)×(0, 1
N−2)×
(0,∞). A smooth compact closed subamnifold Mn ⊂ Rn+1 is said to be pα-controlled
if it satisfies
1. is α-noncollapsed
2. λ1 + λ2 ≥ βH (β 2-convex)
3. H ≤ γ
2to differentiate from the degenerate cases where the whole manifold is high curvature
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Speaking very roughly, for the mean curvature flow with surgery approach of Hasl-
hofer and Kleiner, like with the Huisken and Sinestrari approach there are three
main constants, Hth ≤ Hneck ≤ Htrig. If Htrig is reached somewhere during the mean
curvature flow Mt of a manifold M it turns out the nearby regions will be “neck-like”
and one can cut and glue in appropriate caps (maintaining 2-convexity, etc) so that
after the surgery the result has mean curvature bounded by Hth. The high curvature
regions have well understood geometry and are discarded and the mean curvature
flow with surgery proceeds starting from the low curvature leftovers. Before stating
a more precise statement we are forced to introduce a couple more definitions. First
an abbreviated definition of the most general type of piecewise smooth flow we will
consider.
Definition 1.2.2 (see Definition 1.3 in [49]) An (α, δ)− flow Mt is a collection of
finitely smooth α-noncollapsed flows {M it ∩ U}t∈[ti−1,ti], (i = 1, . . . k; t0 < . . . tk) in
an open set U ⊂ Rn+1, such that:
1. for each i = 1, . . . , k−1, the final time slices of some collection of disjoint strong
δ-necks (see below) are replaced by standard caps, giving M#ti ⊂M iti =: M−ti (in
terms of the regions they bound).
2. the initial time slice of the next flow, M i+1ti =: M
+
ti , is obtained from M
#
ti by
discarding some connected components.
Of course, now we should define what we mean by standard caps, cutting and pasting,
and strong δ-necks. Since we will need them in the sequel, we will give the full
definitions; these are essentially definitions 2.2 through 2.4 in [49]:
Definition 1.2.3 A standard cap is a smooth convex domain that coincides with a
smooth round half-cylinder of radius 1 outside a ball of radius 10.
The model we give for a standard cap will morally agree with the definition given
above although the radius outside which it will agree with the round cylinder will
potentially need to be taken larger than 10. In the next definition that in practice
(considering a neck point p on M) will be 1
H(p)
(up to a dimensional constant which
we henceforth ignore); in particular after rescaling it will be equal to 1:
Definition 1.2.4 We say than an (α, δ)-flow Mt has a strong δ-neck with center
p and radius s at time t0 ∈ I, if {s−1 · (Mt0+s2t − p)}t∈(−1,0] is δ-close in C [1/δ] in
BU1/δ × (−1, 0] to the evolution of a round cylinder Sn × R with radius 1 at t = 0,
where BU1/δ = s
−1 · ((B(p, s/δ) ∩ U)− p) ⊂ B(0, 1/δ) ⊂ Rn+1.
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Now is the definition of cutting and pasting:
Definition 1.2.5 We say that a final time slice of a strong δ-neck (δ ≤ 1
10Γ
) with
center p and radius s is replaced by a pair of standard caps if the pre-surgery domain
M# is replaced by a post surgery domain M+ such that
1. the modification takes place inside a ball B = B(p, 5Γs)
2. there are bounds for the second fundamental form and its derivatives:
sup
M+∩B
|∇`A| ≤ C`s−1−` (` = 0, 1, 2, . . .)
3. if B ⊂ U , then for every point p+ ∈M+ ∩B with λ1(p+) < 0, there is a point
p# ∈M# ∩B with λ1H (p+) < λ1H (p#)
4. if B(p, 10Γs) ⊂ U , then s−1(M+ − p) is δ′(δ)-close in nB(0, 10Γ) to a pair of
disjoint standard saps that are at distance Γ from the origin.
With these definitions in mind before moving on we state an important set of
properities that standard caps satisfy. As long as the cap we construct satisfies
the defintion of standard cap above and that after the gluing the postgluing domain
adheres to definition 2.2.5 above the proposition will be true. We include this though
for completeness sake since it is used, as one may check, many times in the proof of
the canonical neighborhood theorem.
Proposition 1.2.2 Let C be a standard cap with α, β > 0. There is a unique mean
curvature flow {Ct}t∈[0,1/2(N−2)) starting at C. It has the following properties.
1. It is α-noncollapsed, convex, and β-uniformly 2-convex.
2. There are continuous increasing functions H,H : [0, 1
2(N−2) → R, with H(t)→
∞ as t → 1
2(N−2) such that H(t) ≤ H(p, t) ≤ H(t) for all p ∈ Ct and t ∈
[0, 1/2(N − 2)).
3. For every  > 0 and τ < 1
2(N−2) there exists an R = R(, τ) < ∞ such that
outside B(0, R) the flow Ct, t ∈ [0, τ ], is  close the the flow of the round
cylinder.
4. For every  > 0, there exists a τ = τ() < 1
2(N−2) such that every point (p, t) ∈
∂Kt with t ≥ τ is -close to a β-uniformly 2-convex ancient α-noncollapsed
flow.
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We sketch the proof of canonical neighborhood theorem below (of course, full details
are in [49]). Before that we finally state the main existence result of Haslhofer and
Kleiner; see theorem 1.21 in [49]
Theorem 1.2.3 (Existence of mean curvature flow with surgery). There are con-
stants δ = δ( pα) > 0 and Θ(δ) = Θ( pα, δ) <∞ (δ ≤ δ) with the following significance.
If δ ≤ δ and H = (Htrig, Hneck, Hth) are positive numbers with Htrig/Hneck, Hneck/Hth, Hneck ≥
Θ(δ), then there exists an ( pα, δ,H)-flow {Mt}t∈[0,∞) for every pα-controlled surface M .
The reason we choose to employ the scheme set out by Haslhofer and Kleiner because
the surgery problem is then reduced to showing ancient α-nonocollapsed flows of
suitably low entropy are β 2-convex for some β > 0. Without going into more details
than necessary, we recall on last theorem we will need in the sequel, see theorem 1.22
in [49]:
Theorem 1.2.4 (Canonical neighborhood theorem) For all  > 0, there exists δ =
δ( pα) > 0, Hcan() = Hcan( pα, ) <∞ and Θ(δ) = Θ( pα, δ) <∞ (δ ≤ δ) with the fol-
lowing signifigance. If δ < δ and M is an ( pα, δ,H)-flow with Htrig/Hneck, Hneck/Hth ≥
Θ(δ), then any (p, t) ∈ δM with H(p, t) ≥ Hcan() is -close to either (a) a β-
uniformly 2-convex ancient α-noncollapsed flow, or (b) the evolution of a standard
cap preceeded by the evolution of a round cylinder.
The above theorem is roughly proven by letting the surgery ratios above degen-
erate to infinity for a sequence of flows and analyizing the possibilities for the limits,
which are guaranteed by a convergence theorem of Haslhofer and Kleiner. In the
case of no surgeries the limit that is ancient and β two convex and α non collapsed,
so that the theorem follows since the convergence is in a suitably strong topology. If
there are surgeries, then it follows that the limit contains a line (more specifically,
see claim 4.3 and the discussion afterwards in [49]), from which (b) follows. this part
uses the properties of the cap that are satisfied in proposition 2.1 above.
Now, to prove the existence of the surgery, Haslhofer and Kleiner proceed by
finding regions which seperate high curvature regions, where some points have H =
Htrig, and low curvature regions where H ≤ Hth; see claim 4.6 in [49]. These will be
strong neck points in the sense above on which they can do surgery; see claim 4.7 in
[49].
If the ancient flow found in the canonical neighborhood theorem is compact, it will
be diffeomorphic to a sphere, see the discussion after claim 4.8 in [49]. Furthermore
as long as Hth is taken large enough (roughly large enough to employ the canonical
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neighborhood theorem for appropriately small  as we do in section 3.3 below) all
points in the intermediate region between Hth and Hneck can be forced to be neck
points; we will also refer to this region as the neck region below. This is essentially
also contained in the argument in the proof of corollary 1.25 in [49] following claim
4.8 therein.
For readers perhaps more familiar with the approach to surgery of Huisken and
Sinestrari in [59], this is essentially the content of their neck continuation theorem
(more precisely, theorem 8.1 in [59]); one starts by finding a neck point, and the
statement is essentially that one may continue the neck as long as H is large (in our
context, H > Hth), λ1/H is small, and there are no previous surgeries in the way. If
the second or third conditions are violated the case then is that the neck is ended by
a convex cap.
1.3 Background on Colding and Minicozzi’s en-
tropy.
In [30] Colding and Minicozzi discovered a useful new quantity called the entropy to
study the mean curvature flow. To elaborate, consider a hypersurface Σk ⊂ R`; then
given x0 ∈ R` and r > 0 define the functional Fx0,r by
Fx0,r(Σ) =
1
(4pit0)k/2
∫
Σ
e
−|x−x0|2
4r dµ (1.3.1)
Colding and Minicozzi then define the entropy λ(Σ) of a submanifold to be the
supremum over all Fx0,r functionals:
λ(Σ) = sup
x0,r
Fx0,r(Σ) (1.3.2)
Important for below is to note that equivalently λ(Σ) is the supremum of F0,1 when we
vary over rescalings (changing r) and translations (choice of x0). For hypersurfaces
with polynomial growth this supremum is attained and, for self shrinkers Σ, λ(Σ) =
F0,1(Σ). In fact, self shrinkers are critical points for the entropy so it is natural next
to ask what the stable ones are.
Taking a naive defintion of stability in fact no hypersurfaces are stable for the F0,1
functional, and the correct defintion is to also allow for variations in basepoint and
scale (which motivates the defintion of entropy). One says then that a self shrinker
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is F -stable if it is stable over such variations and under some mild assumptions this
agrees with entropy stability defined in the typical manner. Writing things out,
consider Σs a normal variation of Σ and xs, ts variations with x0 = 0, r = 1,
∂s |s=0 Σs = fν, ∂s |s=0 xs = y, and ∂s |s=0 ts = h (1.3.3)
The second variation formula one find is:
F0,1 = (4pi)
−n/2
∫
Σ
(−fLf + 2fhH − h2H2f〈y, ν〉 − 〈y, ν〉
2
2
)e
−|x|2
4 dµ (1.3.4)
where L is given by the following:
L = ∆ + |A|2 − 1
2
〈x,∇(·)〉+ 1
2
(1.3.5)
One can easily check that, where v is a constant vector field on Rn, both 〈v, ν〉
and H are eigenfunctions with eigenvalues −1,−1
2
respectively for L; LH = H and
L〈v, ν〉 = 1
2
〈v, ν〉. L is self adjoint in the weighted space L2(e−|x|
2
4 ), so has a discrete
set of eigenvalues with corresponding orthogonal sets of eigenfunctions. If a self
shrinker isn’t mean convex H switches signs on Σ, so by the minmax characterization
for eigenvalues on a surface Σ must not be the lowest eigenvalue, and that there is a
positive function f that is L2(e
−|x|2
4 ) orthogonal to both H and 〈v, ν〉. It is clear from
the second variation formula that f gives rise to an entropy decreasing variation of
Σ, so that namely Σ is not stable. Thus all stable self shrinkers are mean convex
and must be spheres and cylinders; using this; more precisely:
Theorem 1.3.1 (Theorem 0.12 in [30]) Suppose that Σ is a smooth complete em-
bedded self-shrinker without boundary and with polynomial volume growth.
1. If Σ is not equal to Sk × Rn−k, then there is a graph Σ˜ over Σ of a function
with arbitrarily small Cm norm (for any fixed m) so that λ(Σ˜) < λ(Σ)
2. If Σ is not Sn and does not split off a line, then the function in (1) can be
taken to have compact support.
This theorem has been extended to the singular settng by Zhu in [106] (see theorem
0.2). Furthermore the entropy is monotone decreasing under the flow by Huisken
monotonicity [57] so, if the entropy of a surface is lower than that of a certain self
shrinker, that self shrinker won’t be the singularity model for any singularities of
the surface under the flow later on - this of course is essential several places in the
following chapters.
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We end this discussion with a lemma which restricts which F -functionals we will
need to consider when estimating the entropy. This is contained in the argument of
lemma 7.7 of [30] which says that the entropy is achieved by an F functional for a
smooth closed embedded hypersurface.
Lemma 1.3.2 Let Σ ⊂ Rn+1 be smooth and embedded. For a given r > 0, the
supremum over x0 of Fx0,r(Σ) is achieved within the convex hull of Σ
To see this, Colding and Minicozzi note that from the first variation Fx0,r must
be a critical point for fixed r when the integral x−x0 vanishes, which couldn’t occur
if x0 wasn’t in the convex hull of Σ.
1.4 Using Brakke regularity theorem to control
curvature blowup
In this last section we collect some techniques utilizing the Brakke regularity theorem
that will be used in chapters 3, 7, and 8 below. The Brakke regularity originally
shown by Brakke in his thesis [16]. The following version of the regularity theorem,
simpler to state, is due to Brian White [104]. It is true for smooth flows up to their
first singular time but can be used to rule out singularities in a short forward period
of time (and hence iterated) if it is applicable at every point of a fixed timeslice of a
flow. A stronger technical statement is also discussed in chapter 7 below:
Theorem 1.4.1 (Brakke, White) There are numbers 0 = 0(n) > 0 and C =
C(n) <∞ with the following property. IfM is a smooth mean curvature flow starting
from a hypersurface M in an open subset U of the spacetime Rn+1 × R and if the
Gaussian density ratios Θ(Mt, X, r) are bounded above by 1+0 for 0 < r < ρ(X,U),
then each spacetime point X = (x, t) of M is smooth and satisfies:
|A|2 ≤ C
ρ(X,U)
(1.4.1)
where ρ(X,U) is the infimum of ||X − Y || among all spacetime points Y ∈ U c.
We will also need the following lemma in the sequel that is a slight refinement of the
statement above.
Lemma 1.4.2 Under the same hypotheses of the theorem above, for every C ′ > 0
there exists 0 so that if Θ(Mt, X, r) are bounded from above by 1 + 0 for 0 < r <
ρ(X,U), then |A|2 ≤ C′
ρ(X,U)
.
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Proof: To see this we may proceed by contradiction, using estimates (and so, in a
sense, bootstrapping) from the regular statement of Brakke regularity theorem above
but using essentially the same argument as White. So, consider a sequence of flows
M i and spacetime points Xi where the statement is violated. After recentering Xi
to the origin and rescaling by ρ(Xi, U), it suffices to consider a sequence of smooth
flows M i in an open set U of spacetime with |A|2(0) ≥ 1 but Θ(M it , 0, r) are bounded
above by 1 + i for 0 < r < ρ(0, U) where ρ(0, U) > 1 and i → 0. Note by Brakke
regularity and Shi’s estimates, we may then pass to a subsequence of flows which
smoothly converge to a limit N , so that the limit N has Gaussian density ratios
equal to 1 at the origin.
By Huisken’s monotonicity formula [57], we see the limiting flow must satisfy the
self shrinker equation at every point in U . Since a priori the curvature is bounded
(again, since the regular statement of Brakke regularity theorem holds) we see then
by following the proof of an observation of White (see Lemma 3.2.17 in [75]) that the
surface is flat and has zero curvature at every point. This of course is a contradiction
at the origin. 
In the above theorem and lemma we recall that the Gaussian density ratio
Θ(Mt, X, r) is given by:
Θ(Mt, X, r) =
∫
y∈Mt−r2
1
(4pir2)n/2
e
−|y−X|2
4r2 dHn(y) (1.4.2)
By Huisken’s monotonicity formula, this quantity is monotone nondecreasing in r.
So, to get curvature bounds via Brakke regularity, we only need to sufficiently bound
a range [r1, r2] ⊂ (0,∞) of the densities in an open set U for some time interval [t1, t2]
with r21 < t2 − t1, which will be important in chapters 3 and 7 below. In chapter
3 and 8 we use Brakke regularity to rule out “microscopic singularities” which the
next couple statements concern.
Proposition 1.4.3 Let Kt be a flow of domains such that ∂Kt evolves by mean
curvature flow in the ball B = B(x, r). Let It and Ot be a flow of domains, not
necessarily via the mean curvature flow but so that It is a subsolution, defined on
[0, T ], such that It ⊂ Kt ⊂ Ot in B and ∂It and ∂Ot are smooth hypersurfaces with
∂It ∩ ∂Ot = ∅. Let St = Ot \ It. Suppose that
1. Kt ∩B \ St is exactly3 It ∩B \ St
3We must also stipulate that B is large enough so that these two sets are nonempty.
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2. there exists C > 0 so that |A|2 < C on It and Ot for [0, T ]
Then, for every ρ > 0 there exists a δ > 0 so that, if
3. ∂It can be written as a graph g over ∂Ot with |g|C2 < δ for [0, T ]
4. initially ∂Kt can be written as a graph f over ∂It and ∂Ot with |f |C2 < ρ,
then ∂Kt∩B is smooth on [0, T ] and is locally a graph over ∂It and ∂Ot in B(x, r/2)
with C2 norm bounded by 2ρ. Furthermore as δ → 0, ∂Kt → ∂It in the C2 topology
within B(x, r/2).
Proof: First we show the result is true if the barriers are stationary:
Lemma 1.4.4 Let Kt be a flow of a compact domain for t ∈ [0, T ), T > 1. Let N1
and N2 be smooth properly embedded hypersurfaces that are disjoint and have |A|2
uniformly bounded by C <∞. Suppose that
1. ∂Kt lays between hypersurfaces N
1 and N2 for t ∈ [0, T ),
2. ∂K0 is a graph of a function f over N
1 with ||f ||C2 < ρ, and
3. the distance between N1 and N2 is uniformly bounded by η > 0,
Then there is η > 0 and D  0 depending on ρ and C but not T such that if
η < η, the flow of ∂Kt will be a graph of a function ft over N
1 with ||ft||C2 < D for
t ∈ [0, T ). Thus, Mt will exist with uniformly bounded curvature as long as it lays
between N1 and N2.
Proof: We first note by continuity of the flow there is some small s (depending on
the bound C) so if condition (2) above is satisfied it will remain so for 2ρ on [0, s]
for some function ft defined on [0, s] with f0 = f .
To deal with later times we will use the Brakke regularity theorem. More pre-
cisely, from the C2 bound 2ρ on ft for t ∈ [0, s] and the C0 bounds that come from
choosing η small enough, we find that we can obtain C1 bounds on ft which approach
0 as η → 0. Note that the C1 bounds on ft depend only on η, the C2 bound, and
C. Then, choosing η small enough, we find that the area of Mt as a graph over some
ball in N1 is an arbitrarily small multiple of the area of that ball in N1. We may
then apply the Brakke regularity theorem over uniformly small balls to find that at
time s, ||fs||C2 < D and in particular one may continue the smooth flow. Replacing
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ρ above with D and replacing s with the corresponding doubling time s′, we get
||ft||C2 < 2D for times t ∈ [s, s + s′]. Note that the doubling time depends only on
C and D and not on ft itself.. Then, choose η small enough to find small enough C
1
bounds on ft for t ∈ [s, s+ s′] to apply the Brakke regularity theorem over the same
uniformly small balls as before. This gives that ||ft||C2 < D for t ∈ [s, s+ s′]. Then,
we may iterate the argument using ||fs+s′||C2 < D while keeping η the same as long
as the flow exists between N1 and N2. 
Now to prove the proposition, we claim we may partition [0, T ] into intervals
0 = t1 < t2 < · · · < tk = T for which, for any choice of  > 0, on each [ti−1, ti], Mt
lays in the  tubular neighborhood T(Iti−1) (alternatively, Oti−1) if ρ is sufficiently
small. Indeed if ρ is small enough then there will be some short time s so that ∂Kt
remains between T(I0) on [0, s], since ||ft||C2 controls H which is the speed function
of the flow.
If  were sufficiently small, the sheets of ∂T(O0) will be smooth and embedded
with curvature controled by ∂Ot. Then we may apply the lemma above, using the
sheets ∂T(O0) as N
1 and N2, to retain control on ||fs||C2 so we may iterate the
argument like above.

Similar to the proof of Lemma 1.4.4, one may also show the following statement
for noncompact flows which will be impotant in chapter 8 below:
Proposition 1.4.5 Let Mt be a flow for t ∈ [0, T ), T > 1. Let N1 and N2 be smooth
properly embedded hypersurfaces that are disjoint and have |A|2 uniformly bounded
by C <∞. Suppose that
1. M0, N
1, and N2 all satisfy one of assumptions (1)-(3) of Theorem 7.0.1, i.e.
they are all either asymptotically flat, periodic with compact fundamental do-
main, or are periodic and asymptotically flat in their domain,
2. Mt lays between hypersurfaces N
1 and N2 for t ∈ [0, T ),
3. M0 is a graph of a function f over N
1 with ||f ||C2 < ρ, and
4. the distance between N1 and N2 is uniformly bounded by η > 0,
Then there is η > 0 and D  0 depending on ρ and C but not T such that if η < η,
the flow of Mt will be a graph of a function ft over N
1 with ||ft||C2 < D for t ∈ [0, T ).
Thus, Mt will exist with uniformly bounded curvature as long as it lays between N
1
and N2.
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Chapter 2
The simplest phenomena: surfaces
which shrink to round points
In 1982 Huisken proved his first famous theorem in the mean curvature flow in [57]:
Theorem 2.0.1 Let Mn ⊂ Rn+1 be a smoothly embedded compact convex hypersur-
face. Then Mn flows to a round point.
By “flow to a round point” here we mean that there is some point P ∈ Rn+1 for
which Mt Hausdorff coverges to as t approaches the singular time T and, under
appropriate rescaling, the flow converges in Ck topology to a round sphere as t→ T .
The idea in his original paper, similar to arguments of Hamilton in [44], is to show
that Hσ controls the sum Σ(λi−λj)2, the sum of squares of the differences of principal
eigenvalues of A for an appropriate power σ < 1, implying that in the rescaled limit
the flow converges to something umbilic, which must be a round sphere.
From Huiskens theorem we see that the set of surfaces which flow to round points
under the mean curvature flow is nonempty. In this chapter we provide some answers
to how broad the class of surfaces which shrink to rounds points are, in increasing
levels of sophistication - due to the number of statements they are given in more
precision below but roughly speaking the first statements give neighborhoods of
convex surfaces which shrink to round points, where the later statements take the
approach of modifying a surface which shrinks to a round point in such a way that
it still shrinks to a round point - this is reasonable to expect since spheres from
Huisken’s theorem are more or less stable under perturbations. These constructions
will allow us to give “pathological” examples of surfaces which still manage to shrink
to round points, showing the space of surfaces which do so is quite large.
23
Before moving on let’s discuss previous work on this type of problem . Progress
has been made towards extending Huisken’s theorem in terms of curvature pinching
conditions, including in higher codimension and in non-Euclidean target spaces—see
the works of Andrews-Baker [7], Liu, Xu, Ye, Zhao [68], and Liu, Xu [69] [70]. In
the spirit of this chapter, a result of Lin and Sesum [74] gives that surfaces which
have very small L2 norm of tracefree second fundamental form will shrink to round
points under the flow. However we will construct classes of surfaces that have very
large tracefree second fundamental form, including large in the L2 norm. From
another perspective using the entropy functional, Colding and Minicozzi showed in
their landmark paper [30] that if one allows for jump discontinuities, a surface which
shrinks to a compact point does so generically to a round point - this will be discussed
and generalized in chapter 4 below. Later, in their important paper, Bernstein and
L. Wang showed that any surface in R3 with entropy less than that of the cylinder
flows to a round point (see Corollary 1.2 in [11]). Note that these two papers make
no assumptions on the pointwise geometry of the surfaces involved.
The theorems in this chapter are all joint work with Alec Payne in [80].
2.1 First attempts at providing nonconvex sur-
faces which flow to round points
In this section we will give some preliminary answers which essentially show that
surfaces which are suitably close to convex surfaces do indeed to shrink to points.
Later we will give constructions to produce surfaces which are far away (in any
reasonable topology) from the set of convex surfaces which flow to round points,
allowing us to give some “pathological” examples of such flows in the last section.
The first theorem proved in this section will be the following and is more or less a
proof by contradiction:
Theorem 2.1.1 Let Σ(d, C) be the set of closed embedded hypersurfaces Mn ⊂ Rn+1
such that
1. diam(M) < d
2. |A|2 < C
Then there exists an (d, C) > 0 such that if M ∈ Σ(d, C) and kmin > −(d, C),
then M flows into a sphere under the mean curvature flow.
24
Our second theorem, Theorem 2.1.2, will be an extension of Huisken’s theorem to
certain nonconvex tubular neighborhoods of curve segments and is a precursor to the
method used to show the next result. We will do this by constructing appropriate
inner and outer barriers which, while they will not be mean curvature flows outright,
will be subsolutions and supersolutions to the flow. In this theorem and the following,
n ≥ 2 and A denotes the second fundamental form. Also, all hypersurfaces will be
smooth unless mentioned otherwise.
Theorem 2.1.2 Let Σ = Σ(n, L) denote the space of embedded intervals in Rn+1
with length bounded by L. Then for every L > 0, there exists a C > 0 so that
every curve in Σ(n, L) with |A| ≤ C has a neighborhood, contained in the tubular
neighborhood of radius 1
C
, whose boundary shrinks to a round point in finite time.
Moreover, there is a lower bound C < C which depends only on n, L, and 0, where
0 is the constant from the Brakke-White regularity theorem (see Section 2, Theorem
1.4.1).
2.1.1 A compactness contradiction argument
One can proceed following more or less as Petersen and Tao do in [99] in their note
on nearly quarter-pinched manifolds (they work with the Ricci flow). Assume to the
contrary that there is no such ; take a sequence {Mn}∞n=1 ⊂ Σ(d, C) of hypersurfaces
such that for each n, kmin > −1/n yet none of the Mn flow to spheres under the
normalized mean curvature flow. Because the mean curvature flow is invariant under
translation, without loss of generality (and using the diameter bound) all manifolds
are contained in Bd(0).
From our uniform curvature bounds (using that Bd(0) is compact) we get that
there is a cover {Ui} of Bd(0) so that each of the Mn is given as a union of graphs
with uniform C2 bounds. Using Arzela-Ascoli we then attain a C1,β-converging
subsequence of graphs. Relabeling them, consider the sequence Mn → N , a set in
Rn+1 locally given by C1,β graphs, so that N is an immersed C1,β manifold. This
is not a strong enough convergence to use our continuity on initial conditions to
conclude directly that the flows converge though.
Our plan then is to use the flow to get uniform bounds not only on |A|2 but also
uniform bounds on all its derivatives. Then we could attain a smoothly convergent
subsequence (and so their flows converge). The problem is that we would want
this new sequence to be “offending” in that kmin → 0 but all the Mn do not flow
to spheres; the second condition is clearly invariant under the flow but the first is
not necessarily. First we need a time t > 0 when all the flows exist with bounded
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curvature (to apply interior estimates). This is a simple consequence of the evolution
equations:
Lemma 2.1.3 There is a time T > 0 so that the flows of all Mn through time T
have |An(t)| < C, where An denotes the 2nd fundamental form of the nth surface in
the sequence above.
Fixing t0 ∈ (0, T ] we have that the sequence Mn(t0) is a collection of smooth
manifolds, and from the usual interior estimates will have uniform bounds on |∇`A|
in terms of the uniform bound C, valid for t > t0. We want to find out if the sequence
is offending now.
The principal curvatures of a hypersurface M are eigenvalues of its shape operator
S = {hji}, so we must study what happens to it under the flow. Inspired by [99]
we adopt ideas from [45] concerning the proof of the tensor maximum principle of
Hamilton therein.
To do this, let Mn ⊂ Rn+1 below stand for a compact hypersurface with shape
operator S. The eigenvalues of hji are the principal curvatures, so h
j
i is a positive
semidefinite matrix if and only if M is a convex hypersurface. The evolution equation
of the shape operator hji under the flow is given by:
∂hji
∂t
= ∆hji + |A|2hji
Which we write in compacted notation as
∂S
∂t
= ∆S + |A|2S
With this in mind let X ⊂ Rn2 be the set of positive semidefinite matrices. We
see that it is convex. We define the tangent cone TfX to be the closed convex set
X at a point f ∈ ∂X as the smallest closed convex cone with vertex at f which
contains X. It is the intersection of all the closed half-spaces containing X with f
on the boundary of the half space.
Lemma 2.1.4 The solutions of df
dt
= |A|2f which start in the closed convex set X
will remain in X if and only if |A|2f ∈ TfX for all f ∈ ∂X.
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Proof: We say that a linear function ` on Rn
2
is a support function for X at
f ∈ ∂X and write ` ∈ SfX if |`| = 1 and `(f) ≥ `(k) for all other k ∈ X. Then
|A|2f ∈ TfX if and only if `(|A|2f) ≤ 0 for all ` ∈ SfX. Suppose `(|A|2f) > 0 for
some ` ∈ SfX. Then
d
dt
`(f) = `(df
dt
) = `(|A|2f) > 0
so `(f) is increasing and f cannot remain in X. To see the converse, note as in [45]
that without loss of generality X is compact. Let s(f) be the distance from f to X,
with s(f) = 0 if f ∈ X. Then
s(f) = sup{`(f − k)}
where the sup is over all k ∈ ∂X and all ` ∈ SfX. This defines a compact subset Y
of Rn
2 ×Rn2 . Hence by Lemma 3.5 in [45] (compactness is used here):
d
dt
s(f) ≤ sup{`(φ(f))}
where the sup is over all pairs (k, `) with k ∈ ∂X, ` ∈ SkX, and
s(f) = `(f − k)
Note this can happen only when k is the unique closest point in X (using X is closed
and convex) and ` is the linear function of length 1 with gradient in the direction
f − k. Now since M is compact we assume that |A|2 is bounded by a constant CM
so we have that
||A|2f − |A|2k| ≤ CM |f − k|
Since `(|A|2k) ≤ 0 by hypothesis and |f − k| = s(f) we have:
d
dt
s(f) ≤ d
dt
`(f − k) = `(|A|2f) ≤ `(|A|2f)− `(|A|2k) = `(|A|2(f − k)) ≤ Cs(f)
Hence d
dt
s(f) ≤ CMs(f). Since s(f) = 0 to start, it must remain 0. 
As in the proof above, assume for the time being that X is compact and keep the
notation that s(f) be the distance of f ∈ Rn2 from X and let
s(t) = sup
x
s(f(x, t)) = sup `(f(x, t)− k)
where the latter sup is over all x ∈ M , all k ∈ ∂X, and all ` ∈ SkX. Since this set
is compact (M is compact, too) we can use Lemma 3.5 from [45] again to see that
d
dt
s(t) ≤ sup d
dt
`(f(x, t)− k)
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where the sup is over all x, k, ` as above with `(f(x, t) − k) = s(t). Then x some
point in M where f(x, t) is furthest away from X, k is the unique closest point in X
to f(x, t), and ` is the linear function of length 1 with gradient in the direction from
k to f(x, t). Now
d
dt
`(f(x, t)− k) = `(∆f) + `(|A|2f)
Since `(f(x, t)) has its maximum at x, the term `(∆f) = ∆`(d) ≤ 0. Now we note
that if k ∈ X (i.e. is positive semidefinite, thought of as a matrix) then |A|2k is
too; hence from the lemma `(|A|2k) ≤ 0. Now (in anticipation to what comes next)
suppose that |A|2 < C for all t ∈ [0, T ], then we would have from:
s(t) = `(|A|2f) ≤ ||A|2f − |A|2k| ≤ C|f − k| = Cs(t)
that for any time t0 ∈ [0, T ] that s(t) ≤ s(0)eCt.
Denote by Sn the shape tensor for Mn, and denote by Xn the “convex subset” in
the manner above of Rn
2
(the subscript n to distinguish the different base manifolds).
Since knmin → 0, we have that sn(0)→ 0 and in the same manner, if for t0 (as above)
sn(t0)→ 0, then knmin(t0)→ 0 as well.
Now for each of the Mn recall we have |An|2 ≤ C for a universal constant C that
works for any t ∈ [0, T ] (along the flow), so that sn(t0) ≤ sn(0)eCt0 for all n. Since
sn(0)→ 0, we must indeed also have sn(t0)→ 0, so that the sequence Mn(t0) is still
“offending.”
From the interior estimates then, again using a standard Arzela-Ascoli argument,
we can extract a subsequence M` of Mn that converges smoothly to an immersed
manifold L with positive semidefinite shape operator. By Hamilton’s strong maxi-
mum principle since L is compact and kmin ≥ 0, for any time t > 0 for which the flow
is defined we have kmin > 0, strictly. So pick a time t < t1 < T , and set δ = t1 − t.
Then M`(t1)→ L(δ) smoothly by continuous dependence and kLmin(δ) = z > 0.
Since Mn(t1)→ L(δ) smoothly, knmin(t1)→ kLmin(δ), so that for large n knmin(t1) >
z/2. Hence by Huisken’s theorem, these will all proceed to shrink down to spheres,
contradicting our assumption for Mn.
2.1.2 Neighborhoods of curves which shrink to round points
In this section we show Theorem 2.1.2, i.e. that there are neighborhoods of some
embedded, nonconvex line segments that smoothly shrink to round points under the
mean curvature flow.
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To proceed we construct inner and outer flows which will be supersolutions and
subsolutions to the flow. The point is that we will construct them fairly explicitly
which will give us enough control over the true flow, via Proposition 1.1.1, to obtain
the statement.
Now let Σ(n,C) be the space of embedded intervals in Rn+1 with bounded second
fundamental form (so this includes curvature and torsion) given by |A| ≤ C. We
first note that
Lemma 2.1.5 For γ ∈ Σ(n,C) defined in the introduction, the boundary of the
tubular r-neighborhood1, Γ := Γ(r), is a smooth 2-convex immersed surface for r < 1
C
sufficiently small.
Proof: Notice the surface is convex near the tips of Γ(r) so we only need to consider
x ∈ Γ(r) where there is a point p ∈ γ so that x is in the sphere of radius r centered at
p and the vector x− p(x) is in the normal bundle to γ. In the case Γ(r) is immersed
and not embedded at x, furthermore choose p so that the vector x − p(x) is in the
opposite of the direction of an outward normal vector at p. Denote that point by
p(x).
Now we observe that κ1(x), the first principal eigenvalue of Γ at x, is lower
bounded by −2|A(x)| ≥ −2C for r sufficiently small. On the other hand, the other
principal curvatures are 1/r > 1/C, so the result follows. 
Our goal is to show that the flow of Γ exists smoothly until it ends in a round
point. We begin as promised with describing the inner and outer barriers to ensure
this. Suppose γ has length L, and denote by Λ := Λ(L, r) the convex tube which
is the (boundary of) the tubular neighborhood of radius r about the straight line
segment of length L given by {(x, 0, . . . , 0) |x ∈ [0, L]}. Here, as described in the
footnote (2), we take a tiny perturbation of Λ to ensure that it is C2.
For some intuition, the idea is that for r small enough (relative to the curvature
of γ), the flow of Γ should be closely approximated by the flow of Λ, after a standard
map of Λ onto Γ. This mapping is given by extending to tubular neighborhoods a
map of the straight line segment to the curve γ. One then sees it is reasonable to
expect Theorem 7.0.1 to hold because the convex Λ will shrink to a point, irrespective
1When we write “tubular neighborhood,” we include small perturbations so that its boundary
is smooth. We may always choose perturbations small relative to the other chosen constants and
use continuity of the flow to conclude the theorem.
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of its length L. However, it turns out we need control on the length for this to work,
which we will explain at the end.
We begin by describing this map, which we denote φ. We will define φ such
that it is a diffeomorphism of Rn and φ(Γ<) = Λ<, where Γ< and Λ< denote the
regions bounded by Γ and Λ, respectively. We choose r small enough so that we
may apply the tubular neighborhood theorem to γ for distance 2r. For each γ′(s),
find a smoothly varying set of orthonormal basis vectors e2, . . . , en of the normal
bundle Nγ of γ. Then, for t ≤ 2r and ν ∈ Nγ where ν = ∑i aiei, φ(γ(s) + tν) =
(s, 0, . . . , 0) + t(0, a2, . . . , an). This defines φ on the cylindrical tube around γ of
radius 2r. We define φ on the points within distance 2r of γ(0) and γ(L), but
not inside the cylindrical tube, as follows. Let v ∈ Sn−1+,0 , where Sn−1+,0 denotes the
upper hemisphere centered at γ(0) over the hyperplane spanned by {e2(0), . . . , en(0)}.
Then, if |v| = t ≤ 2r and proj(v) = ∑i aiei, where proj denotes projection onto the
hyperplane spanned by {e2, . . . , en}, define φ(γ(0)+v) = (−
√
t2 −∑i a2i , a2, . . . , an).
Define φ around γ(L) similarly. Thus, we have defined φ as a diffeomorphism from
Γ< to Λ<. We then fix some extension of φ to a diffeomorphism on all of Rn+1 so
that φ is defined on all of Rn+1 (in practice, we only need φ to be defined in some
fixed radius around each tube).
Now, we will consider the function ψ := φ−1. For ψ|Γ : Rn+1 → Rn+1, we may
choose a dimensional constant K(n) so that |Hessψ| < K(n)C for C chosen small
enough. This is because we have that the eigenvalues of Hessψ in the eigendirections
around the tube do not change under ψ, and the only eigenvalue of Hessψ that
changes under ψ is along the tube, which would depend on our bound C.
Next we describe inner and outer “prebarriers,” which we denote by A := A(r, δ)
and B := B(r, δ), respectively, in terms of Λ. These will then be mapped to our
intended inner and outer barriers for the flow of Γ via ψ.
The flow At is a slightly sped up mean curvature flow of Λ, which we obtain by
considering Λ under the “slightly faster” mean curvature flow below for δ < 0:
dFδ
dt
= e−δHν (2.1.1)
and similarly we define B as a solution of the “slightly slower” equation i.e. when δ
above is just slightly positive. These are clearly just time rescalings of the original
flow but we write them in this way to emphasize they are supersolutions/subsolutions
to the flow. Clearly mean convexity is preserved in the slightly faster/slower mean
curvature flow.
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Now, we will show that A˜t := ψ(At) and B˜t := ψ(Bt) will be appropriate inner
and outer barriers for the flow Γt. Let HA˜ and HB˜ be the mean curvatures of A˜ and
B˜. Since |Hessψ| < K(n)C, we have that
|HA˜(ψ(p), t)−HA(p, t)| < K(n)C (2.1.2)
Now, we assume without loss of generality that HA˜(ψ(p), t) > 1 for all points
and times by taking r small, and we find δ1 depending on C so that K(n)C <
e−δ1HA˜(ψ(p), t). Then,
∣∣dA˜t
dt
∣∣ = ∣∣∇ψ(dA
dt
)
∣∣ = |∇ψ(e−δHAνA)|
= |e−δHAνA˜| = |e−δHA|
= |e−δHA˜ + e−δ(HA −HA˜)|
> e−δ
(|HA˜| −K(n)C)
> e−δ(1− e−δ1)|HA˜|
So, for each δ < 0, we may pick a small enough C, and hence a large enough δ1, such
that e−δ(1 − e−δ1) > (1 + 1
2
e−δ). Then, A˜t will be a supersolution for the flow and
hence an inner barrier for Γt by Proposition 1.1.1.
We may do the same for B. Hence, for each δ > 0, we may find a small enough
C so that B˜t is a subsolution for the flow and thus an outer barrier for Γt.
With these barriers in hand we now need to understand how they behave. Con-
sider the following statement, which is immediate:
Proposition 2.1.6 Let Tr be the extinction time of the round cylinder of radius
r. Then, for every L > 0, r  L, and all η  r, there exists r1 and T ∗ =
T ∗(r, r1, L, η) < Tr so that η  r1 and the flow Λ(L, r)t is η-close in the C2 topology
to a round sphere of radius r1 by time T
∗.
Since for all small δ, we may find a C > 0 such that A˜t and B˜t are inner and outer
barriers, we may choose δ small enough to apply Proposition 1.4.3 up until time T ∗,
as in the above proposition. This follows because a choice of δ small pinches the
flow Γt between A˜t and B˜t. A choice of δ gives us a choice of C small, as described
above. Proposition 1.4.3 gives that the mean curvature flow Γt will flow, without
singularities, to a hypersurface at time T ∗ that is η-close in C2 to a round sphere
for some radius r1 large relative to η. This means Γt has become convex, and so by
Huisken’s theorem the surface will continue to flow to a round point.
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We end this argument with a discussion of which choices of parameters work.
Normalizing r to be one, notice that as L gets larger, T ∗ must get closer to T1 and
hence the time a “pill” spends close to a sphere decreases as L increases, or in other
terms that r1(L, η) tends to zero. In particular, the curvature of Γt at the time it
becomes convex becomes larger. The δ necessary to use the one-sided minimization
and Brakke-White regularity part of the argument (i.e. Proposition 1.4.3) depends
on on the 0 and C from the Brakke regularity theorem as well as curvature bounds
on the inner and outer barriers through time T ∗. The curvature bounds on the inner
and outer barriers through time T ∗ are uniform as δ → 0, so we may always choose
δ small enough to apply Proposition 1.4.3.
On the other hand positive lower bounds on allowable δ to ensure A˜t and B˜t are
appropriate barriers can be interpreted as giving lower bounds on C for which the
argument holds.
Putting this together, if we fix L we obtain an r1, which then implies an upper
bound on δ depending on both r1 and the constants from the Brakke regularity
theorem. The upper bound on δ then implies an upper bound C on |A|2 for which
the construction above holds. This gives the full statement in the theorem. In the
concluding remarks we discuss what is explicitly known about these constants.
2.2 Constructing new flows from old via barriers
In this section we will now describe two constructions to construct flow which shrink
to round points from old and will be used to construct “pathological” examples of
surfaces which shrink to round points in the section below. The first one will allow
us to add “spikes:”
Theorem 2.2.1 Let M be a hypersurface in the set Σ defined above. Fix N  1.
Then, for any p ∈ M and any L > 0, there exists 0 < r    1 such that for
any straight line segment γ orthogonal to TpM with an endpoint at p, there exists a
closed hypersurface M˜ with the following properties:
1. the flow M˜t shrinks to a round point, i.e. M˜ ∈ Σ
2. M˜ ∩ T(γ) is given by a graph over TpM ∩ B(p, ) and the mean curvature of
M˜ ∩ T(γ) has a sign2
2By M˜ ∩ T(γ), we mean the connected component (of the preimage of the natural immersion
defining M˜) of M˜ ∩T(γ) containing the added ∂T r (γ). This condition takes care of the possibility
that there are other parts of M˜ that intersect T(γ) that are not part of the “spike” we construct.
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3. M˜ = M ∪ ∂T r (γ) outside the ball B(p, )
where T(γ) is the solid tubular neighborhood of radius  around γ and ∂T

r (γ) is
a surface, depending on  and r, that is r
N
-close to the boundary of the tubular r-
neighborhood of γ in the C2 topology.
Furthermore, we may iterate this construction by starting with the nonconvex M˜ ,
as opposed to M , and applying the above procedure to some other choice of p′ ∈ M˜
and L′ > 0.
Figure 2.1: The spike construction iterated several times
The next construction will be shown in a roughly similar way and will allow us
to add “pancakes:”
Theorem 2.2.2 Let M be a rotationally symmetric, closed hypersurface in Σ, i.e.
Mt flows to a round point, which can be written as the rotation of a graph f over the
axis xn+1 = 0. Fix the interval [a, b] ⊂ R. We say that M is (δ, c)-cylindrical over
[a, b] if M is δ-close in C2 norm to a segment of the standard cylinder Sn−1 × R of
radius c on the interval [a, b], i.e. if f is close to the constant function c over [a, b].
Then, for any p ∈ (a, b) and L > 0, if M is (δ, c)-cylindrical over [a, b] for δ  c,
then there exists r    1, a closed hypersurface M˜ , and a smooth positive graph
f˜ : [a, b]→ R≥0 with the following properties:
1. M˜t flows to a round point, i.e. M˜ ∈ Σ
2. M˜ is rotationally symmetric and can be represented by the rotation of f˜ around
the axis containing [a, b].
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3. f˜ ≥ f and f = f˜ outside [p− , p+ ]
4. f˜(p) = f(p) + L
5. Outside the ball B(f(p), ), f˜ is r
100
-close to the tubular r-neighborhood of the
set {t ∈ [0, L] | (p, f(p) + tL)} in the C2 topology
2.2.1 Quickly disappearing spikes
In this section, we show Theorem 2.2.1, i.e. we show how to add “spikes” to hy-
persurfaces in the class Σ at some point, such that the flow of the surface with the
spike looks very close to the original surface after some small time, without devel-
oping singularities. This will be done using “localized” barrier flows which flatten
out quickly, although there are a number of techical details to overcome because we
must ensure that the spikes can be designed to retract as quickly as we want and as
close to flat as we want.
We will begin by analyzing the model case of attaching a “spike” to a flat plane
via a bounded asymptotically flat graph over this plane. The following is a lemma
that controls the flow of surfaces that are nearly graphical. Note that, for n ≥ 2, we
may obtain such graphs easily by attaching a 2-convex tube as in Buzano, Haslhofer,
and Hershkovits [21] to a large, rotationally symmetric region of an extremely large
sphere and smoothly extending that by a flat plane. The reasoning for the choices
made in the conditions of the following lemma will be made clear throughout the
proof. In the following lemma, Bn will denote a ball in the subspace Rn.
Lemma 2.2.3 Fix L > 0. Let f denote a smooth graph over a subspace Rn ⊂ Rn+1
which has the following properties:
1. f ≥ 0 in Bn(0, R)
2. the graph of f is 2-convex on Bn(0, R), for some R > 0.
3. the graph of f is rotationally symmetric around the xn+1 axis so that f(x) =
g(|x|)
4. g(0) = L is the unique maximum point with g(r) strictly decreasing and g(0)
corresponds to the point with maximal mean curvature
5. g is δ2-close in C
2 norm to 0 in B(0, R) \Bn(0, r) for 0 < δ2  r < R.
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where Bn denotes a ball in the subspace Rn. Suppose then that there is a smooth
hypersurface M ⊂ Rn+1 that is δ1-close to the graph of f in the C2 topology, where
δ1  δ2. Then, for all δ1, δ2, and r sufficiently small, the flow Mt, starting at
M0 = M , exists for all time, and there exists δ and a time T0 = T0(M, δ1, δ2, r) such
that for t ≥ T0, Mt is δ-close in the C2 topology to the hyperplane Rn. Moreover,
δ, T0 → 0 as δ1, δ2, r → 0.
Proof: First we consider the hypersurface given by the graph f(x), and we will
prove the theorem for that. That is, we will first prove the δ1 = 0 case. We know
from Ecker and Huisken [37] that the flow of f , which we will denote Γ(f)t, will exist
for all time and will continue to be graphical and rotationally symmetric. Moreover,
by Angenent, Altschuler, and Giga [5], the number of critical points will not increase
and there is a unique maximum point at 0 for all time.
For a given R, we see by arguments as in [77] that there will be a uniform period of
time [0, T2] so that Γ(f)t will remain 2-convex within the ball B
n(0, R/2). We stress
that T2 is uniformly bounded from below for all sufficiently small r, δ2. This follows
from the arguments of [77] by an application of the strong maximum principle and
pseudolocality. The idea is that even though the curvature of the graph becomes
large as r → 0, we may still apply pseudolocality in that it will remain (strictly)
2-convex on the boundary of Bn(0, R
2
) and so will remain strictly 2-convex inside
by the strong maximum principle. Similarly, by pseudolocality, we have that f ≥ 0
within the ball Bn(0, R
2
) for the uniform period of time [0, T2].
Now, we will show that for any choice of T ∗0 , δ
∗ we may choose parameters
sufficiently small so that Γ(f)t is δ
∗-close in C0 to the subspace Rn in Bn(0, R) by
time T ∗0 . Moreover, δ
∗, T ∗0 → 0 as δ2, r → 0. We will prove this by comparison with
a bowl soliton (see the figure below). We may place a bowl soliton at the origin
around the maximum point of the graph, as in the diagram below. For each r,
we may arrange so that the soliton initially only intersects the graph of f outside
Bn(0, 2r). Now, we will use the soliton as a barrier for Γ(f)t. Since both Γ(f)t
and the soliton are rotationally symmetric, we may apply the Sturmian principle of
Angenent, Altschuler, and Giga [5]. The Sturmian principle says that the number of
intersections of the profile curves of rotationally symmetric hypersurfaces does not
increase. Since Γ(f)t is 2-convex in B
n(0, R
2
), each point in Γ(f)t over B
n(0, R
2
) will
be strictly decreasing in height (over Rn) until time T2. Thus, the two intersection
points of the profile curves of Γ(f)t and the soliton will be strictly decreasing until
time T2.
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Figure 2.2: A barrier to force the model spike down
By taking δ2 small, we have that the height of the intersection points between
Γ(f)t and the soliton will be small. This means that f(0) must be decreasing at least
as fast as the tip of the bowl soliton for this time, as long as the two flows intersect.
By taking δ2, r small, we can narrow the soliton, which speeds it up, and we will still
have that f(0) decreases at least as fast as the soliton for the uniform time T2 (as
long as the two flows intersect). Thus as r, δ2 → 0, δ∗, T ∗0 → 0.
Next, for given r and  > δ2 > 0 sufficiently small, denote by T1() the first time
before T2 (which we recall is uniformly controlled) such that Γ(f)t is -close in C
0 to
the subspace Rn in Bn(0, R). We know this exists by the discussion in the previous
paragraph.
Since Γ(f)t is -close to Rn in C0 in Bn(0, R) by time T1() and since the point
f(0, t) is approaching the plane monotonically by 2-convexity, we may apply the
fundamental theorem of calculus to find the bound∫ T2
T1()
∂f
∂t
(0, t)dt ≤ 2 (2.2.1)
We will use (2.2.1) to get C2 smallness of the graph in a short time. Note that
one may also get this using the one-sided minimization theorem with a slightly bent
plane as a competitor. We could also proceed by arguing as in the proof of Theorem
2.2.2 below. However, the following is more elementary than either of these two
arguments.
Now, ∂f
∂t
(0, t) is the mean curvature of Γ(f)t at the point f(0, t). Note that this
is maxΓ(f)t(H) in B
n(0, R
2
) for a uniform amount of time independent of r (with δ2
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taken small enough) by the properties of the flow of rotationally symmetric graphs,
as the lowest principal curvature away from f(0, t) will be small and the surface is
controlled to be small everywhere away from the origin. Since the integrand above
has a sign (by 2-convexity), we have that
maxΓ(f)t(H) ≤
2
T2 − T1() (2.2.2)
Since T2 is uniformly controlled and T1() becomes small as we take all parameters
small, we have that maxΓ(f)t(H) is small after time T1() and goes to 0 as , δ2, r → 0.
By the fact that H controls |A|2 for 2-convex points (see Proposition 2.7 in [59]),
(2.2.2) gives a bound on |A|2 inside Bn(0, R
2
) by time T1() that becomes small as
, δ2, r → 0. Moreover, we may apply pseudolocality outside Bn(0, R2 ) to find a bound
on |A|2 for Bn(0, R) by just picking δ2 small enough. Thus, we find a time T0 by
which |A|2 is small for Γ(f)t, such that T0 → 0 as r, δ2 become small. Since the
graph Γ(f)t has small |A|2, this implies that the C2 norm is small, and we may find
a T0 as desired and have proven this lemma for the case δ1 = 0.
Finally, we suppose that M is as in the statement of this lemma. Since the graph
of f satisfies the properties of this lemma, we need to prove that the hypersurface
perturbations of it by δ do too. Note that by Shi’s estimates as δ → 0 the surface
converges to the graphical spike in C∞ topology for a short time past 2T1 and the
flow is stable in this topology on compact time intervals. Hence a nonrotationally
symmetric spike will flatten by time 2T0 to a surface δ-close to the plane in B
n(0, R)
if r, δ1, δ2 are sufficiently small. Moreover, since this is the case for the graph of f ,
δ, T0 → 0 as δ1, δ2, r → 0. 
Now, let M be a surface in Σ and fix p ∈M and L > 0. Fix a segment γ satisfying
the hypotheses of Theorem 2.2.1 with , r to be chosen. From a general construction
of Buzano, Haslhofer, and Hershkovits (see Theorem 4.1 in [21]—this is the theorem
mentioned before the above lemma) with some straightforward modifications, we may
upgrade a neighborhood of M ∪γ to a surface M˜ such that M˜ = M ∪∂T r (γ) outside
B(p, ) and M˜ ∩ T(γ) may be written as a graph over Bn(p, ), where Bn(p, ) =
TpM ∩B(p, ) is a ball in the subspace TpM . Here ∂T r (γ) is some rN -perturbation of
the boundary of the radius r tubular neighborhood of γ for any r   1, and T(γ)
is the solid -radius tubular neighborhood of γ. Recall that we chose N  1 at the
outset to control how close the error between the spike and the tubular neighborhood
of radius r around γ.
We let F be the graph defined above over Bn(p, ) and extend F to be defined
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Figure 2.3: A diagram of planting the model spike onto the surface
over all of TpM by having it smoothly and uniformly decay to zero and become
asymptotically flat outside Bn(p, ). We may take the parameters r,  small enough in
the construction above so that F is arbitrarily close to rotationally symmetric about
p as a graph over TpM . By the construction of Buzano, Haslhofer, Hershkovits, the
graph of F will be 2-convex, with respect to the inward pointing normal of ∂T r (γ),
inside Bn(p, ). We note that if γ is oriented so that it points inward for M , then M˜
will have negative mean curvature in T(γ).
Either way, the mean curvature of M˜ will have a sign inside T(γ). This does
not affect the rest of the proof since we will use barriers constructed from Lemma
2.2.3 to control the flow in either case, as well as an application of Proposition 1.4.3
localized around p. We will explain this further throughout the rest of this proof.
With all of this said, we see that the surface given by the graph of F satisfies the
assumptions of Lemma 2.2.3 inside Bn(0, R). The picture to have in mind, regarding
the attachment of this “spike” to M is the diagram above.
Now, we will use modifications of the flow of the graph of F , which we write
as Γ(F ), as a barrier to control the flow M˜t (the constructions of the barriers was
broken up into a couple iterations for clarity). Consider an annulus A∗ = A∗(2, 3)
in TpM , and let ν(p) be the unit normal to M at p.
Then, for all  small, we consider the shifts F ± h ν(p) by a small distance h.
Using these shifts we then slightly “flare” the translates to obtain domains It and Ot
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(shifting up and down respectively) which we will use in our application of Propo-
sition 1.4.3. We choose It and Ot so that their boundaries are separated by some
small distance δ3 > 0 in A
∗ (its value is not important) for any h > 0 and so that
they agree with F ± h ν(p) as graphs over Bn(p, ). We take the R in the lemma to
be  and we take r in the lemma to be the r here. This construction means that ∂It
and ∂Ot are separated by a uniform amount independent of r and h in the annulus
A∗.
By pseudolocality we obtain a T˜ > 0 so that ∂It and ∂Ot will remain a distance
δ3/2 > 0 in the annulus A
∗ for t ∈ [0, T˜ ], no matter how small h is. So by the
comparison principle applied in the interior, ∂It, ∂Ot and M˜t will all remain disjoint
(as long as M˜t exists) on [0, T˜ ] as graphs over B
n(p, ). The setup is encapsulated in
the figure below, where the shift parameter is exaggerated.
Figure 2.4: Positioning of slightly bent barriers as sub and supersolutions to the flow
Now, we will show that M˜t will exist for a long enough time, by applying the
shifted and flared barriers described above and Proposition 1.4.3. Since we may apply
Lemma 2.2.3 to ∂It and ∂Ot (note the graph f in Lemma 2.2.3 can be complicated
outside Bn(0, R)), we find some corresponding T0 and δ for r sufficiently small. We
may choose h small enough so that the separation between ∂It and ∂Ot is small
enough to apply Proposition 1.4.3 near p, i.e. over the /2 ball at the origin of TpM .
Moreover, we may take parameters small enough so that the T0 is small compared
to T˜ (taking the parameter r smaller means h needs to be taken smaller, and that is
why it is important that T˜ is independent of h).
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This means that ∂It and ∂Ot form inner and outer barriers for the flow M˜t and will
force M˜t to be δ-close in C
2 norm to the initial M by time T0 in the aforementioned
neighborhood of p. Here, we are using a localized version of Proposition 1.4.3. This
works since we have that the mean curvature of M˜t has a sign (even if it is negative)
for a small amount of time, independent of r, in the tube T 
2
(γ). By taking r smaller,
we may always choose T0 such that it is much smaller than this time.
By pseudolocality, we see that until the time T0, M˜t outside B(p,

2
) will be
flowing smoothly and will remain very close to where it was at time 0, using that T0
is extremely small. To emphasize this use of pseudolocality, we have the following:
Lemma 2.2.4 Suppose the mean curvature flow of M˜ exists smoothly on [0, T0] and
|A|2 < C on M˜ \ B(p, ). Then for every 0 <   1 and 1 < C∗  2, there exist
0 < T = T (C∗, ) < T0 such that |A|2 < C∗C on M˜t \B(p, ) for t ∈ [0, T ].
We always choose  and r such that the time T0 obtained from Lemma 2.2.3 is
smaller than the time obtained from Lemma 4.2.5. That way, the previous discussion
ensures that by time T0, M˜T0 will be δ-close in C
2 and graphical over the initial M
in Bn(p, /2), and Lemma 4.2.5 ensures that M˜T0 will be close to and graphical over
M after possibly taking T0 smaller. Since M is a surface in the interior of Σ, the set
of surfaces that shrink to a round point (so small perturbations of M also shrink to
a round point), and since M˜T0 lies as close as we want to the initial M after the right
choice of parameters, M˜t will proceed to flow smoothly until it shrinks to a round
point.
Now, we see that we may iterate this construction. Suppose we have already
constructed M so that it contains a spike as above, so that it may be non-mean
convex. If we take a surface constructed with the above procedure, we may attach
a new γ′ anywhere, including along the original spike. By picking ′ and r′ small
enough for this new spike γ′, we may ensure that there is a time T ′0 such that the
flow of the new construction produces a perturbation of M that is within the error
δ1 used in Lemma 2.2.3 by time T
′
0. Thus, at time T
′
0, the flow will look like an
admissible perturbation of M in the sense of Lemma 2.2.3 and so it must then shrink
to a round point as M does. More generally, we may say that any surface constructed
by this procedure must lie in the interior of Σ, meaning that all small enough C2
perturbations of such a surface must shrink to round points as well. This is what
allows for this construction to be iterated.
40
2.2.2 Quickly disappearing pancakes
This proof follows the general idea of Lemma 2.2.3. We will not need most of the
arguments in the proof of Theorem 2.2.1 following Lemma 2.2.3 because we assume
rotational symmetry so that the only singularities will be “necks” collapsing onto
the axis of rotation by [5]. This rules out “microscopic singularities” away from the
axis of rotation, which our construction is far away from. We still have to make sure
flow is quickly close in C2 norm to the original surface of course.
As in the previous section, we need to arrange M˜ so that, after some small later
time, M˜t is as close as we wish to the original surface M in C
2 norm. To proceed
we will modify the profile curve f of M in its nearly cylindrical domain by L-shaped
curves, suitably capped, as indicated in the diagram:
Figure 2.5: Cross-section of “pancake” construction
To be more precise, in the above diagram, f˜ is the profile curve corresponding
to M˜ . We consider two circles of radius d, one of which is denoted in the diagram
by Cd, with centers at the points (p ± d ± r2 , c + d + r100). Then, f˜ is formed by
perturbing f within [a, b] about p ∈ (a, b) using two opposite-facing L-shaped curves
formed by bending a curve around the circles and capping it off a distance L > 0
from the cylinder. We may form this curve so that outside the ball B(f(x0), 2d), M˜
satisfies condition (5) and so that f˜ has only one critical point at the tip inside the
interval [p − , p + ]. Note that the extra r
100
is added to the centers of the circles
to ensure that we may satisfy the critical point condition in the given interval. Also
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note that based on our choice of c and d, the rotated surface is very possibly not
mean convex at the “corners” where the pancake transitions into the cylinder.
As discussed in the introduction, if there is δ0  1 such that the surface M˜T is
δ0-close in C
2 norm to Mt for some times T, t > 0, then M˜ will flow to a round point
since M does by assumption. As in Lemma 2.2.3, we will first use barriers to show
this for C0 norm, i.e. that M˜ will flow to be C0 close to the flow of M . Then, we
will use the Brakke regularity theorem and its refinement Lemma 1.4.2 to show that
it will in fact be C2 close.
Now, before we choose which parameters to use in the construction of f˜ above, we
start by rescaling to make the eventual application of the Brakke regularity theorem
and Lemma 1.4.2 clearer. The content of the following lemma is that we may rescale
M at every point of the cylindrical region so that it is as close as we want to flat in as
large a neighborhood as we want, with a rescaling factor depending on c. Throughout
the rest of the argument, let Ω ⊂ Rn+1 be the solid  tubular neighborhood of
the hypersurface given by the rotation of the open line segment {(p + t, f(p)) | t ∈
(−, )} ⊂ R2 around the axis containing [a, b]. Here, we note that Ω is an open set.
From here on, let Mσ be the surface σM , i.e. M rescaled by σ, and similarly for
Ωσ. And by Mσt we mean the parabolically rescaled mean curvature flow where the
t represents the rescaled time parameter.
Lemma 2.2.5 For every R,  > 0, we may take δ,  small enough so that there is
σ  0 depending on c so that if the surface is rescaled by σ, then for every point
q ∈ Ωσ, Mσt ∩ B(q, R) is -close to a plane and Θ(Mσ10 ∩ B(q, R), x, r) ≤ 1 + 2 for
r ∈ [1, 2] and x ∈ B(q, ).
Note that if a surface N is a graph over Mσ that is δ′-close in C2 norm to Mσ,
then N
1
σ will be a graph over M that is δ
′
σ
-close in C2 norm to M . The idea is that
we will use this rescaling in combination with Lemma 1.4.2 to go from knowing that
M˜t will eventually be C
0 close to the flow of M to knowing that it will be C2 close
at some later time. Since in our application σ  1, it then suffices to show the
following:
1. In Lemma 1.4.2 pick C ′ < δ0
2
using ρ = 1, giving us an 0 for which the
conclusion of the lemma applies.
2. For R = 1000 and  = min{0, δ02 }, obtain a scale factor σ in the lemma above.
So, for every q ∈ Ωσ, the Gaussian ratios Θ(Mσ10, x, r) for scales r ∈ [1, 2] are
bounded from above by 1 + 
2
for x ∈ B(q, R).
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3. Show that we may design M˜σ so that we have for each q ∈ Ωσ that by t = 50,
Θ(M˜σ50 ∩B(q, R), x, r) ≤ 1 + 34 for x ∈ B(q, ) and r ∈ [1, 2].
The point of item (3) is that we may then apply Lemma 1.4.2 to the flow of M˜ .
We apply the lemma to points in B(q, ) where q ∈ Ωσ. Using this, we see that at
time t = 50, |A|2 ≤ δ0
2(1−) for M˜
σ
50 ∩ B(q, ) and q ∈ Ωσ. Since  is arbitrarily small
and B(q, ) will be arbitrarily flat compared to Mσ, we have that M˜σ50 ∩ B(q, ) is
δ0
2
-close in C2 to a plane passing through some q ∈ Ωσ. By the lemma and the choice
of , we have that Mσt ∩B(q, ) is δ02 -close in C2 to the same plane (as Mσt and M˜σt are
taken arbitrarily C0 close to each other). By the triangle inequality, Mσ50 ∩ B(q, )
and M˜σ50 ∩ B(q, ) must be δ0-close in C2 to each other. Arguing as in Theorem
7.0.3, the surface, scaled back, will not have moved much in the complement of Ω
by pseudolocality provided σ was large enough. This means that Mt and M˜t will be
arbitrarily close to each other in C2 outside of Ωσ. Hence scaling the flow of M˜σ
back by 1/σ, we find that M˜t will at some time be δ0-close in C
2, meaning that M˜t
will flow to a round point.
The goal now is to show that M˜t will flow to be arbitrarily C
0 close toMt assuming
the parameters are chosen correctly in the construction above. Then, we will find
some control on the structure of M˜t and will show item (3) above. The second item
above follows obviously for a small time interval independent of d, r by using the
smoothness of the flow and scaling enough.
Now, we will show, using barriers as in Lemma 2.2.3, that M˜σt must become
arbitrarily close in C0 norm to Mσ by some small time T0, by taking all parameters
small enough. In place of the bowl soliton used in Lemma 2.2.3, one could use the
recently constructed “ancient pancakes” of Wang [102] and later, in more precision,
of Bourni, Langford, and Tinaglia [13] to say, if M˜σ is mean convex around p, for
any sufficiently small T0, δ1 > 0, M˜
σ
t will be δ1-close to the (rotation) of f
σ in C0
norm by time T0. However, M˜
σ may not be mean convex at the corners around Cd.
The remedy is to pick δ  r  d  sufficiently small and then use pseudolocality
to keep the corners from moving much on [0, T0], as it has curvature at the corners
on the order of d, as opposed to curvature at the tip on the order of r. Since M˜t
does not move much near the corners over this time interval, we may control the
intersection of an ancient pancake containing the f˜σ spike (analogous to the diagram
in Lemma 2.2.3) with f˜σ outside the interval [p− σ(d + r
2
), p + σ(d + r
2
)]. Then we
may use thin ancient pancakes in this arrangement as barriers to obtain the desired
C0 closeness estimates.
43
In order to control the Gaussian densities indicated in item (3), we must first
find some restrictions on the structure of the flow of f˜σ, f˜σt , inside the interval
[p − σ, p + σ] (note in practice σ  1). By the Sturmian theory of [5], we have
that the number of local minima and maxima of f˜σt , the flow of f˜
σ, is nonincreasing
and by Angenent’s general Sturmian theory [3], this number drops exactly at the
double zeros. This means that any inflection points disappear instantaneously and
the number of critical points is nonincreasing and drops when two critical points
come together. As the only critical point of f˜σ in the interval [p − σ, p + σ] is
at the tip, there will remain a single positive local maximum of f˜σt in the interval
[p − σ
2
, p + σ
2
] for a uniform amount of time independent of d, r. Moreover, since
a local maximum of a graph has positive geodesic curvature with respect to the
downward pointing normal, the mean curvature at the tip of f˜σt will remain positive
for a time independent of d, r. This means that once the flow is C0 close by time T0
it will remain so for a time independent of d, r because the maximum at the tip will
continue to approach fσ and f˜σt will remain above f
σ
t , which will move very little
for a small time for all parameters taken small. This controls the structure of the
flow for as long of time as we need (as the time T0 for C
0 estimates will go to zero
as d, r → 0). To upgrade the C0 estimates found above to C2 estimates, we will
use this structure to conclude that the Gaussian density ratios are small for q ∈ Ωσ
and conclude as described. Our arrangement of M˜σ is summed up in the following
lemma.
Lemma 2.2.6 Let q ∈ Ωσ. Then for every ∗, δ∗  1 there is a hyperplane P and
codimension 2 plane L ⊂ P such that the following holds:
1. M˜σ50 ∩ B(q, 1000) is ∗-close in C2 norm to P in the complement of T2dL, the
2d tubular neighborhood of L
2. In T2dL ∩ B(q, 1000), M˜σT0 is a graph over P of height bounded by δ∗ for t ∈
[T0, 100].
The picture to keep in mind regarding this setup is the diagram below.
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Figure 2.6: Edge of pancake being smoothed out by flow
By the fact that the flow will have only one critical point at the tip for an amount
of time independent of d, r, we see we can arrange so that the Gaussian ratios are
bounded by 1 + 3
4
for the scales r ∈ [1, 2] since the mass along the “ridge” will be
sent to zero as d→ 0, giving us what we need to apply the Brakke regularity theorem
as described before within the open ball B(q, R). Since the flow stays between the
two planes in the lemma above, we have that the points in interest will stay within
the ball B(q, R) under the flow giving us what we want.
2.3 Pathological examples of surfaces which flow
to round points
Now we state several corollaries of the constructions provided by theorems 2.2.1 and
2.2.2. Since there are a fair number of them, but their proofs are relatively short,
we postpone the proofs of them to the end of this section. The first corollary, a
consequence of Theorem 2.2.1, will demonstrate how badly compactness of mean
curvature flows can fail without a uniform bound on the second fundamental form.
The following corollary is summarized in Figure 2.7.
Corollary 2.3.1 There exists a sequence of closed hypersurfaces M i ⊂ Rn+1, such
that diam(M i) and Area(M i) are uniformly bounded and each flow M it exists on a
uniform time interval [0, T ] and shrinks to a round point, yet M i has no subsequence
which converges in the Gromov-Hausdorff sense.
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We may also find an example of a sequence that has the same properties as the
sequence in Corollary 2.3.1 yet has unbounded area. The following two corollaries,
consequences of Theorem 2.2.2, are summarized in Figure 2.8.
Corollary 2.3.2 There exists a sequence of closed hypersurfaces M i ⊂ Rn+1, such
that diam(M i) is uniformly bounded and each flow M it exists on a uniform time
interval [0, T ] and shrinks to a round point, yet Area(M i) → ∞ and M i has no
subsequence which converges in the Gromov-Hausdorff sense. Moreover, for each t,
there is C(t) such that Area(M it ) < C(t).
Figure 2.7: A sequence of flows shrinking to a round point yet the sequence of initial
surfaces has no Gromov-Hausdorff limit.
Since we can construct surfaces which will have arbitrarily high area in a compact
region, we can find examples of arbitrarily high entropy surfaces, in the sense of
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Figure 2.8: A surface that is close in Hausdorff distance to a sphere and shrinks to
a round point yet has high entropy and large area.
Colding-Minicozzi [30], which smoothly flow to round points. On the other hand,
Bernstein and L. Wang’s landmark theorem ([9], see also the generalization by S.
Wang in [100]) says that surfaces in R3 of low entropy are Hausdorff close to the
round sphere. Here we show that the converse to their theorem is wildly false even if
one assumes the surface flows smoothly to a round point. That is, we will construct
surfaces that are Hausdorff close to the round sphere and flow to round points, yet
have arbitrarily large entropy. To do this, we modify the construction in the above
corollary to be as close as we want in Hausdorff distance to a round sphere and have
arbitrarily large entropy despite flowing to a round point. This is the content of the
following corollary, which follows from the construction in Corollary 2.3.2. As usual,
we denote the entropy of M by λ(M).
Corollary 2.3.3 For every δ > 0 and E > 0, there exists a closed hypersurface
M ⊂ Rn+1 which shrinks to a round point and is δ-close in Hausdorff distance to the
round sphere, yet λ(M) > E.
We may generalize Corollary 2.3.2 and thus generalize a result of Joe Lauer [66] as
well as a result of the first named author [77]. Lauer showed that there are sequences
of closed embedded curves γi that limit to a space-filling curve, yet applying the
curve shortening flow to each γi for some time t gives a uniform bound on length
Length(γi) < C(t). We will prove a higher-dimensional version of this for mean
curvature flow (note though that our proofs do not work in the curve shortening
case). A prototype for these results was shown by the first named author where he
showed that there are perturbations of surfaces which quickly “collapse” to something
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close to the original manifold via the mean curvature flow with surgery. However,
there he only proved the result for the level set flow—the flows in the following
corollaries are smooth.
Corollary 2.3.4 There exists a sequence of closed hypersurfaces M i ⊂ Rn+1, such
that each flow M it exists on a uniform time interval [0, T ] and shrinks to a round
point, yet M i limits to a space-filling surface containing the unit ball3. Moreover, for
each t > 0, there is C(t) such that Area(M it ) < C(t).
Before moving on, we point out that the corollaries above may be interpreted as
statements regarding the basin of attraction of the round sphere for the mean cur-
vature flow. Thinking of mean curvature flow in a dynamical sense, these corollaries
show that the basin of attraction for the round sphere is much more complicated than
simply the convex surfaces. In particular, it is not compact under any reasonable
topology.
To end, we generalize Corollary 2.3.4 to surfaces which do not necessarily shrink
to round points. The idea is that for any closed embedded hypersurface M , we
may find a sequence M i that limits to a space-filling surface covering the region
bounded by M , int(M), and the flows M it approximate the flow Mt for as long as Mt
has bounded curvature. As in the construction in the corollary above, one can also
arrange these examples to have arbitrarily large area and hence entropy, although
we do not explicitly state it.
Corollary 2.3.5 Let M ⊂ Rn+1, be a closed embedded hypersurface. Suppose that
the flow Mt has bounded second fundamental form for time [0, T ].
Then, for each  > 0, there exists a sequence of closed hypersurfaces M i ⊂ Rn+1
such that M i limits to a space-filling surface containing int(M), each flow M it exists
on a uniform time interval [0, T ∗], and for some t0 ∈ (0,min(T, T ∗)), M it is within 
of Mt in the C
2 topology for all t ∈ [t0,min(T, T ∗)].
Figure 2.9 roughly encapsulates how the sequences in both Corollary 2.3.4 and
Corollary 2.3.5 are constructed; we construct the sequence by iteratively adding
inward-pointing spikes at smaller and smaller scales.
3By this, we mean that M i converges in the Hausdorff distance to some set K ⊂ Rn+1 such
that K contains a unit ball B. In particular, this means that for each x ∈ B, there is a sequence of
xi ∈M i such that limi xi = x.
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Figure 2.9: A (slightly inaccurate) sketch of one of the first elements in the space
filling sequence of surfaces which shrink to points.
Proof: [Proof of Corollary 2.3.1] We construct the sequence M i iteratively. Let
M0 be the round unit sphere centered at the origin. Then, if we have defined M i,
we define M i+1 by attaching an outward-pointing length one “spike” using Theorem
2.2.1 with a base point pi+1 ∈ M i ∩M0 and L = 1. We take the parameters small
enough in each application of Theorem 2.2.1 so that M i ∩M0 is nonempty for each
i. So, by construction, each M i shrinks to a round point. Since each M i contains
a round unit sphere, there is a uniform lower bound on the existence time for M it
independent of i. However, as noted in the survey [97], balls of radius 1
2
located at
the tip of each spike are all disjoint. Since there are infinitely many of them, there
is no Gromov-Hausdorff limit of M i. 
Now, we will prove Corollary 2.3.2, which is a corollary of Theorem 2.2.2.
Proof: [Proof of Corollary 2.3.2] This corollary is summarized in Figure 2.8. Using
Theorem 2.2.1, let M0 be a round unit sphere with a rotationally symmetric spike
of length 1 attached, such that M0 shrinks to a round point. We may choose the
parameters of the spike from Theorem 2.2.1 (namely N) small enough so that the
spike is close enough to cylindrical to apply Theorem 2.2.2. We use Theorem 2.2.2
with L = 1 applied to a point halfway up the spike to find M1. The surface M1 will
look like M0 with a thin pancake attached halfway up the spike. Then, to construct
M2, we attach another rotationally symmetric spike of length 1
10
at the tip of the
spike on M1 using Theorem 2.2.1. Again, we apply Theorem 2.2.2 with L = 1 at
a point halfway up this new spike, having chosen the parameters in Theorem 2.2.1
small enough for the new spike so that we may apply Theorem 2.2.2. Inductively, if
M i is constructed, then M i+1 is constructed by attaching a rotationally symmetric
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spike of length 1
10i
at the tip of the spike constructed for M i and we apply Theorem
2.2.2 with L = 1 at a point halfway up this new spike.
By construction, each M i flows to a round point and must exist for a uniform
time since each M i contains the round unit sphere. Since the series 1
10i
converges,
we have that diam(M i) is uniformly bounded. We are attaching thin pancakes of
radius 1 to each spike, so Area(M i+1) ≥ Area(M i) + 2pi and Area(M i)→∞.
Now, by the construction in Theorem 2.2.1, for each i, the flow of M i+1 will be
quite close to M i after some small time Ti. That is, M
i+1 will flow for time Ti so
that M i+1Ti is close enough to M
i so that it is in Σ. We may easily arrange so that∑
i Ti < ∞ and the tail of this sequence goes to zero. Intuitively, infinitely many
“pancakes” will flatten out in arbitrarily small time, so for any small positive time,
only finitely many of the pancakes will have length around 1 and infinitely many
will have very small length with areas small and summable. Thus, we have that
Area(M it ) < C(t) for a C(t) independent of i. 
Proof: [Proof of Corollary 2.3.3] This corollary is closely related to Corollary 2.3.2,
and it is summarized by Figure 2.8. Fix δ, E > 0. The example for this corollary will
be constructed via a finite-step inductive procedure similar to what is done above.
Form M0 by attaching a spike of length δ
10
to the round unit sphere. Construct M i+1
by attaching a spike of length δ
10i+2
to the tip of the spike attached to M i. For each
M i, attach pancakes as above halfway up each spike so that each has radius L = δ
10
.
By construction, eachM i will flow to a round point as above and are all within δ of the
round unit sphere in the Hausdorff distance. Since Area(M i+1) ≥ Area(M i) + 2piδ2
100
,
we have that M i has arbitrarily large area for i large. By considering an F functional
(see [30]) at the scale of the pancakes centered near the middle of the attached spike
of M i, we have that the entropy can be taken to be arbitrarily large for i  1, in
particular larger than E, since the area is arbitrarily large in a small neighborhood.

Proof: [Proof of Corollary 2.3.4] Fix M0 to be a unit sphere. Find a maximal
1
10
-separated net N 0 on M0. For each point in N 0, apply Theorem 2.2.1 with L = 2
and C = 0 to construct an inward-pointing spike. This must be done one at a time,
and the width of each spike attached will vary. Let M1 be the surface with all spikes
attached to N 0. Let C1 bound the second fundamental form of M1, i.e. |A|2 ≤ C1.
50
Note that each application of Theorem 7.0.3 gives an r which controls the curvature
of the spike added, so C1 is controlled by the reciprocal of the smallest r used in
the application of Theorem 2.2.1 to the points N 0. Now, we pick two maximal
1
102C1
-separated nets, N 11 and N 12 , on M1, and we attach spikes via Theorem 7.0.3
with L = 2 and C = 0 at the points N 11 and N 12 . We choose the spikes attached
at the points N 11 and N 12 to be pointing in opposite directions, so that the spikes
attached at N 11 are inward-pointing and the spikes attached at N 12 are outward-
pointing. Then, we let M2 be the surface obtained by this process. Now, we will
construct M i+1 iteratively as above. If we have M i, then we find Ci bounding the
second fundamental form of M i. We pick two maximal 1
10i+1Ci
-separated nets, N i1
and N i2, on M i, and we attach spikes via Theorem 2.2.1 with L = 2 and C = 0 at
the points N i1 and N i2. We choose the spikes to be inward and outward-pointing for
N i1 and N i2 as in the base case. We let M i+1 be the surface obtained from adding all
the spikes to M i as specified. By construction, each M i shrinks to a round point by
Theorem 2.2.1. By the same reasoning as in Corollary 2.3.2, we may conclude that
Area(M it ) < C(t) for C(t) independent of i.
Now we will prove that in the Hausdorff distance, M i converges to a set K that
contains a unit ball B, so M i is space-filling in the limit. We will do this by contra-
diction.
Let B be the unit ball whose boundary is M0. Suppose there exists a point x ∈ B
such that for some c > 0, M i ∩ B(x, c) = ∅ for all i. This implies that for all i
large enough, the normal lines4 to M i at N i1 and N i2 do not intersect B(x, c). This
is because if a normal line to M i at a point in N i1 or N i2 did intersect B(x, c), then
one would construct a spike of length L = 2 around that normal line (in order to
construct M i+1) which would contradict the assumption that M i ∩ B(x, c) = ∅ for
all i. Now, for each i large, let pi ∈ M i be the point that minimizes the distance
d(x,M i). Since pi minimizes the distance from x to M
i, the normal line to M i at
pi passes through x. Suppose without loss of generality that pi is on the inward-
pointing side of M i, meaning that the normal line to pi oriented inward intersects x.
The rest of the argument works just as well for outward-pointing by just replacing
N i1 with N i2. Now, let ni1 ∈ N i1 be a point that minimizes the distance dM i(pi,N i1),
where dM
i
denotes the intrinsic distance in M i. Since N i1 is 110i+1Ci -separated, this
means that dM
i
(pi, n
i
1) ≤ 110i+1Ci . Since for large i the distance between pi and ni1 is
much smaller than the scale of the curvature of M i, the inward-oriented normal line
to M i at ni1 will be arbitrarily close to the inward-oriented normal line to pi as i gets
4Here, we mean the oriented normal lines which are inward-pointing forN i1 and outward-pointing
for N i2.
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large. Since the inward-oriented normal line to pi intersects x, this means that for i
large, we may find an inward-oriented normal line to M i at some point of N i1 that
intersects B(x, c). This contradicts the fact that the normal lines to M i at N i1 and
N i2 do not intersect B(x, c). Thus, there is no such x and c, and the sequence M i
becomes dense in B. 
Proof: [Proof of Corollary 2.3.5] The construction of the sequence M i is the same
as in Corollary 2.3.4. By construction of the spikes as in Theorem 2.2.1, all M it must
be some perturbation of Mt by some time. Then, by using continuity of the flow
under initial conditions, we obtain this corollary. 
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Chapter 3
A first application of Colding and
Minicozzi theory
If one relaxes the notion of mean curvature flow to allow for a finite number of jump
discontinuities, one can see actually that flowing to a round point, as described in the
last chapter, amongst all flows which go extinct at a single point is generic in a sense
via the entropy functional even if the ambient manifold is curved. More precisely in
this chapter we discuss a first application of Colding and Minicozzi’s entropy which
extends their theorem 0.10 in [30] to curved ambient spaces:
Theorem 3.0.1 For any closed embedded surface M contained in a 3 manifold N3,
there exists a piece-wise MCF Mt starting at M and defined up to time t0 <∞ where
the surfaces become singular. Moreover, Mt can be chosen so that if
lim inf
t→τ0
diamMt√
t0 − t <∞ (3.0.1)
then Mt becomes extinct in a round point.
As already mentioned and discussed in more detail in chapter 8 below, not much is
understood about nonconvex self shrinkers. One great, perhaps the most important,
quality of Colding and Minicozzi’s entropy is that the stable self shrinkers are exactly
the convex ones though modulo some weak growth assumptions, which suggests that
the more exotic singularities can be perturbed away - this is exactly the point of the
theorem above.
The proof proceeds roughly the same as in the flat case established by Colding
and Minicozzi but there are a number of tenchical details to check, such as the
lack of a good monotonicity formula for the entropy in general ambient spaces -this
53
unfortunate point is essentially obviated by the fact that as a surface shrinks to a
point, the ambient space (after rescaling) becomes closer and closer to flat R3. This
work first appeared in [78].
3.1 The first technical hurdle: failure of Huisken
monotonicity.
Recall from chapter 2 that, in Euclidean space, we have a natural montonicity of the
backwards heat kernel and this allowed us to roughly conclude that self shrinkers
are natural singularity models for the mean curvature flow. For general ambient
manifolds though we don’t have such a clean equation for the backwards heat kernel
and don’t have such a useful quantity right away.
The natural thing to do then when the ambient space isn’t RN is to try to
isometrically embed, at least locally, our ambient space into R` for some ` by Nash’s
embedding theorem. When we do this though the flow of M (as a flow in R`) is not
a mean curvature flow but instead involves forcing terms from the curvature of the
embedding of N in R`. Namely, denoting by F : M × [0, t0) the mean curvature
flow of M in N as a flow in R` we see that dF
dt
= −Hν − trace(B(x) | TxMt) where
B is the second fundamental form of N in R`. One finds, just naively calculating
the time derivative of
∫
Φx0,t0 , extra terms show up due to the forcing term P =
−trace(B(x) | TxMt) . Indeed for any function ψ : R` → R:
d
dt
∫
Mt
ψ =
∫
Mt
(−ψ|H|2 +∇ψ ·H + (∇ψ − ψHν) · P⊥) (3.1.1)
The idea then is to introduce a new quantity that is monotone under the forced
flow that stays close enough to
∫
Φx0,t0 to “carry” it along, giving us an almost
monotonicity of the quantities we are actually interested about in the necessary
circumstances.
3.2 A weighted monotonicity formula for forced
flows.
By scaling the Huisken weighted volume above by an appropriate weight, we find a
monotone quantity under the forced flow (hence the namesake weighted monotonicity
formula) that fits our needs. We follow the discussion of it in section 11 of White’s
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stratification paper [102], where for example the weighted monotonicity formula is
used to show stratification results by White for the singular set of the mean curvature
flow in Rn are also valid in curved ambient spaces. To begin we define a K-almost
Brakke flow:
Definition 3.2.1 A one-parameter family M = {(t, µt) | a < t < b} of radon
measures in U ⊂ R` is a K-almost Brakke flow provided
1. For almost every t, µt is the radon measure associated with an integer multi-
plicity rectifiable varifold.
2. For every nonnegative compactly supported C1 function φ on U ,
Dt
∫
φdµt ≤
∫
(−φ|H|2 +∇φ ·H +K(∇φ− φHν))dµt (3.2.1)
where Df(t) := lim sup
h→0
f(t+h)−f(t)
h
Note, that for any smooth (local) isometric embedding of U ⊂ N3 into R`, the
forcing term P will be bounded by some K depending on the second fundamental
of the embedding so the mean curvature flow of a hypersurface M ⊂ U in N will
be a K-almost flow in R`. With this terminology we give the anticipated weighted
monotonicity formula, which in following with [102] we first present in its most
general (i.e localized) form:
Lemma 3.2.1 (weighted monotonicity - general form) Let M = {(t, µt) |
a < t < b} be an m-dimensional K-almost Brakke flow in U ⊂ R` with µt(U) ≤
Λ < ∞ for all t. Suppose s ∈ (a, b) and B(y, 2r) ⊂ U , and let ψ : B(2y, r) → [0, 1]
be a C2 function that is 1 in B(y, r) and satisfies the bound:
r|Dψ|+ r2|D2ψ| ≤ b (3.2.2)
Then the function
Jy,s(t) = e
K2(s−t)/2uy,s +
(
cm(1 + b)Λ
rm+2
)
eK
2(s−t)/2 − 1
K2/2
(3.2.3)
is non-increasing on the interval max{s− r2, a} ≤ t < s where
ρ = Φy,s(x, t), uy,s =
∫
ψρ (3.2.4)
Indeed,
J(t2)− J(t1) ≤ −1
2
eK
2(s−t2)/2
∫ t2
t1
∫
ψρ
∣∣∣∣J + (x− y)⊥2(s− t) − (Dψ)⊥ψ
∣∣∣∣2 dµtdt (3.2.5)
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Of course since mass decreases under the flow and our flows are compact smooth
surfaces, we automatically get mass bounds Λ < ∞ for any open set U ⊂ R`. Note
that if we let ψ = 1 on all of R`, we may take bound b above to be zero and r as
large as we want, deriving all we really need (we adapt the definition of u below):
Corollary 3.2.2 (weighted monotonicity - simpler form) Let M = {(t, µt) |
a < t < b} be an m-dimensional K-almost Brakke flow in R` with uniformly bounded
mass. Then the function
J(t) = eK
2(s−t)/2
∫
Φy,s(x, t) = e
K2(s−t)/2uy,s(x, s) (3.2.6)
is non-increasing on the interval a ≤ t < s. Indeed for t1 < t2 < s:
J(t2)− J(t1) ≤ −1
2
eK
2(s−t2)/2
∫ t2
t1
∫
ψρ
∣∣∣∣J + (x− y)⊥2(s− t)
∣∣∣∣2 dµtxdt (3.2.7)
Even though we want to use the second version of the result above we might as
well keep the notation uy,s =
∫
Φy,s(x, t), so that J = e
K2(s−t)/2uy,s. Before moving
to the “almost monotonicity” statement first we record an important corollary of
lemma 3.1 (besides White’s stratification results); if Mt ⊂ R` is a K-almost Brakke
flow, then dilation of R` by S is a K/S-almost Brakke flow, implying by Brakke
compactness (which is also true for K-almost Brakke flows) that the tangent flow
is a regular Brakke flow in R`. Even more, the weighted monotonicity implies that
Huisken’s density is upper-semicontinuous so arguing as in [61] the tangent flows are
actually self-shrinkers in R`:
Corollary 3.2.3 Tangent flows to K-almost Brakke flows are ordinary Brakke flows,
furthermore they are self shrinkers.
In fact, we immediately see something a bit more is true that we’ll want for the
sequel. It’s an important observation because we will want to import the theory for
hypersurface self-shrinkers in R3 from [30]; it is not good enough to merely know the
tangent flows are surfaces in R`. We see though since N is a smooth 3-surface that
when we blow up R` about a point x ∈ N in the limit (the rescalings of) N converge
to the 3 dimensional plane TxN ⊂ R` so the following is true:
Corollary 3.2.4 Suppose that M×[0, t0) is a flow contained in an open region of N3
that can be embedded into R` for some `. so is a K-almost Brakke flow for some K.
Then a tangent flow to M at x ∈ N3 is an ordinary Brakke flow in TxN ∼= R3 ⊂ R`,
where the inclusion R3 ⊂ R` is flat.
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Now note that uy,s is indeed Huisken’s weighted volume from before. We are
interested then when J is close to u and how close it is; to start, note that the
monotonicity of J implies that u is uniformly bounded on any finite time interval,
even though u itself might not be monotone:
Lemma 3.2.5 Suppose that Mt is a K-almost Brakke flow and that u(x, t0) is bounded
by C1 for all x at t0. Then if t−t0 < τ <∞ there is a constant C so that, u(x, t) < C.
Proof: Note that there is a constant σ > 0 so that for all t > t0, t − t0 < τ ,
eK
2(s−t) > σ > 0. Also, since J is monotone decreasing, J(t0) > J(t) for any t in this
time interval. Since J = eK
2(s−t)u then, u(t) < J(t0)/σ < eK
2(s−t0)C/σ, so we may
take C = eK
2(s−t0)C1/σ. 
Note that |u−J | = |u(1−eK2(s−t))| ≤ C|1−eK2(s−t)|, using the bound from above
Taylor expanding we see that 1− eK2(s−t) ≤ K2(s− t)eK2(s−t). The monotonicity of
J then gives us:
Proposition 3.2.6 (almost monotonicity of uy,s) Suppose that M × [0, T ) is a
K-almost Brakke flow in R`. Then given a point (y, s) in spacetime, 0 < τ < ∞,
and C > 1, there exists δ > 0 so that if K < δ, uy,s(t2) < uy,s(t1) + CK
2(t2 − t1)
where t1 < t2 < s, t2 − t1 < τ .
Again if we rescale R` by S then K scales by K → K/S, so we can certainly rescale
R` to make the assumptions of the above applicable, but this also would dilate τ so
isn’t something we can immediately do profitably. Below we’ll still be able to make
use of it when considering tangent flows satisfying (1.1) since it implies upper bounds
on singular time (after rescaling).
3.3 Almost monotonicity of entropy.
We recall from chapter 2 that the entropy was monotone under the mean curvature
flow, provided that the ambient space was already Euclidean, but our situation is
slightly more complicated because as we saw above we should think of M as flowing
by the mean curvature flow plus a forcing term. Of course though you can define
the functionals Fx0,t0 and hence λ along a flow of hypersurfaces in R` not flowing by
MCF, for example forced mean curvature flows; for such flows J introduced above
will allow us to understand the Fx0,t0 and thus the entropy along the forced curvature
flow as well. Before moving further let’s list some slightly strengthened properties
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on F and the relationship of λ and F one finds for the hypersurface case in [30] we’ll
need later on (we generalized the codimension of Σ). It is important to note that
monotonicity isn’t needed in this lemma:
Lemma 3.3.1 (generalized lemma 7.2 in [30]) If Σk ⊂ R` is a smooth complete
embedded hypersurface without boundary and with polynomial volume growth, then
1. Fx0,t0(Σ) is a smooth function of x0 and t0 on Rn+1 × (0,∞).
2. Given any t0 > 0 and any x0, we have ∂t0Fx0,t0(Σ) ≥ −λ(Σ)4 supΣ |H|2
3. For each x0, limt0→0 Fx0,t0(Σ) is 1 if x0 ∈ Σ and is 0 otherwise.
4. If Σ is closed, then λ(Σ) <∞
Proof: Statements (1), (3), and (4) are clear but (2) requires some more work.
Without loss of generality x0 = 0. The first variation formula above implies:
∂t0F0,t0(Σ) =
1
(4pit0)k/2
∫
Σ
|x|2 − 2kt0
4t20
e
−|x|2
4t0 (3.3.1)
Since ∆|x|2 = 2k − 〈x,H〉 and ∆ef = ef (∆f + |∇f |2), we have
e
|x|2
4t0 ∆e
− |x|2
4t0 =
|xT |2
4t20
− 2k
4t0
+
〈x,H〉
2t0
=
|x|2 − 2kt0
4t20
− |x
⊥|
4t20
+ |H|
〈x, H|H|〉
2t0
≤ |x|
2 − 2kt0
4t20
+
|H|2
4
(3.3.2)
where the inequality used 2ab ≤ a2 + b2. Just like in [30], since Σ has polynomial
volume growth and the vector field ∇e− |x|
2
4t0 decays exponentially, Stokes’ theorem
gives
∂t0F0,t0(Σ) ≥ −
1
(4pit0)k/2
∫
Σ
|H|2
4
e
− |x|2
4t0 ≥ −1
4
Fx0,t0(Σ) sup
Σ
|H|2 ≥ −λ(Σ)
4
sup
Σ
|H|2
(3.3.3)
Showing (2) 
In some cases (relevant to ours in fact), the entropy is even achieved by some Fx0,t0 .
This is again a lemma whose proof generalizes immediately to higher codimension
case; we put off showing a strengthening of it to the next section:
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Lemma 3.3.2 (lemma 7.7 in [30]) If Σ ⊂ Rn+1 is a smooth closed embedded hyper-
surface and λ(Σ) > 1, then there exists x0 ∈ Rn+1 and t0 > 0 so that λ = Fx0,t0(Σ).
The general idea for using the entropy as Colding and Minicozzi do in [30] is as
follows. Since entropy is defined as a supremum of F functionals over {x0, t0} where
t0 > 0 then we see that for MCF in R` entropy is monotone decreasing under the
flow. So, as an example, if we can understand the singularities of low entropy (or
stable entropy), imposing entropy conditions on M would by monotonicity imply
what kind of singularities it can have.
Of course for K-almost Brakke flows we don’t have monotonicity, but from this
chain of inequalities above though we see we have the following almost monotonicity
statement for F using proposition 3.6 above, the almost monotonicity for u:
Lemma 3.3.3 (almost monotonicity of F) Suppose that M × [0, T ) is a K-
almost Brakke flow in R`. Then given a point (x0, t0) in spacetime, 0 < τ <∞, and
C > 1, there exists δ > 0 so that if K < δ, Fx0,t0(Mt) ≤ Fx0,t0+(t−s)(Ms)+CK2(t−s)
where s < t < t0, t− s < τ .
This immediately implies that if Mt is an almost Brakke flow, then Dtλ(Mt) < CK
2
(Dt as given above). Since τ < ∞, after possibly taking δ smaller (smallness of K)
we immediately get the following almost monotonicity for entropy:
Proposition 3.3.4 (almost monotonicity of entropy) Suppose that M× [0, T )
is a K-almost Brakke flow in R`. Then given 0 < τ, 0 < ∞, there exists δ > 0 so
that if K < δ, λ(Ms) < λ(Mt) + 0 for t < s < T , s− t < τ .
To use this we will need to eventually answer the question: how small should
 be? The following two statements we’ll see later dictate this. Given a constant
D > 0, let SD = Sg,λ,D denote the space of all smooth closed embedded self shrinkers
in R3 with genus at most g, entropy at most λ, and diameter at most D. From [30],
[31] we know:
Proposition 3.3.5 (corollary 8.2 of [30] or [31]) For each fixed D, the space SD is
compact. Namely, any sequence in SD has a subsequence that converges uniformly
in the Ck topology (any fixed k) to a surface in SD.
An important corollary of which for us is the following
Corollary 3.3.6 (corollary 8.4 of [30]) Given D > 0 there exists  > 0 so that if
Σ ∈ SD is not the round sphere, then there is a graph Γ over Σ with λ(Γ) < λ(Σ)− .
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Again we emphasize that the tangent flows to M as a K-almost Brakke flow in R` will
be ordinary Brakke flows that will lay in R3 ⊂ R` and hence self shrinkers considered
as flows just in R3. Furthermore from the bound (1.1) above these corollaries will
hold without much trouble below.
It is also worth pointing out that getting important integral curvature bounds via
the genus depends on dimension specific techniques (one could use Gauss-Bonnet,
for example) and thus the proofs of proposition 4.6 and hence corollary 4.7 don’t
carry over in higher dimensions, hence the present dimension restriction on N3.
3.4 Lipschitz continuity of entropy in certain cases.
Below in the proof of theorem 1.1 we will want to understand how the entropy be-
haves on a one parameter family Σs, s ≤ 0 ≤ 1 (not necessarily moving by MCF).
As Colding and Minicozzi point out in [30], the entropy λ(Σs) does not necessarily
depend smoothly on s; we are only interested though in when we can say it is contin-
uous. We start by proving what one can interpret as a very weak version of Bernstein
and Wang’s results [9] (see also [106] for the extension to higher dimensions), where
as a consequence of their work it was shown the entropy of a closed hypersurface is
bounded below by the entropy of the round sphere:
Lemma 3.4.1 Let ΠC,D be the family of compact closed k-submanifolds Σ
k bounded
locally graphically in C3 by C and diam(Σ) ≤ D. Then there exists σ > 0 so that
λ(Σ) > 1 + σ > 1 for Σ ∈ ΠC,D.
Proof: Suppose not. Then there exists a sequence Σi ∈ ΠC,D so that λ(Σi) < 1+ 1i .
Taking the limit by Arzela-Ascoli, we get a C2,α converging subsequence for some
0 < α < 1, which we relabel Σi, converging to say Σ. Since each of the Fx0,t0 is
continuous as a function on submanifolds, we see that for each (x0, t0), Fx0,t0(Σ) ≤ 1.
Hence the entropy is equal to 1.
Now note under mean curvature flow Σt of Σ (as a submanifold of R`) for all
(x0, t0), Fx0,t0(Σt) stays bounded by 1 by Huisken monotonicity so we get curvature
bounds on Σt for all time by Brakke regularity theorem (as in the proof of lemma
6.2 below) so no singularity develops1. By the curvature bounds on the flow Σt we
may take a subsequential limit along a sequence of times ti → ∞ to get a limit
1This would be good enough for hypersurfaces since there are no compact closed minimal hy-
persurfaces and so every compact hypersurface must develop a singularity.
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surface S which we see must be a self shrinker with entropy 1, hence a plane From
the rigidity statement for Gaussian density, see proposition 2.10 in [104] (of course
all self shrinkers are ancient flows).
But Σ has finite volume and of course it remains bounded under the flow so there
is no way then plane can arise as a subsequential limit, so we get a contradiction.

We may also attain via a compactness argument:
Lemma 3.4.2 Given  > 0, there exists T > 0 so that if Σk ∈ ΠC,D and t0 < T then
Fx0,t0 < 1 +  for any x0.
Proof: Suppose not. Then for some  > 0 there is a sequence Σi ∈ ΠC,D, with cor-
responding points (xi, ti), ti → 0, so that Fxi,ti(Σi) > 1+. By Arzela-Ascoli, passing
the limit to a C2 graphically converging subsequence, which we relabel back to Σi,
with limit say Σ. We see each of the Fxi,ti is continuous as a function on submani-
folds, and since each of the Σi have diameter bounded by D so there is a converging
subsequence xi converging to say x. Then we see that lim
t0→0
Fx,t0(Σ) > 1 + , which is
a contradiction. 
With this in hand, we can prove the following strengthening of lemma 7.7 in [30],
as recorded in lemma 4.3 above:
Proposition 3.4.3 For Σ ∈ ΠC,D as defined above, there is a compact set A ⊂
R` × (0,∞) depending on C,D so that the entropy for Σ ∈ ΠC,D is achieved in A.
Proof: For each fixed t0, it is easy to see that lim|x0|→∞
Fx0,t0(Σ) = 0 by the exponential
decay of the weight function together with the compactness of Σ. In particular, for
each fixed t0 > 0, the maximum of Fx0,t0(Σ) is achieved at some x0. Moreover, the
first variation formula shows (like in codimension 1 case) that this maximum occurs
when the weighted integral of (x−x0) vanishes, but this can only occur when x0 lies
in the convex hull of Σ. It remains to take the supremum of these maxima as we
vary t0 - our task then is to show there are constants 0 < T1 < T2 < ∞ so that if
t0 6∈ [T1, T2] then for Σ ∈ ΠC,D one has Fx0,t0(Σ) < 1 + σ.
Using σ from lemma 5.1 above , for  = σ/2 in lemma 5.2 there is a T so that
for all Σ ∈ ΠC,D, when t0 > T we have Fx0,t0(Σ) < 1 +  < 1 + σ < λ(Σ), so we take
T1 = T .
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To get T2 first note that for Σ ∈ ΠC,D that Vol(Σ) is universally bounded by say
C1 and that
Fx0,t0(Σ) ≤
1
(4pit0)n/2
Vol(Σ) (3.4.1)
hence we easily attain a T2 so that if t0 > T2, Fx0,t0(Σ) < 1 + σ. 
Consider then a smooth one parameter family Σs ⊂ ΠC,D for some C,D and the
corresponding manifold A; with this in mind we think of the family of F functionals
Fx0,t0(Σs) as a single function F on A × [0, 1], associating to each s ∈ [0, 1] → Σs.
The above proposition can be interpreted as saying for every fixed s, sup F(Σs) is
attained.
Since the curvature of the one paramater family Σs will be bounded along [0, 1],
the first variation formula lemma 4.1. gives a gradient bound on F with say |∇F | <
C2. Slightly modifying the proof of “Hamilton’s trick” to make use of the uniform
gradient bound, see lemma 2.1.3 in [75], yields the following:
Lemma 3.4.4 (lemma 2.1.3 in [75]) Let u : M × [0, 1] → R be a C1 function with
| gradu| < C such that for every time t, there exists a value δ > 0 and a compact
subset K ⊂M − ∂M such that at every time t′ ∈ (t− δ, t+ δ) ∩ [0, 1] the maximum
umax(t
′) = maxp∈M u(p, t′) is attained at least at one point of K. Then umax is a
Lipschitz function in [0, 1] with Lipschitz constant C.
Our manifold M in the above is A; by slightly enlarging A above we may ensure that
the entropy is attained away from ∂A. Hence we derive the following:
Proposition 3.4.5 Suppose that Σks ⊂ R`, 0 ≤ s ≤ 1 is a one-parameter family
of closed compact submanifolds bounded locally graphically in C2,α. Then λ(Σs) is
continuous in s.
3.5 Generic flow to round points
Consider a hypersurface M flowing to a point in N3 as above. Then there is a time
T > 0 so that for t > T , Mt is contained in a geodesic ball of say radius 1 about some
point x0 ∈ N3. We may isometrically embed Bx0(1) into R` for some `, by Nash’s
embedding theorem; without loss of generality then N is a submanifold of R` with
bounded second fundamental form so that M is a K-almost Brakke flow. We start
with a couple lemmas, slight modifications of those in [30]; Huisken monotonicity
plays an important role in the original proofs of both of them and so we must modify
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them to use almost monotonicity. Also, for the second lemma, we have to use the
higher codimension first variation formula for F we recorded above.
Lemma 3.5.1 (modification of lemma 2.9 in [30]) Let Mt be an n dimensional
smooth K-almost Brakke flow and choose some S > 0. Furthermore suppose K is so
small to make the assumptions of proposition 3.6 hold for τ = S,C = 2. Then given
T > 0, there exists a constant V = V (Vol(M0), S, T ) > 0 so that for all r <
√
S, all
x0 ∈ R`, and all T < t
Vol(Br(x0) ∩Mt) ≤ (V + 2S)rn (3.5.1)
Proof: Possibly taking δ even smaller without loss of generality K < 1. For any
t0 > t with t0 − t < S to be chosen later:
1
(4pi(t0 − t))n/2 e
−1
4 V ol(B√t0−t(x0) ∩Mt) ≤
1
(4pi(t0 − t))n/2
∫
B√t0−t(x0)∩Mt
e
|x−x0|2
4(t−t0)
≤
∫
Mt
ρx0,t0(·, t) = ux0,t0(t) ≤ ux0,t0(0) + CK2(t0 − t) ≤
1
(4piT )n/2
Vol(M0) + 2S
(3.5.2)
Setting t0 = t + r
2 (by assumption, r <
√
S) and multiplying through we get the
inequality. 
Lemma 3.5.2 (modification of lemma 8.7 in [30]) Suppose that Mt ⊂ N , is a MCF
of smooth closed surfaces for t < 0 in a smooth manifold N considered embedded in
R` with bounded second fundamental form (so Mt is a K-almost Brakke flow in R`
for t < 0 for some K depending on the bound). Also suppose Σ0 is a closed smooth
self shrinker equal to the t = −1 time-slice of a multiplicity one tangent flow to Mt
at (0, 0) ⊂ R` × R. Then we can choose a sequence sj > 0 with sj → 0 so that
1√
sj
M−sj converges in C
2 to Σ0 (3.5.3)
remark: By this convergence in C2 we mean 1√
sj
M−sj = Σ0 + Xj, where Xj is a
sequence of vector fields in NΣ0 that converges to zero in C
2. Also note if M
converges to a point we can always arrange it happens at (0, 0) by translating.
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Proof: Fix  > 0 small (to be given by Brakke regularity theorem in [104]). Since
Σ0 is a smooth closed embedded surface from lemma 4.2 (1) and (3) above there is
r > 0 so that
sup
t0≤r
(
sup
x0∈R3
Fx0,t0(Σ0)
)
< 1 +  (3.5.4)
The definition of tangent flows gives a sequence sj > 0 with sj → 0 so that the
rescaled flows M jt =
1√
sj
M t
sj
converge to the multiplicity-one flow
√−tΣ0. Let
M j−1 =
1√
sj
M−1
sj
be the t = −1 slice of the j-th rescaled flow. We can assume that
the M j−1’s converge to Σ0 as Radon measures with respect to Hausdorff distance. We
will use the convergence together with the above to get uniform bounds for the F
functionals on the M j−1’s, To do this, define a sequence of functions gj by
gj(x0, t0) = Fx0,t0(M
j
−1). (3.5.5)
We will only consider the gj’s on the region B× [r/3, r] where B ⊂ R` is a fixed ball
of say radius 2D that contains Σ0 and all of the M
j
−1’s. If we have uniform local area
bounds for the M j−1 it follows from the first variation formula for Fx0,t0 (lemma 4.1
above) that the gj’s are uniformly Lipschitz in this region with
sup
B×[r/3,r]
|∇x0,t0gj| ≤ C (3.5.6)
where C depends on r, the radius of the ball B, and the local area bounds. Of course,
since sj → 0 and K scales by K → √sjK there is a j0 so that for j > j0 almost
monotonicity holds (let τ =
√
2D + 1, let 0 = ) and hence lemma 5.1 holds so we
get the gradient bound in the parabolic cylinder. Since the M j−1’s converge to Σ0 as
Radon measures and Σ0 satisfies (5.4), it follows that
lim
j→∞
gj(x0, t0) < 1 +  for each fixed (x0, t0) ∈ B × [r/3, r] (3.5.7)
Combining this with the derivative estimate and the compactness of B × [r/3, r],
there exists j1 > j0 sufficiently large so that for all j > j1 we have
sup
B×[r/3,r]
Fx0,t0(M
j
−1) = sup
B×[r/3,r]
gj(x0, t0) < 1 + 2 (3.5.8)
We see by lemma 4.4, almost-monotonicity of F , that after possibly taking j0 larger
to ensure in lemma 4.4 that CK2 < , for every −1 < t < 0 and j > j0:
Fx0,t0(M
j
t ) ≤ Fx0,t0+(t+1)(M j−1) +  (3.5.9)
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Hence if t ∈ (−1 + r/3,−1 + 2r/3), t0 ≤ r/3, and j > j1, then the above yield
Fx0,t0(M
j
t ) < 1 + 3 (3.5.10)
Since  was arbitrary, and N has bounded second fundamental form, this is precisely
what is need to apply White’s Brakke regularity theorem for forced flows, theorem
4.1 in [102], to get uniform C2,α bounds on M jt for all t ∈ (−1 + 4r/9,−1 + 5r/9)
for some α ∈ (0, 1). We can slightly change the sj’s so that we instead have uniform
C2,α bounds on M j−1. Finally, observe that if Σj is a sequence of closed surfaces con-
verging to a closed surface Σ0 as Radon measures and both the Σj’s and Σ0 satisfy
uniform C2,α bounds, then the Σj’s must converge to Σ0 uniformly in C
2. 
Now, as in [30] we will construct a piece-wise MCF with a finite number of discon-
tinuities that eventually becomes extinct in a round point, or one of the singularities
encountered is noncompact (which could happen if, after doing some entropy decreas-
ing perturbation, (1.1) fails to hold). This is by doing a smooth jump just before a
(non-round) singular time, where we replace a time slice of the flow by a graph (in
the normal bundle) over it. Moreover the perturbation we will show can be done so
that the entropy decreases by at least a fixed ′ = /4 > 0 after each replacement,
the  of course coming from corollary 4.6 above. We repeat this until we get to a
singular point where every tangent flow consists of shrinking spheres. Recall again
that after using the embedding theorems M is a K-almost Brakke flow in R`.
By the assumption, all of the tangent flows at tsing0 are smooth, have multiplicity
one (as described in the introduction), and correspond to compact self-shrinkers
with diameter at most D for some D > 0. In particular, since the tangent flows are
compact self shrinkers, there is only one singular point x0 ∈ R` for the flow. Let Σ0
be a self-shrinker equal to the t = −1 time-slice of a multiplicity one tangent flow at
the singularity. By the assumptions the lemma above gives a sequence sj > 0 with
sj → 0 so that
1√
sj
M−sj converges in C
2 to Σ0 (3.5.11)
There are two possibilities. First, if Σ0 is the round sphere for every tangent flow at
x0, then the above implies that M
0
tsing0 −sj
is converging to a round sphere for every
sequence sj → 0. Suppose instead that there is at least one tangent flow so that Σ0 is
not the round sphere. To proceed we will want to use our almost-monotonicity results
so note since in (5.10) the sequence sj → 0, there is some j so that K/√sj satisfies
the assumptions of propositions 4.5 above for our choice of 0, τ . Let’s determine
what these should be before moving on.
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After the rescaling (1.1) gives us that the diameter of 1√
sj
Mtsing0 −sj is bounded by
some D <∞ as indicated above. Note that after rescaling N by sj sufficiently small
its curvatures (and derivatives thereof) as a submanifold of R` can be made small
enough so the sphere of radius D will shrink to a point by using theorem 1.1 of [58].
So after possibly taking j even larger by the typical maximum principle argument
using the sphere of radius D as a barrier then the time of the existence of its flow is
bounded by say κ. So we take τ = κ.
Since Σ0 is not the round sphere by corollary 4.6 above (equation (1.1) let’s us
say the diameter of Σ0 is bounded) we get a graph Γ0 over Σ0 with λ(Γ0) < λ(Σ0)−
where  > 0 is a fixed constant given by the corollary. We set 0 = /4.
With this in mind we relabel M = 1√
sj
Mtsing0 −sj . Note further rescalings by S,
as long as S > 1, preserve K < δ needed for the choice of 0 and τ above. Of course
for large enough j, 1√
sj
> 1. When j is sufficiently large, (
√
sjΓ0) + x0 is a graph in
the normal bundle over Mtsing0 −sj and
λ((
√
sjΓ0) + x0) = λ(Γ0) < λ(Σ0)−  ≤ λ(Mtsing0 −sj)−
3
4
(3.5.12)
where the first equality used the scale invariance of entropy and the last inequal-
ity used the almost-monotonicity of entropy under MCF. There’s a small problem
though, in that we see (
√
sjΓ0) + x0 lies in TxN , as a 3-plane in R`, but not nec-
essarily N . So we want to project (
√
sjΓ0) + x0 down to N . For this of course we
need that entropy depends continuously on Σ in at least certain cases so our work
in section 5 above comes in handy.
Recalling proposition 5.4 above, to proceed then we need to show for large enough
rescalings of R` the projection of (√sjΓ0) + x0 back onto N , which we’ll denote Γ˜,
is as close as we want to (
√
sjΓ0) + x0 in C
2,α topology. More precisely:
Lemma 3.5.3 For each D, ρ > 0, there exists ξ >> 0 so that ξ(N) ∩ BD(x) is a
graph of a function f over TxN and ||f ||C3 < ρ.
Proof: The second fundamental form AN of N is bounded in norm initially and
scales by A → 1
ξ2
A under rescaling by ξ so taking ξ as large as we want we make
|AN |2 as small as we want, which implies N is graphical - see lemma 2.4 in [32]. For
a graph, C2,α bounds scale by inverse power so that, possibly taking ξ larger, we can
arrange so that ||f ||C3 < ρ for a given ρ > 0. 
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We see then, possibly taking j above larger, without loss of generality |λ((√sjΓ0)+
x0)− λ(Γ˜)| < /4. Hence:
λ(Γ˜) ≤ λ(Mtsing0 −sj)−

2
(3.5.13)
We then replace Mtsing0 −sj with Γ˜ and restart the flow (note its diameter will be less
than D so the time of existence of the flow less than κ above).
Note since we already rescaled space by 1√
sj
above, before the first replacement,
so that the almost monotonicity lemmas and “flatness of N” along the lines of lemma
6.3 hold with 0 = /4, τ = κ (again, as long as later rescalings by say S are so that
S > 1 - this is done by throwing out sj (in subsequent blowup sequences) with
sj > 1). The entropy by the next singularity can only go up by an additional /4,
which is to say the entropy of the tangent flow Σ1 at the “next” singular time satisfies:
λ(Σ1) < λ(Σ0)− 
4
(3.5.14)
Since the entropy of M was initially finite and entropy goes down a uniform constant
/2 > 0 at each replacement and is guaranteed not to increase by more than /4 under
the flow to the next time, this can only occur a finite number of times until all tangent
flows are round.
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Chapter 4
The mean curvature flow with
surgery under a low entropy
assumption
Another great quality of Colding and Minicozzi’s entropy is that it in a strong sense
captures actually the complexity of an entire hypersurface, where of course low en-
tropy surfaces should be simpler and, indeed, the study of low entropy hypersurface
has been fruitful. This can be thought of as an affect of capturing the complexity of
its possible singularities. We denote by Λk = λ(Sk) = λ(Sk × Rn−k). According to
Stone’s computation [96]:
Λ1 >
3
2
> Λ2 > ... > Λn →
√
2
.
For a given dimension n, it is already known that Λn is a lower bound on entropy
for a hypersurface Mn ⊂ Rn+1, that this is obtained exactly when M is a round
sphere, and that surfaces with entropy close to Λn are Hausdorff close to a round
sphere - see [33, 9, 10, 100]. In R4, from work due to Bernstein and Lu Wang [11]
when the entropy is below Λ2 = λ(S2×R) any closed hypersurfaceM with λ(M) < Λ2
(so entropy between Λ2 and Λ3) is topologically a 3-sphere, and later Bernstein and
S. Wang showed in [12] the level-set flow such surfaces with entropy less than Λ2 stay
connected until extinction. It is a natural question to ask what can be said of flows
of surfaces with the next highest level of entropy, namely those with entropy below
Λ1 or more generally, Λn−2.
As a step towards answering this question, note that mean convex self shrinkers
of entropy bounded by Λn−2 are either Sn or Sn−1 × R and hence are 2-convex. In
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addition, mean curvature flow with surgery has been established for globally 2-convex
hypersurfaces. This suggests a mean curvature flow with surgery for mean convex
low entropy (but not necessarily 2-convex) hypersurfaces is possible and is the topic
of this article. Namely, in this chapter we show how to extend the mean curvature
flow with surgery as defined by Haslhofer and Kleiner to mean convex surfaces of
low entropy:
Theorem 4.0.1 Let M = M(α, γ, n,Π) be the set of α-noncollapsed closed hy-
persurfaces in Rn+1 with entropy less than Π < Λn−2 and H < γ, then for any
M ∈M there is a mean curvature flow with surgery for a uniform choice of param-
eters Hth, Hneck, Htrig.
Note that if Π < Λn−1 then any M ∈ M must shrink to a point; we will assume
throughout that Π  λn−1. In the process of proving our theorem we construct a
mean convex hypersurface of low entropy (which in this article refers to surfaces M
with λ(M) < Λn−2 unless otherwise stated) that develops a neckpinch, showing that
surgeries are to be expected for M ∈M above; see section 5.2 below.
The proof of the theorem amounts to showing the following two things, most of
the work in this chapter being to establish (2):
1. Ancient mean convex solutions of low entropy are in fact uniformly β 2-convex
for some β > 0, and
2. The low entropy condition is preserved across surgeries.
Using the first item one can proceed exactly as in [49] to establish the canonical
neighborhood theorem and so on as discussed in section 2.2. To elaborate, since all
the low entropy mean convex hypersurface are uniformly 2-convex, all the statements
in section 3 of [49] are true in our setting.
In the following sections (this concerns the second step) without loss of generality
we will assume there is only one surgery performed at a time for a time slice T ; if
there are multiple to be performed at once the argument below works if they are
considered successively (within a fixed time slice).
One obtains the following corrollary as in the 2-convex case (see [59]); more
topological applications of the flow with surgery are given in chapter 6 below:
Corollary 4.0.2 Let Mn ⊂M. Then M is diffeomorphic to either Sn or a connect
sum of Sn−1 × S1.
The results in this chapter are all joint work with Shengwen Wang in [83].
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4.1 Structure of α-noncollapsed ancient flows of
low entropy
In this section we establish item (1) above. Before proceeding we recall that α-
noncollapsing, entropy, and β 2-convexity are all scale invariant conditions/quantities.
We apply the next proposition with 0 = Λn−2 − Π:
Proposition 4.1.1 Pick 0 > 0. There exists β > 0, depending only on α, n, and 0
such that if Mnt be an α-noncollapsed ancient flow in Rn+1 and λ(Mt) < Λn−2 − 0
then there exists some β so that Mt is β 2-convex.
Proof: Suppose not, there exists a sequence of ancient α-noncollapsed flows {Mi,t}
with (pi, ti) ∈ {Mi,t} such that λ1(pi)+λ2(pi)H < 1i → 0. We can translate and rescale
to get a sequence of new flows {M˜i,t} so that λ1(0) + λ2(0) < 1i and H(0, 0) = 1 for
all i.
By the global convergence theorem (Theorem 1.12 of [49]), after passing to a
subsequence, the sequence of rescaled flows {M˜i,t} converge locally smoothly to an α-
Andrews flow {M∞,t} with convex time slices. And the limit flow satisfies λ1(0, 0) =
λ2(0, 0) = 0. By the strong maximum principle for tensors (see for example the
appendix of [104]), the limit flow splits of a plane. By Fatou’s lemma applied to each
of the Fx0,r functionals individually, we see that the limit flow is also low entropy
(λ(M∞,t) < Λn−2).
Now take the blow-down of this limit flow at t = −∞; by Huisken’s monotonicity
formula, we get a nontrivial (because H(0, 0) = 1)) self-shrinker which splits off a
plane and which is mean convex. By the classification of mean-convex self-shrinkers
[30] the entropy is then at least Λn−2; by the above argument though the blowdown
should as well be low entropy, so we get a contradiction. 
4.2 Existence of small entropy mean convex cap
In Haslhofer and Kleiner, when they perform surgery at necks they only have to
ensure the resulting surface stays uniformly 2-convex and do not worry about the
affect on entropy at all. But one can see by a straightforward computation (see the
appendix) that in a toy model of the surgery similar to their construction, where a
round cylinder Sn−1 × R is replaced with a half cylinder Sn−1 × (−∞, 0] and a cap,
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the entropy of the postsurgery model must be strictly greater than that of the round
cylinder.
Estimating exactly how much the entropy increases directly seems to be nontriv-
ial, even in the toy case. To eschew this problem, in this section we construct a cap
model C of low entropy, in a precise sense, by making use of the monotonicity of the
entropy under the mean curvature flow and constructing a low entropy hypersurface,
denoted below by Σ, that develops a neck pinch and is approximately cylindrical
just away from the neckpinch in a precise way; as pointed out above, this example
also shows that singularities are indeed a real possiblity for hypersurface Mn with
λ(M) < Λn−2. Namely, the main result in this section is the following:
Proposition 4.2.1 For any  > 0, there exists R1 such that if R > R1, there exists
a rotational symmetric n-dimensional cap model C, such that:
1. C ⊂ B(0, 4R) ⊂ Rn+1,
2. λ(C) ≤ Λn−1 + ,
3. C ∩ Rn+1 \ B(0, 2R) agrees with a round half cylinder of radius 1 centered at
the origin, and
4. C is mean-convex and α non-collapsed for some α > 0.
Of course if M is α-noncollapsed for α > α it is also α-noncollapsed so the exact
value of α above is immaterial (although it will be close of that of a cylinder). Before
proving the proposition we will need some lemmas. The first lemma says for some
cases at least only Fx0,r of certain scales are relevent in the estimation of entropy.
Lemma 4.2.2 For any surface Σ ⊂ Rn+1 contained in B1(0, 1) × Rn ⊂ Rn+1 with
λ(Σ) ≤ Λn−2, there exists r1 > 0 (depending on the growth rate and constant) such
that
λ(Σ) = sup
x0∈Rn+1,r>0
Fx0,r(Σ) = sup
x0∈B1(0,1)×Rn,r<r1
Fx0,r(Σ)
= sup
x0∈B1(0,1)×Rn,r<r1
∫
Σ
1
(4pir)
n
2
e
−|x−x0|2
4r dµx
(4.2.1)
namely the entropy will only be approximated by F-functionals on a bounded range
of scales.
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Proof: That the sup only needs to be taken with x0 ∈ B1(0, 1)× Rn follows from
lemma 1.3.2 above and that the surface is supported in this solid round cylinder.
By the entropy bound, we can get a uniform Euclidean volume bound on the
surface Σ. Vol(Σ∩Bn+1(p, r)) ≤ Crn for any p, r and C is a universal constant. The
lemma follows if we can show
lim
r→∞
sup
Rn+1
∫
Σ
1
(4pir)
n
2
e
−|x−x0|2
4r dµx = 0
By breaking the integral up into integration on concentric annuli, it can be esti-
mated by: ∫
Σ
1
(4pir)
n
2
e
−|x−x0|2
4r dµx
=
∫
Σ
r
1
(4pi)
n
2
e
−|x−x0|2
4 dµx
=
∞∑
k=1
∫
Σ
r
∩[Bn+1(0,k)\Bn+1(0,k−1)]
1
(4pi)
n
2
e
−|x−x0|2
4 dµx
≤
∞∑
k=0
(
C
r
)n
· e−(k−1)2/4
=
C˜
rn
→ 0
(4.2.2)
as r →∞. The volume bound Vol(Σ
r
∩ [Bn+1(0, k) \Bn+1(0, k− 1)]) ≤ C
r
is because
after rescaling Σ
r
is contained in a round solid cylinder of radius 1
r
. 
In the next lemma we observe that the integral in the defintion of F -functionals
is concentrated within a bounded set for a given bounded range of scales; essentially
if the scales aren’t let to be large the Fx0,r functionals must be concentrated near x0:
Lemma 4.2.3 For any  > 0, r1 > 0, there exists R0 >> 1 such that if R > R0,
then for any Mn ⊂ Rn+1 with entropy λ(M) ≤ Λn−2
sup
x0∈Rn+1,r<r1
Fx0,r(M ∩B(x0, R)c) = sup
x0∈Rn+1,r<r1
∫
M\Bn+1(x0,R)
1
(4pir)
n
2
e
−|x−x0|2
4r dµ ≤ 
(4.2.3)
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Proof: As above the entropy bound implies Euclidean volume bound and
sup
r<r1
∫
{M−x0}\Bn+1(0,R)
1
(4pir)
n
2
e
−|x|2
4r dµ
=
∞∑
k=1
∫
{M−x0}∩(Bn+1(0,(k+1)R)\Bn+1(0,k·R)
1
(4pir)
n
2
e
−|x|2
4r1 dµ
≤
∞∑
k=1
C[((k + 1)R)n − (kR)n]e−|kR|2/(4r1)
≤
∞∑
k=1
C˜kn−1Rne−|k(R−1)|
2/4r1 · e−k2(2R−1)/(4r1)
=e−k
2(2R−1)/(4r1)
∞∑
k=1
C˜kn−1Rne−|k(R−1)|
2/4r1
≤C¯e−k2(2R−1)/(4r1)
→ 0
(4.2.4)
as R→∞.
So the lemma follows by choosing R0 large enough. 
We also need to consider the following fact, which is a consequence of the con-
tinuity of each of the F functionals having bounded gradient within a C3 bounded
family of submanifolds; see [78] section 5.
Lemma 4.2.4 For any  > 0, and R > R0 chosen above, there exists δ(, R) > 0
such that if C is the graph of u over a round cylinder Cr0 of radius r0 centered at
origin and ||u||C3(B(0,R)) ≤ δ, then
|λ(C ∩B(0, R))− λ(Cr0 ∩B(0, R))| <  (4.2.5)
With this in mind we describe how to construct Σ. First, consider a part of a
round cylinder “threaded” through a self shrinking torus. On either side, gradually
start to let the cylinder flare out. Provided it doesn’t change radius too quickly, by
the lemma above its entropy will be very close to that of a cylinder. On the other
hand, we can ensure very far away from the neck pinch that it will not be singular,
because we will be able to fit very large spheres within it. Once we have flared the
cylinders out enough to fit large spheres that are still smooth before the self shrinking
torus, let the cylinder radius level off (suitably gradually). In summary consider the
following schematic diagram of the construction:
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Figure 4.1: A slowly forming neckpinch which gives a low entropy cap
More precisely, let ρ(x) : R → [0, 1] be a heavyside function, namely ρ ∈ C∞0 ,
ρ(x) = 0 when x ≤ 0 and ρ(x) = 1 when x ≥ 1. Let m be chosen so that || 1
m
ρ||C3 ≤ δ
in the condition of Lemma 4.2.4. Let W be the width of Angenent’s shrinking torus
at the time slice with inner radius 1. Define η(x) = 1
m
ρ(x − 2W ). Denote the time
t1 > 0 to be the time when the self shrinking torus of width W shrinks to a point.
Define ηk(x) =
1+
∑km
j=1(η(
x
2R0
−j)+η(− x
2R0
−j))
k+1
and choose k large enough so that
k2m2 > 2nt1. Then the surface of revolution Σr ⊂ Rn+1 defined by rotating the
graph of ηk around the x1 axis must develop a neck-pinch singularity by the compar-
ison principle for the mean curvature flow (as described in the background material,
this is a consequece of the maximum principle).
This surface Σr is contained in a solid round cylinder of radius 1 because ηk(x) ≤ 1
and it agrees with the round cylinder of radius 1 outside the ball of radius 2R0(2W +
mk + 1). So by Lemma 4.2.2, the entropy of Σr are only approximated by F func-
tionals with bounded scales. Moreover, by our choice of R0,m, using lemma 4.2.3
and lemma 4.2.4, we have λ(Σr) ≤ Λn−2 + .
Now for any R˜ >> R1, R0, choose R
′ >> max(R˜, R1, R0) and cap of Σr by
spherical caps outside the ball of radius R˜ to get Σ˜r, which is of the shape of a long
pill. By choosing our m large enough then Σ˜r will be as small a perturbation of round
cylinders in any neighborhood. So it will be mean convex and α non-collapsed.
By the lemma below, which one can interpret as a pseudolocality result of sorts,
if R′ is large enough, the evolution of Σ˜r will be as close as we want to the evolution
of Σr in B
n+1(0, 4R˜) and thus will develop a neck-pinch singularity as well.
Lemma 4.2.5 Suppose M1, M2 are two submanifolds of RN whose mean curvature
flow exists on the interval [0, T ] and |A|2 is uniformly bounded initially by say C.
Picking  and R, there exists R′(, C,R) > R so that if M1∩B(0, R′) = M2∩B(0, R′)
then (M1)t ∩B(0, R) is  close in C2 local graphical norm to (M2)t ∩B(0, R) for all
t ∈ [0, T ].
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Proof: Without loss of generality R = 1. Suppose the statement isn’t true; then
there is a sequence of hypersurfaces {M1i,M2i}, Ri → ∞ and times Ti ∈ [0, T ] so
that M1i = M2i on B(0, Ri) but ||MTi −MiTi ||C2 >  in B0(1). By passing to subse-
quences by Arzela-Ascoli via the curvature bounds we get limits M1∞, M2∞ so that
M1∞ = M2∞ (the flows of these manifolds will exist on [0, T ]) but the flows don’t
agree at some time T1 ∈ [0, T ]; this is a contradiction. 
Now we can give the construction of low-entropy cap C:
Proof: (of Proposition 4.2.1) A result then by Angenant, Aschuler, and Giga [5]
will ensure that the singular times of the level set flow starting from Σ˜r are discrete,
so immediately after the neckpinch time tneckpinch < t1 (and because the entire surface
doesn’t go singular before t1) our surface will be consist of two smooth components.
In addition, the flow is nonfattening, and one can see that the smooth points will
move by their mean curvature vector at all times. Our choice of cap model then
is one connected component of a time slice immediately after the first neck-pinch
singularity that lies inside the ball Bn+1(0, 4R˜). By a result due also to Haslhofer
and Kleiner (see theorem 1.5 in [49]) the post-singular surface will be α-noncollapsed
as well.
Also by lemma 4.2.5, choosing R˜ large, the evolution of Σ˜r is as close as we want
in C2 norm to the evolution of a round cylinder in Bn+1(0, 4R˜) \ Bn+1(0, 3
2
R˜). By
deforming it in Bn+1(0, 4R˜) \Bn+1(0, 3
2
R˜), we can make it agree with a round cylin-
der in Bn+1(0, 4R˜) \ Bn+1(0, 2R˜) and keep the entropy bound Λn−1 +  by lemma
4.2.4 above. Then we extend this hypersurface by a half cylinder to get out cap C. 
To describe how we glue it in, note an upshot of the canonical neighborhood
theoem above is that if the mean curvature at the locations we intend to do surgery
is large enough, after rescaling to make the mean curvature one the surface will be
as close as we want (in C3 norm, say) in as large a neighborhood as we want to a
round cylinder of radius one. Meanwhile, without loss of generality (by applying a
suitable rescaling) our surgery cap candidate constructed in the previous subsection
agrees with a round cylinder far enough away from the origin.
The locations that we intend to do surgery at will have H = Hneck, as in [49],
so choose Hneck > Hcan() with  so that 1/ >> 2R1 and  < δ/2. Denote the
rescaled flow about the surgery spot by M˜ = M−p
Hneck
, by our choice of  let us perform
the cap gluing by smoothly transitioning from M˜ ∩ (B(0, 3R0)/B(0, 2R0)) to C ∩
(B(0, 3R0)/B(0, 2R0)). In particular the surgery only will change the hypersurface in
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the region M˜ ∩ (B(0, 3R0) for the rescaled flow. Following the notation of Haslhofer
and Kleiner we denote the surfaces pre and post-gluing by M˜+ and M˜# respecitvely
for the rescaled surface and M+, M# for the original (spatial) scaled surfaces.
With regards to proposition 3.8, β 2-convexity isn’t strictly necessary (its only
included in [49] to preserve apriori curvature conditions) so we ignore that con-
dition. Since the transition is taken where both surfaces are nearly cylindrical, α-
noncollapsing is preserved. Items (1), (2) and (4) are clear as well; for the third point
we note we may slightly bend the cylinder inwards without affecting the entropy in
light of lemma 3.5 to make the postgluing domain satisfy (3).
4.3 Estimation of entropy across surgeries.
Now that we have the cap and how to glue it in, we analyze the change in entropy
due to surgery and ensure that, if surgery parameters are picked correctly, the post
surgery surface will still have low entropy. Morally speaking, since the cap was
constructed to have entropy very close to that of the cylinder, the post gluing domain
should have low entropy as well. The rub is that the contribution to the F functionals
near the surgery cap from the rest of the manifold could concievably be large, so that
somehow even after placing caps the entropy is pushed over the low entorpy threshold.
We show with a careful choice of surgery parameters that this won’t occur.
To analyze the affect desingularization has on the entropy of the whole domain, for
organizational conveinence we consider two domains, one about the surgery region
centered at q and the other “far” from the surgery, which we denote Ue and Uf
resceptively. More precisely, let Ue = B(q,
5R0
Hneck
), R0 as specified above, and let Uf
be its complement. We see the surgery takes place entirely within Ue.
There are two types of F -functionals to consider for us, those which are concen-
trated near x0, or roughly when r is small, and the diffuse ones where r is roughly
large. We start by showing we can find c0 > 0 so that all Fx0,r functionals with
r < c0 have Fx0,r(MT ) < Π. We then show by taking Hneck large enough that we can
arrange Fx0,r(MT ) < Π for r > c0 as well.
Note as a byproduct of lemma 4.2.3, which one can see by rescaling, for every
s, 0 > 0, there exists c = c(0) so that if r < c, Fx0,r(M)−Fx0,r(MT ∩B(x0, s)) < 0.
Also by α-noncollapsedness we know if H has an upper bound B, |A|2 does as well.
Hence in sufficiently small balls it can made as close one wants to a plane, giving us as
a consequence that for every 0, B > 0 there is s so that Fx0,r(MT ∩B(x0, s)) < 1+0.
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As a corollary of this observation we see that for every Hcan(0), there is a 1 >>
s1 > 0 so that if Fx0,r(MT ∩ B(x0, s1)) > 1 + 0, then H(y) > Hcan(0) for some
y ∈ B(x0, s1) ∩MT . Of course, the rough plan is to estimate the value of Fx0,r in
terms of the canonical neighborhood models of these points in some manner, at least
the ones that will be represented by parts of the surface that persist after surgery.
With x0 as above, let 1 > 0 to be picked later (this will also restrict 0 of
course) and suppose Hcan(1) < Hth <
1
2
Hcan(0). We see that for a given 1, there
is an s2 ≤ s1 such that H(x) > Hcan(0) > 2Hth for all x ∈ B(x0, s2), s2 small
enough by the gradient estimates (see theorem 1.10 in [49]) applied at points where
H(y) = Hcan(0) (the other points will be “deeper” in the high curvature region and
so the assertion also holds).
In particular, x ∈ B(x0, s2) ∩MT has H(x) > Hcan(1) for s2 sufficiently small;
intuitively speaking since we found one very high curvature point the point must be
“deep” in the neck so only surrounded by high curvature points. From here on unless
otherwise stated we abbreviate Hcan = Hcan(1).
With all this being said, as a first pass consider Fx0,r functionals such that the
following hold:
1. 0 < r < c(s2)
2. Fx0,r(B(x0, s2) ∩MT ) > 1 + 0
3. B(x0, r)∩MT only contains “neck points” in the sense discussed in section 2.2
above.
4. Furthermore, no surgeries are done in B(x0, r) ∩MT .
Of course, if the second point isn’t satisfied then taking 1 small enough we can
arrange 1 + 20 < Π so these Fx0,r functionals will not potentially ruin the low
entropy condition. We will discuss the complement of the other three cases below in
the order of (4), (3), and then (1).
We see by unpacking definitions the canonical neighborhood theorem and hy-
pothesis (3) say above for any point x ∈ B(x0, s2) ∩MT we have H(x) · (M − x) is
1 close in C
1
1 topology to the round cylinder of radius 1 in the ball B( 1
1
).
So, taking s = 1
1·Hcan(1) << s2, depending on Hcan, and relabeling s = s2 we
have M ∩ B(x, s2) is 1 close to a round cylinder after rescaling (with our previous
choice of s2, instead this was true only in every neighborhood of every point) when
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H = Hcan somewhere within the ball. Of course, we continue for the time being to
assume our stipulations (1) - (4) listed above.
By properties of Gaussian distribution as before with the entropy bound, there
exists a constant N >> 1 depending on the entropy bound so that for any choice of
2 > 0, if
√
r < 4s2
N
, then
∫
M∩Bc(x0,r)
1
(4pir)
n
2
e−
|x−x0|2
4r < 2. By making 2 small, we can
force s2·Hcan
N
≥ 1
N ·2 >> 100
1.
Now we estimate Fx0,r(M) for some point x on the flow with H(x) > Hcan, and
we want to show that if
√
r ≤ c0 = s2N , then the F functionals with centers at x0
must be small in the sense they can be bounded above by Λn−1 + 2 + 3 (3 defined
below). We note the following consequnece of the continunity of the flow and that
on the initial time slice, H < Hcan(1) (for 1 small enough):
Lemma 4.3.1 Those points with mean curvature H(x, t) > Hcan must be covered by
union of balls
⋃
x˜,H(x˜,t˜)=Hcanfor some t˜ ≤ t
[B(x˜, s2)].
We have for any point x0 with H(x0, t) ≥ Hcan, and r ≤ c20
Fx0,r(M)
=
∫
M
1
(2pir)
n
2
e
−|x−x0|2
4r
=
∫
Hcan(M−x0)
1
(2pirH2can)
n
2
e
−|x|2
4rH2can
(4.3.1)
By lemma 4.3.1 above, there are some points in the ball B(x0, s2) of some previous
time slice of the unscaled flow that with mean curvature exactly equal to Hcan.
After rescaling, there must some point x˜ with mean curvature exactly 1 in the ball
B(0, s2H
2
can) of some previous time t1 < T˜ of the rescaled flow.
By the standard comparison argument with the self shrinking torus (threading
the cylinder through the shrinking torus), the rescaled flow will develop a singularity
by at least t1 + 100, or in other words so that δ = T˜ − t1 < 100. Thus we have the
12 here essentially plays a similar role to 0 above, but for the sake of clarity it seems best to
seperate the two
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following: ∫
MT
1
(2pir)
n
2
e
−|x−x0|2
4r
=
∫
{Hcan(M−x0)}T˜
1
(2pirH2can)
n
2
e
−|x|2
4rH2can
≤
∫
{Hcan(M−x0)}T˜−δ
1
(2pi(rH2can + δ))
n
2
e
−|x|2
4(rH2can+δ)
(4.3.2)
Where the last line is by Huisken’s monotonicity formula. By lemma 4.3.1 above
there exists some point x˜ with mean curvature exactly equal to 1 after rescaling.
Moreover by our choice of parameter above
rH2can ≤
s22H
2
can
N2
and
δ < 100 <
s22H
2
can
N2
And thus
rH2can + δ ≤ 2
s22H
2
can
N2√
rH2can + δ ≤ 2
s2Hcan
N
(4.3.3)
So ∫
{Hcan(M−x0)}T˜−δ
1
(2pi(rH2can + δ))
n
2
e
−|x|2
4(rH2can+δ)
≤
∫
B(0,sHcan)∩{Hcan(M−x0)}T˜−δ
1
(2pi(rH2can + δ))
n
2
e
−|x|2
4(rH2can+δ) + 2
(4.3.4)
By lemma 4.3.1 there’re some point x˜ ∈ B(0, s2Hcan) in this time slice with mean
curvature exactly 1 (or, unscaled, where H = Hcan). By our choice of s2 then:∫
B(0,s2Hcan)∩{Hcan(M−x0)}T˜−δ
1
(2pi(rH2can + δ))
n
2
e
−|x|2
4(rH2can+δ) + 2
≤
∫
B(x˜,s2Hcan)∩{Hcan(M−x0)}T˜−δ
1
(2pi(rH2can + δ))
n
2
e
−|x|2
4(rH2can+δ) + 2
(4.3.5)
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4s3Hcan =
4
2
by the choice of parameters above, so in this ball is 1 close to
a round cylinder. For any choice of 3 > 0 taking 1 potentially smaller it can be
arranged to be bounded by Λn−1 + 3, thus:∫
B(x˜,4s3Hcan)∩{Hcan(M−x0)}T˜−δ
1
(2pi(rH2can + δ))
n
2
e
−|x|2
4(rH2can+δ) + 2
≤Λn−1 + 3 + 2
(4.3.6)
Of course if 3 and 2 are sufficiently small, Λn−1 + 3 + 2 < Π. Now suppose a
surgery is done in B(x0, s2) and let Fx0,r be an F functional still satisfying properties
(2), (3) and r < c0 above. Note we still have Fx0,r(MT ) < Λn−1 + 1 + 2 by the work
above before a surgery is done. 2
With that in mind, the surgery occurs in a small ball B(q, r0) about the cen-
ter of the surgery region, where r0 =
5R0
Hneck
, and by the design of the surgery
caps |Fx0,r(M+T ∩ B(q, r0)) − Fq,r(M#T ∩ B(q, r0))| < . Thus after surgery is done,
Fx0,r(M
#
T ∩B(q, r0)) < Λn−1 + + 3 + 2 and if  is taken small enough this will be
less than Π.
We claim that in fact without loss of generality only the base points with B(x0, s2)
containing neck regions possibly with surgery caps are the only ones one needs to
consider. Suppose that the ancient flow one finds does lay in the region connecting
Hth to a point where H = Htrig. Well it must not lay in the low curvature region,
since Hcan(0) > Hth, so we see it must be discarded after all the surgeries at the
surgery time (we are considering them one at a time) are complete.
2The Fx0,r functional we see will increase most under the surgery if it is situated right at the
center q of the surgery region, at least prior to the deletion of the high curvature region (by the
symmetry of the Gaussian distribution); of course the subsequent deletion of the high curvature
regions will only decrease each of the F functionals hence the entropy.
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Figure 4.2: A potential high curvature region under the surgery flow
For example, in the diagram above (although in practice the circle might be quite
a bit bigger relative to the scale of surgery), the circled tip of a high curature region
is essentially modeled on a self translator and is not a neck point, but these are in
the region of M# that will be thrown away under surgery by the time is allowed to
continue again. Note that the choice of c only relies α,Π, and γ (initial curvature
bound on the surface when start MCF with surgery), since we use the canonical
neighborhood theorem, and that Hcan(1) < Hth <
1
2
Hcan(0). Namely, we may take
Hneck freely in the next part of the argument.
The next case is when c0 ≤ r. In this case we will see the F functionals are
in fact nonincreasing if Hneck is taken large enough. To do this we will show if the
surgery region Ue is sufficiently small the Gaussian weights of F functionals with a
lower bound on r are nearly constant within it in a sense made precise below. Then
to conclude we use the following observation corresponding to the cap having less
volume than the cylinder:
Lemma 4.3.2 For R > R0 chosen above, there is an 0 < η(R) < 1 depending only
on the surgery cap and R such that
V ol(M˜+T ∩B(0, 3R)) < ηV ol(M˜#T ∩B(0, 3R))
where M˜T =
M−q
Hneck
Where above U˜e = Hneck(Ue − q) , U˜f = Hneck(Uf − q), and M˜T = Hneck(MT −
q) denote the rescaled versions of Ue, Uf , and MT where the surgery center q is
translated to the origin.
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To begin, note that the graduent of the Gaussian weight e
−|x−x0|2
4r of a Fx0,r
functional is given by:
∇e−|x−x0|
2
4r =
−2(x− x0)
4r
e
−|x−x0|2
4r (4.3.7)
Since by lemma 1.3.2 the entropy for a compact hypersurface will be attained by an
F functional centered in its convex hull, without loss of generality x0 is in the convex
hull of M#. Since for such x0 we have |x− x0| ≤ D <∞3, we see for a lower bound
c on r we have ∇e−|x−x0|
2
4r | ≤ D
2c
< ∞ for any choice of x ∈ MT . Denote this upper
bound by ρ.
We also note similarly for r > c that the Gaussian weight of a Fx0,r functional
(with x0 in the convex hull of M) is bounded below by e
−D2
4c > 0; denote this lower
bound by σ. Also denote by mx0,r and Mx0,r the minimum and maximum respectively
of the Gaussian weight of Fx0,r in Ue. Then the following is true:
1 ≥ mx0,r
Mx0,r
≥ mx0,r
mx0,r + r3ρ
≥ σ
σ + reρ
= 1− reρ
σ + reρ
(4.3.8)
Since σ > 0 and ρ < ∞ we can make this quotient as close to one as we like by
making re sufficiently small; in other words we can make the ratio of the minimum
to the maximum of the weight in these F functionals as close to 1 as we want in
Ue by increasing Hneck. Switching to the translated and rescaled picture (the ratio
persists under rescaling), we have for x0 ∈ U˜f and for r > c1 the following:
Fx0,r(M˜
+)
=
∫
M˜+
1
(4pir)
n
2
e
−|x−x0|2
4r
≤
∫
M˜+\U˜e
1
(4pir)
n
2
e
−|x−x0|2
4r +
∫
M˜+∩U˜e
1
(4pir)
n
2
e
−|x−x0|2
4r
(because surgery only happens in U˜e)
=
∫
M˜#\U˜e
1
(4pir)
n
2
e
−|x−x0|2
4r +
∫
M˜+∩U˜e
1
(4pir)
n
2
e
−|x−x0|2
4r
≤
∫
M˜#\U˜e
1
(4pir)
n
2
e
−|x−x0|2
4r +
∫
M˜+∩U˜e
1
(4pir)
n
2
Mx0,r
(4.3.9)
3of course, the diameter is decreasing under the flow so is uniformly bounded by the diameter
of the initial time slice
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(by Lemma 4.3.2)
≤
∫
M˜#\U˜e
1
(4pir)
n
2
e
−|x−x0|2
4r +
∫
M˜#∩U˜e
1
(4pir)
n
2
ηMx0,r
(by choice of re and that r > 1/c1)
≤
∫
M˜#\U˜e
1
(4pir)
n
2
e
−|x−x0|2
4r +
∫
M˜#∩U˜e
1
(4pir)
n
2
e
−|x−x0|2
4r
=Fx0,r(M˜
#)
(4.3.10)
So that these F functionals don’t increase under the surgery as claimed. In all cases
then we see the F functionals Fx0,r either didn’t increase after the surgery or they
are bounded after the surgery by λ(Sn−1×R) + + 2 + 3 = Λn−1 + + 2 + 3 from
above, where , 2, 3 > 0, with a prudent choice of surgery parameters. Possibly
taking , 2, 3 even smaller gives Λn−1 +  + 2 + 3 < Π < Λn−2 (we stipulated
Λn−1 < Π), so that the postsurgery surface is low entropy and we are done.
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Chapter 5
Topological applications of the
mean curvature flow with surgery
There are several important outstanding problems in topology that are potentially
amenable to the mean curvature flow, particularlly problems that can be boiled down
to a statement concerning the moduli space of smoothly embedded hypersurfaces in
Rn. Of course, the most widely known problem is almost surely the smooth 4D
Schoenflie conjecture, which asks if every smoothly embedded S4 in R5 bounds a
smoothly embeddded 5-ball. One general idea to show this using the mean curvature
flow would be to flow such a sphere M and, if one could sufficiently understand
the high curvature regions to perform a surgery, glue the desingularized flow back
together similar to the argument in the subsection below to give a path through
embedded 4-spheres from M to the standard round sphere.
It seems plausible to reduce down to the mean convex case with Colding and Mini-
cozzi’s generic mean curvature flow in mind. However, the right way to desniguarlize
in such high dimensions is not currently understood well enough to provide a surgery
theory even on mean convex such spheres, making the sketch above farfetched with
our current technology.
At least when the surgery is possible this has been done already - see the section
2.1 below or Buzano, Haslhofer, and Hershkovits [21] where the isotopy is done
preserving 2 convexity. In section 2 we go farther and show the following extrinsic
finiteness theorem, in the sense of Cheeger’s finiteness theorem [24]:
Theorem 5.0.1 Let Σ(d, α, C) be the set of alpha noncollapsed hypersurfaces M
with diam(M) < d (or equivalently up to translation, M⊂ Bd(0)) H < C for which
there exists a flow with surgery (so either 2-convex or low entropy). Then Σ(d, α, C)
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up to isotopy consists of finitely many hypersurfaces, in fact at most 22n (12dC
√
n)n
αn
.
We turn next to applications of the flow to self shrinkers of low entropy. Perturbing a
low entropy self shrinker as in [33] we obtain a low entropy surface with H− 〈x,ν〉
2
> 0.
From [95, 74] a related convexity assumption is preserved under the flow and in fact
adapting some estimates of Lin [74] we may then run the surgery essentially using
that high curvature regions will still be mean convex. Combining it with a recent
result of Hershkovits and White [53] yields:
Theorem 5.0.2 Suppose Mn is a closed self shrinker with entropy bounded above by
Λn−2, where n ≥ 3. Then M is diffeomorphic to Sn and is in fact isotopic to round
Sn.
So we see that in some sense the self shrinkers of entropy bounded by Λn−2 have
properties one expects from general hypersurfaces of entropy bounded by Λn−1.
Foundational results in this direction concerning self shrinkers include the paper
[33], where the self shrinking sphere is first classified as the closed self shrinker of
lowest entropy (in fact, our result is an improvement on theorem 0.6 in their paper).
A more recent result is due to Hershkovits and White [53], where a rigidity theorem
for self shrinkers relating entropy and topological type is given and which plays an
important role in the proof of our application - their result in fact says that a self
shrinker with the above entropy bound is weakly homotopic to a sphere.
Theorem 6.0.1., corresponding to section 6.1 below, was shown in [77]. Theorem
6.0.2., corresponding to section 6.2 below, is joint work with Shengwen Wang shown
in [83].
5.1 A finiteness theorem via the mean curvature
flow
To show the finiteness theorem we show that we can deform any 2-convex or low
entropy, mean convex hypersurface to a “skeleton,” defined above. This is done
essentially by inducting on the topology of the various low curvature components as
the flow with surrgery is ran and thus requires a couple preliminary results to deal
with the base cases. The following results build one on after the other and are listed
in logical order:
Theorem 5.1.1 (Path to round sphere) Any 2-convex hypersurface Mn ⊂ Rn+1
diffeomorphic to Sn is isotopic to a round sphere through a monotone isotopy
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By monotone isotopy we mean that if H : M × [0, 1] → Rn+1 is an (ambient)
isotopy from M0 to M1 then it is monotone if (the hull of) Ms ⊂ Mt for t ≤ s (also
throughout isotopies are taken to be smooth in time unless otherwise indicated).
Using this theorem we next show:
Theorem 5.1.2 (Torus to knot) Given any 2-convex closed hypersurface Mn ⊂
Rn+1 diffeomorphic to S1 × Sn−1 there exists a knot γ so that for all  > 0 M can
monotonically isotoped to another torus Mˆ that is -close (in C0 norm) to γ
Below we will call such Mˆ -thick knots. Hence in many ways understanding (2-
convex) tori is reduced to studying knots. As a corollary, we then show (analogous
to theorem 1.1 above):
Theorem 5.1.3 (Hypersurface to skeleton) Given any 2-convex closed hyper-
surface Mn ⊂ Rn+1, there exists a skeleton γ so that for all  > 0 M can be mono-
tonically isotoped to an  thick skeleton γ in Rn+1 (in the same sense as  thick knot
above).
By skeleton here we mean a (very possibly nonsmooth) set of two types:
1. A point
2. consisting of embedded S1’s connected by (individually) embedded, possibly
intersecting intervals like so:
Figure 5.1: A diagram of a possible skelton found via theorem 5.1.3.
The first subsections below describe the proofs of these preliminary results; the
finiteness theorem then follows easily in the last subsection.
86
5.1.1 Path to round sphere
In this section we wish to prove theorem 1.3, namely that any 2-convex simply con-
nected hypersurface Mn ⊂ Rn+1 is isotopic to the standard round sphere through
a monotone isotopy. To do this of course we will use the mean curvature flow with
surgery. Towards this end, we induct on the number of standard surgeries en-
countered along the flow with surgeries Mt as described in the previous sections
1. Let
T0 be the first surgery time of Mt (of course, by the assumption of mean convexity,
the flow gives a monotone isotopy from M to MT0).
The base case in the induction argument is if there are no standard surgeries
encountered along Mt. At time T0 then, somewhere on MT0 we have H = H3. MT0
either contains a hypersurface neck or it doesn’t. If it doesn’t, then as mentioned
in the previous section MT0 is uniformly convex. If there are necks, then from neck
continuation theorem they can be continued until they hit a low curvature region
or are capped off (furthermore, these maximally extended necks are disjoint). If
there were low curvature regions, we would cut the neck out and glue in surgery
caps (leaving the low curvature regions behind) contrary to our assumption of no
standard surgeries. Hence since MT0 is connected it is either convex or a capped off
tube.
If MT0 is strictly convex as in the first case, then namely it is starshaped with
respect to any point in the interior of the domain it bounds. Hence by picking such
a point and taking a small sphere S around it, we have a straight line homotopy of
M to S which of course is also monotone.
If MT0 is as in the second case though things are more complicated and require
understanding the caps better. Now, in our particular case (T0 the first surgery time)
we know that there wern’t any prior surgeries, but because we rely on induction we
must allow for the presence of prior surgeries along the flow. In particular we will
show:
Proposition 5.1.4 If MT0 coincides with a maximal hypersurface neck that ends in
two caps in the sense of the neck continuation theorem, then MT0 is isotopic to a
round sphere through a monotone isotopy.
Proof: The basic idea is to first isotope (monotonically) MT0 to a more explicitly
described hypersurface neck with caps whoose isotopy to Sn is easy to describe.
There are two types of points along our surface in this case, a point at the center of
1note that, upon fixing parameters, the number of surgeries is well defined
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an neck (for some , k - these can be controlled by changing the surgery parameters)
or a point on a cap; the caps are given by gluing a disc along a cross section the
boundary of the maximal neck. Let us denote MT0 := N ∪ (D1∪D2) to reflect this.
We recall every point of a hypersurface neck N can be written locally as the
graph over a cylinder. Since MT0 is compact we can pick a finite set of points {pi}
with neighborhoods Ui such that {pi, Ui} cover N . Let γi be the principal axis of
these cylinders and let γ be these γi glued together. Let us further denote γˆ to be
a small uniform tubular neighborhood of γ, taken small enough so that γˆ lies in the
interior of N .
Then N is a graph over γˆ, and we could use a straight line homotopy to provide
a monotone isotopy from one to the other except we also have to worry about the
caps.
To deal with this we have to understand the caps. From the proof of the neck
continuation theorem we know the caps are of one of two types; either the cap
comes from a “recent surgery” or not. If not, then it is shown that the cap is
convex; suppose first our caps D1 and D2 are convex. Then we see that it is a graph
over a hemisphere of Sn−1 situated along the boundary of N so that extending the
straightline homotopy along the neck we get a monotone isotopy to γˆ.
Suppose though one of the caps comes from a recent surgery. Since the surgery
caps are initially convex by design, at the time of the surgery (call it Tc) we then
have that the cap is a graph over an appropriate hemisphere. We recall from [59]
that after a surgery is performed another surgery won’t be performed nearby if it
was recent (essentially, the curvature wouldn’t have time to increase from H2 to
H3)
2, so that flow with surgery is an isotopy from Tc to T0 in that region. Hence if
we straight line isotope the cap at Tc as below to a cross section of N by straightline
homotopy, we can the deform Mt for all t ∈ [Tc, T0] so that at T0 Mt (deformed)
instead of having a cap coming from surgery of indeterminate geometry has as a cap
a cross-section of the neck (of course, we can “round” the edges on the cross section
to preserve smoothness). We may isotope this then to γˆ, monotonically, using the
straightline homotopy from before.
So in any case we have a monotone isotopy of MT0 to γˆ. To monotonically isotope
this down to the sphere we essentially push one end in; we proceed by induction on
the number N of straight segments γi that γ is composed of. If N = 1, then we
can write γˆ as two convex caps glued together on opposite sides to a cylinder, so the
2see theorem 8.2 in [59] - unfortunately it seems too much to fully explain this in the introduction
to surgery
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homotopy is just to retract the cylinder to Sn−1 by a straightline homotopy (since
the caps are convex, it is starshaped).
Now suppose the statement is known for N = m − 1 and that N = m. Then
we retract along the “cylinder” of γ1 by a straightline homotopy to the boundary
of γˆ1 and γˆ2, and then we further homotope (of course, by straightline homotopy)
to a convex cap of a neck composed of m− 1 straight segments and so conclude by
induction

Now suppose that MT0 has at least one point where a standard surgery should
take place by the surgery algorithm and consider the diagram below of M as a
graph (with the Mi as vertices
3, and the red lines indicating approximately where a
standard surgery should be done).
Figure 5.2: Decomposition of the hypersurface along standard surgery spots
From the classification theorem of compact 2-convex hypersurfaces obtained via
the surgery flow, we see since M is simply connected that each of the Mi must be
too (the only choices are connect sums of tori or spheres) and as a graph M is a
tree (no cycles). Hence, picking a single neck to do surgery along will split MT0 into
two hypersurfaces A and B diffeomorphic to Sn whose flow with surgeries (using the
same parameters) have strictly less surgeries than M does. Hence it suffices to show:
Proposition 5.1.5 Suppose M = A#B where A and B are two hypersurfaces dif-
feomorphic to Sn joined together by a hypersurface neck N (in application, a maximal
hypersurface neck found by the neck continuation theorem) such that
1. Doing surgery at one point of N where H ∼ H1, as described in the surgery
procedure to attain M+, leaves us with A and B.
3if the Mi are adjacent along a neck that contains two standard surgery positions, one of the
Mi contains one of the surgery spots closest to it (but it doesn’t matter which)
89
2. A and B are both monotonically isotopic to round spheres.
3. There exists open sets U1, U2 such that A ⊂ U1 and B ⊂ U2, where
(a) U1 and U2 are disjoint
(b) there is an  > 0 such that M+∩U1, M+∩U2 have -tubular neighborhoods
contained in U1, U2 respectively.
Then M is monotonically isotopic to a round sphere.
Proof: First note that, because after cutting and pasting the result caps are a fixed
distance apart and that each of the MI above are disjoint compact hypersurfaces, we
are indeed in a situation that satisfies (3) above.
Denote by HA : Sn × [0, 1]→ Rn+1 and HB : Sn × [0, 1]→ Rn+1 the homotopies
bringing A and B to round spheres; furthermore denote their time slices At and
Bt respectively. Then the plan is to “patch in” the neck between At and Bt in a
continuous (in time), embedded fashion so that we have an isotopy At#tBt from M
to round spheres A1, B1 connected by a thin neck. Then we will homotope this to a
round sphere as in the picture below:
Figure 5.3: Isotopy to round sphere in inductive step
Some care has to be taken because we want all these homotopies to be embeddings
at each time slice though; first off it is conceivable that at some time t0 (before we
even get to the setup of the picture above), At0 and Bt0 intersect. For us though this
is taken care of by monotonicity of the isotopies; in fact it implies At ⊂ U1, Bt ⊂ U2
for all t. We also have to define precisely how to “extend the neck” in a way that
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will give a monotonic isotopy of M - again monotonicity of A and B lets us relatively
easily construct a neck (hypersurface that can locally be written as a graph over a
cylinder) that does the trick as we’ll see below.
Now to begin, from smoothness of isotopy and compactness of [0, 1] there is a
uniform upper bound on |A|2 for At and Bt so that there is an η > 0 where in any η
ball BP (η) of any point P on At or Bt, the hypersurfaces can be locally written as a
graph over TP{At,Bt, }. Furthermore, for the sequel we take η small enough so that
for any P1 in BP (η), |ν(P )− ν(P1)| < /1000 say ( as in the assumption).
With that in mind, we homotope M near each of the places where caps would be
inserted (this is preconditioning if you will - we aren’t isotoping A or B yet). The
picture near A:
Figure 5.4: Preconditioning for neck extension
We are just pinching the neck and such a homotopy is clearly possible by a
monotone homotopy since the convex caps put in place after a standard surgery are
disjoint. More precisely choose this homotopy so that at t = 1 above the deformed
neck is precisely a round cylinder with diameter d ≤ η/4 glued to A0, N1, which at
the interface is most likely nonsmooth - this will be taken care of later. The central
axis of this cylinder passes through points P ∈ A and Q ∈ B which are at the centers
of the caps so that the central axis is normal to A and B.
Now we start to let A and B isotope to round spheres - to define the connecting
neck for positive times we keep track of P (t) and Q(t); here by P (t) and Q(t) we
mean specifically with respect to the “normalized” isotopy with derivative only in
the normal component of the hypersurface (tangential perturbations don’t actually
affect the realization of the hypersurface in Rn+1)4. We can focus our attention
4this is in a sense the same problem as the degeneracy of the mean curvature flow discussed in
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on extending the neck along the isotopy of At and follow a similar procedure for
extending it along the isotopy of Bt
Assuming without loss of generality then that our isotopy is “normalized” as
discussed in the previous paragraph and because the isotopy At is monotone and
smooth in time, the path γA(t) of P (t) in Rn+1 is
1. smooth in time.
2. embedded,
3. ν(P (t)) ⊥ TP (t)At, and
4. disjoint from As for s < t
Figure 5.5: Extending the neck along the isotopies of A and B
Of course, for a fixed time this isn’t a neck but we see that its d-tubular neigh-
borhood γd (d from above) is and we see (repeating the construction on Bt) for each
time t we get apriori a nonsmooth (yet continuous) monotone isotopy At#tBt; to
deal with this we will redefine the isotopy by smoothing at the interface.
Now note for an isotopyMt for say t ∈ [α, β] ⊂ [0, 1], Mt being a monotone isotopy
is equivalent to, writing Mt locally as a graph of a function f(x, t) over some reference
manifold M˜ contained inside the hull of Mt for t ∈ [α, β] (using the convention that
the normal vector is taken to be outward pointing), that for s > t, f(x, s) < f(x, t).
Since molification is linear and the molification of a positive function remains positive
(mollifying use a positive bump function) we see that monotonicity is thus preserved.
the introduction to the mean curvature flow equation
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We see for our particular case that we can’t expect to find a reference manifold
that all of At#tBt can be written as a graph over that works for all t ∈ [0, 1]; this
is bad news because although certainly we can split [0, 1] into subintervals where
we can do this, it could concievably be non-monotone or even noncontinuous when
we transition from one reference manifold to the next, at least if not done carefully.
Luckily, however, the only regions of At#tBt that need to be smoothed out are the
interfaces, so if we can find a smooth hypersurface K such that
1. K is contained in the hull of At#tBt for all t ∈ [0, 1],
2. For all t ∈ [0, 1] the neck interface of At#tBt can be written locally as a graph
over K, and
3. away from the interface, the height function (function corresponding to graph)
of the region of At#tBt that is graphical over K is smooth
We can then do our mollification trick to get a family of smooth hypersurfacesAt#tBt
that is monotone in time (note by assumption (3b), they are embedded). Further-
more, since the isotopies At and Bt are smooth, the interface varies continuously in
time; hence we can use a smoothly varying family of molifiers so that At#tBt varies
smoothly in time, so that the family is indeed an isotopy.
A natural candidate for such a K is γd/2(1) (or some other small tubular neigh-
borhood of γ(1)). We see from the construction of our “rough” isotopy that it is
contained in At#tBt for all t ∈ [0, 1]; however it is possible that the interface is not
a graph over it! The problem being, more precisely, that (in a neighborhood of) the
interface, the normal ν(x) of At (and/or Bt) might be so that 〈ν(x), ν(P (t))〉 ≤ 0 at
some points x ∈ A(t)
To overcome problems like this, we should perturb At and Bt near P (t) and Q(t)
(name the perturbed points the same) so that for all t in fact 〈ν(x), ν(P (t))〉 > 0 in a
uniform neighborhood of the interface. The perturbation must be done in a smooth,
monotonic way.
To see we can do this, we recall we choose η so small that for P1 ∈ Bη(P ), P ∈ At
or Bt, that |ν(P1)−ν(P )| < /1000 and further choose d < η/4, so if we add a smooth
positive bump function (writing At, Bt locally as a graph) at every time the to obtain
hypersurfaces A˜t and B˜t, and keep γ(t), γd(t) as before, the interface will be a graph
over At#tBt for each time slice (note we can take the perturbation small enough so
that A˜t and B˜t will be embedded (i.e. not intersect) by assumption (3b)).
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Figure 5.6: Bumping A to be able to smooth the isotopy
Since At and Bt are smooth and isotopic, we can arrange so that these perturbed
families A˜t and B˜t are in fact monotone isotopies in their own right, in that they (as
a family in t) vary smoothly in time and are monotone. In more detail, note since
At and Bt vary smoothly in time, there exists a δ so that for, for any point P ∈ As
or Ps, the isotopy can be written locally as an evolution of graphs f(x, t) for say
|t − s| < δ over some hyperplane HP (say a translation of the tangent plane of P ),
where f is smooth in both x and t.
Since the isotopies are monotone, f(x, t) vary monotonically in that as described
before for t1 > t, f(x, t1) < f(x, t), so if we add a fixed positive bump function χ
we get for small time a perturbed hypersurface that varies smoothly in time and is
monotone.
So, first we perturb At and Bt for t ∈ [0, δ/2), and then we move the hyperplane
in advance to a hyperplane HP , so that locally at P the hypersurface (either A or
B) can locally be written as a graph of f(x, t) over HP for say t ∈ [δ/2, 3δ/2); at
t = δ/2 the hypersurface can either be written locally near P (t) as a graph over HP
or HP .
It remains then to find χ so that f(x, δ/2) + χ(x) = f(y, δ/2) + χ(y), where x
are the coordinates of HP and y are the coordinates on HP . Note though that y
is related to x by a rotation and translation; x = R(y) + C. Using this we see we
χ(y) = f(Ry + C, δ/2) − f(y, δ/2) + χ(Ry + C). From here we see how to perturb
At and Bt for all t ∈ [0, 1] with the desired properties.
Hence (again, using the same γ, γd as before) A˜t#tB˜t is a (nonsmooth) monotone
isotopy - but one whose interfaces is a graph over γd/2(1), so that we may obtain a
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smooth monotone isotopy At#tBt.
One may ask now how this abomination is related to our original M . Now taking
the support of the mollifier small enough, we see that A0#0B0 is monotonically
isotopic to M by straightline homotopy since the original “pinched neck” (i.e. figure
11) is. We also have that A1#1B1 is two round spheres smoothly glued at the ends
of a thin neck.
So finally we have arrived at step 1 of figure 6.3 above. The round sphere we note
(namely since it is convex) can be written as a graph over the last cross-section of
the neck, so using a straightline homotopy again we get a monotone isotopy to step
2 of figure 6.3. Proceeding as in proposition 5.1 we next find ourselves at step 3 of
figure 6.3; the surface can be written as a graph over a slightly smaller round sphere
so using straightline homotopy again we finish. 
5.1.2 Torus to knot theorem
Now we will prove that every mean convex torus in R3 is isotopic to an -thick knot
as defined in the introduction. Suppose we have such a torus M .
If the flow (with surgeries) of M has no proper necks in that after the first singular
time T0, M(t) = ∅ (this happens if the neck continuation theorem never stops at caps)
then we see that as t → T0, M(t) converges to a knot (that is, an embedding of S1
in Rn+1) in C0 norm so the statement is true (how close depends on how large we
took H1 in the surgery procedure).
Lemma 5.1.6 (surgery dichotomy) Suppose at surgery time T0 there are stan-
dard surgeries; then we can classify performing surgery at a point into one of two
cases:
1. Performing surgery at that point leave a connected manifold diffeomorphic to
the sphere.
2. Performing surgery at that point leaves a disconnected manifold, one diffeo-
morphic to the torus and the other diffeomorphic to the sphere
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Proof: To see this dichotomy is true, first suppose the surgery disconnects M , so
that Sn−1×S1 ∼= M ∼= A#B where A and B are both 2-convex. For n ≥ 3, the seifert
van kampen theorem shows us that Z = pi1(M) = pi1(A)*pi1(B), the free product.
Since the free product of two nontrivial groups is never commutative, one of pi1(A)
or pi1(B) is {e} and the other is Z, say pi1(A) = {e}. By the classification theorem
then A ∼= Sn, and B = Sn−1 × S1.
If n = 2 using the seifert van kampen theorem is more complicated but we can
proceed by simpler means anyway. We recall that 0 = χ(M) = χ(A#B) = χ(A) +
χ(B)− 2 which implies that gM = gA + gB, so again from our classification theorem
one of A or B has to be diffeomorphic to S2 and the other must be diffeomorphic to
S1 × S1.
Now suppose that the surgery leaves M connected. M is still 2-convex after
the surgery, so it is diffeomoprhic to either Sn or a connect sum Sn−1 × S1. Since
the surgery keeps M connected, we see in M presurgery there is a homotopically
nontrivial loop going through the surgery spot. Hence M post surgery must have
fundamental group with at least one less factor Z (pi1(Sn−1 × S1) = Z × Z if n = 2
and Z if n > 2). If n > 2, then M post surgery is simply connected so we see it must
be diffeomorphic to Sn. If n = 2, no connect sum of S1 × S1 has pi1 = Z so M must
be S2 in this case as well. 
Continuing on, if there is a standard surgery as in case 1, then doing surgery
here (and only here) leaves a sphere and from theorem 1 (and extending the neck
accordingly as in its proof) we have a thin neck attached to a round sphere, where
of course the extended neck can be taken to have uniform diameter as small as we
want, by taking H1 large in the surgery definition. Now the next step is to crush the
sphere via a straightline homotopy to get to this picture so that we have the result
in this case.
Now suppose though that we only have necks as in case 2 at T0, then we decom-
pose MT0 as in the induction step in theorem 1’s proof (applied to each of the (case
2) necks) and label the pieces as T , B1, · · ·Bk where T is diffeomorphic to the torus
and the Bi are diffeomorphic to S
n.
By theorem 1, each Bi is isotopic to a round S
n. Of course the surgery leaves T
mean convex so we may continue to flow it (extending the necks attaching the Bi
as in proposition 3.2) and repeat the process at singular times. As we hit each next
singular time (given no case 1 necks) we redefine T to be the ”torus component” (that
is, the (would-be) post-surgery component that isn’t simply connected - labeled Tor
above) left over from the surgeries.
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If there is ever a neck as in case 1 we get that T can be isotoped to a thick knot.
Since the flow with surgeries (untampered with) extinguishes in finite time if there
are no case 1 surgeries than T as noted above must flow under its own devices to a
thick knot (the “no surgeries” case). Hence either way we can isotope to the case of
several round spheres glued to a thickened knot (by a “hand built neck” as in the
sphere connectedness theorem).
Now as in the end of the proof of theorem 1 (namely, steps 2 -4), we may retract
each of the spheres to end up with an -thick knot, for some knot say γ. Note that
shrinking this further (by straightline homotopy like in the proof of proposition 5.1
above), M is isotopic to a  thickening of γ for any  > 0, so we are done.
5.1.3 Hypersurface to skeleton theorem
We will essentially use our work and methods from the previous two theorems; this is
another proof by induction, but this time we induct on number of tori. From Theorem
1.1, the classification theorem, we know that a closed hypersurface M ⊂ Rn+1 for
which surgery holds is diffeomorphic to either Sn or a finite connect sum of Sn−1×S1.
The cases M = Sn and M = Sn−1×S1 are covered respectively in the sphere con-
nectedness theorem (shrink the sphere down even more until its is a sphere of radius
) and the tori to knot theorem. So suppose that M ∼= (Sn−1×S1)# · · ·#(Sn−1×S1),
say k ≥ 2 direct sums. We proceed by induction on k.
This time there are three cases for standard surgeries, as can be seen similar to
above in the torus to knot theorem:
Lemma 5.1.7 (surgery trichotomy) either performing surgery as a standard surgery
point
1. disconnects M into A and B where A and B both are connect sums of strictly
less copies of Sn−1 × S1,
2. A ∼= Sn, B ∼= (Sn−1 × S1)k
3. leaves M connected, forcing M ∼= (Sn−1 × S1)k−1
Now in the first and third cases, we may proceed by induction and “extending the
necks” like we have. If at the first surgery time we only have to do standard surgeries
of type (2), we continue as in the torus to knot theorem by isotoping the sphere
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components to round spheres and proceeding on; eventually we will run into standard
surgeries of type either 1 or 3, because otherwise like in the finish of the torus to
knot theorem Mn would be diffeomorphic to Sn−1 × S1, but we assumed k ≥ 2.
Finally, note that in the tori to knot theorem that “side” spheres branching off
the “knot” part of the torus were eventually retracted to the knot, so that these sets
created are indeed skeletons as described in the introduction.
5.1.4 Finiteness theorem
From our α non-collapsed assumption, initial upper bound on H, and monotonicity
assumption we see there is a uniform lower bound δ on the diameter of the maximal
tubular neighborhood of the skeletons of manifolds in our class Σ(d, C, α). Now
cover Bn+1d (0) with closed sets Ci, disjoint except possibly at their boundaries, with
diam(Ci) ≤ δ/3 given by intersecting Bd(0) with cubes of side lengths ` < δ3√n
With this covering in mind, take M ∈ Σ(d, C, α) and let γ be its corresponding
skeleton provided by the hypersurface to skeleton theorem. Since γ has at least a
δ thick tubular neighborhood, we may isotope γ to another embedded curve (which
we will also call γ) so that γ intersects ∂Ci (for any i) only through faces, and from
the tubular neighborhood assumption we also see that γi := γ ∩ Ci if nonempty is
either
1. an embedded curve γi or,
2. an intersection node, where γ locally looks like a collection of embedded
curves γik (with boundary) intersecting at a single point pi.
By the tubular neighborhood assumption and that diam(Ci) < δ/3 < δ the γik must
not be tangled and no two γik may intersect the same face of ∂Ci:
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Figure 5.7: A junction of a skeleton in a small cube
Choose a labeling ik ∈ {1, . . . , 2n} of the faces Fik of Ci so that γik intersects
∂Ci on Fik . From our “tubular assumption” we see we can isotope each of the γik so
that they intersect Fik at some distinguished points Dik in the interior of Fik which
we may pick and so that at every time along the isotopy, γik intersects Fik (we don’t
detach the segment from the face). Again using the assumption we may isotope them
to straight line segments connecting Dik and Pi. Then clearly we can isotope each
of the curves so that they intersect at some distinguished point Qi in the interior of
Ci which again we may pick so that we get:
Figure 5.8: A junction point of a skeleton after conditioning
Now suppose that γi = Ci ∩ γ isn’t an intersection node (or empty). Again
choosing a labeling ik of the faces Fik of Ci, suppose without loss of generality that
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γi intersects ∂Ci at Fi1 and Fi2 (recall skeletons don’t have boundary so if Ci ∩ γ is
nonempty γ has to “leave” Ci). Like above then we can isotope γi so that it intersects
Di1 and Di2 . Since Ci is contractible, we can also isotope γi so that it intersects any
distinguished point Qi in the interior of Ci and is in fact the union of two straight
lines connecting Di1 and Di2 to Qi.
Now for our (closed) cubical cover {Ci} of Bd(0) pick any points Qi ∈ int(Ci) and
Dik ∈ int(Fik). Moreover make this selection coherent in that if ∂Ci∩∂Cj contains a
face then their corresponding distinguished points Dj coincide (its clearly possible to
do this by an iterative process). Then we see from our construction and our coherent
choice of Dik that the isotopies of the γi described above can be coordinated to give
an isotopy of γ, so we get something as follows:
Figure 5.9: A deformation of a skeleton to a distinguished skeleton
The path on the right we note is only determined by the cubes Ci that γ intersects
and since there are only finitely many possible paths we have that up to isotopy there
are only finitely many skeletons of manifolds in Σ(d, C, α) save for one thing, in that
we made a choice in isotoping γ initially to ensure it intersected all the Ci at (open)
faces. But we see the number of choices is also bounded since the number of cubes
Ci is bounded. Now all that remains to show:
Proposition 5.1.8 If M0 and M1 have isotopic skeletons, then M0 is isotopic to
M1
Proof: Let γ0 be a skeleton of M0 and similarly let γ1 be a skeleton of M1 (note
the skeleton of a hypersurface is not unique, you can perturb it slightly). Let γt be
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the (image of) the isotopy of γ0 to γ1. Note there is a uniform lower bound δ on the
diameter of the (maximal) tubular neighborhood γ1 by compactness.
Now if γ0 is a skeleton of M0, that means for all  > 0, M0 is isotopic to an
-thickening M0, of γ0. If we take  << δ from above, we see the isotopy of γ0 to
γ1 gives rise to an isotopy between M0, and a -thickening of γ1. This, in turn, is
(since γ1 is a skeleton of M1) isotopic to M1, giving the statement. 
Let’s try to get a concrete upper bound for this number. First, we see δ = α/2C
works, and (using δ = α
2C
, ` = δ
6
√
n
= α
12C
√
n
and since Bd is contained in cube of
sides length d) then we can bound the number of cubes in our cubical cover by
volume of Bd
volume of each cube
≤ dn
`n
= (12dC
√
n)n
αn
For each cube there are 2n sides, so since there are at most 2n segements of a skeleton
leaving a cube in the cover (with our chosen δ) from the discussion above. Hence we
can bound the number of skeletons up to isotopy by 22n (12dC
√
n)n
αn
5.2 An application to self shrinkers of low entropy
In this section we show how our constructed mean curvature flow with surgery for
mean convex hypersurfaces can be used to study self shrinkers of low entropy by
considering a different (from H > 0) convexity condition that is preserved under the
flow. Our starting point is the following observation:
Lemma 5.2.1 Self shrinkers that aren’t already round may be perturbed to be 2H −
〈x, ν〉 α non collapsed, for some α > 0, in an entropy nonincreasing way.
Here naturally we say a hypersurface is 2H−〈x, ν〉 α-noncollapsed if it is α-noncollapsed
in the sense of section 2.1 above, except with respect to the quantity 2H − 〈x, ν〉
instead of H. This observation is essentially lemma 1.2 in [33], where one perturbs
by the first eigenfunction of the stability operator L introduced above - the noncol-
lapsedness part then follows from compactness of the perturbed self shrinker. Note
also that doing such a slight perturbation doesn’t change topology and of course
if the self shrinker is already round and compact it must be a sphere, so we have
nothing to do. We intend to run the flow with surgery on these perturbations.
The perturbed surface starting from time s = −1 and will become extinct before
s = 0 by comparison. Now we shift the time t = s + 1 so the flow of the perturbed
surface will exists in t ∈ [0, 1).
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Following Lin [67] (see also [95]), we see that the quantity F = (2− 2t)H−〈x, ν〉
satisfies
dF
dt
= ∆F + |A|2F (5.2.1)
and hence F α-noncollapsing is preserved under the flow; when t = 0 this is exactly
that the surface is 2H −〈x, ν〉 α-noncollapsed. Since this family is our main interest
of study in this section we formally define it:
Definition 5.2.1 Denote by Σ = Σ(α,C,D,Λ) as the set of hypersurfaces:
1. M ∈ Σ is initially 2H − 〈x, ν〉 α-noncollapsed
2. |A|2 < C on M
3. Diam(M) ≤ D
4. The level set flow starting from M is empty strictly before t = 1.
5. λ(M) < Λ < Λn−2
We see any perturbed self shrinker above will be in Σ for some choice of parameters.
Our goal of this section rephrased then is to show existence of the mean curvature
flow with surgery out of elements of Σ for any choice of α > 0, C > 0, σ < 1, D <∞
and Λ < Λn−2.
We will say a point p is F α-noncollapsed if it admits inner and outer osculating
spheres of radius α
F (p)
. To show the existence of a surgery flow, we will show points
of high curvature are H noncollapsed and appeal to the mean curvature flow with
surgery as already defined above for mean convex, low entropy mean curvature flow5.
Of course some details need to be checked; to start one would want a uniform lower
bound on H for which we know the surface will be H α-noncollapsed, and one would
only want the H noncollapsing constant, which we’ll denote αˆ, to only depend on
the parameters above describing the set Σ. This brings us to our first lemma:
Lemma 5.2.2 Suppose M ∈ Σ, and suppose p ∈ Mt has |A|2(p) > n9D2α2 . Then
H(p) > D and p is H αˆ-noncollapsed for αˆ = α
3
5As a (non rigourous) motivation, morally if a point has high curvature H should be large, so
since t < 1 and if (2− 2t)H −〈x, ν〉 > 0 then H should be positive. The “moral” is true in our case
due to the F noncollapsing.
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Proof: To see this, we note by the (2−2t)H−〈x, ν〉 α-noncollapsing that, denoting
by λi(p) the i-th principal curvature of A at p:
|λi| ≤ (2− 2t)H − 〈x, ν〉
α
(5.2.2)
We then trivially estimate the numerator using the diameter of M is initially bounded
by D and this persists under the flow:
(2− 2t)H − 〈x, ν〉 ≤ (2− 2t)H +D (5.2.3)
Recalling that |A|2(p) is the sum of the squares of the principal curvatures of Mt at p,
if |A|2 > n9D2
α2
then there must be some principal curvature λj(p) so that λ
2
j(p) >
9D2
α2
.
Putting (4.2) and (4.3) together then yields:
2D ≤ |λj|α−D ≤ (2− 2t)H (5.2.4)
Since 0 ≤ t < 1 then H > D. Hence we get mean convexity; to get the statement on
osculating spheres note at such points p:
(2− 2t)H − 〈x, ν〉 ≤ 2H +D ≤ 3H (5.2.5)
From this because there are inner and outer osculating spheres at p ∈ Mt of
radius α
(2−2t)H−〈x,ν〉 , there are inner and outer osculating spheres of radius
α
3H

As a corollary of this we obtain the following:
Lemma 5.2.3 Suppose M ∈ Σ. Then if H > n3/2 3D
α
=: Φ, p is H αˆ-noncollapsed.
Proof: Suppose H > n3/2 3D
α
. Then one of the principal curvatures λj >
√
n3D
α
,
which then implies |A|2 > n9D2
α2
. 
Thus points where H is sufficiently large will be noncollapsed in the typical sense
(i.e. H noncollapsed). It is clear from the local nature of the proofs in [49] that the
canonical neighborhood theorem will still be true at points p with some uniformly
sized parabolic ball P (p, t, σ) about them and will yield an Hcan() with
1
Hcan()
< σ
(for a given choice of  > 0), the intuitive reason being that it is a blowup argument
and the points outside the parabolic neighborhood will be rescaled to spacetime
infinity.
Note that the following is not a “surgery version,” i.e. is only stated up to the
first singular time; we will explain below what changes are necessary after the first
surgery time:
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Proposition 5.2.4 Let T0 be some time before the first singular time and suppose
M ∈ Σ and p ∈ Mt is so that H(p) = 2Φ and t > T0. Then there exists σ > 0 so
that in P (p, t, σ), Φ < H < 3Φ and so all points q ∈ P (p, t, σ) are α-noncollapsed.
Furthermore if (p, t) is such that H > 2Φ and t > 2T0, then H > Φ for all q ∈
P (p, t, σ).
Proof: Before starting we note that the time until the first singular time is uni-
formly bounded below by the evolution equation for |A|2 and the uniform initial
curvature bound C. First suppose that H(p) = 2Φ; from the ` = 1 curvature esti-
mates (this is where having a nonempty parabolic ball coming from the stipulation
t > T0 is used) we immediately obtain a ball (i.e. for the fixed time slice t) in which
within B(p, µ) 3Φ/2 < H < 5Φ/2. Now define s be the infimum of |t − t′| over the
set of times t′ before t in which the spacetime neighbrohood B(p, µ)× [t′, t] contains
a point where H(p) = Φ; we will clearly be done if we can show s > 0. Recalling the
following basic evolution equation:
dH
dt
= ∆H + |A|2H (5.2.6)
By the ` = 2 and ` = 0 local curvature estimates, this is clearly bounded uniformly
(in terms of D and α). Thus by integrating we see s > 0.
Now suppose that H(p) > 2Φ. Then by the continuity of H there is a backwards
spacetime neighborhood U of p in which H(q) = 2Φ on ∂U and H(p) > 2Φ in the
interior of U . Consider U = U ∩ {t > T0} (this could very well be just U); if ∂U
consists of only points q with H(q) = 2Φ we get the result from the above; the other
case is when there are boundary points with H(q) = 2Φ. But since the claim is
for points (p, t) with t > 2T0 , and from the proof above σ
2 < T0, such points are
sufficiently far away in the past that the statement holds. 
Before moving on to describing the construction of the surgery flow we briefly discuss
the aforementioned local curvature estimates for F -noncollapsing flows- these were
used in the above proposition. Lin showed these for starshaped mean curvature flow
(theorem 3.1 in [74]), although he remarks (specifically see remark 2.4 in [74]) that
these estimates are true for a wide class of flows including ours:
Theorem 5.2.5 (Local curvature estimate). There exist ρ = ρ(α, β) > 0 and C` =
C`(α, β) < ∞ so that if Mt is a mean curvature flow with initial condition in Σ
defined in a parabolic ball P (p, t, r) with H(p, t) ≤ r−1, then Mt is smooth in the
parabolic ball P (p, t, ρr) and
sup
P (p,t,ρr)
|∇`A| ≤ C`r−(`+1) (5.2.7)
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Above β is a lower bound on H which for our case follows easily from the diameter
bounds on the initial surface. The proof of this goes exactly as in the proof of theorem
3.1 in [74], where Lin proves it for starshaped mean curvature flow. The only point
of that proof that might require some clarification is how to check his claim 3.8 (a
one-sided minimization result that allows one to upgrade Hausdorff convergnece of
a certain sequence in the proof to smooth convergence on compact sets). To see
how this part works note that by setting s = −(1 − t), then the initial data is the
t = −1 time slice of a flow Mt defined on the time interval [−1,−(1 − σ)) and, in
this parameterization, we have
−2sH − 〈x, ν〉 > 0 (5.2.8)
We rescale the flow as follows:
x˜(·, τ) = 1√−sx(·, s), τ = − log(−s) (5.2.9)
where s ∈ [−1, 0), τ ∈ [0,+∞).
The mean curvature is rescaled by H˜ =
√−sH, and the rescaled flow satisfies
the rescaled mean curvature flow equation (see [57] for detail)
(
∂
∂τ
X˜)⊥ = −H˜ν˜ + 〈x˜, ν˜〉
2
)ν˜
= (−√−sH + 1
2
√−s〈x, ν〉)ν
(5.2.10)
one easily sees the speed is negative:
(−√−sH + 1
2
√−s〈x, ν〉)
=(− 1
2
√−s)(−2s ·H − 〈x, ν〉)
=(− 1
2
√−s)F
<0
(5.2.11)
With this in mind we then define (again slightly different from Lin) the natural
weighted area, where N is a hypersurface:
Areaw(N) =
∫
N
e
−|x|2
4 dµ (5.2.12)
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Now we are ready to describe how the flow with surgery is constructed. From
the curvature bounds (2) in definition 6.2.1, there is a uniform lower bound T for
which the smooth flow exists. Let T0 be so that 2T0 < T We thus obtain a σ as in
propostion 5.2.4.
So take M ∈ Σ. From chapter 5 for our αˆ = α/3, using the small modification of
the canonical neighborhood theorem as described before proposition 5.2.4, we obtain
Hth, Hneck, Htrig for, it were true M ∈ M(αˆ, n,Λ) (which in our case it isn’t, of
course), there would be a flow with surgery starting at M . We will then argue in
fact though that one can define a flow with surgery for these choices of parameters for
an M ∈ Σ if the following conditions hold. The first condition can always be arranged
because we have the freedom to take Hth as large as we like. If the second condition
is not true for any Htrig > 0 then lemma 6.2.2 gives the first singular time is less than
2T0, which contradicts that 2T0 < T . On the other hand by F noncollapsing and
that (2− 2t) > 0 (by (4) in definition 6.2.1) we must have H →∞ as t approaches
the first singular time, so we see the second condition holds if Hth < Hneck is large
enough. The third condition is to ensure that the canonical neighborhood theorem
can be used as described before the proof of proposition 5.2.4 and, again, can be
arranged by potentially taking Hth larger.
1. Hth > 3Φ
2. the first time T1 for which H = Htrig somewhere is greater than 2T0.
3. 1
Hth
< σ
With this in mind start flowing M by the mean curvature flow. Note if at any time
along the flow no point satisfies H = Htrig, we will be able to continue the flow
because we see from equation (6.2.2) that |A| will be bounded in terms of H (note
this is a weaker statement that the ` = 0 curvature estimates).
Let T1 > 0 be the first time that H = Htrig somewhere on MT1 . Then by
proposition 5.2.4 we have in P (p, T1, σ) that the flow of M is H αˆ-noncollapsed for
all q ∈ UHth(p) = {x ∈ MT1 | H(x) > Hth}, using of course assumption (1) on Hth
above. By items (2) and (3) the canonical neighborhood theorem holds in the region
where H > Hth by the time T1 (for the  necessary to do the surgery) so we can
find “seperating points” where H = Hneck as usual; we cut the necks and place caps.
The high curvature regions are of controlled topology and discarded. The mean
curvature of the postsurgery domain is bounded by approximately Hneck, implying
again from the F -noncollapsing a bound on |A|. Hence the flow can be restarted and
ran smoothly a definite amount of time before H = Htrig again.
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There are still a couple things to check to have enough control over the high
curvature region the next time H = Hneck somewhere to do surgery again. First one
needs to check that one can glue in the caps so as to preserve F α-noncollapsing
and low entropy. We recall from the previous section that the cap is α noncollapsed
for some α. Since the cap is placed at a point where H > 2Φ, namely as we see
from lemma 5.2.4 so that it is larger than 2D (α < 1, without loss of generality).
Hence 2H −D > H
2
, so that the cap will also be F α-noncollapsed for α = α
2
. After
potentially lowering, without loss of generality, the F noncollapsing constant so that
it is less than α
2
the surgery will thus be done so that it preserves F noncollapsedness
without degeneration of the constant.
In order to be able to do the surgery at the second time T2 when H = Htrig
occurs we also need to check the validity of proposition 5.2.4 after T1 - we see this
boils down to showing the local curvature estimates when the relevent parabolic balls
P (p, t, σ), where H(p) = 2Φ, possibly contain surgeries from the first surgery time
T1
6. For the H noncollapsed surgery flows, this is essentially the content of theorem
1.6 in [49] by Haslhofer and Kleiner, although their statement is significantly more
general than we need because all surgeries for us occur at the same scale s = 1
Hneck
.
The proof in the H noncollapsed case due to Haslhofer and Kleiner proceeds
schematically the same as the smooth/no surgery version of the estimates, except
there are now three cases dealing with whether or not a certain sequence of flows
with surgery in the argument (it is a compactness-contradiction argument) have any
surgeries and, if so, what types there are. Case (3) in their argument, if there are
“microscopic” surgeries (see page 12 of [49]) is far and away the most complicated
part of the argument. Luckily this doesn’t apply to us, because we see (since we only
have to plan for surgeries happening at the scale s = 1
Hneck
> 0) we only have to deal
with cases (1) and (2). The arguements there are very quick and clearly don’t use
mean convexity; only pseudolocality and the local gradient estimates in the presence
of no surgeries (which we already have) are needed.
Thus we continue the flow with surgery until the surface is exhausted - which
occurs in finite time (in fact, before t = 1). We obtain the following topological
consequence of the flow with surgery.
Corollary 5.2.6 Let Mn be a compact self shrinker with entropy less that Λn−2.
Then M is diffeomorphic to either Sn or a connect sum of Sn−1 × S1.
At this step we compare with the result of Hershkovits and White:
6for example, it is concievable the cap placed after a surgery is quickly “pushed down,” so that
the curvature at the tip is low almost immediately after the surgery.
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Theorem 5.2.7 (Theorem 1.1 in [53]) Suppose that M ⊂ Rn+1 is a codimension-
one, smooth, closed self shrinker with nontrivial kth homology. Then the entropy of
M is greater than or equal to the entropy of a round k-sphere. If equality holds, then
M is a round k-sphere in Rk+1.
From the corollary, we see that all of the possible (apriori) topological types of
compact self shrinkers except those diffeomorphic to Sn have nontrivial first homol-
ogy class. But for n > 3, Λn−2 is strictly less than Λ1, so the only possible topological
type of low entropy self shrinker for n > 3 is Sn. When n = 3 the rigidity condition
says the flow must be round S1 ⊂ R2, which is another contradiction. Hence all such
surfaces are diffeomoprhic to Sn (with the standard differentiable structure).
To gain the isotopy one wishes to argue as in path to sphere theorem in the section
above, by “extending the necks” found by the surgery. In the mean convex case what
one does is consider the future paths, which we’ll refer to below as strings, traced
out by the tips of the surgery caps under the flow with surgery and “thicken” (take a
small tubular neighborhood) the paths to gain an isotopy to a tubular neighborhood
of an embedded tree (i.e. a graph with no cycles) which one may then contract down
to the round sphere.
Things are a little more complicated in our case however because the flow is
not monotone since we don’t have mean convexity. Refering to the notation of
proposition 6.1.5. above, one would hope to be able to intermitently stop the isotopies
of A and B to isotope the strings out of the way. There is a topological obstruction
to this however, which we see comes from the simple connectedness (or lack thereof)
of the complement of the flow7
For us though we know already our original hypersurface is diffeomorphic to
Sn (and hence any pieces leftover after the flow). By the noncollapsing, the low
curvature pieces will be locally flat (in that there is a small tubular neighborhood
of them will also be embedded). Also we may thicken the strings in a locally flat
way. Hence by the generalized Schoenflies theorem due to Mazur [76] and Brown
[19] we can arrange so that the complements of A and B of proposition 6.1.5. will
be simply connected. Hence the inductive process described in the section above can
be adpated to give us that any surface in Σ (for any given choice of parameters) will
in fact isotopic to a thickened tree and hence isotopic to a round sphere.
7For example, although this situation couldn’t happen in our case, if the string was threaded
through a low curvature region left after the surgery that eventually shrunk to a point it couldn’t
be moved out of the way.
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Chapter 6
Using the mean curvature flow
with surgery to study the level set
flow
Roughly speaking, the two crucial qualities of the mean curvature flow with surgery
which seperates it from other weak notions of the flow are that
1. Away from a finite set of times, the mean curvature flow with surgery for a
given set of parameters is smooth.
2. During that finite set of times, the topological change of the flow is well un-
derstood.
Item (2) is the crux of what makes the mean curvature flow with surgery useful to
study topology. The content of this chapter is to show how one may exploit (1) to
prove regularity results for a related weak notion of the mean curvature flow, the
level set flow (described below), which go beyond what the most general regularity
results (i.e. Brakke regularity theorem) would give.
In this chapter we will use the mean curvature flow with surgery for 2-convex
hypersurfaces, although some of the content of this chapter can be extended to the
low entropy setting by suitably adapting the work in chapter 5 (this would be, in a
sense which will become clear, missing the point). The first result of this chapter is
the following:
Theorem 6.0.1 (Short time existence of flow with localized surgery) Sup-
pose M is α noncollapsed and β 2-convex in an open neighborhood UΩ of a bounded
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open set Ω, and that there is δ, C > 0 for which it can be guaranteed |A|2 < C in the
complement of Ωt on the time interval [0, δ] for any piecewise smooth mean curvature
flow starting from M , with the discontinuities only occuring within Ωt. Then there
exists η > 0, η ≤ δ, so that M has a flow with surgery and is αˆ < α non collapsed
and βˆ < β 2-convex within Ωt on [0, η].
The stipulation concerning the singularities at first glance might seem rather restric-
tive perhaps but actually this can be guaranteed by pseudolocality estimates that
control the curvature of a point through a flow just by the curvature at nearby points
- this is explained in more detail after the proof of theorem 6.0.1 in section 3.
It was pointed out by Lauer in [67] and independently Head in [54] that, for
Huisken and Sinestrari’s definition of the mean curvature flow with surgery, as the
surgery parameters are allowed to degenerate the corresponding flows with surgery
Hausdorff converge to the level set flow as defined by Illmanen in [61]. Important for
the next result and as justification of the definition of localized flow with surgery we
extend Lauer’s methods to show:
Theorem 6.0.2 (Convergence to level set flow) Given M if there exists a mean
curvature flow with surgery, as constructed in theorem 6.0.1, on [0, T ], then denoting
the surgery flows (Mt)i starting at M where the surgery parameter (Hth)i → ∞ as
i→∞, we have the (Mt)i as sets in Rn+1× [0, T ] Hausdorff converge subsequentially
to the level set flow Lt of M on [0, T ].
The meaning of the surgery parameter Hth will be described in the next section.
We point out here that to overcome a technical hurdle in using Lauer’s method
we use ideas from the recent paper of Hershkovits and White [53] - name we use
a result of their’s that for us gives a way to “localize” the level set flow. We will
mainly be interested though in such hypersurfaces with surgery satisfying additional
assumptions that essentially control in a precise sense how far M deviates from a
plane P :
Definition 6.0.1 We will say M is (V, h,R, ) controlled above a hypersurface P in
a bounded region Ω ⊂M when
1. M ∩ Ω lies to one side of the hypersurface P
2. there exists 0 < V ≤ ∞ so that the measure of points bounded initially bounded
by P and Ω is less than V .
3. The supremum of the height of M over P is bounded by 0 < h ≤ ∞.
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4. In the R-collar neighborhood CR of ∂Ω, M is graphical over P with C
4 norm
bounded by 3.
The definition above is a bit obtuse but roughly the volume discrepancy V and
h bound how bulky M is over P . By M lying above P we mean that M lies on one
side of P and where M is graphical over P its outward normal points away from P
(equivalently, thinking of M as the boundary of a domain K so that the outward
normal of M is pointing outside K, the halfspace bounded by P disjoint from M
lies in K). The statement about the R-collar neighborhood of ∂Ω is for an eventual
use of the Brakke regularity theorem and ensures the edges of M don’t “curl up”
much, see below for the case P is a plane (we will mainly be interested in the case
the hypersurface is extremely close to a plane).
Figure 6.1: An illustration of a neighborhood in definition 6.0.1.
With this definition in hand, let’s define the sets our regularity and stability
theorems concern. The first one corresponds to the regularity result; note that for
notational compactness later on we also package assumptions on α-noncollapsedness
and β 2-convexity in CR, although this could be easily modified to just concern some
open set containing ∂Ω:
Definition 6.0.2 The set Σ = Σ(α, β}, {c, S}, {V, h,R, }, {P,Ω}) is the set of hy-
persurfaces Mn ⊂ Rn+1 satisfying:
1. locally α-noncollapsed: M ∩ (Ω ∪ CR) is α-controlled in its interior.
2. locally β-two convex: in M ∩ (Ω ∪ CR) (λ1 + λ2) > Hβ.
3. supported boundary curvature: there exists 1 >> c > 0, S ∈ {Q ∈ Sym(M) |
λ1(Q) + λ2(Q) > 0} such that H > c, A > S in CR
4. M is (V, h,R, ) controlled over the plane P in the region Ω.
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Note we only assume control on α and β but not an initial mean curvature bound
γ (referring to the definition of an pα-controlled domain for the surgery in Haslhofer
and Kleiner’s definition, see below). Items 3 and 4 imply a uniform lower bound η0
on η from theorem 6.0.1 for M ∈ Σ. With our notation and sets defined we finally
state our convergence theorem; the proof crucially uses the mean curvature flow with
surgery to easily get a good estimate on the height of the level set flow after a short
time.
Theorem 6.0.3 (Local Brakke regularity type theorem for the LSF) There
are choices of parameters {α, β}, {c, S}, {V, h,R, }, {P,Ω} so that if M ∈ Σ and
1. has polynomial volume growth, and
2. Is either compact or C0 asymptotically flat in the sense of definition 1.3 below,
then there is some η on which a surgery flow of M exists on [0, η] by theorem 6.0.1.
For a given T ∈ [η
2
, η], there are choices of (V, h,R, ) for which LT is a smooth graph
over P .
The choice of constants V, h depend on αˆ, βˆ, found in the existence theorem. αˆ, βˆ,
in turn depend on R, , c, and S and also α and β. Since there are many pa-
rameters and their interdependence is somewhat complicated we describe explic-
itly after the proof of theorem 1.4.3 in section 5 how one could choose parameters
{α, β}, {c, S}, {V, h,R, }, {P,Ω} so that if M ∈ Σ then theorem 1.4.3 is applica-
ble. We will also show without much work using a general construction of Buzano,
Haslhofer, and Hershkovits (theorem 4.1 in [21]) how to construct “nontrivial” (i.e.
nongraphical, singularity forming) hypersurfaces that satisfy the assumptions of The-
orem 1.3 in section 7. Such examples can also be designed to have arbitrarily large
area ratios initially in a ball of fixed radius.
Note that this theorem is an improvement on just Brakke regularity for the level
set flow of Lt of M because we make no apriori assumptions on the densities in a
parabolic ball; indeed the the hypotheses allow singularities for the LSF to develop
in the regions of space-time we are considering, at which points the density will be
relatively large. The point is that under correct assumptions these can be shown to
“clear out” quickly. For a recent improvement on the Brakke regularity theorem in
another, more general, direction, see the recent work of Lahiri [72].
This theorem is also interesting from a PDE viewpoint because the mean cur-
vature flow is essentially a heat equation, and such result says, imagining high area
ratio localized perturbations of a given hypersurface as high frequency modes of the
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initial condition of sorts, that in analogy to heat flow on a torus, the high frequency
modes decay quickly in time. It’s interesting that our arguments though use pseu-
dolocality strongly, which is a consequence of the nonlinearity of the flow and is false
for the linear heat equation. More precisely:
Corollary 6.0.4 (Rapid smoothing) Let M be a smooth hypersurface with |A|2 <
C for some C > 0 of polynomial volume growth. Suppose we perturb M in some open
set U ⊂M to get a hypersurface M so that:
1. M˜ ∈ Σ, in fact that:
2. M satisfies the hypotheses of theorem 1.4.3, and
3. M˜ = M outside set U
Then then by time an appropriate T as in theorem 1.4.3 for appropriate choice of
constants, M˜T is smooth and has bounded curvature.
Of course taking T small enough (depending on the curvature of M˜ away from the
perturbations) one can easily see that M˜T is close at least in Hausdorff distance to
M .
To state the next corollary we define a refinement of the set Σ above, which
concerns the case when M is asymptotically planar with prescribed curvature decay:
Definition 6.0.3 The set Σ1 = Σ1(α, β}, {c, S}, {V, h,R, }, {P,Ω}, {f, P1, C1}) is
the set of hypersurfaces Mn ⊂ Rn+1 satisfying, in addition to the set of conditions
given in the definition of Σ
1. asymptotically planar in that in M ∩Ωc is a graph of a function F over a plane
P1 and furthermore writing F in polar coordinates we have ||F (r, θ)||C2 < f(r),
where f : R+ → R+ satisfies lim
r→∞
f(r) = 0.
2. the hypersurface P is a graph over P1 with C
1 norm bounded by C1.
Via the interior estimates of Ecker and Huisken we have that:
Corollary 6.0.5 (Long term flow to plane) With Mn ∈ Σ1 asymptotically sat-
isfying the assumptions above in theorem 1.3 in some region Ω above the origin then
as t→∞ the level set Lt of M will never fatten and in fact will be smooth on after
time T . It will converge smoothly to the corresponding plane P1 as t→∞.
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6.1 Localizing the mean curvature flow with surgery.
The main technical point then to check in performing a “localized” mean curvature
flow with surgery is ensuring that the regions where we want to perform surgeries
are and remain for some time uniformly 2-convex in suitably large neighborhoods
of where singularities occur. The key technical result to do so (at least for this
approach) is the pseudolocality of the mean curvature flow.
The first and most important place pseudolocality helps us is to keep the degen-
eracy of 2-convexity at bay; below the MCF is normalized so it has no tangential
component:
Proposition 6.1.1 Suppose that Ω ⊂ M is a region in which M is α-noncollapsed
and H >  on Ω. Then there is T > 0, αˆ > 0, and βˆ > 0 so that Ω is αˆ is non
collapsed and βˆ 2-convex on [0, T ] or up to the first singular time Tsing, if Tsing < T .
Before starting we remark that it will be clear from the proof that T depends only
on |∇iA|2, i from 0 to 2 (this is coming from using the pseudolocality theorems)
and a lower bound on H and a lower bound on A (as a symmetric matrix) in a
neighborhood of ∂Ω
Proof: Recall the evolution equation for H under the flow, that dH
dt
= ∆H+ |A|2H.
One sees by the maximum principle if H(x) is a local minimum then dH
dt
(x) ≥ 0. This
tells us that regions where H < 0 can’t spontaneously form within mean convex
regions, and in addition that for any c if inf
x∈Ω
H(x) > c in Ω intially and H(x) > c on
∂Ω on [0, T ] then H > c on all of Ω on [0, T ].
Let us say that x, y ∈ M are α-noncollapsed with respect to each other if
H(x), H(y) > 0 and y 6∈ B(x + ν α
H(x)
, α
H(x)
) and vice versa. We recall from An-
drew’s proof [1] that provided H > 0, x and y in Mt are α-noncollapsed with respect
to each other if the following quantity1 is positive:
Zα(x, y, t) =
H(x, t)
2
||X(y, t)−X(x, t)||2 + α〈X(y, t)−X(x, t), ν(x, t)〉 (6.1.1)
Of course Mt is α-noncollapsed in Ωt if every pair of points in Ωt is α-noncollapsed
with respect to each other. Andrews showed for closed mean convex hypersurfaces
that α-noncollapsing was preserved by the maximum principle. He calculated that
1Different from Andrews, we decorated our notation with α since this value is subject to change
in our argument
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on a smooth compact manifold with respect to special coordinates about extremal
points x and y (see above lemma 4 in [1]) the following holds.
∂Zα
∂t
=
n∑
i,j=1
(
gijx
∂2Z
∂xi∂xj
+ gijy
∂2Z
∂yi∂yj
+ 2gijx g
jl
y 〈∂xk , ∂yl 〉
∂2Z
∂xi∂yj
)
+
(
|hx|2 + 4Hx(Hx − αh
x
nn)
α2
〈w, ∂yn〉2
)
Z
(6.1.2)
We see then that checking at values of x and y which minimize Zα the second
derivative terms are positve, so that if Zα is initially nonnegative it stay so. In the
our case we are interested in the noncollapsedness of a set with boundary, Ωt, but
we see if for a time interval [0, T ] we can show there is an αˆ ≤ α so tht if x and y
are points that minimize Zαˆ they must be within the interior of Ω, then the same
argument will go through to show αˆ noncollapsing is preserved under the flow (note
that if a set is α-noncollapsed and αˆ ≤ α, it is also αˆ noncollapsed).
To do this, note that in the definition for our set Ω we have α-noncollapsing
in a neighborhood UΣ of Ω. By pseudolocality |A|2 at every point p ∈ ∂Ω will be
bounded, for a short time, by some constant just depending on initial bounds of |A|2
in a neighborhood. Since M is initially smooth and Ω is bounded there are apriori
uniform bounds on |∇A|, |∇2A| in a neighborhood of ∂Ω, which remark 3.1 above
implies in combination with the last sentence impies there are uniform bounds on
these quantities a short time later along ∂Ω just depending on the initial data.
Since the evolution equation dH
dt
= ∆H + |A|2H is bounded by combinations of
|A|, |∇A|, and |∇2A| there is thus on some small forward time a uniform bound on
dH
dt
. Thus there is a T > 0 just depending on |A|, |∇A|, |∇2A| and c for which
H(p) > c/2 on [0, T ] for p ∈ ∂Ω. Also as a consequence of pseudolocality we see in
a suitable half collar neighborhood V of ∂Ω interior to Ω (see the figure below) the
curvature is bound on [0, T1] by say C (potentially huge).
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Figure 6.2: α noncollapsedness for sets with boundary
We see then there is an α ≤ α, for which we may ensure that spheres osculating
∂Ωt of radius
α

don’t touch points in Ωt on [0, T1]. Taking αˆ = α/2, we see as
discussed above that Ωt must be αˆ noncollapsed on [0, T1].
β-noncollapsedness is a pointwise inequality and that there is such a βˆ on some
fixed time [0, T2], T2 ≤ T1, follows by pseudolocality as with mean convexity ex-
plained above. 
Note the above theorem had no stipulation on the curvature far in the interior
of Ω. We are now ready to prove the short term existence theorem for the flow with
surgery:
Proof: (of theorem 6.0.1) The proposition above yields a time interval [0, T ] and
constants αˆ, βˆ in which the set Ωt must be αˆ noncollapsed and βˆ 2-convex up to
1. time T , if Mt has a smooth flow on the interval [0, T ], or
2. the first singular time, which we denote T1, if T1 < T .
In the first case, there is nothing to do. In the second case, possibly taking T smaller
so that T ≤ δ as in the theorem statement, we know the first singularity must occur
within Ω and since T was choosen in the proof proposition 3.1 so that, in particular,
no singularities occur along ∂Ωt, we know the singularities must be taking place in
the interior of Ω. By the existence of surgery for our αˆ and βˆ there exists choices
of parameters Hth < Hneck < Htrig so that the surgery can be done when H = Htrig
and the curvature postsurgery will be comparable to Hneck. Furthermore the surgery
parameter Hth can be taken to be as large as one wants - we will take it larger than
what H could possibly obtain in Ωt on [0, T ] (H large implies |A|2 is large). Hence
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a surgery can be done at a time T ∗ before T1 then, and so that ΩT ∗ postsurgery is
also αˆ noncollapsed and βˆ 2-convex.
The curvature within ΩT ∗ after the surgery will be bounded by approximately
Hneck. The region outside of ΩT ∗ will not be affected by the surgery of course, and
since we stipulate we can guarantee no singularities occur outside of Ωt on [0, δ]
for any piecewise smooth flow Mt starting from M , where the discontinuities are
restricted to Ωt, the curvature on Ω
c
t is bounded on [0, ] by some uniform constant
C ′.
Hence, we may restart the flow for some definite amount of time, if the next
singular time, T2, is less than T we repeat the process described above. Refering to
the conclusion of the theorem, T will be taken to be η. 
Of course, pseudolocality can be used to easily show many examples where sin-
gularities won’t occur outside some fixed subset Ω for a fixed time interval of a
piecewise smooth MCF that is continuous outside of Ωt. More precisely, suppose the
curvature in UΩ ∪ Ωc is bounded by a uniform constant, say C1, and let r1 > 0 be
the infimum of the distance between ∂U and ∂Ω. Thne we see every point x ∈ Ωc
has a neighborhood B(x, r1) within which the curvature is bounded by C1. taking
r1 possibly smaller, we may ensure C1 <
1
r1
. Then we can apply theorem 1.3 to see
there is a time δ, if all points y ∈ B(x, r1), x ∈ Ωct move by the MCF, on which the
curvature at every point in Ωc would be bounded by 1
r1
, where  is the dimensional
constant from theorem 3.1 - hence no singularities could occur outside of Ωt on some
short time interval.
6.2 Convergence to level set flow.
In [67, 54] Lauer and Head respectively showed that as the surgery parameters de-
generate, that is as Hth →∞, the flow with surgery Hausdorff converges to the level
set flow. Strictly speaking, his theorem was for compact 2-convex hypersurfaces Mn,
n ≥ 3, using the surgery algorithm of Huisken and Sinestrari [59]. As Haslhofer and
Kleiner observed (see proposition 1.27 in [49]) it is also true for their algorithm; we
will show it is true for our localized surgery.
This also serves as justification for our definition of the mean curvature flow with
surgery; it was important we designed our surgery algorithm to produce a weak
set flow (see below). Another important observation is that, using theorem 10 of
Hershkovits and White in [52], we can “localize” the level set flow so can get away
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with showing convergence to the level set flow near the singularities (in the mean
convex region of Mt), roughly speaking.
First we record a couple definitions; these definitions are originally due to Illma-
nen (see [61]). It is common when discussing the level set flow (so we’ll do it here)
to consider not M but a set K with ∂K = M chosen so that the outward normal of
K agrees with that of M . We will quite often abuse notation by mixing M and its
corresponding K though, the reader should be warned. When M is smooth the flow
of K is just given by redefining the boundary of K by the flow of M .
Definition 6.2.1 (Weak Set Flow). Let W be an open subset of a Riemannian
manifold and consider K ⊂ W . Let {`t}t≥0 be a one -parameter family of closed
sets with initial condition `0 = K such that the space-time track ∪(`t × {t}) ⊂ W
is relatively closed in W . Then {`t}t≥0 is a weak set flow for K if for every smooth
closed surface Σ ⊂ W disjoint from K with smooth MCF defined on [a, b] we have
`a ∩ Σa = ∅ =⇒ `t ∩ Σt = ∅ (6.2.1)
for each t ∈ [a, b]
The level set flow is the maximal such flow:
Definition 6.2.2 (Level set flow). The level set flow of a set K ⊂ W , which we
denote Lt(K), is the maximal weak set flow. That is, a one-parameter family of
closed sets Lt with L0 = K such that if a weak set flow `t satisfies `0 = K then
`t ⊂ Lt for each t ≥ 0. The existence of a maximal weak set flow is verified by taking
the closure of the union of all weak set flows with a given initial data. If `t is the
weak set flow of K ⊂ W , we denote by ˆ` the spacetime track swept out by `t. That is
ˆ`=
⋃
t≥0
`t × {t} ⊂ W × R+ (6.2.2)
Remark 6.2.1 Evans-Spruck and Chen-Giga-Goto defined the level set flow as vis-
cosity solutions to
wt = |∇w|Div
( ∇w
|∇w|
)
(6.2.3)
but one can check (see section 10.3 in [61]) that this is equivalent to the definition
we gave above.
Theorem 1.2, stated more precisely then:
118
Theorem 6.2.1 (convergence to level set flow) Let M ⊂ Rn+1, n ≥ 2 be so M has
mean curvature flows with surgery (Mt)i as defined above on [0, T ] where (Hth)i →∞.
Then
lim
i→∞
ˆ(Mt)i = Lˆt (6.2.4)
in Hasudorff topology.
The argument of Lauer strongly uses the global mean convexity of the surfaces
he has in question; in our case we only have two convexity in a neighborhood about
the origin though. To deal with this we recall the following theorem of Hershkovits
and White we had mentioned before:
Theorem 6.2.2 (Theorem 10 in [52]) Suppose that Y and Z are bounded open sub-
sets of Rn+1. Suppose that t ∈ [0, T ] → Mt is a weak set flow of compact sets in
Y ∪ Z. Suppose that there is a continuous function
w : Y ∪ Z → R
with the following properties:
1. w(x, t) = 0 if and only if x ∈Mt
2. For each c,
t ∈ [0, T ]→ {x ∈ Y : w(x, t) = c}
defines a weak set flow in Y .
3. w is smooth with non-vanishing gradient on Z
Then t ∈ [0, T ]→Mt is the level set flow of M in Rn+1
Before moving on, a remark on applying the theorem to above to all the situations
encountered in this article:
Remark 6.2.2 Its clear from the proof of the theorem above that the theorem will
also hold if the level sets have bounded geometry away from the surgery regions (so
as to obtain the bounds in the paragraph above equation (12) in [52]). In this case Z
need not be bounded. In particular, the result above holds for asymptotically planar
hypersurfaces - a more general class of hypersurfaces for which this is true certainly
seems possible as well.
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Hershkovits and White use this theorem to show that flows with only singular-
ities with mean convex neighborhoods are nonfattening - previously this was only
known for hypersurfaces satisfying some condition globally like mean convexity or
star shapedness. They use the theorem above to “localize” the level set flow by
interpolating between two functions of nonvanishing gradient; the distance function
to the mean curvature flow of M near the smooth regions and the arrival time func-
tion near the singular set (the mean convexity ensures the arrival time function has
nonvanishing gradient). For our case it essentially means we only need to prove con-
vergence of the level set flow in the mean convex region, where the singularities are
stipulated to form.
So let’s prove the local convergence in the mean convex region - we proceed
directly as in [67]. First we note the following (see lemma 2.2 in [67]). Denote by
(MH)t to be the mean curvature flow with surgery of M with surgery parameter
Htrig = H:
Lemma 6.2.3 Given  > 0 there exists H0 > 0 such that if H ≥ H0, T is a surgery
time, and x ∈ Rn+1, then
B(x) ⊂ (MH)−T =⇒ B(x) ⊂ (MH)+T (6.2.5)
This statement follows jsut as in Haslhofer and Kleiner (again, proposition 1.27 in
[49]). To see briefly why it is true, since the necks where the surgeries are done are
very thin, how thin depending on H, for any choice depending on  > 0 we can find
an H so that a ball of radius  can’t sit inside the neck. Hence any such ball must
be far away from where any surgeries are happening.
We see each of the (MH)t are weak set flows since the mean curvature flow is and
at surgery times si, (MH)
+
si
⊂ (MH)−si . Hence limH→∞ is also. We see from how our
surgery is defined in the bounded region Ω containing the surgeries that Mt ∩ Ω is
uniformly two convex on [0, T ], so that for  > 0 sufficiently small there exists t > 0
so that in Ω:
d(M,Mt) =  (6.2.6)
Let Π ⊂ Rn+2 be the level set flow of Mt . Then Π is the level set flow of K shifted
backwards in time by t (ignoring t < 0). Let H0 = H0() be chosen as in the lemma
above.
Claim: Π ⊂ MH in B(0, R) for all H ≥ H0. Let T1 be the first surgery
time of MH . Since ∂KH is a smooth mean curvature flow on [0, T1) and Π is a
weak set flow the distance between the two is nondecreasing on that interval. Thus
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d((Π)T ), (∂MH)
−
T ) ≥  in Ω from our choice of . Applying the lemma we see this
inequality holds across the surgery as well. We may then repeat the argument for
subsequent surgery times.
Since lim
→0
Π = Lˆ in B(0, R) the claim implies Lˆ ⊂ limH→∞MH in Ω since the
limit of relatively closed sets is relatively closed in Hausdorff topology. On the other
hand as we already noted each mean curvature flow with surgery is a weak set flow
for M . Hence the limit is also so that limi→∞(Mi) ⊂ Lˆ in B(0, R).
Away from the mean convex set by assumption we have uniform curvature bounds
(in our definition of mean curavture flow with localized surgery, uniform curvature
bounds are assumed to occur outside the surgery regions) so for the flows with
surgery (Mi)t we can pass to a Hasudorff converging subsequence that converges
smoothly away from the mean convex surgery regions, and the limit by Hershkovits
and White’s theorem must be the level set flow. Hence we get that globally the flows
with surgery converge in Hausdorff sense to the level set flow Lt of M .
6.3 A Variant of the Local Brakke Regularity The-
orem for the LSF.
In this section we prove theorem 1.4.3. For the sake of reducing notational clutter
we will prove for the case P is the plane xn+1 = 0 - we will then easily explain why
the conclusion will also be true for convex P appropriately close to a plane. Also we
denote (like above) M = ∂K and Lt the level set flow of M .
By (4) in definition 7.0.1 we get a uniform lower bound on the time Ta for which
the surface does not intersect P in Σ, without loss of generality in this section η < Ta.
With that being said we show the following height estimate on mean convex flows
with surgery in a ball:
Lemma 6.3.1 Fix  > 0 and suppose M ∈ Σ. By theorem 6.0.1, there is a η > 0 so
that a flow with surgery exists out of M - let Mt be any such flow (i.e. no stipulations
on Htrig). Then for any 0 < T < η, there exists V, h so that MT is in the slab bounded
by the planes xn+1 =  and xn+1 = 0
Remark 6.3.1 Note that no curvature assumptions are made so we may freely use
this lemma as we let the surgery parameters degenerate. Also note since the post
surgery domains (immediately after surgery) are contained in the presurgery domains,
it suffices to consider smooth times for the flow
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Proof: Denote by Φ ⊂ Kt the set of points in Kt above the plane xn+1 = . Note
since Mt is mean convex Vt is decreasing under the flow, and hence Vt < V , where Vt
is defined in the obvious way. Furthermore the α noncollapsing condition crucially
relates V and the mean curvature of points on Mt ∩ Φ since at every point there
is an interior osculating sphere proportional to the curvature; thus if p ∈ Π and
xn+1(p) >  there is a constant µ(, c) > 0 so that
µ
Hn+1(p)
≤ |B( α
H
)| ≤ V or so that
n+1
√
µ
V
< H(p).
Figure 6.3: Using enclosed volume to control height in a noncollapsed flow
At points on Mt where the height function xn+1 takes its maximal value the
normal is pointing down, implying the height h(t) of Mt satisfies:
dh
dt
≤ − n+1
√
µ
V
(6.3.1)
we see if h is small enough then the statement follows. 
Note to get a simple negative lower bound for the speed of h we could have also
argued that there is a lower bound depend on c (from definition 7.0.2) and  as in the
proof of theorem 6.0.1- this proof was included though because it relates derivative
of h with V in an explicit way. The structure of the proof is very roughly captured
by the following:
good area ratio bounds =⇒ good Gaussian area bounds =⇒ good Gaussian
density bounds at later times =⇒ smoothness at later times
Proof: (of theorem 1.4.3) In theorem 6.0.1 the choice of surgery parameters didn’t
affect the duration of surgery (only the geometry of ∂Ω does) so we may always take
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a sequence of surgery flows of [0, η] that Hausdorff converge to the level set flow of
M . Lemma 5.1 above also didn’t depend on the choice of surgery parameters, so
we thus obtain the conclusion of lemma 5.1 for the level set flow as well. With this
in mind the first step is to use the lemma to get some area ratio bounds in small
balls in a slab containing the plane P . To get these we will to use (to make our lives
easier later) a slightly modified multiplicity bound theorem of White. One easily
checks from the proof of the multiplicity bound theorem that it sufficed for the mean
convex set K to initially simply contain the slab S; containing the whole ball was
unnecessary:
Theorem 6.3.2 (modified multplicity bound theorem) Let B = B(x, r) be a ball, and
let S be a slab in B of thickness 2r passing through the center of the ball
S = {y ∈ B | dist(y,H) < r} (6.3.2)
where H is a hyperplane passing through the center of the ball and  > 0. Suppose
S is intially contained in K, and that Mt ∩ B is contained in the slab S. Then
Kt ∩ B \ S consists of k of the two connected components of B \ S, where k is 0, 1,
or 2. Furthermore
area(Mt ∩B) ≤ (2− k + 2n)ωnrn. (6.3.3)
Remark 6.3.2 The reason it was important to not use the regular theorem (i.e. with
balls) is for the sake of generality; note it is helpful for the example in section 7.
With this in hand we are now ready to show by time T that, at least at some scales,
the area ratios are very close to 1. We recall the area ratio function θ(Lt, x, r):
θ(Lt, x, r) =
area(Lt ∩B(x, r))
ωnrn
(6.3.4)
Now let M be as in the statement of theorem 1.3. To use the multiplicity bound
theorem we first cover our plane P with the “partial” slabs Sp = S(p, r0, σ) = {y ∈
B(p, r0) | dist(y, P ) < r0}, where r0 > 0 and p ∈ P . From lemma 5.1 there are
appropriate choices of V, h for any 0 < T1 < η so that, if initially S(p, r0, ) ⊂ K0,
then by time t = T1, LT1 is contained in
⋃
p∈P
Sp.
Again as mentioned before the start of lemma 5.1 without loss of generality M
lies on one side of P for t ∈ [0, η]. The multplicity bound theorem then holds at
t = T with k = 1, so that in each Sx we have area(LT1 ∩B(x, r0)) ≤ (1 + 2nσ)ωnrn0 ,
implying that θ(LT1 , x, r0) < 1 + 2nσ for each x ∈ P and in fact (since none of
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LT1 ∩ΩT1 lays outside the union of slabs) θ(LT1 , x, r0) < 1 + 2nσ for each x ∈
⋃
p∈P
Sp.
Also note that in our case (i.e. nonminimal) the area ratios will not necessarily be
increasing in r, but the control we have just at these scales is nonetheless helpful.
We wish to use next the Brakke regularity theorem whch involves the Gaussian
density ratio. Recall the Gaussian density ratio Θ(Lt, X, r) is given by:
Θ(Lt, X, r) =
∫
y∈Lt−r2
1
(4pir2)n/2
e
−|y−x|2
4r2 dHny (6.3.5)
Where X = (x, t). In analogy to area densities θ for minimal surfaces, the Gaussian
density Θ are nonincreasing in r along a Brakke flow, implying for a given (spatial)
point x that control at larger scales will give control at smaller scales forward in
time.
Now we recall a slightly different iteration of White’s version of the local Brakke
regularity theorem than given below. Since we will be considering times less than η,
the flow (by Hershkovits and White, [53]) will be nonfattening so is a genuine Brakke
flow. Also, as the level set flow “biggest” flow and nonfattening, it will agree with
the Brakke flow described in section 7 of [104] and hence we will be able to apply
the version of the local Brakke regularity theorem below to our case (we point this
out specifically because most of that paper pertains to smooth flows up to the first
singular time).
Theorem 6.3.3 (Brakke, White) There are numbers  = (N) > 0 and C =
C(N) < ∞ with the following property. If M is a Brakke flow of integral vari-
folds in the class S(λ,m,N) (defined in section 7 of [104]) starting from a smooth
hypersurface M in an open subset U of the spacetime Rn+1 ×R and if the Gaussian
density ratios Θ(Lt, X, r) are bounded above by 1 +  for 0 < r < d(X,U), then each
spacetime point X = (x, t) of M is smooth and satisfies:
|A|2 ≤ C
δ(X,U)
(6.3.6)
where δ(X,U) is the infimum of ||X − Y || amount all spacetime points Y ∈ U c
Above the statement concerning the necessary range of r, 0 < r < d(X,U), can be
seen from the proof of theorem 3.1 in [104] and is a slightly stronger statement than
presented in White. We also have the following important technical remark:
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Remark 6.3.3 (technical remark regarding Brakke flows) Concerning the family
S(λ,m,N) of Brakke flows, it is shown in theorem 7.4 in section 7 of [104] that
if M is compact it has a Brakke flow in S(λ,m,N). However one can easily check
that the proof caries through if the graph of the function u, as in the proof, has poly-
nomial volume growth - it is easy to construct such a function if M is asymptotically
flat.
By the polynomial area growth assumption and the exponential decay of the Gaussian
weight in (5.5) we see, if R (in the definition of (V,R, h, )-controlled) is sufficently
large for a given choice of r1, then Θ(LT ∩ΩcT , x, r1) can be made as small as we want.
By continuity of the of the Gaussian weight we see then if for each δ, r1 > 0 we can
pick R > 0 (so Ωt is surrounded in a large neighborhood of nearly planar points),
r1 > r0 > 0 so that if the area ratios θ(LT1 , x, r0) < 1 + δ then Θ(LT1 , x, r1) < 1 + 2δ.
Now, the Brakke regularity theorem needs control over all Gaussian densities in
an open set of spacetime and hence for Gaussian areas r sufficiently small, but as
mentioned above the favorable thing for us is that, in analogy to area densities θ for
minimal surfaces, the Gaussian ratios Θ are nonincreasing in r along a Brakke flow
so the densities at time T1 + r
2 are bounded by 1 + 4nσ for r < r1. We see we had
flexibility in choosing r0 in the proof of the area bounds and hence we have flexibility
in choosing r1, so by varying r1 in some small positive interval, by montonicity we
obtain an interval (a, b) ∈ [η
2
, η] so that Θ(L,X, r) ≤ 1 + 4nσ for all spacetime points
X ∈ U = ⋃
p∈P
Sp × (a, b) and r sufficiently small; say r < r∗ for some r∗ > 0.
Of course, the level set flow from times (a, b), as these are less that η is nonfatten-
ing (from Hershkovits and White [53]) and hence a Brakke flow, thus, taking σ suffi-
ciently small and a− b potentially smaller (so every point X ∈ U has δ(X,U) < r∗)
we may now apply Brakke regularity to get, at some time slice Tsmooth ∈ (a, b), uni-
form curvature bounds on LTsmooth a fixed distance away from ∂Ω. On the other hand
on the boundary we will also have curvature bounds via pseudolocality. Taking σ
smaller if need be, these curvature bounds along with the trappedness of Ω in the
σ-tubuluar neighborhood of P imply that ΩLTsmooth is a graph over P . By adjusting
T1 ∈ [0, η], we may arrange Tsmooth to be any T ∈ [η2 , η]
Now a remark regarding when P is not a plane from the proofs above that if P
was not perfectly a plane, but merely a graph over a plane, the proof of lemma 5.1
still goes through. If the hypersurface is not a plane but so that, in the balls B(pr1)
above was sufficiently close in C2 norm to a plane (this depends on the  necessary
in the Brakke regularity theorem), we will still be able to bound the area ratios at a
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range of small scales as above so that the Brakke regularity theorem can be used at
a later time along the flow as above. 
As promised we now discuss how one could choose parameters {α, β}, {c, S}, {V, h,R, },
{P,Ω} so that if M ∈ Σ (for these parameters) one could apply the smoothing the-
orem:
1. Choose σ (and hence ) so that the application of the Brakke regularity theorem
in the above proof would hold.
2. Having picked , pick R large enough so that the comment about area ratios
controlling Gaussian density holds.
3. Next, pick α, β, P,Ω, V, c, S - these choices in particular aren’t too important,
although one would want Ω large compared to R above to allow for topology
and in section 7 the design of P is important.
4. For a given M ∈ Σ theorem 6.0.1 yields a time η > 0 for which we may define
a mean curvature flow with surgery.
5. Pick h sufficiently small (i.e. just a bit bigger than ), depending on V , so that
lemma 5.1 holds for our choice of .
Now, one would be justifiably worried if they were concerned these sets could contain
only contain trivial (i.e. already graphical) elements - it might be feared that taking
h small enough implies the surface is graphical for instance. However, a construction
due to Buzano, Haslhofer, and Hershkovits lets us show there are nontrivial elements,
as described later.
Before explaining the proofs of the corollaries, we also we remark we see from the
proof that V and h are also related and that, for a given h > 0, V could in principle
be taken sufficiently small to make the conclusion of the theorem hold - to have tall
but thin 2-convex spikes. However, we see there is a lower bound on the enclosed
between the plane xn+1 =  and and xn+1 = 0 (approximately on the order |Ω|), so
lemma 6.3.1 in practice won’t be able to be used to give extremely fast speeds for h.
Lemma 6.3.1 does work well for “short” spikes however.
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6.4 Corrollaries to the regularity theorem
6.4.1 Rapid smoothing
This statement is essentially a “globalization” of Theorem 6.0.3 and follows
quickly from it. As discussed at the end of section 3, there indeed exists δ > 0
on which we can ensure no singularities will occur on [0, δ] for any piecewise smooth
flow starting from M outside of U , so by theorem 6.0.1 there will be a flow with
surgery localized in the open set U from the statement of the corollary, on say [0, η]
where η < δ, if the perturbations are compactly supported and 2-convex. From
theorem 1.4.3 there is a T < η (for appropriate choices of parameters) for which Lt
is smooth in Ωt for appropriate choices of parameters. Since T < η the surface is
smooth everywhere then. As for the curvature bound, the Brakke regularity theorem
gives us curvature bounds at time T at fixed distance into the interior of ΩT . From
definition 1.3 and the construction in theorem 6.0.1 we see the curvature will be
bounded in a neighborhood of ∂Ω. Putting these all together gives the statement.
6.4.2 LSF long time convergence to a plane
Let M ∈ Σ1, then theorem 6.0.1 gives some time interval [0, η] on which the flow with
surgery exists for M . We see by pseudolocality for a short time after the flow that,
since CR∪Ωc is initially a graph over the plane P1 (from definition of Σ1) this region
will remain so for a short time under the flow (there will be a lower bound on this time
as well for a given set of parameters). Without loss of generality then CR∪Ωc remains
graphical over P1 under the flow on time [0, η]. By the asymptotic planar condition
the initial hypersurface M (and corresponding plane P1) is constrained between two
parallel planes P1 and P2. By the avoidance principle, it must remain so under the
mean curvature flow. During surgeries, high curvature pieces are discarded and caps
are placed within the hull of the neck they are associated with, so Mt will remain
between P1 and P2 after surgeries as well. Thus MT is constrained between P1 and
P2 for any choice of parameters and hence LT is too.
If the M ∈ Σ1 for a correct choice of parameters, by time T ∈ [η2 , η] LT ∩ΩT will
be a smooth graph over P , and we see in the proof of theorem 1.3 by taking σ smaller
we may also arrange its Lipschtiz norm over P is as small as we wish. By item (2) in
definition 7.0.3 then for correct choices of parameters LT ∩ ΩT will be a graph over
the plane P1 with bounded Lipschitz norm - hence all of LT will be by the discussion
in the previous paragraph. Then we know the mean curvature flow of LT , which
127
coincides with level set flow on smooth hypersurfaces, stays graphical and its flow
exists (without singularities) for all time by the classical results of Ecker and Huisken
(specifically see theorem 4.6 in [37]). In fact, by proposition 4.4 in [37] one sees that
as t→∞, |A| and all its gradients must tend to zero. Since LT is bounded between
two planes (this, of course, also implies its mean curvature flow is) the flow (LT )t
of LT must converge to a plane. We see that in fact the plane it converges to must
be P since for arbitarily large times, as there will be points arbitrarily close to the
plane P using the asymptotically planar assumption combined with pseudolocality.
6.5 Explicit examples of theorem 6.0.3
To construct explicit nontrivial examples of mean convex regions that satisfy the
hypotheses of theorem 6.0.3 we may use the recent gluing construction of Buzano,
Haslhofer, and Hershkovits - namely Theorem 4.1 in [21]. It suffices to say for
our purposes that it allows one to glue “strings,” tubular neighborhoods of curve
segments, of arbitrarily small diameter to a mean convex hypersurface M in a mean
convex way. Then to construct an example, take an  (from the proof of theorem
1.4.3) thick slab of large radius R with top and bottom parallel to the plane xn+1 = 0,
which we’ll denote by S = S(, R), and run it by the mean curvature flow for a very
short time. The result will be convex and hence mean convex and 2-convex and
remain very close to the original slab sufficiently near the origin, within say the
ball B(0, r). As discussed in the end of the proof of theorem 1.4.3 the surface itself
translated within this ball, translated in the xn+1-coordinate by −, can be used as
the hypersurface P , so h =  exactly with respect P . We see it immediately enter
the associated  thick slab of P under the flow by mean convexity.
We then add strings to the surface near the origin; as mentioned in the proof of
theorem 6.0.1 there is an η > 0 so that the surgery is possible on [0, η] whose value
doesn’t depend well in the interior of Ω. The strings can be taken with sufficiently
small surface volume and height so that the surface must satisify lemma 5.1.
By packing the strings very tightly and taking extremely small tubular neighbor-
hoods, we can make the area ratios of M in a fixed ball B(p, ρ), that is the ratio
of its local surface to that of the plane, as large as we want while still making the
enclosed volume by the strings as small as we want (note that here outer noncol-
lapsing isnt so important as long as nearby exterior points are intrinsically far, so
a “ball of yarn” works). By adding small beads along the strings (that is, applying
the gluing construction to glue tiny spheres along the strings in a 2-convex way) one
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can see using a barrier argument with the Angenent torus there are many examples
of surfaces in these classes that develop singularities as well.
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Chapter 7
The existence and structure of
“exotic” singularity models
In this final chapter we prove some results concerning nonconvex ancient solutions -
as mentioned above most of these are highly pathological but they are also interesting
from a PDE viewpoint because they are the analogues of entire solutions to the heat
equation.
It is useful then to have a wide variety of examples of ancient solutions to the
flow to help understand the phenomena that could be realized by solutions to mean
curvature flow. Ancient solutions can be split up among those which are solitons and
those which are not solitons. By “soliton”, we mean a solution to mean curvature
flow which evolves by a combination of rigid motions and homotheties. There are far
more soliton ancient solutions known than non-soliton ancient solutions, as surveyed
in [81], and the only rigorously shown embedded examples excluding those below are
convex.
The first theorem in this chapter, inspired in part by the interesting work of Choi-
Mantoulidis [27], concerns the existence of ancient solutions flowing out of certain
unstable minimal surfaces in Rn+1 for n ≥ 2. In the following theorem, we will
need a technical assumption, which is satisfied by a large class of minimal surfaces.
We say that a surface M satisfies the uniform tubular neighborhood assumption if
there exists a tubular neighborhood of uniform width such that the boundary of
this tubular neighborhood is smooth and embedded. In other words, M satisfies the
uniform tubular neighborhood assumption if it does not asymptotically approach
itself. Also, the asymptotically flat or periodic assumption in the following theorem
plays a subtle role in the proof of the asymptotics, but note that this assumption
also includes a wide class of minimal surfaces.
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Theorem 7.0.1 For n ≥ 2, let Mn ⊂ Rn+1 be an unstable1 2-sided properly em-
bedded minimal surface which has uniformly bounded curvature, satisfies the uniform
tubular neighborhood assumption (as defined above), and satisfies one of the following
options:
1. it is asymptotically flat, or
2. it is periodic with compact fundamental domain, or
3. it is periodic and asymptotically flat in its fundamental domain.
Then, there exist two distinct ancient solutions M1t and M
2
t to mean curvature
flow such that M1t and M
2
t smoothly and uniformly converge to M from opposite
sides of M as t → −∞. These ancient solutions are embedded and have a sign on
mean curvature yet are nonconvex and are not solitons.
Some nontrivial examples of minimal surfaces satisfying the assumptions of this
theorem are catenoids and the Costa-Hoffman-Meeks surfaces. Note also that exam-
ples with infinitely many ends such as the Riemann examples are covered by item
(3).
The ancient solutions constructed in Theorem 7.0.1 seem to be the first known
instances of nonconvex embedded ancient solutions in Rn+1 which are not solitons; it
seems the only previously constructed nonconvex non-eternal ancient solutions that
are not solitons are the immersed curves in R2 of Angenent and You [4]. In fact,
all previously known mean convex non-eternal non-soliton ancient solutions to mean
curvature flow have been convex. Since the ancient solutions of Theorem 7.0.1 have a
sign on mean curvature, i.e. they are mean convex with the correctly chosen normal
field, we have the following corollary.
Corollary 7.0.2 There exist mean convex, but nonconvex, non-soliton ancient so-
lutions to mean curvature flow in Rn+1, n ≥ 2.
The next theorem concerns the existence of an eternal solution flowing out of the
catenoid in Rn+1 for each n ≥ 2. In the following, let M1 be a catenoid in Rn+1
for n ≥ 2. Center M1 so that it is rotationally symmetric about an axis passing
through the origin. The catenoid splits Rn+1 into two connected components, the
“inside” and the “outside”. Let ν be the unit normal on the neck of the catenoid
such that ν points away from the origin. Then, let the “outside” of the catenoid be
the connected component that ν points into.
1In line with [40], we mean than on some bounded domain D ⊂ M , λ1(D) < 0 for the Jacobi
operator.
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Figure 7.1: A sketch of the regimes of the profile curves of the higher-dimensional
reapernoid, the eternal solution of Theorem 7.0.3. For t  0, the eternal solution
has a profile curve close to that of the catenoid, and for t 0, it has a profile curve
close to that of a grim reaper.
Theorem 7.0.3 (The Reapernoid) For each n ≥ 2, there exists a mean convex2
O(n) × O(1)-invariant eternal solution M1t to mean curvature flow in Rn+1 with
uniformly bounded curvature such that for each t, M1t is a subset of the outside of
the catenoid M1 (as defined above) and M1t converges smoothly and uniformly to M
1
as t→ −∞.
As t → ∞, M1t becomes infinitely far from its axis of rotation. For n ≥ 3, the
profile curve of M1t will converge as t→∞ to a grim reaper of the same width as M1.
For n = 2, the pointed limit of the profile curve of M1t is a line and the curvature of
M1t approaches zero as t→∞.
By a theorem of Richard Hamilton [46], a strictly convex eternal solution which
achieves its spacetime maximum of curvature must be a translating soliton. The eter-
nal solution constructed in Theorem 7.0.3, which will be referred to as the reapernoid
as a reminder of their asymptotics, seems to be the first known instance of a non-
soliton eternal solutions in Rn+1, n ≥ 2, which does not split off a line. Thus, we
find the following corollary.
Corollary 7.0.4 For n ≥ 2, there exists an eternal solution to mean curvature flow
in Rn+1 that is not a soliton and does not split off a line.
Our final result about non-soliton ancient flows a partial uniqueness statement
for the reapernoid eternal solution of Theorem 7.0.3.
2This is with respect to the normal on M1t compatible, as t → −∞, with the normal ν to the
catenoid M1.
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Theorem 7.0.5 Suppose Mt is a connected embedded nonflat eternal solution to
mean curvature flow in Rn+1 which
1. is O(n)×O(1)-invariant,
2. has a sign on mean curvature, and
3. has uniformly bounded curvature for all time.
Then Mt is either the catenoid itself or it has the asymptotics of the eternal
solution of Theorem 7.0.3 up to scale. That is, Mt converges to the catenoid from
the outside as t→ −∞, and as t→∞, the profile curve of Mt converges to a grim
reaper for n ≥ 3 or becomes flat for n = 2.
In other words, this shows that the reapernoid, the eternal solution of Theorem
7.0.3, is asymptotically unique among O(n)×O(1)-invariant eternal flows with uni-
formly bounded curvature and a sign on mean curvature. Note that the translating
bowl soliton is excluded from the above conditions because it is O(n)-invariant but
not O(n) × O(1)-invariant. Also, in Theorem 7.0.5, we do not prove that the grim
reapers found in the limit as t→∞ are necessarily of the same width as the catenoid,
as in Theorem 7.0.3.
Switching gears, the final theorem in our chapter concerns the topological struc-
ture of self shrinking surfaces in R3. As one can see from the above, only a patchwork
of self shrinkers are known and not much in general is understood outside of the con-
vex case.
However, they are minimal surfaces in the Gaussian metric; this metric is weighted
Ricci positive in the sense of Bakry and Emery and hence self shrinkers can be ex-
pected to enjoy many of the same properties as minimal surfaces in true Ricci positive
spaces. It turns out that any two minimal surfaces in Ricci positive spaces must in-
tersect, an observation due to Frenkel [41]. Lawson in [67] used this observation to
show that all minimal surfaces in R3 are unknotted/topologically standard in the
sense explained below.
The Frenkel proerty also happens to hold for self shrinkers, and one can leverge
this to show that the analogue of Lawson’s theorem holds for self shrinkers as well,
as one would expect:
Theorem 7.0.6 Let F : Σg → R3 be an embedded closed self shrinker of genus g.
Then it is isotopic to the standard genus g surface in R3.
As a corollary:
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Corollary 7.0.7 Let F : T 2 → R3 be an embedded self shrinking torus. Then it is
unknotted.
We recall a knot is a closed embedded curve γ : S1 → R3. γ is unknotted if it is
ambiently isotopic to the equator of the round 2-sphere of radius 1 in R3. Similarly,
in this article we will say a hypersurface F : T 2 → R3 is unknotted if it is ambiently
isotopic to a tubular neighborhood of an unknotted curve γ.
The proofs of these two theorems are described in order below. The first two
theorems and accompanying corrollaries are joint work with Alec Payne in [81] and
the second is joint work with Shengwen Wang in [82].
7.1 Ancient and eternal solutions to the mean cur-
vature flow from minimal surfaces
Throughout this section unless otherwise stated, M ⊂ Rn will denote a minimal
surface as assumed in Theorem 7.0.1. First we discuss the general construction
indicated in theorem 7.0.1.
7.1.1 Ancient flows out of a wide class of minimal surfaces
To construct our ancient solutions we will proceed as typical: we first construct “old-
but-not ancient” solutions (Mj)t to the flow existing on [0, j], j →∞, recentering the
time coordinate to get flows existing on [−j, 0], and take a limit of flows to obtain an
ancient solution. To take the limit we need to have good enough estimates, and to
show we get something nontrivial, we need to know that the limit flow is nonempty
and not another “known” ancient solution to the flow, like the original minimal
surface M .
First we will prove the following general lemma which will help to construct the
old-but-not-ancient flows and immediately give Lemma 7.1.3.
Lemma 7.1.1 Let N be a hypersurface in Rn+1 such that Nt exists with uniformly
bounded geometry for t ∈ [0, T0]. For every T < T0 and   1, there exists δ =
δ(N, , T ) 1 such that if N∗ is a hypersurface with ||N∗ −N ||C2 ≤ δ, then
||N∗t −Nt||C2 ≤  (7.1.1)
for all t ∈ [0, T ].
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Proof: Suppose not. Then, for some T < T0 and  1, there is a sequence of N∗n
such that ||N∗n−N ||C2 < 1n yet there exists tn ∈ (0, T ] such that ||(N∗n)tn−Ntn||C2 > .
Note that since N∗n has uniformly bounded geometry independent of n, we have that
the flow of N∗n will a priori exist on some short time interval independent of n.
Then, the sequence N∗n converges to N in C
2 so by continuity of the flow under
perturbations of the initial conditions in C2, we have that (N∗n)t = Nt for t ∈ [0, T ].
Since N has uniformly bounded geometry, we have that each N∗n, for large n,
has uniformly bounded geometry as well. However, since [0, T ] is a compact time
interval, we may find a subsequence of {tn} converging to t∗ ∈ [0, T ] such that (N∗n)tn
subconverges to a limit surface (N∗∞)t∗ such that ||(N∗∞)t∗ − Nt∗ ||C2 > . However,
by the above argument, (N∗n)tn must be converging to Nt∗ . This is a contradiction. 
To define one family of the old-but-not ancient solutions, (Mj)t, we will consider
perturbationsMj = (Mj)0 ofM by small constant variations normal toM , for a given
choice of unit normal ν (here we use the two-sided hypothesis). We can similarly
define another family by switching the orientation of the normal throughout to obtain
the second claimed family.
More precisely, let Mδ be given by Mδ = M + δν. By the uniform tubular
neighborhood assumption and bounded curvature, for all δ small, Mδ will be smooth
and embedded. Note that the uniform tubular neighborhood assumption gives that
there exists one δ such that Mδ is smooth and embedded, but with our assumptions,
this implies that Mδ is smooth and embedded for all small δ. For j →∞, Mj will be
defined to be Mδj for an appropriate choice of δj. Apply Lemma 7.1.1 to the minimal
surface M with some fixed choice of  and the time Tj. This gives some δj such that
Mj = Mδj will exist for time [0, Tj] and Mj will be -close to M in C
2 for this same
time. We will further refine this choice of δj after Lemma 7.1.4.
Note that Mδ is (weakly) mean convex with respect to ν for all δ small enough
such that Mδ is smooth and embedded. Indeed, suppose that it is not. Then, if
there is a point p ∈ Mδ such that H(p) < 0, for some small time 0 < t  1,
||(Mδ)t − M ||C0 < δ. This follows because ν points away from M , so if Mδ has
negative mean curvature at p with respect to ν, the flow will force it to become
closer to M for some short time. However, by the comparison principle between
noncompact hypersurfaces (see Section 2), ||(Mδ)t −M ||C0 ≥ δ for all time t. This
is a contradiction, so Mδ is mean convex. By Corollary 4.4 of Ecker-Huisken [38],
(Mδ)t will remain mean convex for as long as it exists.
In order to take a limit of the approximate solutions (Mj)t, we need curvature
bounds. These will come from Lemma 7.1.2. We must also know that for large
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enough j, corresponding to small enough δ, (Mj)t will exist for long enough. This is
given by Lemma 7.1.3. In order to extract a limit that is distinct from M , we need
to know that there exists some 1  1 such that for all δ small enough, (Mδ)t will
flow to be distance 1 away from M , at some point, after some amount of time. This
will come from Lemma 7.1.4.
Now, we find the following immediate consequence of Proposition 1.4.5:
Lemma 7.1.2 There is 1 > 0 and C,D  0 so that as long as the flow (Mδ)t is a
subset of the interior of the region U between the minimal surface M and the smooth
embedded surface M1 for t ∈ [0, T ], T > 1, then |A|2 < C on (Mδ)t and (Mδ)t is the
graph of a function ft over Mδ with ||ft||C2 < D for t ∈ [0, T ].
The above lemma shows that the flows (Mδ)t will exist with uniformly bounded
curvature as long as the flow is between M and M1 . Now that we have set 1, apply
Lemma 7.1.1 to the minimal surface M , setting N to be M , to find the following:
Lemma 7.1.3 Let 1 be the constant obtained from Lemma 7.1.2. Let Tδ be the first
time (Mδ)Tδ ∩M1 6= ∅. Then as δ → 0, Tδ →∞.
This lemma tells us that (Mδ)t, for δ small enough, will exist for as long as it is
a subset of the region U between M and M1 , with curvature bounds in this region
independent of j (from Lemma 7.1.2). This allows us to extract an ancient limit
flow from (Mj)t. The only thing remaining is to ensure that the limit flow will be
different from M . To do this, it suffices to show that for every sufficiently small δ,
Tδ 6=∞. That is, for all small enough δ, (Mδ)t will eventually flow to intersect M1 ,
for 1 chosen sufficiently small. This is the heart of the proof of Theorem 7.0.1 and
where the assumption of instability is used.
Lemma 7.1.4 Let 1 be as chosen above. Let Tδ be the first time that (Mδ)Tδ∩M1 6=
∅. Then after possibly taking 1 smaller, for all δ  1, Tδ 6=∞.
Proof: Suppose this is not the case for 1. Then, there is some 0 < δ
∗  1 so
that ||(Mδ∗)t −M ||C0 < 1 for all time t. By Lemma 7.1.2, (Mδ∗)t will have uniform
curvature bounds for all time. This means that (Mδ∗)t will exist for time t ∈ [0,∞)
with uniformly bounded curvature and will remain between M and M1 .
As proven above, (Mδ∗)t is mean convex, so (Mδ∗)t is moving monotonically away
from M . If Mδ∗ is minimal, then relabel it to N and proceed to the next paragraph.
Suppose that Mδ∗ is not minimal. By the uniform curvature bounds on (Mδ∗)t, we
may pass to a limit along any subsequence of ti → ∞ to find that (Mδ∗)t smoothly
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converges to some smooth limit surface which we denote by N . In fact, N is a
minimal hypersurface.
Indeed, suppose N is not minimal. Since (Mδ∗)t is mean convex, we know that
N must be mean convex as well. Then, there is p ∈ N such that H(p) > c > 0. We
may find a smooth curve p(t) ∈ (Mδ∗)t such that p(t)→ p and p(t) is the spacetime
track of a point converging to p. For t large enough, H(p(t)) > c
2
. Since the flow
moves monotonically by mean convexity, we have by integration that d(p, p(t)) =∞.
This contradicts the fact that p(t) converges to p. Thus, N is a smooth complete
minimal hypersurface disjoint from M yet is between M and M1 .
We then reset 1 to be 1/2. If the statement is true for 1/2 then we are done;
otherwise, we iterate the argument. Labeling 1,k = 1/2
k, we must have the conclu-
sion either be true for some choice of k, or we obtain a sequence of distinct minimal
surfaces approaching M from one side.
In the latter case, denote by Nk each of the N found above using 1,k. By the
curvature estimates coming from Lemma 7.1.2 they are graphical over M for large
enough k since 1,k → 0. Of course, since 1,k → 0, we have that Nk converges from
one side to M . This then gives rise to a positive solution to the Jacobi operator on
M as in [94]. By Theorem 1.1 in [40] we must then have λ1(D) > 0 on any bounded
domain of M , contradicting the instability of M . 
Hence for 1 small enough, we know for every integer j > 0 there will be δ so
that Tδ = j. Let δj be such that Tδj = j and define Mj to be Mδj . We have that
the flow (Mδj)t will exist for [0, j] with curvature—and hence by Shi’s estimates,
the derivatives of curvature—bounded uniformly, independent of j. Recentering the
time parameter by −j for each of the (Mj)t, we have that (Mj)t is defined for [−j, 0].
By definition of Tδj , (Mj)0 will intersect M1 . Let pj ∈ (Mj)0 ∩M1 6= ∅. Recenter
each (Mj)0 so that pj is taken to the origin. Then, take a subsequential limit in the
smooth topology to find an ancient solution Mt.
There is a catch though: it is conceivable that Mt does not flow out of M if the
pj diverge to spatial infinity. For example, although this will soon be ruled out, if
M were a catenoid and the pj diverged, the limit of recenterings of M would be a
plane.
If M is periodic with compact fundamental domain, the recenterings do not
matter so we suppose that M is asymptotically flat (the precise rate does not matter).
In this case we will show that all the pj are contained in a compact set. Indeed,
suppose not. Then the limit of the surface M under recenterings will be flat and we
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will obtain in the limit an ancient solution flowing out of a plane P distance 1 from
the origin but which, at t = 0, intersects the origin.
Going far enough back in time, there will be a time T for which MT is at most
distance 1/2 from P . Considering an appropriate translate of P by distance 31/4
though, we see by the comparison principle then that the flow will never be distance
more than 31/4 from P , giving a contradiction.
We get that the pj all lie in a bounded domain, so after recentering them all
to the origin, the corresponding recenterings of M result in M moved by a finite
translation. The ancient solution Mt is not M , since it must be bounded away from
M at the origin at time 0 by distance 1. It is also certainly not a minimal surface
because it flows out of M but is distance 1 from M at t = 0, so is not stationary.
We note that if we took the unit normals with the opposite orientation from ν,
we would obtain a distinct ancient solution. These are distinct because they are
approaching M from opposite sides (since M is 2-sided). With respect to ν, this
other ancient solution has negative mean curvature.
Finally, we can see that these ancient solutions are not solitons. If the ancient
solution approaches the minimal surface M from one side as t → −∞, this means
that M may not be translating as it must be slowing down to approach M . These
ancient solutions may not be just rotating, as that would imply they would not be on
just one side of M . Neither are these ancient solutions homothetically shrinking, as
this would imply that they do not approach any surface as t→ −∞. Finally, we have
that combinations of these rigid motions are also impossible. Homothetic shrinking
in combination with any other rigid motion is ruled out for the same reason. And
these solutions cannot be translating and rotating at the same time, as both motions
occur at some constant rates, which would imply that Mt cannot be converging to
any surface as t→ −∞. This completes the proof of Theorem 7.0.1.
7.1.2 An eternal solution out of the catenoid
In this subsection, we will construct the eternal solution described in Theorem 7.0.3,
which exists in Rn+1 for all n ≥ 2. This eternal solution will be constructed using a
catenoid, similar to what was done above
To set notation, we let M1 be a catenoid in Rn+1, n ≥ 2, normalized to have
radius 1. The catenoid M1 has width Wn (which is infinite for n = 2) and is given
by a graph y = w(x) which is reflection symmetric about x = 0, as described in
the preliminaries. Moreover, we split up Rn+1 into two components: the inside and
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the outside of the catenoid M1. The outside of the catenoid is the component of
Rn+1 that the outward unit normal ν points into. The outward unit normal ν is the
normal to M1 that points away from the axis of rotation.
By Theorem 7.0.1 there exists an ancient solution M1t to mean curvature flow,
such that M1t uniformly converges to M
1 as t→ −∞ and is a subset of the outside
of M1 for all time. This ancient solution is embedded and is not a soliton. Since
M1t smoothly converges to M
1 as t → −∞, we may equip M1t with a unit normal
that is compatible with the outward unit normal ν to M1. This is the outward unit
normal to M1t , and by Theorem 7.0.1, M
1
t is mean convex with respect to its outward
unit normal. Recall that the approximate solutions used to construct M1t are of the
form M1δ = M
1 + δν for δ  1. Since M1 is O(n)×O(1)-invariant and all M1δ have
this symmetry as well, we get that M1t is O(n)×O(1)-invariant with respect to the
same axes of symmetry of M1. Similarly, M1t may be represented as the rotation of
a graph ut, since M
1
δ can be, where ut is symmetric about x = 0. We know that M
1
t
will remain a subset of the outside of M1 for all time since M1δ all lie outside M
1
and the mean convexity of M1t will force the flow to nest and thus avoid M
1 for as
long as it exists. This means that ut > w for as long as ut exists. And by (1.1.4)
combined with mean convexity, we have that ut is convex for all time.
The last useful property of M1t is that it will remain asymptotic to M
1 for as
long as it exists. The approximate solutions M1 + δν are asymptotically flat and so
by pseudolocality (see Chen-Yin [29]), they must remain arbitrarily close to M1 + δν
outside a large enough ball. This means that for as long as the flow (M1δ )t exists,
it will remain asymptotic to M1 + δν. This means that M1t , as the limit of these
approximate solutions, will remain asymptotic to M1 for as long as it exists.
With this in hand, we will show that the ancient solution M1t is in fact eternal.
We will find its asymptotics later.
Proposition 7.1.5 For n ≥ 2, let M1t ⊂ Rn+1 be the ancient solution to mean
curvature flow as described above. Then M1t exists for all time, t ∈ [0,∞), and it is
spatially asymptotic to M1 for all time slices.
Proof: In order to prove that M1t exists for all time t ∈ [0,∞), we will show that
for each t, there is a bound on |A|2 for M1t .
Let ut be the profile curve of M
1
t , and let w be the profile curve of M
1, considered
as graphs over the same axis with the same axes of symmetry. Since M1t is mean
convex and initially satisfies ut > w, we have that ut > w for as long as it exists.
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As mentioned in chapter 1 note that (1.1.3) without the last term is merely the
curve shortening flow of the graph y = u(x). Since the second term is negative, a
solution to (1.1.3) is a subsolution to graphical curve-shortening flow. This means
that a solution to (1.1.3) starting at y = u(x) will avoid the curve shortening flow
of an appropriately chosen graph y = v(x) such that v(x) > u(x) + c for some c > 0
independent of x. Indeed, since ut is a convex curve which converges uniformly to
w as t → −∞, we may place a grim reaper G of some half-width ` < Wn strictly
above u0 such that G avoids u0. The grim reaper G will be a graph over (−`, `) and
its curve shortening flow will be given by G + ct, where c > 0 is a constant. We
have that M1t will remain asymptotic to M
1 for as long as it exists and G + ct will
remain asymptotic to x ± `. So, if ut ever intersects G + ct, there will be a point
x0 ∈ (−`, `) such that the difference in height between ut and G + ct will reach a
strict local minimum at x0. Applying the avoidance principle using that G + ct is a
subsolution of (1.1.3), we have that ut will avoid G + ct for as long as it exists.
Suppose that G is a distance C from u0 at x = 0. Then, we have that for
x ∈ [− `
2
, `
2
], |∂xut| ≤ C(t) for some constant C(t) depending only on t, C, and `.
Indeed, since ∂2xut ≥ 0, ∂xut cannot be too large at x = `2 since that would imply ut
would intersect G + ct, which is a contradiction. Here, the dependence on C and ` is
irrelevant and such choices can be fixed from the outset.
We may use the time-dependent bound on |∂xut| over [− `2 , `2 ] in combination with
Theorem 1.1.2 to bound |A|2 for M1t around the tip, which we identify with ut(0).
Identify the x-y plane that ut is in with the plane (x, y, 0, . . . , 0) ∈ Rn+1. Consider
the hyperplane H perpendicular to the normal ν(0) = (0, 1, 0, . . . , 0) such that H
contains y = 0. The normal ν(0) is the outward normal to M1t at the point identified
with the tip ut(0) in the x-y plane. Consider a ball B(0,min(
`
2
, 1
2
)) of radius min( `
2
, 1
2
)
in H centered around 0. Since M1 is normalized to radius 1, this means ut > 1 for
all time and so M1t will remain graphical over B(0,min(
`
2
, 1
2
)) for all time. Here we
use the fact that ut > w for all time that it exists, so the flow M
1
t will not collapse
onto the axis of rotation.
Now, consider the quantity v = 〈νM1t , ν(0)〉−1, where ν(0) is the unit normal
(independent of time) to M1t corresponding to the normal to ut(0). By the bound
|∂xut| < C(t) over [− `2 , `2 ], there is a bound on v depending on t in B(0,min( `2 , 12)).
Using the bound on v, we may apply Theorem 1.1.2 with R = min( `
2
, 1
2
), the hyper-
plane H, and some θ < 1. This gives a bound |A|2 < C(t) for the part of M1t that is
graphical over B(0, θmin( l
2
, 1
2
)).
With this in hand, we move on to finding a bound on |A|2 for the rest of M1t . By
the fact that there is a bound on |A|2 around the tip of ut, we have that there is a
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Figure 7.2: An approximate profile of ut along with the tilted support plane Hθ.
Note that in reality, Hθ is not rotationally symmetric about the x-axis.
bound depending on t for the speed of the tip. That is,
∣∣∂tut(0)∣∣ ≤ C(t).
By symmetry of ut about x = 0, we can just consider one side, so let us consider
ut over x > 0. Consider the unit vector νθ = (− sin(θ), cos(θ)) in the x-y plane which
we identify with (− sin(θ), cos(θ), 0, . . . , 0) ∈ Rn+1. Consider θ > 0 small but fixed.
Let Hθ be the hyperplane that is orthogonal to νθ. Let L ⊂ Hθ be the projection of
ut|{x≥min( `
4
, 1
4
)} onto Hθ, where the last n−1 coordinates of L are zero. Then, we may
find a fixed small enough R > 0 such that for each x ∈ L, M1t will be a graph3 over
the ball B(x,R) ⊂ Hθ for a time depending on t. This is possible because ut > 1
and the tip ut(0) moves at a speed only depending on t, as shown above.
Moreover, the quantity 〈νM1t , νθ〉−1, which is just v with respect to νθ, is uniformly
bounded over such B(x,R). This is because Hθ is at an angle −θ with respect to the
unit normal ν(0) at the tip ut(0), so ∂xut will grow at a linear rate with respect to
Hθ as ut approaches its asymptote. Thus, applying Theorem 1.1.2 to B(x, L) ⊂ Hθ
using R, the bound on v, and an appropriate choice of θ (given the choice of θ for
the previous application of Theorem 1.1.2), we get a bound on |A|2 for ut over L.
Putting all of this together, there is a bound |A|2 < C(t) for M1t . Since |A|2 is
bounded for any t > 0, this gives that M1t will exist for t ∈ [0,∞) by applying the
3Technically, M1t will be a double-sheeted graph over B(x,R) by considering the part of ut|x<0
lying over B(x,R), but this does not affect the application of Theorem 1.1.2, which will only be
applied to the part of M1t corresponding to ut|x>0.
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short time existence theorem at any finite time to extend the flow. So, M1t is an
eternal solution as claimed. 
To understand the asymptotics of the flow, we will need to relate the motion of
the profile curve to the curve shortening flow, which will require the following lemma.
Lemma 7.1.6 Let M1t be the eternal solution of Proposition 7.1.5. As t→∞, M1t
becomes infinitely far from its axis of rotation.
Proof: Equivalently, we will prove that ut will become infinitely far from the y = 0
axis. Suppose that this is not the case. Since ut(0) is the unique minimum of the
flow, we have that limt→∞ ut(0) = C <∞. This implies that limt→∞ ∂tut(0) = 0.
If |A|2 is uniformly bounded for M1t as t → ∞, then M1t converges to a smooth
minimal surface N as t→∞. However, N must be given by the rotation of a graph
symmetric about x = 0. So, N is a catenoid symmetric about x = 0, but this must
intersect M1, which is a contradiction.
Now, suppose that |A|2 is not uniformly bounded as t→∞. Let Hθ be the tilted
plane as above. Let L be the projection of {x > 0} ∩ {y ≥ C} onto Hθ. Here, we
are technically taking the part of L with the last n − 1 coordinates zero. Since the
tip of ut is stationary as t → ∞, i.e. ut(0) → C, we have that M1t is a graph over
small balls centered on L ⊂ Hθ with controlled derivative for all time t. We may
now apply Theorem 1.1.2 to M1t over L. We find that for any distance d > 0, the set
of points on M1t which is distance greater than d from the tip ut(0) has uniformly
bounded |A|2, depending on d, for all t ∈ [0,∞).
Since we are supposing |A|2 → ∞ as t → ∞, this leaves the possibility that the
curvature is blowing up as t → ∞ near the tip ut(0). In other words, we may find
times ti and points qi ∈M1ti such that |A|2(qi)→∞, where qi are all within a uniform
distance in Rn+1 from the tip point (0, ut(0), 0, . . . , 0). By reflection symmetry across
x = 0, these points come in pairs qi, qi. Note that such points qi are uniformly
bounded away, by mean convexity of the flow, from the axis of rotation and hence
we must have H(qi)→∞. In particular, H(qi) > 2 for i sufficiently large.
Because limt→∞ ut(0) = C <∞ this implies that H(ut(0))→ 0. Thus, M1t must
achieve an interior minimum of H at some point yt on the graph of ut between qi and
qi for all i large enough. It is easy to see something even stronger in fact: one can
actually find a(t), a(t), in lieu of the discrete qi, such that lim inft→∞ |A|2(a(t)) > 2.
Then, since H(ut(0))→ 0, there is yt on the graph of ut between a(t) and a(t) such
that for all sufficiently large times t, M1t achieves an interior minimum of H at yt. To
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see the existence of such a(t) for sufficiently large times, if a(t), a(t) did not exist, we
would find a sequence of times where M1t has uniformly bounded curvature, which
would converge to a minimal catenoid, as before. This is a contradiction as such a
catenoid must intersect M1 yet must also be distinct from M1.
Using that the tip ut(0) lies between a(t) and a(t) on the graph of ut, we see it
has H lower bounded by H(yt). The yt, by mean convexity and the strict maximum
principle, must have H(yt) > 0 and H(yt) must be increasing for all time, as long
as H(yt) < 2. This implies that H(ut(0)) must be bounded away from zero for all
time, contradicting the fact that H(ut(0)) → 0. Thus, M1t must become infinitely
far from its axis of rotation. 
Since the profile curve moves infinitely far from the origin, it behaves like the curve
shortening flow. To understand the asymptotics, we will need to take a pointed limit
of the profile curve ut as t→∞, but this requires uniform curvature bounds, which
we find in the following lemma.
Lemma 7.1.7 Let M1t be the eternal solution of Proposition 7.1.5. Then, there
exists C <∞ such that |A|2 < C for t ∈ (−∞,∞).
Proof: Suppose not. Then, we may find a sequence of times tm → ∞ such that
M1tm achieves the supremum
λm := sup
t≤tm
sup
M1t
|A| (7.1.2)
and λm →∞.
We first pick xm ≥ 0 such that ut(xm) realizes the supremum λm. It is possible to
pick all xm positive by the symmetry of ut about x = 0. Then, define
umt (x) := λm
(
ut/λ2m+tm(x/λm + xm)− utm(xm)
)
(7.1.3)
By (1.1.3), we have that umt satisfies the following equation:
∂umt
∂t
=
(umt )xx
1 + (umt )
2
x
− n− 1
λmut/λ2m+tm(x/λm + xm)
(7.1.4)
For M1t , |A| > k, where k is the curvature of the profile curve ut. Because ut
becomes infinitely far from the axis of rotation and |A| → ∞, k 1 |A| at xm as
tm →∞. Then, by definition of λm, we have that kmt ≤ 1 for t ≤ 0 and km0 (xm) 1 1
as m→∞. Moreover, the second term in (7.1.4) must approach zero uniformly fast
on any compact subset of negative times as m → ∞ by the fact that ut becomes
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infinitely far from the axis of rotation. This means that we may pass to a limit to find
the nonempty embedded flow u∞t , defined on (−∞, 0], which satisfies the equation:
∂u∞t
∂t
=
(u∞t )xx
1 + (u∞t )2x
(7.1.5)
The equation (7.1.5) is the graphical version of curve shortening flow. Since each umt
is a convex curve, u∞t is also convex. In short, we have found an embedded convex
ancient solution to curve shortening flow which is graphical. In fact, u∞t is nonflat
since there exists a point x0 on u
∞
t where k
∞
0 (x0) = 1, which follows from the fact
that km0 (xm) 1 1 as m→∞.
For n = 2, ut is defined over all of x ∈ (−∞,∞), but for n ≥ 3, ut will be defined
over x ∈ (−c, c). So, for n = 2, u∞t is defined for x ∈ (−∞,∞). And for n ≥ 3, since
umt is defined for x ∈ (−λm(c+ xm), λm(c− xm)) and since xm ≥ 0, we have that u∞t
is defined for x ∈ (−∞, C) for some 0 ≤ C ≤ ∞, using that λm →∞. By the recent
full classification of embedded convex ancient solutions to curve shortening flow due
to Bourni-Langford-Tinaglia [15], there does not exist an embedded convex nonflat
ancient solution to curve shortening flow which is graphical over either a half-infinite
interval or all of R. This is a contradiction since we found earlier that u∞t is nonflat.
Thus, there exists some C such that |A|2 < C for M1t for all t. 
Since M1t has uniformly bounded curvature as t → ∞, we can now extract a
pointed limit of ut as t→∞. Indeed, for a sequence of times tm →∞, define
vmt (x) := ut+tm(x)− utm(0) (7.1.6)
Using that ut becomes infinitely far from the axis of rotation as t → ∞, we may
extract an embedded convex ancient solution v∞t which is graphical, just as in (7.1.4)
and (7.1.5). For n = 2, v∞t is defined for x ∈ (−∞,∞) and for n ≥ 3, v∞t is defined
for x ∈ (−c, c). Again, by the classification of Bourni-Langford-Tinaglia [15], we
have that for n = 2, v∞t is a line and for n ≥ 3, v∞t is a grim reaper with width c.
Since the choice of limit sequence tm was arbitrary, we know that these must be the
unique limits. Thus, for n ≥ 3, ut smoothly converges as t → ∞ to a grim reaper
with the same width as that of the catenoid M1 (which follows from the fact that M1t
must be asymptotic to M1 for all time). And for n = 2, ut converges on all compact
subsets to a line, in the sense that the curvature kt approaches zero uniformly as
t→∞.
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7.1.3 Partial uniqueness of the reapernoid
Now we prove the partial uniqueness result, Theorem 7.0.5. Our first step is to
understand the topology of such Mt, which is simple:
Lemma 7.1.8 Mt is an embedded cylinder S
n−1 × R.
Proof: Since Mt is O(n) × O(1)-invariant, it can be denoted by a profile curve γt
in the x-y plane, where x is the axis of rotation γt is reflection symmetric about y.
We first see it suffices to show γt stays on one side of the axis of rotation. Indeed,
since Mt is connected, γt is connected and so must be diffeomorphic to either R or
S1. It cannot be S1 because Mt is eternal and hence noncompact. So γt must be
diffeomorphic to R. Thus, if γt remains on one side of the axis of rotation, Mt is
diffeomorphic to an embedded Sn−1 × R.
To see that γt stays on one side of the axis of rotation, the x-axis, we use the re-
flection symmetry. Suppose γt crosses the x-axis at x = x0. Then since Mt is smooth
and embedded, γt must cross the x-axis orthogonally at x = x0. By embeddedness
and reflection symmetry across {x = 0}, x0 6= 0 as Mt may not just be the vertical
line {x = 0}. So, γt must be a subset of either {x ≤ x0} or {x ≥ x0}. This implies
that by reflection symmetry and connectedness of Mt, we have that γt ⊂ {x ≤ |x0|}.
Since γt crosses the x-axis at x = x0, it does so at x = −x0 as well, which implies
that Mt is compact. This is a contradiction as Mt must be noncompact since it is
an eternal solution. Thus, γt stays on one side of of the axis of rotation. 
Since the eternal solution Mt is rotationally symmetric and is an embedded cylin-
der, Mt can be represented as the rotation of a smooth profile curve γt which lies
above the axis of rotation. In the notation established in the lemma, the points
above the axis of rotation are the points with y > 0, and we may assume without
loss of generality that γt ⊂ {y > 0}. Mt is also O(1)-invariant, so let the y-axis
be the axis of reflection for Mt. Since Mt has uniformly bounded curvature for all
time, γt must remain a uniform distance from the axis of rotation for all time. So,
γt ⊂ {y ≥ c > 0}. In particular, this means that Mt is nonentire, i.e. the flow of Mt
does not sweep out all of spacetime.
The flow Mt is an embedded cylinder so it divides Rn+1 into two connected
components: the inside and the outside. The outside is defined to be the component
that does not contain the axis of rotation. Let the outward-pointing normal to Mt
be the normal that points into the outside component. Mt is assumed to have a sign
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on mean curvature, so it must be mean convex with respect to either the inward-
pointing or the outward-pointing normal. We will deal with these cases separately,
which completes the proof of the theorem.
Lemma 7.1.9 Suppose Mt is mean convex with respect to the outward-pointing nor-
mal. Then, Mt satisfies the conclusions of Theorem 7.0.5.
Proof: Since Mt has a sign on mean curvature and has uniformly bounded cur-
vature as t → −∞, it must be smoothly converging to a (a priori empty) union of
complete smooth embedded minimal surfaces N as t→ −∞. This follows from the
same reasoning as at the beginning of Lemma 7.1.4.
We first see that N is nonempty. Since Mt is mean convex with respect to
the outward normal, it bounds a flow of domains Kt, where Kt are the outside
components of Mt, and these nest, meaning that Kt ⊂ Ks for t > s. This means
that the closest point in Kt to the axis of rotation will monotonically approach the
axis of rotation as t→ −∞. This implies that the limit N must be nonempty, since
the Kt nest and monotonically approach the axis as t→ −∞.
The minimal surfaces comprising N must all be disjoint because if they were not,
this would contradict the smoothness or the embeddedness of Mt. We also know
that each connected component of N must be an O(n) × O(1)-invariant minimal
surface since Mt is. In fact, all of the minimal surfaces comprising N must be
O(n)×O(1)-invariant about the same axis of rotation and axis of reflection. Thus, N
must be given by a union of smooth disjoint profile curves, representing hyperplanes
and catenoids, which are rotationally symmetric about the x-axis and reflection
symmetric about the y-axis.
Since γt ⊂ {y ≥ c}, we must have that N ⊂ {y ≥ c}, where N in this case
denotes the profile curves comprising N . We can see that the profile curves of the
hyperplanes in N must be given by vertical lines {x = a}. However, since each
connected component of N must be a complete surface, we cannot have a complete
hyperplane given by {x = a} which is also a subset of {y ≥ c}. This means that
N consists only of catenoids. Now, none of the catenoids in N may intersect each
other because each smooth complete minimal surface in N must be disjoint. Since
all catenoids which are rotationally symmetric about the same axis and reflection
symmetric about the same axis must transversally intersect each other, we have that
if N is nonempty, N must consist of a single catenoid. Thus, Mt smoothly converges
to a catenoid N as t→ −∞.
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Since Mt bounds the nesting domains Kt, Mt must converge to the catenoid N
from one side. Since Mt is mean convex with respect to the outward normal, it must
converge to the catenoid N from the outside. That is, Mt must be a subset of the
outside component of the catenoid (as defined above).
Suppose that Mt does not become infinitely far from the axis of rotation. Then,
again using the uniform bound on curvature and mean convexity, Mt must converge
to a nonempty complete smooth minimal surface N∗ as t→∞. The surface N∗ must
also be rotationally symmetric and reflection symmetric about the same axes as N .
This implies that N∗ is a catenoid or a plane which must transversally intersect N .
This is a contradiction because Mt must be a subset of the outside component of N
for all time. Thus, Mt becomes infinitely far from the axis of rotation.
Using the uniform curvature bound assumption, we may find an ancient curve
shortening flow in the limit as t → ∞, as in the last part of the proof of Theorem
7.0.3. This works even without assuming graphicalness, as it is akin to rescaling
(1.1.4) with r →∞. Since Mt is mean convex, the limiting ancient curve shortening
flow must be convex since all but one of the principal curvatures on Mt tend to
zero as we move away from the axis of rotation by (1.1.4). Thus, we find a convex
noncompact ancient solution to curve shortening flow in the limit which is disjoint
from {y < 0} by normalizing the tip to the origin of the x-y plane. Using the classi-
fication of Bourni-Langford-Tinaglia [13], we find that Mt must converge as t → ∞
to a grim reaper for n ≥ 3 (since it is trapped in a slab and bounded away from the
lower half-plane) and must become flat for n = 2 (since the flow cannot be contained
in any slab). Here, we note that the grim reaper may potentially have a smaller
width than that of the catenoid, unlike in Theorem 7.0.3, but the uniform curvature
bound prevents the grim reaper from having arbitrarily smaller width than that of
the catenoid. 
Lemma 7.1.10 There is no such Mt which is mean convex with respect to the
inward-pointing unit normal.
Proof: Using that Mt has uniformly bounded curvature and is mean convex with
respect to the inward-pointing unit normal, we find that Mt converges to a nonempty
complete smooth minimal surface N as t→∞. This follows just as in Lemma 7.1.9,
except the change in orientation of the normal means we must take t→∞. Similarly,
N must be a catenoid and Mt must be approaching N from one side. In fact, Mt
must be a subset of the outside of N . Moreover, Mt must be becoming infinitely far
from the axis of rotation as t → −∞. Now consider a catenoid N∗ of larger radius
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than N which is rotationally symmetric and reflection symmetric about the same
axes as N . The catenoid N∗ intersects N , but for t negative enough, N∗ must be
disjoint from Mt as Mt becomes infinitely far from the axis of rotation as t→ −∞.
This means that Mt may not flow into N , which is a contradiction. Thus, Mt does
not exist. 
7.2 An unknotedness theorem for self shrinking
surfaces
Throughout M will be a compact self shrinker of genus g. Denote by Nint and
Next the interior and exterior components of M in R3, and N˜int and N˜ext by their
corresponding sets in S3 by adding {∞} to R3 and thinking of S3 as the one point
compactification of R3 via stereographic projection (since M is compact, as sets note
N˜int = Nint).
We will also need that the self-shrinker M is a minimal surface in the Gaussian
metric (R3, 1
(4pi)
e
−|x|2
4 δij), so as M is the boundary of both Nint and Next they both
are manifolds with mean convex boundary.
In [67], Lawson proved the analogue of theorem 1 for minimal surfaces in S3 by
showing that minimal surfaces are Heegaard splitings of S3; which is to say their
interior and exterior components are Handlebodies. He then appealed to a deep
theorem of Waldhausen [102] that says any two genus g Heegard spliting of the 3
sphere are ambiently isotopic. For the main geometric step in his argument Lawson
uses some facts about the round metric which the Gaussian metric doesn’t satisfy
(we discuss this more in the concluding remarks). Instead we apply the Frohman
and Meeks argument from the previos section; some modifications similar to what’s
found in Brendle’s paper [17] are necessary though since the metric decays to the
zero form at infinity.
Lemma 7.2.1 Let M be a connected compact self shrinker in R3 or equivalently a
connected minimal surface in (R3, G) where G is the Gaussian metric. Then the map
pi1(∂Next)
i∗−→ pi1(Next) (7.2.1)
induced by inclusion is surjective. The same is true for Nint.
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In the following we state precisely the minimization lemma of Frohman and Meeks
we mentioned above due to some extra necessary technical jargon and a couple
extra (small) steps compared to the section above. In the statement an almost-
complete Riemannian surface means namely a complete metric space with respect
to the distance function induced by infimum of length curves joining 2 points. It’s
proof is sketched below in the course of proving surjectivity pi1(∂Next)
i∗−→ pi1(Next):
Lemma 7.2.2 (Lemma 3.1 of [42])
Suppose N is a connected, orientable, almost-complete Riemannian three-manifold
with more than one boundary component. If ∂N has nonnegative mean curvature
with respect to the outward pointing normal, then N contains a properly embedded,
orientable, least-area minimal surface.
Before starting the proof, let’s recall some basic facts about the length functional.
For a path γ in a Riemannian manifold (N,µ), denote its length with respect to µ
by Lµ(γ) =
∫
µ(γ˙, γ˙)dt. This let’s us induce a metric space topology on (N,µ) by
defining the distance between two points p and q to be given by inf
{γ|γ(0)=p,γ(1)=q}
Lσµ(γ).
We note that if, as positive definite matrices over each point, two metrics g1, g2 on
N satisfy cg1 < g2 < Cg1 for c, C > 0, then we have for their length functionals
Lcg1 < Lg2 < LCg1 . Hence if as a metric space induced by the length functional
(N, g1) is complete, so is (N, g2).
Proof: Since M is compact and in every compact ball there is some constant σ
so that σδij < G < δij, from the comments above the (Nint, G) is almost complete
so we get from lemma 7.2.2 a stable self shrinker pi(Σ) ⊂ Nint. From here we may
proceed from claim 2.1 below onward to conclude.
For Next we follow closely the argument of Frohman and Meeks (but enough
modifications are necessary that we don’t just quote their lemma). Suppose pi1(M)→
pi1(Next) is not surjective, M = ∂Next. Then by elementary covering space theory
∂N¯ext is not connected, where ∂N¯ext is the boundary of the universal cover pi : N¯ext →
Next. Denote by ∂1, ∂2 two (of perhaps many) connected components of ∂N¯ext.
We know ∂Next = M is a minimal surface in (Next, G = e
− |x|2
4 δij), so ∂1, ∂2 as
subsets of the lift of M are also minimal surfaces in (N¯ext, G¯), where G¯ is the lift of
G and hence are mean convex. Denote γ ⊂ N¯ext a smooth curve connecting ∂1, ∂2.
At this point Frohman and Meeks find a stable minimal surface disjoint from the
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boundary but (N¯ext, G¯) is not almost-complete so we can’t do that yet, so we perturb
the metric as in [17]. Let Ψ be a smooth bump function in R3 defined by
Ψ(x) = 1, x ∈ B(0, 1)
Ψ(x) = 0, x ∈ R3 \B(0, 2) (7.2.2)
and
Ψk(x) = 1−Ψ(x
k
) (7.2.3)
where B(a,R) is the open ball of radius R centered at a. We use these functions to
perturb the Gaussian metric G of Next and define for any k ∈ N
Gk = (e
− |x|2
4 + Ψk)δij (7.2.4)
We can choose k0 ∈ N large enough so that
M ⊂ B(0, k0)
pi(γ) ⊂ B(0, k0)
(7.2.5)
Now for any k > k0, ∂1, ∂2 are minimal surface in the lifted metric (N¯ext, G¯k),
moreover (N¯ext, G¯k) is a complete Riemannian metric and an almost complete met-
ric space (from what we discussed in the paragraph before the start of the proof)
satisfying conditions of Lemma 7.2.2, so we get a properly embedded connected area
minimizing surface Σk ⊂ (N¯ext, G¯k). For the sake of completeness let’s briefly explain
how Σk is found:
Let Π1 ⊂ Π2 ⊂ . . . be a smooth compact exhaustion of ∂1 with p ∈ Π1. Recalling
that the metric was perturbed away from M so the boundary in the universal cover
is still mean convex, by standard existence and regularity theory for minimizers
(completeness of space necessary) for each i we may find Σi properly embedded,
orientable area minimizer with boundary ∂Πi.
Since each of the Σi are area minimizing we get local area bounds which lets us
apply standard compactness and regularity theory to take a limit of the Σi to get
an area minimizing surface we denote Σk. Since each of the Σi intersected the arc γ
with odd intersection number, the limit surface Σk is nonempty and intersects with
γ. To proceed we need the following sub-lemma:
Claim 7.2.1 Σk is disjoint from ∂N¯ext
150
Proof: If not, then by maximum principle Σk ⊂ ∂N¯ext and Σk agrees with one of
the connected components of ∂N¯ext, thus pi(Σk) = M .
Since Σk is area minimizing in (N¯ext,, G¯k), M is stable in (Next, Gk). But k > k0
implies G and Gk agree in a neighborhood of M , meaning M is stable in (Next, G).
Now recall from Colding-Minicozzi (namely theorem 4.14 in [30]) that if we take
LM = ∆M + |A|2 + 12 − 12∇xT , then for a self shrinker the second variation is given by
−
∫
M
e−
|x|2
4 fLf =
∫
M
e−
|x|2
4 (|∇Mf |2)− |A|2f 2 − 1
2
f 2) (7.2.6)
for test functions that vanish along the boundary of M . If M is closed and we plug in
the test function f = 1 we have L(f) > 0 so the constant outward normal vector field
on M will decrease area, implying that M is not stable in (Next, G), a contradiction.
Similarly for Nint we may plug in f = −1 to see the Σ we find from just applying
lemma 2.2 directly (see start of proof) is disjoint from ∂N int.

Now Σk ∩B(0, k0) 6= ∅ because they all intersect with γ. We now let let k →∞.
The ambient manifolds (N¯ext, G¯k)→ (N¯ext, G¯) and the stable minimal surfaces after
passing to a subsequence (uniform ambient curvature bounds imply uniform local
area bounds for area minimizers, which implies curvature (and higher order) bounds)
converge to some surface Σk → Σ where Σ ⊂ (N¯ext, G¯) is a non-empty stable minimal
surface that is disjoint from ∂N¯ext, provided ∂N¯ext is disconnected.
At this point, we already obtain a contradiction because, exactly as shown in
the sublemma, there are no stable minimal surfaces in the Gaussian metric (indeed,
that is why the more complicated notion of entropy is needed). There is also an
argument using the flow which explicitly uses the Frenkel property for self shrinkers,
and explicit “Ricci positive” property of the Gaussian metric, which we now describe.
When projecting down to the base, pi(Σ) ⊂ (Next, G) is an immersed minimal
surface that is disjoint from M and a nonzero distance from it (by stability and the
one sided foliation argument of Simon used in the previous section) namely it’s an
immersed self-shrinker in R3 and lies in Next.
As disjoint self-shrinkers, we have the distance between M and pi(Σ) becomes
0 at t = 0 (equation (1.1) is a normalized equation for self shrinkers that implies
solutions are extinct at t = 1 under their flow), but this is violating the maximum
principle which implies that the distance of two disjoint submanifold, if one of them
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is compact (which M is), is non-decreasing under the flow - this gives a contradiction
(this also works for immersed self shrinkers by slightly rotatiing one or the other to
make sure the distance minimizing points are smooth). Thus the boundary of N¯ext
is connected and the statement is true. 
Of course, in the one point compactification, since M is compact we see as sets
N˜int = Nint. Next is related to N˜ext by way of the following observation:
Lemma 7.2.3 Suppose that N ⊂ R3 is a 3 manifold with boundary that is the
exterior of a closed compact surface M , and let N˜ be the compactification of N
induced by the one point compactification of R3 by adding a point. Then the induced
map on pi(N)→ pi(N˜) by inclusion is surjective.
Proof: This is because N contains a neighborhood of spatial infinity because K is
compact, and because the 2-sphere is simply connected. 
Thus, arguing as in the proof of Theorem 3 in [67] one can show that M is a
Heegaard surface and so is isotopic to the standard surface of genus g in S3 by
Waldhausen’s theorem [102], so any two compact self shrinkers M0, M1 of genus g
in R3 are ambiently isotopic to the standard surface of genus g in the one point
compactification of R3.
In addition, we may arrange this isotopy to avoid {∞} (the north pole) in S3.
To see this, consider an isotopy Mt of M0 to M1. Since M0 and M1 are compact
there is a r > 0 so that M0 and M1 are both disjoint from B({∞}, r) as subsets
of S3. Note in fact (identifying . For each fixed Mt, we may arrange a rigid Rt,
R0 = Id, so that Rt ◦Mt avoids B({∞}, r). Since Mt vary continuously the Rt can
be taken to as well, so we get a new isotopy M0 to M2, where M1 = R
−1
1 M2, which
avoids B({∞}, r). Since M1∩B({∞}, r) = ∅ as well we may may arrange an isotopy
through rotations from M2 to M1 which avoids B({∞}, r) (this is just since S3 minus
a ball is diffeomorphic to R3).
Hence by stereographic projection from {∞}, the surfaces are isotopic in R3,
giving theorem 7.0.6.
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Conclusion
To end this dissertation we now list a handful of problems which seem particularly
relevant to the thesis, and, to the author’s knowledge, are not yet solved. This
collection is given with no pretense of signifigance and it is very possible that some
of the questions have been discussed elsewhere; this seems an appropriate way to
conclude a dissertation because, of course, mathematics is a discipline significantly
driven by outstanding problems. Some of these questions have already been discussed
by myself with, in particular, Alec Payne, Mat Langford, Shengwen Wang, and
Jonathan Zhu.
1. Let (M, g) be a general Riemannian manifold and p ∈ M . To what extent
“transplant” a self shrinker onto M to produce a flow which shrinks to a point
at p?
This is a nontrivial question because the metric near p may be far from sym-
metric. It is known by work of Rugang Ye that if a point p has a foliation of
CMC spheres then the scalar curvature must have a cirtical point, which could
be interesting to keep in mind. Dually:
2. For a “generic” metric on a manifold M , will the only singularities be convex
(i.e. round or neckpinches)?
This is suggested by Colding-Minicozzi theory, of course. A slightly more
ambitious question:
3. For any surface M , is there a piecewise MCF starting from M which only
develops convex singularities?
Currently, when one does the perturbations as above a noncompact singularity
could be forced and the process is stopped. This must happen for example when
considering the self shrinking torus. The main issue seems to be continuity of
entropy in the noncompact case.
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4. Are there compact, nonconvex, nonsoliton ancient solutions to the mean cur-
vature flow?
The examples of ancient solutions flowing out of minimal surfaces given above
are noncompact of course, since there are no compact minmial surfaces in Rn+1.
One possible construction would be to glue the “ancient pancakes” together
using catenoids.
5. Are noncompact self shrinkers in R3 unknotted? Are ancient solutions in R3
unknotted?
Indeed, the blowdown of ancient solutions in R3 are unknotted but it is possible
some topology is lost in the limit.
6. For a nonconvex self shrinker M is the basin of attraction M large? (as in, are
there many surfaces where M is the singularity model)
This is a much more subtle question than for the convex case, adressed above,
because these self shrinkers are unstable and generically should not arise as
singularity models. One imagines that the basin of attraction is a bit bigger
than just M , however.
7. For an embedded interval I in Rn+1, is there a tubular neighborhood of (the
embedding of) I which shrinks to a point?
The reason this seems like it could be true is that it is true for any interval that
is embedded as a straight line (then the typical tubular neighborhood will be
convex). Above a small version of this theorem was given using a “standard”
tubular neighborhood but maybe the whole result could be obtained by varying
the size of the tubular neighborhood along the curve to account for its curvature
as well to get a better result.
8. Can the mean curvature flow with surgery for low entropy surfaces be extended
to the noncompact case to be used to prove interesting results for classical (i.e.
Euclidean) minimal surfaces of low entropy?
The reason self shrinkers were considered above was mainly because there are
compact instances of these; in the noncompact case (among other issues) alpha
noncollapsedness is a nontrvial matter when defining the surgery. If one wishes
to prove an exactly analogous statement as above, then there is making sure
the analogous results of Hershkovits and White go through in this setting.
154
Bibliography
[1] Ben Andrews. Non-collapsing in mean-convex mean curvature flow. Geom. Topol.
16, 3 (2012), 1413-1418.
[2] Sigurd Angenent. Shrinking doughnuts. In: Lloyd N.G., Ni W.M., Peletier L.A.,
Serrin J. (eds) Nonlinear Diffusion Equations and Their Equilibrium States, 3.
(1989), 21–38.
[3] Sigurd Angenent. The zero set of a solution of a parabolic equation, J. Reine
Angew. Math., 390 (1988), 79-96.
[4] Sigurd Angenent and Qian You. Ancient Solutions to Curve Shortening with
Finite Total Curvature, preprint. arxiv:1803.01399 (2018).
[5] Steven Altschuler, Sigurd Angenent, and Giga Yoshikazu. Mean curvature flow
through singularities for surfaces of rotation, J. Geom. Anal. 5 (1995), 293–358.
MR 1360824. Zbl 0847.58072. http://dx.doi.org/10.1007/BF02921800.
[6] Steven Altschuler and Wu Lang. Translating surfaces of the nonparametric mean
curvature flow with prescribed contact angle. Calc. Var. Partial Differential Equa-
tions 2, 1 (1994), 101–111.
[7] Ben Andrews and Charles Baker. Mean curvature flow of pinched submanifolds
to spheres. J. Differential Geom. 85 (2010), no. 3, 357–396.
[8] Richard Bamler and Davi Maximo. Almost-rigidity and the extinction time of
positively curved Ricci flows. Math. Annalen. 369 (2017), 899–911.
[9] Jacob Bernstein and Lu Wang. A Sharp Lower Bound for the Entropy of Closed
Hypersurfaces up to Dimension Six. Inventiones mathematicae (2016) 206, 601-
627.
155
[10] Jacob Bernstein and Lu Wang. Hausdorff stability of the round two-sphere under
small perturbations of the entropy. Mathematical Research Letters Volume 25
(2018) Number 2.
[11] Jacob Bernstein and Lu Wang. A topological property of asymptotically conical
self-shrinkers of small entropy. Duke Math. J., Volume 166, Number 3 (2017),
403-435.
[12] Jacob Bernstein and Shengwen Wang. The level set flow of a hypersurface
in R4 of low entropy does not disconnect. To appear in Comm. Anal. Geom,
arXiv:1801.05083
[13] Theodora Bourni, Mat Langford, and Giuseppe Tinaglia. Collapsing ancient
solutions of mean curvature flow. Preprint, arXiv:1705.06981 (2017).
[14] Theodora Bourni, Mat Langford, and Giuseppe Tinaglia. On the existence
of translating solutions of mean curvature flow in slab regions. Preprint,
arXiv:1805.05173 (2017).
[15] Theodora Bourni, Mat Langford, and Giuseppe Tinaglia. On the existence
of translating solutions of mean curvature flow in slab regions. Preprint,
arXiv:1903.02022.
[16] Kenneth Brakke. The Motion of a Surface by its Mean Curvature. Princeton
University Press, 1978.
[17] Simon Brendle. Embedded self-similar shrinkers of genus 0. Annals of Math.,
183 no. 1 (2016): 715-728.
[18] Simon Brendle and Gerhard Huisken. Mean curvature flow with surgery of mean
convex surfaces in R3. Invent. Math. 203 (2016), 615–654.
[19] Morton Brown. A proof of the generalized Schoenflies theorem. Bulletin of the
American Mathematical Society 6. 74–76.
[20] Bombieri, De Giorgi, and Giusti. Minimal cones and the Bernstein problem.
Inventiones Math., 7 (1969) pp. 243–269.
[21] Reto Buzano, Robert Haslhofer, and Or Herhskovits. The moduli space of two-
convex embedded spheres. Preprint, arxiv:1607.05604 (2016).
[22] Reto Buzano, Robert Haslhofer, and Or Hershkovits. The moduli space of two-
convex embedded tori. Int Math Res Notices, rnx125.
156
[23] Manfredo do Carmo and Chung-Kang Peng. Stable complete minimal surfaces
in R3 are planes, Bull. Amer. Math. Soc.(N.S.) 1, no. 6 (1979), 903–906.
[24] Jeff Cheeger. Finiteness theorems for riemannian manifolds. American Journal
of Mathematics, vol. 92, no. 1, 1970, pp. 61-74.
[25] Bing-Long Chen and Le Yin. Uniqueness and pseudolocality theorems of the
mean curvature flow. Comm. Anal. Geom. 15 (2007), no. 3, 435–490.
[26] Kyeongsu Choi, Robert Haslhofer, and Or Herhskovits. Ancient low entropy
flows, mean convex neighborhoods, and uniqueness. Preprint, arXiv: 1810.08467
(2018).
[27] Keyongsu Choi and Christos Mantoulidis. Ancient gradient flows of elliptic func-
tionals and Morse index. Preprint, arXiv:1902.07697
[28] Yun Gang Chen, Yoshikazu Giga, and Shun’ichi Goto. Uniqueness and exis-
tence of viscosity solutions of generalized mean curvature flow equations. J. Differ.
Geom. 33 (1991), no. 3, 749–786.
[29] Bing-Long Chen and Le Yin. Uniqueness and pseudolocality theorems of the
mean curvature flow. Communications in Analysis and Geometry. Volume 15,
Number 3, 435-490, 2007.
[30] Tobias Colding and William Minicozzi. Generic mean curvature flow I: generic
singularities. Ann. Math. 175 (2012), no. 2, 755–833.
[31] Tobias Colding and William Minicozzi. Smooth compactness for self-shrinkers.
Comment. Math. Helv. 87 (2012), 463–475.
[32] Tobias Colding and William Minicozzi. A course in minimal surfaces. Graduate
studies in mathematics; v. 121.
[33] Tobias Colding, Tom Illmanen, William Minicozzi II, and Brian White. The
round sphere minimizes entropy among closed self-shrinkers. J. Differential Geom.
95 (2013), 53-69
[34] Juan Davila, Manuel del Pino, Xien Hien Nguyen. Finite topology self translating
surfaces for the mean curvature flow in R3. To appear in advances of mathematics.
[35] Gregory Drugan and Stephen Kleene. Immersed self-shrinkers. Trans. Amer.
Math. Soc. 369 (2017), 7213–7250.
157
[36] Drugan, Gregory; Lee, Hojoo; Nguyen, Xuan Hien. A survey of closed self-
shrinkers with symmetry. Results Math 73 (2018) : 32.
[37] Klaus Ecker and Gerhard Huisken. Mean curvature evolution of entire graphs.
Ann. Math. 130 (1989), no. 3, 453–471.
[38] Klaus Ecker and Gerhard Huisken. Interior estimates for hypersurfaces moving
by mean curvature. Invent Math (1991) 105: 547.
[39] Larry Craig Evans and Joel Spruck. Motion of level sets by mean curvature. I.
J. Differential Geom. 33 (1991), no. 3, 635–681
[40] Doris Fischer-Colbrie and Richard Schoen. The structure of complete stable min-
imal surfaces of non-negative scalar curvature. Comm. Pure Appl. Math. 33, no.
2, (1980) 199–211.
[41] Theodore Frankel. Manifolds with positive curvature. Pacific J. Math. 11 (1961),
no. 1, 165-174.
[42] Charles Frohman and William Meeks III. The topological uniqueness of compete
one-sided minimal surfaces and Heegaard surfaces in R3. Journal of the AMS,
10, no. 3 (1997), 495–512.
[43] Matthew Grayson. The heat equation shrinks embedded plane curves to round
points. J. Differential Geom. 26 (1987), no. 2, 285–314.
[44] Richard Hamilton. Three-manifolds with positive Ricci curvature . J. Differential
Geom. 17 (1982), no. 2, 255–306.
[45] Richard Hamilton. Four-manifolds with positive curvature operator. J. Differen-
tial Geom. 24 (1986), no. 2, 153–179
[46] Richard Hamilton. Harnack estimate for the mean curvature flow. J. Differential
Geom. 41 (1995), no. 1, 215–226
[47] Hoeskulder Halldorsson. Self-similar solutions to the curve shortening flow.
Trans. Amer. Soc. 264, no. 10 (2012).
[48] Robert Haslhofer and Bruce Kleiner. Mean curvature flow of mean convex hy-
persurfaces. Comm. Pure Appl. Math., 70 (2017), no. 3, 511–546.
[49] Haslhofer, Robert; Kleiner, Bruce. Mean curvature flow with surgery. Duke Math
J. 166 Number 9 (2017), 1591-1626.
158
[50] Haslhofer, Robert; Kleiner, Bruce. On Brendle’s estimate for the inscribed radius
under the mean curvature flow. Int Math Res Notices 2015; 2015 (15): 6558-6561.
[51] Robert Haslhofer and Or Hershkovits. Ancient solutions of the mean curvature
flow. Comm. Anal. Geom. 24, no. 3 (2016), 593–604.
[52] Or Hershkovits and Brian White. Non-fattening of mean curvature flow at sin-
gularities of mean convex type. To appear in CPAM. Preprint, arXiv:1704.00431.
[53] Or Hershkovits and Brian White. Sharp entropy bounds for self-shrinkers
in mean curvature flow. To appear in Geometry and Topology. Preprint,
arXiv:1803.00637
[54] John Head. The Surgery and Level-Set Approaches to Mean Curvature Flow.
Thesis.
[55] David Hoffman, Tom Ilmanen, Francisco Martin, and Brian White. Graphical
Translators for Mean Curvature Flow’. Preprint: arXiv:1805.10860 (2018)
[56] David Hoffman, Francisco Martin, and Brian White. Scherk-like Translators for
Mean Curvature Flow. Preprint, arXiv:1903.04617 (2019)
[57] Gerhard Huisken. Asymptotic behavior for singularities of the mean curvature
flow. J. Differ. Geom. 31 (1990), no. 1, 285–299.
[58] Gerhard Huisken. Flow by mean curvature of convex surfaces into spheres. J.
Differ. Geom. 20 (1984), no. 1, 237–266.
[59] Gerhard Huisken and Carlo Sinestrari. Mean curvature flow with surgeries of
two-convex hypersurfaces. Invent. Math. 175 (2009), no. 1, 137–221.
[60] Norbert Hungerbu¨hler and Knut Smoczyk. Soliton Solutions for Mean Curvature
Flow. Differential Integral Equations. 13, no. 10-12 (2000), 1321–1345.
[61] Tom Illmanen. Elliptic regularization and partial regularity for motion by mean
curvature, Mem. Amer. Math. Soc.108, (1994), no. 520, x+90.
[62] Tom Ilmanen. Singularities of mean curvature flow of surfaces. preprint, 1995.
[63] Debora Impera, Stefano Pigola, and Michele Rimoldi. The Frankel Property for
Self-Shrinkers from the viewpoint of Elliptic PDE’s. Preprint arXiv:1803.02332v1
159
[64] Nicos Kapouleas, Stephen Kleene, and Niels Martin Mωller. Mean curvature self-
shrinkers of high genus: Non-compact examples. To appear in J. Reine Angew.
Math.
[65] Daniel Ketover. Self-shrinking platonic solids. Preprint. arXiv:1602.07271
[66] Joseph Lauer. A New Length Estimate for Curve Shortening Flow and Low
Regularity Initial Data. Geom. Funct. Anal. 23 (2013), no. 6, 1934–1961.
[67] Joseph Lauer. Convergence of mean curvature flows with surgery. Communica-
tions in Analysis and Geometry. Volume 21, Number 2, 355-363, 2013.
[68] Kefeng Liu, Hongwei Xu, Fei Ye, and Entao Zhao. The extension and conver-
gence of mean curvature flow in higher codimension. Trans. Am. Math. Soc. 370
(2018), 2231-2262.
[69] Li Lei and Hongwei Xu. A new version of Huisken’s convergence theorem for
mean curvature flow in spheres, Preprint, arxiv: 1505.07217 2015.
[70] Li Lei and Hongwei Xu. An optimal convergence theorem for mean curvature
flow or arbitrary codimension in hyperbolic space, Preprint, arXiv:1503.06747,
2015.
[71] Huisken; Gerhard, Sinestrari, Carlo. Convexity estimates for mean curvature
flow and singularities of mean convex surfaces. Acta mathematica, 183, 45-70.
[72] Ananda Lahiri. A new version of Brakke’s local regularity theorem. Communi-
cations in Analysis and Geometry. Volume 25, Number 3 589-623, 2017.
[73] Ananda Lahiri. Regularity of the Brakke flow. Dissertation, Freie Universitat
Berlin (2014).
[74] Longzhi Lin. Mean Curvature Flow of Star-Shaped Hypersurfaces, to appear in
Comm. in Anal. and Geom. Preprint, Arxiv: 1508.01225.
[75] Carlo Mantegazza. Lecture Notes on Mean Curvature Flow. Volume 290 of
Progress in Mathematics. Birka¨user/Springer Basel AG, Basel, 2011.
[76] Barry Mazur. On embeddings of spheres. Bull. of the AMS 65, 59–65.
[77] Alexander Mramor. A finiteness theorem via the mean curvature flow with
surgery. J. of Geom. Anal. 28 (4), 3348-3372.
160
[78] Alexander Mramor. Regularity and stability results for the level set flow via the
mean curvature flow with surgery. To appear, Communications in Analysis and
Geometry. Preprint, arXiv:1710.09989 (2017).
[79] Alexander Mramor. Entropy and generic mean curvature flow in curved ambient
spaces. Proc. Amer. Math. Soc. 146 (2018), 2663-2677.
[80] Alexander Mramor and Alec Payne. Nonconvex surfaces which shrink to round
points.. Preprint, arxiv:1901.02863
[81] Alexander Mramor and Alec Payne. Ancient and eternal solutions to mean cur-
vature flow from minimal surfaces. Preprint, arXiv:1904.08439
[82] Alexander Mramor and Shengwen Wang. On the topological rigidity of compact
self shrinkers in R3. International Mathematics Research Notices, rny050.
[83] Alexander Mramor and Shengwen Wang. Low entropy and the mean curvature
flow with surgery. Preprint, arxiv:1804.04115
[84] Xuan Hien Nguyen. Translating tridents. Communications in PDE, volume 34
(2009), number 3, pp. 257–280.
[85] Xuan Hien Nguyen. Construction of complete embedded self-similar surfaces
under mean curvature flow I. Trans. Amer. Math. Soc. 361 (2009), pp. 1683–
1701.
[86] Xuan Hien Nguyen. Construction of complete embedded self-similar surfaces
under mean curvature flow II. Advances in Differential Equations, volume 15
(2010), numbers 5–6, pp. 503–530.
[87] Xuan Hien Nguyen. Construction of complete embedded self-similar surfaces
under mean curvature flow III. Duke Math. J., pp. 163 (2014), number 11, pp.
2023–2056.
[88] Xuan Hien Nguyen. Complete embedded self-translating surfaces under mean
curvature flow. J. of Geom. Anal., 23 (2014), Issue 3, pp. 1379–1426.
[89] Xuan Hien Ngyuen. Doubly periodic self-translating surfaces under mean curva-
ture flow. Proceedings of the AMS 145 (2017), pp. 861–869.
[90] Richard Schoen and Leon Simon, Regularity of stable minimal hypersurfaces,
Comm. Pure and Appl. Math. 34 (1981), 742–797.
161
[91] Richard Schoen, Leon Simon, and Shing-Tung Yau, Curvature estimates for
minimal hypersurfaces, Acta Math. 134 (1975), 275–288.
[92] Yi-Bing Shen and Xiao-Hua Zhu. On stable complete minimal hypersurfaces in
Rn+1. Amer. J. Math,120, no. 1 (1998), 103–116.
[93] W.-X.Shi Deforming the metric on complete Riemannian manifolds. J. Differ-
ential Geom. 30 (1989), no. 1, 223–301.
[94] Leon Simon. A strict maximum principle for area-minimising hypersurfaces. J.
Diff. Geom. 26 (1987), no. 2, 327–335.
[95] Knut Smoczyk. Starshaped hypersurfaces and the mean curvature flow.
Manuscripta Math. (1998) 95: 224-236.
[96] Andrew Stone. A density function and the structure of singularities of the mean
curvature flow. Calc. Var (1994) 2: 443.
[97] Christina Sormani. How Riemannian manifolds converge. Proceedings of the
International Conference on Metric and Differential Geometry in Tianjing and
Beijing, 2010.
[98] Peter Topping. Mean Curvature Flow and Geometric Inequalities. J. Reine
Angew. Math. 503 (1998), 47–61.
[99] Peter Petersen and Terrence Tao. Classification of almost quarter-pinched man-
ifolds. Proc. of the AMS, 137 (2008), no. 7, 2437–2440.
[100] Shengwen Wang. Round spheres are Hausdorff stable under small perturbation
of entropy. Journal fu¨r die reine und angewandte Mathematik, to appear.
[101] X.J Wang. Convex solutions to the mean cuvature flow. Ann. Math. 173 (2011),
no. 3, 1185-1239.
[102] Brian White. Stratification of minimal surfaces, mean curvature flows, and
harmonic maps. Journal fur die reine und angewandte Mathematik 488 (1997):
1-36.
[103] Brian White. The size of the singular set in mean curvature flow of mean-
convex surfaces, J. Amer. Math. Soc. 13 (2000), 665–695.
[104] Brian White. A local regularity theorem for mean curvature flow. Ann. Math.
161 (2005), no. 2, 1487–1519.
162
[105] Yng-Ing Lee and Yang-Kai Lue. The stability of self-shrinkers of mean curva-
ture flow in higher codimension. Trans. Amer. Math. Soc. 367 (2015), 2411-2435.
[106] Jonathan Zhu. On the entropy of closed hypersurfaces and singular self-
shrinkers. To appear in J. Diff Geom. arXiv:1607.07760
163
