Dissolved oxygen (DO) is an important indicator reflecting the healthy state of aquatic ecosystems.
important to the lives of animals and bacteria in the aquatic environment (Li et al. ; Surinaidu ) . As an integrated indicator, many inaccessible parameters during complex biological processes are an important basis to construct deterministic models. It is highly desirable to determine a DO model for rivers which could quantify and predict DO concentrations accurately, only based on physico-chemical parameters, for water resources managers.
Several models generally grouped as deterministic models and statistical models have been developed for the analysis of DO (Cox ) . Most physically based models have complex structures and require many types of input data which are not easily accessible, making it a very costly and time-consuming modeling process (Stefan & Fang ; Sear et al. ) . Besides, the demands of explicit understanding of a series of physical processes, a degree of expertise and experience with the models raise high demands for the researchers. In this study, the MLR, ANN, and SVM were applied to forecast DO concentrations in the rivers of China. The results of the three models were compared to each other based on various statistical evaluation measures. The aim of this study was to discuss and evaluate the performance of three data-driven models and choose the best one on the prediction of DO concentration influenced by other water quality parameters.
MATERIALS AND METHODS

Data sets
In this study, three models with different structures were designed to predict DO concentrations based on multiple water quality parameters. To achieve this objective, a data set including 600 monitoring sites distributed on nearly all the main streams and chief tributaries in China from 2009 to 2010 was obtained from national environmental agencies. The monitoring sites with missing data were not taken into account and 969 records with 21 parameters were selected as the initial data set. The parameters included DO, water temperature (TEMP), pH values, potassium permanganate index (COD Mn ), biochemical oxygen demand (BOD), ammonia nitrogen (NH 3 -N), total nitrogen (TN), total phosphorus (TP), petroleum (PE), volatile phenol (VP), chemical oxygen demand (COD Cr ), mercury (Hg), lead (Pb), copper (Cu), fluoride (F), zinc (Zn), arsenic (As), cadmium (Cd), hexavalent chrome (Cr), cyanide (Cyn), and anionic surfactant (LAS). In order to reduce the large numbers of predictors and select the most effective variables, the Spearman correlation analysis was used to evaluate the degree of association between DO and other parameters, shown in Table 1 . According to the results of correlation analysis, significant (P < 0.001) correlations were observed between DO and most of the water quality parameters except for Pb, Cu, Cd, and Cr. Although some values of correlation coefficient were relatively small, weak linear relationships were indicated. However, the statistically significant correlations showed appropriate and significant associations between these variables, maybe non-linear relationships.
There were 16 parameters finally selected as input data and the basic statistics of these measured water quality parameters are summarized in Table 2 . The predicted variables were concerned with physical factors, nutrients, organic substances, and metal ions, which affected the the lives of aquatic animals, etc. The data set included 969 samples randomly split into 769 samples as the training set and 200 samples as the testing set, which was nearly 80% and 20% of the whole data set. The test set was used to evaluate the effects of the calibrated models. The raw data of both training set and testing set were standardized between 0.1 and 0.9 before analysis to eliminate the effects of various dimensions and maintain the same or similar importance.
SVM for regression
SVM is a recently developed supervised machine learning method for classification and prediction (Meyer et al. ) . It is based on non-linear statistical theory to transform input space into a higher dimensional feature space for the purpose of separating the data patterns (Baylar et al. ) . The goal of the SVM is to find an optimal hyperplane, which could differentiate the data in different classes by the maximum gap (Smola & Schölkopf ) . The SVM is one of the best algorithms used for binary classification, and also has been extended to solve non-linear regression problems (He et al.
)
. Considering a set of training data (x 1 , y 1 ), (x 2 , y 2 ), ···, (x i , y i ), ···, (x n , y n ), where x i is the input vector containing m features, y i is the observed output value related to x i , and n represents the number of samples in the data set. The regression function of SVM is constructed as follows:
where w is a vector of weights in a feature space with the same dimension of x, b is the bias term, and 〈Ã, Ã〉 denotes the inner product. The regression problem can be expressed as a process to minimize the following regularized risk function with ϵ-insensitivity loss function:
subject to:
where i ¼ 1, 2, ···, n, ξ i and ξ i Ã are the two slack variables to form the distance from actual values to the corresponding boundary values of ε, C is a constant that determines the penalty for the prediction error higher than ε. This optimization problem is often transformed into a quadratic programming problem by using Lagrangian multipliers, and the form of the solution can be given by:
where α i and α Ã i are Lagrange multipliers. One of the basic ideas in SVM is to map the data set x i into a higher dimensional feature space by the function φ. K Á ð Þ is the kernel function and defined as an inner product of the points φ(x i ) and φ(x j ) as follows:
The most popular kernel functions used in the literature are:
Here, γ, r, and d are kernel parameters. The performance of SVM for regression depends on a set of parameters: C, the kernel type and corresponding kernel parameters (Min & Lee ) . In this paper, as the structure of predictors was not accurately recognizable, the four types of kernel functions were all prepared to be tried in the SVM model and the most appropriate one would be selected based on the results. The penalty parameter C and kernel function's parameters are determined by particle swarm optimization (PSO) algorithm with cross-validation, as described below.
ANNs
ANNs have been applied in many fields as useful tools to recognize patterns from complex, non-linear data sets. 
where N was NNH, M was the number of neurons of the input layer (16) The dimension of the searching space is defined as D, the total number of particles is n, and the position of ith particle is represented as vector
The velocity of ith particle is defined as vector-
Þ and the updating processes could be described as:
where k and k þ 1 represent the iteration count, c 1 and c 2 are the acceleration coefficients with positive values, rand is a random number between 0 and 1, ω is the inertia weight representing the degree of the current velocity of the particle 
where f is the fitness value, S is the number of training samples, t k is the target output (observed values), p k is the predicted output based on x i . In the PSO-BPNN, x i indicates the connection weight matrixes between the input layer and hidden layer, as well as between the hidden layer and output layer. In the PSO-SVM, x i indicates the penalty parameter and kernel function's parameter. The main goal of the optimization is to search the best parameters that produce the most accurate predictions for different models.
Leave-one-out cross-validation
Cross-validation is a popular statistical method to evaluate 
Models' performance criteria
In this study, the performances of MLR, PSO-BPNN, and PSO-SVM were examined on the prediction of DO concentrations and assessed by two standard statistical performance evaluation criteria, coefficient of determination (R 2 ) and mean squared error (MSE). The degree of correlation between the observed and predicted values is defined as R 2 and described as follows:
The MSE is an estimator measuring the difference between observed data and predicted data, which can be calculated as:
where n is the number of input samples, DO io and DO ip are observed and predicted DO concentrations of sample i, respectively, DO o and DO p are the mean values of observed and predicted DO concentration. The best fit between observed and predicted values was R 2 ¼ 1, MSE ¼ 0.
RESULTS AND DISCUSSION
In Table 3 . During both training and testing processes, the RBF kernel showed the best performance. Thus, the RBF kernel was chosen as the most appropriate kernel function in the PSO-SVM model.
The results of the three models with best fit structures during training and testing periods are summarized in and DO concentrations were all lower than 3 mg/L. These river reaches were faced with the process of severe eutrophication. The values of most parameters in these five samples were much higher than the mean value, which indicated that all the three models were not good at predicting outlier samples. The MLR had a higher mean relative error than the other two methods, while the lowest and highest relative errors were all estimated by the PSO-BPNN. The large differences between the estimated accuracies of the PSO-BPNN indicated a relatively instable predicted capacity for diverse cases of ANNs. The PSO-SVM model showed better performance than the other models from the relative error viewpoint, which indicated it was the most effective model in terms of predicting DO concentration accurately during the testing process.
However, the variation in the relative error curve of the PSO-SVM model was also remarkable, where there was a huge difference between the minimum and the maximum value. In order to understand the distributions of absolute relative errors more clearly, the relationship between observed data and absolute relative errors was studied for the PSO-SVM model ( Figure 6 ). There were 11.5% absolute relative errors larger than 25%. The number of concerned samples was 23, in which six samples were distributed in Tai Lake, six samples were in Huai River, three samples were in Huang River, and the other four samples were distributed in Chao Lake, Dianchi, Liao River, and inland rivers, respectively. The DO concentrations of these samples However, improvement will be necessary in future research. For example, the prediction accuracy, especially for the extreme values, needs to be improved by combining other model parameters. The factors influencing DO concentration of the rivers distributed in various regions may be different. The selection of suitable predictors would lead to more efficient models and accurate results.
