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ABSTRACT
Simultaneous perturbation stochastic approximation (SPSA) has proven to be efficient for
recursive optimization. SPSA uses a centered difference approximation to the gradient based on 
two function evaluations regardless of the dimension of the problem. Typically, the Bernoulli ±1 
distribution is used for perturbation vectors and theory has been established to prove the 
asymptotic optimality of this distribution. However, optimality of the Bernoulli distribution may 
not hold for small-sample stochastic approximation (SA) runs. In this paper, we investigate the 
performance of the segmented uniform as a perturbation distribution for small-sample SPSA. In 
particular, we conduct a theoretical analysis for one iteration of SA, which is a reasonable starting 
point and can be used as a basis for generalization to other small-sample SPSA settings with more 
than one iteration. In this work, we show that the Bernoulli distribution may not be the best choice 
for perturbation vectors under certain choices of parameters in small-sample SPSA. 
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1. INTRODUCTON
Simultaneous perturbation stochastic approximation (SPSA) has proven to be an efficient stochastic 
approximation approach (see [6, 7 and 9]). It has wide applications in areas such as signal processing, 
system identification and parameter estimation (see www.jhuapl.edu/SPSA/ and [2, 8]). The merit of 
SPSA follows from the construction of the gradient approximation, where only two function evaluations 
are needed for each step of the gradient approximation regardless of the dimension of the unknown 
parameter. As a result, SPSA reduces computation demand as compared to the finite difference (FD) 
method, which requires 2p function evaluations to achieve each step of the gradient approximation, 
where p is the dimension of the problem (see [8], Chapters 6 and 7). Obviously, the savings in 
computation with SPSA is more significant as p gets larger. 
The implementation of SPSA involves perturbation vectors. Typically, the Bernoulli ±1 distribution 
is used for the components of the perturbation vectors. This distribution is easy to implement and has 
been proven asymptotically most efficient (see [5]). As a result, for large-sample SPSA, the Bernoulli 
distribution is the best choice for the perturbation vectors. However, one might be curious if this 
optimality remains when only small-sample stochastic approximation (SA) is allowed. Small-sample SA 
appears commonly in practice where it is expensive, either physically or computationally, to evaluate 
system performances. For example, it might be very costly to run experiments on a complicated control 
system. Under such circumstances, a limited number of function evaluations are available for SA.
Unlike with large-sample SPSA, one might not be confident that the Bernoulli distribution is the best 
choice for the perturbation vectors in small-sample SPSA.
In this note, we discuss the effective perturbation distributions for SPSA with limited samples. 
Specifically, we consider the segmented uniform (SU) distribution as a representative of non-Bernoulli 
distributions. The SU distribution has nice properties of easy manipulation both analytically and 
numerically. For instance, it has both a density function and a distribution function in closed form, 
making analytical computations possible. Moreover, it does not take much effort to generate SU random 
variables due to the nature of the SU density, resulting in time-efficient numerical analysis. In our 
discussion, we focus on one-iteration SPSA, which is a special case of small-sample SPSA. As a 
finite-sample analogue to asymptotic cases, the one-iteration case is a good starting point as it is easier 
to analyze and still captures insightful properties of general small-sample SPSA. Through the analysis of 
the one-iteration case, we get insights on the behavior of other small samples in the hope that the 
analysis can be generalized to more than one iteration case. In fact, we demonstrate numerically that the 
one-iteration theoretical conclusions do apply to more than one iteration. 
Discussion and research on non-Bernoulli perturbation distributions in SPSA have been found in the 
literature (see [1, 3]). In [1], numerical experiments along with rigorous convergence proofs indicate that 
deterministic perturbation sequences show promise for significantly faster convergence under certain 
circumstances; while in [3], conjecture is made based on empirical results that the Bernoulli distribution 
maintains optimality for small-sample analysis given an optimal choice of parameters. However, no 
theoretical foundation is provided to validate this conjecture. The application of non-Bernoulli 
perturbations in SPSA is discussed in [4] and [8, Section 7.3].
2. METHODOLOGY
2.1 Problem Formulation
Let θΘRp denote a vector-valued parameter of interest, where Θ is the parameter space and p is 
the dimension of θ. Let L(θ) be the loss function, which is observed in the presence of noise: y(θ) = L(θ) 
+ ε, where ε is i.i.d noise, with mean zero and variance 2 , y(θ) is the observation of L(θ) with noise ε . 
The problem is to
                                        
min ( )L

 .                          (1)
The stochastic optimization algorithm to solve (1) is given by the following iterative scheme:  
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where kˆ is the estimate of θ at iteration k and ˆ( ) pk Rg represents an estimate of the gradient of L 
at iteration k. The scalar-valued step-size sequence {ak} is nonnegative, decreasing, and converging to 
zero. The generic iterative form of (2) is analogous to the steepest descent algorithm for deterministic 
problems. 
2.2 Perturbation Distribution for SPSA
SPSA uses simultaneous perturbation to estimate the gradient of L. The efficiency of this method is 
that it requires only two function evaluations at each iteration, as compared to 2p for the FD method (see 
[8], Chapters 6 and 7). Let Δk be a vector of p scalar-valued independent random variables at iteration k:
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Let ck be a sequence of positive scalars. The standard simultaneous perturbation form for the 
gradient estimate is as follows:
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To guarantee the convergence of the algorithm, certain assumptions on Δk should be satisfied:
A1. {Δki} are independent for all k, i, and identically distributed for all i at each k. 
A2. {Δki} are symmetrically distributed about zero and uniformly bounded in magnitude for all k, i. 
A3. 2ˆ( ( ) )k k k kiE y c     is uniformly bounded over k and i. 
Condition A3 has an important relationship with the finite inverse moments of the elements of Δk
(see [8], p. 184). An important part of SPSA is the bounded inverse moments condition for the Δki .Valid 
distributions include the Bernoulli ±1, the segmented uniform, the U-shape distribution and many others
(see [8], p. 185). Two common mean-zero distributions that do not satisfy the bounded inverse moments 
condition are the symmetric uniform and the mean-zero normal distributions. The failure of both these 
distributions is a consequence of the amount of probability mass near zero. 
In the discussion that follows, we compare the segmented uniform (SU) distribution with the 
Bernoulli ±1 distribution. To guarantee that the two distributions have the same mean and variance, the 
domain of SU, following from basic statistics and simple algebra, is given as  (19 +3 13 )/20, −(19    
− 3 13 )/ 20  (19 − 3 13 )/20, (19+ 3 13 )/ 20 , which is approximately (−1.4908, −0.4092) 
(0.4092, 1.4908), see Figure 1. In our analysis, the sequences {ak} and {ck} take standard forms:      
ak = a / (k+2)
0.602, ck = c / (k+1)
0.101, where a and c are predetermined constants. 
Figure 1: Mass/ probability density functions of the Bernoulli ±1 and the segmented uniform
            distributions. Both distributions have mean 0 and variance 1.
Moments of perturbations under two distributions are summarized below in Table 1. These moments 
will be used in Section 3. Subscripts i and j denote the elements of ∆0 and i ≠ j. The derivation follows 
from basic statistics and simple algebra. 
Table 1: Moments of perturbations under two distributions
Expectation Bernoulli SU
 0Δ iE 0 0
 0 0Δ Δi jE 0 0
 2 20 0Δ Δi jE 1 100/61
 201 Δ iE 1 100/61
3. THEORETICAL ANALYSIS
In this section, we provide conditions under which SU outperforms the Bernoulli distribution. To 
specifically analyze the development of the algorithm, we consider the extreme example of small 
samples where only one iteration takes place in SPSA, that is, k = 1. We start with this simple case as a 
basis for possible generalization for larger values of k, where the analysis is more complicated. In our 
analysis, mean squared error (MSE) is used to compare the performance of two distributions. 
Before we present the results, let us define necessary notations. Subscripts S, B denote SU and the 
Bernoulli distribution, respectively, e.g. a0S denotes the value of a0 under SU distribution; Li is the first 
derivatives of L with respect to the ith component of θ, all first derivatives are evaluated at the starting 
point 0ˆθ ; 0ˆθ i and *θi are the ith component of 0ˆθ and *θ , respectively, where *θ is the true value 
of θ. Following the theorem statement below, we provide some interpretation of the main condition. 
Theorem 1
Consider loss function L (θ) with continuous third derivatives. For one iteration of SPSA, the SU 
distribution produces a smaller MSE between 1ˆθ and *θ than the Bernoulli ±1 distribution if the 
starting point and the relevant coefficients (a0, c0, σ2) are such that the following is true:
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where the 20( )O c term is due to the higher order Taylor expansion.
Remark 1: The choice of the coefficients is not arbitrary. For example, a0 and c0 should be picked 
according to the standard tuning process (see [8], Section 7.5); the starting point should stay in a 
reasonable range given any prior information for the problem. To best use the result of Theorem 1, one
should follow these standards rather than arbitrarily picking the coefficients to make (4) true. 
Remark 2: If the gains c0S and c0B are small enough such that 
2
0( )O c is negligible, the following 
conditions ((a) and (b)) would be sufficient for (4) to hold: 
(a) The ratios of the gain sequences have the following relations:
0 0 (100 61 39 61) 1S Ba a p p  
0 0 61 100 0.781B Sc c  
(b) The function is relatively flat and the starting point is not too far away from the true minimum. In 
particular, the following inequality is true:
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Proof of Theorem 1: By (2) and (3), the updated estimate of θ after one iteration is
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where ε+ and ε− are the corresponding noise. By a Taylor expansion of the third order, 
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where Lijk denotes the third derivatives of L with respect to the elements i, j, k of θ, θ and θ are the 
intermediate points between 0ˆθ and 0 0 0ˆ cθ Δ , 0ˆθ and 0 0 0ˆ cθ Δ , respectively. 
Given (5), (6) and (7), and following from algebraic calculation and necessary rearrangements, we 
compute the difference in MSE 
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The derivation of (8) involves the computation of relevant moments, which are summarized in Table 
1. □                                                                     
Condition (8) in Theorem 1 may be hard to check for general problems due to the unknown 
analytical form of the higher order term 20( )O c . However, if we know more information about the loss 
function L, condition (8) can be replaced by a sufficient condition, which is easier to manipulate in 
practice. 
Corollary 1 
If we assume an upper bound for the magnitude of the third derivatives of L, say, ( )ijkL M  for 
all i, j, k, where M is a constant, we can establish an upper bound U for the term 20( )O c in (8), i.e. 
2
0( )O c U . As a result, a more conservative condition for the superiority of SU is 
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where U is defined as:
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Proof: Given (7) and the assumption that ( )ijkL M  for all i, j, k, we derive an upper bound U for 
the term 20( )O c as in (10). To derive (10), we should first find the explicit form of the term 
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Given the upper bound in (10), it follows immediately that (9) is a sufficient and more conservative 
condition for the superiority (smaller MSE) of SU.                                         □
Notice that if L is quadratic, the higher order terms in (6) and (8) vanish, resulting in the following
simpler form of the condition in Theorem 1. 
Corollary 2
For a quadratic loss function L, the SU distribution produces a smaller MSE between 1ˆθ and *θ
than the Bernoulli ±1 distribution for one-iteration SPSA if the following holds: 
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If p = 2, the special form of Corollary 2 becomes the following, which we use in the numerical 
example 4.1 below:
Corollary 3
For a quadratic loss function with p = 2, the SU distribution produces a smaller MSE between 1ˆθ
and *θ than the Bernoulli ±1 distribution for one-iteration SPSA if the following holds: 
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4. NUMERICAL EXAMPLE
4.1 Quadratic loss function
Consider the quadratic loss function 2 21 1 2 2( )L t t t t  θ , where θ = [t1, t2]T, σ2 = 1, 0ˆθ [0.3,0.3] ,T
aS = 0.00167, aB = 0.01897, cS = cB = 0.1, i.e. a0S = aS / (0+2)
0.602 = 0.0011, a0B = aB / (0+2)
0.602        
= 0.01252, c0S = cS / (0+1)
0.101 = 0.1, c0B = cB / (0+1)
0.101 = 0.1, i.e., the parameters are chosen according 
to the tuning process (see [8], Section 7.5). The left hand side of (11) is calculated as −0.0114, which 
satisfies the condition of Corollary 3, meaning SU outperforms the Bernoulli for k = 1. Now let us check 
this result with numerical simulation. We approximate the MSEs by averaging over 3×107 independent 
sample squared errors. Results are summarized in Table 2. 
Table 2: Results for quadratic loss functions
Number 
of 
iterations
MSE for 
Bernoulli
MSE 
for SU
P- value
k=1 0.1913 0.1798 <10−10
k=5 0.2094 0.1796 <10−10
k=10 0.1890 0.1786 <10−10
k=1000 0.0421 0.1403 >1−10−10
In Table 2, for each iteration count k, the MSEs
2
1ˆE
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θ θ* are approximated by averaging over 
3×107 independent sample squared errors. P-values are derived from standard matched-pairs t-tests for 
comparing two population means, which in this case are the MSEs for the Bernoulli and SU. For k = 1, 
the difference between MSEs under SU and the Bernoulli is −0.0115 (as compared to the theoretical 
value of −0.0114 computed from the expression in (11)), with the corresponding P-value being almost 0, 
which shows a strong indication that SU is preferred to the Bernoulli for k = 1.
We also notice that the advantage of SU holds for k = 5 and k = 10 in this example. In fact, the better 
performance of SU for k > 1 has been observed in other examples as well (e.g., [4] and [8, Exercise 7.7]). 
Thus, even though this paper only provides the theoretical foundation for k = 1 case, it might be possible 
to generalize the theory to k > 1 provided that k is not too large a number.
4.2 Non-quadratic loss function
Consider the loss function 4 2 21 1 1 2 2( )L t t t t t   θ , where θ = [t1, t2]T, 2 0ˆσ 1,  [1,1] ,T θ the 
tuning process (see [8], Section 7.5) results in aS = 0.05, aB = 0.15, cS = cB = 1. We estimate the MSEs by 
averaging over 106 independent sample squared errors. Results are summarized in Table 3. 
Table 3: Results for non-quadratic loss functions
Number 
of 
iterations
MSE for 
Bernoulli
MSE for  
SU
k=1 1.7891 1.5255
k=2 1.2811 1.2592
k=5 0.6500 0.9122
k=1000 0.0024 0.0049
In Table 3, for each iteration count k, the MSEs
2
1ˆE
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θ θ* are approximated by averaging over 
106 independent sample squared errors. Results show that for k = 1, there is a significant advantage of 
SU over the Bernoulli. But as the sample size increases, this advantage fades out, as we expect given the
theory of the asymptotic optimality of the Bernoulli distribution. 
5. CONCLUSION
In this paper, we investigate the performance of a non-Bernoulli distribution (specifically, the 
segmented uniform) for perturbation vectors in one step of SPSA. We show that for certain choices of 
parameters, non-Bernoulli will be preferred to the Bernoulli as the perturbation distribution for 
one-iteration SPSA. Furthermore, results in numerical examples indicate that we may generalize the 
above conclusion to other small sample sizes too, i.e., to two or more iterations of SPSA. In all, this 
paper gives a theoretical foundation for choosing an effective perturbation distribution when k = 1, and 
numerical experience indicates favorable results for a limited range of values of k > 1. This will be 
useful for SPSA-based optimization process for which available sample sizes are necessarily small in 
number. 
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