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Abstract
Let k be a positive integer with k  2; let h( ≡ 0) be a holomorphic function which has no simple zeros in D; and let F be a
family of meromorphic functions defined in D, all of whose poles are multiple, and all of whose zeros have multiplicity at least
k + 1. If, for each function f ∈F , f (k)(z) = h(z), then F is normal in D.
© 2007 Elsevier Inc. All rights reserved.
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1. Introduction
Let D be a domain in the whole complex plane C and F a family of meromorphic functions defined in D. F is
said to be normal in D, in the sense of Montel, if each sequence {fn} ⊂ F has a subsequence {fnj } which converges
spherically locally uniformly in D, to a meromorphic function or ∞ (see Hayman [4], Schiff [8], Yang [11]).
In 1979, Gu [3] proved the following well-known normality criterion.
Theorem A. Let F be a family of meromorphic functions defined in D; let k be a positive integer; and let b be a
nonzero complex value. If, for each function f ∈F , f = 0, f (k) = b, then F is normal in D.
In 1995, Bergweiler and Eremenko [1], Chen and Fang [2], Zalcman [12] proved the following normality criterion.
Theorem B. Let F be a family of meromorphic functions defined in D; let n be a positive integer; and let b be a
nonzero complex value. If, for each function f ∈F , f nf ′ = b, then F is normal in D.
In 1998, Wang and Fang [9] improved Theorem A as follows.
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C. Lei et al. / J. Math. Anal. Appl. 341 (2008) 224–234 225Theorem C. Let k be a positive integer; let b be a nonzero complex value; and let F be a family of meromorphic
functions in a domain D, all of whose zeros have multiplicity at least k + 2. If, for each function f ∈F , f (k)(z) = b,
then F is normal in D.
In [9], Wang and Fang also improved Theorem B and proved the following result.
Theorem D. Let k be a positive integer; let b be a nonzero complex value; and let F be a family of meromorphic
functions in a domain D, all of whose poles are multiple, and all of whose zeros have multiplicity at least k + 1. If,
for each function f ∈F , f (k)(z) = b, then F is normal in D.
Recently, Pang et al. [5], Xu [10] improved Theorem C as follows.
Theorem E. Let k be a positive integer; let h(≡ 0) be a holomorphic function which has only multiple zeros in D;
and let F be a family of meromorphic functions in a domain D, all of whose zeros have multiplicity at least k + 2. If,
for each function f ∈F , f (k)(z) = h(z), then F is normal in D.
It is natural to ask whether Theorem D can be extended in the same way that Theorem E extends Theorem C. In
this paper, we offer such an extension.
Theorem 1. Let k be a positive integer with k  2; let h(≡ 0) be a holomorphic function which has no simple zeros
in D; and let F be a family of meromorphic functions defined in D, all of whose poles are multiple, and all of whose
zeros have multiplicity at least k + 1. If, for each function f ∈F , f (k)(z) = h(z), then F is normal in D.
Remark 1. Theorem 1 is not valid for k = 1.
Example 1. Let m be a positive integer with m 3; let D = {z: |z| < 1}; and let F = {{\}, where
fn(z) = (z
m − 1
n
)2
mzm
= z
m
m
− 2
mn
+ 1
mn2zm
.
Clearly, F fails to be normal at the origin. However, all the zeros of fn are multiple, and f ′n(z) = zm−1 in D.
For k = 1, we get the following result.
Theorem 2. Let F be a family of holomorphic functions defined in D, all of whose zeros are multiple, and let h(≡ 0)
be a holomorphic function which has only multiple zeros in D. If, for each function f ∈ F , f ′(z) = h(z), then F is
normal in D.
2. Some lemmas
In order to prove our theorems, we require the following results.
Lemma 1. (See [6,13].) Let F be a family of functions meromorphic on the unit disc , all of whose zeros have
multiplicity at least k, and suppose that there exists A 1 such that |f (k)(z)| A whenever f (z) = 0. Then if F is
not normal at z0, there exist, for each 0 α  k,
(a) points zn ∈ , zn → z0;
(b) functions fn ∈F ; and
(c) positive numbers ρn → 0
such that ρ−αn fn(zn + ρnζ ) = gn(ζ ) → g(ζ ) locally uniformly with respect to the spherical metric, where g is a
nonconstant meromorphic function on C, all of whose zeros have multiplicity at least k, such that g#(ζ )  g#(0) =
kA + 1. In particular, g has order at most 2.
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polynomial, P(z) ≡ 0. Suppose that all zeros of g(z) have multiplicity at least k+1. Then g(k)(z)−P(z) has infinitely
many zeros.
Lemma 3. (See [9].) Let m,k be two positive integers, and let Q(z) = amzm + am−1zm−1 + · · · + a0 + q(z)p(z) , where
am,am−1, . . . , a0 are constants with am = 0, and q(z)(≡ 0),p(z) are coprime polynomials with degq(z) < degp(z).
If Q(k)(z) = 1 for z ∈ C, then
Q(z) = z
k
k! + · · · + a0 +
1
(az + b)n ,
where a = 0, and n is a positive integer. If all zeros of Q(z) have multiplicity at least k + 1, then Q(z) = (cz+d)k+1
az+b ,
where c, d are constants with c = 0.
Lemma 4. (See [5].) Let Q(z) be a non-polynomial rational function, and let m,k be positive integers. If Q(k)(z) = zm
for z ∈ C, then
Q(z) = z
m+k
(m + k) · · · (m + 1) + ak−1z
k−1 + · · · + a0 + b
(z + c)n ,
where ak−1, . . . , a0, b and c are constants with b = 0 and n is a positive integer. If all zeros of Q(z) have multiplicity
at least k + 2, then Q(z) = (z+
mc
m+n+k )m+n+k
(m+k)···(m+1)(z+c)n , where c is a constant with c = 0.
Lemma 5. (See [5].) Let Q(z) be a rational function, all of whose poles are multiple with the possible exception of
z = 0 and all of whose zeros have multiplicity at least k + 2. Then, for each positive integer m, Q(k)(z) = zm has a
solution in C.
Lemma 6. (See [9].) Let k be a positive integer, and let f (z) be a meromorphic function of finite order on C, all of
whose poles are multiple, and all of whose zeros have multiplicity at least k + 1. If f (k)(z) = 1, then f is constant.
Lemma 7. Let m,k be two integers with m 2 and k  2, and let Q(z) be a rational function, all of whose zeros have
multiplicity at least k + 1, and all of whose poles are multiple with the possible exception of z = 0. If Q(k)(z) = zm,
then Q(z) is non-polynomial rational function which has exactly two distinct zeros and one pole of multiplicity at
most 2 and no further poles.
Proof. If Q(z) is a nonconstant polynomial, then in view of Q(k)(z) = zm we have
Q(k)(z) = zm + c, (2.1)
where c is a nonzero constant.
Let z0 be a zero of Q(z). Since all zeros of Q(z) have multiplicity at least k + 1 and because of (2.1), we have
0 = Q(k)(z0) = zm0 + c, (2.2)
and
0 = Q(k−1)(z0) = z
m+1
0
m + 1 + cz0 + d, (2.3)
where d is a constant.
By(2.2) and (2.3) we have
z0 = −d(m + 1)
cm
.
Hence Q(z) has only one zero. Since Q(z) is a polynomial of degree k + m, we get that all zeros of Q(z) have
multiplicity at least k + 2. It follows that 0 = Q(k+1)(z0) = mzm−1. Thus 0 = Q(k)(z0) = zm + c = c, a contradiction.0 0
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Lemma 4, we obtain
Q(z) = z
m+k
(m + k) · · · (m + 1) + ak−1z
k−1 + · · · + a0 + b
(z + c)n , (2.4)
where b, c are two constants with b = 0.
Let z0 be a zero of Q(z). Since all zeros of Q(z) have multiplicity at least k + 1, we have
0 = Q(k−2)(z0) = z
m+2
0
(m + 1)(m + 2) + b1z0 + b2 +
b0
(z0 + c)t , (2.5)
0 = Q(k−1)(z0) = z
m+1
0
m + 1 + b1 +
−b0t
(z0 + c)t+1 , (2.6)
0 = Q(k)(z0) = zm0 +
b0t (t + 1)
(z0 + c)t+2 , (2.7)
where b1 = (k − 1)!ak−1, b2 = (k − 2)!ak−2, t = n + k − 2,
b0 =
{
b(−1)k−2n(n + 1) · · · (n + k − 3), k  3,
b, k = 2.
By (2.6) and (2.7), we get
b0t (t + m + 2)z0 − b1(m + 1)(z0 + c)t+2 + b0t (m + 1)c = 0. (2.8)
If b1 = 0, it follows from (2.8) that z0 = − c(m+1)t+m+2 . That is, Q(z) has only one zero. Since Q(z) is a rational function
of degree k + m + n, all zeros of Q(z) have multiplicity at least k + 3. By Lemma 5, Q(k)(z) = zm has a solution,
a contradiction.
If b1 = 0, then from (2.5) and (2.7), we have
−b0t (t + 1)z20 + (b1z0 + b2)(m + 1)(m + 2)(z0 + c)t+2 + b0(m + 1)(m + 2)(z0 + c)2 = 0. (2.9)
By (2.8) and (2.9), we have
d1z
2
0 + d2z0 + d3 = 0,
where
d1 = −b1t (t + 1) + b1t (m + 2)(t + m + 2) + (m + 1)(m + 2)b1 = 0,
d2 = (m + 2)
[
2(m + 1)cb1 + b1t (m + 1)c + b2t (t + m + 2)
]
,
d3 = b1(m + 1)(m + 2)c2 + b2t (m + 1)(m + 2)c.
Thus Q(z) has at most two distinct zeros.
If Q(z) has only one zero, then since Q(z) is a rational function of degree k + m + n, all zeros of Q(z) have
multiplicity at least k + 3. By Lemma 5, Q(k)(z) = zm has a solution, a contradiction. Thus Q(z) has exactly two
distinct zeros, say α,β .
Set
h(z) = z
m+k
(m + k) · · · (m + 1) + ak−1z
k−1 + · · · + a0.
Thus
Q(z) = h(z)(z + c)
n + b
(z + c)n =
(z − α)n1(z − β)n2
(m + k) · · · (m + 1)(z + c)n ,
where nj  k+1 3, j = 1,2, and n1 +n2 = m+n+k. Thus it is easy to see that α,β are the zeros of (h(z)(z+c)n+
b)′ = (z+c)n−1(h′(z)(z+c)+nh(z)) with multiplicity n1−1, n2−1, respectively. Since α,β = −c, α,β are the zeros
of h′(z)(z+ c)+ nh(z) with multiplicity n1 − 1, n2 − 1, respectively. Noting that deg[h′(z)(z+ c)+ nh(z)] = m+ k,
we deduce n 2. 
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(a) Let m,k be two positive integers with m  2, k  2, and let Q(z) be a rational function, all of whose zeros
have multiplicity at least k + 1, and all of whose poles are multiple with the possible exception of z = 0. Then
Q(k)(z) = zm has a solution in C.
(b) Let m be a positive integer with m  2, and let Q(z) be a polynomial, all of whose zeros are multiple. Then
Q′(z) = zm has a solution in C.
Proof. (a) Suppose that Q(k)(z) = zm. By Lemma 7, Q(z) is non-polynomial rational function which has exactly two
distinct zeros, and all of whose poles have multiplicity at most 2. Suppose that α,β are two zeros of Q(z). From
Lemma 4, we have
Q(z) = z
m+k
(m + k) · · · (m + 1) + ak−1z
k−1 + · · · + a0 + b
(z + c)n =
(z − α)n1(z − β)n2
(m + k) · · · (m + 1)(z + c)n , (2.10)
where b = 0, nj  k + 1 3, j = 1,2, n1 + n2 = m + n + k, and n 2. We consider two cases.
Case 1. c = 0. By (2.10) we have
Q(z) = z
m+k
(m + k) · · · (m + 1) + ak−1z
k−1 + · · · + a0 + b
zn
= (z − α)
n1(z − β)n2
(m + k) · · · (m + 1)zn ,
where α,β = 0.
Thus
zm+n+k + Aak−1zk+n−1 + · · · + Aa0zn + Ab = (z − α)n1(z − β)n2 , (2.11)
where A = (m + k) · · · (m + 1).
Comparing coefficients of zm+n+k−1, zm+n+k−2 in (2.11), we have
0 = n1α + n2β, (2.12)
0 = n1(n1 − 1)
2
α2 + n2(n2 − 1)
2
β2 + n1n2αβ. (2.13)
By (2.12) and (2.13), we have
0 = n22β2
(
1
n1
+ 1
n2
)
.
Thus β = 0, a contradiction.
Case 2. c = 0. By the condition of Lemma 8 and n 2, we get that n = 2.
We consider two subcases.
Case 2.1. m 3.
By (2.10) and n = 2, we get
Q(z) = z
m+k
(m + k) · · · (m + 1) + ak−1z
k−1 + · · · + a0 + b
(z + c)2 =
(z − α)n1(z − β)n2
(m + k) · · · (m + 1)(z + c)2 .
Thus
zm+k+2 + 2czm+k+1 + c2zm+k + Aak−1zk+1 + · · · + Ab = (z − α)n1(z − β)n2 , (2.14)
where A = (m + k) · · · (m + 1).
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−2c = n1α + n2β, (2.15)
c2 = n1(n1 − 1)
2
α2 + n2(n2 − 1)
2
β2 + n1n2αβ, (2.16)
0 = n1(n1 − 1)(n1 − 2)
6
α3 + n2(n2 − 1)(n2 − 2)
6
β3 + n1(n1 − 1)n2
2
α2β + n2(n2 − 1)n1
2
αβ2. (2.17)
By (2.15) and (2.16), we have
0 = n22β2 + n21α2 + 2n1n2αβ − 2n1α2 − 2n2β2. (2.18)
It follows from (2.17) that αβ = 0. Set x = β
α
. By (2.18), we get
n2(n2 − 2)x2 + 2n1n2x + n1(n1 − 2) = 0. (2.19)
By (2.17), we have
n2(n2 − 1)(n2 − 2)x3 + 3n1n2(n2 − 1)x2 + 3n1n2(n1 − 1)x + n1(n1 − 1)(n1 − 2) = 0. (2.20)
By (2.19) and (2.20), we have(
n22 − n2
)
x2 + (2n1n2 − n2 + n1 − 2)x + n21 − 3n1 + 2 = 0. (2.21)
By (2.19) and (2.21), we have
(n2 + 2)(2 − n1 − n2)x + (n1 − 2)(2 − n1 − n2) = 0.
Since 2 − n1 − n2 = 0,
x = 2 − n1
n2 + 2 . (2.22)
By (2.22) and (2.19), we get
n2(n2 − 2)
(
2 − n1
n2 + 2
)2
+ 2n1n2 2 − n1
n2 + 2 + n1(n1 − 2) = 0. (2.23)
It follows from (2.23) that (n1 − 2)(n2 − 2)(n1 + n2) = 0, a contradiction.
Case 2.2. m = 2. By (2.10) and n = 2, we have
Q(z) = z
2+k
(2 + k) · · · (2 + 1) + ak−1z
k−1 + · · · + a0 + b
(z + c)2 =
(z − α)n1(z − β)n2
(2 + k) · · · (2 + 1)(z + c)2 .
Thus
(z − α)n1(z − β)n2 = zk+2(z + c)2 + Aak−1zk−1(z + c)2 + · · · + Aa0(z + c)2 + Ab
= zk+4 + 2czk+3 + c2z2+k + Aak−1zk−1(z + c)2 + · · · + Aa0(z + c)2 + Ab, (2.24)
where A = (2 + k) · · · (2 + 1).
Since all zeros of Q(z) have multiplicity at least k + 1, 2(k + 1)  n1 + n2 = m + n + k = k + 4. Thus k  2.
Noting the condition of k  2, we get that k = 2. Since nj  k + 1 3, j = 1,2, n1 + n2 = m + n + k = 6, we get
that n1 = n2 = 3.
By (2.24), we have
(z − α)3(z − β)3 = z6 + 2cz5 + c2z4 + 12a1z3 + (24a1c + a0)z2
+ (12a1c2 + 24a0c)z + 12a0c2 + 12b. (2.25)
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−2c = 3(α + β), (2.26)
c2 = 3α2 + 3β2 + 9αβ, (2.27)
−12a1 = 9αβ2 + 9α2β + α3 + β3, (2.28)
12a0 + 24a1c = 3αβ3 + 3α3β + 9α2β2, (2.29)
−12a1c2 − 24a0c = 3α2β3 + 3α3β2. (2.30)
By (2.26) and (2.27), we get
α2 + β2 + 6αβ = 0. (2.31)
(2.28) and (2.31) imply
−6a1 = αβ(α + β). (2.32)
(2.29) and (2.31) imply
4a0 + 8a1c = −3α2β2. (2.33)
By assumption, we have c = 0, so from (2.26) it follows that α + β = 0. By (2.26) and (2.30), we have
6a1c + 12a0 = α2β2. (2.34)
By (2.33) and (2.34), we have
18a1c = −10α2β2. (2.35)
If we had αβ = 0, then from (2.35) and c = 0 we would deduce a1 = 0. Inserting this into (2.28) would give
α = β = 0, a contradiction.
By (2.26), (2.32), (2.35) and αβ = 0, we have
9(α + β)2 = −20αβ. (2.36)
It follows from (2.31) and (2.36) that αβ = 0, a contradiction.
(b) Suppose that Q′(z) = zm. Thus Q′(z) = zm + c, where c is a nonzero constant.
Let z0 be a zero of Q(z). Since all zeros of Q(z) are multiple, we have
0 = Q′(z0) = zm0 + c, (2.37)
and
0 = Q(z0) = z
m+1
0
m + 1 + cz0 + d, (2.38)
where d is a constant.
It follows from (2.37) and (2.38) that
z0 = −d(m + 1)
cm
.
Thus Q(z) has only one distinct zero. Therefore, all zeros of Q(z) have multiplicity at least 3. It follows that 0 =
Q′′(z0) = mzm−10 . Thus 0 = Q′(z0) = zm0 + c = c, a contradiction. 
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Proof of Theorem 1. We first show that F is normal at a point z0 with h(z0) = 0. Suppose that F is not normal at z0.
We may assume that D =  and h(z0) = 1. By Lemma 1, there exist fn ∈F , zn → z0, and ρn → 0+ such that
ρ−kn fn(zn + ρnζ ) = gn(ζ ) → g(ζ ),
spherically uniformly on compact subsets of C, where g(ζ ) is a nonconstant meromorphic function on C, all of whose
zeros have multiplicity at least k + 1 and all of whose poles are multiple. In particular, g has order at most 2.
Now
g(k)(ζ ) − 1 = lim
n→∞g
(k)
n (ζ ) − h(z0) = limn→∞
[
f (k)n (zn + ρnζ ) − h(zn + ρnζ )
]
,
and the expression in brackets on the right-hand side does not vanish. If g(k)(ζ ) ≡ 1, then g must be a polynomial of
exact degree k, which contradicts the fact each zero of g has multiplicity at least k + 1. Thus, by Hurwitz’s theorem,
g(k)(ζ ) = 1. It then follows from Lemma 6 that g(ζ ) is constant, a contradiction.
We now prove that F is normal at a point z0 with h(z0) = 0. Without loss of generality, we may assume that z0 = 0.
Making standard normalization, we may assume that
h(z) = zm + am+1zm+1 + · · · = zmb(z), z ∈ ,
m 2, b(0) = 1, and h(z) = 0 for 0 < |z| < 1.
Let H= {F : F(z) = f (z)
zm
, f ∈F}. Since f (k)(0) = h(0) = 0 and all zeros of f (z) have multiplicity at least k + 1,
f (0) = 0. Hence F(0) = ∞. We shall prove H is normal at 0. Suppose not. By Lemma 1, there exist Fn(z) ∈ H,
zn → 0, and ρn → 0+ such that
ρ−kn Fn(zn + ρnζ ) = gn(ζ ) → g(ζ ),
spherically uniformly on compact subsets of C, where g(ζ ) is nonconstant meromorphic function on C, all of whose
zeros have multiplicity at least k + 1 and all of whose poles are multiple.
Set fn(z) = zmFn(z). We consider two cases.
(i) We may suppose that zn
ρn
→ ∞. We have
f (k)n (z) = zmF (k)n (z) +
k∑
l=1
(
k
l
)(
zm
)(l)
F (k−l)n (z) = zmF (k)n (z) +
k∑
l=1
clz
m−lF (k−l)n (z),
where
cl =
{ (
k
l
)
m(m − 1) · · · (m − l + 1), l m,
0, l > m.
Since ρlng
(k−l)
n (ζ ) = F (k−l)n (zn + ρnζ ), l = 0,1, . . . , k, we obtain
f
(k)
n (zn + ρnζ )
h(zn + ρnζ ) =
[
g(k)n (ζ ) +
k∑
l=1
cl
g
(k−l)
n (ζ )
( zn
ρn
+ ζ )l
]
1
b(zn + ρnζ ) . (3.1)
Now
lim
n→∞
cl
( zn
ρn
+ ζ )l = 0, l = 1,2, . . . , k, (3.2)
and
lim
n→∞
1
b(zn + ρnζ ) = 1. (3.3)
By (3.1)–(3.3), we have
f
(k)
n (zn + ρnζ )
h(zn + ρnζ ) → g
(k)(ζ ),
uniformly on compact subsets of C disjoint from the poles of g.
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(k)
n (z)
h(z)
= 1, Hurwitz’s theorem implies that either g(k)(ζ ) ≡ 1 or g(k)(ζ ) = 1 for all ζ ∈ C. If g(k)(ζ ) ≡ 1, g
is a nonconstant polynomial all of whose zeros have multiplicity at most k. This contradicts the fact that all zeros of g
have multiplicity at least k + 1. If g(k)(ζ ) = 1, then g(ζ ) is constant by Lemma 6, a contradiction.
(ii) So we may assume that zn
ρn
→ α, a finite complex number. We have
Fn(ρnζ )
ρkn
= Fn(zn + ρn(ζ −
zn
ρn
))
ρkn
→ g(ζ − α),
the convergence being spherically uniform on compact sets of C. Clearly, all zeros of g(ζ − α) have multiplicity at
least k + 1, and the poles of g(ζ − α) at ζ = 0 have multiplicity at least m. Now
Gn(ζ ) = fn(ρnζ )
ρm+kn
= Fn(ρnζ )
ρkn
(ρnζ )
m
ρmn
→ ζmg(ζ − α) = G(ζ),
uniformly on compact subsets of C. Since g(ζ − α) has a pole of multiplicity at least m at ζ = 0, G(0) = 0 and all
zeros of G(ζ) have multiplicity at least k + 1.
We claim that G(k)(ζ ) = ζm, ζ ∈ C. Indeed, suppose that G(k)(ζ0) = ζm0 . Then G(ζ) is holomorphic at ζ0, and
G(k)n (ζ ) −
h(ρnζ )
ρmn
= f
(k)
n (ρnζ ) − h(ρnζ )
ρmn
= 0.
Therefore, we have G(k)(ζ ) ≡ ζm, by Hurwitz’s theorem. Hence G is a nonconstant polynomial. Therefore G
has a zero ζ0. Since all zeros of G have multiplicity at least k + 1, we deduce ζm0 = G(k)(ζ0) = 0, hence ζ0 = 0.
This contradicts G(0) = 0. Thus G(k)(ζ ) = ζm. It follows from Lemma 2 that G(ζ) is a rational function. However,
Lemma 8(a) shows that G(k)(ζ ) = ζm has a solution in C. The contradiction shows that H is normal at 0.
It remains to prove that F is normal at 0.
Suppose that {fn(z)} is a sequence of functions in F . Set Fn(z) = fn(z)zm . Then {Fn(z)} ⊂H. Since H is normal
at z = 0, there exist δ = {z: |z| < δ} and a subsequence of {Fn(z)} such that {Fn(z)} converges uniformly to a
meromorphic function F(z) or ∞ on δ . Noting that F(0) = ∞ we can find ε ∈ [0; δ] and a positive constant M such
that |F(z)| M for all z ∈ ε . Therefore, for sufficiently large n, we obtain that |Fn(z)|  M2 . Thus fn(z) = 0 for
sufficiently large n and all z ∈ ε . Therefore 1fn is analytic in ε . Thus, for sufficiently large n, we have∣∣∣∣ 1fn(z)
∣∣∣∣=
∣∣∣∣ 1Fn(z)
1
|z|k
∣∣∣∣ 2kδk 2M , |z| = ε2 .
By the Maximum Principle and Montel’s theorem, F is normal at z = 0. 
Proof of Theorem 2. We first show that F is normal at a point z0 with h(z0) = 0. Suppose that F is not normal at
z0. We may assume that D =  and h(z0) = 1. By Lemma 1, there exist fn ∈F , zn → z0, and ρn → 0+ such that
ρ−1n fn(zn + ρnζ ) = gn(ζ ) → g(ζ ),
spherically uniformly on compact subsets of C. By Hurwitz’s theorem, we obtain that g(ζ ) is a nonconstant entire
function on C, all of whose zeros are multiple. Now
g′(ζ ) − 1 = lim
n→∞g
′
n(ζ ) − h(z0) = limn→∞
[
f ′n(zn + ρnζ ) − h(zn + ρnζ )
]
,
and the expression in brackets on the right-hand side does not vanish. Thus, by Hurwitz’s theorem, g′(ζ ) ≡ 1, or
g′(ζ ) = 1. If g′(ζ ) ≡ 1, then g(ζ ) is a polynomial of degree 1 which has one simple zero. This contradicts with all
zeros of g(ζ ) are multiple. Thus g′(ζ ) = 1. It then follows from Lemma 6 that g(ζ ) is constant, a contradiction.
We now prove that F is normal at a point z0 with h(z0) = 0. Making standard normalizations, we may assume that
h(z) = zm + am+1zm+1 + · · · = zmb(z), z ∈ ,
m 2, b(0) = 1, and h(z) = 0 for 0 < |z| < 1.
Let H = {F : F(z) = f (z)
zm
, f ∈ F}. Since f ′(0) = h(0) = 0 and all zeros of f (z) have multiplicity at least 2,
f (0) = 0. Hence F(0) = ∞. We shall prove H is normal at 0. Suppose not. By Lemma 1, there exist Fn(z) ∈ H,
zn → 0, and ρn → 0+ such that
ρ−1n Fn(zn + ρnζ ) = gn(ζ ) → g(ζ ),
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zeros and poles are multiple.
Set fn(z) = zmFn(z). We consider two cases.
(i) Suppose zn
ρn
→ ∞. We have
f ′n(z) = zmF ′n(z) + mzm−1Fn(z).
Since ρlng
(1−l)
n (ζ ) = F (1−l)n (zn + ρnζ ), l = 0,1, we obtain
f ′n(zn + ρnζ )
h(zn + ρnζ ) =
[
g′n(ζ ) + m
gn(ζ )
( zn
ρn
+ ζ )
]
1
b(zn + ρnζ ) . (3.4)
Now
lim
n→∞
m
( zn
ρn
+ ζ ) = 0, (3.5)
and
lim
n→∞
1
b(zn + ρnζ ) = 1. (3.6)
By (3.4)–(3.6), we have
f ′n(zn + ρnζ )
h(zn + ρnζ ) → g
′(ζ ),
uniformly on compact subsets of C disjoint from the poles of g.
Since f
′
n(z)
h(z)
= 1, Hurwitz’s theorem implies that either g′(ζ ) ≡ 1 or g′(ζ ) = 1 for all ζ ∈ C. If g′(ζ ) ≡ 1, g is a
nonconstant polynomial with one simple zero. This contradicts the fact that all zeros of g have multiplicity at least 2.
If g′(ζ ) = 1, then g(ζ ) is constant by Lemma 6, a contradiction.
(ii) So we may assume that zn
ρn
→ α, a finite complex number. We have
Fn(ρnζ )
ρn
= Fn(zn + ρn(ζ −
zn
ρn
))
ρn
→ g(ζ − α),
the convergence being spherically uniform on compact sets of C. Clearly, all zeros of g(ζ − α) are multiple, and the
poles of g(ζ − α) at ζ = 0 have multiplicity exactly m. Now
Gn(ζ ) = fn(ρnζ )
ρm+1n
= Fn(ρnζ )
ρn
(ρnζ )
m
ρmn
→ ζmg(ζ − α) = G(ζ),
uniformly on compact subsets of C. Since the poles of g(ζ − α) at ζ = 0 have multiplicity exact m, G(0) = 0 and all
zeros of G(ζ) are multiple. By Hurwitz’ theorem, G(ζ) is an entire function.
We claim that G′(ζ ) = ζm, ζ ∈ C. Indeed, suppose that G′(ζ0) = ζm0 . Then
G′n(ζ ) −
h(ρnζ )
ρmn
= f
′
n(ρnζ ) − h(ρnζ )
ρmn
= 0.
Therefore, we have G′(ζ ) ≡ ζm, by Hurwitz’s theorem. Hence G(ζ) = zm+1
m+1 + d , where d is a constant. Since
G(0) = 0, d = 0. Thus all zeros of G are simple, a contradiction.
Thus G′(ζ ) = ζm. It follows from Lemma 2 that G(ζ) is a rational function. Noting that G(ζ) is an entire function,
however, Lemma 8(b) shows that G′(ζ ) = ζm has a solution in C. This contradiction shows that H is normal at 0.
Arguing as in the proof of Theorem 1, we can get that F is normal at 0. 
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