Abstract. Algorithms for learning a minimal separating DFA of two disjoint regular languages have been proposed and adapted for different applications. One of the most important applications is learning minimal contextual assumptions in automated compositional verification. We propose in this paper an efficient learning algorithm, called L Sep , that learns and generates a minimal separating DFA. Our algorithm has a quadratic query complexity in the product of sizes of the minimal DFA's for the two input languages. In contrast, the most recent algorithm of Gupta et al. has an exponential query complexity in the sizes of the two DFA's. Moreover, experimental results show that our learning algorithm significantly outperforms all existing algorithms on randomly-generated example problems. We describe how our algorithm can be adapted for automated compositional verification. The adapted version is evaluated on the LTSA benchmarks and compared with other automated compositional verification approaches. The result shows that our algorithm surpasses others in 30 of 49 benchmark problems.
Introduction
Compositional verification is seen by many as a promising approach for scaling up Model Checking [8] to larger designs. In the approach, one applies a compositional inference rule to break the task of verifying a system down to the subtasks of verifying its components. The compositional inference rule is usually in the so-called assume-guarantee style. One widely used assume-guarantee rule, formulated from a language-theoretic view, is the following:
We assume that the behaviors of a system or component are characterized by a language and any desired property is also described as a language. The parallel composition of two components is represented by the intersection of the languages of the two components. A system (or component) satisfies a property if the language of the system (or component) is a subset of the language of the property. The above assume-guarantee rule then says that, to verify that the system composed of components M 1 and M 2 satisfies property P , one may instead verify the following two conditions: (1) component M 1 satisfies (guarantees) P under some contextual assumption A and (2) component M 2 satisfies the contextual assumption A.
The main difficulty in applying assume-guarantee rules to compositional verification is the need of human intervention to find contextual assumptions. For the case where components and properties are given as regular languages, several automatic approaches have been proposed to find contextual assumptions [4, 10] based on the machine learning algorithm L * [2, 17] . Following this line of research, there have been results for symbolic implementations [1, 18] , various optimization techniques [12, 6] , an extension to liveness properties [11] , performance evaluation [9] , and applications to problems such as component substitutability analysis [5] . However, all of the above suffer from the same problem: they do not guarantee finding a small assumption even if one exists. Though minimality of the assumption does not ensure better performance, we will show in this paper that it helps most of the time.
The problem of finding a minimal assumption for compositional verification can be reduced to the problem of finding a minimal separating DFA (deterministic finite automaton) of two disjoint regular languages [14] . A DFA A separates two disjoint languages L 1 and L 2 if its language L(A) contains L 1 and is disjoint from L 2 (L 1 ⊆ L(A) and L(A) ∩ L 2 = ∅). The DFA A is minimal if it has the least number of states among all separating DFA's. Several approaches [14, 16, 13] have been proposed to find a minimal separating DFA automatically. However, all of those approaches are computationally expensive. In particular, the most recent algorithm of Gupta et al. [14] has an exponential query complexity in the sizes of the minimal DFA's of the two input languages.
In this paper we propose a more efficient learning algorithm, called L Sep , that finds the aforementioned minimal separating DFA. The query complexity of our algorithm is quadratic in the product of the sizes of the two minimal DFA's for the two input languages. Moreover, our algorithm utilizes membership queries to accelerate learning and has a more compact representation of the samples collected from the queries. Experiments show that L Sep significantly outperforms other algorithms on a large set of randomly-generated example problems.
We then give an adaptation of the L Sep algorithm for automated compositional verification and evaluate its performance on the LTSA benchmarks [9] . The result shows that the adapted version of L Sep surpasses other compositional verification algorithms on 30 of 49 benchmark problems. Besides automated compositional verification, algorithms for learning a minimal separating DFA have found other applications. For example, Grinchtein et al. [13] used such an al-gorithm as the basis for learning network invariants of parameterized systems. Although we only discuss the application of L Sep to automated compositional verification in this paper, the algorithm can certainly be adapted for other applications as well.
Preliminaries
An alphabet Σ is a finite set. A finite string over Σ is a finite sequence of elements from Σ. The empty string is represented by λ. The set of all finite strings over Σ is denoted by Σ * , and Σ + is the set of all nonempty finite strings over A DFA A is consistent with a 3DFA C if and only if A accepts all strings that C accepts, and rejects all strings that C rejects. It follows that A accepts strings in L(C − ) and rejects those in L(C + ), or equivalently, Figure 1(a) illustrates a DFA A consistent with a 3DFA C. In the figure, the bounding box is the set of all finite strings Σ * . The dark shaded area represents L(C − ). The union of the dark shaded area and the light shaded area represents L(C + ). The DFA A is consistent with C as it accepts all strings in L(C − ) and rejects those not in 
⊆ L 2 are true in this figure. Any DFA consistent with C accepts strings in L(C − ) (the dark area) and possibly some strings in the light shaded area. Hence it accepts all strings in L 1 but none in L 2 , i.e., it separates L 1 and L 2 . Therefore, C is sound. Figure 2 (c) illustrates the case that C is unsound. We can show that either
is consistent with C. However, A is not a separating DFA for L 1 and L 2 because it rejects u, a string in L 1 . We can then conclude that C is unsound. The case that L(C + ) ⊆ L 2 can be shown to be unsound by a similar argument.
A 3DFA C is complete with respect to L 1 and L 2 if any separating DFA for L 1 and L 2 is consistent with C. Again, when the context is clear, we abbreviate "complete with respect to L 1 and L 2 " as "complete". Figure 2 (b) shows the situation when C is complete for L 1 and L 2 . Any separating DFA for L 1 and L 2 accepts all strings in L 1 but none in L 2 . Hence it accepts strings in L(C − ) (the dark area) and possibly those in the light shaded area, i.e., it is consistent with C. Therefore, C is complete. Figure 2 
Fig. 2. Soundness and Completeness of a 3DFA C
We can show that either
can be shown to be incomplete by a similar argument.
Proposition 1.
Let L 1 and L 2 be regular languages and C be a 3DFA. Then
C is sound if and only if
L 1 ⊆ L(C − ) and L(C + ) ⊆ L 2 ; 2. C is complete if and only if L(C − ) ⊆ L 1 and L 2 ⊆ L(C + ).
Overview of Learning a Minimal Separating DFA
Given two disjoint regular languages L 1 and L 2 , our task is to find a minimal
Our key idea is to use a 3DFA as a succinct representation for the samples collected from L 1 and L 2 . Exploiting the three possible acceptance outcomes of a 3DFA (accept, reject, and don't care), we encode strings from L 1 and L 2 in a 3DFA C as follows. All strings of L 1 are accepted by C and all strings in L 2 are rejected by C. The remaining strings take C into don't care states. Observe that for any DFA A, the following two conditions are equivalent: (1) A is consistent with C, which means A accepts all accepted strings in C and rejects all rejected strings in C.
(2) A separates L 1 and L 2 , which means A accepts all strings in L 1 and rejects all strings in L 2 .
It follows that DFA's consistent with C and those separating L 1 and L 2 in fact coincide. We therefore reduce the problem of finding the minimal separating DFA for L 1 and L 2 to the problem of finding the minimal DFA consistent with the 3DFA C.
By Proposition 1, C is both sound and complete with respect to
, the accepted strings in C, and L 2 = L(C + ), the rejected strings in C. Figure 3 depicts the flow of our algorithm. The candidate generation step is performed by the candidate generator, which produces a series of candidate 3DFA's C i targeting the 3DFA C using an extension of L * . The completeness checking step examines whether C i is complete with respect to L 1 and L 2 . If C i is incomplete, a counterexample is returned to the candidate generator to refine the next conjecture. Otherwise, C i is complete, and the next step is to compute a minimal DFA A i consistent with C i .
The following lemma characterizing the sizes of the minimal consistent DFA A i and minimal separating DFA's for L 1 and L 2 :
Proof. By completeness, any separating DFA of L 1 and L 2 is consistent with C i . Hence the minimal separating DFA A is a DFA consistent with C i . Because A i is the minimal DFA consistent with C i , we have | A| ≥ |A i | . If A i is not a separating DFA for L 1 and L 2 , we get a counterexample to the soundness of C i (will be described in the next section) and then send it to the candidate generator to refine the next conjecture. Candidate generator is guaranteed to converge to the sound and complete 3DFA, hence, our algorithm is guaranteed to find the minimal separating DFA and terminate. 
Finally, we check if
The teacher returns "YES" if the containment holds, and "NO" with a counterexample otherwise, where A i is a conjecture DFA.
As sketched in Section 3, the L Sep algorithm performs the following steps to find a minimal separating DFA A for the languages L 1 and L 2 iteratively. The candidate generation step is performed by the candidate generator, which extends the observation table in L * [17] to allow entries with don't cares. An observation table S, E, T is a triple of a prefix-closed set S of strings, a set E of distinguishing strings, and a function T from (S ∪ SΣ) × E to {+, −, ?}; see Figure 4 for an example. Let α ∈ S ∪ SΣ and β ∈ E. The function T maps π = (α, β) to + if αβ ∈ L 1 ; it maps π to − if αβ ∈ L 2 ; otherwise T maps π to ?. In the observation table of Figure 4 , the entry for (ba, b) is + because the string bab ∈ L 1 2 . The candidate generator constructs the observation table by posing membership queries. It generates a 3DFA C i based on the observation table. If the 3DFA C i is unsound or incomplete, the candidate generator expands the observation table by extracting distinguishing strings from counterexamples and then generates another conjecture 3DFA. Let n be the size of the minimal sound and complete 3DFA and m be the length of the longest counterexample returned by containment queries. The candidate generator is guaranteed to find a sound and complete 3DFA with O(n 2 + n log m) membership queries. Moreover, it generates at most n − 1 incorrect 3DFA's. We refer the reader to [7] for details.
Candidate Generation
1 A learning algorithm is active if it can actively query the teacher to label samples; otherwise, it is passive. 2 Here L1=(a
Completeness Checking
The L Sep algorithm finds the minimal DFA separating L 1 and L 2 by computing the minimal DFA consistent with C i . To make sure all separating DFA's for L 1 and L 2 are considered, the L Sep algorithm checks whether C i is complete. By Proposition 1, checking completeness reduces to checking whether
If either of these queries fails, a counterexample is sent to the candidate generator to refine C i . Note that several iterations between candidate generation and completeness checking may be needed to find a complete 3DFA.
Finding a Minimal Consistent DFA
After the completeness checking, the next step is to compute a minimal DFA consistent with C i . We reduce the problem to the minimization problem of incompletely specified finite state machines [15] . The L Sep algorithm translates the 3DFA C i into an incompletely specified finite state machine M. It then invokes the algorithm in [15] to obtain a minimal finite state machine M i consistent with M. Finally, M i is converted to a DFA A i .
Soundness Checking

After the minimal DFA
There are three possible outcomes:
. By Proposition 1, u is a counterexample to the soundness of C i . It is sent to the candidate generator to refine the 3DFA in the next iteration.
The string v is in fact a counterexample to the soundness of C i by an analogous argument. It is sent to the candidate generator as well.
Correctness
The following theorem states the correctness of the L Sep algorithm. 
Complexity Analysis
We now estimate the number of queries used in the L Sep algorithm. Lemma 2 states an upper bound on the size of the minimal sound and complete 3DFA (a proof can be found in [7] Sep uses at most 2 containment queries to check completeness and 2 containment queries to check soundness) to learn a minimal separating DFA in the worst case.
Automated Compositional Verification
We discuss how to adapt L Sep to the context of automated compositional verification. The adapted version is referred to as "adapted L Sep ". We first explain how to reduce the problem of finding a minimal assumption in assume-guarantee reasoning to the problem of finding a minimal separating automaton. We then show how adapted L Sep handles the case in which the system violates the property and introduce heuristics to improve the efficiency of the adapted algorithm.
Finding a minimal assumption in assume-guarantee reasoning: Suppose we want to use the following assume-guarantee rule to verify if the system composed of two components M 1 and M 2 satisfies a property P :
Therefore, the two premises can be summarized as
This immediately translates the problem of finding a minimal assumption in assume-guarantee reasoning to the problem of finding a minimal separating automaton of the two languages L(M 2 ) and L(M 1 )∩L(P ). Therefore, if the system composed of M 1 and M 2 satisfies the property P , L Sep can be used to find a contextual assumption A that is needed by the assume-guarantee rule 4 .
The case when the system violates the property: The adapted L Sep algorithm handles the case that the system violates the property as follows:
1. A membership query on a string v returns true, false, or don't care in the same way as the original L Sep algorithm. 2. In addition, it returns fail if v is in both input languages. If fail is returned by a query, the adapted L Sep algorithm terminates and reports v as a witness that the two languages are not disjoint, i.e., the property is violated. The following lemma states the correctness of the adapted L Sep algorithm (a proof can be found in [7] ):
, eventually the fail result will be returned by a membership query.
Heuristics for efficiency:
Minimizing a 3DFA is computationally expensive. In the context of automated compositional verification, we do not need to insist on finding a minimal solution. A heuristic algorithm that finds a small assumption with lower cost may be preferred. The adapted L Sep algorithm uses the following heuristic to build a "reduced" DFA consistent with a 3DFA.
We first use Paull and Unger's algorithm [15] to find the sets of "maximal" compatible states 6 , which are the candidates for the states in the reduced DFA. Consider an example shown in Figure 5 . We have 3 It can be done using the following steps:
. 4 The reduction was first observed by Gupta et al. [14] . 5 The facts that the system violates the property and the two input languages are not disjoint are equivalent to each other, which can be proved as follows: We then choose the largest set from {Q 1 , Q 2 , Q 3 } that contains s 0 as the initial state of the reduced DFA. Here we take Q 3 . The next state of Q 3 after reading symbol a is the largest set Q ∈ {Q 1 , Q 2 , Q 3 } that satisfies Q ⊇ {s | s = δ(s, a), for all s ∈ Q 3 } = {s 0 , s 1 }. Here we get Q 1 . Note that we can always find a next state in the reduced DFA. This is because the next states (in the 3DFA) of a set of compatible states are also compatible states. Therefore, the set of the next states (in the 3DFA) is either a set of maximal compatible states or a subset of a set of maximal compatible states. The next states of any Q ∈ {Q 1 , Q 2 , Q 3 } can be found using the same procedure. The procedure terminates after the transition function of the reduced DFA is completely specified. The state Q is an accepting state in the reduced DFA if there exists a state s ∈ Q such that s is an accepting state in the 3DFA, otherwise it is a rejecting state in the reduced DFA. Formally, we define the reduced DFA (Σ,Ŝ,ŝ 0 ,δ,F ) as follows, let Q be the sets of maximal compatible states:
where Q is the largest set that contains s 0 ; -δ(ŝ, a) =ŝ , whereŝ is the largest set Q ∈ Q such that Q ⊇ {s | s = δ(s, a), for all s ∈ŝ}; -ŝ ∈F if there exists a state s ∈ŝ such that s ∈ A, where A is the set of accepting states in the 3DFA.
According to our experimental results, although the adapted algorithm is not guaranteed to provide an optimal solution, it usually produces a satisfactory one and is much faster than the original version. Besides, since we do not insist on minimality, we also skip completeness checking in the adapted version. Completeness checking takes a lot of time because the two DFA's C + i and C − i can be large and several iteration between candidate generation and completeness checking may be needed to find a complete 3DFA.
Experiments
We evaluated L Sep and its adapted version by two sets of experiments. First, we compared the L Sep algorithm with the algorithm of Gupta et al. [14] and that of Grinchtein et al. [13] on a large set of randomly-generated sample problems. Second, we evaluated the adapted L Sep algorithm and compared it with other automated compositional verification algorithms on the LTSA benchmarks [9] . A more detailed description of the settings of our experiments can be found in [7] .
Experiment 1
We first describe the sample generator. Each sample problem has two DFA's B 1 and B 2 such that L(B 1 ) ⊆ L(B 2 ). The sample generator has two input [14] 96.2 625.9 972.3 >4000 >4000 >4000 >4000 >4000 >4000 Grinchtein [13] 813.4 >4000 >4000 >4000 >4000 >4000 >4000 >4000 >4000
Unit We used eighteen different input parameters (i = 4 ∼ 12, j = 4, 8). For each pair (i, j), we randomly generated a set of 100 different sample problems (we eliminated duplications). The average sizes of input DFA's ranging from 13 to 142. We also dropped trivial cases (|B 1 | = 1 or |B 2 | = 1). Table 1 shows the results. We set a timeout of 4000 seconds (for each set of 100 sample problems). If the algorithm did not solve any problem in a set of 100 problems within the timeout period, we mark it as >4000. The time spent on failed tasks is included in the total processing time.
Experiment 2
We evaluated the adapted L Sep algorithm on the LTSA benchmarks [9] . We compared the adapted L Sep algorithm with the algorithms of Gupta et al., Grinchtein et al., and Cobleigh et al. [10] . We implemented all of those algorithms, including the heuristic algorithm for minimizing a 3DFA. We did not consider optimization techniques such as alphabet refinement [6, 12] . This is fair because such techniques can also be easily adapted to L Sep . The experimental results are shown in Table 2 . The sizes of components are slightly different from the original version because we determinized them. We think the size after determinization can better reflect the difficultly of a benchmark problem. We used the decomposition suggested by the benchmarks to build components M 1 and Table 2 . Experimental Results on the LTSA Benchmarks. The "L Sep " column is the result of the adapted L Sep algorithm. "Time" is the execution time in seconds and |A| is the size of the contextual assumption found by the algorithm. "Cobleigh" and "Gupta" give results from [10] and [14] , respectively. We highlight in bold font the best results. The column "Problem Size" is the pair (|M2|, |M1|×|P |), where |M2| is the size of the DFA M2 and |M1|×|P | is the size of the product of the two DFA's M1 and P . The column "MO" is the execution time for monolithic verification. The symbol "-" indicates that the algorithm did not finish within the timeout period. For each row, we use n-m to denote benchmark problem n with m components. However, in 8 of the 14 cases (23-2, 24-2, 24-3, 24-4, 26-2, 27-2, 29-2, 30-2), their algorithm finds an assumption with size almost the same as |M 1 ×P |. In those cases, there is no hope of defeating monolithic verification. In contrast, our algorithm scales better than monolithic verification in several problem sets. For example, in 1-m, 19-m, 22-m, and 32-m, the execution time of the adapted L Sep algorithm grows much slower than monolithic verification. In 1-m and 22-m, we can see that the adapted L Sep algorithm takes more execution time than monolithic verification when the number of components is 2, but its performance surpasses monolithic verification when the number of components becomes 4.
Discussion and Further Work
The algorithm of Gupta et al. is passive, using only containment queries (which is slightly more general than equivalence queries). From a lower bound result by Angluin [3] on learning with equivalence queries, the query complexity of the algorithm of Gupta et al. can be shown to be exponential in the sizes of the minimal DFA's of the two input languages. Moreover, the data structures that they use to represent the samples are essentially trees, which may grow exponentially. These explain why their algorithm does not perform well in the experiments. The algorithm of Grinchtein et al. [13] is an improved version of an earlier algorithm of Pena and Oliveira [16] , which is active. However, according to our experiments, this improved active algorithm is outperformed by the purely passive learning algorithm of Gupta et al. in most cases. The main reason for the inefficiency of this particular active learning algorithm seems to be that the membership queries introduce a lot of redundant samples, even though they reduce the number of iterations required. The redundant samples substantially increase the running time of the exponential procedure of computing the minimal DFA. In contrast, our active algorithm L Sep indeed performs better than the passive algorithm of Gupta et al.
The better performance of L Sep can be attributed to the facts that the algorithm utilizes membership queries to accelerate learning and has a more compact representation of the samples (a 3DFA) collected from the queries. For further work, it will be interesting to adapt L Sep for other applications, such as inferring network invariants of parameterized systems and to evaluate the performance of the resulting solutions. Given that L Sep is a better learning algorithm, we hope that other applications will also benefit from it.
