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Abstract
This study deals with the CCR formulation for estimating returns to scale, and reviews its problem in the presence of alternative
optimal solutions. An equivalent approach for overcoming this problem is provided, which has computational advantages as
compared to the customary method.
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1. Introduction
Data Envelopment Analysis (DEA) is a non-parametric method for evaluating Decision Making Units (DMUs).
CCR and BCC models [5,2] are two basic DEA models, where the former is under constant returns to scale (CRS)
technology and the latter is under variable returns to scale (VRS) technology.
The concept of returns to scale (RTS) is a crucial characteristic used in performance analysis, in particular in DEA.
The RTS classification of DMUs can be used to improve the operation of the units. DEA categorizes DMUs to three
classes according to their RTS: Constant RTS (CRS), Increasing RTS (IRS), and Decreasing RTS (DRS). There are
some methods for doing this in DEA literature. See Banker et al. [3] for a review. One of these approaches is CCR
formulation, which was first introduced by Banker and Thrall [4]. In this method the estimation of RTS has been
done by surveying of all optimal solutions of CCR model. This can be onerous from a computational point of view.
This work overcomes this shortcoming by providing a method that is able to determine RTS without surveying the
alternative optimal solutions.
The rest of this work unfolds as follows: in Section 2, the CCR formulation to estimate RTS is reviewed; a method
for determining RTS without surveying the alternative optimal solutions of the CCR model is provided in Section 3;
and finally, Section 4 contains some conclusions.
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2. CCR formulation for estimating RTS
Suppose that we have a set of peer decision making units (DMUs) consisting of DMU j ( j ∈ J = {1, . . . , n}), in
which DMU j utilizes a non-negative vector of inputs: x j = (x1 j , x2 j , . . . , xmj )T to produce a non-negative vector of
outputs: y j = (y1 j , y2 j , . . . , ys j )T. The envelopment form of the CCR model [5] for evaluating DMUo (o ∈ J ) is as
follows:
min
{
θCCRo − (es− + es+) |
∑
j∈J
λ j x j + s− = θCCRo xo,
∑
j∈J
λ j y j − s+ = yo, s− ≥ 0,
s+ ≥ 0, λ j ≥ 0; j ∈ J
}
, (1)
where e is a row vector with all components equal to one and  is a non-Archimedean infinitesimal. The efficiency of
DMUo can be evaluated by the BCC model [2], with its envelopment form as
min
{
θBCCo − (es− + es+) |
∑
j∈J
λ j x j + s− = θBCCo xo,
∑
j∈J
λ j y j − s+ = yo, s− ≥ 0,
s+ ≥ 0,
∑
j∈J
λ j = 1, λ j ≥ 0; j ∈ J
}
. (2)
DMUo is called a CCR(BCC)-efficient unit if the optimal value of θCCRo (θBCCo ) is equal to one and all optimal slacks
are zero. In this case, obviously, (λ∗o = 1, λ∗j = 0 ∀ j = o) is an optimal solution for model (2).
Notice that these models are input-oriented versions and the output-oriented ones can be found in Cooper et al. [6].
When a DMUo is BCC-efficient, the optimal value of λ j s in model (1) can be utilized to characterize the classification
of RTS. This method was first provided by Banker and Thrall [4].
Theorem 1. Considering DMUo as a BCC-efficient unit, the following conditions determine the RTS classification:
(i) CRS prevail at (xo, yo) if and only if
∑
j∈J λ∗j = 1 in any alternative optimum of model (1).
(ii) DRS prevail at (xo, yo) if and only if
∑
j∈J λ∗j > 1 for all alternative optima of model (1).
(iii) IRS prevail at (xo, yo) if and only if
∑
j∈J λ∗j < 1 for all alternative optima of model (1).
Note 1. The concept of RTS generally has an unambiguous meaning only if DMUo is BCC-efficient. However, there
is no need to be concerned about the efficiency status in our analysis, because efficiency can always be achieved by
projecting DMUo onto the BCC-efficiency frontier as follows:
xˆo = θBCC∗o xo − s−∗, yˆo = yo + s+∗,
where “∗” denotes the optimality. In this case we can determine the RTS situation of DMUo, after replacing (xo, yo)
by (xˆo, yˆo).
Note 2. The RTS status of an inefficient DMU depends on the manner in which we move the DMU to the VRS
frontier. Indeed, RTS is a property of the frontier at a specific point, not a property of the DMU that sites at that point.
Determination of the RTS of DMUo by Theorem 1 needs to obtain all of the alternative optimal solutions of
model (1). Even in a recent review, done by Banker et al. [3], and also in [6], surveying all alternative optimal solutions
has been concerned in using Banker and Thrall’s method [4]. Chasing down all optimal solutions can be onerous from
a computational point of view. Banker et al. [1] have introduced the following approach to overcome this problem:
suppose an optimum has been obtained from (1) with∑ j∈J λ∗j < 1. To check alternative optimum possibilities, the
following model has been suggested:
max
{∑
j∈J
λˆ j + (esˆ− + esˆ+) |
∑
j∈J
λˆ j x j + sˆ− = θCCR∗o xo,
∑
j∈J
λˆ j y j − sˆ+ = yo, sˆ− ≥ 0,
sˆ+ ≥ 0,
∑
j∈J
λˆ j ≤ 1, λˆ j ≥ 0; j ∈ J
}
, (3)
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where θCCR∗o is the optimal value of θCCRo in model (1). In fact one can eliminate (esˆ− + esˆ+) from the objective
function of the above model (see Section 3 in [3]). Now we can use the result of the above model to determine the
RTS of DMUo by using the following theorem.
Theorem 2. Given the estimate of an optimal solution with∑ j∈J λ∗j < 1 in (1), the RTS at (xo, yo) are constant if
and only if ∑ j∈J λˆ∗j = 1 and the RTS are increasing if and only if ∑ j∈J λˆ∗j < 1 in (3).
Although in this theorem we are restricting our attention to solutions of model (1) with∑ j∈J λ∗j < 1, for the other
case with
∑
j∈J λ∗j > 1 we should replace the constraint
∑
j∈J λˆ j ≤ 1 and expression “max (
∑
j∈J λˆ j + (esˆ− +
esˆ+))” with
∑
j∈J λˆ j ≥ 1 and “min (
∑
j∈J λˆ j − (esˆ− + esˆ+))”, respectively, in model (3), and then the RTS at
(xo, yo) are constant if and only if
∑
j∈J λˆ∗j = 1 and the RTS are decreasing if and only if
∑
j∈J λˆ∗j > 1.
There are several other equivalent techniques for classifying the RTS of DMUs, but we do not pursue them here
(see [3,8,9,11]).
3. Determination of RTS without chasing down alternative optimal solutions
As was mentioned in the previous section, Banker et al. [1] have suggested an algorithm for estimating RTS, which
requires surveying of all optimal solutions of model (1). They have suggested solving a further model to do this
surveying. This increases the amount of computation. The following theorem provides an approach which classifies
the RTS of DMUs without surveying all optimal solutions.
Theorem 3. Considering DMUo as a BCC-efficient unit, the following conditions determine the RTS classification:
(i) CRS prevail at (xo, yo) if and only if θCCR∗o = 1.
(ii) DRS prevail at (xo, yo) if and only if θCCR∗o < 1 and
∑
j∈J λ∗j > 1 in any alternative optimum of model (1).
(iii) IRS prevail at (xo, yo) if and only if θCCR∗o < 1 and
∑
j∈J λ∗j < 1 in any alternative optimum of model (1).
Proof. (i) To prove this part, first assume that CRS prevail at (xo, yo). Then there exists an optimal solution for
model (1) in which∑ j∈J λ∗j = 1, using part (i) of Theorem 1. This solution is feasible for model (2), too. Therefore
1 = θBCC∗o ≤ θCCR∗o ≤ 1 and hence θCCR∗o = 1.
To prove the reverse of this part, assume that θCCR∗o = 1. Then the optimal solution of model (2) is optimal for
model (1), too. Hence there exists an optimal solution for model (1) in which∑ j∈J λ∗j = 1 and this results in CRS,
in view of part (i) of Theorem 1.
(ii) Assume that DRS prevail at (xo, yo).θCCR∗o < 1, in view of the previous part of this theorem. Also
∑
j∈J λ∗j > 1
in one of the optimal solutions of model (1), in view of part (ii) of Theorem 1.
The reverse: Assume that θCCR∗o < 1 and
∑
j∈J λ∗j > 1 in one of the optimal solutions of model (1). By
contradiction suppose that there exists an optimal solution for model (1) such that∑ j∈J λ¯ j ≤ 1. Then there exists
δ ∈ [0, 1] such that δ∑ j∈J λ∗j + (1 − δ)∑ j∈J λ¯ j = 1. Evidently, (λ j = δλ∗j + (1 − δ)λ¯ j , θBCCo = θCCR∗o ) is
a feasible solution for model (2) in which θBCCo < 1. Hence θBCC∗o < 1 and this contradicts the assumption of
the theorem. Therefore
∑
j∈J λ∗j > 1 in all of the optimal solutions of model (1) and DRS prevail by part (ii) of
Theorem 1. Part (iii) can be proved in a similar manner to part (ii). 
Proposed Algorithm. Now, using the above theorem, we design an algorithm for determining the RTS classification
of DMUs. Considering (xo, yo) as a point under assessment, this algorithm is as follows:
Step 1. Solve model (2) corresponding to (xo, yo),
if (xo, yo) is efficient go to step 2; else
xo ← θBCC∗o xo − s−∗
yo ← yo + s+∗
and go to step 2.
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Step 2. Solve model (1) corresponding to (xo, yo),
if θCCR∗o = 1, then CRS prevail; else
if
∑
j∈J λ∗j > 1 in the optimal solution obtained, then DRS prevail;
else
IRS prevail.
4. Conclusions
In this work we have provided an improvement to Banker and Thrall’s method [4] for estimating the RTS of units,
which, unlike their method, does not require one to survey all optimal solutions. The present method decreases the
computational requirements and makes a simple, but effective, methodological refinement to the CCR formulation for
determining RTS. The approach provided can be incorporated into the ratio-based method introduced in [8] for further
reduction in the computational requirements.
The method, proposed in this work, is more suitable from a computational point of view, compared to the available
approaches. For instance, determination of RTS of a DMU using the techniques provided by Fa¨re et al. [7] and Kerstens
and Vanden Eeckaut [10] requires solving three LP-models, while in our approach solving at most two LP-models is
sufficient.
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