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TWO REFINEMENTS FOR THE OPERATOR JENSEN-MERCER TYPE
INEQUALITY
HAMID REZA MORADI† AND SHIGERU FURUICHI‡
Abstract. In this short paper, we give two refinements of Jensen-Mercer’s operator inequality. We
then use these results to refine some inequalities related to quasi-arithmetic means of Mercer’s type for
operators.
1. Introduction and Preliminaries
To proceed in details we fix some notations and terminologies. We assume that H and K are
Hilbert spaces, B (H ) and B (K ) are C∗-algebras of all bounded operators on the appropriate Hilbert
spaces. An operator A is called self-adjoint if A = A∗. A self-adjoint operator is called positive if
〈Ax, x〉 ≥ 0 for all x ∈ H , and we then write A ≥ 0. We denote by A > 0 if it is a positive invertible
operator. For self-adjoint operators A,B ∈ B (H ), we say A ≤ B if B − A ≥ 0. The spectrum of
A ∈ B (H ) is denoted by σ (A). A linear map Φ : B (H )→ B (K ) is said to be positive if Φ (A) ≥ 0
whenever A ≥ 0 and Φ is called unital if Φ (1H ) = 1K (we use the symbol 1 for the identity operator).
If the function f : I ⊆ R→ R is convex, then the so-called Jensen inequality
(1.1) f
(
n∑
i=1
wixi
)
≤
n∑
i=1
wif (xi),
holds for some positive scalars w1, . . . , wn with
∑n
i=1 wi = 1 and xi ∈ I.
Our motivation for this paper arose from a paper by Mercer [7], which is connected with a remarkable
variant of the inequality (1.1). His result says:
Theorem 1.1. [7, Theorem 1.2] If f is a convex function on [m,M ], then
(1.2) f
(
M +m−
n∑
i=1
wixi
)
≤ f (M) + f (m)−
n∑
i=1
wif (xi),
for all xi ∈ [m,M ] and all wi ∈ [0, 1] (i = 1, . . . , n) with
∑n
i=1wi = 1.
There are many versions, variants and generalizations for the inequality (1.2); see for example
[1, 2, 9]. A similar arguing with application of functional calculus gives Jensen-Mercer’s operator
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inequality without operator convexity assumptions. More precisely, the following theorem is proved
in [5]:
Theorem 1.2. [5, Theorem 1] Let A1, . . . , An ∈ B (H ) be self-adjoint operators with spectrum in
[m,M ] and let Φ1, . . . ,Φn : B (H ) → B (K ) be positive linear maps with
∑n
i=1 Φi (1H ) = 1K . If
f : [m,M ] ⊆ R→ R is convex function, then
(1.3) f
(
(M +m) 1K −
n∑
i=1
Φi (Ai)
)
≤ (f (M) + f (m)) 1K −
n∑
i=1
Φi (f (Ai)).
Moreover, in the same paper the following series of inequalities was proved
f
(
(M +m)1K −
n∑
i=1
Φi (Ai)
)
≤ (f (M) + f (m))1K +
∑n
i=1 Φi (Ai)−M1K
M −m
f (m) +
m1K −
∑n
i=1 Φi (Ai)
M −m
f (M)(1.4)
≤ (f (M) + f (m))1K −
n∑
i=1
Φi (f (Ai)).
Analogues of this result for other kinds of functions have been established; see [3, 4, 6].
An outline of the paper is as follows: In Theorem 2.1, inspired by the idea of Mic´ic´ et al. [8], we
shall generalize the Jensen-Mercer’s operator inequality to the context of twice differentiable functions.
Theorem 2.2 deals with the case, log-convex functions. In such a way, we obtain improvements of some
recent results, known from the literature. Special cases of the main theorems are studied to recover
other inequalities of Mercer’s type.
2. More Precise Estimations
2.1. Twice Differentiable Functions. In the following theorem we give an extension of Jensen-
Mercer’s operator inequality given in Theorem 1.2.
Theorem 2.1. Let A1, . . . , An ∈ B (H ) be self-adjoint operators with spectrum in [m,M ] and let
Φ1, . . . ,Φn : B (H )→ B (K ) be positive linear maps with
∑n
i=1 Φi (1H ) = 1K . If f : [m,M ] ⊆ R→
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R is continuous twice differentiable function such that α ≤ f ′′ ≤ β with α, β ∈ R, then
(f (M) + f (m))1K −
n∑
i=1
Φi (f (Ai))
− β
(M +m)
n∑
i=1
Φi (Ai)−Mm1K −
1
2
( n∑
i=1
Φi (Ai)
)2
+
n∑
i=1
Φi
(
A2i
)
≤ f
(
(M +m)1K −
n∑
i=1
Φi (Ai)
)
(2.1)
≤ (f (M) + f (m))1K −
n∑
i=1
Φi (f (Ai))
− α
(M +m)
n∑
i=1
Φi (Ai)−Mm1K −
1
2
( n∑
i=1
Φi (Ai)
)2
+
n∑
i=1
Φi
(
A2i
) .(2.2)
Proof. The idea of the proof is the following: It is well-known that for any convex function f and
m ≤ t ≤M we have
(2.3) f (t) = f
(
M − t
M −m
m+
t−m
M −m
M
)
≤ L (t) ,
where
(2.4) L (t) ≡
M − t
M −m
f (m) +
t−m
M −m
f (M) .
According to the assumption, the function gα (t) ≡ f (t)−
α
2 t
2 (m ≤ t ≤M) is convex. On account of
(2.3), we have
(2.5) f (t) ≤ L (t)−
α
2
{
(M +m) t−Mm− t2
}
.
Since m ≤M +m− t ≤M , we can replace t with M +m− t, which gives us
f (M +m− t) ≤ L0 (t)−
α
2
{
(M +m) t−Mm− t2
}
,
where
L0 (t) ≡ L (M +m− t) = f (M) + f (m)− L (t) .
Using functional calculus for the operator m1K ≤
∑n
i=1Φi (Ai) ≤M1K , we infer that
(2.6)
f
(
(M +m)1K −
n∑
i=1
Φi (Ai)
)
≤ L0
(
n∑
i=1
Φi (Ai)
)
−
α
2
(M +m)
n∑
i=1
Φi (Ai)−Mm1K −
(
n∑
i=1
Φi (Ai)
)2 .
4 Two refinements for the operator Jensen-Mercer type inequality
On the other hand, by applying functional calculus for the operator m1H ≤ Ai ≤M1H in (2.5), we
get
f (Ai) ≤ L (Ai)−
α
2
{
(M +m)Ai −Mm1H −A
2
i
}
.
Applying positive linear maps Φi and summing, we have
(2.7)
n∑
i=1
Φi (f (Ai)) ≤ L
(
n∑
i=1
Φi (Ai)
)
−
α
2
{
(M +m)
n∑
i=1
Φi (Ai)−Mm1K −
n∑
i=1
Φi
(
A2i
)}
.
Combining the two inequalities (2.6) and (2.7), we get (2.2).
The inequality (2.1) follows similarly by taking into account that
L (t)−
β
2
{
(M +m) t−Mm− t2
}
≤ f (t) , m ≤ t ≤M.
The details are left to the reader. Hence, we have the conclusion. 
This expression has the advantage of using twice differentiable functions instead of convex functions
used in Theorem 1.2. Here we give an example to clarify the situation in Theorem 2.1.
Example 2.1. Taking f (t) = sin t (0 ≤ t ≤ 2pi), A =
(
pi
4 0
0 pi2
)
and Φ (A) = 12Tr [A]. After simple
computations (by putting m = pi4 and M =
pi
2 ), we get
0.9238 ≈ f ((M +m)− Φ (A)) ≮ f (M) + f (m)− Φ (f (A)) ≈ 0.8535.
This example shows that (1.3) may fail without the convexity assumption. On the other hand,
0.9238 ≈ f ((M +m)− Φ (A))
 f (M) + f (m)− Φ (f (A))− α
{
(M +m) Φ (A)−Mm−
1
2
{
Φ(A)2 +Φ
(
A2
)}}
≈ 0.9306,
i.e., our approach can fill this gap.
Importantly, under convexity assumption, a strong result related to Theorem 1.2 hold:
Remark 2.1. It is instructive to observe that
(M +m)
n∑
i=1
Φi (Ai)−Mm1K −
1
2
( n∑
i=1
Φi (Ai)
)2
+
n∑
i=1
Φi
(
A2i
) ≥ 0.
One the other hand, if f is convex then α ≥ 0. This shows that (2.2) can provide a much stronger
bound than (1.3). (Of course, the inequality (2.6) is also sharper than (1.4).)
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2.2. Log-convex Functions. In the sequel, we will briefly review some known properties related to
log-convex functions. A positive function defined on an interval (or, more generally, on a convex subset
of some vector space) is called log-convex if log f (x) is a convex function of x. We observe that such
functions satisfy the elementary inequality
f ((1− v) a+ vb) ≤ [f (a)]1−v[f (b)]v, 0 ≤ v ≤ 1
for any a, b ∈ I. f is called log-concave if the inequality above works in the reversed way (that is,
when 1
f
is log-convex). Because of the arithmetic-geometric mean inequality, we also have
(2.8) f ((1− v) a+ vb) ≤ [f (a)]1−v[f (b)]v ≤ (1− v) f (a) + vf (b) ,
which says that any log-convex function is a convex function. This is of interest to us because (2.8)
can be written as
(2.9) f (t) ≤ [f (m)]
M−t
M−m [f (M)]
t−m
M−m ≤ L (t) , m ≤ t ≤M
where L (t) is as in (2.5).
With the inequality (2.9), we can present the following result, which can be regarded as an extension
of Theorem 1.2 to log-convex functions. The proof is left to the reader as an exercise.
Theorem 2.2. Let all the assumptions of Theorem 2.1 hold except that f : [m,M ] → (0,∞) is
log-convex. Then
(2.10)
f
(
(M +m)1K −
n∑
i=1
Φi (Ai)
)
≤ [f (m)]
∑n
i=1 Φi(Ai)−m1K
M−m [f (M)]
M1K −
∑n
i=1 Φi(Ai)
M−m
≤ (f (M) + f (m)) 1K −
n∑
i=1
Φi (f (Ai)).
3. Applications
Throughout this section we will assume that
(i) A = (A1, . . . , An), where Ai ∈ B (H ) are positive invertible operators with σ (Ai) ⊆ [m,M ] for
some scalars 0 < m < M .
(ii) Φ = (Φ1, . . . ,Φn), where Φi : B (H )→ B (K ) are positive linear maps.
Here C ([m,M ]) is the set of all real valued continuous functions on an interval [m,M ]. A function
f ∈ C ([m,M ]) is called operator increasing if f is operator monotone, i.e., A ≤ B implies f (A) ≤
f (B), for all self-adjoint operators A and B on a Hilbert space H with σ (A) , σ (B) ⊆ [m,M ]. A
function f ∈ C ([m,M ]) is said to be operator decreasing if −f is operator monotone.
In [5] the following expression is defined, which the authors calls the operator quasi-arithmetic mean
of Mercer’s type:
M˜ϕ (A,Φ) ≡ ϕ
−1
(
(ϕ (M) + ϕ (m)) 1K −
n∑
i=1
Φi (ϕ (Ai))
)
.
6 Two refinements for the operator Jensen-Mercer type inequality
Theorem 3.1. Let ϕ,ψ ∈ C ([m,M ]) be two stricly monotonic functions.
(i) If either ψoϕ−1 is convex and ψ−1 is operator increasing, or ψoϕ−1 is concave and ψ−1 is
operator decreasing, then
(3.1) M˜ϕ (A,Φ) ≤ M˜ψ (A,Φ) .
(ii) If either ψoϕ−1 is concave and ψ−1 is operator increasing, or ψoϕ−1 is convex and ψ−1 is
operator decreasing, then the inequality in (3.1) is reversed.
These interesting inequalities were firstly discovered by Matkovic´ et al. [5, Theorem 4].
By virtue of Theorem 2.1, we have the following result:
Theorem 3.2. Let ϕ,ψ ∈ C ([m,M ]) be two strictly monotonic functions and ψoϕ−1 is twice differ-
entiable function.
(i) If α ≤
(
ψoϕ−1
)′′
with α ∈ R and ψ−1 is operator monotone, then
(3.2) M˜ϕ (A,Φ) ≤ ψ
−1
{
ψ
(
M˜ψ (A,Φ)
)
− α ⋄ (m,M,ϕ,A,Φ)
}
,
where
⋄ (m,M,ϕ,A,Φ) ≡ (ϕ (M) + ϕ (m))
n∑
i=1
Φi (ϕ (Ai))− ϕ (M)ϕ (m)1K
−
1
2
( n∑
i=1
Φi (ϕ (Ai))
)2
+
n∑
i=1
Φi
(
ϕ(Ai)
2
) .
(ii) If
(
ψoϕ−1
)′′
≤ β with β ∈ R and ψ−1 is operator monotone, then the reverse inequality is
valid in (3.2) with β instead of α.
Proof. Make the substitution f = ψoϕ−1 in (2.2) and replace Ai, m and M with ϕ (Ai), ϕ (m) and
ϕ (M) respectively, we get
ψ
(
M˜ϕ (A,Φ)
)
≤ ψ
(
M˜ψ (A,Φ)
)
− α ⋄ (m,M,ϕ,A,Φ) .
Since ψ−1 is operator monotone, we can get the conclusion. The other case follows in a similar manner
from (2.1). 
In the same spirit, we infer from Theorem 2.2 the following result:
Theorem 3.3. Let ϕ,ψ ∈ C ([m,M ]) be two strictly monotonic functions. If ψoϕ−1 is log-convex
function and ψ−1 is operator increasing, then
M˜ϕ (A,Φ) ≤ ψ
−1
{
[ψ (m)]
∑n
i=1 Φi(ϕ(Ai))−ϕ(m)1K
ϕ(M)−ϕ(m) [ψ (M)]
ϕ(M)1K −
∑n
i=1 Φi(ϕ(Ai))
ϕ(M)−ϕ(m)
}
≤ M˜ψ (A,Φ) .
Remark 3.1. By choosing adequate functions ϕ and ψ, and appropriate substitutions, we can obtain
some improvement concerning operator power mean of Mercer’s type. We leave the details of this idea
to the interested reader, as it is just an application of our main results.
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In the end of the article, we show the example such that there is no relationship between Theorems
3.2 and 3.3. Here, we restrict ourselves to the power function f (t) = tp with p < 0.
Example 3.1. It is sufficient to compare (2.5) and the first inequality of (2.9). We take m = 1,M =
3. Setting
g(t) =
M − t
M −m
mp +
t−m
M −m
Mp −
p(p− 1)Mp−2
2
{
(M +m)t−Mm− t2
}
−
(
m
M−t
M−mM
t−m
M−m
)p
.
Little calculation shows g(2) ≈ −0.0052909 when p = −0.2, while g(2) ≈ 0.0522794 when p = −1. We
thus conclude that there is no ordering the R.H.S. of (2.5) and the first inequality of (2.9).
Acknowledgements. The authors are grateful to Dr. Trung Hoa Dinh for fruitful discussion and
revising the manuscript.
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