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FINITELY PRESENTED GROUPS ASSOCIATED WITH
EXPANDING MAPS
VOLODYMYR NEKRASHEVYCH
Abstract. We associate with every locally expanding self-covering f :M−→
M of a compact path connected metric space a finitely presented group Vf .
We prove that this group is a complete invariant of the dynamical system: two
groups Vf1 and Vf2 are isomorphic as abstract groups if and only if the cor-
responding dynamical systems are topologically conjugate. We also show that
the commutator subgroup of Vf is simple, and give a topological interpretation
of Vf/V
′
f
.
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1. Introduction
A dynamical system is finitely presented if it can be represented as the factor of
a shift of finite type by an equivalence relation that is also a shift of finite type,
see [Fri87, CP93]. If we think of finite type as analogous to finite generation (of a
group or of a normal subgroup), then the notion of a finitely presented dynamical
system becomes analogous to the notion of a finitely presented group. But the
relation is deeper than just a superficial analogy.
Condition of being finitely presented for a dynamical system is very closely re-
lated to dynamical hyperbolicity, see [Fri87]. For example, if f : J −→ J is a
locally expanding self-covering of a compact metric space, then f is finitely pre-
sented. Dynamical hyperbolicity is very closely related to Gromov hyperbolicity for
groups, see [Gro87, CP93, Nek11a], and finite presentation is an important property
of hyperbolic groups.
The aim of this paper is to show a new connection between expanding maps and
finite presentations. We naturally associate with every finite degree self-covering
f :M−→M of a path-connected spaceM a group Vf with the following property
(see Theorem 5.9 and Theorem 7.1).
Theorem 1.1. If f : M −→M is a locally expanding self-covering of a compact
path connected metric space then Vf is finitely presented.
If fi :Mi −→Mi are as above, then groups Vf1 and Vf2 are isomorphic if and
only if f1 and f2 are topologically conjugate, i.e., there exists a homeomorphism
φ :M1 −→M2 such that f1 = φ−1 ◦ f2 ◦ φ.
We also show that the commutator subgroup of Vf is simple, and give a dynami-
cal interpretation of the abelianization Vf/V ′f , see Theorem 4.7 and Proposition 5.7.
The groups Vf are defined in the following way. Let f : M −→ M be a finite
degree covering map, and suppose that M is path connected. Choose t ∈ M, and
consider the tree Tt of preimages of t under the iterations of f . Its set of vertices is⊔
n≥0 f
−n(t), and a vertex v ∈ f−n(t) is connected to the vertex f(v) ∈ f−(n−1)(t).
Let ∂Tt be its boundary, which can be defined as the inverse limit of the discrete
sets f−n(t) with respect to the maps f : f−(n+1)(t) −→ f−n(t).
Let γ be a path in M connecting a vertex v ∈ f−n(t) to a vertex u ∈ f−m(t)
of the tree Tt. Considering lifts of γ by the coverings f
k : M −→ M, we get an
isomorphism Sγ : Tv −→ Tu between subtrees Tv, Tu of Tt. Namely, if γz is a lift
of γ starting at z ∈ f−k(v), then Sγ(z) ∈ f−k(u) is the end of γz. Denote by the
same symbol Sγ the induced homeomorphism ∂Tv −→ ∂Tu of the boundaries of
the subtrees, seen as clopen subsets of ∂Tt.
Definition 1.1. The group Vf is the group of all homeomorphisms ∂Tt −→ ∂Tt
locally equal to homeomorphisms of the form Sγ : ∂Tv −→ ∂Tu.
The group Vf is generated by the Higman-Thompson group Gdeg f,1 (see [Hig74])
acting on ∂Tt and the iterated monodromy group IMG (f) of f : M −→ M. The
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iterated monodromy group can be defined as the subgroup of Vf consisting of
homeomorphism Sγ : ∂Tv −→ ∂Tv, where γ is a loop starting and ending at the
basepoint t. It is an invariant of the topological conjugacy class of f :M −→M,
and it becomes a complete invariant (in the expanding case), if we consider it as a
self-similar group. Self-similarity is an additional structure on a group, and it can be
defined using one of several equivalent approaches: virtual endomorphisms, wreath
recursions, bisets, or structures of an automaton group. The fact that self-similar
iterated monodromy group is a complete invariant of an expanding self-covering is
one of the main topics of [Nek05].
From the point of view of group theory, Vf seems to be a “cleaner” object, since
no additional structure is needed to make it a complete invariant of a dynamical
system. Besides, it is finitely presented, unlike the iterated monodromy groups,
which are typically infinite presented. However, iterated monodromy groups have
better functorial properties than the groups Vf , see [Nek08b].
A group VG, analogous to Vf , can be defined for any self-similar group G,
so that Vf = VIMG(f). Groups of this type were for the first time studied by
C. Ro¨ver [Ro¨v99, Ro¨v02]. In particular, he showed that if G is the Grigorchuk
group [Gri80], then VG is finitely presented, simple, and is isomorphic to the ab-
stract commensurator of the Grigorchuk group. The case of a general self-similar
group G was studied later in [Nek04].
Several natural questions arise in connection with Theorem 1.1. For example,
is the isomorphism problem solvable for the groups Vf? Equivalently, is the topo-
logical conjugacy problem for expanding maps algorithmically solvable? Note that
expanding maps can be given in different ways by a finite amount of information:
using finite presentations in the sense of [Fri87], using combinatorial models in the
sense of [IS10, Nek08a], using iterated monodromy groups, e.t.c..
Another natural question is whether the groups Vf , similarly to the Higman-
Thompson groups (see [Bro87]), satisfy the finiteness condition F∞, i.e., if they
have classifying spaces with finite n-dimensional skeleta for all n. It would be also
interesting to study homology of Vf in relation with homological properties of the
dynamical system.
The structure of the paper is as follows. In “Definition of the groups Vf” we give
a review of terminology related to rooted trees, and define the groups Vf . In the
next section “Symbolic coding” we encode the vertices of the tree of preimages Tt
by finite words over an alphabet X , and show that Vf contains a natural copy of
the Higman-Thompson group, and that Vf is generated by the Higman-Thompson
group and the iterated monodromy group. We also give a review of the basic
notions of the theory of self-similar groups, and define the groups VG associated
with self-similar groups, following [Nek04].
In Section 4 we prove that the commutator subgroup V ′G of VG is simple for
any self-similar group G. In particular, V ′f is simple for any map f . Note that
the fact that every proper quotient of VG is abelian, i.e., that every non-trivial
normal subgroup of VG contains V ′G was already proved in [Nek04], and we use this
fact in our proof. Later, in the next section we give an interpretation of Vf/V ′f in
topological terms. Namely, we prove the following (see Proposition 5.7).
Proposition 1.2. Suppose that f :M1 −→M is expanding, M is path-connected
and semi-locally simply connected, and M1 ⊆M.
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If deg f is even, then Vf/V ′f is isomorphic to the quotient of H1(M) by the range
of the endomorphism 1− ι∗ ◦ f !.
If deg f is odd, then Vf/V ′f is isomorphic to the quotient of Z/2Z⊕H1(M) by
the range of the endomorphism 1− σ1, where σ1(t, c) = (t+ sign(c), ι∗ ◦ f !(c)).
Here ι∗ : H1(M1) −→ H1(M) is the homomorphism induced by the identical
embedding ι : M1 −→ M, the homomorphism f ! : H1(M) −→ H1(M1) maps a
cycle c to its full preimage f−1(c), and sign : H1(M) −→ Z/2Z maps a cycle c
defined by a loop γ to 1 if γ acts as an odd permutation on the fiber of f , and to
0 otherwise.
The main result of Section 5 is existence of finite presentation of Vf when f
is expanding. More generally, we show that VG is finitely presented, if G is a
contracting self-similar group, see Theorem 5.9. We also give (in Subsection 5.2) a
general definition of the groups Vf for expanding maps f :M−→M (where M is
not required to be path connected).
Section “Dynamical systems and groupoids” is an overview of the theory of limit
dynamical systems of contracting self-similar groups and basic results of hyperbolic
groupoids, following [Nek05] and [Nek11a]. These results are needed for the proof
the fact that Vf is a complete invariant of the dynamical system in the expanding
case, which is proved (Theorem 7.1) in the last section of the paper.
The general scheme of the proof of Theorem 7.1 is as follows. First, we show,
using a theorem of M. Rubin [Rub89], that two groups Vf1 and Vf2 are isomorphic if
and only if their actions on the corresponding boundaries of trees are topologically
conjugate. This implies, that the groupoid of germs G of the action of the group
Vf on the boundary of the tree is uniquely determined by the group Vf .
The groupoid G is hyperbolic, and hence it uniquely determines the equivalence
class of its dual (see [Nek11a]), which is the groupoid generated by the germs of
f : M −→ M. It remains to show that the dynamical system f : M −→ M is
uniquely determined (up to topological conjugacy) by the equivalence class of the
groupoid of germs generated by it. This is proved using the techniques of hyperbolic
groupoids. Connectedness of M is used in the proof in an essential way.
It is a natural question to ask if Theorem 7.1 is true in general (without the
condition that M is path connected).
As a corollary of the proof of Theorem 7.1, we clarify the relation between the
groupoid-theoretic equivalence of groupoids of germs associated with expanding
dynamical systems, and their topological conjugacy, see Theorem 7.8.
Acknowledgments. I am grateful to the organizers of the LMS Durham Sympo-
sium “Geometric and Cohomological Group Theory” for inviting me to give a talk,
which inspired me to return to the topics of this paper.
The paper is based in part on work supported by NSF grant DMS1006280.
2. Definition of the groups Vf
2.1. Rooted trees. Let T be a locally finite rooted tree, and let v, u be its vertices.
We write v  u if the path connecting the root to u passes through v. This defines
a partial order on the set of vertices of T , and T is its Hasse diagram (though we
tend to draw rooted trees “upside down” with the root on top).
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Figure 1. Rooted tree
We denote by Tv the sub-tree with root v spanned by all vertices u such that
v  u. We have v  u if and only if Tv ⊇ Tu. If v and u are incomparable, then Tv
and Tu are disjoint.
Boundary ∂T of the tree T is the set of all infinite simple paths starting at the
root of T . The boundary ∂Tv is naturally identified with the set of paths w ∈ ∂T
passing through v. The sets ∂Tv form a basis of open sets of a natural topology on
∂T . The subsets ∂Tv are clopen (closed and open), and every clopen subset of ∂Tv
is disjoint union of a finite number of sets of the form ∂Tv.
The nth level of T is the set of vertices that are on distance n from the root of
the tree. An antichain of a rooted tree T is a set of pairwise incomparable vertices.
A finite antichain A is said to be complete if it is maximal, i.e., if every set B of
vertices of T properly containing A is not an antichain. For example, every level of
T is a complete antichain.
A set A is an antichain if and only if the sets ∂Tv for v ∈ A are disjoint. It
follows that A is a complete antichain if and only if ∂T is disjoint union of the sets
∂Tv for v ∈ A.
Let X be a finite set. We denote by X∗ the free monoid generated by X , i.e.,
the set of all finite words x1x2 . . . xn for xi ∈ X , together with the empty word ∅.
Length of a word v ∈ X∗ is the number of its letters.
We introduce on the set X∗ structure of a rooted tree coinciding with the left
Cayley graph of the free monoid. Namely, two finite words are connected by an
edge if and only if they are of the form vx and v for v ∈ X∗ and x ∈ X . The empty
word is the root of the tree X∗. We have v  u for v, u ∈ X∗ if and only if v is a
beginning of u. The subtree Tv of T = X
∗ for v ∈ X∗ is the set vX∗ of all words
starting with v. The nth level of X∗ is the set Xn of words of length n.
The boundary of the tree X∗ is naturally identified with the space Xω of right-
infinite sequences x1x2 . . . of elements of X . The topology on the boundary coin-
cides with the direct product topology on Xω.
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Figure 2. Tree Tt
Figure 3. Isomorphism Sγ
2.2. Definition. Let M be a topological space. A partial self-covering is a finite
degree covering map f :M1 −→M, where M1 ⊆M.
If f : M1 −→ M is a partial self-covering, then we can iterated it as a partial
self-map of M. Then the nth iteration fn : Mn −→ M is also a partial self-
covering. Here Mn ⊂ Mn−1 ⊂ . . . ⊂ M1 are domains of the iterations of f ,
defined by the condition Mn+1 = f−1(Mn).
For a point t ∈M denote by Tt the tree of preimages of t under the iterations of f ,
i.e., the tree with the set of vertices equal to the formal disjoint union
⊔
n≥0 f
−n(t)
of the sets of preimages of t under the iterations fn :Mn −→M. Here f−0(t) = {t}
consists of the root of the tree, and a vertex v ∈ f−n(t) is connected by an edge to
the vertex f(v) ∈ f−(n−1)(t), see Figure 2. If v is a vertex of Tt, then the tree of
preimages Tv is in a natural way a sub-tree of the tree Tt, and our notation agrees
with the notation of the previous subsection.
Assume now thatM is path connected. Let t1, t2 ∈M, and let γ be a path from
t1 to t2 in M. Then for every n ≥ 0 and every v ∈ f−n(t1) there is a unique lift by
the covering fn :Mn −→M of γ starting in v. Let Sγ(v) ∈ f−n(t2) be its end. It
is easy to see that the map Sγ : Tt1 −→ Tt2 is an isomorphism of the rooted trees,
see Figure 3. It defines a homeomorphism of their boundaries Sγ : ∂Tt1 −→ ∂Tt2 ,
which we will denote by the same letter.
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Figure 4. Composition Sγ1Sγ2
Definition 2.1. Let f : M1 −→ M be a partial self-covering, and let t ∈ M.
Denote by Tf the semigroup of partial homeomorphisms of ∂Tt generated by the
homeomorphisms of the form Sγ : ∂Tv1 −→ ∂Tv2 , where γ is a path connecting
points v1, v2 ∈
⋃
n≥0 f
−n(t).
The semigroup Tf contains the zero map between empty subsets of Tt. A product
Sγ1Sγ2 is zero if the range of Sγ2 is disjoint from the domain of Sγ1 .
Let Sγ1 : ∂Tv1 −→ ∂Tv2 and Sγ2 : ∂Tu1 −→ ∂Tu2 be two generators of Tf . The
product Sγ1Sγ2 is non-zero if and only if Tu2 and Tv1 are not disjoint, i.e., if either
Tu2 ⊇ Tv1 , or Tu2 ⊆ Tv1 . It the first case, v1 is a preimage of u2 under some
iteration fk of f . Let γ′2 be the unique lift of γ2 by f
k that ends in v1. Then it
follows from the definition of the transformations Sγ that
(1) Sγ1Sγ2 = Sγ1γ′2 ,
see Figure 4. Here and in the sequel, we multiply paths as we compose functions:
in the product γ1γ
′
2 the path γ
′
2 is passed before the path γ1.
Similarly, if Tu2 ⊆ Tv1 , then u2 is a f
k-preimage of v1 for some k ≥ 0, and
(2) Sγ1Sγ2 = Sγ′1γ2 ,
where γ′1 is the lift of γ1 by f
k starting in u2.
It follows that all non-zero elements of Tf are of the form Sγ for some path γ in
M connecting two vertices of Tt. Note also that Tt is an inverse semigroup, where
S∗γ = Sγ−1 .
Let A1, A2 be two complete antichains of Tt of equal cardinality. Choose a bijec-
tion α : A1 −→ A2 and a collection of paths γa from a ∈ A1 to the corresponding
vertex α(a), see Figure 5. Let g : ∂Tt −→ ∂Tt be the map given by the rule
g(w) = Sγv(w), if w ∈ ∂Tv.
It is easy to see that g : ∂Tt −→ ∂Tt is a homeomorphism. Denote by Vf the set of
all such homeomorphisms.
We will represent homeomorphisms g ∈ Vf by tables of the form
(3)

 v1 v2 . . . vnγv1 γv2 . . . γvn
α(v1) α(v2) . . . α(vn)

 ,
where the first row is the list of vertices of a complete antichain, and g(w) = Sγvi (w)
for all w ∈ ∂Tvi .
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Figure 5. Elements of Vf
Figure 6. Elementary splitting
An elementary splitting of such a table is the operation of replacing a col-
umn

 uγu
α(u)

 by the array

 u1 u2 . . . udγu1 γu2 . . . γud
w1 w2 . . . wd

, where {u1, u2, . . . , ud} =
f−1(u), γui is the lift of γu by f starting at ui, and wi is the end of γui , see Figure 6.
A splitting of a table is the results of a finite sequence of elementary splittings.
It follows directly from the definition that splitting of a table does not change
the homeomorphism g ∈ Vf that it defines. It is obvious that if g1 and g2 are
defined by tables of the form
 v1 v2 . . . vnγv1 γv2 . . . γvn
u1 u2 . . . un


and 
 w1 w2 . . . wnγw1 γw2 . . . γwn
v1 v2 . . . vn

 ,
then the composition g1g2 is defined by the table
 w1 w2 . . . wnγv1γw1 γv2γw2 . . . γvnγwn
u1 u2 . . . un

 .
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Let 
 a1 a2 . . . anγa1 γa2 . . . γan
b1 b2 . . . bn

 ,

 c1 c2 . . . cmγc1 γc2 . . . γcm
a′1 a
′
2 . . . a
′
m


be tables defining elements of Vf . We can find a complete antichain A such that
for every v ∈ A the subtree Tv is contained in a subtree Tai and a subtree Ta′j for
some i and j. For example, we can take A to be equal to the kth level of the tree
Tt for k big enough. Then there exists a splitting of the first table such that its
first row is A, and there exists a splitting of the second table such that its last row
is A.
It follows that if g1, g2 ∈ Vf , then their composition g1g2 also belongs to Vf . As
a corollary, we get the following proposition.
Proposition 2.1. The set Vf is a group.
We will use sometimes instead of tables the following notation. If F and G are
two partial transformations with disjoint domains, then we denote by F +G their
union, i.e., the map equal to F on the domain of F and equal to G on the domain
of G. Then the transformation defined by a table
 v1 v2 . . . vnγ1 γ2 . . . γn
u1 u2 . . . un


is written Sγ1 + Sγ2 + · · ·+ Sγn .
An elementary splitting of a table is equivalent then to application of the identity
Sγ =
∑
δ∈f−1(γ)
Sδ,
where f−1(γ) is the set of all lifts of γ by f .
3. Symbolic coding
3.1. Two trees. Let {t1, t2, . . . , td} = f−1(t), and choose paths ℓi in M from t to
ti. Then Sℓi : Tt −→ Tti is an isomorphism. The elements Sℓi ∈ Tf satisfy the
relations:
S∗ℓiSℓi = 1,
d∑
i=1
SℓiS
∗
ℓi
= 1.
The C∗-algebra defined by such relations is called the Cuntz algebra [Cun77]. If
we denote by S the row (Sℓ1 , Sℓ2 , . . . , Sℓd), and by S
∗ the column (S∗ℓ1 , S
∗
ℓ2
, . . . , S∗ℓd)
⊤,
then the relations can be written as matrix equalities
S∗S = Id, SS
∗ = I1,
where In denotes the n × n identity matrix. Rings given by these and similar
defining relations were studied by W. Leavitt [Lea56, Lea65].
Let Γt be the graph with the set of vertices equal to the set of vertices of Tt in
which two vertices v ∈ f−n(t) and v ∈ f−(n+1)(t) are connected by an edge if and
only if they are connected by a path equal to a lift of a path ℓi by the covering f
n.
In other words, the graph Γt is obtained by taking preimages of the paths ℓi under
all iterations of f , see Figure 7.
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Figure 7. Trees Γt and Tt
It is easy to see that Γt is a tree, and its nth level is equal to the nth level of
the tree Tt. It follows that any two vertices of Tt are connected by a unique simple
path in Γt.
Let in−1 . . . i1i0 ∈ {1, 2, . . . , d}n, and consider the product Sin−1 · · ·Si1Si0 ∈ Tf .
According to the multiplication rule (2), it is equal to Sγn−1...γ1γ0 , where γ0 = ℓi0 ,
and γk is the lift of ℓk by f
k starting at the end of γk−1. Denote by Λ(in−1 . . . i1i0)
the end of the last path γn−1. Then Sin−1 · · ·Si1Si0 = Sγin−1...i2i1 , where γin−1...i2i1
is unique simple path in Γt starting at the root and ending in Λ(in−1 . . . i1i0). The
path γin−1...i2i1 and its end Λ(in−1 . . . i1i0) satisfy the recurrent rule:
γin−1...i2i1 = ℓΛ(in−2...i1i0),in−1γin−2...i2i1 ,
where ℓΛ(in−2...i1i0),in−1 is the lift of ℓin−1 by f
n−1 starting at Λ(in−2 . . . i1i0) (and
hence ending in Λ(in−1 . . . i1i0)).
The map Λ is a bijection between {1, 2, . . . , d}n and the nth level f−n(t) of the
trees Tt and Γt. It follows directly from the description of the path γin−1...i1i0 that
Λ(in−1 . . . i1i0) is adjacent to Λ(in−1 . . . i2i1) in Tt and to Λ(in−2 . . . i1i1) in Γt. In
other words, Tt and Γt are identified by Λ with the right and the left Cayley graphs
of the free monoid generated by X = {1, 2, . . . , d}, respectively.
For any two sequences i1i2 . . . in and j1j2 . . . jm ∈ X∗, the product
Sℓi1Sℓi2 · · ·Sℓin (Sj1Sj2 . . . Sjm)
∗
is equal to Sγ , where γ is the path inside Γt from Λ(j1j2 . . . jm) to Λ(i1i2 . . . in).
This follows directly from the definitions of Γt, Λ, and rules (1) and (2).
We will use notation Sx = Λ
−1SℓxΛ and Sx1x2...xn = Sx1Sx2 · · ·Sxn , for x, xi ∈
X . Then, by the definition of Λ, the transformations Sx1x2...xn of X
ω are given by
the rule
Sx1x2...xn(v) = x1x2 . . . xnv.
For v, u ∈ X∗, the transformation SvS∗u is defined on uX
ω, and acts by the rule
SvS
∗
u(vw) = uw.
In particular,
∑
x∈X SxS
∗
x = 1, and we obviously have S
∗
xSx = 1.
3.2. The Higman-Thompson group. Let A1 and A2 be complete antichains
in X∗, and let α : A1 −→ A2 be a bijection. Then gα =
∑
v∈A1
Sα(v)S
∗
v is a
homeomorphism of Xω defined by the rule
gα(vw) = α(v)w,
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for all v ∈ A1 and w ∈ Xω. The set of such homeomorphisms gα is the Higman-
Thompson group group G|X|,1, see [Hig74], which we will denote by VX of Vd, where
d = |X |.
Its copy Λ · VX · Λ−1 in Vf is the group defined by the paths in the tree Γt.
Namely, for any bijection α : A1 −→ A2 between complete antichains of Tt there
exist unique simple paths γv connecting v ∈ A1 to α(v) ∈ A2 inside the tree Γt.
Then the corresponding element of Vf is equal to
∑
v∈A1
Sγv .
The following simple lemma will be useful later (for a proof, see, for exam-
ple [Nek04, Lemma 9.12]).
Lemma 3.1. Let A1, A2 ⊂ X∗ be finite incomplete (i.e., non-maximal) antichains,
and let α : A1 −→ A2 be a bijection. Then there exists g ∈ VX such that g(vw) =
α(v)w for all v ∈ A1 and w ∈ Xω.
3.3. The iterated monodromy group. Every element γ of the fundamental
group π1(M, t) defines an element Sγ : ∂Tt −→ ∂Tt of Vf . We get in this way a
natural homomorphism γ 7→ Sγ from π1(M, t) to Vf . Its image is called the iterated
monodromy group of f and is denoted IMG (f). It acts on Tt by automorphisms,
so that the action on the nth level coincides with the natural monodromy action
associated with the covering fn : Mn −→ M, see [Nek05, Chapter 5], [BGN03,
Nek11b].
Let us choose paths ℓi connecting the root t to the vertices of the first level
f−1(t) of the tree Tt. Let Γt be the tree obtained by taking lifts of the paths ℓi by
iterations of f , as in Subsection 3.1.
For a vertex v of Tt, denote by ℓv the unique simple path inside Γt from t to v.
Then for an arbitrary path γ in M starting in a vertex v and ending in a vertex u
of Tt, the path ℓ
−1
u γℓv is a loop based at t. Let g = Sℓ−1u γℓv be the corresponding
element of IMG (f). Then we have
Sγ = SℓuSℓ−1u γℓvS
∗
ℓv
= SℓugS
∗
ℓv
.
Hence we get the following description of the elements of Vf .
Lemma 3.2. Let g ∈ Vf be defined by a table

 v1 v2 . . . vnγ1 γ2 . . . γn
u1 u2 . . . un

. Denote
gi = S
∗
ℓui
SγiSℓvi . Then gi ∈ IMG (f), and g =
∑n
i=1 Sℓui giS
∗
ℓvi
.
Let g ∈ IMG (f) be defined by a loop γ, and let x ∈ f−1(t) be a vertex of the
first level. Let γx be the lift of γ by f starting at x, and let y be its end. Then we
have
(4) gSℓx = SγSℓx = Sγxℓx = Sℓyℓ−1y γxℓx = SℓySℓ−1y γxℓx .
Note that ℓ−1y γxℓx is a loop based at t, i.e., an element of π1(M, t), see Figure 8.
Let us conjugate the action of Vf on ∂Tt (and the action of IMG (f) on Tt) to an
action on Xω (and X∗) using the isomorphism Λ : X∗ −→ Tt. We call the obtained
actions of Vf and IMG(f) standard. Then formula (4) proves the following lemma,
see also [Nek05, Proposition 5.2.2].
Lemma 3.3. For every g ∈ IMG (f) and every x ∈ f−1 there exist h ∈ IMG (f)
and y ∈ f−1 such that
gSx = Syh.
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Figure 8. Iterated monodromy recursion
Moreover, if g is defined by a loop γ, then h is defined by the loop ℓ−1y γxℓx, where
γx is the lift of γ by f starting at x.
If gSx = Syh for g, h ∈ IMG (f) and x, y ∈ X , then we denote h = g|x and y =
g(x). Note that the last equality agrees with the definition of g as an automorphism
Sγ of the tree Tt.
Since 1 =
∑
x∈X SxS
∗
x, we have
(5) g =
∑
x∈X
gSxS
∗
x =
∑
x∈X
Sg(x)g|xS
∗
x,
which gives us a splitting rule for the expressions for elements of Vf given in
Lemma 3.2.
Namely, we get the following description of Vf in terms of IMG (f) and for-
mula (5).
Proposition 3.4. The group Vf is isomorphic to homeomorphisms of Xω of the
form
(6)
∑
v∈A1
Sα(v)gvS
∗
v ,
where gv ∈ IMG (f), A1 is a complete antichain in X∗, and α : A1 −→ A2 is
a bijection of A1 with a complete antichain A2. Two elements of Vf given by
expressions of the form (6) are equal if and only if they can be made equal after
repeated applications of the splitting rules (5) to the elements gv.
Equivalently, we can use the table notation, and represent the element (6) by
the table
(7)

 v1 v2 . . . vmgv1 gv2 . . . gvm
α(v1) α(v2) . . . α(vm)

 ,
where the splitting rule is the operation of replacing a column by the array
(8)

 vg
u

 7→

 vx1 vx2 . . . vxdg|x1 g|x2 . . . g|xd
ug(x1) ug(x2) . . . ug(xd)

 .
Example 3.1. Consider the self-covering f : x 7→ 2x of the circle R/Z. Take t = 0
as the basepoint. Its preimages are 0 and 1/2. Let ℓ0 be the trivial path at 0, and
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Figure 9. The adding machine
let ℓ1 be the path from 0 to 1/2 equal to the image of the segment [0, 1/2] ⊂ R. Let
γ be the generator of π1(R/Z, 0) equal to the image of the segment [0, 1] ⊂ R with
the natural (increasing on [0, 1]) orientation. It has two lifts by the covering f :
γ0 = [0, 1/2], γ1 = [1/2, 1].
Note that γ0 = ℓ1.
By (2),
(9) SγSℓ0 = Sγ0ℓ0 = Sℓ1 ,
and
(10) SγSℓ1 = Sγ1ℓ1 = Sℓ0γ = Sℓ0Sγ .
Let X = {0, 1}, and consider the corresponding standard actions on X∗ and Xω.
Denote by a the generator of IMG (f) corresponding to Sγ . Then, by (9) and (10),
aS0 = S1, aS1 = S0a.
In other words, the action of a on Xω is given by the recurrent formulas
a(0v) = 1v, a(1v) = 0a(v).
We see that a acts as the binary adding machine, see [Nek05, Section 1.7.1].
The group Vf is generated by the Higman-Thompson group V2 (also coinciding
with the Thompson group V , see [CFP96]) and an element a satisfying the splitting
rule a = S1S
∗
0 + S0aS
∗
1 , i.e., 
 va
u

 =

 v0 v11 a
u1 u0

 .
See Figure 9.
Example 3.2. Consider the complex polynomial z2 − 1 as a partial self-covering
f :M1 −→M, where M = C \ {0,−1}, and M1 = C \ {0,±1}. Alternatively, we
can consider it as a self-covering of its Julia set, see Figure 10.
Then Vz2−1 is generated by the Thompson group V2 and two elements a, b sat-
isfying
a = S1S
∗
0 + S0bS
∗
1 , b = S0S
∗
0 + S1aS
∗
1 .
For a detailed proof of the recurrent definitions of the elements a and b, see [Nek05,
Subsection 5.2.2.].
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Figure 10. Julia set of z2 − 1
3.4. Self-similar groups. The description of Vf in terms of the iterated mon-
odromy group given in Proposition 3.4 can be generalized in the following way.
Definition 3.1. Let G be a group acting faithfully by automorphisms of the tree
X∗. We say that G is a self-similar group if for all g ∈ G and x ∈ X there exist
h ∈ G and y ∈ X such that
g(xw) = yh(w)
for all w ∈ X∗.
We will usually denote self-similar groups as pairs (G,X). Note that the equation
in Definition 3.1 is equivalent to the equality
g · Sx = Sy · h,
of compositions of self-maps of Xω, where Sx is, as before, the transformation
Sx(w) = xw of X
ω.
Definition 3.2. Let G be a self-similar group acting on X∗. The group VG is
the set of all homeomorphisms g of Xω for which there exist complete antichains
A1, A2 ⊂ X
∗, a bijection α : A1 −→ A2, and elements gv ∈ G, for v ∈ A1 such that
g =
∑
v∈A1
Sα(v)gvS
∗
v ,
i.e.,
g(vw) = α(v)gv(w)
for all v ∈ A1 and w ∈ Xω.
If G is a self-similar group acting on X∗, then for every v ∈ X∗ there exists a
unique element of G, denoted g|v, such that
g(vw) = g(v)g|v(w)
for all w ∈ Xω. We call g|v the section of g in v.
The elements of VG are represented by tables of the form (7) with the split-
ting rule (8). The following proposition follows now directly from the described
constructions.
Proposition 3.5. Consider IMG (f) as a self-similar group with respect to a stan-
dard action on X∗. Then Vf (with the corresponding standard action on Xω) is
equal to VIMG(f).
Let us describe more examples of groups Vf and VG.
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Example 3.3. The Grigorchuk group G is generated by the transformations
a = S1S
∗
0 + S0S
∗
1 , b = S0aS
∗
0 + S1cS
∗
1 , c = S0aS
∗
0 + S1dS
∗
1 , d = S0S
∗
0 + S1bS
∗
1 ,
see [Gri80].
The corresponding group VG was defined and studied by C. Ro¨ver in [Ro¨v99,
Ro¨v02]. This was the first example of a group VG. C. Ro¨ver proved that VG is
isomorphic to the abstract commensurator of G, that it is finitely presented, and
simple. We will study the last two properties of the groups VG, generalizing the
results of C. Ro¨ver for a wide class of self-similar groups.
Example 3.4. Let f(z) = z2 + c be a complex quadratic polynomial such that
fn(0) = 0 for some n (we assume that n is the smallest number with this prop-
erty). Then f is a self-covering of its Julia set, which is path connected. The
iterated monodromy groups IMG (f) associated with such polynomials were de-
scribed in [BN08]. There exists a sequence v = x1x2 . . . xn−1 ∈ {0, 1}n−1 such that
IMG (f) is isomorphic to the group Kv generated by n elements a0, a1, . . . , an−1
given by the recurrent relations
a0 = S1S
∗
0 + S0an−1S
∗
1 ,
and
ai =
{
S0ai−1S
∗
0 + S1S
∗
1 if xi = 0
S0S
∗
0 + S1ai−1S
∗
1 if xi = 1,
for i = 1, 2, . . . , n− 1. For example, IMG
(
z2 − 1
)
= K0.
3.5. Wreath recursions. Let (G,X) be a self-similar group. Every element g ∈ G
defines a permutation σg of X = X
1 ⊂ X∗, and an element of GX equal to the
function fg : x 7→ g|x. It is easy to check that the map ψ : G −→ Symm(X)⋉GX
mapping g to (σg, fg) is a homomorphism of groups, which we call the wreath
recursion associated with the self-similar group.
Let X = {1, 2, . . . , d}. We will write elements of Symm(d)⋉Gd = Symm(X)⋉
GX as products σ(g1, g2, . . . , gd), where σ ∈ Symm (d) and (g1, g2, . . . , gd) ∈ Gd.
Multiplication rule for elements of the wreath product G ≀ Symm(d) = Symm(d)⋉
Gd is given by the formula
(11) σ(g1, g2, . . . , gd)π(h1, h2, . . . , hd) = σπ(gπ(1)h1, gπ(2)h2, . . . , gπ(d)hd).
The wreath recursion completely describes the self-similar group G by giving
recurrent formulas for the action of its elements on X∗.
Example 3.5. The adding machine, see Example 3.1, is given by the recursion
a = σ(1, a), where σ is the transposition (0, 1). The generators of IMG
(
z2 − 1
)
are
given by
a = σ(1, b), b = (1, a),
see Example 3.2.
Any homomorphism ψ : G −→ Symm(d)⋉Gd defines an action of G on X∗ (for
X = {1, 2, . . . , d}) by the recurrent rule:
g(xw) = σ(x)gx(w),
where σ and gx are defined by the condition ψ(g) = σ(g1, g2, . . . , gd). This action is
not faithful in general. The quotient of G by the kernel of its action on X∗ is called
the faithful quotient of G, and it is a self-similar group in the sense of Definition 3.1.
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Let ψ : G −→ Symm(d) ⋉ Gd be an arbitrary homomorphism. Then we can
define the group Vψ associated with it in the same way as the groups VG were
defined for self-similar groups. Namely, elements of Vψ are defined by tables of the
form 
 v1 v2 . . . vng1 g2 . . . gn
u1 u2 . . . un

 ,
where gi ∈ G, and {v1, v2, . . . , vn} and {u1, u2, . . . , un} are complete antichains
of X∗. Two tables define the same element if they can be made equal (up to
permutations of the columns) by iterated replacement of a column

 vg
u

 by the
columns 
 v1 v2 . . . vdg1 g2 . . . gd
uσ(1) uσ(2) . . . uσ(d)

 ,
where ψ(g) = σ(g1, g2, . . . , gd). Multiplication of the tables is defined by the rule
 w1 . . . wng1 . . . gn
u1 . . . un



 v1 . . . vnh1 . . . hn
w1 . . . wn

 =

 v1 . . . vng1h1 . . . gnhn
u1 . . . un

 .
3.6. Bisets. A formalism equivalent to wreath recursions is provided by the notion
of a covering biset. If (G,X) is a self-similar group, then the set of transformations
Sxg : w 7→ xg(w) of Xω is invariant under the left and right multiplications by
elements of G:
Sxg · h = Sx(gh), h · Sxg = Sh(x)(h|xg).
We get therefore commuting left and right actions of G on the set Φ = {Sxg : x ∈
X, g ∈ G}. We will write elements Sx · g of Φ just as x · g.
We adopt the following definition.
Definition 3.3. Let G be a group. A G-biset is a set Φ together with commuting
left and right G-actions. It is called a covering biset if the right action is free (i.e.,
if x · g = x for x ∈ Φ and g ∈ G implies g = 1) and has a finite number of orbits.
Let Φ1,Φ2 be G-bisets. Then their tensor product Φ1 ⊗ Φ2 is defined as the
quotient of the set Φ1 × Φ2 by the identifications
(x · g)⊗ y = x⊗ (g · y), g ∈ G.
Let Φ be the biset {x · g : x ∈ X, g ∈ G} associated with a self-similar group.
Then every element of Φ⊗n can be uniquely written in the form x1⊗x2⊗· · ·⊗xn ·g,
where xi = xi·1 are elements ofX . It follows that nth tensor power Φ
⊗n is naturally
identified with the set of pairs v · g, for v ∈ Xn and g ∈ G, with the actions
h · (v · g) = h(v) · (h|vg), (v · g) · h = v · (gh).
Let Φ be an arbitrary covering G-biset. Choose a transversal X ⊂ Φ of the
orbits of the right action. Then every element of Φ is uniquely written in the form
x · g for x ∈ X and g ∈ G. For every g ∈ G and x ∈ X there exist h ∈ G and y ∈ X
such that
g · x = y · h,
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and the elements y, h are uniquely determined by g and x. We get hence a homo-
morphism ψ : G −→ Symm (X)⋉GX , called the wreath recursion associated with
Φ and X . Namely, ψ(g) = σ · f , where σ ∈ Symm(X) and f ∈ GX satisfy
g · x = σ(x) · f(x)
for all x ∈ X (where GX is seen as the set of functions X −→ G). If we change
the orbit transversal X to an orbit transversal Y , then the homomorphism ψ :
G −→ Symm(|X |)⋉G|X| is composed with an inner automorphism of the wreath
product (after we identify X with Y by a bijection). Note that the biset Φ is
uniquely determined, up to an isomorphism of biset, by the homomorphism ψ.
Definition 3.4. Two self-similar actions (G,X1) and (G,X2) of a group G are
called equivalent if their associated bisets Φi = Xi ·G are isomorphic, i.e., if there
exists a bijection F : Φ1 −→ Φ2 such that F (g1 · a · g2) = g1 · F (a) · g2 for all
g1, g2 ∈ G and a ∈ Φ1. Two self-similar actions of groups G1, G2 are equivalent if
they become equivalent after identification of the groups G1, G2 by an isomorphism
G1 −→ G2.
The wreath recursion can be defined invariantly, without a choice of the orbit
transversal. Namely, let Aut(ΦG) be the automorphism group of the right G-
set Φ, i.e., the set of all bijections α : Φ −→ Φ such that α(x · g) = α(x) · g.
Then Aut(ΦG) is isomorphic to the wreath product Symm(d)⋉G
d, where d is the
number of the orbits of the right action on Φ, since the right G-set Φ is free and
has d orbits, i.e., is isomorphic to the disjoint union of d copies of G. For every
element g ∈ G the map ψ(g) : x 7→ g · x is an automorphism of the right G-set Φ.
Then ψ : G −→ Aut(ΦG) is the wreath recursion. For more on wreath recursions
and bisets, see [Nek05, Nek08b, Nek08a].
Example 3.6. Let f : M1 −→M be a self-covering map, and let ι : M1 −→M
be a continuous map (for example, f is a partial self-covering, and ι is the identical
embedding).
Suppose that M is path-connected. Choose a basepoint t ∈ M, and consider
the set Φ of pairs (z, ℓ), where z ∈ f−1(t), and ℓ is a homotopy class of a path in
M from t to ι(z). Then π1(M, t) acts on M be appending loops to the beginning
of the path ℓ:
(z, ℓ) · γ = (z, ℓγ).
It also acts by appending images of lifts of γ to the end of the path ℓ:
γ(z, ℓ) = (z′, ι(γz)ℓ),
where γz is the lift of γ by f starting at z, and z
′ is the end of γz. Here, as before,
we multiply paths as functions (second path in a product is passed first).
Then Φ is a covering π1(M, t)-biset. The associated wreath recursion coincides
with the wreath recursion associated with the standard action of IMG (f).
Let us show a more canonical definition of the groups Vψ in terms of bisets. Let
Φ be a covering G-biset. Consider the biset Φ∗ equal to the disjoint union of the
bisets Φ⊗n for all integers n ≥ 0. Here Φ⊗0 is the group G with the natural G-biset
structure. The set Φ∗ is a semigroup with respect to the tensor product operation.
Let us order the semigroup Φ∗ with respect to the left divisibility, i.e., v  u
if and only if there exists w such that u = v ⊗ w. It is easy to check that Φ∗ is
left-cancellative, i.e., that v ⊗ w1 = v ⊗ w2 implies that w1 = w2.
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The quotient of Φ∗ by the right G-action is a rooted d-regular tree, and the image
of  under the quotient map is the natural order on the rooted tree Φ∗/G. If X is
a right orbit transversal of Φ, then X⊗n = Xn is a right orbit transversal of Φ⊗n,
and the identical embedding of X∗ =
⋃
n≥0X
⊗n into Φ∗ induces an isomorphism
of the rooted tree X∗ with Φ∗/G.
The left action of G on Φ∗ permutes the orbits of the right action and preserves
the relation , hence G acts on the tree Φ∗/G by automorphisms. The correspond-
ing action onX∗ is the self-similar action defined by the wreath recursion associated
with X .
Let A1, A2 ⊂ Φ∗ be finite maximal antichains with respect to the divisibility
order . Note that a subset A ⊂ Φ∗ is a finite maximal antichain if and only if its
image in Φ∗/G is a maximal antichain. Choose a bijection α : A1 −→ A2.
If w ∈ Φ∗ is such that v  w for some v ∈ A1, then there exists a unique u ∈ Φ∗
such that w = v ⊗ u. Consider then the transformation hA1,α,A2 : w 7→ α(v) ⊗ u.
The map hA1,α,A2 is defined for all elements of Φ
∗ bigger than some element of
A1, hence for all elements of Φ
⊗n, where n is big enough. We will identify to
transformation hA1,α,A2 and hA′1,α′,A′2 if their actions on the sets Φ
⊗n agree for all
n big enough. It is not hard to prove that the set of equivalence classes of such
maps is a group, which we will denote VΦ. It is also straightforward to show that
VΦ coincides with Vψ, where ψ is the wreath recursion associated with Φ, and that
if Φ is the usual biset associated with a self-similar group G, then VΦ coincides with
VG.
3.7. Epimorphism onto the faithful quotient. Consider a covering G-biset Φ
and the corresponding group VΦ. The faithful quotient G is a self-similar group
acting onX∗. We have, therefore two groups: VΦ and VG, which are non-isomorphic
in general (the group VG is a homomorphic image of VΦ).
Proposition 3.6. Let Φ be a covering biset. Denote by Kn the subgroup of elements
of G acting trivially from the left on Φ⊗n, i.e., the kernel of the wreath recursion
associated with the biset Φ⊗n. Then Kn ⊇ Kn−1. If
⋃
n≥0Kn is equal to the
kernel of the epimorphism G −→ G, then the natural epimorphism VΦ −→ VG is
an isomorphism.
Proof. Suppose that an element g of the kernel of VΦ −→ VG is defined by a
table

 v1 v2 . . . vng1 g2 . . . gn
u1 u2 . . . un

. Then the table

 v1 v2 . . . vng1 g2 . . . gn
u1 u2 . . . un

 represents
the trivial element of VG, where g 7→ g is the epimorphism G −→ G. But this
means that vi = ui and gi = 1 for all i. Consequently, there exists k such that
gi ∈ Kk for all i. It follows that after applying elementary splittings k times to all
column of the table defining g, we will get a table defining the trivial element of
VΦ, which means that g = 1. 
4. Simplicity of the commutator subgroup
4.1. Some general facts. Let G be a group acting faithfully by homeomorphisms
on an infinite Hausdorff space X . For an open subset U ⊂ X , denote by G(U) the
subgroup of elements of G acting trivially on X \ U . Denote by RU the normal
closure in G of the derived subgroup G(U)
′ = [G(U), G(U)].
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The following simple lemma has appeared in many papers in different forms, see,
for example [BGSˇ03, Lemma 5.3], [Mat06, Theorem 4.9].
Lemma 4.1. Let N be a non-trivial normal subgroup of G. Then there exists a
non-empty open subset U ⊂ X such that RU ≤ N .
Proof. It is sufficient to prove that there exists an open subset U such that G(U)
′ ≤
N .
Let g ∈ N \{1}, and let x ∈ X be such that g(x) 6= x. Then there exists an open
subset U such that x ∈ U and U∩gU = ∅. For example, find disjoint neighborhoods
Ux and Ug(x) of x and g(x), and set U = Ux ∩ g
−1(Ug(x)).
Let h1, h2 ∈ G(U). Then gh
−1
1 g
−1 acts trivially outside gU . Consequently,
[g−1, h1] = gh
−1
1 g
−1h1 acts as h1 on U , as gh
−1
1 g
−1 on gU , and trivially outside
U ∪ gU . It follows that [[g−1, h1], h2] acts as [h1, h2] on U and trivially outside
U , i.e., [[g−1, h1], h2] = [h1, h2]. On the other hand, [[g
−1, h1], h2] ∈ N , since N
is normal and g ∈ N . It follows that [h1, h2] ∈ N for all h1, h2 ∈ G(U), i.e., that
G(U)
′ ≤ N . 
Lemma 4.2. Let U be an open subset of X such that its G-orbit is a basis of
topology of X . Then every non-trivial normal subgroup of G contains RU .
Proof. For any g ∈ G and U ⊂ X , we have gG(U)g
−1 = G(gU). Consequently,
gG(U)
′g−1 = G(gU)
′, and RU is equal to the group generated by
⋃
g∈GG(gU)
′. In
particular, RgU = RU for all g ∈ G.
Since {gU : g ∈ G} is a basis of topology, for every open subset W ⊂ X
there exists g ∈ G such that gU ⊆ W , hence RU = RgU ≤ RW . This implies, by
Lemma 4.1, that RU is contained in every non-trivial normal subgroup of G. 
Proposition 4.3. Suppose that U is an open subset of X such that its RU -orbit
is equal to its G-orbit and is a basis of topology of X . Then RU is simple and is
contained in every non-trivial normal subgroup of G.
Proof. The group G(U)
′ is non-trivial, since otherwise its normal closure RU is
trivial, which contradicts the fact that the RU -orbit of U is a basis of topology. It
follows that there exists g ∈ G(U)
′ moving a point x ∈ X . We have then x ∈ U
and g(x) ∈ U . There exists a neighborhood W of x such that W ∩ gW = ∅. Then
there exists an element h ∈ RU such that hU ⊂ W , and there exists a non-trivial
element g′ ∈ G(hU)
′ ≤ G(U)
′. We have [g, g′] 6= 1, since g′ and gg′g−1 have disjoint
supports. This shows that G(U)
′ is non-abelian, i.e., that G(U)
′′ is non-trivial.
The subgroup RU is contained in every non-trivial normal subgroup of G, by
Lemma 4.2. We also have that the normal closure in RU of the group (RU )(U)
′ is
contained in every normal subgroup of RU .
Note that G(U)
′ is contained in G(U) ∩RU = (RU )(U), hence G(U)
′′ ≤ (RU )(U)
′.
Conjugating by an element g ∈ G (and using that RU is normal in G), we get that
G(gU)
′′ ≤ (RU )(gU)
′.
It follows that for any non-trivial subgroup N ERU we have
N ⊇
⋃
g∈RU
(RU )(gU)
′ ⊇
⋃
g∈RU
G(gU)
′′ =
⋃
g∈G
G(gU)
′′.
Consequently, N contains the group generated by the set
⋃
g∈GG(gU)
′′, which is
normal in G and non-trivial, hence contains RU . We have proved that every non-
trivial normal subgroup of RU contains RU , i.e., that RU is simple. 
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4.2. Simplicity of V ′G. Let (G,X) be a self-similar group, and let VG be the
corresponding group of homeomorphisms of the Cantor set Xω.
Fix a linear ordering “<” of the elements of X . Extend it to the lexicographic
ordering on X∗. Namely, if x1x2 . . . xn and y1y2 . . . ym are incomparable with re-
spect to the order , then x1x2 . . . xn < y1y2 . . . ym if and only if xi < yi, where
i is the smallest index such that xi 6= yi. If a word v is a beginning of a word w,
then v ≤ w.
Suppose that
(
v1 v2 . . . vn
u1 u2 . . . un
)
is a table defining an element g ∈ VX ,
i.e., that g =
∑n
i=1 SuiS
∗
vi
. Assume that its first row is ordered in the increasing
lexicographic order. If the permutation putting the second row into the increasing
lexicographic order is even, then we say that the table is even.
Note that if d = |X | is even, then every table has an even splitting. On the other
hand, if d is odd, then the set of elements defined by even tables is a subgroup of
index 2 in Vd. The following is proved in [Hig74].
Theorem 4.4. If d is even, then Vd is simple. If d is odd, then the commutator
subgroup V ′d is the group of elements defined by even tables, and is a simple subgroup
of index 2 in Vd.
The following theorem is a proved in [Nek04, Theorem 9.11].
Theorem 4.5. All proper quotients of VG are abelian.
Let us describe the Vd-orbits of clopen subsets of Xω.
Proposition 4.6. Let d = |X |, and let U be a clopen subset of Xω. Let us decom-
pose U into a disjoint union
⊔n
i=1 viX
ω for vi ∈ X∗. Then the residue of n modulo
d− 1 does not depend on the decomposition. Let us denote it m(U) ∈ Z/(d− 1)Z.
Let U1, U2 ⊂ Xω be non-empty clopen proper subsets. Then the following conditions
are equivalent.
(1) U1 and U2 belong to one VX-orbit.
(2) U1 and U2 belong to one V
′
X-orbit.
(3) m(U1) = m(U2).
Proof. Let U =
⊔n
i=1 viX
ω be a decomposition of U . We can split it by replacing
one set viX
ω by the collection of d sets vixX
ω, for x ∈ X . This way we increase
the number of sets in the decomposition by d − 1. It is easy to see that for any
two decompositions of U into cylindrical sets there exist sequences of successive
splittings of each of the decompositions leading to the same decomposition. This
implies that m(U) is well defined.
It is obvious that m(U) is preserved under the action of VX . Suppose that
m(U1) = m(U2) for non-empty proper clopen subsets of X
ω. Then there exist de-
compositions U1 =
⊔n
i=1 viX
ω and U2 =
⊔n
i=1 uiX
ω of the sets Ui into equal number
of cylindrical subsets. The sets {vi}ni=1 and {ui}
n
i=1 are incomplete antichains in
X∗, hence (see Lemma 3.1) there exists g ∈ VX such that g(viXω) = uiXω for all
i. If g /∈ V ′X , then we can compose it with an element h ∈ VX \ V
′
X acting trivially
on
⊔n
i=1 viX
ω, and get an element gh ∈ V ′X such that gh(viX
ω) = uiX
ω for all i.
It follows that U1 and U2 belong to one V ′X -orbit and to one VX -orbit. 
It easily follows from the definitions that VX -orbits of clopen subsets of Xω
coincide with their VG-orbits for any self-similar group (G,X).
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Theorem 4.7. The commutator subgroup of VG is simple.
Proof. Let U = xXω for some x ∈ X . Then the VG-orbit of U coincides with its
VX -orbit and its V ′X -orbit, and is a basis of the topology on X
ω, see Proposition 4.6.
The group V ′X is contained in RU , since the normal closure of (VX)(U)
′ in VX is
equal to V ′X , by Theorem 4.4. It follows that the RU -orbit of U is equal to its
G-orbit, and is a basis of the topology.
Consequently, by Proposition 4.3, RU is simple and is contained in every non-
trivial normal subgroup of VG. On the other hand, by Theorem 4.5, every non-
trivial normal subgroup of VG contains the commutator subgroup VG′. It follows
that V ′G = RU , and V
′
G is simple. 
Abelianization of VG is described in [Nek04, Theorem 9.14].
Theorem 4.8. Let (G,X) be a self-similar group. Let π : G −→ G/G′ be the
abelianization epimorphism.
Suppose that d is even. Then VG/V ′G is isomorphic to the quotient of G/G
′ by
the relations π(g) =
∑
x∈X π(g|x) for all g ∈ G.
Suppose that d is odd. Then VG/V ′G is isomorphic to Z/2Z⊕ G/G
′ modulo the
relations π(g) = sign(g)⊕
∑
x∈X π(g|x) for all g ∈ G; where sign(g) = 0 if g defines
an even permutation on the first level X of X∗, and sign(g) = 1 otherwise.
Proof of the following lemma follows directly from the multiplication rule (11).
Lemma 4.9. Let (G,X) be a self-similar group, and let π : G −→ G/G′ be the
canonical homomorphism. Then σ : π(g) 7→
∑
x∈X π(g|x) is a well defined endo-
morphism of G/G′.
For odd d denote by σ1 the endomorphism (t, g) 7→ (t+sign(g), σ(g)) of Z/2Z⊕
G/G′, where sign : G/G′ −→ Z/2Z gives the parity of the action of any preimage
of g in G on the first level X of the tree X∗.
Then Theorem 4.8 can be reformulated as follows. (We denote here the identical
automorphism of a group by 1.)
Theorem 4.10. If d is even, then VG/V ′G is isomorphic to the quotient of G/G
′
by the range of the endomorphism 1− σ.
If d is odd, then VG/V ′G is isomorphic to the quotient of Z/2Z ⊕ G/G
′ by the
range of the endomorphism 1− σ1.
Example 4.1. Consider the double self-covering f(x) = 2x of the circle R/Z.
Then IMG(f) is generated by the adding machine a = S1S
∗
0 + S0aS
∗
1 . It follows
that Vf/V ′f is the quotient of Z = IMG(f) / IMG(f)
′
by the range of 1− σ, where
σ(a) = 0 + a = a is the identity isomorphism. Hence, 1− σ = 0, and Vf/V ′f
∼= Z.
Example 4.2. Let G = Kx1x2...xn−1 be the iterated monodromy group of a qua-
dratic polynomial, as in Example 3.4. It is proved in [BN08, Proposition 3.3]
that G/G′ is the free abelian group Zn freely generated by the images of the gen-
erators ai of G. The recursive relations defining Kx1x2...xn−1 show that VG/V
′
G is
Zn = 〈π(a0), . . . , π(an−1)〉 modulo the relations π(a0) = π(a1), and π(ai) = π(ai−1)
for all i = 1, 2, . . . , n− 1. Consequently, VG/V ′G is isomorphic to Z.
Example 4.3. Let G be the Grigorchuk group, see Example 3.3. It is generated
by
a = S1S
∗
0 + S0S
∗
1 , b = S0aS
∗
0 + S1cS
∗
1 , c = S0aS
∗
0 + S1dS
∗
1 , d = S0S
∗
0 + S1bS
∗
1 .
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It follows that VG/V ′G is the group G/G
′ modulo the relations
π(a) = 0, π(b) = π(a) + π(c), π(c) = π(a) + π(d), π(d) = π(c),
which are equivalent to π(a) = 0, π(b) = π(c) = π(d). It is easy to check that b = cd
and b2 = 1 in G, which implies
π(c) = π(d) = π(b) = π(c) + π(d) = π(b) + π(b) = π(b2) = 0.
Consequently, VG/V ′G is trivial, hence VG is simple. Simplicity of VG was proved
in [Ro¨v99].
5. Expanding maps and finite presentation
5.1. Contracting self-similar groups and expanding maps.
Definition 5.1. Let (G,X) be a self-similar group. We say that it is contracting
if there exists a finite set N ⊂ G such that for every g ∈ G there exists n such that
g|v ∈ N for all v ∈ X∗, |v| ≥ n.
More generally, let Φ be a coveringG-biset, and letX be a right orbit transversal.
Define then g|v for g ∈ G and v ∈ Xn ⊂ Φ⊗n as the unique element of G such
that g · v = u · g|v for some (also unique) u ∈ Xn. We say that Φ is contracting
(or hyperbolic) if there exists a finite set N such that for every g ∈ G there exists
n such that g|v ∈ N for all v ∈ X∗ such that |v| ≥ n. One can show (see [Nek05,
Corollary 2.11.7]) that this property depends only on Φ (but the set N will depend
on X).
The smallest setN satisfying the conditions of Definition 5.1 is called the nucleus
of the self-similar action.
Definition 5.2. Let f : M1 −→ M be a partial self-covering such that M is
compact. The covering is called expanding if there exist L > 1, ǫ > 0, a positive
integer n, and a metric |x− y| on M such that
|fn(x) − fn(y)| ≥ L|x− y|
for all x, y ∈Mn such that |x− y| < ǫ.
For example, if M is a connected Riemann manifold, and ‖Dfn(ξ)‖ ≥ CLn‖ξ‖
for all n ≥ 1 and everly tangent vector ξ, then f is expanding.
The following proposition is proved in [Nek05, Theorem 5.5.3] for the case when
M is a complete length metric space with finitely generated fundamental group.
We will repeat here the proof in a more general situation (but avoiding orbispaces,
which was one of the technical issues in [Nek05]).
Proposition 5.1. Let f : M1 −→ M be an expanding partial self-covering of a
compact path connected space. Then IMG (f) is a contracting self-similar group
(with respect to any standard action).
Proof. Let {ℓi}i=1,...,d be paths connecting the basepoint t ∈ M to the preimages
zi ∈ f−1(t). We consider the standard action of IMG (f) on X∗ defined by these
connecting paths, where X = {1, . . . , d}.
It follows from Definition 5.2 that there exist ǫ > 0, L > 1, C > 1 such that for
any subset A ⊂ M of diameter less than ǫ and every n ≥ 1, the set f−n(A) is a
disjoint union of dn sets Ai such that f
n : Ai −→ A are homeomorphisms, and
diameters of Ai are less than CL
−n.
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Let g ∈ IMG (f) be defined by a loop γ. Since we can represent γ as a union of
sub-paths of diameter less than ǫ, there exists Cγ > 1 such that diameter of any
lift of γ by fn is less than CγL
−n.
By Lemma 3.3, section g|i1i2...in is defined by the loop ℓ
−1
j1j2...jn
γi1i2...inℓi1i2...in ,
where γi1i2...in is a lift of γ by f
n, and ℓi1i2...in , ℓj1j2...jn are paths inside the tree Γt
formed by lifts of the connecting paths ℓi. Since diameters of lifts of paths by f
n
exponentially decrease with n, there exists n0 (depending only on the connecting
paths ℓi) such that if n0 ≤ n < m, then for all sequences i1i2 . . . im ∈ X∗, the path
ℓi1i2...im is a continuation of the path ℓi1i2...in by a path of diameter less than ǫ/6.
There exists n1 ≥ n0 (depending on γ) such that if n ≥ n1, then all lifts of γ
by fn have diameters less than ǫ/6. Then for every n ≥ n1, the section g|i1i2...in is
defined by a loop of the form β = ℓ−1j1j2...jn0
αℓi1i2...in0 , where α is a path of diameter
less than ǫ/2. If β′ = ℓ−1j1j2...jn0
α′ℓi1i2...in0 is another path such that α
′ has diameter
less than ǫ/2, then
β′β−1 = ℓ−1j1j2...jn0
α′α−1ℓj1j2...jn0 ,
where α′α−1 is a loop of diameter less than ǫ. By the choice of ǫ, all lifts of
α′α−1 by iterations of f are loops, which implies that β and β′ define equal el-
ements of IMG (f). Consequently, g|i1i2...in is uniquely determined by the pair
(i1i2 . . . in0 , j1j2 . . . jn0). Since n0 does not depend on g, it follows that IMG (f) is
contracting. 
5.2. General definition of Vf for expanding maps. The group Vf can be de-
fined for an expanding self-covering f :M−→M, even ifM is not path connected.
Let f :M−→M be an expanding self-covering of a compact metric space M,
such that for every t ∈ M the set
⋃
n≥0 f
−n(t) is dense in M. This condition is
always satisfied for a path-connected space M.
Let δ > 0 be such that for any two points t1, t2 ∈ M such that t1 6= t2 and
f(t1) = f(t2) we have |t1 − t2| > δ. It is easy to prove that such δ exists for any
self-covering f :M−→M of a compact metric space. It follows from the definition
of an expanding self-covering, that there exists ǫ > 0 such that for any two points
z1, z2 ∈ M and for any n ≥ 1 there exists an isomorphism Sz1,z2 : Tz1 −→ Tz2 of
the trees of preimages such that |Sz1,z2(v) − v| < δ/2 for all v ∈ Tz1 . Moreover, it
is easy to prove (by induction on the level number) that the isomorphism Sz1,z2 is
unique.
Fix a basepoint t ∈ M, and define Vf as the group of homeomorphisms of ∂Tt
piecewise equal to the isomorphisms Sz1,z2 : ∂Tz1 −→ ∂Tz2 for z1, z2 ∈ Tt.
Note that if γ : [0, 1] −→ M is a path in M, then there exists n such that all
lifts of γ by fm for m ≥ n have diameter less than δ/2. This implies that if M is
path connected, then our original definition of Vf agrees with the given definition
for expanding maps.
Example 5.1. Consider the one-sided shift s : Xω −→ Xω
s(x1x2 . . .) = x2x3 . . . .
Consider the metric |w1 − w2| = 2−n, where n is the smallest index for which
xn 6= yn, where w1 = x1x2 . . . and w2 = y1y2 . . ..
Then |s(w1)− s(w2)| = 2|w1−w2| whenever |w1 −w2| ≤ 1/2. Consequently, s is
expanding.
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For any w ∈ Xω the set s−n(w) is equal to the set of sequences of the form vw,
where v ∈ Xn. Hence, we can identify the nth level of the tree Tw with the set Xn
by the map vw 7→ v. Note that the tree Tw after this identification becomes the
left Cayley graph of the monoid X∗: two vertices are connected by an edge if and
only if they are of the form v, xv for v ∈ X∗, x ∈ X . In particular, the boundary
∂Tw is naturally identified with the space X
−ω of left-infinite sequences . . . x2x1.
It follows directly from the definitions that the maps Swv1,wv2 : Twv1 −→ Twv2
act by the rule
Swv1,wv2(uv1) = uv2.
It follows that the homeomorphism . . . x2x1 7→ x1x2 . . . of X−ω = ∂Tw with Xω
conjugates the action of Vs with the Higman-Thompson group VX .
Example 5.2. If M is not connected, then a covering f :M−→M needs not to
be of constant degree. For example, f :M−→M can be a one-sided shift of finite
type. The corresponding group Vf is the topological full groups of a shift of finite
type (the dual of f). These groups were studied in [Mat12].
5.3. Abelianization of Vf in expanding case. Self-similar contracting groups
acting faithfully on X∗ are typically infinitely presented. On the other hand, for
every contracting groupG there exists a finitely presented group G˜ and a hyperbolic
covering G˜-biset Φ such that the faithful quotient of G˜ is G. More precisely, we
have the following description of G˜, given in [Nek05, Section 2.13.2.].
Proposition 5.2. Let (G,X) be a contracting group. Suppose that the nucleus N
generates G.
Let G˜ be the group given by the presentation 〈N | R〉, where R is the set of all
relations g1g2g3 = 1 of length at most 3 that hold for elements of N in G. Let Φ be
the G˜-biset of pairs x · g, for x ∈ X and g ∈ G˜ with the actions given by the usual
rules:
(x · g) · h = x · (gh), h · (x · g) = h(x) · (h|xg),
where g ∈ G˜, h ∈ N , x ∈ X; and h(x) ∈ X, h|x ∈ N are defined as in G. Then Φ
is contracting.
Note that for any contracting group G, the group generated by the nucleus N is
self-similar contracting, and V〈N〉 = VG.
The following is proved in [Nek05, Proposition 2.13.2].
Proposition 5.3. Let Φ be a contracting G-biset. Let ρ : G −→ G be the canonical
epimorphism onto the faithful quotient of G. If ρ(g) 6= 1 for every non-trivial
element of the nucleus of G (defined using some right orbit transversal X), then
the kernel of ρ is equal to the union of the kernels Kn of the left actions of G on
Φ⊗n.
Let Φ be a G-biset, and let d be the number of orbits of the right action of G
on Φ. Choose a right orbit transversal X ⊂ Φ, and define, for g ∈ G and x ∈ X ,
the section g|x as the unique element of G such that g · x = y · g|x for y ∈ X . Let
π : G −→ G/G′ be the abelianization epimorphism.
By the same arguments as in Lemma 4.9, the map σ : π(g) 7→
∑
x∈X π(g|x)
is a well defined endomorphism of G/G′. It is also checked directly that it does
not depend on the choice of the right orbit transversal X . If d is odd, then define
homomorphism sign : G/G′ −→ Z/2Z as in Theorem 4.8.
The following is a direct corollary of Propositions 5.3, 3.6, and Theorem 4.10.
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Corollary 5.4. Let Φ be a G-biset satisfying the conditions of Proposition 5.3.
If d is even, then VΦ/V ′Φ is isomorphic to the quotient of G/G
′ by the range of
the homomorphism 1 − σ. If d is odd, then VΦ/V ′Φ is isomorphic to the quotient
of Z/2Z ⊕ G/G′ by the range of the endomorphism 1 − σ1, where σ1(t, g) = (t +
sign(g), σ(g)).
Proposition 5.5. Suppose that f :M1 −→M is expanding, M is path-connected
and semi-locally simply connected. Then the π1(M)-biset associated with f is con-
tracting.
If g ∈ π1(M) has trivial image in IMG (f), then there exists n such that g acts
trivially from the left on Φ⊗nf .
The first paragraph of the proposition is proved in the same way as Propo-
sition 5.1. The second paragraph follows directly from exponential decreasing of
diameters of lifts of paths by iterations of f and the condition thatM is semi-locally
simply connected.
Corollary 5.6. Suppose that f : M1 −→ M satisfies the conditions of Proposi-
tion 5.5, and let Φ be the π1(M)-biset associated with f . Then VΦ is isomorphic
to Vf = VIMG(f).
Let f :M1 −→M be a partial self-covering satisfying the conditions of Propo-
sition 5.5. Let ι :M1 −→M be the identical embedding.
The group π1(M)/π1(M)′ is naturally isomorphic to the first homology group
H1(M). The map σ : H1(M) −→ H1(M) from Corollary 5.4 is equal to ι∗ ◦ f !,
where f ! : H1(M) −→ H1(M1) is the map (called the transfer map) given by the
condition that image of a chain c is equal to its full preimage f−1(c).
Suppose that c ∈ H1(M) is defined by a loop γ. Then parity of the monodromy
action of γ on fibers of f is well defined and generates a homomorphism from
H1(M) to Z/2Z. Let us denote it by sign : H1(M) −→ Z/2Z.
Then the following description of Vf/V ′f follows directly from Corollary 5.4.
Proposition 5.7. Suppose that f :M1 −→M is expanding, M is path-connected
and semi-locally simply connected.
If deg f is even, then Vf/V ′f is isomorphic to the quotient of H1(M) by the range
of the endomorphism 1− ι∗ ◦ f !.
If deg f is odd, then Vf/V
′
f is isomorphic to the quotient of Z/2Z⊕H1(M) by
the range of the endomorphism 1− σ1, where σ1(t, c) = (t+ sign(c), ι∗ ◦ f !(c)).
5.4. Example: Hyperbolic rational functions. Let f be a complex rational
function, and let Cf be the set of critical points of f : Ĉ −→ Ĉ. The post-critical
set of f is the union Pf =
⋃
n≥1 f
n(Cf ) of forward orbits of critical values. Suppose
that Pf is finite (we say then that f is post-critically finite).
Let us additionally suppose that every cycle of f : Pf −→ Pf contains a critical
point. Then f is hyperbolic, i.e., is expanding on a neighborhood of its Julia set,
see [Mil06, Section 19].
One can find disjoint open topological discs around points of Pf such that ifM is
the complement of the union of these discs in the Riemann sphere, thenM contains
the Julia set of f , M1 = f−1(M) ⊂M, and there exists a metric on M such that
f :M1 −→M is strictly expanding. For instance, one can take discs bounded by
the equipotential lines of the basins of attraction, see [Mil06, Section 9].
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Then H1(M) is isomorphic to the quotient of the free group Z|Pf | generated
by elements az, z ∈ Pf , corresponding to the boundaries of the discs, modulo the
relation
∑
z∈Pf
az = 0. It is easy to see that the map σ = ι∗ ◦ f ! acts by the rule
σ(az) =
∑
y∈f−1(z)∩Pf
ay.
Suppose now that deg f is odd. We say that z is a critical value mod 2 if |f−1(z)|
is even. Note that if z is a critical value mod 2, then it is a critical value, since then
|f−1(z)| 6= deg f . In particular, all critical values mod 2 belong to Pf . It is also
easy to see that z is a critical value mod 2 if and only if the monodromy action of
a small simple loop around z is an odd permutation. Namely, lengths of cycles of
the monodromy action are equal local degrees of f in the preimages of z. The sum
of local degrees is equal to deg f , i.e., is odd, hence the number of odd local degrees
is odd. Parity of the monodromy action is equal to parity of the number of cycles
of even length, which is equal to parity of |f−1(z)| minus the number of odd local
degrees, which is equal to parity of |f−1(z)|+ 1.
Proposition 5.8. Let f be a hyperbolic post-critically finite rational function. Let
k be the number of attracting cycles of f . Let l be the greatest common divisor of
their lengths.
If deg f is even, then Vf/V
′
f is isomorphic to Z
k−1 ⊕ Z/lZ.
If deg f is odd, and there exists an attracting cycle C such that the number of
critical values mod 2 whose forward f -orbits are attracted to C is odd, then Vf/V ′f
is also isomorphic to Zk−1 ⊕ Z/lZ. Otherwise, Vf/V
′
f
∼= Z/2Z⊕ Zk−1 ⊕ Z/lZ.
Note that Zk−1 ⊕ Z/lZ coincides with the K1-group of the C∗-algebraic analog
of Vf , see [Nek09]. Its K0-group Z/(d − 1)Z has also appeared in our paper, see
Proposition 4.6.
Proof. Every attracting cycle of f is superattracting (i.e., contains critical points
of f), hence it belongs to the post-critical set Pf .
Suppose at first that deg f is even. If z ∈ Pf does not belong to a cycle of f :
Pf −→ Pf , then there exists n such that f−n(z)∩Pf = ∅ and hence σn(az) = 0. It
follows that the images of such elements az under the epimorphism π : H1(M) −→
Vf/V ′f are equal to zero.
If C is a cycle of f : Pf −→ Pf , then the images of az in Vf/V
′
f , for z ∈ C,
satisfy the relations π(az) = π(af(z)), since we have σ(af(z)) = az. It follows that
Vf/V ′f is the quotient of H1(M) by the relations making elements corresponding
to the points of each cycle of f : Pf −→ Pf equal, and making equal to zero all
elements corresponding to elements of Pf not belonging to cycles. It follows that
Vf/V ′f is the quotient of the free abelian group Z
k = 〈e1, e2, . . . , ek〉 by the relation
l1e1 + l2e2 + · · · + lkek = 0, where li are the lengths of the corresponding cycles
of f : Pf −→ Pf . Consequently, Vf/V
′
f
∼= Zk−1 ⊕ Z/lZ, where l is the g.c.d. of
l1, l2, . . . , lk.
Suppose now that deg f is odd. Then Vf/V ′f is isomorphic to the quotient of
Z/2Z ⊕ H1(M) by the relations σ1(a) = a, where σ1(t, g) = (t + sign(g), σ(g)),
where sign(g) is the parity of the monodromy action of g for the covering map
f :M1 −→M.
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Figure 11. A post-critical cycle
It follows that σ1 acts on the elements of the form (0, az), for z ∈ Pf , by the rule
σ1(0, az) =


(
1,
∑
y∈f−1(z)∩Pf
ay
)
if z is a critical value mod 2,(
0,
∑
y∈f−1(z)∩Pf
ay
)
otherwise.
Suppose that z ∈ Pf is such that no point of
⋃
n≥0 f
−n(z) is a critical value mod
2, and z does not belong to a cycle. Then there exists n such that σn1 (0, az) = 0,
hence image of (0, az) in Vf/V ′f is zero.
If z ∈ Pf is a critical value mod 2, but no point of
⋃
n≥1 f
−n(z) is a critical value
mod 2, then σ1(0, az) = (1, σ(az)), and hence the image of (0, az) in Vf/V ′f is equal
to the image of (1, 0) ∈ Z/2Z⊕H1(M).
It follows by induction that if z ∈ Pf does not belong to a cycle, then the image
of (0, az) in Vf/V ′f is equal to the image of (m, 0) ∈ Z/2Z⊕H1(M), where m is the
parity of the number of critical values mod 2 in the set
⋃
n≥0 f
−n(z). In particular,
Vf/V ′f is a quotient of Z/2Z⊕H , where H ≤ H1(M) is the subgroup generated by
az for z belonging to cycles of f : Pf −→ Pf .
Suppose now that C is a cycle of length r of the map f : Pf −→ Pf . For z ∈ C,
denote by z′ the unique element of C such that f(z′) = z, and by tz the parity of the
number of critical values mod 2 in the set Bz = {z}∪
⋃
y∈f−1(z)\z′
⋃
n≥0 f
−1(y), see
Figure 11. Then Vf/V ′f is isomorphic to the quotient of Z/2Z⊕H by the relations
(0, az) = (tz , az′).
Note that tC =
∑
z∈C tz is the number of points y that are critical values mod
2 and fn(y) ∈ C for all n big enough. If tC is odd, then we have a relation
(0, az) = (1, az), which implies that (1, 0) belongs to the kernel of the epimorphism
Z/2Z⊕H1(M) −→ Vf/V
′
f , and the arguments for even deg f show that Vf/V
′
f
∼=
Zk−1 ⊕ Z/lZ.
Suppose that tC is even for every cycle C of Pf . Order elements of every cycle
C ⊂ Pf into a sequence z0, z1, . . . , zr−1 so that f(zi) = zi−1 for all i = 1, 2, . . . , r−
1, and f(z0) = zr−1. Denote then bz0 = (0, az0), bz1 = (tz0 , az1), bz2 = (tz0 +
tz1 , az2), . . . , bzr−1 = (tz0 + tz1 + · · · + tzr−2 , az0). Then Vf/V
′
f is the quotient of
Z/2Z ⊕ H by the relations bzi = bzi+1 and bzr−1 = bz0 . It follows that Vf/V
′
f is
isomorphic to Z/2Z⊕ Zk−1 ⊕ Z/lZ. 
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Example 5.3. If f(z) = z2 + c is a hyperbolic post-critically finite quadratic
polynomial, then it has two attracting cycles: {∞} and the orbit of the critical
point 0. It follows that Vf/V ′f is isomorphic to Z.
Example 5.4. Suppose now that f is a hyperbolic post-critically finite cubic poly-
nomial. If it has only one finite critical point c, then |f−1(f(c))| = 1, hence there
are no critical values mod 2.
If f has two critical points c1, c2, then f(c1) and f(c2) are critical values mod 2,
and we have one of the following possibilities:
(a) forward orbits of c1 and c2 are disjoint cycles;
(b) both points c1 and c2 belong to a common cycle;
(c) one of the critical points belongs to a cycle C, and the forward orbit of the
other critical point eventually belongs to C.
It follows now from Proposition 5.8 that Vf/V ′f
∼= Z/2Z ⊕ Z if the number of
finite attracting cycles of f is 1, and Vf/V ′f
∼= Z2 if it is 2.
5.5. Finite presentation.
Theorem 5.9. If G is a contracting self-similar group, then the group VG is finitely
presented.
Corollary 5.10. Let f : M −→ M be an expanding self-covering of a compact
path connected metric space. Then the group Vf is finitely presented.
Proof. Let N be the nucleus of G. We may assume that N is a generating set of
G, since otherwise we can replace G by 〈N〉 without changing VG.
For v ∈ X∗, and g ∈ VG, denote by Lv(g) the element of VG defined by the rule
Lv(g)(w) =
{
vg(u) if w = vu for some u ∈ Xω
w if w does not start with v.
The following is straightforward.
Proposition 5.11. For every v ∈ X∗ the map Lv : VG −→ VG is a group
monomorphism. If v, u ∈ X∗ are not comparable, then the subgroups Lv(VG) and
Lu(VG) of VG commute. If v, u ∈ X∗ are non-empty, and h ∈ VG is such that
h(vw) = uw for all w ∈ Xω, then h · Lv(g) · h−1 = Lu(g) for all g ∈ VG.
Fix a letter x1 ∈ X . We will denote L(g) = Lx1(g). For every pair x, y ∈ X
choose elements Ax,y and Bx of VX such that
Ax,y(yw) = xyw, Bx(x1w) = xw,
for all w ∈ Xω. We assume that Bx1 = 1.
Let 〈S | R〉 be a finite presentation of the Higman-Thompson group VX , see [Hig74].
Let S1 be the set of elements of VG of the form L(g) for g ∈ N .
Lemma 5.12. The set S ∪ S1 generates VG.
Proof. For every non-empty v ∈ X∗ we can find an element hv ∈ VX such that
hv(vw) = x1w for all w ∈ Xω, see Lemma 3.1. Then h−1v L(g)hv = Lv(g) for all
g ∈ VG. It follows that Lv(g) ∈ 〈S ∪ S1〉 for all g ∈ N and v ∈ X∗ \ {∅}. Every
element g ∈ VG can be represented by a table

 v1 v2 . . . vng1 g2 . . . gn
u1 u2 . . . un

, where vi, ui
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are non-empty, and gi ∈ N . But then
g =

 v1 v2 . . . vn1 1 . . . 1
u1 u2 . . . un

Lu1(g1)Lu2(g2) · · ·Lun(gn) ∈ 〈S ∪ S1〉.

Represent eachAx,y, Bx as group wordsAx,y, Bx in S, and denote, for y1y2 . . . yn ∈
Xn and y ∈ X ,
Ay1y2...yn,y = Ay1,y2 · · ·Ayn−1,ynAyn,y.
Let Av,y be the image of Av,y in VX . Then Av,y satisfies
Av,y(yw) = vyw
for all w ∈ Xω.
For every word v = y1y2 . . . yn of length at least 2 and every g ∈ VG we have
Lv(g) = Ay1y2...yn−1,ynBynL(g)B
−1
yn
A−1y1y2...yn−1,yn .
For every v = y1y2 . . . yn ∈ X
∗ and g ∈ N denote by Lv(g) the word
Ay1y2...yn−1,ynBynL(g)B
−1
yn
A
−1
y1y2...yn−1,yn
in generators S ∪ S1. Also denote by Lx(g) the word BxL(g)B
−1
x .
Denote by Symm (dn) the subgroup of VX consisting of all elements of the form∑dn
i=1 SuiS
∗
vi
, where {v1, v2, . . . , vdn} = {u1, u2, . . . , udn} = Xn. It is isomorphic to
the symmetric group of degree dn. Here d = |X |.
For every x ∈ X choose a finite generating set Wx (as a set of group words in S)
of the group (VX)(Xω\xXω) of elements of VX acting trivially on xX
ω. This group
is isomorphic to the Higman-Thompson group Gd,d−1, hence is finitely generated
(see [Hig74]).
Let R1 be the union of the following sets of relations.
(C) Commutation. Relations of the form
[Lx(g1), Ly(g2)] = [Lv1(g1), Lv2(g2)] = [L(g), h] = 1
for all g, g1, g2 ∈ N , x, y ∈ X, v1, v2 ∈ X2, h ∈ Wx1 , where x 6= y and
v1 6= v2.
(N) Nucleus. Relations of the form
L(g1)L(g2)L(g3) = 1
for all x ∈ X and g1, g2, g3 ∈ N such that g1g2g3 = 1 in G.
(S) Splitting. Relations of the form
L(g) = h · Lx1y1(g|y1)Lx1y2(g|y2) · · ·Lx1yd(g|yd),
for all g ∈ N , where h is a word in the generators S representing an element
h ∈ Symm
(
d2
)
such that L(g) = hLx1y1(g|y1)Lx1y2(g|y2) · · ·Lx1yd(g|yd).
Let us show that the set R ∪ R1 is a set of defining relations for the group VG.
Denote by VˆG the group defined by the presentation 〈S∪S1 | R∪R1〉. All relations
R ∪R1 hold in VG, hence VG is a quotient of VˆG, and it is enough to show that all
relations in VG also hold in VˆG.
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Note that since R is a set of defining relations of VX , a group word in S is trivial
in VˆG if and only if it is trivial in VX . We will identify, therefore, the elements of
the subgroup 〈S〉 ≤ VˆG with the corresponding elements of VX .
Lemma 5.13. Suppose that h ∈ VX and u, v ∈ X∗ are such that h(uw) = vw for
all w ∈ Xω. Then hLu(g)h−1 = Lv(g) holds in VˆG.
Proof. Let u = a1a2 . . . an and v = b1b2 . . . bm for ai, bi ∈ X . Then
Lu(g) = Aa1a2...an−1,anBanL(g)B
−1
an
A−1a1a2...an−1,an
and
Lv(g) = Ab1b2...bm−1,bmBbmL(g)B
−1
bm
A−1b1b2...bm−1,bm ,
by definition. We have dropped the lines above the letters A and B, because the
corresponding elements belong to Vx.
We have then
hLu(g)h
−1 = hAa1a2...an−1,anBanL(g)B
−1
an
A−1a1a2...an−1,anh
−1 =
Ab1b2...bm−1,bmBbm · B
−1
bm
A−1b1b2...bm−1,bmhAa1a2...an−1,anBan ·
L(g)·
B−1an A
−1
a1a2...an−1,an
h−1Ab1b2...bm−1,bmBbm · B
−1
bm
A−1b1b2...bm−1,bm .
The element
f = B−1bmA
−1
b1b2...bm−1,bm
hAa1a2...an−1,anBan
satisfies
f(x1w) = A
−1
v,ym
hAu,xnaym,xn(ymw) = x1w,
for all w ∈ Xω. Hence, by relations (C), L(g) commutes with f , i.e., f ·L(g) ·f−1 =
L(g) in VˆG, which finishes the proof. 
Lemma 5.14. If v, u ∈ X∗ are incomparable, then Lv(g1) and Lu(g2) commute in
VˆG for all g1, g2 ∈ N .
Proof. Let x, y ∈ X be a pair of different letters. Then [Lxx(g1), Lxy(g2)] = 1 in VˆG,
by (C). Since v, u are incomparable, either they both have length 1, or they form an
incomplete antichain. In the first case commutation of Lv(g1) and Lu(g2) is a part
of relations (C). In the second case, there exists a ∈ VX such that a(uw) = xxw
and a(vw) = xyw for all w (see Lemma 3.1). Then, by Lemma 5.13,
[Lv(g1), Lu(g2)] = a[Lxx(g1), Lxy(g2)]a
−1 = 1
in VˆG. 
Let us prove now that any group word in S ∪S1 that is trivial in VG is trivial in
VˆG. Note that relations (S) and Lemma 5.13 imply relations
(S’)
Lv(g) = h · Lvy1(g|y1)Lvy2(g|y2) · · ·Lvyd(g|yd)
for all g ∈ N and non-empty v ∈ X∗, where h is an element of Vd such that
Lv(g) = hLvy1(g|y1)Lvy2(g|y2) · · ·Lvyd(g|yd).
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Every element of VˆG can be written in the form hL(g1)h1L(g2)h2 · · ·L(gn)hn for
h, hi ∈ VX , and gi ∈ N .
Let n1 be such that the element hn can be written as
∑dn1
i=1 SuiS
∗
vi
, where
{u1, u2, . . . , udn1} = Xn1. Using relations (S’) and Lemma 5.13, we can rewrite
the element L(gn) in the form α
∏
v∈Xn1−1 Lx1v(gn|v) for α ∈ Symm(d
n1). (Note
that the factors Lx1v(gn|v) commute with each other, by Lemma 5.14.) Then for
every v ∈ Xn1−1 there exists i such that x1v = ui, and then by Lemma 5.13, we
have
Lx1v(gn|v)
hn
= Lvi(gn|v),
so that L(gn)
hn can be rewritten as a product of αhn followed by a product of
elements of the form Lv(gv,n) for some v ∈ X
n1 and g|v,n ∈ N .
It follows by induction that every element of VˆG can be written in the form
(12) g = hLv1(g1)Lv2(g2) · · ·Lvm(gm)
for some vi ∈ X∗, gi ∈ N , and h ∈ VX .
Suppose that not all words vi are of the same length. Let vi be the shortest,
and let k > |vi| be the shortest length of words vj strictly longer than vi. Using
relations (S’), we can rewrite Lvi(gi) as αi
∏
u∈Xk−|vi| Lviu(gi|u), and then, using
Lemma 5.13, move αi ∈ Symm
(
dk
)
to the beginning of the product (12). This
procedure will increase the length of the shortest word vi in (12) without changing
the length of the longest one. Repeating this procedure, we will change (12) to a
product of the same form, but in which all words vi are of the same length.
Therefore, we may assume that in (12) all words vi are of the same length k.
Note that then Lv1(g1)Lv2(g2) · · ·Lvm(gm) does not change the beginning of length
k in any word w ∈ Xω. Since g is trivial in VG, this implies that h does not
change the beginning of length k in any word. It follows that we can write h
as a product
∏
v∈Xk Lv(hv) for some hv ∈ VX . Using Lemmas 5.13 and 5.14 we
can now rearrange the factors of (12) in such a way that g =
∏
v∈Xk fv, where
fv = Lv(hv)Lv(gv,1)Lv(gv,2) · · ·Lv(gv,mv ) for gv,i ∈ N and hv ∈ VX . Note that fv
are trivial in VG. The latter implies that hv ∈ Symm
(
dl
)
for some l, and that the
action of hvgv,1gv,2 · · · gv,mv on X
l is trivial. Consequently, using relations (S’), we
can rewrite fv as a product of elements of the form Lvu(g) for u ∈ X l. Therefore,
we may assume that hv are trivial. Then gv,1gv,2 · · · gv,mv is trivial in G. Relations
(N), (S), and Propositions 5.2, 5.3 finish the proof. 
6. Dynamical systems and groupoids
This section is an overview of relations between expanding dynamical systems
and self-similar groups, basic definitions of the theory of e´tale groupoids, and prop-
erties of hyperbolic groupoids. For more details and proofs, see [Nek05, Nek08b,
Nek08a] and [Ren80, Pat99, Hae01, Nek11a].
6.1. Limit dynamical system of a contracting group. Let (G,X) be a con-
tracting self-similar group. Denote by X−ω the space of all left-infinite sequences
. . . x2x1 of elements of X with the direct product topology.
Definition 6.1. Sequences . . . x2x1, . . . y2y1 ∈ X−ω are asymptotically equivalent
if there exists a finite set N ⊂ G and a sequence gn ∈ N such that
gn(xn . . . x2x1) = yn . . . y2y1,
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for all n ∈ N.
Denote by JG the quotient of the space X−ω by the asymptotic equivalence
relation.
The asymptotic equivalence relation on X−ω is invariant with respect to the shift
. . . x2x1 7→ . . . x3x2. Therefore, the shift induces a continuous map f : JG −→ JG.
The dynamical system (f,JG) is called the limit dynamical system of G.
The map f : JG −→ JG is expanding in the sense of Definition 5.2 (even though
it is not a covering in general). Namely, we can represent JG as the boundary of a
naturally defined Gromov hyperbolic graph (see [Nek03] and [Nek05, Section 3.8]),
and some iteration of f will be locally uniformly expanding with respect to the
visual metric on the boundary.
Definition 6.2. A self-similar group (G,X) is said to be regular if for every g ∈ G
there exists a positive integer n such that for every v ∈ Xn either g(v) 6= v, or
g|v = 1.
Note that it is enough to check the conditions of Definition 6.2 for elements g of
the nucleus of G.
The following proposition is proved in [Nek09, Proposition 6.1].
Proposition 6.1. The shift map f : JG −→ JG is a covering if and only if G is
regular.
Definition 6.3. A self-similar action of G on X∗ is said to be self-replicating
(recurrent in [Nek05]) if the left action of G on the associated biset is transitive,
i.e., if for every x, y ∈ X there exists g ∈ G such that g · x = y · 1.
An automorphism group G of the rooted tree X∗ is said to be level-transitive if
it is transitive on Xn for every n.
Note that every self-replicating group is level transitive.
Theorem 6.2. Let G be a contracting group. The space JG is connected if and
only if G is level-transitive. It is path connected if and only if G is self-replicating.
If G is self-replicating, then JG is also locally path connected.
Proof. Proof of connectedness, local connectedness, and path connectedness of JG
under the appropriate conditions is given in [Nek05, Theorem 3.6.3.].
If . . . x2x1 and . . . y2y1 are asymptotically equivalent elements of X
−ω, then for
any n the words xn . . . x2x1 and yn . . . y2y1 belong to the same G-orbit. If there
exists n such that the action of G on Xn is not transitive, then partition of Xn
into G-orbits defines a partition of X−ω into clopen sets such that the asymptotic
equivalence relation identifies only points inside the sets of the partition. This
implies that JG is disconnected.
The same arguments shows that if G is not self-replicating, then XG is discon-
nected. Moreover, if v1, v2 ∈ Xn · G belong to different orbits of the left action,
then for any k,m ≥ 0, and any u1, u2 ∈ Xk · G and w1, w2 ∈ Xm ·G the elements
u1⊗ v1⊗w1 and u2⊗ v2⊗w2 belong to different orbits of the left action. It follows
that the set of connected components of XG is then uncountable. Consequently, the
set of path connected components of XG is uncountable, and since G is countable,
the set of path connected components of JG = XG/G is also uncountable. 
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The following theorem is proved in [Nek05, Sections 5.3, 5.5] (in the context of
length metric spaces, but all the arguments remain to be valid in the general case, if
we use diameters of paths instead of their lengths, as in the proof of Proposition 5.1.)
Theorem 6.3. Suppose that f : J −→ J is an expanding self-covering of a path
connected space. Then IMG (f) is contracting, regular, self-replicating, and the
limit dynamical system of IMG (f) is topologically conjugate to (f,J ).
Let G be a contracting regular self-replicating group. Then it is equivalent, as a
self-similar group (see Definition 3.4), to the iterated monodromy group of its limit
dynamical system.
Corollary 6.4. Let fi : Ji −→ Ji, for i = 1, 2, be expanding self-coverings of path
connected compact spaces. Then (f1,J1) and (f2,J2) are topologically conjugate if
and only if IMG (f1) and IMG (f2) are equivalent as self-similar groups.
6.2. Limit solenoid and the limit G-space. Let XZ be the space of all bi-
infinite sequences . . . x−2x−1.x0x1 . . ., where the dot denotes the place between the
coordinates number 0 and -1. Sequences (xn)n∈Z, (yn)n∈Z ∈ XZ are asymptotically
equivalent if there exists a finite set N ⊂ G and a sequence gn ∈ N such that
gn(xnxn+1 . . .) = ynyn+1 . . .
for all n ∈ Z.
The quotient SG of XZ by the asymptotic equivalence relation is called the limit
solenoid of the group G. The shift . . . x−2x−1.x0x1 . . . 7→ . . . x−3x−2.x−1x0 . . .
induces a homeomorphism of SG, which we will denote by fˆ .
It is shown in [Nek05, Proposition 5.7.8.] that the space SG is naturally home-
omorphic to the inverse limit of the backward iterations of the limit dynamical
system f : JG −→ JG:
JG ←− JG ←− JG ←− · · · ,
and the map fˆ is conjugate to the map induced by f on the inverse limit. In other
words, (fˆ ,SG) is the natural extension of the limit dynamical system (f,JG). The
point of SG represented by a sequence . . . x−2x−1.x0x1 . . . ∈ XZ corresponds to the
point of the inverse limit represented by the sequence
· · · 7→ . . . x−2x−1x0x1x2 7→ . . . x−2x−1x0x1 7→ . . . x−2x−1x0 7→ . . . x−2x−1.
Another natural dynamical system associated with a contracting group G is the
limit G-space XG. Consider the topological space X−ω × G, where G is discrete.
Two pairs (. . . x2x1, g), (. . . y2y1, h) ∈ X−ω×G are asymptotically equivalent if there
exists a sequence gn ∈ G taking a finite set of values such that for all n ≥ 1
gn · xn . . . x2x1 · g = yn . . . y2y1 · h
in the nth tensor power Φ⊗n of the associated G-biset, i.e., if
gn(xn . . . x2x1) = yn . . . y2y1, gn|xn...x2x1g = h.
The quotient of X−ω ×G by the asymptotic equivalence relation is called the limit
G-space XG. We represent the points of the space XG by the sequences . . . x2x1 · g,
where xi ∈ X and g ∈ G.
The asymptotic equivalence relation on X−ω×G is invariant with respect to the
right action of G on the second factor of the direct product. It follows that this
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action induces a right action of G on XG by homeomorphisms. The action of G on
XG is proper, and the space of orbits XG/G is naturally homeomorphic to JG.
The spaces JG,SG,XG and the corresponding dynamical systems depend only
on the biset Φ associated with the self-similar group. For example, XG can be
constructed in the following way.
Let Ω be the direct limit of the spaces A−ω, where A runs through all finite
subsets of Φ. We write a sequence (. . . , a2, a1) ∈ A−ω as . . . ⊗ a2 ⊗ a1. Two
sequences . . . ⊗ a2 ⊗ a1, . . .⊗ b2 ⊗ b1 ∈ Ω are said to be equivalent if there exist a
sequence gn ∈ G taking values in a finite set, such that
gn · an ⊗ · · · ⊗ a2 ⊗ a1 = bn ⊗ · · · ⊗ b2 ⊗ b1
in Φ⊗n for all n.
The quotient of Ω by this equivalence relation is naturally homeomorphic to XG.
Moreover, the homeomorphism conjugates the natural action on XG with the action
induced by the natural right action of G on Ω.
For every v · g ∈ Xn · G = Φ⊗|v| we have the map w 7→ w ⊗ (v · g) on Ω, given
in terms of X−ω ×G by the rule
. . . x2x1 · h 7→ . . . x2x1h(v) · h|vg.
It induces a continuous map Fv·g : XG −→ XG. If G is regular, then Fv·g is a
covering map.
Since the limit dynamical system f : JG −→ JG is induced by the shift on X−ω,
the maps Fv·g : XG −→ XG are lifts of f−|v| by the quotient map P : XG −→
XG/G = JG, i.e., we have equality f
|v| ◦ P ◦ Fv·g = P .
6.3. Groupoids of germs.
Definition 6.4. Let X be a topological space. A pseudogroup acting on X is a set
G˜ of homeomorphisms between open subset of X that is closed under
(1) compositions : if F1 : U1 −→ V1 and F2 : U2 −→ V2 are elements of G˜, then
F1 ◦ F2 : F
−1
2 (V2 ∩ U1) −→ F1(V2 ∩ U1) is an element of G˜;
(2) taking inverse: if F : U −→ V is an element of G˜, then F−1 : V −→ U is
an element of G˜;
(3) restriction to an open subset: if F : V −→ U is an element of G˜ and V ′ is
an open subset of V , then F |V ′ ∈ G˜;
(4) unions : if for a homeomorphism F : U −→ V between open subsets of X
there exists a covering Ui of U by open subsets, such that F |Ui ∈ G˜ for all
i, then F ∈ G˜.
We always assume that the identical homeomorphism X −→ X belongs to the
pseudogroup.
Let G˜ be a pseudogroup acting on X . A germ of G˜ is equivalence class of a pair
(F, x), where F ∈ G˜, and x is a point of the domain of F . Two pairs (F1, x1) and
(F2, x2) represent the same germ (are equivalent) if and only if x1 = x2 and there
exists a neighborhood U of x1 such that F1|U = F2|U .
The set of all germs of G˜ has a natural topology whose basis consists of sets of
the form {(F, x) : x ∈ dom(F )}, where F ∈ G˜.
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If (F1, x1) and (F2, x2) are such germs that F2(x2) = x1, then we can compose
them:
(F1, x1)(F2, x2) = (F1 ◦ F2, x2).
Inverse of a germ (F, x) is the germ (F−1, F (x)). The set G of all germs of G˜ is a
groupoid with respect to these operations (i.e., a small category of isomorphisms).
The groupoid G is topological, i.e., the operations of composition and taking
inverse are continuous.
Example 6.1. If f : X −→ X is a covering map, then restrictions of f to open
subsets U ⊂ X such that f : U −→ f(U) is a homeomorphism generate a pseu-
dogroup. Its groupoid of germs F will be called groupoid of germs generated by
f . Every element of F can be represented as a product (fn, x)−1(fm, y) for some
x, y ∈ X such that fm(y) = fn(x).
Example 6.2. If G is a group acting on a topological space X , then every germ
of the pseudogroup generated by G is a germ of an element of G. Therefore, the
groupoid of germs of G is the set of equivalence classes of pairs (g, x) ∈ G × X ,
where (g1, x1) and (g2, x2) are equivalent if and only if x1 = x2, and g
−1
1 g2 fixes
all points of a neighborhood of x1. This groupoid is in general different from the
groupoid of the action, which is equal as a set to G×X .
If G is a groupoid of germs of a pseudogroup acting on a space X , then we
identify the germ (1, x) of the identical homeomorphism 1 : X −→ X with the
point x of X , and call elements of the form (1, x) the units of the groupoid. We
will sometimes denote X by G(0), as the space of units of G.
For (F, x) ∈ G, we denote by o(F, x) = x and t(F, x) = F (x) the origin and
target of the germ. Two germs g1, g2 ∈ G are composable (i.e., g1g2 is defined) if
and only if t(g2) = o(g1).
We say that points x, y ∈ G(0) belong to one orbit if there exists g ∈ G such
that x = o(g) and y = t(g). This is an equivalence relation on G(0) = X , and this
notion of orbits coincides with the natural notion of orbits of pseudogroups. A set
A ⊂ G(0) is a G-transversal if it intersects every G-orbit.
If A is a subset of G(0), then restriction G|A of G to A is the groupoid of all
elements g ∈ G such that o(g), t(g) ∈ A. The isotropy group Gx, for x ∈ G(0), is
the group of elements g ∈ G such that o(g) = t(g) = x.
Note that the pseudogroup G˜ can be reconstructed from the groupoid of its
germs G. Namely, a bisection is a subset F ⊂ G of the groupoid, such that o :
F −→ o(F ) and t : F −→ t(F ) are homeomorphisms. Every open bisection F
defines a homeomorphism o(F ) −→ t(F ) by the rule o(g) 7→ t(g) for g ∈ F . The
set G˜ of all open bisections is a pseudogroup, and if G is the groupoid of germs of
a pseudogroup, then the pseudogroup of bisections coincides with G˜. We say that
G˜ is the associated pseudogroup of the groupoid.
Definition 6.5. Let G1,G2 be groupoids of germs. We say that they are equiva-
lent if there exists a groupoid G such that G(0) is the disjoint union G
(0)
1 ⊔ G
(0)
2 ,
restrictions of G to G
(0)
i is equal to Gi for every i = 1, 2, and the sets G
(0)
i are
G-transversals.
The following procedure is a standard way of constructing a groupoid equivalent
to a given one. Namely, let p : Y −→ G(0) be a local homeomorphism, i.e., for
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every y ∈ Y there exists a neighborhood U of y such that p : U −→ p(U) is a
homeomorphism. Suppose that p(Y) is a G-transversal. Then lift of G by p is the
groupoid of germs of the pseudogroup generated by all local homeomorphisms of
the form p′ ◦ F ◦ p : U −→W , where
• U is such that p : U −→ p(U) is a homeomorphism,
• p(U) is contained in the domain of F ,
• W is such that p : W −→ F (p(U)) is a homeomorphism,
• p′ is the inverse of p :W −→ F (p(U)).
Then the map p induces a morphism from the lift of G to G, mapping the germ of
p′ ◦ F ◦ p at x to the germ of F at p(x).
Example 6.3. Consider the trivial groupoid on a manifold M, i.e., the groupoid
consisting of units only. Let π : M˜ −→ M be the universal covering. Then lift of
the trivial groupoid by π is the groupoid of germs of the action of the fundamental
group on M˜. (In this case it coincides with the groupoid of the action.)
Definition 6.6. Let G be a groupoid of germs. It is said to be proper if the
map (o, t) : G −→ G(0) × G(0) is proper, i.e., if preimages of compact subsets of
G(0) ×G(0) under this map are compact.
The groupoid G is proper if and only if for every compact subset C of G(0) the
set of elements g ∈ G such that o(g), t(g) ∈ C is compact.
If G is proper, then for every x ∈ G(0) the isotropy group Gx is finite.
Every groupoid equivalent to a proper groupoid is proper. If G is proper, then
the space of orbits of G is Hausdorff.
Let G be a groupoid of germs. Its topological full group [[G]] is the set of all
bisections F such that o(F ) = t(F ) = G(0), i.e., the set of homeomorphisms
F : G(0) −→ G(0) such that all germs of F belong to G. See [GPS99], where
the notion of a topological full group (for a groupoid of germs generated by one
homeomorphism) was introduced.
Example 6.4. Let f : M1 −→ M be a partial self-covering. Then Vf is the full
topological group of the groupoid of germs of the local homeomorphisms Sγ of the
boundary of the tree Tt for t ∈M.
Example 6.5. Let G be a self-similar group acting on Xω. Let G be the groupoid
of germs of the pseudogroup generated by the action of G and the germs of the
homeomorphisms Sx(x1x2 . . .) = xx1x2 . . . for x ∈ X . It is easy to see that the
topological full group of G is the group VG.
6.4. Hyperbolic groupoids. Here we present a very short overview of the basic
definitions and results of the paper [Nek11a].
Let G be a groupoid of germs. A compact generating pair of G is a pair (S,X1),
where S ⊂ G and X1 ⊂ G(0) are compact, X1 contains an open G-transversal, S ⊂
G|X1 , and for every g ∈ G|X1 there exists n such that (S ∪S
−1)n is a neighborhood
of g in G|X1 .
A groupoid is compactly generated if it has a compact generating pair. See a
variant of this definition in [Hae02]. A groupoid equivalent to a compactly generated
groupoid is also compactly generated.
Let (S,X1) be a compact generating pair of G. Let x ∈ X1. Then the Cayley
graph Γ(x, S) is the oriented graph with the set of vertices
{g ∈ G : o(g) = x, t(g) ∈ X1},
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in which there is an arrow from g1 to g2 if and only if g2g
−1
1 ∈ S.
A vertex path v1, v2, . . . in a graph Γ (i.e., a sequences of vertices such that vi
is adjacent to vi+1) is said to be a C-quasi-geodesic (where C > 1 is a constant) if
|vi − vj | ≥ C−1|i − j|+ C for all i, j.
Definition 6.7. A Hausdorff groupoid of germsG is hyperbolic if there is a compact
generating pair (S,X1) of G, a metric |x− y| defined on a neighborhood of X1, and
constants L,C > 1,∆ > 0 such that
(1) Every element g ∈ S is a germ of a homeomorphism F ∈ G˜ such that
|F (x) − F (y)| ≤ L−1|x− y| for all x, y ∈ DomF .
(2) For every x ∈ X1 the Cayley graph Γ(x, S) is Gromov ∆-hyperbolic.
(3) For every x ∈ X1 there exists a point ωx of the boundary of Γ(x, S) such
that every oriented path in the Cayley graph Γ(x, S−1) is a C-quasi-geodesic
converging to ωx.
(4) o(S) = t(S) = X1.
(5) All elements of the pseudogroup G˜.
Example 6.6. Let f : J −→ J be an expanding self-covering of a compact metric
space. Then the groupoid of germs generated by f is hyperbolic. The corresponding
generating pair is (S,J ), where S is the set of germs of f−1. The corresponding
Cayley graphs Γ(x, S) are trees. The special point ωx of the boundary is the limit
of the forward germs (fn, x) for n→ +∞. See more in [Nek11a, Section 5.2]
Let G be a hyperbolic groupoid. For every x ∈ G(0) there exists a generating
pair (S,X1) satisfying the conditions of Definition 6.7 and such that x ∈ X1. Denote
by ∂Gx the boundary of the Cayley graph Γ(x, S) minus the point ωx. The space
∂Gx does not depend on the generating pair.
Let (S,X1) be a generating pair satisfying the conditions of Definition 6.7. Find a
finite set of contractionsF ⊂ G˜ such that S ⊂
⋃
F∈F F , i.e., every element s ∈ S is a
germ of a contraction F ∈ F . Every point ξ ∈ ∂Gx can be represented as the limit of
a sequence vertices of the Cayley graph of the form g, s1g, s2s1g, . . . , sn · · · s2s1g, . . .,
where g ∈ G, and si ∈ S. There exists ǫ > 0 (not depending on ξ) and a sequence
Fi ∈ F such that si is equal to a germ (Fi, xi), and the ǫ-neighborhood of xi = o(si)
belongs to the domain of Fi. Then there exists δ (also depending only on S and
F) such that the δ-neighborhood of t(g) belongs to the domain of Fn ◦ · · · ◦F2 ◦F1
for all n.
Let F ∈ G˜ be such that g ∈ F and t(F ) belongs to the δ-neighborhood of t(g).
Then o(Fn ◦ · · · ◦ F2 ◦ F1 ◦ F ) = o(F ) for every n.
It is shown in [Nek11a] that there exists a topology on the disjoint union ∂G of
the spaces ∂Gx, x ∈ G(0), which agrees with the topology on its subsets ∂Gx and
such that the map
(13) (y, ξ) 7→ lim
n→∞
(Fn ◦ Fn−1 ◦ · · · ◦ F1 ◦ F, y) ∈ ∂Gy
is a well defined homeomorphism (if U = o(F ) is small enough) from the direct
product of U = o(F ) with a subset of ∂Gx to a subset of ∂G, see Figure 12.
Moreover, these homeomorphisms agree with a natural local product structure
of ∂G. Namely, a basis of the topology on ∂G consists of rectangles, i.e., sets
with a decomposition into a direct product of topological spaces, such that the
decompositions agree where they overlap, and locally coincide with the maps given
by (13).
38 VOLODYMYR NEKRASHEVYCH
Figure 12. Composition of contractions
The groupoidG acts on the space ∂G from the right. Namely, every g ∈ G defines
a natural homeomorphism ∂Gt(g) −→ ∂Go(g) mapping the limit of a sequence gn ∈
Γ(t(g), S) to the limit of the sequence gng ∈ Γ(o(g), S). This action is an action
of the topological groupoid G on the topological space ∂G over the projection map
P : ∂G −→ G(0) mapping all points of ∂Gx to x.
The action of G on ∂G (i.e., the associated action of G˜ on ∂G by local home-
omorphisms) preserves with the local product structure of ∂G. Naturally defined
projection of the action of G onto the first coordinate of the local product decom-
position is equivalent to G, while the projection onto the second coordinate is the
dual groupoid of G.
Let us give an equivalent, and maybe more intuitive, definition of the dual
groupoid.
Definition 6.8. Let Γ(x, S) and Γ(y, S) be the Cayley graphs of G with adjoined
boundaries ∂Gx and ∂Gy. A homeomorphism F : U −→ V between open neigh-
borhoods U ⊂ Γ(x, S) and V ⊂ Γ(y, S) of points of ∂Gx and ∂Gy is an asymptotic
morphism if for every sequence of pairwise different edges (g1, h1), (g2, h2), . . . in U
the distance between gih
−1
i and F (gi)F (hi)
−1 goes to zero.
Note that gih
−1
i and F (gi)F (hi)
−1 belong to a compact subset of G, hence the
notion of convergence of their distance to zero does not depend on the choice of a
metric on G.
Definition 6.9. The groupoid dG of germs of restrictions of the asymptotic mor-
phisms to the spaces ∂Gx, x ∈ G(0), is the dual groupoid of G.
The space of units of dG is the topologically disjoint union of the spaces ∂Gx.
(In particular, it is not separable.) If G is minimal (i.e., if all orbits are dense),
then ∂Gx is an open transversal of the dual groupoid for any x ∈ G(0), hence the
dual groupoid can be defined as the groupoid of germs at ∂Gx of the asymptotic
morphisms. We will denote it dGx.
We will denote by G⊤ any groupoid equivalent to dG. The following theorem is
proved in [Nek11a].
Theorem 6.5. Let G be a minimal Hausdorff hyperbolic groupoid. Then the dual
groupoid G⊤ is minimal, Hausdorff, and hyperbolic, and (G⊤)⊤ is equivalent to G.
6.5. Groupoid of germs generated by an expanding self-covering. Let f :
J −→ J be an expanding self-covering of a path connected compact metric space.
Denote by F the groupoid of germs generated by f . Every element of F can be
written as a product (fn, x)−1(fm, y), for n,m ∈ N, and x, y ∈ J such that fn(x) =
fm(y).
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Figure 13. Cayley graph of F
A natural extension of f is the inverse limit Jˆ of the maps f together with the
homeomorphism fˆ of Jˆ induced by f , see 6.2. Let PS : Jˆ −→ J be the natural
projection.
For every point x ∈ J there exists a neighborhood U that is evenly covered by
each map fn : J −→ J , since f is expanding. It follows that the set P−1(U) is
naturally decomposed into the direct product of U with the boundary ∂Tx of the
tree of preimages of any point x ∈ U .
The groupoid F is hyperbolic, and we can consider the space ∂F together with
the projection P : ∂F −→ F(0) = J . Let us use the generating set S of F equal to
the set of germs of the inverse map f−1. Then the Cayley graphs Γ(x, S) are regular
trees such that every vertex has one incoming and d = deg f outgoing arrows. The
fiber ∂Fx is equal to the boundary of this tree minus the limit of the path (f
n, x),
n ≥ 0. In other words, it is the natural inductive limit of the boundaries of the
preimage trees Tfn(x) for n ≥ 0.
Let ν : F −→ Z be the homomorphism (cocycle) given by the rule ν(f, x) = −1,
so that ν((fn, x)−1(fm, y)) = n−m. See Figure 13, where the Cayley graph Γ(x, S)
together with the levels of the cocycle ν are shown.
Every point of ∂Fx can be uniquely represented as the limit of a sequence
sn · · · s2s1 · g, where si ∈ S, and g ∈ F is such that o(g) = x and ν(g) = 0.
Note that the set of limits of the sequences sn · · · s2s1 · g for a fixed g and all possi-
ble choices of si ∈ S is naturally identified with the fiber P
−1
S (t(g)) of the solenoid
Jˆ (i.e., with ∂Tt(g)). It follows then directly from the definitions that the space
∂F is homeomorphic to the subset {(ζ, g) : PS(ζ) = t(g)} of the direct product
Jˆ × F0, where F0 is the subgroupoid ν−1(0) ⊂ F. The action of F on ∂F is given
in these terms by the rules
(ζ, g) · h =


(fˆn(ζ), fn ◦ gh), if ν(h) = n > 0,
(fˆ−n(ζ), sn · · · s2s1gh), if ν(h) = −n < 0,
(ζ, gh), if ν(h) = 0,
where si ∈ S are such that ζ = limm→∞ sm · · · s2s1.
We get hence the following description of the natural extension fˆ : Jˆ −→ Jˆ in
terms of the F-space ∂F.
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Proposition 6.6. The quotient of the space ∂F by the action of F0 = ν
−1(0) is
homeomorphic to Jˆ . If F ∈ F˜ is such that ν(F ) = {n}, then the germs of the map
induced by F on the quotient space Jˆ = ∂F/F0 are germs of the map fˆ−n.
We say that points ξ, ζ ∈ Jˆ are unstably equivalent if distance between fˆ−n(ξ)
and fˆ−n(ζ) goes to zero as n → +∞. They are said to be stably equivalent if
distance between fˆn(ξ) and fˆn(ζ) goes to zero as n→ +∞.
A leaf of Jˆ is its path connected component. (Recall that we assume that J
is path connected.) Every leaf is an equivalence class of the unstable equivalence
relation on Jˆ .
Each leaf is dense in Jˆ , and it is more natural to consider it with the inductive
limit topology. Namely, a subset U of a leaf L is open if and only if its intersection
with every compact subset C ⊂ L is open in C. Note that for every compact set
C ⊂ L the map P : C −→ J is finite-to-one.
Restriction of the map P : Jˆ −→ J to any leaf L of Jˆ is a covering map. Let
FL be the lift of the groupoid F to the leaf L by this covering. Then the groupoid
FL is equivalent to F. The cocycle ν lifts to the cocycle ν ◦P on FL, which we will
denote by νL or just ν.
It follows then from the definition of ∂G for a hyperbolic groupoid G, that the
space ∂FL is the fiber product of the maps PS : L −→ J and P : ∂F −→ J , i.e.,
the subset {(x, y) : PS(x) = P (y)} of L × ∂F. We get the following corollary of
Proposition 6.6.
Corollary 6.7. Let L be a leaf of Jˆ , and let FL be the lift of F by the covering
PS : L −→ J . Then the quotient of the space ∂FL by the action of FL,0 = ν
−1
L (0)
is homeomorphic to Jˆ . If F ∈ F˜L is such that νL(F ) = {n}, then the germs of the
map induced by F on the quotient space Jˆ = ∂FL/FL,0 are germs of the map fˆ
−n.
Let G be a contracting regular self-replicating group. Let G be the groupoid of
germs of the action of the group VG on Xω. It is generated by the groupoid of germs
of G and the germs of the maps Sx : x1x2 . . . 7→ xx1x2 . . .. It is shown in [Nek11a,
Subsection 5.3.] that G is hyperbolic, and its dual is the groupoid generated by the
limit dynamical system f : JG −→ JG.
More explicitly, let w ∈ Xω. Then the boundary ∂Gw is the leaf of the limit
solenoid SG consisting of points representable by sequences . . . x−2x−1 · x0x1 . . .,
where x0x1 . . . belongs to the G-orbit of w. The groupoid dGw is equal to the lift
of the groupoid generated by the limit dynamical system f : JG −→ JG to the
leaf ∂Gw (by the covering induced by the projection SG −→ JG of the natural
extension onto JG).
7. Reconstruction of the dynamical system from Vf
The main result of this section is the following classification of the groups Vf .
Theorem 7.1. Let fi : Ji −→ Ji, for i = 1, 2, be expanding self-coverings of path
connected compact metric spaces. Then Vf1 and Vf2 are isomorphic as abstract
groups if and only if the dynamical systems (f1,J1) and (f2,J2) are topologically
conjugate.
Example 7.1. One can show that the limit dynamical systems of two groups Kvi ,
i = 1, 2, are topologically conjugate if and only if either v1 = v2, or v1 can be
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obtained from v2 by replacing each 0 by 1 and each 1 by 0. Namely, the sequence
of letters of vi can be interpreted as a kneading sequence of the dynamical system,
which in turn can be defined in purely topological terms. This gives a complete
classification of the groups VKv up to isomorphism.
7.1. M. Rubin’s theorem. Recall that if G is a group acting on a topological
space X , and U ⊆ X is an open subset, then we denote by G(U) the group of
elements g ∈ G acting trivially outside of U , see Subsection 4.1.
The following theorem is proved in [Rub89, Theorem 0.2].
Theorem 7.2. Let Gi, for i = 1, 2, be groups acting faithfully by homeomorphisms
on Hausdorff topological spaces Xi. Suppose that the following conditions hold for
both pairs (G,X ) = (Gi,Xi), i = 1, 2.
(1) For every non-empty open subset U ⊂ X the group G(U) is non-trivial.
(2) For every non-empty open subset U ⊂ X there exists a non-empty open
subset U1 ⊆ U such that if V,W ⊂ U1 are open sets such that there exists
g ∈ G such that g(V ) ∩ W 6= ∅, then there exists g ∈ G(U) such that
g(V ) ∩W 6= ∅.
Then for every isomorphism φ : G1 −→ G2 there exists a homeomorphism F :
X1 −→ X2 inducing it, i.e., such that φ(g) = F ◦ g ◦ F−1 for all g ∈ G.
We say that a group G acting on a topological space X is locally transitive if
there exists a basis of open sets U such that for every U ∈ U the group G(U) has a
dense orbit in U .
The following is a direct corollary of Theorem 7.2.
Corollary 7.3. If Gi are locally transitive groups of homeomorphisms of topological
spaces Xi, then every isomorphism φ : G1 −→ G2 is induced by a homeomorphism
F : X1 −→ X2.
Similar results (with simpler proofs), which can be applied to many groups VG,
are proved in [GPS99, Med11, Mat12].
It is easy to see that the Higman-Thompson group V|X| acting on the spaceX
ω is
locally transitive. It follows that every group of homeomorphisms of Xω containing
the Higman-Thompson group is locally transitive, which implies the following fact.
Theorem 7.4. Let Gi be groups acting on the Cantor sets X
ω
i and containing
the Higman-Thompson groups V|Xi|. Then every isomorphism φ : G1 −→ G2 is
induced by a homeomorphism F : Xω1 −→ X
ω
2 .
7.2. Proof of Theorem 7.1. If f1 : J1 −→ J1 and f2 : J2 −→ J2 are topologically
conjugate self-coverings of path-connected spaces, then the groups Vf1 and Vf2 are
obviously isomorphic, since they were defined in purely topological terms.
Let us prove the converse implication for expanding maps. By Theorem 7.4, if
groups Vf1 and Vf2 are isomorphic, then their action on the corresponding spaces
Xωi are topologically conjugate, hence the groupoid of germs of the action of Vfi
on Xωi are isomorphic.
Therefore, it is enough to show that if f : J −→ J is an expanding self-covering
of a compact path-connected metric space, then the dynamical system (f,J ) can
be reconstructed from the topological groupoid G of germs of the action of Vf on
Xω.
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Denote by F the groupoid of germs generated by f : J −→ J . We identify J
with the limit space JG of the self-similar group G = IMG(f), and hence encode
points of J by sequences . . . x2x1 ∈ X−ω. Recall that f acts then by the shift
. . . x2x1 7→ . . . x3x2. Let ν : F −→ Z be the cocycle (groupoid homomorphism)
defined by the condition that ν(f, x) = −1 for all x ∈ J .
The groupoids F and G are hyperbolic and mutually dual. Let w ∈ Xω be an
arbitrary point, and denote H = dGw and H = ∂Gw = H(0). It is enough to show
that (f,J ) is uniquely determined (up to a topological conjugacy) by the groupoid
H.
Denote by Ωw the set of bi-infinite sequences . . . x−2x−1.x0x1 . . . such that
x0x1 . . . belongs to the G-orbit of w. Note that J is path connected, G is self-
replicating, hence G-orbits coincide with the Vf = VG-orbits. We consider Ωw with
the topology of the disjoint union of the set of the form X−ω.x0x1 . . ..
Then the space H = ∂Gw is naturally identified with the quotient of the space
Ωw by the asymptotic equivalence relation (defined in the same way as on X
Z,
see Subsection 6.2). Let PS : H −→ J be the natural projection induced by
. . . x−2x−1.x0x1 . . . 7→ . . . x−2x−1. It is a covering map, and H is the lift of F
by PS . We will also denote by PS the corresponding functor (homomorphism of
groupoids) PS : H −→ F.
Let us show at first that the cocycle ν : H −→ Z (equal to the lift of the cocycle
ν : F −→ Z) is uniquely determined by the structure of the topological groupoid H.
Proposition 7.5. Let C be a connected component of H. Then o : C −→ H,
t : C −→ H are coverings.
If ν(C) 6= 0, then C contains a non-trivial element of infinite order in the isotropy
group Hx of a point.
If ν(C) = 0, then the groupoid generated by C is proper.
Proof. Let XG be the limit G-space. The action of G on XG is free, and the maps
Fv : ξ 7→ ξ ⊗ v are coverings for all v ∈ Xn ·G.
For w ∈ Xω, the leaf ∂Gw = H is the image of XG under the map Pw : ξ 7→ ξ ·w.
This map coincides with the quotient of XG by the action of the stabilizer Gw.
Let X be the groupoid of germs with the space of units XG generated by the
germs of the action of G and the germs of the maps Fv(ξ) = ξ ⊗ v for v ∈ X∗ ·G.
Then X is the lift of H by the quotient map Pw : XG −→ H.
Every element of H is a germ of the transformation
Fv·g,u·h : ξ ⊗ v.g(w) 7→ ξ ⊗ u.h(w),
for some g, h ∈ G and u, v ∈ X∗.
The germ (Fv·g,u·h, ζ ⊗ v.g(w)) can be lifted to the germ (F˜v·g,u·h, ζ ⊗ v · g) of
the local homeomorphism
F˜v·g,u·h : ξ ⊗ v · g 7→ ξ ⊗ u · h
of X. It follows that every element of H is a germ of PwFu·hF
−1
v·gP
−1
w . The space
XG is connected, the maps Fu·h, Fv·g, Pw are coverings, hence if C is the connected
component of the germ (Fv·g,u·h, ζ ⊗ v.g(w)), then o : C −→ H and t : C −→ H are
covering maps.
Suppose that ν(C) 6= 0. It means that every germ (Fv·g,u·h, ζ ⊗ v.g(w)) ∈ C is
such that |v| 6= |u|. Without loss of generality, we may assume that |u| > |v|. Let
u = u1v1, where |v1| = |v|. Since G is self-replicating, there exists g1 ∈ G such that
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g1 · v · g = v1 · h in the biset. Then a lift of the germ (Fv·g,u·h, ζ ⊗ v.g(w)) to X is a
germ of the transformation
ξ ⊗ v · g 7→ ξ ⊗ u1 ⊗ v1 · h = ξ ⊗ u1 · g1 ⊗ v · g.
The point ζ = . . . u1 · g1 ⊗ u1 · g1 ⊗ u1 · g1 ∈ XG is well defined (as it is the image
of a point of Ω, see Subsection 6.2), and it satisfies ζ = ζ ⊗ u1 · g1. Then the germ
of the transformation
ξ ⊗ v · g 7→ ξ ⊗ u1 · g ⊗ v · g
at ζ ⊗ v · g is a non-trivial contracting element of the isotropy group of ζ ⊗ v · g.
It is contained in the connected component of the germs of the transformation
ξ ⊗ v · g 7→ ξ ⊗ u · h. Mapping everything to H by Pw, we find a non-trivial
contracting (hence infinite order) element of an isotropy group.
If ν(C) = 0, then elements of C are germs of transformations of the form ξ ⊗
v.g(w) 7→ ξ ⊗ u.h(w), where g, h ∈ G and v, u ∈ X∗ are such that |v| = |u|. There
exists g1 ∈ G such that u · h = g1 · v · g in X
n ·G. It follows that elements of C are
lifted by PwFv·g : X −→ H to the action of g1 on XG. It follows that the groupoid
generated by C lifts by PwFv·g to a subgroupoid of the action of G on XG, and
hence is proper. 
Proposition 7.6. The cocycle ν : H −→ Z is uniquely determined by the topological
groupoid H.
Proof. It follows from 7.5 that the value of ν on a connected component C of H
is zero if and only if C generates a proper groupoid. (Since isotropy groups of a
proper groupoid are finite.)
Let g1, g2 be arbitrary elements of H. By the first claim of Proposition 7.5, there
exist g′1, g
′
2 in the components of g1 and g2, respectively, such that the product
g′1g
′
2 is defined. Note that the connected component of g
′
1g
′
2 depends only on the
connected components of g1 and g2. It follows that the set of connected components
of H is a group. The quotient of this group by the subgroup of components on which
ν is zero is isomorphic to Z. Since the set of components on which ν is zero is
uniquely determined by the topological groupoid, we conclude that the set {ν,−ν}
is uniquely determined by the structure of the topological groupoid H. But we can
distinguish between ν and −ν using [Nek11a, Proposition 3.4.1.]. 
The next statement follows now directly from Proposition 7.6 and Corollary 6.7.
Proposition 7.7. The natural extension fˆ : Jˆ −→ Jˆ is uniquely determined, up
to topological conjugacy, by the groupoid G.
Suppose that f1 : J1 −→ J1 and f2 : J2 −→ J2 are two expanding homeomor-
phisms with the same natural extension fˆ : S −→ S. It remains to prove that
(f1,J1) and (f2,J2) are topologically conjugate.
Denote by Pi : S −→ Ji the corresponding projections. Let J˜ be the image of
S in J1 × J2 under the map (P1, P2). It is compact and connected, since so is S.
We will denote by P˜i : J˜ −→ Ji the restrictions of the projections J1 ×J2 −→ Ji.
Since Pi locally are projections on the unstable coordinate of the local product
decomposition of S (which depends only on the conjugacy class of (fˆ ,S)), for every
ξ ∈ S there exists a rectangular neighborhood U ∋ ξ such that Pi : U −→ πi(U)
is decomposed into the composition of projection of U onto its unstable direction
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and a homeomorphism of this direction with Pi(U). Moreover, since S is compact,
we can cover S by a finite number of such rectangles U .
The map fˆ : S −→ S induces a map f˜ : J˜ −→ J˜ by the rule f˜(ξ1, ξ2) =
(f1(ξ1), f2(ξ2)). The projections P˜i are semi-conjugacies of f˜ with fi.
Let (ξ1, ξ2) ∈ J˜ , i.e., there exists ξ ∈ S such that ξi = Pi(ξ). There exists a
rectangular neighborhood U of ξ such that Pi are projections onto the unstable
direction composed with a homeomorphism, and the unstable direction of U is
connected. If U is small enough, then (fˆ)−1(U) is decomposed into a union of a
finite set R of rectangles on which each of Pi is a homeomorphism with projection
onto the unstable direction. Consider the sets (P1, P2)(R) for R ∈ R. We get a
finite number of components of (f˜)−1((P1, P2)(U)) such that f˜ is a homeomorphism
on each of them. It follows that f˜ is a finite degree covering map.
For every ξ ∈ J1 the set P
−1
1 (ξ) is a compact subset of S contained in one
stable equivalence class. Consequently, there exists n0 such that P2(fˆ
n(P−11 (ξ))) is
a single point for all n ≥ n0. It follows that there exists a small neighborhood U of
ξ such that the map P2 ◦ fˆn0 ◦ P
−1
1 = f
n0
2 ◦ P2 ◦ P
−1
1 is a homeomorphism on U .
By compactness, there exists n1 such that P2 ◦ fn1 ◦P
−1
1 = f
n1
2 ◦P2 ◦P
−1
1 is a well
defined covering map from J1 to J2.
It follows that the projections P˜i : J˜ −→ Ji are finite degree covering maps. For
every point t
(j)
i ∈ P˜
−1
i (ti) we have the corresponding tree Tt(j)
i
of preimages under
iterations of f˜ . They are disjoint (more precisely, for every n the sets f˜−n(t(j)) are
disjoint for different t(j)).
By the arguments above, there exists n1 such that P˜i(z1) = P˜i(z2) implies
f˜n1(z1) = f˜
n1(z2). But this contradicts the fact that the trees Tj are disjoint.
It follows that P˜i have degree 1, i.e., are homeomorphisms conjugating f with fi.
7.3. Equivalence of groupoids.
Theorem 7.8. Let fi : Ji −→ Ji, for i = 1, 2, be expanding self-coverings of con-
nected and locally connected compact metric spaces. Then the following conditions
are equivalent.
(1) The dynamical systems (f1,J1) and (f2,J2) are topologically conjugate.
(2) The groupoids generated by germs of f1 and f2 are equivalent.
(3) The natural extensions of f1 and f2 are topologically conjugate.
(4) The natural extensions of f1 and f2 generate equivalent groupoids of germs.
(5) The actions of Vf1 and Vf2 on the corresponding Cantor sets are topologi-
cally conjugate.
(6) The groupoids of germs generated by the actions of Vf1 and Vf2 on the
corresponding Cantor sets are equivalent.
(7) The self-similar groups IMG (f1) and IMG (f2) are equivalent.
(8) The groups Vf1 and Vf2 are isomorphic as abstract groups.
Proof. The groupoid of germs Fi generated by fi, the groupoid of germs Gi gener-
ated by Vfi , and the groupoid of germs generated by the natural extension uniquely
determine each other, up to equivalence of groupoids, since the first two are mutu-
ally dual hyperbolic groupoids, and the third one is their geodesic flow, see [Nek11a].
Equivalence of (7) and (1) is proved in [Nek05].
It remains, therefore, to prove that the equivalence class of Fi uniquely deter-
mines (fi,Ji).
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Suppose that w1 and w2 belong to one orbit of the groupoid G from Defini-
tion 6.5. Let g ∈ G be such that o(g) = w2 and t(g) = w1. Then the map h 7→ hg
is a quasi-isometry between the Cayley graphs of G1 and G2 based at w1 and w2
respectively, inducing an isomorphism dGw1 −→ dGw2 . We have shown during
the proof of Theorem 7.1 that the dynamical systems (fi,Ji) can be uniquely re-
constructed from the topological groupoids dGwi , which implies that (f1,J1) and
(f2,J2) are topologically conjugate. 
References
[BGN03] Laurent Bartholdi, Rostislav Grigorchuk, and Volodymyr Nekrashevych, From frac-
tal groups to fractal sets, Fractals in Graz 2001. Analysis – Dynamics – Geometry
– Stochastics (Peter Grabner and Wolfgang Woess, eds.), Birkha¨user Verlag, Basel,
Boston, Berlin, 2003, pp. 25–118.
[BGSˇ03] Laurent Bartholdi, Rostislav I. Grigorchuk, and Zoran Sˇunik´, Branch groups, Handbook
of Algebra, Vol. 3, North-Holland, Amsterdam, 2003, pp. 989–1112.
[BN08] Laurent Bartholdi and Volodymyr V. Nekrashevych, Iterated monodromy groups of qua-
dratic polynomials I, Groups, Geometry, and Dynamics 2 (2008), no. 3, 309–336.
[Bro87] Kenneth S. Brown, Finiteness properties of groups, Proceedings of the Northwestern
conference on cohomology of groups (Evanston, Ill., 1985), vol. 44, 1987, pp. 45–75.
[CFP96] John W. Cannon, William I. Floyd, and Walter R. Parry, Introductory notes on Richard
Thompson groups, L’Enseignement Mathematique 42 (1996), no. 2, 215–256.
[CP93] Michel Coornaert and Athanase Papadopoulos, Symbolic dynamics and hyperbolic
groups, Lecture Notes in Mathematics, vol. 1539, Springer Verlag, 1993.
[Cun77] Joachim Cuntz, Simple C∗-algebras generated by isometries, Comm. Math. Phys. 57
(1977), 173–185.
[Fri87] David Fried, Finitely presented dynamical systems, Ergod. Th. Dynam. Sys. 7 (1987),
489–507.
[GPS99] Thierry Giordano, Ian F. Putnam, and Christian F. Skau, Full groups of Cantor minimal
systems, Israel J. Math. 111 (1999), 285–320.
[Gri80] Rostislav I. Grigorchuk, On Burnside’s problem on periodic groups, Functional Anal.
Appl. 14 (1980), no. 1, 41–43.
[Gro87] Mikhael Gromov, Hyperbolic groups, Essays in Group Theory (S. M. Gersten, ed.),
M.S.R.I. Pub., no. 8, Springer, 1987, pp. 75–263.
[Hae01] Andre´ Haefliger, Groupoids and foliations, Groupoids in Analysis, Geometry, and
Physics. AMS-IMS-SIAM joint summer research conference, University of Colorado,
Boulder, CO, USA, June 20-24, 1999, Contemp. Math, vol. 282, Providence, RI: A.M.S.,
2001, pp. 83–100.
[Hae02] Andre´ Haefliger, Foliations and compactly generated pseudogroups, Foliations: geometry
and dynamics (Warsaw, 2000), World Sci. Publ., River Edge, NJ, 2002, pp. 275–295.
[Hig74] Graham Higman, Finitely presented infinite simple groups, Department of Pure Math-
ematics, Department of Mathematics, I.A.S. Australian National University, Canberra,
1974, Notes on Pure Mathematics, No. 8 (1974).
[IS10] Yutaka Ishii and John Smillie, Homotopy shadowing, Amer. J. Math. 132 (2010), no. 4,
987–1029.
[Lea56] William G. Leavitt, Modules over rings of words, Proc. Amer. Math. Soc. 7 (1956),
188–193.
[Lea65] W. G. Leavitt, The module type of homomorphic images, Duke Math. J. 32 (1965),
305–311. MR 0178018 (31 #2276)
[Mat06] Hiroki Matui, Some remarks on topological full groups of Cantor minimal systems,
Internat. J. Math. 17 (2006), no. 2, 231–251.
[Mat12] Hiroki Matui, Topological full groups of one-sided shifts of finite type, (preprint
arXiv:1210.5800, to appear in Journal fu¨r die reine und angewandte Mathematik), 2012.
[Med11] K. Medynets, Reconstruction of orbits of Cantor systems from full groups, Bull. Lond.
Math. Soc. 43 (2011), no. 6, 1104–1110.
[Mil06] John Milnor, Dynamics in one complex variable, third ed., Annals of Mathematics
Studies, vol. 160, Princeton University Press, Princeton, NJ, 2006.
46 VOLODYMYR NEKRASHEVYCH
[Nek03] Volodymyr Nekrashevych, Hyperbolic spaces from self-similar group actions, Algebra
and Discrete Mathematics 1 (2003), no. 2, 68–77.
[Nek04] , Cuntz-Pimsner algebras of group actions, Journal of Operator Theory 52
(2004), no. 2, 223–249.
[Nek05] , Self-similar groups, Mathematical Surveys and Monographs, vol. 117, Amer.
Math. Soc., Providence, RI, 2005.
[Nek08a] , Combinatorial models of expanding dynamical systems, (to appear in Ergodic
Theory and Dynamical Systems, http://dx.doi.org/10.1017/etds.2012.163, preprint
arXiv:0810.4936), 2008.
[Nek08b] , Symbolic dynamics and self-similar groups, Holomorphic dynamics and renor-
malization. A volume in honour of John Milnor’s 75th birthday (Mikhail Lyubich and
Michael Yampolsky, eds.), Fields Institute Communications, vol. 53, A.M.S., 2008,
pp. 25–73.
[Nek09] , C∗-algebras and self-similar groups, Journal fu¨r die reine und angewandte
Mathematik 630 (2009), 59–123.
[Nek11a] , Hyperbolic groupoids and duality, (preprint arXiv:1101.5603), 2011.
[Nek11b] , Iterated monodromy groups, Groups St. Andrews in Bath. Vol. 1, London Math.
Soc. Lect. Note Ser., vol. 387, Cambridge Univ. Press, Cambridge, 2011, pp. 41–93.
[Pat99] Alan L. T. Paterson, Groupoids, inverse semigroups, and their operator algebras,
Birkha¨user Boston Inc., Boston, MA, 1999.
[Ren80] Jean Renault, A groupoid approach to C∗-algebras, Lecture Notes in Mathematics, vol.
793, Springer-Verlag, Berlin, Heidelberg, New York, 1980.
[Ro¨v99] Claas E. Ro¨ver, Constructing finitely presented simple groups that contain Grigorchuk
groups, J. Algebra 220 (1999), 284–313.
[Ro¨v02] , Commensurators of groups acting on rooted trees, Geom. Dedicata 94 (2002),
45–61.
[Rub89] Matatyahu Rubin, On the reconstruction of topological spaces from their groups of
homeomorphisms, Trans. Amer. Math. Soc. 312 (1989), no. 2, 487–538.
