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Abstract
A Hölder type inequality in Besov spaces is established and applied to show that every strong solution
u(t, x) on (0, T ) of the Navier–Stokes equations can be continued beyond t > T provided that the vorticity
ω(t, x) ∈ L 22−α (0, T ; B˙−α∞,∞(R3))∩ L
2
1−α (0, T ; B˙−1−α∞,∞ (R3)) for 0 < α < 1.
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1. Introduction
In this paper we consider the blow-up criterion of strong solutions to the Navier–Stokes equa-
tions in Rn: ⎧⎨
⎩
∂tu − u + (u · ∇)u+ ∇p = 0, x ∈ Rn, t ∈ (0, T ),
∇ · u = 0, x ∈ Rn, t ∈ (0, T ),
u(0, x) = u0(x), x ∈ Rn,
(1.1)
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2 B. Yuan, B. Zhang / J. Differential Equations 242 (2007) 1–10where u = u(t, x) = (u1(t, x), u2(t, x), . . . , un(t, x)) and p = p(t, x) denote the unknown ve-
locity vector and the unknown pressure of the fluid at the point (t, x) ∈ (0, T )×Rn, respectively,
and u0(x) = (u10(x), u20(x), . . . , un0(x)) is a given initial datum satisfying the divergence free
constraint that ∇ · u0(x) = 0, and n 2 is the space dimension.
There are many classical results on the local existence of smooth solutions to the Navier–
Stokes equations (1.1). For example, Fujita and Kato [4] proved that for u0(x) ∈ Hs with
s > n2 − 1 there exists T = T (‖u0‖Hs ) > 0 such that there exists a unique solution u(t, x) to
the problem (1.1) in the class
u(t, x) ∈ C([0, T );Hs(Rn))∩ C1(0, T ;Hs(Rn))∩ C(0, T ;Hs+2(Rn)). (1.2)
Later on, many authors established the well-posedness of the Navier–Stokes equations (1.1)
in more general spaces [1,6,7,10,14,16]. It is interesting to ask whether or not the solution u(t, x)
blows up at time t = T in some space–time spaces. This question has been studied by many au-
thors. For example, Giga [18] proved that, if u(t, x) is a solution of the Navier–Stokes equations
(1.1) in the class (1.2) and satisfies that
u(t, x) ∈ Lq(0, T ;Lp(Rn)), 2
q
+ n
p
= 1, n < p ∞, 2 q < ∞, (1.3)
then u can be extended, as a solution in the class (1.2), onto (0, T ′) for some T ′ > T . On the other
hand, the space–time Lebesgue space Lq(0, T ;Lp(Rn)) plays a significant role in the study of
regularity of weak solutions. For instance, Leray–Hopf weak solution u(t, x) becomes a unique
strong solution of the Navier–Stokes equations (1.1) on (0, T ] if it satisfies the condition (1.3).
For regularity of weak solutions, see [5,11,12,15].
From the hydrodynamical point of view, we want to study the regularity of weak solutions
by means of the vorticity ω(t, x) = curlu(t, x) = ∇ × u(t, x). Beirão da Veiga proved that, if
the vorticity ω(t, x) of the Leray–Hopf weak solution u(t, x) belongs to Lq(0, T ;Lp(Rn)) with
2
q
+ n
p
= 2 for 1 < q < ∞ and n/2 < p < ∞, then u(t, x) becomes a strong solution on (0, T )
(see [3]). In the end-point case p = ∞, Kozono and Taniuchi [9] established the regularity of
weak solutions under the condition
ω(t, x) ∈ L1(0, T ;BMO),
where BMO stands for the space of bounded mean oscillations. Based on a logarithmic Sobolev
inequality in Besov spaces, Kozono, Ogawa and Taniuchi [12] extended the above condition to
the condition
ω(t, x) ∈ Lq(0, T ; B˙0p,∞(Rn)) with 2q + np = 2, n2 <p ∞,
where B˙sp,q(Rn) stands for the homogeneous Besov space. Kozono and Shimada [8] established
the continuation principle of the smooth solution u(t, x) on (0, T ) under the condition
u(t, x) ∈ L 21−α (0, T ; F˙−α∞,∞(Rn)), 0 < α < 1, (1.4)
where F˙ sp,q(Rn) stands for the homogeneous Triebel–Lizorkin space.
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Lq(0, T ;Lp(Rn)) is scaling invariant, that is,
∥∥uλ(t, x)∥∥Lq(0,T ;Lp) = ∥∥u(t, x)∥∥Lq(0,T ;Lp)
for 2/q + n/p = 1, 2 q < ∞ and n < p ∞, where uλ(t, x) = λu(λ2t, λx) with λ > 0. Sim-
ilarly, the vorticity ω(t, x) of a solution is also scaling invariant, that is, ‖ωλ(t, x)‖Lq(0,T ;Lp) =
‖ω(t, x)‖Lq(0,T ;Lp) for 2/q + n/p = 2, 1  q < ∞ and n/2 < p  ∞, where ωλ(t, x) =
λ2ω(λ2t, λx) with λ > 0. So the regularity criterion of weak solutions in terms of the solution
u(t, x) and the vorticity ω(t, x) is very natural by the scaling invariance standard.
It is natural to ask if the continuation principle remains true for the smooth solution u(t, x)
on (0, T ) under a condition for the vorticity ω(t, x) similar to (1.4). In this paper we shall prove
that such a continuation criterion can be derived for the smooth solution u(t, x) on (0, T ) under
the assumption that
ω(t, x) ∈ L 22−α (0, T ; B˙−α∞,∞(R3))∩ L 21−α (0, T ; B˙−1−α∞,∞ (R3)) (1.5)
for 0 < α < 1. Note that the space–time spaces L
2
1−α (0, T ; F˙−α∞,∞(Rn)) and L
2
2−α (0, T ; B˙−α∞,∞ ×
(Rn)) ∩ L 21−α (0, T ; B˙−1−α∞,∞ (Rn)) are scaling invariant.
To establish the continuation principle, we need a bilinear estimate of the Hölder type in the
homogeneous Besov spaces B˙sp,q(Rn) for s > 0, 1 p,q ∞:
∥∥f1 · f2; B˙sp,q∥∥ C(∥∥f1; B˙s+αp1,q1∥∥∥∥f2; B˙−αp2,q2∥∥+ ∥∥f1; B˙−βp3,q3∥∥∥∥f2; B˙s+βp4,q4∥∥) (1.6)
for any f1 ∈ B˙s+αp1,q1 ∩ B˙−βp3,q3 , f2 ∈ B˙s+βp4,q4 ∩ B˙−αp2,q2 , where α,β > 0 and s > 0, 1/p = 1/p1 +
1/p2 = 1/p3 + 1/p4 and 1/q = 1/q1 + 1/q2 = 1/q3 + 1/q4.
The paper is organized as follows. In Section 2, we first recall the definition of Besov spaces
and then prove the Hölder type inequality (1.6). Section 3 is devoted to the proof of the main
theorem on the continuation principle under the condition (1.5) for the strong solution u(t, x).
2. Preliminaries
We first introduce the Littlewood–Paley decomposition and the definition of Besov spaces.
For f ∈ S(Rn), the Schwartz class of rapidly decreasing functions, define the Fourier transform
fˆ (ξ) =Ff (ξ) = (2π)−n/2
∫
Rn
e−ix·ξ f (x)dx
and the inverse Fourier transform
fˇ (x) =F−1f (x) = (2π)−n/2
∫
n
eix·ξ f (ξ)dξ.
R
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χ(ξ) =
{
1 for |ξ | 34 ,
0 for |ξ | > 43 ,
and let ϕˆ(ξ) = χ(ξ/2) − χ(ξ), χj (ξ) = χ( ξ2j ) and ϕˆj (ξ) = ϕˆ( ξ2j ) for j ∈ Z. Write
h(x) =F−1χ(x),
hj (x) = 2njh
(
2j x
)
,
ϕj (x) = 2njϕ
(
2j x
)
.
Define the Littlewood–Paley projection operators Sj and Δj , respectively, as
Sju(x) = hj ∗ u(x) for j ∈ Z,
Δju(x) = ϕj ∗ u(x) = Sj+1u(x) − Sju(x) for j ∈ Z.
Formally, Δj is a frequency projection to the annulus |ξ | ∼ 2j , whilst Sj is a frequency pro-
jection to the ball |ξ |  2j for j ∈ Z. For any u(x) ∈ L2(Rn) we have the Littlewood–Paley
decomposition
u(x) = h ∗ u(x) +
∑
j0
ϕj ∗ u(x),
u(x) =
∞∑
j=−∞
ϕ ∗ u(x).
Clearly,
suppχ(ξ) ∩ supp ϕˆj (ξ) = ∅ for j  1,
supp ϕˆj (ξ) ∩ supp ϕˆj ′(ξ) = ∅ for |j − j ′| 2.
We now recall the definition of Besov spaces. Let s ∈ R and 1 p,q ∞, the Besov space
Bsp,q(R
n) (denote by Bsp,q ) is defined by
Bsp,q =
{
f ∈ S(Rn): ‖f ‖Bsp,q < ∞}
with the norm
‖f ‖Bsp,q =
(
‖h ∗ f ‖qp +
∑
j0
2jsq‖ϕj ∗ f ‖qp
)1/q
.
The homogeneous Besov space B˙sp,q is defined by the dyadic decomposition as
B˙sp,q =
{
f ∈Z ′(Rn): ‖f ‖B˙s < ∞}p,q
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‖f ‖B˙sp,q =
( ∞∑
j=−∞
2jsq‖ϕj ∗ f ‖qp
)1/q
,
where Z ′(Rn) denotes the dual space of
Z(Rn)= {f ∈ S(Rn): Dαfˆ (0) = 0 for any multi-index α ∈ Nn}
and can be identified by the quotient space S ′/P with the set P of polynomial functions. For
details see [2], [13] or [17].
For convenience we recall the definition of Bony’s para-product formula which gives the
decomposition of the product f · g of two functions f (x) and g(x).
Definition 2.1. The para-product of two functions f and g is defined by
Tgf =
∑
ij−2
ΔigΔjf =
∑
j∈Z
Sj−1gΔjf.
The remainder of the para-product is defined by
R(f,g) =
∑
|i−j |1
ΔigΔjf.
Then Bony’s para-product formula reads
f · g = Tgf + Tf g + R(f,g). (2.1)
We now have the bilinear estimate of the Hölder type in the Besov space B˙sp,q .
Lemma 1. Let 1 p,q ∞, s > 0, α > 0 and β > 0. Choose 1 pi, qi ∞ (i = 1,2,3,4) so
that
1
p
= 1
p1
+ 1
p2
= 1
p3
+ 1
p4
,
1
q
= 1
q1
+ 1
q2
= 1
q3
+ 1
q4
.
Then there exists a constant C such that f1 · f2 ∈ B˙sp,q(Rn) and
∥∥f1 · f2; B˙sp,q∥∥ C(∥∥f1; B˙s+αp1,q1∥∥∥∥f2; B˙−αp2,q2∥∥+ ∥∥f1; B˙−βp3,q3∥∥∥∥f2; B˙s+βp4,q4∥∥)
for any f1 ∈ B˙s+αp ,q ∩ B˙−βp3,q3 , f2 ∈ B˙s+βp4,q4 ∩ B˙−αp ,q .1 1 2 2
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f1 · f2 =
∞∑
k=−∞
Δkf1Sk−1f2 +
∞∑
k=−∞
Δkf2Sk−1f1 +
∑
|i−j |1
Δif1Δjf2
 I1 + I2 + I3. (2.2)
We first compute the Besov norm ‖I1‖B˙sp,q of I1. Since supp[F(Sk−1f2)]  {|ξ |  23 2k} and
supp[F(Δkf1)] { 34 2k  |ξ | 23 2k+2}, then we have
supp
[F(Δkf1Sk−1f2)]
{
1
3
2k−2  |ξ | 5
3
2k+1
}
.
Thus by the definition of the Besov norm we can derive that
‖I1‖B˙sp,q =
(∑
j∈Z
2sjq
∥∥∥∥Δj ∑
k∈Z
Δkf1Sk−1g
∥∥∥∥
q
p
)1/q
 C
(∑
j∈Z
2sjq
∥∥∥∥∥Δj
j+5∑
k=j−3
Δkf1Sk−1f2
∥∥∥∥∥
q
p
)1/q
 C
(∑
j∈Z
2sjq
( 5∑
l=−3
‖Δl+j f1‖p1‖Sj+l−1f2‖p2
)q)1/q
, (2.3)
where use has been made of the Hölder inequality and the fact that ‖Δjf ‖p  C‖f ‖p for any
j ∈ Z. By the Minkowski and Hölder inequalities the last term on the right-hand side of (2.3) can
be bounded above by
C
5∑
l=−3
(∑
j∈Z
2sjq‖Δl+j f1‖qp1‖Sl+j−1f2‖qp2
)1/q
C
5∑
l=−3
2−α−sl
(∑
j∈Z
2(s+α)(j+l)‖Δl+j f1‖qp1 2−α(l+j−1)q‖Sl+j−1f2‖qp2
)1/q
C‖f1‖B˙s+αp1,q1
(∑
j∈Z
2−α(l+j−1)q2‖Sl+j−1f2‖q2p2
)1/q2
.
Noting the equivalence of the Besov norms
(∑
j∈Z
(
2sj‖Δjf ‖p
)q)1/q ∼ (∑
j∈Z
(
2sj‖Sjf ‖p
)q)1/q
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‖I1‖B˙sp,q  C‖f1‖B˙s+αp1,q1 ‖f2‖B˙−αp2,q2 . (2.4)
If either p or q equals to infinite, the above argument can be modified accordingly to get the
estimate (2.4). For I2 arguing similarly as above gives
‖I2‖B˙sp,q  C‖f2‖B˙s+βp3,q3 ‖f1‖B˙−βp4,q4 . (2.5)
We now consider I3. Since supp[F(Δkf1Δk+1f2)] {|ξ | 83 2k(1 + 2l)} and supp[F(Δjf )]
{ 34 2j  |ξ | 83 2j }, it follows by the definition of Besov spaces that
‖I3‖B˙sp,q =
(∑
j∈Z
2sjq
∥∥∥∥Δj ∑
|k−l|1
Δkf1Δlf2
∥∥∥∥
q
p
)1/q
 C
(∑
j∈Z
2sjq
∥∥∥∥∥Δj
∑
kj−4
1∑
l=−1
Δkf1Δk+lf2
∥∥∥∥∥
q
p
)1/q
 C
(∑
j∈Z
2sjq
( ∑
r−4
1∑
l=−1
‖Δj+rf1‖p1‖Δr+j+lf2‖p2
)q)1/q
,
where use has been made of the Minkowski and Hölder inequalities. Using the Minkowski and
Hölder inequalities again the above inequality can be evaluated continually as
‖I3‖B˙sp,q  C
∑
r−4
1∑
l=−1
(∑
j∈Z
2sjq‖Δj+rf1‖qp1‖Δr+j+lf2‖qp2
)1/q
 C
∑
r−4
1∑
l=−1
(
2(−sr+αl)q
∑
j∈Z
2(s+α)(j+r)q‖Δj+rf1‖qp12−α(j+r+l)q‖Δj+r+lf2‖qp2
)1/q
 C
∑
r−4
1∑
l=−1
2−sr+αl
(∑
j∈Z
2(s+α)jq1‖Δjf1‖q1p1
)1/q1(∑
j∈Z
2−αjq2‖Δjf2‖q2p2
)1/q2
 C‖f1‖B˙s+αp1,q1 ‖f2‖B˙−αp2,q2 . (2.6)
Collecting the estimates (2.2), (2.4), (2.5) and (2.6) completes the proof of Lemma 1. 
3. The blow-up criterion
In this section we take n = 3 as an example to present the blow-up criterion. We first introduce
some notations and function spaces. Denote by C∞0,σ (R3) the set of all C∞ vector functions
f (x) = (f1(x), f2(x), f3(x)) with compact support satisfying that ∇ · f (x) = 0. Lrσ (R3) is the
closure of C∞ (R3)-functions with respect to the Lr -norm ‖·‖r for 1 r ∞. Hsσ (R3) denotes0,σ
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s  0. We are now ready to state and prove the continuation principle of strong solutions to the
Navier–Stokes equations.
Theorem 2. Let 0 < α < 1, T > 0 and u0 ∈ H 1σ (R3). Assume that
u(t, x) ∈ C([0, T );H 1σ (R3))∩ C1((0, T );H 1σ (R3))∩ C((0, T );H 3σ (R3))
is a strong solution to the Navier–Stokes equations (1.1). If u(t, x) satisfies
T∫
0
(∥∥ω(τ, ·)∥∥ 22−α
B˙−α∞,∞
+ ∥∥ω(τ, ·)∥∥ 21−α
B˙−1−α∞,∞
)
dτ < ∞, (3.1)
then u(t, x) can be continually extended to the interval (0, T ′) for some T ′ > T , where ω(t, x) =
∇ × u(t, x) is the vorticity.
An immediate corollary is as follows.
Corollary 3. Let 0 < α < 1 and let u(t, x) be a strong solution to the Navier–Stokes equations
(1.1) satisfying that
u(t, x) ∈ C([0, T );H 1σ (R3))∩ C1((0, T );H 1σ (R3))∩ C((0, T );H 3σ (R3)).
If T is the maximal existence time, then
T∫
0
(∥∥ω(τ, ·)∥∥ 22−α
B˙−α∞,∞
+ ∥∥ω(τ, ·)∥∥ 21−α
B˙−1−α∞,∞
)
dτ = ∞. (3.2)
Proof of Theorem 2. We begin with the Navier–Stokes equations in the vorticity form⎧⎪⎨
⎪⎩
∂tω − ω + (u · ∇)ω − (ω · ∇)u = 0, x ∈ R3, t ∈ (0, T ),
ω(x,0) = ω0(x), x ∈ R3,
divω0(x) = 0, x ∈ R3.
(3.3)
Multiplying the first equation of (3.3) by ω(t, x) and integrating by parts, it follows that
1
2
d
dt
∥∥ω(t, ·)∥∥22 + ∥∥∇ω(t, ·)∥∥22 = (ω · ∇u,ω), (3.4)
where use has been made of the fact that (u · ∇ω,ω) = 0. Since (ω · ∇u,ω) = (∇(ω ⊗ u),ω),
we have by the Cauchy–Schwarz inequality that
∣∣(ω · ∇u,ω)∣∣= ∣∣(∇(ω ⊗ u),ω)∣∣= ∣∣(Λ−α/2∇(ω ⊗ u),Λα/2ω)∣∣
 ‖ω ⊗ u‖
B˙1−α2,2
∥∥Λα/2ω∥∥2, (3.5)
where Λ = (−)1/2.
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B˙1−α2,2
. By Lemma 1 with α = β , p1 = q1 = 2, p2 = q2 = ∞,
p3 = q3 = ∞ and p4 = q4 = 2 it follows that
‖ω ⊗ u‖
B˙1−α2,2
 C
(‖ω‖B˙12,2‖u‖B˙−α∞,∞ + ‖ω‖B˙−α∞,∞‖u‖B˙12,2)
 C
(‖∇ω‖2‖∇u‖B˙−1−α∞,∞ + ‖ω‖B˙−α∞,∞‖∇u‖B˙02,2). (3.6)
Noting the Lp boundedness of singular integral operators for 1 <p < ∞:
∥∥∇u(t, ·)∥∥
p
 C
∥∥ω(t, ·)∥∥
p
, (3.7)
and by (3.5), (3.6) and the Gagliardo–Nirenberg inequality we obtain that
∣∣(ω · ∇u,ω)∣∣ C(‖∇ω‖2‖ω‖B˙−1−α∞,∞ + ‖ω‖B˙−α∞,∞‖ω‖2)∥∥Λα/2ω∥∥2
 C
(‖∇ω‖2‖ω‖B˙−1−α∞,∞ + ‖ω‖B˙−α∞,∞‖ω‖2)‖ω‖1−α2 ‖∇ω‖α2
 C
(‖∇ω‖1+α2 ‖ω‖1−α2 ‖ω‖B˙−1−α∞,∞ + ‖∇ω‖α2‖ω‖2−α2 ‖ω‖B˙−α∞,∞).
By Young’s inequality the above inequality can be estimated continually as
∣∣(ω · ∇u,ω)∣∣ 1
4
‖∇ω‖22 + C‖ω‖
2
1−α
B˙−1−α∞,∞
‖ω‖22 +
1
4
‖∇ω‖22 + C‖ω‖22‖ω‖
2
2−α
B˙−α∞,∞
 1
2
‖∇ω‖22 + C‖ω‖22
(‖ω‖ 21−α
B˙−1−α∞,∞
+ ‖ω‖
2
2−α
B˙−α∞,∞
)
, (3.8)
where C depends on α. Combining (3.8) with (3.4) we arrive at
d
dt
∥∥ω(t, ·)∥∥22 + ∥∥∇ω(t, ·)∥∥22  C‖ω‖22(‖ω‖ 21−αB˙−1−α∞,∞ + ‖ω‖
2
2−α
B˙−α∞,∞
)
. (3.9)
Applying the Gronwall inequality to (3.9) yields
∥∥ω(t)∥∥2  ‖ω0‖2 exp
{
C
T∫
0
(∥∥ω(τ)∥∥ 21−α
B˙−1−α∞,∞
+ ∥∥ω(τ)∥∥ 22−α
B˙−α∞,∞
)
dτ
}
.
This, together with (3.7) with p = 2, implies that
∥∥∇u(t)∥∥2  ‖ω0‖2 exp
{
C
T∫
0
(∥∥ω(τ)∥∥ 21−α
B˙−1−α∞,∞
+ ∥∥ω(τ)∥∥ 22−α
B˙−α∞,∞
)
dτ
}
. (3.10)
On the other hand, the strong solution u(t, x) satisfies the energy identity:
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t∫
0
∥∥∇u(τ)∥∥22 dτ = ‖u0‖22 (3.11)
for 0 t  T . Thus by (3.10) and (3.11) we have
∥∥u(t)∥∥
H 1  ‖u0‖2 + ‖ω0‖2 exp
{
C
T∫
0
(∥∥ω(τ)∥∥ 21−α
B˙−1−α∞,∞
+ ∥∥ω(τ)∥∥ 22−α
B˙−α∞,∞
)
dτ
}
< ∞,
provided that u satisfies the condition (3.1). This completes the proof of Theorem 2. 
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