The 5G communication systems will enable enhanced mobile broadband, ultra-reliable low-latency, and massive connectivity services. Broadband and low-latency services are indispensable to public safety (PS) communication during natural or man-made disasters. Recently, 3GPP-LTE has emerged as a promising candidate to enable broadband PS communications. In this article, first we present six major PS-LTE enabling services and the current status of PS-LTE in 3GPP releases. Then, we discuss the spectrum bands allocated for PS-LTE in major countries by ITU. Finally, we propose a disaster resilient three-layered architecture for PS-LTE (DR-PS LTE). This architecture consists of an SDN layer to provide centralized control, UAV cloudlet layer to facilitate edge computing or to enable the emergency communication link, and a radio access layer. The proposed architecture is flexible and combines the benefits of SDNs and edge computing to efficiently meet the delay requirements of various PS-LTE services. Numerical results verified that under the proposed DR-PSLTE architecture, delay is reduced by 20 percent as compared with the conventional centralized computing architecture.
IntroductIon
The fifth-generation (5G) communications system targets broadband and ultra-reliable communications to meet users' diverse requirements. During a disaster, public safety (PS) organizations such as police (road, railway, and airport), military, guards (border, coastal, customs), and hospitals demand broadband and low-latency communications to provide timely emergency services. Currently, PS organizations rely on narrowband Terrestrial Trunked Radio (TETRA)-based systems which can only support voice services. By enabling fast and broadband communications among PS users and organizations, real-time video can be transmitted to increase the recovery chances of PS users [1] . To achieve high efficiency and replace the existing TETRA networks, the third generation partnership project long-term evolution (3GPP-LTE) broadband standard is adopted to support voice and broadband video applications to meet the PS users' demands. Moreover, to enable PS communication, unmanned air vehicles (UAVs) have received attention from academia and industry. UAVs are the best possible enabler for PS communications as compared with existing static terrestrial networks because they can be easily integrated anywhere in disaster-hit areas. For instance, in [2] the authors proved the benefits of integrating UAVs during a disaster. They showed how the altitude and distance between UAVs effects the network recovery probability, and also validate the proposal efficacy by simulations and experimentally.
The 3GPP objective is to upgrade the existing LTE-based architecture in order to enable broadband PS communications (PSC). To upgrade the existing services, 3GPP TS 22.179 Release 13 [3] has recently introduced mission-critical push-to-talk (MCPTT) services. In this release, in addition to enabling direct mode communication, the MCPTT also adds the feature of neighbor discovery which may be network assisted or without network assistance. Moreover, relay capability has also been included to provide service to out-of-coverage users. To achieve these targets, we need a promising architecture that can meet the desired bandwidth and latency requirements during emergency situations. Hence, to overcome these limitations, we have three major contributions: • We present six major PS-LTE enabling services and the current status of PS-LTE in 3GPP releases. • We discuss the spectrum bands allocated for PS-LTE in major countries by the international telecommunication union (ITU). • Finally we propose a disaster resilient three-layered architecture for PS-LTE (DR-PS-LTE), namely: software-defined network layer, UAV cloudlet layer [4] , and radio access network layer.
• A mobile virtual network operator (MVNO) set up to meet increased data rate requirements. For this purpose, initially, the externally available broadband services will be used for PS services which will be replaced by the LTE core in the future. • Critical content will be served via TETRA, while non-critical content will be offered via broadband communications. • A dedicated broadband in some areas will start functioning for PS services using the LTE core. • Excellent voice services will be provided in TETRA and LTE-based networks. • LTE-based broadband services will completely take over the TETRA-based services after the completion of the evolution from TETRA to LTE. To achieve the aforementioned goals, future PS standards need to be developed based on LTE. For example, in [5] , the major driving factors for wideband spectrum allocation for public safety agencies, and the pros and cons of each available frequency band, are summarized. Moreover, in [6] the authors proposed a device-to-device (D2D) discovery scheme for proximity services which has the capability of discovering around 63 percent more users than random access schemes with the same allocated bandwidth. Furthermore, major enabling communication technologies for PS-LTE were discussed in [7] . This discussion concludes that the improvement in spectral efficiency of PS networks can be potentially achieved by introducing millimeter wave (mmWave) band, massive multiple-input and multiple-output (MIMO), and UAVs, which can be the potential candidates for PSC. However, they overlooked the detailed discussions on the current status of 3GPP PS-LTE, and a suitable architecture for PS-LTE systems.
In [8] , the authors extended the existing LTEbased architecture for the provisioning of multimedia services to life saving officers. The main challenge was to exploit the benefits of broadband services by satisfying PS service requirements. To enable multimedia services, major steps involved in architecture evolution from the shared commercial and PS network to the independent PS network are also presented. They activated dynamic evolved multimedia broadcast multicast service (eMBMS) to improve spectral efficiency. Simulation results proved that the proposed system's spectral efficiency is high. However, this architecture could not meet the strict low-latency requirements and is not flexible enough to be centrally updated. To solve this challenge, we propose a three-layered DR-PS-LTE architecture that can meet the strict latency requirements by processing important functions at the edge and can also be centrally managed using SDN functionality.
In this context, this article provides a complete overview of PS-LTE and design guidelines on deploying PS-LTE systems. In particular, our major contributions are threefold:
• We review the current status of PS-LTE in the 3GPP standard releases. • We present the communication scenarios and the key enablers for PS-LTE. • We propose a DR-PSLTE architecture that is well suited for the emergency situations.
Ps-ltE sPEctrum AllocAtIon And 3GPP rElEAsE stAtus
In this section, we summarize the spectrum bands allocated for PSC in major countries located in three different regions, and the status of the 3GPP releases related to PS-LTE.
Ps communIcAtIons sPEctrum AllocAtIon
In PSC, delay and bandwidth requirements of emergency services differ from each other. The sharing of the existing available limited spectrum among PS users and non-PS users is not an efficient and sufficient solution to meet the demands of emergency services. Therefore, a dedicated broadband spectrum is desired for PS users. ITU divides the world into three ITU regions to efficiently manage the spectrum. The frequency bands reserved for PSC in the major countries are summarized in Table 1 . The band allocation has two main categories: contiguous and non-contiguous, in which adjacent and non-adjacent frequency bands are allocated, respectively. The world radio conference (WRC-15) with Resolution 646 is the agreement between the United Nations and the ITU [7] in which they encouraged the PS organizations to use frequency range 694-894 MHz for broadband PSC. Since different countries have different operational frequency ranges and spectrum requirements, the dedicated bands in very high frequency (VHF), ultra high frequency (UHF), 700 MHz, 800 MHz, and 4.9 GHz bands might be used to enable PSC in most of the countries. For spectrum harmonization across the world, dedicated broadband spectrum for PSC is desired. The South Korean government plans to build a dedicated broadband network for PSC. They plan to reserve 20 MHz of dedicated spectrum in the 700 MHz band. Similarly, other countries in Region 3 such as Japan and Australia also reserved dedicated spectrum for this purpose. On the other hand, the U.K. did not reserve any specific bands for PSC, but has decided to use the existing LTE bands.
stAtus of Ps-ltE kEy EnAblInG sErvIcEs In 3GPP rElEAsEs
The 3GPP has given high priority to PSC as it is rapidly evolving by taking requirements input from the global critical communications industry. In the following, we provide an overview of the developments for PSC in 3GPP, and also provide a brief overview of the goals to be achieved in the future.
In 3GPP Release 12 key enablers such as ProSe, group communication, mission critical services, and public warning systems (PWS) for PSC are introduced. In Release 13, the first technical specifications (TS) of Isolated E-UTRAN operation for public safety (IOPS) are determined, whereas more MC communication services like MC data and video are introduced in Releases 14 and 15, respectively. These services are helpful to cope with disasters by providing emergency communication to the PS officers.
The sharing of the existing available limited spectrum among PS users and non-PS users is not an efficient and sufficient solution to meet the demands of emergency services. Therefore, a dedicated broadband spectrum is desired for PS users.
Since Release 11, 3GPP has led the development of TSs in cooperation with PS industry partners to adapt LTE according to PS requirements. Several TSs have been released for different services. For example, ProSe and group communication system enabler (GCSE) are introduced in 3GPP TS 22.278 and 3GPP TS 22.468 of Release 12, respectively. Similarly, in Release 13, MCPTT and IOPS are adopted and explained in 3GPP TS 22.179 and 3GPP TS 22.346, respectively. In Fig. 1 , we briefly summarize most of the PS-LTE related 3GPP TS and technical report (TR) documents for ProSe, GCSE, PWS, and MC services which would be helpful for researchers starting their research in PS-LTE.
PublIc sAfEty communIcAtIon sErvIcE kEy EnAblErs
In this section, we discuss the PSC service key enablers such as ProSe, GCSE, MCPTT, IOPS, and the priority services. We also describe their needs in the PS-LTE system with key components necessary for their implementation.
ProsE In Ps-ltE
3GPP supports ProSe in PS-LTE to enable direct communications among neighboring users as shown in Fig. 2a . 3GPP ProSe features consist of ProSe discovery and ProSe direct communication. The former finds the neighboring users by broadcasting a beacon, whereas the ProSe direct communication makes it possible to establish communication links among the discovered users that lie in the surroundings [9] . To enable ProSe discovery in LTE-based systems, users require 360 KHz of bandwidth to transmit the information. In ProSe group and broadcast communications, data is transmitted by using a one-to-many communication approach and that feature can work without discovering the nearby users. ProSe relay is beneficial in users' range extension and there can be either user-touser relay or user-to-network relay.
GrouP communIcAtIon systEm EnAblEr for Ps-ltE
LTE has the capability to provide users with very high data rates. High data rate provisioning can also be helpful for the PS offices and users willing to share multimedia content. To make use of such high speed data, 3GPP in Release 12 introduced GCSE by upgrading the existing LTE architecture. The GCSE implementation requires a group call enabler for LTE networks, enhanced nodeBs (eNBs), user equipment (UE) relays, group members, group call application server, and dispatcher as depicted in Fig. 2b . The GCSE supports a large number of group members, enables push to talk, and offers low latency in communication. GCSE is an efficient approach to convey the same information to multiple users. This system is already functional in the conventional land mobile radio system (LMR) with the feature called push to talk (PTT). In the conventional system, PTT has only the feature of transmitting voice to a single group of users. In LTE-based networks, GCSE is expected to support video, voice, and even data communications. In LTE, GCSE users can communicate to several groups in parallel by transmitting voice to one group and video to another. In the GCSE system to ensure a group call quality, the group call setup time and the group data dissemination should take less than 300 ms including the request generation time and the receiving time of the packet. From a bandwidth perspective, channel bandwidth would be 180 KHz due to LTE architecture whereas the exact bandwidth varies from user to user.
The GCSE architecture is developed on top of the existing LTE architecture. The GCSE architecture is broadly categorized into two layers: a 3GPP evolved-packet system (EPS) layer and an application layer. The EPS layer has main components: mobility management entity (MME), policy and charging control (PCC) function, serving/ packet data network (PDN) gateway (S/P-GW), and home subscriber server (HSS). In addition to these components, the GCSE enabled LTE architecture includes multimedia broadcast multicast service (MBMS). Details of each component are provided later. The application layer runs on top of the 3GPP EPS layer which contains the client applications running in mobile users and the application server on the network side.
mcPtt In Ps-ltE 
IsolAtEd E-utrAn oPErAtIon for Ps (IoPs) ltE
The resilience of PS networks can be enhanced by enabling LTE-based isolated E-UTRAN operation for PS (IOPS). This concept is introduced to continue communications even when the backhaul connectivity to the core network is lost [10] . It comprises isolated E-UTRAN, local evolved packet core (EPC), backhaul links, and an application server as shown in Fig. 2d . The isolated E-UTRAN has a nomadic eNB (NeNB) which has the capability to move and provide communication links during emergency and disaster situations. IOPS provides resilience and service availability for networks during a disaster situation. The isolated-EUTRAN is either an E-UTRAN without normal connectivity with EPC or a NeNB with EUTRAN functionality [11] . The NeNB is intended for PS-LTE to provide coverage extension and increase capacity. IOPS can provide services even if the backhaul connection to the centralized macro core is completely or partially lost. IOPS provides mission critical communication (MCC) service to PS users via isolated base stations without backhaul communications. In [11] , 3GPP summarizes the various IOPS scenarios with no, limited, signaling only, and normal backhaul.
PublIc wArnInG systEm (Pws) In Ps-ltE
The public-warning system (PWS) as shown in Fig. 2e is one of the important use cases for PS-LTE. For example, earthquake sensor nodes are installed to gather the shock information and transmit it to the PS officers to enable PS operations. The PS officers request mobile operators to broadcast public warning alerts to the users in their vicinity. The public warning system (PWS) is an alert based system that is used for the delivery of short messages in case of emergency or disaster situations for the purpose of PS. This notification alert can be used for many purposes such as recovery of missing persons, things, and documents, providing information about the shelter position in a tsunami or other man-made disasters. Many PWSs have been deployed all over the world such as commercial mobile alert system (CMAS), earthquake and tsunami warning system (ETWS), Korean public alert system (KPAS), European (EU)-ALERT), and Austria public alert system. The notification latency varies with these systems, but usually it should be delivered within four seconds to users in the notification area.
PrIorIty sErvIcEs In Ps-ltE
The provisioning of priority services to PS users is necessary in disaster situations. For instance, unlike conventional mobile users during a disaster situation, we need to prioritize the PS users to enable MCC services as shown in Fig. 2f . During disaster situations, the MCC services are related to police cars, ambulances, and fire brigades that need prioritization for timely provisioning of emergency services. Prioritization of emergency users, compared with non-PS users, in terms of radio resource allocation and connection establishment in PS-LTE is required to efficiently tackle an emergency and disaster situation.
ProPosEd dIsAstEr rEsIlIEnt ArchItEcturE for dElAy sEnsItIvE PublIc sAfEty communIcAtIons 3GPP presents the Internet Protocol (IP)-based EPS architecture to support packet-switched services. The EPS network architecture consists of E-UTRAN and EPC. E-UTRAN is the radio access part which connects users with EPC, where EPC controls the establishment of the bearer services and other important core network operations. The network elements in EPS are connected by standardized interfaces to provide inter-operability among vendors. The EPC consists of logical nodes: P-GW, S-GW, MME, HSS, and PCC. P-GW allocates IP addresses and maintains QoS provisioning. S-GW passes on IP packets and also terminates the interface toward E-UTRAN, manages eNB handovers, and cares about the mobility interface. MME is the control node for LTE radio access that has responsibilities like user tracking and P-GW and S-GW selection. PCC manages the policy and charging enforcement function (PCEF). The X2 interface is used to connect eNBs with each other, whereas the S1 interface is used to connect eNBs with EPC. The existing LTE architecture discussed above has limitations of implementation in PS-LTE. The two major limitations are: no central management of network devices and high latency because processing needs to be done from EPC. For instance, the two important use cases for PS-LTE such as lifeline communications and ultra-reliable communications cannot be implemented under the existing LTE architecture. Lifeline communications and ultra-reliable communications demand energy efficiency and low latency, respectively. For example, for ultra-reliable communications, public safety organizations demand real time video and high quality picture transmission with very low-latency. The current LTE architecture is also not appropriate because of low flexibility, high delays, and no central control.
To overcome these limitations, we propose a three-layered disaster-resilient PS LTE (DR-PSLTE) architecture that consists of the SDN-layer, the UAV cloudlet layer, and the radio access network (RAN) layer.
The SDN-Layer: Centrally manages network synchronization and resource management of the disaster affected area [12] . It also centrally manages the control signals to the lifeline provisioning PS officers. The SDN layer has EPC components implemented as applications such as radio resource management (RRM) entity, control plane S/P-GW, and PCC functions. The deployment of cloud-based services and other services at the network edge results in huge complexity; this can be resolved by a central control mechanism that has the capacity to orchestrate the distributed environment. The central SDN controller, which is transparent to the end-user, has the intrinsic capability to align with all these requirements and to mitigate the barriers that prevent edge computing to reach its full potential. In SDN architecture, the southbound interface is the OpenFlow protocol. The main function of this interface is to enable communication among SDN controller and various network nodes like UAV, eNodeB, and other small cells, so that they can discover the network topology, define network flows, and implement requests sent to them from the northbound appli- [14, 15] cation program interface (API). The northbound API is used for communication between the SDN controller and the application or other higher layers as depicted in Fig. 3 . Contrary to existing architecture, the proposed SDN-based architecture has replaced S1 (between MME and eNB), S11 (between MME and S-GW) and S5 (between S-GW control and P-GW control) by the Open-Flow protocol, whereas the interfaces S1 (from eNB to S-GW data) and S5 (from S-GW data to P-GW data) are controlled by the existing 3GPP protocol of the LTE architecture. The proposed architecture does not demand any change in the radio hardware at the base station. UAV Cloudlet Layer: Comprised of a UAV ad-hoc network to enable emergency communication links for PS users. Moreover, the UAVs are equipped with cloudlet (small data centers) to provide EC services. It brings most of the UP and CP processing closer to the edge (end user), which results in low latency compared to the centralized data only processing. To empower edge computing capability at UAVs, they are mounted with cloudlet, which can provide application offloading opportunities to users (security personnel, mobile users) in the disaster-hit areas. Hence, UAVs can enable edge computing even in the absence of a wireless communication infrastructure. UAVs accompanied with cloudlet have many applications and have an imperative role in emergency relief and disaster response. For instance, users' (security personnel) with limited processing capability devices can benefit from the cloudlet assisted implementation of data analytics applications for the assessment of the status of victims using high definition image or video, hazardous terrain and structures, offload user's computationally heavy tasks that in turn reduce the battery consumption of their hand held devices. UAVs accompanied by cloudlet enable distributed processing to reduce end-to-end latency in the key enabling emergency services such as MCPPT, PWS, and ProSe in PS-LTE. This layer can also provide emergency backhaul communication links, when the existing backhaul is not responding and eNBs are in IOPS mode. Other benefits include the efficient management of local radio resources, ease in network upgrades, and low operating costs.
Radio Access Network (RAN) Layer: Consists of various types of eNBs such as home eNBs (HeNB), remote radio head (RRH), portable nomadic small cell (PNSC), and the user-plane gateways, and provide radio services to the emergency users. Hence, the DR-PSLTE architecture brings UP and parts of 
PErformAncE EvAluAtIon And oPEn chAllEnGEs
In this section, we compare the performance of the proposed DR-PSLTE architecture and conventional cloud computing architecture in terms of energy consumption and latency. We also highlight open research challenges after the deployment of DR-PSLTE in public safety environments.
numErIcAl rEsults
To design a low latency network, we consider an integrated software-defined network and a UAV cloudlet-based three layered network architecture to enable centralized control and edge computing functionality, respectively, as shown in Fig. 4a . To enable edge offloading for each user u  U = {1, …, U}, K UAVs that act as edge nodes are deployed. We assume that each j  J = {1, …, J} computation task is defined by (C j , D j ), where C j and D j are the number of computation cycles and the data size, respectively, that need to be forwarded. Two main types of latencies are considered here: computational latency and communication latency, where these latencies depend on the computation capability of a node and on link bandwidth (or achievable effective data rate R eff ), respectively. To accomplish each task, two strategies are adopted: task offloading to the conventional CC architecture, which results in large delay, and computing the latency sensitive tasks at a UAV-enabled edge computing server. The CC enabled system requires the information to pass through several networks, which contributes to delays such as radio network (T Radio ), backhaul network (T Backhaul ), core network (T Core ), and transport network (T Transport ) [13] , whereas in the proposed EC based DR-PSLTE architecture, it has only radio network (T Radio/Edge Computing ) delay besides the computation delays as shown in Fig. 4a .
To prove the efficiency of the proposed DR-PS-LTE architecture, we compare the performance in terms of computing and communication latency, and energy consumption. For the proposed DR-PSLTE architecture, delay and energy for a single node is computed as where F EC denotes the CPU frequency of the EC server, R eff is the achievable effective data rate, e cpu EC and e d EC are the energy consumed per CPU cycle and energy consumed per data unit by EC server, respectively. The important parameters used to obtain numerical results are summarized in Table 2 , where the low value of e EC represents that EC has no restrictions in terms of energy.
Similarly, the delay occurred and energy consumed in the conventional CC architecture is calculated as
where F CC denotes the CPU frequency of the CC server, and e cpu c is the energy consumed per CPU cycle, e d BS and e d EC are the energy consumed per data unit transmission by BS and edge computing server, respectively, and the values used for numerical results are summarized in Table 2 .
From Fig. 4b we can note that the proposed DR-PSLTE outperforms the conventional CC architecture by deploying UAV cloudlet to enable EC. Thus, due to a shorter communication loop the processing delay is reduced by 20 percent, which in turn helps to promptly process emergency computation services at the edge as compared with the conventional CC to save the victims. This trend continues even by varying the effective data rate R eff = {1, 2, 3} Mb/s or the available system bandwidth. That is, by increasing the available bandwidth or effective data rate, delay is reduced when compared at the same processing frequency.
To verify how the processing delay of the proposed system is affected with the increase in the number of UAVs deployed at the edge, we tested the proposed system when the total data lies in a range of [1, 2, … ,100] Mb as shown in Fig. 4d . Simulation results show that the processing delay decreases as the number of deployed UAVs at the edge increases. We can notice that the decrement in delay is very small when data to be transmitted is small (for instance 1 Mb) or equal to the link effective data rate R eff = 1 Mb/s. Thus, a single UAV deployed at the edge can easily process the data within the deadline as no queue will be created. However, for a large amount of data (such as from 10-100 Mb), this delay increases significantly by using a single edge UAV as all data needs to be processed on a single edge node, which results in large queues. Hence, deployment of more edge UAVs results in a significant reduction of processing delay as tasks will be distributed on various edge nodes. This will result in little increase in communication delay but that delay would be constant for all nodes because of a stable communication link, and would not contribute much to the system delay as depicted in Fig. 4d .
We also compared the proposed DR-PSLTE architecture energy consumption performance with the conventional CC architecture. Figure 4c demonstrates that energy consumption increases when more data needs to be transmitted. How-ever, we can notice that the proposed DR-PSLTE energy consumption is significantly less than conventional CC when compared at various ranges of maximum computation cycles, that is C j max = {1, 10, 100} MHz because of short communication latency. Hence, this system can be adopted in the PS-LTE system to enable emergency communications. These simulations are performed by ignoring the UAV battery constraints and network management issues.
oPEn rEsEArch chAllEnGEs
Despite the tremendous advantages brought by the proposed DR-PSLTE architecture by enabling low-latency and low-energy emergency communications, there are still several open challenges.
Integration of Various Communication Technologies: The integration of various communication technologies in a layered architecture poses inter-working challenges as each technology works on different communication protocols. Therefore, the data exchange among these nodes has to be conducted in a multi-protocol environment. Hence, research in designing protocols that can efficiently work in this environment is the challenge of utmost importance.
Channel Modeling: There are lot of dynamics involved in communication among the ground user and UAV deployed for edge computing. The main reason is the highly fluctuating wireless channels among ground users to UAV and UAV-UAV. To solve these challenges, stochastic channel modeling can be considered a potential solution where various 3D channel parameters are fine tuned for the fluctuating environment.
UAV Placement and Resource Allocation Optimization: The UAV cloudlet placement at the edge is an important challenge that needs proper investigation. Therefore, 3D placement of UAV at the edge with minimum processing time and the least energy consumption constraints needs attention to obtain high edge computing efficiency, since UAVs have an important role in DR-PS-LTE as it performs various computing tasks at the edge. Thus, resource allocation, interfacing with other devices, management of important control functions, and task scheduling needs to be jointly optimized to obtain the desired performance. Moreover, the UAV trajectory and user mobility must be focused to obtain efficient results. Since UAVs are sensitive to the energy constraint, while designing scheduling algorithms this constraint should be incorporated to guarantee the network performance. Furthermore, the management and synchronization of a huge number of deployed UAVs need intensive research. In this article, we highlighted the most important challenges and research directions that need proper attention and extensive research work. conclusIon 3GPP LTE is a key enabler for the emergency communication services in PS situations. In this article, we reviewed the communication services enabler in PS-LTE. The 3GPP status of various PS-LTE related services such as proximity services, emergency calls, IOPS, public warning system, and mission critical services were presented. Finally, we proposed a disaster-resilient architecture for PS-LTE that plays a key role in providing the emer-gency communication services in disaster affected areas. It combines the benefits of software-defined networks and UAV cloudlets, which help to meet the energy and latency requirements of PS users by enabling centralized and distributed processing. Simulation results show that the proposed DR-PSLTE architecture achieved 20 percent less delay and has low energy consumption as compared to conventional centralized computing. In the future, we will extend our work to address the limitations of UAV placement and group management for optimum system performance. We proposed a disaster-resilient architecture for PS-LTE that plays a key role in providing the emergency communication services in disaster affected areas. It combines the benefits of software-defined networks and UAV cloudlets
