We propose a parallel stochastic Newton method (PSN) for minimizing unconstrained smooth convex functions. We analyze the method in the strongly convex case, and give conditions under which acceleration can be expected when compared to its serial counterpart. We show how PSN can be applied to the empirical risk minimization problem, and demonstrate the practical efficiency of the method through numerical experiments and models of simple matrix classes.
Introduction
This work presents a novel parallel algorithm for minimizing an unconstrained strongly convex function. This work is motivated by the possibility of better leveraging the structure in surrogate approximation, and the need for efficient optimization methods of high dimensional functions. The age of "Big Data" demands efficient algorithms to solve optimization problems that arise, for example, in fitting of large statistical models or large systems of equations. These new demands define open questions in algorithm design that make previously efficient algorithms obsolete.
For example, in this context, classical second order methods such as Newton method are not applicable as the inversion step of the algorithm is too costly (O(n 3 )) to be performed in big data settings. Due to this reason, first-order algorithms enjoy huge popularity in the field of practicing optimizers, mainly in the field of machine learning. Recent years have shown that randomization and use of second-order information can lead to better convergence properties of algorithms. A prime example of this utilization are coordinate methods; to mention a few: [16, 18, 13, 3] . Another school, more traditionally grouped under term second-order, has seen a plethora of algorithms in recent year with modified LBFGs [7, 6] methods to sub-sampled Newton methods [10, 20, 19, 2] , which coincide with the direction of this work.
In the current trend, computations are increasingly becoming parallelized, and the increase in performance is usually achieved by including more computing units solving a problem in parallel. Such architectures demand an efficient design of parallel algorithms that are able to exploit the parallel nature of computing clusters. An effort has been undertaken to provide theoretical certificates on convergence of parallel optimization algorithms, to name a few, [18, 17] , or from class of stochastic methods [25, 14] .
We chose to extend an existing algorithm that utilizes curvature information, called SDNA [12] , which improves on standard coordinate methods such as SDCA [21] (of which parallel versions exist [18] , [15] ), and present theoretical certificates on parallelization efficiency of this algorithm along with analysis of special matrix classes. These analyses hint to better theoretical and practical than parallel coordinate descent method (PCDM) [18] .
Further, we focus on big data application with statistical model of learning known as Empirical Risk Minimization (ERM)
which fits many of the statistical estimation models such as Ridge Regression. We present modified PSN for this type of problems that truck dual and primal variables.
Contributions
The main contribution of this paper is the design of a novel parallel algorithm and its subsequent novel theoretical analysis. In the case of a smooth objective function, we present convergence analysis with proofs. The method in its simple serial case reduces to variants of algorithms introduced in [12] or [21] .
We identify parameters of the problem that determine its parallelizability and analyze them in special cases. To do this, we generalize two classes of quadratic optimization problems parametrized by one parameter and analytically calculate the convergence rates for them.
This work utilizes the research on sampling analyzed in paper [11] , and is contrasted mainly with another parallel algorithm -parallel coordinate method (PCDM) analyzed in [16] . Furthermore, it generalizes further the class of coordinate methods beyond the generalization of blocks. In this work, the sampled blocks of the over-approximation are not fixed and can overlap. The choice of sampling leading to non-overlapping and fixed blocks has been analyzed previously in [4, 8] and mainly in [15] .
Notation
Vectors. In this work, we use the convention that vectors in R n are labeled with lowercase Latin letters. By e 1 , e 2 , . . . e n we denote the standard basis vectors in R n . The ith element of a vector x ∈ R n therefore is x i = e i x. The standard Euclidean inner product between vectors in R n is given
Matrices. We use the convention that matrices in R n×n are labeled with uppercase bold Latin letters. By I we denote the identity matrix in R n×n . The diagonal matrix with vector w ∈ R n on the diagonal is denoted by D(w). We write M 0 (resp. M 0) to indicate that M is symmetric positive semi-definite (resp. symmetric positive definite). Elements of a matrix A ∈ R n×n are denoted in the natural way:
Sampling a Matrix. Let S be a non-empty subset of [n] := {1, 2, . . . , n}. We let I :S be the n × |S| matrix composed of columns i ∈ S of the n × n identity matrix I. Note that I :S I :S is the |S| × |S| identity matrix.
Given an invertible matrix M ∈ R n×n , we can extract its principal |S| × |S| sub-matrix corresponding to the rows and columns indexed by S by
It will be also convenient to define
and
as we shall use these matrices often. Notice that M S is the n × n matrix obtained from M by retaining elements M ij for i ∈ S and j ∈ S; and all the other elements set to zero. On the other hand, (M S ) −1 is obtained from M by zeroing out the elements corresponding to i, j / ∈ S and inverting, "in place", the |S| × |S| matrix composed of elements i, j ∈ S.
Additionally, for any vector h ∈ R n and ∅ = S ⊆ [n] we define h S ∈ R n by
That is, h S is obtained from h by zeroing out elements i / ∈ S.
Randomly sampled sub-matrices
In this section we inroduce some basic notation which will be needed throughot the paper, following the convention established in [11] .
A sampling, denotedŜ, is a random set-valued mapping with values being subsets of [n] := {1, . . . , n}.
With each sampling we associate a probability matrix, P = P(Ŝ), defined via
We drop the indexŜ if it is clear from the context what sampling is being considered. Further, let
A samplingŜ for which p i > 0 for all i ∈ [n] is called proper. It is easy to see that the probability matrix P(Ŝ) does not uniquely determine the underlying samplingŜ. For any matrix M ∈ R n×n , by MŜ we denote the random variable that selects out the elements of M according toŜ, as defined in (3).
Main Assumptions and Random Matrix Sampling
We start this section with three assumptions that concern our objective function.
Assumptions
In the following lines we present three main assumptions on the problem structure and machinery at hand used to solve it. Assumption 1 (Smoothness). There exists a symmetric positive definite matrix M ∈ R n×n such that ∀x, h ∈ R n ,
Assumption 2 (Strong Convexity). There exists a symmetric positive definite matrix G ∈ R n×n such that ∀x, h ∈ R n ,
Minimizing (9) on both sides in h gives
where x * denotes the (necessarily unique) minimizer of f . Also note that clearly
with equality if and only if f is a quadratic.
Samplings
We begin by defining samplings used in this work and by exposing the differences among them. Previous papers such as [11, 13, 16] focused on arbitrary samplings. In this work we will focus on subset of possible proper samplings, which can be easily implemented in practice. However, for the sake of completeness, we will define other samplings as well. Definition 1.
1. τ -nice sampling picks subsets of [n] with cardinality τ , uniformly at random.
2. τ -list sampling picks subsets of [n] with cardinality τ , uniformly at random with constraint that subsets have to contain successive elements modulo n. Both samplings sample cτ coordinates; in this case 4. Let the coordinates sampled with cτ -nice sampling be {1, 2, 3, 4}. Further, the parallel sampling samples two sets at random (let this be {1, 2} and {3, 4} for this discussion) and distributes it to the worker nodes, whereas with serial τ -nice all four coordinates are handled by the single master node.
In Figure 1 one can see that with τ -nice more information is used, however a bigger matrix has to be inverted leading to greater computational costs. Assumption 3 (Independence of Serial Samplings). The random sets {S k } k≥0 are:
1. independent and identically distributed, 2. proper, and 3. non-vacuous (i.e., P(S k = ∅) = 0). Assumption 4 (Independence of Parallel Samplings). For the random sets of sets {{S k 1 , S k 2 , . . . , S k c }} k≥0 holds that: Similarly, on the right we see sampling with (c, τ )-nice parallel sampling with τ = 2 and c = 2. Namely, here the two sets sampled are {{1, 2}, {3, 4}}. We can see that the serial sampling accesses more information in a single iteration even when the number of coordinates updated at each iteration is the same. 3 The Algorithm
Serial algorithm for smooth functions
The serial method that shall be extended to parallel settings in this work was first formulated in [12] . The method was introduced to solve problem in min x∈R n f (x), where f is smooth and strongly convex. It is an iterative method where new best estimate on optimal solution in relation to the previous is given by
In the original language the update step is defined via,
It has been shown that this method converges to optimum given that smoothness and strong convexity assumptions hold. In particular, the following theorem is valid.
Theorem 1 ([11]
). Let Assumptions 1,2 and 4 be satisfied. Let {x k } k≥0 be a sequence of random vectors produced by the Serial Method and let x * be optimum of function f . Then,
where
The complexity of the algorithm depends on a parameter denoted σ 1 , which is a complicated scalar parameter loosely related to the condition number of a matrix M. More intuitive analysis of this parameter is presented in [12] , and for special classes of problems, further in this work.
Parallel formulation for smooth functions
In this section we introduce a parallel extension of the serial method. We follow the same general iterative scheme defined by (12) , and thus our method differs only by definition of the update rule which we define as
The index k is the iteration counter and the index i labels the subsets of [n], S k i , at each iteration. One can see that our method depends on the parameter b, which we shall comment on in the next sections on convergence analysis. The parameter b cannot admit any values however. We show in the next section that, as long as b is bigger than some threshold value b * , the parallel method is, in a certain precise sense, superior to the serial method.
Algorithm 1 PSN: Parallel Stochastic Newton Method
Parameters: samplingŜ; data matrix M; aggregation parameter b Initialization:
for i = 1, . . . , c in parallel do
3:
Independently generate a random setŜ k i ∼Ŝ 4:
end for 6:
Main convergence result
We are now ready to present the main theoretical result of this paper. Theorem 2. Let Assumptions 1, 2 and 4 be satisfied. Assume that the aggregation parameter b satisfies
and θ
Then the random iterates {x k } produced by the PSN method (Algorithm 1) satisfy
Complexity Analysis
In order to develop a sound complexity analysis and prove Theorem 2, we need to develop a series of lemmas dealing with expectations of matrix minors and relations of constants defined in (19) and (21).
Sampling lemmas
Lemma 1 (Tower property for expectation of matrix minors). Let A ∈ R n×n be symmetric, and
Proof. We write
In the second step we use linearity of expectation, combined with linearity of the mapping X → x Xx.
In the third step we use the tower property. In the fourth step, we use linearity of expectation and independence. In the fifth step we use linearity of expectation again, combined with the assumption thatŜ 1 andŜ 2 have the same distribution asŜ.
Lemma 2. Assume that the block matrix
is positive definite. Then the matrix defined as
whereÃ denotes the Shur complement of A, is positive semi-definite.
Proof. By [24] Notion 7.4 we know that Shur complement is positive semi-definite if C is non-singular. As A is positive definite, then C is non-singular. Thus, K must be positive semi-definite as well.
Lemma 3 (Zhang in [24] ). Let M be a positive definite matrix, and S be a subset of [n], then
Proof. We suppose that S is a sampling such that it selects a sub-matrix of size k. The proof of the ordering (25) is equivalent to showing the result for k × k matrix principal minors (M SS ) −1 from (2).
In the following analysis, we suppose that the sub-matrix that is sampled with S is located in upper-left corner. Let us denote this sub-matrix by A.
Also let matrix M −1 have a s similar block decomposition
Then we know that X is related to Shur complement of A by [24, Theorem 2.4]. We denote the Shur complement of A asÃ. Hence,
Then as K is positive definite by Lemma 2 we have
Should S be a sampling that does not sample a principal sub-matrix in the upper left corner then we can consider the matrix Z = Q MQ where Q is a matrix that permutes the elements such that the desired sub-matrix is in the upper left position. Then we can define a sampling S s.t. I :S = QI :S , which yields
Lemma 4. Let S and S be two random valued samplings s.t. S ⊂ S ⊂ [n]. Also let X ∈ R n×n be a positive definite matrix.
Proof. Let Y = X SS then, we can rewrite X S = I :S (I S S YI SS )I S : = Y S . By Lemma 3 and positive definiteness, we know that
Parallelization parameters
Lemma 5.
Proof. The proof of the first inequality follows by noting that σ 1 is the smallest eigenvalue of a positive definite matrix; the second is by the definition of θ and σ 1 . The last inequality follows from the convexity of λ max operator and Jensen's inequality, namely,
Proof.
= max
Def. 4
≤ max
Proposition 1 can be useful for classes of problems where we have information about the condition number of the matrix M in Assumption 1, and n cond(M). In these circumstance, the bound can be used as a good proxy for θ. A prime example of such problem class are banded Toeplitz matrices where condition number is usually independent of n but rather depends on the band width.
Analysis and Comparison with Existing Methods

Theoretical comparison PSN with PCDM
Parallel coordinate descend method (PCDM) is a powerful parallel optimization algorithm analyzed in [18] and [15] . We would like to compare the performance of this method to the current parallel method. The complexity of PCDM can be expressed using the language of this paper and the paper [12] by,
To have a fair comparison, while using parallel (τ, c)-nice sampling for PSN, this in turn would corresponds to (τ c)-nice sampling for PCDM such that access the same number of coordinates is maintained. Also, the assumptions of the PCDM algorithm are a little different in what we assumed here. For example, in [18] , they assume that matrix M in the quadratic over-approximation has a decomposition such that M = A A. The the condition for v in expression (42) can be deduced from basic considerations where v = λ max (A A), which defines σ b , or by using structural sparsity with [11, Proposition 5.1], we can calculate vector v as follows
As we do not have the decomposition at disposal currently. Let us assume that A is fully dense, and thus |J j | = n ∀j. In this settings, v i reduces to v i = τ cM ii , and p i = τ c n . Thus we can see that in fact σ 3 does not depend on τ c at all, and we do not gain any theoretical speedup in convergence rate. This exemplifies the theoretical contribution made in [12] and this paper, which show the improvement in convergence rates without sparsity patterns as σ 1 and σ p depend on τ or c even in the fully dense scenario. To illustrate this, we calculate the value of σ p for a random matrix (n = 400) in the table 2.
However, one has to bear in mind that we assumed that the matrix A was fully dense, which is the worst case scenario for the PCDM algorithm. Unfortunately, as there is not an easy way to present a comprehensive theoretical comparison, we only present a one based on generated random matrices which have either dense or sparse structure. In an experiment with sparse matrix (only one third of the elements are present) and using (43), we arrived at the results summarized in Table 3 . These values can be almost directly compared as the cost of inversion of 3 × 3 matrix is too small to influence the cost of one iteration significantly. The instruction level parallelism can be utilized to greater extent as more computation is done with the same amount of information leading to better operational intensity [23] .
ρ-matrix analysis
In the following analysis, we compute the convergence rates for the serial and parallel algorithm, applied to a specific problem, exactly. We minimize the quadratic function Figure 3 : The theoretical convergence rates for quadratic problems with A A = M where A was 400 × 400 matrix. The matrix A has also sparse structure where only approximately one third of the elements were non-zero. The entries were sample from a standard normal distribution. The most basic approach with the largest is that for this problem an analytical expression for σ 1 and θ could be found and intuition about behavior of these theoretical constants can be illustrated fully. Since the parallel speedup depends only on parameter θ we can predict the theoretical speedup for this class of matrices easily. The theoretical speedup is presented in Figure 4 . Definition 2. We define a ρ-matrix to be any n × n matrix that has the following structure,
with 0 < ρ < 1. Proposition 2. Suppose we have a ρ-matrix M with 0 < ρ < 1 as a parameter. Then σ 1 and θ can be expressed as functions of n and τ for τ -nice sampling as follows
where we use function
Proof. There are n eigenvalues of the matrix M; n − 1 of them are degenerate and equal to 1 − ρ. This can be verified by plugging the suitable eigenvector which has only two non-zero elements −1, 1.
The last eigenvalue can be computed using the trace of the matrix. λ = n − (1 − ρ)(n − 1). After solving for this eigenvalue, we immediately see it is the biggest one, thus, λ max (M) = nρ − ρ + 1.
Given a τ -nice sampling with τ as parameter, the matrix that is sub-sampled is a ρ-matrix of the size τ × τ . Due to the symmetry of the problem, any subset of τ coordinates slices out the same matrix. Additionally, the cofactor matrices for diagonal elements are all equal, and the cofactor matrices for off-diagonal elements are all equal as well.
As the entries in the inverse of the matrix depend on the determinant of the cofactor matrix only, all diagonal and non-diagonal elements of the inverse are equal. In addition, taking expectation does preserve this structure as the τ -nice sampling is uniform. Thus, Let us denote the value of these two entries in diagonal and off-diagonal in the sampled inverted matrix as A(τ ) and B(τ ) respectively.
Therefore, the value of E[M
n(n−1) (S − I)B(τ ), where S is matrix full of ones. To determine the values of A and B, we compute inverse for a given τ using Cramer's rule (using matrix minors)
where C is matrix of cofactors.
The trick here is that we need to look only at two cofactors due to the structure of the matrix. So for A(τ ) on diagonal we take C 11 minor. We adopt notation where we use subscript of M to denote the size of the sub-matrix of ρ-matrix M. We calculate determinant as a product of the known eigenvalues discussed earlier.
When we look at B(τ ) the minor of the matrix that determines any off-diagonal is a matrix which contains only ρ's at first row and continues with other rows as in matrix M τ . Let us denote such type of matrix N τ , where the subscript τ symbolizes the size of the matrix again. For det(N τ ), we arrive at the following recurrence relation by using Laplace decomposition of determinants.
Therefore,
The matrix E[M
−1 S
] can be manipulated to the from of ρ-matrix by dividing by the factor τ A(τ )
n . Thus, we can define a new ρ N which serves as parameter of the new ρ-matrix.
This parameter allows us to compute the eigenvalues of the matrix, and thus, also maximal and minimal eigenvalues. From the σ 1 definition, σ 1 is the smallest eigenvalues of a product of two ρ-matrices one with ρ as parameter and one with ρ N as the parameter. The product of two ρ-matrices is a ρ-matrix again, and as consequence of this, the smallest eigenvalue of the product is just a product of the two smallest eigenvalues ones.
And similarly θ, and its definition imply that θ is product of the two biggest eigenvalues x Mx with M being ρ-matrix. The size of the problem is n = 1024, and parallel (2, c)-nice sampling. We observe the smaller the ρ, the greater the speedup. Also, we see that our estimate of speedup is rather conservative for small values of ρ. Intuitively, the problem should be more difficult as ρ increases since ρ is related to the condition number of M, namely cond(M) = nρ−ρ−1 1−ρ , which is an increasing function of ρ.
α-tridiagonal matrix analysis
There is only a limited number of possible special matrix structures that are simple enough to be parametrized by one parameter, and at the same time function as a useful practical model. We choose to model tridiagonal Toeplitz matrices as the next model class. As the optimization method depends only on the ratio between eigenvalues we scale the matrix such that the diagonal entries are equal to 1. Matrices with a special structure such as banded, pentadiagonal or even tridiagonal matrices occur frequently in finite difference or finite element schemes, and are not only toy examples.
is a α-tridiagonal positive-definite matrix.
Similarly as in the previous section we minimize a quadratic function 1 2 x T(α)x and look at the theoretical speedup that we are able to achieve in Figure 5b . Due to the sparse nature of the matrix, we choose τ -list matrix sampling with τ = 2. The simple structure allows for explicit calculation of E[((T(α))Ŝ) −1 ], which results in pentadiagonal matrix of particular form for which eigenvalues can be efficiently computed algorithmically even for large matrix sizes, or estimated using the following proposition. The dependence, which confirm the Proposition 3, is visualized in Figure 5a . Proposition 3. Let T(α) be a n × n α-tridiagonal (α ∈ [0, 1 2 ]) matrix. Then for 2-list parallel or serial sampling the parameter θ is bounded from above by,
Proof. First we observe that the matrix T t = E[((T(α))Ŝ) −1 ] has a special tridiagonal structure with different elements only in two entries. By multiplying together T(α)T t we obtain matrix whose eigenvalue spectrum is the same as the one of T(α) 1/2 T t T(α) 1/2 , due to cyclic property of λ max . The rest of the proof applies Gershgorin circle theorem [5] , which bounds eigenvalues. The resulting matrix T(α)T t is constant on the diagonal and the inequalities arising from Gershgorin circle theorem are nested, thus, we are left with only one condition in (55).
The Proposition 3 reveals that already in the worst case α = 1 2 , we can show parallel speedup for matrices of size n ≥ 5 even with the crude bound presented. Should, we want to solve large tridiagonal system as min x
2 , we can use Proposition 1 with explicit formula for eigenvalues of tridiagonal matrix from [9] to bound the eigenvalues for any n, λ max (T(α)) ≤ 1 + 2α and λ min ((T(α))) ≥ 1 − 2α. Thus, the bound for θ becomes θ ≤ τ n (1+2α) 2
(1−2α) 2 , which for sufficiently big n leads to theoretical parallel speedup again.
The utilization of PSN for tridiagonal matrices for small problems is unlikely as there exists a very efficient O(n) algorithm known in literature as Thomas algorithm [22] . However similar approaches, as presented here, can be applied to general banded matrices if they have special structure, and the bound on eigenvalues can be provided by analytical means or via Gershgorin circle theorem.
Numerical performance
We performed two experiments to demonstrate the parallelization speedup of the algorithm in practice. We first compare the serial and the parallel method on minimization of respect to x, where X is fully dense, and show superior convergence properties in terms of iteration. We report empirical speedup of the methods in Figure 7 . The θ value for this experiment was handpicked to be 0.7.
Secondly, we compare our parallel method with PCDM. While the PSN was run with specific parallel (τ, c)-nice sampling all the PCDM codes were run with τ c-nice sampling to ensure fair comparison. The PSN algorithm was run with a handpicked value of θ equal to 0.7 in the experiments below. The main comparison of quadratic function minimization as in the previous experiment is presented in Figure 6a . We report moderate improvement on mushroom dataset in Figure 6b .
All artificial data for the dense matrix X and y were generated by sampling standard normal distribution. The experiments were run on Lenovo T450S Intel Core i7 (Broadwell) with 2.6 GHz cores, and the C++ code was compiled with GCC compiler version 5 and directives -O3 -mfma. In addition, we perform a numerical experiment that arises in numerical analysis when solving the heat equation with finite differences using a high-order scheme. Namely, we simulate
). We use the following finite difference scheme to discretize the equations
Rearranging, the equations using the implicit finite difference scheme we arrive at linear system with a penta-diagonal design matrix M to be solved at each time step. In order to estimate the θ, we use Proposition 1 and estimate the bound on condition number using Gershgorin circle theorem which gives us cond(M) ≤ 1.68. Consequently, for 5-list parallel sampling we pick θ = 8.4
n . The optimization process is investigated in Figure 8 , and confirms that the convergence is super-linear in the later stages of the optimization (cca. t > 2 4 ), and that with the increasing number of cores, the speedup achieved is nearly linear.
Empirical Risk Minimization in Parallel Settings
A specific application of this optimization method is optimizing the error function of statistical estimation called Empirical Risk Minimization (ERM). This was the main application area of the algorithm in [12] and [21] among many others. We reproduce for the sake of readers convenience the modifications to ERM formulations needed such that PSN can be directly applied. Many empirical risk minimization (ERM) problems can be cast as minimization of
We assume g is 1−strongly convex with respect to l 2 norm and φ i : R → R are γ i -strongly convex and smooth. The vector a i represents a feature vector of data point i.
Using Fenchel duality theory, we are able to derive a dual optimization problem to the one in (56).
Fenchel conjugate function of g is denoted g * and defined via g * (s) def = sup w∈R d w, s − g(w) in this work. Given this definition, we are able to formulate the dual problem where the solution is equivalent to the primal problem given strong duality holds.
Also, we want to mention that under strong duality conditions the relation between primal and dual variables can be simply expressed as
and consequently w(α * ) = w * where the star denotes the optimal solution to the optimization problems.
Redefining the functions in expression (57) by choosing f (α) = λg * (
and exchanging maximization for minimization, we yield the following problem
where f satisfies the Assumption 1 and ψ i is strongly convex and smooth with the constant 1 γ i n . Thus, we see that the assumptions needed to apply Algorithm 2 are satisfied and we can define a specialized Algorithm 2 for this particular problem.
Due to duality theory, g being 1-strongly convex implies that g * has 1-Lipschitz continuous gradient [1] , and thus ∇ 2 g * (x) I d×d . Consequently, this implies that for f (α) defined via g * we have ∇ 2 f (α) Primal update: w k = ∇g * (ᾱ k )
3:
Generate a random set of sets S k distributed according toŜ 4: for j = 0, . . . , c do Average update:ᾱ k+1 ← α k + 1 nλb c j=1 A h k j 9: end for As we have just applied the previous Algorithm 2 to solve a specific problem in (57), the convergence rates are the same, where we just need to replace M with X in the Theorem 2. We do not present a bound on the duality gap due to technical difficulties, but we conjecture that the bound presented in [12] most likely holds.
Conclusion
We presented a novel way of parallelizing an existing algorithm called stochastic Newton (SN) introduced in [12] , which utilizes curvature information in data, should it be applied to statistical estimation problems, to improve on previous optimization methods. We prove that converge guarantees can be matched or improved over the serial version of the algorithm. The algorithm performs better than its coordinate counterpart parallel coordinate descent method (PCDM) both in theory and in practice. We demonstrated cases when the parallel version enjoys theoretical speedup over serial in special cases.
A Proof of Theorem 2
To handle the tedious expressions in the following theorem, we introduce the following notational shorthands.
X := E[(MŜ) 
Recalling (8) we get
Thus,
We split the last term
