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ABSTRACT
Civil infrastructures, including buildings and energy, lifeline, communication, and transportation
systems, provide significant services and benefits to our communities. These systems need to be de-
signed, constructed, and maintained to sufficiently resist the effects of service and extreme loads to
ensure continuous daily operability and public safety. A solution to increase structural performance
vis-a-vis service and extreme loads is a performance-based design (PBD) approach. The strategy of
PBD is to appropriately size structural stiffness and supplemental damping for a given system to restrict
motion to a prescribed performance. In the case where there are multiple excitations either individually
considered or combined, termed multi-hazard, a PBD approach becomes difficult to implement with
passive strategies as they require a high level of redundancy. Semi-active control systems can perform
over a wide excitation bandwidth, ideal for multi-hazard. However, this technology is not yet widely
accepted by the field nor implemented. Several factors are impeding its application: 1) lack of mechan-
ically reliable damping device with large resisting forces capability; 2) large uncertainty in the dynamic
parameters of large-scale structures; and 3) lack of robust controller for unknown excitations.
In order to enhance acceptability of semi-active control systems in civil field, an intelligent semi-
active control system for multi-hazard mitigation is proposed. This control systems comprises a novel
semi-active friction device and a new data driven controller.
The novel semi-active friction device, termed Modified Friction Device (MFD), has enhanced ap-
plicability compared to other proposed damping systems due to its cost-effectiveness, high damping
performance, mechanical robustness, and technological simplicity. The promise of the MFD has been
shown theoretically before. Its mechanical principle is based on a duo-servo drum brake, which results
in a high amplification of the input force while enabling a variable control force. Here, we fabricate the
first prototype of the MFD and experimentally demonstrate its principle. A three-stage dynamic model
is proposed to characterize its dynamics. The proposed model can be used for performance-based de-
sign and to develop effective control algorithms.
The new data driven controller, termed input space dependent controller (ISDC), is based on real-
xvi
time identification of an embedding that represents the essential dynamics found in the input space,
or in the measurements. The ISDC is an excellent candidate for multi-hazard applications, because it
1) utilizes local and limited measurements only; 2) does not require prior evaluation or training; 3) is
capable of extracting key features from unknown excitation; and 4) adapts to systems nonstationarities.
The intelligent semi-active control system is simulated on two representative structures, one short
building located in Japan, and one tall building located in Boston, MA, with both structures being sub-
jected to non-simultaneous multihazard loads. Various control cases are considered, including passive,
sliding mode and the proposed ISDC. Results show that the proposed semi-active control system can
effectively mitigate all different hazards based on limited and local measurements.
This dissertation is based upon work supported by the National Science Foundation under Grant
No. 1300960. Their support is gratefully acknowledged. Any opinions, findings, and conclusions or
recommendations expressed in this material are those of the author and do not necessarily reflect the
views of the National Science Foundation.
1CHAPTER 1. INTRODUCTION
1.1 Why Semi-Active Control System for Multi-Hazard?
Civil infrastructures, including buildings and energy, lifeline, communication, and transportation
systems, provide significant services and benefits to our communities. These systems need to be de-
signed, constructed, and maintained to sufficiently resist the effects of service and extreme loads to en-
sure continuous daily operability and public safety. In particular, modern construction techniques and
materials enable the construction of lighter structures that results in higher flexibility, thereby increas-
ing wind-induced vibrations, as an example, which may create discomfort and frequent inoperability.
Also, recent extreme events (e.g., hurricanes, tornadoes, gust fronts, storm surges) have demonstrated
the utmost vulnerability of buildings and transportation infrastructures.
A solution to increase structural performance vis-a-vis service and extreme loads is a performance-
based design (PBD) approach. The strategy of PBD is to appropriately size structural stiffness and
supplemental damping for a given mass system to restrict motion to a prescribed performance [19].
Passive control systems, such as tuned-mass damper and base isolation, are now widely accepted by the
field of structural engineering. Symans et al. [123] provide a state-of-the-art review of the commonly
used passive control systems for seismic protection. However, in the case where there are multiple
excitations either individually considered or combined, termed multi-hazard, a PBD approach becomes
difficult to implement with passive strategies as they require a high level of redundancy, as discussed in
early research on passive mitigation of multi-hazard [21, 26]. After installed, the passive control system
is not able to adapt its dynamical properties for different types of excitations. Therefore, passive control
strategies typically have limited performance bandwidth [2, 136, 49], and are restrained to provide
design performance for single types of hazards. For example, a tuned-mass damper (TMD) system
is able to provide considerable structural response mitigation and eliminate large resonance response,
which is a major concern in wind load design. A base isolation system can substantially reduce the
2inertial forces by equivalently decreasing structural stiffness and elongating the fundamental period,
ideal against earthquake excitation. These two passive protection systems are mutually exclusive in
terms of applicability (wind versus earthquake). It follows that the design of a structure against both
wind and earthquake events would require the inclusion of these two damping strategies, which is
unlikely to be economical (ignoring additional issues related to the sub-performance of such combined
systems).
Active control system has the ability of determining the current structure state, deciding the optimal
required force that will change the current state to the desired state and producing the actual control
force to the structure in a short time. Such control systems require large energy to operate, and they
typically are capable of better mitigation performance for a wide range of applications. However, they
are not widely used in structural engineering. Civil structures usually require large control force for
extreme events and result in large energy demand in active control system. It is not feasible to design
an active control system that can deliver a large force with the constraint on energy demand. The main
challenges impeding the widespread of active control systems in civil engineering will further explained
in Chapter 2.
Semi-active control system is the most recent evolution in structural control since the 1980s and
it combines both the benefits of active and passive control systems. Typically, it consists of two main
components: 1) internal controller, a decision system that decides the required optimal force based on
received structural response; 2) damping device, a mechanical energy dissipation device that produce
a control force with adjustable mechanical properties. Compared with passive control systems, semi-
active control systems can perform over a wide excitation bandwidth and have considerable economic
benefits. For instance, Laflamme [68] has shown that the use of semi-active damping systems as re-
placement of passive viscous damping systems installed in an existing high-rise building located in
Boston, MA, would result in savings in the order of 20% to 30% in the cost of the damping system.
Compared with active control systems, semi-active control systems cannot add energy to a system and
will therefore never destabilize the controlled structure.
Despite that some economic and technical advantages have been discussed in some studies, the
semi-active control system is not yet widely accepted by the field nor implemented. In Section 1.2,
we will discuss current semi-active control challenges and factors which impede its application. Our
3solution for these obstacles will be introduced in Section 1.3 along with our contributions to the field.
Section 1.4 concludes this chapter with the organization of the dissertation.
1.2 Current Semi-Active Control Problems
In this section, we will explain the main obstacles in the application of semi-active control system
for multi-hazard mitigation, including challenges of mechanical device and controller design.
1.2.1 Obstacles in Mechanical Device Design
The most notable obstacles in mechanical device design are as follows.
1. Mechanical reliability
Mechanical reliability is the major concern for structural control. Failure of mechanical device
will lead to a high risk of daily operability and public safety. For example, Magentorheological
(MR) damper is the most popular semi-active damping system and has been used in large-scale
applications at the early stage. However, Avraam [8] mentioned that some chemical issues, such
as sedimentation, will occur and impede the MR damper’s performance if it has not been activated
for a long period of time. Also, there is no detail life cycle estimation of MR damper in the
literature, especially on its main components. MR damper may experience fluid leakage issue
around its seal over the design period of a civil structure, resulting in numerous damper failures
[71]. Therefore, the implementation of semi-active devices in structures is mainly impede by
mechanical reliability obstacle.
2. Large resisting forces capability
Civil structures generally require large control forces for natural hazard mitigation. There are
very limited number of semi-active control systems capable of producing high damping force, es-
pecially in semi-active friction device. To the best knowledge of the authors, the largest damping
capacity of semi-active friction device was 25 kN, proposed by Narasimhan et al. in Ref. [94].
There is a need to develop a cost-effective, mechanically reliable and robust semi-active device with
large damping capacity to enhance structural operability and resiliency.
41.2.2 Challenges in Controller Design
The fundamental challenges in designing a controller for multihazard mitigation in civil structures
include:
1. Large uncertainties in the dynamic parameters and unknown excitations in the case of a multi-
hazard framework
It is hard to accurately estimate dynamic parameters in large-scale structures (e.g., mass, damping,
stiffness), and excitations are difficult to predict (e.g., earthquakes) and sometime not measurable
(e.g., wind). These uncertainties and unknowns directly affect the performance of a controller.
2. Limited measurements with probabilities of sensor failure
It is unrealistic to design a controller based on full-state feedback given the size of a structure.
Also, some sensors are likely to fail given the long service time of control systems. A controller
needs to rely on limited measurements, and be robust with respect to sensor failure.
3. Immediate performance requirements
In the case of severe excitations (e.g., hurricanes, earthquakes), controllers have limited time to
adapt parameters and are expected to perform immediately.
4. Unavailable sets of input-output data during design
Input-output data sets are unavailable for pre-tuning or pre-training of controllers. One can only
use a model, which may have large levels of inaccuracies (as explained above). Controllers should
therefore be highly adaptable from the first sets of tuned parameters, or be capable of learning
from experience despite the immediate performance requirements listed above.
There is a need to design a robust controller that can automatically adapt to different types of
excitations based on limited knowledge and limited feedback from uncertain system.
1.3 Proposed Semi-Active Control System & Contributions
The main objective of this dissertation is to develop an intelligent semi-active control system for
improving resiliency of civil infrastructure subjected to mutli-hazard. Its mechanical reliability, large
5damping capacity, and high adaptive capability will be essential to its acceptance by the fields of struc-
tural engineering and construction. Note that an intelligent system stands for a system that can automat-
ically adapt its behavior to conform to new environments and the term intelligent refers to the adaptive
capability of the system.
Following the discussion on the current semi-active control system challenges, we believe that there
is a need to develop both a new mechanical device and a new type of controller. Therefore, the pro-
posed intelligent semi-active control system consists of a novel variable friction device, capable of
large damping forces on low power using mechanically reliable technologies, and a new data driven
controller, tailored to control structures subjected to multi-hazard. Firstly, we utilize the concept of
an existing novel variable friction device and fabricate the prototype to verify its technical viability.
Subsequently, we propose a new friction dynamic model to characterize the dynamic of this device.
Furthermore, we develop a new data driven controller to ensure robust and high performance of the
device for multi-hazard mitigation. Lastly, we simulate the intelligent semi-active control system on
two existing structures and evaluate its multi-hazard mitigation performance. The main contributions
of this dissertation are described as follows and summarized in Table 1.1:
1. Contributions in the fabrication of semi-active mechanical device
The novel variable friction device, termed Modified Friction Device (MFD), is a variable ro-
tary friction device based on existing duo-servo drum brake technology and leverages the self-
energizing feature of the brake to amplify the actuation force. Its mechanical reliability has been
proved by wide applications in automobile for decades. This device was proposed by Laflamme
et al. and the promise of the MFD has been shown theoretically in Reference [68]. In this disser-
tation, we fabricate the first prototype of the MFD by modifying an actual car brake and verify
the technical viability. This prototype enable the MFD to move easily into practical application.
2. Contributions in characterizing rotary friction mechanisms
The proposed dynamic model is a three stages dynamic model. A LuGre friction model is used
to model the typical friction dynamic, and two pure stiffness regions to characterize the particular
discontinuity dynamic feature of the due-servo drum brake. This feature can also be founded in
other type of rotary friction device [28]. The model is the ideal candidate for characterizing the
6friction mechanisms of rotary friction device and evaluating its performance by simulation in a
large scale structure.
3. Contributions in controller design
The idea of selecting proper input space in the construction of controllers was first proposed
by Laflamme et al. [69]. In this dissertation, we continue the study of input space selection
and develop a new data driven controller using the proposed input selection strategy. The new
controller, termed Input Space Dependent Controller (ISDC), is a data driven controller with high
adaptive capabilities based on real-time identification of key features found in the input space (i.e.,
sensors measurements) produced by multi-hazard excitations. It is novel because of its capability
to update its input space, where the ISDC extracts essential dynamics of unknown system using
limited observations only. The adaptive control rules in ISDC also allow itself learning from
experience in order to provide a better control performance.
4. Contributions in simulations of controlled structures for multi-hazard mitigation
The intelligent semi-active control system is simulated in two different types of buildings sub-
jected to multi-hazard. We propose a new design procedure for simulations of structural systems
equipped with the control system subjected to multi-hazard. This design methodology include
performance based design of damping systems and multi-hazard excitation design. The objective
is to investigate the performance of proposed semi-active control systems at mitigating vibrations
of different natures. The proposed simulation methodology can also be used for performance
investigation of any control systems for multi-hazard mitigation purpose.
Table 1.1: Classification of contributions in the proposed semi-active control system
object novelty problem addressed contribution field
mechanical device first prototype of MFD practical application mechanical damping device
friction model 3 stage dynamics discontinuity feature in rotary friction friction modeling
controller ISDC algorithm unknown excitation structural control
& limited measurement
simulation design procedure damping system design control system evaluation
& multi-hazard excitation design
71.4 Organization of the Dissertation
The thesis is organized as follows.
Chapter 2 reviews modern semi-active control systems and discusses their application in civil struc-
ture. This chapter introduces the prototype of a novel semi-active friction device, termed Modified
Friction Device (MFD), and proposes a new 3 stage friction model to characterize its dynamics.
Chapter 3 discusses modern control theories and their challenges for structural control. The main
contribution in this chapter is a new data driven controller termed Input Space Dependent Controller
(ISDC). The controller can extract essential features from unknown systems using limited measure-
ments only and calculate the optimal required control force for mechanical device.
Chapter 4 simulates the MFD integrated with the ISDC on two representative structures subjected
to multi-hazards and discusses the key results of the simulation.
Chapter 5 concludes the thesis.
Fig. 1.1 schematizes the organization of the dissertation.
Figure 1.1: Organization of the dissertation.
8CHAPTER 2. MODIFIED FRICTION DEVICE
2.1 Introduction
In the chapter 1, we described the concept of our proposed intelligent semi-active control system.
It is separated into two components: 1) a novel large capacity mechanical device; and 2) a new data
driven controller. In this chapter, we will introduce our contribution in mechanical damping devices by
fabricating the first prototype of a novel semi-active friction device and modeling its dynamics. The de-
vice, termed Modified Friction Device (MFD), has enhanced applicability compared to other proposed
damping systems due to its cost-effectiveness, high damping performance, mechanical robustness, and
technological simplicity. The theoretical concept of MFD was first proposed by Laflamme et al. [71]
and its mechanical principle is based on a duo-servo drum brake, which results in a high amplification
of the input force while enabling a variable control force. We will verify the technical viability of the
MFD by constructing a first prototype by modifying an actual car brake and characterizing its friction
behavior, which has never been reported for car brake systems. Before discussing the characterization
of the MFD a short review of control devices used in civil structures is provided.
Typically, structural control systems can be divided into three categories: passive, active and semi-
active control system. Symans & Constantinou [124] used a black diagram describing these three
major classes of control systems, as shown in Fig. 2.1. Passive control system provide control force
based on structure response and do not require external energy input, as shown in Fig.2.1 (a). Passive
control devices can also be simply classified in two categories: rate-dependent devices (e.g. viscous
fluid, viscoleastic solid dampers) and rate- independent devices (e.g. metellic and friction dampers).
Symans et al. [123] provided a review of different types of passive control devices and listed in Table
2.1. Despite their ease of implementation, passive control systems typically have limited performance
bandwidth [2, 136, 49], and are therefore restrained to providing design performance for single types of
hazards.
9Figure 2.1: Block diagram of structural control systems [124]: (a) passive control system, (b) active
control system and (c) semi-active control system.
Active control system contains electrohydraulic or eletromechanical actuator for producing control
forces to reduce structural motion, as illustrated in Fig. 2.1 (b). It can achieve exacting performance re-
quirements over a wide range of excitations since it necessitates power to operate actuator, which power
is used to adapt the devices parameters. However, they are not widely used in structural engineering.
Obstacles impeding their application are as follows [132, 70] :
• High power requirements.
Active control system typically requires a large power source for actuator to produce large control
force and it is expensive to operate during a long wind event, affecting their cost performance
effectiveness.
• Unpredictable controller robustness.
Unlike passive control system, active control system may add energy to the system under extreme
events (e.g. strong winds, hurricanes, earthquakes) resulting in destabilizing the structure and
risking public safety.
• Possible actuator saturation
10
Actuator saturation will cause the controller wind up the actuator and result in degraded perfor-
mance, system instability and mechanical damages.
Semi-active control system utilize a mechanical device to generate the damping force determined
by the controller. Since it use energy to operate the controller only, semi-active control system requires
a low level of power source, as shown in Fig. 2.1 (c). The semi-active control system was first applied
to structural engineering in 1983 [54] and has been widely accepted by researchers [116]. Since semi-
active control system overcome the numerous drawbacks of active control systems and preserve a high
level of mitigation efficiency, it will be our primary choice for developing structural control systems to
enhance structural operability and resiliency under multiple hazards.
In this chapter, Section 2.2 provides reviews of proposed semi-active control system in the litera-
ture. Section 2.3 introduces the Modified Friction Device, provides the theoretical background on the
MFD and discusses the fabrication of the prototype. Section 2.4 reviews dynamic friction models in
the literature and presents the new 3-stage dynamic model for the MFD. Section 2.5 identifies the pa-
rameters of the 3-stage dynamic model by subjecting the prototype to harmonic excitations at 0.05 Hz
and 0.50 Hz and validates the model by subjecting the device to two different earthquake excitations.
Section 2.6 concludes the chapter.
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Table 2.1: Summary of passive control systems [123]
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2.2 Semi-active Control System
As we discussed in the previous section, semi-active control systems can have considerable eco-
nomic benefits over active control systems due to their low energy requirements and perform a wide
excitation bandwidth in comparison with passive control system. Therefore, we will focus on the study
of semi-active control devices. Typically, semi-active control devices can be divided into four classes
[19]: variable orifice device, variable stiffness device, controllable fluid device and variable friction
device. The MFD belongs to the category of variable friction device and will be introduced in next
section. Before, these four types of devices are reviewed.
2.2.1 Variable Orifice Device
Figure 2.2: Schematic of a variable orifice device [116]
Variable orifice device is the typical device of semi-active hydraulic devices utilizing variable orifice
valves for controlling the flowing fluid force, as show in Fig. 2.2. When the valve is closed the device act
as a stiffness element and when the valve is open the device become a controllable viscous damper. The
valve position will determine the resistant force from the flowing fluid. Sack & Patten [106] conducted
an experimental study for energy dissipation of vehicle traffic by controllable orifice dampers in a
single-lane model bridge. Kobori et al. [66] investigated a full scale variable orifice damper in a semi-
active variable stiffness system at the Kobori Research Complex and showed that the device has great
effectiveness of structural response mitigation. Luca & Pastia [81] performed analytical and numerical
studies of variable orifice dampers in a single degree of freedom for seismic protection of structures.
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In applications, the variable orifice device is first applied in a bridge on interstate highway I-35 for
a full scale experiment in 1998 [100], as show in Fig 2.3. After two years, the world’s first smart base
isolated 9 story building installed with variable orifice devices was constructed in Tokyo, Japan [43].
In this building, variable orifice devices are used for preventing large deformation from base isolators
under extreme events.
(a) (b)
Figure 2.3: First full-scale application of variable orifice device in the US [117]: (a) installation; and
(b) variable orifice device.
2.2.2 Variable Stiffness Device
As their name suggests, the principle of variable stiffness device is to adapt structural resonant
frequency by varying its stiffness element. Although variable orifice device can also generate different
stiffness by opening and closing the valve, the stiffness cannot be varied in different levels. Variable
stiffness device can modify its stiffness continuously and smoothly to achieve desired state of structural
frequency.
Nagarajaiah [92] developed a semi-active variable stiffness (SAIVS) control device for earthquake
and wind storm mitigation. Figure 2.4 shows the SAIVS device; it consists of four spring elements with
four pivot joints (joint 1-4) arranged in the vertices of a rhombus configuration. A linear electromechan-
ical actuator which has one side fixed in the ground and one side connected to one joint (joint 1) is used
for pulling or pushing joint 1 to required position, resulting in varied stiffness from the change of spring
element angles. Narasimhan & Nagarajaiah [93] further developed a short time Fourier (STF) trans-
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Figure 2.4: Schematic of a SAIVS device [93]
formation control algorithm for the SAIVS to achieve better mitigation performance in base isolated
buildings.
Recently, Ghorbani-Tanha et al. [40] designed a semi-active stiffness (SAVS) device and proposed
formulations for its application in a semi-active tuned vibration absorber. The 3D and 2D views of
SAVS are shown in Fig. 2.5 (a) and (b). The SAVS is a rectangular cross section fixed-end elastic
beam and contains free rotational degrees of freedom at two supports, as illustrated in Fig. 2.5 (a). It
can adapt its stiffness smoothly by rotating the beam to the desired angle using electric motors at the
ends and produce resistance force against the loading in the middle of beam, as shown in Fig. 2.5 (b).
Ghorbani-Tanha et al further installed SAVS in a semi-active tuned vibration absorber and showed the
effectiveness of the SAVS, as shown in Fig. 2.6 (a) and (b).
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Figure 2.5: Semi-active stiffness (SAVS) device [40]: (a) 3D view; and (b) 2D view.
Figure 2.6: Application of SAVS in a semi-active tuned vibration absorber [40]: (a) : schematic repre-
sentation; and (b) 3D view.
2.2.3 Controllable Fluid Device
As we discussed before, variable orifice devices employ controllable valves to change the damping
force. However, these valves usually are electrically controlled and lack of mechanical reliability [118].
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Controllable fluid devices overcome this issue by utilizing special fluids in a fixed orifice damper and
contain no moving mechanical parts but only the fluid. These special fluids typically contains silicon
or oil mixed with ferric ion particles which can be polarized using an electric or magnetic field [19].
Fluids activated by electric field are termed electrorheological (ER) and ones activated by an magnetic
field are termed magnetorheological (MR). Damping force of controllable fluid device are varied by
adapting fluid properties of ER or MR. The schematic of controllable fluid device is shown in Fig. 2.7.
Figure 2.7: Schematic of controllable fluid device [118].
MR fluids has been shown more reliable than ER fluids for civil engineering applications due to
its large yield stress and low power requirement [62]. It gained more popular in the development of
damping devices. Spencer et al. [62] first designed a Magnetorheological (MR) damper that use MR
fluids to produce damping force, as shown in Fig. 2.8. Subsequently, numerous researches focus on
enhancing the MR damper capacity were conducted. In 2002, Yang et al. [134] developed and tested
a 200 kN capacity MR damper using maximum 50W power input. After one year, Fujitani et al. [36]
proposed a 400 kN MR damper for a real base-isolated building. Recently, Tu et al. [129] designed and
tested a 500 kN capacity MR damping utilizing maximum 200W power input.
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Figure 2.8: Cross section of an MR damper [62].
2.2.4 Variable Friction Device
Variable friction devices, which is our primary focus, will be introduced in this subsection. Variable
friction devices proposed for control of civil infrastructure are primarily composed of a friction pad and
an actuator. The additional controllability is provided by an actuation system that varies the normal
force applied on the friction mechanism. These devices can be simply categorized by different types of
actuator. Examples of actuators include hydraulic [63], pneumatic [131, 85], electro-magnetic [136, 78],
electro-mechanical [94, 64] and piezoelectric [16, 79, 30, 133].
Most of proposed variable friction devices focus on enhancing resisting force capability for the
large-scale applicability. Agrawal et al. [2] developed a semi-active electromagnetic friction damper
(SAEMFD) of 20 KN maximum force which consists of one friction pad and two steel plate, as shown
in Fig. 2.9. The normal force is adjusted by changing the electric current at the plate. Narasimhan et al.
[94] introduced a new semi-active variable friction device (SAIVF) which also has 25 KN maximum
damping force, as shown in Fig. 2.10. This device is designed based on existing variable stiffness
device (SAIVS) mechanism which was introduced in Section 2.2.2. The difference is that SAVIF add
four friction elements in parallel with four spring elements and damping force is mainly contributed by
friction elements instead of spring elements. Lu et al. [79] investigated a piezoelectric friction device
(PFD) of 2 KN damping capacity which contains one friction bar and two friction pads. Recently, Dai
et al. [24] developed and tested a electromagnetic friction damper (EFD) of 2.84 KN damping capacity
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with 12 V power input. Figure 2.11 show the geometric design and prototype of EFD. The friction force
is controlled and varied by the electromagnetic force from the electromagnet plate.
Figure 2.9: Semi-active electromagnetic friction damper (SAEMFD) [2].
Figure 2.10: Analytical model semi-active variable friction damper (SAVIF) [94].
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Figure 2.11: Electromagnetic friction damper (EFD) [24]: (a) geometric design; and (b) prototype
2.3 Fabrication of Modified Friction Device
As we discussed in previous section, numerous researchers have developed new types of semi-
active device and showed the great potential of semi-active control strategies at mitigating structural
vibrations. However, most of proposed devices fail at integrating mechanical robustness, electrical reli-
ability, large resisting force capability, and effective control, which impedes the large-scale applicability
of the proposed damping mechanisms.
In this section, we describe an existing novel variable friction device that overcomes most of those
practical obstacles to implementation and fabricate its first prototype. The device, termed Modified
Friction Device (MFD), has enhanced applicability compared to other proposed damping systems due to
its cost-effectiveness, high damping performance, mechanical robustness, and technological simplicity.
Its mechanical principle is based on a duo-servo drum brake, which results in a high amplification of
the input force while enabling a variable control force. Before we study its dynamic behavior, we will
provide the theoretical background on the MFD. Subsequently, the fabrication of the prototype will be
discussed in this section.
2.3.1 Background
The MFD is designed to dissipate energy via friction developed by the contact of braking shoes onto
a drum. Fig. 2.13 shows a schematic representation of the MFD showing the internal components (Fig.
2.13 (a)) and the diagram of forces (Fig. 2.13 (b)). This friction dynamics of the MFD is described in
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details in Ref. [71]. Briefly, the actuation force W = pA, where p is the actuation pressure and A the
area of the actuator, acts on the braking shoes (the thick blue line in Fig. 2.13 shows the shoes’ lining)
to create normal forces Ni on shoes i = 1,2, which in turn generate friction forces fi, with the total
friction force F = f1+ f2. Installed in a vertical configuration, the MFD is designed to sit on two short
support legs that produce opposite forces Fleg to counteract the moment produced by the friction forces.
Fig. 4.6 illustrates two possible configurations of the MFD installed within a bracing scheme. The
first one is a chevron bracing configuration, and the second one is a toggle bracing configuration. The
toggle bracing configuration has the advantage of largely amplifying the movement of the floor drift
transmitted to the damping device, which would allow the MFD to attain the Coulomb friction faster,
but is more expensive to install [127]. For both configurations, the floor drift δ = x/H is transformed
into rotational displacement θ of the MFD using
y= θr (2.1)
where x is the translational displacement of the floor, H is the height of the floor, y is the tangential
displacement of the drum, and r is the radius of the drum.
For the chevron configuration (Fig. 4.6 (a)), y= x, giving:
θ =
δH
r
(2.2)
Ref. [56] provides the analytical solution relating δ to y for the toggle configuration shown in Fig.
4.6 (b). For small angles, it can be shown that [20]:
y=
sinα1
cos(α1+α2)
x (2.3)
or
θ =
sinα1
cos(α1+α2)
δH
r
(2.4)
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Eq. 2.2 and 2.4 provide an approximate linear relation between θ and δ , which can be used in
performance-based design to size the damper [19]. For example, the approximate stroke of the MFD
in a chevron configuration under a story drift δ = 0.02 rad provoked by a maximum considered earth-
quake level would be θ = 0.56 rad for a floor height H = 14 ft and drum radius r = 6 in. This is
equivalent to a circumferential displacement of 3.36 in, which is substantially beyond the full friction
development length of the prototype under study. The performance of the device can be optimized un-
der a performance-based design approach [19] by altering the geometry of the damper and the bracing
system.
(a) (b)
Figure 2.12: MFD placement within bracing systems: (a) chevron configuration; and (b) toggle config-
uration. Red arrows illustrate displacement.
A duo-servo vehicle brake exhibits a gap between the anchor pin and the shoes, which is a necessary
feature to provide continuous self-energizing throughout both shoes. The self-energizing mechanism
amplifies the actuation force W by a factor C for a total friction force F = CW . It is a result of a
static moment generated from the position and geometry of the shoes with respect to the drum. As
the drum rotate and the braking mechanism is applied, the drum gradually drags the shoes along the
circumference which produces an increasing friction force, as shown in Fig. 2.14. Pmax is the maximum
pressure caused by self-energizing effect. The amplification factorC is a constant that can be calculated
using the following equation [82]:
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C =
µ(a+b)
a
√
1+µ2−µr [1+(
a+ r
r
√
1+µ2
1−µ )]−
a+b
r
µ
1−µ (2.5)
where µ is the friction coefficient of the lining material, r is the radius of the drum, a is the distance
between floating link and center of the drum, and b is the distance between actuator and center of the
drum.
(a) (b)
Figure 2.13: Schematic representation of the MFD: (a) internal components; and (b) diagram of forces
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Figure 2.14: Self-energizing effect distribution for duo-servo drum brake
2.3.2 Prototype
A prototype of the MFD has been fabricated by slightly altering an automotive car brake due to
the readily availability of the mechanical components. The drum brake has been rotated under constant
hydraulic pressure during several hours in both directions to wear the lining surface, in order to produce
friction forces of similar magnitude in both forward and backward directions. The drum was mounted
on a structural steel C-section to allow a vertical axial loading configuration. In this particular setup,
torsion is negligible, and the moment generated by the friction force is counteracted by the moment
generated in the fixture’s legs, as shown in Fig. 2.13(a). A similar configuration could be used to
install the MFD in a structural system, for instance within a diagonal bracing element. The force W is
generated by a hand-operated hydraulic actuator. Note that in a typical installation, a pneumatic actuator
could be used. The dynamic interaction actuator-brake is out-of-the-scope of this thesis. A picture of
the built prototype is shown in Fig. 2.15.
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(a) (b)
Figure 2.15: Prototype of the MFD: (a) front view; and (b) side view
2.3.3 MFD capacity
The braking mechanism has been modified to increase bi-directional performance. The self-energizing
action is typically biased in one direction in a car brake application through the use of less friction ma-
terial on the leading shoe. Consequently, the area of the friction on the leading shoe has been increased
to provide equivalent area on both shoes. The contact area has also been increased to improve on the
friction capacity by rotating the drum brake under hydraulic pressure during several hours in both direc-
tions to wear the lining surface and increase the contact area [33]. Fig. 2.16 shows the improvement on
the friction force for different levels of wear. The capacity increases with wear, but the initial friction
decreases most likely due to the increase in smoothness of the friction surface. Measurements of friction
force were obtained from static tests of the MFD under varying conditions of wear. Hydraulic pressure
was applied to the MFD, while a displacement of 0.5 inch per minute was applied on the brace.
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Figure 2.16: Increase of friction force via wear
2.4 Dynamic Characterization of MFD
The characterization of the MFD presented in this section is conducted in an MTS 810 material
testing system via a single and repeated harmonic test performed at a frequency of 0.5 Hz, amplitude
of +/- 1 inch, 1500 psi hydraulic pressure corresponding to approximately 50% of the braking capacity,
over 20 cycles per test. The details of dynamic test will be explained in next section and the objective in
this section is to establish a preliminary dynamic model capable of characterizing the dynamic behavior
of the MFD. In this section, a 3 stage dynamic model based on a modified LuGre model is proposed.
The proposed 3 stage dynamic model for MFD will also be validated in next section using nonstationary
excitations. Before we introduce our 3 stage dynamic model, we will review some theories of friction
dynamic model in the first subsection. After that, our proposed 3 stage dynamic model will be described.
2.4.1 Friction Phenomena
2.4.1.1 Coulomb friction
Friction phenomena is a complex process involving multi-asperity contact, normal forces in sliding
interface, thermal effects, wear phenomenon, sliding velocity, time of loading and so on. The classic
principles of sliding friction were discovered by Leonardo daVinci. Also, it has been studied by several
scientists such as Guillaume Amontons, Leonhard Euler and Coulomb [29]. Coulomb found that the
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friction force is opposite to the direction of sliding velocity but no relate to the magnitude. The basic
Coulomb friction is based on three assumptions [18]:
• The total friction force is proportional to the normal forces in sliding interface.
• The total friction force is not relate to the contact area of interface.
• The total friction force is independent of the sliding velocity for small sliding velocity case.
2.4.1.2 Kinetic and static Friction
Two regimes of friction force are the static friction force and the kinetic or Coulomb friction force.
The static friction force Fs is the friction force between two solid bodies not sliding to each other.
Based on Coulomb friction law, it can be calculated by multiplication of the normal forces by the static
friction coefficient µs. The relation between the static friction force Fs and the normal force N can be
represented as:
Fs = µsN (2.6)
The kinetic or Coulomb friction force Fc occurs between two objects sliding to each other. It also
can be calculated by multiplication of the normal forces N by the kinetic friction coefficient µc.
Fc = µcN (2.7)
These two type of friction coefficients are both material- and system-dependent [10].
2.4.1.3 Stick-slip motion
Stick-slip motion is a common occurrence at the sliding motion. It arises when the static friction
coefficient µs is much greater than the kinetic friction coefficient µc and the condition for this phe-
nomenon is under a low sliding velocity. During the stick-slip motion, there is no relative velocity
between sliding interface and energy is stored due to the elasticity of the objects. The friction force F
contains stick-slip motion can be expressed as:
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F =
 Fs if v= 0Fcsgn(v) otherwise (2.8)
Where v is the velocity and sgn is the sign or signum function:
sgn(v) =

−1 if v< 0
0 if v= 0
1 if v> 0
(2.9)
2.4.1.4 Stribeck effect
By measuring the velocity dependence of friction in ball bearings, Stribeck found that friction force
decreases due to the increase of velocity in certain velocity regimes [121]. This phenomenon is termed
as Stribeck effect. In recognition of his contribution, the characteristic curve of the coefficient of friction
versus speed is also called the Stribeck curve [80]. The Stribeck effect is explained in the typical force-
velocity loop of friction behavior, as shown in Fig. 2.17. It show that the friction force will drop from
static friction force to kinetic friction force continuously in a small velocity regime once the velocity
change sign.
Figure 2.17: Stribeck effect in force velocity loop of friction mechanism
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2.4.2 Existing Dynamic Friction Models
2.4.2.1 Dahl model
Dahl [23] first started to model friction behavior in the oscillation of a pendulum supported by ball
bearings. He founded that the bearing friction has similar behavior as solid friction and developed a
simple model inspired by the stress strain curve in classical solid mechanics. The Dahl’s model has the
form
dz
dt
= v− α|v|
Fc
z
F = αz
(2.10)
where α is a constant, z is a variable and x, v are the displacement and velocity, respectively.
The Dahl model contains many essential features of friction phenomenon and has been used widely
in simulation of friction, particularly in precision pointing systems [61]. However, since the Dahl model
does not capture the stick-slip motion and Stribeck effect, it will not be suggested for characterizing the
MFD dynamic.
2.4.2.2 The Bristle model
Haessig & Friedland [46] proposed a bristle model which capture both the microslip and macroslip
regimes of friction between two surfaces. When two objects make contact through elastic bristles, the
bristles will deflect like a spring and gives rise to the friction force. The friction force F has the form:
F =
n
∑
i=1
αb(xi−bi) (2.11)
where N is the bristles number, αb is a constant, xi is the relative position between the contact surface
and ith bristle in the location bi.
Although the bristle model captures the random phenomenon for the irregular forms of surfaces, it
is hard to simulate the bristle model because of its complexity. Also, lack of damping in the bristles
may lead to oscillatory when the object moves in sticking [97].
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2.4.2.3 The LuGre Model
The LuGre model was first developed by researchers at the Lund Institute of Technology in Sweden
and the university of Grenoble, in France [25]. It is selected to characterize the MFD dynamics due to
its capability to accurately simulate the Stribeck effect and rate dependance of the friction phenomenon
[97]. The LuGre model has been applied to a wide range of systems, including other type of semi-
active devices, such as the magnetorheological damper [59]. The LuGre model of friction force F has
the form:
F = σ0z+σ1z˙+σ2x˙
z˙= x˙−σ0 |x˙|g(x˙)z
(2.12)
where σ0 represents the aggregate bristle stiffness, σ1 microdamping, σ2 viscous friction, z an evolu-
tionary variable, x and x˙ the displacement and velocity, respectively, and g(x˙) a function that describes
the Stribeck effect:
g(x˙) = Fc+(Fs−Fc)e−(
x˙
x˙s
)2 (2.13)
In Eq. 2.13 x˙s is a constant modeling the Stribeck velocity, Fs the magnitude of the Stribeck effect,
and Fc the Coulomb friction force.
2.4.3 3-Stage Dynamic Model
The operational performance of the MFD over a full forward and backward motion is characterized
by friction dynamics over most of the rotation. The presence of a gap between the anchor pin and
braking shoes, as discussed above and shown in Fig. 2.13, is responsible for a discontinuity in the
friction dynamics when the rotation is reversed. Upon rotation, the leading shoe sticks to the drum until
it hits the anchor pin. During this process, the MFD behaves like a stiffness element. Once the leading
shoe hits the anchor pin, there is a rapid build up in the resisting force, until the friction dynamics is
recovered. A typical response of the MFD over an harmonic excitation period is shown in Fig. 2.18 to
illustrate these dynamic stages (taken at ± 1 in, 0.05 Hz, and 1200 psi constant pressure input). The
proposed dynamic model to characterize the behavior of the MFD is as follows:
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• Stage 1 (Node 1 −→ Node 2) - the system is in a typical dynamic friction mode. The friction
force F1 is characterized using a LuGre friction model. This stage occurs until rotation is reversed
and the friction force is lost.
• Stage 2 (Node 2 −→ Node 3) - braking shoes are sticking to the drum. The linear force F2
is characterized as being proportional to a stiffness element k2. This stage occurs over a drum
displacement d2.
• Stage 3 (Node 3 −→ Node 1) - one braking shoe is anchored at the anchor pin, and there is a
rapid force build up. The force build up is coming from the shock when the braking shoes hit the
anchor pin which generate the stiffness. The force F3 is characterized as being proportional to a
stiffness element k3. This stage occurs over a drum displacement d3.
(a) (b)
Figure 2.18: Dynamic response of the MFD under hydraulic pressure of 1200 psi: (a) force-
displacement plot (0.05 Hz); and (b) force-velocity plot (0.05 Hz).
A smooth transition region between these stages is introduced. It consists of a C∞ function of the
following type [70]:
m(x) =
1
1+ e−
γ1(x−x0)
γ2
(2.14)
where x0 is the reference displacement of the new stage, and γ1, γ2 are constants. Consider the transition
from stage i to stage j. The total force F is given by
31
F = (1−m(x))Fi+m(x)Fj (2.15)
Using LuGre model, the resisting friction force F during stage 1 is defined based on Eq. 2.12. Due
to the surface irregularities, friction coefficients are different between forward and backward rotations,
as evidenced in Fig. 2.18, where the maximum and minimum forces have difference values. Fs and
Fc are allowed to take two different values whether the brake rotates forwards (Fs,fwd and Fc,fwd) or
backwards (Fs,bwd and Fc,bwd).
2.4.4 Model Parameters
The parameters used in the characterization of the MFD are listed in Table 2.2. Note that friction
forces (Fs,fwd, Fc,fwd, Fs,bwd and Fc,bwd) and the aggregate bristle stiffness σ0 are dependent on the input
pressure. The linear function governing their behavior is also shown in Table 2.2. No parameters in the
model are taken as frequency-dependent.
Table 2.2: Parameters of the MFD dynamic model
pressure
parameter stage dependence
Fc,fwd 1 Fc,fwd =Cc,fwdp
Fc,bwd 1 Fb,fwd =Cb,fwdp
Fs,fwd 1 Fs,fwd =Cs,fwdp
Fs,bwd 1 Fb,fwd =Cb,fwdp
σ0 1 σ0 = ασ0 p+σ0|p=0
σ1 1 none
σ2 1 none
k2 2 none
k3 3 none
d2 2 none
d3 3 none
γ1 1-3 none
γ2 1-3 none
where p is the input pressure, and Cc,fwd, Cc,bwd, Cs,fwd, Cs,bwd, and ασ0 are constants.
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2.5 Model Identification and Validation
2.5.1 Identification of Model Parameters
2.5.1.1 Methodology
The identification of the model parameters was conducted by subjecting the MFD to harmonic
excitations of 1 in amplitude at low frequency (0.05 Hz) and higher frequency (0.50 Hz). Five different
pressures (force inputs) were tested: 0, 500, 800, 1200, and 1500 psi, where 1500 psi corresponds
approximately to the actuator’s maximum capacity (100% force), for a total of 10 tests. Tests were
displacement-controlled, induced by an MTS 810 material testing system. Force and displacement data
were recorded by the MTS data acquisition system at a 100 Hz sampling rate. The experimentally
measured motion signals were used as input for the dynamic model. The experimental setup is shown
in as shown in Fig. 2.19. Each test was ran over 10 cycles. The characterization of the parameters is
based the average value of all cycles. The model characterized in this section will later be validated
under a wider range of displacements and velocities by subjecting the device to earthquake excitations.
2.5.1.2 Experimental Results
The model parameters for the proposed three-stage dynamic model were identified by minimizing
the fitting error between experimental data and the dynamic model. The parameters are identified by
minimizing the performance function J, which is taken as the error between the estimated friction force
Fˆk from the model and the experimental friction force F for each test k:
J =‖ Fˆk−Fk ‖2 (2.16)
where ‖ · ‖2 is the 2-norm. This minimization is conducted in MATLAB by using the command
fminsearch and using different arbitrary (and physically realistic) initial conditions. The parame-
ters defining the pressure-dependence are obtained by a linear fit of the values obtained at different
pressures.
Tables 2.3 and 2.4 list the values obtained experimentally (exp.) and from the optimized model
for both low (2.3) and higher (2.4) excitation frequencies. The experimental value for σ0 could not
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Figure 2.19: Experimental setup
be obtained under 0 pressure due to the relatively high level of noise in the very small force output
measurements. Its analytical value (model) was obtained by linear interpolation.
Fig. 2.20 are plots of the forces obtained from the laboratory experiments and the optimized model,
under both 0.05 Hz and 0.5 Hz.
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(a) (b)
(c) (d)
(e)
Figure 2.20: Comparison of model values and test values: (a) Fc,fwd; (b) Fc,bwd; (c) Fs,fwd; (d) Fs,bwd; (e)
σ0.
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Table 2.3: Pressure dependent model parameters: results from 0.05 Hz.
0 psi 500 psi 800 psi 1200 psi 1500 psi
exp. model exp. model exp. model exp. model exp. model
Fc,fwd (kip) 0.002 0.000 0.142 0.170 0.239 0.273 0.403 0.409 0.530 0.512
Fc,bwd (kip) -0.004 0.000 -0.181 -0.229 -0.295 -0.366 -0.549 -0.548 -0.710 -0.686
Fs,fwd (kip) 0.005 0.000 0.152 0.175 0.251 0.280 0.417 0.420 0.549 0.525
Fs,bwd (kip) -0.006 0.000 -0.185 -0.236 -0.305 -0.374 -0.563 -0.560 -0.727 -0.701
σ0 (kip·in−1) N/A 3.029 4.054 4.029 4.754 4.629 5.054 5.429 6.254 6.029
Table 2.4: Pressure dependent model parameters: results from 0.5 Hz.
0 psi 500 psi 800 psi 1200 psi 1500 psi
exp. model exp. model exp. model exp. model exp. model
Fc,fwd (kip) 0.002 0.000 0.143 0.170 0.260 0.273 0.412 0.409 0.536 0.512
Fc,bwd (kip) -0.003 0.000 -0.183 -0.229 -0.340 -0.366 -0.587 -0.548 -0.710 -0.686
Fs,fwd (kip) 0.005 0.000 0.155 0.175 0.269 0.280 0.417 0.420 0.538 0.525
Fs,bwd (kip) -0.006 0.000 -0.188 -0.236 -0.341 -0.374 -0.595 -0.560 -0.730 -0.701
σ0 (kip·in−1) N/A 3.029 4.082 4.029 4.702 4.629 5.282 5.429 6.222 6.029
Table 2.5 summarizes the optimized values for the dynamic model. Note that the forward friction
force coefficients differ from the backward friction force coefficients due to the asymmetry in the brake
shoes.
Fitting results from the model are presented in Figs. 2.21 to 2.24. Experimental results obtained
under 0.5 Hz show more noise with respect to results obtained at 0.05 Hz, likely due to chattering.
This phenomenon will require further investigation. Results show a good fit between the experimental
results and the model. There is a notable fitting discrepancy at low frequency under low pressure (500
psi and 800 psi), which indicate possible nonlinearities during Stage 2. Fig. 4.7 shows the combined
force-displacement (Fig. 4.7(a)) and force-velocity (Fig. 4.7(b)) loops plotted using the model for a
harmonic excitation of 1 in at 0.50 Hz.
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(a) (b)
(c) (d)
Figure 2.21: Harmonic test at 500 psi: (a) force-displacement (0.05Hz); (b) force-velocity (0.05Hz); (c)
force-displacement (0.5Hz); (d) force-velocity (0.5Hz)
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(a) (b)
(c) (d)
Figure 2.22: Harmonic test at 800 psi: (a) force-displacement (0.05Hz); (b) force-velocity (0.05Hz); (c)
force-displacement (0.5Hz); (d) force-velocity (0.5Hz)
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(a) (b)
(c) (d)
Figure 2.23: Harmonic test at 1200 psi: (a) force-displacement (0.05Hz); (b) force-velocity (0.05Hz);
(c) force-displacement (0.5Hz); (d) force-velocity (0.5Hz)
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(a) (b)
(c) (d)
Figure 2.24: Harmonic test at 1500 psi: (a) force-displacement (0.05Hz); (b) force-velocity (0.05Hz);
(c) force-displacement (0.5Hz); (d) force-velocity (0.5Hz)
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Table 2.5: Pressure independent parameters in model
Parameter Units Value
ασ0 in−3 2.000
σ0|p=0 kip·in−1 3.029
σ1 psi·s·in−1 1.000
σ2 psi·s·in−1 1.000
k2 kip·in−1 0.231
k3 kip·in−1 3.000
d2 in 0.500
d3 in 0.200
γ1 in 1.000
γ2 in 0.100
Cc,fwd kip·in−2 0.341
Cc,bwd kip·in−2 0.457
Cs,fwd kip·in−2 0.350
Cs,bwd kip·in−2 0.467
(a) (b)
Figure 2.25: (a) Force-displacement and (b) force-velocity loops for a harmonic excitation of 1 in at
0.50 Hz
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2.5.2 Model Validation: Earthquake Excitations
2.5.2.1 Methodology
The proposed dynamic model is verified over time-varying displacement and velocity inputs. Two
earthquake excitations are selected due to their rich frequency content and varying amplitudes, repre-
senting an extreme input on a characterization perspective. Note that in applications, the MFD would be
installed within a structural system and the structure would act as a low-pass filter, reducing the high fre-
quency demand on the device. The first excitation is the 1979 Imperial Valley Earthquake record from
the USGS Station 5155. The second excitation is the 1995 Kobe Earthquake record from the Kakogawa
(CUE90) station. The acceleration time series of these records were obtained from the PEER ground
motion record database (records P0174 and P1041) [1]. Ground displacements were computed by dou-
ble integrating the ground acceleration, and scaled to a maximum displacement of 0.4 in to match the
testing equipment’s limitations at high frequencies. Acceleration and scaled displacement time histories
are as shown in Fig. 2.26. Two different constant pressure values are used in the experiment: 500 psi, a
value parameterized above, and 1000 psi, a value not parameterized previously.
2.5.2.2 Results and discussion
Fig. 2.27 to 2.30 show the time history, force-displacement, and force-velocity plots for each seis-
mic excitation, in which the experimental data are compared with values from the proposed model.
There is a good match of the theoretical model with the experimental data under both levels of pressure.
However, there is a larger discrepancy in the fitting when the friction force is low and the displacements
are small. This lower performance is also more evident under low pressure (500 psi). The possible
nonlinearity in Stage 2 of the model found under the harmonic excitations is also apparent in this set of
experimental results. In particular, Fig. 2.28(a) shows an overshoot of the estimated force after approx-
imately 20 sec. This overshoot is due to the linear approximation of the damping force when the shoes
are slipping (stage 2), further evidenced in Fig. 2.28(b) by the overestimation of the experimental data
for low forces (between approximately -0.15 and 0.15 kip).
From these results, the characterization of Stage 2 requires further investigation. However, dynamic
Stages 2 and 3 that are unique to a duo-servo drum brake due to the planned sticking of braking shoes
result in a suboptimal performance of the semi-active damping system. By eliminating the gap between
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(a) (b)
(c) (d)
Figure 2.26: Earthquake input excitations: (a) unscaled ground acceleration (Imperial Valley earth-
quake); (b) unscaled ground acceleration (Kobe earthquake); (c) scaled ground displacement (Imperial
Valley earthquake); (d) scaled ground displacement (Kobe earthquake)
the shoes and the anchor pin, the friction dynamics would cover a larger region in the force-displacement
loop, thus enabling higher energy dissipation. A second generation of the MFD is currently being de-
signed to reduce (or eliminate) the dynamics provoked by the presence of Stages 2 and 3. Nevertheless,
the utilization of an off-the-shelf due-servo drum brake is convenient due to its readily availability.
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(a)
(b) (c)
Figure 2.27: Kobe earthquake at 500 psi: (a) time history of damper force; (b) force-displacement loop;
and (c) force-velocity loop
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(a)
(b) (c)
Figure 2.28: Kobe earthquake at 1000 psi: (a) time history of damper force; (b) force-displacement
loop; and (c) force-velocity loop
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(a)
(b) (c)
Figure 2.29: Imperial Valley earthquake at 500 psi: (a) time history of damper force; (b) force-
displacement loop; and (c) force-velocity loop
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(a)
(b) (c)
Figure 2.30: Imperial Valley earthquake at 500 psi: (a) time history of damper force; (b) force-
displacement loop; and (c) force-velocity loop
2.6 Conclusion
In this chapter, we have reviewed current structural control devices for protect structures from natu-
ral hazards. Semi-active control systems gain more popular since it combines advantages of all passive
and active control systems and perform over a wide excitation bandwidth, ideal for multihazards. How-
ever, they are not widely used in structural engineering. Factors impeding their application are sum-
marized. Therefore, to cope with limitations of current semi-active control devices, while preserving a
high level of mitigation efficiency, we introduced a novel semi-active friction device capable of large
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damping forces on low power using mechanically reliable technologies: the Modified Friction Device
(MFD).
The MFD’s mechanical principle is based on a duo-servo drum brake, which provides a high ampli-
fication of the input force via its self-energizing mechanism. A particular feature of the due-servo drum
brake is the discontinuity of the friction dynamics due to the gap between the anchor pin and braking
shoes. A 3 stage dynamic model was proposed to characterize this dynamics. A LuGre friction model
was used to model the friction zone (Stage 1), and two pure stiffness regions to characterize the dynam-
ics of the MFD once the rotation is reversed and the braking shoes are sticking to the drum (Stage 2) and
the rapid build up of forces once the shoes are held by the anchor pin (Stage 3). A small-scale prototype
was fabricated and the parameters of the dynamic model identified by subjecting the device to different
harmonic excitations under various pressure inputs. The model was later validated using two different
earthquake excitations under two pressure inputs. Results show that the model was capable of tracking
the device’s response, despite a lower fitting performance under low pressure and small force output, as
it was found for the harmonic tests during the model identification phase. A possible non-linearity in
Stage 2 of the dynamic model is responsible for most of this lower performance.
The 3 stage dynamic model advances the understanding of the dynamic behavior of an automotive
braking system used for structural control applications. Integrated in the MFD design, such technology
provides a mechanically robust alternative to semi-active control of civil structures. It can also be used
to enhance design of structures equipped with MFD, and to develop effective control algorithms. In
the chapter 4, the proposed 3 stage dynamic model will be simulated on two representative structures
subjected to multiple nonsimultaneous hazards.
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CHAPTER 3. INPUT SPACE DEPENDENT CONTROLLER
3.1 Introduction
We have discussed the fundamental challenges in semi-active control system for multi-hazard mit-
igation in Chapter 1 and introduced a novel mechanical device, the Modified Friction Device, that
overcome various implementation obstacles. In this Chapter, we propose a new control strategy for
multi-hazard mitigation, where the controller’s input states, for instance the type (e.g., acceleration,
delayed force, size of delays) and number of inputs (e.g., number of delays, number of states), are al-
lowed to vary in order to adapt to the different dynamics from different excitations. The idea of selecting
proper input space in the construction of controllers was first proposed by Laflamme et al. [69]. We will
continue the study of input space selection and develop a new data driven controller using the proposed
input selection strategy. We term such controllers input space dependent controllers (ISDC), because
their formulation will dynamically vary as a function of the measurements provided by the sensors. The
objective of this chapter is to present the concept of the ISDC, for surmounting the controller design
challenges.
Before starting with the theory of ISDC, a state space formulation in single-degree-of-freedom
(SDOF) associated with structural control dynamics is briefly introduced. The purpose of state space
representation is to reduce the complexity in generating analytical and numerical solutions of structure
dynamic equation.
Suppose a single-degree-of-freedom system is subjected to an excitation f (t) and equipped with an
actuator providing a control force u(t), as show in Fig. 3.1. The dynamic response of the SDOF has the
form:
mx¨(t)+ cx˙(t)+ kx(t) = f (t)+u(t) (3.1)
where m, c and k are the system’s mass, damping and stiffness, respectively, x(t) is the displacement,
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Figure 3.1: SDOF system.
and the dot denotes the time derivative.
The state-space representation of Eq. (3.1) is given by
X˙ = AX+B f f +Buu (3.2)
where X = [ x x˙ ]T ∈ R2×1 is state vector and the various constant coefficient matrices are defined as
follows:
A =
 0 1
− km − cm

2×2
(3.3)
B f = Bu =
 0
1
m

2×1
(3.4)
Typically, the state-space formulation is specialized to deal with discrete time control and can be
easily extended to linear MDOF systems to represent structural motion in civil application. It is a
useful tool for structure simulation and evaluation control system performance. All simulations in this
dissertation will be conducted using the state space formulation.
In what follows, Section 3.2 provides modern control theories that can be useful for readers to un-
derstand the advantage and limitation on current control theory in civil structure application. Concepts
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of model based control (MBC) and data driven control (DDC) are reviewed. Section 3.3 reviews the
background knowledge of the ISDC and discusses the basis of the ISDC: Taken’s Embedding Theo-
rem. The application of Taken’s Embedding Theorem in structural control is the main novelty of the
proposed controller. Section 3.4 describes the sequential adaptive ISDC algorithm along with adaptive
control gains, time delay and embedding dimension rules. It also discusses optimal time delay selec-
tion rule by a comparison with analytical solutions between transfer function and information theory.
Section 3.5 performs parametric studies to investigate the performance of the proposed ISDC under
different types of excitation, including a comparison with different controllers (MBC and DDC). After,
Section 3.6 conducts numerical simulations on a three story structure model subjected to ground motion
to demonstrate structural control applications. Section 3.7 concludes the chapter.
3.2 Modern Control Theory
Modern control theory has been developed since the late 1960s [53]. Typically, it can be divided
into two classes: model based controller (MBC) and data driven controller (DDC). The MBC and DDC
in a closed loop system are illustrated in Fig. 3.2. Typically, the difference between MBC and DDC
is the requirement of knowledge of the system. The MBC requires some levels of knowledge of the
system and the DDC only rely on implicit information from past and present observations. Both of
MBC and DDC have been widely used in several fields such as industries, traffic systems and aerospace
engineering.
(a) (b)
Figure 3.2: Closed-loop control system : (a) model based control (MBC) ; and (b) data driven control
(DDC).
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3.2.1 Model Based Control
Typical MBCs include H∞ based control, linear quadratic regulator (LQR) control and nonlinear
Lyapunov-based control theory. They have shown great potential but require some levels of knowledge
about the system to be controlled. Here, we will have a short review of LQR control and Lyapunov-
based control.
3.2.1.1 Linear quadratic regulator (LQR) control
The LQR control is a typical linear control and has been widely used. The control force u(t) is
formulated as a dynamic function of negative linear feedback:
u(t) =−gdx(t)−gvx˙(t)
= GLQRX(t)
(3.5)
where GLQR =−[ gd gv ] is the LQR control gain vector with displacement and velocity gains gd , gv.
The LQR control is concerned with controlling the dynamic response of SDOF system over a specified
time period. The objective is to minimize a performance index J which consider a 2 norm of the error of
the actual response X and the desired response Xd as well as the cost associated with the control force:
J =
1
2
∫ ∞
0
(XT (t)QX(t)+u(t)Ru(t))dt (3.6)
with:
Q =
 Qd 0
0 Qv

2×2
where Qd , Qv and R are control weights for the displacement, velocity and control force. The mini-
mization of J (Eq. 3.6) will lead to the solution of control gain GLQR:
GLQR = R−1BTu H (3.7)
where H is determined by the Riccati equation:
ATH+HA−HBuR−1BTu H = Q (3.8)
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The LQR control requires knowledge of displacement and velocity observations, as well as system
parameters A and Bu. It has been widely used in structural control. Loh et al. [77] utilized LQR control
theory with acceleration measurements to control a 20-story structure response under seismic excita-
tions. Amini et al. [5] used active tuned mass dampers associated with LQR controller for mitigation
of a 10-story structure response under near-field earthquake.
However, the LQR method has its own implementation challenges. For example, the weight func-
tions of LQR is pre-designed and it is difficult to select appropriate weight functions to achieve the
optimal performance [5]. Also, it is unrealistic to obtain full-state feedback given the large size of
structure. Furthermore, some sensors are likely to fail given the long service time of control systems.
3.2.1.2 Lyapunov-based control
Lyapunov-based control is a nonlinear control strategy and especially useful for structures equipped
with semi-active or hybrid control system with complex nonlinear dynamic behaviors. As its name
suggest, the principle of Lyapunov-based control is based on Lyapunov stability theory. The theory
states that the system is stable if , for any ε > 0, there exists a ball of radius δ > 0 such that if the initial
condition of system is inside the radius δ and it will never leave ε at any time [114]. The mathematical
form of Lyapunov stability theory is
∀ε > 0,∃δ > 0,‖ X(0) ‖< δ ⇒ ∀t ≥ 0,‖ X(t) ‖< ε (3.9)
This concept also can be demonstrated by using of a Lyapunov function V (t)> 0 that involves the
potential function of system energy. If the Lyapunov function V (t)→ 0 as t→ ∞, the system is stable.
This requires
V˙ (t)< 0 (3.10)
To further illustrate this approach, we use a SDOF system as example and focus on free vibration
response ( f = 0). For typical passive damping systems, such as viscous and friction dampers, the control
force u is the dynamic function of state feedback, taken as u=−GX. Taking the Lyapunov function V
which contains the total energy of system as:
V =
1
2
XTPX (3.11)
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where P is a given symmetric positive definite matrix. Taking its time derivative V˙ yields
V˙ =
1
2
(X˙TPX+XTPX˙)
=
1
2
[XT (PA+ATP)X−XT (GTBTu PBuG)X] (3.12)
Eq.4.26 demonstrate that any G with all positive elements will satisfy the Lyapunov stability. There-
fore, passive damping systems will never destabilize the system since they add stiffness or damping into
the system. Also, the dynamic of semi-active damper is equivalent to positive semi-definite gain G and
it will always stabilizes the system [19].
Sliding mode control
The principle of sliding mode control is based on Lyapunov stability and it aims at directing a
controlled system onto a desired state on which surface error will converge exponentially to 0. The
surface error e of a state x can be expressed as e = x− xd where xd represent the desired state and is
usually taken as xd = 0 for civil structure. We use the same SDOF system as previous subsection to
describe the application of sliding mode control in civil structure. Define the sliding surface s as:
s= e˙+λe= x˙+λx= ΛX (3.13)
where Λ = [ 1 λ ] with velocity weight λ . The system is stable if the surface s will converge to 0.
Therefore, consider the following Lyapunov candidate:
V =
1
2
s2 (3.14)
Its derivative yields:
V˙ = ss˙
= sΛ[AX+Buu+B f f
= XTΛTΛAX+ sΛ Buu+ sΛB f f
(3.15)
To ensure stability, Eq. (4.26) needs to be negative definite. The first term of V˙ is negative definite,
and the excitation f is considered as unmeasurable. A strategy is to select the control force u to make
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the second term as negative as possible, such that sΛ Buu = −ηs2 with pre-defined control parameter
η . Therefore, the sliding mode control force u is given by:
u=−ηs(Λ Bu)−1 (3.16)
Lyapunov-based control has been widely used in structural control. Fan et al. [34] used sliding
model control algorithm to reduce the vibration of a 3-story steel frame equipped with base isolation
and MR damper. Yang et al. [135] applied sliding mode control method in hybrid protective systems for
applications to seismic-excited bridge structures. Lee et al. [73] utilized sliding mode control method
for enhancing the seismic performance on irregular isolated bridges.
Although Lyapunov-based control is an effective and useful control method, especially in designing
control algorithm for nonlinear damping device, there are several challenges for its application. For ex-
ample, the first derivative of Lyapunov function (Eq. 4.26) is required to be negative definite. However,
it is not feasible to predict (e.g. earthquake) and measure (e.g. wind) external excitations and ensure the
stability of the system. Also, it is difficult to pre-tune the control weighting parameters for providing
the best performance under unkown excitations.
3.2.2 Data Driven Control
Unlike MBCs, DDCs do not rely on knowledge of system but only requires implicit information
from measurements. Typical DDCs include model-free adaptive controllers, fuzzy controllers and nue-
rocontrollers.
3.2.2.1 Model-free adaptive control (MFAC)
The model-free adaptive control (MFAC) was first proposed by Hou et al [52] for a single-input-
single-output (SISO) nonlinear system. The SISO nonlinear system can be described as follows:
x(k+1) = f (x(k), . . .x(k−nx),u(k), . . . ,u(k−nu)) (3.17)
where x(k) and u(k) are the system state and control input at instant k, nx and nu are the orders of x(k)
and u(k), as well as f is unknown nonlinear function.
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Assume this system meet the generalized Lipschitz condition and the linearization of this nonlinear
system is:
δx(k+1) = ψ(k)δu(k) (3.18)
The MFAC control has the form as follows:
u(k) = u(k−1)+ ρkψˆ(k)
λ + |ψˆ(k)|2 (xd(k+1)− x(k))
ψˆ(k) = ψˆ(k−1)+ ηkδu(k−1)
µ+δu(k−1)2 (δx(k)− ψˆ(k−1)δu(k−1))
ψˆ(k) = ψˆ(1), if |ψˆ(k)| ≤ ε or |δu(k−1)| ≤ ε
(3.19)
where ρk and ηk are step-size length, λ and µ are weight functions and ε is pre-defined small positive
constant.
According to Eq. 3.19, the MFAC control does not require the knowledge of system except that
several on-line parameters needs to be pre-tuned. This method has been used widely in the world. Hu
et al. [105] used the MFAC for the ramp metering in freeway traffic control system. Jing et al. [60]
applied an improved MFAC in an industrial oiler system. Dong et al. [27] utilized MFAC method in
automatic car parking system. However, the MFAC method still has its own obstacles. Several issues
impede its application, such as how to detect if the system meet linearization requirement and how to
ensure its stability.
3.2.2.2 Fuzzy control
The fuzzy control and nuero control will be introduced in next subsection. Both of them are intelli-
gent controllers which represents a special class of adaptive control. Fuzzy controllers contain a robust
control network which can adapt systems’ uncertainty and imprecision [122]. It has been widely used in
structural control, especially in semi-active damping system. Fig. 3.3 illustrate the application of fuzzy
control strategy in structure with damping system. Once the sensor received the structure response
caused by external excitation, the controller will calculate the difference between structure response
and the desired response (usually taken as zero in civil structure) and use this difference as input in the
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adaptive fuzzy control algorithm. The adaptation law is used to accommodate the control parameters
with inputs and the fuzzy controller will generate a control signal using adaptive control parameters as
well as control inputs. After that, the damping device will produce corresponding control force from
control signal to minimize the difference between actual and desired response.
Figure 3.3: Fuzzy control strategy in structure with damping system (adopted from [138])
Here, the fuzzy control and adaptive law is explained using a SISO nonlinear system as an example.
Consider a SISO nonlinear system has the form:
y(r) = f (X)+g(X)u (3.20)
where X is the state vector, u is the single input, y is the single output, r is the order of derivative and
f (X) as well as g(X) are unknown nonlinear functions. The fuzzy control input u is given by:
u=
1
gˆ(X|αg) [− fˆ (X|α f )+ y
(r)
d +h
T e] (3.21)
where e = [ e e˙ . . . e(r−1) ]T is the error vector with difference e = yd− y between desired output
yd and actual output y, h = [ h1 . . . hr ]
T is pre-defined weight vector. Since nonlinear function
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f (X) and g(X) are assumed to be unknown, the fuzzy controller will use estimation functions fˆ (X|α f )
and gˆ(X|αg) with adaptive control parameter vectors α f and αg:
fˆ (X|α f ) = αTf ε(X)
gˆ(X|αg) = αTg η(X)
(3.22)
where ε(X) and η(X) are fuzzy basis function vectors. The control parameters α f and αg can be
adapted based on sliding mode adaption law. A complete description of adaption law is given in [138].
In the application of fuzzy control to civil structure, Zhou et al. [138] used an adaptive fuzzy control
with magnetorheological (MR) damper for protecting building against natural hazards. Arsave et al. [6]
also applied fuzzy control to smart reinforced concrete structures equipped with MR dampers against
collision type forces. Ghaffarzadeh et al. [39] utilized fuzzy control in variable orifice damper for
seismic protection in a 10 story shear building. Ozbulut et al. [99] proposed a fuzzy logic controller
with piezoelectric friction dampers installed in smart base isolated building. Despite of a large amounts
of applications, fuzzy control still has several disadvantages such as lack of stability analysis, lack of
systematic design and worse performance than other types of controllers [57].
3.2.2.3 Neural control
The neural network approach for structural control was first proposed by Ghaboussi and Joghataie
[38] and inspired by the structure and function of the human brain. The neural controller is designed
to receive measurement inputs, mapping these inputs into the control function and generate final output
forces. It is formed with neural networks and has the ability to control the system by mapping unknown
inputs [70]. Fig. 3.4 illustrates the concept of artificial neural network. In this example, the neural
network consists of three layers: input, hidden and output layer. The input layer contains control inputs
of size n and fed into the hidden layer via a weight (illustrated by the arrows in the Fig. 3.4) to generate
two controller outputs. In civil structure, inputs are usually taken as measurements of current structure
states (e.g. accelerations, displacements) and outputs are the required force for control device. The
hidden layer are designed to adjust the controller output using an activation function with inputs and the
network weight.
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Figure 3.4: Artificial neural network (adopted from [107])
The most challenge of neural controller application is to select an effective activation function for
designing correct number of layers and assigning proper network weights. The traditional solution is
using the sigmoid function [47] due to its smooth feature. Other useful activation functions also have
been proposed by several studies. In 1992, Sanner et al [108] replaced the traditional activation function
by Gaussian radial functions for active control of nonlinear systems. Cannon et al [13] proposed an
adaptive wavelets for neural control. In structural control applications, the neural control concept has
made a lot of efforts. For example, Guo et al. [44] applied neural network control into the application of
magnetorheological dampers. Morishian et al. [91] also used an adaptive neural network controller to
control a three-story structure. However, those networks need to be pre-trained and it is complicated for
implementation of large-scale structures. In 2012, Laflamme et al. [69] proposed a new types of neural
control and overcome these challenges. The controller utilizes an adaptive wavelet neural network along
with an input space selection strategy. It has been shown that the input space selection strategy has great
potential in the construction of effective control method. Therefore, we will continue the input space
study and develop a new controller, Input Space Dependent Controller (ISDC), to fully enable the full
potential of input space selection
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3.3 Background on ISDC
The ISDC has the form based on time delay observation feedback:
u(t) =
d
∑
i=1
giy(t− (i−1)τ)
= GTν
(3.23)
where u is the control force varying as a function of time t, y is an observation or input, g and G ∈Rd×1
are the control gains and the control gain matrix, respectively, d is the number of delays, τ is the time
delay, and ν ∈ Rd×1 is the delay vector. These controllers are designed to provide control decisions
based on limited and local measurements.
In related work, Pyragas proposed the time-delay autosynchronization (TDAS) method to stabilize
the response of chaotic systems [103]. The method found limitations in the high period orbits. In-
stead, Socolar, Sukow and Gauthier [115] proposed a generalization of TDAS controllers, the extended
TDAS (ETDAS), which applied to systems with large Lyapunov exponents and high period unstable
period orbits. The ETDAS has difficulties controlling unstable steady states. Ahlborn and Parlitz [3]
proposed a multiple delay feedback control (MDFC) to overcome TDAS and ETDAS limitations. The
MDFC includes two or more delayed feedback signals with different delay times. The MDFC showed
good improvement in performance, but introduced a significant numbers of control parameters [41].
Gjurchinovski and Urumov proposed a variable delay feedback control (VDFC) [42] to improve the
performance of TDAS in controlling unstable steady state. The time delay is modulated during the
control process. A limitation of the VDFC is the need to pre-defined time delay functions.
A critical limitation of these time delay controllers is the unavailability of online selection rules for
τ and d. These parameters are typically selected through offline tuning. This strategy is difficult to
apply in a context where no pre-training or pre-tuning opportunity is available, which is typical for civil
structures exposed to multi-hazards. In the concept of ISDC, the selection rules for τ(t) and d(t) are
based on the Taken’s Embedding Theorem [125, 119, 120]. From this theorem, it can be shown that
there exists an optimal delay vector ν∗(τ∗,d∗) which contains the essential dynamics of the system,
where the asterisk denotes an optimal value. The theorem has been initially developed for autonomous
systems [125], and extended to a general class of nonautonomous systems with deterministic forcing
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[119], state-dependent forcing [12], and stochastic forcing [120]. It has also been shown that ν can be
modified to include multivariate observations and unknown inputs [90]. The ISDC seeks τ∗ and d∗ from
the inputs, where the term “input-space dependent”, and uses these values to constitute the control rule
(Eq. (3.23)). The Embedding Theorem has been used in several engineering applications, including
structural health monitoring [89, 98, 90] and structural control [74, 22, 128, 139, 69]. However, to the
best knowledge of the authors, never the online selection of τ and d has been addressed, nor the idea of
a time-varying architecture of the delay vector applied.
In this section, we will first introduce the basic principle of ISDC: Taken’s Embedding Theorem.
Subsequently, the background on selection rules of optimal time delay τ∗ and optimal embedding di-
mension d∗ are explained. It will justify the use of Taken’s Embedding Theorem in the ISDC algorithm.
Several examples are provided in the following.
3.3.1 Taken’s Embedding Theorem
The selection of the input space in the construction of representations (including control rules) is
often overlooked despite its great importance [11, 22]. For instance, the choice of inputs influences
computation time, adaptation speed, effects of the curse of dimensionality, understanding of the rep-
resentation, and model complexity [112, 11, 51]. A proper selection of the input space may provide
a more efficient representation. In addition, it can allow the representation to be based on limited
measurements, utilizing exclusively the measurements y from available sensors. This has been demon-
strated by Monroig et al. [90], who showed that the phase-space of a forced dynamics with multivariate
observations may be represented using the delay vector ν of limited measurements.
Taken’s Embedding Theorem is the most popular and feasible method for input space selection
due to its sequential adaptation property [45]. It is originally proposed by Floris Takens in 1981 [125]
and the theory states that the essential dynamic of unknown system can be reconstructed by limited
measurements using proper built delay vector ν . The delay vector ν contains a single measurement
with optimal time delay τ∗ and embedding dimension d∗:
ν(t) = [ y(t) y(t− τ∗) . . . y(t− (d∗−1)τ∗) ] (3.24)
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Fig. 3.5 explain the concept of Taken’s Embedding Theorem using a SDOF system response when
it is subjected to harmonic forcing. Fig. 3.5 (a) is the phase-space plot of system response (assumed be
unknown) and Fig. 3.5 (c) is the reconstructed phase-space plot using time series measurements of a
single state (displacement) (Fig.3.5 (b)) from proper built delay vector. The reconstructed phase-space
from the single measurement is geometrically equivalent to the original phase-space. The comparison
between Fig.3.5 (a) and (c) also demonstrate that a single state observation preserve the key features
of the entire system. It is therefore possible to utilize limited observations to represent the essential
dynamics of a large scale civil system.
Figure 3.5: Illustration of Taken’s Embedding Theorem: (a) phase-space (displacement x(t) -velocity
x˙(t)) plot of SDOF system under harmonic excitation; (b) single measurement: time series of displace-
ment response x(t); (c) reconstructed phase-space plot using displacement response x(t) incorporated
with optimal time delay τ∗.
Taken’s Embedding Theorem has been applied in many fields such as system identification and
model prediction. Principe et al. [102] used embedding theorem in a self-organizing mapping neural
network to nonlinear system identification and control. Cao et al. [15] applied Taken’s Embedding
Theorem to a wavelet network to predict chaotic time series. Plagianakos & Tzanaki [101] utilized a
neural networks based on embedding theorem for short term earthquake predictions. Chen et al. [17]
used the embedding theorem for chaotic time series analysis on application of earthquake prediction.
Da Silva et al. [22] used embedding theorem in combination with multi-resolution decomposition via
wavelet transformation for selecting input variables. Zolock & Greif [139] proposed a methodology
based on embedding theorem for the modeling of dynamics systems using time-delay neural networks.
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In civil engineering, Taken’s Embedding Theorem has mostly applied in structural health monitor-
ing. Nie et al. [96] applied Taken’s Embedding Theorem for phase space reconstruction and damage
existence detection for reinforced concrete slab in the structure. Liu et al. [76] used stat-space embed-
ding strategy in damage assessment of 4 story benchmark structure. Garcia & Trendafilova [37] utilized
embedding theorem for damage and delamination detection in composite structures. Moniz et al. [89]
proposed a multivariate attractor approach to detect the presence and magnitude of damage. This ap-
proach used time delay embedding theorem to reconstruct attractor dynamic from limited structural
response observations. In the field of structural control, there are very limited applications of Taken’s
Embedding Theorem. Laflamme et al. [69] proposed a new type of neural networks utilized Taken’s
Embedding Theorem for structural control and demonstrated that the embedding theorem is an effective
method for semi-active damping application against unknown excitation.
Therefore, we developed the Input Space Dependent Control (ISDC) based on Taken’s Embedding
Theorem for overcoming current structural challenge. In the following subsection, we will first discuss
how to select optimal time delay τ∗ and then explain the selection of optimal embedding dimension d∗
for constructing the delay vector ν .
3.3.2 Optimal Time Delay Selection Rule: Mutual Information Theory
From the Embedding Theorem, a procedure to select τ∗ is to conduct the mutual information (MI)
test [35] based on Shannon’s information theory. Before we introduce the Shannon’s information theory,
we will have a short review of the concept of entropy and mutual information.
3.3.2.1 Entropy
The Entropy is usually used to measure the uncertainty of a random variable. It is first proposed by
Hartley [48] in 1928. He was trying to measure the uncertainty of a growing length message f1. First,
he considered that the message contains n symbols and each symbol has p( f1) different possibilities so
there will be pn( f1) different possible for the message. Subsequently, he started to look for a measure
of information of the message and this measure should increase linearly with the length of message.
Therefore, he defined the following measure of information:
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EN( f1) = n logp( f1) = logpn( f1) (3.25)
We call this information measure Hartley entropy. Based on Eq. 3.25, Hartley’s entropy measure
the uncertainty of a message and it totally depend on the number of possible symbols n. The larger
value of n, the larger uncertainty we will received. In other words, we will have more certainties about
which symbol we will receive if the amount of symbols n get lower.
However, the Hartly’s entropy can only apply on messages have equal possibility symbols. In 2001,
Shannon [110] improved Hartly’s entropy by assuming each symbol has distinct possibility p( f1i). The
new measurement he defined has the form:
EN( f1) =
n
∑
i=1
p( f1i) log
1
p( f1i)
=−
n
∑
i=1
p( f1i) logp( f1i) (3.26)
We call this measure Shannon entropy. The difference between Shannon’s entropy and Hartly’s
entropy is that Shannon’s entropy is not only related with the number of possible messages but also
the chance of each message will occur. For example, if the number of messages is fixed the Shannon’s
entropy will reach its maximum value when each message share equal possibility. In that case, we have
the highest uncertainty about which message we will receive.
3.3.2.2 Mutual information
As we described in previous subsection, the entropy is used to measure the distribution of possibility
dispersion. Here, a new related concept, termed joint entropy, is introduced. The joint entropy is used
to estimate a joint probability distribution of two sets of measurements f1 and f2, defined as:
EN( f1, f2) =−
n
∑
i=1
n
∑
j=1
p( f1i f2 j) log2 p( f1i f2 j) (3.27)
However, the joint entropy cannot measure the dependency between two measurements since it
does not consider the isolated entropy of measurement itself (e.g. EN( f1) and EN( f2)). In 1986, Fraser
& Swinney [35] proposed a concept of mutual information (MI) test based on Shannon’s information
theory. The MI test measures the amount of information that one random variable can preserve from
another random variable. The MI on f1 and f2 is given by
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MI( f1, f2) =−
n
∑
i=1
p( f1i) log2 p( f1i)−
n
∑
j=1
p( f2 j) log2 p( f2 j)
+
n
∑
i=1
n
∑
j=1
p( f1i f2 j) log2 p( f1i f2 j)
(3.28)
over n measurements. The first local minima of MI is the location of the past observation which has the
lowest dependency of the current measurement.
The mutual information is the key concept in ISDC. In the application of civil engineering, it is not
feasible to obtain all types of structure response (e.g. displacement, velocity and acceleration) at all
locations due to limited amount of sensors. Usually, measurements that we can obtain are time series
structure response in limited locations. If we only focus on the current state response, it is impossible
to reconstruct entire structure dynamics. Therefore, we try to seek useful data from the past as well
as the current state and the mutual information theory can make a great contribution on it. Since the
mutual information can measure the amount of information contained in an observation given several
past observations, the useful data will be the most irrelevant past observation comparing with the current
data. Here, we explain the concept of MI test by the SDOF system as example.
Consider a SDOF system subjected to a harmonic forcing and the phase-space (displacement x(t)
versus x˙(t)) of the system is plotted in Fig.3.6 (a). It is assumed that the velocity response of system
is unknown and the objective is to reconstruct the phase-space plot using displacement response x(t) (
shown in Fig.3.6 (b)) only. Fig. 3.7(a) show the MI test result of x(t) and time delay vector x(t− τ). It
is founded that the delayed time series of x(t− τ) has lower dependency as time delay increase until it
reach the first local minimum point (0.13s). Fig. 3.7 (b) plot the reconstructed phase space by delayed
vector at τ = 0.01,0.07,0.13,0.2 and 0.25s and it confirm the MI test result. A small value of time
delay τ collapse the phase-space to a 45 ◦ line (τ = 0.01s case). Once τ increase the phase-space start
to unfold (τ = 0.07s case) until it reach the first local minima of MI test 0.13s (marked by red dot in Fig.
3.7(a)). The reconstructed phase-space plot at τ = 0.13s shows the most similar dynamics as original
system, shown in Fig.3.6 (a). Beyond this time delay value, the phase-space starts folding over itself
and lose the information of dynamics (τ = 0.2s and τ = 0.25s case).
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(a) (b)
Figure 3.6: (a) The phase-space plot of SDOF system response (x(t) versus x˙(t)); and (b) time series of
displacement response x(t)
Figure 3.7: (a) The mutual information test of displacement response x(t) with its minimum (0.13s)
indicated by the red dot; (b) unfolding the state-space as a function of τ .
3.3.3 Optimal Embedding Dimension Selection Rule: False Nearest Neighbor Method
As discussed and demonstrated in the previous section, the phase-space of SDOF system under
harmonic excitation can be successfully reconstructed using proper built delay vector obtained from
MI test. The embedding dimension is taken as 2 since the system has simple periodic response when
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subjected to harmonic excitation. However, in practice the optimal embedding dimension d∗ of SDOF
system is not always taken as 2 especially when subjected to complex and stochastic excitation (e.g.
wind, earthquake). Sometimes, the appropriate embedding dimension in high dimensional dynamic
system are even higher [65]. In complex systems, a lower embedding dimension of delay vector will not
represent the original system dynamics properly. In contrast, a higher embedding dimension will leads
to large computation time and degradation of precision [35, 4]. Therefore, an appropriate embedding
dimension play an important role in system reconstruction. We now use the Lorenz system as an
example. Equations of Lorenz system are:
x˙= σ(y− x)
y˙= x(ρ− z)− y
z˙= xy−β z
(3.29)
where x,y and z are three system variables and σ ,ρ and β are constants. We assign parameter values
σ = 10,ρ = 28 and β = 8/3 from Ref. [50] and plot the phase portrait of Lorenz system with sampling
rate 100 Hz, as shown in Fig. 3.8 (a). Fig. 3.8 (b) is the time series of one variable x(t) which will be
used for reconstructing the Lorenz system.
(a) (b)
Figure 3.8: (a) The phase portrait of Lorenz system ; and (b) time series of x(t)
After applying the mutual information test of time series x(t), the first local minimum of the MI
test is found at τ∗ = 0.1s. Subsequently, we embedded the delayed vector using this MI test result with
different embedding dimensions (d = 1, 2 and 3) and plotted the reconstructed dynamic in Fig. 3.9.
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Fig. 3.9 (a) is the plot when the delayed vector embedded in one dimension. All data points of
x(t) distribute in a straight line. It is clear that the delayed vector cannot represent the dynamic of
Lorenz system using embedding dimension of one. Fig. 3.9 (b) and (c) are plots of delayed vector
embedded in two and three dimensions. Comparing these two figures it is easily founded that the
delayed vector embedding in three dimensions is more geometrically similar to the original Lorenz
system. Therefore we can have this conclusion that a d = 3 dimensional embedding perform better than
d = 2 for reconstructing the dynamic of Lorenz system.
(a)
(b) (c)
Figure 3.9: Delayed vector of x(t) with τ∗ = 0.1s embedded in dimension : (a) d = 1; (b) d = 2 and (c)
d = 3
However, we cannot make a statement that d = 3 is the best choice since it is not possible to be
visually represented the delay vector embedded in higher embedding dimension (d >3). The most
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popular method for determining the optimal embedding dimension is the false nearest neighbors (FNN)
test proposed by Kennel et al. [65]. Rewrite Eq. 3.24 in d-dimensional space:
ν(t) = [ y(t) y(t− τ∗) . . . y(t− (d−1)τ∗) ] (3.30)
The FNN method state that the square of Euclidian distance R2d(t,r) between measurement y(t)
and its rth nearest neighbor y(r)(t) will stay inside a certain threshold Rtol by increasing embedding
dimension d to d+1 if dimension d is optimal value. In other word, if the relative change in the square
of Euclidian distance from R2d(t,r) to R
2
d+1(t,r) is larger than the threshold Rtol, a false neighbor is
detected. In the mathematical form, this concept is presented as:
∣∣∣∣∣R2d+1(t,r)−R2d(t,r)R2d(t,r)
∣∣∣∣∣> R2tol (3.31)
Eq.3.31 is the first criterion proposed by Kennel et al. for detecting false nearest neighbors. The
author also stated that it is sufficient to consider only the first nearest neighbor (r =1) to calculate the
amounts of false nearest neighbors [65]. Furthermore, the author provided the second criterion to handle
the limited data size issue:
Rd+1(t,r)
RA
> Atol (3.32)
where RA is the standard deviation of the measurement y(t) and Atol is user defined threshold. Usually,
the parameter R2tol is set to 10-20 and Atol is taken as 2 for providing correct diagnostics for noise [4].
After we establish the method to detect the false nearest neighbors we need to compute the per-
centage of false nearest neighbors in all data sets with different embedding dimension. The optimal
embedding dimension d∗ is obtained when this percentage first drop to an acceptable small number
Rnum. Fig. 3.10 show the plot of percentages of false nearest neighbors from the Lorenz system by
applying these two criterion. The percentage drops from 99% to 5% with first criterion and from 18%
to 2% with second criterion by increasing embedding dimension d from 1 to 3. It demonstrates that em-
bedding dimension d =3 can represent the dynamic better than d =2. Therefore, the optimal embedding
dimension d∗ is selected as 3 if we taken 10% as the value of Rnum.
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Figure 3.10: The percentage of false nearest neighbors from the Lorenz system with time delay τ∗ =
0.1s obtained from MI test.
3.4 ISDC Algorithm
In this section, we will introduce adaptive rules for τ , d and control gain G as well as the sequential
adaptive ISDC algorithm. Before we explain the concepts of adaptive rule, studies of optimal time delay
selection in ISDC embedded in two dimensions are conducted. Studies include deriving the analytical
solution of MI test for the case of harmonic inputs in a single-degree-of-freedom (SDOF) system, and
comparing with results obtained from the transfer function. A dimension d = 2 is studied since it can
be shown to be sufficient to embed a harmonic response [65]. This comparison will demonstrate the
applicability of an embedding theorem-based selection rule.
3.4.1 Optimal Time Delay Selection
The Embedding Theorem states that the topological space of the dynamic system can be recon-
structed using ν∗. Such ν∗, constructed with τ∗ and d∗, comprises the essential dynamics of the system.
Based on this information, it is hypothesized that the utilization of ν∗ as control input would provide a
DDC with sufficient information about the system’s dynamics, therefore enabling a good estimation of
the control function. Taking the SDOF from Eq. (3.1) with the following control rule:
u(t) =−g1x(t)−g2x(t− τ) (3.33)
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The upcoming subsection derives the optimal fixed time delay computed using the analytical so-
lution of an SDOF system subjected to a harmonic excitation and controlled with a fixed time delay.
Also, the stability bounds on τ are determined. The subsequent subsection verifies the hypothesis that
ν∗ could be used effectively as control input by comparing the analytical solution given by information
theory to the analytical solution derived from the SDOF system.
3.4.1.1 Optimal time delay - SDOF analytical solution
Using the transformations ρg1 = g1/k and ρg2 = g2/k into Eq.(3.1) gives:
x¨(t)+2ξωnx˙(t)+ω2nx(t) =−ρg1ω2nx(t)−ρg2ω2nx(t− τ)+ f (t)/m (3.34)
where ωn =
√
k/m and ξ = c2mωn are the natural frequency and fundamental damping ratio of system,
respectively.
The response of the system represented in Eq. (3.34) subjected to a harmonic forcing f (t) of the
type
f (t) = fˆ sin(Ωt) (3.35)
where fˆ and Ω the are the magnitude and frequency of the excitation, respectively, can be expressed in
the form
x(t) = Asin(Ωt)+Bcos(Ωt) (3.36)
with
 −AΩ
2−2ξωnΩB+ω2nA+ρg1ω2nA+ρg2ω2n (AcosτΩ+BsinτΩ) = fˆm
−BΩ2+2ξωnΩA+ω2nB+ρg1ω2nB+ρg2ω2n (BcosτΩ−AsinτΩ) = 0
(3.37)
Solving for A and B in Eq. (3.37) and substituting back in Eq. (3.36) yields a transfer function
H = |max(x(t)) · k/ fˆ |
H =
1√
[1−ρ2+ρg1+ρg2 cos(2piρτ)]2+[ρg2 sin(2piρτ)−2ξρ]2
(3.38)
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Fig. 3.11 is the plot of H versus ρ for various values of ρτ , where ρ = Ω/ωn and ρτ = τ/T . The
figure is obtained using ρg1 = 2 and ρg2 = −1, and ρτ ≤ 0.25, as any additional delay would provide
redundant information in terms of topology of the phase-space for a harmonic excitation. Results show
that increasing ρτ reduces H, until a critical frequency ratio ρcr is reached. An expression for ρcr can
be obtained by substituting appropriate values for ρτ in Eq.3.38
ρcr = ξ +
√
ξ 2+ρg1+1 (3.39)
Figure 3.11: H function with ρg1 = 2, ρg2 =−1, and ρτ = [0,0.05,0.15,0.25]
Before concluding on the optimal time delay, a stability analysis is conducted in what follows in
order to provide bounds on ρτ , ρg1, and ρg2.
Stability Analysis
For the stability analysis, the homogeneous solution for x(t) in Eq. (3.36) is expressed in the form
x(t) = xˆeλ t , where xˆ is an amplitude, yielding the characteristic equation
λ 2+2ξωnλ +ω2n +ρg1ω
2
n +ρg2ω
2
ne
−τλ = 0 (3.40)
The exponential term can be expressed by the power series
e−τλ = 1− τλ + 1
2
(τλ )2− 1
6
(τλ )3+ ... (3.41)
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Neglecting the higher order terms and retaining the first two terms only, equation (3.40) becomes
λ 2+(2ξωn−ρg2ω2nτ)λ +ω2n +ρg1ω2n +ρg2ω2n = 0 (3.42)
Here, λ has two complex roots λR±λIi, estimated as
λR =−ξωn+ 12ρg2ω
2
nτ
λI =
1
2
ωn
√
4+4ρkg1+4ρg2− (2ξ −ρg2ωnτ)2
(3.43)
The system is stable if λR < 0, which gives an expression for ρg2
ρg2 < 2ξ/(ωnτ) (3.44)
Furthermore, if λ has two real numbers as roots, the imaginary part vanishes and λ becomes
λ =−ξωn+ 12ρg2ω
2
nτ±
1
2
ωn
√
(2ξ −ρg2ωnτ)2−4ρg1−4ρg2−4 (3.45)
The maximum root of λ needs to be negative for λ < 0, yielding
1+ρg1+ρg2 > 0 (3.46)
Eqs. (3.44) and (3.46) are stability criterions for control gains g1 and g2. In addition, the exponential
term in (3.40) can be further expanded to study the stability of τ in terms of ρg1 and ρg2
e−τλ =
1− 12τλ
1+ 12τλ
+O[(τλ )3] (3.47)
which yields a third degree polynomial in λ
τλ 3+(2+2ξωnτ)λ 2+(4ξωn+ω2nτ+ρg1ω
2
nτ−ρg2ω2nτ)λ +2ω2n +2ρg1ω2n +2ρg2ω2n = 0 (3.48)
Fig. 3.12 is a stability plot using Eq. (3.48) under various feedback coefficients (ρg1 = 1 and
ρg2 = {−0.1,−0.2,−0.3,−0.4,−0.5}) applied to an SDOF with a period T = 2 sec with a fundamental
damping ratio ξ = 2% (typical for a civil structure). Values for ρg1 and ρg2 were selected to meet the
73
stability conditions from (3.44) and (3.46). Fig. 3.12 shows a bound on time delay for stability. This
maximum time delay corresponds to λR = 0 or λ = λIi when the path shifts from the left half-plane to
the right half-plane with varying ρg2. Substituting for λ in (3.40) leads to
−λ 2I +ω2n +ρg1ω2n +ρg2ω2n cos(τλI)+(2ξωnλI−ρg2ω2n sin(τλI))i= 0 (3.49)
Figure 3.12: Stability condition of an SDOF system with a period of 2 sec and damping ratio ξ = 2%
Eq. (3.49) is satisfied when the real and imaginary terms vanish:
−λ 2I +ω2n +ρg1ω2n +ρg2ω2n cos(τλI) = 0
2ξωnλI−ρg2ω2n sin(τλI) = 0
(3.50)
giving
λ 4I +(4ξ
2ω2n −2ω2n −2ρg1ω2n )λ 2I +(ω2n +ρg1ω2n )2−ρ2g2ω4n = 0 (3.51)
Eq. (3.51) can be used to obtain a condition for stability independent of time delay. Such stability
is guaranteed if the system stay in the stable region and will not move cross to the unstable region for
any τ . This occurs when the solution for λ has no imaginary parts:
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ρ2g2−4ξ 2ρg1 < 4ξ 2−4ξ 4 (3.52)
Figure 3.13: Stability of time delay dependent with ρg1 and ρg2
The roots of Eq.(3.51) are
λI =±
√
ω2n +ρg1ω2n −2ξ 2ω2n ±
1
2
√
16ξ 4ω4n −16ξ 2ω4n −16ξ 2ρg1ω4n +4ρ2g2ω4n (3.53)
Eq. (3.51) can be used to obtain a condition for stability independent of time delay. Such stability
is guaranteed if the solution for λ has no imaginary part or λI has complex roots. This occurs when
ρ2g2−4ξ 2ρg1 < 4ξ 2−4ξ 4 (3.54)
In the delay dependent region, only two positive values in Eq. (3.53) need to be considered since
the maximum time delay correspond to ±λIi. The maximum allowable time delay can be obtained by
solving the first part of Eq. (3.50) for τ in terms of λI and the minimum positive value is the maximum
allowable time delay τ|max, giving
τ|max = 1λI cos
−1
(−ρg1ω2n −ω2n +λ 2I
ρg2ω2n
)
(3.55)
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The value for τ|max is plotted in Fig. 3.14 for Tn = 2 s ,ξ = 2% under various values of ρg1 and ρg2
that meet the stability condition for control gains. As ρg1 increases, τ|max decreases, and varying ρg2
will influence τ|max.
Figure 3.14: Maximum time delay τ|max as a function of ρg1 and ρg2 for ξ = 2%.
In summary, the study on stability led to three conditions:
1. ρg2 < 2ξ/(ωnτ)
2. 1+ρg1+ρg2 > 0
3. τ|max = 1λI cos−1
(−ρg1ω2n−ω2n+λ 2I
ρg2ω2n
)
Combining these conditions with results obtained from the H function (Fig. 3.11), one obtains an
optimal time delay τ∗ as a function of ρ . Fig. 3.15 plots the optimal time delay ratio ρτ∗ for ρg1 = 2 and
ρg2 =−1. The optimal time delay ratio is governed by the stability limit (red line; ρτ∗ = τ|max/T ) until
it reaches the value obtained from optimal mitigation performance (black dashed line, ρτ∗ = τ∗/T ).
Once the excitation ratio ρ is higher than the critical frequency ratio ρcr = ξ +
√
ξ 2+ρg1+1, no time
delay (blue dashed-dotted line, ρτ∗ = 0) provides an optimal performance.
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Figure 3.15: Optimal time delay ratio ρτ under different frequency input with ρg1 = 2 and ρg2 =−1.
3.4.1.2 Optimal time delay - information theory
There exists an analytical MI test solution for τ∗ for a harmonic signal, as derived in Reference
[88] for a discretized signal. Briefly, consider two signals f1(t) and f2(t) that consist of two sinusoidal
functions with a phase shift angle φ ∈ [0,2pi].
f1 = fˆ1 sin(θ)
f2 = fˆ2 sin(θ +φ)
(3.56)
where θ is uniformly distributed over [−pi,pi] and can be taken as θ =Ωt. The MI( f1, f2) is given by
MI( f1, f2) = (N−1)+ log2(
pi fˆ2
2
)− J( f2| f1)
J( f2| f1) =
∫ fˆ1
− fˆ1
1
pi
√
fˆ 21 −α2
J(pα)dα
(3.57)
where N is the length of the discretized signals, J(pα) is the discrete entropy and pα is the discrete
probability for a particular value α in f1. The discrete entropy J(pα) and probability pα are given by
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J(pα) =−pα log2(pα)− (1−pα) log2(1−pα)
pα =
D1
D1+D2
(3.58)
where D1 and D2 are defined by
D1 =
√
cos2 φ +
2α
fˆ1
√
1− (α
fˆ1
)2 sinφ cosφ − (α
fˆ1
)2 cos2φ
D2 =
√
cos2 φ − 2α
fˆ1
√
1− (α
fˆ1
)2 sinφ cosφ − (α
fˆ1
)2 cos2φ
(3.59)
Since N and fˆ2 are constants, the first local minima of MI( f1, f2) occurs when the discrete entropy
J(pα) reaches its maximum value J(pα) = 1. It leads to the probability pα = 1/2 and the optimal phase
shift φopt
φopt =±pi2 (3.60)
This is equivalent to a quarter of the excitation period 2pi , or
τ∗ = 0.25T (3.61)
This solution is in agreement with the optimal value obtained from the analytical solution of the
equation of motion presented in the last subsection.
3.4.2 Adaptive Control Gains
The comparison of analytical solutions in the previous subsection demonstrated that the MI test can
be used to select τ∗. However, limitations in the online application of this strategy are the inability to
satisfy the stability condition τ|max, and the sub-optimal performance for ρ > ρcr as ρcr is assumed to
be unknown. A solution is to allow the control gains G to be adaptive in order to ensure stability and
to provide a better control performance for cases where ρ > ρcr. The adaptive control gains follow
a back-propagation rule, which stability can be shown using Lyapunov theory. Here, the state-space
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representation of SDOF system from Eq. 3.2 is used to facilitate the application to multi-degree-of-
freedom systems.
Take the following sliding surface s [114]
s= Λe = Λ(X−Xd) = ΛX (3.62)
where Λ = [ 1 λ ] ∈ R1×2 is a user-defined weight matrix with λ being a strictly positive constant,
e is the error between the actual state X and the desired state Xd taken as Xd = 0, and consider the
following Lyapunov function V
V =
1
2
[s2+ G˜TΓ−1G˜] (3.63)
where Γ = γI is positive definite diagonal matrix with equal weights γ representing the adaptation
weights, and the tilde denotes the error between the actual and desired values (G˜ = G−Gd ; ν˜ = ν−νd ,
with subscript d denoting the desired value). The time derivative V˙ is given by
V˙ = ss˙+ G˜TΓ−1 ˙˜G
= sΛ(Ae+Bu(GTν−GTd νd))+ G˜TΓ−1 ˙˜G
= sΛ(Ae+Bu(G˜
Tν+GTd ν−GTd νd))+ G˜TΓ−1 ˙˜G
= eTΛTΛAe+ G˜TνΛBus+ G˜TΓ−1 ˙˜G+ sΛBuGTd ν˜
= eTΛTΛAe+ G˜T (νΛBus+Γ−1G˙)+ sΛBuGTd ν˜
(3.64)
Substituting the following adaptation rule in Eq. (4.26)
G˙ =−ΓνΛBˆus (3.65)
results the expression
V˙ = eTΛTΛAe+ sG˜Tν(ΛBu−ΛBˆu)+ sΛBuGTd ν˜ (3.66)
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where Bˆu is an estimation of vector Bu, with Bu comprising knowledge of mass parameters only, which
estimation can be relatively straightforward. The first term in Eq. (3.66) is negative definite for A
negative definite, as it is the case in most applications to structural control [69]. The second term is
assumed close to zero with ΛBˆu ≈ ΛBu. The last term is neglected because it is assumed that the delay
vector will converge to ν˜d (ν˜ ≈ 0). It results that Eq. (3.66) is overall negative definite, and the state X
will converge to 0.
Lastly, the discrete form of the adaptation rule (Eq. (3.65) is written
G(t) = G(t−1)−∆tΓνΛBˆus (3.67)
3.4.3 Adaptive Time Delay and Embedding Dimension
In the sequential ISDC algorithm, optimal time delay τ∗ and embedding dimension d∗ are computed
by MI test and FNN method at discrete time intervals, at every n steps, and kept constant over that time
interval. Note that the first time delay τ∗1 can be selected arbitrarily and d∗ will taken as 1 due to the
lack of prior data.
3.4.3.1 Adaptive time delay
Once τ∗i is computed, τ(t) is adapted smoothly over a transition region using a C∞ function of the
following type [70] :
β (t) =
1
1+ e−
η1(t−t0(i)−η2/2)
η2
(3.68)
where t0 is the start time of the ith time interval, and η1 and η2 are constants with η2 representing the
width of the transition region. The adaptive time delay τ(t) is taken as
τ(t) = (1−β (t))τ∗i−1+β (t)τ∗i (3.69)
where τ∗i−1 and τ∗i are the computed optimal time delays at corresponding time intervals i− 1 and i,
respectively, and τ(t)≈ τ∗i for β  0.
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3.4.3.2 Adaptive embedding dimension
To ensure the robustness of ISDC, the embedding dimension d(t) can only be incremented or decre-
mented by one dimension at every n steps and keep constant over that intervals:
d(t) = d∗i−1+ sgn(d
∗
i −d∗i−1) (3.70)
where d∗i−1 and d
∗
i are the computed optimal embedding dimension at corresponding time intervals i−1
and i, respectively.
Note that when embedding dimension increase at new time interval the initial value of added item
y(t − (d(t)− 1)τ∗ can be taken as 0. However, when embedding dimension decrease the redundant
component y(t− (d(t))τ∗ needs to be smoothly adapted to 0 over a transition region. In this case, Eq.
3.68 is used to avoid unstable dynamic representation caused by the change of embedding dimension.
3.4.4 Sequential Adaptive ISDC Algorithm
Now that we have presented background knowledge of ISDC, online adaptive rule for control gain,
as well as optimal time delay and embedding dimension selection methods, we can combine those
concepts and build our proposed Input Space Dependent Controller. Note that in the application of
structural control for Multi-Degree of Freedom (MDOF) system, the ISDC will be designed for single
damping device at each floor. Each damping device is decentrally controlled by the ISDC utilizing time
series of local observations (e.g. relative inter-story displacement and inter-story velocity). Therefore,
it is easily applying the ISDC to MDOF system in spite that the proposed adaptive rules in ISDC are
investigated in SDOF system.
In summary, the sequential adaptation algorithm of the ISDC is as follows:
1. Take the last n observations of the local state y. Note that local measurements are taken as relative
inter-story displacement and velocity in MDOF system.
2. Determine if τ needs an update (every n steps); if not, jump to step 5.
3. Process the last n observations in MI test to find the proper time delay τ∗, as described in subsec-
tion 3.3.2.2:
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(a) Compute the probabilities p(·) based on the last n observations in y (Eq. (3.28)). Note that
p(·) is computed by classifying the last n observations into a pre-defined number of bins
MIbin.
(b) Find τ∗ by conducting the MI test (Eq. (3.28)).
4. Process the last n observations and optimal time delay τ∗ obtained from MI test into FNN method
to find the optimal embedding dimension d∗, as described in subsection 3.3.3:
(a) Identify the first nearest neighbor and calculate Euclidian distance Rd(t) with different em-
bedding dimension d.
(b) Find d∗ by conducting two FNN criterions (Eq. 3.31 and 3.32).
5. Adapt τ(t) and d(t) using Eq. (3.69) and Eq. (3.70).
6. Construct the delay vector ν(t).
7. Calculate the sliding surface error s (Eq. 3.62) and adapt control gain G using Eq. (3.67).
8. Compute the required force output u(t) = GT (t)ν(t).
Notice that the MI test and FNN method results are related with the size of observations n. The
effects on the size of observations n to the ISDC performance will be investigated in the next section.
Fig. 3.16 summarizes the ISDC algorithm in structural control application. The ISDC receive structural
response caused by external excitation and calculate the required control force output for the semi-active
damping device installed in the structure. The damping device will provide corresponding damping
force to structure for achieving the desired structure response.
3.5 Parametric Study
In this section, we will conduct parametric studies to a specialized case of ISDC, where the embed-
ding dimension is fixed to 2, but the time delay used in the construction of the embedding varies with
time. In the next section, the embedding dimension will also be varied. Here, five parametric studies
are investigated including:
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Figure 3.16: Block diagram of the ISDC algorithm in structural control application
1. Observation size.
First, we study the effect of observation size n on the performance of the ISDC. The optimal
time delay τ∗ selection method, MI test, and optimal embedding dimension d∗ selection rule are
dependent on the observation size n. Large observation sizes may provide more exact solutions
of τ∗ and d∗ but will increase the computation time for analyzing data. Therefore, the study
of observation size will help us having better understanding on the relationship of data size,
computation time and ISDC performance.
2. Adaptive control strategy.
Second, we evaluate the adaptive control gain and time delay algorithm based on the performance
of the ISDC. To do so, we compare the performance using four different adaptive strategies: 1)
the proposed ISDC; 2) fixed gains & adaptive delay; 3) adaptive gains & fixed delay; and 4) fixed
gains & fixed delay. The objective is to demonstrate the benefit of proposed adaptive algorithm.
3. Robustness to noise.
Third, we add different level of Gaussian noise to the observations and examine the effect on
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displacement response. We illustrate that the proposed ISDC has a good level of robustness to
noise.
4. Performance versus knowledge.
Fourth, we compare the ISDC performance against different types of controller based on various
levels of system knowledge. The objective is to examine if adding knowledge of the system can
help ISDC providing better performance. It will be useful in the structural control application
since some of the system properties (e.g. mass of structure) can be estimated.
5. Multi-hazard excitations.
Lastly, we simulate the ISDC subjected to a multi-harmonic excitation and an impulse-type load.
By comparing the mitigation results from traditional model based and data driven controller, it
is shown that the ISDC has great promise for mitigating structures subjected to diverse types of
natural and man-made hazards.
The ISDC follow the control rule in Eq. 3.33 and has the form using the transformation ρg1 = g1/k
and ρg2 = g2/k:
u(t) =−ρg1kx(t)−ρg2kx(t− τ) (3.71)
Numerical simulations are conducted on the SDOF system based on Eq. 3.1 schematized in Fig.
3.1 and equipped with an ideal actuator (e.g., no delay) providing a force u(t) bounded by umax. Note
that first four sets of simulation are conducted under a harmonic excitation f (t) = fˆ sin(Ωt) and the last
set simulation is subjected to two different types of excitation. The simulation parameters for SDOF are
listed in Table 3.1.
3.5.1 Observation Size
The effects of the observation size n (e.g., step size for the MI and FNN methods) on the perfor-
mance of the ISDC is first investigated. The SDOF system (Fig. 3.1) is subjected to two different
harmonic excitations: 1) Ω = 0.5ωn, which is a frequency located in the zone governed by stability
bounds on ρτ ; and 2) Ω = 2ωn, which is a zone of sub-optimal performance for ρτ > 0. The control
objective is displacement reduction. It is used to assess the performance of the ISDC.
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Table 3.1: Simulation parameters for SDOF
object parameter class parameter value
model
mass m 0.05 kg
stiffness k 2 kN/m
damping ratio ξ 2%
natural period Tn 1 s
input
maximum force umax 2 kN
amplitude of excitation fˆ 2 kN
initial gain value g1(t = 0) 4 kN/m
initial gain value g2(t = 0) -2 kN/m
sampling rate ∆t 0.001 s
discrete bin number MIbin 30
adaptation
weight λ 1
learning rate γ 1
weight η1 20
weight η2 n/6
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Figure 3.17: Maximum displacement reduction and normalized computation time versus observation
size n: (a) Ω= 0.5ωn ; and (b) Ω= 2ωn.
The mitigation performance and normalized computation time under observation size n∈ [ 200 2000 ]
are plotted in Fig. 3.17. The normalized computation time is the average computation time per simula-
tion divided by the simulation time required for n= 2000. The performance of the ISDC increases with
increasing n over the range n= 200 to n= 1000 for both excitations. After n= 1200, the performance
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starts decreasing with increasing n. This can be explained by the incorporation of different dynamics
that occurred in the past, arising from the adaptive control formulation, and these different dynamics do
not represent the current system behavior appropriately. The computation time increases approximately
linearly with n due to the growing search space in the MI test.
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Figure 3.18: Time series displacement response for various different observation size n : (a) Ω= 0.5ωn
; and (b) Ω = 2ωn. Time series time delay for various observation size n : (c) Ω = 0.5ωn ; and (d)
Ω= 2ωn.
Fig. 3.18 are time series plots illustrating the ISDC’s mitigation performance for three observation
sizes: n = 500, n = 1000, and n = 2000. Fig. 3.18(a) and (b) compare the displacement responses
for all three strategies under a low frequency excitation (Ω= 0.5ωn) and a higher frequency excitation
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(Ω = 2ωn), respectively. For Ω = 0.5ωn, n = 1000 provides the best performance, as expected from
Fig. 3.17, and both n = 500 and n = 2000 lead to more chattering after 7 s. For Ω = 2ωn, n = 500
outperforms other strategies, also as expected, and this performance is attributed to the adaptation of ρτ
occurring rapidly, as shown in the evolution of ρτ plotted in Fig. 3.18(d). The extreme value n= 2000
shows to underperform under strategies, and does not appear to converge or oscillate around a particular
value of ρτ for the low frequency excitation (Fig. 3.18(c)). From the simulation results in this section,
a value of n= 1000 is selected for further simulations.
3.5.2 Adaptive Control Strategy
Different adaptive strategies are now considered in order to further evaluate the performance of the
ISDC, in particular the effect of the adaptive rules on the control gains and adaptive time delay. The
adaptive strategies under investigation are:
1. The proposed ISDC.
2. Fixed gains & adaptive delay: Control gains are taken as ρg1 = 2 and ρg2 = −1, which are the
same values as used to create Fig. 3.11. The time delay is variable as per the ISDC algorithm.
3. Adaptive gain & fixed delay: Control gains are adapted as per the ISDC algorithm. The time
delay is selected from Fig. 3.15.
4. Fixed gain & fixed delay: Control gains are taken as ρg1 = 2 and ρg2 =−1, and the time delay is
selected from Fig. 3.15.
The maximum control force is bounded by umax = 2 kN for each adaptive strategy. The displacement
reduction under a harmonic excitation is plotted in Fig. 3.19 for various frequency ratios ρ ∈ [ 0.1 3 ]
under each control cases. Results show that proposed ISDC provides enhanced mitigation performance,
specifically at frequency ratios ρ > 1 for which all the other control strategies quickly lead to increases
in the SDOF’s displacement, while the ISDC is still successful at reducing displacements. Of particular
interest is the comparison of the ISDC performance with the adaptive gain & fixed delay strategies; the
inclusion of a time-varying τ in the algorithm results in a significant gain in performance.
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Figure 3.19: Maximum displacement reductions under harmonic excitation as a function of ρ .
The time series responses of the SDOF system are plotted in Fig. 3.20 for Ω= 0.5ωn and Ω= 2ωn,
as done in the previous section. These responses include displacements (Figs.3.20(a) and (b)), control
forces (Figs. 3.20(c) and (d)), and evolution of τ (Figs. 3.20(e) and (f)). A study of the control
forces shows that all controllers saturate at umax in the case Ω = 2ωn, where the ISDC provides better
displacement mitigation for the same force output. This relationship is not observable for Ω = 0.5ωn,
where the control force arising from the ISDC is slightly higher than the other control forces. However,
in this case, all forces are applied in the same phase. The time delays for the case Ω = 0.5ωn oscillate
around ρτ = 0.09, but the oscillation occurs out-of-phase between both control strategies at the end of
the simulation. For the case Ω= 2ωn, both strategies appear to slowly converge.
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Figure 3.20: Displacement responses: (a) Ω= 0.5ωn; and (b) Ω= 2ωn; control forces: (c) Ω= 0.5ωn;
and (d) Ω= 2ωn; and time delays: (e) Ω= 0.5ωn; and (f) Ω= 2ωn.
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3.5.3 Robustness to Noise
The robustness of the ISDC algorithm with respect to noise is studied by adding Gaussian noise
to the observations. The noise level ranges from 0% to 25% of the measurement. The displacement
reductions for frequency ratios ρ = 0.5, 1.0, 1.5, 2.0, 2.5 and 3.0 are plotted in Fig. 3.21. Results show
relatively stable performance as a function of noise, with the worst case scenario (ρ = 2.0) exhibiting a
decrease in mitigation performance of approximately 20% over a 25% noise for all cases.
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Figure 3.21: Maximum displacement reduction after stabilization with under various noise levels.
3.5.4 Performance versus Knowledge
The performance of the ISDC is compared against different types of controller based on different
levels of system knowledge. Four control cases are considered, each bounded by umax = 2 kN. They are
listed in order of required level of knowledge on the system’s dynamics:
1. The proposed ISDC (ISDC). The ISDC requires knowledge of displacement and velocity obser-
vations.
2. The proposed ISDC using analytical MI test solution from Eq. 3.61 (ISDC & MI). The ISDC &
MI requires knowledge of displacement and velocity observations, and of the excitation frequency
Ω.
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3. No time delay control (NDC): A negative displacement feedback with a pre-tuned control gain
gNDC = 7.66 kN/m obtained from the LQR method described below.
u(t) =−gNDCx(t) (3.72)
The NDC requires knowledge of displacement observation and dynamic parameters enabling
pre-tuning.
4. Linear quadratic regulator control (LQR): An LQR controller optimized to minimize a perfor-
mance index ψ
ψ =
1
2
∫ ∞
0
(XT (t)QX(t)+u(t)Ru(t))dt (3.73)
with:
Q =
 Qd 0
0 Qv

2×2
where Q and R are weights. In this simulation, Qd = Qv = 30 and R = 1. The LQR requires
knowledge of displacement and velocity observations, as well as dynamic parameters.
The displacement reduction for the same excitation frequency ratios as in the previous section is
plotted in Fig. 3.22 under each control cases. Results show that the ISDC outperforms an optimal
pure-displacement feedback controller (NDC), and that adding knowledge of the excitation frequency
(ISDC & MI) slightly increases mitigation performance. Also, the controller with enhanced knowledge
(LQR) significantly outperforms the data-based strategies.
The performance of each control strategies is further studied under under two specific harmonic
frequencies (Ω= 0.5ωn and Ω= 2ωn). The time series responses of displacements are plotted in Figs.
3.23(a) and (b). The mitigation performance of the ISDC is worse than the ISDC & MI case, but better
than the NDC case. The LQR strategy significantly outperforms all other strategies. Figures. 3.23(c)
and (d) are plots of the control forces over the last seconds of the excitations. For the relatively higher
frequency excitation (Ω= 2ωn), the forces saturates under the ISDC, ISDC & MI, and NDC strategies,
indicating a sub-performance of the adaptive mechanism.
91
0.1 0.5 1 1.5 2 2.5 3
−50
0
50
100
ρ
di
sp
la
ce
m
en
t r
ed
uc
tio
n 
(%
)
 
 
ISDC
ISDC & MI
NDC
LQR
Figure 3.22: Maximum displacement reductions after stabilization under different controllers.
3.5.5 Multi-Hazard Excitations
The previous subsection demonstrated that a controller with full system knowledge outperforms the
ISDC significantly better for an SDOF subjected to a single excitation. Here, we study the same SDOF,
but subjected to two different types of excitation: 1) a force of the type f (t) = fˆ (sin(Ωt)+ sin(2Ωt))
arising from two simultaneous harmonic excitations; and 2) an impulse. Remark that in both cases, the
optimal embedding dimension is still d = 2. The case of simultaneous excitations looks at two distinct
load cases: a lower frequency input with Ω1 = 0.5ωn, and a higher frequency input with Ω2 = 2ωn. The
impulse excitation is simulated by imposing an arbitrary initial condition on the velocity of the system
(x˙(0) =8 m/s). The same control cases are simulated, except for the ISDC & MI, because no single
value of Ω in the simultaneous harmonics cases could be taken for finding the analytical solution of the
MI test. As for the previous set of simulations, the maximum control force is bounded by umax.
Fig. 3.24 shows the result from the simultaneous harmonic excitations. Results are similar to
the single-harmonic case discussed above, except that the relative mitigation performance between the
ISDC and the LQR controller has reduced, as shown in Table 3.2. An investigation of the input forces
from results plotted in Figs. 3.24(c) and (d) show that the force saturated for most controllers, except for
the NDC for the higher frequency excitation, but the controller was unable to provide positive mitigation
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Figure 3.23: Simulation results for different control strategies: (a) displacement response, Ω = 0.5ωn;
and (b) displacement response, Ω= 2ωn; (c) control forces over the last 5 seconds, Ω= 0.5ωn; and (d)
control forces over the last 2 seconds, Ω= 2ωn.
results. The evolution of the time delays (Figs. 3.24 (e) and (f)) are shown for τ instead of ρτ given
the multi-frequency response of the system. The evolution of the time delay converges to a stable value
(around 0.1 s) for the case Ω2 = 2ωn. In the case Ω1 = 0.5ωn, the evolution of the time delay oscillates
between two distinct values (0.1 and 0.25 s) that caused by the periodic displacement response with two
distinct frequencies.
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Figure 3.24: Time series displacement response : (a) Ω= 0.5ωn ; and (b) Ω= 2ωn. Time series control
force : (c) Ω= 0.5ωn (zoom on last 5s) ; and (d) Ω= 2ωn (zoom on last 2s) . Time series time delay :
(e) Ω= 0.5ωn ; and (f) Ω= 2ωn.
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Table 3.2: Maximum displacement reduction after stabilization (%)
control case Ω= 0.5ωn Ω= 2ωn
ISDC 91.02 34.28
NDC 85.10 -37.67
LQR 91.94 82.76
Fig. 3.25 shows the results for the impulse load. The ISDC has the same performance as NDC in the
first 1s since ISDC act as NDC and output same control force before the first calculation of τ∗ is done.
After that, the ISDC shows the ability of quickly stabilizing the system. The NDC was not successful
at quickly stabilizing the system, which can be explained by the lag present in a displacement-based
control rule applied to a system subjected to an initial velocity. The time delay of ISDC (Fig. 3.25(c))
converges to a stable value.
3.6 Application to Three DOF System
In this section, the proposed ISDC algorithm is simulated on a more realistic system to evaluate
structural control applications. The system is a three-story building model presented in Dyke et al.
[31]. The building is equipped with an actuator located between ground and the first floor. It is modeled
as a spring-dashpot-mass system, as schematized in Fig. 3.26, with the dynamic properties listed in
Table 3.3 extracted from Ref. [31].
Table 3.3: Dynamic properties of the 3DOF structure
floor mass stiffness damping
(kg) (N/m) (N·s/m)
3 98.3 684000 50
2 98.3 684000 50
1 98.3 516000 125
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Figure 3.25: Time series measurements: (a) displacement response ; (b) control force; and (c) time
delay.
Two different types of excitation are conducted in the simulation. In the first subsection, a harmonic
ground motion excitation is used. In the second subsection, the system is subjected to the same scaled
1940 El Centro earthquake used in Ref. [31]. Simulations assume the availability at each floor of
the acceleration, velocity, and displacement states from a single sensor, either through integration or
differentiation of the observation. The term full-state (FS) refers to the utilization of observations from
all three sensors (one per floor), while the term limited-state (LS) refers to the utilization of a single
observation taken at a given floor.
The ISDC algorithm utilize a single displacement observation (limited-state) to update values of
controller parameters. In the simulation, we also considered two limited measurement locations: 1)
only sensor in the first floor available (sensor-1 only); and 2) only sensor in the top floor available
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Figure 3.26: Three DOF equipped with a single actuator.
(sensor-3 only). The performance of the ISDC is compared against two different LQR controllers with
control weights
Q =
 QdE 0
0 QvE

6×6
with:
E =

E1 0 0
0 E2 0
0 0 E3

3×3
where E is a diagonal matrix representing sensor location, with a value Ei,i = 1 when the sensor at floor
i is available, and Ei,i = 0 when the sensor at floor i is unavailable. Control weights Qd = Qv = 1 and
R= 2×10−7 are selected from pre-tuning to provide the best control performance.
One LQR controller assumes FS measurements (LQR-FS) with all three sensors available, and one
LQR controller assumes LS measurements (LQR-LS) with only one sensor available. Same different
measurement locations in ISDC are used in LQR-LS case. A voltage delay is introduced in the actuator
such that
u˙act,i =−udelay(uact,i−ureq,i) (3.74)
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where udelay is a positive constant representing the control delay, ureq,i is the required control force
directly calculated by the controller and uact,i is the actual control force from the actuator. Here, the
delay coefficient udelay is assumed to be 200 s−1 to be consistent with previous simulations conducted
in Ref. [71]. The parameter values used for the ISDC are listed in Table 3.4. The sampling rate is 250
Hz to be consistent with simulations in Ref. [31]. Note that due to distinct types of excitation in next
two subsection, the observation size n in ISDC algorithm in two simulations are different.
Table 3.4: ISDC parameters
object parameter class parameter value
input
maximum force umax 1 kN
initial gain value g1(t = 0) 600 kN/m
initial gain value g2(t = 0) -300 kN/m
sampling rate ∆t 0.004 s
discrete bin number MIbin 30
adaptation
weight λ 1
learning rate γ 1
weight η1 20
weight η2 160
Two performance indices are considered in the analysis of simulation results:
• Maximum interstory displacement reduction J1
J1 =
maxt,i|zi,unc(t)|−maxt,i|zi,ctrl(t)|
maxt,i|zi,unc(t)| (3.75)
where zi = xi− xi−1 denotes the interstory displacement at floor i, except at the first floor were
z1 = x1, and subscripts unc and ctrl denote the uncontrolled and controlled states, respectively.
• Maximum acceleration reduction J2
J2 =
maxt,i|x¨i,unc(t)|−maxt,i|x¨i,ctrl(t)|
maxt,i|x¨i,unc(t)| (3.76)
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where x¨i denotes the acceleration at floor i.
3.6.1 Harmonic Ground Motion
In the simulation of this subsection, harmonic ground motions of the type a(t) = aˆg sin(Ωt), with
amplitude aˆg =9.8 m/s2, over the excitation frequency ratio range ρ =Ω/ωn ∈ [ 0.1 3 ] are used. The
observation size n is taken as 250.
The control performance for the ISDC and LQR-LS strategies are plotted in Fig. 3.27, for sensor
in first floor only available (Fig. 3.27 (a) and (b)), and for sensor in top floor only available (Fig. 3.27
(c) and (d)), with results compared against the LQR-FS case. Under sensor-1 only, which corresponds
to the sensor located at the actuator’s position, the ISDC’s performance compares very well with the
LQR-LS and LQR-FS for performance metric J1, sometimes outperforming them. In particular, the
ISDC succeeds at reducing interstorey drift at ρ = 0.2, while both LQRs are worsening the response.
With sensor-1 only and performance metric J2, the ISDC underperforms the LQRs, except at ρ = 0.9
and ρ = 2.8 where it provides better performance. The excitation ratio ρ = 0.9 and 2.8 are close to the
system’s first and second natural frequencies shifted by the added stiffness from the LQR control rule.
Under sensor-3 only, the J1 index shows that the ISDC provides similar mitigation performance to
the LQR-FS up to ρ = 1, after which its relative performance decreases. However, it is performing
much better than the LQR-LS, which fails at reducing interstorey displacement for ρ < 0.3, and both
controllers fail at reducing displacement for ρ > 2.2. A study of the J2 performance index also shows
an overall increase in mitigation performance from the ISDC compared with the LQR-LS, especially
at relatively low (ρ < 0.5) and high frequencies (ρ > 2.2). The LQR-FS outperforms all controllers,
except for ρ = 0.9 and ρ = 2.8, analogous to the sensor-1 only results.
A cross-comparison of results between available sensors show that both the ISDC and LQR-LS
perform better when utilizing the observations from the sensor close to the actuator (sensor 1). Also,
when considering limited sensors, the data-based ISDC appears to be a better strategy than the model-
based LQR-LS controller, except for mitigating acceleration under the sensor 1-only available case.
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Figure 3.27: Performance index under different control strategies and various frequency ratio ρ; sensor
1-only available (first floor): (a) J1; and (b) J2; sensor 3-only available (third and top floor): (c) J1; and
(d) J2.
3.6.2 Earthquake Excitation
In this subsection, the structure is subjected to the same earthquake input used in Ref. [32]. The
earthquake input is taken as the NS component of the 1940 El Centro earthquake and scaled to match
the sampling rate of 250 Hz in the simulation. The time history series of earthquake excitation is plotted
in Fig. 3.28. Due to its short duration time and stochastic property, smaller observation size n= 100 is
used.
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Figure 3.28: Scaled time history series of NS component of the 1940 El Centro earthquake
Table 3.5: Performance index under scaled El Centro earthquake
control case
sensor 1-only sensor 3-only
J1 J2 J1 J2
ISDC 62.72 53.13 29.18 22.02
LQR-LS 58.33 45.48 24.69 5.63
LQR-FS 69.49 49.39 69.49 49.39
The control performance index values for ISDC and LQR strategies are listed in Table 3.5. The
ISDC perform very well comparing with LQR-FS and LQR-LS cases in most of cases. Especially,
ISDC outperform LQR-LS case in J1 and J2 under both sensor-1 only and sensor-3 only. In particular,
ISDC even perform better than LQR-FS case for performance metric J2 when using sensor-1 only.
A cross-comparison of results between available sensors show that both ISDC and LQR-LS will have
performance deterioration when they utilize the observations from the sensor far away from the actuator.
The performance index values of ISDC drop 50% in J1 and 60% in J2. However, ISDC show less
sensitive than LQR since it has 90% decrease in J2.
The distribution of peak inter-story displacement and absolute acceleration of ISDC are further
investigated and plotted in Fig. 3.29, for sensor in first floor only available (Fig. 3.27 (a) and (b)), and
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Figure 3.29: Distribution of peak structure response at various floor levels; sensor-1 only available (first
floor): (a) inter-story displacement; and (b) absolute acceleration; sensor-3 only available (third and top
floor): (c) inter-story displacement; and (d) absolute acceleration.
for sensor in top floor only available (Fig. 3.27 (c) and (d)), with results compared against the LQR-FS
and LQR-LS cases. Under sensor-1 only, the ISDC outperform both LQR-FS and LQR-LS cases in
displacement and acceleration reduction at top two floors. Under sensor-3 only, the LQR-FS case show
the advantage of model based control and provide the best performance for J1 and J2 at all three floors.
However, the ISDC provide higher mitigation values than LQR-FS case in J1 and J2 for entire building.
It is shown that, when considering limited sensors, the data-based ISDC controller is a better strategy
than LQR for earthquake excitation.
Lastly, we investigate the evolution of time delay τ and embedding dimension d. The evolution of τ
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and d for sensor 1-only and sensor 3-only are plotted in Fig. 3.30. Results show that higher embedding
dimension is needed when observations contain higher chaotic level. A comparison of embedding
dimension d between different sensor location show that when using the observations from the top floor
(sensor 3) the optimal dimension d is higher than the case using first floor observations. This is caused
by the high acceleration in the top floor. The comparison of time delay τ also demonstrate that high
frequency content in observations will lead to higher optimal time delay results.
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Figure 3.30: Evolution of τ and d: (a) sensor 1-only available (first floor); and (b) sensor 3-only avail-
able (third and top floor).
3.7 Conclusion
In this chapter, a novel data-driven controller, termed Input Space Dependent Controller (ISDC),
has been presented. The ISDC has the particularly of being capable of adapting its input space to the
dynamics of the excitation. This makes it a good candidate for multi-hazard mitigation, because it does
not require different tuning parameters for different types of excitations. The ISDC specializes the input
space adaptation to varying the time delay of the observations used as inputs, while keeping the dimen-
sion of the observations constant. We first provided the reader with modern theory on model based and
data driven control and discussed the background on ISDC. Subsequently, we have introduced the ISDC
algorithm, which is the main contribution of the chapter. The algorithm consists of selecting an optimal
time delay from the mutual information (MI) test and an optimal embedding dimension from the false
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nearest neighbor (FNN) method using the last few observations. Such strategy is based on the Embed-
ding Theorem, and its applicability was demonstrated by comparing the analytical solution from the MI
test to the analytical solution of a single-degree-of-freedom system subjected to a harmonic excitation.
In order to ensure stability, the control gains were allowed to be time varying. Their adaptation rule is
a back-propagation rule.
Furthermore, parametric studies were conducted to evaluate the performance of the ISDC. Results
show that the performance is sensitive to the choice of the observation size used in the MI test, and a
particular value was selected to conduct the remaining of the parametric studies. Further studies showed
that the inclusion of an adaptive input space resulted in a significant gain in performance versus a con-
stant input space strategies, and that the ISDC was robust with respect to noise. When compared with
an optimal LQR controller, the ISDC performed similarly at low excitation frequency ratios, but under-
performed the LQR controller significantly for higher excitation frequency ratios, illustrating a critical
difference in performance resulting from different levels of knowledge on the system’s dynamics.
Additional simulations were conducted on a three degrees-of-freedom (DOF) structure equipped
with a single actuator at the first floor subjected to man-made and natural ground motions. Simulations
compared the performance of the ISDC based on limited-state feedback (e.g., a single sensor) with
a full-state feedback LQR (LQR-FS) and a limited-state feedback LQR (LQR-LS). Results show that
the ISDC performed as well as the LQR-LS at mitigating displacement, whether the sensor providing
feedback was located at the actuator’s DOF or at another floor. The ISDC also performed similarly to the
LQR-FS at displacement mitigation when the limited-state feedback was obtained at the actuator’s DOF.
Results from acceleration mitigation showed that the ISDC underperformed the LQR strategies when
limited feedback was obtained at the actuator’s DOF, and outperformed the LQR-LS when limited-state
feedback was obtained from another floor. Overall, the ISDC performed better when the limited-state
feedback was obtained from the actuator’s DOF.
Results presented in this chapter demonstrated the ability of the controller at providing great miti-
gation performance based on limited knowledge and limited feedback from the system. It is therefore a
great candidate at multi-hazard applications, because it 1) utilizes local and limited measurements only;
2) does not require prior evaluation or training; 3) is capable of extracting key features from unknown
excitation; and 4) adapts to systems nonstationarities.
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CHAPTER 4. SIMULATIONS ON EXISTING STRUCTURES SUBJECTED TO
MULTI-HAZARD
4.1 Introduction
In previous two chapters, we have introduced a novel semi-active mechanical device, the MFD,
as well as unique adaptive data driven controller, the ISDC, in order to generate an intelligent semi-
active control system for multi-hazard mitigation. In this chapter, we simulate the proposed semi-active
control system including MFD and ISDC in different types of buildings subjected to multiple non-
simultaneous hazards, which include wind, blast, and seismic events. Two existing buildings located in
Shizuoka City, Japan and Boston, USA are selected. The objective is to investigate the performance of
proposed control system at mitigating vibrations of different natures.
In what follows, Section 4.2 describes in detail two representative structures used for the simulation,
one short building located in Japan and the other tall building located in Boston, MA. Section 4.3 intro-
duces theoretical models used for generating multi-hazard excitations including wind, blast, and seismic
loads. Section 4.4 describes the simulation methodology adopted for the investigation, which includes
a description of the model buildings, performance based design procedures for MFD, and performance
indices. Section 4.5 investigates the performance of the proposed MFD itself comparing with other
passive damping systems. This section is essential to demonstrate the potential of the proposed device.
Section 4.6 conducts the simulations of the integrated semi-active control system (ISDC & MFD) sub-
jected to multi-hazard excitations and compare its performance with different control strategies. This
section is used for showing the advantages of ISDC. Section 4.7 concludes the chapter.
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4.2 Simulated Buildings
In this section, two different structures are selected for the simulations. They consist of a short and
a tall building, located in Shizuoka City, Japan, and Boston, MA, respectively. They were selected due
to their different dynamics and sites.
4.2.1 Short Building
The short building is a 5-story structure, described in Kurata et al. [67]. It is a steel moment-
resisting frame building located in Shizuoka City, Japan. The building has story height of 19.75m,
total floor area of 1685.36 m2 and total mass of 1 102 300 kg. It was designed in accordance with
the Japanese seismic resistance design standards as a steel frame structure. This building is currently
installed with eight semi-active hydraulic damper (SHD) in the short side direction for reducing seismic
response, as shown in Fig. 4.1.
Figure 4.1: Short building outline [67]
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The structure is modeled as a lumped-mass shear system, and simulated along its weak axis using
the dynamic properties listed in Table 4.1. Table 4.2 compares the values of the first three periods of the
system reported in the literature [67] to the numerical model, and lists their effective modal mass Γ.
Table 4.1: Dynamic properties of short building model
floor mass stiffness damping
(kg) (kN/m) (kN·s/m)
5 266100 84000 530
4 204800 89000 562
3 207000 99000 625
2 209200 113000 713
1 215200 147000 928
Table 4.2: Fundamental periods and comparison of short building
report model difference Γ
period (s) (s) (%) (%)
first 0.992 0.991 −0.01 82.81
second 0.354 0.354 0.00 11.15
third 0.222 0.223 +0.27 3.68
4.2.2 Tall Building
The tall building is a 39-story office tower located in downtown Boston, MA. It was built in 1990
with passive viscous dampers to reduce excessive wind vibrations caused by a nearby tower. Laflamme
et al. [71] have simulated the theoretical concept of the MFD in this building and numerically demon-
strated its performance at wind mitigation over a passive energy dissipation system[68, 71]. The weak
direction of the structure was selected because it is currently equipped with toggles and viscous damping
devices, as shown in Fig. 4.2.
107
(a) (b)
Figure 4.2: Tall building: (a) view of building facing east (taken by the author); and (b) elevation view
of weak direction [71].
The structure is modeled as a lumped-mass shear system, and simulated along its weak axis using
the dynamic parameters reported in [68] and listed in Table 4.3 [84].
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Table 4.3: Dynamic properties of tall building model
floor mass stiffness damping floor mass stiffness damping
(t) (kN/m) (kN·s/m) (t) (kN/m) (kN·s/m)
39 125 13206 194 19 948 1414101 20481
38 903 61570 915 18 948 1542103 22332
37 984 144156 2112 17 948 1671516 24204
36 804 200943 2928 16 948 1704402 24680
35 948 429995 6246 15 948 1736539 25145
34 948 668236 9692 14 948 1848105 26758
33 948 688855 9990 13 948 1954807 28302
32 948 707994 10267 12 948 1987942 28781
31 948 721919 10468 11 948 2024855 29315
30 948 788614 11433 10 948 2283559 33057
29 948 866126 12554 9 948 2536604 36717
28 948 880965 12769 8 948 2579392 37336
27 948 889946 12899 7 948 2615282 37855
26 948 959764 13909 6 1482 2662444 38552
25 948 1030839 14937 5 1394 3226434 46708
24 948 1049684 15209 4 1394 3919347 56731
23 948 1064386 15422 3 2295 3929345 56900
22 948 1216929 17620 2 3150 2751949 39892
21 948 1370469 19849 1 1671 2193660 31776
20 948 1385321 20064
Table 4.4 compares the values of the first three periods of the system reported in literature [84] to
the numerical model, and lists their effective modal mass Γ.
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Table 4.4: Fundamental periods and comparison of tall building
period reported model Difference Γ
(s) (s) (%) (%)
first 5.00 5.00 0.00 64.03
second 1.82 2.07 −13.7 13.20
third N/A 1.39 N/A 7.10
4.3 Multi-Hazard Excitations
In the previous section, we have introduced two selected buildings and discussed analytical models
for simulation. In this section, we will generate multi-hazard excitations for simulated structures. They
include two wind events, one blast event, and six seismic events. The methodology used to simulate
each hazard is described in what follows.
4.3.1 Wind Loads
A variable wind speed model is used to generate the wind speed time series data at the top story of
the simulated building based on the literature [113]. A wind speed time series νw,top(t) is modeled as
νw,top(t) = νa+νr(t)+νg(t)+νt(t) (4.1)
where νa is the average wind speed, νr the wind speed ramp, νg the wind gust, and νt the wind turbu-
lence. The wind speed ramp is taken as
νr(t) =

0 if t < Tsr
νramp(t) if Tsr < t < Ter
0 if t > Ter
(4.2)
where νramp(t) = Aramp t−TsrTer−Tsr and Aramp is the amplitude of wind speed ramp, Tsr and Ter are the starting
and end time of the wind speed ramp, respectively. The wind speed gust is characterized by
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νg(t) =

0 if t < Tsg
νgust(t) if Tsg < t < Teg
0 if t > Teg
(4.3)
where νgust(t) = Agust(1−cos(ωg( t−TsgTeg−Tsg ))), with Agust being the amplitude of the wind speed gust, ωg a
constant, Tsg and Teg the starting and end time of wind speed gust, respectively. The wind speed gust is a
periodic time series that can be tuned to a specific frequency. Under the classic assumption of modeling
wind turbulence as a zero-mean Gaussian stochastic process, time domain realizations are generated by
the waves superposition formula [111, 130]:
νt(t) =
√
2
N
∑
k=1
[PD(ωk)∆ω]
1
2 cos(ωkt+φk) (4.4)
where ωk is the frequency (Hz), φk is a random phase uniformly distributed between 0 and 2pi and
PD(ωk) is the power spectral density function of wind turbulence [113]
PD(ωk) = lνa
(
ln
(
h
z0
)2)−1(
1+1.5
ωkl
νa
)−5/3
(4.5)
where h is the height from the ground (m), l is the turbulence length scale (m) and z0 is the roughness
length (m) that can be determined from Ref. [86]. In Eq. 4.5, the wind spectrum is discretized using Nω
equally spaced frequency points, ωk = k∆ω , with a frequency step amplitude ∆ω and a cutoff frequency
ωc = Nω∆ω .
The wind speed distribution on each building follows a power law
νw,i(t) = νw,top(t)
(
hi
htop
)ϕ
(4.6)
where ϕ is a constant taken as 0.143 [55], νw,i(t) is the wind speed at story i of height hi, and νw,top is
the reference wind speed at the top story of height htop. The value νw,top(t) is generated from Eq. 4.1
and the wind speeds at the other stories are calculated based on Eq. 4.6. Furthermore, the average wind
speed νa for the short building and the tall building are selected from the building’s respective locations:
the Building Standard Law of Japan (BSLJ-2000) [126] for the short building and ASCE 7-10 (Table
C26.5-3) [7] for the tall building.
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Four wind speed time series are generated: two having a wind speed gust component ωg from the
expression for νgust(t) acting at the first natural frequency of each structure, and two acting at the second
natural frequency of each structure. These first two frequencies are selected due to their large effective
modal mass (Table 4.2 and 4.4). The model parameters value are listed in Table 4.5. Figure 4.3 shows
the wind speed time series simulated around the first natural frequency of each structure. Each time
series is produced at a sampling rate of 10 Hz over a 10-minute duration.
Table 4.5: Wind speed model parameters
parameter short building tall building
νa 32 m/s 63 m/s
Aramp 3 m/s 3 m/s
Agust -2 m/s -2 m/s
Tsr 50 s 50 s
Ter 150 s 150 s
Tsg 100 s 100 s
Teg 250 s 250 s
h 40 m 170 m
l 600 m 600 m
z0 2 m 2 m
Nω 213 213
ωc 20pi rad/s 20pi rad/s
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(a) (b)
Figure 4.3: Typical realization of a wind time series at a 10 Hz sampling rate over a 10-minute duration
: (a) Shizuoka City (top story : 40 m), Japan; and (b) Boston (top story : 170 m), MA.
Finally, the wind load input uw,i(t) at story i is generated from Morrison’s equation [137] based on
wind speeds obtained from Eq. 4.6:
uw,i(t) = 0.5ρνw,i(t)2AiCp (4.7)
where ρ is the air density and Cp the combined pressure coefficient, taken as 0.8 (ASCE 7-10, Figure
27.4-1) [7], and Ai is vertical area of floor i.
4.3.2 Blast Load
The simulated blast load is a blast pressure wave, as illustrated in Fig. 4.4 [95]. At the beginning
of the explosion, the air pressure builds up quickly to the peak pressure value Pmax and remains positive
for a duration td before dropping negative for a duration tn.
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Figure 4.4: Time history of an air blast wave pressure
The positive phase (t < td), is simulated using the general descending pulse model [75]
P(t) = Pmax
(
1−λb ttd
)
e−γb
t
td (4.8)
and the negative phase (td < t < td+ tn) approximated by a bilinear equation [72]
P(t) =
 −2Pmin
t−td
tn
if td < t < td+ tn/2
−2Pmin td+tn−ttn if td+ tn/2 < t < td+ tn
(4.9)
These functions were used to produce Fig. 4.4. The blast load parameters are selected based on
the 1995 Oklahoma City bombing event [87]. They are listed in Table 4.6. The blast load distribution
on each building follows the example provided in the literature [95], where only the first seven floors
are affected (or all floors in the case of the short building). The peak pressure value Pmax at each floor
is obtained by linear interpolation. These values are listed in Table 4.7. The blast load is simulated to
provide insight on whether a semi-active system may have potential at mitigating a high impulse load.
In applications, it would be important to assess the effect of delays between the excitation, sensors, and
mechanical feedback.
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Table 4.6: Model parameters from Oklahoma bombing of 1995
parameter value
Pmax 4100 Kpa
Pmin 10 Kpa
R 20 m
W 1814 Kg
λb 1
γb 2.8
td 15 ms
tn 134 ms
Table 4.7: Peak pressure value Pmax for simulated building
floor short building tall building
number height (m) Pmax (kPa) height (m) Pmax (kPa)
1 4.2 4100 4.57 4100
2 7.8 1762 12.19 522
3 11.4 642 18.28 46
4 15 156 22.24 16
5 18.6 36 26.2 9
6 NA NA 30.16 6
7 NA NA 34.12 1
4.3.3 Seismic Loads
A set of six different earthquakes were used to simulate seismic excitations. They were selected
due to their different dynamic characteristics, including the impulses and epicentral distances. They are
listed in Table 4.8. Near-field and far-field earthquakes are defined based on the epicentral distance,
where 0 to 50 km is considered as near-field and 50 km and beyond is considered as far-field.
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Table 4.8: List of simulated earthquakes
location year station dist(km) mechanism mag.(RS)
near-field
Kobe, Japan 1995 Nishi-Akashi 7.1 strike-slip 6.9
San Francisco, CA 1957 Golden Gate Park 9.6 reverse 5.28
Imperial Valley, CA 1940 El Centro Array 9 13 strike-slip 7
far-field
Loma Prieta, CA 1989 Oakland Title 72.1 reverse-oblique 6.93
Chi-Chi, Taiwan 1999 CHY012 59 reverse-oblique 7.62
Big Bear City, CA 2003 Caltech Millikan Library 118 strike-slip 4.92
Each ground motions was scaled to the target response spectra based on the amplitude-scaling
method [9]. The local design response spectra of the short and tall building were established using
the USGS seismic design map. Only uni-directional horizontal ground motions were considered. Two
design response spectrum are plotted by spectral acceleration parameters SDS and SD1 based on ASCE
7-10 [7]. Values for SDS and SD1 for the short building were obtained by extracting S1 and Ss parameters
in Japan from the USGS website and computing SDS and SD1 following ASCE 7-10 section 11.4 [7].
Values for SDS and SD1 for the tall building were obtained directly from the USGS website using the
building locations. These parameters are listed in Table 4.9. The scale factor of the six ground motions
are calculated by the PEER ground motion record database [1]. They are listed in Table 4.10.
Table 4.9: Design spectral acceleration parameters
short building tall building
SDS 1.52 g 0.229 g
SD1 0.91 g 0.11 g
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Table 4.10: Scale factor of selected ground motions
short building tall building
Kobe 2.91 1.70
San Francisco 65.72 83.28
Imperial Valley 1.93 1.29
Loma Prieta 2.48 1.73
Chi-Chi 8.41 0.56
Big Bear City 45.30 69.20
The scaled ground motion response spectrum for two selected building are plotted in Figure 4.5 and
all six ground motions match the target spectrum at the fundamental period of each building (0.992 sec
for the short building and 5.28 sec for the tall building).
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Figure 4.5: Scaled response spectra of selected ground motions : (a) short building, Japan (fundamental
period ω1 = 0.992 sec); and (b) tall building, MA (fundamental period ω1 = 5.28 sec).
4.4 Simulation Methodology
In this section, we will first explain the state space model of n-Story Building System for simula-
tion. Subsequently, performance based design procedures used in selecting the parameters for mechanic
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damping devices in representative buildings are described. Lastly, several performance indices are de-
fined to assess the performance of the control system before we show simulation results in next section.
4.4.1 State-Space Model for n-Story Building System
Consider the equation of motion of an n-story building system:
Mz¨+Cz˙+Kz = EfF+Euu (4.10)
where z∈Rn×1 is the displacement vector, F∈Rr×1 is the control input vector, u∈Rq×1 is the external
excitation input vector, Ef ∈ Rn×r and Eu ∈ Rn×q are the control and external excitation input location
matrices, respectively, and M,C,K are the mass, stiffness and matrices, respectively.
The state-space representation of Eq. (4.10) is given by
Z˙ = AZ+BfF+Buu (4.11)
where Z= [ z z˙ ]T ∈R2n×1 is state vector and the various constant coefficient matrices are defined as
follows:
A =
 0 I
−M−1K −M−1C

2n×2n
(4.12)
Bf =
 0
M−1Ef

2n×r
(4.13)
Bu =
 0
M−1Eu

2n×q
(4.14)
The notation xi is used to denote the interstory displacement at floor i where xi = zi− zi−1, except at
the first floor where x1 = z1.
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4.4.2 Performance Based Design Procedures
Each structure is simulated with MFDs, and results are benchmarked against uncontrolled cases, as
well as passive viscous damping and passive friction damping cases. The PBD procedures for each set
of devices are described in the following.
4.4.2.1 Short building
The simulated damping devices are assumed to be installed with toggle braces within each floor, as
illustrated in Fig. 4.6. The toggle system is used to amplify the inter-story displacement x, resulting in
an amplified rotational displacement θ [20]:
θ =
sinα1
cos(α1+α2)
xr (4.15)
where r is the radius of the drum, and y= θr is the tangential displacement of the drum. The derivation
of Eq. (4.15) assumed small inter-storey drift.
Figure 4.6: Toggle configuration of MFD placement within bracing systems
The following PBD methodology has been adopted for the selection of the devices’ parameters (e.g.,
maximum damping force and viscous constant). The damping matrix C is assumed to be proportional
to the stiffness matrix K:
C = α0K (4.16)
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where α0 is the proportionality constant. A viscous damping ratio ξ j is prescribed for mode j, α0 is
determined by the following equation [19]:
α0 =
2ξ j
ω j
(4.17)
where ωi is the frequency of mode j. Assuming dampers of constant coefficients ci installed at each
floor, it can be shown that the coefficient ci is given by the following relationship:
ci = α0ki (4.18)
For the simulations, the damping ratio for the first mode ( j = 1) is assumed to be 2% for the
uncontrolled case, and a target design of 10% for the controlled cases to provide conservative values on
the relative performance of the control system [19]. The friction capacity of each MFD is determined
by equivalent viscous damping to compare with the viscous devices
Fi,max =
cipiΩxi
4
(4.19)
where Ω is the frequency response of the structure and Fi,max is the MFD maximum capacity at floor
i. The maximum damping capacity of each viscous damper is then set equal to Fi,max. The MFD is
arbitrarily designed for a harmonic excitation acting at the structure’s fundamental frequency ω1, with
Ω = ω1. The selection of xi is based on an assumed design story drift of 2% based on allowable story
drift in ASCE 7-10 (table 12.12-1) [7] for wind loads. The resulting configuration for each device type
is listed in Table 4.11, where Ni is the number of devices at floor i.
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Table 4.11: Damper configuration for short building
floor story height Fi,max ci Ni
m kN (kN·s/m)
5 3.6 263 441 2
4 3.6 280 468 2
3 3.6 310 520 2
2 3.6 353 593 2
1 4.2 461 773 2
4.4.2.2 Tall building
The tall building is currently equipped with passive fluid viscous dampers at every other floor to
mitigate wind-induced vibrations. These dampers provide a supplement damping ratio of 3% [83]. The
simulated passive viscous case uses the design parameters of the existing damping system [84, 71]. The
simulated MFDs are installed at the same locations as for the passive system, within a toggle brace
element. The same PBD methodology as for the short building is adopted for selecting the maximum
damping forces of the MFDs and the viscous dampers, for which the MFDs are designed to provide an
equivalent damping of 3%. The resulting configuration for each device type is listed in Table 4.12.
Table 4.12: Damper configurations for tall building
floor Fi,max (kN) ci (kN·s/m) Ni
above 26th floor 135 1750 8
below 26th floor 270 3500 22
4.4.3 Performance Indices
Simulation results presented in this chapter are compared using the following four performance
indices:
• Maximum drift reduction J1
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J1 =
maxi,t |xunc,i(t)|−maxi,t |xi(t)|
maxi,t |xunc,i(t)| (4.20)
where xi is the controlled inter-story state, and xunc,i is the uncontrolled inter-story state.
• Maximum absolute acceleration reduction J2
J2 =
maxi,t |z¨unc,i(t)|−maxi,t |z¨i(t)|
maxi,t |z¨unc,i(t)| (4.21)
where z¨i is the controlled acceleration state, and z¨unc,i is the uncontrolled acceleration state.
• Base shear reduction J3
J3 =
maxt |Vunc,base(t)|−maxt |Vbase(t)|
maxt |Vunc,base(t)| (4.22)
where Vbase(t) is controlled base shear, and Vunc,base is the uncontrolled base shear.
• Average voltage use J4
J4 =
1
vbN
N
∑
i
(
1
t
∫ t
0
vidt
)
(4.23)
where vb is the voltage bound (vb = 12 v), and N is the number of devices for the entire building.
4.5 MFD Performance
In this section, we will evaluate the MFD performance itself first before we continue with the
integrated control system (MFD & ISDC). The MFD dynamic model will be shortly reviewed and
its backlash phenomena founded in Chapter 2 will be discussed. After that, we will list all simulation
cases including semi-active control and passive control and performance indice results will be shown.
4.5.1 MFD Dynamic & Backlash Phenomena
As discussed in the Chapter 2, the dynamics of the MFD has been characterized in a laboratory
environment [14]. The characterization process consisted of subjecting the MFD to various harmonic
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inputs under different actuation pressure (W was provided by a pneumatic actuator), and fitting the
experimental results using a three-stage dynamic model. However, a small difference of damping force
in backward and forward directions was found. In this chapter, this difference in the simulated dynamic
model of MFD was ignored.
Tables 4.13 and 4.14 list the values of the model parameters used for the simulations presented later.
Fig. 4.7 is a plot of the force-displacement and force-velocity loops obtained from these parameters
in terms of % actuation pressure (0%, 25%, 50%,75% and 100%). In the simulations, the model is
scaled to a maximum friction force Fmax obtained from the PBD procedures by selecting W such that
Fc = Fmax =CcW .
Table 4.13: Pressure dependent parameters
parameter stage function
Fc 1 Fc =CcW
Fs 1 Fs =CsW
σ0 1 σ0 = ασ0W +σ0|W=0
Table 4.14: Pressure independent parameters of the MFD dynamic model
parameter stage value unit
Cc 1 0.399 kip·in−2
Cs 1 0.409 kip·in−2
σ1 1 1.000 psi·s·in−1
σ2 1 1.000 psi·s·in−1
ασ0 1 2.000 in−3
σ0|W=0 1 3.029 kip·in−1
k2 2 0.231 kip·in−1
k3 3 3.000 kip·in−1
d2 2 0.500 in
d3 3 0.200 in
γ1 1-3 1.000 in
γ2 1-3 0.100 in
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(a) (b)
Figure 4.7: (a) Force-displacement and (b) force-velocity loops for a harmonic excitation of 0.0254 m
(1 in) at 0.50 Hz
Fig. 4.8 is a plot of a typical force-displacement loop resulting from the three-stage dynamic model
described before. It is compared against a LuGre friction model. A question may arise whether the
backlash phenomena may significantly affect the performance of the MFD. In particular, the effective
energy dissipation ratio β of the MFD, defined as the energy dissipated by the MFD over the energy dis-
sipated by a perfect elastic-plastic system [58], is substantially reduced by the presence of the backlash.
A study of prior research on β for structural control devices reveals that some devices with β = 0.25
performed similarly to a theoretical device with β = 1.0 [109, 104]. In addition, if a lower value for
β would still be a concern, the length of the backlash is fixed. Therefore, it would be possible to in-
crease β by amplifying structural displacements (e.g., toggle system, as discussed in the next section).
Lastly, the backlash could also be reduced through alternative designs of the MFD. In the numerical
simulations, the MFD performance will be compared against a pure friction device. Such comparison
will enable the assessment of the effects of the backlash phenomena.
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Figure 4.8: MFD model (friction with backlash) versus pure friction model (friction without backlash)
4.5.2 Control Cases
4.5.2.1 Semi-active control case: sliding mode control
To evaluate the MFD performance itself, a typical MBC, sliding mode control (SMC) strategy, is
used to compute the required control force Freq for the MFD. The methodology is described below:
The sliding surface S ∈ Rn×1 is taken as
S = Λ(Z−Zd) (4.24)
where Zd is the desired state (Zd ≡ 0 for civil structure) and Λ = [ λ I I ] ∈ Rn×2n is a user-defined
weight matrix that includes strictly positive constants λ and identity matrix I ∈ Rn×n. Consider the
following Lyapunov function based on the surface error:
V =
1
2
STS (4.25)
where V is positive definite. Taking its time derivative V˙ yields
V˙ = ST S˙
= STΛ[AZ+BfFreq+Buu]
= ZTΛTΛAZ+STΛ[BfFreq+Buu]
(4.26)
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To ensure stability, Eq. (4.26) needs to be negative definite. The first term of V˙ is negative definite,
and the excitation u is considered as unmeasurable. Therefore, a strategy is to select required control
force Freq to make the second term as negative as possible, such that STΛBfFreq =−ηSTS:
Freq =−η([ΛBf]T [ΛBf])−1[ΛBf]TS (4.27)
4.5.2.2 Actuator control
The MFD is designed to receive an input force from actuator for computing the required damping
force. The controller will compute a voltage for actuator based on the required damping force and
a response delay of the actuator needs to be considered. This delay will be simulated by inducing a
voltage delay. Note that it is decoupled from the controller that determines the required control force
Freq in previous subsection.
The actuation force of the breakW (see Fig. 2.13 (b) in Chapter 2) is taken as linear with the actual
voltage vact. A delay in the voltage response is assumed, such that
v˙act,i =−τ(vact,i− vreq,i) (4.28)
where τ is a positive constant, taken as τ = 200 sec−1 based on previous simulations conducted in [71].
The coulomb force Fc in Eq. 2.13 is adjusted by the voltage as:
Fc = Fc,0 · vact (4.29)
where Fc,0 is a constant which represent the linear relationship between the coulomb friction and actual
voltage.
Due to voltage delay effect, two control rules are used for ensuring the actual voltage to the required
state and increasing the efficiency of the device. In the small hysteresis region, the required force Freq,i
for device i is not necessarily attainable by the semi-active device. A bang-bang type voltage rule is
adopted to attempt reaching this force, which consists of requiring a voltage vreq,i equal to maximum
voltage input vmax when |Freq,i| > |Fact,i| and the sign of the device velocity x˙i is equal to the sign of
Freq,i, or requiring vreq,i equal to minimum voltage input vmin otherwise.
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Outside the hysteresis region (g(x˙) = Fc and x˙ 6= 0), a sliding mode control rule is selected for
determining the optimal required voltage vreq,i for actuator. This controller ensure the device can achieve
the required damping force quickly. Take the sliding surface si in device i
si = Fact,i−Freq,i (4.30)
and consider the following Lyapunov function Va,i for a scalar control force in device i:
Va,i =
1
2
s2i (4.31)
Assume its time derivative V˙a,i is negative definite:
V˙a,i = si[F˙act,i− F˙req,i]
= si[F˙c · sgn(x˙i)+σ2x¨i− F˙req,i]
= si[−Fc,0τ(vact,i− vreq,i) · sgn(x˙i)+σ2x¨i− F˙req,i]
=−ζ s2i
(4.32)
where ζ is a positive constant. Therefore, the control voltage vreq,i in device i is selected:
vreq,i = vact,i+
(−σ2x¨i+ F˙req,i−ζ s2i )
τFc,0
sgn(x˙i) (4.33)
Figure 4.9 plots a 200 kN capacity MFD behavior using Eq. 4.33 for a periodic 100 kN required
force under an harmonic excitation of 5 cm at 0.5 Hz. The maximum and minimum voltage input are
taken as 12 v and 1.5 v. The proposed voltage control rule make sure that the damping force output of
MFD can quickly meet the requirement and the bang-bang type voltage rule is also clearly shown.
127
−20 −10 0 10 20
−100
−50
0
50
100
velocity (cm/s)
fo
rc
e 
(k
N)
 
 
actual
required
(a)
−20 −10 0 10 201
2
3
4
5
6
7
8
velocity (cm/s)
v
o
lta
ge
 (V
) 
(b)
0 1 2 3 4 5
−100
−50
0
50
100
time (s)
fo
rc
e 
(k
N)
 
 
 
(c)
Figure 4.9: 200 kN capacity MFD behavior for a periodic 100 kN required damping force under an
harmonic excitation of 5 cm at 0.5 Hz: (a) force-velocity; (b) voltage-velocity; and (c) time series of
force.
4.5.2.3 Summary of simulation cases
Each hazard discussed before is simulated individually on each structure. Simulation control cases
include the uncontrolled case for the performance benchmark, the passive viscous case using capaci-
ties listed in Table 4.11 and 4.12, friction control cases (VISC and FRIC), where the passive friction
case includes the dynamics of the MFD without backlash (as illustrated by the blue line in Fig. 4.8),
the passive-on case (ON), where the MFD is continuously set to its maximum friction force (i.e., full
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voltage), and five SMC cases each using a different set of control weight parameters (SMC1 to SMC5),
listed in Table 4.15.
Table 4.15: Sliding mode control cases
simulation short building tall building
case λ η λ η
SMC1 1 50 0.1 5
SMC2 1 100 2 5
SMC3 10 100 0.01 5
SMC4 10 150 1 3
SMC5 100 150 0.5 10
The simulated loads are named as follows: wind1 and wind2, which are the wind loads time series
with dominating frequencies around the first (wind1) and second (wind2) frequencies of each building,
blast, which is the blast load, EQ1 to EQ6, which correspond to the Kobe, San Francisco, Imperial
Valley, Loma Prieta, Chi-chi, and Big Bear City earthquakes, respectively.
4.5.3 Simulation Results and Discussions
The performance indices J1 to J4 are shown in Figs. 4.10 and 4.11 for the short and the tall building,
respectively. Table 4.16 lists the best control strategies in term of mitigation performance under each
hazard, along with the value of each associated performance indices and the improvement in perfor-
mance (IP) with respect to the second best control strategy for each individual performance measure.
This performance measure can be used to assess whether there exist a controller that performs signifi-
cantly better than other controllers.
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(d)
Figure 4.10: MFD Performance of controlled short building under multi-hazard excitation : (a) J1; (b)
J2; (c) J3; and (d) J4.
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Figure 4.11: MFD Performance of controlled tall building under multi-hazard excitation : (a) J1; (b) J2;
(c) J3; and (d) J4.
The comparison of the overall mitigation performances for all control strategies across all hazards
show that no single control solution is optimal, as one would expect given the different dynamic inputs
under study. For the short building, a friction mechanism typically outperforms the passive viscous
strategy for performance indices J1 to J3 in most cases, except for blast mitigation where it outper-
formed all strategies at mitigating displacement and acceleration for the short building. However, such
performance is not significant compared with other strategies, which can be attributed to the overall
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Table 4.16: Best control case and performance index value per hazard and building type
hazard
J1 J2 J3
case value (%) IP (%) case value (%) IP (%) case value (%) IP (%)
wind1 SMC3 62.3 0.46 SMC1 72.9 0.14 SMC5 81.6 1.62
wind2 SMC4 41.4 2.35 SMC3 37.5 12.9 SMC3 47.5 4.87
blast VISC 2.71 0.19 VISC 14.6 1.40 VISC 0.05 0.01
EQ1 SMC4 45.9 0.17 SMC2 24.9 0.05 SMC4 26.8 0.18
EQ2 SMC2 25.8 1.48 SMC2 10.8 0.28 SMC2 6.73 0.12
EQ3 FRIC 82.6 11.2 SMC3 51.6 2.60 SMC5 55.3 0.43
EQ4 SMC4 79.9 0.19 SMC4 61.1 14.8 SMC4 70.2 1.45
EQ5 FRIC 73.1 1.46 SMC4 59.1 2.45 SMC4 64.2 3.79
EQ6 VISC 25.2 4.33 SMC5 13.1 0.14 SMC5 16.7 0.08
(a) short building
hazard
J1 J2 J3
case value (%) IP (%) case value (%) IP (%) case value (%) IP (%)
wind1 SMC2 42.6 17.0 SMC2 46.0 12.3 SMC2 63.4 9.41
wind2 SMC4 9.33 2.06 SMC2 16.7 0.99 SMC2 26.8 5.02
blast SMC1 43.5 0.01 SMC2 44.9 0.01 SMC3 40.3 0.01
EQ1 SMC2 10.1 4.93 VISC -0.37 0.11 VISC -0.57 0.16
EQ2 SMC4 6.85 3.80 VISC -0.03 0.22 SMC2 0.38 0.02
EQ3 SMC2 58.1 0.57 SMC2 47.3 1.41 VISC -1.54 2.93
EQ4 SMC2 38.4 2.01 SMC2 16.2 4.93 VISC -0.47 0.32
EQ5 SMC4 53.9 4.38 SMC4 51.4 6.75 SMC2 31.5 5.71
EQ6 SMC5 15.4 0.35 SMC2 1.62 0.19 SMC2 1.09 0.32
(b) tall building
rigidity of the building. A look at the blast mitigation for the tall structure shows that the passive vis-
cous strategy significantly underperforms all other cases. Nevertheless, all of these other control cases
do not show significant difference in performance. The passive viscous strategies provides very low
mitigation performance overall for the tall structure.
A comparison of results with the passive friction case shows that passive friction provides a better
displacement mitigation performance (J1) for some of the earthquake loads (EQ3 and EQ5) for the
short building, but does not appear to outperform any of the semi-active control cases for other hazards.
A comparison of the passive friction performance with the passive-on case provides an insight on the
effects of the backlash mechanism (Fig. 4.8). Results shows that the passive friction strategy has
similar mitigation performance compare with the passive-on case, except for wind mitigation for the
tall structure. This is due to the higher drifts found in the tall building subjected to wind, which results
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in a more negligible effect of the backlash mechanism. It can also be observed that the passive friction
mechanism worsens structural response under wind2, EQ1 and EQ2 for the tall structure due to the
shift in the response function provoked by the added stiffness. In these situations, control is necessary
to ensure a reduction in responses. This is also the case for some passive-on strategies in particular, for
the J2 index for the tall building.
Results also show that semi-active control (SMC1-SMC5) performs as well or better than all other
strategies under performance indices J1 to J3, except for J1 under hazards EQ3 and EQ6 for the short
building, and J3 under hazards EQ3 and EQ4 for the tall building, see Table 4.16. These results demon-
strate that the MFD could be used at effectively mitigating different hazards. However, a closer look
at the semi-active control cases (SMC1-SMC5) shows that no single controller dominates performance
over all hazards. Some control weights are more appropriate for given excitations. This is also ex-
pected given that each set of excitations have different dynamic properties (e.g., magnitude, frequency
content).
An investigation of performance J4 gives insights on the overall cost (voltage) required for each
control strategy. All control weight cases are mostly consistently ranked in terms of voltage requirement
over all hazards, for both the short and tall buildings. But this ranking is not constant between both types
of buildings. There is no clear relationship between the average voltage and the mitigation performance.
Results from this performance index can be used to further study the mitigation efficiency of each
control strategy. Figures 4.12 and 4.13 show the mitigation performance for indices J1 and J2 divided
by the average voltage utilization for the short and the tall building, respectively, providing a unitless
measure of efficiency. For the short building, the control weights resulting in the smallest voltage
usage (SMC1 in Fig. 4.10(d)) resulted in a better efficiency with respect to other control cases for all
hazards, except wind2 under J2. This is also the case for the tall structure, but with SMC4. These
results demonstrate a diminished gain in performance with increasing voltage usage. However, given
the typical low power requirement of semi-active devices (the MFD was designed to function on a car
battery), more aggressive control strategies could be more appropriate.
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Figure 4.12: Performance index ratio of controlled short building under multi-hazard excitation : (a)
J1/J4;and (b) J2/J4.
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Figure 4.13: Performance index ratio of controlled tall building under multi-hazard excitation : (a)
J1/J4; and (b) J2/J4.
The effect of the backlash mechanism is further investigated by comparing mitigation results with
an hypothetical device that would have an ideal friction behavior, as illustrated in Fig. 4.8. Table 4.17
list the mitigation results for performance indices J1 to J3 using the control gains (SMC1 to SMC5
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cases) that provided the best semi-active mitigation results under each individual measure. Results
are compared in terms of improvement in performance (IP) relative to each best semi-active control
base. An ideal friction dynamic behavior generally provides better mitigation performance. In some
cases, this improvement is not significant, or there is a slight loss in performance. In two particular
cases (wind2 and EQ4 for the short building), the ideal friction dynamic results in a significant loss in
acceleration (J2) and base shear (J3) mitigation performance. This is likely due to the slower change in
the device’s dynamic upon motion reversal, as mentioned earlier.
Table 4.17: Performance indices and improvement percentage (IP) of pure LuGre model simulation
with best SMC case
hazard
short building tall building
J1 IP (%) J2 IP (%) J3 IP (%) J1 IP (%) J2 IP (%) J3 IP (%)
wind1 62.2 -0.35 80.6 33.8 84.0 14.1 42.1 -0.91 47.6 2.95 64.5 2.14
wind2 39.2 -1.23 25.9 -18.5 39.3 -15.6 9.93 0.66 14.7 -2.36 19.8 -9.47
blast 1.29 0.08 13.8 0.43 1.00 0.01 43.5 0.01 45.2 0.62 40.4 0.01
EQ1 45.3 -1.06 24.5 -0.53 24.8 -2.54 11.30 1.32 -0.26 -3.62 -2.99 -2.40
EQ2 24.9 -1.10 11.3 0.52 6.63 -0.12 6.97 0.12 -1.21 -1.17 0.17 -0.22
EQ3 81.2 3.91 53.0 2.92 53.2 1.43 58.6 1.24 47.4 0.13 -3.76 -2.18
EQ4 81.5 7.98 46.9 -36.5 60.4 -32.7 38.9 0.84 16.8 0.61 -4.85 -4.35
EQ5 73.8 16.3 61.4 5.68 67.9 10.2 54.7 1.82 52.3 1.88 30.9 -0.93
EQ6 21.3 -0.64 11.4 -1.92 15.3 -1.68 15.0 -0.45 0.39 -1.25 -0.30 -1.40
4.6 ISDC & MFD Performance
In the previous section, we evaluate the MFD performance with sliding mode controllers. Findings
from the study demonstrated the potential of the MFD at mitigating multiple non-simultaneous hazards.
However, no single sliding model control case was better at mitigating all different types of hazards.
Therefore, we will revisit previous simulations and conduct new simulations on MFD using the ISDC
in this section. We will repeat simulations from the previous five SMC cases and the passive-on case as
comparison. All simulations in this section are performed on the MFD and the objective is to evaluate
how well the ISDC can be used for multi-hazard applications.
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Seven control cases are investigated including the ISDC, five SMC cases (SMC1 to SMC5) and
the passive-on case. The ISDC utilize local states including interstorey displacement and velocity at
device location as the input. Each device is decentrally controlled by a single ISDC. Moreover, the
SMC assume full knowledge of the building system (e.g. mass, stiffness and structural damping) and
structure states (e.g. interstorey displacement and velocity). The passive-on case stands for a passive
mode. Table 4.18 summarizes the control cases used for simulations.
Table 4.18: Control cases used for performance comparison
control case controller type feedback
ISDC data driven control (DDC) local states at device location
SMC (SMC1-SMC5) model based control (MBC) full states
passive-on (ON) NA passive
4.6.1 Short Building Simulation
The ISDC parameters used for each damping device in short building simulations are listed in Table
4.19. Note that observation size n for blast load and earthquake are lower than wind load due to the
need for high adaption rate.
The performance indices J1 to J4 for the short building are shown in Fig. 4.14. Here, we revisit
the best and worst SMC cases for each hazard and mark the performance range of SMC between the
best and worst scenarios (thick black line). The comparison of the overall mitigation performances for
ISDC and passive-on cases show that the ISDC significantly outperform the passive-on for performance
indices J1 to J3 in most cases, except for J3 under wind loads. This is expected that semi-active control
will vary the control force by adapting dynamic properties based on different inputs. A comparison
of ISDC and SMC cases show that ISDC outperform all SMC cases for displacement and acceleration
reduction under far field earthquake (EQ4-EQ6) except for J2 under hazards EQ6. For other hazards, the
ISDC provide better performance than most of SMC cases in J1 to J3. However, the best performance are
achieved by the SMC with special pre-tuned control parameters for each hazard. This is also expected
since SMC utilize full state feedback and has full knowledge of the system. Although the SMC perform
better under several hazards its performance has large variation, such as J2 and J3 under hazards wind2.
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Table 4.19: ISDC parameters for short building simulation
object parameter class parameter value
input
initial gain value g1(t = 0) 200 kN/m
initial gain value g2(t = 0) -100 kN/m
initial embedding dimension d(t = 0) 2
initial time delay τ(t = 0) 0 s
sampling rate (wind) ∆t 0.01 s
sampling rate (blast) ∆t 0.001 s
sampling rate (earthquake) ∆t 0.01 s
discrete bin number MIbin 30
adaptation
observation size (wind) n 400
observation size (blast) n 200
observation size (earthquake) n 200
weight λ 1
learning rate γ 1
weight η1 20
weight η2 160
Therefore, SMC case with fixed pre-tuned parameter will lead to unstable performance under different
hazards. The ISDC can provide stable and large mitigation results for all different hazards. The average
voltage use for each semi-active control cases are also plotted in Fig. 4.14 (d). Different pre-tuned
parameter values will result in large change of voltage use in SMC cases. Since the largest ISDC voltage
use is below 65% (occurs under blast load) and also because the MFD has low power requirement (12V
car battery), as discussed in the previous section, the ISDC is a mitigation efficiency strategy for short
building under multi-hazard.
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Figure 4.14: Performance of controlled short building under multi-hazard excitation : (a) J1; (b) J2; (c)
J3; and (d) J4.
We also examine the performance of the ISDC against the SMC in function of the average voltage
effort. Fig. 4.15 shows the performance measures J1 and J2 divided by the average voltage utilization
J4. Results show that, the ISDC provides stable and better efficiency than SMC cases except EQ3-EQ5
under J2. Therefore, considering the prior evaluation or training in SMC the ISDC is more effective and
efficient at inter-storey and acceleration mitigation.
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Figure 4.15: Performance index ratio of controlled short building under multi-hazard excitation : (a)
J1/J4;and (b) J2/J4.
An investigation of the ISDC parameters under different hazards explain how the ISDC extract key
features from different inputs. Fig. 4.16 illustrates the evolution of the ISDC parameters (time delay τ
and embedding dimension d) under wind load (first 60s), blast (first 1s) and Kobe earthquake at the 3rd
floor. This floor is selected since the largest displacement is occurred among other floors except for blast
load. A look at the embedding dimension d show that the ISDC needs higher embedding dimension
d> 2 for reconstructing the essential dynamics under stochastic excitation (wind and earthquake). Also,
the reason why the largest embedding dimension can only reach 3 is that the structure response (ISDC
inputs) has noncomplex dynamics than the stochastic excitation and will not preserve the high frequency
content. Moreover, the optimal embedding dimension keep constant d= 2 under blast load because such
low dimension is sufficient for reconstructing free vibration response of system after blast impulse, as
discussed in Chapter 3. Furthermore, the time delay τ oscillate around 0.1s under wind load and 0.05s
under Kobe earthquake. This difference is caused by the high acceleration founded in short building
when subjected to Kobe earthquake. A lower average time delay value τ is obtained under blast event
due to the small observation size n.
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Figure 4.16: Evolution of the time delay τ and embedding dimension d for the 3rd floor ISDC in short
building: (a) wind load (first 60s); (b) blast load (first 1s); and (c) Kobe earthquake.
4.6.2 Tall Building Simulation
The ISDC parameters used for each damping device in tall building simulations are listed in Table
4.20.
140
Table 4.20: ISDC parameters for tall building simulation
object parameter class parameter value
input
initial gain value g1(t = 0) 2×104 kN/m
initial gain value g2(t = 0) -1×104 kN/m
initial embedding dimension d(t = 0) 2
initial time delay τ(t = 0) 0 s
sampling rate (wind) ∆t 0.01 s
sampling rate (blast) ∆t 0.001 s
sampling rate (earthquake) ∆t 0.01 s
discrete bin number MIbin 30
adaptation
observation size (wind) n 400
observation size (blast) n 200
observation size (earthquake) n 200
weight λ 1
learning rate γ 5
weight η1 20
weight η2 160
The performance indices J1 to J4 for the tall building are shown in Fig. 4.17. A comparison between
ISDC and passive-on cases show that the ISDC outperform passive-on under performance indices J1 to
J3 except for J2 under hazard EQ5. The SMC show large performance variations, such as J1 under
hazard EQ4, J2 under hazard EQ4 and J3 under hazard wind1. The ISDC performs as well or close to
the best SMC case for performance indices J1 to J3, except for J1 under hazards EQ3 and EQ5, and J2
under hazards wind1, EQ3 and EQ5 as well as J3 under hazard wind1. These results demonstrate that
the ISDC could be used at effectively mitigating displacement, acceleration as well as base shear for
vast majority of hazards. Although SMC achieve the best performance in the most of hazard events,
their control parameters need to be pre-tuned for each hazard. A closer look at the SMC cases show that
SMC can even worsen structure response without well pre-tuned control parameters, such as J1 under
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hazard EQ2 and J2 under hazard wind2. An investigation of over performance in tall building simulation
show that the ISDC always provides performance improvement in displacement, acceleration as well as
base shear reduction under all different types of hazard. Fig. 4.17 (d) plots the average voltage usage in
all control strategies and demonstrate that the ISDC has lower voltage usage than most of SMC cases
except for hazards EQ3-EQ5.
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Figure 4.17: Performance of controlled tall building under multi-hazard excitation : (a) J1; (b) J2; (c)
J3; and (d) J4.
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The performance of the ISDC against the SMC in function of the average voltage effort is shown in
Fig. 4.18. Results show that, the ISDC provides as well effective and efficient as SMC cases and some-
times even outperform them, such as under hazards EQ1 and EQ2. Unlike the large efficiency variation
in SMC cases the ISDC provide stable results for all different types of hazards. It is demonstrated that
the ISDC has great promise for mitigating tall building response effectively when subjected to diverse
types of natural hazards.
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Figure 4.18: Performance index ratio of controlled tall building under multi-hazard excitation : (a)
J1/J4;and (b) J2/J4.
Fig. 4.19 plots the evolution of the ISDC parameters (time delay τ and embedding dimension
d) under wind load (first 60s), blast (first 1s) and Kobe earthquake at the 33th floor. This floor is
selected due to the largest acceleration among all device location floor. The embedding dimension d
keep constant d = 2 under wind and blast load due to the same reason as short building simulation.
Under Kobe earthquake, maximum embedding dimension will increase to 3. Time delay τ has small
average value in blast load due to the low observation size, as discussed in previous subsection.
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Figure 4.19: Evolution of the time delay τ and embedding dimension d for the 33th floor ISDC in tall
building : (a) wind load (first 60s); (b) blast load (first 1s); and (c) Kobe earthquake.
4.7 Conclusion
In this Chapter, numerical simulations were conducted to investigate the performance of proposed
semi-active control system at multi-hazard mitigation. Simulations consisted of two representative
buildings: one short structure (5 story) located in Japan, and one tall structure (39 storys) located
in Boston, MA. Hazards under consideration included two wind loads acting on the first and second
natural frequencies of the structures, one blast load, and six different seismic loads. Both structures
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were equipped with MFDs and passive damping devices. Performance-based design procedures were
used to simulate devices of similar dynamic capacities.
In the investigation of the MFD performance, the MFD first utilized a sliding mode controller. Five
different sliding mode control (SMC) cases were considered, which consistent of non-optimized control
weights. Results show that, in the vast majority of hazards, one semi-active control case provided the
best mitigation performance for reducing interstory displacement, acceleration, and base shear. This
demonstrated that the MFD could be used to effectively mitigate all hazards, provided that the right
control weights were utilized. In a passive mode, the presence of the backlash mechanism resulted
in a loss of efficiency, except for mitigation of wind load for flexible structures, where the device’s
displacement is large enough to minimize the effect of the backlash mechanism. A study of control ef-
ficiency, defined as mitigation performance divided by the average voltage usage, showed that the gain
in mitigation performance diminished with the voltage input. The effect of such trade-off is minimized
for the MFD given its low voltage requirement. An investigation of the effect of the backlash mecha-
nism was studied in a control mode by comparing mitigation performance versus a similar device with
ideal friction dynamics. It was found that in most cases, the presence of the backlash resulted in sub-
optimal performances. In summary, findings from this study demonstrated the potential of the device at
mitigating multiple non-simultaneous hazards.
In the simulations of ISDC & MFD, the proposed data based adaptive controller, ISDC, is used to
compute the required control force for the MFD. The ISDC performance is compared with previous
five SMC cases and passive-on case. Simulation results demonstrated that the proposed ISDC was
capable of achieving better or the same level of performance as the best sliding mode control case
without prior evaluation or training in the large majority of natural hazards. The ISDC eliminate the
possibility of worsening structural response which is found in SMC cases with sub-optimal pre-tuned
control parameters. It also outperformed all of the passive-on strategies for interstory displacement,
acceleration as well as base shear mitigation. In the study of control efficiency, the ISDC perform better
than half of SMC cases. Although the ISDC had larger voltage usage than SMC in short building, it
is still effective control strategy for multi-hazard due to the low power requirement of the MFD. In
summary, findings from this study demonstrated that the proposed ISDC is capable of enabling the
potential of the MFD to provide best mitigation performance under multi-hazards.
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CHAPTER 5. CONCLUSION
In this dissertation, an intelligent semi-active control system, including a novel variable friction de-
vice and a new data driven controller, is presented for multi-hazard mitigation. The main objective was
to develop a robust semi-active control system for improving resiliency of civil infrastructure subjected
to multi-hazard.
In Chapter 2, we have introduced the concept of MFD, fabricated its first prototype and charac-
terized its friction mechanism. In Chapter 3, we have presented the input space selection strategy and
developed the new data driven controller, ISDC. In Chapter 4, we have simulated the integrated semi-
active system on two existing structures located in Japan and Boston, USA and discussed the simulation
results. We also demonstrated that the proposed semi-active control system is an effective mitigation
strategy for structures subjected to multi-hazards.
In this Chapter, we will first conclude the dissertation by summarizing the main contributions and
impacts of the research in Section 5.1 and subsequently discuss limitations and future work in Section
5.2.
5.1 Summary of Contributions & Impacts
In this section, we will summarize main contributions and impacts of the research by focusing on the
fabrication of the Modified Friction Device (MFD), proposed 3 stage friction dynamic model, proposed
data driven adaptive controller (ISDC) and simulations on existing structures subjected to multi-hazard.
5.1.1 Fabrication of Modified Friction Device
The major contributions and impacts of the fabrication of the modified friction device (MFD) are
listed as follows.
• Assessment of technical viability of the MFD
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The previous work presented on the MFD showed great promise of structural control but was
purely theoretical [71]. In this dissertation, we fabricate the first prototype of MFD by modifying
an actual duo servo drum brake of a car. This prototype enhance its technical viability and enable
the MFD to move easily into practical application.
• Implementation of semi-active devices
The mechanical principle of MFD is based on existing duo servo drum brake technology. The duo
servo drum brake has been widely used in automobile for decades and been proved as a robust and
reliable mechanical technology. This makes the MFD an excellent candidate for implementation.
5.1.2 Three Stage Dynamic Model
The major contributions and impacts of the 3 stage dynamic model are listed as follows.
• Characterized MFD dynamics
The proposed 3 stage dynamic model is not only capable of modeling some fundamental friction
behaviors, such as stick-slip phenomenon and Stribeck effect, but also can capture the unique
dynamic of the MFD, the backlash mechanism. The model advances the understanding of the
dynamic behavior of an automotive braking system used for structural control applications. It
can be used to enhance design of structures equipped with MFD, and to develop effective control
algorithms.
• Enhanced applicability of rotary friction devices
Typical rotary friction devices, such as duo servo drum brake, leading trailing drum brake and
band brake, are all applicable in structural control. Before implementation into practice, those
devices need an accurate friction model for control algorithms and numerical simulations. Since
the 3 stage dynamic model is capable of characterizing backlash mechanism, which is a typical
feature in rotary friction device, it will be the ideal candidate for modeling dynamics of rotary
friction device and enhance their applicability in structural control.
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5.1.3 Input Space Dependent Controller
The major contributions and impacts of the input space dependent controller (ISDC) are listed as
follows.
• Introduction of a new class of controller
The ISDC is a new class of controller which is formulated to adapt based on the architecture of
the input space itself. It can automatically select the proper input space without prior training
and provide a more efficient control force. The concept of controllers with input space selection
strategies was previous presented in Reference [69]. Results from this dissertation will enhance
the acceptability of the input space dependent controller in structural control field.
• Enhanced applicability of controllers to multi-hazard mitigation
To the best knowledge of the author, literature does not count any explicit research on controllers
for multi-hazard mitigation due to its parametric uncertainties. Typical control strategies are lim-
ited, because they require the identification and tuning of parameters specific to each possible
excitation which most be done a priori. The ISDC can extract key features from unknown exci-
tations and automatically adapt control parameters. It has the broad applicability to all types and
levels of excitations without pre-tuning of parameters for individual excitation.
• Enhanced applicability of controllers to limited local measurements
The ISDC utilize limited observations to represent the essential dynamics of a civil system
equipped with nonlinear damping devices. It is a good and robust candidate for structural control
with limited state feedback and possible sensor failure issues.
5.1.4 Simulations on Existing Structures subjected to Multi-Hazard
• Enhanced acceptability of semi-active control systems in civil engineering
We investigate the performance of the proposed intelligent semi-active control system in two
different types of buildings and simulation results demonstrated the great promise of proposed
control system at mitigating vibrations of different natures. Therefore, findings from this disser-
tation should enhance the acceptance of semi-active control systems in civil field.
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• Simulation of control systems for multi-hazard mitigation
We propose a new design procedure for simulations of control systems at mitigating multi-hazard.
This design procedure include performance based design of damping systems and muli-hazard
excitation design. The proposed simulation methodology can also be used for performance in-
vestigation of any control systems for multi-hazard mitigation purpose.
5.2 Future Work
5.2.1 Modified Friction Device
The main limitation of the MFD is in its backlash mechanism. The backlash effect is a discontinuity
of the friction dynamics when the rotation reversed due to the internal layout of the braking shoes
and bracing pins. This discontinuity led to a sharp reduction in the damping force provided during a
substantial portion of a damping cycle. Under specific conditions of limited displacement, the damper
was found to provide very limited damping force, irrespective of the applied force. The device itself
could be improved by designing a mechanism that minimizes the backlash. Future work will focus on
reduce the dynamics provoked by the gap between the anchor pin and the braking shoes (stages 2 and
3) to improve energy dissipation.
Another solution for backlash mechanism is to utilize other braking technology in stead of duo
servo drum brake. For example, a second-generation based on a modified friction mechanism has been
designed and fabricated in the lab [28]. It was specifically engineered to minimize the backlash effect.
The device is based on band brake technology and the prototype has been designed to be installed
within a structural bracing scheme, as shown in Fig. 5.1. The three stage model was used to accurately
characterize the dynamic behavior of the device. Later, this device will be simulated on representative
structures and its mitigation performance will also be evaluated.
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(a) (b)
Figure 5.1: Second-generation of modified friction device [28]: (a) schematic representation; and (b)
experimental setup.
5.2.2 Three Stage Friction Dynamic Model
The proposed three stage friction dynamic model is a modified version of LuGre model. A notable
fitting discrepancy was founded when the friction force is low and the displacements are small. This
overshoot is due to the linear approximation of the damping force in stage 2. A possible non-linearity
dynamic behavior of the MFD in stage 2 is responsible due to the planned sticking of braking shoes.
Future investigation will include enhanced modeling of stage 2’s dynamics by using a nonlinear stiff-
ness element to improve on model fitting. This study will be essential for characterizing the dynamic
behavior of rotary friction device.
5.2.3 Input Space Dependent Controller
The main limitation of the proposed adaptive controller is the numerous non-adaptive parameters,
such as adaptation weights used in adaptive control gain rule. Although the semi-active control system
will never destabilize the structure, the proper select of non-adaptive parameters will improve the control
performance under different excitations. Also, the optimal adaption weight for each device in large
scale system may be different. Therefore, future work will focus on investigating adaptive rule for these
parameters.
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In addition, the observation size used in ISDC is pre-defined. It could be made adaptive. For
example, sampling rate of sensors and computation speed will directly effect the choice of observation
size. The plots of computation time versus observation size in Chapter 3 are obtained in MATLAB with
an Intel i7-4770 3.4 GHz CPU. As a future step, it would be interesting to build an observation size
selection rule based on sensor dynamic and CPU speed.
5.2.4 Simulations on Existing Structures subjected to Multi-Hazard
In the numerical simulation, the proposed control systems are placed at multiple locations on ex-
isting structures and each ISDC is designed controlling the structural response locally. This limitation
is caused by complex implementation of global control system in large scale structure for practical ap-
plication. In the future work, we will extend the control objective of ISDC to global performance for
simulations on structures. Furthermore, all structural elements remain elastic in the numerical simula-
tion due to fundamental structural control object. However, nonlinear behavior of structural elements
will be included in future work.
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