In this paper, we consider an intelligent reflecting surface (IRS)-aided single-user system where an IRS with discrete phase shifts is deployed to assist the uplink communication. A practical transmission protocol is proposed to execute channel estimation and passive beamforming successively. To minimize the mean square error (MSE) of channel estimation, we first formulate an optimization problem for designing the IRS reflection pattern in the training phase under the constraints of unit-modulus, discrete phase, and full rank. This problem, however, is NPhard and thus difficult to solve in general. As such, we propose a low-complexity yet efficient method to solve it sub-optimally, by constructing a near-orthogonal reflection pattern based on either discrete Fourier transform (DFT)-matrix quantization or Hadamard-matrix truncation. Based on the estimated channel, we then formulate an optimization problem to maximize the achievable rate by designing the discrete-phase passive beamforming at the IRS with the training overhead and channel estimation error taken into account. To reduce the computational complexity of exhaustive search, we further propose a low-complexity successive refinement algorithm with a properly-designed initialization to obtain a highquality suboptimal solution. Numerical results are presented to show the significant rate improvement of our proposed IRS training reflection pattern and passive beamforming designs as compared to other benchmark schemes.
I. INTRODUCTION
Intelligent reflecting surface (IRS), which is composed of a vast number of passive reflecting elements, is capable of dynamically controlling both the amplitude and phase of reflected signal and thus enables smart reconfiguration of the radio environment [1] , [2] . Besides, IRS is cost-effective in the sense that it does not require any active radio frequency (RF) chains for signal transmission/reception but simply relies on passive signal reflection, thus significantly reducing the cost and energy consumption as compared to traditional active transceivers/relays. Moreover, IRS can be easily attached to or removed from different objects (e.g., walls and ceilings), hence featuring extraordinary flexibility and compatibility for the practical deployment. These appealing advantages of IRS have spurred rapidly growing interests recently in designing new IRS-aided wireless communication systems by revamping classic communication techniques such as multiple-input multipleoutput (MIMO) [3] , orthogonal frequency division multiplexing (OFDM) [4] , and non-orthogonal multiple access (NOMA) [5] , to name a few.
Most of the existing works on IRS (e.g., [6] , [7] ) have assumed perfect channel state information (CSI) at the access point (AP) and focused on the joint design of active transmit beamforming at the AP and passive reflect beamforming at the IRS to maximize the system spectral/energy efficiency. The acquisition of perfect CSI, however, is practically difficult to realize in IRS-aided systems due to its large number of reflecting elements and lack of signal transmission/processing capabilities.
To address this issue, the authors in [8] proposed to group IRS elements for reducing the channel estimation and passive beamforming complexity. Based on IRS-elements grouping, a discrete Fourier transform (DFT)-based IRS reflection pattern was proposed to minimize the channel estimation error. This work, however, only considered the continuous phase shifts for the ease of design, which are practically difficult to achieve for an IRS with typically a large number of reflecting elements, due to the high cost for manufacturing each reflecting element with an infinite-level high-resolution phase shifter. Thus, it is more practical to consider discrete phase shifts at each reflecting element with a small number of controlling bits, e.g., 1-bit for two-level (0 or π) phase shifts [9] . As such, beyond the existing works on IRS channel estimation assuming continuous phase shifts [8] , [10] , [11] , two new questions arise when considering discrete phase shifts in the designs of channel estimation and passive beamforming in IRS-aided systems. Firstly, it is unknown whether the DFT-based reflection pattern for the channel training that works for continuous phase shifts is still applicable to the case with only discrete phase shifts. Secondly, the effects of discrete phase shifts on the channel estimation error and passive beamforming performance are yet to be characterized.
To address the above questions, we consider in this paper an IRS-aided single-user system with discrete-phase reflecting elements that are grouped into a relatively small number of sub-surfaces. A practical transmission protocol is proposed to execute channel estimation and passive beamforming successively. To minimize the mean-square error (MSE) of channel estimation with limited training time, we formulate an optimization problem for designing the IRS reflection pattern in the training phase under the constraints of unit-modulus, discrete phase, and full rank. This problem, however, is NP-hard, whose optimal solution can only be obtained by the exhaustive search. To reduce the computational complexity, we first show that the simple DFT/Hadamard-based reflection pattern is optimal in some special cases. Then, for other general cases, we propose a low-complexity yet efficient method to sub-optimally solve this problem, called DFT-Hadamard-based reflection pattern design, which systematically constructs a near-orthogonal reflection pattern based on either DFT-matrix quantization or Hadamardmatrix truncation. Due to the discrete-phase constraint, the designed reflection pattern cannot always preserve matrix orthogonality as in the case of continuous phase shifts, thus leading to the enhancement and correlation of the channel estimation error. Particularly, the correlated channel estimation error incurs complicated interference in data transmission, which varies with the IRS passive beamforming. We thus formulate an optimization problem to maximize the achievable rate in data transmission by designing the passive beamforming with the training overhead and the correlated channel estimation error taken into account. To reduce the computational complexity for the optimal solution based on exhaustive search, we propose a low-complexity successive refinement algorithm with a properlydesigned initialization to obtain a high-quality suboptimal solution. Numerical results verify the effectiveness of our proposed IRS training reflection pattern and passive beamforming designs.
II. SYSTEM MODEL
Consider an IRS-aided single-user communication system as illustrated in Fig. 1 , where an IRS composed of a large number of passive reflecting elements is deployed in proximity to a user for assisting its uplink data transmission to an AP, both of which are equipped with a single antenna. The IRS is attached with a smart controller, responsible for dynamic adjustment of the amplitude and/or phase shift at each reflecting element as well as the information exchange between the IRS and AP via a separate reliable wireless link.
Channel model: For exploiting the high channel correlation between adjacent reflecting elements, we recall the IRSelements grouping scheme in [8] to reduce the channel estimation overhead, where N reflecting elements at the IRS are divided into M groups, each called a sub-surface consisting of N/M adjacent elements sharing a common reflection coefficient. For a typically low-mobility user served by the IRS, we assume quasi-static block fading channels and focus on the uplink communication in one particular fading block, where the associated channels remain constant within this fading block. Let h UA ∈ C, h UI ∈ C M ×1 , and h H IA ∈ C 1×M denote respectively the baseband equivalent channels of the user-AP link, and the per-sub-surface based user-IRS and IRS-AP links. Based on [8] , the IRS reflection coefficients of its sub-surfaces can be represented by a diagonal matrix, denoted by Ω = diag(β 1 e jω1 , · · · , β m e jωm , · · · , β M e jω M ), where β m ∈ [0, 1] and ω m ∈ [0, 2π) respectively denote the common reflection amplitude and phase shift of the elements in the m-th subsurface. In practice, the phase shift of each reflecting element can only take a finite number of discrete values due to hardware limitations [1] , [9] . Let b denote the number of bits used to uniformly quantize the continuous phase shift in [0, 2π). Then the set of discrete phase shifts of each sub-surface can be represented by F = {0, ∆ω, · · · , (K − 1)∆ω}, where ∆ω = 2π/K and K = 2 b is the number of discrete phase-shift levels. To ease the design of reflection coefficients and enhance the reflected signal power, we consider full-on reflection at the IRS, where the reflection amplitude of each sub-surface is set to be the maximum, i.e., β m = 1, m = 1, · · · , M . Moreover, we assume that the signals reflected by the IRS more than once are of negligible power due to the high path loss and thus can be ignored. Similar to [6] , the equivalent channel from the user to AP is given by
Let h R diag(h H IA )h UI denote the cascaded user-IRS-AP channel in the absence of phase shifts, andθ H e jω1 , · · · , e jω M denote the sub-surface reflection vector. Then the equivalent channel given in (1) can be rewritten as g = θ H h R + h UA , which can be further simplified as where
denote respectively the (extended) IRS reflection coefficients and channels accounting for both the direct and cascaded user-IRS-AP links.
Transmission protocol: To achieve passive beamforming gain provided by the IRS, existing works assume perfect CSI at the AP/IRS, which is practically difficult to achieve. Therefore, we consider a practical transmission protocol for successive channel training and data transmission. Specifically, a transmission frame of T 0 symbol durations is partitioned into two sub-frames, corresponding to the first sub-frame of (M +1) symbol durations for channel estimation and the second one of the remaining T 0 − (M + 1) symbol durations for data transmission. Note that the (M + 1) training symbols are used to estimate the channels of the direct link and the cascaded user-IRS-AP links associated with the M sub-surfaces.
During the channel training, the user consecutively sends (M + 1) pilot symbols to the AP, where the IRS reflection coefficients are properly set to assist the channel estimation at the AP. For each symbol duration m ∈ M {1, · · · , M + 1}, let x p [m] ∈ C and θ p [m] denote the transmitted pilot signal and extended IRS reflection coefficients. Then the baseband received signal, y p [m], is given by
is the additive white Gaussian noise at the receiver with zero mean and variance σ 2 . By stacking (M + 1) consecutive received signals, i.e. y p = [y p [1] , · · · , y p [M + 1]] T , the received signal vector during the channel training can be compactly written as
Upon receiving y p , the AP estimates the extended channel h (with the details given later in Section III), based on which, it optimizes the passive beamforming with discrete phase shifts at the IRS, i.e. θ H , to maximize the achievable rate for data transmission (see Section IV). The optimized passive beamforming coefficients are then fed back to the IRS controller, based on which the IRS controller tunes the phase shift at each reflecting element accordingly to assist the data transmission.
III. CHANNEL ESTIMATION
In this section, an optimization problem is formulated and solved to minimize the MSE of the least-square (LS) channel estimation by designing the IRS reflection pattern.
A. Problem Formulation
First, an (extended) IRS reflection pattern Θ p is defined as a matrix that stacks the (M + 1) (extended) reflection vectors, i.e., Θ p [θ p [1] , · · · , θ p [M + 1]] H . Then g p = Θ p h and the LS estimation of g p , denoted byg p , can be derived from (4) as follows:g
Thus, if Θ p is of full-rank, the estimation of h is given bỹ
where h e Θ −1 p X −1 p z p denotes the channel estimation error for h. As such, the MSE of the above LS channel estimation is given by
where P t denotes the transmit power of the user. Accounting for the IRS discrete phase shifts and the feasibility of the LS estimation method, the constraints for the feasible IRS reflection pattern, Θ p , are listed as follows.
1) The first column of Θ p should be an all-one vector due to the estimation for the direct link without phase shift, i.e.,
2) The entries of the IRS reflection pattern should satisfy the constraints of unit-modulus and discrete phase, i.e.,
3) The IRS reflection pattern should be of full-rank, i.e.,
Under the above constraints, the optimization problem for minimizing the MSE of channel estimation is formulated as
B. Proposed Reflection Pattern Design
First, it can be easily verified that problem (P1) is always feasible, since there exists a naive reflection pattern that satisfies all the constraints in (8)- (11) , regardless of the phase-shifter resolution and the channel training time. We denote it byΘ p , whose entries are given by
However, despite its feasibility, the objective function of (P1) is non-convex due to the inverse operation as well as the nonconvex constraints of full rank and unit-modulus. In addition, the phase shifts of the IRS reflection pattern are restricted in a finite number of discrete values, rendering problem (P1) an NP-hard problem to solve. Numerically, the optimal solution to problem (P1) can be obtained by an exhaustive search over all possible reflection patterns that satisfy the constraints in (8)-(10), with the complexity of order O(2 bM ×(M +1) ), and then selecting the one with full rank and achieving the minimum MSE (MMSE). Note that the optimal solution may not be unique. The computational complexity of the exhaustive search, however, is practically prohibitive, since it increases exponentially with M and/or b.
To address this issue, we first obtain the optimal reflection pattern for (P1) in some special cases with respect to (w.r.t.) b and M . Then for other general cases, we propose a lowcomplexity algorithm to obtain a high-quality suboptimal solution to problem (P1). To this end, we first introduce two structured matrices: the DFT matrix and the Hadamard matrix. Specifically, an (M + 1) × (M + 1) DFT matrix, denoted bȳ D M +1 , is an orthogonal matrix whose entries are given by
On the other hand, a Hadamard matrix is also an orthogonal matrix but its entries are either +1 or −1. For example, a 4 × 4 Hadamard matrix, denoted byH 4 , is given bȳ
Note that an (M +1)×(M +1) Hadamard matrix exists only if
The following proposition gives the optimal reflection pattern solution to (P1) in two special cases.
Proposition 1. For IRS with equally-spaced discrete phase shifts, the optimal reflection pattern for problem (P1) in the following two cases are given as follows. 1) If M + 1 ∈ {2 c |c = 1, 2, · · · , b}, the DFT matrixD M +1 is an optimal reflection pattern. 2) If M + 1 ∈ U, the Hadamard matrixH M +1 is an optimal reflection pattern.
Sketch of Proof: First, it can be shown that if there exists an orthogonal reflection pattern, i.e., Θ H p Θ p = (M + 1)I, satisfying all the constraints in (8)-(11), then it is an optimal solution to problem (P1). Second, we can obtain the conditions where the orthogonal DFT and Hadamard matrices satisfy the above-mentioned constraints, leading to the desired results.
For other cases, in general, it is unknown whether there exists an orthogonal matrix satisfying all the constraints in (8)- (11) , which makes it hard to characterize the structure of the optimal solution to (P1). Thus we propose a novel low-complexity method, called DFT-Hadamard-based reflection pattern design, to obtain a suboptimal solution to problem (P1). Basically, our proposed design systematically constructs a near-orthogonal reflection pattern by performing DFT-matrix quantization for b ≥ 2, and Hadamard-matrix truncation for b = 1. The rationalities and detailed construction are elaborated as follows.
1) DFT-based reflection pattern for b ≥ 2: Our goal is to construct a quantized DFT matrix D M for any M , such that it features near-orthogonality in the sense that each entry has a value closest to that of the corresponding DFT matrix, but with the phase shift constrained in the feasible set F. Mathematically, we have [D M +1 ] i,j = e jϕi,j , where
. 
It is worth mentioning that the optimal reflection pattern in the special cases given in Proposition 1 are also special cases of the above proposed DFT-Hadamard-based design. Moreover, note that the MSE of the proposed scheme is dependent on the designed reflection pattern due to its non-orthogonality in general, which is in sharp contrast to the case with continuous phase shifts for which the MMSE is a constant given by [8] Fig. 2 compares the MSE performance of the proposed DFT-Hadamard-based reflection pattern and the naive scheme whose entries are given in (13) . First, it is observed that the MSE of the naive scheme monotonically increases with the number of IRS groups since the corresponding reflection pattern becomes more ill-conditioned. In contrast, our proposed scheme has much smaller MSE, albeit fluctuating with the number of IRS groups. Specifically, its MSE touches the lower bound with continuous phase shifts when M +1 ∈ U, since the corresponding reflection pattern reduces to a standard orthogonal Hadamard matrix. In addition, one interesting observation is that, althoughD 16 is not an optimal reflection pattern for the IRS with 2-bit phase shifters since some of its phase shifts are out of the feasible phase-shift set (see Proposition 1), the quantized DFT-matrix is indeed a feasible and orthogonal matrix and thus achieves the lower bound of the MSE.
IV. PASSIVE BEAMFORMING OPTIMIZATION
Based on the estimated channel, we optimize the passive beamforming at the IRS in this section for maximizing the achievable rate for data transmission by taking into account the reflection-pattern-dependent channel estimation error.
A. Problem Formulation
In data transmission, the signal detection procedure at the AP is based on the estimated channelh. The received signal at the AP is rewritten as
where xθ H h e is the additional interference due to the channel estimation error. Then the average achievable rate in bits/second/Hertz (bps/Hz) is given by [12] 
which is determined by the following signal-to-interferenceplus-noise ratio (SINR):
By definingH hh H and
the SINR in (19) can be rewritten as
.
(21)
Note that R p depends on the training reflection pattern of the IRS. From the above, the optimization problem for maximizing the average achievable rate in (18) under the constraints of unitmodulus and discrete phase is equivalent to the optimization problem given below for the SINR maximization (by dropping the constant scaling factor P t /σ 2 ).
B. Proposed Algorithms for Problem (P2)
Problem (P2) is a non-convex optimization problem due to the constrains of unit-modulus and discrete phase. Since the discrete phase shifts are constrained in a finite set F, the optimal solution can be obtained by the exhaustive search, for which the complexity is of order O(2 bM ), which increases exponentially with bM . To reduce the computational complexity, we propose in this subsection an efficient successive refinement algorithm with a properly-designed initialization to obtain a high-quality suboptimal solution to problem (P2).
First, we relax the constraint of discrete phase in (22b) of problem (P2) and denote the resultant problem as problem (P3). For this problem, we define Φ θθ H , which satisfies Φ 0 and rank(Φ) = 1. Then we have θ HH θ = tr(Hθθ H ) = tr(HΦ) and θ H R p θ = tr(R p Φ). By relaxing the non-convex rank-one constraint, problem (P3) is transformed to
Problem (P4) is still non-convex since the objective function is non-convex over Φ. To address this issue, we apply the Charnes-Cooper transformation to reformulate problem (P4) [13] . To be specific, we define
As such, we have Φ = Ψ t and tr(R p Ψ) + t = 1. Consequently, problem (P4) is equivalent to the following problem.
(P5) : max
Problem (P5) is a semidefinite programming (SDP) and hence its optimal solution, denoted by {Ψ * , t * }, can be obtained by using existing solvers such as CVX. Then the optimal solution to problem (P4) is given by Φ * = Ψ * t * . Since Φ * , in general, may not be of rank-one, i.e., rank(Φ * ) = 1, the optimal objective value of problem (P4) is an upper bound of problem (P3) only. In this case, the Gaussian randomization method can be used to obtain a feasible and high-quality suboptimal solution to problem (P3) based on the higher-rank solution obtained by solving (P4) [6] , which is denoted byθ.
Next, based on the obtained near-optimal passive beamformingθ with continuous phase shifts, we construct an initial IRS passive beamforming with discrete phase shifts by using phase compensation followed by phase quantization. Note that our proposed method below applies to any continuous phase-shift initialization. Specifically, we observe that a rotated passive beamformingθ e −j∠θ1θ yields the same SINR withθ, sincē Φ θθ H =Φ θθ H , which leads to the same objective value of (P4). This useful property allows us to rotateθ toθ such as ∠θ 1 = 0 without scarifying the rate performance. Then, for each of the remainingθ m , m ∈ {2, · · · , M + 1}, we directly quantize its phase shift to the nearest discrete value in F, given by ω m = arg min ωm∈F e jωm −θ m .
Last, we successively refine the passive beamforming based on the initial one with discrete phase shifts. Specifically, in each iteration, we find the optimal discrete phase shift for one sub-surface to maximize the SINR in (21) via one-dimensional search over F, with those of the others being fixed, until the fractional decrease of γ(θ) in (21) is less than a sufficiently small threshold. The algorithm is guaranteed to converge since the objective value of (P2) is non-decreasing over the iterations and the optimal objective value of (P2) is upper-bounded by a finite value, i.e.,
where X (R p + 1 M +1 I) −1H and λ max (X) denotes the maximum eigenvalue of X. Note that compared to the exhaustive search, our proposed successive refinement algorithm greatly reduces the complexity. Specifically, the SDP-based high-quality initialization has a complexity of O((M + 1) 3.5 ) and the successive refinement algorithm given any feasible initialization has a low complexity of O(log(1/ )2 b M ), given the solution accuracy of > 0. Thus, the total complexity of the proposed algorithm is O(log(1/ )2 b M +(M +1) 3.5 ), which is practically affordable if M and b are moderate values.
V. NUMERICAL RESULTS Numerical results are presented in this section to demonstrate the effectiveness of the proposed training reflection pattern and passive beamforming designs. Under a three-dimensional Cartesian coordinate system in meter (m), we assume that a single-antenna user located at (20, 50, 0) transmits data to a single-antenna AP located at (20, 0, 0). The IRS is equipped with a uniform rectangular array with half-wavelength spacing, which is placed in the y-z plane centralized at (18, 50, 0). For large-scale fading, the path loss exponents of the user-AP, user-IRS and IRS-AP channels are set as 4.5, 2.2, and 2.5, respectively, and the reference channel power gain at a distance of 1 m is −30 dB. All the channels are assumed to experience small-scale Rayleigh fading. Other parameters are set as P t = 20 dBm, σ 2 = −79 dB, Γ = 8.2 dB, and T 0 = 40.
We first evaluate the effectiveness of our proposed DFT-Hadamard-based reflection pattern design. The following benchmark schemes are considered: 1) random phase shift in which the IRS generates (M +1) sets of random reflection coefficients during the channel-training phase and the AP selects the best set that achieves the largest rate for data transmission; 2) naive reflection pattern whose entries are given in (13) . Both of the proposed scheme and the naive scheme apply the successive refinement algorithm for designing the passive beamforming at the IRS for data transmission. Fig. 3 plots the achievable rates of different schemes versus the number of groups with N = 80. First, it is observed that there exists a tradeoff between the IRS reflection performance and the number of groups for all schemes, since with too little training the CSI is not accurate enough for the reflection design to achieve high passive beamforming gains, while too much training results in less time for data transmission. Second, our proposed scheme greatly outperforms the benchmark schemes due to the nearorthogonality of the designed reflection pattern. In addition, one can observe significant rate improvement of the proposed scheme by increasing the resolution of discrete phase shifters from 1-bit to 2-bit, whereas the random phase shift scheme shows similar rates for these two phase-shift levels. Another interesting observation is that the naive reflection pattern achieves lower rates than the random phase shift scheme when b = 1, but outperforms it when b = 2. The reason is that, although the training reflection pattern is the same for the naive scheme with 1-bit or 2-bit phase shifters, increasing the resolution of phase shifters for the passive beamforming can substantially enhance the rate performance for data transmission.
Next, to show the superiority of the proposed successive refinement algorithm for passive beamforming, we consider the following benchmark schemes with fixed M = 4: 1) upper bound that solves problem (P3) to obtain the near-optimal solution with continuous phase shifts; 2) exhaustive search that searches all possible passive beamforming with discrete phase shifts for rate maximization; 3) quantization scheme which maps the continuous phase shifts of the upper-bound scheme to their nearest discrete values; 5) channel-gain maximization which neglects the effects of correlated channel estimation error and only maximizes the channel power gain (i.e. θ HH θ) instead of the SINR. All the above schemes apply the proposed DFT-Hadamard-based reflection pattern for channel estimation. In Fig. 4 , we compare the achievable rates of different schemes versus the number of reflecting elements. The key observations are made as follows. First, the proposed successive refinement algorithm for b = 2 achieves near-optimal rate performance with the exhaustive search and only suffers from small rate loss as compared to the upper bound. This indicates that an IRS of low-resolution phase shifters (e.g. 2-bit) is able to reap most of the passive beamforming gain of the IRS with continuous phase shifts. Next, the small gap between the successive refinement algorithm and quantization scheme demonstrates the effectiveness of the proposed initialization method for IRS passive beamforming by solving (P5). Moreover, the successive refinement algorithm significantly outperforms the random phase shift scheme, since it designs customized reflection pattern for reducing the channel estimation error and fully exploits CSI for passive beamforming, whereas the random phase shift scheme sacrifices the beamforming gain without combining the signals effectively. Last, it is surprising to observe the substantial rate improvement of the successive refinement algorithm over the channel-gain maximization scheme for the IRS with 2-bit phase shifters. The reason can be explained as follows. For the IRS with 4 sub-surfaces, the proposed reflection pattern is far from orthogonal, making the channel estimation error highly correlated. However, the channel-gain maximization scheme neglects the effects of correlated channel estimation error in the passive beamforming design and thus suffers from considerable rate loss, which is more significant when the IRS has higherresolution phase shifters due to the suboptimal phase-shift design for data transmission. VI. CONCLUSION In this paper, we considered an IRS-aided single-user communication system with discrete phase shifts, and studied the practical designs of IRS reflection pattern for channel estimation and passive beamforming for data transmission. For channel estimation, we proposed a new DFT-Hadamard-based reflection pattern to minimize the MSE of channel estimation under the constraints of unit-modulus, discrete phase, and full rank. Next, we formulated a rate-maximization problem by designing the IRS passive beamforming based on the reflection-patterndependent channel estimation error. A low-complexity successive refinement algorithm with a properly-designed initialization was proposed to obtain a high-quality suboptimal solution. Last, numerical results demonstrated the effectiveness of the proposed reflection pattern and passive beamforming designs.
