Abstract
at exascale is one of the foremost subjects of this study.
123
The Semi-Lagrangian (SL) method is a highly efficient technique for the transport of mo-124 mentum, heat and mass in the NWP model because of its unconditional stability which permits 125 a long time step (Staniforth and Côté, 1991; Hortal, 2002) . However, it is known that the MPI 126 exchange of wide halo required for the interpolation at the departure point of high wind-speed analyses the experimental results of the modelling communication of the atmospheric model 159 using SST/macro. Finally, we summarize the conclusions and discuss future work in section 5. 
SST/macro Simulator

183
Considering that the offline trace-driven simulation does not provide an easy way for extrap-
184
olating to future architectures, the online simulator SST/macro is selected here to model the 185 communications of the atmospheric models for future exascale HPC systems. SST/macro is a 186 coarse-grained parallel discrete event simulator which provides the best cost/accuracy trade-off simulation for large-scale distributed applications (Janssen et al., 2010 and estimates the time delay ∆t predominantly based on the logP approximation bandwidth and the switch bandwidth. In this paper, the AMM1 model with one single-core
214
CPU per node is adopted since simulation of communications is the primary goal.
types of topologies (Fig. 2 ) commonly used in current supercomputers, and their configurations 217 are investigated. Torus topology has been used in many supercomputers (Ajima et al., 2009 ).
218
In the torus network, messages hop along each dimension using taddthe shortest path routing 219 from the source to the destination (Fig. 2a) , and its bisection bandwidth typically increases with 220 increasing dimension size of the torus topology. The practical implementation of the fattree 221 topology is an upside-down tree that typically employs all uniform commodity switches to 222 provide high bandwidth at higher levels by grouping corresponding switches of the same colour 223 (Fig. 2b) . Fattree topology is widely adopted by many supercomputers for its scalability and 224 high path diversity (Leiserson, 1985) ; it usually uses a D-mod-k routing algorithm (Zahavi et the message buffer is set to null in the skeleton application, which significantly reduces the size There are different algorithms for all-to-all personalized communication. Table 2 : Three algorithms for all-to-all personalized communication.
name description stages burst Each process communicates with all other processes simultaneously by posting all non-block send and receive operations simultaneously. The burst messages cause significant congestion on the network. This algorithm is equivalent to the algorithm ring-k when k=n-1.
1 bruck This algorithm is better for small message and a large latency since it has only log 2 (n) stages of communications (Thakur et al., 2005) . For k th stage, each process sends the messages whose destination process id has one at the k th bit (begin at Least Significant Bit) to process i + 2 k .
log 2 (n)
ring-k In the first stage, process i sends to i + 1, · · · , i + k and receive from i−1, · · · , i−k in a ring way (black arrows in Fig. 4a) ; in the second stage, process i sends to i+1+k, · · · , i+2k and receive from i−1−k, · · · , i−2k in a ring way (blue arrows in Fig. 4a) ; this continues until all partners have been communicated with. This algorithm is a generalization of the ring algorithm and efficiently uses the available bandwidth by proper selection of radix k.
n−1 k
Halo Exchange for Semi-Lagrangian Method
331
The SL method solves the transport equation:
333 where the scalar field φ is advected by the 3D wind V = (u, v, w). In the SL method, the 334 grid-point value of the scalar field φ at next time step t + ∆t can be found by integrating (4) 335 along the trajectory of the fluid parcel (Staniforth and Côté, 1991; Hortal, 2002) 
337
where φ t+∆t is the value of the fluid parcel φ arriving at any grid point at t + ∆t, and φ the favourite SL method, and pose a great challenge to the scalability of the SL method. cations, but is simple to implement, especially for the wide halo exchange owing to its fixed 364 regular communication pattern (Fig. 9d) . In Fig. 9d , the pixels (near purple colour) tightly 365 attached to the diagonal are due to the exchange in x-direction, the pixels of the same colour 366 but off diagonal are due because of the periodicity in x-direction; the pixels (near orange or red 367 colour) off diagonal are due to the exchange in y-direction, and the pixels of the same colour 368 but far off diagonal are because of the periodicity in y-direction. This algorithm also applies to 369 the thin halo exchange for finite difference methods which is extensively used in the grid-point 370 models. The study emphasizes on the wide halo exchange, but the thin halo exchange is also 371 investigated for comparison (see the red line in Fig. 9a ). 
The three-dimensional SI method leads to a large linear system which can be solved by Krylov 374 subspace methods:
376 where A is a non-symmetric sparse matrix. Krylov subspace methods find the approximation 377
x iteratively in a k-dimensional Krylov subspace:
379
where r = b − Ax. To accelerate the convergence, preconditioning is generally used:
where M approximates A well so that M −1 A be conditioned better than A for i = 1, · · · ,until convergence do 9:
10:
11:
for j = max (0, i − k), · · · , i − 1 do 13:
14:
15:
16: atmospheric model are assessed for 10 2 , 2 × 10 2 , · · · , 9 × 10 2 , 10 3 , 2 × 10 3 , · · · , 9 × 10 3 , 10 4 , 2 × 416 10 4 , · · · , 9 × 10 4 , 10 5 , 2 × 10 5 , · · · , 9 × 10 5 , 10 6 MPI tasks; but the maximum number of processes 417 is 2 × 10 5 for the MPI transposition owing to the hard time limitation in our cluster. Table   418 3 presents a summary of the three-dimensional grid for assessing the communication of the 
424
Besides the topology and its configuration, the routing algorithm, and the collective MPI and dragonfly-MM in the SI method is evaluated on different topologies (torus-L, fattree-M, dragonfly-ML in Table   438 1), and the statistics of the optimal radix of recursive-k algorithms for allreduce operations are 439 presented. (Fig. 6 ).
455
The differences in the communication times of the transpositions between the topology 456 torus-M, fattree-M, and dragonfly-MM can be an order of magnitude (Fig. 5b) slightly (apparently) different from those with latencies of 10 1 and 10 2 ns (Fig. 5f ). Equation
498
(1) indicates that the communication time stops decreasing only when α (β) approaches zero and 499 β (α) is constant. Neither α in Fig. 5e nor β in Fig. 5f approaches zero, but the communication with their communication times in Fig. 5f .
519
In summary, the alltoallv algorithm, the topology and its configuration, the routing al- (red and black lines in Fig. 5c ), and the valiant routing algorithm (the red line in Fig. 5d ) when 525 the number of MPI processes is large. Thus, the topology of the interconnect network and its 526 routing algorithm have a great impact on the scalability of transpositions for the spectral trans-527 form method. Since the transposition for spectral transform method is a multiple simultaneous 528 all-to-all personalized communication, congestion has a great impact on its performance. 
Halo Exchange for the Semi-Lagrangian Method
530
The most common application of the wide halo exchange is the SL method. For the resolution 531 of 0.0125 • in Table 3 and a time step of 30 seconds, the departure is approximately 5 grid points 532 away from its arrival if the maximum wind speed is 200 m/s; therefore, the width of the halo 533 is at least 7 grid points using the ECMWF quasi-cubic scheme (Ritchie, 1995) ; there are more 534 grid points if a higher order scheme such as the SLICE-3D (Zerroukat and Allen, 2012) is used. 
(the red line in Fig. 9a ), is 544 significantly faster than that of wide halo for the SL method (green and blue lines in Fig. 9a ). of the wide halo exchange of 20 grid points (Fig. 9c) is the same as on that of transposition 559 ( Fig. 5d) : the routing algorithm valiant performs the best, the routing algorithm ugal performs 560 the worst, and the routing algorithm minimal is between valiant and ugal. number of MPI processes, there is an optimal radix. The statistics of all the optimal radices are 591 shown in Fig. 10c . It can be seen that the minimum and maximum optimal radices are 5 and 592 32, respectively. Thus, the recursive doubling algorithm that is equivalent to the recursive-k 593 algorithm with radix k=2 is not efficient since the optimal radix is at least 5. The median modelling the congestion is difficult in an analytic model. However, for a given resolution of 597 NWP model and a given HPC system, fortunately, the number of processes, bandwidth, and 598 latency are fixed; thus, it is easy to perform experiments to obtain the optimal radix. for the Semi-Implicit method, both of which are often adopted by the grid-point model, 636 also suffer the stringent challenge of scalability at exascale.
637
In summary, both software (algorithms) and hardware (characteristics and configuration) 638 are of great importance to the performance and scalability of the atmospheric model at exascale.
639
The software and hardware must be co-designed to address the challenge of the atmospheric 640 model for exascale computing. . 
