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Šiuolaikinis gyvenimas susijęs su dideliais informacijos bei duomenų kiekiais. Paieška yra viena iš pa-
grindinių kompiuterio darbo operacijų. Paieškos tikslas – rasti dideliame duomenų kiekyje tam tikrą 
elementą ar elementų seką arba patvirtinti, kad jos nėra. Pagrindinis duomenų gavybos tikslas – rasti 
duomenyse prasmę, t. y. ryšius tarp duomenų, jų pasikartojamumą ir pan. Straipsnyje pasiūlytas naujas 
statistinis dažnų posekių paieškos algoritmas, eksperimentų rezultatai bei išvados. Statistinio dažnų po-
sekių paieškos algoritmo esmė – greitai nustatyti dažnus posekius. Šis algoritmas netikrina viso rinkme-
nos turinio keletą kartų. Vykdant algoritmą rinkmena peržiūrima vieną kartą pagal pasirinktą tikimybę 
p. Šis algoritmas yra netikslus, tačiau jo vykdymo laikas daug trumpesnis nei tiksliųjų algoritmų. Statis-
tinis dažnų posekių paieškos algoritmas gali būti taikomas struktūrų paieškos uždaviniui, kai aktualu 
nustatyti, koks posekis yra dažniausias, tačiau nėra labai svarbu tikslus dažnų posekių skaičius.
Pagrindiniai žodžiai: posekis, kandidatinė seka, duomenų rinkinys, dažnas elementas, elementų rin-
kinių generavimas, hash funkcija, pirmos rūšies klaida, antros rūšies klaida, pasikliautinumo intervalas.
Įvadas
Kiekviena veikla šiandien susijusi su di-
deliais	 informacijos	 ir	 duomenų	 kiekiais.	
Paieška	duomenyse	–	svarbiausia	operaci-
ja.	Paieškos	tikslas	–	rasti	dideliame	duo-






informacijos	 kiekių	 slepiasi	 ir	 svarbi,	 ir	
niekinė	 informacija.	 Šioms	 problemoms	
spręsti	naudojama	duomenų	gavyba.	Duo-
menų	gavyba	–	tai	duomenų	apdorojimas	
naudojant	 sudėtingas	 duomenų	 paieškos	
galimybes ir statistinius algoritmus pasi-
kartojantiems šablonams ir koreliacijoms 
rasti	didelėse	duomenų	bazėse.	Duomenų	
gavyba	 apibūdinama	 kaip	 naujų	 prasmių	
duomenyse aptikimo, nustatymo, atradi-
mo	būdas.	Ši	technologija	taikoma	versle,	
medicinoje ir kitose srityse, kuriose reikia 
apdoroti didelius informacijos kiekius ir 
aptikti	duomenų	tarpusavio	ryšius,	 t.	y.	 iš	
didelio	 duomenų	 kiekio	 gauti	 naujas	 ži-
nias.	Šioms	problemoms	 spręsti	 naudoja-
mi	 žinomi	 algoritmai,	 t.	 y.	Apriori, GSP, 
rekursinis ir kt. Šie algoritmai, vykdydami 
dažnų	posekių	paiešką	daug	kartų	perren-




Apriori algoritmas buvo pateiktas 
1994	m.	 ir	yra	vienas	 iš	populiarių	pose-
kių	paieškos	algoritmų.	Šis	algoritmas	yra	
interaktyvus,	 skaičiuoja	 tam	 tikro	 dydžio	
rinkinius	pereidamas	per	duomenų	bazę.
Sekų	 paieškos	 algoritmai	 pirmiausia	
buvo	 nagrinėjami	 Rakesho	 Agrawalo	 ir	
ramakrishnano Srikanto darbuose. Šiuose 
darbuose buvo išanalizuoti pagrindiniai al-




GSP (angl. Generalized Sequential Pattern 
mining algorithm) buvo pateiktas 1995 m. 
(Srikant, Agrawal, 1995). Šio algoritmo pa-
grindinis	 tikslas	 –	 nustatyti,	 kokios	 sekos	
yra	nedažnos,	ir	jų	toliau	netikrinti.









tikrinimas šiame algoritme atliekamas taip 
pat, kaip ir Apriori algoritme. Kandidati-






Yra	keletas	 efektyvaus	 asociatyvių	 tai-
syklių	naudojimo	kliūčių:	brangumas	ir	di-
delės	duomenų	bazės.	Vienas	iš	problemos	
sprendimų	 būdų	 –	 asociatyvumo	 taisykles	
taikyti	 didelėms	 duomenų	 bazėms.	 Kad	









Daugelis	 „duomenų	 apdorojimo	 –	 in-
tervalo	 parinkimo“	 strategijų	 remiasi	
MrA (angl. Multi Resolution Analysis) bei 
Shannono pasirinkimo teoremomis. teori-
nė	analizė	ir	empiriniai	tyrimai	parodė,	kad	
atliekant	paiešką	ne	visoje	didelėje	duome-
nų	 bazėje,	 o	 atsitiktinėje	 duomenų	 bazės	
imtyje	 sumažinamas	 algoritmo	 veikimo	
greitis,	tačiau	prarandamas	tikslumas.	




Probaly Approximate Correct) mokymo 
teoriją.
Apriori algoritmas
Susietumo	 taisyklių	 paieškos	 algoritmų	
pagrindas	–	dažnų	duomenų	rinkinių	ana-
lizė.	Pirmiausia	 ieškoma	dažnų	elementų,	
o	 paskui	 iš	 šių	 elementų	 generuojamos	
kandidatinės	 sekos.	 Norint	 sutrumpinti	
susietumo	 taisyklių	 paiešką	 naudojama	
aprioriškumo	savybė,	t.	y.	jeigu	rinkinys	Z	
yra	nedažnas,	 tai	 šio	 rinkinio	papildymas	





delius	 duomenų	 kiekius,	 todėl	 susietumo	
taisyklėms	 aptikti	 reikalingi	 efektyvūs	
laiko	atžvilgiu	algoritmai.	Vienas	iš	 tokių	
yra Apriori algoritmas. Pirmuoju Apriori 
algoritmo	 žingsniu	 randami	 dažni	 vieno	
elemento	 rinkiniai.	 Vykdant	 šį	 algoritmo	
žingsnį	pereinama	visa	duomenų	rinkme-
na	 ir	 nustatoma,	 kiek	 kartų	 kiekvienas	
elementas pasitaiko rinkmenoje, ir toliau 
apdorojami tik tie elementai, kurie tenkina 
nustatytą	minimalų	pasirodymų	dažnį.
Kiti	 algoritmo	 žingsniai	 susideda	 iš	
dviejų	dalių:	 potencialiai	 dažnų	elementų	
rinkinių	generavimo	 (jie	vadinami	kandi-
datais)	 ir	 kandidatinių	 rinkinių	 dažnumo	
nustatymo (Ayres, Flannick, Gehrke, yiu, 
2002).







generuojami	 sujungiant	 dažnus	 elementų	
rinkinius,	 turinčius	 k–1	 elementų,	 kurie	
tenkina	minimalų	pasikartojimų	skaičių.
Šiame	 algoritme	 svarbi	 kandidatų	 ge-




buvo	 dažni	 ankstesniame	 žingsnyje.	Kie-
kvienas kandidatas Ck konstruojamas pa-
pildant	dažną	 (k–1)	elementų	 rinkinį	kitu	
dažno	(k–1)	elementų	rinkinio	elementu.	
Atlikus	 elementų	 rinkinių	 generavimą	
tikrinama, kurie nauji kandidatai tenki-
na	nustatytą	minimalų	pasirodymų	dažnį.	




tus lyginti su kiekvienu generuotu kandi-
datu.	Tačiau	 toks	sprendimas	užima	daug	
laiko. Greitesnis ir efektyvesnis sprendi-
mas	 –	 tai	 hash	 medžių	 (maišos	 medžių)	
naudojimas.





mazgas	 gali	 būti	 rinkinių	 sąrašas	 (mazgo	
lapas)	arba	 lentelė	 (vidinis	mazgas).	Kie-
kvienas vidinis mazgas, kurio lygmuo d, 
turi	 šakas	 į	 kitus	 medžio	 mazgus,	 kurių	
lygmuo d+1. Kai generuojamas naujas 
kandidatas, jis prijungiamas prie mazgo. 
Kai	mazgo	 lapų	 skaičius	viršija	 nurodytą	
slenkstį,	mazgas	paverčiamas	hash lentele 
(vidiniu mazgu) ir šiam mazgui sukuriami 
lapai. Visi kandidatai pasiskirsto mazguo-
se	pagal	įeinančių	į	rinkinį	elementų	hash 
reikšmę.	 Kiekvienas	 naujas	 kandidatas	
generuojamas vidiniame mazge, o saugo-
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mas mazgo lape. taip sukuriamas elemen-
tų	 kandidatinių	 sekų	medis.	Naudojant	 šį	
medį	 nesunku	 rasti	 kiekvieno	 kandidato	
pasikartojimų	 skaičių.	 Pradedama	 nuo	
šaknies ir randami visi kandidatai, kurie 
sutampa su transakcijos ti elementais, 
t. y. Ck ∩	Ti =	Ck. Pirmajame lygmenyje, 
t.	y.	medžio	šaknyje,	hash funkcija taikoma 
kiekvienam transakcijos elementui. An-
trajame lygmenyje hash funkcija taikoma 
antrajam elementui ir t. t., k-ajame lygme-




tenkina	 nustatytą	 minimalų	 pasirodymų	
dažnį.	Kandidatai,	kurie	tenkina	nustatytą	







turis kartus.  
Pirmojo	 žingsnio	 metu	 skaičiuojamas	
sekos	 elementų	 pasirodymų	 dažnis,	 kuris	
pateikiamas	1	lentelėje.







Visų	 elementų	 pasirodymo	 dažnis	 yra	














pasirodymo	 dažnis	 tenkino	 sąlygą	 (AB,	
BC).	Šie	elementai	pateikti	3	lentelėje.














Pirmiausia tikrinamos pirmojo lygmens 
sekos.	 Tokių	 sekų	 yra	 n:	 (i1, i2,	 …,	 in). 
Nustačius	 jų	 dažnius,	 pereinama	 tikrin-
ti	 antrojo	 lygmens	 sekas.	 Jų	 jau	 bus	 n2: 
(i1i1, i1i2,…i1in, i2i1,	…i2in,	…,	ini1,	…inin). 
Tačiau	 dabar	 tikrinamos	 ne	 visos	 sekos.	
Ką	tikrinti,	sprendžiama	pagal	prieš	tai	bu-
vusį	lygmenį.	Jeigu	į	antrojo	lygmens	seką	
įeina	 nedažna	 pirmojo	 lygmens	 seka,	 tai	
antrojo	lygmens	seka	irgi	yra	nedažna	ir	ją	
galima atmesti toliau netikrinant. 
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taip pereinama prie kito lygmens, ku-





ne visi deriniai, bet tik tie, kurie yra prieš 








sekos	 elementų	 pasirodymų	 dažnis,	 kuris	
pateikiamas	4	lentelėje.






















kandidatinės	 sekos	 tik	 iš	 dažnų	 antrojo	
žingsnio	sekų.	Šio	žingsnio	dažnos	sekos	
pateikiamos	6	lentelėje.






































rekursinis algoritmas generuoja nau-
jas	kandidatines	sekas	ne	„platyn”,	bet	„gi-
lyn”.	 Pirmajame	 žingsnyje	 imama	 tuščia	
seka	 ir	 iš	 jos	 generuojamos	 kandidatinės	
sekos	{i1, i2, ... , in	}.	Iš	šių	sekų	kiekvienos	
sekos generuojamos antrojo lygmens sekos 
{i1i1, i1i2, ..., i1in, i2i1, i2i2, ..., i2in, ..., ini1, 
ini2, ..., inin}.	Sekos	generuojamos	„į	gylį“.	
Nustatomas kiekvienos generuotos sekos 
dažnumas.	Jei	seka	yra	nedažna	lygyje	n,	








9 lentelė. Sekos ir jų dažniai
eil. Nr. Seka Pasirodymo 
dažnis
Pastaba
1. A 11 Dažna	seka
2. AA 2 Nedažna seka
3. AB 7 Dažna	seka
4. AC 2 Nedažna seka
5. ABA 1 Nedažna seka
6. ABB 0 Nedažna seka
7. ABC 5 Dažna	seka
8. ABCA 3 Nedažna seka
9. ABCB 2 Nedažna seka
10. ABCC 0 Nedažna seka
11. B 11 Dažna	seka
12. BA 4 Dažna	seka
13. BB 0 Nedažna seka
14. BC 6 Dažna	seka
15. BAA 0 Nedažna seka
16. BAB 2 Nedažna seka
17. BAC 0 Nedažna seka
18. BCA 3 Nedažna seka
19. BCB 3 Nedažna seka
20. BCC 0 Nedažna seka
21. C 8 Dažna	seka
22. CA 4 Dažna	seka
23. CB 4 Dažna	seka
24. CC 0 Nedažna seka
25. CAA 1 Nedažna seka
26. CAB 2 Nedažna seka
27. CAC 1 Nedažna seka
28. CBA 3 Nedažna seka
29. CBB 0 Nedažna seka
30. CBC 1 Nedažna seka
Taigi,	 dažnos	 sekos	 yra	A,	AB,	ABC,	
B,	BA,	BC,	C,	CA,	CB.
Algoritmų palyginimas
eksperimentui buvo sugeneruota 100 
failų.	
Failai buvo generuojami pagal charak-
teristikas,	kurios	pateikiamos	10	lentelėje.








Šie failai buvo apdoroti šiais algorit-
mais:
1. Apriori algoritmu, kai slenkstis ly-
gus 50, 100, 200;
2. GSP algoritmu, kai slenkstis lygus 
50, 100, 200;
3. rekursiniu algoritmu, kai slenkstis 
lygus 50, 100, 200.




Apriori, GSP ir rekursinis algoritmas 
skirti	 duomenų	 sekoms	 apdoroti,	 norint	
rasti	dažnas	sekas,	kurios	tenkina	nustatytą	
minimalų	 pasirodymų	 slenkstį.	Apriori ir 
GSP	 –	 tai	 algoritmai,	 kurie	 vykdo	 paieš-
ką	„platyn“,	o	rekursinis	algoritmas	vykdo	
paiešką	„gilyn“.	Šiuose	algoritmuose	ski-
riasi	 kandidatinių	 sekų	 generavimas	 ir	 jų	
pasikartojimo	 skaičiaus	 nustatymas,	 taip	
pat	 algoritmų	 vykdymo	 laikas	 bei	 rastų	
dažnų	sekų	skaičius.
Algoritmų	 vykdymo	 vidutinė	 trukmė	
pateikiama	11	lentelėje.











yra statistinis, Apriori ir GSP algoritmai, o 
ilgiausiai	sekų	paieška	užtrunka	naudojant	
rekursinį	algoritmą.
Apdorojus	 failus,	 įvertintas	 viduti-
nis standartinis nuokrypis nuo tiksliosios 
reikšmės,	kuri	buvo	nustatyta	Rabino	Kar-
po algoritmu. Apriori, GSP ir rekursinio 
algoritmo standartiniai nuokrypiai apy-
tiksliai	vienodi	(žr.	1	pav.).	






statistinėmis	 pagrindinės	 sekos	 charakte-
ristikomis, t. y. elemento pasirodymo se-
koje tikimybe; tikimybe, kad vienas ele-
mentas	eis	po	kito	bei	atstumo	tarp	dviejų	
elementų	pagrindinėje	sekoje	vidurkiu.	
ProMFS algoritmas, remdamasis ti-
kimybinėmis	 charakteristikomis,	 kurios	
apibūdina	elementų	pozicijas	pagrindinėje	
sekoje,	 generuoja	 naują	 daug	 trumpesnę	
modelinę	seka,	kuri	analizuojama	GSP	al-
goritmu	bei	nustato	dažnus	posekius	nau-





atsitiktinę	 imtį.	 Generuojama	 atsitiktinio	
dydžio	 vienodų	 tikimybių	 seka.	 Ieškomi	
pirmojo	lygio	dažni	posekiai,	antrojo	lygio	
atsitiktinė	 imtis	 elementų	 poroms	 aiaj ir 
t.	 t.	 Tokia	 imtis	 yra	 sudaryta	 grąžintiniu	
ėmimu,	nes	kai	kurie	posekiai	gali	pasikar-
toti.	Negrąžintiniu	ėmimu	sudaryta	atsitik-
tinė	 imtis	 formuojama	 iš	 pasikartojančių	












posekių	 pašalinant	 visus	 pasikartojančius	
elementus bei papildomai generuojant 
naujus posekius, kol bus gautas nesikar-
tojančių	posekių	 rinkinys.	GSP	algoritmu	
nustatomi	dažni	 posekiai,	 kurie	 skirstomi	
į	tris	grupes:	dažni	posekiai,	reti	posekiai,	
tarpiniai posekiai.







daugelyje	 veiklos	 sričių,	 t.	 y.	 tiek	 versle,	
tiek	pramonėje,	medicinoje	ir	t.	t.	Statisti-
nis	algoritmas	tinkamas	pirkinių	krepšelio	
analizės	 (angl.	 market basket analysis), 
aptarnavimo	 kokybės,	 genetikos	 uždavi-
niams	spręsti	ir	pan.	
Vykdant	 statistinį	 algoritmą	 nereikia	
tikrinti	 rinkmenos	 turinio	 keletą	 kartų.	
Duomenų	 bazė	 skenuojama	 vieną	 kartą,	











timų	 peržiūrimų	 fragmentų	 yra	 pasiskirs-
tęs	 pagal	 geometrinį	 dėsnį	 su	 parametru	
p,	 o	 peržiūrimo	 fragmento	 ilgis	 yra	 pasi-
skirstęs	taip	pat	pagal	geometrinį	dėsnį	su	
parametru q.
Geometrinio	 skirstinio	 tikimybės	 nu-
sakomos	 formule:	 P(X	 =	 k)	 =	 p(1−p)k−1, 
k	=	1,	2,	 ...	 .	Posekio	palaikymas	yra	 ly-
gus	jo	dažniui	tarp	visų	peržiūrėtų	poaibių.	








rūšies	 klaida:	 hipotezė	 H0 atmetama, kai 
ji	 teisinga.	Antros	 rūšies	 klaida:	 hipotezė	
H0 priimama, kai ji klaidinga. Statistinis 
dažnų	 posekių	 paieškos	 algoritmas	 yra	
apytikslis,	 todėl	 galimos	 pirmos	 ir	 antros	
rūšies	 klaidos.	 Fiksuojamas	 posekis	 ci1, 
ci2, ..., cik.
Pirmos	 rūšies klaida, kai posekis yra 
dažnas,	 tačiau	 statistinio	 algoritmo	 neap-
tiktas	kaip	dažnas.
Antros	 rūšies	 klaida,	 kai	 posekis	 yra	
nedažnas,	o	statistinio	algoritmo	priskirtas	
dažnų	posekių	aibei.
tarkime, p1, p2 dvi tokios statistikos, 
kad P(p1 < p < p2)	=	α.	Intervalas	[p1; p2]	
vadinamas parametro p pasikliautinuoju 
intervalu.	 Skaičius	 γ	 vadinamas	 pasiklio-























Poaibis	 yra	 dažnas,	 jeigu jo pasirody-
mo	 tikimybės	apatinis	 rėžis	viršija	kritinį	
ilgį	α.
Pirmojo eksperimento statistinio 
dažnų posekių paieškos algoritmo 
rezultatai





eksperimento	 įvertintas	 vidutinis	 vienos	




ilgis	 5	 simboliai.	 Rastas	 dažnas	 posekis	
visų	bandymų	metu	yra	SIENA.











fragmentų	 skaičiaus	 ir	 imčių	 skai-•	
čiaus	santykis.	Šis	dydis	bus	žymi-
mas S;
imčių	 skaičiaus	 ir	 simbolių	 skai-•	





paslėptų	 fragmentų	 skaičiaus	 ir	•	
simbolių	skaičiaus	rinkmenoje	san-
tykis.	Šis	dydis	bus	žymimas	C.
Po	 eksperimento	 apskaičiuotos	 kie-
kvieno	 badymo	 charakteristikos	 S,	A,	 B,	
C,	paskui	–	visų	charakteristikų	vidurkiai	
(12	lentelė).
Iš	 12	 lentelėje	 pateiktų	 duomenų	ma-
toma, kad charakteristika C yra pastovus 
dydis, nes ji nepriklauso nuo rinkmenos 
apdorojimo	rezultatų.	
Charakteristikų	 S,	A,	 B,	 C	 tarpusavio	
sąryšiai:
Kai p 1. ∈	(0;	0,5),	tai	fragmentų	kie-
kio	ir	imčių	skaičius	santykis	S	yra	
apytiksliai	 lygus	 rastų	 fragmen-
tų	 skaičiaus	 ir	 paslėptų	 fragmentų	
skaičiaus	santykiui	B,	t.	y.	S	≈	B.
2 pav. Statistinio dažnų posekių algoritmo vykdymo trukmės priklausomybė  















Kai p 2. ∈ (0,5; 1), tai	rastų	fragmen-
tų	 skaičiaus	 ir	 paslėptų	 fragmentų	
skaičiaus	santykis	B	yra	apytiksliai	
lygus	paslėptų	fragmentų	skaičiaus	
ir	 simbolių	 skaičiaus	 rinkmenoje	
santykiui	C,	t.	y.	B	≈	C.
Imčių	 skaičiaus	 ir	 simbolių	 skai-3. 
čiaus	rinkmenoje	santykis	A	didėja	
didėjant	tikimybei	p.
Antrojo eksperimento statistinio 
dažnų posekių paieškos algoritmo 
rezultatai
eksperimento metu buvo generuotos rin-
kmenų	 grupės.	 Rinkmenų	 grupės	 ir	 jų	





12 lentelė. Charakteristikų S, A, B, C vidurkiai
Tikimybė s vidurkis A vidurkis B vidurkis c vidurkis
0 0,01257019 0,1997446 0,02316206 0,10796
0,1 0,01210599 0,2225090 0,02491133 0,10796
0,2 0,01216679 0,2467121 0,02741206 0,10796
0,3 0,01195124 0,2757958 0,03082554 0,10796
0,4 0,01213383 0,3331287 0,03750797 0,10796
0,5 0,01176993 0,3992666 0,04339021 0,10796
0,6 0,01210091 0,4995012 0,05588621 0,10796
0,7 0,01213194 0,6672925 0,07484155 0,10796
0,8 0,01236089 0,9986325 0,11417181 0,10796
0,9 0,01210648 1,7951489 0,12412773 0,10796
1 0,01146041 1,9998992 0,10611643 0,10796
3 pav. Charakteristikų S, A, B, C kitimas
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Rinkmenose	 dažniausi	 posekiai	 ir	 jų	
pasikartojimų	 skaičius	 nustatytas	 naudo-
jantis GSP ir rabino Karpo algoritmu.










1. SIeNA 949 49,95	%




dažnų	 posekių	 paieškos	 algoritmo	
aptiktas	kaip	dažniausias?
Kiek	yra	rinkmenų,	kuriose	posekis	2. 
SIENA	 yra	 dažniausias	 ir	 statisti-
nio	 dažnų	 posekių	 paieškos	 algo-
ritmo	 neaptiktas	 kaip	 dažniausias,	 
t.	y.	įvertinta	pirmos	rūšies	klaida?
Kiek	yra	rinkmenų,	kuriose	posekis	3. 
SIENA	 yra	 nedažnas	 ir	 statistinio	
dažnų	 posekių	 paieškos	 algoritmo	
nebuvo	 aptiktas	 kaip	 dažniausias,	 
t.	y.	įvertinta	antros	rūšies	klaida?




















Atlikus	 eksperimentą	 pastebėta,	 kad	






nų	 grupėse,	 kuriose	 posekis	 SIENA	 yra	
dažnas,	pirmos	rūšies	klaida	2,59	%.	Rin-
kmenų	 grupėse,	 kuriose	 posekis	 SIENA	
nedažnas,	antros	rūšies	klaida	5,76	%.
Statistinis	 dažnų	 posekių	 paieškos	 al-
goritmas	aptinka	dažną	seka	95,83	%	visų	
rinkmenų.	
eksperimentiškai buvo tiriama, kokio-
mis	 pradinėmis	 sąlygomis	 paslėptas	 fra-
gmentas	 SIENA	 tampa	 nedažnu	 posekiu.	
Visos rinkmenos sudarytos iš 100 000 sim-








































rinkmenose,	 kuriose	 paslėptas	 elementas	
nėra	 išskirtinai	 dažnas,	 t.	 y.	 jo	 tikimybė	
priklauso	 intervalui	 [0,001;	 0,01].	 Šiose	
rinkmenose	nėra	aiškiai	išsiskiriančio	daž-
no	 posekio,	 todėl	 ir	 atsiranda	 statistinio	
dažnų	 posekių	 paieškos	 algoritmo	 dažno	
posekio nustatymo klaida.
Statistinio	 dažnų	 posekių	 paieškos	 al-
goritmo	 rinkmenų	 grupių	 apdorojimo	 vi-
dutinė	trukmė,	kai	p	∈	 [0;	1],	pateikiama	
4	paveiksle.
Statistinio	 dažnų	 posekių	 paieškos	 al-
goritmo vidutinis vienos rinkmenos apdo-
rojimo	laikas	yra	20	sekundžių.	Statistinio	
dažnų	 posekių	 paieškos	 algoritmo	 rin-
kmenų	apdorojimo	 laikas	mažiausias,	kai	 
p	=	0,5.



















Pasikliovimo	 tikimybės	 intervalas	 yra	
[0,95377541;	0,99938299].










Dažniausiai	 aktualu	 nustatyti,	 koks	 pose-
kis	yra	dažnas,	o	ne	tikslų	dažnų	posekių	
skaičių.	 Straipsnyje	 pasiūlytas	 statistinis	
dažnų	 posekių	 paieškos	 algoritmas,	 ku-
ris	 duomenų	 bazę	 peržiūri	 vieną	 kartą,	
atsitiktinai paimdamas atsitiktinio ilgio 




kriterijus,	 t.	 y.	 laiką	 ir	 tikslumą,	 atitinka-
mai	parenkant	parametrų	p	 ir	q	reikšmes.	
Remdamasis	 atsitiktinai	 paimtų	 posekių	
analize algoritmas pateikia statistines išva-
das	apie	dažnus	posekius.	Statistinis	dažnų	
posekių	 paieškos	 algoritmas	 nėra	 tikslus,	
bet šio algoritmo veikimo laikas yra daug 
trumpesnis, palyginti su tiksliais Apriori, 
GSP ar rekursiniu algoritmais. Straipsny-
je aprašyti du eksperimentai. Pirmajame 
eksperimente	100	rinkmenų	apdorota	sta-
tistiniu	dažnų	posekių	paieškos	algoritmu	
po	 100	 kartų.	 Nustatyta,	 kad	 algoritmo	
veikimo	 laikas	priklauso	nuo	p	 reikšmės:	
kuo	p	reikšmė	didesnė,	tuo	ilgesnis	algori-







skaičiaus	 ir	 paslėptų	 fragmentų	 skaičiaus	
santykis,	 paslėptų	 fragmentų	 skaičiaus	 ir	
simbolių	 skaičiaus	 rinkmenoje	 santykis.	
Atlikus	 eksperimentą	 nustatyta,	 kad	 jei	 
p ∈	 (0;	0,5)	–	fragmentų	skaičiaus	 ir	 im-
čių	skaičiaus	santykis	yra	apytiksliai	lygus	




liai	 lygus	paslėptų	 fragmentų	 skaičiaus	 ir	
simbolių	 skaičiaus	 rinkmenoje	 santykiui.	
Antrajame eksperimente buvo generuo-
ta	 19	 rinkmenų	grupių	po	100	 rinkmenų,	 
t.	y.	 iš	viso	apdorota	1900	rinkmenų.	Ap-
dorojus šio eksperimento rezultatus, prieita 
prie	išvados,	kad	klaidų	tikimybė	padidėja	
apdorojant šiuo algoritmu rinkmenas, ku-
riose	nėra	vieno	dažnumu	smarkiai	išsiski-
riančio	posekio.	Statistinis	dažnų	posekių	
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0.01.*.txt 0,01 0 38 38	%
0.009.*.txt 0,009 0 35 35	%
0.008.*.txt 0,008 0 14 14	%
0.007.*.txt 0,007 0 5 5	%
0.006.*.txt 0,006 0 9 9	%
0.005.*.txt 0,005 0 7 7	%
0.004.*.txt 0,004 0 5 5	%
0.003.*.txt 0,003 0 4 4	%
0.002.*.txt 0,002 0 4 4	%
0.001.*.txt 0,001 0 8 8	%
0.01.*.txt 0,01 0,1 38 38	%
0.009.*.txt 0,009 0,1 32 32	%
0.008.*.txt 0,008 0,1 16 16	%
0.007.*.txt 0,007 0,1 8 8	%
0.006.*.txt 0,006 0,1 7 7	%
0.005.*.txt 0,005 0,1 3 3	%
0.004.*.txt 0,004 0,1 2 2	%
0.003.*.txt 0,003 0,1 6 6	%
0.002.*.txt 0,002 0,1 6 6	%
0.001.*.txt 0,001 0,1 6 6	%
0.02.*.txt 0,02 0,2 1 1	%
0.01.*.txt 0,01 0,2 37 37	%
0.009.*.txt 0,009 0,2 33 33	%
0.008.*.txt 0,008 0,2 12 12	%
0.007.*.txt 0,007 0,2 8 8	%
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0.006.*.txt 0,006 0,2 4 4	%
0.005.*.txt 0,005 0,2 3 3	%
0.004.*.txt 0,004 0,2 4 4	%
0.003.*.txt 0,003 0,2 2 2	%
0.002.*.txt 0,002 0,2 3 3	%
0.001.*.txt 0,001 0,2 4 4	%
0.01.*.txt 0,01 0,3 42 42	%
0.009.*.txt 0,009 0,3 21 21	%
0.008.*.txt 0,008 0,3 9 9	%
0.007.*.txt 0,007 0,3 9 9	%
0.006.*.txt 0,006 0,3 5 5	%
0.005.*.txt 0,005 0,3 4 4	%
0.004.*.txt 0,004 0,3 5 5	%
0.003.*.txt 0,003 0,3 4 4	%
0.002.*.txt 0,002 0,3 2 2	%
0.001.*.txt 0,001 0,3 3 3	%
0.01.*.txt 0,01 0,4 38 38	%
0.009.*.txt 0,009 0,4 24 24	%
0.008.*.txt 0,008 0,4 10 10	%
0.007.*.txt 0,007 0,4 5 5	%
0.006.*.txt 0,006 0,4 3 3	%
0.005.*.txt 0,005 0,4 2 2	%
0.004.*.txt 0,004 0,4 4 4	%
0.003.*.txt 0,003 0,4 4 4	%
0.002.*.txt 0,002 0,4 2 2	%
0.001.*.txt 0,001 0,4 3 3	%
0.01.*.txt 0,01 0,5 38 38	%
0.009.*.txt 0,009 0,5 31 31	%
0.008.*.txt 0,008 0,5 11 11	%
0.007.*.txt 0,007 0,5 7 7	%
0.006.*.txt 0,006 0,5 1 1	%
0.005.*.txt 0,005 0,5 4 4	%
0.004.*.txt 0,004 0,5 3 3	%
0.003.*.txt 0,003 0,5 3 3	%
0.002.*.txt 0,002 0,5 1 1	%
0.001.*.txt 0,001 0,5 1 1	%
0.01.*.txt 0,01 0,6 44 44	%
0.009.*.txt 0,009 0,6 23 23	%
0.008.*.txt 0,008 0,6 8 8	%
0.007.*.txt 0,007 0,6 4 4	%
0.006.*.txt 0,006 0,6 1 1	%
0.005.*.txt 0,005 0,6 2 2	%
0.004.*.txt 0,004 0,6 2 2	%
0.003.*.txt 0,003 0,6 1 1	%
0.002.*.txt 0,002 0,6 1 1	%
0.01.*.txt 0,01 0,7 40 40	%
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0.009.*.txt 0,009 0,7 26 26	%
0.008.*.txt 0,008 0,7 14 14	%
0.007.*.txt 0,007 0,7 4 4	%
0.006.*.txt 0,006 0,7 2 2	%
0.005.*.txt 0,005 0,7 2 2	%
0.004.*.txt 0,004 0,7 1 1	%
0.002.*.txt 0,002 0,7 1 1	%
0.001.*.txt 0,001 0,7 2 2	%
0.01.*.txt 0,01 0,8 34 34	%
0.009.*.txt 0,009 0,8 28 28	%
0.008.*.txt 0,008 0,8 10 10	%
0.007.*.txt 0,007 0,8 7 7	%
0.006.*.txt 0,006 0,8 1 1	%
0.004.*.txt 0,004 0,8 2 2	%
0.003.*.txt 0,003 0,8 1 1	%
0.002.*.txt 0,002 0,8 2 2	%
0.001.*.txt 0,001 0,8 2 2	%
0.01.*.txt 0,01 0,9 34 34	%
0.009.*.txt 0,009 0,9 31 31	%
0.008.*.txt 0,008 0,9 3 3	%
0.007.*.txt 0,007 0,9 2 2	%
0.005.*.txt 0,005 0,9 1 1	%
0.004.*.txt 0,004 0,9 1 1	%
0.002.*.txt 0,002 0,9 1 1	%
0.01.*.txt 0,01 1 41 41	%
0.009.*.txt 0,009 1 27 27	%
0.008.*.txt 0,008 1 3 3	%
0.007.*.txt 0,007 1 1 1	%
0.002.*.txt 0,002 1 1 1	%
0.001.*.txt 0,001 1 2 2	%
sTATisTicAL ALGoRiThM FoR MininG FREQuEnT sEQuEncEs
Loreta savulioniene, Leonidas sakalauskas
S u m m a r y
Modern life involves large amounts of data and 
information. Search is one of the major operations 
performed	 by	 a	 computer.	 Search	 goal	 is	 to	 find	 a	
sequence (element) in large amounts of data or to 
confirm	 that	 it	 does	 not	 exist.	Amounts	 of	 data	 in	
databases have reached terabytes, and therefore 
data retrieval, analysis, rapid decision-making 
become increasingly complicated. large quantities 
of information cover both important and void 
information. the main goal of data mining is to 
find	the	meaning	in	data,	i.e.	a	relationship	between	
the data, their reproducibility, etc. this technology 
applies to business, medicine and other areas 
where large amounts of information are processed 
and a relationship among data is detected, i.e. new 
information is obtained from large amounts of data. 
the paper proposes a new statistic algorithm for 
repeated sequence search. the essence of this statistic 
algorithm is to identify repeated sequences quickly. 
During	the	algorithm	all	contents	of	the	file	are	not	
checked	several	times.	During	the	algorithm,	the	file	
is checked once according to the chosen probability 
p. This	algorithm	is	inaccurate,	but	its	execution	time	
is shorter than of the accurate algorithms.
