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DENSE STABLE RANK AND RUNGE TYPE APPROXIMATION
THEOREMS FOR H∞ MAPS
ALEXANDER BRUDNYI
Abstract. Let H∞(D × N) be the Banach algebra of bounded holomorphic functions
defined on the disjoint union of countably many copies of the open unit disk D ⊂ C.
We show that the dense stable rank of H∞(D×N) is one and using this fact prove some
nonlinear Runge-type approximation theorems for H∞(D×N) maps. Then we apply these
results to obtain a priori uniform estimates of norms of approximating maps in similar
approximation problems for algebra H∞(D).
1. Formulation of Main Results
1.1. Let H∞(U) denote the Banach algebra of bounded holomorphic functions on a com-
plex manifold U equipped with pointwise multiplication and supremum norm. In this paper
we continue to study properties of the algebra H∞(D × N), where D ⊂ C is the open unit
disk, started in [Br2]. In particular, we prove that the dense stable rank of H∞(D × N) is
one and using this fact prove some nonlinear Runge-type approximation theorems for this
algebra. As a consequence, we obtain a priori uniform estimates of norms of approximating
maps in similar approximation problems for H∞ maps defined on subsets of D.
To formulate our results we recall some definitions and notations.
Let A be an associative ring with identity 1. An element a = (a1, . . . , an) ∈ A
n is
unimodular if there exists b = (b1, . . . , bn) ∈ A
n such that
∑n
i=1 biai = 1. By Un(A) ⊂ A
n
we denote the set of unimodular elements of An. An element a = (a1, . . . , an) ∈ Un(A) is
said to be reducible if there exist c1, . . . , cn−1 ∈ A such that
(a1 + c1an, . . . , an−1 + cn−1an) ∈ Un−1(A).
Ring A is said to have a stable rank at most n−1 if every a ∈ Un(A) is reducible. The stable
rank of A, denoted by sr(A), is the least n − 1 with this property. We write sr(A) = ∞ if
such n does not exist.
The concept of the stable rank introduced by Bass [B] plays an important role in some
stabilization problems of algebraic K-theory analogous to that of dimension in topology.
Despite a simple definition, sr(A) is often quite difficult to calculate even for relatively
uncomplicated rings A (cf. [V]). An example of such calculation is the classical Treil
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theorem asserting that sr(H∞) = 1. (We set H∞ := H∞(D).) In fact, Treil proved a much
stronger result:
Theorem ([T], Theorem 1). Let f, g ∈ H∞, ‖f‖H∞ ≤ 1, ‖g‖H∞ ≤ 1 and
(1.1) inf
z∈D
(|f(z)|+ |g(z)|) =: δ > 0.
Then there exists a function G ∈ H∞ such that the function Φ = f + gG is invertible in
H∞, and moreover ‖G‖H∞ ≤ C, ‖Φ
−1‖H∞ ≤ C, where the constant C depends only on δ.
(Here and below for a normed space B its norm is denoted by ‖ · ‖B .)
It was observed in [To, Thm. 2] that uniform estimates of norms of G and Φ of the
theorem imply that sr(H∞(D × N)) = 1 and de facto the latter statement is equivalent to
the Treil theorem. In the present paper, we show that some other results forH∞(D×N) lead
to analogs of the above theorem with estimates of norms of the corresponding ‘solutions’
depending only on numerical data. Such estimates are of importance in many nonlinear
problems for algebra H∞, see, e.g., [Ga] for the references.
It is well known [CL], [CS1] that if A is a commutative complex unital Banach algebra,
then sr(A) ≤ n iff for every epimorphism of A onto a commutative complex unital Banach
algebra B the induced map Un(A) → Un(B) is onto. This leads to a more general notion
of stability, see [CS2]:
The dense stable rank of a commutative complex unital Banach algebra A, denoted
by dsr(A), is the least integer n such that for every dense image morphism of A in a
commutative complex unital Banach algebra B the induced map Un(A) → Un(B) has
dense image. (As before, dsr(A) = ∞ if there is no such n.) Clearly, sr(A) ≤ dsr(A); the
question whether equality holds is open.
Using some arguments of the proof of [T, Thm. 1], Sua´rez [S1, Cor. 4.6] proved that
dsr(H∞(D)) = 1. Based on this result we prove:
Theorem 1.1. dsr(H∞(D× N)) = 1.
Notation. In what follows, M(A) stands for the maximal ideal space of a commutative
complex unital Banach algebra A (i.e., the set of nonzero homomorphisms A→ C equipped
with the Gelfand topology). Also, if X and Y are topological spaces, then [X] denotes the
set of connectivity components of X and [X,Y ] denotes the set of homotopy classes of
continuous maps from X to Y .
Theorem 1.1 asserts that each dense image morphism of complex unital Banach algebras
ϕ : H∞(D×N)→ A induces a dense image map Un(H
∞(D×N))→ Un(A), n ∈ N, see [CS2,
Prop. 3.2]. Hence, it induces a surjective map [Un(H
∞(D×N))]→ [Un(A)]. For n = 1 due
to the Arens-Royden theorem the latter implies that ϕ induces an epimorphism of Cˇech
cohomology groups H1(M(H∞(D × N)),Z) → H1(M(A),Z). In fact, this statement is
equivalent to Theorem 1.1 as well as to the next ‘quantitative’ Runge-type approximation
theorem similar to [T, Thm. 1]. In the formulation of the theorem we use the following
notation.
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In the sequel, a set of the form
(1.2) Πnc;ν :=
{
z ∈ D : max
1≤i≤n
|fi(z)| < ν, fi ∈ H
∞, ‖fi‖H∞ ≤ c, 1 ≤ i ≤ n
}
is called an open n-polyhedron. We set Πnc := Π
n
c;1.
The group of invertible elements of a unital algebra A is denoted by A−1.
We write C = C(α1, α2, . . . ) if the constant C depends only on α1, α2, . . . .
Theorem 1.2. Suppose g ∈ (H∞(Πnc ))
−1 satisfies
(1.3) ‖g±1‖H∞(Πnc ) ≤M.
Given 0 < δ < 1 and ε > 0, there exist a constant C = C(M, c, n, δ, ε) and a function
h ∈ (H∞)−1 such that
(1.4) ‖h±1‖H∞ ≤ C and
∥∥(h− g)|Πn
c;δ
∥∥
H∞(Πn
c;δ
)
≤ ε.
1.2. In this part, we present some extensions of Theorems 1.1 and 1.2. To this end, we
recall some concepts of the Novodvorski–Taylor theory [Ta].
Let A be a commutative complex unital Banach algebra. By definition, M(A) is a weak∗
compact subset of the dual space A∗. If U ⊂ A∗ is a weak∗ open neighbourhood of M(A),
we denote by O(U,Cn) the vector space of weak∗ continuous holomorphic maps of U in
Cn. (Recall that a continuous in the norm topology on A∗ map U → Cn is holomorphic
if all its complex directional derivatives exist.) We equip O(U,Cn) with the topology of
uniform convergence on weak∗ compact subsets of U . Then we define O(M(A),Cn) to be
the inductive limit of spaces O(U,Cn) as U ranges over all weak∗ open neighbourhoods of
M(A) equipped with the inductive limit topology. We regard O(M(A),Cn) as a topological
algebra with the product induced by coordinatewise multiplication of maps in O(U,Cn).
Similarly, we consider An as the Banach algebra equipped with coordinatewise multipli-
cation. Then there exists a continuous algebra epimorphism, the holomorphic functional
calculus, T nA : O(M(A),C
n)→ An such that
(i) The composition (ˆn) ◦ T nA : O(M(A),C
n) → C(M(A),Cn), where ˆn : An →
C(M(A),Cn),
(ˆn)(a1, . . . , an)(ξ) := (ξ(a1), . . . , ξ(an)), ξ ∈M(A),
is the n-fold product of the Gelfand transform, is the restriction map f 7→ f |M(A);
(ii) The composition of T nA and the n-fold product of the injective map A→ O(M(A),C)
defined by the natural embedding A →֒ A∗∗ is idAn , the identity map of A
n.
Next, for a complex submanifold M⊂ Cn we define O(U,M) ⊂ O(U,Cn) as the subset
of maps with images in M. Applying to the family of spaces O(U,M) the inductive limit
construction we get a subspace O(M(A),M) ⊂ O(M(A),Cn). Then we set
(1.5) AM := T
n
A(O(M(A),M)) (⊂ A
n).
It is known that ifM⊂ Cn is a complex submanifold and a homogeneous manifold (i.e.,
it is equipped with a holomorphic and transitive action of a complex Lie group, see, e.g.,
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[A] for the references), then AM is locally path-connected and the map [AM]→ [M(A),M]
induced by ˆn is a bijection, see [Ta, Sec. 2.7]. In fact, the same is true for the class of
manifolds M subject to the following definition.
(▽) A complex manifold M is said to be Oka if every holomorphic map f : K →M from
a neighbourhood of a compact convex set K ⊂ Ck, k ∈ N, can be approximated uniformly
on K by entire maps Ck →M.
The class of Oka manifolds includes, in particular, complex homogeneous manifolds,
complements in Ck, k > 1, of complex algebraic subvarieties of codimension ≥ 2 and of
compact polynomially convex sets, Hopf manifolds (i.e., nonramified holomorphic quotients
of Cn \{0}). Also, holomorphic fibre bundles whose bases and fibres are Oka manifolds are
Oka manifolds as well. (We refer to the book [F2] and the paper [K] for other examples
and basic results of the theory of Oka manifolds.)
Proposition 1.3. Let M ⊂ Cn be a complex submanifold and an Oka manifold. Then
AM is locally path-connected and the map [AM]→ [M(A),M] induced by ˆ
n is a bijection.
Now we move on to the formulation of the nonlinear Runge-type approximation theorem
for commutative complex unital Banach algebras.
Let r : A1 → A2 be a dense image morphism of commutative complex unital Banach
algebras. Then the transpose map r∗ embeds M(A2) into M(A1). In turn, the pullback
with respect to r∗|M(A2) denoted by rc maps C(M(A1)) surjectively onto C(M(A2)).
Let M ⊂ Cn be a complex submanifold. Then the n-fold product of r (denoted by
rn) maps (A1)M in (A2)M (see Proposition 4.1 below). Let rn((A1)M) be the closure of
rn((A1)M) in (A2)M.
Theorem 1.4. Assume that M is an Oka manifold. The following is true:
(1)
rn((A1)M) =
{
a ∈ (A2)M : ˆ
n(a) ∈ range (rc)
n
}
.
(2) If r is an epimorphism, then rn((A1)M) is a closed subset of (A2)M.
Thus, identifying M(A2) with its image under r
∗ in M(A1) we obtain that an element
a ∈ (A2)M is approximated by images under r
n of elements from (A1)M if and only if its
Gelfand transform ˆn(a) ∈ C(M(A2),M) is extended to a map from C(M(A1),M).
Remark 1.5. Let A be a commutative complex unital Banach algebra. We set for a
complex submanifold M⊂ Cn,
(1.6) AM := {(a1, . . . , an) ∈ A
n : (ξ(a1), . . . , ξ(an)) ∈ M ∀ ξ ∈M(A)}.
Clearly, AM ⊆ A
M and these sets coincide if either M is an open subset of Cn or A is
semisimple (i.e., the Gelfand transform ˆ: A→ C(M(A)) is injective), see [Ta, Sec. 2.8].
Let RA ⊂ A be the Jacobson radical, i.e., the kernel of the Gelfand transform of A.
Then jA : A→ A/RA =: As is an epimorphism of complex unital Banach algebras and As
is semisimple. Moreover, the transpose map (jA)
∗ maps M(As) homeomorphically onto
M(A). Applying Theorem 1.4 to A1 := A, A2 := As we obtain:
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(A) Suppose M ⊂ Cn is a complex submanifold and an Oka manifold. Then (jA)
n maps
AM surjectively onto (As)
M. Moreover, the map [AM]→
[
(As)
M
]
of sets of connectivity
components induced by (jA)
n is a bijection.
Let r : A1 → A2 be a dense image morphism of commutative complex unital Banach
algebras. Clearly, r(RA1) ⊂ RA2 . Hence, there is a dense image morphism rs : (A1)s →
(A2)s such that jA2 ◦ r = jA1 ◦ rs. Now Theorem 1.4 leads to the following statement.
(B) Suppose that M ⊂ Cn is a complex submanifold and an Oka manifold. An element
a ∈ (A2)M is approximated by images under r
n of elements from (A1)M if and only if
jA2(a) ∈ ((A2)s)
M is approximated by images under (rs)
n of elements from ((A1)s)
M.
This reduces the general Runge-type theorem for commutative complex unital Banach
algebras to the case of semisimple algebras.
As a corollary of Theorem 1.4 we obtain an extension of Theorem 1.1. To formulate the
result, we recall the following definition.
(▽) A path-connected topological space X is i-simple if for each x ∈ X the fundamental
group π1(X,x0) acts trivially on the i-homotopy group πi(X,x) (see, e.g., [Hu3, Ch. IV.16]
for the corresponding definitions and results).
For instance, X is i-simple if group πi(X) = 0 and 1-simple if and only if group π1(X)
is abelian. Also, every path-connected topological group is i-simple for all i. The same
is true for a complex manifold biholomorphic to the quotient of a connected complex Lie
group by a connected closed Lie subgroup, see, e.g., [Hu1, (3.2)].
Let ϕ : H∞(D×N)→ A be a dense image morphism of complex unital Banach algebras
and let M⊂ Cn be a connected submanifold and an Oka manifold.
Theorem 1.6. Assume that a finite unbranched covering of M is i-simple for i = 1, 2.
Then the image of (H∞(D× N))M under ϕn is a dense subset of AM.
If, in addition, ϕ is an epimorphism, then this image coincides with AM.
Since each connected component of a topological space is open, Theorem 1.6 implies the
following result.
Corollary 1.7. Under hypotheses of Theorem 1.6, the map
[
(H∞(D × N))M
]
→ [AM]
induced by ϕn is a surjection.
Remark 1.8. (1) As was mentioned in Section 1.1, Theorem 1.1 follows from Corollary
1.7 with n = 1 and M = C∗ := C \ {0}.
(2) Let O be the class of connected Oka manifolds M embeddable as complex subman-
ifolds into complex Euclidean spaces and having i-simple for i = 1, 2 finite unbranched
coverings. This class contains e.g., complements in Ck, k > 1, of complex algebraic subva-
rieties of codimension ≥ 2 and of compact polynomially convex sets (these manifolds are
simply connected, see [F1]), connected Stein Lie groups, quotients of connected reductive
complex Lie groups by Zariski closed subgroups (these manifolds are quasi-affine algebraic,
see, e.g., [A, Thm. 5.6] for the references; they have i-simple finite unbranched coverings
because Zariski closed subgroups have finitely many connected components and quotients
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of connected complex Lie groups by connected closed Lie subgroups are i-simple for all i,
see, e.g., [Hu1, (3.2)]). Also, direct products of manifolds from class O belongs to O, etc.
In the next two results, M ⊂ Cn is a connected complex submanifold from class O,
K ⊂M is a compact subset, and Πkc ⊂ D is an open k-polyhedron, see (1.2).
As a corollary of Theorem 1.6 we obtain the following extension of Theorem 1.2.
Theorem 1.9. Suppose g ∈ O(Πkc ,M) is such that g(Π
k
c ) ⊂ K. Given 0 < δ < 1 and
ε > 0 there exist a constant C = C(M,K, n, c, k, δ, ε) > 0 and a map h ∈ (H∞)M such
that
(1.7) ‖h‖(H∞)n ≤ C and ‖(h − g)|Πk
c;δ
‖(H∞(Πk
c;δ
))n ≤ ε.
Further, if Πkc is determined by functions f1, . . . , fk ∈ H
∞(D), then we define an open
set Πˆkc;ν ⊂M(H
∞) by the formula
(1.8) Πˆkc;ν :=
{
ξ ∈M(H∞) : max
1≤i≤k
|fˆi(ξ)| < ν
}
, Πˆkc := Πˆ
k
c;1.
Clearly, Πkc = Πˆ
k
c ∩ D and by the corona theorem Π
k
c is an open dense subset of Πˆ
k
c .
Moreover, due to [S1, Thm. 3.2] each f ∈ H∞(Πkc ) admits an extension fˆ ∈ C(Πˆ
k
c ).
Let J ( H∞(D) be a closed ideal and let
(1.9) hullJ := {ξ ∈M(H∞) : fˆ(ξ) = 0 ∀ f ∈ J}.
Let Πkc be a polyhedron such that
(1.10) hullJ ⊂ Πˆkc;δ for some 0 < δ < 1.
(Such polyhedra always exist, see Remark 1.11 below.)
Theorem 1.10. Let g ∈ (H∞)n be such that
(1.11) ‖g‖(H∞)n ≤ b and (ˆ
n(g))(ξ) ∈ K ∀ ξ ∈ hullJ.
Suppose that there is f ∈ O(Πkc ,M), f(Π
k
c ) ⊂ K, such that
fˆ |hull J = gˆ|hull J .
Then there exist a constant C = C(M,K, n, b, c, k, δ) > 0 and a map h ∈ (H∞)M such
that
(1.12) ‖h‖(H∞)n ≤ C and ˆ
n(h)|hull J = ˆ
n(g)|hull J .
A particular case of Theorem 1.10 for M = C∗ follows from Treil’s theorem [T] via its
cohomological interpretation due to Sua´rez [S1, Thm. 1.3] and the Arens-Royden theorem.
Remark 1.11. A compact subset S ⊂M(H∞) is called holomorphically convex if for each
ξ 6∈ S there is f ∈ H∞ such that
(1.13) max
S
|fˆ | < |fˆ(ξ)|.
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If U is an open neighbourhood of such S, then there exists an open polyhedron Πkc ⊂ D
such that S ⊂ Πˆkc ⊂ U , see, e.g., [Br1, Lm. 5.1]. Hence, Theorems 1.9 and 1.10 imply the
following result.
Let S ⊂ M(H∞) be holomorphically convex, U ⊂ M(H∞) be an open neighbourhood
of S and K ⊂M be as in the above theorems.
Corollary 1.12. (1) Suppose g ∈ C(U,K) is such that g|U∩D is holomorphic. Given
0 < δ < 1 and ε > 0 there exist a constant c = c(M,K, n, S, U, δ, ε) > 0 and a map
h ∈ (H∞)M such that
(1.14) ‖h‖(H∞)n ≤ c and ‖(ˆ
n(h) − g)|S‖C(S,K) ≤ ε.
(2) Let S = hullJ for some closed ideal J ( H∞ and let g ∈ (H∞)n satisfy
(1.15) ‖g‖(H∞)n ≤ b and (ˆ
n(g))(ξ) ∈ K ∀ ξ ∈ S.
Suppose that there is f ∈ C(U,K) such that f |U∩D is holomorphic and
f |S = gˆ|S .
Then there exist a constant c = c(M,K, n, b, S, U) > 0 and a map h ∈ (H∞)M such that
(1.16) ‖h‖(H∞)n ≤ c and ˆ
n(h)|hull J = ˆ
n(g)|hull J .
The previous result partially extends Theorems 3.7 and 3.8 of [Br3] and give a priori
uniform estimates of norms of approximating and interpolating maps there.
2. Auxiliary Results
2.1. Due to the Carleson corona theorem D can be regarded as a dense open subset of
the maximal ideal space M(H∞) equipped with the Gelfand topology. Then the Gelfand
transform extends each f ∈ H∞ to a unique continuous function fˆ on M(H∞). For an
open subset U ⊂M(H∞) the corona theorem implies that U ∩ D is an open dense subset
of U . A function in C(U) is called holomorphic if its restriction to U ∩D is holomorphic in
the standard sense. The set of such functions is denoted by O(U). Each f ∈ H∞(U ∩ D)
extends (uniquely) to a bounded function fˆ ∈ O(U), see [S1, Thm. 3.2]. A compact subset
K ⊂ U is called O(U)-convex if for each x 6∈ K there is f ∈ O(U) such that
(2.1) max
K
|f | < |f(x)|.
2.2. In what follows, Dr(c) := {z ∈ C : |z − c| < r}, r > 0, c ∈ C, i.e., D := D1(0). For a
subset S of a topological space we denote by S¯ its closure.
Let
(2.2) Ω :=
(
D ∪ D1( 32)
)
\
{
3
2
}
.
The fundamental group π1(Ω) of Ω is isomorphic to Z, i.e., π1(Ω) = {a
n}n∈Z for some
a ∈ π1(Ω). Let r : D → Ω be the universal covering of Ω. The deck transformation group
π1(Ω) acts discretely on D by Mo¨bius transformations. Since r ∈ H
∞, it extends to a
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function rˆ ∈ O(M(H∞)) such that rˆ(M(H∞)) = Ω¯. Let U := r−1(D) ⊂ D. Since each
loop in D is contractible in Ω,
(2.3) U =
⊔
g∈π1(Ω)
g(U ′)
for some U ′ ⊂ D biholomorphic to D via r. In particular, the map s : U → D× Z,
(2.4) s(z) := (r(z), n), z ∈ an(U ′), n ∈ Z,
is biholomorphic.
By the corona theorem U is dense in
(2.5) U˜ := {x ∈M(H∞) : |rˆ(x)| < 1} .
and due to [S1, Thm. 3.2] each f ∈ H∞(U) extends to a (unique) fˆ ∈ O(U˜).
Let us consider h := Re r and its extension hˆ := Re rˆ ∈ C(M(H∞)). Clearly,
(2.6) N :=
{
x ∈M(H∞) : hˆ(x) ≤ 0
}
is a O(M(H∞))-convex compact subset of U˜ .
Lemma 2.1. Every O(U˜)-convex subset K ⊂ N is O(M(H∞))-convex.
Proof. Let x 6∈ K and f ∈ O(U˜) satisfy (2.1). Clearly, we can assume that x ∈ N . We set
W :=
{
x ∈M(H∞) : hˆ(x) <
1
2
}
.
Then W ⋐ U˜ is an open neighbourhood of N . Since N is O(M(H∞))-convex, f |W can
be uniformly approximated on N by functions in O(M(H∞)), see [S2, Cor. 2.6] or [Br1,
Thm. 1.7]. Hence, there is f ′ ∈ O(M(H∞)) sufficiently close to f |N such that (2.1) holds
for f replaced by f ′. This proves the lemma. 
2.3. Let A(D) be the disk algebra of holomorphic functions in D continuous on D¯. A
compact set K ⊂ C is called polynomially convex if for each z 6∈ K there is a holomorphic
polynomial p on C such that
max
K
|p| < |p(z)|.
Lemma 2.2. Let K ⊂ D¯ be a proper polynomially convex set. Then there is a Mo¨bius
transformation g : D→ D such that
g(K) ⊂ D− := {z ∈ D¯ : Re z ≤ 0}.
Proof. Since K is proper and polynomially convex, there exist a point c ∈ S := D¯ \ D and
an open disk Dr(c) such that Dr(c) ∩K = ∅. We choose some t ∈ (1 − r, 1) such that the
disk Dr′(c
′) of radius r′ := 12
(
1
tc¯
− tc
)
centered at c′ := 12
(
1
tc¯
+ tc
)
satisfies
Dr′(c
′) ∩ D¯ ⊂ Dr(c).
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By the definition, the part of the boundary of Dr′(c
′) in D is a geodesic in the Poincare´
metric on D passing through tc. Then the Mo¨bius transformation
g(z) := c¯ ·
z − tc
1− tc¯z
, z ∈ D¯,
maps this geodesic to the interval {Re z = 0}∩D and D¯\Dr′(c
′) to D−. Hence, g(K) ⊂ D−
as required. 
3. Proofs of Theorems 1.1 and 1.2
3.1. Proof of Theorem 1.2. Recall that
(3.1) Πnc;δ :=
{
z ∈ D : max
1≤i≤n
|fi(z)| < δ, fi ∈ H
∞, ‖fi‖H∞ ≤ c, 1 ≤ i ≤ n
}
, Πnc := Π
n
c;1.
We also use notation Πnc;δ[F ] and Π
n
c [F ], where F := {fi}1≤i≤n, to emphasize dependence
of the polyhedron on the family of functions determining it.
We have to prove that given g ∈ (H∞(Πnc ))
−1 satisfying
(3.2) ‖g±1‖H∞(Πnc ) ≤M
and every ε > 0 there exist a constant C = C(c,M, n, δ, ε) and a function h ∈ (H∞)−1
such that
(3.3) ‖h±1‖H∞ ≤ C and
∥∥(h− g)|Πn
c;δ
∥∥
H∞(Πn
c;δ
)
≤ ε.
It suffices to prove the lemma for n-polyhedra Πnc determined by functions from the
disk algebra A(D). Then a standard normal family argument produces the required result
in the general case. Clearly, we may assume that closures of such polyhedra are proper
subsets of D¯ (for otherwise, the statement is trivial). In turn, applying Lemma 2.2 we
may assume that Πnc ⊂ D−. If Π
n
c is determined by F = {fi}1≤i≤n ⊂ H
∞, then the set
D = {F, c,M, n, δ, ε} is called the data.
According to [S2, Cor. 2.6] each function in H∞(Πnc ) can be uniformly approximated on
subsets Πnc;ν , 0 < ν < 1, by functions from H
∞. Then according to [S1, Cor. 4.6] applied to
the dense morphism H∞ → A, f 7→ f |Πn
c;δ
, where A is the uniform closure of H∞|Πn
c;δ
, for
each g satisfying (3.2) there exists a function h ∈ (H∞)−1 (depending on g and the data)
such that
(3.4)
∥∥(h− g)|Πn
c;δ
∥∥
H∞(Πn
c;δ
)
≤ ε.
By Hg,D we denote the class of such functions h.
We have to prove that
(3.5) C = C(c,M, n, δ, ε) := sup
F,g
inf
h∈Hg,D
max
{
‖h‖H∞ , ‖h
−1‖H∞
}
is finite.
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To this end, let {Πnc [Fi]}i∈N ⊂ D−, Fi = {fki}
n
k=1 ⊂ A(D), and {gi ∈ (H
∞(Πnc [Fi]))
−1}i∈N
be sequences of polyhedra and functions satisfying assumptions of the theorem such that
(3.6) C = lim
i→∞
inf
h∈Hgi,Di
max
{
‖h‖H∞ , ‖h
−1‖H∞
}
;
here Di := {Fi, c,M, n, δ, ε}.
We define functions fk ∈ H
∞(D× N), 1 ≤ k ≤ n, by the formulas
(3.7) fk(z, i) := fki(z), (z, i) ∈ D× N.
Next, we set F = {fk}
n
k=1 and define polyhedra Πν [F ] ⊂ D× N,
(3.8) Πν [F ] := {x ∈ D× N : max
1≤k≤n
|fk(x)| < ν}
(
= {(z, i) ∈ D× N : z ∈ Πnc;ν[Fi]}
)
.
Finally, we define g ∈ H∞(Π1[F ]),
(3.9) g(z, i) := gi(z), (z, i) ∈ Π1[F ].
Let τ : Z→ N be a bijection. Consider the biholomorphic map
(3.10) b := (idD × τ) ◦ s : U → D× N,
see (2.3), (2.4) in Section 2.2. We pull back functions fk and g to U by b. Hence, b
∗fk :=
fk ◦ b ∈ H
∞(U) and b∗g ∈ H∞(b−1(Π1[F ])). By definition, b
−1(Πν [F ]) are polyhedra in
U determined by functions b∗fk, 1 ≤ k ≤ n, cf. (3.8). Let b̂∗fk ∈ O(U˜) be the extension
of b∗fk to U˜ = rˆ
−1(D) ⊂ M(H∞), see (2.5). We define open polyhedra Πˆν ⊂ U˜ by the
formulas
(3.11) Πˆν :=
{
x ∈ U˜ : max
1≤k≤n
|b̂∗fk(x)| < ν
}
.
Then the open polyhedron b−1(Πν [F ]) is dense in Πˆν . In particular, by [S1, Thm. 3.2], b
∗g
is extended to a function b̂∗g ∈ O(Πˆ1). By assumptions of the theorem (b̂∗g)
−1 ∈ O(Πˆ1)
as well.
Further, since each Πnc [Fi] ⊂ D−, the open polyhedron Πˆ1 lies in the O(M(H
∞))-
convex compact set N , see (2.6). Moreover, every open polyhedron Πˆν , 0 < ν < 1,
is a relatively compact subset of Πˆ1. Hence, due to Lemma 2.1 the O(U˜)-convex set
Kδ := ∩ν>δΠˆν (– the O(U˜)-convex hull of Πˆδ) is O(M(H
∞))-convex. Since function b̂∗g is
defined on an open neighbourhood of Kδ, [S1, Cor. 2.6] implies that b̂∗g can be uniformly
approximated on Kδ by invertible functions from O(M(H
∞)). Thus there is an invertible
function H ∈ O(M(H∞)) such that
(3.12) sup
x∈Πˆδ
∣∣H(x)− b̂∗g(x)∣∣ ≤ ε.
We set
(3.13) hi(z) := (H|U ◦ b
−1)(z, i), (z, i) ∈ D× N.
Then hi ∈ (H
∞)−1 and
‖(hi − gi)|Πn
c;δ
[Fi]‖H∞ ≤ ε for all i ∈ N.
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Moreover,
sup
i∈N
max
{
‖hi‖H∞ , ‖h
−1
i ‖H∞
}
≤ max
{
‖H|D‖H∞ , ‖H
−1|D‖H∞
}
.
Hence,
C ≤ max
{
‖H|D‖H∞ , ‖H
−1|D‖H∞
}
as well, see (3.6).
This completes the proof of the theorem. 
3.2. Proof of Theorem 1.1. The corona theorem for H∞(D × N) follows from Carleson
estimates for solutions of the corona problem for H∞, see, e.g., [Be, Lm. 1]. Hence, D×N
is embedded into M(H∞(D × N)) as an open dense subset in the Gelfand topology.
A compact subsetK ⊂M(H∞(D×N)) is called holomorphically convex if for each x 6∈ K
there is f ∈ H∞(D× N) such that
(3.14) max
K
|fˆ | < |fˆ(x)|;
here ˆ : H∞(D× N)→ C(M(H∞(D× N)) is the Gelfand transform.
Let ϕ : H∞(D×N)→ A be a dense morphism of complex unital Banach algebras. Then
the transpose map ϕ∗ establishes a homeomorphism from M(A) onto a holomorphically
convex subset of M(H∞(D × N)). Without loss of generality we identify M(A) with its
image under ϕ∗. In order to prove the theorem we have to show that for every g ∈
H∞(D×N) such that gˆ is zero free on M(A) there is a sequence {hi}i∈N ⊂ (H
∞(D×N))−1
such that {hˆi|M(A)} converges uniformly to gˆ|M(A), see, e.g., [S1, page 262] and references
therein.
To this end, let O ⊂M(H∞(D×N)) be an open neighbourhood of M(A) such that gˆ is
yet zero free on its closure O¯. Since M(A) is holomorphically convex, there exist functions
fk ∈ H
∞(D×N), 1 ≤ k ≤ n, n ∈ N, and δ ∈ (0, 1) such that M(A) ⊂ Πδ ⊂ Π1 ⊂ O, where
(3.15) Πν :=
{
x ∈M(H∞(D× N)) : max
1≤k≤n
|fˆk(x)| < ν
}
,
see [Br1, Lm. 5.1] for a similar argument.
We set
gi(z) := g(i, z), fki(z) := fk(i, z), (i, z) ∈ D× N.
If Fi = {fki}1≤k≤n ⊂ H
∞, then
Πν ∩ (D× {i}) = Π
n
c;ν[Fi],
where c := max1≤k≤n ‖fk‖H∞(D×N), see definition (3.1).
Moreover,
max
{
‖gi‖H∞(Πn
c;δ
[Fi]), ‖g
−1
i ‖H∞(Πnc;δ[Fi])
}
≤M := max
O¯
{|gˆ|, |gˆ)|−1}.
Thus we can apply Theorem 1.2 to functions gi. According to this theorem, there exist
sequences {hij}j∈N ∈ (H
∞)−1, i ∈ N, such that {hij |Πn
c;δ
[Fi]}j∈N converges uniformly to
RUNGE TYPE APPROXIMATION THEOREMS FOR H∞ MAPS 12
gi|Πn
c;δ
[Fi] and for each j ∈ N
sup
i∈N
max
{
‖hij‖H∞ , ‖h
−1
ij ‖H∞
}
<∞.
We set
hj(z, i) := hij(z), (z, i) ∈ D× N, j ∈ N.
Then each hj ∈ (H
∞(D× N))−1 and {hj |Πδ}j∈N converges uniformly to g|Πδ .
This completes the proof of the theorem. 
4. Proofs of Proposition 1.3 and Theorem 1.4
4.1. Proof of Proposition 1.3. The proof follows the lines of the proof of the Theorem in
[Ta, Sec. 2.7], where instead of the Ramspott theorem used in the proof of Proposition 2.6
of that paper one uses a similar result for maps between Stein and Oka manifolds, see [F2,
Sec. 5.4]. 
4.2. We recall some definitions and results used in the proof of Theorem 1.4 (for details
see, e.g., [Ta]).
For a complex unital Banach algebra A we denote by ˆ: A →֒ A∗∗ the natural embedding.
Each functional aˆ, a ∈ A, determines an element of O(M(A)), see Section 1.2. We denote
by P (A∗) the algebra (under pointwise operations) generated by the collection of linear
functions aˆ, a ∈ A. Then the image of the natural monomorphism P (A∗) → O(M(A)) is
a dense subset of O(M(A)) (see, e.g., [Ta, Sect. 2.3]).
Each p ∈ P (A∗) can be presented in the form p =
∑
i,αi
cαi aˆ
αi
i , where all cαi ∈ C
and the family {aˆi} ⊂ A
∗∗ is linearly independent. Elements of this family are referred
to as variables of p so we write p = p(aˆ1, aˆ2, . . . ). If {pj} ⊂ P (A
∗) is a finite family of
polynomials, then its set of variables is defined as the maximal linear independent subset
of the set of variables of all pj .
Let K ⊂ A∗ be a weak∗ compact subset. The polynomially convex hull of K is the set
(4.1) K̂ :=
{
y ∈ A∗ : |p(y)| ≤ max
K
|p| ∀ p ∈ P (A∗)
}
.
It is a weak∗ compact subset of A∗ as well. Such set K is said to be polynomially convex
if K̂ = K. For instance, M(A) ⊂ A∗ is a polynomially convex set.
Further, a polynomial polyhedron is a set of the form
(4.2) Π = {y ∈ A∗ : max
1≤i≤n
|pi(y)| < 1} for p1, . . . , pn ∈ P (A
∗).
For each weak∗ open neighbourhood U of a polynomially convex set K there is an open
polynomial polyhedron Π such that K ⊂ Π ⊂ U (see, e.g., [Ta, Sec. 2.2]).
Recall that T nA : O(M(A),C
n) → An denotes the holomorphic functional calculus and
AM := T
n
A(O(M(A),M)) for a complex submanifold M⊂ C
n, see (1.5).
Let r : A1 → A2 be a dense image morphism of commutative complex unital Banach
algebras. Then the transpose map r∗ : A∗2 → A
∗
1 is a bounded linear injection. Without
loss of generality we identify A∗2 with its image under r
∗ so that r is identified with the
restriction map aˆ 7→ aˆ|A∗2 , a ∈ A1. The density of the image of r implies that M(A2) is a
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polynomially convex subset of M(A1). Also, the restriction map to A
∗
2 maps O(M(A1),C
n)
in O(M(A2),C
n).
Proposition 4.1. We have for all f ∈ O(M(A1),C
n),
(rn ◦ T nA1)(f) = T
n
A2
(f |A∗2).
Here rn := (r, . . . , r) : An1 → A
n
2 .
Proof. It suffices to prove the result for n = 1 and f ∈ P (A∗1) (because P (A
∗
1) forms a
dense subset of O(M(A1))). So assume that f is a polynomial in variables vˆ1, . . . , vˆk for
some v1, . . . , vk ∈ A1. Then
(r ◦ T 1A1)(f(vˆ1, . . . , vˆk)) = r(f(v1, . . . , vk)) = f(r(v1), . . . , r(vk)) = T
1
A2
(vˆ1|A∗2 , . . . , vˆk|A∗2),
as required. 
4.3. Let M ⊂ Cn be a complex submanifold and an Oka manifold. Proposition 4.1
implies that rn maps (A1)M in (A2)M. Let rn((A1)M) be the closure of r
n((A1)M) in
(A2)M . Theorem 1.4 (1) asserts that
rn((A1)M) =
{
T nA2(f), f ∈ O(M(A2),M) : ∃ f˜ ∈ C(M(A1),M), f˜ |M(A2) = f |M(A2)
}
.
The most difficult part of the proof is to establish that
(◦) If f ∈ O(M(A2),M) is such that f |M(A2) is extended to a map f˜ ∈ C(M(A1),M),
then T nA2(f) ∈ r
n((A1)M).
In this part, we show that it suffices to prove this statement for some special f .
Without loss of generality we may assume that f ∈ O(Π,M) for an open polynomial
polyhedron Π ⊂ M(A2) determined by polynomials from P (A
∗
2) in variables aˆ1, . . . , aˆm.
Then Π = π−1m (V ), where πm = (aˆ1, . . . , aˆm) : A
∗
2 → C
m is surjective and V is an ordinary
open polynomial polyhedron in Cm containing πm(M(A2)). Shrinking Π, if necessary, we
may assume that f is a bounded function and there is a bounded function g ∈ O(V,M)
such that π∗m(g) = f , see, e.g., Proposition in [Ta, page 159].
Further, by the density of the image of r, there is a sequence {(b1j , . . . , bmj)}j∈N ⊂ A
m
1
such that the sequence {(r(b1j), . . . , r(bmj))}j∈N ⊂ A
m
2 converges to (a1, . . . , am). Then the
sequence of maps {πmj |A∗2}j∈N, where πmj := (bˆ1j , . . . , bˆmj) : A
∗
1 → C
m, converges to πm in
the norm topology of the space of bounded linear maps A∗2 → C
n. Hence, there is j0 ∈ N
such that πmj(M(A2)) ⊂ V and maps πmj |A∗2 are surjective for all j ≥ j0. In particular,
g(πmj(M(A2))) ⊂ M for such j. Let us consider functions π
∗
mj(g) ∈ O(Πj ,M), j ≥ j0;
here Πj := π
−1
mj(V ) ⊂ A
∗
1 are open polynomial polyhedra containing M(A2). Since the map
r : A∗2 →֒ A
∗
1 is weak
∗ continuous, Πj ∩ A
∗
2 are weak
∗ open neighbourhoods of M(A2) in
A∗2. Hence, π
∗
mj(g)|A∗2 ∈ O(M(A2),M) and T
n
A2
(π∗mj(g)|A∗2 ) ∈ (A2)M.
Lemma 4.2. The sequence {T nA2(π
∗
mj(g)|A∗2 )}j≥j0 converges to T
n
A2
(f).
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Proof. For the basic results of the theory of Stein manifolds see, e.g., [GR].
Since V ⊂ Cm is a polynomial polyhedron, there is a sequence of holomorphic polynomi-
als {gi}i∈N on C
m which converges to g uniformly on compact subsets of V . By the defini-
tion {π∗mj(gi)|A∗2}i∈N ⊂ P (A
∗
2) is a sequence of polynomials in variables bˆ1j |A∗2 , . . . , bˆmj |A∗2 ,
where bˆkj|A∗2 = r̂(bkj), 1 ≤ k ≤ m, converging to π
∗
mj(gi)|A∗2 uniformly on preimages under
πmj |A∗2 of compact subsets of V with interiors containing πmj(M(A2)). This implies that
T nA2(π
∗
mj(g)|A∗2) = limi→∞
T nA2(π
∗
mj(gi)|A∗2) = limi→∞
gi(r(b1j), . . . , r(bmj)).
Thus given ε > 0 there is i0 ∈ N such that for each i ≥ i0,
(4.3) ‖T nA2(π
∗
mj(g)|A∗2 )− gi(r(b1j), . . . , r(bmj))‖An2 ≤
ε
3
.
Next, since limj→∞ r(bkj) = ak, 1 ≤ k ≤ m, and gi is a polynomial,
limj→∞ gi(r(b1j), . . . , r(bmj)) = gi(a1, . . . , am). Hence, there is j1 ∈ N, j1 ≥ j0, such that
for each j ≥ j1,
(4.4) ‖gi(r(b1j), . . . , r(bmj))− gi(a1, . . . , am)‖An
2
≤
ε
3
.
Finally,
lim
i→∞
gi(a1, . . . , am) = lim
i→∞
T nA2(π
∗
m(gi)) = T
n
A2
(
π∗m
(
lim
i→∞
gi
))
= T nA2(f).
Hence, there is i1 ≥ i0 such that for each i ≥ i1
(4.5) ‖gi(a1, . . . , am)− T
n
A2
(f)‖An2 ≤
ε
3
.
Adding inequalities (4.3)–(4.5) we obtain for each j ≥ j1,
‖T nA2(π
∗
mj(g)|A∗2 )− T
n
A2
(f)‖An
2
≤ ε.
This proves the required statement. 
Next, we prove the following result.
Lemma 4.3. If f |M(A2) is extended to a map f˜ ∈ C(M(A1),M), then for all sufficiently
large j each map π∗mj(g)|M(A2) is extended to a map from C(M(A1),M).
Proof. By the definition of a complex submanifold of Cn, for each z ∈ M there is an open
complex Euclidean ball Bz ⊂ C
n centered at z such that Bz ∩ M is a closed complex
submanifold of Bz. This implies that M is a closed complex submanifold of the open set
∪
z∈M
Bz ⊂ C
n. Indeed, we have(
∪
z∈M
Bz
)
\M =
(
∪
z∈M
Bz \ (Bz ∩M)
)
.
Then since each Bz \ (Bz ∩M) is an open subset of Bz, the complement of M in ∪
z∈M
Bz
is open as claimed.
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We obtain from here that since M is an absolute neighbourhood retract, there is an
open neighbourhood U ⊂ ∪
z∈M
Bz of M and a continuous retraction R : U →M.
Further, by our definition each π∗mj(g), j ≥ j0, maps the weak
∗ open neighbourhood
Πj ⊂ A
∗
1 of M(A2) into M. Also, Lemma 4.2 implies that the sequence {π
∗
mj(g)|A∗2}j≥j0
converges to f uniformly on M(A2). Hence, given ε > 0 there is j1 ∈ N, j1 ≥ j0, and
for each j ≥ j1 there is an open in the Gelfand topology of M(A1) neighbourhood Oj,ε ⊂
M(A1) of M(A2) contained in Πj such that
(4.6) ‖π∗mj(g)(y) − f(y)‖Cn ≤ ε for all y ∈ Oj,ε.
Let ρ1 ∈ C(Oj,ε), ρ2 ∈ C(M(A1) \M(A2)) be a continuous partition of unity subordinate
to the open cover {Oj,ε,M(A1) \M(A2)} of the compact space M(A1). Then (4.6) implies
(4.7) sup
y∈M(A1)
‖ρ1(y)π
∗
mj(g)(y) + ρ2(y)f(y)− f(y)‖Cn ≤ ε.
Since f(M(A1)) ⊂ M is a compact subset, (4.7) implies that for a sufficiently small ε,
(ρ1π
∗
mj(g) + ρ2f)(y) ∈ U for all y ∈M(A1). We define
hj := R ◦ (ρ1π
∗
mj(g) + ρ2f).
Then hj ∈ C(M(A1),M) and since ρ2 = 0 on M(A2),
hj |M(A2) = R ◦ (π
∗
mj(g)|M(A2)) = π
∗
mj(g)|M(A2).
This completes the proof of the lemma. 
The above arguments show that it suffices to prove statement (◦) for elements π∗mj(g)|A∗2
for all sufficiently large j in place of f .
4.4. Proof of Theorem 1.4(1). Let f ∈ O(M(A2),M) be such that f˜ |M(A2) = f |M(A2) for
some f˜ ∈ C(M(A1),M). We have to prove that T
n
A2
(f) ∈ rn((A1)M).
Due to the reduction presented in the previous section, it suffices to prove this result for a
bounded function f ∈ O(Π,M), where Π is an open polynomial polyhedron in A∗1 containing
M(A2). Shrinking Π, if necessary, we may assume that f(Π) is a relatively compact subset
of M. By the Stone-Weierstrass theorem, the uniform algebra generated by restrictions of
P (A∗1) and its complex conjugate P¯ (A
∗
1) to M(A1) coincides with C(M(A1)). Hence, given
ε > 0 there is a (nonholomorphic) polynomial map pε : A
∗
1 → C
n such that
(4.8) sup
x∈M(A1)
‖pε(x)− f˜(x)‖Cn < ε.
Since by our hypothesis the closure f(Π) of f(Π) is a compact subset ofM, we can choose
ε > 0 so small that the open ε-neighbourhood of f(Π),
f(Π)ε := {z ∈ C
n : ∃x ∈ Π, ‖f(x)− z‖Cn < ε},
is contained in the open neighbourhood U of Lemma 4.3. Since the map pε|Π−f ∈ C(Π,C
n)
is weak∗ continuous and Π is a weak∗ open subset of A∗1, the set (pε|Π−f)
−1(Bε) is a weak
∗
open subset of A∗1 containing M(A2); here Bε := {z ∈ C
n : ‖z‖Cn < ε}. In particular,
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Π ∩
(
(pε|Π − f)
−1(Bε)
)
is a weak∗ open neighbourhood of M(A2) and so it contains an
open polynomial polyhedron Π˜ǫ with the same property. Then we have
(4.9) λpε(x) + (1− λ)f(x) ∈ U for all x ∈ Π˜ǫ, λ ∈ [0, 1].
Further, due to (4.8), p−1ε (U) is a weak
∗ open neighbourhood of M(A1). Then there is
an open polynomial polyhedron Πε ⊂ p
−1
ε (U) containing M(A1) such that pε ∈ C(Πε,C
n)
is a bounded map. In turn, Π′ε := Π˜ε ∩ Πε is an open polynomial polyhedron containing
M(A2). Suppose that Π
′
ε is determined by polynomials in variables vˆ1, . . . , vˆl for some
v1, . . . , vl ∈ A1 (so that the variables of polynomials defining Πε are linear combinations of
these variables). Consider the bounded linear surjective map πl = (vˆ1, . . . , vˆl) : A
∗
1 → C
l.
Then there are ordinary open polynomial polyhedra Q′ε ⊂ Qε ⊂ C
l such that π−1l (Q
′
ε) = Π
′
ε
and π−1l (Qε) = Πε. Also, there are bounded maps qε ∈ C(Q
′
ε,C
n) and gε ∈ O(Q
′
ε,C
n)
such that
π∗l (qε) = pε and π
∗
l (gε) = f |Π′ε .
Note that K := πl(M(A2)) is a compact subset of Q
′
ε. Hence the polynomially convex hull
K̂ of K is a compact subset of Q′ε as well. We choose a compact polynomially convex subset
S ⋐ Q′ε whose interior contains K̂. Let ρ1 ∈ C(Q
′
ε) and ρ2 ∈ C(Qε \ S) be a continuous
partition of unity subordinate to the open cover {Q′ε, Qε \S} of Qε such that ρ1 = 1 on an
open neighbourhood of S. Then by our choice of ε, see (4.9), the map
hε := R ◦ (ρ1gε + ρ2qε) ∈ C(Qε,M)
and coincides with gε on an open neighbourhood of S; in particular, hε is holomorphic
there.
Recall that each Oka manifold Y satisfies the basic Oka property with approximation.
This means that every continuous map f0 : X → Y from a Stein space X that is holomor-
phic on (a neighbourhood of) a compact O(X)-convex subset C ⊂ X can be deformed to
a holomorphic map f1 : X → Y by a homotopy of maps that are holomorphic near C and
arbitrary close to f0 on C, [F2, Sect. 5.15].
We apply this property to our case with X := Qε, Y :=M, C := S and f0 := hε. Then
we obtain that there is a sequence of holomorphic maps {Fi}i∈N ⊂ O(Qε,M) such that
lim
i→∞
max
z∈S
‖Fi(z)− gε(z)‖Cn = 0.
Hence, the sequence {π∗l (Fi)}i∈N ∈ O(Πε,M) converges uniformly to f on the open neigh-
bourhood π−1l (S˚) of M(A2). (Here S˚ is the interior of S.) We set
ci := T
n
A1
(Fi), i ∈ N.
Then each ci ∈ (A1)M and
lim
i→∞
rn(ci) = lim
i→∞
T nA2(Fi|A∗2) = T
n
A2
(
lim
i→∞
Fi|A∗2
)
= T nA2(f).
This shows that T nA2(f) ∈ r
n((A1)M) which completes the proof of the first part of Theorem
1.4 (1).
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Conversely, suppose that T nA2(f), f ∈ O(M(A2),C
n), belongs to rn((A1)M). We have
to show that there is f˜ ∈ C(M(A1),C
n) such that f˜ |M(A2) = f .
Indeed, since T nA2(f) ∈ r
n((A1)M), there is a sequence {fi}i∈N ⊂ O(M(A1),C
n) such
that the sequence {rn(T nA1(fi))}i∈N converges to T
n
A2
(f). This implies that {fi}i∈N con-
verges to f uniformly on M(A2). SinceM is an absolute neighbourhood retract, f can be
extended to a map f ′ ∈ C(O,M), where O ⊂M(A1) is an open (in the Gelfand topology
of M(A1)) neighbourhood of M(A2). Hence, given ε > 0 there is i0 ∈ N and an open
neighbourhood Oi0,ε ⊂M(A1) of M(A2) contained in O such that
(4.10) sup
y∈Oi0,ε
‖fi0(y)− f
′(y)‖Cn ≤ ε.
Let ρ1 ∈ C(Oi0,ε), ρ2 ∈ C(M(A1) \M(A2)) be a continuous partition of unity subordinate
to the open cover {Oi0,ε,M(A1)\M(A2)} of the compact spaceM(A1). Then due to (4.10),
(4.11) sup
y∈M(A1)
‖ρ1(y)f
′(y) + ρ2(y)fi0(y)− fi0(y)‖Cn ≤ ε.
Since fi0(M(A1)) ⊂ M is a compact set, (4.11) implies that for a sufficiently small ε,
ρ1(y)f
′(y) + ρ2(y)fi0(y) ∈ U (see Lemma 4.3) for all y ∈M(A1). We define
f˜ := R ◦ (ρ1f
′ + ρ2fi0) ∈ C(M(A1),M).
Since ρ2 = 0 on M(A2),
f˜ |M(A2) = R ◦ (f
′|M(A2)) = f.
This completes the proof of part (1) of Theorem 1.4. 
4.5. Proof of Theorem 1.4(2). We retain notation of the previous sections. Our goal is to
prove that under hypotheses of the theorem
rn((A1)M) = r
n((A1)M).
To this end, let T nA2(f), f ∈ O(M(A2),M), belong to r
n((A1)M). We have to prove
that there exists f˜ ∈ O(M(A1),M) such that
(4.12) rn(T nA1(f˜)) = T
n
A2
(f).
As before, we assume that A∗2 is a vector subspace of A
∗
1. Since r is a surjective map, the
Banach open mapping theorem implies that A∗2 is a weak
∗ closed subspace of A∗1.
Without loss of generality we may assume that f ∈ O(Π,M) for an open polynomial
polyhedron Π ⊂ M(A2) determined by polynomials from P (A
∗
2) in variables aˆ1, . . . , aˆm.
Then Π = π−1m (V ), where πm = (aˆ1, . . . , aˆm) : A
∗
2 → C
m is surjective and V is an ordinary
open polynomial polyhedron in Cm containing πm(M(A2)). Shrinking Π, if necessary, we
may assume that f is a bounded function and there is a bounded function g ∈ O(V,M)
such that π∗m(g) = f .
Further, by surjectivity of r, there is an m-tuple (b1, . . . , bm) ⊂ Am1 such that
(r(b1), . . . , r(bm)) = (a1, . . . , am).
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We set π˜m := (bˆ1, . . . , bˆm) : A
∗
1 → C
m and consider the function π˜∗m(g) ∈ O(Π˜,M); here
Π˜ := π˜−1m (V ) ⊂ A
∗
1 is an open polynomial polyhedron containing M(A2). Since, bˆi|A∗2 = aˆi,
1 ≤ i ≤ m,
(4.13) π˜∗m(g)|A∗2 = f.
Next, since T nA2(f) ∈ r
n((A1)M), according to Theorem 1.4 (1) there exists a map f
′ ∈
C(M(A1),M) such that
f ′|M(A2) = f.
As in the proof of Theorem 1.4 (1), see Section 4.4, for a sufficiently small ε > 0 we can find
a (nonholomorphic) polynomial map pε : A
∗
1 → C
n and open polynomial polyhedra Π˜ǫ ⊂ Π˜
containing M(A2) and Πˆε containing M(A1) such that pε ∈ C(Πˆε,C
n) is a bounded map
and
(4.14)
sup
x∈M(A1)
‖pε(x)− f
′(x)‖Cn < ε, and
λpε(x) + (1− λ)π˜
∗
m(g)(x) ∈ U ∀x ∈ Π˜ǫ, λ ∈ [0, 1].
Without loss of generality we assume that
(4.15) K := M(A1) \ Π˜ε 6= ∅.
(For otherwise, f˜ := π˜∗m(g) ∈ O(M(A1),M) is the required function satisfying (4.12), see
Proposition 4.1.)
By definition, K is a compact subset of M(A1) \M(A2); hence, K ∩A
∗
2 = ∅. Then since
A∗2 is a weak
∗ closed subset of A∗1, there is a weak
∗ open neighbourhood O ⊂ A∗1 of K such
that its weak∗ closure O¯ does not interest A∗1 as well. In particular, Πˆε ∩ (O ∪ Π˜ε) ⊂ A
∗
1
is a weak∗ open neighbourhood of M(A1). Hence, there is an open polynomial polyhedron
Πε which is contained in this neighbourhood and contains M(A1).
Continuing as in the proof of Theorem 1.4 (1), we define an open polynomial polyhedron
Π′ε := Π˜ε∩Πε in A
∗
1 containing M(A2). Then there are a bounded weak
∗ continuous linear
surjective map πl : A
∗
1 → C
l and ordinary open polynomial polyhedra Q′ε ⊂ Qε ⊂ C
l such
that π−1l (Q
′
ε) = Π
′
ε and π
−1
l (Qε) = Πε. Also, there are bounded maps qε ∈ C(Q
′
ε,C
n) and
gε ∈ O(Q
′
ε,C
n) such that
π∗l (qε) = pε and π
∗
l (gε) = π˜
∗
m(g)|Π′ε .
Let
(4.16) L := πl(A
∗
2) ⊂ C
l.
Lemma 4.4. L is a proper linear subspace of Cl. Moreover,
(4.17) L ∩Q′ε = L ∩Qε.
Proof. By our assumption, Πε \Π
′
ε 6= ∅, see (4.15), and
π−1l (Qε \Q
′
ε) = Πε \ Π
′
ε.
Hence, Qε \Q
′
ε 6= ∅ as well and so it suffices to prove only (4.17).
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Suppose, on the contrary, that (L ∩Qε) \ (L ∩Q
′
ε) 6= ∅. Since
(L ∩Qε) \ (L ∩Q
′
ε) = L ∩ (Qε \Q
′
ε),
there is a point v ∈ A∗2 such that πl(v) ∈ Qε \Q
′
ε. Then
v ∈ π−1l (Qε \Q
′
ε) = Πε \ Π
′
ε = Πε \ Π˜ε ⊂ (O ∪ Π˜ε) \ Π˜ε = O \ Π˜ε ⊂ O.
However, O ∩A∗2 = ∅ by the choice of O. This contradiction proves the lemma. 
The lemma shows that Z := L ∩Q′ε is a closed complex submanifold of Qε.
Further, let ρ1 ∈ C(Q
′
ε) and ρ2 ∈ C(Qε\Z) be a continuous partition of unity subordinate
to the open cover {Q′ε, Qε \ Z} of Qε (in particular, ρ1 = 1 on an open neighbourhood of
Z). Then by our choice of ε, see (4.14), the map
hε := R ◦ (ρ1gε + ρ2qε) ∈ C(Qε,M)
and coincides with gε on an open neighbourhood of Z; in particular, hε is holomorphic
there.
Recall that each Oka manifold Y satisfies the basic Oka property with interpolation.
That is, every continuous map f0 : X → Y from a Stein space X holomorphic on an open
neighbourhood of a closed complex subvariety X ′ ⊂ X can be deformed to a holomorphic
map f1 : X → Y by a homotopy of maps that is fixed on X
′, [F2, Sect. 5.15].
We apply this property to our case with X := Qε, X
′ = Z, Y :=M and f0 := hε. Then
we obtain a map F ∈ O(Qε,M) such that
F |Z = gε|Z .
Hence π∗l (F ) ∈ O(Πε,M) satisfies
π∗l (F )|A∗2 = π
∗
l (gε)|A∗2 = π˜
∗
m(g)|Π′ε∩A∗2 = f |Π′ε∩A∗2 .
Since Π′ε ∩ A
∗
2 ⊂ A
∗
2 is an open polyhedron containing M(A2), the latter and Proposition
4.1 imply
(rn ◦ T nA1)(π
∗
l (F )) = T
n
A2
(π∗l (F )|A∗2) = T
n
A2
(f).
This gives (4.12) with f˜ := π∗l (F ) and completes the proof of Theorem 1.4 (2). 
5. Proof of Theorem 1.6
5.1. First, we prove the following result.
Let K ⊂ M(H∞(D × N)) be a holomorphically convex set, see (3.14), and let f ∈
C(K,M) be a continuous map into a manifoldM. Let r :M′ →M be a finite unbranched
covering of M.
Proposition 5.1. There exists a continuous map f ′ ∈ C(K,M′) such that f = r ◦ f ′.
Proof. Since M is an absolute neighbourhood retract, the map f : K → M admits a
continuous extension to a map of an open neighbourhood O ⊂ M(H∞(D × N)) of K into
M. We retain symbol f for the extended map.
Next, we regard r : M′ → M as a locally trivial fibre bundle on M with a finite fibre
F . We denote by ρ : Sd → Aut(F ) the natural action of the permutation group Sd,
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d := cardF , on fibres of r. Let (Ui)i∈I be a cover of M by simply connected open sets.
Then each r−1(Ui) is homeomorphic to Ui × F . Let si : Ui → M
′ be a continuous map
(section) such that r ◦ si = idUi , i ∈ I. Then there exist locally constant continuous maps
gij : Ui ∩ Uj → Sd, i, j ∈ I, such that
(5.1) si(x) = ρ(gij(x))(sj(x)) for all x ∈ Ui ∩ Uj (6= ∅).
We have by the definition,
gij · gjk · gki = 1 if Ui ∩ Uj ∩ Uk 6= ∅ and gii = 1, gij = g
−1
ij ;
here 1 is the identity of Sd.
Thus {gij}i,j∈I is a locally constant cocycle on the cover (Ui)i∈I with values in Sd. In
particular, it determines a principal bundle E →M onM with fibre Sd (see, e.g., [Hus] for
basic definitions and results of fibre bundles theory). The pullback of E by f is a principal
bundle f∗E → O on O with fibre Sd defined on the open cover (f
−1(Ui))i∈I by the locally
constant cocycle {f∗gij}i,j∈I .
Let Π ⊂ O be an open polyhedron containing K (existing because K is holomorphically
convex), see (3.15). We prove the following result.
Lemma 5.2. The bundle f∗E admits a continuous section over Π.
Proof. Suppose that
Π =
{
x ∈M(H∞(D× N)) : max
1≤k≤n
|fˆk(x)| < 1
}
for some fk ∈ H
∞(D×N), 1 ≤ k ≤ n. Then Π∩(D×{i}) is an open polyhedron determined
by functionsfki := f(·, i) ∈ H
∞, 1 ≤ k ≤ n, i ∈ N. By the maximum modulus principle
for the subharmonic function max
1≤k≤n
|fki|, each connected component of Π ∩ (D × {i}) is
an open simply connected set (hence, it is contractible). In particular, the bundle f∗E is
trivial over each such component and so it is trivial over Π ∩ (D×N) which is the disjoint
union of these components. Therefore there is a continuous section g : Π ∩ (D × N) of
f∗E. In local coordinates of f∗E on (f−1(Ui))i∈I this section is given by continuous maps
gi : f
−1(Ui) ∩ (D× N)→ Sd, i ∈ I, such that
(5.2) gj(x) = gi(x)·(f
∗gij)(x) for all x ∈ (f
−1(Ui)∩(D×N))∩(f
−1(Uj)∩(D×N)), i, j ∈ I.
Let τ : Sd ⊂ N be an embedding. Then each τ ◦gi : f
−1(Ui)∩(D×N)→ N is a locally con-
stant continuous function with range in τ(Sd) and, in particular, it is a bounded holomor-
phic function. Since each f−1(Ui) is an open subset ofM(H
∞(D×N)) and f−1(Ui)∩(D×N)
is dense in f−1(Ui) by the corona theorem, each τ ◦ gi admits a continuous extension to
a function on f−1(Ui) with range in τ(Sd), see [Br2, Lm. 8.1]. Applying to this extension
the inverse map τ−1 : τ(Sd) → Sd we obtain that each gi admits a continuous extension
gˆi : f
−1(Ui)→ Sd. Since the set (f
−1(Ui) ∩ (D×N)) ∩ (f
−1(Uj)∩ (D×N)) is dense in the
open set f−1(Ui) ∩ f
−1(Uj) by the corona theorem, equation (5.2) and continuity of the
extensions imply that
(5.3) gˆj(x) = gˆi(x) · (f
∗gij)(x) for all x ∈ f
−1(Ui) ∩ f
−1(Uj), i, j ∈ I.
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The latter shows that the family {gˆi}i∈I determines a continuous section cˆ of f
∗E over Π,
as required. 
Using the lemma let us complete the proof of the proposition.
We define a map f ′ : Π→M′ by the formula
(5.4) f ′(x) = ρ(gˆi(x))(si(f(x))), x ∈ f
−1(Ui), i ∈ I.
Since by (5.1), (5.3)
ρ(gˆi(x))(si(f(x))) = ρ(gˆi(x))
(
ρ(gij(f(x))(sj(f(x)))
)
= ρ
(
gˆi(x)(f
∗gij)(x)
)
(sj(f(x))
= ρ(gˆj(x))(sj(f(x))) for all x ∈ f
−1(Ui) ∩ f
−1(Uj) 6= ∅,
the map f ′ is well defined. Also, by the definition r ◦ f ′ = f .
The proof of the proposition is complete. 
5.2. Let K ⊂ M(H∞(D × N)) be a holomorphically convex set and let G be an abelian
group. In this part we prove the following result.
Lemma 5.3. The homomorphism
(5.5) H1(M(H∞(D× N)), G)→ H1(M(A), G)
induced by the restriction map to K is surjective.
Proof. As was mentioned in the Introduction, Theorem 1.1 is equivalent to the fact that
the above homomorphism is surjective for G = Z. Hence, it is surjective for G = Zk, k ∈ N,
as well (because H1(X,Zk) = (H1(X,Z))k for every topological space X).
In general, let g = {gij ∈ C(Ui ∩ Uj , G)}i,j∈I be a 1-cocycle defined on an open finite
cover U = (Ui)i∈I of K. Passing to a refinement of U , if necessary, we may assume that each
gij is defined on the closure of Ui ∩Uj. Since the latter is a compact subset of K and G is
considered with the discrete topology, the image of each gij is finite. Then the subgroup of
G generated by elements of images of all gij is a finitely generated abelian group G
′. Hence,
g is a cocycle with values in G′. Next, group G′ being finitely generated is isomorphic to
G′f ⊕ G
′
t, where G
′
f
∼= Zk for some k ∈ Z+ and G
′
f is the finite torsion subgroup of G
′.
Hence, we can write g = g1 + g2, where g1 and g2 are cocycles on U with values in G
′
f
and G′t, respectively. Cocyle g1 determines an element {g1} ∈ H
1(K,G′f )
∼= H1(K,Zk).
Thus as explained above, {g1} lies in the image of homomorphism (5.5) for G = G
′
f . In
turn, cocycle g2 determines an element {g2} ∈ H
1(K,G′t). In particular, {g2} determines
an isomorphism class of principal bundles on K with finite fibre G′t. According to Lemma
5.2 every such bundle is trivial. This implies that {g2} = 0; hence, we obtain that the
cohomology class {g} of the cocycle g coincides with {g1}. In particular, it lies in the
image of homomorphism (5.5), as required. 
5.3. Proof of Theorem 1.6. Let ϕ : H∞(D× N)→ A be a dense image morphism of com-
plex unital Banach algebras and let M ⊂ Cn be a connected complex submanifold and
an Oka manifold. Assuming that a finite unbranched covering M′ of M is i-simple for
i = 1, 2, we have to prove that the image of (H∞(D × N))M under ϕn is a dense subset
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of AM. Retaining notation of Theorem 1.4 we assume that A
∗ ⊂ (H∞(D × N))∗ so that
M(A) is a compact holomorphically convex subset of M(H∞(D× N)). Then since
(H∞(D× N))M = (H∞(D× N))M
because the algebra H∞(D×N) is semisimple, due to this theorem, it suffices to prove that
each f ∈ C(M(A),M) can be extended to a map f˜ ∈ C(M(H∞(D× N)),M).
Let r : M′ → M be the covering map. According to Proposition 5.1 there is a map
f ′ ∈ C(M(A),M′) such that f = r ◦ f ′. Next, we use that dimM(H∞(D × N)) = 2, see
[Br2, Thm. 2.6]. (Recall that for a normal space X, dimX ≤ n if every open cover of X
can be refined by an open cover whose order ≤ n + 1. If dimX ≤ n and the statement
dimX ≤ n − 1 is false, then dimX = n.) Since M′ is 1-simple, the fundamental group
π1(M
′) is abelian. Then Due to Lemma 5.3 the homomorphism
H1(M(H∞(D× N)), π1(M
′))→ H1(M(A), π1(M
′))
is surjective. This and [Hu2, (10.4)] with n = 1 and m = 2 imply that f ′ can be extended
to a map f˜ ′ ∈ C(M(H∞(D×N)),M′). We set f˜ := r ◦ f˜ ′ ∈ C(M(H∞(D×N)),M). Then
f˜ is the required extension of f .
The proof of the theorem is complete. 
6. Proofs of Theorems 1.9 and 1.10
Proof of Theorem 1.9. Suppose Πkc = Π
k
c [F ], that is, it is determined by a family F =
{fi}1≤i≤k ⊂ H
∞, see (1.2). The set D = {F,M,K, n, c, k, δ, ε} is called the data. Since
Πkc is the disjoint union of open sets biholomorphic to D, the corona theorem is valid
for H∞(Πkc ). Let A ⊂ H
∞(Πkc;δ) be the uniform closure of the restriction of H
∞ to Πkc;δ.
According to [S2, Cor. 2.6] the restriction of H∞(Πkc ) to Π
k
c;δ lies in A. Hence, the transpose
of the restriction embedsM(A) into M(H∞(Πkc )). Since by the hypotheses of the theorem
g ∈ (H∞(Πkc ))
M, the latter implies that g|Πk
c;δ
∈ AM (= AM). Then according to Theorem
1.6 given ε > 0 there exists h ∈ (H∞)M (depending on g and the data) such that
(6.1) ‖(h − g)|Πk
c;δ
‖(H∞(Πk
c;δ
))n ≤ ε.
By Hg,D we denote the class of such maps h. We have to prove that
(6.2) C = C(M,K, n, c, k, δ, ε) := sup
F,g
inf
h∈Hg,D
‖h‖(H∞)n
is finite.
To this end, let {Πkc [Fi]}i∈N ⊂ D, Fi = {fji}
k
j=1 ⊂ H
∞ and {gi}i∈N ⊂ H
∞(Πkc ,M),
gi(Π
k
c ) ⊂ K, be sequences satisfying assumptions of the theorem such that
(6.3) C = lim
i→∞
inf
h∈Hgi,Di
‖h‖(H∞)n ;
here Di := {Fi,M,K, n, c, k, δ, ε}.
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As in the proof of Theorem 1.2 we define F = {fj}1≤j≤k ⊂ H
∞(D×N), Πν [F ] ⊂ D×N
and g ∈ O(Π1[F ],M), g(Π1[F ]) ⊂ K, by the formulas
(6.4) fj|D×{i} := fji, 1 ≤ j ≤ k, Πν [F ] ∩ (D × {i}) := Π
k
c;ν[Fi], g|Πkc [Fi] := gi, i ∈ N.
Since Π1[F ] is biholomorphic to D × N, the corona theorem is valid for H
∞(Π1[F ]). This
implies that g ∈ (H∞(Π1[F ]))M.
By Aδ[F ] we denote the uniform closure of the restriction of H
∞(D× N) to Πδ[F ].
Lemma 6.1. The restriction of H∞(Π1[F ]) to Πδ[F ] forms a dense subalgebra of Aδ[F ].
Proof. Let f ∈ H∞(Π1[F ]). Then f − c ∈ (H
∞(Π1[F ]))
−1, where c := ‖f‖H∞(Π1[F ]) + 1,
and
‖(f − c)±1‖H∞(Π1[F ]) ≤ 2c− 1.
Using this estimate and applying Theorem 1.2 to each function (f − c)|Πkc [Fi]) we obtain
that for every ε > 0 there exist a constant C and a function fε ∈ H
∞(D× N) such that
‖fε‖H∞(D×N) ≤ C and ‖(fε − (f − c))|Πδ [F ]‖H∞(Πδ[F ]) ≤ ε.
This shows that f can be approximated uniformly on Πδ[F ] by restrictions of functions
from H∞(D× N), as required. 
From the lemma we obtain that the transpose of the restriction map Π1[F ] → Πδ[F ]
embeds M(Aδ [F ]) into M(H
∞(Π1[F ])). Then since g ∈ (H
∞(Π1[F ]))M, the restriction
g|Πδ [F ] ∈ (Aδ[F ])M. In particular, due to Theorem 1.6 given ε > 0 there exists f ∈
(H∞(D× N))M such that
(6.5) ‖(f − g)|Πδ [F ]‖(H∞(Πδ [F ]))n ≤ ε.
This implies that C can be estimated from above by ‖f‖(H∞(D×N))n which completes the
proof of the theorem. 
Proof of Theorem 1.10. We retain notation of the proof of the previous theorem.
Let Πkc = Π
k
c [F ] ⊂ D. Our data in this case is the set D = {F,M,K, n, c, k, J, b, δ}. Let
r : H∞ → C(hullJ), r(f) := fˆ |hull J , be the restriction homomorphism and let I = ker r.
Then I ⊂ H∞ is a proper closed ideal containing J . We naturally identify the complex
unital Banach algebra AI := H
∞/I with the algebra r(H∞) equipped with the quotient
norm. Since hull I = hullJ , the transpose of r maps the maximal ideal space M(AI)
homeomorphically onto hullJ . We identify these two spaces so that each homomorphism
from M(AI) is the evaluation homomorphism at a point of hullJ . By the hypothesis
of the theorem rn(g) ∈ (AI)M, see (1.11); hence, Theorem 1.6 implies that there exists
h ∈ (H∞)M (depending on g and the data) such that
(6.6) rn(h) = rn(g).
By Hg,D we denote the class of such maps h. We have to prove that
(6.7) C = C(M,K, n, b, c, k, δ) := sup
F,J,g
inf
h∈Hg,D
‖h‖(H∞)n
is finite.
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As before, let {Πkc [Fi]}i∈N ⊂ D, Ji ⊂ H
∞, {gi}i∈N ⊂ (H
∞)n, be sequences satisfying
assumptions of the theorem such that
(6.8) C = lim
i→∞
inf
h∈Hgi,Di
‖h‖(H∞)n ;
here Di := {Fi,M,K, n, c, k, Ji , b, δ}.
By ri : H
∞ → C(hullJi) we denote the corresponding restriction homomorphisms, by
Ii their kernels, and by AIi the corresponding quotient algebras. The hypotheses of the
theorem provide also some maps fi ∈ O(Π
k
c [Fi],M) with images in K such that
(6.9) fˆi|hull Ii = gˆi|hull Ii .
As in the proof of the previous theorem, see (6.4), we define F ⊂ H∞(D×N), Πν [F ] ⊂ D×N,
g ∈ H∞(D ×N), and f ∈ O(Π1[F ],M), f(Π1[F ]) ⊂ K, by the formulas
(6.10) F |D×{i} := Fi, Πν [F ] ∩ (D× {i}) := Π
k
c;ν[Fi], g|D×{i} := gi, f |Πkc [Fi] := fi, i ∈ N.
Since Π1[F ] is biholomorphic to D × N, the corona theorem is valid for H
∞(Π1[F ]). This
implies that f ∈ (H∞(Π1[F ]))M. Moreover, according to [Br2, Lm. 8.1], f admits a contin-
uous extension fˆ to an open polyhedron Πˆ1[Fˆ ] ⊂M(H
∞(D×N)) determined by extension
(denoted by Fˆ ) of the family F to M(H∞(D× N)) by the Gelfand transform (cf. (3.11)).
Also, Π1(F ) is an open dense subset of Πˆ1[Fˆ ] by the corona theorem for H
∞(D×N). This
implies that fˆ maps Πˆ1[Fˆ ] into K.
Next, by the definition,
D× N ⊂M(H∞)× N ⊂M(H∞(D× N)).
Let
(6.11) r : H∞(D× N)→ Cb
(⊔
i∈N
hull Ji
)
, r(f)|hullJi := ri(f |D×{i}), i ∈ N.
Clearly, r is a well-defined morphism of complex Banach algebras of norm ≤ 1 (Here
Cb(X) ⊂ C(X) is the Banach algebra of bounded continuous functions on X equipped
with supremum norm.) We set I := ker r. Then
(6.12) u ∈ I ⇐⇒ u|D×{i} ∈ Ii ∀ i ∈ N.
We define AI := H
∞(D × N)/I and naturally identify this algebra with r(H∞(D × N))
equipped with the quotient norm. Now the transpose of r maps the maximal ideal space
M(AI) homeomorphically onto the set
hull I := {ξ ∈M(H∞(D× N)) : uˆ(ξ) = 0 ∀u ∈ I}.
Lemma 6.2. It is true that
hull I ⊂ Πˆ1[Fˆ ].
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Proof. Let A¯I be the uniform closure of AI in Cb(X), X := ⊔
i∈N
hullJi. Then the transpose
of the embedding AI →֒ A¯I maps M(A¯I) homeomorphically onto M(AI) = hull I.
Let Fˆ = {fˆj}1≤j≤k, fj ∈ H
∞(D × N). Suppose on the contrary that there is ξ ∈
hull I \ Π1[Fˆ ]. Then since each ξ ∈ M(A¯I) has norm ≤ 1, by assumption (1.10) of the
theorem we obtain
1 ≤ max
1≤j≤k
|fˆj(ξ)| ≤ max
1≤j≤k
sup
X
|fˆj| ≤ δ < 1.
This contradiction proves the required implication. 
Lemma 6.2 and the fact that fˆ maps Πˆ1[Fˆ ] into K and fˆ |X = r
n(g), see (6.9), show
that rn(g) ∈ (AI)M (= (AI)
M).
Finally, applying Theorem 1.6 to the epimorphism r : H∞(D×N)→ AI and the element
rn(g) we find an element h ∈ H∞(D× N)M such that
rn(h) = rn(g).
Then by our definition, see (6.8), h|D×{i} ∈ Hgi,Di and
C ≤ sup
i∈N
‖h|D×{i}‖(H∞)n =: ‖h‖(H∞(D×N))n <∞.
This completes the proof of the theorem. 
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