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Dancing with Physio: A Mobile Game with 
Physiologically Aware Virtual Humans 
Jorge Arroyo-Palacios, Mel Slater 
Abstract— This study presents an evaluation of a mobile game with physiologically aware virtual humans as an approach to modulate the 
participant’s affective and physiological state. We developed a mobile version of a virtual reality scenario where the participants were able to 
interact with virtual human characters through their psychophysiological activity. Music was played in the background of the scenario and, 
depending on the experimental condition, the virtual humans were initially either barely dancing or dancing very euphorically. The task of the 
participants was to encourage the apathetic virtual humans to dance or to calm down the frenetically dancing characters, through the 
modulation of their own mood and physiological activity. Results from our study show that by using this mobile game with the physiologically 
aware and affective virtual humans the participants were able to emotionally arouse themselves in the Activation condition and were able to 
relax themselves in the Relaxation condition, during the same session with only a brief break between conditions. The self-reported affective 
data was also corroborated by the physiological data (heart rate, respiration and skin conductance) which significantly differed between the 
Activation and Relaxation conditions.  
Index Terms — Biofeedback, physiological computing, virtual human characters, mood modulation, mobile game 
——————————      —————————— 
1 INTRODUCTION
EPRESSION and  anxiety are common mental disorders. 
According to the World Health Organization (WHO), one 
in seven people suffer from a severe mood disorder during the 
course of their life. Each year, about 7% of the world’s popula-
tion has been reported to be suffering from major depression. 
This figure rises to over 25% if anxiety and lighter forms of 
depression are included. In Europe, depression and anxiety, 
affects around 25% of the population, cause up to 50% of the 
total chronic sick leaves, and cost about €170 billion per year 
[1]. Although there are effective treatments for depression and 
anxiety, fewer than half of those affected in the world receive 
such treatments. Some reasons for this difference between need 
and service uptake include factors such as cost of medication 
or therapy, insufficient mental health professionals, difficulty 
to access mental health services (due to distance and time), and 
reluctance to look for professional help. Currently, various 
mental health research institutes (e.g. National Institute of 
Mental Health in the United States of America) see great poten-
tial in smartphones, wearable sensors, and video games as 
behavioral intervention technologies, with the capacity to 
change this situation. Nonetheless, as they acknowledge in 
their strategic plan for research [2], further investigation is 
needed to understand the capabilities of these technologies and 
how they can be used proactively. 
In this study we contribute with these current research ef-
forts by investigating the feasibility of interaction with physio-
logically aware virtual human characters in a mobile game 
context as one approach to mood and physiological modula-
tion. With increased exposure to computer systems, interaction 
with such virtual characters has become more common. Virtual 
characters are a tool already in use in a number of applications 
in different areas such as education, medicine, training, psy-
chology, entertainment, customer services, etc., for  compre-
hensive reviews see [3], [4]. A number of studies have investi-
gated the various effects of interaction with virtual characters 
on learning e.g. [5], task performance e.g. [6], behavior e.g. [7], 
decision making e.g. [8], perception of task difficulty e.g. [9]  
and the “realistic” responses of humans to the behavior of 
virtual humans e.g. [10]. Despite the increase in the number of 
studies that propose new applications for virtual characters, 
even in complex social interactions with humans for instance 
for psychotherapy [11], there has been less research into the 
affective states or moods portrayed by the virtual characters 
and the affective and physiological effects on the participants. 
The work presented in this paper combines two areas of re-
search: interaction with affective virtual humans and biofeed-
back. We developed an interactive game system that simulates 
a dancing scenario for mobile platforms (iOS and Android). 
The interaction method used between the participants and the 
virtual humans consisted of a bidirectional physiological and 
mood contagion (Figure 1). The participants were told that 
they would have to change their own psychophysiological 
state to influence the mood of the virtual humans, and at the 
same time the observable changes in the affective state and 
behavior of the virtual characters were aimed to reinforce the 
psychophysiological changes of the participants. One of the 
main motivations to carry out the evaluation of the system on a 
portable device was to evaluate the mood and physiological 
effects of the application without the influence of physical 
activity or overt movements from the participants. A second 
motivation was the expanding use of home health technolo-
gies: according to a recent report from Tractica, consumers 
utilizing home health technologies will increase from 14.3 mil-
lion worldwide in 2014 to 78.5 million by 2020 [12]. The current 
rise of wearable computing makes this a propitious moment to 
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exploit this proposed “natural” and intuitive human-computer 
psychophysiological interaction method. 
The intrinsic characteristics of video games (fun, engaging, 
interactive) offer favorable characteristics for healthcare appli-
cations. The increasing research and interest in their use has 
motivated the creation of dedicated conferences and journals 
such as Games for Health, as part of the Serious Games initia-
tive. In particular, recent studies provide clinically useful in-
formation about the use of videogames for the treatment of 
adolescent depression [13] and for decreasing stress [14].  
The research carried out in this study provides two main 
contributions. Firstly, we propose a novel application for relax-
ation and activation training. Secondly, we provide empirical 
evidence for the effectiveness of the use of a game with physio-
logically aware and affective virtual humans as a mood and 
physiological modulation tool, even in a portable device with 
non-highly immersive virtual reality capabilities. We compared 
the affective and physiological changes in two versions of the 
game, one that aims to arouse and another that aims to relax. In 
addition to self-reports on the affective state we also provide 
objective data from three physiological measures: heart rate 
(HR), respiration and skin conductance (SC).  
Given the engaging capabilities of videogames, the affective 
capabilities of virtual humans, and advances in wearable de-
vices, the findings from this study could be useful and encour-
aging to have more research and future development of home 
or on-the-go applications to support and complement the 
treatment of mood disorders such as depression and anxiety.  
2 RELATED WORK 
2.1 Emotional Contagion and Virtual Characters 
Emotional contagion can be defined as the transfer of mood 
from person to person in a group [15]; the tendency to catch or 
adopt the emotions of other people by unconscious mimicry 
and synchronization of expressions, vocalizations, postures 
and movements [16]. Research has demonstrated that emotion-
al contagion is not solely limited to direct interaction with real 
humans but also with the expression of the emotions delivered 
by different media and technology, such as static pictures of 
human facial expressions [17], video clips [18] and robots [19]. 
A recent study conducted by Facebook, with substantial media 
coverage due to ethical concerns revealed that emotional con-
tagion is also possible through social networks [20]. 
A growing number of studies are investigating the potential 
of virtual characters or agents with emotional expression to 
enhance interaction with computers, user experience and the 
effectivity of the applications, for a review see [21], [22], [23], 
[24], [25], [26], [27] . This research trend on affective virtual 
characters can be observed in dedicated international research 
projects (e.g. HUMAINE1, SEMAINE2 and EMOTE3), confer-
ences, workshops and journals. For instance, in the area of 
education and learning, Maldonado et al. [28] found that an 
emotional agent that acted as a co-learner had a more positive 
influence on the user performance and experience than an 
unemotional agent in a web-based English language learning 
environment. Another study by Burleson and Picard [29] found 
gender-specific differences in the perception of learning com-
 
1 http://emotion-research.net/projects/humaine  
2 http://www.semaine-project.eu/  
3 http://www.emote-project.eu/  
panions that were offering either affective or task support. 
 
 
a) 
 
 
b) 
 
Fig. 1. a) Participants interacting with the virtual humans of the game 
through the use of their own psychophysiological activity, b) Initial configu-
ration screen of the game. 
 
In gaming applications, emotional embodied agents have 
been used to make the user experience more entertaining and 
engaging. Agents with empathic emotions, where virtual char-
acters would express positive emotions when the user wins  a 
game and negative emotions when the user loses, have been 
perceived as more caring, likeable, trustworthy and supportive 
[30]. This influence on the user of empathic agents has also 
been corroborated with physiological data in [31] where the 
skin conductance of subjects interacting with an empathic 
agent was significantly lower than the skin conductance of 
subjects interacting with a non-empathic agent. Klein et al. [32] 
and Hone [33] have found that empathic agents reduce feelings 
of frustration more effectively than agents that are not empath-
ic. 
Researchers have also explored affective agents for behavior 
change, for instance, for completing required levels of exercise 
[34], for therapeutic interventions for fear of public speaking 
[35] and social anxiety [10]. 
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Despite increasing interest in virtual characters, there is lim-
ited research into the contagion effect of the emotion or mood 
portrayed by the characters. In particular, there is little research 
into the actual affective and physiological responses of the 
participants, and how these affective states portrayed by the 
characters can be used in a biofeedback protocol to assist and 
reinforce the physiological and mood modulation of partici-
pants. 
Some of the few studies that specifically investigate emo-
tional contagion with virtual characters include the work of 
Tsai et al. [36] where participants reported their emotional 
experience when viewing static images of emotional characters. 
Nonetheless, there is no physiological data that corroborates 
that the emotional self-reported responses corresponded to 
emotions actually being experienced by the users, rather than 
corresponding to the affective attributions of the pictures (a 
commonly discussed issue on the study of emotions, see [37]. 
Another relevant example is the study of Wu et al. [38] 
where a virtual human animation in a medical virtual reality 
system for education was used to investigate how it affected 
the emotions of users. Self-reported affective and physiological 
responses of participants were examined, however the study 
was focused more on the emotional responses rather than on 
emotional contagion. Other research involving emotional con-
tagion includes the studies of laugh-aware virtual agents [39]. 
2.2 Biofeedback 
The majority of currently available biofeedback systems em-
ploy the use of auditory (sonification or musical), visual or 
vibrotactile cues to provide information about the ongoing 
psychophysiological activity of the user (see [40], [41], [42] for a 
review). However, advances in computing technology have 
enabled researchers to use state-of-the-art systems with 3D 
graphics and immersive virtual reality to provide physiological 
feedback (e.g. in [43]). As compared to traditional biofeedback 
systems, these newer approaches provide a higher effectivity, 
while also making the experience much more engaging and 
enjoyable for the participant [44]. 
Although there are many commercial and research applica-
tions using different approaches for biofeedback, there is little 
research that has investigated the combined use of moods in 
virtual human characters and biofeedback as a tool for psycho-
physiological modulation. One example is the recent study by 
Chittaro and Sioni [45] where a relaxation training application 
provides the participant with explicit feedback about their 
detected affective state. The participant is presented with a 
virtual character that has to complete an office task. The more 
relaxed the participant is, the more relaxed and happy this 
makes the avatar which leads to more progress in the task. As 
the participant’s stress level increases (e.g. with distracting 
stressors such as a phone ringing constantly), the avatar be-
comes more and more unsettled and less focused on the work. 
A few mobile applications that employ the traditional visual 
or auditory biofeedback cues can also be found in the AppStore 
and Google Play. There are even less mobile applications that 
support mood disorders, for example: iMoodJournal, eMoods, 
T2 Mood Tracker, Optimism, Moody Me, etc. (see [46]). How-
ever, these apps function more like personal journals to help 
the user to keep track of moods, emotions, thoughts, along 
with other symptoms. 
In this study we exploit the favorable characteristics of dif-
ferent areas: the engaging capabilities of videogames, the affec-
tive capabilities of virtual humans, and the advances in bio-
feedback and wearable computing. The question that we aim to 
answer is: how feasible and effective is the combined use of 
affective virtual humans in a portable biofeedback game proto-
col to assist and reinforce the mood and physiological modula-
tion? 
Our work contributes to the research in interaction with af-
fective virtual humans, extending the work in various direc-
tions such as by taking  forward the work reported by Tsai et 
al. [36] and providing physiological data that corroborates the 
change in the affective state of participants. Also, this study 
broadens the work carried out by Chittaro and Sioni [45] as it 
reports the results not only of relaxation but also activation, 
and employs different physiological measures. Lastly, our 
study differs from the work of Wu et al. [38] by focusing on the 
reinforcing contagion effects of the same affective states por-
trayed by the virtual characters in a bio-feedback protocol, 
rather than on emotional responses that differ from the affec-
tive animations of the characters. 
3 MATERIALS AND METHODS 
3.1 Experimental Design 
A within-subjects experimental design explored the effects of 
two different conditions: Activation and Relaxation. Each condi-
tion had 3 different levels, and in order to move from one level 
to the next, participants had to reach predefined physiological 
state targets. A total of 21 subjects participated in this experi-
ment, 13 females and 8 males. The mean age was 22 years (S.D. 
4 years). They were recruited from the University Campus and 
by email using the database of participants from our research 
group. 
The central hypothesis in our experiment was that the bio-
feedback game with the physiologically aware and affective 
virtual human characters would be effective to significantly 
influence the mood and physiological activity of the partici-
pants, even in a portable and non-immersive virtual reality 
setting. We formulated our hypothesis based on the literature 
about the affective capabilities of virtual human avatars and 
our preliminary data gathered in our pilots. With regards to 
the specific experimental conditions we hypothesized that by 
using the game participants would be able to achieve opposite 
affective states in the arousal dimension (measured by SAM 
questionnaire) and opposite physiological states (measured by 
the heart rate, respiration and skin conductance), during the 
same session with only a brief break between conditions. 
3.2 Virtual Scenario and Game Mechanics 
An iPad3 was used for the presentation of the virtual scenario. 
The virtual scenario used for the experimental study was a 
large room with a sound system, a set of large speakers and a 
DJ desk on one side of the virtual room. Music was played in 
the background and two virtual human characters were danc-
ing in the center of the room, in front of the participant. 
The experimental task was designed with videogame-like 
features in order to make it more fun and engaging: it therefore 
had challenges, achievements, time limits and progression 
through levels. The goal and the progression of the game var-
ied depending on the experimental condition. In the Activation 
condition participants were encouraged to increase their phys-
iological activity to animate the apathetic virtual humans that 
are seen not to be dancing (Figure 2a). The game starts with a 
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reference period of 60 seconds during which time, slow tempo 
music is played and the virtual humans are idle. After these 60 
seconds, level 0 starts with a change in the music and in the 
animation of the virtual characters. Participants have 60 sec-
onds to increase their physiological activity and reach the tar-
geted physiological change to move to the next level. If the 
target is achieved at any point during the period of time, the 
game moves to the next level, indicated with a change in the 
music and in the dance style of the virtual humans. At the new 
level, participants have another 60 seconds to reach the next 
target and move to the following level. If the participant does 
not reach the targeted physiological change in the period of 
time for the level, the application ends and displays a “Game 
Over” message. On the other hand, if the participant gets to 
level 3, the characters perform a choreographed dance of 
“Gangnam Style” followed by a “Game Completed” message. 
In the Relaxation condition participants were instructed to 
relax and slow down their physiological activity to calm the 
overexcited virtual humans (Figure 2b). The reference period 
consists of an energetic piece of music with fast tempo and 
animations of excited characters dancing euphorically. After 
the reference period, level 0 starts with the virtual humans 
dancing less energetically to slightly calmer music. Participants 
then have 60 seconds to decrease their physiological activity 
and reach the targeted physiological change. As the participant 
moves forward in the levels of the game, the music and the 
characters’ dancing slow down. The game ends at level 3 with 
the virtual humans dancing the Waltz while slow tempo pop 
music is played in the background. 
The application can be easily set with different types of ini-
tial configurations (e.g. percentage of physiological change 
required to move from level to level, physiological measures to 
monitor and its weights, game difficulty, etc., see Figure 1b). 
In this first evaluation of this type of game with physiologi-
cally aware virtual humans three physiological measures were 
used with equal weight: SC, HR and Respiration. The game 
difficulty was set to an easy mode where if any of the physio-
logical signals passed the threshold at least once during the 
level duration, the game moved forward to the next level.  The 
idea behind this decision was to allow users to realize that they 
can control their physiological activity and at the same time 
reinforce their psychophysiological changes with the empathic 
and evocative affective response of the virtual human charac-
ters.  
The physiological percentage changes (ppCh) required to 
move through the levels of the game were set to: 10% for level 
1, 20% for level 2 and 30% for level 3, with respect to the refer-
ence period (baseline). These physiological percentage changes 
were based on results from some pilot tests, paying particular 
attention to the trade-off of keeping the game effective and fun, 
without making it too difficult to avoid frustration. For each 
participant, the specific heart rate, respiration rate and skin 
conductance threshold values (tVal), at a particular game level 
(i), were calculated as shown in Equation (1): 
 
ݐܸ݈ܽ௜ ൌ ܤܽݏ݈݁݅݊݁	 േ ሺܤܽݏ݈݁݅݊݁ ∗ 	݌݌ܥ݄௜ሻ   (1) 
 
The experimental condition determined the direction of the 
physiological change required to move forward in the levels of 
the game (i.e. if the participant should increase or decrease 
their physiological activity as compared with the activity of the 
reference period). 
Given this configuration of the game, the fact that partici-
pants are able to move from level to level doesn’t guarantee 
that there was an important physiological change. A very brief 
response or effort could cause the game to move forward on 
the levels. Therefore it is important to assess and quantify the 
true impact on the physiological activity of the participants 
while playing the game with the affective virtual humans. 
3.3 Music 
The music plays an important role in the biofeedback protocol 
of the experiment. It has a dual purpose: firstly to complement 
the stimulation and help the participants to modulate their 
own psychophysiological activity, and secondly to provide 
feedback about the change of the level in the game. 
Most of the music was provided by the Melomics computa-
tional system4. This music is composed automatically without 
human intervention. However, three of the songs are popular 
commercial ones. Table 1 presents a summary showing the 
music, tempo, length and targeted percentage of physiological 
change of each level of the game. 
 
 
a) 
 
 
b) 
Fig. 2. a) Apathetic virtual humans barely dancing, b) euphoric virtual hu-
mans dancing frenetically. 
 
 
 
 
  
4 http://melomics.com/  
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TABLE 1 
MUSIC FOR THE DIFFERENT GAME LEVELS 
 
 Reference Level 0 Level 1 Level 2 Level 3 
 60 seconds 60 seconds 60 seconds 60 seconds 60 seconds 
 - 10% 20% 30% N/A 
Activation Life_Sleep (Iamus). 
40 bpm. 
PD1_Slight (Iamus). 
60-80 bpm. 
E5_Decent (Iamus). 
100-130 bpm. 
PD3_Exciting (Iamus). 
150-170 bpm. 
Gangnam Style (Psy). 
132 bpm. 
      
Relaxation Misirlou (Dick Dale). 
173 bpm. 
E4_Slight (Iamus). 
60-80 bpm. 
Life_Nap (Iamus). 
60 bpm. 
Life_Relaxing (Iamus). 
40 bpm 
Just give me a reason 
(Pink). 95 bpm. 
 
Music, tempo in beats per minute (bpm), duration, and physiological percentage change targets used for the different stages of the game for each of the experimental condition. 
 
 
 
Fig. 3. Motion capture setting of the dance animations. 
 
3.4 Virtual Humans’ Animations 
The dance animations of the virtual humans were recorded 
from volunteers who were asked to dance to the different piec-
es of music previously selected for each of the levels of the 
game. OptiTrack ARENA from NaturalPoint was used for the 
motion tracking. The volunteers wore the motion tracking suit 
with markers that were tracked by 12 infrared cameras (see 
Figure 3). The volunteers’ dance moves were recorded and the 
animations were refined in Motion Builder to be applied to the 
virtual humans. Only one animation (for the Gangnam Style 
song) was downloaded from the Mixamo online platform5. 
3.5 Measures 
3.5.1 Physiological Measures 
Heart rate, skin conductance and respiration measures from 
the participants were recorded. These measures were selected 
due to their relevance in the discrimination of arousal and 
relaxation, their easy acquisition and their practicality for the 
current and future applications. 
ECG, GSR and respiration sensors from g.tec6 in combina-
tion with Matlab code was used for real-time recording and 
processing of the physiological signals (physiological recording 
system described in [47]). A bipolar ECG recording with an 
 
5 https://www.mixamo.com/  
6 http://www.gtec.at/content/view/full/2 
abdominal placement setup was employed: the positive elec-
trode was placed below the ribs on the left, the ground elec-
trode at the same level on the right, and the negative electrode 
was placed on the upper sternum area. The GSR electrodes 
were placed on the index and middle fingers without electrode 
gel. The respiration sensor consisted of a piezo-electric crystal 
sensor embedded on a belt system which was placed around 
the chest of the participant. 
3.5.2 Mood and Affective Measures 
The Emotional Contagion Scale [48] was used to measure the 
participants’ susceptibility to being influenced by the emotions 
of others. It consists of a 15-item index to examine a person’s 
tendency to be influenced by surrounding people in five basic 
emotions: sadness, fear, anger, happiness and love. Each item 
is scored using a 4-point scale with the following key: 4 - al-
ways; 3 - Often; 2 - Rarely; 1 – Never. The higher the total 
score, the more susceptible to emotional contagion a person 
would be said to be. 
The mood of the participants was evaluated before and after 
interaction with the virtual humans. It was assessed using the 
Profile of Mood States (POMS) questionnaire [49], which pro-
vides a method to assess transient and fluctuating mood states. 
The POMS version used in this study contains 58 items which 
are rated on a 5-point scale ranging from “Not at all” to “Ex-
tremely”. The POMS measures six identified mood factors: 
tension, depression, anger, vigor, fatigue and confusion. 
A 5-point scale Self-Assessment Manikin (SAM) question-
naire [50] was also used to assess the affective state of the par-
ticipants (in particular the valence and arousal) before and 
after experiencing the portable game with the physiologically 
aware virtual human characters. The SAM questionnaire uses 
graphic scales depicting cartoon characters expressing different 
levels of affective states in three dimensions: valence, arousal 
and dominance. In this study we were interested in measuring 
affective states only in the valence and arousal dimensions. 
Finally, a post-experiment questionnaire was used to evalu-
ate the feeling of presence in the virtual scenario and the gen-
eral experience of the game while interacting with the virtual 
human characters. 
3.6 Experimental Procedure 
First, the participants read an information sheet including an 
explanation about the study. After that, they were given a con-
sent form and completed a demographics questionnaire, the 
Emotional Contagion Scale and the POMS questionnaire. 
It was explained to the participants that the application on 
the iPad was similar to a videogame with 3 levels where the 
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objective was to cheer up and encourage dancing or relax and 
calm down the virtual humans characters (depending on the 
experimental condition). They were also informed that they 
would directly influence the behavior of the characters and 
move to the next level with changes in their own physiological 
activity and affective state. At the end of the explanation, par-
ticipants were taken to one lab, seated on an office chair with a 
desk placed in front of them. They were instructed to rest their 
arms over the desk, hold the iPad with both hands and avoid 
overt movements to reduce the number of artifacts. Physiologi-
cal sensors and headphones were then placed and the experi-
ment started. 
The conditions (Activation or Relaxation) were presented in 
counter balanced order to the participants. After each condition 
the POMS and SAM questionnaires were given to the partici-
pant. Each session lasted 45 minutes approximately and the 
participant played the game on the iPad for around 12 minutes. 
At the end of the session the participants filled out a post-
session questionnaire, had a brief semi-structured interview 
and were paid 5 euros for their participation. 
4 RESULTS 
4.1 Game Completed 
The data of one out of the 21 participants had to be discarded 
due to technical problems with the sensors. The participants 
played each of the two conditions of the game once only. In 
total 20 participants successfully finished the 3 levels of the 
application on the Relaxation condition and 19 participants 
successfully finished the 3 levels on the Activation condition. 
Only one participant did not finish the 3 levels of the game, 
reaching only level 2 in the Activation condition. 
4.2 Affective State and Mood 
Participants had a mean total score of 44.09 (SD 6.06) on the 
susceptibility to being influenced by the emotions of others 
given by the Emotional Contagion Scale (the maximum possi-
ble score value is 60). The following analyses of the SAM and 
POMS questionnaires show the changes in the mood and affec-
tive state after experiencing the conditions on the iPad applica-
tion. 
4.2.1 SAM Questionnaire 
Figure 4 shows the affective state of the participants on the 
arousal and valence dimensions obtained from the SAM ques-
tionnaire. Figure 4a shows how the participants on the Activa-
tion condition started with an average arousal score of 2.45 (SD 
0.94) and experienced an increase in their arousal level at the 
end of the last level of the game by reaching an average arousal 
of 4.2 (SD 0.52), on a 5-point scale. On the other hand, the Re-
laxation condition produced the opposite effects: participants 
started with an average arousal score of 3.3 (SD 0.92) and at the 
end of the last level their average arousal score decreased to 1.5 
(SD 0.60). 
Figure 4b presents the scores on the valence affective di-
mension, which reflect how pleasant or unpleasant the partici-
pant’s experience was at the start and end of each of the condi-
tions on the iPad application. Participants reported a pleasant 
experience in both conditions with a small positive change 
between the first and last level of the game. 
Wilcoxon signed-rank tests were used to compare the scores 
between the first and last level of both Activation and Relaxation 
conditions. The results from these tests showed that during the 
Activation condition, participants significantly increased their 
levels of arousal (Z=3.89, p<0.001, r=0.61), however the valence 
scores remained positive, without reaching significant changes 
(Z=-1.81, p=0.07, r=0.29). Results from the Relaxation condition 
showed that participants significantly reduced their arousal levels 
after the last level of the game (Z=-3.77, p<0.001, r=0.60) and main-
tained a pleasant experience without significant changes on the 
valence scores from the first level (Z=-0.79, p=0.42, r=0.13). 
 
 
 
a) 
 
 
b) 
Fig. 4. Results from the 5-point scale SAM questionnaire: means and 
standard errors in the a) arousal and b) valence dimensions. 
 
4.2.2 POMS Questionnaire 
By looking at Figure 5a it can be observed that there is a change 
in the mood of participants when comparing the total POMS 
scores (indicator of total mood disturbance): i) before and after 
the Activation condition and, ii) before and after the Relaxation 
condition. An ANOVA revealed that the difference between 
the POMS scores before the experiment (PRE), after Activation 
and after Relaxation is significant (F(2,38)=30.24, p<0.001, 
η2=0.61). Post-hoc analysis also corroborated that there were 
significant differences when comparing the POMS scores be-
tween PRE and Activation (p<0.001) and between PRE and 
Relaxation (p<0.001). 
The changes in the individual factors evaluated in the 
POMS questionnaires can be appreciated in Figure 5b. Tension 
decreased after the Activation condition but the decrease is 
even greater after the Relaxation condition. Other factors such 
as depression, anger, fatigue and confusion also decreased in 
both conditions. As it would be expected, the factor vigor only 
decreased significantly on the Relaxation condition. Table 2 
ARROYO-PALACIOS & SLATER:  DANCING WITH PHYSIO 7 
 
presents a summary of the results from the Wilcoxon signed 
rank tests for each of the factors evaluated in the POMS ques-
tionnaire. 
 
 
a) 
 
 
b) 
Fig. 5. Results from POMS questionnaire: mean and standard errors in a) 
total scores, b) scores by factors. 
 
4.3 Physiological Measures 
The analysis of the physiological data was carried out with a 
2x5 repeated measures ANOVA: condition (Activation and Re-
laxation) and level of the game (baseline, level 0, level 1, level 2, 
level 3). For the post-hoc analyses the significance level was 
adjusted  for multiple comparisons using the method by Ben-
jamini & Hochberg [51]. 
A visual analysis of the physiological variables (see Figure 
6) shows how the participants started with a similar baseline in 
both experimental conditions. However, the participants expe-
rienced greater heart rate, respiration and skin conductance 
activity in each of the levels of the Activation condition com-
pared to each of the corresponding levels of the Relaxation con-
dition. 
4.3.1 Heart Rate 
The 2x5 ANOVA on HR corroborated that there is a significant 
effect by the experimental condition factor F(1,18)=10.92, 
p=0.004, η2=0.38 and in the interaction condition x level of game 
F(2.70, 48.55)=3.89, p=0.017, η2=0.18. As expected, there was no 
significant difference in the factor level of game F(2.14, 
38.44)=0.758, p=0.48, η2=0.04, due to the fact that the HR was 
increasing in the Activation and decreasing in the Relaxation 
condition, thereby reducing the total change between the dif-
ferent levels. 
Post-hoc analyses corroborate that participants had a signif-
icantly higher HR in each of the levels of the game in the Acti-
vation condition than in the Relaxation condition except during 
the baseline period. Table 3 presents a summary of these mul-
tiple comparisons with the corresponding adjusted p-value. 
 
TABLE 2 
STATISTICAL RESULTS IN THE DIFFERENT POMS’ FACTORS 
 
Factor Comparisons Z p Adjusted 
significance level 
݌௜ ൌ ܳ݊ ∗ ݅ Tension PRE vs. ACT -2.56 *0.010 (0.05/18)*13=0.036 
PRE vs. REL -3.926 *0.000 (0.05/18)*1=0.003 
ACT vs. REL -3.926 *0.000 (0.05/18)*2=0.006 
Depression PRE vs. ACT -3.87 *0.000 (0.05/18)*3=0.008 
PRE vs. REL -3.83 *0.000 (0.05/18)*4=0.011 
ACT vs. REL -2.06 *0.040 (0.05/18)*15=0.042 
Anger PRE vs. ACT -3.92 *0.000 (0.05/18)*5=0.014 
PRE vs. REL -3.87 *0.000 (0.05/18)*6=0.017 
ACT vs. REL -1.90 0.058 (0.05/18)*16=0.044 
Vigor PRE vs. ACT -0.57 0.571 (0.05/18)*18=0.050 
PRE vs. REL -3.50 *0.000 (0.05/18)*7=0.019 
ACT vs. REL -3.18 *0.001 (0.05/18)*10=0.028 
Fatigue PRE vs. ACT -3.73 *0.000 (0.05/18)*8=0.022 
PRE vs. REL -3.62 *0.000 (0.05/18)*9=0.025 
ACT vs. REL -1.44 0.150 (0.05/18)*17=0.047 
Confusion PRE vs. ACT -3.29 *0.001 (0.05/18)*11=0.031 
PRE vs. REL -2.75 *0.006 (0.05/18)*12=0.033 
ACT vs. REL -2.30 *0.022 (0.05/18)*14=0.039 
 
ACT = Activation, REL = Relaxation, * = significant p-value (< adjusted signifi-
cance level). 
 
TABLE 3 
COMPARISONS OF HEART RATE  
 
Comparison 
Activation vs. Relaxation 
p Adjusted significance level 
݌௜ ൌ ܳ݊ ∗ ݅ Level 3 P < 0.000* (0.05/5)*1 = 0.01 
Level 2 P=0.002* (0.05/5)*2 = 0.02 
Level 1 P=0.015* (0.05/5)*3 = 0.03 
Level 0 P=0.033* (0.05/5)*4 = 0.04 
Baseline P=0.786 (0.05/5)*5 = 0.05 
 
Comparisons of Heart Rate between the corresponding levels from the Activation and 
Relaxation conditions. * = significant p-value (< adjusted significance level). 
 
4.3.2 Respiration 
The 2x5 ANOVA on the respiration rate corroborated that 
there is a significant effect on the experimental condition factor 
F(1,18)=21.75, p<0.001, η2=0.55 and in the interaction condition x 
level of game F(2.16, 38.93)=11.95, p<0.001, η2=0.40. However, 
as each condition evokes respiration changes in opposite direc-
tions, there was no significant difference in the factor level of 
the game F(2.37, 42.73)=2.02, p=0.137, η2=0.10. 
Post-hoc analysis corroborates that the respiration rate was 
significantly higher in each of the game levels on the Activation 
condition than in the corresponding game levels of the Relaxa-
tion condition. There was no significant difference between the 
baselines of each condition. Table 4 presents a summary of 
these multiple comparisons with the adjusted p-value. 
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TABLE 4 
COMPARISONS OF RESPIRATION RATE 
 
Comparison 
Activation vs. Relaxation 
p Adjusted significance level 
݌௜ ൌ ܳ݊ ∗ ݅ Level 0 P < 0.000* (0.05/5)*1 = 0.01 
Level 1 P < 0.000* (0.05/5)*2 = 0.02 
Level 3 P = 0.000* (0.05/5)*3 = 0.03 
Level 2 P = 0.001* (0.05/5)*4 = 0.04 
Baseline P=0.247 (0.05/5)*5 = 0.05 
 
Comparisons of Respiration Rate between the corresponding levels from the Activa-
tion and Relaxation conditions. * = significant p-value (< adjusted significance level). 
 
 
 
a) 
 
 
b) 
 
 
c) 
Fig. 6. Means and standard errors of the physiological variables in the two 
experimental conditions: a) heart rate, b) respiration rate, c) skin conduct-
ance. 
4.3.3 Skin Conductance 
The analysis of the skin conductance was carried with Wilcox-
on signed-rank tests due to the non-normally distributed re-
siduals. The results from these tests corroborate that partici-
pants had a significantly higher skin conductance during levels 
2 and 3 of the Activation condition than in the corresponding 
levels of the Relaxation condition. The test on the difference of 
level 1 from the two conditions reaches a p-value of 0.048, 
however the adjusted p-value, due to the multiple comparison, 
leaves the p-value of this level comparison as non-significant. 
The results also reveal no significant difference during the 
baseline period of each condition. 
TABLE 5 
COMPARISONS OF SKIN CONDUCTANCE 
 
Comparison 
Activation vs. Relaxation 
p Adjusted significance level 
݌௜ ൌ ܳ݊ ∗ ݅ Level 3 P=0.006* (0.05/5)*1 = 0.01 
Level 2 P=0.007* (0.05/5)*2 = 0.02 
Level 1 P=0.048 (0.05/5)*3 = 0.03 
Level 0 P=0.263 (0.05/5)*4 = 0.04 
Baseline P=0.911 (0.05/5)*5 = 0.05 
 
Comparisons of Skin Conductance between the corresponding levels from the Activa-
tion and Relaxation conditions. * = significant p-value (< adjusted significance level). 
5 DISCUSSION 
The results from this study provide empirical evidence about 
the feasibility and effectivity of a portable game, with physio-
logically aware and affective virtual human characters, to help 
users to change their mood and control their physiology. 
We had two main motivations to carry out the first evalua-
tion of the system on a portable device. Primarily, we wanted 
to see if the interaction with affective virtual characters in a 
biofeedback game context, even using a non-immersive porta-
ble device, would be persuasive enough to influence the mood 
and physiological activity of participants. If effective, this 
would encourage development of accessible (home or on-the-
go) applications to support and complement the treatment of 
mood disorders such as depression and anxiety. Secondly, we 
wanted to evaluate the mood and physiological effects of the 
application, without the influence of physical activity or 
movements from the participants.  
The results from the SAM questionnaire show the signifi-
cant change in the self-reported arousal between the start and 
end of each condition of the game. Moreover, the direction of 
the arousal changes corresponds to the experimental condi-
tions, increase on the Activation and decrease on the Relaxation. 
The responses on the valence dimension of the SAM question-
naire are also positive. They corroborate that regardless of the 
intention of the game (relaxation or activation) the participants 
had a positive experience after playing it. 
The results on the total score of the POMS questionnaire in-
dicate that there is indeed a change in the mood of the partici-
pants before and after playing the game in each of the experi-
mental conditions. Analyses into the individual factors that 
compose the POMS questionnaire suggest that the application 
was effective in reducing the levels of depression, tension, 
anger, fatigue and confusion. As it would be expected, due to 
the intrinsic nature of the Activation condition, the factor vigor 
was only reduced in the Relaxation condition. 
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The physiological data corroborated the mood and arousal 
changes evoked by the two experimental conditions. The three 
physiological measures followed the expected direction with 
the changes, increasing in the Activation condition and decreas-
ing in the Relaxation condition. Moreover, post-hoc compari-
sons revealed that the heart rate and respiration rate in each of 
the game levels of the Activation condition were significantly 
higher than the corresponding level in the Relaxation condition; 
the skin conductance was also higher in the Activation condi-
tion on levels 1, 2 and 3 but not on level 0. 
There are two aspects that strengthen our results, and are 
important to take into consideration when assessing the effec-
tiveness of this application for mood and physiological modu-
lation. Firstly, while many studies on emotion analyze a short 
period of time, which usually correspond to the initial response 
to a stimulus, we used a more conservative approach by ana-
lyzing the mean of physiological responses during the whole 
duration of each game level. Our results showed statistical 
significance with good effect sizes, even though the mean of a 
relatively long period of time cancels out short responses, and 
may include the natural decay that occurs due to habitation 
effects. 
Secondly, we carried out the evaluation of the application in 
a within-subjects design. This implied that the subjects had to 
play both conditions of the game in the same session, even 
though each condition was oriented to evoke completely oppo-
site affective states. Thus, the application encouraged the par-
ticipants to reach a relaxation state with a 30% decrease in the 
physiological activity, and then after a brief break, the applica-
tion motivated subjects to arouse and activate themselves by 
increasing their physiological activity by 30%. Although carry 
over effects from the first random experimental condition 
could have reduced the effects of the second condition, the 
game was still effective to evoke both opposite affective states 
in the participants. 
The current focus of companies like Apple, Google, Mi-
crosoft and Samsung on wearable devices (e.g. iWatch, An-
droid Wear, Microsoft Band, Simband) physiological sensors, 
and software platforms (e.g. Apple HealthKit, Google Fit, Mi-
crosoft Health, Samsung SAMI), offers a promising panorama 
for the development of accessible tools to support the treat-
ment of people with mood disorders. 
Although the participants in this study were University stu-
dents, the information gathered is useful as a first evaluation of 
this type of application. We hope the results from this study 
encourage further research into wider types of populations. 
The evidence from this study is also relevant given the cur-
rent and future healthcare trends, and supports the feasibility 
of the use of affective and physiologically aware virtual hu-
mans through portable (home or on-the-go) applications to 
assist in the modulation of mood and physiological activity.  
6 FUTURE WORK 
In future studies we will investigate the human-avatar mood 
contagion within an immersive virtual reality setting. During 
some pilots carried out in a CAVE system we noticed that the 
participants were so influenced by the virtual humans that 
they were actually dancing with them. Given how the virtual 
humans were able to motivate the participants to dance in the 
CAVE version, we are planning to evaluate some behavioral 
responses of the participants, as this could provide us with a 
higher level understanding of how the affective state displayed 
by virtual characters can influence people interacting with 
them. Finally, we also aim to compare the effectivity of affec-
tive virtual human avatars for mood and physiological modu-
lation between a portable and an immersive virtual reality 
system. 
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