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Abstract
We give a natural strong deformation retraction from the fundamental homotopy crossed com-
plex of a product of simplicial sets onto the tensor product of the corresponding crossed com-
plexes. This generalises the classical theorem of Eilenberg and Zilber to a non-abelian setting.
Explicit crossed complex homomorphisms analogous to the shu2e and Alexander–Whitney chain
maps are given. We proceed to give a simplicially–enriched structure to the category of crossed
complexes and to the simplical nerve N : Crs→ S, but note that the fundamental crossed com-
plex functor adjoint to N has only a lax or simplicially coherent enrichment. c© 2003 Elsevier
Science B.V. All rights reserved.
MSC: 55U99; 18G50; 18D20
0. Introduction
The classical Eilenberg–Zilber theorem of [20,21] (see [22,31] for more modern
treatments) gives a strong deformation retraction of the chain complex of a cartesian
product of simplicial sets onto the corresponding tensor product of chain complexes.
Explicit chain homotopy equivalence and comparison maps were given in [19,20] and
have been recently reexamined in [23] and [26, Appendix]. In this paper we generalise
this fundamental theorem to crossed complexes. We give a natural strong deformation
retraction
  (K × L)
a
b
 K     L ,
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where K and L are simplicial sets,  is the fundamental crossed complex functor, and
a and b are slightly non-abelian generalisations of the classical Alexander–Whitney and
shu2e homomorphisms. Iterating the process we obtain coherent r-cubes of homotopies
on (K0 × · · · × Kr) for simplicial sets K0; : : : ; Kr .
The category of crossed complexes dates essentially from the papers of Blakers
[5] and Whitehead [33] and is the Grst step in a tower of categories from chain
complexes to simplicial groupoids [3,13,18]. It has a tensor product, which we lack for
simplicial groupoids, deGned in [12] via an equivalence with cubical !-groupoids. It
is also equivalent to the category of ∞-groupoids [10]. There is no Eilenberg–Zilber
theorem for ∞-categories, with the tensor product and the functor from simplicial sets
deGned in [1] and [28] respectively, since inverses are necessary to deGne the shu2e
homomorphism b.
Applications of our results to equivariant topology have already appeared in [15,16].
In this paper we give a simplicial enrichment of the category of crossed complexes, and
enrich the corresponding simplicial nerve, using the diagonal approximation induced by
our Alexander–Whitney map. The adjunction between the nerve and the fundamental
crossed complex functors induces an equivalence of simplicial homs
* [K, Ner C ]s
b*
a*
[K, C]s
which is natural in the enriched sense in the crossed complex C but not in the simplicial
set K . In fact we show that  may be given a lax or homotopy coherent simplicial
enrichment; our deGnitions are reminiscent of those of [30].
1. Crossed complexes and homotopy
We recall the deGnitions of crossed complexes and their homotopy which we will
require later. For further details see [6,11,29] and the references therein.
A groupoid G is a (small) category in which every morphism has an inverse, or a
group with many objects. The source and target objects of g∈G are denoted sg and
tg, and we write g : sg → tg or g∈G(sg; tg). If tg1 = sg2 then the composite of g1,
g2 is deGned, and denoted g2g1 or g2 · g1 ∈G(sg1; tg2). The identity morphism on an
object x of G is written 1x. Any set O can be regarded as a trivial groupoid with only
identity morphisms: we have sx = tx = x = 1x in this case.
A groupoid G is totally disconnected if G(x; y) is empty for x =y, and a totally
disconnected groupoid G is abelian if each g∈G is central, that is, gh = hg for all
h∈G(sg; sg). The kernel of a homomorphism H → G is the subgroupoid of H with
the same object set and those morphisms which are sent to identities; a homomorphism
is trivial if every morphism is sent to an identity. A homomorphism H → G over a
4xed object set O is required to be the identity function on this set.
An action of a groupoid G on a totally disconnected groupoid H with the same
object set is a collection of functions
G(x; y)× H (y; y)→ H (x; x)
g; h → hg
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compatible with the composition and identities in G and H in the obvious way. A
homomorphism @ :H → G over a Gxed object set forms a crossed module if there is
a given action of G on H such that
@(hg) = g−1@hg;
h′@h = h−1h′h:
Thus any element sent to an identity by @ is central in H .
Denition 1.1. A crossed complex C is a sequence of groupoid homomorphisms
· · · → Cn @n→Cn−1 → · · · → C3 @3→C2 @2→C1
over a Gxed object set C0; where Cn is totally disconnected for n¿ 2 and abelian for
n¿ 3 and each @n−1@n :Cn → Cn−2 is trivial; together with an action of C1 on each
Cn such that:
1. @2 :C2 → C1 forms a crossed module;
2. @n :Cn → Cn−1 respects the action of C1 for n¿ 3;
3. @2(C2) acts trivially on Cn for n¿ 3.
In particular the image of @3, contained in ker @2, is central in C2.
The set C0 can also be regarded as a trivial groupoid, or as a trivial subcomplex of C
with only identity elements in degrees ¿ 1.
The fundamental crossed complex C = X of a Gltered topological space
X0 ⊂ X1 ⊂ X2 ⊂ X3 ⊂ · · · ⊂ X =
⋃
Xn
is given by the fundamental groupoid C1 = 1(X1; X0) with object set C0 = X0, acting
on the relative homotopy groups
Cn =
⋃
x∈X0
n(Xn; Xn−1; x) (n¿ 2) (1)
with the usual connecting maps @n between them. Every crossed complex arises as X
for some X , which can be chosen functorially ([9, Corollary 9.3], cf. [14, Section 2]).
If X is a CW-complex or the geometric realisation |K | of a simplicial set, with the
skeletal Gltration, then X is a crossed complex of free type [8].
Example 1.2. The fundamental crossed complex (K) = (|K |) of a simplicial set has
object set K0 and a presentation by generators I∈ (K)r ; for each r-simplex  of K;
with source 0 (and target 1 in degree r = 1) and ‘boundary’ relations
@r I = d0
01
r∏
i=1
di
(−1)i
if r¿ 4;
@3 I = d2 d0
01d3
−1
d1
−1
;
@2 I = d1
−1
d0 d2 = 02−1 12 01;
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together with the relation that I is trivial if  is a degenerate simplex. We are using
a subscript notation for faces of simplices;
i0 :::ik = dj1 : : : djr−k ∈Kk;
if {i0¡ · · ·¡ik}; {j1¡ · · ·¡jr−k} is a partition of [r] = {0; 1; : : : ; r} and ∈Kr . In
particular 01 is the 1-simplex between vertices 0; 1 of .
Note that for r¿ 4 the order of the terms in the boundary relation is unimportant; in
the expression for @3 I a cyclic permutation of the terms is possible. In the remainder
of this paper we will drop the bar and use the same symbol for the simplex and the
corresponding generator.
The fundamental crossed complex (n) = (n) of the standard n-simplex has a
presentation by generators ∈ (n)r for each non-degenerate r-simplex of [n] and the
boundary relations above; in fact these can be obtained from the homotopy addition
lemma [32, p. 175]. The fundamental crossed complex of a general simplicial set may
then be deGned by taking  to be the unique colimit-preserving functor on simplicial
sets taking the values (n) on the representable simplicial sets [n]=hom(−; [n]). It
is a consequence of the Seifert–van Kampen theorem for crossed complexes [9] that
this deGnition agrees with (1).
The simplicial nerve of a crossed complex C, whose origin may also be found in [5],
is the simplicial set with n-simplices given by the crossed complex homomorphisms
from (n),
(NerC)n = hom((n); C):
The simplicial set NerC satisGes a strong form of the Kan extension property (see [2]
for a discussion and consequences of this). A formal coend argument [14, Theorem
2.4] shows that the nerve functor is right adjoint to .
Remark 1.3. Given a bisimplicial set; one can take the fundamental crossed complex
of the horizontal or vertical simplicial structure to obtain a simplicial crossed complex.
We can also introduce the notion of a double crossed complex; which one obtains on
applying  in both directions. Formally a double crossed complex consists of sets Cm;n
for m; n¿ 0; with crossed complex structures on each Cm;∗ and C∗; n such that the hori-
zontal structure maps are crossed complex homomorphisms with respect to the vertical
structure and vice-versa. For further details the reader is encouraged to consult chapter
1 of [29]; where we also deGne the total or codiagonal complex of a double crossed
complex.
For the purposes of this paper we remark only that from any two crossed complexes
C, D there is a canonical way to associate a ‘cartesian’ double crossed complex, which
is given in bidegree (m; n) by the set Cm × Dn and inherits horizontal and vertical
crossed complex structures from C and D respectively. Then taking the total crossed
complex of this particular double complex recovers precisely the tensor product C⊗D
introduced by Brown and Higgins [12], which we recall here.
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Denition 1.4. Given crossed complexes C; D; their tensor product C ⊗D has a pre-
sentation by generators cm⊗dn ∈ (C⊗D)m+n with source scm⊗sdn (and target tcm⊗ tdn
if m+ n= 1); subject to the following equivariance; bilinearity and boundary relations
(cm ⊗ dn)ai⊗bj =
{
caim ⊗ dn if m¿ 2; bj = sdn;
cm ⊗ dbjn if n¿ 2; ai = scm;
cm ⊗ dnd′n =
{
cm ⊗ dn · cm ⊗ d′n if m= 0 or n¿ 2;
(cm ⊗ dn)scm⊗d′n · cm ⊗ d′n if m¿ 1; n= 1;
cmc′m ⊗ dn =
{
cm ⊗ dn · c′m ⊗ dn if n= 0 or m¿ 2;
c′m ⊗ dn · (cm ⊗ dn)c
′
m⊗sdn if n¿ 1; m= 1;
@m+n(cm ⊗ dn) = @Im(cm ⊗ dn) · @IIn (cm ⊗ dn)(−1)
m
unless m= n= 1;
@2(c1 ⊗ d1) = (sc1 ⊗ d1)−1 · (c1 ⊗ td1)−1 · (tc1 ⊗ d1) · (c1 ⊗ sd1):
The operators @Im and @
II
n are deGned by @
I
m(cm ⊗ dn) = @mcm ⊗ dn if m¿ 2 (and anal-
ogously for @IIn if n¿ 2); disappear if m (respectively n) is zero; and in the remaining
cases are given by
@I1(c1 ⊗ dn) = (sc1 ⊗ dn)−1 · (tc1 ⊗ dn)c1⊗sdn ;
@II1 (cm ⊗ d1) = (cm ⊗ sd1)−1 · (cm ⊗ td1)scm⊗d1 :
The tensor product deGnes a symmetric monoidal closed structure on the category of
crossed complexes. The symmetry of the tensor follows on remarking that
cm ⊗ dn → (dn ⊗ cm)(−1)mn
gives a well-deGned homomorphism sC;D :C ⊗ D → D ⊗ C, in fact a natural isomor-
phism. The internal hom [C;D]Crs is deGned as a crossed complex of ‘degree n maps’
or ‘n-fold left homotopies’ from C to D. See [14] for details.
The crossed complex (1)=(|[1]|) is the interval object for crossed complexes [4,
Section 2], with a single generator # : 0→ 1 in degree 1. There are canonical inclusion
and projection homomorphisms
C
i0

i1
(1)⊗ C p→C
with i%(cn) = %⊗ cn, p(%⊗ cn) = cn for %= 0; 1, and p(#⊗ cn) = 1scn ∈Cn+1.
Denition 1.5. Two homomorphisms of crossed complexes f0; f1 :C → D are
homotopic; f0  f1; if there exists a homomorphism h :(1) ⊗ C → D such that
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hi% = f% for % = 0; 1. If f0; f1 agree on some subcomplex C′ of C and the restric-
tion h :(1) ⊗ C′ → D factors as f0p :(1) ⊗ C′ → C′ → D; then we say f0  f1
rel. C′.
Using this deGnition homotopy is clearly an equivalence relation. An elementary
deGnition more closely resembling chain homotopy is given for (free) reduced com-
plexes in [33, p. 460], and in general in [12, Section 3], in terms of the degree 1 maps
'∗ :C∗ → D∗+1 with '(cn)= h(#⊗ cn). In the cases which will interest us here, where
C =D, f0 is the identity, and C′ =C0, we can give a particularly nice formulation of
the elementary deGnition.
Denition 1.6. A strict derivation on a crossed complex C is a family of functions
'n :Cn → Cn+1; n¿ 1; such that
1. cn and 'ncn have the same source;
2. '1(c1c′1) = '1(c1)
c′1'1(c′1);
3. for n¿ 2; 'n is a groupoid homomorphism and respects the C1-action.
Conventionally one also takes '0 :C0 → C1 to be the function sending x∈C0 to the
identity 1x ∈C1.
Proposition 1.7. Suppose f :C → C is a crossed complex homomorphism which is
the identity on the object set C0. Then giving a homotopy id  f rel. C0 is equivalent
to giving a strict derivation ' on C such that
fc1 = c1 · @'c1;
fcn = cn · @'cn · '@cn for n¿ 2:
Proof. By the presentation of the tensor product above; specifying a homomorphism
h :(1) ⊗ C → D such that h(# ⊗ c0) is trivial for c0 ∈C0 is equivalent to giving its
values on the generators x ⊗ cn for x = 0; 1; # such that
sh(#⊗ cn) = h(0⊗ scn);
h(#⊗ c1c′1) = h(#⊗ c1)h(0⊗c
′
1)h(#⊗ c′1);
h(#⊗ cn)h(0⊗c1) = h(#⊗ cc1n ) if n¿ 2;
h(#⊗ cnc′n) = h(#⊗ cn)h(#⊗ c′n) if n¿ 2;
@2h(#⊗ c1) = h(0⊗ c1)−1h(1⊗ c1);
@n+1h(#⊗ cn) = h(0⊗ cn)−1h(1⊗ cn)h(#⊗ @ncn)−1 if n¿ 2;
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and that hi0; hi1 are homomorphisms. The proposition follows on identifying h(0⊗c)=c;
h(1⊗ c) = fc and h(#⊗ c) = 'c.
Such a homotopy id
'f rel. C0 may be called a derivation homotopy, and is termed
a contracting homotopy if the following side-conditions also hold:
1. f is idempotent: f(fcn) = fcn for all cn ∈Cn,
2. 'fcn is trivial for all cn ∈Cn,
3. f'cn is trivial for all cn ∈Cn,
4. ''cn is trivial for all cn ∈Cn,
5. '@'cn · 'cn is trivial for all cn ∈Cn.
In terms of the homomorphism h :(1) ⊗ C → C the side-conditions (1)–(4) can be
expressed as saying that the double homotopy h(id ⊗ h) :(1) ⊗ (1) ⊗ C → C is
degenerate and factors as
(1)⊗ (1)⊗ C (m)⊗id→ (1)⊗ C h→C:
Here m : I 2 → I is the maximum function, m(s; t)=max(s; t), 06 s; t6 1, between the
square and the interval with their usual CW structure.
By Proposition 1.7 one sees that if 'f and f' are trivial then f is automatically
idempotent; in [29, Proposition 2.1.8] we show that condition (4) and any one of
(2), (3) or (5) are suOcient to imply the others. We can also give the following
generalisation of one of the basic results of perturbation theory for chain complexes
(compare [24,25]).
Theorem 1.8. Any derivation homotopy id
'f rel. C0 such that either f is idempotent
or 'f and f' are trivial can be replaced by a contracting homotopy. In particular;
a homotopy which is part of a deformation retraction of crossed complexes and is
trivial on objects may be assumed to be a contracting homotopy.
Proof. Replace ' by a derivation '′ with '′c1 ='c1 and '′cn=('@'cn)−1 for n¿ 2.
If we know that 'f and f' are trivial; or more explicitly that
'c1 · '@'c1; 'cn · '@'cn · ''@cn; 'cn · @''cn · '@'cn (n¿ 2);
are trivial; then in particular we see that '′@='@ and @'′= @'. It follows easily that
'′ deGnes a homotopy id  f with '′@'′cn · '′cn trivial. Also
'′('′c) = ''@('′c) · '('′c) = ''@'c · '('@'c)−1 = 1sc:
It is clear that '′f and f'′ are still trivial; so we have a contracting homotopy.
If we know only that f is idempotent, we Grst replace the original derivation ho-
motopy ' by the one representing the composite homotopy
id
'f−f' f f'f f−'f f;
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where −' is the reverse of the homotopy ', and now we are back in the previous
situation.
2. Diagonal approximation and shu)es
Recall that the classical Alexander–Whitney map [20] for the normalised free chain
complex on a simplicial set sends a generator to a sum of terms of the form ‘front
i-face tensor back (n− i)-face’:
CN (K × L)→ CNK ⊗ CNL;
(x; y) →
n∑
i=0
x0:::i ⊗ yi:::n:
In the other direction the Eilenberg–Mac Lane map [19] sends generators of the tensor
product to a sum of terms indexed by shu2es. In this section we give the analo-
gous maps for crossed complexes and show they have the expected associativity and
interchange properties. We use the analogue of the Alexander–Whitney map and the
associated diagonal approximation to give a simplicial enrichment of the category of
crossed complexes, and relate them to crossed diQerential graded algebras and a con-
struction on braided regular crossed modules of Brown and Gilbert [7].
Proposition 2.1. There are crossed complex homomorphisms
a :(K × L)→ K ⊗ L
natural in simplicial sets K; L; de4ned on generators by
an(x; y) =

x ⊗ y for n= 0
x ⊗ y1 · x0 ⊗ y for n= 1
(x ⊗ y2)x0⊗y02 · x0 ⊗ y · (x01 ⊗ y12)x0⊗y01 for n= 2
x0 ⊗ y ·
n∏
i=1
(x0:::i ⊗ yi:::n)x0⊗y0i for n¿ 3
which are associative in the sense that the following diagram commutes
(K × L×M) a−−−−−→ (K × L)⊗ M
a



 a⊗id
K ⊗ (L×M) −−−−−→
id⊗a
K ⊗ L⊗ M
for simplicial sets K; L; M .
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Proof. If (x; y) is degenerate then so is one of the tensor factors in each term of
an(x; y). Furthermore;
san(x; y) = x0 ⊗ y0 = a0s(x; y)
and ta1 = a0t similarly. To show {an} gives a well-deGned homomorphism it remains
to check the boundary relations @nan = an−1@n.
For n¿ 4 the formulas are all abelian and we may write
@nan(x; y) = @n
n∏
i=0
(x0:::i ⊗ yi:::n)ci
=
n∏
i=1
∏
k6i
(
(x0:::kˆ :::i ⊗ yi:::n)c
′
i; k
)(−1)k
·
n−1∏
j=0
∏
k¿j
(
(x0:::j ⊗ yj:::kˆ :::n)c
′′
j; k
)(−1)k
;
an−1@n(x; y) = an−1
n∏
k=0
(x0:::kˆ :::n; y0:::kˆ :::n)
dk )(−1)
k
=
n∏
k=0
∏
j¡k
(x0:::j ⊗ yj:::kˆ :::n)d
′
j; k ·
∏
i¿k
(x0:::kˆ :::i ⊗ yi:::n)d
′′
i; k
(−1)
k
:
Here we can assume that c′i; k = d
′′
i; k and c
′′
j; k = d
′
j; k— at least modulo boundaries of
elements of degree two, which act trivially. The relation @nan = an−1@n follows on
observing that the terms with k = i and k = j in the Grst expression cancel when
i = j + 1.
For n = 3 the actions and order of terms are important. Here we give a careful
pedestrian proof of the boundary relation, but later will leave such exercises in crossed
module calculation to the reader. We have
@3a3(x; y) = @3(x0 ⊗ y (x01 ⊗ d0y)x0⊗y01 (d3x ⊗ y23)x0⊗y02 (x ⊗ y3)x0⊗y03 )
= x0 ⊗ d2y (x0 ⊗ d0y)x0⊗y01@(x01 ⊗ d0y)x0⊗y01
(x0 ⊗ d3y)−1@(d3x ⊗ y23)x0⊗y02 (x0 ⊗ d1y)−1@(x ⊗ y3)x0⊗y03
= x0 ⊗ d2y (x01 ⊗ y13 (x1 ⊗ d0y)x01⊗y1 (x01 ⊗ y12)−1)x0⊗y01
(x0 ⊗ d3y)−1((x12 ⊗ y23)x01⊗y2 (d3x ⊗ y2)−1(x02 ⊗ y23)−1)x0⊗y02
(x0 ⊗ d1y)−1((d1x ⊗ y3)−1d2x ⊗ y3 (d0x ⊗ y3)x01⊗y3 )x0⊗y03
in which three pairs of terms, of the form x0:::i ⊗ yi+1:::3, have cancelled. One now
commutes the sixth term with the preceding two, acting on it by their boundaries
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6
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1
6
54
23 1
x01 ⊗ y12
x0 ⊗ y x ⊗ y2
x0 ⊗ y02
x0 ⊗ y01
5
Fig. 1. (a) Cancellation of boundary terms in @2a2 = a1@2. (b) Actions and term order for
(a⊗ id)aw2 = (id ⊗ a)aw2.
according to the crossed module relation m−1n=n@mm−1. Similarly one moves the last
term into third position. One is then left with the expansion of
a2(d2x; d2y)a2(d0x; d0y)a1(x01 ;y01)a2(d3x; d3y)−1a2(d1x; d1y)−1
which is a2@3(x; y) as required.
For n = 2 the result @a2(x; y) = a1@(x; y) is one-dimensional and mechanical; the
cancellations which occur on the left-hand side are illustrated in Fig. 1(a).
For associativity one must check (a⊗id)a, (id⊗a)a agree on generators wn=(x; y; z)
in (K×L×M)n. Degrees n=0 and n=1 are straightforward: the images are x0⊗y0⊗z0
and
x ⊗ y1 ⊗ z1 · x0 ⊗ y ⊗ z1 · x0 ⊗ y0 ⊗ z;
respectively. In degrees n¿ 3 one can quite easily see that (a⊗ id)awn and (id⊗a)awn
will both be given by expressions of the form∏
06i6j6n
(x0:::i ⊗ yi:::j ⊗ zj:::n)ci; j ;
where ci; j ∈ K ⊗ L ⊗ M are elements of degree 1 with source x0 ⊗ y0 ⊗ z0 and
target x0 ⊗ yi ⊗ zj, and as before we can ignore their actual values. In degree n = 2
both the order of composition and the actions are important. We illustrate the result
two-dimensionally in Fig. 1(b): one commutes the third term in the expansion of
(a ⊗ id)aw2 with the third and fourth, acting on it by their boundary as usual. The
reader is encouraged to write out the corresponding algebra.
Denition 2.2. A crossed di9erential graded (co)algebra is a crossed complex C to-
gether with a (co)multiplication homomorphism
C ⊗ C m→C (resp: C w→C ⊗ C)
satisfying the (co)associativity condition
m(id ⊗ m) = m(m⊗ id) (resp: (id ⊗ w)w = (w ⊗ id)w):
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The homomorphism K → K ⊗ K given on generators x∈Kn by x → an(x; x) is
termed the diagonal approximation map. Formally we have:
Corollary 2.3. The fundamental crossed complex de4nes a functor from simplicial
sets to crossed di9erential graded coalgebras; where K has the comultiplication
structure given by diagonal approximation;
K
(d)→ (K × K) a→K ⊗ K:
In particular, the representable simplicial sets deGne crossed diQerential graded coal-
gebras (n) and the coface and codegeneracy maps
(n− 1)(d(i))→ (n); (n+ 1)(s(i))→ (n)
are coalgebra homomorphisms by naturality. We thus have a cosimplicial crossed dif-
ferential graded coalgebra (•).
Corollary 2.4. There is a natural simplicial map
a′ : NerC × NerD→ Ner(C ⊗ D)
de4ned on an n-simplex (f :(n) → C; g :(n) → D) by composing f ⊗ g with the
diagonal approximation map;
(f; g) →
(
(n)→ (n)⊗ (n)f⊗g→ C ⊗ D
)
:
The map a′ is associative in the expected way.
For any crossed complex homomorphism f :C ⊗ D → E composition of the map
a′ with Nerf gives a simplicial map NerC × NerD → Ner E. This construction has
some important applications:
1. If C is a crossed diQerential graded algebra and f is the multiplication map, we
obtain an associative simplicial map
NerC × NerC → NerC: (2)
Moreover if f induces a group structure on C0 then NerC becomes a simplicial
group. This is the basis of an equivalence between the categories of braided regular
crossed modules and of simplicial groups with trivial Moore complex above degree
2, cf. [7,17].
2. If f : [C;D]Crs⊗[D; E]Crs → [C; E]Crs is the composition map for the closed monoidal
structure on the category of crossed complexes, we obtain a simplicial map
Ner[C;D]Crs × Ner[D; E]Crs → Ner[C; E]Crs: (3)
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3. If f :C ⊗ [C;D]Crs → D is evaluation, adjoint to the identity homomorphism on
[C;D]Crs, we obtain a simplicial map NerC × Ner[C;D]Crs → NerD whose adjoint
is a simplicial map
Ner[C;D]Crs → [NerC;NerD]S : (4)
Corollary 2.5. The nerve has the structure of a simplicial functor from crossed com-
plexes to simplicial sets.
Proof. The simplicial enrichment of the category of crossed complexes is deGned by
the hom objects [C;D]S = Ner[C;D]Crs with the composition maps given in (3). To
verify that the enrichment of the nerve given in (4) indeed respects this enriched
composition we must check the equality of two maps
NerC × [C;D]S × [D; E]S → Ner E
which are given by the paths around the diagram
Ner C × Ner ([C, D]Crs⊗ [D, E]Crs)
Ner C × [C, D]S × [D, E]S
Ner (C ⊗ [C, D]Crs) × [D, E]S Ner D
 
× [D, E]S .
Ner E
 
Ner C
 
× [C, E]S
id × comp
ev × id
a′
a′id × a′
 a′× id
ev  a′
ev  a′
Ner (C ⊗ [C, D]Crs ⊗ [D, E]Crs)
Thus the result follows from the associativity of a′.
We now turn to the crossed complex analogue of the Eilenberg–Mac Lane shu2e
homomorphism [19, Section 5]. Recall that a (p; q)-shu:e is a pair of strictly increasing
functions
0 : {0; 1; : : : ; q− 1} → {0; 1; : : : ; p+ q− 1};
1 : {0; 1; : : : ; p− 1} → {0; 1; : : : ; p+ q− 1};
with disjoint images. Let Sp;q be the set of (p; q)-shu2es. If we write
s0 = s0(q−1)s0(q−2) : : : s0(0) ; s1 = s1(p−1)s1(p−2) : : : s1(0) ;
for the corresponding composites of simplicial degeneracy maps, and idn for the non-
degenerate simplex in [n]n, then there is a bijection
(0; 1) → (s0 idp; s1 idq)
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between Sp;q and the set of non-degenerate (p+ q)-simplices of the cartesian product
[p]× [q].
Each shu2e (0; 1) has an associated sign, sg(), where  is the permutation of
{0; : : : ; p+ q− 1} sending i to 1(i) if i¡p or to 0(i − p) if p6 i¡p+ q.
Proposition 2.6. There are crossed complex homomorphisms
b :K ⊗ L→ (K × L)
natural in simplicial sets K; L; de4ned for x∈Kp; y∈Lq by
b(x ⊗ y) =

(s0x; s1y)−1 · (s1x; s0y) for (p; q) = (1; 1);∏
(0 ;1)∈Sp;q
(s0x; s1y)
sg() for (p; q) =(1; 1);
which are associative in the sense that the following diagram commutes
K ⊗ L⊗ M b⊗id−−−−−→ (K × L)⊗ M
id⊗b



 b
K ⊗ (L×M) −−−−−→
b
(K × L×M)
for simplicial sets K; L; M .
Proof. As we have seen in Proposition 2.1; it is on degrees p + q = 2 or 3 that we
must concentrate; in higher degrees one Gnds one can ignore the ordering of terms and
the actions; and the same simplices and signs occur in the formulas as for the classical
chain complex shu2e map. In degrees 0 and 1 there is almost nothing to show: in fact
if (p; q) = (0; n) or (n; 0) then we have just b(x⊗ y) = (sn0x; y) or (x; sn0y) respectively
and the corresponding boundary and associativity relations are clear.
We will verify explicitly the boundary relations @b(x⊗y)=b@(x⊗y) for (p; q)=(1; 1)
and (p; q)= (1; 2), and leave the associativity and remaining checks to the reader. For
p= q= 1,
@b(x ⊗ y) = @(s0x; s1y)−1@(s1x; s0y)
= (s0x0; y)−1(x; s0y1)−1(x; y)(x; y)−1(s0x1; y)(x; s0y0):
The middle ‘diagonal’ terms cancel, leaving b@(x ⊗ y). For (p; q) = (1; 2),
@b(x ⊗ y) = @((s21x; s0y)(s2s0x; s1y)−1(s20x; s2y))
= (s1x; s0y02)(s20x1; y)
(x; s0y0)(s1x; s0y01)−1(s0x; s1y01)
:((s1x; s0y12)−1(s0x; s1y12))(s0x0 ;y01)(s20x0; y)
−1(s0x; s1y02)−1;
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b@(x ⊗ y) = b(x0 ⊗ y−1 (x1 ⊗ y)x⊗y0 (x ⊗ y−102 y12y01)−1)
= b(x ⊗ y02 (x1 ⊗ y)x⊗y0 (x ⊗ y01)−1((x ⊗ y12)x0⊗y01 )−1x0 ⊗ y−1);
which are equal by the deGnition of b.
Now the composite of our Alexander–Whitney and shu2e maps
ab :K ⊗ L→ (K × L)→ K ⊗ L
sends a generator x ⊗ y to a product of terms of the form(
((s0x)0:::i ⊗ (s1y)i:::p+q)sg()
)x0⊗(s1y)0i :
However all terms except that with i=p and  the identity permutation include a de-
generate simplex in one of the factors and hence are trivial, leaving the only remaining
term (sqpx)0:::p ⊗ (sp0 y)p:::p+q = x ⊗ y. Thus we have
Proposition 2.7. For all simplicial sets K; L the composite ab is the identity on K⊗
L.
We also note that if a and b operate on more than two factors they satisfy certain
interchange relations:
Lemma 2.8. For simplicial sets K; L; M; the following diagram commutes:
(K × L)⊗M b−−−−−→ (K × L×M)
a⊗id



 a
K ⊗ L⊗ M id⊗b−−−−−→ K ⊗ (L×M)
An extension of this result will be given in the next section.
We considered above simplicial maps
[C;D]S → [NerC;NerD]S
deGned via their adjoints
NerC × Ner[C;D]Crs a
′
→Ner(C ⊗ [C;D]Crs) ev→NerD
and hence gave a simplicially enriched structure for the nerve functor. We can similarly
deGne simplicial maps
S : [K; L]S → [K; L]S (5)
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via
K ⊗ [K; L]S b→(K × [K; L]S) ev→L:
More explicitly, an n-simplex f :[n] × K → L of [K; L]S is sent to the n-simplex
S(f) :(n)⊗ K → L of [K; L]S given by
S(f) = (f) ◦ b :(n)⊗ K → ([n]× K)→ L:
However, this does not make the fundamental crossed complex into a simplicially
enriched functor. Given f as before and g :[n]× L→ M we have
S(g ◦ f) = (g · (id × f) · (d× id)) · b
= (g · (id × f)) · b · d⊗ id;
S(g) ◦ S(f) = g · b · id ⊗ (f · b) · (a · d)⊗ id
= (g · (id × f)) · b · (b · a · d)⊗ id;
where d :[n]→ [n]× [n] is the simplicial diagonal. Thus S does not respect the
enriched composition on the nose but only up to the homotopy id  ba we will give
in the next section, where we will show that S indeed deGnes a homotopy coherent
or lax simplicial functor.
3. Coherent homotopy equivalence
In the previous section we gave comparison maps a :(K × L) → K ⊗ L and a
one-sided inverse b. In this section we show that the other composite
f = ba :(K × L)→ K ⊗ L→ (K × L)
is homotopic to the identity, hence proving
Theorem 3.1. There is a strong deformation retraction of crossed complexes
  (K × L)
a
b
 K     L ,
which is natural in K; L; where ' is a contracting homotopy id  ba rel. K0 × L0.
Writing f = ba and C = (K × L) the results of Section 1 say we must deGne a
strict derivation ' on C such that
f(cn) =
{
cn @'cn '@cn if n¿ 2;
cn @'cn if n= 1:
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It is suOcient to give values 'cn satisfying this condition when cn is a generator
(x; y)∈K × L, since ' will then extend to C by the derivation axioms.
We will need some notation to mimic (in degree ¿ 3 at least) the classical chain
complex proof given in [20, Section 2]. Recall that [m] is the ordered set {1¡ · · ·¡m}
and d(k) : [m− 1]→ [m], s(k) : [m+1]→ [m] are the cosimplicial maps which respec-
tively skip and repeat the value k. Given a function 0 : [n] → [m] write 0′ : [n + 1] →
[m+1] for the function satisfying 0′(0)=0, 0′ d(0)=d(0)0. In particular d(i)′=d(i+1)
and s(i)′ = s(i + 1).
Denition 3.2. A simplicial operator of degree (m; n) is a Gnite (possibly zero) formal
sum
G =
∑
%
1%(2%; 3%)
of pairs of non-decreasing functions 2%; 3% : [n] → [m] with 1% ∈Z. It is degenerate if
each pair 2%; 3% factors through some s(k%) : [n + 1] → [n]. The derived operator G′
is given by
G′ =
∑
%
1%(2′%; 3
′
%):
Sums G1±G2 of simplicial operators and compositions d(k)G, Gd(k), s(k)G, Gs(k)
and more generally G2G1 are formed in the obvious way. The collection of simplicial
operators may be regarded as a ringoid, that is, a category enriched over (free) abelian
groups.
A simplicial operator G respects degeneracies if each s(k)G is degenerate. In degrees
¿ 3 such operators give crossed complex maps on C = (K × L):
Lemma 3.3. For any simplicial operator G of degree (m¿ 2; n¿ 3) which respects
degeneracies there is a well-de4ned homomorphism of groupoids-with-C1-action G˜ :
Cm → Cn; given on generators (x; y)∈Cm by
G˜(x; y) =
∏
%
((2∗%x; 3
∗
%y)
1%)4% :
Here 4% = (x0i ; y0j) for i = 2%(0); j = 3%(0), and is trivial if 2%(0) = 3%(0) = 0.
The details of the proof are left to the reader. Note that ]G1G2 = G˜2G˜1 and
]Dm+1G = G˜ @ : Cm+1 → Cn ;
where
Dn =
n∑
k=0
(−1)k(d(k); d(k)) =−D′n−1 + (d(0); d(0)): (6)
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Example 3.4. Writing s(0) and s(1) for the composite codegeneracies speciGed by
a shu2e (0; 1); we have a simplicial operator
Fn =
∑
(0 ;1)∈Sp;q
p+q=n
sg()(d(p+ 1)qs(0); d(0)ps(1))
which respects degeneracies and satisGes FnDn=DnFn−1 since it models the composite
of the classical Alexander–Whitney and Eilenberg–Mac Lane maps. In degrees n¿ 3
it also gives our crossed complex analogue; F˜n = fn.
Proof of Theorem 3.1. DeGne inductively a sequence of simplicial operators 6n of
degree (n; n+ 1) by 60 = 0 and
6n =−6′n−1 + s(0)F ′n: (7)
These deGne values 'cn = 6˜n(x; y)∈Cn+1 on generators cn = (x; y) for n¿ 2; and in
fact for n= 1 also as there is only one non-degenerate term:
'c1 = (s0x; s1y):
It follows from (6) and (7) that
6nDn+1 + Dn6n−1 − 6′n−1D′n − D′n−16′n−2 = Fn − F ′n−1
and hence inductively
Fn = (id; id) + 6nDn+1 + Dn6n−1
modulo degeneracies. We can infer; at least for n¿ 3; the corresponding relation
between f = F˜ and '= 6˜:
f(cn) = cn · @'cn · '@cn:
We leave it for the reader to verify the required relations for n= 1; 2.
We proved in the Grst section that any homotopy which forms part of a deformation
retraction may be replaced by a contracting homotopy if necessary; here in fact the
deformation homotopy ' deGned by (7) is already a contracting homotopy.
Corresponding to the derivation homotopy of the theorem there is a homomorphism
h :(1)⊗ (K × L)→ (K × L) (8)
with h(0⊗−)= id, h(1⊗−)= ba and h(#⊗−)=' as usual. When we wish to stress
the simplicial sets K; L involved we may use the notation hK;L for h, and similarly aK;L,
bK;L for a, b.
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Lemma 3.5. For simplicial sets K; L;M the following associativity and interchange
relations hold between a; b and h:
(a) hK;L×M (id ⊗ hK×L;M ) = hK×L;M (id ⊗ hK;L×M )(s(1);(1) ⊗ id)
: (1)⊗2 ⊗ (K × L×M)→ (K × L×M)
(b) aK;L×MhK×L;M = (id ⊗ hL;M )(s(1);K ⊗ id)(id ⊗ aK;L×M )
: (1)⊗ (K × L×M)→ K ⊗ (L×M)
(c) aK×L;MhK;L×M = (hK;L ⊗ id)(id ⊗ aK×L;M )
: (1)⊗ (K × L×M)→ (K × L)⊗ M
(d) hK;L×M (id ⊗ bK×L;M ) = bK×L;M (hK;L ⊗ id)
: (1)⊗ (K × L)⊗ M → (K × L×M)
(e) hK×L;M (id ⊗ bK;L×M ) = bK;L×M (id ⊗ hL;M )(s(1);K ⊗ id)
: (1)⊗ K ⊗ (L×M)→ (K × L×M)
These extend associativity and interchange for a, b; see [27] for analogous results in
the chain complex case. The proofs are left to the reader.
Now for simplicial sets K0; : : : ; Kr we have a canonical r-fold homotopy
hK0 ;:::;Kr :(1)
⊗r ⊗ (K0 × · · · × Kr)→ (K0 × · · · × Kr) (9)
given by the identity if r = 0, by (8) if r = 1, and inductively by
hK0 ;:::;Kr = hK0 ;K1×···×Kr (id ⊗ hK0×K1 ;K2 ;:::;Kr ): (10)
At the corners %= %1 ⊗ · · · ⊗ %r ∈ (1)⊗r , with each %i = 0 or 1, one has
hK0 ;:::;Kr (%⊗−) = b%a% = bi1ai1 : : : bik aik : (11)
Here a%, b% are the canonical homomorphisms
(K0 × · · · × Kr)
a%−−−−→←−−−−
b%

(
i1−1∏
i=0
Ki
)
⊗ 
(
i2−1∏
i=i1
Ki
)
⊗ · · · ⊗ 
(
r∏
i=ik
Ki
)
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and i1; : : : ; ik are the values of i for which %i = 1. The paths along the edges of
the cube (1)⊗r give various homotopies between the endomorphisms (11), and the
higher-dimensional faces give a naturally coherent system of higher homotopies.
We return to the failure of (5) to deGne a simplicial enrichment of the fundamental
crossed complex functor. Guided by the form of the r-fold homotopies above we deGne
an (r; n)-homotopy from C to D to be a homomorphism
k :(1)⊗r ⊗ (n)⊗ C → D:
We use the notation d0i k, d
1
i k dik, sik, for the (r − 1; n)-, (r; n − 1)- and (r; n +
1)-homotopies given by taking corresponding faces or degeneracies of the r-cube or
n-simplex. For example the remarks at the end of the previous section show that for
f :[n]× K → L and g :[n]× L→ M there is a (1; n)-homotopy k from K to M
given by
(g(id × f)) · b · h[n];[n] ⊗ id · id ⊗ d⊗ id
with d01k = S(g ◦ f) and d11k = S(g) ◦ S(f).
Denition 3.6. A homotopy coherent or lax simplicial enrichment of a functor F from
simplicial sets to crossed complexes is given by a collection of (r − 1; n)-homotopies
Fn(f) :(1)⊗(r−1) ⊗ (n)⊗ F(K0)→ F(Kr)
for each composable r-tuple f=(fr; : : : ; f1) of n-simplices fi ∈ [Ki−1; Ki]S ; satisfying
the cubical and simplicial relations
d0i Fn(f) = Fn(fr; : : : ; fr−i+1 ◦ fr−i ; : : : ; f1);
d1i Fn(f) = Fn(fr; : : : ; fr−i+1) ◦ Fn(fr−i ; : : : ; f1);
diFn(f) = Fn−1(difr; : : : ; dif1);
siFn(f) = Fn+1(sifr; : : : ; sif1);
and such that for n= 0 the homotopies F0(f) are trivial; factoring as
F(fr · · ·f1)p :(1)⊗(r−1) ⊗ (0)⊗ F(K0)→ F(K0)→ F(Kr):
In the d1i boundary relation we have used the following notation: if k is an (r; n)-
homotopy from C to D and k ′ is an (r′; n)-homotopy from D to E then k ′ ◦ k is the
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composite (r + r′; n)-homotopy
k ′ ◦ k :(1)⊗(r+r′) ⊗ (n)⊗ C→ (1)⊗(r+r′) ⊗ (n)⊗2 ⊗ C
→ (1)⊗r′ ⊗ (n)⊗ (1)⊗r ⊗ (n)⊗ C
→ (1)⊗r′ ⊗ (n)⊗ D
→ E
using diagonal approximation and symmetry. For r=r′=0 this agrees with the simplicial
composition structure for crossed complexes given in (3). Thus the data Fn(f) are to
be considered as coherent homotopy (r−1)-cubes; at their vertices are the n-simplices
of [FK0; FKr]S given by
Fn(fr ◦ · · · ◦ fik+1) ◦ · · · ◦ Fn(fi2 ◦ · · · ◦ fi1+1) ◦ Fn(fi1 ◦ · · · ◦ f1)
for each subset {i1; : : : ; ik} of {1; : : : ; r − 1}.
Theorem 3.7. There is a homotopy coherent simplicial enrichment of the fundamental
crossed complex functor given by the data
n(f) = (fr1) · b · h[n]; :::;[n] ⊗ id · id ⊗ d(r) ⊗ id
: (1)⊗(r−1) ⊗ (n)⊗ K0 → Kr:
Here d(r) :[n]→ [n]r is the r-fold simplicial diagonal;
fr1 = fr(id × fr−1) · · · (id × f1) :[n]r × K0 → Kr;
and h[n]; :::;[n] is the (r − 1)-fold homotopy de4ned by (10).
The adjunction between the fundamental crossed complex and the nerve also has a
simplicial enrichment: there is a strong deformation retraction of simplicial sets
* [K, Ner C ]s
b*
a*
[K, C]s
given by precomposing representing homomorphisms with the maps a and b of the
Eilenberg–Zilber theorem
a∗
(
(n)⊗ K f→ C
)
=
(
([n]× K) a→ (n)⊗ K f→C
)
;
b∗
(
([n]× K) g→C
)
=
(
(n)⊗ K b→([n]× K) g→C
)
:
Furthermore [K;Ner(−)]S and [K;−]S themselves extend to simplicially enriched func-
tors from crossed complexes to simplicial sets, and it is not hard to show that the
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maps a∗ and b∗ deGne simplicially enriched natural transformations between them. In
the other variable, [−;NerC]S deGnes an enriched functor but clearly [(−); C]S will
not; in [29, Section 4.3] it is explained how a∗ and b∗ may be regarded as coherently
natural in K .
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