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Abstract
B–H-curves are used for modelling ferromagnetic materials in connection with electromagnetic ﬁeld computations. They are
needed for the numerical simulation of devices such as transformers or magnetic valves. Starting from real-life measurement data,
we present an approximation technique which is based on the use of spline functions and a data-dependent smoothing functional. It
preserves physical properties, such as monotonicity, and is robust with respect to noise in the measurements.
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1. Introduction
B–H-curves, which describe the nonlinear relation between the magnetic induction (or ﬂux density) B and the
magnetizing force H, are needed for the modeling of ferromagnetic materials in connection with electromagnetic ﬁeld
computations. Due to the underlying physics, such curves are naturally monotonic and must often be approximated
from real-life measurements.
Based on different approaches (such as classical cubic splines, splines with free knots, exponential or rational
splines), various methods for monotonicity-preserving interpolation of measurement data have been described in the
literature [4,5,7,15,17,19,21,22,25,26]. A very general and powerful framework for shape-preserving interpolation and
approximation has been developed by Dierckx [3].
In the context of B–H-curves, a method for monotonicity-preserving interpolation, which is based on earlier work
using cubic splines [5], has been described by Heise [9]. However, as a severe limitation, such interpolation techniques
may have problems with noisy data. More recently, Reitzinger et al. [24] have proposed to approximate B–H-data
by a so-called smoothing spline (see also [23]), balancing the deviation from the data vs. the L2-norm of the second
derivative. The balancing factor is obtained by an iterative procedure, according to the discrepancy principle, in a way
that monotonicity is achieved. Additionally, an extrapolation model for H → ∞ is introduced.
Two key problems of this approach are the following. First, the uniqueness of the solution to the corresponding
optimization problem is achieved only by imposing boundary conditions on the ﬁrst derivatives at the two end points.
However, the values of these boundary constraints (e. g., the ﬁrst difference quotient of the boundary data) have a
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nonnegligible inﬂuence on the shape of the curve. Consequently, themethod looses ﬂexibility. Second, themonotonicity
is not a priori guaranteed. According to numerical experiments with various real-life data sets, some sets of speciﬁc
data cannot be dealt with satisfactorily, and even monotonicity could not always be achieved. We believe that this was
mainly caused by the inﬂuence of the boundary conditions.
In this paper, we extend this work in the following directions. In order to deal with the uncertainties (measurement
errors) which are present in the data, we propose a method for monotonicity–preserving interproximation (cf. [2]).
More information on this notion, which includes the motivation for choosing this technique, is given later.
As an advantage, no artiﬁcial boundary conditions have to be imposed. Instead, we propose to use a data-dependent
smoothing functional in order to achieve a unique solution with reasonable physical properties. As demonstrated by
curves obtained from real-life data, using this functional we obtain curves which are both physically plausible and
visually pleasing. Finally, the extrapolation for H → ∞ is included in the spline interproximation by introducing a
nonlinear transformation. This leads to a robust method which is able to handle rather uncertain data.
The remainder of the paper is organized as follows. In the next section we treat the physical and computational
background of this problem. Section 3 discusses the generation of B–H-curves via interproximation of measurement
data. Section 4 is devoted to the numerical realization using spline functions. Finally, we illustrate the results by several
examples.
2. Preliminaries
Wegive a brief introduction to the physical background ofB–H-curves and describe their application in computational
mathematics.
2.1. Physical background
Moving electric charges (i.e., electrically charged particles), which most often appear in the form of electric currents,
exert a force on other moving charges. Around any conductor of electric current, there exists a vector ﬁeld H, which
is called the magnetizing force or auxiliary ﬁeld. Materials placed near such a magnetizing force are affected by it,
and the material may take on the magnetic properties. The amount of magnetism induced in a body by a magnetizing
force is described by another vector ﬁeld B, which is called magnetic ﬁeld, magnetic induction or magnetic ﬂux
density. In isotropic materials, the vector ﬁelds H and B are parallel. See [11,10] for a more detailed introduction to
Electrodynamics.
The intensity B := |B| of the magnetic ﬂux density depends on the intensity H := |H| of the magnetizing force
and on the properties of the material. Materials that respond strongly to a magnetic ﬁeld are called ferromagnetic.
Usually, ferromagnetic materials memorize their magnetic past. This phenomenon is called hysteresis (cf. [1]) and
makes modelling relatively difﬁcult. In the following, we restrict ourselves to isotropic ferromagnetic materials and
neglect any effects of hysteresis.
The relation between B and H in a speciﬁc material is characterized by its corresponding B–H-curve (cf. [14,24])
f : R+0 → R+0 : H → B = f (H), (1)
where R+0 represents the set of nonnegative real numbers. This curve captures the speciﬁc properties of the material.
Based on the B–H-curve f, one deﬁnes the magnetic permeability (s) := f (s)/s and the magnetic reluctivity
(s) := f −1(s)/s. These two functions relate the two parallel vector ﬁelds,
B = (|H|)H, H = (|B|)B. (2)
If the magnetic permeability  is constant, the material is called linear. For instance, vacuum is linear with = 0 :=
4 ×10−7 m kgA−2 s−2. Similarly, air can always be treated as vacuum (with respect to its electromagnetic properties).
Aﬁrst example of aB–H-curve is shown in Fig. 1, left.AllB–H-curves have a typical shapewhich directly corresponds
to physics: in vacuum, the correspondence between B and H is linear, whereas ferromagnetic material ampliﬁes the
magnetic ﬂux density B: for small values H this ampliﬁcation is very high.With increasing intensity H, the ampliﬁcation
returns more and more to the one of vacuum (cf. Fig. 1, right). It is said, that the material is saturated.
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Fig. 1. Left: B–H-curve (f) associated with a ferromagnetic material. Right: The corresponding permeability ().
We summarize these physical properties in the following assumptions on the B–H-curve f:
(A1) f is continuously differentiable on R+0 ,
(A2) f (0) = 0,
(A3) f ′(s)0, ∀s0,
(A4) lims→∞ f ′(s) = 0, where 0 denotes the permeability in vacuum.
2.2. Application in computational electromagnetics
Any kind of electromagnetic phenomena, e.g., in magnetic valves, electromotors, transformers etc., can be simu-
lated using Maxwell’s equations and their variations (cf. [10,11,13]). Whenever nonlinear ferromagnetic materials are
involved, their B–H-curves play an essential role, both for the modelling and during the numerical solution process.
In the magnetostatic case it turns out, that the magnetic ﬁeld problem is uniquely solvable in weak sense, if the
function f −1 is Lipschitz-continuous and strongly monotone (cf. [18,20,27,28]).
By means of the ﬁnite element method (FEM) and a ﬁxed point iteration, an approximate solution can then be
iteratively constructed. If the magnetic reluctivity  is differentiable, Newton’s method can be applied and furthermore,
if ′ fulﬁlls certain Lipschitz conditions, the Newton iteration converges to the solution at quadratic rate, provided
that the starting value is sufﬁciently good. Obviously, fast evaluation procedures of the magnetic reluctivity  (which
depends on the inverse function of the B–H-curve f) and its derivative ′ are needed for any numerical computation.
We demonstrate the application of B–H-curves by an example. Fig. 2 shows a magnetostatic ﬁeld computation in
2D on a simpliﬁed magnetic valve. An electric current density (J) in the coil exerts a high magnetic induction in the
iron core, which causes a strong magnetizing force between the core and the armature. In reality, the armature would
move in direction of the core and close the valve.
Both the core and the armature consist of the material Su7a2, (cf. Fig. 5). We solved the magnetostatic case of
Maxwell’s equations, i.e.,
div[(|∇u|)∇u] = J , (3)
with suitable boundary conditions, where B= (2u,−1u), using FEM and a Multigrid-Newton method, see Pechstein
[20] for additional information. During the iterations of this method, many evaluations of the magnetic reluctivity, and
therefore of the B–H-curve f, are needed. This curve was generated with the help of the methods described in this paper.
A comprehensive introduction to FEM for Maxwell’s equations can be found in Monk [18]. Nonlinear magnetic
ﬁeld computations are addressed in Pechstein [20]; Heise [8,9].
48 C. Pechstein, B. Jüttler / Journal of Computational and Applied Mathematics 196 (2006) 45–57
a
rm
a
tu
re
coil
iron core
air
1.91
1.72
1.53
1.34
1.15
0.955
0.764
0.573
0.382
0.191
2.84e-05
Cells
|B|
Fig. 2. Magnetostatic ﬁeld computation in 2D. Left: Simpliﬁed model of a magnetic valve. Right: Magnetic ﬁeld intensity |B|.
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Fig. 3. Measurements corresponding to a ferromagnetic material.
3. Generating B–H-curves by interproximation
Starting from measurement data, we formulate the interproximation problem. While the initial problem involves
functions on unbounded domains, we transform it to bounded ones, and formulate the interproximation and smoothing
conditions in some detail.
3.1. Measurement data and interproximation conditions
In practice,B–H-curves are never given in an analytic form. Instead, they have to be approximated frommeasurements
(Fig. 3).
In the magnetostatic case, the ﬁelds H and B depend only on the current density J; one usually chooses various
densities (Jk)Nk=1 and performs measurements in the corresponding material.
Eventually, this leads to ﬁnitely many pairs
(Hk, Bk), k = 1, . . . , N , (4)
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with Hk = |H(Jk)|, Bk = |B(Jk)|, which are affected by noise (measurement errors), i.e.,
|f (Hk) − Bk|k for k = 1, . . . , N . (5)
If no information about the accuracy of the measurements is available, one may assume that k =0.01 · |Bk|. In addition
to these measurements, we set B0 = H0 = 0.
Since any nonlinear magnetic ﬁeld problem and its solution heavily depend on the underlying B–H-curves, the
approximation of those must preserve all their physical properties (A1)–(A4). If furthermore ′′ can be bounded, the
Newton iteration converges locally at quadratic rate (cf. [8,9,20]).
Hence, a B–H-curve f has to be approximated by some function f˜ satisfying both (A1)–(A4) for f˜ and
|f˜ (Hk) − Bk|ck for k = 1, . . . , N , (6)
for some constant c > 0, i.e., the approximation error should remain in the range of the measuring error (cf. [24,3]).
The strong monotonicity (A3) is essential, since it guarantees that f is bijective, and—as a consequence thereof—that
the reluctivity function  is well-deﬁned.
The conditions (6) are called interproximation conditions, since they can be seen as a mixture between interpolation
and approximation, see Cheng and Barsky [2]. During our experiments we realized that these conditions are more
suitable than pure interpolation or approximation conditions for dealing with measurement data in the presence of
shape (i.e., monotonocity) constraints: interpolation conditions would be too restrictive and sometimes no monotonic
solutions may exist, while (e.g.) least-squares approximation is not guaranteed to give solutions which comply with
the experimental data.
For the numerical simulation of nonlinear magnetic ﬁeld problems, one needs very fast procedures for evaluating
the functions  and ′, also for values B >BN . That is, the B–H-curve must be approximated on the entire set R+0
(cf. (A4)). Hence, the B–H-curve has inﬁnite domain and inﬁnite range. We now reduce the approximation problem to
the approximation with a monotonic function with ﬁnite domain and ﬁnite range.
3.2. Transformation to ﬁnite curves
Firstly, we set
f˜ (s) := g(s) + 0s, (7)
where the auxiliary function g satisﬁes the following conditions, which correspond to assumptions (A1)–(A4)
(A1′) g : R+0 → [0, gmax] continuously differentiable,
(A2′) g(0) = 0,
(A3′) g′(s)0, ∀s0,
(A4′) lims→∞ g′(s) = 0.
Secondly, after choosing certain suitable constants H∗HN and h∞ > 0, we represent the function g on [H∗,∞) by
another function gˆ with the domain [H∗, H∞), where H∞ := H∗ + h∞:
g(s) =
{
gˆ(H∗ + (s − H∗)) for sH∗,
gˆ(s) elsewhere. (8)
Here,  is a C∞ bijective transformation  : R+0 → [0, h∞) which is both strongly monotone and fulﬁlls ′(0) =
1,′′(0) = 0. A possible choice for this bijective transformation is
(x) := 2

h∞ arctan
(

2
x
h∞
)
. (9)
cf. Fig. 4. Clearly, g is C2 and monotonic on [0,∞) if and only if gˆ is C2 and monotonic on [0, H∞). Note that the
choice of h∞ and the value of gˆ(H∞) determine how fast lims→∞ f˜ (s) = 0 converges.
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Fig. 4. The transformation (x) = (2/) h∞ arctan((/2) x/h∞) with h∞ = 100.
3.3. Interproximation and smoothing conditions
We assume that a sequence of data
(Hk, Bˆk + 0 Hk), k = 0, . . . , N , (10)
is given, where
0 = H0 <H1 < · · ·<HNH∗,
0 = Bˆ0Bˆ1 · · · BˆN <∞. (11)
The function gˆ has to fulﬁll the following conditions, which correspond to (A1′)–(A3′),
(A1′′) gˆ ∈ C1([0, H∞] → R+0 ),
(A2′′) gˆ(0) = 0 (and optionally gˆ′(H∞) = 0),
(A3′′) gˆ′(s)0, ∀s0,
while (A4′) is automatically satisﬁed. In addition, it has to satisfy the interproximation conditions
|gˆ(Hk) − Bˆk|ck for k = 1, . . . , N . (12)
In order to pick a unique solution, we minimize some functional F [g], measuring the smoothness of the result, in
some spline spaceV, subject to (A1′′)–(A3′′) and (12). A ﬁrst suggestion is the L2-norm of the second derivative (or
linearized strain energy)1
F [g] :=
∫ H∞
0
[gˆ′′(s)]2 ds → min
gˆ∈V
. (13)
It is well-known that an interpolating cubic C2 spline with its knots at Hk minimizes this energy.
As to be demonstrated by the examples (e.g. the data set QMS3L, see Fig. 7), this simple functional often produces
unsatisfactory results. This is due to a characteristic feature of B–H-curves that the ﬁrst derivative varies enormously,
from “very steep” to “very ﬂat”.
1 Another possible objective function is F [g] := ∫∞0 [g′′(s)]2 ds, involving the transformation .
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In order to address these problems, we propose to use another, data-dependent functional. First, gˆ is individually
scaled on each interval [Hk,Hk+1] such that it maps [0, 1] to [0, 1]:
gˆscaled(s) := gˆ(Hk + s(Hk+1 − Hk)) − Bˆk
Bˆk+1 − Bˆk
.
We arrive at the following identity for the scaled linearized strain energy:∫ 1
0
[
d2
ds2
gˆscaled(s)
]2
ds =
∫ Hk+1
Hk
[
d2
dx2
gˆ(x)
]2
(Hk+1 − Hk)3
(Bˆk+1 − Bˆk)2
dx.
In order to avoid possible numerical problems for small differences Bˆk+1 − Bˆk ,2 we regularize with some ε-term,
where 0<ε>1 (e.g., ε = 10−7).
Summing up, the functional reads
Fscaled[g] =
∫ H∞
0
[gˆ′′(s)]2 ds
(s)
→ min
gˆ∈V
, (14)
with the piecewise constant weight
(s) = 1
Hk+1 − Hk
⎡
⎣( Bˆk+1 − Bˆk
Hk+1 − Hk
)2
+ ε
(
BˆN
HN
)2⎤⎦ for s ∈ [Hk,Hk+1),
(s) = 1
HN − HN−1
⎡
⎣( BˆN − BˆN−1
HN − HN−1
)2
+ ε
(
BˆN
HN
)2⎤⎦ for sHN . (15)
As an essential property of any smoothing functional in this application, the result should not depend on the scaling of
the two coordinate axes. It can easily be veriﬁed that this is true both for the original functionalF [g] and for themodiﬁed
one Fscaled[g]. However, it would not be satisﬁed for the real nonlinear bending energy
∫
2
√
1 + f ′2 ds, where  is
the curvature of the graph (s, f (s)). Consequently, the use of this energy is not appropriate for this application!
The results obtained by using the two different functionals will be compared in Section 5.
4. Numerical realization
We recall the deﬁnition of B-splines and adapt the description of spline functions to our speciﬁc application. This
reduces the problem to a quadratic programming problem.
4.1. B-splines
For any degree d, consider some knots (i )ni=0 with
0 = 01 · · · n = H∞, (16)
satisfying i < i+d+1. In addition, the boundary knots are assumed to have multiplicity d + 1, 0 = d and n−d = n.
Any piecewise polynomial function of degree d on the partition deﬁned by these knots which is Cd−m at the knot
j , where this knot has multiplicity3 m, can be written in the B-spline representation
gˆ(s) =
n−d−1∑
i=0
xiNi,d+1(s), s ∈ [0, n], (17)
where Ni,d+1 denotes the ith normalized B-spline of degree d with respect to the knots (i )ni=0 (cf. [3]).
2 Note, that these differences are only guaranteed to be nonnegative.
3 I.e., the m neighboring knots are identical.
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In our applications, we assume that every inner knot appears with the ﬁxed multiplicity l (i.e., the spline function is
in Cd−l), and consider the following variants:
(V.1) Quadratic C1 splines, d = 2, l = 1. The set of inner knots are the given values Hk with one additional knot per
interval.
(V.2) Cubic C1 splines. The set of knots are again the given values Hk , but counted with multiplicity l = 2.
(V.3) Cubic C2 splines. Two knots Hk − 	k,Hk + 	k are placed around each given value Hk with a small distance
2	k between them (“torn” version of V.2).
The spline space V, the constraints and the objective function above could be described by the coefﬁcients (xi).
However, in our case it is more appropriate to use a slightly different approach. It is known that the ﬁrst derivative can
be representated with lower degree basis functions,
gˆ′(s) =
n−d−1∑
j=1
x¯j Nj,d(s). (18)
Due to (A2′′), i.e., gˆ(0) = 0, the coefﬁcients (x¯j ) determine the entire spline function gˆ. Hence,
gˆ(s) =
n−d−1∑
j=1
x¯j bj (s), (19)
where the basis functions bj can be computed from the knots and from the parameters d and l. The following formulas
give a one-to-one correspondence between the coefﬁcients xi and x¯i (see also [3]):
x¯i = (xi − xi−1) d
i+d − i ∀i = 1, . . . , n − d − 1,
x0 = 0, xi = xi−1 + i+d − i
d
x¯i ∀i = 1, . . . , n − d − 1. (20)
Since the basis functions Nj,d are nonnegative, we conclude that
x¯j 0 ∀j = 1, . . . , n − d − 1 	⇒ gˆ′(s)0 ∀s0. (21)
The other direction holds only if d2. However, for d=3 this stronger version of assumption (A3′′) leads to satisfactory
results too.4
4.2. Formulation as a quadratic programming problem
Introducing the matrices
(G)ij :=
∫ H∞
0
b′′i (t)b′′j (t)
dt
(t)
, i, j = 1, . . . , n − d − 1, (22)
(A)kj := bj (Hk), k = 1, . . . , N, j = 1, . . . , n − d − 1, (23)
we arrive at the optimization problem
1
2 x¯
TGx¯ → min
x¯
(24)
4 Generally, this construction leads to linear sufﬁcient conditions for monotonicity. Weaker conditions can easily be generated by inserting
additional “phantom knots”, which do not contribute any new degrees of freedom, but which are used only for generating the B-spline representation.
See Jüttler [12] for more information on this technique.
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subject to
B − cAx¯ B + c, (25)
0 x¯, (26)
where x¯=(x¯j )n−d−1j=0 , B=(Bˆk)Nk=1, =(k)Nk=1, and the inequalities are understood component wise. Setting x¯n−d−1=0
corresponds to the right boundary condition in (A2′′) and can easily be incorporated into the system.
The problem (24)–(26) is a standard quadratic programming problem with the positive semideﬁnite matrix G in the
quadratic part of the objective and with linear box constraints. Such problems can be solved with the active set method
or inner point methods (cf. [3,6]).
4.3. Existence of solutions
We assume now that the data is well-posed, i.e., (11), and consider only the variants V.1 and V.2.
First, we see that the matrix G is always positive semideﬁnite, because x¯TGx¯0 due to the deﬁnition of F [g] or
Fscaled[g]. Secondly, the linear box constraints result in a convex feasibility polyhedron. Since one can easily construct
a monotonic interpolating spline with vanishing ﬁrst derivative in the data points, this feasibility domain is nonempty.
Hence, at least one solution of the quadratic programming problem exists.
The solution is not necessarily unique, since the functional may be constant on one of the boundary polytopes of the
feasible domain. In order to achieve uniqueness, the functional can be regularized by
Freg[g] := F(scaled)[g] + ε1
N∑
i=1
(gˆ(Hi) − Bˆi)2 + ε2
n∑
k=1
(gˆ′′(+k ) − gˆ′′(−k ))2, (27)
with the two regularization parameters ε1, ε2. However, according to our numerical experiments, this issue is only of
theoretical importance.
5. Numerical results and concluding remarks
We illustrate themethod by several numerical examples. Nextwe discuss efﬁcientmethods for evaluatingB–H-curves
and their inverses, which are needed for FEM computations. Finally, we conclude this paper.
5.1. Examples
All the following results (Figs. 5–8) were obtained with the parameters
H∗ = HN, h∞ = max{HN/3, HN − HN−1},
k = 0.005 · Bk, and c = 1.
The optimization problem was solved using a code by Helmut Gfrerer (Linz), which is based on a variant of the active
set method.
In the ﬁrst example, we applied the method to the data set Su7a2 (all data are Courtesy of Robert Bosch GmbH).
We show the interproximating B–H-curve f which was obtained using V.2, its ﬁrst and second derivatives, and the
associated reluctivity function. This curve is to be compared with the result obtained by using V.3 (third row), where
the second derivative is still continuous (right).
The second example (data set SiF2) shows the advantages of using interproximation instead of interpolation. Due
to the tolerance, the last two (uncertain) measuring points (marked by crosses) do not affect the natural shape of the
B–H-curve too much, see Fig. 6, left.
In order to visualize the self-similarity of the curve, we have plotted the curve for smaller values of H.
The third example (data set QMS3L) demonstrates the inﬂuence of the two different smoothing terms. The left curve
in Fig. 7 has been generated using the classical linearized strain energy F [g], while the right curve minimizes the
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Fig. 5. Results for data set Su7a2. Upper left: interproximated B–H-curve usingV.2; upper right: its second derivative; middle left: its ﬁrst derivative;
middle right: the reluctivity function ; lower left: interproximation usingV.3 (torn knots,C2 spline); lower right: corresponding (continuous) second
derivative.
data-dependent functional Fscaled[g]. The right curve is more physically plausible and visually pleasing than the other
result.
Finally, we compare the results obtained by using V.1 and V.2, see Fig. 8.
According to our experience, cubic C1 splines (d = 3, l = 2) gave the best results for the problem of monotonicity-
preserving B–H-curve interproximation. This is probably due to the well-known fact that any monotonic data can be
interpolated with a monotonic cubic C1 spline but in general not with a monotonic C2 spline (cf. [5,24]).
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5.2. Evaluating the B–H-curve and its inverse
During nonlinear magnetic ﬁeld computations via FEM, one needs a large number of evaluations of the magnetic
permeability  and its derivative ′, for the scalar potential formulation, or of the magnetic reluctivity  and its derivative
′, for the vector potential formulation (cf. [9,10,20]). Here, the direct evaluation of f and of its derivative by using
either the deﬁnition of the B-spline or de Boor’s algorithm is too expensive. Instead, we recommend to calculate—for
each segment of the spline function—the polynomial representation of the spline function, as a postprocessing step
after the optimization. This polynomial can then efﬁciently be evaluated, e. g., with Horner’s method.
The inverse function f −1 (which is needed in order to evaluate , ′) can efﬁciently be computed using Newton’s
method together with a lookup table of initial values to keep the number of iterations small (see [24]). Here, the use
of a C2 solution may result in better convergence, although the practical beneﬁts seem to be rather small. On the other
hand, by using quadratic splines (V.1), the inverse function can even be expressed explicitly, simply by solving a single
quadratic equation.
6. Conclusion
We presented a method for monotonicity-preserving interproximation of measurement data, which has been adapted
to the special case of B–H-curves. As shown by the examples, the use of data-dependent functionals, and interproxi-
mation instead of interpolation, helps to obtain physically plausible and visually pleasing results.
In principle, the approximation algorithm presented in this paper can be extended to the interproximation of any
monotonic functions (with or without certain constraints). For instance, characteristic curves in plasticity can be
generated using a similar approach, see e.g. Korneev and Langer [16].
Efﬁcient methods for evaluating the resulting spline curves are important for FEM computations. Here, the use of
quadratic spline curves may be an advantage, since an explicit representation of the inverse function is available.
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