Caching and multicasting at base stations are two promising approaches to support massive content delivery over wireless networks. However, existing scheduling designs do not fully exploit the advantages of the two approaches. In this paper, we consider the optimal dynamic multicast scheduling to jointly minimize the average delay, power, and fetching costs for cacheenabled content-centric wireless networks. We formulate this stochastic optimization problem as an infinite horizon average cost Markov decision process (MDP).By using relative value iteration and special structures of the request queue dynamics, we analyze the properties of the value function and the state-action cost function of the MDP for both the uniform and nonuniform channel cases. Based on these properties, we show that the optimal policy, which is adaptive to the request queue state, has a switch structure in the uniform case and a partial switch structure in the nonuniform case. Moreover, in the uniform case with two contents, we show that the switch curve is monotonically non-decreasing. Motivated by the switch structures of the optimal policy, we propose a low-complexity suboptimal policy, which exhibits similar switch structures to the optimal policy, and design a low-complexity algorithm to compute this policy.
experience (QoE). Caching effectiveness has been extensively explored in the literature [5] [6] [7] [8] . In [5] , the authors study content placement at the small BSs to minimize the expected file downloading time. A joint optimization of power and cache control is studied in [6] for video streaming in MIMO cellular networks. References [7] and [8] analyse the network performance of cache-enabled small-cell networks for given caching strategies. However, in most existing literature [5] [6] [7] [8] , point-to-point unicast transmission is considered, which only helps to reduce the load on backhaul, without efficiently alleviating the "on air" congestion.
Enabling multicast service at BSs is an efficient way to delivery contents to multiple requesters simultaneously by effectively utilizing the intrinsic broadcast nature of wireless channels [9] . Wireless multicasting has received increasing interest from both academia and industry. For example, in [10] , the authors study the asymptotic capacity of delay-constrained multicast in large scale mobile ad hoc networks. In [11] , the authors study the tradeoff between the delay and the energy efficiency in multicast scheduling for a single-cell wireless network. Meanwhile, wireless multicasting has already been included in 3GPP standards known as evolved Multimedia Broadcast Multicast Service (eMBMS) [12] and also been deployed in practical systems [13] .
In view of the benefits of caching and multicasting, the joint design of the two promising techniques is expected to further improve the efficiency of massive content dissemination in wireless networks and has been considered in the literature [14] [15] [16] [17] [18] . Specifically, in [14] , the authors consider content-centric sparse multicast beamforming in cache-enabled cloud radio access network to minimize the total transmit power cost and backhaul cost for fixed user demand. For inelastic services (with strict deadlines), coded multicasting is studied in [15] under a given coded caching scheme in a single-cell network. In [16] , the authors consider multicasting for inelastic services in cache-enabled small-cell networks, and propose an approximate caching scheme to reduce the service cost of a fixed multicast transmission strategy. In [17] , the authors consider multicasting for inelastic services in cache-enabled multi-cell networks. A joint throughput-optimal caching and scheduling algorithm is proposed to maximize the service rates of inelastic services. Reference [18] studies dynamic multicast scheduling to minimize the average delay and power costs for delay-sensitive services without strict deadlines (i.e., elastic services) in cache-enabled heterogeneous networks. However, [15] [16] [17] [18] assume that the users have uniform channel conditions (i.e., the power cost for multicasting a content is the same for all users), and hence all 0090-6778 © 2017 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
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the users can be served simultaneously by a single multicast transmission. It remains unclear how to design multicast scheduling for given cache placement to make full use of the broadcast nature of the wireless medium when users have nonuniform channel conditions and the services are elastic. In this paper, we consider a cache-enabled content-centric wireless network with one BS, K users (with possibly different channel conditions) and M contents (with possibly different sizes). The BS stores a certain number of contents in its cache and can fetch any uncached content from the core network through a backhaul link, with a fetching cost depending on the content size. In each slot, the BS schedules one content for multicasting to serve users' pending requests, with a power cost depending on both the content size and the channel conditions of the users being served. We consider dynamic multicast scheduling to jointly minimize the average delay, power, and fetching costs. Note that, [18] does not consider the fetching cost in downloading contents via the backhaul, and hence cannot explore the tradeoff among the average delay, power, and fetching costs. We formulate the stochastic optimization problem as an infinite horizon average cost Markov decision process (MDP) [19] . There are several technical challenges.
• Optimality analysis: The infinite horizon average cost MDP is well-known to be a difficult problem due to the curse of dimensionality [19] . While dynamic programming represents a systematic approach for MDPs, there generally exist only numerical solutions, which do not typically offer many design insights, and are usually not practical due to the curse of dimensionality. Therefore, it is desirable to analyse the structures of the optimal policies. Specifically, the considered problem in this work can be treated as the problem of scheduling a broadcast server to parallel queues with general arrivals and switching costs. Several existing works have studied the related problems [20] [21] [22] . In particular, [20] and [21] consider the problems of scheduling a broadcast server to a two-queue system with general arrivals and a multiple-queue system with symmetric arrivals, respectively. Reference [22] studies the problem of scheduling a single server (without broadcast capability) to two queues with switching costs. Note that, the switching costs, which relate to the fetching costs in our problem, are not considered in [20] and [21] " and the broadcast capability is not considered for the server in [22] . To the best of our knowledge, the structural properties of the optimal scheduling of a broadcast server to parallel queues with general arrivals and switching costs remains unknown and is highly nontrivial.
• Algorithm design: Standard brute-force algorithms to MDPs (e.g., value iteration and policy iteration) are usually impractical for implementation due to the curse of dimensionality, and cannot exploit the structural properties of the optimal policy. By integrating the optimality structures into the standard algorithms, several existing works propose structured optimal algorithms to reduce the complexity [23] , [24] . However, these structured optimal algorithms still suffer from the curse of dimensionality, which is embedded in the optimal control designs for MDPs and generally cannot be broken without any loss of optimality. Further, the structural properties may be crucial reasons for the good performance of the optimal policy. Therefore, it is of great interest to develop lowcomplexity suboptimal solutions, which can possess similar structures to optimal policies. However, for most existing approximate approaches [25] , there is (in general) no guarantee that the obtained suboptimal policies have similar structures to the optimal policies.
In this paper, we consider the uniform and nonuniform channel cases. By using relative value iteration algorithm (RVIA) [19] and the special structures of the request queue dynamics, as well as the power and fetching costs, we analyze the properties of the value function and the state-action cost function of the MDP for both the uniform and nonuniform cases. Based on these properties, for the uniform case, we show that the optimal policy has a switch structure. In particular, the request queue state space is divided into M regions corresponding to the M contents. The optimal policy schedules a content for multicasting when the request queue state falls in the region corresponding to the content. For the uniform case with two contents, we further show that the switch curve is non-decreasing. Next, for the nonuniform case, we show that the optimal policy has a partial switch structure, which is similar to the switch structure in the uniform case. The difference reflects the channel asymmetry among the users. Note that, the structural analysis for the uniform case in [18] cannot be applied to handle the nonuniform case here. We propose two lowcomplexity optimal algorithms by exploiting these optimality properties. Motivated by the switch structures of the optimal policy, to further reduce the complexity, we also develop a low-complexity suboptimal solution using approximate dynamic programming [19] . Different from suboptimal solutions obtained using existing approximate approaches, the proposed suboptimal solution exhibits similar structures to the optimal policy. Then, we present a low-complexity algorithm to obtain the suboptimal policy. Numerical results validate the theoretical results and indicate the performance of the proposed optimal and suboptimal solutions.
The remainder of this paper is organized as follows. Section II introduces the network model. Section III formulates the stochastic multicast scheduling problem and provides the optimality equation. In Sections IV and V, we study the optimality properties for the uniform and nonuniform channels, respectively. A low complexity suboptimal solution is proposed in Section VI. Numerical results are provided in Section VII. Finally, Section VIII concludes this paper.
II. NETWORK MODEL
As illustrated in Fig. 1 , we consider a cache-enabled content-centric wireless network with one BS, K users and M contents. Let K = {1, 2, · · · , K } denote the set of users. In our model, each user represents a group of users in the same location. Let M = {1, 2, · · · , M} denote the set of contents, where content m ∈ M has the size of l m . Consider time slots of unit length indexed by t = 1, 2, · · · . 1 In each slot, each user submits content requests to the BS according to a general distribution. The BS maintains request queues for different contents, which are implemented using counters. The BS is equipped with a cache storing a subset of contents, denoted as C ⊂ M . We assume the contents stored in the cache are given (this assumption is also used in [7] , [8] , and [15] ). Notice that, in general, cache placement is adaptive to the evolution of the popularity distribution of contents, which is at a much larger timescale than the timescale at which users submit content requests [5] . In this work, we consider multicast scheduling in a smaller timescale for a given caching design. The BS can fetch any uncached content from the core network through a backhaul link, with a fetching cost depending on the content size. In each slot, the BS schedules one content for multicasting to serve the users' pending requests, with a power cost depending on both the content size and the channel conditions of the users being served.
A. Physical Layer Model
We assume that the duration of each scheduling slot is long enough to average the small-scale channel fading process, and hence the ergodic capacity can be achieved using channel coding. 2 Let h k denote the average channel gain between user k and the BS. Let p(m, k) denote the minimum transmission power required for delivering content m to user k within a scheduling slot. Assume p(m, k) satsifies p(m, k) = y(h k , l m ), where y(h, l) is monotonically non-increasing with h for all l ≥ 0. Without loss of generality, we assume that h 1 ≥ h 2 ≥ · · · ≥ h K , which implies p(m, 1) ≤ p(m, 2) ≤ · · · ≤ p(m, K ) for all m. We consider the uniform and nonuniform channel cases. In the uniform case, the average channel gains of different users are the same (e.g. when they have the same distance to the BS), and hence, we have p(m, 1) = p(m, 2) = · · · = p(m, K ) p(m) for each m. In the nonuniform case, the average channel gains of different users can be different, and hence for each m, p(m, k) can be different for different users. The nonuniform case has captured most general properties of the channels.
B. Service Model
We consider multicast service for content delivery. Note that, in the multicast of a certain content, only the users who 2 Note that, this assumption is also used in [5] and [26] .
have the associated pending requests will consumer this content. For clarity, we assume that, in each slot, the BS schedules one content for multicasting. The solution framework can be applied to study the general case where in each slot the BS can multicast multiple contents. Let K (m, t) ∈ K denote the set of users who have pending requests for content m at slot t. Let u(t) ∈ M denote the content scheduled for multicasting at slot t. If content u(t) is cached (i.e., u(t) ∈ C ), the BS multicasts it to all the users in K (u(t), t) directly; otherwise, the BS first downloads u(t) from the core network through the backhaul link, then multicasts it to the users in K (u(t), t) and finally discards it after the transmission. Note that, we consider fixed content placement and thus do not consider cache update. This is because that we consider the i.i.d. content request arrival process, which will be illustrated in Section II-C. In this case, a static cache placement is in general sufficient for achieving good performance, e.g., [5] , [7] , and [16] .
Next, we illustrate the fetching and power costs. Let c(m) denote the cost for fetching content m via the backhaul link, depending on the content size. Then, the fetching cost is given by
where 1(·) denotes the indicator function. To deliver content m to all the users in K (m, t) within a slot, the power cost p(m, t) is constrained by the requester with the worst channel gain at slot t, and hence is given by
C. Request Model
In each slot, each user submits content requests to the BS. Notice that each user (representing a group of users in the same location) can submit multiple requests for each content in each slot. Let A m,k (t) ∈ A m,k {0, 1, · · · , A max m,k } denote the number of the new request arrivals for content m from user k at the end of slot t, where m ∈ M and k ∈ K . We denote A(t) = (A m,k (t)) m∈M ,k∈K ∈ A A A m,k A m,k as the request arrival matrix at slot t. We assume that A m,k (t) is i.i.d. over slots and independent w.r.t. m according to a general distribution. For ease of illustration, based on the independent reference model, we assume that the request arrival process is i.i.d., which is commonly adopted in the literature [5] , [17] . The BS maintains request queues for different contents. 3 The request queues are implemented using counters and no data is stored in these request queues. In the following, we introduce two request queue models for the uniform and nonuniform cases, respectively.
1) Uniform Case: In the uniform case, once content m is multicasted using transmission power p(m), all the users can receive content m. Therefore, we do not differentiate the requests for each content at the user level. Specifically, the BS maintains a separate request queue for each content m ∈ M .
Let Q m (t) ∈ Q m {0, 1, · · · , N m } denote the request queue length for content m at the beginning of slot t, where N m is assumed to be finite (can be sufficiently large) for technical tractability. As illustrated in Section II-B, if content m is scheduled for transmission at slot t (i.e., u(t) = m), all the pending requests for content m are satisfied, i.e., the request queue for content m is emptied. Thus, the request queue dynamics for content m is as follows:
where A m (t) k A m,k (t) denotes the total number of the request arrivals for content m at the end of slot t. Let Q(t) (Q m (t)) m∈M ∈ Q Q Q denote the request queue state vector at the beginning of slot t in the uniform case, where Q Q Q m∈M Q m denotes the request queue state space in the uniform case.
2) Nonuniform Case: In the nonuniform case, different transmission powers are required to deliver a content to different users, as illustrated in Section II-B. Therefore, we differentiate the requests for each content at the user level. Specifically, the BS maintains a separate request queue for each content-user pair (m, k) ∈ M ×K . Let Q m,k (t) ∈ Q m,k {0, 1, · · · , N m,k } denote the request queue length for contentuser pair (m, k) at the beginning of slot t, where N m,k is assumed to be finite (can be sufficiently large) for technical tractability. Therefore, K (m, t) can be expressed in terms of the request queue state, i.e., K (m, t) = {k|Q m,k (t) > 0}. The request queue dynamics for content-user pair (m, k) is as follows:
Let Q m (t) (Q m,k (t)) k∈K ∈ Q Q Q m denote the request queue state vector for content m at the beginning of slot t in the nonuniform case, where Q m Q m Q m k∈K Q m,k denotes the request queue state space for content m in the nonuniform case. Let Q(t) (Q m (t)) m∈M ∈ Q Q Q denote the request queue state matrix at the beginning of slot t in the nonuniform case, where Q Q Q m∈M Q Q Q m denotes the request queue state space in the nonuniform case.
III. PROBLEM FORMULATION AND OPTIMALITY EQUATION

A. Problem Formulation
Given an observed request queue state, the multicast scheduling action u is determined according to a stationary policy defined below.
Definition 1 (Stationary Multicast Scheduling Policy):
A stationary multicast scheduling policy μ is a mapping from the request queue state Q ∈ Q Q Q to the multicast scheduling action u ∈ M , where μ(Q) = u.
By the queue dynamics in (3) or (4), the induced random process {Q(t)} under policy μ is a controlled Markov chain. We restrict our attention to stationary unichain policies [19] . This is to guarantee the existence of the stationary optimal policy and is widely used in the literature [6] , [23] , [27] . For a given stationary unichain policy μ, the average delay cost is defined asd
where the expectation is taken w.r.t. the measure induced by the random request arrivals and the policy μ, d (Q(t)) m Q m (t) in the uniform case and d (Q(t)) m,k Q m,k (t) in the nonuniform case. By Little's theorem,d(μ) reveals the average waiting time under policy μ. By (1) and (2), the average fetching and power costs are given bȳ
Here, with abuse of notation, we also use p(
We want to jointly minimize the average network delay, power, and fetching costs. We use the weighted-sum approach [28] and define the average system cost under a given stationary unichain policy μ as
where w f and w p are the associated weights for the fetching and power costs, respectively, and g(Q, u)
is the per-stage cost. We wish to find an optimal multicast scheduling policy to minimize the average system costḡ(μ) in (8) .
Problem 1 (System Cost Minimization Problem):
where μ is a stationary unchain multicast scheduling policy andḡ * denotes the minimum average system cost achieved by the optimal policy μ * . Problem 1 is an infinite horizon average cost MDP, which is challenging due to the curse of dimensionality. According to [29, Theorem 8.4.5] , for unichain infinite horizon average cost MDPs with finite state space and action space, there always exists a deterministic stationary policy that is optimal. Note that, these requirements are satisfied by the MDP considered in our work. Therefore, it is sufficient to focus on the deterministic stationary policy space.
Note that, the current modeling is for a single BS and can be extended for multiple BSs. In modeling such scenario, for each BS, we need to consider the interference caused by multicast transmissions of other BSs. To ensure successful delivery of contents, each BS needs to carefully adjust its multicast scheduling and transmission power to guarantee that the worst signal-to-interference-plus-noise ratio (SINR) at each requester is above a certain threshold. Note that, for any feasible mulicast scheduling and power control action pair satisfying the above requirement, the request queue dynamics of each BS in the uniform and nonuniform cases are the same to those in (3) and (4) . Then, we can extend the framework for the case with a single BS in a similar manner to the case with multiple BSs. In addition, note that, for the joint design of multicast scheduling and transmission power control for all BSs, it is very challenging to obtain the optimal policy with acceptable complexity as the size of the system states grows exponentially with the number of BSs. One simplified solution is that each BS determines its transmission power for each content separately, by assuming that the other BSs all transmit at their maximum transmission powers. Then, we can determine the multicast scheduling for each BS separately and the queue dynamics for different BS are decoupled. Thus, the modeling and optimization in this work can be directly applied.
B. Optimality Equation
By solving the Bellman equation, we can obtain the optimal multicast scheduling policy μ * .
Lemma 1 (Bellman Equation)
: There exist a value function V (·) and a scalar θ satisfying
where the expectation is with respect to the probability distribution of the request arrival A, and
θ =ḡ * is the optimal value to Problem 1 for all initial state Q(1) ∈ Q Q Q , and the optimal multicast scheduling policy μ * achieving the optimal valueḡ * is given by
From the Bellman equation in (10), we can see that μ * depends on the state Q through the value function V (·). Obtaining V (·) involves solving the Bellman equation for all Q, for which there is no closed-form solution in general [19] . Brute-force numerical solutions such as value iteration and policy iteration do not typically offer many design insights, and are usually impractical for implementation due to the curse of dimensionality [19] . Therefore, it is desirable to study the structure of μ * .
To analyze the structure of μ * , we also introduce the stateaction cost function:
Note that J (Q, u) is related to the RHS of the Bellman equation in (10) . In particular, based on Lemma 1, the optimal policy μ * can be expressed in terms of J (Q, u), i.e.,
In Sections IV and V, we shall analyze the structures of the optimal policies for the uniform and nonuniform cases, respectively, based on the properties of the value function V (Q) and the state-action cost function J (Q, u).
IV. OPTIMALITY PROPERTIES IN UNIFORM CHANNELS
In this section, we consider the uniform channel case. We first show that the optimal policy has a switch structure. Then, we show that the switch curve is monotonically nondecreasing for the case with two contents.
A. Structure of Optimal Policy
Problem 1 can be treated as the problem of scheduling a broadcast server to parallel queues with general random arrivals, channel conditions, and content sizes. Therefore, the structural analysis is more challenging than existing structural analysis for simple queueing systems (see Section I for the detailed discussion). First, by RVIA and special structures of the request queue dynamics, as well as the power and fetching costs, we have the following property of V (Q).
Lemma 2 (Monotonicity of Value Function):
In the uniform case, for any Q 1 4 Proof: Please see Appendix B. Then, based on Lemma 2 and the special properties of multicasting, we have the following property of J (Q, u).
Lemma 3 (Monotonicity of State-Action Cost Function):
In the uniform case, for any u, v ∈ M and v = u, J (Q, u) − J (Q, v) is monotonically non-increasing with Q u , i.e., (14) where e u denotes the 1 × M vector with all entries 0 except for a 1 in its u-th entry.
Proof: Please see Appendix C. Note that, the property of J (Q, u) in Lemma 3 is similar to the diminishing-return property of submodular functions used in the existing structural analysis [30] . Lemma 3 comes from the special structure introduced by multicasting and is key to analyze the optimality properties. Lemma 3 indicates that, if it is better to multicast content u than content v for some state Q (i.e., J (Q, u) ≤ J (Q, v)), then it is also better to multicast content u than v for state Q+e u (i.e., J (Q+e u , u) ≤ J (Q + e u , v)). This leads to the following switch structure of μ * .
Theorem 1 (Switch Structure of Optimal Policy): The optimal policy μ * in the uniform case has a switch structure, i.e., for all u ∈ M , we have
where the switch curve for content u is given by with Proof: Please see Appendix D. Remark 1: Theorem 1 indicates that, the request queue state space is divided into M regions corresponding to the M contents, and the optimal policy schedules a content for multicasting when the request queue state falls in the region corresponding to the content, as illustrated in Fig. 2(a) . In addition, given Q −u , the scheduling for content u is of the threshold type, as illustrated in Fig. 2 
, the BS schedules content u for multicasting and the request queue for content u is emptied; if Q u < s u (Q −u ), the BS keeps on waiting to gather more requests for content u and schedules another content for multicasting. This indicates that, when Q u is small (i.e., the delay cost is small), it is not efficient to schedule content u, as a higher power cost (and a higher fetching cost if u ∈ C ) is consumed per request for content u; when Q u is large (i.e., the delay cost is large), it is more efficient to schedule content u, as the requests for content u is more urgent. This reveals the tradeoff between the delay cost and the power cost (and the fetching cost if u ∈ C ) for content u.
Remark 2: From Theorem 1, we can see that cache placement does not affect the structural properties of the optimal policy, i.e., the switch structure holds for any cache placement strategies. However, cache placement does affect the values of the switch curves of the optimal policy. The reason is that cache placement affects the tradeoff among the delay, power, and fetching costs through affecting the fetching costs, and the switch curves of the optimal policy are adaptive to this tradeoff. The impacts of the fetching costs on the switch curves can be seen from Fig. 3(a) .
Note that, the exact values of the switch curves rely on the exact value of V (Q), the switch structural property only relies on the monotonicity properties of V (Q) and J (Q, u). These structural properties can be used to reduce the computational complexity in obtaining the optimal policy, without knowing the exact value of the switch curves. Specifically, from Theorem 1, we know that, for all Q ∈ Q Q Q , Therefore, computing the optimal policy μ * requires conducting the minimization in the RHS of (11) for some Q only (instead of all Q ∈ Q Q Q ), which significantly reduces the computational complexity. By incorporating the property in (16) into standard RVIA and standard policy iteration algorithm (PIA) [29, Chapters 8.5 and 8.6], we can develop two low complexity optimal algorithms, refereed to as structured RVIA (SRVIA) and structured PIA (SPIA), respectively. Specifically, for SRVIA, the standard value update step of RVIA is modified to a structured value update step (Algorithm 1), and for SPIA, the standard policy improvement step of PIA is modified to a structured policy improvement step (Algorithm 2).
Algorithm 1 Structured Value Update
Step
Notice that in Algorithm 1 and Algorithm 2, if the condition is satisfied for a certain state (which is the case for lots of request queue states, as seen in Fig. 2 and Fig. 5 ), then we do not need to perform the corresponding minimization over M actions. In contrast, for standard RVIA and PIA, computing V n+1 (Q) via standard value update or μ * n+1 via standard policy improvement needs a brute-force minimization over M actions, which can be computationally complex when M is large. Therefore, SRVIA and SPIA can lead to remarkable computational complexity reduction, compared with RVIA and PIA. Note that, for SRVIA, the complexity of each iteration is O(M|Q Q Q | 2 ) [29] . For SPIA, its complexity depends on the specific algorithm for solving the associated linear system of equations in each policy evaluation step. For example, if Gaussian elimination is applied, then the complexity of each
B. Special Case: Two Contents
Now, consider the case with two contents, i.e., M = 2. By Theorem 1, we can see that, for M = 2, either one of the two switch curves, i.e., s 1 (Q 2 ) and s 2 (Q 1 ), is sufficient to characterize the optimal policy. By Lemma 2 and Lemma 3, s 1 (Q 2 ) and s 2 (Q 1 ) have the following property.
Lemma 4 (Monotonicity of Switch Curve): For the uniform case with two contents, the switch curves s 1 (Q 2 ) and s 2 (Q 1 ) of the optimal policy are non-decreasing in Q 2 and Q 1 , respectively.
Proof: Please see Appendix E. Fig. 2(b) illustrates the monotonicity of the switch curve. We characterize the number of policies with monotonically non-decreasing switch curves in the following proposition.
Proposition 1: For the uniform case with two contents, the number of the policies with monotonically non-decreasing switch curves is N 1 +N 2 +2
. Proof: Please see Appendix F. Table I shows that the space of possible optimal policies in the uniform case with two contents can be substantially reduced based on Lemma 4.
V. OPTIMALITY PROPERTIES IN NONUNIFORM CHANNELS
In this section, we characterize the structure of the optimal policy for the nonuniform channel case. Note that, different from the uniform case, the power cost p(Q, u) in the nonuniform case also depends on the request queue state Q. Therefore, due to the coupling among the request queues, the structural analysis for this case is more challenging than that for the uniform case.
To analyze the structure of the optimal policy, we first introduce a new notation (see Fig. 4 for an example). For each m, define Q 2 m Q 1 m if and only if,
∀k. By RVIA and the special structures of the request queue dynamics, as well as the power and fetching costs, we can show the following property of V (Q).
Lemma 5 (Partial Monotonicity of Value Function): In the nonuniform case, for any Q 1 ,
Proof: Please see Appendix G. Then, based on Lemma 5 and the special properties of multicasting in the nonuniform channel case, we have the following property of J (Q, u).
Lemma 6 (Partial Monotonicity of State-Action Cost Function): In the nonuniform case, for any u, v ∈ M , v = u and Q + E u,k Q, we have (17) where E u,k denotes the M × K matrix with all entries 0 except for a 1 in its (u, k)-th entry.
Proof: Please see Appendix H. Lemma 6 indicates that if it is better to multicast content u than content v for some state Q (i.e., J (Q, u) ≤ J (Q, v)) and Q +E u,k Q, then it is also better to multicast content u than v for state Q + E u,k (i.e., J (Q + E u,k , u) ≤ J (Q + E u,k , v)). Thus, we have the following theorem.
Theorem 2 (Partial Switch Structure of Optimal Policy): The optimal policy μ * in the nonuniform case has a partial switch structure, i.e., for all u ∈ M and k ∈ K , we have
where condition (a) is
and s u,k (Q −u,−k ) > 0, and the switch curve for content-user pair (u, k) is given by Proof: Please see Appendix I. Remark 3: From Theorem 2, we can see that, the structure of the optimal policy in the nonuniform case is very similar to the one in the uniform case, as illustrated in Fig. 5 . The only difference is that, the structural property for k > k † (k, Q u ) and s(Q −u,−k ) = 0 depends on the specific channel asymmetry among the users and is still not known in general, as illustrated in the dashed box of Fig. 5(b) . Similar arguments on the tradeoff and the impacts of cache placement for the uniform case also hold for the nonuniform case.
Similar to the uniform case, the partial switch structures can also be exploited to reduce the computational complexity in obtaining the optimal policy, without knowing the exact value of the switch curves. Specifically, Theorem 2 indicates that, for all Q ∈ Q Q Q ,
Therefore, by incorporating the property in (19) into standard RVIA and standard PIA, we can similarly design SRVIA and SPIA, respectively, for the nonuniform case. The only difference is that, the if condition in Algorithm 1 is changed to "∃u ∈ M and k ∈ K , such that μ * n (Q − E u,k ) = u and Q Q −E u,k " and the if condition in Algorithm 2 is changed to "∃u ∈ M and k ∈ K , such that μ * n+1 (Q − E u,k ) = u and Q Q−E u,k ". Similar arguments on the complexity reduction of SRVIA and SPIA for the uniform case also hold for the nonuniform case.
VI. LOW COMPLEXITY SUBOPTIMAL POLICY
In this section, we design low complexity suboptimal solutions which possess the switch structures. In specific, by using a randomized base policy, first, we develop a low complexity suboptimal deterministic policy, which outperforms the randomized base policy and exhibits similar structural properties of the optimal policy. Based on these structural properties, we further design a structured algorithm to obtain this proposed policy. Note that, with abuse of notation, in this section, we also use Q m and Q m to represent Q m and Q Q Q m in the nonuniform case.
A. Low Complexity Suboptimal Policy
The monotonicity property of the value function is the key reason for the switch structural properties of the optimal policy. Hence, to preserve the switch structures in developing a suboptimal solution, we apply a value function decomposition approach to preserve the monotonicity structures of the value function. Then, we design a low complexity suboptimal policy, which also exhibits switch structures. First, we present a randomized base multicast scheduling policy.
Definition 2 (Randomized Base Policy): A randomized base multicast scheduling policyμ is expressed as a probability distribution over the action space M .
We focus on unichain randomized base policies. Denotê θ and {V (Q)} as the average cost and the value function under policyμ, respectively. From [19, Proposition 4.2.2] and following the proof of Lemma 1, we havê
where Pr[Q |Q, u] is given in (26) . Under a randomized base policy, the corresponding value function has the following separable structure. (21) for all m ∈ M . Here,θ m andV m (Q m ) are denoted as the percontent average cost and value function underμ, respectively,
Proof: Please see Appendix J. To reduce the curse of dimensionality, V (Q) in (11) is approximated byV (Q), i.e.,
where {V m (Q m )} satisfies the system of linear equations in (21) . Now, we propose a low complexity deterministic policyμ * as follows:
Remark 4: To determineμ * in (23), we need only obtain {V m (Q m )} (i.e., O( m∈M |Q m |) values in total) via solving (21) for all m. The computational complexity is much lower than that of obtaining {V (Q)} (i.e., O( m∈M |Q m |) values in total) by solving (10) to get μ * in (11) .
B. Properties of Suboptimal Policy 1) Performance Comparison:
The proposed deterministic policyμ * always achieves better performance than the randomized unichain base policyμ, as summarized in the following proposition. This result follows directly from [31] .
Proposition 2: If Pr[Q |Q, u] = Pr[Q |Q, u ] for any u = u and Q ∈ Q Q Q , then we haveθ * (Q) <θ for all Q ∈ Q Q Q , whereθ * (Q) is the average system cost under the proposed solution starting from Q andθ is the average system cost under any randomized base policy, respectively.
2) Structural Properties: Similar to (12) , the state-action cost function forμ * is defined as:
Along the lines of the structural analysis for the optimal policy in Sections IV and V, we can show that the proposed suboptimal policy exhibits similar switch structures to those in Theorems 1 and 2. This similarity may be one crucial reason that the proposed suboptimal solution achieves good performance, which will be presented in the numerical part. Theorem 3 (Switch Structures of Suboptimal Policyμ * ): Under a unichain randomized base policyμ, the corresponding deterministic policyμ * has the following switch structures. 1) In the uniform case,μ * has a switch structure, i.e., for all m ∈ M , we havê
where the switch curve for content u is given bŷ
Here, Q −u is defined in Theorem 1.
2) In the nonuniform case,μ * has a partial switch structure, i.e., for all u ∈ M and k ∈ K , we havê
> 0, and the switch curve for content-user pair (u, k) is given bŷ
C. Structured Suboptimal Algorithm
Via making use of the relationship betweenμ andμ * and the switch structures ofμ * in Theorem 3, we can develop a low complexity algorithm to obtainμ * in (23) , which is summarized in Algorithm 3. We refer to Algorithm 3 as the structured suboptimal algorithm (SSA). SSA requires only one iteration to obtainμ * , the complexity of which depends on the specific algorithm used for solving (21) . For example, if Gaussian elimination is used to solve (21) , the complexity of We now show that the computational complexity of SSA is significantly lower than those of the two optimal algorithms proposed in Section VI, i.e., SRVIA and SPIA. First, for the complexity comparison between SSA and SRVIA, if we compute {V m (Q m )} in Step 1 in SSA using the relative value iteration method, then the numbers of iterations required for Step 1 of SSA and SRVIA are comparable. However, as illustrated in Remark 4, for each iteration, the number of value functions needed to be updated in Step 1 of SSA is much smaller than that in SRVIA. In addition, the number of optimizations required to be solved in Step 1 of SSA is comparable to that in each iteration of SRVIA. Thus, SSA is of a much lower computational complexity compared with SRVIA. Next, for the complexity comparison between SSA and SPIA, it can be seen that SSA resembles a single iteration of SPIA. As illustrated in Remark 4, we need to update a much smaller number of value functions in Step 1 of SSA that in each iteration of the policy evaluation step of SPIA. Additionally, the number of optimizations required to be solved in Step 2 of SSA is comparable to each iteration of the structured policy improvement step in SPIA. Thus, SSA is of a much lower computational complexity compared with SPIA.
VII. NUMERICAL RESULTS
In this section, we present numerical results to illustrate the performance of the proposed optimal and suboptimal solutions. We consider that each user requests one content, which is content m with probability P m , in each slot. It is assumed that {P m } follows a Zipf distribution with skewness factor α [32] . The BS is assumed to cache the most popular contents. The size of each content l m is chosen uniformly from [0.5, 1.5]. We assume that, for each content, the fetching cost and the power cost is proportional to its size. For each m, we set c(m) = 3l m . In addition, for each m, in the uniform case, we set p(m, k) = 2l m for all k, and in the nonuniform case, we set p(m, k) = 2l m for k = 1, · · · , K /2 and p(m, 2) = 4l m for k = K /2 + 1, · · · , K .
First, the proposed optimal and suboptimal policies are compared with three baselines, i.e., a randomized base policy in Definition 2, the longest-queue-first policy in [21] , and a myopic policy [25] . In each slot, the randomized base policy schedules one content randomly for multicasting according to the distribution {P m } on M and the longestqueue-first policy schedules the content with the longest request queue for multicasting. In each slot, the myopic policy chooses the action which minimizes a cost C(Q, u), i.e., case and d(Q, u) k Q u,k in the nonuniform case. This policy myopically chooses the control action, without explicitly considering the effect of the action to the future costs. Note that, we can also treat this myopic policy as an approximate polity to the considered MDP through approximating V (Q) in the Bellman equation with m Q m (uniform case) or m,k Q m,k (nonuniform case). Fig. 6 and Fig. 7 illustrate the average system, delay, power and fetching costs versus the weights of the power and fetching costs (i.e., w p and w f ) in the uniform and nonuniform cases, respectively. (For the calculations of these costs, please refer to (5)- (7) .) We observe that the proposed optimal and suboptimal policies have similar average system costs, which are smaller than those of the longest-queue-first policy and the myopic policy. This is because that the proposed two policies make far-sighted decisions by better exploiting the system state information and balancing the current cost and the future costs. Moreover, we see that for the optimal and suboptimal policies, in the uniform case, the average delay cost increases with w f and w p , and the average fetching cost decreases with w f ; in the nonuniform case, the average delay cost increases with w f and w p , the average power cost decreases with w p , and the average fetching cost decreases with w f . This reveals the tradeoff among the delay, power, and fetching costs of the optimal and suboptimal policies. Fig. 8 illustrates the impacts of the Zipf parameter α on the average system cost in the uniform and nonuniform cases. Under the setup in Fig. 8 , we cannot conduct the optimal algorithm due to its prohibitively high computational cost. The Zipf exponent α reflects the peakiness of the content popularity profile, i.e., a large α means that the majority of content requests are for a small number of contents. We observe that when α increases, the average system cost of the proposed suboptimal policy decreases and the performance gains over the three baseline policies increase. This indicates that if the popularity distribution becomes steeper, caching can be more effectively utilized by the proposed suboptimal policy. Then, in Table II , we compare the complexity of the two standard optimal algorithms (RVIA and PIA), the two proposed low complexity optimal algorithms (SRVIA and SPIA), and the proposed low complexity suboptimal algorithm (SSA) for the uniform and nonuniform cases. We observe that SRVIA and SPIA are of much lower computational complexity compared with RVIA and PIA, respectively (with reductions of over 25% in computation time). Moreover, the computational complexity of SSA is significantly lower than those of all the optimal algorithms.
VIII. CONCLUSION
In this paper, we consider the optimal dynamic multicast scheduling to jointly minimize the average delay, power, and fetching costs for cache-enabled content-centric wireless networks. We formulate this stochastic optimization problem as an infinite horizon average cost MDP. We show that the optimal policy has a switch structure in the uniform case and a partial switch structure in the nonuniform case. Moreover, in the uniform case with two contents, we show that the switch curve is monotonically non-decreasing. Motivated by the switch structures of the optimal policy, we develop a lowcomplexity suboptimal policy, which exhibits similar switch structures to the optimal policy, and design a low-complexity algorithm to compute this policy.
APPENDIX
A. Proof of Lemma 1
By Propositions 4.2.1, 4.2.3, and 4.2.5 in [19] , the optimal system cost of Problem 1 is the same for all initial states and the solution (θ, V (Q)) to the following Bellman equation exists.
The transition probability is given by
where Pr Q(t + 1) = Q |Q(t) = Q, u(t) = u, A(t) = A = 1, if Q is given by (3) or (4) 0, otherwise.
Substituting (26) into (25) leads to (10) . We complete the proof.
B. Proof of Lemma 2
We prove Lemma 2 through RVIA and induction. First, we briefly present RVIA [19, Chapter 4.3] . For each Q ∈ Q Q Q , we denote V n (Q) as the value function in the nth iteration, where n = 0, 1, · · · . Similar to (12), we define (27) where Q § ∈ Q Q Q is some reference state. By [19, Proposition 4.3.2] , under any initial condition of V 0 (·), the generated sequence {V n (Q)} converges to V (Q) for all Q ∈ Q Q Q , i.e.,
where V (Q) satisfies the Bellman equation in (10) . For each Q ∈ Q Q Q , we denote μ * n (Q) as the control action that achieves the minimum of the first term in (27) in the nth iteration, i.e., μ * n (Q) = arg min u n J n+1 (Q, u n ). Then, μ * n is referred to as the optimal policy in the nth iteration. Now, based on RVIA, we show Lemma 2 via mathematical induction. We denote Q 1 (Q 1 m ) m∈M and Q 2 (Q 2 m ) m∈M . To prove Lemma 2, we need only show that for any Q 1 ,
holds for all n = 0, 1, · · · . First, we initialize V 0 (Q) = 0 for all Q ∈ Q Q Q . Thus, we have V 0 (Q 1 ) = V 0 (Q 2 ) = 0, i.e., (29) holds for n = 0. Assume that (29) holds for some n ≥ 0. We will prove that (29) also holds for n + 1. By (27) , we have
where (a) is due to the optimality of μ * n (Q 1 ) for Q 1 in the nth iteration, (b) is due to
where
Next, we compare (30) and (31) . (29) holds for n + 1. Therefore, it can be seen that (29) holds for any n by induction. Finally, we take limits on both sides of (29) and use (28) , which concludes the proof.
C. Proof of Lemma 3
By (12), we have
and (c) is due to g(Q, u) − g(Q, v) − g(Q + e u , u)+ g(Q + e u , v) = 0. To prove Lemma 3, it remains to show that the RHS of (32) is nonnegative. By comparing (33a) with (33c), we can see that Q 1 m = Q 3 m for all m, i.e.,
We complete the proof of Lemma 3.
D. Proof of Theorem 1
To prove Theorem 1, we consider content u ∈ M and state Q = (Q m ) m∈M where Q u = s u (Q −u ). Note that, (15) always holds if s u (Q −u ) = ∞. Hence, we need only consider s u (Q −u ) < ∞ in the sequel. By the definition of s u (Q −u ) in Theorem 1, we have J (Q, u) ≤ J (Q, v) for all v ∈ M and v = u. Thus, it is optimal to multicast content u for state Q, i.e., μ * (Q) = u. Consider another state Q = (Q m ) m∈M where Q u ≥ Q u and Q m = Q m for all m = u. Using Lemma 3, we obtain that, for all v ∈ M and v = u,
Thus, it is optimal to multicast content u for Q , which concludes the proof.
E. Proof of Lemma 4
To prove the monotonically non-decreasing property of s 2 (Q 1 ) with respect to Q 1 , it suffices to prove that, if μ * (Q + e 1 ) = 2, then μ * (Q) = 2. This is sufficient to show J (Q, 2) − J (Q, 1) ≤ J (Q + e 1 , 2) − J (Q + e 1 , 1) , where Q = (Q 1 , Q 2 ) and e 1 = (1, 0). By (12) , we have
Thus, we show that the RHS of (34) is nonpositive.
Similarly, we can prove that J (Q, 1) − J (Q, 2) ≤ J (Q + e 2 , 1) − J (Q + e 2 , 2) , where Q = (Q 1 , Q 2 ) and e 2 = (0, 1). Thus, if μ * (Q + e 2 ) = 1, then μ * (Q) = 1. This implies the non-decreasing property of s 1 (Q 2 ) with respect to Q 2 . We complete the proof of Lemma 4.
F. Proof of Proposition 1
Let Z (N 1 , N 2 ) denote the number of the policies with nondecreasing curves. By Theorem 1, either s 2 (Q 1 ) or s 1 (Q 2 ) is sufficient to characterize the optimal policy. Hence, we have
where (35) and (36) are the number of all possible s 2 (Q 1 ) and s 1 (Q 2 ), respectively. In the following, we shall prove that, for any positive integers N 1 , N 2 .
We use induction on n = N 1 + N 2 ≥ 2. If n = 2, then N 1 = N 2 = 1 and we have Z (1, 1) = 2 a 1 =0 a 1 a 0 =0 1 = 4 2 . Assume (37) holds for any positive integers N 1 , N 2 with N 1 + N 2 = n ≥ 2. Now consider Z (N 1 , N 2 ) with N 1 + N 2 = n + 1. If N 1 = 1, then by (35), we have Z (1,
2 . If N 2 = 1, then by (36), we have Z (N 1 , 1 
2 . If N 1 , N 2 > 1, then by (35) and the induction hypothesis, we have Z (N 1 , N 2 
. Thus, (37) holds whenever N 1 + N 2 = n + 1. Therefore, by induction, (37) holds for any positive integers N 1 , N 2 . We complete the proof of Proposition 1.
G. Proof of Lemma 5
We prove Lemma 5 through mathematical induction and the RVIA in Appendix B. Denote Q 1 (Q 1 m,k ) m∈M ,k∈K and Q 2 (Q 2 m,k ) m∈M ,k∈K . To prove Lemma 5, by (28) , it is equivalent to show that for any Q 1 , Q 2 ∈ Q Q Q such that
holds for all n = 0, 1, · · · . We initialize V 0 (Q) = 0 for all Q ∈ Q Q Q . Thus, we have V 0 (Q 1 ) = V 0 (Q 2 ) = 0, i.e., (38) holds for n = 0. Assume that (38) holds for some n ≥ 0. We will prove that (38) also holds for n + 1. By (27) , we have
where (e) is due to the optimality of μ * n (
Next, we compare (39) and (40) for each term. Since Q 2 Q 1 , we have Q 2 Q 1 . Thus, by the induction hypothesis, we have
). Thus, we have V n+1 (Q 2 ) ≥ V n+1 (Q 1 ), i.e., (38) holds for n + 1. Therefore, it can be seen that (38) holds for any n via induction. Finally, we take limits on both sides of (38) and use (28) , which concludes the proof.
H. Proof of Lemma 6
By (12) 
I. Proof of Theorem 2
Consider content u ∈ M , user k ∈ K and state Q = (Q m,i ) m∈M ,i∈K where Q u,k = s u,k (Q −u,−k ). Note that, (18) always holds if s u,k (Q −u,−k ) = ∞. Hence, we need only consider s u,k (Q −u,−k ) < ∞ in the sequel. By the definition of s u,k (Q −u,−k ) in Theorem 2, we can see that J (Q, u) ≤ J (Q, v) for all v ∈ M , v = u. Thus, it is optimal to multicast content u for state Q, μ * (Q) = u. Consider another state Q = (Q m,i ) m∈M ,i∈K where Q u,k ≥ Q u,k and Q m,i = Q m,i for all (m, i ) = (u, k). To prove Theorem 2, it is equivalent to show that it is also optimal to multicast content u for state Q , i.e., J (Q , u) ≤ J (Q , v), ∀v ∈ M , v = u. According to the relation between k and k † (k, Q u ) as well as the value of s u,k (Q −u,−k ), we have three cases.
(1) If k < k † (k, Q u ), i.e., condition (a) holds, we have k < max{k|Q u,k > 0}. By Lemma 6, for any v ∈ M and v = u, we have
Thus, it is optimal to multicast content u for state Q .
(2) If k > k † (k, Q u ) and s u,k (Q −u,−k ) > 0, i.e. condition (b) holds, we have k = max{k|Q u,k > 0}. By Lemma 6, for any v ∈ M and v = u, (43) also holds. Thus, it is optimal to multicast content u for state Q .
(3) If k > k † (k, Q u ) and s u,k (Q −u,−k ) = 0, implying that k > max{k|Q u,k > 0}, then Lemma 6 does not apply and it is unknown whether (43) holds. Therefore, it is unclear whether it is optimal to multicast content u for state Q .
This concludes the proof of Theorem 2.
J. Proof of Lemma 7
Lemma 7 can be proved similarly to Lemma 3 in [31] and Lemma 4 in [18] . It can be seen that g(Q, u) = m∈M g m (Q m , u) and that Q∈Q Q Q Pr[Q |Q, u] = Q m ∈Q m Pr[Q m |Q, u] = Q m ∈Q m Pr[Q m |Q m , u]. By substitutingθ = m∈Mθ m andV (Q) = m∈MV m (Q m ) into (20) , it is easily seen that the equality holds. We complete the proof.
K. Proof of Theorem 3
We first prove the structural property ofμ * for the uniform case. First, for each m ∈ M , we prove that the per-content value functionV m (Q m ) satisfieŝ
for any
where Q § m ∈ Q m is some reference state. Similar to the proof for Lemma 2, it can be shown that for any Q 1 m , Q 2 m ∈ Q m such that Q 2 m ≥ Q 1 m , we haveV n m (Q 2 m ) ≥V n m (Q 1 m ) for all n = 0, 1, · · · . Hence, by induction and RVIA, we obtain that (44) holds. Then, by applying the proof for Lemma 3, it can be shown that for any u, v ∈ M and u = v,Ĵ (Q, u) −Ĵ (Q, v) is non-increasing with Q u , i.e.,Ĵ (Q + e u , u) −Ĵ (Q + e u , v) ≤ J (Q, u) −Ĵ (Q, v). Finally, by applying the proof for Theorem 1, we show thatμ * has a switch structure in the uniform case. Now, we prove the structural property ofμ * for the nonuniform case. The procedure is similar to that for the uniform case. First, similar to the proofs for (44) and Lemma 5, for each m ∈ M , it can be proved that the per-content value functionV m (Q m ) satisfiesV m (Q 2 m ) ≥V m (Q 1 m ) for any Q 1 m , Q 2 m ∈ Q m such that Q 2 m Q 1 m . Then, by applying the proof for Lemma 6, it can be shown thatĴ (Q + E u,k , u) −Ĵ (Q + E u,k , v) ≤Ĵ (Q, u) −Ĵ (Q, v) holds for any u, v ∈ M and u = v, k ≤ max{k|Q u,k > 0}. Finally, using the proof for Theorem 2, we can show thatμ * has a partial switch structure in the nonuniform case. We complete the proof of Part 2) in Theorem 3.
