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Résumé
L’imagerie intégrale est une technologie qui permet de
capturer une scène sous la forme d’une représentation dite
ligth-field. Cette représentation offre plusieurs points de
vue de la scène et permet d’éliminer beaucoup d’incon-
vénients connus en stéréoscopie et en auto-stéréoscopie
par exemple. Les images intégrales ont cependant une ré-
solution élevée et une structure en micro-images difficiles
à encoder. Cet article propose un schéma de compression
d’images intégrales basé sur l’extraction de vues. Les gains
moyens en BD-rate par rapport à la référence HEVC sont
de 15.7% (jusqu’à 31.3%). Les paramètres de ce schéma
peuvent prendre un nombre étendu de valeurs. Une re-
cherche exhaustive parmi ces valeurs permet d’abord de
donner les résultats de la meilleure configuration. Puis
un critère d’optimisation débit-distorsion est proposé pour
éviter la recherche exhaustive, permettant de réduire le
temps d’encodage tout en préservant les gains. Finalement,
l’étude plus fine de l’impact des différents paramètres per-
met de réduire encore davantage le temps de codage.
Mots clefs
Imagerie Intégrale, Imagerie Plénoptique, Holoscopie,
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1 Introduction
Le développement technologique lié à la vidéo 3D tend à
créer des expériences de visualisation de plus en plus réa-
listes et immersives. Les technologies vidéo 3D actuelle-
ment disponibles sur le marché présentent cependant plu-
sieurs limitations. L’utilisation de lunettes en stéréoscopie
crée un manque de confort. De plus, le conflit entre les dis-
tances d’accommodation et de convergence n’est pas natu-
rel pour le système visuel humain et peut causer des gènes.
Malgré un nombre plus élevé de vues, les systèmes auto-
stéréoscopiques sont limités par des éléments de perception
non-naturels, comme par exemple le manque d’une paral-
laxe de mouvement fluide (i.e. une visualisation continue
quand l’utilisateur se déplace devant l’écran), qui est un
élément clé dans la perception de la profondeur [1].
L’imagerie intégrale est une technologie basée sur la photo-
graphie plénoptique [2]. Cette technique permet d’obtenir
une représentation du light-field d’une scène [3], qui per-
met d’éliminer la plupart des inconvénients existants dans
les technologies 3D actuelles (e.g. le conflit convergence-
accommodation). L’acquisition en imagerie intégrale est
basée sur l’utilisation d’un dispositif lenticulaire, constitué
d’un ensemble de micro-lentilles, placé devant le périphé-
rique de capture (i.e. la caméra ou son capteur). Chaque
micro-lentille produit une micro-image (MI), et chaque
MI contient l’information provenant de plusieurs angles de
vue. L’image intégrale résultante correspond à un ensemble
de MIs, comme illustré en Figure 1.
Des caméras plénoptiques sont déjà disponibles sur le mar-
ché, avec notamment Lytro [4] et Raytrix [5]. De plus, plu-
sieurs institutions ont déjà montré de l’intérêt pour les tech-
nologies liées au light-field en travaillant sur des systèmes
d’affichage [6] pour une visualisation sans lunette, visant à
offrir une expérience réaliste et immersive. La téléprésence
est un cas d’application cible intéressant, ainsi que la réa-
lité virtuelle avec la navigation dans une scène en relief [7].
Pour gérer efficacement la résolution élevée des images in-
tégrales et les caractéristiques spécifiques de leur structure,
de nouvelles technologies de codage sont nécessaires. On
propose dans cet article un schéma de compression effi-
cace qui exploite les techniques d’extraction de vues afin
de créer une image intégrale résiduelle qui est encodée. La
performance de ce schéma dépend de plusieurs paramètres
pouvant prendre un nombre étendu de valeurs. On propose
donc un ensemble de méthodes itératives pour sélectionner
la configuration la plus efficace en jouant sur le compromis
débit-distorsion et complexité.
La suite de cet article est organisée comme suit. En Sec-
tion 2, les méthodes d’extractions de vues existantes sont
décrites, et l’état de l’art des méthodes de codage d’images
intégrales est présenté. Le schéma de compression proposé
est décrit puis les résultats expérimentaux sont montrés en
Section 3. Les conclusions sont tirées dans la Section 4.
2 État de l’art
2.1 Extraction de vues
Plusieurs méthodes pour extraire des vues d’une image
intégrale sont décrites dans [9]. La méthode basique ex-
trait un patch (une zone carrée de pixels) de chaque MI,
Figure 1 – Micro-Images (MIs) - Laura [8]
comme illustré en Figure 2 (gauche). Cette méthode est
basée sur les caractéristiques de la focused plenoptic ca-
mera [10] pour laquelle chaque MI contient de l’informa-
tion spatiale et de l’information angulaire. Une méthode
plus basique consiste à utiliser un patch de taille 11, i.e.
un pixel par MI. La taille du patch définit la profondeur
(distance à la caméra) dans la scène du plan sur lequel la
mise au point sera faite dans la vue extraite : plus le patch
est large, moins cette distance est élevée. L’angle de vue
dépend de la position relative du patch dans la MI. Une mé-
thode plus avancée permet d’atténuer les effets de blocs en
lissant les transitions entre les patchs adjacents. Les pixels
entourant chaque patch sont moyennés avec une pondéra-
tion (les pixels les plus éloignés du centre ont un poids plus
faible). Une méthode d’estimation de disparité (basée sur
block-matching) est proposée dans [10] pour obtenir la pro-
fondeur relative des objets dans chaque MI. Une valeur de
disparité par MI est estimée, correspondant à la taille du
patch à utiliser. Dans les vues extraites par cette méthode
dite disparity-assisted patch blending extraction (DAPBe
[9]), tous les objets sont nets car les tailles de patch sont
adaptées à la profondeur.
2.2 Codage d’images intégrales
Les images intégrales doivent avoir une grande résolution
pour obtenir un nombre élevé de vues différentes avec une
résolution suffisante. De plus, la structure en micro-images
(MIs) donne un aspect de grille qui rend l’image difficile
à encoder (voir Fig. 1). Une première approche consiste
à appliquer la Transformée en Cosinus Discrète (Discrete
Cosine Transform - DCT) sur les MIs, suivie d’une quan-
tification et d’un codage sans perte [11]. Les corrélations
Figure 2 – Extraction (gauche), Reconstruction (droite)
inter-MIs peuvent également être exploitées en utilisant
une 3D-DCT sur les MIs superposées en un volume [12].
Dans [13], une transformée en ondelettes (Discrete Wave-
let Transform - DWT) est appliquée aux MIs, suivie d’une
DCT sur les blocs de coefficients transformés (transfor-
mée hybride à 4 dimensions). Les approches basées sur
les transformées correspondent bien à la structure en MIs
mais donnent des gains en compression limités en compa-
raison aux encodeurs standards actuels (H.264/AVC [14] et
HEVC [15]). Dans [16] et [17], les images intégrales sont
décomposées en vues, qui sont encodées avec l’encodeur
MVC [18]. Cette approche est efficace sur les images gé-
nérées par ordinateur (i.e. dont les MIs sont parfaitement
alignées sur les pixels) mais reste limitée pour les conte-
nus naturels. Le mode Self-similarity [19] est une autre
approche basée sur le même principe que le mode Intra
Block Copy [20], qui exploite les corrélations spatiales non-
locales entre les MIs. Un algorithme de block-matching est
utilisé, comme pour le mode inter de H.264/AVC et HEVC,
mais au sein de l’image courante (zone causale déjà enco-
dée). Cet outil apporte de bons gains pour les images fixes
mais reste limité pour les séquences quand la prédiction
temporelle est activée.
Un schéma de codage scalable est proposé dans [21]. Ce
schéma offre une fonctionnalité intéressante de scalabilité
côté écran (i.e. un flux adapté aux systèmes d’affichage 2D,
multi-vues, et holoscopiques). La couche 0 correspond à la
vue centrale, la couche 1 correspond à un ensemble de vues
additionnelles, et la couche 2 est l’image intégrale. Cette
scalabilité a donc un coût, car des vues supplémentaires
sont encodées. Un schéma de prédiction inter-couches est
proposé pour réduire le débit dédié à la couche 2, dans le-
quel une image intégrale est partiellement reconstruite à
partir des vues (couche 1) et ajoutée aux images de réfé-
rence.
Dans la Section 3, on propose un schéma de codage ori-
ginal pour les images intégrales. Bien qu’il soit basé sur
l’extraction de vue, et permette une certaine forme de sca-
labilité, il diffère des méthodes scalables existantes : son
but principal est l’efficacité de codage. Il utilise avantageu-
sement le processus d’extraction pour reconstruire un pré-
dicteur fiable et créer une image intégrale résiduelle qui est
encodée.
3 Schéma de codage proposé
Le schéma de compression proposé (Fig. 3) est décrit dans
cette section. Dans ce schéma, une image résiduelle IIR est
encodée avec HEVC (flux résiduel). IIR est la différence
entre l’image originale II et une image reconstruite II. II
est reconstruite à partir de vues extraites de l’image origi-
nale II. Le nombre de vues n’est pas limité. Les valeurs
de disparité utilisées pour l’extraction et la reconstruction
sont encodées sans compression, et les vues extraites sont
encodées avec 3D-HEVC (flux vues). De par leur résolu-
tion réduite, les vues représentent un nombre de bits réduit
à encoder, en comparaison à II. De plus, elles ont un as-
Figure 3 – Schéma de codage proposé - encodeur
pect d’images naturelles qui est moins couteux à encoder,
en opposition à l’aspect donné par les MIs. Pour obtenir
des vues avec un tel aspect, des méthodes d’extractions
avancées sont utilisées (voir Sec. 2.1), basée sur l’extrac-
tion de patch et avec une moyenne pondérée sur les bords,
ce qui empêche une reconstruction parfaite pour II. L’in-
formation manquante, correspondant à la différence entre
II et II, est récupérée dans IIR. Par définition, pour une
image reconstruite II proche de l’originale II, la diffé-
rence donne des valeurs proches de zéro (un exemple de
l’aspect de l’image résiduelle est illustré en Fig. 4). IIR a
donc un aspect lisse avec peu de variations, qui est plus fa-
cile à encoder avec HEVC que II.
Comme l’illustre la Figure 2 (droite), lors de la recons-
truction de II à partir de vues, certains pixels provenant
d’angles de vue différents sont remplacés par des pixels
adjacent provenant de la même vue. Cependant la transfor-
mation d’un objet en changeant d’angle de vue n’est pas
limitée à une simple translation (disparité) mais implique
également un mouvement angulaire. Des erreurs sont donc
introduites. Un filtrage passe-bas (e.g. moyenneur) est ap-
pliqué aux vues décodées avant la reconstruction pour at-
ténuer ces erreurs. Les hautes fréquences dans la vue (qui
correspondent par exemple au bruit et aux détails) sont fil-
trées tout en préservant la forme des objets.
Côté décodeur, les vues sont décodées et utilisées pour re-
construire II, et IIR est décodée puis ajoutée (somme) à
II pour obtenir l’image de sortie.
Il existe un compromis entre le débit et la qualité des vues,
et le débit de IIR. II doit être la plus proche possible de
II afin de minimiser le coût de IIR, sans augmenter trop le
coût des vues. Plusieurs combinaisons sont possibles pour
les paramètres suivants : le QP utilisé pour encoder les
vues (QPV), le QP utilisé pour encoder l’image résiduelle
(QPR), et la taille (en pixels) du filtre passe-bas appliqué
Figure 4 –Micro-Images (MIs) in a residual image - Laura
[8]
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Figure 5 – Points débit-distorsion pour toutes les configu-
rations (Fountain) - horizontal : débit (kbits/image), verti-
cal : EQM
aux vues décodées (B). Dans la suite, on propose différents
compromis entre débit-distorsion et complexité, en explo-
rant plusieurs méthodes pour paramétrer ces valeurs.
3.1 Recherche exhaustive de la configuration
optimale
Nos expérimentations incluent sept images fixes [8], lis-
tées dans le Tableau 1. Ces images sont rognées pour retirer
les MIs incomplètes, et débarrassées des pixels de la grille
correspondant aux limites entre les micro-lentilles [22]. La
méthode dite disparity-assisted patch blending extraction
(DAPBe [9]) est utilisée pour extraire une vue unique. Les
encodages de la vue et de l’image résiduelle sont effectués
avec HEVC (HM14.0) dans la configuration Intra main
[23], et les valeurs de disparité sont codées sur 4 bits par
MI. Les résultats de compression sont donnés avec la mé-
trique Bjøntegaard Delta (BD) rate [24]. L’ancrage de ré-
férence est II encodée avec HEVC sur l’intervalle de QP
{25,30,35,40}, et les valeurs négatives représentent un gain
sur la référence.
Comme en pratique, une très large partie du débit est dé-
diée à IIR, la valeur de QPR est déterminée en fonction
du débit (ou de la qualité) cible, et QPV et B sont consi-
dérés comme des paramètres à optimiser pour un QPR
donné. Pour chaque QPR dans l’intervalle {10,15,20,25},
des combinaisons de valeurs pour les paramètres QPV et
B (respectivement dans les intervalles {10,11,. . .,50} et
{1,2,. . .,11}) sont testées par itérations, fournissant 1804
(4  41  11) points débit-distorsion (RD-points, illus-
trés par les points rouges dans la Figure 5). Pour chaque
image, le Tableau 1 montre la configuration qui donne les
meilleurs résultats en BD-rate.
Un gain moyen de 15.7% (jusqu’à 31.3% pour Fredo) est
rapporté en utilisant les combinaisons optimales de para-
mètres. La valeur de QPV augmente en rapport à QPR,
offrant un compromis entre le débit de la vue et de IIR.
Approximativement 97% du débit total est dédié à IIR en
moyenne, principalement à cause de sa large résolution par
rapport à la vue (e.g. pour Fountain 6512  4880 contre
960  720), qui représente les 3% restants (les valeurs de
disparités utilisées pour l’extraction et la reconstruction re-
présentent seulement 0.3%).
Les valeurs optimales pour QPV et B sont ici sélection-
Image BD-rate (%)
Pour chaque QPR
dans {10,15,20,25}
QPV B
Fountain -17.0 19 21 23 29 3 3 3 3
Fredo -31.3 18 21 25 32 3 3 3 3
Jeff -5.9 25 30 30 32 9 9 9 7
Laura -11.2 22 25 27 31 4 4 4 4
Seagull -13.7 20 21 25 29 3 3 3 3
Sergio -23.6 19 19 24 32 4 2 2 2
Zenhgyun1 -7.5 25 26 30 32 9 9 9 7
Moyenne -15.7
Tableau 1 – Gains BD-Rate avec les configurations opti-
males de QPV et B pour chaque QPR. Les valeurs néga-
tives représentent un gain sur la référence
nées exhaustivement parmi les 1804 points, et dépendent
de l’image testée. En Section 3.2, les résultats fournis par
cette étude préliminaire sont utilisés pour déterminer un
processus d’optimisation débit-distorsion (Rate Distortion
Optimisation - RDO) qui sélectionne automatiquement les
meilleures valeurs pour un QPR donné.
3.2 Processus local d’optimisation débit-
distorsion
La Figure 5 illustre les valeurs RD obtenues pendant la
recherche exhaustive de la meilleure combinaison pour
QPV, QPR et B. On définit l’enveloppe convexe glo-
bale (GCH, en bleu) comme l’enveloppe convexe de tous
les points, et l’enveloppe convexe locale (LCH, en vert)
comme l’enveloppe convexe d’un ensemble de points ayant
la même valeur de QPR. Les points optimaux pour un
QPR donné sont situés à l’intersection S entre LCH et
GCH. D’après nos données expérimentales, on peut obser-
ver que pour chaque QPR, il existe au moins un point qui
appartient à GCH (i.e. cette intersection n’est pas vide).
Utiliser uniquement LCH peut donner des configurations
sous-optimales, comme le montre sur la Figure 5 les points
marqués d’une croix verte et qui sont situés sur la partie
droite deGCH.GCH ne peut cependant être connue qu’en
encodant l’image avec plusieurs QPR, ce qui multiplie le
nombre de combinaisons testées.
L’objectif dans cette section est de pouvoir sélectionner la
configuration, pour un QPR donné, qui fournit des valeurs
de débit et distorsion (respectivement R et D) qui mini-
misent le coût D + R, où  est la pente de LCH dans S
(donc de GCH). Dans la Figure 5, cela revient à trouver
parmi les points marqués d’une croix, ceux qui sont égale-
ment marqués d’un cercle.
La pente deGCH entre deux valeurs consécutives deQPR
évolue exponentiellement par rapport à QPR. Une estima-
tion de  = f(QPR) est donc possible. La fonction définie
par  = 2aQPR+b (avec a = 0:34 et b =  15:8) a une
excellente correspondance avec les données.
Une première méthodeAllRDO est proposée, où les combi-
naisons de QPV et B sont successivement testées pour un
Image
BD-rate Temps
Pour chaque QPR
(%) (%)
dans {10,15,20,25}
QPV B
Fountain -17.0 48284 19 21 23 27 3 3 3 3
Fredo -31.1 47067 18 21 25 28 3 3 3 3
Jeff -5.9 48729 25 30 30 32 9 9 9 7
Laura -11.2 49065 22 25 27 30 4 4 4 4
Seagull -13.7 48836 19 21 25 29 3 3 3 3
Sergio -23.5 48036 20 21 24 28 4 2 2 2
Zenhgyun1 -7.5 48554 25 26 31 30 9 9 9 7
Moyenne -15.7 48367
Tableau 2 – BD-Rate, variations du temps de codage et
configurations associées pour la méthode AllRDO
QPR donné. La combinaison qui donne les valeurs de débit
et distorsion minimisant le coûtD+R (avec  déterminé
comme ci-dessus) est sélectionnée. Les conditions de test
sont telles que décrites en Section 3.1. Le Tableau 2 donne
le BD-rate et la variation de temps de codage (pour chaque
image et en moyenne) en référence à l’ancrage HEVC.
Les combinaisons sélectionnées par AllRDO sont très
proches des configurations optimales déterminées dans la
Section 3.1 (même valeurs pour B et seulement de légères
différences pour quelques valeurs de QPV), et les gains de
15.7% sont préservés, ce qui montre la robustesse de l’es-
timation de  = f(QPR). Le temps total d’encodage pour
toutes les itérations est très large, avec une multiplication
du temps de référence par 484 en moyenne. On note que
les intervalles de valeurs testées pour QPV et B ne sont
pas utilisés entièrement et peuvent donc être réduits pour
diminuer le nombre d’itérations. Deux variantes sont pro-
posées dans la suite afin de réduire encore ce nombre.
Avec BRDO et BMSE, les itérations sur B sont faites uni-
quement pour une valeur de QPV (e.g. pour QPV =
10 dans nos expérimentations), et la meilleure valeur de
B est conservée pour les autres itérations sur QPV. La
meilleure valeur pour B est celle qui minimise le coût
D + R dans BRDO (même processus d’optimisation que
pour AllRDO), et celle qui minimise l’Erreur Quadratique
Moyenne (EQM) entre II et II dans BMSE. Le Tableau 3
montre les résultats BD-rate moyens et les variations en
temps de codage associées pour ces méthodes.
Pour BRDO, le temps d’encodage total est réduit significa-
tivement (de 484 fois le temps de référence à 55 fois) car
le nombre d’itérations est fortement réduit. Les gains de
15.7% sont préservés car B ne varie pas significativement
par rapport à QPV. Les résultats de BMSE montrent que le
temps d’encodage peut encore être réduit (à 44 fois la réfé-
rence) en sélectionnantB sans encoder l’image résiduelle à
chaque itération, avec un gain presque aussi bon (15.3% en
moyenne, e.g. avec une diminution de 1.7% pour Seagull,
et 0.8% pour Sergio). On note que le nombre d’itérations
sur QPV peut être réduit encore en évitant de chercher sur
tout l’intervalle {10,11,...,50}. Par exemple, on peut obser-
ver que le coût D + R a un minimum local par rapport à
AllRDO BRDO BMSE QPVxed Allxed
BD-rate -15.7 -15.7 -15.3 -15.5 -8.5
Temps 48367 5526 4443 136 120
Tableau 3 – Gains BD-Rate (%) et variations du temps de
codage associée(%), en moyenne
QPV pour B et QPR donnés. Les itérations peuvent donc
être stoppées quand le coût commence à augmenter.
3.3 Détermination empirique de la configu-
ration
Deux variantes supplémentaires sont définies, QPVxed et
Allxed, dans lesquelles la valeur de QPV est fixée empi-
riquement pour chaque QPR. Avec QPVxed, B est sélec-
tionnée par rapport à l’EQM entre II et II (comme pour
BMSE dans la Sec. 3.2 ), tandis que pour Allxed, la valeur
de B est également fixée.
Les résultats de QPVxed dans le Tableau 3 montrent
qu’assigner un QPV à un QPR réduit largement le temps
d’encodage (seulement 1.4 fois la référence) et donne
quand même un gain moyen proche de l’optimal avec
15.5%. Bien que le nombre d’images de test disponibles
soit limité, les paramètres diffèrent peu d’une image à
l’autre. Cette robustesse suggère des gains similaires sur
d’autres images intégrales. Le temps de codage est de
seulement 1.2 fois la référence pour Allxed. Par contre,
le gain moyen descend à 8.5%, avec des pertes pour Jeff
et Zenhgyun1. La valeur optimale de B dépend fortement
du contenu de l’image et les itérations sur ce paramètre
peuvent améliorer de manière significative la performance
de codage, avec seulement une légère augmentation du
temps de codage.
Des résultats préliminaires montrent des performances si-
milaires entre le schéma proposé et le mode Intra Block
Copy [20] (même principe que Self-Similarity [19]), et que
combiner les deux méthodes améliore encore l’efficacité.
Le Tableau 4 montre les variations du temps d’encodage et
de décodage du schéma proposé par rapport à la référence,
ainsi que le pourcentage du temps total dédié à chaque
tâche, pour l’image Fountain avec la méthode QPVxed.
Le schéma proposé a un temps d’encodage total de 1.3 fois
le temps d’encodage de II avec HEVC (référence). 79% du
Temps (%)
Variation
Extr. Rec.
HEVC
Autres
ancrage Vue IIR
Encodage 130 7 8 2 79 4
Décodage 240 . 31 1 46 22
Tableau 4 – Fountain - Variation du temps de codage par
rapport à l’ancrage, avec QPVxed, et pourcentage du
temps total pour chaque tâche, incluant : extraction, re-
construction, codage/décodage de la vue et de l’image ré-
siduelle, et filtrage, différence et somme (autres).
temps est dédié à l’encodage de IIR. L’extraction de la vue
prend 7% du temps total, principalement à cause du temps
dédié à l’estimation de disparité. Les onze itérations des
étapes de filtrage, reconstruction, et différence représentent
12%. Le temps de décodage est de 2.4 fois le temps de ré-
férence, avec 46% dédié au décodage de IIR. Il ne dépend
pas du nombre d’itérations côté encodeur. La reconstruc-
tion (31%) et la somme de IIR et II (22%) représentent
un pourcentage plus élevé au décodeur car le processus de
décodage avec HEVC est bien plus rapide que l’encodage.
Cette augmentation est plus élevé en bas débit, où le temps
de décodage d’HEVC est encore réduit davantage, tandis
que le temps de reconstruction et de la somme ne varie pas.
4 Conclusions
Un schéma efficace de compression d’images intégrales est
proposé dans cet article. Une image intégrale résiduelle et
une vue extraite y sont encodées. L’image résiduelle est is-
sue de la différence entre l’image originale et une image re-
construite à partir de la vue. Un gain en BD-rate de 15.7%
en moyenne, et jusqu’à 31.3%, est obtenu par rapport à la
référence HEVC. La configuration du QP utilisé pour en-
coder la vue, et de la taille du filtre passe-bas appliqué à
cette vue, ont un large impact sur l’efficacité du codage.
Une méthode robuste d’optimisation débit-distorsion est
d’abord modélisée pour sélectionner la meilleure configu-
ration en préservant les gains optimaux. On limite ensuite
le nombre d’itérations pour réduire le temps d’encodage,
tout en conservant les gains. On montre finalement qu’il est
possible d’assigner une valeur unique de QP pour la vue à
une valeur de QP donnée pour l’image résiduelle, avec une
perte d’efficacité minime, et que la taille du filtre passe-bas
peut être sélectionnée avec un nombre réduit d’itérations.
De cette étude résulte un codec réaliste du point de vue du
compromis entre performances de codage et complexité.
Les perspectives pour les futurs travaux incluent des tests
du schéma avec plusieurs vues extraites, différents filtres
pour la (les) vue(s), et l’utilisation de méthodes d’extrac-
tions plus avancées.
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