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1. INTRODUCTION
We consider a power series
a z s a z a , 1Ž . Ž .Ý a
agI1
a s a , . . . , a , a G 0, j s 1, . . . , n ,Ž .1 n j
I s a s a , . . . , a : a G 1 , a z a s a z a1 ? ??? ? z an . 4Ž .1 1 n 1 a a , . . . , a n1 n
Ž .Suppose the power series 1 converges in a neighborhood of the origin
and let us consider the coefficients of the power series under the assump-
tion that its sum is a branch of an algebraic function.
Let us also suppose that a power series in n q 1 variables
R z , z s R z a0 z a 2Ž . Ž .Ý0 a , a 00
a G10
agI1
converges in a neighborhood of the origin; here
R z a0 z a s R z a0 z a1 ? ??? ? z an , z g C1.a , a 0 a , a , . . . , a 0 1 n 00 0 1 n
1 This paper was partially written at Wuhan University, Hubei, People's Republic of China.
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Then the power series in n variables
R z a 3Ž .Ý a , a1
agI1
Ž .is called the diagonal of the power series 2 .
w xFurstenberg 1 considered the diagonal of the power series of a rational
function. He had a different definition of the diagonal of a multi-variable
Ž .power series his definition coincides with ours only in the case n s 1 . In
particular, Furstenberg proved the diagonal of the power series of a
rational function of two variables to be an algebraic univariable function.
w xHessel showed 2 the same for the Laurent series. The same problems for
algebraic and rational functions over finite fields have been studied by
Ž w x.some other authors e.g., Deligne 3 .
w xThe author proved 4, 5 that the converse is valid; namely, for any
algebraic univariable function
a z s a z kŽ . Ý k
kG0
there is a rational function
r z , z s r z k1 z k 2Ž . Ý1 2 k , k 1 21 2
k , k G01 2
in C 2 such that
a z k s r z k . 4Ž .Ý Ýk k , k
kG0 kG0
Ž .Thus a necessary and sufficient condition for a z to be algebraic is the
Ž . Ž .equality 4 , where r z , z is some rational function.1 2
In the present paper this result is generalized for algebraic functions of
n variables. Namely, we will prove the following main theorem.
Ž .THEOREM 1. Suppose the function 2 is rational. Then the holomorphic
Ž .function defined in a neighborhood of the origin by 3 is algebraic. Con-
Ž .¤ersely, if the function 1 is a branch of an algebraic function which is
Ž .holomorphic near the origin, then there is a rational function 2 and a
unimodular n = n matrix with non-negati¤e integral elements such that for
all a
<a s R , 5Ž .bsa Aa b , b1
Ž .where b s b , . . . , b .1 n
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Ž .Remark. If A is the identity matrix, then the condition 5 is a s R ;a a , a1
Ž . Ž .i.e., the function 1 is the diagonal of the series 2 . If A is an arbitrary
Ž .unimodular matrix, then it would appear natural that the series 1
Ž . Ž .connected with the series 2 by the relation 5 is the A-diagonal of the
Ž .series 2 .
We note that the structure of the coefficients of a rational univariable
w xfunction is completely described by the Kronecker criterion 6 . By apply-
ing the Kronecker criterion with respect to every variable in the multiple
power series of a rational function, one can obtain a certain description of
those coefficients.
Further, in this paper we consider some conditions of separate algebraic-
ity and applications of Theorem 1 to, e.g., Eisenstein's theorem on power
series of algebraic functions.
2. PROOF OF THEOREM 1
Ž .  < <Let R z , z be a holomorphic function in the polydisk z F r ; j s0 j
4 Ž .0, 1, . . . , n and have the power series expansion 2 . Since this series
converges absolutely, the series Ý R z a converges absolutely, too.a a , a1
Ž .We choose « , 0 - « - r. Then the function R w, z rw, z , . . . , z is1 2 n
Ž .  < < 4 < <  4holomorphic for w g G « s w s « , z F d s min r« , r , and evi-1
dently we have that
1 z dw1aR z s R w , , z , . . . , z . 6Ž .Ý Ha , a 2 nž /1 2p i w wŽ .G «a
Now let the integrand be rational. Then evaluating it by residues leads
Ž w x.e.g., Proposition 10.2 in 10 to an algebraic function of variables
z , . . . , z . Thus the function Ý R z a is algebraic. Note that its coeffi-1 n a a , a1
Ž .cients are connected with the coefficients of the function R z , z by the0
Ž .equality 5 , where A is the identity matrix. The first part of Theorem 1 is
proved.
To prove the converse we have to give two lemmas.
Ž . Ž .Let P w, z be a polynomial, such that for the algebraic function 1
Ž Ž . . Ž . Ž .P a z , z s 0, a 0 s 0, P 0, 0 s 0. We denote by O the ring of all
germs of holomorphic functions at the origin.
Ž .LEMMA 2. Let a z g O be a branch of an algebraic function represented
Ž . Ž .by the series 1 and let the polynomial defining the function a z be of the
form
kP w , z s w y a z u w , zŽ . Ž . Ž .Ž .
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Ž .in a neighborhood of zero, where u w, z is an in¤ertible germ of O. Then
Ž .there exists a rational function 2 , holomorphic at zero, such that the equality
a s Ra a , a1
holds for all a .
Proof. We denote
1 w2PX w , zŽ .wÄR s
k P w , zŽ .
and consider the rational function
ÄR z , z s R z , z z , z , . . . , z .Ž . Ž .0 0 0 1 2 n
Ž . Ž . Ž . Ž .Then R z , z g O. In fact, since a z s z a z , where a z g O, the0 1 1 1
Ž . Ždenominator of the rational function R z , z is the polynomial P z ,0 0
. Ž Ž ..k kŽ .kz z , z , . . . , z s z y z z a z z , z , . . . , z u s z 1 y z a u.0 1 2 n 0 0 1 1 0 1 2 n 0 1 1
Ž .The numerator of function R z , z is of the form0
ky1 k2z k z y z z a u q z y z z a ¤Ž . Ž .Ž .0 0 0 1 1 0 0 1 1
ky1 kkq1s z k 1 y z a u q z 1 y z a ¤ ,Ž . Ž .Ž .0 1 1 0 1 1
Ž . Ž .¤ g O. Now since u 0, 0 / 0, it is clear that the function R z , z is0
 < < 4holomorphic in some polydisk z F r ; j s 1, . . . , n and has the expan-j
Ž . Ž .sion 2 there. Hence we obtain the equality 6 ; on the other hand,
according to the logarithmic residue formula we have that
1 z dw 1 dw1 ÄR w , , z , . . . , z s R w , zŽ .H H2 nž /2p i w w 2p i wŽ . Ž .G « G «
1 wPX w , zŽ .ws dw s a z .Ž .H2p ik P w , zŽ .Ž .G «
Ž . aThus a z s Ý R z ; hence a s R for all a . Lemma 2 isa a , a a a , a1 1
proved.
Now we give a corollary of Lemma 2 which is not relevant to the proof
of Theorem 1 but is of an independent significance. For this, we divide the
Ž . Ž X Y .variables z s z , . . . , z into two non-empty groups: z s z , z . Then1 n
Ž X Y . a Ž X.a XŽ Y .aYX Ya s a , a , a z s a z z .a a a
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COROLLARY 2U. Let the function
a
X
Y X
Xw s a z s g z zŽ . Ž . Ž .Ý a
agI1
Ž .be a holomorphic solution of a polynomial equation P w, z s 0 in a
neighborhood of zero and let at least one of the coefficients of the Hartogs
series be an irrational algebraic function. Then in any neighborhood of the
Ž X Y . Ž .point 0, 0 , 0 there is at least another solution w s w z of the equation
Ž .P w, z s 0.
We prove the corollary by contradiction. Namely, let the polynomial
Ž .P w, z satisfy the condition of Lemma 2. Then there exists a rational
Ž . X Y X Yfunction 2 such that a s R . Hencea a a , a a1
a
Y
a
Y
Y Y Y Y
X X Y X Y Xg z s a z s R z s G zŽ . Ž . Ž . Ž .Ý Ýa a a a , a a a , a1 1
Y Y
a a
1 › a1q< a
X < R 0, 0X , zYŽ .
Xs .aX Xa1a !a ! › z › zŽ .1 1
Ž . Ž Y . Ž Y .X XSince R z , z is rational, all the functions g z s G z are0 a a , a1
rational. This contradiction proves the corollary.
In the case where the condition of Lemma 2 does not hold, several
Ž .branches of the implicit function defined by the equation P w, z s 0 may
Ž . nq1pass through the point 0, 0 g C and the logarithmic residue
1 wPX w , zŽ .
dwH2p i P w , zŽ .Ž .G «
equals the sum of these branches. Therefore we will do a partial resolution
 Ž . 4of the singularity of the hypersurface P w, z s 0 at zero by choosing
some suitable birational change of variables separating the germ of the
 Ž .4  Ž . 4graph w s a z from other germs of the analytic set P w, z s 0 .
We prove the following lemma.
Ž . Ž . Ž Ž . . Ž .LEMMA 3. Let P w, z g O, a z g O, P a z , z s 0, a 0 s 0. Then
there exists a polynomial mapping of the form
w s S r z , . . . , r z q ¤z k1 ? ??? ? z k n s r ¤ , zŽ . Ž . Ž .Ž .q 1 n 1 n 0
7Ž .
¤ ¤1 j n jz s z ? ??? ? z s r z , j s 1, . . . , n;Ž .j 1 n j
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1 Ž . n Ž .here ¤ g C , z s z , . . . , z g C , S z is a polynomial of the degree q in1 n q
Ž . Ž .n ¤ariables z , . . . , z s z, S 0 s 0, such that:1 n q
Ž .i the in¤erse mapping
¤ s r w , zŽ .0
z s r z , j s 1, . . . , n ,Ž .j j
is rational;
Ž . Ž Ž . Ž .. m1 m nŽ Ž ..k Ž .ii P r ¤ , z , r z s z ? ??? ? z ¤ y h z u ¤ , z , where h g0 1
Ž . Ž . Ž . Ž Ž . Ž ..O, u g O, h 0 s 0, u 0, 0 / 0, r z s r z , . . . , r z .1 n
Ž . Ž . Ž .The mapping 7 which has the properties i and ii from Lemma 3, will
Ž .be called the resol¤ing mapping for the branch w s a z , holomorphic at
Ž .zero, of the implicit function with respect to the equation P w, z s 0.
Ž .PROPOSITION 4. Let the mapping 7 be a resol¤ing mapping for the
Ž .holomorphic branch w s a z of the implicit function with respect to the
Ž . Ž . Ž Ž Ž .. Ž .. Ž . Ž Ž .equation P w, z s 0. Then a z s r h r z , r z , where r z s r z ,0 1
Ž ..  < < 4. . . , r z is the in¤erse mapping and for e¤ery z g z - d ; j s 1, . . . , nn j
we ha¤e the equality
X
1 ¤ P r ¤ , z , r z d¤Ž . Ž .Ž .0 ¤h z s , 8Ž . Ž .H2p ik P r ¤ , z , r zŽ . Ž .< < Ž .¤ s« 0
0 - d g « g 1.
Ž . Ž .The formula 8 follows from the equality ii of Lemma 3 and the
Ž . Ž Ž Ž .. Ž ..logarithmic residue formula. The equality a z s r h r z , r z follows0
Ž . Ž . Ž . Ž .from the equalities w s r ¤ , z , w s a z , ¤ s h z , z s r z .0
Proof of Lemma 3. We denote by ord f the order of the zero of a
holomorphic function f at the point 0, assuming moreover ord f s 0 if
Ž . Ž .f 0 / 0 and ord f s q‘ if f ’ 0, and let f # be the lowest homoge-
w xneous polynomial not identically zero of the function f at the point 0 7 .
Ž . Ž Ž ..kFrom the condition of Lemma 3 it follows that P w, z s w y a z =
Ž . Ž Ž . . Ž Ž . .G w, z , G g O. G a z , z k 0, i.e., m s ord G a z , z - q‘. If m s 0,
Ž Ž . .then G a 0 , 0 / 0; hence the resolving mapping is the identity mapping.
And now we consider the case m ) 0.
Ž . aWe denote by S z s Ý a z a partial sum of the power series ofq 5 a 5 F q a
Ž . Ž Ž . . Ž Ž . .the function a z . Clearly, if q G m, then ord G S z , z s ord G a z , zq
s m because monomials of a degree more than m do not influence the
Ž .order. For example, we choose q s m m q 1 r2. Let us do the change of
Ž . Ž .variables w ‹ ¤ q S z , z ‹ z ; after that the function P w, z goes intoq
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a function
k
aP ¤ q S z , z s ¤ y a z G ¤ q S z , z .Ž . Ž .Ž . Ž .Ýq a qž /
5 5a )q
Ž Ž . . Ž . jLet G ¤ q S z , z s Ýd z ¤ be the Hartogs series expansion. Thenq j
ord d z s ord G S z , z s m.Ž . Ž .Ž .0 q
Ž .We will write a change of variables after which the function f ¤ , z
Ž Ž . Ž .. Ž .takes the form f w ¤ , z , c ¤ , z in the following way: ¤ ‹ w ¤ , z ,
Ž .z ‹ c ¤ , z . Let us do the monomial change of variables
¤ ‹ ¤z mi
z ‹ zi i 9Ž .
w xz ‹ z z , j s 1, . . . , i , . . . , n ,j i j
where the variable z is chosen by the conditioni
deg d z # s max deg d z # . 10Ž . Ž . Ž .Ž . Ž .½ 5z 0 j z 0i j
Ž . Ž Ž . .The transformation 9 leads the function G ¤ q S z , z to the formq
d z z , . . . , z , . . . , z zŽ .0 i 1 i i nmz q ¤d z z , . . . , z , . . . , z z q ???Ž .i 1 i 1 i i nmzi
d0ms z q ¤T ¤ , z , . . . , z ;Ž .i 1 nmzi
Ž . mmoreover d z z , . . . , z , . . . , z z rz g O and the inequality0 i 1 i i n i
d z z , . . . , z , . . . , z zŽ .0 i 1 i i n
ord F m y 1 11Ž .mzi
Ž . Ž . Ž .is valid. Indeed, let d z s Ý d z be the expansion in homoge-0 mG m 0 m
Ž . Ž . Ž Ž ..neous polynomials, d z s d z #. Then0 m 0
d z z , . . . , z , . . . , z z rz m s d z , . . . , 1, . . . , zŽ . Ž . Ž .m0 i 1 i i n i 0 1 n
q z d z , . . . , 1, . . . , z q ??? .Ž . Ž .mq1i 0 1 n
12Ž .
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Ž . Ž .Since the polynomial d z , . . . , 1, . . . , z does not depend on the0 m 1 n
Ž .variable z while all other monomials of the series 12 contain a non-zeroi
Ž .power of z , the order of the zero of the sum 12 does not exceedi
Ž . Ž . Ž .ord d z , . . . , 1, . . . , z - m. Hence, the inequality 11 is valid.0 m 1 n
Ž .Thus, the transformation 9 leads the function to the form
m m m Ž1. Ž1.z d rz q ¤T ¤ , z \ z G ¤ , z , G ¤ , z g OŽ . Ž . Ž .i 0 i i
Ž1.Ž . Ž . mand besides ord G 0, z s ord d z z , . . . , z , . . . , z z rz F m y 1.0 i 1 i i n i
Ž . ŽSimultaneously, after the change of the variable 9 the function ¤ y
a .kÝ a z takes the form5 a 5 G qq1 a
k
akm qq1ym 5 a 5yqy1w xz ¤ y z a z i z ,Ž .Ýi i a iž /
5 5a )q
Ž w x.a awhere z i is a monomial z in which the variable z is omitted. Thusi
kmŽ Ž1.Ž ..k Ž1.this function can be written in the form z ¤ y a z , a g O,i
Ž1.Ž .ord a z G q q 1 y m.
Ž Ž . .Finally, the function P ¤ q S z , z goes into the functionq
kg Ž1. Ž1.iz ¤ y a z G ¤ , z ,Ž . Ž .Ž .i
Ž1.Ž . Ž1.Ž .where ord G 0, z F m y 1, ord a z ) q y m, g s km q m.i
Ž .Now we use the change of variables 9 where the number m s1
Ž1.Ž .ord G 0, z is chosen instead of m and the variable z is defined by thei
condition
deg GŽ1. 0, z s max deg GŽ1. 0, z .Ž . Ž .½ 5z j zi j
Ž Ž1.Ž ..k Ž1.Ž .Applying this change of variables to the function ¤ y a z G ¤ , z ,
we get the function
kg d Ž2. Ž2.i jz z ¤ y a z G ¤ , z ,Ž . Ž .Ž .i j
Ž1.Ž . Ž2.Ž .where ord G 0, z F m y 1 F m y 2, ord a z ) q y m y m G q y1 1
Ž .m y m y 1 .
Continuing this process, after a finite number of steps we get a function
km m1 n Äz ? ??? ? z ¤ y a z G ¤ , z ,Ž . Ž .Ž .Ä1 n
Ž . Ž . Ž .where ord a z ) q y m y m y 1 y ??? y1 s q y m m q 1 r2 s 0 andÄ
ÄŽ .ord G 0, z s 0; moreover
Ä ÄG ¤ , z s g z q ¤T ¤ , z , g z g O,Ž . Ž . Ž . Ž .
ÄT ¤ , z g O, g 0 / 0.Ž . Ž .
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Ž .The desired resolving mapping 7 is defined in the following way:
Ž .sequentially performing the change of variables w ‹ ¤ q S z , z ‹ zq
and the transformations defined above, we get a final transformation of
Ž . Ž .the variables w ‹ r ¤ , z , z ‹ r z which is the resolving mapping0
w s r ¤ , zŽ .0
z s r z , j s 1, . . . , n.Ž .j j
Ž . mŽThe resolving mapping leads the function P w, z to the form z ¤ y
Ž .. Ž .h z u ¤ , z , where
Äh z s a z , u z s g z q ¤T ¤ , z ,Ž . Ž . Ž . Ž . Ž .Ä
h 0 s 0, u 0, 0 / 0.Ž . Ž .
Since the resolving mapping is constructed as a superposition of polyno-
mial mappings having rational inverse mappings, the inverse mapping for
the resolving mapping is rational. Lemma 3 is proved.
Ž .Proof of Theorem 1. Let a z be an algebraic function represented by
Ž . Ž .the series 1 and defined by the polynomial P w, z . By Lemma 3 there
Ž . Ž . Ž .exists the resolving mapping 7 for the function a z , such that ii holds.
Ž .One can assume that the function h z is divisible by z in the ring O;1
otherwise, constructing the resolving mapping, we do one more change of
variables,
z ‹ z1 1
z ‹ z z , j s 2, . . . , n.j 1 j
Ž .nNote that the matrix A s n of the exponents of the monoidal1 i j i, js1
Ž .mapping 7 is unimodular, n G 0 because it is the product of thei j
Žunimodular matrices corresponding to the monoidal transformations s-
.processes ,
z “ z1 i
w xz ‹ z z , j s 1, . . . , i , . . . , nj i j
Ž w x.cf., for example, 8 .
Ž . Ž .The power series of the functions h z and a z are connected as
ab yl nh z \ h z s z a z ,Ž . Ž .Ý Ýb a
5 5a )q
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where
a aa 1 n¤ n n n n11 n1 n1 n nz s z ? ??? ? z ? ??? ? z ? ??? ? z ,Ž . Ž . Ž .1 n 1 n
b s b , . . . , b , zyl s zyl 1 ? ??? ? zyl n , l G 0, j s 1, . . . , n.Ž .1 n 1 n j
Ž .From the condition ii of Lemma 3 it follows that the polynomial
zym 1 ? ??? ? zym n P r ¤ , z , r zŽ . Ž .Ž .1 n 0
Ž .satisfies the condition of Lemma 2. Hence for the function h z there
exists a rational function, holomorphic at the origin,
RŽ1. z , z s RŽ1. z b0 z b ,Ž . Ý0 b , b 00
Ž1. Ž .such that h s R for all multi-indices b s b , . . . , b . Hence for theb b , b 1 n1
function
al Ž1. b nh z s z h z \ h z s a zŽ . Ž . Ž .Ý Ý1 b a
5 5a )q
we have the rational function
lŽ1. l l Ž1. Ž2. b b1 2 2 0R z , z s z z z ? ??? ? z R z , z \ R z z ,Ž . Ž . Ž . Ý0 0 1 2 n 0 b , b 00
such that hŽ1. s RŽ2. for all b.b b , b1
Since
a¤ n n Ž1.a z s a z s S z q h z ,Ž . Ž . Ž . Ž .Ý a q
agI1
Ž n . bwhere S is a polynomial, for the function a z \ Ýa z there exists aÄq b
Ž .rational function R z , z , holomorphic at the origin and represented by0
Ž . Ž .the series 2 , such that a s R for all b s b , . . . , b . The coeffi-Äb b , b 1 n1
cients a and a are connected in the following way: a s a , if b s a At ,Ä Äa b b a 1
where At \ A is the transposed matrix A , i.e., if1 1
b s n a q ??? qn a1 11 1 1n n
...
b s n a q ??? qn a .n n1 n nn n
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Hence if b s a A then a s R . Thusa b , b1
a z a s R z bÝ Ýa b , b1
agI bsa A1
agI1
and Theorem 1 is completely proved.
3. EXAMPLES
In this section we consider a few examples connected with Theorem 1.
EXAMPLE 1. The univariable function
rk !Ž .
r kf z s z ,Ž . Ýp q pk ! pk !Ž . Ž .kG0
where p and q are mutually disjoint, is algebraic if and only if r s p q q.
Indeed, if r ) p q q, then the convergence radius equals 0; if r - p q q,
r Ž .then the convergence radius equals q‘; hence the function f z is anp q
r Ž .entire function which differs from a polynomial. Thus, f z is not anp q
algebraic function.
pqqŽ p q.The function f z is the diagonal of the power series of thep q
rational function
m q n !Ž . jpm qn p qR z , z s z z s z q zŽ . Ž .Ý Ý0 0 0m!n!m , nG0 jG0
y1p qs 1 y z y z .Ž .0
Ž .Let p s 2, q s 1. The formula 6 gives that
y1 dw
3 2f z s ,Ž . H21 32p i w y w q z< <w s«
where z varies near zero. As is well known, the last integral can have
singularities on the discriminant set of the denominator only, i.e., if
'z s "2r3 3 . It follows from Cardano's formula that the algebraic func-
3 2 'Ž .tion f z has branch points of order 2 at the points z s "2r3 3 .21
The following example shows that the unimodular matrix A from
Theorem 1, in general, cannot be considered as the identity matrix.
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Ž . Ž .1r2 a1 a2EXAMPLE 2. Let a z , z s z 1 y z y z s Ýa z z . As-1 2 1 1 2 a a 1 21 2
sume by way of contradiction that there exists a rational function
R z , z , z s R z a0 z a1 z a2 ,Ž . Ý0 1 2 a , a , a 0 1 20 1 2
Ž . Ž .such that R s a for all a , a . This is the condition 5 fora , a , a a , a 1 21 1 2 1 2
n s 2, A s I.
Then for the function
g z [ R z a2 s a z a2Ž . Ý Ýa 2 a , a , a 2 a , a 21 1 1 2 1 2
a G0 a G02 2
we have the equality
1 › a1qa 2
g z s R 0, 0, z ,Ž . Ž .a 2 2a a21 1 1› z › za !Ž . 0 11
Ž .which implies that the function g z is rational. On the other hand wea 21
have that
1 › a1
g z s a 0, z ;Ž . Ž .a 2 2a1 1a ! › z1 1
Ž . Ž .1r2in particular, g z s 1 y z is an irrational function. It is a contra-1 2 2
diction.
Ž .Let us construct the function R z , z , z and the matrix A for the0 1 2
Ž . Ž .1r2 Ž .branch a z , z s z 1 y z y z , a 1, y1 s 1, in the following way.1 2 1 1 2
Ž . Ž . 2 2ŽThe defining polynomial for a z , z is P w, z , z s w y z 1 y z1 2 1 2 1 1
. Ž .y z . Take the resolving mapping w s r ¤ , z , z s z q z ¤ , z s z ,2 0 1 2 1 1 1 1
z s z z . Then2 1 2
P r ¤ , z , z , z , z z s z 2 ¤ 2 q 2¤ q z q z zŽ .Ž . Ž .0 1 2 1 1 2 1 1 1 2
Ž . Ž . Žand the branch a z , z goes into the function h z , z s y1 q 1 y z1 2 1 2 1
.1r2 Ž .y z z , h 0, 0 s 0. Continuing the construction as in the proof of1 2
Theorem 1, we get the rational function
z z 2 z 2 q 2 zŽ .0 1 0 0
R z , z , z s z z qŽ .0 1 2 0 1 2 q z q z q z z0 1 1 2
Ž .which Taylor coefficients are connected with the coefficients of a z , z1 2
by means of the equality
a s R ,a a a qa , a qa , a1 2 1 2 1 2 2
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Ž . Ž .i.e., the function a z , z is the A-diagonal of the function R z , z , z ,1 2 0 1 2
Ž .where the matrix A s a , a s 1, a s 0, a s 1, a s 1.i j 11 12 21 22
w xAs shown in 3 , the diagonal of an algebraic function of two variables
over a finite field is algebraic. Our next example shows that it is not valid
for the series over the field of complex numbers.
w xEXAMPLE 3. Let us consider the algebraic function 9, 10
2y1r22 m q n m n1 y z y z y 4 z z s z z ;Ž .Ž . Ý1 2 1 2 1 2ž /n
m , nG0
its diagonal equal
2
2k ka z s z .Ž . Ý ž /k
kG0
1 1w x Ž . Ž . Ž .We have 9, 10 that a z s F , , 1; 16 z , where F a, b, c; z is Gauss's2 2
1hypergeometric function and for a s b s , c s 1 this function is given by2
the complete elliptic integral
2 1 y1r22 2a z s 1 y x 1 y zx dxŽ . Ž . Ž .Ž .H
p 0
Ž .and is not algebraic has a logarithmic singularity .
4. SOME CONDITIONS FOR ALGEBRAICITY
Now we apply Theorem 1 to generalize the famous Eisenstein theorem
w x6 for algebraic functions in several variables.
THEOREM 5. If the sum of an n-multiple power series
a z a 13Ž .Ý a
5 5a )0
is an algebraic function and a are rational numbers for all a , then there existsa
an integer b / 0, such that the numbers a b 5 a 5 are integers for all a .a
First we prove the lemma.
Ž .LEMMA 6. The conclusion of Theorem 5 is ¤alid if the function 13 is
rational.
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Proof. Let
R z , z s M z , z rN z , z s R z a0 z a 14Ž . Ž . Ž . Ž .Ý0 0 0 a , a 00
be a rational function and let R be rational numbers. We may assumea , a0
without loss of generality that the coefficients of the polynomials M and N
Ž . Ž . Ž .are integers. Denote c s N 0, 0 , N z , z s N z , z y c. If z , z are0 0 0 0
close to zero, we have
j jMrN s Mr c q N s Mrc y1 N rc .Ž . Ž . Ž . Ž .Ý0 0
jG0
Ž . Ž .Since M 0, 0 s N 0, 0 s 0, we have the function0
jjR cz , cz s M cz , cz rc y1 N cz , cz rcŽ . Ž . Ž . Ž .Ž . Ž .Ý0 0 0 0
jG0
which Taylor coefficients are integers; i.e., the numbers R ca0q5 a 5 area , a0
integers. Lemma 6 is proved.
Ž .Proof of Theorem 5. Let a z be an algebraic function represented by
Ž .13 . We will consider the function
a z , z z , . . . , z z s aŽ1.z a ,Ž . Ý1 1 2 1 n a
agI1
which satisfies the hypothesis of Theorem 1. Then there exists a unimodu-
Ž . Ž1. <lar matrix A and a rational function 14 , such that a s R forbsa Aa b , b1
all a .
We may assume without loss of generality that the coefficients of the
Ž . Ž .defining polynomial P w, z for a z are integers. Then by the construc-
tion in the proof of Theorem 1 we can consider the coefficients of the
polynomials M and N to be integers. Hence, the coefficients of the series
Ž .14 are rational numbers. By Lemma 6 there exists an integer c / 0, such
that R ca0q5 a 5 are integers; in particular,a , a0
R c2 b1qb 2q ? ? ? qb nb , b1
Ž 2 . 5 b 5 Ž .are integers; hence R c are integers. Since b s a A, A s n ,b , b i j1
5 5 Ž . Ž .we have b s a n q ??? qn q ??? qa n q ??? qn . Let s s n1 11 1n n n1 nn 11
q ??? qn q ??? qn be the sum of all the elements of the matrix A.1n nn
Ž1. Ž 2 . s 5 a 5Then it is clear that a s c are integers. Sincea
a s aŽ1. ,a , . . . ,a 5 a 5 , a , . . . ,a1 n 2 n
POWER SERIES OF ALGEBRAIC FUNCTIONS 275
Ž 2 s.2 5 a 5 5 a 5we obtain that a c are integers. Thus a b are integers ifa a
b s c4 s. This completes the proof.
Now we consider a Hartogs series
f z , w s g w z a , 15Ž . Ž . Ž .Ý a
5 5a )0
where z g C n, w g C m and let its sum be holomorphic in a neighborhood
of the origin. Is there any analog of Eisenstein's theorem for Hartogs
series? For example, we may put the following question.
QUESTION. Is the following statement true?}If the sum of the Hartogs
Ž . Ž .series 15 is an algebraic function with respect to z and the functions g wa
Ž .are rational, then there exists a non-tri¤ial polynomial Q w , such that
Ž .Ž Ž .. 5 a 5g w Q w are polynomials for all a .a
The author has proved this statement in the case when the defining
Ž . XŽ .polynomial for f z, w satisfies the condition P 0, 0, 0 / 0. However, af
complete answer is still unknown to us.
Ž .If a function f z, w , holomorphic at the origin, is algebraic, then the
coefficients of its Hartogs series
1 › 5 a 5 f 0, wŽ .
g w sŽ .a aa ! › z
are algebraic. We can prove the following inverse statement.
Ž .PROPOSITION 7. Let the function 15 be holomorphic in the polydisk
5 5 5 5 4 5 5z - r, w - r and be algebraic with respect to z for each w, w - r, and
Ž . 5 5 Ž .let the coefficients g w be algebraic, a ) 0. Then f z, w is an algebraica
function.
U Ž .COROLLARY 7 . Let the function f z be holomorphic in a neighborhood
of the origin and let it be algebraic in e¤ery complex straight line passing
n Ž .through 0 g C . Then f z is an algebraic function.
Ž .Proof of Proposition 7. Let the function f z, w be algebraic with
5 5respect to z and be defined for each w, w - r, by the polynomial
equation
P f , z s C w f k z b s 0,Ž . Ž .Ýw k , b
5 5 Ž .kq b Fq w
Ž . w xwhere C w are some functions. Following a method from 11 , we willk , b
Ž .show that the degree q w is a constant for all w from some polydisk
5 0 5 4w y w - « . Denote by B the set of those z for which the degree ofm
K. V. SAFONOV276
the polynomial P is equal to m. Then B is closed. Indeed, without lossw m
< Ž . < 2  4of generality one can consider that Ý C w s 1. Let w “ w, w ;Äk , b j j
 < < 2 4B . Since the set C : Ý C s 1 is compact, one can choose am k , b k , b
X X Ä XŽ .subsequence w “ w, such that C w “ C . Since for every w theÄj k , b j k , b j
equality
P X f z , wX , z ’ 0Ž .Ž .w jj
Ž . Ž .holds and the function f z, w is continuous at the point z, w , we haveÄ
the equality
k bÄC f z , w z s 0Ž .ÄÝ k , b
5 5kq b Fm
for all z, thus w g B .Ä m
5 5 4Since w - r ; D B , by Baire's theorem we have that some setmG 0 m
5 0 5 4 Ž .B contains a polydisk w y w - « in which q w s m.m
Further, the polynomial P can be written in the formw
P s a T q ??? qa T q T ,w 1 1 l l 0
where T , . . . , T are polynomials with algebraic coefficients and the func-0 l
tions a , . . . , a are linearly independent over the field of algebraic func-1 l
Ž .tions. It follows that the series 15 with algebraic coefficients satisfies
every equation T s 0, in particular, T s 0. Let the polynomial T be ofj 1 1
the form
T s d w f k z b.Ž .Ý1 k , b
5 5kq b Fm
Ž .The function F z, y of the variables
z s z , . . . , z , y s yŽ . Ž .1 n k , b 5 5kq b Fm
satisfying the equation
y f k z b s 0Ý k , b
5 5kq b Fm
is an algebraic function of the variables z, y.
Ž .Since the functions d w are algebraic, we get that the functionk , b
Ž . Ž Ž .. Ž . Ž Ž ..f z, w s F z, d w , where d w s d w is an algebraic function ofk , b
z, w. Proposition 7 is proved.
U Ž . Ž . Ž .Corollary 7 is derived in the following way. Let f z s Ý f z be thek
Ž . Ž . kseries in homogeneous polynomials. Hence, the Hartogs series Ý f z tk
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Ž .of the function f tz , . . . , tz which is algebraic with respect to the1 n
Ž .variable t satisfies the hypothesis of Proposition 7. Hence f z is algebraic.
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