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Abstract
In this paper we provide a Liouville type theorem in the framework of fracture mechanics, and more
precisely in the theory of SBV deformations for cracked bodies. We prove the following rigidity result: if
u ∈ SBV(Ω,RN) is a deformation of Ω whose associated crack Ju has finite energy in the sense of Griffith’s
theory (i.e., HN−1(Ju) < ∞), and whose approximate gradient ∇u is almost everywhere a rotation, then
u is a collection of an at most countable family of rigid motions. In other words, the cracked body does
not store elastic energy if and only if all its connected components are deformed through rigid motions. In
particular, global rigidity can fail only if the crack disconnects the body.
© 2006 Elsevier Inc. All rights reserved.
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1. Introduction
A classical rigidity result in nonlinear elasticity, due to Liouville, states that if an elastic body
is deformed in such a way that its deformation gradient is pointwise a rotation, then the body is
indeed subject to a rigid motion. If the body is supposed to be hyperelastic with an elastic energy
density W defined on a natural reference configuration Ω , a standard assumption for W which
comes from its frame indifference is that W is minimized exactly on the set of rotations SO(3).
Hence the rigidity result implies that the body does not store elastic energy if and only if it is
deformed through a rigid motion.
From a mathematical viewpoint, Liouville’s theorem can be stated as follows: if Ω ⊆ RN
is open and connected, u ∈ C∞(Ω;RN) is such that ∇u(x) ∈ SO(N) for every x ∈ Ω , then
u = Rx + b for some b ∈ R and R ∈ SO(N). The assumption on the regularity of u has been
fairly weakened, and now the same rigidity result is available for deformations in the class of
Sobolev maps (see Yu. Reshetnyak [19]). In this case the deformation gradient is defined only
almost everywhere in Ω , so that the assumption for rigidity is ∇u(x) ∈ SO(N) for a.e. x ∈ Ω .
A quantitative rigidity estimate has been provided recently by Friesecke, James and Müller
[14], in order to derive nonlinear plates theories from three-dimensional elasticity. They proved
that if Ω is connected and with Lipschitz boundary, there exists a constant C depending only
on Ω and N such that for every u ∈ W 1,2(Ω,RN)
min
R∈SO(N)‖∇u−R‖L2(Ω)  C
∥∥dist(∇u,SO(N))∥∥
L2(Ω). (1.1)
As a consequence, if the deformation gradient is close to rotations (in L2), then it is in fact close
to a unique rotation. Estimate (1.1) is indeed true in Lp for every 1 < p < +∞, and this can be
proved with minor modification of the arguments of [14].
The aim of this paper is to discuss the problem of rigidity in the framework of fracture me-
chanics, that is for bodies that can not only deform elastically, but also be cracked along surfaces
where the deformation becomes discontinuous. The class of admissible deformations that we
consider, in this setting, will be the space of special functions of bounded variation SBV(Ω;RN)
(see Section 2 for a precise definition). Given u ∈ SBV(Ω;RN), the approximate gradient ∇u
(which exists at almost every point of Ω) takes into account the elastic part of the deformation,
while the jump set Ju represents a crack in the reference configuration. The set Ju is rectifiable,
that is, it can be covered (up to a HN−1-negligible set) by a countable number of C1 submani-
folds of RN . So Ju is, in some sense, an (N − 1)-dimensional surface.
In the context of SBV deformations, we cannot expect a rigidity result as for elastic deforma-
tions, because a crack can divide the body into two parts, each one subject to a different rigid
deformation. We prove that this is essentially the only way rigidity can be violated, provided the
crack Ju has “finite energy” (which, in the framework of Griffith’s theory, means that its total
136 A. Chambolle et al. / Journal of Functional Analysis 244 (2007) 134–153(N − 1)-dimensional surface is finite). If the body is not suitably divided by a crack in several
components, then rigidity as in the elastic case holds.
In order to formulate our result, we need some notions from geometric measure theory in
order to make precise the notion of a partition Ω in connection with SBV deformations. We refer
to Section 2 for more details. We say that a partition (Ei)i∈N of Ω is a Caccioppoli partition if∑
i∈N P(Ei,Ω) < +∞, where P(Ei,Ω) denotes the perimeter of Ei in Ω . Given a rectifiable
set K ⊂ Ω , we say that a Caccioppoli partition (Ei)i∈N of Ω is subordinated to K if (up to a
HN−1-negligible set) the reduced boundary ∂∗Ei of Ei is contained in K for every i ∈ N. We say
that Ω \ K is indecomposable if the only Caccioppoli partition subordinated to K is the trivial
one, i.e., E0 = Ω .
The main rigidity result of the paper is the following Liouville’s type theorem for SBV-
deformations.
Theorem 1.1. Let u ∈ SBV(Ω,RN) such that HN−1(Ju) < +∞ and ∇u(x) ∈ SO(N) for a.e.
x ∈ Ω . Then u consists in at most countably many rigid deformations, i.e., there exists a Cac-
cioppoli partition (Ei)i∈N subordinated to Ju such that for a.e. x ∈ Ω ,
u(x) =
∑
i∈N
(Rix + bi)1Ei (x),
where Ri ∈ SO(N) and bi ∈ RN (as a consequence, Ju = ⋃i∈N ∂∗Ei up to a set of HN−1
measure zero). In particular, if Ω \ Ju is indecomposable, then u is a rigid deformation, i.e.,
u(x) = Rx + b for some b ∈ RN and R ∈ SO(N) (hence, Ju = ∅).
Let us observe that the assumption that HN−1(Ju) is finite is essential in this result. Indeed,
it has been shown by Alberti [1,6] that any N -dimensional L1 vector field can be the gradient of
a suitable SBV function, so that the rigidity clearly fails if one just assumes ∇u(x) ∈ SO(N) for
a.e. x ∈ Ω .
In the context of fracture mechanics, Theorem 1.2 implies the following fact. Assume that the
density of the elastic energy stored in the cracked body is represented by a functionW vanishing
exactly on SO(N). Then a deformation u of class SBV does not store elastic energy if and only
if the crack Ju divides Ω in several subbodies, each one subject to a rigid motion. If Ju is not
enough to create subbodies of Ω , then u is a rigid motion for the entire body (and there is no
jump Ju at all). In this respect, the space SBV seems to be appropriate for the study of elastic
properties of cracked hyperelastic bodies.
The main difficulty to prove Theorem 1.1 is that the differential constraint curl∇u = 0, valid
for every Sobolev function, does not hold in general for SBV functions, because ∇u is only
a part of the distributional derivative of u. However we prove that if u ∈ SBV(Ω;RN) with
∇u ∈ L∞(Ω;MN×N) then curl∇u is a measure, which is absolutely continuous with respect to
HN−1 Ju. This result (up to our knowledge, new and interesting on its own), combined with
the quantitative rigidity estimate (1.1) is enough to obtain our rigidity result.
The set of rotations in RN can be replaced by any compact set of matrices K⊆ MN×N which
satisfy a Lp-quantitative rigidity estimate for 1 < p < N , i.e., there exists C > 0 dependingN−1
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min
K∈K
‖∇u−K‖Lp(Ω)  C
∥∥dist(∇u,K)∥∥
Lp(Ω)
. (1.2)
Theorem 1.1 is obtained as a particular case of the following rigidity result.
Theorem 1.2 (The rigidity result). Let K ⊆ MN×N be a compact set such that the quantitative
rigidity estimate (1.2) holds for some p ∈ (1,N/(N − 1)). Let u ∈ SBV(Ω,RN) be such that
HN−1(Ju) < +∞ and ∇u(x) ∈ K for a.e. x ∈ Ω . Then there exists a Caccioppoli partition
(Ei)i∈N of Ω subordinated to Ju such that for a.e. x ∈ Ω ,
u(x) =
∑
i∈N
(Kix + bi)1Ei (x),
where Ki ∈ K and bi ∈ RN (as a consequence, Ju =⋃i∈N ∂∗Ei up to a set of HN−1-measure
zero). In particular if Ω \ Ju is indecomposable, then u(x) = Kx + b for some K ∈K, b ∈ RN
(hence, Ju = ∅).
In order to prove Theorem 1.2, the key point is to show that ∇u is a piecewise constant
function that can jump only on Ju, i.e., ∇u ∈ SBV(Ω,MN×N) with ∇(∇u) = 0 and J∇u ⊆ Ju:
this implies that ∇u is constant on a Caccioppoli partition subordinated to Ju, and hence that u
is affine on the same partition.
In order to establish that ∇u is piecewise constant with jumps on Ju, we use an approximation
based on a covering argument inspired by [14]. First of all we split our domain in a disjoint union
of small cubes Qh of size h. On many of these cubes,HN−1(Ju∩Qh) will be small, showing that
curl∇u is close to zero in Qh. A Sobolev type estimate for L1 vector fields with curl-measure
shows then that ∇u is close in Lp to the gradient ∇wh of a Sobolev function, which by the
quantitative rigidity estimate (1.2) is close in Lp to a unique matrix K(Qh) ∈K. We show that
∇u is approximated by the piecewise constant functions ψh such that ψh = K(Qh) on each Qh.
The sequence (ψh)h∈N has a uniformly bounded total variation which is controlled by curl∇u
and so by HN−1 Ju: we prove this, as in [14], by using again the quantitative rigidity estimate
on the union of neighboring cubes. An application of the compactness theorem for BV functions
is then enough to get the conclusion.
Let us mention that a local version of Liouville theorem on sets of finite perimeter, for Lip-
schitz maps, was already given in [13]. There, Dolzmann and Müller prove that if u :Ω → RN
is in W 1,∞(Ω;RN), det∇u c > 0, and ∇u ∈ SO(N) for a.e. x ∈ E, where E is a subset of Ω
with finite perimeter, then ∇u1E ∈ BV (Ω), and D(∇u1E) (Ω \ ∂∗E) = 0. (So that the thesis
of Theorem 1.1 holds inside E.) This is easily deduced from Theorem 1.1.
Rigidity results in the spirit of Liouville’s theorem play also an important role in order to
understand possible microstructures arising in elastic bodies. The problem of microstructures
can be stated mathematically in the following way: given a set of matrices K ⊆ MN×N , find
Lipschitz mappings u : Ω → RN such that ∇u(x) ∈ K for a.e. x ∈ Ω . K is said to be rigid
if it does not admit nontrivial microstructures, i.e., if the only maps u ∈ W 1,∞(Ω) such that
∇u(x) ∈K for a.e. x ∈ Ω are affine.
An example of rigid set of matrices is provided by a famous result by Ball and James [7]:
K= {K1,K2} is rigid if and only if rank(K1 −K2) 2. In this case, Ball and James proved that
rigidity holds also in the stronger sense of approximate solutions: for every sequence (uh)h∈N of
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or dist(∇uh,K2) → 0 in measure.
Theorem 1.2 can be used to infer a similar result in the framework of the discontinuous defor-
mations of class SBV . The quantitative rigidity estimate we need to apply our arguments has been
recently provided by De Lellis and Székelyhidi [12]: they prove in particular that if K⊆ MN×N
is a finite set of matrices which is rigid for approximate solutions, then the quantitative rigidity
estimate (1.2) holds for any p ∈ (1,+∞) provided that Ω is Lipschitz-regular: Theorem 1.2
hence applies to K = {K1,K2} as above, and, thanks to an extension by Šverák of Ball and
James’ result, to K consisting of three matrices without any rank-1 connection [20]. (The result
of De Lellis and Székelyhidi actually extends our thesis to any finite union of compact sets, each
satisfying a quantitative rigidity estimate, and such that any gradient Young measure supported
by the union is, in fact, supported by only one of the sets.)
For completeness, let us eventually say that if K consists of four matrices without any rank-1
connection, rigidity can fail for approximate solutions for a suitable choice of the involved ma-
trices (see [21,22]), while K is always rigid with respect to exact solutions (see [11]). The case
N = 5 is nicely illustrated in [18] by a non-rigid five point configuration without any rank-1
connection.
Finally, we observe that a linear version of Theorem 1.1 also holds true, with a simpler proof:
a SBD [5,8] displacement u with e(u) = 0 a.e. is piecewise made of (linearized) rigid motions.
(A rigid motion being, in this case, an affine displacement with antisymmetric gradient.) A de-
tailed statement is given in Appendix A. The proof of this result relies on the same ideas as
the proof of our estimate on curl∇u in Section 3. The latter is based on a discretization, at a
step ε > 0, of the map u, and a reinterpolation argument that produces a “simplified” approxi-
mation uε of u, regular enough to be able to explicitly compute its curl. We then pass to the limit
as ε → 0. When e(u) = 0, one shows that a slightly more complex (but similar) approach yields
approximate functions with e(uε) = 0, as well. It follows that each uε is piecewise affine on a
finite perimeter partition, and this property is conserved in the limit. On the other hand, the non-
linear assumption ∇u ∈ SO(N) does not yield much more than the fact that uε is Lipschitz away
from its jump set, and it is not clear what to deduce in the limit. It seems thus that such a direct
approach fails to work in this case (hence the need for quantitative rigidity estimates). If u were
locally invertible—as in the already mentioned rigidity result of Dolzmann and Müller [13]—we
might be able to show some rigidity of the discretized uε (modulo, of course, regularity issues)
and then pass to the limit: but this is of course not the case.
The paper is organized as follows. Section 2 contains mathematical preliminaries: we recall
some facts from geometric measure theory and from the theory of SBV spaces. The proof of
Theorem 1.2 is given in Section 5. It is based on estimates proven in the previous sections.
A key point is to understand how far ∇u is from being a real gradient. The distribution curl∇u
provides such an information: we show in Section 3 that when u satisfies the assumptions of the
rigidity theorem, it is a Radon measure bounded byHN−1 Ju (times a constant). A quantitative
estimate of the distance to the set of “real” gradients is then obtained. It follows from a Sobolev
type estimate for L1 vector fields with curl-measure in a cube, which is shown in Section 4.
In Appendix A, we discuss the linear variant of Theorem 1.1.
2. Notations and preliminaries
In this section we recall the definition of the space SBV and some facts from geometric mea-
sure theory that will be used throughout the paper. We refer to [6] for further details.
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Let Ω be an open set in RN . We say that u ∈ BV (Ω;RN) if u ∈ L1(Ω;RN), and its distrib-
utional derivative Du is a vector-valued Radon measure on Ω . We say that u ∈ SBV(Ω;RN) if
u ∈ BV (Ω;RN) and its distributional derivative can be represented as
Du(A) =
∫
A
∇u(x)dx +
∫
A∩Ju
(
u+(x)− u−(x))⊗ ν(x) dHN−1(x),
where ∇u denotes the approximate gradient of u, Ju denotes the set of approximate jumps of u,
u+ and u− are the traces of u on Ju, ν(x) is the normal to Ju at x, and HN−1 is the (N − 1)-
dimensional Hausdorff measure. The symbol ⊗ denotes the tensorial product of vectors:
(a ⊗ b)ij = aibj for every a, b ∈ RN.
Note that if u ∈ SBV(Ω;RN), then the singular part of Du is concentrated on Ju which is a
countablyHN−1-rectifiable set: there exists a set E withHN−1(E) = 0 and a sequence (Mi)i∈N
of C1-submanifolds of RN such that Ju ⊆ E ∪⋃i∈N Mi .
We set, for d  1,
SBV∞
(
Ω;Rd) := {u ∈ SBV(Ω;Rd): ∇u ∈ L∞(Ω;Md×N ), HN−1(Ju) < +∞} (2.1)
and, as usual, SBV∞(Ω) := SBV∞(Ω;R) whenever d = 1.
2.2. Piecewise constant functions and Caccioppoli partitions
Let Ω be an open set in RN , and let E ⊆ Ω . We say that E has finite perimeter in Ω if
1E ∈ SBV(Ω). The set of jumps of 1E is denoted by ∂∗E and is called the reduced boundary
of E: the derivative of 1E is concentrated on ∂∗E, and its total variation is given byHN−1 ∂∗E.
The perimeter of E in Ω is given by HN−1(∂∗E).
We say that a partition (Ei)i∈N of Ω is a Caccioppoli partition if
∑
i∈NHN−1(∂∗E) < +∞.
Given a rectifiable set K ⊂ Ω , we say that a Caccioppoli partition (Ei)i∈N of Ω is subordinated
to K if (up to a HN−1-negligible set) the reduced boundary ∂∗Ei of Ei is contained in K for
every i ∈ N. We say that Ω \K is indecomposable if the only Caccioppoli partition subordinated
to K is the trivial one, i.e., E0 = Ω .
Caccioppoli partitions are naturally associated to piecewise constant functions, i.e., func-
tions u ∈ SBV(Ω;RN) such that ∇u = 0 a.e. on Ω . These functions are said piecewise constant
in Ω because they are indeed constant on the subsets Ei of a Caccioppoli partition of Ω . More
precisely (see [6, Theorem 4.23]) there exists a Caccioppoli partition (Ei)i∈N of Ω such that
u =
∑
i∈N
bi1Ei , (2.2)
with bi = bj for i = j . Notice that if K is a rectifiable set in Ω such that Ω \K is indecompos-
able, then a piecewise constant function u in Ω with Ju ⊆ K is necessarily constant on Ω .
Eventually, we mention that compactness for a sequence of Caccioppoli partitions (Eni )i∈N,
n = 1, . . . ,∞, with uniformly bounded total perimeter, follows from the isoperimetric inequality
in RN . This is used in Appendix A.
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In this section, we show that the curl of the approximate gradient of a function u that satisfies
the assumptions of the theorem is in fact a measure, estimated with HN−1 Ju.
Theorem 3.1. Let u ∈ SBV∞(Ω). Then curl∇u is a measure μ concentrated on Ju such that
|μ| c‖∇u‖∞HN−1 Ju.
In this statement, the constant c depends on the dimension N . However, we conjecture that
the optimal constant is 2
√
2 (considering the Frobenius norm for matrices).
Remark 3.2. Clearly, if u ∈ SBV∞(Ω;Rd) is a vector-valued function (d  2), then the result
still holds (with the same constant c if the norm on tensors is still the Euclidean norm of the
associated matrix).
Proof. Let u ∈ SBV∞(Ω). We have:
u ∈ L1(Ω), L := ‖∇u‖∞ < +∞, and HN−1(Ju) < +∞.
The distribution curl∇u is formally equal to the matrix (∂i(∂ju) − ∂j (∂iu))1i,jN and is de-
fined by
〈curl∇u,ϕ〉 =
N∑
i,j=1
∫
Ω
∂iu(x)∂j (ϕi,j − ϕj,i)(x) dx,
for any ϕ ∈ C∞c (Ω;MN×N). Note that, here and in the forthcoming formulas, ∂iu denotes the
ith component of the approximate gradient ∇u, which does not coincide, in general, with the ith
derivative in the sense of distributions. The thesis of the theorem is local, so that it is enough to
prove that if QΩ is a hypercube in Ω , then for any ϕ ∈ C∞c (Q;MN×N), one has
N∑
i,j=1
∫
Q
∂iu(x)∂j (ϕi,j − ϕj,i)(x) dx  c‖∇u‖∞‖ϕ‖∞HN−1(Ju ∩Q). (3.1)
Without loss of generality, we may assume that Q = (0,1)N . We will approximate u in Q
with a piecewise smooth function, jumping only on facets of smaller hypercubes. This will be
done using a simplified variant of the discretization/reinterpolation technique presented in [9,10],
and inspired from [16].
Step 1. Consider the set J = Ju ∩ Q. Denote the canonical basis of RN by (ei)Ni=1
(ei = (δi,j )Nj=1). One easily shows that for any i, the set
J εi :=
{−tei + x: t ∈ [0, ε], x ∈ J}
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compact sets: hence J εi is the union of [−εei,0] +N , which has Lebesgue measure zero, and of
a countable union of compact sets. We have the estimate∣∣J εi ∣∣ εHN−1(J ),
which can be derived in several ways (e.g., using the area formula), and more precisely one can
show
∣∣J εi ∣∣ ε
∫
J
∣∣νi(x)∣∣dHN−1, (3.2)
where ν(x) = (ν1(x), . . . , νN(x)) is the normal to J at x, defined for HN−1-a.a. x ∈ J .
For y ∈ (0,1)N , we now also define the discrete binary variable lyε,i (k) := 1J εi (εy + k), for
any k ∈ εZN ∩Q.
One shows that for any i = 1, . . . ,N∫
(0,1)N
εN−1
∑
k∈εZN∩Q
l
y
ε,i(k) dy = ε−1
∫
(0,ε)n
∑
k∈εZN∩Q
1J εi (y + k) dy = ε−1
∣∣J εi ∣∣.
Hence using (3.2) and ∑Ni=1 |νi |√N ,
∫
(0,1)N
εN−1
N∑
i=1
∑
k∈εZN∩Q
l
y
ε,i(k) dy 
√
NHN−1(J ).
Using Fatou’s lemma, we deduce
∫
(0,1)N
(
lim inf
ε→0 ε
N−1
N∑
i=1
∑
k∈εZN∩Q
l
y
ε,i(k)
)
dy 
√
NHN−1(J ),
so that for any δ > 0, there exists a set A of positive measure in (0,1)N , such that
y ∈ A ⇒ lim inf
ε→0 ε
N−1
N∑
i=1
∑
k∈εZN∩Q
l
y
ε,i(k)
√
NHN−1(J )+ δ. (3.3)
Step 2. Let now Δ(t) := max{1−|t |,0} (t ∈ R) and ΔN(ξ) =∏Ni=1 Δ(ξi) for all ξ ∈ RN (which
is known in finite elements approximation as the “Q1” interpolation function). If we let
vyε (x) :=
∑
k∈εZN∩Q
u(εy + k)ΔN
(
x − k
ε
− y
)
,
it is well known that for a.e. y ∈ (0,1)N , vyε → u in L1(Q) (see for instance [9]).
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a.e. z ∈ {x ∈ ∂Q: xi = 0}, the function (0,1)  t → u(z + tei) is in SBV(0,1), with finite jump
set given by {t : z + tei ∈ J }, and whose derivative is given by t → ∂iu(z + tei), which by
assumption is bounded by L. We deduce that for a.e. y ∈ (0,1)N , the discrete function vyε satisfies
|vyε (εy + k + εei) − vyε (εy + k)| Lε for any i = 1, . . . ,N and k ∈ εZN such that εy + k ∈ Q,
εy + k + εei ∈ Q and J ∩ [εy + k, εy + k + εei] = ∅, which is equivalent to lyε,i (k) = 0.
Step 4. From Steps 1–3, there exists y ∈ A such that:
lim inf
ε→0 ε
N−1
N∑
i=1
∑
k∈εZN∩Q
l
y
ε,i(k)
√
NHN−1(J )+ δ, (3.4)
v
y
ε → u in L1(Q), and |vyε (εy + k + εei)− vyε (εy + k)| Lε for any i = 1, . . . ,N and k ∈ εZN
such that εy + k, εy + k + εei ∈ Q and lyε,i (k) = 0. We choose a sequence (εj )j1 such that the
lim inf in (3.4) is in fact a limit, and let vj := vyεj , and lj,i := lyεj ,i .
From now on, since we refer only to the grids {εj y + εj k: k ∈ ZN } which we use to inter-
polate u, we can assume (up to translation) that y = 0, so that they coincide with the grids
{εj k: k ∈ ZN }.
In a small cube k + (0, εj )N in Q (k ∈ εjZN ), as soon as J does not intersect any edge of the
cube, one has |∂ivj |  L for all i = 1, . . . ,N so that |∇vj | 
√
NL inside the cube. Given an
edge [k, k+ εj ei], if lj,i (k) = 1, then J intersects the edge. In this case, we cannot control |∇vj |
in all the cubes in Q that share this edge, whose total number is at most 2N−1. We let Kj be the
union of all such cubes: by (3.4) we have the estimate
|Kj | 2N−1εNj
N∑
i=1
∑
k∈εjZN∩Q
lj,i(k) cεj . (3.5)
On the other hand, we have
HN−1(∂Kj )  (N + 1)2N−1εN−1j
N∑
i=1
∑
k∈εjZN∩Q
lj,i(k),
so that (using (3.4), with the “lim infε→0” replaced with “limj→∞”)
lim sup
j→∞
HN−1(∂Kj ) C(N)(N + 1)2N−1
(√
NHN−1(J )+ δ). (3.6)
Let v′j = vj1Q\Kj . By (3.5), we still have v′j → u in L1(Q) as j → ∞. The previous discussion
shows that in any Q′  Q, for j large enough, v′j ∈ SBV(Q′) with ‖∇v′j‖∞ 
√
NL, v′j is
piecewise smooth and Jv′j ⊆ ∂Kj is a subset of a finite number of facets of hypercubes.
By Ambrosio’s theorem (see [2–4] or [6, Theorem 4.36]), we know that ∇v′j ⇀ ∇u in Lp(Q′)
(for any p < +∞). Hence curl∇v′j
∗
⇀ curl∇u as j → ∞, in the distributional sense. On the
other hand, since
Dv′j = ∇v′j (x) dx + v′j νKjHN−1 ∂Kj
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exterior surface of Kj ), and since curlDv′j = 0, one has
curl∇v′j = − curl
(
v′j νKjHN−1 ∂Kj
)
,
which can be shown to be equal to
−(∇τ v′j )∧ νKjHN−1 ∂Kj ,
where a ∧ b denotes the antisymmetric tensor product a⊗ b− b⊗ a. Hence its total variation, as
a measure, is bounded by
√
2NLHN−1(∂Kj ). If ϕ ∈ C∞c (Q;MN×N) is fixed, one has therefore
(choosing Q′ such that suppϕ Q′),
〈
curl∇v′j , ϕ
〉

√
2NL‖ϕ‖∞HN−1(∂Kj ).
Passing to the limit and recalling (3.6), we get
〈curl∇u,ϕ〉√2NL‖ϕ‖∞(N + 1)2N−1
(√
NHN−1(J )+ δ).
Sending δ to zero and recalling J = Ju ∩Q and L = ‖∇u‖∞, we conclude that (3.1) holds with
a constant c
√
2N(N + 1)2N−1. This shows the thesis of the theorem. 
Remark 3.3. The set Ju is rectifiable: for HN−1-a.e. x ∈ Ju, if ρ > 0 is small enough,
Ju ∩B(x,ρ) is essentially a C1 hypersurface that cuts the ball B = B(x,ρ) into two disjoint
Lipschitz sets, up to a set of HN−1 measure o(ρN−1). Moreover, up to a change of basis, we
have ν  e1 (and |ν1|  1, |νi |  1 for i  2) in Ju ∩ B . A similar study (see again [9,10]) will
show that in such a ball B , |curl∇u|(B)  2√2N‖∇u‖∞HN−1(Ju ∩ B). Passing to the limit
ρ → 0, we improve the constant c in the theorem: c 2√2N . We expect, however, that a differ-
ent approximation technique, possibly not based on a discretization, would help remove the
√
N
in that constant.
Remark 3.4. Notice that the assumption u ∈ SBV∞(Ω) is essential in order to obtain that curl∇u
is a measure absolutely continuous with respect to HN−1 Ju. In general, curl∇u is not even
a measure in Ω for u ∈ SBV(Ω). In fact it suffices to consider f ∈ L1(Ω) such that curlf is
a distribution of order one in Ω , and the function u ∈ SBV(Ω) given by Alberti’s result [1]
such that ∇u = f . More explicit counterexamples can be constructed as follows. We consider
functions defined on Ω ⊆ R2, so that we can identify curl∇u with the distribution
〈curl∇u,ϕ〉 :=
∫
Ω
(∂2u∂1ϕ − ∂1u∂2ϕ)dx,
where ϕ ∈ C∞c (Ω).
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]−1,1[2 of R2 and u ∈ SBV(Q1) defined as
u(x, y) :=
{
ln(x2 + y2) if y > 0,
0 if y < 0.
It can be easily checked that curl∇u is a distribution of order one.
(b) If we drop the assumption HN−1(Ju) < +∞, we can reason as follows. Let ϑ be the 2-
periodic function on R such that ϑ(x) = 1 − |x| for x ∈ [−1,1], and let ϑk(x) := 1k ϑ(kx).
Let Q1 = ]−1,1[2, and let for n 1
Sn :=
{
(x, y) ∈ Q1: 1
n+ 1 < y <
1
n
}
.
We can find kn ∈ N in such a way that kn ↗ +∞ and
u(x, y) :=
{
ϑ2kn (x) if (x, y) ∈ Sn,
0 if y < 0
belongs to SBV(Q1). Moreover, |∇u(x, y)| = 1 a.e. on Q1, so that ∇u ∈ L∞(Q1,R2).
Clearly curl∇u is a Radon measure on every open set An := {(x, y) ∈ Q1: − 12 < x < 12 ,
1
n+1 < y <
3
4 } (which is compactly contained in Q1), but |curl∇u|(An) = n − 1. As a con-
sequence curl∇u cannot be a measure on Q1.
4. An estimate for vector fields in a cube
This section is devoted to the proof of how we can estimate a divergence free vector field on
a cube with zero normal trace in terms of the total variation of its curl: this estimate will be used
in the proof of the rigidity result in order to measure how far ∇u is from a “real” gradient.
Proposition 4.1 (Sobolev estimate for vector fields with curl measure). Let Q = (0,1)N be the
unit cube in RN . Let μ ∈M(Q;MN×N) be a bounded Radon measure on Q and ϕ ∈ L1(Q,RN)
be a vector field such that
⎧⎨
⎩
curlϕ = μ in Q,
divϕ = 0 in Q,
ϕ · ν = 0 on ∂Q,
(4.1)
where ν denotes the exterior normal to ∂Q (the first equality is in the distributional sense in Q,
while the two last mean that ϕ1Q has zero distributional divergence in RN ). Then for every
1 <p < N
N−1 we have that
‖ϕ‖Lp(Q,RN)  C|μ|(Q), (4.2)
where C depends only on N and p, and | · | denotes the total variation.
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us consider η ∈ C∞c (Q;RN), and let g = (g1, . . . , gN) ∈ C∞(Q;RN) be the solution of the
equation ⎧⎪⎨
⎪⎩
g = η in Q,
gi = 0 on ∂e⊥i Q, i = 1, . . . ,N,
∂gi
∂ν
= 0 on ∂e⊥j Q, i, j = 1, . . . ,N, i = j,
(4.3)
where still, {ei : i = 1, . . . ,N} is the canonical basis of RN , and ∂e⊥i Q denotes the faces of ∂Q
with ν = ±ei . (Observe that (4.3) corresponds to finding g that minimizes the energy
∫
Q
|∇g|2 +
2η · g, with boundary condition g · ν = 0 on ∂Q.) By elliptic regularity, for any q ∈ ]1,+∞[ we
have the estimate
‖g‖W 2,q (Q,RN)  C‖η‖Lq(Q,RN), (4.4)
where C depends only on N and q . Estimate (4.4) would be standard in a smooth domain. It
is shown in a two-dimensional square in [17, Theorem 4.3.2.4]. The general N -dimensional
case can be easily proved in the following way: (1) first extend g periodically to the entire RN
by symmetrizations or antisymmetrizations across suitable hyperplanes; (2) use standard elliptic
estimates (see [15, Theorem 9.11]) and a contradiction argument. (The smoothness of g, up to the
boundary, also follows easily from this extension.) When q >N , (4.4) and Sobolev’s embedding
theorem yield
‖∇g‖C0(Q,MN×N)  C‖η‖Lq(Q,RN). (4.5)
We claim that for every ϕ ∈ L1(Q,RN) such that curlϕ = μ ∈M(Q,MN×N), the following
integration by parts holds∫
Q
∇g : dμ = −
∫
Q
[
ϕ · ∇(divg)− ϕ ·g]dx. (4.6)
Then, taking into account (4.1) and (4.3) we get∫
Q
∇g : dμ =
∫
Q
ϕ · η dx,
and in view of (4.5), for every q >N we deduce∣∣∣∣
∫
Q
ϕ · η dx
∣∣∣∣ C|μ|(Q)‖η‖Lq(Q,RN).
Since η is arbitrary, we deduce that ϕ ∈ Lp(Q,RN) where p = q
q−1 and that
‖ϕ‖Lp(Q,RN)  C|μ|(Q).
As q varies in ]N,+∞[, p ranges over ]1, N [, and (4.2) follows.
N−1
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to the boundary: we show that∫
Q
∇g : curlϕ dx = −
∫
Q
[
ϕ · ∇(divg)− ϕ ·g]dx. (4.7)
In fact we have∫
Q
∇g : curlϕ dx
=
∑
i,j
∫
Q
(∂iϕj − ∂jϕi)∂j gi dx
=
∑
i,j
∫
∂Q
(ϕj ∂j giνi − ϕi∂jgiνj ) dHN−1 +
∑
i,j
∫
Q
(−ϕj∂2i,j gi + ϕi∂2j,j gi)dx. (4.8)
Since
∑
i,j
∫
Q
(−ϕj∂2i,j gi + ϕi∂2j,j gi)dx = −
∫
Q
[
ϕ · ∇(divg)− ϕ ·g]dx,
Eq. (4.7) follows if we prove that the surface terms in (4.8) vanish: but this clearly follows from
the regularity of g and the boundary conditions in (4.3).
Consider now a general ϕ. We extend it to zero outside of Q. For each n  1, we introduce
the homothety of RN
x → Tn(x) := x1/2 +
(
1 + 2
n
)
(x − x1/2),
where x1/2 = ( 12 , . . . , 12 ) is the center of Q. If ρ is a radially symmetric smoothing kernel with
support in the unit ball of RN and ρε(x) = (1/ε)Nρ(x/ε), we can find εn < 1/n in such a way
that setting
ϕn := ρεn ∗ ϕ
(
T −1n (·)
)
,
we have ϕn → ϕ strongly in L1(RN,RN). Clearly, μn := (curlϕn)|Q ∗⇀ μ weakly as measures
on Q, and one can show that this sequence is tight: |μn|(Q \K) can be made uniformly small if
the compact set K Q is well chosen (because |μ|(Q \ K) is arbitrarily small). From this we
get that
∫
Q
f dμn →
∫
Q
f dμ for any bounded, continuous test function f , as n → ∞.
Applying (4.7) to the restriction of ϕn to Q we deduce that∫
Q
∇g : dμn =
∫
Q
∇g : curlϕn dx = −
∫
Q
[
ϕn · ∇(divg)− ϕn ·g
]
dx.
Letting n → +∞, we obtain (4.6). 
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Let us first deduce from the results in the two previous sections the following rigidity estimate.
Proposition 5.1 (The rigidity estimate). Let K ⊂ MN×N be a compact set such that the quan-
titative rigidity estimate (1.2) holds for some p ∈ (1,N/(N − 1)). Let Q = (0,1)N be the unit
cube in RN . Let u ∈ SBV∞(Q;RN) (cf. (2.1)) be such that ∇u(x) ∈ K for a.e. x ∈ Q. Then
μu := curl∇u is a measure concentrated on Ju and there exists K ∈K such that
‖∇u−K‖Lp(Q)  C|μu|(Q), (5.1)
where C depends only on N and p.
Proof. By Theorem 3.1 we have that μu := curl∇u is a measure concentrated on Ju such that
|μu| cHN−1 Ju,
where c is a constant depending only on ‖∇u‖∞ (and on N ).
Let us consider w ∈ H 1(Q;RN) solution of the minimization problem
min
{
‖∇v −∇u‖2
L2(Q): v ∈ H 1
(
Q;RN ), ∫
Q
v(x)dx = 0
}
.
Let ϕ := ∇u− ∇w. We have that ϕ ∈ L2(Q;MN×N), and by minimality, that ∫
Q
ϕ : ∇v dx = 0
for any v ∈ H 1(Q;RN), hence:
{
divϕ = 0 in Q,
ϕ · ν = 0 on ∂Q.
Moreover, we have that
curlϕ = curl∇u− curl∇w = μu,
i.e., curlϕ ∈M(Q;MN×N).
By Proposition 4.1, there exists a constant C depending only on p and N such that
‖ϕ‖Lp(Q) C|μu|(Q)
so that
‖∇u−∇w‖Lp(Q)  C|μu|(Q). (5.2)
Moreover, by the rigidity estimate (1.2) we have that there exists K ∈K such that
‖∇w −K‖Lp(Q)  C
∥∥dist(∇w,K)∥∥ p (5.3)L (Q)
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∇u(x) ∈K for a.e. x ∈ Q, we deduce that
‖∇u−K‖Lp(Q)  ‖∇w −K‖Lp(Q) + ‖∇u−∇w‖Lp(Q)
 C
∥∥dist(∇w,K)∥∥
Lp(Q)
+ ‖∇u−∇w‖Lp(Q)
 C
∥∥dist(∇u,K)∥∥
Lp(Q)
+ (1 +C)‖∇u− ∇w‖Lp(Q)
 (1 +C)C|μu|(Q)
so that (5.1) holds. 
We are now in a position to prove Theorem 1.2.
Proof of Theorem 1.2. Since ∇u(x) ∈ K for a.e. x ∈ Ω , by Theorem 3.1 we have that μu :=
curl∇u is a measure concentrated on Ju and such that
|μu| cHN−1 Ju, (5.4)
where c = c(‖∇u‖∞,N). Let us cover RN by means of disjoint cubes of side h, and let
{Q(ai, h)}i∈I be the family of these cubes contained in Ω . We can assume that HN−1(Ju ∩⋃
i ∂Qi) = 0. We carry out the proof in several steps.
Step 1 (Piecewise constant approximation of ∇u). By Proposition 5.1, using a rescaling argu-
ment, we have that for every i ∈ I there exists Khi ∈K such that
∥∥∇u−Khi ∥∥Lp(Q(ai ,h))  C h
N/p
hN−1
|μu|
(
Q(ai, h)
)
, (5.5)
where C depends only on p and N .
Let us consider the piecewise constant function ψh defined on Ω such that
ψh(x) :=
{
Khi if x ∈ Q(ai, h),
0 if x /∈⋃i∈I Q(ai, h). (5.6)
Step 2 (Estimate for |Dψh|). Let us estimate the total variation |Dψh| of ψh. We consider two
neighbouring cubes Q(ai, h) and Q(aj ,h). By applying estimate (5.1) to the rectangle Rhi,j =
int(Q(ai, h) ∪ Q(aj ,h)) (of size 2h in one direction and h in the N − 1 other: the proof of
Proposition 4.1 in that case is identical to the proof in the case of a cube, or, alternatively, can be
easily deduced by an appropriate transformation of the cube), we have that there exists K ∈ K
such that
‖∇u−K‖Lp(Rhi,j )  C˜
hN/p
hN−1
|μu|
(
Rhi,j
)
, (5.7)
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
∣∣Khi −K∣∣+ ∣∣K −Khj ∣∣ 21−1/p(∣∣Khi −K∣∣p + ∣∣K −Khj ∣∣p)1/p
= 21−1/ph−N/p∥∥K − (Khi 1Q(ai ,h) +Khj 1Q(aj ,h))∥∥Lp(Rhi,j )
 21−1/ph−N/p
(‖K − ∇u‖Lp(Rhi,j ) + ∥∥∇u− (Khi 1Q(ai ,h) +Khj 1Q(aj ,h))∥∥Lp(Rhi,j ))
 21−1/ph−N/p
(‖K − ∇u‖Lp(Rhi,j ) + ∥∥∇u−Khi ∥∥Lp(Q(ai ,h)) + ∥∥∇u−Khj ∥∥Lp(Q(aj ,h)))
 21−1/p C˜ +C
hN−1
|μu|
(
Rhi,j
)
so that
hN−1
∣∣Khi −Khj ∣∣ C|μu|(Rhi,j ) (5.8)
for some new constant C depending only on N and p. We conclude that the variation of Dψh
across the interface ∂Q(ai, h) ∩ ∂Q(aj ,h) is estimated with the variation of the measure μu in
the union of the two cubes Q(ai, h) and Q(aj ,h) and their common interface.
Let now A,B be open and such that B ⊆ A ⊆ A ⊆ Ω . By (5.8) we get that for h small enough
|Dψh|(B)C|μu|(A) (5.9)
for some C depending only on N and p.
Step 3 (∇u is piecewise constant). Since K⊆ MN×N is compact, we have that ψh is uniformly
bounded in L∞(Ω;MN×N). In view of (5.9), and since |μu|  HN−1 Ju, we can use the
compactness in BV (see [6, Theorem 3.23]) obtaining ψ ∈ BV (Ω) such that
ψh → ψ strongly in L1
(
Ω,MN×N
)
and
|Dψ |(A) CHN−1(Ju ∩A) (5.10)
for every open set A ⊆ Ω .
Let us check that ψ = ∇u. Since ∇u and ψh are uniformly bounded in L∞(Ω;MN×N), and
since p < N
N−1 , by (5.5) we have that
lim sup
h→0
‖∇u−ψh‖Lp(Ω)  lim sup
h→0
∑
i∈I
‖∇u−ψh‖Lp(Q(ai ,h))
 lim sup
h→0
∑
i∈I
C
hN/p
hN−1
|μu|
(
Q(ai, h)
)
 lim sup
h→0
C
hN/p
hN−1
|μu|(Ω) = 0
so that ψh → ∇u strongly in Lp(Ω;MN×N), and ψ = ∇u.
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HN−1(Ju) < +∞, by [6, Theorem 4.23] we deduce that ∇u is piecewise constant, i.e. there
exists a Caccioppoli partition {Dj }j∈N and matrices Kj ∈K such that
∂∗Dj ⊆ Ju,
∑
j∈N
HN−1(∂∗Dj) = 2HN−1(J∇u) 2HN−1(Ju) (5.11)
and
∇u =
∑
j∈N
Kj1Dj . (5.12)
Step 4 (Conclusion). Let us consider the map w ∈ SBV(Ω) defined by
w(x) :=
∑
j∈N
(Kj · x)1Dj (x).
Since ∇w = ∇u, and Jw ⊆ Ju in view of (5.11), we deduce that D(u − w) is supported by Ju.
By [6, Theorem 4.23], we conclude that there exists a Caccioppoli partition {Fk}k∈N of Ω ,
and bk ∈ RN , such that
∂∗Fk ∩Ω ⊆ Ju,
∑
k∈N
HN−1(∂∗Fk ∩Ω) 2HN−1(Ju)
and
u−w =
∑
k∈N
bk1Fk . (5.13)
Considering the Caccioppoli partition {Ei}i∈N determined by the intersection of the families
{Dj }j∈N and {Fk}k∈N, we deduce that there exist Ki ∈K and bi ∈ RN such that
u =
∑
i∈N
(Ki · x + bi)1Ei (x).
Clearly we have Ju ⊆ ⋃i∈N ∂∗Ei . In order to conclude the proof, let us show that indeed
Ju =⋃i∈N ∂∗Ei up to a set of HN−1 measure zero. In fact, up to relabelling the sets Ei , we can
assume that (Ki, bi) = (Kj , bj ) for i = j . Notice that
⋃
i∈N
∂∗Ei
∖
Ju ⊆
⋃
i =j
Aij ,
where Aij are the affine spaces
Aij :=
{
x ∈ RN : (Ki −Kj)x = bj − bi
}
.
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In fact if Ki = Kj , then bi = bj and Aij = ∅. If Ki = Kj , we have
rank(Ki −Kj) > 1
(otherwise a rank-1 lamination would contradict the rigidity of K), so that dimAij N − 2. 
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Appendix A. The linear case
A natural question is whether the linear version of Theorem 1.1 holds, that is, if a displacement
u ∈ SBD(Ω) with e(u) = 0 a.e. is piecewise rigid. Let us recall that BD(Ω) is the space of
displacements u ∈ L1(Ω;RN) such that the symmetrized distributional derivative Eu = (Du +
(Du)T )/2 is a bounded Radon measure, and SBD(Ω) the subspace of such displacements such
that this measure can be decomposed as
E(u) = e(u)dx + (u+ − u−) ν(x)HN−1 Ju,
where u+, u−, ν and Ju may be defined as for SBV deformations, and a b = (a⊗ b+ b⊗ a)/2
is the symmetrized tensor product. See [5,8] for details.
The condition E(u) = 0 may be seen as a linearization of ∇(Rx + εu(x)) ∈ SO(N) a.e.,
as ε → 0, where R ∈ SO(N). In other words, it expresses the fact that the gradient of u is an
antisymmetric distribution. In this case, it is known that u is in fact affine, with antisymmet-
ric gradient. In case only the absolutely continuous part e(u) vanishes, and the jump has finite
energy, one has:
Theorem A.1. Let u ∈ SBD(Ω) such that HN−1(Ju) < +∞ and e(u)(x) = 0 for a.e. x ∈ Ω .
Then, u is a piecewise rigid displacement: there exists a Caccioppoli partition (Ei)i∈N subordi-
nated to Ju such that for a.e. x ∈ Ω ,
u(x) =
∑
i∈N
(Aix + bi)1Ei (x),
where Ai is an antisymmetric N × N tensor and bi ∈ RN (as a consequence, Ju =⋃i∈N ∂∗Ei
up to a set of HN−1 measure zero). In particular, if Ω \ Ju is indecomposable, then u is a rigid
displacement (and Ju = ∅).
Proof. The proof of this result is somewhat easier than Theorem 1.1 and we just sketch it. It turns
out that if e(u) = 0 a.e., the one-dimensional slices s → u(z+sξ) ·ξ in the direction ξ ∈ SN−1 are
piecewise constant for almost all z ∈ ξ⊥, with a finite number of jumps: indeed, their derivative is
given by (e(u)(z+ sξ)ξ) · ξ , which is 0 [5]. Thus, we may hope that an approximation argument
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provide us with very “simple” approximating functions.
Let us first follow Steps 1–4 of the proof in Section 3: it provides us with a sequence (un)n1
(denoted by (v′j )j1 in Section 3) such that un → u in L1(Q;RN) (with Q a given cube in Ω),
and with, still, un ∈ SBV(Q;RN) and Jun made of a finite number of facets of hypercubes,
with HN−1(Jun) cHN−1(Ju). Now, instead of the Lipschitz estimate, the property that u · ξ is
constant along slices in the direction ξ (except across Ju) yields that un also enjoys this property,
but only in the directions ei , i = 1, . . . ,N , along which the slicing have been performed. This is
not sufficient to deduce that e(un) = 0 (only, the diagonal part of e(un), computed in the basis
(ei)
N
i=1, vanishes).
To overcome this difficulty, we need to follow the ideas in the proof of [9, Theorem 1] (see
also [10] for the case N  3). When choosing the origin y ∈ (0,1)N of our discretizations, we
also consider the slices of u in the directions (ei + ej )1i<jN and make sure, as before, that the
corresponding edges [εy + k, εy + k + ε(ei + ej )], k ∈ εZN , cross the jump set Ju a number of
times which is controlled by the total surface HN−1(Ju). As a result, the approximate functions
un will also satisfy, out of Jun , that (ei + ej ) · ∇(un · (ei + ej )) = 0 for all 1 i < j N . This
is enough, now, to deduce that e(un) = 0 in Q \ Jun .
Hence, such a un is of the form
∑
i (A
n
i x + bni )1Eni (x). Now, since HN−1(
⋃
i ∂E
n
i ) 
cHN−1(Ju) < +∞, the partition (Eni )i may be assumed to converge, as n → ∞, to a finite-
perimeter partition (Ei)i of Q. It is then easy to deduce the thesis of Theorem A.1. 
The essential difference with the nonlinear case is that in the latter, we cannot ensure that
our approximate functions un satisfy exactly the constraint: hence the need for approximate and
quantitative rigidity results and a more involved proof. Observe that in the same way we can give
a quite simple variant of the proof of [6, Theorem 4.23] (u ∈ SBV(Ω) with ∇u = 0 a.e. yields u
piecewise constant).
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