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RESUMO 
 
A predição de links em redes sociais tem sido objeto de estudo em um crescente número de artigos científicos e comerciais devido à grande oferta de bases de dados com representações das relações entre pessoas e também devido à facilidade de acesso a recursos computacionais para análise dessas redes. Prever conexões em redes sociais acadêmicas contribui para o crescimento científico, facilitando a colaboração entre pesquisadores com potencial de contribuição mútua. Este trabalho busca identificar as características das redes levam a uma maior eficiência na predição de links feita por algoritmos baseados na topologia. As características serão isoladas conjuntos de dados e alguns experimentos serão repetidos com diferentes algoritmos para buscar identificar tendências. As análises feitas neste trabalho poderão ajudar a compreender melhor a dinâmica das redes sociais acadêmicas e também contribuir na escolha dos melhores algoritmos de predição de link para cada tipo de rede social.  Palavras-chave: Predição de links, redes sociais acadêmicas, redes de coautoria, análise de redes sociais, mineração de links   
 
ABSTRACT 
The link prediction in social networks has been studied in an increasing number of scientific and commercial papers due to a great availability of people relations databases and because of an easier access to computer resources for these network analysis. Predicting academic social network links improves the scientific growth, helping researchers with collaboration potential to collaborate. This project aims to identify the networks features that leads to a greater link prediction efficiency using topological based algorithms. The features will be isolated using different datasets and the experiments will be done with different algorithms to identify trends. This project analysis will help to understand the academic social networks dynamics and contribute in choosing the best link prediction algorithms for each kind of social network.  Keywords: Link prediction, academic social networks, coauthoring networks, social network analysis, link mining    
   
   
LISTA DE ILUSTRAÇÕES 
 
Figura 1 - Representação gráfica de uma rede simples ............................................................ 16 
Figura 2 - Exemplo de matriz de adjacências .......................................................................... 17 
Figura 3 - Exemplo de uma rede com o grau de cada um de seus nós .................................... 18 
Figura 4 - Exemplos de redes com diferentes densidades ....................................................... 19 
Figura 5 - Caminho mais curto entre dois nós de uma rede ..................................................... 19 
 
Gráfico 1 - Publicações relacionadas à predição de links ao longo dos anos .......................... 11 
Gráfico 2 - Crescimento do uso de memória em relação à quantidade de nós de uma rede.... 38 
Gráfico 3 - Doutores formados por ano no Brasil.................................................................... 40 
 
Esquema 1 - Categorias e técnicas de predição de links .......................................................... 23 
Esquema 2 - Visão geral de cada experimento ........................................................................ 29 
Esquema 3 - Ferramentas e ambiente planejados para o experimento .................................... 42 
  
 
LISTA DE QUADROS E TABELAS 
 
Quadro 1 - Planejamento do projeto da dissertação................................................................. 44 
  
   
   
LISTA DE ABREVIATURAS E SIGLAS 
 
AA Adamic Adar (algoritmo de predição) 
ARS Análise de Redes Sociais 
CN Common neighbors (algoritmo de predição) 
CSV Comma separeted values 
JC Jaccard coefficient (algoritmo de predição) 
LAIS Laboratory for Advanced Information Systems 
MAG Microsoft Academic Graph 
ML Mineração de Links 
PA Preferential attachment (algoritmo de predição) 
PL Predição de Links 
RSA Redes Sociais Acadêmicas 
 
  
 
 
SUMÁRIO 
 
1 Introdução ............................................................................................................................. 10 
1.1 Problema.................................................................................................................... 11 
1.2 Justificativa................................................................................................................ 11 
1.3 Objetivos ................................................................................................................... 13 
1.3.1 Objetivo geral..................................................................................................... 13 
1.3.2 Objetivos específicos ......................................................................................... 13 
1.4 Aderência ao programa ............................................................................................. 13 
1.5 Organização do documento ....................................................................................... 14 
2 Referencial teórico ................................................................................................................ 15 
2.1 Coleta de referências ...................................................................................................... 15 
2.2 Redes .............................................................................................................................. 16 
2.3 Métricas de redes ........................................................................................................... 17 
2.3.1 Grau......................................................................................................................... 17 
2.3.2 Densidade ................................................................................................................ 18 
2.3.3 Distância geodésica ................................................................................................. 19 
2.3.4 Diâmetro de rede ..................................................................................................... 19 
2.3.5 Centralidades........................................................................................................... 20 
2.4 Redes sociais .................................................................................................................. 20 
2.4.1 Redes sociais acadêmicas ....................................................................................... 21 
2.5 Predição de links ............................................................................................................ 22 
2.5.1 Categorização das técnicas ..................................................................................... 22 
2.5.2 Algoritmos escolhidos ............................................................................................ 23 
2.5.3 Conjuntos de dados ................................................................................................. 25 
2.5.4 Desambiguação de nomes de autores ..................................................................... 26 
   
   
2.5.5 Mensuração dos resultados ..................................................................................... 26 
3 Metodologia .......................................................................................................................... 28 
3.1 Caracterização quanto à natureza ................................................................................... 28 
3.2 Caracterização quanto aos objetivos .............................................................................. 28 
3.3 Caracterização quantos aos procedimentos técnicos ..................................................... 28 
3.4 O experimento ................................................................................................................ 28 
3.4.1 Escolha das bases de dados ..................................................................................... 30 
3.4.2 Limpeza dos dados .................................................................................................. 32 
3.4.3 Aspectos que serão avaliados.................................................................................. 33 
3.4.4 Filtro dos dados ....................................................................................................... 37 
3.4.5 Segmentação histórica dos dados............................................................................ 40 
3.4.6 Ferramentas e ambiente de execução ...................................................................... 40 
3.4.7 Medição da eficácia ................................................................................................ 42 
3.4.8 Tabulação e análise dos dados ................................................................................ 43 
3.4.9 Consolidação e redação ........................................................................................... 43 
4 Cronograma........................................................................................................................... 44 
Referências ............................................................................................................................... 45 
10 
1 Introdução 
 
Nos últimos anos, o crescimento no uso da Internet tem favorecido o uso de sites e aplicativos 
que facilitam a ligação entre pessoas, criando grupos ou comunidades. Essas relações podem 
ter motivações como a acadêmica, profissional, amorosa, entre outros nichos explorados. As 
redes sociais são utilizadas para modelar a relação entre as pessoas no mundo real (GUPTA; 
SINGH, 2014). Normalmente, são utilizados grafos para representar as redes, por meio de nós 
e links1. Os nós geralmente representam pessoas ou organizações e os links simbolizam suas 
relações (WANG et al., 2015). Os modelos matemáticos criados através de grafos são 
utilizados para prever o comportamento das redes estudadas, geralmente em um tempo futuro. 
Com esses modelos, a Predição de Links (PL) trata o problema de predizer a existência de um 
link entre dois nós a partir de seus atributos ou de outros links já existentes (GETOOR; DIEHL, 
2005). 
 
De acordo com Freeman (1996), grande parte dos pesquisadores atribuem ao livro Who Shall 
Survive?2, de 1934, o título de primeira publicação focada na Análise de Redes Sociais (ARS), 
apesar de as ideias exploradas já existirem há um tempo um pouco maior. Segundo Wang et 
al. (2015), mesmo com décadas de pesquisa, foi a partir da massificação do uso da Internet e 
com o crescimento do uso de ferramentas de interação online que pesquisadores de várias áreas 
se interessaram pela ARS. O grande volume de dados produzidos por essas redes favorece o 
desenvolvimento de pesquisas relacionadas. Como resultado, a quantidade de publicações 
relacionadas a essa área, feitas em periódicos, vem crescendo continuamente. Entre 2010 e 
2013, a quantidade de artigos publicados por ano dobrou (WANG et al., 2015). 
 
A PL também pode ser aplicada ao estudo de áreas como redes biológicas em análise de 
ligações proteicas (LÜ; ZHOU, 2011), pesquisas genéticas e bioquímicas (WANG; 
SATULURI; PARTHASARATHY, 2007) ou sistemas de recomendação de produtos 
(BRANDÃO; MORO, 2012). Este trabalho estuda as redes sociais acadêmicas, formadas por 
pesquisadores e suas relações. Essas relações normalmente são caracterizadas como coautoria 
ou orientação (DIGIAMPIETRI et al., 2012b). A coautoria seria a relação criada quando dois 
                                                 1 O termo link será adotado neste trabalho por ser um termo amplamente utilizado no referencial teórico, mesmo nas publicações em português. 2 MORENO, Jacob L. et al. Who shall survive?. 1934. 
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pesquisadores produzem em conjunto algum texto científico. A orientação seria caracterizada 
pela produção de um texto científico pelo pesquisador, sendo orientado por outro.  
 
1.1 Problema 
 
Os trabalhos feitos em cada base de dados, ou apenas em subconjuntos de dados distintos 
apresentam níveis de eficácia diferentes, sem um padrão mapeado, mesmo com a utilização 
dos mesmos algoritmos. Assim, este trabalho busca identificar: em redes sociais acadêmicas, 
quais características da rede influenciam no nível de acerto da predição de novos links entre 
seus nós? 
 
1.2 Justificativa 
 
A produção de trabalhos científicos relacionados à ARS, especialmente sobre predição de links 
tem aumentado ao longo dos últimos anos (WANG et al., 2015). No Gráfico 1, é possível 
observar um crescimento acelerado das publicações em alguns dos mais importantes 
repositórios de publicações científicas na área da computação disponíveis na Internet. A 
importância e complexidade do tema justificariam esse crescimento acelerado da quantidade 
de publicações anuais nos três repositórios avaliados. 
 
Gráfico 1 - Publicações relacionadas à predição de links ao longo dos anos 
 
Fonte: Adaptado de Wang et al. (2015, p. 2) 
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Outro fator importante para o aumento da quantidade de pesquisas com redes sociais é a 
crescente oferta de bases de dados com informações de redes sociais reais, em formato digital 
(WANG et al. 2015). No período representado no Gráfico 1, surgiram vários sites 
especializados em criar redes sociais. Em 2002, o Friendster foi um dos primeiros grandes sites 
desse tipo (BOYD, 2004), seguido por outros como LinkedIn, Orkut, Facebook e Twitter. 
Enquanto em 2004 o Friendster possuía cinco milhões de usuários cadastrados (BOYD, 2004), 
atualmente encontramos redes como o Facebook, em que em apenas um dia, é utilizado por 
mais de um bilhão de pessoas (LEE, 2015).  
 
De acordo com o levantamento de Wang et al. (2015), a maior parte das bases de dados mais 
utilizadas em pesquisas de ARS estão relacionadas a sites de redes sociais, entre elas, as 
acadêmicas. Além das bases identificadas em Wang et al. (2015), uma nova base de dados foi 
disponibilizada com características importantes para esta pesquisa, a Microsoft Academic 
Graph (MAG). A base possui uma grande diversidade de dados, com publicações de cerca de 
120 milhões de autores (RIBAS et al., 2016) e seus dados são bem estruturados, reduzindo a 
necessidade de tratamentos manuais que elevam o ruído nos experimentos. Na metodologia 
serão detalhadas as características dessa base que permitirão avanços nos experimentos 
propostos. 
 
Apesar da grande quantidade de insumos para as pesquisas na área, Digiampietri, Santiago e 
Alves (2013) afirmam que a PL trata de um problema complexo. A complexidade estaria em 
identificar os atributos mais relevantes, lidar com dados desbalanceados e investigar várias 
técnicas estatísticas ou de inteligência artificial que poderiam funcionar melhor em 
determinado contexto e pior em outro.  
 
Já Liben-Nowell e Kleinberg (2007) demonstram que os algoritmos utilizados com a mesma 
metodologia e com os mesmos critérios de medição podem produzir resultados diferentes 
quando aplicados às Redes Sociais Acadêmicas (RSA) distintas, o que também é visto em 
outros trabalhos como em Gupta e Singh (2014). Porém, esses trabalhos não apresentaram 
hipóteses para explicar quais características dessas redes influenciariam na eficácia dos 
algoritmos, nem alguma tendência observada nessas variações ou mesmo se a variação seria 
aleatória.  
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Mesmo com as dificuldades citadas, o crescimento das pesquisas em ARS é justificado pela 
sua alta aplicabilidade em áreas como biologia, comércio virtual e reconstrução de redes (LÜ; 
ZHOU, 2011). Wang et al. (2015) afirmam que as principais áreas de aplicação da ARS seriam: 
recomendação de links em redes sociais, predição de relações recíprocas, conclusão de redes 
incompletas, encontro de especialistas e colaboradores em redes acadêmicas e definição de 
enquadramento social. Ainda de acordo com Wang et al. (2015), na última década, psicólogos, 
cientistas da computação, físicos e economistas se dedicaram às pesquisas destas áreas. Há, 
também, pesquisas relacionadas à medicina, química e segurança pública que compartilham da 
mesma base conceitual e experimental da ARS (WANG; SATULURI; PARTHASARATHY, 
2007). 
  
1.3 Objetivos 
 
1.3.1 Objetivo geral 
 
De acordo com a problemática exposta, este trabalho objetiva: 
Avaliar quais as características das redes sociais acadêmicas que podem influenciar a eficácia 
dos algoritmos de predição de links baseados na topologia da rede. 
 
1.3.2 Objetivos específicos 
 
Para alcançar o objetivo principal deste trabalho, os seguintes objetivos específicos foram 
definidos: 
a) Extrair as relações de coautoria dos conjuntos de dados não estruturados utilizados nos 
experimentos deste projeto; 
b) Estruturar, de forma padronizada, diferentes conjuntos de dados para os experimentos 
deste projeto; 
c) Identificar as características das redes que influenciam os resultados dos algoritmos de 
PL baseados em topologia; 
  
1.4 Aderência ao programa 
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Este projeto se enquadra no perfil do mestrado em Gestão do Conhecimento e Sistemas de 
Informação da Universidade FUMEC, na área de concentração Tecnologia e Sistemas de 
Informação e na linha de pesquisa Sistemas de Recuperação da Informação. O trabalho utiliza 
sistemas de recuperação da informação e mineração de dados como base para a execução de 
seus experimentos. Métodos e métricas focados na análise de redes sociais também são 
utilizados no projeto, conforme sugestão do programa do curso3. 
 
A pesquisa também tem características interdisciplinares, já que a própria PL é interdisciplinar. 
A PL utiliza elementos das ciências sociais e naturais, da engenharia e da matemática, 
principalmente. Apesar dos experimentos deste trabalho serem realizados em redes sociais 
acadêmicas, os resultados também podem ser úteis em outras áreas que utilizam a PL. Como 
exemplo de outras áreas de aplicação temos: 
 Biologia: descoberta de conexões proteicas; 
 Medicina: identificação de padrões de epidemias; 
 Tecnologia: reconstrução de redes; 
 Segurança pública: monitoramento antiterrorismo; 
 Social: predição de amizades ou outras relações humanas; 
 
1.5 Organização do documento 
 
Este texto foi organizado da seguinte forma: o primeiro capítulo apresentou a introdução do 
trabalho, o problema de pesquisa, a justificativa, objetivos e a aderência do projeto do 
programa. No capítulo 2, a revisão de literatura, os principais conceitos e autores são 
apresentados no referencial teórico. O terceiro capítulo demonstra as características da pesquisa 
e a metodologia utilizada. O quarto capítulo apresenta o cronograma do projeto. Ao final, são 
disponibilizadas as referências bibliográficas.  
                                                 3 http://ppg.fumec.br/sigc/pesquisa/trilhas-de-pesquisa/ Acesso em: 12/03/2016 
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2 Referencial teórico  
 
2.1 Coleta de referências 
 
O primeiro trabalho utilizado como base para elaboração deste referencial foi o estado da arte 
da predição de links em redes sociais produzido por Wang et al. (2015). O trabalho é recente e 
completo e referencia outras 131 publicações. A base foi complementada com parte do 
referencial teórico do projeto intitulado Recomendação de Novas Colaborações entre 
Pesquisadores por meio do Currículo Lattes, do grupo de pesquisa do Laboratório de Sistemas 
de Informação Avançados (LAIS, do inglês Laboratory for Advanced Information Systems), 
da Universidade FUMEC, do qual o autor faz parte. Após a leitura completa dos artigos 
selecionados na primeira etapa, os trabalhos mais adequados ao escopo desta pesquisa, assim 
como as suas referências relacionadas à mesma temática foram selecionados.  
 
Na próxima etapa da coleta de referências foram feitas buscas nas bases do Google Scholar e 
Microsoft Academic utilizando combinações de palavras-chave relacionadas à ARS e PL em 
redes de coautoria. Nessa etapa a busca seria por publicações não referenciadas pelos principais 
trabalhos da área, mas que contribuíssem com esta pesquisa. Como as referências clássicas da 
área já haviam sido selecionadas nas fases anteriores, apenas os registros dos últimos cinco 
anos foram escolhidos para limitar a quantidade de documentos analisados. Uma seleção foi 
feita dos artigos que pareciam mais relacionados com a proposta do projeto de pesquisa, apenas 
a partir de seus títulos. Foi feita uma leitura dos resumos dos artigos selecionados e os que não 
se encaixavam na temática do projeto de pesquisa também foram excluídos. Na sequência, os 
artigos selecionados foram lidos por completo.  
 
Todas as referências resultantes desse processo foram fichadas por meio do software Zotero, 
que é uma ferramenta de apoio ao levantamento e fichamento de referências. A ferramenta é 
gratuita e permite a sincronização dos dados cadastrados em diferentes dispositivos. Também 
é possível consultar pelo site da ferramenta as publicações que foram fichadas. Ao final do 
projeto, foram fichadas 103 referências, entre artigos publicados em periódicos e conferências, 
livros, dissertações, teses e sites. 
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2.2 Redes 
 
Uma rede poderia ser classificada, em sua forma mais simples, como uma coleção de pontos 
unidos em pares por linhas (NEWMAN, 2010). Segundo Newman (2001), na análise de redes 
esses pontos normalmente são chamados de nós ou vértices e as linhas são conhecidas como 
links ou arestas, conforme Figura 1, que apresenta oito nós e dez links. A Internet é um exemplo 
de rede muito estudada, conforme observado por Lü e Zhou (2011) e Newman (2010). As redes 
podem ser direcionais ou não direcionais. As direcionais podem ser exemplificadas pela relação 
de orientação, em que um dos nós orienta e outro é orientado. Nesse caso há uma direção 
definida na relação entre os dois nós. Já em uma relação de amizade não existe direção. Os dois 
nós simplesmente são amigos. Esse é um caso de rede não direcional.  
 
Figura 1 - Representação gráfica de uma rede simples  
 
Fonte: Adaptado de Newman (2010, p. 1) 
 
Apesar da facilidade da visualização das redes através de visualizações gráficas como a 
apresentada na Figura 1, também é necessário utilizar representações que facilitem o 
processamento e cálculos matemáticos nas redes analisadas. Newman (2010) afirma que as 
redes podem ser representadas matematicamente de várias formas, mas recomenda o uso da 
matriz de adjacência em que cada posição representa uma possível conexão entre dois nós da 
rede. Assim, para uma matriz A, representando uma rede simples, teríamos: 
 
ܣ௜௝ =  ൜1 ݏ݁ ℎá ݑ݉ܽ ݎ݈݁ܽçã݋ ݁݊ݐݎ݁ ݋ݏ ݊óݏ ݅ ݁ ݆0 ݏ݁ ݊ã݋ ℎá ݎ݈݁ܽçã݋ ݁݊ݐݎ݁ ݋ݏ ݊óݏ ݅ ݁ ݆  
 
Para representar a rede da Figura 1, podemos utilizar a matriz de adjacência da Figura 2: 
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Figura 2 - Exemplo de matriz de adjacências 
ۏێ
ێێ
ێێ
ێۍ
0 0 1 0 0 0 0 00 0 1 1 0 1 0 01 1 0 0 0 1 0 00 1 0 0 0 1 1 00 0 0 0 0 0 0 00 1 1 1 0 0 1 10 0 0 1 0 1 0 10 0 0 0 0 1 1 0ےۑ
ۑۑ
ۑۑ
ۑې
 
Fonte: Adaptado de Newman (2010, p. 1) 
 
Newman (2010) explica como utilizar a matriz de adjacências para algumas especificidades. 
Para representar os pesos para as relações entre os nós, a matriz poderia utilizar outros números 
além do 1 em cada posição da matriz. Por exemplo, na representação de uma relação de 
coautoria, a cada publicação em coautoria entre determinado par de pesquisadores, um novo 
valor seria somado à mesma posição Aij da matriz. O autorrelacionamento pode ser 
representado através do valor presente na diagonal da matriz, ou seja, Aii. As redes direcionais 
também podem ser representadas com uma pequena variação: enquanto na rede não direcional 
Aij e Aji sempre possuem o mesmo valor, nas direcionais esses valores são independentes. 
 
2.3 Métricas de redes 
 
2.3.1 Grau 
 
O grau de um nó ou vértice de rede é o número de links que ele possui (NEWMAN, 2010). 
Apesar da simplicidade do conceito é uma das métricas mais utilizadas na ARS e também é 
base para várias outras. Em redes direcionais, ainda é possível contabilizar separadamente o 
grau de entrada e de saída de um determinado nó. Na Figura 3, podemos observar a 
representação gráfica de uma rede simples gerada através da ferramenta Gephi. Cada um de 
seus nós está identificado por seu grau.  
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Figura 3 - Exemplo de uma rede com o grau de cada um de seus nós 
 
Fonte: Simulação feita pelo próprio autor na ferramenta Gephi 
 
2.3.2 Densidade 
 
Digiampietri e Da Silva (2011) e Scott (2000) citam a densidade como uma das importantes 
métricas para avaliação de uma rede social. Segundo Wasserman e Faust (1994), a densidade 
é a relação entre a quantidade de links existentes e o total de links possíveis. Também é possível 
afirmar que, quanto maior a densidade de uma rede ou sub-rede, maior a facilidade de troca de 
informações entre seus nós (WASSERMAN; FAUST, 1994). Outras pesquisas demonstram 
que as RSAs apresentam baixa densidade como em Silva et al. (2005) e Brandão e Moro (2012). 
Já Feng, Zhao e Xu (2012) afirmam que redes muito esparsas levam a menores graus de acerto 
no uso de algoritmos clássicos de PL. 
 
A métrica mais utilizada nos trabalhos pesquisados, relacionada à densidade das redes, é o 
chamado coeficiente de aglomeração (ou clustering, do inglês) médio da rede. Segundo Kaizer 
(2008), considerando degi o número de nós vizinhos de cada nó i e Γi o número de links entre 
os vizinhos de cada nó, o coeficiente de clustering médio da rede (C) pode ser definido como: 
ܥ =  ∑ ௰೔∑ ௗ௘௚೔(ௗ௘௚೔ିଵ)  
Em uma rede em que cada nó possua poucos links, Γi tende a ser pequeno, tornando o 
coeficiente calculado próximo a 0. Quanto maior a quantidade de links de cada nó, mais o 
coeficiente irá se aproximar de 1. Na Figura 4, são apresentadas duas redes. A primeira rede, 
com menos links, tem uma densidade de 0,027. Na segunda rede, é possível observar uma 
quantidade de links muito maior, o que torna a rede mais densa. Nessa rede, a densidade 
calculada foi de 0,324. 
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Figura 4 - Exemplos de redes com diferentes densidades 
 
Legenda: a) Rede com densidade de 0,027   b) Rede com densidade 0,324 
Fonte: Simulações feitas pelo próprio autor na ferramenta Gephi 
Nota: Os nós com mais links foram representados maiores e em tons escuros de verde e os com menos links são menores e vermelhos 
 
2.3.3 Distância geodésica 
 
A distância entre nós de uma rede, que também é chamada de distância geodésica ou caminho 
mais curto é o caminho entre dois nós em que menos links são necessários e poderá existir mais 
de um para uma única rede (NEWMANN, 2010). Na Figura 5, o caminho mais curto entre os 
nós P1 e P2 é apresentado de forma gráfica. Na ilustração o caminho P1-P3-P2 é mais curto 
que o P1-P4-P5-P2. 
 
Figura 5 - Caminho mais curto entre dois nós de uma rede 
 
Fonte: Adaptado de Newman (2010, p. 139) 
 
2.3.4 Diâmetro de rede 
 
a) 
 
b) 
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O diâmetro de rede é o tamanho da maior distância geodésica encontrada entre os nós de uma 
rede (NEWMANN, 2010). Na Figura 5, a maior distância mínima entre dois nós seria formada 
pelo caminho P6-P3-P4-P5 ou P6-P3-P2-P5 que são os menores caminhos entre os pontos P6 
e P5. Nesse exemplo teríamos um diâmetro de rede igual a 3. 
 
2.3.5 Centralidades 
 
De acordo com Perez-Cervantes (2013), algumas das métricas mais comuns para análise da 
importância de nós seriam as métricas de centralidades, como o grau de centralidade4, o grau 
de proximidade5 e o grau de intermediação6. Segundo Newman (2010), essas métricas servem 
para quantificar a estrutura de uma rede, conforme explicação abaixo: 
 Grau de centralidade: é uma métrica que mostra quantos links determinado nó possui, 
ou seja, é a própria medida de grau.  
 Grau médio:  é uma média simples dos graus de centralidade de cada um dos nós da 
rede. 
 Grau de proximidade: mede o comprimento médio do menor caminho entre um nó e os 
demais nós da rede. 
 Grau de intermediação: mede com qual frequência um determinado nó faz parte do 
menor caminho entre os outros nós da rede. 
 
 
2.4 Redes sociais 
 
De acordo com Liben-Nowell e Kleinberg (2007), as redes sociais são um tipo de rede em que 
os nós representam pessoas e os links representam a interação, colaboração ou influência entre 
as entidades. Newman (2010) complementa que, na sociologia, os profissionais que também 
estudam as redes sociais costumam chamar os nós ou pessoas de atores e os links, de vínculos7. 
Neste trabalho, serão utilizados os primeiros termos, mais comuns em áreas como física, 
computação e ciência da informação. 
 
                                                 4 Do inglês centrality degree 5 Do inglês closeness centrality 6 Do inglês betweenness centrality 7 Do inglês tie 
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Apesar de boa parte das pessoas associarem o termo rede social às ferramentas eletrônicas 
online, como Facebook8 ou Twitter9, estudos publicados desde 1930 já utilizavam essa 
nomenclatura e também as representações gráficas similares à Figura 5 (NEWMAN, 2010). As 
redes sociais possuem características que as diferem de outras redes, como as biológicas ou 
tecnológicas. Segundo Newman e Park (2003) existem duas principais diferenças. 
Primeiramente, nas redes sociais há uma forte relação entre o grau dos nós adjacentes, enquanto 
em outras redes não. Outra diferença seria no agrupamento10 dos nós. Enquanto nas redes 
sociais os nós com conexões comuns tendem a se conectar, em outras redes, na maior parte das 
vezes os nós possuem um nível de agrupamento comparado ao de redes aleatórias. Ambas as 
diferenças seriam explicadas pela mesma hipótese, o fato de que as redes sociais são 
caracterizadas por comunidades, enquanto as outras redes não (NEWMAN; PARK, 2003). 
 
2.4.1 Redes sociais acadêmicas 
 
Um tipo específico de rede complexa que será utilizado neste trabalho é o que trata as chamadas 
Redes Sociais Acadêmicas (RSAs). Nessas redes, é estudada a interação entre pesquisadores 
com objetivos acadêmicos (DIGIAMPIETRI et al., 2012a).  Segundo Newman (2001) essas 
redes, também conhecidas como redes de colaboração científica, unem pares de pesquisadores 
que tiveram alguma coautoria em produções científicas. Digiampietri et al. (2012a) afirmam 
que estudar tais redes é importante para descobrir conhecimentos relacionados ao 
comportamento social entre pesquisadores e grupos acadêmicos. 
 
2.4.1.1 Tipos de coautoria 
 
Nas pesquisas sobre RSA é possível encontrar análises feitas com diferentes tipos de 
publicações. Conforme levantamento do autor com as referências fichadas, o tipo de coautoria 
mais analisada nos trabalhos é das publicações de artigos em periódicos ou congressos, como 
em Digiampietri et al. (2015) e Feng et al. (2012) utilizada em mais de 70% dos experimentos 
de coautoria dos artigos avaliados. Há trabalhos que utilizam redes em que os nós representam 
orientador e orientado como em Silva et al. (2013) e Digiampietri, Linden e Barbosa (2015). 
                                                 8 http://www.facebook.com  9 http://www.twitter.com  10 Do inglês clustering 
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Uma quantidade menor de artigos utiliza a coautoria de livros em seus experimentos como 
Perez-Cervantes et al. (2013) e Digiampietri et al. (2012b) 
 
2.5 Predição de links  
 
De acordo com a taxonomia proposta por Getoor e Diehl (2005), a PL é uma subárea da 
Mineração de Links (ML). A PL utiliza atributos ou outros links já existentes para predizer os 
nós que deverão se conectar em uma rede (GETOOR; DIEHL, 2005). Dado um conjunto de 
pesquisadores organizados em uma rede, recomendar pessoas com quem um pesquisador pode 
colaborar é uma forma de predizer links (BRANDÃO; MORO, 2012). Nas redes sociais 
acadêmicas, a PL é tipicamente utilizada para tentar identiﬁcar potenciais parceiros no 
desenvolvimento de um projeto e/ou coautores para a publicação de um artigo 
(DIGIAMPIETRI et al., 2015). 
 
A relação entre o tempo em que os nós são criados ou excluídos de uma rede é essencial para 
a PL, já que as redes sociais são dinâmicas, ou seja, elas mantêm sua evolução ao longo do 
tempo. Novas relações são criadas e as atuais são desfeitas (GUPTA; SINGH, 2014). Segundo 
Newman (2001), é importante conhecer a ordem exata em que cada nova relação foi 
estabelecida. Porém, nas três bases mais utilizadas em experimentos de PL, no levantamento 
deste referencial, apenas o ano de cada publicação é informado, já que as normas para 
referências entre publicações permitem o uso da data incompleta (FRANÇA, 2007). Assim, 
saber a ordem exata de publicação de dois ou mais periódicos citados com o mesmo ano de 
publicação passa a depender da recuperação de informações externas à rede. 
 
2.5.1 Categorização das técnicas 
 
Wang et al. (2015) consolidam as técnicas de PL em três categorias. As técnicas baseadas nos 
nós se originam do conceito que quanto maior a similaridade entre determinados nós, maior a 
probabilidade de haver um link entre eles. A segunda categoria, das métricas baseadas na 
topologia, contempla técnicas que utilizam métricas baseadas nas informações da estrutura da 
rede para prever os nós com maior probabilidade de link. Nessa categoria estão os algoritmos 
que serão utilizados nos experimentos deste projeto. A terceira categoria utiliza métricas 
baseadas em teorias sociais. Essa última categoria se baseia nos conceitos das relações sociais 
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para tentar predizer o comportamento humano dos nós, que buscam, por exemplo, formar 
comunidades e se conectar a outros nós similares ou com origens comuns.  
 
Wang et al. (2015) ainda explicam que as técnicas baseadas em aprendizado de máquina seriam 
combinadas com algumas das técnicas apresentadas anteriormente em conjunto com 
algoritmos específicos, capazes de encontrar combinações com maior eficácia na PL. Os 
algoritmos de aprendizado de máquina não serão explorados nesse trabalho. No Esquema 1, 
são apresentadas as categorias e principais técnicas de PL. 
 
Esquema 1 - Categorias e técnicas de predição de links 
 
Fonte: Adaptado de Wang et al. (2015, p. 6) 
 
2.5.2 Algoritmos escolhidos 
 
Neste trabalho foi selecionado um conjunto de técnicas de PL que será utilizado nos 
experimentos propostos. As técnicas escolhidas se enquadram na categoria das métricas de 
topologia, que segundo Wang et al. (2015), contém a maior parte das técnicas e também são 
bastante populares entre os pesquisadores pela simplicidade e eficácia que apresentam. Assim, 
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a validação e comparação de resultados entre os trabalhos seria mais fácil. Como esses 
algoritmos utilizam informações dos nós e de seus links para prever novas conexões, não é 
possível prever a criação de novos nós ou o link entre nós que não possuem nenhuma conexão. 
Para melhorar a compreensão, é importante a apresentação de algumas notações padrões, 
presentes nas métricas. A notação Γ(x) representa o conjunto de vizinhos do nó x, enquanto 
|Γ(x)| representa o número de vizinhos do nó x. 
 
Abaixo, uma descrição sucinta de cada técnica: 
 Vizinhos comuns (CN) 
Newman (2001) identificou uma forte relação entre a quantidade de conexões em 
comum entre dois nós x e y, e a probabilidade de haver um link entre esses dois nós. A 
técnica acabou sendo chamada de vizinhos comuns (CN do inglês Common 
Neighboors). Wang et al. (2015) afirmam que CN é uma das técnicas mais utilizadas 
em análises de redes sociais.  Para dois nós x e y, obtém-se o número de vizinhos 
comuns a partir do número de nós do conjunto resultante da intersecção dos conjuntos 
Γ(x) e Γ(y). Por representar uma métrica não normalizada, essa técnica geralmente 
reflete a similaridade relativa entre pares de nós. CN pode ser representada como: 
CN(ݔ, ݕ) = |Γ(ݔ) ∩ Γ(ݕ)| 
 
 Anexação preferencial (PA) 
Segundo Barabási et al. (2002), a seleção de nós seria guiada pelo que seria chamado 
de anexação preferencial (PA, do inglês Preferential Attachment). Esse princípio afirma 
que a possibilidade da criação de novos links é maior entre nós que possuam um grau 
elevado (WANG et al., 2015). Para dois nós, x e y, a probabilidade de novos links está 
correlacionada ao produto do número de vizinhos dos conjuntos |Γ(x)| e  |Γ(y)|. Assim 
como CN, PA também não é normalizada. PA pode ser representado como: 
ܲܣ (ݔ, ݕ) = |Γ(ݔ)|. |Γ(ݕ)| 
 
 Coeficiente de Jaccard (JC) 
Segundo Perez-Cervantes et al. (2013) o Coeficiente de Jaccard é uma normalização 
dos vizinhos comuns.  Liben-Nowell e Kleinberg (2007) afirmam que essa é uma 
técnica muito utilizada como métrica de similaridade na ciência da informação, desde 
sua definição em 1983.  JC assume os valores mais elevados para os pares de nós que 
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compartilham uma maior proporção de vizinhos comuns em relação ao total de número 
de vizinhos que têm. O coeficiente é calculado dividindo o número de nós da interseção 
dos dois conjuntos pelo número de nós da união dos mesmos (DIGIAMPIETRI et al., 
2015). 
JC(x, y)= |Γ(ݔ) ∩ Γ(ݕ)||Γ(ݔ) ∪ Γ(ݕ)| 
 
 Adamic Adar (AA) 
Adamic e Adar (2003) definiram uma técnica para calcular a similaridade de páginas 
na Internet. Posteriormente, ela passou a ser bastante utilizada no estudo de redes 
sociais (WANG et al., 2015). Ela é referenciada em trabalhos recentes como índice 
Adamic-Adar ou simplesmente AA, como visto em Lü e Zhou (2011) e Liben-Nowell 
e Kleinberg (2007). AA considera que características raras são mais relevantes para a 
similaridade. Para isso, considera em seu cálculo a frequência de z que corresponde à 
ocorrência da característica comum (intersecção) entre os conjuntos Γ(x) e Γ(y). AA 
pode ser representada como: 
AA(ݔ, ݕ) = ෍ 1݈݋݃ |Γ(ݖ)|௭∈୻(௫)∩୻(௬)  
 
2.5.3 Conjuntos de dados 
 
As bases de dados são importantes para validar os algoritmos propostos e comparar resultados 
entre os estudos, porém a construção ou formatação de uma boa base poderia gastar um grande 
tempo (WANG et al., 2015). A disponibilização de bases públicas, abertas e de dados reais 
facilitam e incentivam as pesquisas desta área. De acordo com Wang et al. (2015), as bases 
mantidas por grupos de pesquisa importantes, como o da Universidade de Stanford são mais 
utilizadas pelos pesquisadores. Por outro lado, no geral, as principais bases utilizadas nas 
pesquisas recentes apresentam alguns problemas listados abaixo: 
 Ruído: problemas na coleta e tratamento dos dados exigem que o pesquisador tenha um 
trabalho de filtragem e limpeza dos dados antes do uso. 
 Riqueza e diversidade: as bases não são grandes e heterogêneas o suficiente para 
representar diversos tipos de redes. 
 Variação: os algoritmos retornam resultados diferentes em cada base utilizada. 
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 Padronização e abertura: as pesquisas e métricas normalmente não são abertas e 
padronizadas o que dificulta a evolução da área. 
 
A segmentação histórica dos dados em dois ou três períodos é um procedimento usual nos 
trabalhos de predição de links como Digiampietri et al. (2015), Brandão e Moro (2012) e Huang 
et al. (2014). Digiampietri et al. (2015) define esses períodos como passado, presente e futuro. 
O presente representa o principal conjunto de dados que será utilizado como entrada para os 
algoritmos de predição. Os dados do passado são mais antigos que o presente e podem ser 
utilizados com diferentes pesos em busca de melhores resultados na predição. O passado é um 
conjunto opcional. Apesar do nome, o conjunto de dados futuro não contempla dados futuros 
em relação à data dos experimentos. Seus dados são os mais recentes do conjunto e, 
normalmente, são utilizados para validar o acerto da predição de links.  
 
2.5.4 Desambiguação de nomes de autores 
 
Apesar da grande quantidade de dados sobre redes sociais disponíveis na Internet, normalmente 
um de seus maiores problemas é a incompletude dos mesmos (WANG et al., 2015). Um 
exemplo importante é a informação dos autores das publicações acadêmicas, especialmente nas 
bases de citações ou coautorias. É comum que a identificação dos autores de uma publicação 
seja feita textualmente, a partir do nome completo dos mesmos, ou, na maior parte das vezes, 
por uma parte do nome e ou algumas siglas.  
 
Como foi observado por Digiampietri, Linden e Barbosa (2015), é difícil saber exatamente 
quem são os autores de cada publicação devido à homonímia e à polissemia. A homonímia é a 
possibilidade de pessoas distintas que tenham o mesmo nome ou com o nome escrito da mesma 
forma. A polissemia é a possibilidade de escrever o nome de uma pessoa de mais de uma forma. 
Milojević (2013) também apresenta alguns métodos avançados para desambiguação de nomes 
de autores, mas conclui em seu trabalho que os resultados obtidos com métodos bem simples 
que usam apenas os nomes e as iniciais não foram muito piores. Enquanto os métodos mais 
simples tiveram acerto de 97%, os mais complexos obtiveram 99%.  
 
2.5.5 Mensuração dos resultados 
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A forma de avaliar o sucesso das predições não é padronizada entre as publicações da área. 
Várias métricas são utilizadas, tornando difícil a comparação dos trabalhos e de seus resultados. 
Segundo Lichtnwalter e Chawla (2012), as métricas mais utilizadas nos trabalhos de PL podem 
ser separadas em quatro grupos: limiar fixo (Fixed-threshold), curvas de limiar (threshold 
curves), fator de melhoria (improvement factors) e desequilíbrio de classe (class imbalance). 
Ainda é possível encontrar outras métricas, como nos trabalhos de Brandão e Moro (2012), 
Digiampietri, Santiago e Alves (2013) e Liben-Nowell e Kleinberg (2007). Além da 
categorização das métricas, Lichtnwalter e Chawla (2012) também fornecem uma série de 
diretivas relacionadas à medição de performance dos algoritmos de PL. Wang et al. (2015) 
ainda afirmam que novos métodos ou métricas de performance devem ser propostos. 
 
Pelo maior nível de semelhança com os experimentos realizados neste trabalho e simplicidade 
da abordagem, as medições de eficácia dos algoritmos nos experimentos desta pesquisa serão 
feitas como em Digiampietri, Santiago e Alves (2013). A partir do conjunto de dados futuro, é 
verificada a quantidade de novas conexões que serão feitas. O algoritmo de PL irá utilizar esse 
número para predizer essa quantidade de links mais prováveis. Todas as outras possíveis 
combinações serão consideradas como não conectadas. Considerando A o total de acertos 
(entre links que serão feitos e links que não serão feitos) e T o total de links possíveis, o 
percentual de eficácia de predição P será definido como: 
ܲ = ܣܶ 
 
Digiampietri, Santiago e Alves (2013) ainda destacam que em redes muito esparsas, a 
possibilidade de um nó estar conectado a outro é muito baixa. Dessa forma, em uma rede em 
que apenas 1% dos nós estão conectados, se a predição dissesse que nenhum nó estaria 
conectado acertaria 99% das predições. Assim, conseguir uma eficácia maior que a predição 
aleatória em redes muito esparsas não seria uma tarefa trivial. 
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3 Metodologia  
 
3.1 Caracterização quanto à natureza 
 
A natureza desta pesquisa é considerada como trabalho original. Esse tipo de pesquisa 
“[...]busca apresentar conhecimento novo a partir de observações e teorias construídas para 
explicá-las. ” (WAZLAWICK, 2014, p. 21). De acordo com o referencial teórico do trabalho, 
as pesquisas relacionadas à predição de links em RSAs ainda não estudaram a relação entre os 
atributos identificados neste trabalho e a eficácia dos algoritmos de PL. 
 
3.2 Caracterização quanto aos objetivos 
 
Este trabalho pode ser classificado como uma pesquisa exploratória. De acordo com 
Wazlawick (2014), em pesquisas exploratórias é possível observar fenômenos e identificar 
tendências, que poderão ser completamente compreendidas e explicadas em outros trabalhos 
futuros. Gil (2002) afirma que em uma pesquisa exploratória o autor não necessariamente 
possui hipóteses ou objetivos definidos. Neste projeto, foi identificado um conjunto de 
atributos para serem isolados e avaliados, porém a análise dos dados ainda poderá levar a outras 
características passíveis de análise. 
 
3.3 Caracterização quantos aos procedimentos técnicos 
 
Esta pesquisa se caracteriza como bibliográfica e experimental. Segundo Wazlawick (2014), a 
pesquisa bibliográfica é muito importante antes de qualquer outro tipo de pesquisa, apesar de 
não gerar um conhecimento novo. Ela busca estudar materiais já desenvolvidos como artigos 
científicos, teses e livros. De acordo com Gil (2002), na pesquisa experimental determinamos 
um objeto de estudo, as variáveis capazes de influenciá-lo e as formas de controlar e observar 
todo este conjunto.  
 
3.4 O experimento 
 
Abaixo, são detalhadas as etapas da execução de um experimento. Para cada aspecto avaliado, 
o experimento é executado de forma independente. No Esquema 2, uma visão geral do processo 
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é apresentada. Entre parênteses são indicados os tópicos em que o procedimento é melhor 
explicado. Na sequência, todos os passos são descritos de forma linear.  
 
Esquema 2 - Visão geral de cada experimento 
 
Fonte: Próprio autor 
Nota: Iniciar a leitura de ‘INÍCIO: [...]’, no canto superior esquerdo da imagem e seguir a 
orientação das setas. 
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3.4.1 Escolha das bases de dados 
 
Para este trabalho, foram selecionadas quatro bases. A primeira base é de uma ferramenta 
utilizada pela maior parte das instituições acadêmicas do Brasil, a plataforma Lattes (MENA-
CHALCO; JÚNIOR, 2009). As outras duas bases mais citadas nos artigos selecionados 
também foram escolhidas, a DBLP e a arXiv. A última das bases escolhidas é a Microsoft 
Academic Graph (MAG), que é adequada à pesquisa por seu tamanho, diversidade e 
estruturação dos dados.  
 
3.4.1.1 Lattes 
 
De acordo com Lane (2010) a base da plataforma Lattes é uma das bases de pesquisadores mais 
limpas que existem em todo o mundo e conta com mais de 3 milhões de pesquisadores (CAPES, 
2016). Balancieri et al. (2005) explicam que a plataforma Lattes é um conjunto de sistemas 
que, entre outras informações, disponibiliza publicamente dados dos currículos, grupos de 
pesquisa e projetos científicos e tecnológicos. Mena-Chalco e Júnior (2009) afirmam que a 
Lattes é utilizada pela maioria das instituições acadêmicas brasileiras. Pela sua relevância no 
Brasil é uma base muito utilizada em trabalhos nacionais como em Silva et al. (2005), Mena-
Chalco e Júnior (2009) e Digiampietri et al. (2012b).  
 
A consulta aos dados da plataforma Lattes é pública, porém protegida por mecanismo de 
CAPTCHA. O mecanismo serve para evitar buscas automáticas na base. Antes de permitir a 
visualização dos dados de um pesquisador, é exibida uma imagem com um código que precisa 
ser interpretado e digitado para garantir que uma pessoa está fazendo a consulta e não uma 
ferramenta automatizada. Antes da criação dessa proteção, a ferramenta ScriptLattes (MENA-
CHALCO; JUNIOR; MARCONDES, 2009) podia ser utilizada por qualquer interessado para 
buscar o perfil de uma lista de pesquisadores. Já a LattesMiner (ALVES; YANASSE; SOMA, 
2011) busca abstrair o tratamento do código HTML do currículo de um pesquisador para 
facilitar a criação de novas ferramentas que queiram importar dados da Lattes, porém, também 
depende de uma extração prévia dos currículos necessários. Para esta pesquisa, utilizaremos 
alguns subconjuntos de dados da plataforma Lattes obtidos anteriormente pelo grupo LAIS. 
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3.4.1.2 DBLP 
 
De acordo com Tang, Zhang e Yao (2007), a base DBLP seria uma das mais organizadas e bem 
formatadas bases de dados bibliográficos disponíveis. A base conta com informações de mais 
de 800 mil artigos publicados em áreas relacionadas à ciência da computação e sua versão 
compactada tem cerca de 300Mb. É uma base utilizada com frequência em artigos que estudam 
a PL em redes de coautoria como em Huang et al. (2014) e Digiampietri, Linden e Barbosa 
(2015). A base é disponibilizada em seu site oficial11. Alguns pesquisadores fizeram adaptações 
na base original, sendo que algumas dessas adaptações também foram compartilhadas 
publicamente como em Yang e Leskovec (2015). Esse trabalho foi feito como parte do grupo 
de pesquisa SNAP, da Universidade de Stanford. De acordo com Wang et al. (2015), o SNAP 
é um dos grupos de pesquisa mais atuantes nesta linha de pesquisa, em todo o mundo. 
 
3.4.1.3 arXiv 
 
Na SIGKDD (2003), uma competição que foi parte da conferência focou seus desafios na 
resolução de problemas de mineração de dados em redes complexas. As bases de dados  
utilizadas foram as disponibilizadas pelo site arXiv (GEHRKE; GINSPARG; KLEINBERG, 
2003). Os cerca de 400 mil artigos mapeados são de pesquisadores da física, apesar do arXiv 
também mapear outras áreas como matemática, ciência da computação e estatística. Essa 
também é uma das bases mais citadas nos artigos pesquisados. A arXiv foi criada e é mantida 
pela Universidade de Cornell12. 
 
3.4.1.4 Microsoft Academic Graph (MAG) 
 
A base de dados mais nova, dentre as utilizadas neste trabalho, foi disponibilizada a partir de 
junho de 2015, sendo que este projeto utiliza a versão de fevereiro de 2016. A base foi 
construída a partir da mineração de dados na Internet e em outras bases como a DBLP, para 
fornecer dados para as ferramentas de busca e assistente pessoal da Microsoft. É a maior das 
bases acadêmicas que foi encontrada, contando com cerca de 120 milhões de artigos mapeados 
(RIBAS et al., 2016). A base ainda foi pouco utilizada em artigos científicos conforme análise 
                                                 11 Detalhes disponíveis em: http://dblp.uni-trier.de/db/ 12 Outras informações em: http://arxiv.org/ 
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pelo autor deste projeto. Nas referências fichadas, foi encontrado apenas um experimento que 
utilizou a MAG, que foi publicado na WSDM (2016). A própria Microsoft, que criou a MAG, 
disponibiliza linhas de financiamento para pesquisas com a mesma13.  
 
A obtenção da base de dados da MAG pode ser feita através do site da área de pesquisas da 
Microsoft14. Antes do download é necessário aceitar os temos de uso propostos. Os arquivos 
são disponibilizados em conjunto ou em 14 diferentes arquivos. Todos são compactados e 
podem ser baixados de cinco diferentes regiões geográficas para permitir uma maior 
velocidade. Compactados, os arquivos somam cerca de 30Gb, enquanto descompactados, cerca 
de 100Gb. 
 
3.4.2 Limpeza dos dados 
 
A limpeza busca eliminar, principalmente, os registros inconsistentes ou incompletos. Esses 
registros podem prejudicar a análise da predição dos links, tornando o algoritmo mais ou menos 
eficiente, ou mesmo trazendo um maior grau de aleatoriedade às predições. Nas bases de dados 
para análises de redes encontradas na Internet, como as selecionadas neste trabalho, é possível 
encontrar um elevado ruído (WANG et al., 2015). Na sequência, são apresentadas algumas 
ações que serão feitas para garantir que a base tenha menos ruídos. 
 
3.4.2.1 Datas inválidas 
 
Serão excluídos os registros das conexões sem data, com a data imprecisa ou inconsistente nas 
bases. Esse problema é encontrado em bases em que as conexões entre pesquisadores é definida 
por meio das informações de suas publicações. Esses casos podem acontecer por erro de 
digitação, no processo de digitalização de informações sobre as coautorias ou mesmo por 
esquecimento. 
 
3.4.2.2 Autores sem conexões 
 
                                                 13 Detalhes disponíveis em: https://wsdmcupchallenge.azurewebsites.net/ 14 Disponível em http://research.microsoft.com/en-us/projects/mag/  
  33 
   
Nas bases de dados focadas nos autores é possível encontrar pesquisadores sem publicações 
seja por ele ainda não ter feito nenhuma publicação ou pela falta de dados atuais. Para os 
algoritmos de PL esses dados poderão gerar comportamentos inesperados.  Nas bases que são 
formadas apenas pelas informações de conexões esses nós já não são considerados. Como esse 
tipo de nó não é pontuado por nenhum dos algoritmos utilizados, ele pode distorcer 
positivamente o grau de eficácia medido, ou seja, dizer que os algoritmos estão acertando mais 
do que realmente estão. 
 
3.4.2.3 Desambiguação de nomes de autores 
 
Nos experimentos realizados com conjuntos de dados oriundos da base de dados da plataforma 
Latttes, a identificação dos autores de cada publicação não é uma informação estruturada. É 
necessário interpretar um texto que contém a identificação de cada autor. A localização do 
autor correto se dá através da comparação do nome cadastrado como da publicação com as 
possíveis variações do nome cadastradas por cada autor. O método de utilizar a desambiguação 
do nome de autores apenas pela combinação de nome, sobrenome e iniciais já tem uma alta 
eficácia. O índice de acerto chegaria a 97%, de acordo com Milojević (2013). Em um 
experimento preliminar com uma amostra de 238 currículos da plataforma Lattes, não foi 
encontrado nenhum par de autores que compartilhasse uma mesma combinação de sobrenome 
e iniciais. Como a possibilidade de ocorrer uma coincidência em bases maiores também é 
maior, serão evitados os conjuntos de dados que possuírem coincidências de iniciais entre os 
autores que seja elevada. Para encontrar os valores de referência, serão analisadas as bases mais 
utilizadas nos artigos fichados. 
 
3.4.3 Aspectos que serão avaliados 
 
Embora seja possível listar uma grande quantidade de características das redes que poderiam 
influenciar a eficácia dos algoritmos de PL é necessário levar em conta quais atributos podem 
ser obtidos nas bases disponíveis para realização da pesquisa. Outra consideração importante é 
buscar atributos analisados em outros trabalhos, ainda que não tivessem o mesmo foco ou 
objetivo deste. A partir do referencial teórico, ainda é possível compreender quais dessas 
técnicas são importantes para entender a estrutura e a dinâmica das redes analisadas. A seguir 
são apresentados os aspectos e o que foi encontrado em publicações sobre cada um deles. Para 
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avaliar todos subconjuntos propostos, serão feitos 70 experimentos, cada um realizando 
predições com quatro algoritmos. 
 
3.4.3.1 Precisão da data de publicação  
 
Em bases de dados como a da plataforma Lattes, a extração da informação sobre a data da 
coautoria é feita por meio de análise textual das publicações informadas pelo autor. Assim 
como no padrão da ABNT (2002), é comum encontrarmos apenas o ano da publicação e não 
sua data completa. Essa informação limitada pode ser insuficiente para determinar a ordem 
correta de criação de relações entre pesquisadores, já que é comum que um doutor publique 
mais de um artigo em um mesmo ano. Algumas bases de dados, como a versão utilizada da 
arXiv, também disponibiliza apenas as conexões (coautorias) realizadas por ano, sem 
informação do mês e dia da publicação. Essa possível inconsistência aumenta o ruído dos 
experimentos podendo gerar conclusões erradas.  
 
Para ser possível a execução do experimento com cenários similares em vários aspectos, porém 
com a data de publicação em diferentes níveis de precisão, foi desenvolvido um conjunto de 
scripts para completar as informações de publicações encontradas na Lattes. Os scripts utilizam 
o código DOI de cada publicação disponível em um currículo Lattes para buscar informações 
adicionais. Nem todas publicações possuem o código DOI cadastrado na Lattes, mas em um 
subconjunto utilizado em testes com 238 doutores, cerca de 80% das publicações possuíam o 
código. Os scripts criados conseguiram recuperar a data mais completa de mais de 92% dessas 
publicações. Para bases que já possuam a data completa da publicação, a data incompleta 
poderia ser simulada deixando apenas o ano da publicação e comparando a diferença nos 
percentuais de acerto dos algoritmos, antes e depois da alteração. Pelo menos cinco diferentes 
subconjuntos serão testados em diferentes níveis de completude de data. A data encontrada 
com mais frequência e a primeira a ser utilizada nos testes será formada apenas pelo ano. 
Também será utilizada a data composta de mês e ano. Quando houver disponibilidade da 
informação, será utilizada a data formada por dia, mês e ano. Se alguma tendência for 
observada, outros subconjuntos poderão ser avaliados. 
 
3.4.3.2 Área de atuação dos pesquisadores  
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A área de atuação dos pesquisadores é uma informação obtida de forma direta em algumas das 
bases utilizadas, isto é, cada pesquisador ou publicação já possui um atributo que indica qual 
sua principal área de atuação, como é o caso da Lattes e MAG. Já as bases DBLP e arXiv 
possuem publicações disponíveis em apenas uma área, ciência da computação e física, 
respectivamente. Para verificar se há relação entre a eficácia dos algoritmos de PL e a área de 
atuação dos pesquisadores, serão buscados segmentos das redes Lattes e MAG com 
características similares, porém com diferentes áreas de atuação. Em uma segunda etapa, 
experimentos serão feitos em redes diferentes, porém com a mesma área de atuação. Ao menos 
cinco subconjuntos serão testados para avaliar este aspecto e, se necessário, outros conjuntos 
poderão ser utilizados para confirmar alguma tendência observada. 
 
3.4.3.3 Tamanho da rede analisada 
 
O tamanho da rede15 será definido pela quantidade de nós existentes na mesma, já que a 
quantidade de vértices estará relacionada à densidade da rede, analisada em outro tópico. É 
uma métrica obtida de forma direta por meio das classes que manipulam as estruturas das redes. 
Nas referências analisadas, as redes variam de poucas dezenas de nós como em Digiampietri, 
Linden e Barbosa (2015) a milhões de nós como em Digiampietri et al. (2012b). Não foram 
encontradas análises conclusivas sobre a influência do tamanho da rede no grau de acerto da 
PL, já que nenhum dos trabalhos analisados tinha esse objetivo. Para fazer essa avaliação, ao 
menos cinco redes de diferentes escalas, mas similares em outros aspectos serão comparadas.  
 
3.4.3.4 Tipos de publicação 
 
Entre as bases escolhidas para este trabalho, apenas a Lattes possui informações sobre 
publicações que não sejam artigos publicados em conferências ou periódicos. Na Lattes 
também é possível encontrar coautorias de livros e relações entre orientador e orientado. Como 
a base não é completamente estruturada, cada um desses tipos de coautoria necessita de 
algoritmos próprios para extração dos dados. Outra dificuldade para realizar a avaliação isolada 
dos tipos de publicação é que o volume de dados para coautorias diferentes de artigos é 
reduzido. Se não for encontrado um segmento da rede do Lattes que possua dados suficientes 
para a comparação entre os cenários coautorias em artigos contra coautorias de livros, será feita 
                                                 15 Chamada apenas de N em muitos trabalhos 
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a comparação dos dados de coautoria de artigos de um segmento contra os dados de coautoria 
de livros de um conjunto de segmentos, o que pode causar um nível de ruído mais elevado que 
nos outros casos. Se alguma tendência for percebida e o nível de ruído for elevado, serão 
buscadas outras bases para validar este experimento. Preferencialmente, serão escolhidos cinco 
segmentos que possuam os dois tipos de publicação escolhidos, totalizando dez experimentos 
para esse aspecto. 
 
3.4.3.5 Faixa de tempo analisada  
 
Entre os trabalhos observados é grande a variação do chamado período presente, ou o período 
utilizado como base para que os algoritmos possam predizer as ligações futuras. Enquanto 
Liben-Nowell e Kleinberg (2007) e Perez-Cervantes et al. (2013) trabalham com períodos de 
três anos outros trabalhos utilizam períodos maiores como os 20 anos utilizados em um dos 
experimentos de Jeong, Néda e Barabási (2003). Huang et al. (2014) sugerem que conexões 
mais recentes devem ser mais relevantes para a PL do que conexões mais antigas, e por isso 
sugerem a utilização de diferentes pesos para as conexões mais novas e as mais antigas.  
 
O experimento que analisará a influência da faixa de tempo utilizada na PL, busca identificar 
o período mais relevante para uso como entrada de cada algoritmo, sem a adoção de pesos. 
Para cinco diferentes conjuntos serão escolhidos períodos de três, cinco e dez anos que serão 
validados com cada um dos algoritmos escolhidos. Essas faixas englobam os períodos 
utilizados em mais de 80% dos trabalhos avaliados. 
 
3.4.3.6 Densidade da rede / Grau médio 
 
Feng, Zhao e Xu (2011) avaliam a influência do nível de agrupamento dos nós de uma rede, na 
eficácia de algoritmos baseados na similaridade de nós e concluem que em redes esparsas os 
algoritmos de PL tendem a ter um menor acerto. Neste trabalho serão validados esses 
resultados, utilizando uma outra metodologia e conjuntos de dados maiores e mais diversos. 
Pela tendência similar das métricas de densidade da rede e de grau médio, será utilizada neste 
trabalho a métrica que consumir um menor poder computacional em testes preliminares. A 
definição conceitual de ambas está no tópico Métricas de redes, do referencial teórico deste 
trabalho. O experimento será executado com cinco diferentes conjuntos. Como em outras 
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características isoladas, serão gerados segmentos de rede candidatos que terão seus coeficientes 
de clustering médio calculados até encontrar os segmentos que mais se adequem aos cenários 
distintos necessários. 
 
3.4.3.7 Diâmetro de rede 
 
O diâmetro da rede não deve ser confundido com outra característica já listada anteriormente, 
o tamanho da rede. Enquanto o tamanho da rede considera apenas o total de nós da mesma, o 
diâmetro também é influenciado pela densidade da rede. Apesar da grande relação entre vários 
dos aspectos analisados, este trabalho busca identificar a influência de cada aspecto 
isoladamente. Para isolar segmentos de rede com o diâmetro de rede necessário para cada 
experimento, assim como em outros casos, serão gerados segmentos-candidatos que terão seu 
diâmetro medido e serão selecionados ou descartados em seguida. Dez conjuntos serão 
escolhidos com diferentes diâmetros de rede. Em Brandão, Parreiras e Silva (2007) são 
observadas algumas relações entre o diâmetro de rede e outras características das redes, mas a 
influência do diâmetro na eficácia dos algoritmos não é avaliada. 
 
3.4.4 Filtro dos dados 
 
A filtragem dos dados é feita por dois principais motivos. O primeiro é que não seria 
economicamente viável conseguir uma estrutura computacional capaz de avaliar de forma 
completa e de uma só vez, todo o universo de dados original selecionado. O conjunto MAG, 
por exemplo, disponibiliza cerca de 100Gb de dados e esse volume inicial aumenta a cada etapa 
do processamento necessário. Para montar a matriz de adjacências, que é um dos primeiros 
passos do experimento, o uso de memória é proporcional a N2, onde N é o número de nós, 
conforme o Gráfico 2. Mesmo que o volume total de dados não contemple apenas nós, 
precisaríamos de um volume de armazenamento muito grande. Por exemplo, se tivermos 
100Gb de dados históricos de autores, precisaríamos de 10Tb de memória apenas para 
armazenar todas as possíveis conexões entre os nós em uma matriz de adjacência (100Gb x 
100Gb = 10000Gb). No experimento, ainda são feitos outros processos que exigiriam mais 
memória, disco e processamento. 
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Gráfico 2 - Crescimento do uso de memória em relação à quantidade de nós de uma rede 
 
Fonte: Dados da pesquisa 
Nota: Memória estimada em quantidade de posições numéricas alocadas (N2), que variam de acordo com o tipo utilizado em cada linguagem de programação. 
 
O segundo motivo para a filtragem dos dados está relacionado aos objetivos desse trabalho. 
Para que seja possível identificar relações e tendências entre as características das redes 
analisadas e a variação na eficácia dos algoritmos analisados, é necessário refazer o 
experimento com bases de dados similares em alguns aspectos e diferentes em outros. Com 
essas execuções, será possível avaliar se os padrões ou tendências existem nas amostras 
escolhidas. Para ampliar a quantidade de combinações que serão testadas, cada base de dados 
poderá ser filtrada de maneiras diferentes, para produzir amostras com diferentes 
características. Um exemplo desses filtros é a separação por área de atuação do pesquisador ou 
artigo. Enquanto a base utilizada do DBLP já é especializada em cientistas da computação, 
bases como a da MAG ou Lattes trazem dados de um grande número de áreas. Para uma 
comparação de resultados de eficácia entre diferentes bases poderíamos padronizar a área de 
atuação e testar a variação de outros atributos, como diâmetro de rede e tipo de coautoria.  
 
Para encontrar um conjunto de dados com as características desejadas para cada experimento, 
são necessárias duas etapas. Primeiramente filtramos as bases de dados completas de acordo 
com os atributos previamente mapeados, como data de publicação, área de atuação do 
pesquisador ou tipo de publicação. Pelo volume de dados manipulado, essa etapa dura algumas 
horas, conforme observado em experimentos preliminares. Em uma segunda etapa, um 
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conjunto de métricas, como as centralidades16, são geradas e avaliadas para evitar a comparação 
entre conjuntos com características muito diferentes.  Se algum dos conjuntos se diferenciar 
dos demais em alguma das métricas de centralidade acima de 90% do desvio médio absoluto, 
um novo conjunto será escolhido. Se após cinco novas tentativas, nenhum conjunto seja 
encontrado com as características esperadas, o conjunto que mais se aproximar será escolhido. 
 
Após a execução dos filtros de cada experimento e validação das características de cada 
conjunto filtrado, os critérios finais utilizados para cada conjunto serão documentados. Esse 
detalhamento irá favorecer a repetição dos experimentos, validação dos resultados ou evolução 
dos estudos. Dessa forma, novas pesquisas poderão confirmar as hipóteses levantadas por este 
trabalho ou identificar outras. 
 
3.4.4.1 Titulação mínima 
 
Utilizaremos dados de pesquisadores com titulação mínima de Doutor. Esse filtro leva a uma 
amostra mais seleta, em que a média de publicações por indivíduo é mais significativa e permite 
chegar a melhores resultados. O volume de dados trabalhados com esse filtro também é menor. 
De acordo com o CNPQ (2016) pouco mais de 6% dos currículos da plataforma Lattes são de 
doutores. Nas demais bases, não há informações sobre a titulação dos autores. 
 
3.4.4.2 Dados atuais 
 
Não serão utilizados dados anteriores a 1998. Para escolha dessa data foram levadas em 
consideração duas informações. De acordo com Brandão, Parreiras e Silva (2007), entre 1996 
e 2006 se observou uma redução da quantidade de autores individuais e crescimento das 
produções em coautoria (na ciência da informação), o que tornaria os dados mais adequados às 
análises deste trabalho. Já o CNPQ (2016), afirmou que houve uma queda na formação de 
doutores no Brasil entre 1997 e 1998, conforme Gráfico 3. Para não utilizar esse período com 
tendência atípica, a data de corte escolhida foi 1998. 
 
                                                 16 Mais sobre centralidades no Referencial Teórico \ Métricas de rede 
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Gráfico 3 - Doutores formados por ano no Brasil 
 
Fonte: Adaptado de CAPES (2016) 
Nota: São apresentados apenas os dados de 1996 a 2006, por ser o período observado por Brandão, Parreiras e Silva (2007), conforme seção ‘Dados atuais’ da Metodologia. 
 
3.4.5 Segmentação histórica dos dados 
 
Neste trabalho os conjuntos de dados serão segmentados em dois períodos. O primeiro período 
representará o presente e o segundo irá representar os dados futuros. Conforme detalhes 
apresentados no tópico ‘2.5.3 Conjuntos de dados’ do referencial teórico, o período chamado 
de presente fornece os dados de entrada para a predição de links, enquanto o futuro é utilizado 
para validar os acertos na predição. 
 
3.4.6 Ferramentas e ambiente de execução 
 
A linguagem escolhida para criação dos scripts necessários aos experimentos deste trabalho foi 
a Python. A linguagem já é a mais utilizada em universidades americanas17 e de acordo com o 
índice das linguagens de 2014 do Gartner18, o Python está entre as três linguagens mais 
importantes do mercado. Também foi possível encontrar bibliotecas matemáticas e específicas 
para análise de redes sociais e predição de links disponibilizadas gratuitamente como as 
                                                 17 http://cacm.acm.org/blogs/blog-cacm/176450-python-is-now-the-most-popular-introductory-teaching-language-at-top-us-universities/fulltext#.U7s3XZ_Lh7s.facebook Acessado em: 06/03/2016 18 http://blogs.gartner.com/mark_driver/2014/10/02/gartner-programming-language-index-for-2014/ Acessado em: 06/03/2016 
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disponibilizadas pela Universidade de Stanford19 (disponível também em C++) e também as 
bibliotecas nativas da própria linguagem. Para criação dos scripts serão utilizadas duas 
ferramentas, sendo o Pycharm, da Jetbrains, utilizado para as tarefas relacionadas à criação dos 
algoritmos e o Visual Studio, da Microsoft, apenas para tarefas que dependam da integração 
com recursos na nuvem. 
 
Os experimentos serão montados e testados em uma máquina Windows 10 com a distribuição 
Anaconda20 do Python 2.7 64 bits. A biblioteca matemática escolhida foi a NetworkX21, por 
ser nativa da plataforma e já ter sido validada em experimentos preliminares. A máquina possui 
16Gb de memória RAM e unidade de disco principal SSD de 480Gb, além de uma unidade 
secundária de 1Tb. Essa máquina de testes é capaz de executar experimentos com centenas ou 
poucos milhares de nós. Para os experimentos definitivos será utilizada uma estrutura sob 
demanda na nuvem. A estimativa de uso é de uma instância de plataforma como serviço 
(PAAS, do inglês platform as a service) com 16 núcleos de processamento, 112Gb de memória 
RAM e 382Gb de disco, além de armazenamento (2Tb), bancos de dados (500Gb) e instância 
de cache (1Gb). Como a baixa latência para chamadas externas por usuários no Brasil não é 
necessária, serão utilizados servidores localizados nos Estados Unidos, por apresentarem 
menores preços médios, conforme levantamento do autor. A plataforma de computação na 
nuvem utilizada será a Microsoft Azure, pois o autor já conta com recursos disponíveis na 
plataforma, que serão ampliados, quando necessário, para realização de todos os experimentos 
previstos. O Azure é a única plataforma citada como líder no quadrante mágico do Gartner nos 
rankings de IAAS, PAAS, e armazenamento em nuvem22.  O Esquema 3 apresenta uma visão 
do ambiente experimental utilizado: 
 
                                                 19 http://snap.stanford.edu/snappy/index.html  20 https://www.continuum.io/  21 https://networkx.github.io/ 22 https://azure.microsoft.com/pt-br/blog/microsoft-the-only-vendor-named-a-leader-in-gartner-magic-quadrants-for-iaas-application-paas-cloud-storage-and-hybrid/  
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Esquema 3 - Ferramentas e ambiente planejados para o experimento 
 
Fonte: Próprio autor 
Nota: Para os experimentos, a estrutura foi apenas estimada e ainda poderá sofrer alterações 
de acordo com necessidade. 
 
3.4.7 Medição da eficácia 
 
Conforme descrito no referencial teórico, na seção Mensuração dos Resultados, utilizaremos 
os mesmos critérios de medição de eficácia sugerido por Digiampietri, Santiago e Alves (2013). 
Apesar da diversidade de métricas disponíveis nos trabalhos analisados, este trabalho procura 
verificar as melhorias relativas entre os experimentos realizados. Para isso, seria importante 
apenas a definição clara e padronizada dos critérios de medição.  
 
Para que também seja possível comparar os experimentos com outros trabalhos e suas 
diferentes formas de mensurar a eficácia da PL, todos os processos e scripts de mensuração 
serão criados de forma a permitir sua personalização para o uso de outras métricas, sem que 
seja necessário refazer todo o experimento. 
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3.4.8 Tabulação e análise dos dados 
 
Todos os scripts criados para automatizar etapas do experimento irão utilizar arquivos de 
entrada e de saída com a extensão CSV (do inglês, Comma Separated Value), com valores 
separados por ponto e vírgula (;) e textos delimitados por aspas duplas (“) sempre que 
necessário. Para analisar os resultados, os arquivos gerados serão importados em planilhas 
eletrônicas como Apache Open Office ou similar. Nessas planilhas, os números serão 
consolidados e representações gráficas serão feitas para facilitar a identificação de tendências 
e distorções. A análise dos dados não deverá ter alta complexidade já que cada experimento irá 
isolar apenas uma variável que será cruzada com os resultados de eficácia de cada algoritmo 
escolhido. Porém, caso a planilha eletrônica não seja suficiente para encontrar as tendências 
nos experimentos, outras ferramentas para análises quantitativas serão avaliadas. 
 
3.4.9 Consolidação e redação 
 
No total serão executados, ao menos, 70 experimentos com a geração das métricas para cada 
um dos algoritmos propostos. Os resultados serão apresentados, primeiramente, de forma 
gráfica, acompanhados das respectivas análises e identificação de tendências. São esperadas 
conclusões relevantes que irão contribuir com as pesquisas relacionadas à ARS no Brasil e no 
mundo. Além da redação da dissertação, as conclusões deste projeto deverão ser publicadas 
como artigo científico em conferências ou periódicos relacionados.  
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4 Cronograma  
 
No Quadro 1, é apresentado o planejamento deste projeto de dissertação. 
 
Quadro 1 - Planejamento do projeto da dissertação 
Atividades Abr. Mai. Jun. Jul. Ago. Set. Out. Nov. Dez. 
Projeto X X        
Estudo/hipóteses  X X       
Criação de scripts / 
ambientes 
  X X X     
Preparação dos dados    X X     
Experimentos     X X    
Análise dos dados      X X   
Redação       X X X 
Fonte: Próprio autor  
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