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Abstract
We study odd-frequency pairing and resulting anomalous proximity effect in spin-triplet p-wave superconductor
systems based on Kitaev chain. In semi-infinite Kitaev chain, we study the spectral and spatial profile of s-wave
component of odd-frequency pair amplitude and its relevance to zero energy surface Andreev bound states (ZEABS)
as a Majorana fermion. The spatial dependence of the odd-frequency pair amplitude at zero frequency and the
probability density of Majorana fermion coincide in the topological regime. The magnitude of the odd-frequency pair
amplitude which is prominent in topological regime is reduced drastically at topological critical point (TCP). We also
show the presence of the anomalous proximity effect triggered by the odd-frequency pairing in normal metal/diffusive
normal metal/Kitaev chain (N/DN/Kitaev) junction in topological regime, where local density of states (LDOS) of
quasiparticle in DN has a zero energy peak (ZEP). The peak width of ZEP of LDOS is proportional to exp(−c1L)
or exp(−c2W) where L is the length of DN, W is the strength of random potential and c1 and c2 are constants. The
obtained zero voltage conductance is quantized in topological regime robust against impurity scattering. The peak
width of conductance decreases exponentially with L andW similar to LDOS.
1 Introduction
It has been known that unconventional superconductors
which have a sign change of the pair potential on the
Fermi surface have a zero energy surface Andreev bound
state (ZESABS).1–4 The presence of ZESABS appears as a
zero bias conductance peak in tunneling spectroscopy and
it worked as the determination of the spin-singlet d-wave
symmetry realized in high Tc cuprate.4,5 Later, the topo-
logical origin of ZESABS has been studied6 and nicely
explained by the index theorem.7 Thus, the physics of
ZESABS born in the context of high Tc cuprate4,5, 8, 9 is a
root of the current activity of topological superconductiv-
ity with Majorana fermion.10–14
Among ZESABSs, that of spin-triplet p-wave super-
conductor junctions has a peculiar property since it can
penetrate into the diffusive normal metal (DN).15,16 The
resulting quasiparticle local density of states (LDOS) in
DN have zero energy peak15–17 by contrast to the conven-
tional proximity effect with gap like structure of LDOS
around zero energy.18 The origin of this exotic proxim-
ity effect has been clearly understood by the concept of
odd-frequency pairing,19 where pair amplitude has a sign
change with the exchange of the time of two electrons
forming a Cooper pair.20 In DN, due to the impurity
scattering, only s-wave pairing can penetrate. In spin-
triplet superconductor, odd-frequency spin-triplet s-wave
pairing can be generated due to the translational invari-
ance breaking near the surface or interface.21,22 This is a
source of the anomalous proximity effect.19 Furthermore,
in the extreme case like spin-triplet px-wave supercon-
ductor, where all quasiparticle channels feel ZESABS, the
total resistance of the junction at zero voltage only depends
on the channel number and is independent of the resistance
of DN and the transparency at the DN/px-wave supercon-
ductor interface.15,16 This dramatic behavior originally
predicted by the exact solution of Usadel equation.15,16
Recently, anomalous proximity effect has been reinter-
preted as the quantization of conductance from the view
point of the index theorem.23
During this decade, ZESABS has been focused in the
context of topological superconductor with topological
invariant defined in the bulk Hamiltonian.7 In some topo-
logical superconducting systems,Majorana fermionwhich
is a special type of ZESABS emerges if spin degree of an
electron is quenched.10,13, 14, 24–33 Majorana fermion is a
special type of excitation, where creation and annihilation
are identical.34 Nowadays, the application of Majorana
fermion for fault tolerant quantum computation becomes
a central topic in condensed matter physics.35,36 It is
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also remarked that Majorana fermion always accompanies
odd-frequency pairing.37 Actually, the ubiquitous pres-
ence of odd-frequency pairing in several models of topo-
logical superconductivity has been revealed.37–49 Thus,
odd-frequency pairing13,50 is a current topic in condensed
matter physics.
Although there have been works about the odd-
frequency pairing in topological superconductor, the spec-
tral and spatial dependence of it are not fully revealed
yet. In topological superconducting systems, by tun-
ing the parameters in the Hamiltonian, it is possible to
control the transition from topological to non-topological
regime.51–54 We can naturally imagine that the magnitude
of the induced odd-frequency pairing is drastically sup-
pressed in non-topological regime.37 Then, it is interesting
to clarify how dramatic change occurs in odd-frequency
pairing around topological critical point (TCP). Also, it is
interesting to study the anomalous proximity effect around
theTCP. To study these basic problems, the simplestmodel
is so called Kitaev chain24 where spinless spin-triplet px-
wave pairing is defined on the one-dimensional lattice
model along x-direction. This model has a merit to study
the odd-frequency pairing beyond quasiclassical approx-
imation. Besides, we can clarify the dramatic change of
the behavior of odd-frequency pairing from the topolog-
ical to non-topological transition by tuning the chemical
potential. Although there have been plenty of studies in
Kitaev chain,24,35, 55–60 the spectral and spatial properties
of the odd-frequency pairing in various parameter regime
have not been revealed yet.
In this paper, we study the odd-frequency pairing and
anomalous proximity effect in Kitaev chain. We study
the spectral and spatial profile of s-wave component of
odd-frequency pairing and its relevance to ZESABS as a
Majorana fermion. For this purpose, we calculate both
Green’s function of normal part (quasiparticle part) and
anomalous part. If we focus on the zero energy, the former
part corresponds to the local density of states of Majorana
fermion and the latter one is the pair amplitude of odd-
frequency pairing. We show the site dependence of the
odd-frequency pair amplitude and that of the LDOS of
Majorana fermion coincide in the topological regime nu-
merically. In the special case, whereMajorana fermion lo-
calizes only at the edge, we show this relation analytically.
The magnitude of the odd-frequency pairing drastically
suppresses at the TCP where topological transition occurs
and almost absent in non-topological regime. We also
study the anomalous proximity effect triggered by the odd-
frequency pairing in N/DN/Kitaev junction. Anomalous
proximity effect appears only in the topological regime.
k
E
µ = −2t
µ = 0
µ = 2t
Figure 1: The energy dispersion of the Kitaev chain in the
normal state with∆ = 0. When chemical potential is in the
energy band −2t < µ < 2t, topologically nontrivial phase
with Majorana fermion is realized. At the topological
critical point (TCP), µ is located at the edge of the energy
band.
We find that the peak width of ZEP of LDOS is propor-
tional to exp(−c1L) or exp(−c2W) where L is the length
of DN, W is the strength of random potential, and c1 and
c2 are constants. We also calculate the tunneling conduc-
tance in N/DN/Kitaev junction and clarify that the zero
bias conductance becomes 2e2/h independent of L andW
in topological regime. The peak width of ZBCP has a L
andW dependence similar to that of ZEP in LDOS.
2 Kitaev chain
We consider the Kitaev chain which is a basic model of
one-dimensional spinless px-wave superconductor.24 The
Hamiltonian of it can be written as follows;
H = −t
∑
j
(
c†j cj+1 + c
†
j+1cj
)
− µ
∑
j
c†j cj
+
∑
j
(
∆c†j c
†
j+1 + H.c.
)
, (1)
where cj(c†j ) is a annihilation (creation) operator at site j.
t, µ, and ∆ are hopping integral, chemical potential, and
pair potential, respectively. H.c. denotes the Hermitian
conjugate. The overall phase of pair potential is chosen
to be zero. In this model, topologically nontrivial phase
is realized for −2t < µ < 2t and ∆ , 0. We call the
boundary µ = ±2t a TCP between topological phase and
non-topological one. The energy dispersion in the normal
state is shown in Fig. 1. In the topological phase, chemical
potential µ is located in the energy band and metallic state
is realized. In the superconducting state, ZESABS appears
as aMajorana fermion around the edge state. Furthermore,
it is known that Majorana fermion is completely localized
at the edge of chain when ∆ = t > 0 and µ = 0. In the
2
following, we calculate the spectral and spatial behavior
of the odd-frequency spin-triplet s-wave component of
Cooper pairs both in the topological and non-topological
phase across the TCP. In addition, we study the anomalous
proximity effect in N/DN/Kitaev junction by calculating
LDOS and differential conductance.
3 Green’s function
Aretarded (advanced)Green’s function GˇR(A) correspond-
ing to sites j, j ′ is defined as
GˇR(A)(E, j, j ′) = {[(E + (−)iδ ) I −H]−1} j, j′
=
[
GR(A)j, j′ (E) FR(A)j, j′ (E)
F˜R(A)j, j′ (E) G˜R(A)j, j′ (E)
]
, (2)
where the symbol ˇ denotes a 2 × 2 matrix in this paper,
E is an energy measured from the chemical potential, δ
is infinitesimal positive number, H is the Hamiltonian of
the system and I is an identity matrix with the same size
asH . Matsubara Green’s function is defined by
Gˇ(ωn, j, j ′) =
[(iωnI −H)−1] j, j′
=
[
G j, j′(ωn) Fj, j′(ωn)
F˜j, j′(ωn) G˜ j, j′(ωn)
]
, (3)
where F and F˜ are an anomalous part of Green’s function
and ωn is Matsubara frequency. With retarded Green’s
function GRj, j′(E) in Eq. (2), the local density of states
(LDOS) ρ(E, j) at site j is given by
ρ(E, j) = − 1
pi
Im
[
GRj, j(E)
]
. (4)
An s-wave component of the odd-frequency triplet pair
amplitude f odd( j) is defined by
f odd( j) = 1
2
[
F˜j, j(ωn) − F˜j, j(−ωn)
]
, (5)
using Matsubara Green’s function F˜j, j′(ωn) in Eq. (3). To
obtain differential conductance in normal metal/diffusive
normal metal/Kitaev chain (N/DN/Kitaev) junction, we
use Lee-Fisher’s formula;61
GNS(E, j) = t
2e2
2h
Tr
[−G¯ j, j+1G¯ j, j+1 − G¯ j+1, jG¯ j+1, j
+G¯ j, jG¯ j+1, j+1 + G¯ j+1, j+1G¯ j, j
]
,
(6)
where G¯ j, j′ = 12i
(
GAj, j′ − GRj, j′
)
and retarded (advanced)
Green’s function GA(R)j, j′ is obtained by Eq. (2).
. . . . . .
Kitaev
j = 1 j: site
Figure 2: Semi-infinite system of Kitaev chain. j ( j =
1, 2, 3, . . .) denotes the number of sites in the chain.
4 Semi-infinite Kitaev chain
In this section, we describe the relationship between Ma-
jorana fermion and odd-frequency Cooper pairs. In a
nanowiremodelwith spin-orbit coupling andZeeman field
proximately coupled to spin-singlet s-wave superconduc-
tor, it is clarified that odd-frequency Cooper pairs should
exist if Majorana fermion present.37 Since the effective
low energy theory of nanowire model is reduced to be
spinless px-wave pairing, it is very natural to imagine
that odd-frequency pairing is prominent in Kitaev chain.
Therefore, in this paper, we consider the semi-infinite sys-
tem of Kitaev chain as shown in Fig.2.
First, as shown in Figs. 3(a) and (b), we compare nor-
mal and anomalous Green’s functions for small magnitude
of ωn. These are calculated using the recursive Green’s
function method.62 The detailed procedure of calculation
is shown in Appendix B.1. Imaginary part of quasiparticle
Green’s function Im
[
G1,1
]
and anomalous Green’s func-
tion Im
[
F˜1,1
]
shown in Figs. 3(a) and (b) correspond to
LDOS ofMajorana fermion and the pair amplitude of odd-
frequency pairing at site j = 1, respectively. It is noted
that F˜1,1 becomes a purely imaginary number. As we can
see from Fig. 3(a), for sufficiently small value ofωn, µ de-
pendence of −Im [G1,1] and Im [F˜1,1] coincide each other
in the topological phase. In other words, spectral profile of
Majorana fermion is consistent with that of odd-frequency
pair amplitude. In the non-topological phase, these do not
coincide in Fig. 3(a). As shown in Fig. 3(b), however,
−Im [G1,1] tends to approach Im [F˜1,1] with decreasing
ωn numerically.
For ∆ = t, we can show the following equation analyti-
cally in the limit of ωn → 0,
−Im [G1,1] = Im [F˜1,1] . (7)
We show this relation in the following. We express Eq.
(74),
Gˇ(i+1)1,1 =
(
zˇ − uˇ − tˇGˇ(i)1,1tˇ†
)−1
, (8)
3
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Figure 3: Imaginary part of quasiparticle Green’s function Im
[
G1,1
]
and anomalous Green’s function Im
[
F˜1,1
]
are
plotted as a function of (a) µ and (b)ωn in the semi-infinite Kitaev chain, whereωn is Matsubara frequency. ∆/t = 0.1,
(a) ωn/t = 10−5, and (b) µ/t = 2.5. Im
[
F˜1,1
]
denotes the odd-frequency spin-triplet s-wave pair amplitude. In the
low ωn limit, −Im
[
G1,1
]
corresponds to the LDOS of Majorana fermion in topological phase with |µ| < 2t.
with
zˇ =
[
iωn 0
0 iωn
]
, (9)
uˇ =
[−µ 0
0 µ
]
, (10)
tˇ =
[−t ∆
−∆ t
]
. (11)
We introduce vˇ.
vˇ ≡ zˇ − uˇ
=
[
v11 0
0 v22
]
=
[
iωn + µ 0
0 iωn − µ
]
. (12)
From now Gˇ(i)1,1 is denoted by Gˇi. Using Eq.(8), we cal-
culate the leftmost Green’s function of the semi-infinite
system. However, since tˇ is a singular matrix, we cannot
calculate Green’s function by simple diagonalization of X
in Eq. (94). Therefore, we first calculate tˇGˇ(i)1,1 tˇ
†.
tˇGˇi tˇ† = t2
[−1 1
−1 1
] [ (
Gˇi
)
11
(
Gˇi
)
12(
Gˇi
)
21
(
Gˇi
)
22
] [−1 −1
1 1
]
= gi
[
1 1
1 1
]
, (13)
where, we define
gi ≡ t2
[ (
Gˇi
)
11 −
(
Gˇi
)
12 −
(
Gˇi
)
21 +
(
Gˇi
)
22
]
. (14)
With Eq. (12), the right side of Eq. (8) becomes
vˇ − tˇGˇi tˇ† =
[
v11 − gi −gi
−gi v22 − gi
]
. (15)
Then, Eq. (8) is transformed as
Gˇi+1 =
1
(v11 − gi) (v22 − gi) − g2i
[
v22 − gi gi
gi v11 − gi
]
=
1
v11v22 − (v11 + v22) gi
[
v22 − gi gi
gi v11 − gi
]
.
(16)
With Eqs. (14) and (16), gi+1 is given by
gi+1
t2
=
v11 + v22 − 4gi
v11v22 − (v11 + v22) gi
=
4
v11 + v22
v11+v22
4 − gi
v11v22
v11+v22
− gi
=
4
v11 + v22
{ v11v22
v11+v22
− gi
v11v22
v11+v22
− gi +
v11+v22
4 − v11v22v11+v22
v11v22
v11+v22
− gi
}
=
1
v11 + v22
{
4 +
(v11 + v22)2 − 4v11v22
v11v22 − (v11 + v22) gi
}
=
1
v11 + v22
{
4 +
(v11 − v22)2
v11v22 − (v11 + v22) gi
}
, (17)
Let us consider separately for µ = 0 and µ , 0.
For µ = 0, we obtain
v11 = v22 = iωn. (18)
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Then, the second term in Eq. (17) disappears and gi is
given by
gi = g∞ =
2t2
iωn
. (19)
Choosing i →∞ in Eq. (16), we obtain
Gˇ∞ =
1
v11v22 − (v11 + v22) g∞
×
[
v22 − g∞ g∞
g∞ v11 − g∞
]
. (20)
The denominator of Eq.(20) becomes
v11v22 − (v11 + v22) g∞ = −ω2n − 2iωn
2t2
iωn
= −ω2n − 4t2 (21)
and the four components of Gˇ∞ are(
Gˇ∞
)
11 =
(
Gˇ∞
)
22
=
iωn − 2t2iωn
−ω2n − 4t2
=
1
iωn
ω2n + 2t
2
ω2n + 4t2
, (22)(
Gˇ∞
)
12 =
(
Gˇ∞
)
21
=
2t2
iωn
−ω2n − 4t2
= − 1
iωn
2t2
ω2n + 4t2
. (23)
Here, for ωn → 0, we can easily confirm that
−Im (Gˇ∞)11 → ∞ and Im (Gˇ∞)21 → ∞. It is noted
that
(
Gˇ∞
)
11 = G1,1 and
(
Gˇ∞
)
21 = F˜1,1. From Eqs. (22)
and (23), we obtain
Im
[
G1,1
]
+ Im
[
F˜1,1
]
= Im
[ (
Gˇ∞
)
11 +
(
Gˇ∞
)
21
]
= − 1
ωn
ω2n + 2t
2
ω2n + 4t2
+
1
ωn
2t2
ω2n + 4t2
=
−ωn
ω2n + 4t2
. (24)
Therefore, in the limit of ωn → 0,
lim
ωn→0
{
Im
[
G1,1
]
+ Im
[
F˜1,1
]}
= 0,
⇔ lim
ωn→0
{−Im [G1,1]} = lim
ωn→0
{
Im
[
F˜1,1
]}
. (25)
Thismeans that quasiparticleGreen’s function and anoma-
lous Green’s function are consistent each other.
Next, let us consider the case with µ , 0. Rewriting
Eq. (17), we obtain
gi+1
t2
=
α − 4gi
β − αgi , (26)
where α and β are given by
α = v11 + v22
= iωn + µ + iωn − µ
= 2iωn, (27)
β = v11v22
= (iωn + µ)(iωn − µ)
= −ω2n − µ2. (28)
Since gi = gi+1 holds for g∞, g∞ is obtained as
g∞
t2
=
α − 4g∞
β − αg∞ ,
⇔ αg2∞ −
(
β + 4t2
)
g∞ + αt2 = 0,
⇔ g∞ =
β + 4t2 ±
√(
β + 4t2
)2 − 4α2t2
2α
. (29)
For i →∞, we rewrite Eq. (16) as follows;
Gˇ∞ =
1
β − αg∞
[
v22 − g∞ g∞
g∞ v11 − g∞
]
. (30)
Then, four components of Gˇ∞ are obtained as(
Gˇ∞
)
11 =
v22 − g∞
β − αg∞ , (31)(
Gˇ∞
)
21 =
(
Gˇ∞
)
12
=
g∞
β − αg∞ , (32)(
Gˇ∞
)
22 =
v11 − g∞
β − αg∞ . (33)
Taking the summation of 11 and 21 components and using
Eq.(12), we obtain(
Gˇ∞
)
11 +
(
Gˇ∞
)
21 =
v22
β − αg∞
=
iωn − µ
−ω2n − µ2 − αg∞
. (34)
Let us consider αg∞ whenωn → 0. From Eqs. (27)–(29),
αg∞ becomes
lim
ωn→0
αg∞ = lim
ωn→0
1
2
{−ω2n − µ2 + 4t2
±
√(−ω2n − µ2 + 4t2)2 + 16ω2nt2}
=
1
2
(
−µ2 + 4t2 ± −µ2 + 4t2) . (35)
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The part of absolute value can be classified into two cases,−µ2 + 4t2 = { −µ2 + 4t2 (topological)
µ2 − 4t2 (non-topological) , (36)
where αg∞ is a real number. We consider the limit
of ωn → 0 and take the plus sign in Eqs. (29) and
(35). In topological regime, from Eqs. (35) and (36),
limωn→0 αg∞ becomes as follows;
lim
ωn→0
αg∞ = −µ2 + 4t2 > 0. (37)
Substituting Eqs. (27) and (28) for (31) and (32) and using
Eq. (37),
lim
ωn→0
Im
[ (
Gˇ∞
)
11
]
= lim
ωn→0
Im
[
iωn − µ − αg∞2iωn
−ω2n − µ2 − αg∞
]
= −∞, (38)
lim
ωn→0
Im
[ (
Gˇ∞
)
21
]
= lim
ωn→0
Im
[ αg∞
2iωn
−ω2n − µ2 − αg∞
]
= ∞, (39)
i.e. −Im [ (Gˇ∞)11] → ∞ and Im [ (Gˇ∞)21] → ∞ are ob-
tained. On the other hand, in the non-topological regime,
with Eqs. (35) and (36), limωn→0 αg∞ becomes as fol-
lows;
lim
ωn→0
αg∞ = 0. (40)
Moreover, from Eqs. (27)–(29), limωn→0 αg∞/2iωn is
given by
lim
ωn→0
αg∞
2iωn
= lim
ωn→0
g∞
= lim
ωn→0
1
2iωn
[−ω2n − µ2 + 4t2
+
√(−ω2n − µ2 + 4t2)2 + 16ω2nt2]
= lim
ωn→0
1
2i
[
−ωn − µ
2 − 4t2
ωn
+
√(
−ωn − µ
2 − 4t2
ωn
)2
+ 16t2

' lim
ωn→0
1
2i
(
− µ
2 − 4t2
ωn
+
|µ2 − 4t2 |
ωn
)
= lim
ωn→0
1
2i
(
− µ
2 − 4t2
ωn
+
µ2 − 4t2
ωn
)
= 0. (41)
Substituting Eqs. (27) and (28) for (31) and (32) and with
Eqs. (40) and (41),
lim
ωn→0
(
Gˇ∞
)
11 = limωn→0
iωn − µ − αg∞2iωn
−ω2n − µ2 − αg∞
=
1
µ
(42)
lim
ωn→0
(
Gˇ∞
)
21 = limωn→0
αg∞
2iωn
−ω2n − µ2 − αg∞
= 0 (43)
i.e. −Im [ (Gˇ∞)11] → 0 and Im [ (Gˇ∞)21] → 0 are satis-
fied. To summarize Eqs. (38), (39), (42), and (43),
− lim
ωn→0
Im
[ (
Gˇ∞
)
11
]
=
{ ∞ (topological)
0 (non-topological) , (44)
lim
ωn→0
Im
[ (
Gˇ∞
)
21
]
=
{ ∞ (topological)
0 (non-topological) . (45)
Eq. (44) is consistent with the presence of Majorana
fermion in the topological regime and with the absence
of that in the non-topological regime. As it is for the
plus sign, we take the minus sign in Eqs. (29) and (35).
Compared with taking the plus sign, the calculation in the
topological regime and in the non-topological regime are
reversed. As a result, we obtain
− lim
ωn→0
Im
[ (
Gˇ∞
)
11
]
=
{
0 (topological)
∞ (non-topological) , (46)
lim
ωn→0
Im
[ (
Gˇ∞
)
21
]
=
{
0 (topological)
∞ (non-topological) . (47)
However, Eq. (46) contradicts the presence of Majorana
fermion in the topological regime. Then, it is reasonable
to take the plus sign in Eqs. (29) and (35). Therefore,
summarizing Eqs. (37) and (40), we get
lim
ωn→0
αg∞ =
{ −µ2 + 4t2 (topological)
0 (non-topological) . (48)
In the topological phase (αg∞ → −µ2 + 4t2), using Eqs.
(34) and (48), we obtain the following relation;
lim
ωn→0
Im
[ (
Gˇ∞
)
11 +
(
Gˇ∞
)
21
]
= lim
ωn→0
Im
[
iωn − µ
−ω2n − µ2 − αg∞
]
= lim
ωn→0
ωn
−ω2n − µ2 −
(−µ2 + 4t2)
= lim
ωn→0
−ωn
ω2n + 4t2
= 0. (49)
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Also in the non-topological phase (αg∞ → 0), we get the
same relation;
lim
ωn→0
Im
[ (
Gˇ∞
)
11 +
(
Gˇ∞
)
21
]
= lim
ωn→0
−ωn
ω2n + µ2
= 0. (50)
To summarize,
(
Gˇ∞
)
11 = G1,1 and
(
Gˇ∞
)
21 = F˜1,1 satisfy
the following relation for any µ when ∆ = t;
lim
ωn→0
{
Im
[
G1,1
]
+ Im
[
F˜1,1
]}
= 0,
⇔ lim
ωn→0
{−Im [G1,1]} = lim
ωn→0
{
Im
[
F˜1,1
]}
. (51)
Thus, we have proven that quasiparticle Green’s function
coincides with anomalous Green’s function in the low fre-
quency limit.
Next, we numerically calculate the site dependence of
the amplitude of Majorana wave function |aj |2, LDOS
ρ (E, j) at E = 0 and the odd-frequency pair amplitude
Im
[
f odd ( j)] . The amplitude of the Majorana wave func-
tion, LDOS, and odd-frequency pair amplitude are cal-
culated by using Eqs. (66), (4), and (5), respectively.
All of these quantities are normalized by their values at
j = 1. Their spatial dependences in topological regime,
at TCP, and non-topological regime are shown in Figs.
4 (a)–(d), Fig. 4 (e), and Fig. 4 (f), respectively. In
the topological regime (−2t < µ < 2t), site dependences
of normalized values of |aj |2, Im
[
f odd ( j)] , and ρ (0, j)
coincide each other as shown in Figs. 4 (a)–(d). As
seen from Figs. 4(a)–(c), the line shapes of these three
quantities have rapid oscillations with gradually decaying
envelope as a function of j. The origin of this oscillation
is Friedel oscillation due to the presence of edge and the
period of it increases with the increase of µ. It is known
that this oscillation appears for (µ/2)2 + ∆2 < t2.63 In
the case of µ/t = 1.999 corresponding to the point close
to the TCP (Fig. 4(d)), the above oscillation disappears.
|aj |2, Im
[
f odd ( j)] and ρ (0, j) once increase and gradu-
ally decrease as a function of j. Just at TCP (Fig. 4 (e)),
these three quantities increase and saturate at a certain
value for sufficiently large j. It is remarkable that Majo-
rana fermion and odd-frequency pairing become non-zero
even apart from the edge. In the non-topological regime,
we cannot define |aj |2 and ρ (0, j) is zero since Majorana
fermion is absent. The normalized values of Im
[
f odd ( j)]
is plotted in Fig. 4 (f). Im
[
f odd ( j)] in bulk is smaller
than Im
[
f odd (1)] .
Next, we focus on the site dependence of Im
[
f odd ( j)]
by choosing various Matsubara frequencies with ωn/t =
10−5, 10−4, and 10−3. The site dependences of these quan-
tities in topological regime, at TCP, and in non-topological
regime are shown in Figs. 5 (a)–(d), Fig. 5 (e), and
Fig. 5 (f), respectively. In all cases, the magnitude of
Im
[
f odd ( j)] is reduced with the increase of ωn. In topo-
logical regime as seen from Figs. 5 (a)–(c), Im
[
f odd ( j)]
have rapid oscillations with gradually decaying envelope
function for any ωn. The period of the oscillation is al-
most independent ofωn. It is consistent with the diverging
behavior of Im
[
f odd ( j)] at ωn = 0.21,22 Very near and
just at the TCP, rapid oscillations are absent (Figs. 5(d)
and (e)). It is noted that site independent Im
[
f odd ( j)]
for large j only appears for very small magnitude of ωn
at TCP (Fig. 5(e)). In non-topological regime, the value
of Im
[
f odd ( j)] is very small for each ωn and becomes
smaller with decreasing ωn (Fig. 5(f)).
Based on a general solution of the wave function of
Majorana fermion in Kitaev chain,63 it is possible to derive
that the odd-frequency pair amplitude can be expressed as
Im
[
f odd ( j)] = Im [ f odd (1)] C2j−2
×
cos [β( j − 1)] + 1tan β sin [β( j − 1)]2 ,
(52)
C =
√
t − ∆
t + ∆
, (53)
β = arctan
√
4t2 − 4∆2 − µ2
µ
(54)
by using the analytical solution ofMajorana wave function
when ωn is sufficiently small.
Fig. 6 shows the site dependence of Im
[
f odd ( j)] with-
out normalization for various µ. In the topological regime
apart from TCP, Im
[
f odd ( j)] decays with oscillation as
a function of j as shown in Fig. 6(a) similar to Figs.
4(a), 4(b), 5(a), and 5(b). For all cases with µ/t = 0,
0.5, and 1, Im
[
f odd ( j)] has a peak at j = 1. Among
these peaks, the height at µ = 0 is the largest. Near the
TCP, µ/t = 1.95, 1.99, and 1.999, the period of oscilla-
tion becomes long (Fig. 6(b)). The value of Im
[
f odd ( j)]
is reduced drastically at TCP. To summarize, the peak of
Im
[
f odd ( j)] becomes maximum at µ = 0 which is the
middle of the topological regime.
5 Kitaev chain connected to DN
In this section, we consider a normal metal/diffusive nor-
mal metal/Kitaev chain (N/DN/Kitaev) junction as shown
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Figure 4: The site dependence of probability density of Majorana wave function, odd-frequency pair amplitude with
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Figure 7: Normal metal/diffusive normal metal/Kitaev
chain (N/DN/Kitaev) junction, N( j ≤ 0) is a ballisticmetal
without impurities. DN(1 ≤ j ≤ L) is a diffusive normal
metal containing impurities. Kitaev(L + 1 ≤ j) denotes
Kitaev chain. L is the number of sites in DN.
in Fig. 7. The Hamiltonian of this system is given by
H = −t
∑
j
(
c†j cj+1 + c
†
j+1cj
)
− µ
∑
j
(
c†j cj −
1
2
)
+
∑
L+1≤ j
(
∆c†j c
†
j+1 + H.c.
)
+
∑
1≤ j≤L
Vjc
†
j cj (55)
where cj(c†j ) is a creation (an annihilation) operator at site
j and t, µ, ∆, Vj ∈ [−W,W], and L are chemical potential,
pair potential, random potential at site j, and the number
of sites in DN, respectively. where Vj ∈ [−W,W] is a
random potential at site j and L is the number of sites in
DN. In this system, LDOS, differential conductance, and
the site dependence of the odd-frequency pair amplitude
are calculated numerically. We also calculate the standard
deviation of conductance due to the impurity scattering.
5.1 Odd-frequency Cooper pairs
We first focus on the site dependence of the odd-freqnecy
pair amplitude. We calculate the odd-frequency pair
amplitude f odd( j) based on recursive Green’s function
method62 by taking random average of 103 samples.
Since f odd( j) becomes an imaginary number, we plot
Im
[
f odd ( j)] in Fig. 8 as a function of j. In the topologi-
cal regime, as shown in Fig. 8(a), Im
[
f odd ( j)] has a peak
at the DN/Kitaev chain boundary. In DN, the large mag-
nitude of f odd( j) is induced by the so called anomalous
proximity effect.15,16, 19 It is noted that f odd( j) expresses
the s-wave component of odd-frequency pairing, which
is robust against impurity scattering. The magnitude of
f odd( j) is suppressed in N , since N behaves as an ideal-
istic electrode without any proximity effect. This feature
is consistent with the results obtained by quasiclassical
theory.15,16 As the value of µ/t increases, the height
of the peak of Im
[
f odd ( j)] increases by contrast to the
semi-infinite Kitaev chain where the height of the peak
decreases as the value of µ/t as shown in Fig. 6. In the
present case, the site of j where Im
[
f odd ( j)] becomes
maximum shifts from 50 (interface) to larger value (in-
side Kitaev chain region) as shown in Fig. 8(b). The
shift of the maximum value occurs also in the case of
semi-infinite Kitaev chain (See Figs. 4 (c) and (d)). For
µ/t = 1.99 1.999, and 2, Im [ f odd ( j)] has additional
peaks. It is remarkable, even at TCP, the odd-frequnecy
pair amplitude penetrates into DN shown in Fig.8(c). In
the non-topological regime(µ > 2t), the odd-frequency
pair amplitude is almost absent both in DN and Kitaev
chain region as shown in Fig. 8 (c).
In order to understand this feature more in detail,
Im
[
f odd ( j)] at j = L (the interface between DN/Kitaev)
in Fig. 8 is plotted as a function of µ/t for several L
in Fig. 9. As shown in Fig. 9, Im
[
f odd ( j)] at j = L
has a peak and suddenly drops at µ/t = 2 corresponding
to TCP. Since one-dimensional tight binding model has a
van-Hove singularity at the band edge, the overall feature
of the maximum value of Im
[
f odd ( j)] reflects the density
of states of Kitaev chain in the normal state. We consider
that the peak shifts to the smaller value than µ/t = 2 due
to the impurity scattering with the increase of L.
5.2 LDOS
Next, we focus on the LDOS in DN for various chemical
potential. We obtain retarded Green’s function based on
the recursive Green’s function method.62 In the actual
calculation, we take impurity average by choosing 105
samples.
In the topological regime, LDOS has a zero energy peak
as shown in Fig. 10 (a). The origin of this peak is the pen-
etration of the odd-frquency spin-triplet s-wave Cooper
pair by anomalous proximity effect.15,16 In other words,
it is the penetration of Majorana fermion (ZESABS) into
DN.
Near the TCP in topological regime, LDOS still has a
ZEP as shown in Fig. 10 (b). At the TCP, there is some-
thing like a remnant of the ZEP. In the non-topological
regime, LDOS does not have a sharp peak and almost
constant as a function of E as shown in Fig. 10 (c).
Next, we study how the half width at half maximum of
LDOS changes with respect to the length L of DN and the
magnitude W of random potential. As shown in Fig. 11,
the half width at halfmaximumof ZEP of LDOSdecreases
exponentiallywith respect to L. We also calculate how this
value is influenced by the magnitude of W . On the other
hand, as shown in Fig. 12, the width of zero energy peak
decreases exponentially in the range of small magnitude
ofW .
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5.3 Differential conductance
It is known that zero voltage conductance is quantized by
anomalous proximity effect based on quasiclassical the-
ory.15,17, 23 In this subsection, we study zero voltage
conductance numerically for various parameters. As in
the above calculations, using Recursive Green’s function
method,62 we calculate conductance taking into account
the impurity average by choosing 103 samples. In the
actual numerical calculation, conductance is obtained by
using Eq. (6).
In topological regime with µ/t = 0 and 1.5, it can be
confirmed that the differential conductance is quantized
to be 2e2/h as shown in Figs. 13 (a) and (b). On the
other hand, at µ/t = 2, zero bias conductance disappears
as shown in Fig. 13 (c). Next, we investigate the effect
of impurities. To clarify the perfect resonance nature at
eV = 0 more clearly, we calculate the standard deviation
σ of GNS . It is given by
σ =
√
1
rmax
rmax∑
l=1
[
G(l)
NS
− G(avg.)
NS
]2
, (56)
where G(l)
NS
is the differential conductance calculated at
the lth times and G(avg.)
NS
is the average of the differential
conductance with the sample number rmax. The resulting
standard deviation for various µ is shown in Figs. 14
(a)–(c). The standard deviation is always zero at eV = 0.
This means the absence of shot noise and strong resonance
occurs independent of L.64 From the above, it is found
that the zero bias conductance is robust against impurity
scattering within the numerical accuracy.
Finally, we calculate how the half width at half maxi-
mum of zero bias conductance peak changes with respect
to length L of DN and intensity W of random potential.
As shown in Figs. 15 and 16, the peak width decrease
exponentially with respect to both L andW .
6 Conclusion
In this paper, we have studied odd-frequency pairing and
resulting anomalous proximity effect based on Kitaev
chain where spin-triplet px-wave superconductivity is re-
alized. In semi-infinite Kitaev chain, we have clarified the
spectral and spatial profile of s-wave component of odd-
frequency spin-triplet pair amplitude and its relevance to
zero energy surface Andreev bound states (ZESABSs) as
a Majorana fermion. The spacial dependence of the odd-
frequency pair amplitude and the wave function of Majo-
rana fermion coincide in the topological regime. Themag-
nitude of the odd-frequency pairing which is prominent in
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∆/t = 0.1, µ/t = 0, δ/t = 10−8, j = 10, and L = 20.
topological regime is reduced drastically at topological
critical point (TCP). Particularly in the case of ∆ = t, we
have analytically shown that quasiparticle Green’s func-
tion corresponding to Majorana fermion and anomalous
Green’s function corresponding to the odd-frequency pair
amplitude coincide in the limit of ωn → 0. In this limit,
using a general solution of Majorana wave function,63 we
have obtained the site dependence of odd-frequency pair
amplitude analytically. It is found that the maximum value
of odd-frequency pair amplitude at zero energy has a peak
around edge in the topological regime as a function of site
index j. The height of this peak decreases as approach-
ing the TCP by changing chemical potential and decreases
immediately at the TCP.
We have also studied the anomalous proximity effect
in Kitaev chain. We have considered N/DN/Kitaev junc-
tion and have calculated the odd-frequency pair ampli-
tude, LDOS and differential conductance. We have con-
firmed that sufficient magnitude of the odd-frequency pair
amplitude penetrates into DN. At TCP, its magnitude is
drastically suppressed and it disappears in non-topological
regime. The peak width of ZEP of LDOS is proportional
to exp(−c1L) or exp(−c2W), where L andW are length of
DN and the strength of the impurity scattering. We have
also confirmed that zero bias conductance in N/DN/Kitaev
junction is quantized to be 2e2/h in the topological regime
robust against impurity scattering. Finally, it is found that
the peak width of the conductance decreases exponen-
tially with the length of DN and the magnitude of random
potential.
In this paper, we have studied critical behavior of odd-
frequency pairing in Kitaev chain and its junction. On the
other hand, in a nanowire model with spin-orbit coupling
and Zeeman field proximately coupled to spin-singlet s-
wave superconductor, Kitaev model is realized as an ef-
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Figure 16: The half width at half maximum of differential
conductance is plotted as a function of W in N/DN/Kitaev
junction. W denotes the intensity of random potential.
∆/t = 0.1, µ/t = 0, j = −10, δ/t = 10−8, and L = 20.
fective low energy Hamiltonian52,53 by tuning chemical
potential. In this system, odd-frequency pairing can be
induced not only by the translational symmetry breaking
but also by the spin-rotational symmetry breaking.65,66
We can expect rich criticality of odd-frequency pairing67
due to the existence of spin-orbit coupling68 although the
symmetry of pair potential is spin-singlet s-wave.
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A General solution of Majorana wave
function
We consider the semi-infinite system of Kitaev chain as
shown in Fig.2. The general solution of Majorana wave
function in this system was derived by Hegde et al.63
First, we rewrite Eq. (1) as follows;
H = −t
∑
j>0
(
c†j cj+1 + c
†
j+1cj
)
− µ
∑
j>0
(
c†j cj −
1
2
)
+
∑
j>0
(
∆c†j c
†
j+1 + H.c.
)
. (57)
Using Majorana operator
aˆj = cj + c
†
j , (58)
bˆj = i(c†j − cj) (59)
and substituting Eqs. (58) and (59) for Eq. (57), we can
write Majorana representation of Kitaev Hamiltonian as
follows;
HM = − i2
∑
j>0
[(t − ∆) aˆj bˆj+1 − (t + ∆) bˆj aˆj+1]
− iµ
2
∑
j>0
aˆj bˆj . (60)
FromHeisenberg equation
[
bˆj,H
]
= 0, a site dependence
of Majorana wave function is obtained as
(t + ∆) aj+1 + (t − ∆) aj−1 + µaj = 0, (61)
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where, we replaced Majorana operator aˆj with Majorana
wave function aj . Next, Z-transform is performed on Eq.
(61). Using Z-transform in Eq. (61),
Z [aj ] ≡ ∞∑
j=1
z−jaj, (62)
Z [aj+1] = zZ [aj ] − a1, (63)
Z [aj−1] = z−1Z [aj ] , (64)
we obtainZ [aj ] as follows;
Z [aj ] = a1z2
z2 + µt+∆ z +
t−∆
t+∆
. (65)
Furthermore, by inversely transforming this, the general
solution of Majorana wave function is obtained for t >
∆ > 0 as follows;
aj = a1C j−1
{
cos [β( j − 1)] + 1
tan β
sin [β( j − 1)]
}
,
(66)
where
C =
√
t − ∆
t + ∆
, (67)
β = arctan
√
4t2 − 4∆2 − µ2
µ
. (68)
B Numerical calculation
B.1 Recursive Green’s function
In order to obtain LDOS, conductance, and odd-frequency
pair amplitudes, recursive Green’s function method62 is
used from the viewpoint of the convenience of numerical
calculations.
First, let us consider the case where the size of the
system is finite. Green’s function of Hamiltonian H can
be written as
G = (zI −H)−1 . (69)
where I is a identitymatrixwith the same size ofH . When
N is the number of the site and f is a degree of freedom
of electron-hole and spin space, z,H , and G are f N × f N
matrices. Since spin is fully polarized in the Kitaev chain,
f = 2 is satisfied and H and G are 2N × 2N matrices.
z is E − iδ for advanced Green’s function, E + iδ for
retarded Green’s function and iωn for Matsubara Green’s
function, where E is energy, δ is an infinitesimal positive
real number, and ωn is Matsubara frequency.
Hamiltonian can be written as
H =

uˇ tˇ O
tˇ† uˇ tˇ
tˇ† . . . . . .
. . .
. . . tˇ
O tˇ† uˇ

, (70)
where the symbol ˇ denotes a 2×2 matrix andO represent
that elements ofmatrix are null. WewriteGreen’s function
G as follows
G =

Gˇ(N )1,1 Gˇ
(N )
1,2 · · · G(N )1,N
Gˇ(N )2,1 Gˇ
(N )
2,2
...
...
. . .
...
Gˇ(N )
N,1 · · · · · · Gˇ(N )N,N

(71)
using site index N , where the superscript (k) of Gˇ(k)i, j (a
2× 2 matrix. i, j = 1, 2, . . . , N) is the total number of sites
in the system.
First, we obtain Gˇ(N )N,N .
Gˇ(i+1)
i+1,i+1 =
(
zˇ − uˇ − tˇ†Gˇ(i)i,i tˇ
)−1
(72)
holds between Gˇ(i)i,i and Gˇ
(i+1)
i+1,i+1. Since
Gˇ(1)1,1 = (zˇ − uˇ)−1 , (73)
Gˇ(N )N,N is obtained by repeating the recurrence relation with
Gˇ(1)1,1 as an initial value. Second, we find Gˇ
(N )
1,1 . Since
Gˇ(i+1)1,1 = (zˇ − uˇ − tˇGˇ(i)1,1tˇ†)−1 (74)
holds between Gˇ(i+1)1,1 and Gˇ
(i)
1,1, Gˇ
(N )
1,1 is obtained by repeat-
ing the recurrence relation with Gˇ(1)1,1 as an initial value.
We show the procedure to obtain the recurrence relation
Eq. (72) below. We divide Hamiltonian as follows;
H =

HA HB
HC HD

, (75)
where HA is a (2N − 2) × (2N − 2), HB is a (2N − 2) × 2,
HC is a 2× (2N − 2), and HD is a 2× 2 matrix. A specific
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formula above matrices are expressed as
HA =

uˇ tˇ O
tˇ† uˇ tˇ
tˇ† . . . . . .
. . .
. . . tˇ
O tˇ† uˇ

, (76)
HB =

Oˇ
Oˇ
...
tˇ

, (77)
HC =
[
Oˇ Oˇ · · · tˇ†] , (78)
HD =
[
uˇ
]
, (79)
where Oˇ is a 2 × 2 zero matrix. Using these matrices, we
can transform G as
G = (zI −H)−1
=

zIA − HA −HB
−HC zID − HD

−1
, (80)
where IA and ID are identitymatrices with the same size as
HA and HD , respectively. Here, using the inverse matrix
formula for the block matrix with A = zIA − HA, B =
−HB,C = −HC,D = zID − HD ,
G =

A B
C D

−1
=

A−1 + A−1BS−1CA−1 −A−1BS−1
−S−1CA−1 S−1

=

Gˇ(N )1,1 Gˇ
(N )
1,2 · · · Gˇ(N )1,N
Gˇ(N )2,1 Gˇ
(N )
2,2
...
...
. . .
...
Gˇ(N )
N,1 · · · · · · Gˇ(N )N,N

, (81)
where S = D − CA−1B. The final goal is to obtain Gˇ(N )N,N
as
Gˇ(N )N,N = S
−1
=
(
D − CA−1B
)−1
. (82)
Calculating CA−1B, we obtain
CA−1B = (−HC)(zIA − HA)−1(−HB)
= HC(zIA − HA)−1HB
=
[
Oˇ Oˇ · · · tˇ†]
×

Gˇ(N−1)1,1 Gˇ
(N−1)
1,2 · · · Gˇ(N−1)1,N−1
Gˇ(N−1)2,1 Gˇ
(N−1)
2,2
...
...
. . .
...
Gˇ(N−1)
N−1,1 · · · · · · Gˇ(N−1)N−1,N−1


Oˇ
Oˇ
...
tˇ

=
[
Oˇ Oˇ · · · tˇ†]

Gˇ(N−1)1,N−1 tˇ
Gˇ(N−1)2,N−1 tˇ
...
Gˇ(N−1)
N−1,N−1tˇ

= tˇ†Gˇ(N−1)
N−1,N−1 tˇ . (83)
Substituting Eq. (83) and D = zID − HD for Eq. (82), we
obtain the recurrence formula as
Gˇ(N )N,N =
(
zID − HD − tˇ†Gˇ(N−1)N−1,N−1 tˇ
)−1
=
(
zˇ − uˇ − tˇ†Gˇ(N−1)
N−1,N−1tˇ
)−1
. (84)
Next, we connect Green’s function Gˇ(m)m,m (a 2×2matrix)
at the right most site m which has the number of sites m to
Green’s function Gˇ(n)1,1 (a 2 × 2 matrix) at the leftmost site
1 which has the number of sites n. If we denote hopping
term between connected sites as tˇ (a 2×2 matrix), Green’s
function becomes
G =

. . .
Gˇ(m+n)m,m Gˇ
(m+n)
m,m+1
Gˇ(m+n)
m+1,m Gˇ
(m+n)
m+1,m+1
. . .

. (85)
after connecting two segments. Therefore, Green’s func-
tion for two sites in the connected part is obtained. Each
component can be written as follows;
Gˇ(m+n)m,m =
[(
Gˇ(m)m,m
)−1 − tˇGˇ(n)1,1 tˇ†]−1 , (86)
Gˇ(m+n)
m+1,m+1 =
[(
Gˇ(n)1,1
)−1 − tˇ†Gˇ(m)m,mtˇ]−1 , (87)
Gˇ(m+n)
m,m+1 = Gˇ
(m+n)
m,m tˇGˇ
(n)
1,1, (88)
Gˇ(m+n)
m+1,m = Gˇ
(n)
1,1tˇ
†Gˇ(m+n)m,m . (89)
Next, we think about the Green’s function at the right
end of the semi-infinite system on the left. Here, we briefly
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explain Möbius transformation. There are right-hand and
left-hand Möbius transformation. However, we consider
only left-hand transformation in this paper. We define the
left-hand Möbius transformation as[
A B
C D
]
•Y ≡ (AY + B)(CY + D)−1, (90)
for n×nmatrices A, B,C,D, andY . The following coupling
law
E• (F•Y ) = (EF)•Y (91)
holds for Möbius transformation, where E and F are 2n×
2n matrices and Y is an n × n matrix.
First, we express the relation between Gˇ(N )N,N and
Gˇ(N−1)
N−1,N−1 by Möbius transformation. From Eq. (84),
we transform as
Gˇ(N )N,N =
(
zˇ − uˇ − tˇ†Gˇ(N−1)
N−1,N−1 tˇ
)−1
=
[
(zˇ − uˇ)tˇ−1tˇ − tˇ†Gˇ(N−1)
N−1,N−1 tˇ
]−1
= tˇ−1
[
(zˇ − uˇ)tˇ−1 − tˇ†Gˇ(N−1)
N−1,N−1
]−1
. (92)
If we choose A = Oˇ, B = tˇ−1,C = −tˇ†,D = (zˇ− uˇ)tˇ−1,Y =
Gˇ(N−1)
N−1,N−1 in Eq. (90),
Gˇ(N )N,N =
[
Oˇ tˇ−1
−tˇ† (zˇ − uˇ)tˇ−1
]
•Gˇ(N−1)N−1,N−1, (93)
where Oˇ is a zero matrix. We define the left part of the
Möbius transformation as
X =
[
Oˇ tˇ−1
−tˇ† (zˇ − uˇ)tˇ−1
]
, (94)
where X is a 4 × 4 matrix. Repeating to fix the form
of Möbius transformation and using Eq. (91), Gˇ(N )N,N is
transformed as
Gˇ(N )N,N = X•Gˇ(N−1)N−1,N−1
= X•(X•Gˇ(N−2)N−2,N−2)
...
= XN−1•Gˇ(1)1,1. (95)
Next, the eigenvalue decomposition of X is given as fol-
lows;
X = Q

λ1
λ2
λ3
λ4
 Q
−1, (96)
where Q is a 4 × 4 matrix and eigenvalues λ1, λ2, λ3, and
λ4 satisfy |λ1 | < |λ2 | < |λ3 | < |λ4 |. Here, it is noted that
degeneracies of eigenvalues are removed by introducing
the infinitesimal imaginary number of in energy ofGreen’s
function. We write the diagonal matrix of Eq. (96) as
λ1
λ2
λ3
λ4
 =
[
Λˇ1
Λˇ2
]
, (97)
where
Λˇ1 =
[
λ1
λ2
]
, (98)
Λˇ2 =
[
λ3
λ4
]
. (99)
Substituting Eq. (97) for (96) and taking the N − 1 th
power of Λˇ1 and Λˇ2, we obtain
XN−1 = Q
[
ΛˇN−11
ΛˇN−12
]
Q−1. (100)
Moreover, from Eq. (95)
Gˇ(N )N,N = X
N−1•Gˇ(1)1,1
= Q
[
ΛˇN−11
ΛˇN−12
]
Q−1•Gˇ(1)1,1. (101)
Here, using the coupling law Eq.(91), we obtain Gˇ(N )N,N as
Gˇ(N )N,N = Q•
{[
ΛˇN−11
ΛˇN−12
]
•
(
Q−1•Gˇ(1)1,1
)}
. (102)
Performing the Möbius transformation in Eq. (90) with
A = ΛˇN−11 , B = Oˇ,C = Oˇ,D = Λˇ
N−1
2 , and Y =(
Q−1•Gˇ(1)1,1
)
, we obtain
Gˇ(N )N,N = Q•
[
ΛˇN−11 Y
(
ΛˇN−12
)−1]
. (103)
For N →∞,
lim
N→∞ Λˇ
N−1
1 Y
(
ΛˇN−12
)−1
= Oˇ. (104)
We confirm this with a general 2 × 2 matrix Y . Λˇ1, Λˇ2,Y
can be written as
Λˇ1 =
[
λ1 0
0 λ2
]
, (105)
Λˇ2 =
[
λ3 0
0 λ4
]
, (106)
Y =
[
a b
c d
]
. (107)
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Then
ΛˇN−11 Y
(
ΛˇN−12
)−1
=

(
λ1
λ2
)N−1
a
(
λ1
λ4
)N−1
b(
λ2
λ3
)N−1
c
(
λ2
λ4
)N−1
d
 . (108)
Since
lim
N→∞
(
λ1
λ2
)N−1
= lim
N→∞
(
λ1
λ4
)N−1
= lim
N→∞
(
λ2
λ3
)N−1
= lim
N→∞
(
λ2
λ4
)N−1
= 0, (109)
lim
N→∞ Λˇ
N−1
1 Y
(
ΛˇN−12
)−1
= Oˇ (110)
can be confirmed. Each component Qˇ11, Qˇ12, Qˇ21, and
Qˇ22 (2 × 2 matrices) of Q (a 4 × 4 matrix) is defined as
Q =
[
Qˇ11 Qˇ12
Qˇ21 Qˇ22
]
. (111)
Finally, Green’s function Gˇ∞L of the right end on the left
semi-infinite system is obtained by
Gˇ∞L = Q•Oˇ
= Qˇ12Qˇ−122 . (112)
Green’s function Gˇ∞R of the left end on the right semi-
infinite system is obtained by exchanging tˇ ↔ tˇ† in X
given in Eq. (94). By combining Eqs. (72), (74), (86)-
(89), and (112), we can getGreen’s function of the required
site.
B.2 Calculation of peak width
In this subsection, we describe how to calculate the peak
width. The peak width is defined as half width at half
maximum (HWHM) as shown in Fig. 17. Second, we
calculate this HWHM. It is now possible to calculate the
output f (x) from the input x by using the recursiveGreen’s
function method where
x =
{
E (for LDOS)
eV (for conductance) , (113)
f (x) =
{
ρ (E, j) (for LDOS)
GNS
[
2e2/h] (for conductance) . (114)
−
=
= HWHM
x
f (x)
O
Figure 17: The definition of the peak width. In this paper,
the peak width is defined as HWHM(Half Width at Half
Maximum)
However, it is difficult to know the analytical functional
form of f (x). Then, we calculate HWHM numerically.
From the definition of HWHM, it is necessary to find a
solution that satisfies
f (x) = 1
2
f (0). (115)
When we calculate the peak width of conductance, f (0) =
1 by utilizing that zero bias conductance is quantized to
2e2/h. Therefore, the peak width of conductance is cal-
culated easier than that of LDOS. Here, we consider the
general case, that is, the case of calculating the peak width
of LDOS. First, a new function g(x) that shifts f (x) by
half of the peak height is defined as
g(x) ≡ f (x) − 1
2
f (0). (116)
Then a solution of g(x) = 0 is HWHM and is calculated
by using false position method shown in Algorithm 1.
We briefly explain false position method. First, initial
values a0, b0 are determined so that only one solution exists
in [a0, b0]. Next, let c0 be the intersection of the straight
line passing through the points (a0, f (a0)) and (b0, f (b0))
with x axis (Fig. 18). When f (a0) f (c0) < 0, there is
a solution in [a0, c0] and then we set a1 = a0, b1 = c0
(corresponding to Fig. 18). When f (c0) f (b0) < 0, there
is a solution in [c0, b0] and then we set a1 = c0, b1 =
b0. Then, the intersection of the straight line passing
through the points (a1, f (a1)) and (b1, f (b1)) with x axis
is defined as c1 (Fig. 18(c)). Finally, we obtain a solution
by repeating the same operation.
In actual numerical calculations, we set initial value:
a0 = 0, b0 = 1, and parameters for convergence determi-
nation δ = 10−12,  = 10−14.
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xg(x)
a0
b0c0
•
•
• x
g(x)
a1
b0b1
•
•
•
•
x
g(x)
a1
b0b1c1
•
•
•
•
•
(a) (b) (c)
Figure 18: Schematics for obtaining HWHM of the peak using false position method.
Algorithm 1 False position method
1: Initial value: a0,b0, Solution: c ∈ [a0, b0]
2: for k = 0, 1, 2, . . . do
3: ck =
akg(bk )−bkg(ak )
g(bk )−g(ak ) ;
4: if f (bk) f (ck) < 0 then
5: ak+1 = ck ;
6: bk+1 = bk ;
7: else
8: bk+1 = ck ;
9: ak+1 = ak ;
10: end if
11: if |g(ck)| < δ or |ak+1 − bk+1 | <  then
12: break
13: ck → c;
14: end if
15: end for
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