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A. Beurling introduced the celebrated problem of spectral synthe-
sis. Roughly speaking, it is a problem whether functions belonging
to a certain Banach space have a possibility to be approximated
by trigonometric polynomials in the appropriate topology. For this
problem Beurling introduced the concept of spectral sets whose el-
ements are regarded as exponents of trigonometric polynomials. In
the Weil explicit formula we can see a certain phenomenon which
may be related to Beurling’s spectral sets. The purpose of this pa-
per is to study the phenomenon.
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1. Introduction and statement of results
Let s = σ + it be a complex variable. Let ρ = β + iγ be the non-trivial zeros of the Riemann
zeta-function ζ(s).
In this paper we shall consider the quantity
lim
T→∞
∑
|γ |<T
ev(ρ−1/2)
∞∫
−∞
F
(
x
u
)
ex(ρ−1/2) dx, 0 < u < 1, v ∈ R, (1)
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Our motivation to study (1) is on works of A. Beurling. Beurling introduced the celebrated prob-
lem of spectral synthesis. Roughly speaking, it is a problem whether functions belonging to a certain
Banach space have a possibility to be approximated by trigonometric polynomials in the appropri-
ate topology. For this problem Beurling introduced the concept of spectral sets whose elements are
regarded as exponents of trigonometric polynomials. We can refer to Carleson [8] for this topics.
Here, let us recall the deﬁnition of spectral sets following Beurling [6]. Let ϕ be a measurable
function on R satisfying the condition
∞∫
−∞
∣∣ϕ(λ)∣∣e−u|λ| dλ < ∞ (2)
for every u > 0. The harmonic function Uϕ attached to ϕ is deﬁned by
Uϕ(u, v) =
∞∫
−∞
ϕ(λ)e−u|λ|+iλv dλ, u > 0, v ∈ R. (3)
Then the spectral set of ϕ is deﬁned to be the set of all η ∈ R such that
lim
u→0|+
η+ε∫
η−ε
∣∣Uϕ(u, v)∣∣dv > 0
for every ε > 0.
In modern terminology, spectral sets are regarded as supports of hyperfunctions. Let
F+ϕ (w) =
∞∫
0
ϕ(λ)eiλw dλ, w > 0,
and
F−ϕ (w) = −
0∫
−∞
ϕ(λ)eiλw dλ, w < 0.
From condition (2) it follows that F+ϕ is analytic on the upper half-plane w > 0, and F−ϕ is analytic
on the lower half-plane w < 0. Then the expression
Uϕ(u, v) =F+ϕ (v + iu) −F−ϕ (v − iu),
which has originated in Carleman [7], means that limu→0|+ Uϕ(u, v) is the hyperfunction attached
to the pair (F+ϕ ,F−ϕ ). It is known by Beurling [6] or Lemmas 1 and 2 of Nyman [18] that on any
open interval contained in the complement of the spectral set of ϕ , Uϕ(u, v) uniformly tends to 0 as
u → 0|+ . Thus we may say that spectral sets are regarded as supports of hyperfunctions.
The authors felt some resemblance between (1) and (3). This is a motivation to study (1) and its
asymptotic behaviour for ﬁxed v as u → 0|+ . We have the following.
Y. Kamiya, M. Suzuki / Journal of Number Theory 131 (2011) 685–704 687Theorem 1. Let φ be a continuous, strictly increasing convex function on [0,∞) satisfying the following con-
ditions:
(01) lim
x→0|+
φ(x)
x
= 0, (∞1) lim
x→∞
φ(x)
x
= ∞,
(2) there exist a > 0 and κ > 0 such that φ(2x) κφ(x) for 0< x a,
(∗) there exists a constant q > 1 such that
∞∑
n=1
(
1
n
) 1
q
φ−1
(
1
n
)
< ∞.
Let F be a function on R satisfying the following conditions:
(i) F is normalized, that is,
F (x) = F (x|+) + F (x|−)
2
, x ∈ R,
where F (x|+) means the right limit of F at x, and F (x|−) means the left limit,
(ii) there exists a constant b > 0 such that
Vφ
(
F (x)e(1/2+b)|x|,R
)
< ∞,
where Vφ(·,R) means the φ-variation on R whose deﬁnition is given in Section 2,
(iii) there exist constants D > 0 and α > 2 such that, for all c ∈ R,
∣∣F (c + x) − F (c|+)∣∣ D∣∣ log |x|∣∣−α, 0 < x < e−1,∣∣F (c + x) − F (c|−)∣∣ D∣∣ log |x|∣∣−α, −e−1 < x < 0.
Let Λ(m) be the arithmetical function deﬁned by Λ(m) = log p if m is a power of a prime p and Λ(m) = 0
otherwise. Then we have
lim
T→∞
∑
|γ |<T
ev(ρ−1/2)
∞∫
−∞
F
(
x
u
)
ex(ρ−1/2) dx = M(u, v) + R(u, v),
where the main term M(u, v) is expressed as
M(u, v) =
⎧⎨⎩
0, if v = ± logm, m = 1,2,3, . . . ,
−Λ(m)
m1/2
F (0), if v = ± logm, m = 2,3,4, . . . ,
−F (0) log(2πu) − ∫∞0 ( F (x)+F (−x)2 − F (0)e−x)dxx , if v = 0,
and the remainder term R(u, v) is estimated as
R(u, v) = O (u), u → 0|+.
To obtain this we use the explicit formula due to Avdispahic´ and Smajlovic´ [2], and its modiﬁcation
involving parameters u and v (see Lemma 2 in the next section). In the case v = 0 the expression
M(u, v) is one term of Dirichlet series in the modiﬁed explicit formula, and the estimate for R(u, v)
is obtained by treating the terms coming from the Weil functional in the modiﬁed explicit formula.
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explicit formula become the main term as in the expression M(u,0).
Theorem 1 says that the quantity (1) behaves quite differently whether v is in {0} ∪ {± log pl;
p: prime, l: positive integer} or not. This phenomenon for the Gaussian function F has been studied
in [13].
The second aim of this paper is to give an expression for the remainder term R(u,0) under the
Riemann hypothesis. We have the following.
Theorem 2. Assume that the Riemann hypothesis is true. Let φ be a function satisfying the same conditions as
in Theorem 1. Let F be a function on R satisfying the following conditions:
(a) F is normalized,
(b) there exists a constant b > 0 such that
Vφ
(
F (x)e(1/2+b)|x|,R
)
< ∞,
(c) there exists a constant α > 2 such that
F (x) = F (0|+) + O
(∣∣ log |x|∣∣−α), x → 0|+,
F (x) = F (0|−) + O
(∣∣ log |x|∣∣−α), x → 0|−,
(d) for the Fourier transform F̂ of F deﬁned by
F̂ (λ) =
∞∫
−∞
F (x)e−iλx dx,
it holds that
∞∫
−∞
∣∣̂F (λ)∣∣ · ∣∣ log |λ|∣∣dλ < ∞.
Let 0< u < 1. Then R(u,0), which is the same one as in Theorem 1, is expressed as
R(u,0) = −2u
∞∫
0
(
N(λ) − λ
2π
log
λ
2π
+ λ
2π
)
d
dλ
(
F̂ (−uλ) + F̂ (uλ)
2
)
dλ,
where N(λ) is the number of ρ = 1/2+ iγ in the range 0< γ < λ counted with multiplicity.
2. The Weil explicit formula with relaxed conditions
Since the Weil explicit formula had been established in Weil [19], several studies to extend the
class of test functions for which the formula is true have been done. Barner [5] introduced the so-
called Barner conditions, which are relaxed ones of Weil’s, and extended the class of test functions
to that with the Barner conditions. Moreover, he obtained a Parseval type expression for the Weil
functional. Then, the Barner conditions are slightly modiﬁed (see, for example, Lang [15, p. 337]).
Recently, Avdispahic´ and Smajlovic´ [2] (see also [4]) extended the class with the Barner conditions
to a wider class. Their extension is based on the use of φ-variations instead of the usual variation. Let
φ be a continuous, strictly increasing convex function on [0,∞) satisfying the following conditions:
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x→0|+
φ(x)
x
= 0, (∞1) lim
x→∞
φ(x)
x
= ∞,
(2) there exist a > 0 and κ > 0 such that φ(2x) κφ(x) for 0< x a,
(∗) there exists a constant q > 1 such that
∞∑
n=1
(
1
n
) 1
q
φ−1
(
1
n
)
< ∞.
Then a function F on R is said to be of bounded φ-variation if
Vφ(F ,R) = sup
Π
m∑
j=1
φ
(∣∣F (t j) − F (t j−1)∣∣)< ∞,
where Π : −∞ < t0 < t1 < · · · < tm < ∞ is a partition and the supremum is taken over all partitions.
Let us denote φBV the set of functions whose φ-variation is bounded.
Throughout this paper, we assume the above four conditions for φ.
If Vφ(F ,R) < ∞, then F is bounded on R. In fact, from the deﬁnition it follows that
∞ > Vφ(F ,R) φ
(∣∣F (t) − F (0)∣∣),
and, if |F (t) − F (0)| C for some constant C , then, by condition (∞1)
∞ > φ(∣∣F (t) − F (0)∣∣)	 ∣∣F (t) − F (0)∣∣.
Let BV be the set of functions such that the usual variation V(·,R) is bounded. Then BV ⊂ φBV.
This is a direct consequence of Claim 1.15 of Musielak and Orlicz [17, p. 14], and condition (01).
Avdispahic´ and Smajlovic´ [2] relaxed the Barner conditions to certain conditions involving the φ-
variation, and gave the following explicit formula.
Lemma 1. (See Corollary 9.1 of [2] for ζ(s).) Let F be a function on R satisfying conditions (a), (b), and (c) of
Theorem 2. Then
lim
T→∞
∑
|γ |<T
∞∫
−∞
F (x)ex(ρ−1/2) dx
= −
∞∑
n=2
Λ(n)
n1/2
F (logn) −
∞∑
n=2
Λ(n)
n1/2
F (− logn)
+
∞∫
−∞
F (x)ex/2 dx+
∞∫
−∞
F (x)e−x/2 dx− F (0) logπ + F (0)Γ
′
Γ
(
1
4
)
−
∞∫
0
e−x/2
1− e−2x
(
F (x) − F (0|+)
)
dx−
∞∫
0
e−x/2
1− e−2x
(
F (−x) − F (0|−)
)
dx.
The condition
F (x) + F (−x) = 2F (0) + O (∣∣ log |x|∣∣−α), x → 0, (4)
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we want to split the last integral in Corollary 9.1 of [2] into two parts as the last two integrals on the
right-hand side of the formula of Lemma 1.
We involve two parameters 0< u < 1 and v ∈ R into Lemma 1.
Lemma 2. Let 0 < u < 1 and v ∈ R. Let F be a function on R satisfying the following assumptions: F is
normalized, Vφ(F (x)e(1/2+b)|x|,R) < ∞, and, for α > 2,
F
(
x− v
u
)
= F
(−v
u
∣∣∣∣+
)
+ O (∣∣ log |x|∣∣−α), x → 0|+,
F
(
x− v
u
)
= F
(−v
u
∣∣∣∣−
)
+ O (∣∣ log |x|∣∣−α), x → 0|−,
where the implied constants may depend on u and v. Then
lim
T→∞
∑
|γ |<T
ev(ρ−1/2)
∞∫
−∞
F
(
x
u
)
ex(ρ−1/2) dx
= −
∞∑
n=2
Λ(n)
n1/2
F
(
logn − v
u
)
−
∞∑
n=2
Λ(n)
n1/2
F
(− logn − v
u
)
+
∞∫
−∞
F
(
x− v
u
)
ex/2 dx+
∞∫
−∞
F
(
x− v
u
)
e−x/2 dx
− F
(−v
u
)
logπ + F
(−v
u
)
Γ ′
Γ
(
1
4
)
−
∞∫
0
e−x/2
1− e−2x
(
F
(
x− v
u
)
− F
(−v
u
∣∣∣∣+
))
dx
−
∞∫
0
e−x/2
1− e−2x
(
F
(−x− v
u
)
− F
(−v
u
∣∣∣∣−
))
dx.
Proof. The third assumption says that F ((x − v)/u) satisﬁes condition (c), and the ﬁrst assumption
gives that F ((x− v)/u) satisﬁes condition (a).
We verify that F ((x − v)/u) satisﬁes condition (b) under the second assumption of this lemma,
that is,
Vφ
(
F
(
x− v
u
)
e(1/2+b)|x|,R
)
< ∞. (5)
We need the following properties to prove (5):
Vφ
(
ϕ(x− v),R)= Vφ(ϕ(x),R), (6)
Vφ
(
ϕ
(
x
u
)
,R
)
= Vφ
(
ϕ(x),R
)
, (7)
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(
Vφ(ψ,R) + Vφ(ϕ,R)
)
(8)
for some positive constant C .
(6) and (7) obviously follow from the deﬁnition of Vφ(·,R). Let us prove (8). Since φ is a strictly
increasing convex function, we have
φ
(∣∣ϕψ(t j) − ϕψ(t j−1)∣∣)
 φ
(∣∣ψ(t j)∣∣ · ∣∣ϕ(t j) − ϕ(t j−1)∣∣+ ∣∣ϕ(t j−1)∣∣ · ∣∣ψ(t j) − ψ(t j−1)∣∣)
 1
2
φ
(
2
∣∣ψ(t j)∣∣ · ∣∣ϕ(t j) − ϕ(t j−1)∣∣)+ 12φ(2∣∣ϕ(t j−1)∣∣ · ∣∣ψ(t j) − ψ(t j−1)∣∣)
 1
2
φ
(
K · ∣∣ϕ(t j) − ϕ(t j−1)∣∣)+ 12φ(K · ∣∣ψ(t j) − ψ(t j−1)∣∣),
where K = 2max{supR |ϕ(x)|, supR |ψ(x)|}, and hence,
Vφ(ϕψ,R)
1
2
Vφ(Kϕ,R) + 1
2
Vφ(Kψ,R).
From Claim 1.11 of [17, p. 13], in which condition (2) is assumed, it follows that Vφ(Kϕ,R) 
C ′Vφ(ϕ,R) and Vφ(Kψ,R) C ′Vφ(ψ,R) for some positive constant C ′ . Hence we obtain (8).
From (6), (7), and (8) it follows that
Vφ
(
F
(
x− v
u
)
e(1/2+b)|x|,R
)
= Vφ
(
F (x)e(1/2+b)|ux+v|,R
)
= Vφ
(
F (x)e(1/2+b)|x| · e(1/2+b)(|ux+v|−|x|),R)
 C
{
Vφ
(
F (x)e(1/2+b)|x|,R
)+ Vφ(e(1/2+b)(|ux+v|−|x|),R)},
and hence, it is suﬃcient to prove Vφ(e(1/2+b)(|ux+v|−|x|),R) < ∞.
For v > 0 we have, by Claim 1.17 of [17, p. 15] and Claim 1.03 of [17, p. 13],
Vφ
(
e(1/2+b)(|ux+v|−|x|),R
)
 Vφ
(
e(1/2+b){(1−u)x−v}, x−v/u)
+ Vφ
(
e(1/2+b){(1+u)x+v},−v/u  x 0)
+ Vφ
(
e(1/2+b){(u−1)x+v}, x 0
)
= φ(e−(1/2+b)v/u)+ φ(∣∣e−(1/2+b)v/u − e(1/2+b)v ∣∣)+ φ(e(1/2+b)v)< ∞.
The boundedness for v  0 also follows by the same argument. Hence we have (5).
Thus we can replace F in Lemma 1 by F ((x− v)/u), and obtain the formula of this lemma. 
Condition (iii) of Theorem 1 implies the third assumption of Lemma 2, and hence, we obtain the
following.
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Theorem 1.
Condition (c) of Theorem 2 implies the third assumption with v = 0 of Lemma 2, and hence, we
obtain the following.
Lemma 4. The formula of Lemma 2 is valid for all 0 < u < 1 and v = 0 under conditions (a), (b), and (c) of
Theorem 2.
3. Proof of Theorem 1 for the case v = 0
By Lemma 3, the formula of Lemma 2 is valid for all 0 < u < 1 and v ∈ R under conditions (i),
(ii), and (iii) of Theorem 1. Denote the terms on the right-hand side of the formula of Lemma 2 by
I1 + I2 + J1 + J2 + K1 + K2 + L1 + L2.
Firstly, we will prove that
L1 = O (u), u → 0|+. (9)
By condition (ii), there exists a constant C > 0 such that∣∣F (x)∣∣ Ce−(1/2+b)|x|. (10)
Let G be the function deﬁned by
G(x) =
{
D| log |x||−α, 0< x < e−1,
2C, x e−1.
Then, by condition (iii) and (10),∣∣∣∣F( x− vu
)
− F
(−v
u
∣∣∣∣+
)∣∣∣∣ G(x/u). (11)
For 0< x |v|/2 the inequality∣∣∣∣F( x− vu
)
− F
(−v
u
∣∣∣∣+
)∣∣∣∣√2CG(x/u)e−(1/2+b)|v|/(4u) (12)
holds true. Namely, by (10), (11), and 0< x |v|/2,
∣∣∣∣F( x− vu
)
− F
(−v
u
∣∣∣∣+
)∣∣∣∣
=
∣∣∣∣F( x− vu
)
− F
(−v
u
∣∣∣∣+
)∣∣∣∣
1
2
∣∣∣∣F( x− vu
)
− F
(−v
u
∣∣∣∣+
)∣∣∣∣
1
2

√
G(x/u)
(
Ce−(1/2+b)|x−v|/u + Ce−(1/2+b)|v|/u) 12

√
2CG(x/u)e−(1/2+b)|v|/(4u).
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|L1|
|v|/2∫
0
e3x/2
e2x − 1
∣∣∣∣F( x− vu
)
− F
(−v
u
∣∣∣∣+
)∣∣∣∣dx
+
∞∫
|v|/2
e−x/2
1− e−2x
∣∣∣∣F( x− vu
)
− F
(−v
u
∣∣∣∣+
)∣∣∣∣dx

√
2Ce−(1/2+b)|v|/(4u)
|v|/2∫
0
e3x/2
√
G(x/u)
e2x − 1 dx
+ C
∞∫
|v|/2
e−x/2
1− e−2x
(
e−(1/2+b)|x−v|/u + e−(1/2+b)|v|/u)dx

√
C
2
e3|v|/4e−(1/2+b)|v|/(4u)
|v|/(2u)∫
0
√
G(x)
x
dx
+ Ce
−(1/2+b)|v|/u
1− e−|v|
∞∫
|v|/2
e−x/2 dx
+ C
1− e−|v|
∞∫
|v|/2
e−x/2e−(1/2+b)|x−v|/u dx.
Here, for small u > 0,
|v|/(2u)∫
0
√
G(x)
x
dx =
e−1∫
0
√
D
x| log x|α/2 dx+
|v|/(2u)∫
e−1
√
2C
x
dx = O
(
log
1
u
)
(note that α > 2) and
∞∫
|v|/2
e−x/2e−(1/2+b)|x−v|/u dx ue−v/2
∞∫
−∞
e−ux/2e−(1/2+b)|x| dx
 ue−v/2
∞∫
−∞
e−b|x| dx = O (u),
where the implied constants depend on v . Hence we obtain (9).
The estimate
L2 = O (u), u → 0|+, (13)
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for 0< x |v|/2,
∣∣∣∣F(−x− vu
)
− F
(−v
u
∣∣∣∣−
)∣∣∣∣√2CG(x/u)e−(1/2+b)|v|/(4u),
and hence we obtain (13) by the same argument as in the proof of (9).
The estimates
K1, K2 = O (u), u → 0|+, (14)
are easily obtained by (10).
The estimates
J1, J2 = O (u), u → 0|+, (15)
hold true. Namely, by (10),
| J1| Cuev/2
∞∫
−∞
e−(1/2+b)|x|eux/2 dx
 Cuev/2
∞∫
−∞
e−b|x| dx = O (u),
and, similarly, J2 = O (u).
Finally, we treat I1 + I2. Let 0 < u < 1/2. Let v be a ﬁxed real number such that v = ± logm,
m = 1,2,3, . . . , and δ be the distance between the sets {± logm; m = 1,2,3, . . .} and {v}. Then we
have, by (10),
|I1 + I2| C
∞∑
n=2
Λ(n)
n1/2
e−(1/2+b)| logn−v|/u + C
∞∑
n=2
Λ(n)
n1/2
e−(1/2+b)| logn+v|/u
 Ce−(1/2+b)δ/(2u)
∞∑
n=2
Λ(n)
n1/2
e−(1/2+b)| logn−v|/(2u)
+ Ce−(1/2+b)δ/(2u)
∞∑
n=2
Λ(n)
n1/2
e−(1/2+b)| logn+v|/(2u)
 Ce−(1/2+b)δ/(2u)
∞∑
n=2
Λ(n)
n1/2
e−(1/2+b)| logn−v|
+ Ce−(1/2+b)δ/(2u)
∞∑
n=2
Λ(n)
n1/2
e−(1/2+b)| logn+v|.
Without loss of generality, we may assume v > 0 to estimate the right-hand side of the above. Then
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( ∑
2n<ev
Λ(n)
n1/2
+ e(1/2+b)v
∑
ev<n
Λ(n)
n1/2
e−(1/2+b) logn
)
+ Ce−(1/2+b)δ/(2u)
∞∑
n=2
Λ(n)
n1/2
e−(1/2+b) logn
= O
(
e−(1/2+b)δ/(2u)
(
1+
∞∑
n=2
Λ(n)
n1+b
))
= O (u),
where the implied constants depend on v .
If v = ± logm, m = 2,3,4, . . . , we pick up the term −Λ(m)F (0)/m1/2 from I1 + I2, and the re-
minder sums are estimated as O (u) by the same argument as above. Hence we have
I1 + I2 =
{ O (u), if v = ± logm, m = 1,2,3, . . . ,
−Λ(m)
m1/2
F (0) + O (u), if v = ± logm, m = 2,3,4, . . . , (16)
as u → 0|+ .
By (9), (13), (14), (15), and (16) we obtain the assertion of Theorem 1 for the case v = 0.
4. Proof of Theorem 1 for the case v = 0
By Lemma 3, the formula of Lemma 2 is valid for all 0< u < 1 and v = 0 under conditions (i), (ii),
and (iii) of Theorem 1. Let
Ψ (x) = F (x) + F (−x)
2
.
Then, the formula of Lemma 2 is rewritten in the form
lim
T→∞
∑
|γ |<T
∞∫
−∞
F
(
x
u
)
ex(ρ−1/2) dx
= −2
∞∑
n=2
Λ(n)
n1/2
Ψ
(
logn
u
)
+ 2
∞∫
−∞
Ψ
(
x
u
)
ex/2 dx
− Ψ (0) logπ + Ψ (0)Γ
′
Γ
(
1
4
)
− 2
∞∫
0
e−x/2
1− e−2x
(
Ψ
(
x
u
)
− Ψ (0)
)
dx
= I + J + K1 + K2 + L, (17)
say.
By (10) and the same argument as in the previous section, we easily have
I = O (u), u → 0|+, (18)
and
J = O (u), u → 0|+. (19)
Successively, we treat L. We have
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∞∫
0
e−x/2
(
Ψ
(
x
u
)
− Ψ (0)
)
dx
x
+ 2Ψ (0)
∞∫
0
(
1
e2x − 1 −
1
2x
+ 1
)
e−x/2 dx
− 2
∞∫
0
(
1
e2x − 1 −
1
2x
+ 1
)
e−x/2Ψ
(
x
u
)
dx
= −
∞∫
0
e−x/2
(
Ψ
(
x
u
)
− Ψ (0)
)
dx
x
+ 2Ψ (0)
∞∫
0
E(x)dx− 2
∞∫
0
E(x)Ψ
(
x
u
)
dx, (20)
where
E(x) =
(
1
e2x − 1 −
1
2x
+ 1
)
e−x/2.
The third term on the right-hand side of (20) is estimated as O (u), because of the boundedness of E
on (0,∞), (10), and integration by substitution. By the formula
Γ ′
Γ
(w) = logw −
∞∫
0
(
1
ex − 1 −
1
x
+ 1
)
e−wx dx, w > 0
(see, for example, Lebedev [16, p. 9]), the second term on the right-hand side of (20) is equal to
Ψ (0) log
1
4
− Ψ (0)Γ
′
Γ
(
1
4
)
.
Hence we have
L = −
∞∫
0
e−x/2
(
Ψ
(
x
u
)
− Ψ (0)
)
dx
x
+ Ψ (0) log 1
4
− Ψ (0)Γ
′
Γ
(
1
4
)
+ O (u). (21)
For the ﬁrst and the second term on the right-hand side of (21), by the formula
logw =
∞∫
0
(
e−x − e−wx)dx
x
, w > 0 (22)
(see [16, p. 6]), we have
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∞∫
0
e−x/2
(
Ψ
(
x
u
)
− Ψ (0)
)
dx
x
+ Ψ (0) log 1
4
= −
∞∫
0
e−x/2
(
Ψ
(
x
u
)
− Ψ (0)
)
dx
x
+ Ψ (0)
∞∫
0
(
e−2x − e−x/2)dx
x
=
∞∫
0
(
e−2xΨ (0) − e−x/2Ψ
(
x
u
))
dx
x
=
∞∫
0
(
e−2uxΨ (0) − e−ux/2Ψ (x))dx
x
= Ψ (0)
∞∫
0
(
e−2ux − e−x)dx
x
−
∞∫
0
(
Ψ (x) − Ψ (0)e−x)dx
x
+
∞∫
0
(
1− e−ux/2)Ψ (x)dx
x
. (23)
The third term on the right-hand side of (23) is easily estimated as O (u) by (10). The ﬁrst term on
the right-hand side of (23) is −Ψ (0) log(2u) by (22). Hence we have
L = −Ψ (0) log(2u) −
∞∫
0
(
Ψ (x) − Ψ (0)e−x)dx
x
− Ψ (0)Γ
′
Γ
(
1
4
)
+ O (u). (24)
Substituting (18), (19), and (24) into (17), we obtain the assertion of Theorem 1 for the case v = 0.
5. Proof of Theorem 2
Throughout this section, we assume that the Riemann hypothesis is true, that is, all non-trivial
zeros are expressed in the form ρ = 1/2 + iγ . From Lemma 4.1 of Avdispahic´ and Smajlovic´ [2] it
follows that
Ψ̂ (λ) = O
(
1
|λ|1−1/q
)
, (25)
where Ψ is the same one as in the previous section and q > 1 is the same one as in condition (∗)
of Section 2. Let 0 < u < 1. Denote the nth value of γ > 0 by γn . Then the following estimate can be
shown by (25) and the same argument as in Guinand [11, p. 108]:
−
γN+1∫
0
(
N(λ) − λ
2π
log
λ
2π
+ λ
2π
)
d
dλ
(
Ψ̂ (−uλ))dλ
=
N∑
n=1
Ψ̂ (−uγn) − 1
2π
γN+1∫
Ψ̂ (−uλ) log λ
2π
dλ + O
(
logγN+1
(uγN+1)1−1/q
)
. (26)0
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1
2u
lim
T→∞
∑
|γ |<T
∞∫
−∞
F
(
x
u
)
eiγ x dx
as N → ∞, and this quantity is ﬁnite by Lemma 4. Hence, under conditions (a), (b), (c), and (d) we
can take N to ∞ in (26), and obtain
−
∞∫
0
(
N(λ) − λ
2π
log
λ
2π
+ λ
2π
)
d
dλ
(
Ψ̂ (−uλ))dλ
= 1
2u
∑
γ
∞∫
−∞
F
(
x
u
)
eiγ x dx− 1
2π
∞∫
0
Ψ̂ (−uλ) log λ
2π
dλ, (27)
where
∑
γ means limT→∞
∑
|γ |<T . This is an analogue of the formula of Guinand [11, pp. 108–109]
∑
γ>0
sinuγ
uγ
= 1
2π
∞∫
0
sinuλ
uλ
log
λ
2π
dλ
−
∞∫
0
(
N(λ) − λ
2π
log
λ
2π
+ λ
2π
)
d
dλ
(
sinuλ
uλ
)
dλ.
For the second term on the right-hand side of (27) we have
− 1
2π
∞∫
0
Ψ̂ (−uλ) log λ
2π
dλ = log(2πu)
2πu
∞∫
0
Ψ̂ (−λ)dλ
− 1
2πu
∞∫
0
Ψ̂ (−λ) logλdλ
= log(2πu)
2u
Ψ (0) − 1
2πu
∞∫
0
Ψ̂ (−λ) logλdλ
by the Fourier inversion formula. Hence we have
∑
γ
∞∫
−∞
F
(
x
u
)
eiγ x dx = −Ψ (0) log(2πu) + 1
π
∞∫
0
Ψ̂ (−λ) logλdλ
− 2u
∞∫ (
N(λ) − λ
2π
log
λ
2π
+ λ
2π
)
d
dλ
(
Ψ̂ (−uλ))dλ. (28)0
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R(u,0) =
∑
γ
∞∫
−∞
F
(
x
u
)
eiγ x dx+ Ψ (0) log(2πu) +
∞∫
0
(
Ψ (x) − Ψ (0)e−x)dx
x
. (29)
Substituting (28) into (29), we have
R(u,0) = 1
π
∞∫
0
Ψ̂ (−λ) logλdλ +
∞∫
0
(
Ψ (x) − Ψ (0)e−x)dx
x
− 2u
∞∫
0
(
N(λ) − λ
2π
log
λ
2π
+ λ
2π
)
d
dλ
(
Ψ̂ (−uλ))dλ. (30)
Thus we will complete the proof of Theorem 2, when we prove the following.
Lemma 5. Let F be a function on R satisfying conditions (a), (b), (c), and (d) of Theorem 2. Let
Ψ (x) = F (x) + F (−x)
2
.
Then
1
π
∞∫
0
Ψ̂ (−λ) logλdλ = −
∞∫
0
(
Ψ (x) − Ψ (0)e−x)dx
x
. (31)
Proof. We will evaluate the following double integral in two ways:
I = 1
π
∞∫
0
( ∞∫
0
Ψ (y)
x
x2 + y2 dy −
π
2
Ψ (x)
)
dx
x
.
The ﬁrst way to evaluate I is to use the equation
2
π
∞∫
0
x
x2 + y2 dy = 1.
From this it follows that
I = 1
π
∞∫
0
∞∫
0
(
Ψ (y) − Ψ (x)) 1
x2 + y2 dy dx
= 1
π
∞∫
−1
∞∫
−1
· · ·dy dx+ 1
π
e−1∫
0
e−1∫
0
· · ·dy dx
e e
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π
e−1∫
0
∞∫
e−1
· · ·dy dx+ 1
π
∞∫
e−1
e−1∫
0
· · ·dy dx
= 1
π
(I1 + I2 + I3 + I4),
say.
Firstly, we treat I1. We have
I1 =
∞∫
e−1
∞∫
e−1
Ψ (y)
1
x2 + y2 dy dx−
∞∫
e−1
Ψ (x)
∞∫
e−1
1
x2 + y2 dy dx.
We can change the order of integration in the ﬁrst term on the right-hand side, because
∞∫
e−1
∞∫
e−1
∣∣Ψ (y)∣∣ 1
x2 + y2 dy dx
∞∫
e−1
∣∣Ψ (y)∣∣dy ∞∫
e−1
1
x2
dx < ∞
by Ψ ∈ L1(R), which is a consequence of (10). Hence I1 = 0.
Next, we treat I2. We have
I2 =
e−1∫
0
e−1∫
0
(
Ψ (y) − Ψ (0)) 1
x2 + y2 dy dx
−
e−1∫
0
e−1∫
0
(
Ψ (x) − Ψ (0)) 1
x2 + y2 dy dx.
We can change the order of integration in the ﬁrst term on the right-hand side, because
e−1∫
0
∣∣Ψ (y) − Ψ (0)∣∣ e−1∫
0
1
x2 + y2 dxdy
=
e−1∫
0
∣∣Ψ (y) − Ψ (0)∣∣ 1
y
arctan
1
y
dy
= O
( e−1∫
0
1
y| log y|α dy
)
= O (1)
by condition (c). Hence I2 = 0.
Finally, we treat I3 + I4. If the change of the order of integration in I3 is valid, then I3 + I4 = 0.
From the boundedness of Ψ , which is a consequence of (10), it follows that
Y. Kamiya, M. Suzuki / Journal of Number Theory 131 (2011) 685–704 701e−1∫
0
∞∫
e−1
∣∣Ψ (y) − Ψ (x)∣∣ 1
x2 + y2 dy dx
= O
( e−1∫
0
∞∫
e−1
1
x2 + y2 dy dx
)
= O
( e−1∫
0
(
π
2
− arctan 1
ex
)
dx
x
)
= O
( e−1∫
0
arctan(ex)
dx
x
)
= O (1).
Hence the change of the order of integration is valid.
Thus we obtain
I = 0. (32)
The second way to evaluate I is to use the equation
1
2
∞∫
−∞
e−x|λ|−iλy dλ = x
x2 + y2 , x > 0.
From this it follows that
I = 1
2π
∞∫
0
( ∞∫
0
Ψ (y)
∞∫
−∞
e−x|λ|−iλy dλdy −πΨ (x)
)
dx
x
= 1
2π
∞∫
0
J
dx
x
,
say. Since Ψ is an even function, we have
J =
∞∫
0
e−xλ
0∫
−∞
Ψ (y)eiλy dy dλ +
∞∫
0
e−xλ
∞∫
0
Ψ (y)eiλy dy dλ − πΨ (x)
=
∞∫
0
e−xλΨ̂ (−λ)dλ −πΨ (x)
=
∞∫
0
(
e−xλ − e−x)Ψ̂ (−λ)dλ + e−x ∞∫
0
Ψ̂ (−λ)dλ −πΨ (x)
=
∞∫
0
(
e−xλ − e−x)Ψ̂ (−λ)dλ + πΨ (0)e−x −πΨ (x).
Hence
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2π
∞∫
0
( ∞∫
0
(
e−xλ − e−x)Ψ̂ (−λ)dλ + πΨ (0)e−x −πΨ (x))dx
x
.
Here, let us consider
1
2π
∞∫
0
∞∫
0
(
e−xλ − e−x)Ψ̂ (−λ)dλdx
x
.
If the order of integration can be changed, this is equal to
− 1
2π
∞∫
0
Ψ̂ (−λ) logλdλ
by (22). The change is valid under the condition (d). In fact,
∞∫
0
∣∣Ψ̂ (−λ)∣∣ ∞∫
0
∣∣e−xλ − e−x∣∣dx
x
dλ
=
1∫
0
∣∣Ψ̂ (−λ)∣∣ ∞∫
0
(
e−xλ − e−x)dx
x
dλ +
∞∫
1
∣∣Ψ̂ (−λ)∣∣ ∞∫
0
(
e−x − e−xλ)dx
x
dλ
=
1∫
0
∣∣Ψ̂ (−λ)∣∣(− logλ)dλ + ∞∫
1
∣∣Ψ̂ (−λ)∣∣ logλdλ
=
∞∫
0
∣∣Ψ̂ (−λ) logλ∣∣dλ = 1
2
∞∫
−∞
∣∣̂F (λ)∣∣ · ∣∣ log |λ|∣∣dλ < ∞.
Thus we obtain
I = − 1
2π
∞∫
0
Ψ̂ (−λ) logλdλ − 1
2
∞∫
0
(
Ψ (x) − Ψ (0)e−x)dx
x
. (33)
Combining (32) and (33), we complete the proof of this lemma. 
Remark. (31) may be related to a generalized Parseval formula. The integral involving the logarithmic
derivative of the gamma factor in the Weil explicit formula [19] was expressed in a complicated form.
Later, Barner [5] gave a simple expression for it [5, pp. 145–148], and his expression can be regarded
as a kind of the Parseval formula. Then, Jorgenson and Lang [12] introduced the concept of special
pairs (μ,ϕ) of a measure μ and a function ϕ , and proved a generalized Parseval formula involving
(μ,ϕ) (see Theorem 2.1 of [12, p. 106], and Theorem 3.1 of [12, p. 110]). Recently, Avdispahic´ and
Smajlovic´ [1] (see also Theorem 7.A of [3]) proved that Jorgenson–Lang’s Parseval formula is true
under relaxed conditions for special pairs (μ,ϕ).
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lim
T→∞
1
2π
T∫
−T
F̂ (−λ) + F̂ (λ)
2
log
(
a + i λ
b
)
dλ, a > 0, b > 0. (34)
If F is in the Schwartz space, by the expression (22), we can verify that (34) is equal to
∞∫
0
(
e−(a−1)bx
x
· F (x) + F (−x)
2
− F (0)
x
)
d
(
e−bx
b
)
. (35)
By the result of Avdispahic´ and Smajlovic´ [1], (34) is equal to (35) not only for F in the Schwartz
space, but also for F satisfying conditions (a), (b), and (c). Then we have that, after some calculations,
lim
T→∞
1
2π
T∫
0
F̂ (−λ) + F̂ (λ)
2
log
(
a2 + λ
2
b2
)
dλ
= −
∞∫
0
(
e−abx F (−x) + F (x)
2
− e−bx F (0)
)
dx
x
,
which is corresponding to the special pair (d(e−bx/b), e−(a−1)bx/x).
We cannot substitute a = 0 and b = 1 into the above formula, because (d(e−x), ex/x) is not a
special pair. However, if we substitute a = 0 and b = 1, formally, we get (31). It is interesting to relax
conditions for special pairs as involving Lemma 5 and give a generalized Parseval formula for relaxed
special pairs, and it is worth trying in a future study.
6. Related works
In this ﬁnal section, we mention the works of Landau [14], Cramér [9], and Deninger and Schröter
[10], for which we feel some similarity to Theorem 1. The following discussion is not strict, however,
it is suﬃcient to explain a connection between those works and Theorem 1. The results in [14,9],
and [10] hold without the Riemann hypothesis, but we refer to those results under the Riemann
hypothesis to simplify explanation.
It might be said that the works [14,9], and [10] are in common from a point of view of the formal
series ∑
γ
eiγ v . (36)
It is a standard way in analytic number theory to study a truncated form. In fact, Landau [14]
proved the asymptotic formula
∑
0<γT
eiγ v = − T
2π
Λ(ev)
ev/2
+ O (log T ), T → ∞.
Compare this with Theorem 1.
A hyperfunction theoretic approach to (36) is also interesting. (36) might be regarded as the limit
of
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−∞
e−u|λ|eiλv d
(
N(λ)
)= ∞∫
0
eiλ(v+iu) d
(
N(λ)
)−(− 0∫
−∞
eiλ(v−iu) d
(
N(λ)
))
as u → 0|+ . From this point of view it is natural to introduce
V+(w) =
∑
γ>0
eiγ w , w > 0, V−(w) = −
∑
γ<0
eiγ w , w < 0.
V+(w) was actually introduced by Cramér [9], and its meromorphic continuation was obtained.
Deninger and Schröter [10] tried a distribution theoretic approach to (36). Let
V+dis(ψ) =
∑
γ>0
∞∫
−∞
ψ(x)eiγ x dx, V−dis(ψ) = −
∑
γ<0
∞∫
−∞
ψ(x)eiγ x dx,
where ψ is a function in the Schwartz space. Then (36) is regarded as the distribution V+dis − V−dis.
Deninger and Schröter [10] interpreted the Weil explicit formula with the distribution V+dis−V−dis, and,
from this point of view, gave a proof of a certain functional relation between V+(w) and V−(w).
We do not have any result that closely describes a connection between the works mentioned above
and Theorem 1, but we hope that the similarity seems to be of interest.
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