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1. INTRODUCTION 
One of the problems in control theory and the multi-dimensional trans- 
port process is the matrix Riccati differential equation. In the scalar case, 
the solution is obtained by using the quasi-linearization method at first and 
then the method of successive approximations. In fact the successive 
approximations converge to the actual solution [ 11. Recently Murty, 
Prasad, and Prasad [3] obtained the iterative approximations to the 
matrix Riccati differential equation 
R’(t)=A(t)-P(t), with R(o) = Z, (1.1) 
employing the quasi-linearization technique and they have studied 
monotonicity and the nature of convergence of successive approximations. 
The solutions of (1.1) are expressed [3] in terms of fundamental matrices. 
In this paper we shall be concerned with establishing the solutions of the 
general matrix Riccati differential equation 
R’(t) = A(1) + l?(t) R(t) + R(t) B*(r) - R(f) C(r) R(t), (1.2) 
with 
R(o) = E, (1.3) 
where R(t), A(t), B(t), and C(t) are square matrices of order n, whose com- 
ponents are continuous functions on some closed interval J, A(t) and C(r) 
are positive definite symmetric matrices, and E is a constant square matrix 
of order n. B*(t) denotes the transpose of B(t). 
This equation is one of the basic equations of analysis and mathematical 
physics, a fact which has been recognized recently. It arises in a number of 
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ways. In the first place, if we consider the second order matrix differential 
equation 
X,‘(t)-A(t)X(t)=O (1.4) 
and, purely by analogy with the scalar case, set R(t) = X’(r) XP l(t), we 
obtain an equation for R(t) as in the form (1.1). In the second place we 
obtain Eq. (1.2) in connection with the minimization of the quadratic 
functional 
4x3 Y)=[oT ct x, xl + (Y, Y)I dt 
over all y, where x and y are related by the differential equation 
dx 
dl=A~+ By, Y(O) = c, 
setting min, J(x, y) = (C, R(T) C). An easy use of dynamic programming 
shows that R(t) satisfies the Riccati differential equation as given in (1.2). 
In Section 2, applying the quasi-linearization technique to the matrix 
Riccati differential equation (1.2), we obtain a linear equation. In Section 3, 
we obtain the solution of the linearized equation in terms of fundamental 
matrices and thereby obtain an upper bound for the solution of the matrix 
Riccati differential equation. In Section 4, we obtain a lower bound for the 
solution of the matrix Riccati differential equation. In Section 5, we study 
the behaviour of the successive approximations. 
2. QUASI-LINEARIZATION 
DEFINITION 2.1. A real symmetric matrix A(t) is said to be positive 
definite on Z, if (x, Ax) > 0 for all non-trivial vectors x and for all t E Z. 
DEFINITION 2.2. We say that A(t) B B(t) if and only if [A(t) -B(t)] is 
a non-negative definite matrix. 
Note that if A(t) > B(t)>0 then A-‘(t) d B-‘(t). 
The matrix Riccati equation is obtained in the following way. 
Result 2.1. The matrix transformation R(t) = V(t) Tmm ‘(t) transforms 
the system of two linear equations 
V’(t)=B(t) V(t)+A(t) T(t) 
(2.1) 
T’(t)=C(t) V(t)-B*(t) T(t) 
into the matrix Riccati equation (1.2) and conversely. 
409’147 1-2 
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Proof: Let R(t) = V(t) T ‘(t). Then, 
K(r)= V(t) T l(t)- V(t) T ‘(t) T’(t) T ‘(t) 
= [B(t) V(t)+A(t) T(t)] T ‘(f) 
- V(t) T ‘(t)[C(t) V(t)- B*(t) T(t)] T-‘(t) 
= A(r) + B(t) R(t) + R(t) B*(t) -R(r) C(t) R(r). 
Conversely, we can transform the equation for R(t) into a system of two 
linear equations of the form (2.1) by means of R(t) = V(t) T ‘(t). 
Now apply the quasi-linearization technique to Eq. (1.2). We have 
assumed that the matrix C(t) is a non-negative definite matrix. 
Consider the identity, 
R(t)C(t)R(t)=[W(t)+R(t)- W(t)] C(t)[W(t)+R(t)- W(t)] 
= H’(t) C(t) W(t) + W(t) C(t)[R(t) - W(t)] 
+ CR(f)- w(f)1 c(t) w(t) 
+ CR(f) - J+‘(t)1 C(t)CR(O- Wt)l 
2 W(t) C(t) W(t) + W(t) C(t)L-R(t) - W(t)] 
+ CR(f)- w(t)1 c(t) w(t). 
Thus, 
R(t) C(t) R(t) B w(t) C(f) R(t) + R(t) C(t) w(t) 
- W(t) C(t)W(t) (2.2) 
for all symmetric matrices W(t) and the equality holds only if R(t) = W(t). 
Therefore, Eq. ( 1.2) becomes 
R’(t) d [B(f) - w(f) C(t)1 R(t) + R(f)CB*(t) - C(t) w(t)1 
+ A(t) + W(t) C(t) W(t) with R(o) = E. (2.3) 
Now, the associated equation is 
S’(t)= [B(t)- W(t) C(t)] s(t)+S(t)[B*(t)-C(t) W(t)] 
+ A(t) + W(t) C(t) W(t) with S(o) = E. (2.4) 
Here A(t) + W(t) C(t) W(t) is a positive definite matrix. 
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3. UPPER BOUND OF THE RICCATI EQUATION 
LEMMA 3.1. Y(t) is a fundamental matrix of S’(t) = [B(t) - 
W(t) C(r)] S(t), if and only if Y*(t) . is a un f d amental matrix of S’(t) = 
S(t)[B*(t)- C(t) W(t)], where C(t) and W(t) are symmetric matrices. 
Proof. Suppose Y(t) is a fundamental matrix of S’(t) = [B(t) - 
W(t) C(t)] S(t). Then, 
Y’(t)= [B(t)- W(t) C(t)] Y(t)= Y*(t)= Y*(t) 
x [B*(t) - c*(t) w*(t)] 0 Y*‘(t) = Y*(t) 
x [B*(t)- C(t) W(t)]. 
THEOREM 3.1. Any solution of 
S’(t)= [B(t)- W(t) C(t)] S(t)+S(t)[B*(t)-C(t) W(t)] (3.1) 
is of the form y(t) P* Y*(t), where Y(t) is a fundamental matrix of 
S’(t) = [B(t) - W(t) C(t)] S(t) and P is a constant square matrix of 
order n. 
Proof: Let S(t) = Y(t) K(t), where K(t) is a square matrix of 
order n. Then Y’(t)K(t)+ Y(t)K’(t)= [B(t)- W(t)C(t)] Y(t)K(t)+ 
Y(t)K(t)[B*(t)-C(t)W(t)]oK’(t)=K(t)[B*(t)-C(t) W(t)]oK*‘(t)= 
[B*(t) - C(t) W(t)]* K*(t). Since Y(t) is a fundamental matrix of S’(t) = 
[B*(t) - C(t) W(t)] * S(t), it follows that there exists a constant matrix P 
such that K*(t)= Y(t) P or S(t)= Y(t) P*Y*(t). 
THEOREM 3.2. Any solution of (2.4) is of the form s(t)= Y(t) P*Y*(t) 
+ y(t), where F(t) is a particular solution of (2.4). 
Proof: It can easily be verified that Y(t) P* Y*(t) + F’(t) is a solution of 
(2.4). 
Now to prove that every solution is of the form, let S(t) be any solution 
of (2.4) and y(t) be a particular solution of (2.4). Then it can easily be 
verified that S(t) - F(t) is a solution of (3.1). Hence, by Theorem 3.1 we 
have 
S(t)- F(t)= Y(t) P*Y*(t). 
Therefore, 
S(t)= Y(t) P*Y*(t)+ F(t). 
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THEOREM 3.3. A particular solution of 
S’(t)= [B*(t)-C(r) W(r)]* S(r)+ [A(t)+ H’(t)C(t) W(r)]* Y* ‘(t) 
is of the,form 
j’ Y-‘(s)[A(s) + W(s) C(s) W(s)]* Y*--‘(s) ds . 
0 I 
Proof Write S(t) = Y(t) L(t). Then one can easily find that 
L(t) = j’ Y ‘(s)[A(s) + W(s) C(s) W(s)]* Y* ‘(s) ds. 
0 
THEOREM 3.4. A particular solution Y(t) of the non-homogeneous 
dtfferential equation (2.4) is of the form 
F(t) = Y(t) j’ Y-‘(s)[A(s) + W(s) C(s) W(s)] Y*+‘(s) ds Y*(t). 
0 I 
Proof Let Y(t) be a fundamental matrix of S’(t) = [B(t) - W(t) C(r)] 
S(t), then the matrix F(t) = Y(t) K(t) is a solution of (2.4) if and only if 
K*‘(t) = [B*(t)-C(t) W(t)] K*(t)+ [A(t)+ W(t) C(t) W(t)]* r*-‘(t). 
Now by Theorem 3.3, a particular solution of this equation is of the form 
K*(t) = Y(r) j’ Y-‘(s)[A(s) + W(s) C(s) W(s)]* Y*-‘(s) ds . 
L 0 1 
Hence, 
j’ Y-‘(s)[A(s) + W(s) C(s) W(s)] Y*+‘(s) ds Y*(t). 
0 1 
THEOREM 3.5. Any solution of the initial value problem (2.4) satisfying 
the initial condition S(o) = E is given by 
S(t)= Y(t) Y-‘(o) EY*-‘(0) Y*(t) 
+ Y(t) j’ Y-‘(s)[A(s) + W(s) C(s) W(s)] Y* -l(s) ds 1 y*(t), 0 
where E is the constant square matrix of order n. 
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Proof By Theorems 3.1, 3.2, and 3.4, any solution of Eq. (2.4) is of the 
form 
S(t)= Y(t) P*Y*(t) 
+ Y(t) 
L 
1; Y-‘(s)[A(s) + W(s) C(s) W(s)] y*-‘(s) ds] Y*(t). 
Substituting the general form of s(t) in the initial condition matrix, we 
get S(o) = Y(o) P*Y*(o) + Y(o) P*Y*(o) = E =z= P* = Y-‘(o) EY*+‘(o). 
Hence, s(t)= Y(t) YP’(o)EY*-’ (0) y*(t) + yw[IJ:, y ‘(s)CAb) + W(s) 
C(s) W(s)] Y*-‘(s) ds] Y*(t). We denote the solution s(t) by S( IV, t) 
since the solution depends on the matrix K’(t). Observe that Y(t) YP j(s) is 
the transpose of Y*-‘(s) Y*(f). 
THEOREM 3.6. The upper bound for the solution of the matrix Riccati 
equation (1.2) is S( W, t), where S( W, t) is the solution of (2.4) and is 
denoted by S,( W, t). 
Proof: From Eqs. (2.3) and (2.4) we have 
[s(t) - R(f)]’ 3 [B(t) - w(t) C(t)lCs(f) - R(t)1 + [s(t) - R(t)1 
x [B*(t) - C(t) W(t)1 with [S(o).- R(o)] =O. 
This inequality can be written as 
[s(t) - R(f)]’ = [B(f) - w(t) C(t)lCS(r) - R(f)1 
+ [s(t) - R(t)1 [B*(f) - C(t) w(f)1 
where Q(t) is the positive definite square matrix of 
F(t) = S(t) - R(t), then Eq. (3.2) becomes 
F’(t)= [B(t)- W(t) C(t)] F(t)+F(t)[B*(t)- W(t) 
+ at, with F(o) = 0. 
f e(t), (3.2) 
order n. Let 
C(t)1 
(3.3) 
Now using Theorems 3.1, 3.2, and 3.4, and if Y(r) is a fundamental 
matrix of F’(t) = [B(t) - W(t) C(f)] F(t) then the solution of (3.3) is 
F(t)= Y(t)[j’b YP’(,)Q(s) Y* -l(s)ds] Y*(t). Therefore F(t)>0 or s(t)> 
R(t) or R(t) < S( W, t), i.e., R(t) < S,( W, 1). 
4. LOWER BOUND OF THE RICCATI EQUATION 
THEOREM 4.1. The matrix Riccati equation ( 1.2) can also satisfy a 
Riccati equation for 
R(t) = X-‘(t). (4.1) 
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Proof. Write R(t)=%’ ‘(t). Then, R’(f)= -R(t)X’(t)X l(f)= 
-X-‘(t) X’(t) X l(t). Now the Riccati equation (1.2) becomes 
X’(r)=C(t)-B*(t)X(t)-X(t)B(r)-X(r)A(r)X(r), (4.2 1 
and the initial condition X(o) = E-~ ’ = E, 
Now applying the quasi-linearization technique to the term 
X(t) A(t) X(t), which we mentioned in Section 2, we get 
X(t)A(t)X(t)> w(t)A(t)X(r)+X(t)A(t) W(t)- W(t)A(t) W(t) 
for all symmetric matrices H’(t) and the equality holds only if X(t) = F’(t). 
Now Eq. (4.2) becomes 
X’(t) < -[B*(t) + W(t) A(t)] X(t) - X(t)[B(t) + A(t) W(t)] 
+ C(t)+ W(t) A(t) W(t) with X(o) = E,. (4.3) 
Now, the associated equation becomes 
Y(t)= -[B*(t)+ W(t)A(t)] s(t)-S(t)[B(t)+A(t) W(t)] 
+ C(t) + W(t) A(t) W(t). with S(o)=E,. (4.4) 
THEOREM 4.2. The solution of Eq. (4.4) is of the form 
S(t) = Y,(t) Y,‘(O) E, Y:-‘(o) Y:(t) 
+ Y,(t) 
1J 
l Y;‘(s)[c(s)+ W(s) A(s) W(s)] Y:-‘(S) ds 
0 1 Y?(t), 
where Y,(t) is a fundamental matrix for s’(t) = -[B*(t) + W(t) A(t)] S(t). 
Proof: Using Theorems 3.1, 3.2, and 3.4, we obtain the solution 
S(t)= Y,(t) PI”YY(t)+ Y,(t) j; Y,‘(S) 
I 
x [C(s)+ W(s) A(s) W(s)] Y:-‘(s) ds 1 Y:(t). 
NOW applying the initial condition S(o) = E,, we obtain P: = 
Y;‘(O) El Y: -l(o). Thus, 
+ Y,(t) Y;-‘(s)[C(s, + W(s) A(s) W(s)] Y:-‘(s) ds 1 Y:(t), 
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and we denote the solution S(t) by S( W, t) since the solution depends 
on W. 
THEOREM 4.3. The lower bound for the solution of the Riccati equation 
(1.2) is Sp’( W, t), where S( W. t) is the solution of Eq. (4.4), and we denote 
it by S,( W, t). 
Proof From Eqs. (4.3) and (4.4), 
[S(t)-x(t)]‘> -[B*(t)+ W(t) C(t)lC~(t)-~(t)l 
- [S(t) - Wt)lCB(t) + C(t) W(t)12 
with [X(o) - S(o)] = 0. (4.5) 
If we follow the method mentioned in Theorem 3.6, we obtain S(t) - X(t) 
>O*S-‘(t)<X-‘(t) or X-‘(t)>S-‘(W, t) or R(t)>S,‘(W, t). 
Combining the arguments for the upper and lower bounds, we assert the 
following theorem 
THEOREM 4.4. For any two symmetric matrices W, and W,, we have 
5. MONOTONICITY OF THE SUCCESSIVE APPROXIMATIONS 
Consider Eq. (2.4), with S(o) = E. Let U,(t) be the first approximate 
estimate of S(t) and take this approximation in the place of W(t), and 
write the equation for U,(t), the solution at the second approximation. 
Then, 
G(t) = [B(t)- U,(t) C(f)1 U*(t) + U,(t)CB*(t) - C(t) U,(t)1 
+ A(t) + U,(t) C(t) U,(t), with U,(o) = E. 
Continuing in this fashion we construct a sequence of matrix approxima- 
tions {U,(t)}, where 
u;+,(t)= [B(t)- U,,(t) C(t)] U,+,(t)+ U,,+,(t) 
x [B*(t) - C(t) U,(t)1 + A(t) + U,(t) C(t) U,(t), 
with U,+,(o)=E. (5.1) 
Let us now consider the result that the sequence generated is monotone 
decreasing, that is, U,(t) 2 U,(t) 2 U,(t) . . . U,,(t) > U,, + ,(t) 3 R(t). 
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We have for any tr, R(t) C(r) R(t)> U,,(r) C(t) R(t)+R(t) C(t) U,,(r)- 
U,,(r) C(f) U,,(f). 
Hence Eq. (1.2) can be written as 
R’(t)< A(r) + u,,(f) C(t) U,,(f) + Cf4r) - U,,(t) C(f)1 R(t) 
+ Nr)[B*(f) - C(f) u,,(t)l. (5.2 ) 
Comparing Eqs. (5.1) and (5.2) we get R(t) < U,, + , (f) for any n, within the 
interval of existence of the solution R(t); that is, R(t) is the lower bound 
of the sequence. 
THEOREM 5.1. The solution of the successiae approximations ef Eq. (2.4) 
forms a monotonically decreasing sequence. 
Proof If we write down the equations for (n - 1 )st, nth approximations 
to Eq. (2.4), we get 
u;(t) = LB(t) - u,- l(f) C(t)1 U,(t) + U,,(t)CB*(t) - C(t) u,- ,(t)l 
+ ‘4(f) + u,,- I(f) C(f) u,,- I(f) (5.3) 
and Eq. (5.1) with U,(o) = U,,+](o) = E. 
Let US now consider the result that the sequence generated is monotone 
decreasing, U,(t)>U,(r)> U,(t)...U,,(t)3U,,+,(t). 
NOW Eq. (5.3) satisfies the inequality 
Wf) b [B(t) - U,(f) C(t)1 U,(r) + U,,(tKB*(t) - C(t) U,(t)] 
+ A(f) + U,,(t) C(t) f-J,,(f) with U,(o) = E. (5.4) 
From Eqs. (5.1) and (5.4) we have 
[U,,(t)- U,,+,(t)l’2 t-B(f)- U,(f) C(r)lCU,(t)- U,,+,(t)1 
+ run(t)- u,,+,(t)lCB*(f)- C(t) U,,(f)1 
run(o)- ~,+,(o)l=O. 
If we follow the method mentioned in Theorem 3.6, we obtain 
U,(t) - U,, + i(t) 2 0. Therefore, U, + 1 (t) 6 U,(t), for all n. Thus the 
successive approximations form a monotonically decreasing sequence. 
6. REMARKS 
Remark 6.1. The matrix Riccati equation 
R’(t)=A(t)+B(t)R(t)+R(t)B*(t) 
+ R(f) C(f) R(f) with R(o) = E, (6.1) 
MATRIX RICCATI DIFFERENTIAL EQUATION 21 
has upper and lower bounds for the solution of (6.1) provided A(t) and 
C(t) are of odd order and one of them is positive definite and the other is 
negative definite. 
Remark 6.2. If B(t) 5 0, C(t) = Z, and R(o) = Z, then the matrix Riccati 
differential equation (1.2) reduces to R’(f) = A(t) - R2( t), R(o) = I, and this 
special case is discussed in [3]. 
Remark 6.3. The matrix Riccati equation 
R’(t)=A(t)+B(t) R(t)+R(t)C(t) 
+ R(t) o(f) R(t) with R(o) = E. (6.2) 
A( I), B(t), C(t), and D(t) are positive definite matrices. We could obtain 
only the lower bound for the solution of (6.2) and it is given by S,( W, t), 
where S,( W, t) is the solution of the associated equation 
R’(t)>A(t)+ [B(t)+ W(t)C(t)] R(t)+R(t) 
x [B*(t) + C(r) W(t)1 - W(t) C(f) W(f), R(o) = E, 
and is given by 
S(W, t)= Y(t) Y-‘(o)EZ*+‘(o)Z*(t)+ Y(r) 
X Y-‘(s)[A(s) - W(s) C(s) W(s)] Z* -l(s) ds 
1 
Z*(r), 
Y(t) being a fundamental matrix of S’(t) = [B(t) + W(t) C(t)] S(t) and 
Z(t) being a fundamental matrix of S’(t) = [B*(t) + C(t) W(t)] * S(t). 
At this stage we express our inability to find the upper bound for the 
solution of the Riccati equation (6.2). Work in this direction is in progress. 
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