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Ziel dieser Arbeit ist es, eine Charakterisierung derjenigen diskreten Punkt-
mengen des euklidischen Raumes Rn zu finden, deren sa¨mtliche Voronoizel-
len Polyeder sind. In der Literatur werden, bedingt durch Anwendungen,
in der Regel nur Voronoizellen von endlichen Punktmengen oder Gittern
bzw. (r,R)-Systemen betrachtet. Man weiß, dass in diesen Fa¨llen alle Voro-
noizellen Polyeder sind. In dem Fall, dass die betrachtete Punktmenge ein
Gitter oder allgemeiner ein (r,R)-System ist, sind sogar alle Voronoizel-
len Polytope. Betrachtet man jedoch die Voronoizellen einer beliebigen dis-
kreten Punktmenge, wobei die Diskretheit dadurch charakterisiert sei, dass
die Menge keinen Ha¨ufungspunkt besitze, so findet man Beispiele, in denen
es Voronoizellen gibt, die keine Polyeder sind. Dieses ist sogar dann noch
mo¨glich, wenn die Punktmenge einen festen, positiven Minimalabstand be-
sitzt, also uniform diskret ist. Immerhin ist bereits bekannt, dass alle Voro-
noizellen einer diskreten Punktmenge verallgemeinerte Polyeder sind, sich
also in jeder beschra¨nkten Umgebung als Schnitt endlich vieler Halbra¨ume
darstellen lassen. Wann aber alle Voronoizellen Polyeder sind, ist in der
Vergangenheit noch nicht untersucht worden. Daher bleibt zu untersuchen,
wodurch sich die diskreten Punktmengen, in deren Voronoidiagramm nur
Polyeder vorkommen, von denen, die auch nicht-polyedrische Voronoizellen
besitzen, unterscheiden. Diese Frage wird in dieser Arbeit beantwortet wer-
den.
In der Regel besitzt eine diskrete Punktmenge sowohl polyedrische als
auch nicht-polyedrische Voronoizellen. Man wird sehen, dass die kritischen
Punkte, das heißt die Punkte der diskreten Punktmenge, deren Voronoizelle
kein Polyeder ist, stets auf dem Rand der von der Punktmenge erzeugten
konvexen Hu¨lle liegen. Denn es la¨sst sich zeigen, dass die Voronoizelle eines
Punktes p einer diskreten Punktmenge genau dann ein Polytop ist, wenn p
ein innerer Punkt der Punktmenge ist, das heißt wenn p im Inneren der von
der Punktmenge erzeugten konvexen Hu¨lle liegt. Dieses Ergebnis deckt sich
auch mit den bereits bekannten Fa¨llen, in denen die diskrete Punktmen-
ge ein Gitter oder allgemeiner ein (r,R)-System ist. Denn in diesen Fa¨llen
besteht die Punktmenge nur aus inneren Punkten, und es sind alle Voro-
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noizellen Polytope. Ist also die Voronoizelle eines Punktes kein Polyeder, so
muss dieser Punkt zwangsla¨ufig ein Randpunkt der Punktmenge sein, das
heißt im Rand ihrer konvexen Hu¨lle enthalten sein. Damit kommt die Be-
trachtung konvexer Hu¨llen diskreter Punktmengen ins Spiel. In dem Fall,
dass die Punktmenge P endlich ist, weiß man, dass die konvexe Hu¨lle von P
ein Polytop, also insbesondere abgeschlossen und beschra¨nkt ist; alle Voro-
noizellen sind in diesem Fall Polyeder. Ist aber die diskrete Punktmenge
unbeschra¨nkt und damit unendlich, so kann es sein, dass die konvexe Hu¨lle
der Punktmenge weder abgeschlossen noch polyedrisch ist; in diesem Fall
ko¨nnen nicht-polyedrische Voronoizellen auftreten. Diese Beobachtung la¨sst
auf einen Zusammenhang zwischen dem Auftreten nicht-polyedrischer Voro-
noizellen und der Gestalt der konvexen Hu¨lle der Punktmenge schließen. Da-
durch bedingt ergibt sich eine Unterteilung der Arbeit in zwei aufeinander
aufbauende Hauptteile: Zum einen wird die konvexe Hu¨lle einer diskreten
Punktmenge na¨her untersucht und ihr Randverhalten beschrieben werden.
Zum anderen wird man die Voronoizellen der diskreten Punktmenge genau
betrachten und einen Zusammenhang mit dem lokalen Randverhalten der
konvexen Hu¨lle der Punktmenge herstellen.
Vorab wird im ersten Kapitel dieser Arbeit ein kurzer U¨berblick u¨ber
die Theorie konvexer Mengen gegeben. Dabei kann diese Theorie natu¨rlich
nicht in ihrer ganzen Vielfalt wiedergegeben werden. In Bezug auf die oben
genannten Ziele dieser Arbeit liegen die Schwerpunkte des ersten Kapitels
vielmehr auf der Beschreibung und Darstellung konvexer Mengen, insbeson-
dere konvexer Hu¨llen und Kegel, der Beschreibung des Randes einer konve-
xen Menge, sowie einer kurzen Darstellung der Eigenschaften von Polytopen
und polaren Mengen und Kegeln. Da alle Definitionen und Aussagen des er-
sten Kapitels bekannt sind, wird unter Angabe von Standardliteratur auf
Beweise verzichtet. Stattdessen wird die Bedeutung verschiedener Begriffe
und Sa¨tze erkla¨rt und auf Zusammenha¨nge zwischen den Aussagen einge-
gangen.
Unter Verwendung der im ersten Kapitel bereitgestellten Grundlagen
wird in Kapitel 2 der erste Schwerpunkt dieser Arbeit, die Beschreibung der
konvexen Hu¨lle einer diskreten Punktmenge, behandelt. Die in diesem Kapi-
tel erzielten Ergebnisse stellen eine Fortfu¨hrung der Theorie konvexer Men-
gen im Hinblick auf nicht notwendig abgeschlossene, unbeschra¨nkte konvexe
Mengen dar. Im ersten Abschnitt des zweiten Kapitels werden neben einer
Beschreibung der Diskretheit einer Menge verschiedene Darstellungssa¨tze
u¨ber Punkte und Teilmengen konvexer Mengen bewiesen. Damit sind die
im ersten Abschnitt angegebenen Sa¨tze als eher klassisch zu sehen; in die-
sem Teil wird die Grundlage fu¨r die Untersuchung der Randstruktur der
konvexen Hu¨lle einer diskreten Punktmenge, die sich im zweiten Abschnitt
des zweiten Kapitels anschließt, geschaffen. Die Beschreibung der Rand-
struktur gliedert sich wiederum in die Untersuchung der Extrempunkte des
Abschlusses der konvexen Hu¨lle der Punktmenge sowie in eine Beschreibung
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der Randbereiche, die in der konvexen Hu¨lle enthalten sind, und vor allem
derer, die mit der konvexen Hu¨lle einen leeren Schnitt haben, auf. Es wird
gezeigt, dass die Menge der Extrempunkte des Abschlusses der konvexen
Hu¨lle einer diskreten Punktmenge P in der Punktmenge P enthalten ist,
und die maximalen Randbereiche, die mit der konvexen Hu¨lle einen leeren
Schnitt haben, unbeschra¨nkt sind und mit wenigstens einer Hyperebene ei-
ne unbeschra¨nkte Schnittmenge besitzen. Zusa¨tzlich wird gezeigt, dass ein
regula¨rer Punkt des Abschlusses der konvexen Hu¨lle einer diskreten Punkt-
menge nie exponiert sein kann. Letztendlich la¨sst sich damit zeigen, dass
es zu jedem Randpunkt der konvexen Hu¨lle einer diskreten Punktmenge
stets eine im Rand enthaltene lineare Strecke positiver La¨nge gibt, die die-
sen Randpunkt entha¨lt. Insgesamt erha¨lt man somit eine Vorstellung davon,
wie der Rand der konvexen Hu¨lle einer diskreten Punktmenge geometrisch
aussieht. Durch die Angabe verschiedener Beispiele werden die Aussagen des
zweiten Abschnittes des zweiten Kapitels zusa¨tzlich motiviert und gestu¨tzt.
Es fa¨llt auf, dass die Dimension 2 einen Spezialfall darstellt: Dort la¨sst sich
zusa¨tzlich zeigen, dass der Rand der konvexen Hu¨lle einer diskreten Punkt-
menge stets stu¨ckweise linear ist und im Falle der uniformen Diskretheit
der Punktmenge eine Erweiterung der Punktmenge existiert, deren konvexe
Hu¨lle abgeschlossen und gleich dem Abschluss der konvexen Hu¨lle der Aus-
gangspunktmenge ist. Diese Ergebnisse werden im dritten Abschnitt des
zweiten Kapitels bewiesen. Dort wird zusa¨tzlich ein Beispiel angegeben, das
zeigt, dass die konvexe Hu¨lle einer diskrete Punktmenge in einer ho¨heren Di-
mension im Allgemeinen kein verallgemeinertes Polyeder ist, sich also auch
nicht lokal als Schnitt von endlich vielen Halbra¨umen darstellen la¨sst. Die
im zweiten Kapitel durchgefu¨hrte Untersuchung der konvexen Hu¨lle einer
diskreten Punktmenge soll anschließend als Grundlage fu¨r die Beschreibung
der Gestalt der Voronoizellen einer beliebigen, in der Regel unendlichen,
diskreten Punktmenge im dritten Kapitel dienen. Trotzdem sind die in die-
sem Kapitel entwickelten Ergebnisse als durchaus eigensta¨ndige Theorie zu
sehen, da die dabei durchgefu¨hrten Untersuchungen weit u¨ber das hinaus
gehen, was fu¨r die Beschreibung der Voronoizellen beno¨tigt wird.
In Kapitel 3 schließt sich nun der zweite Hauptteil dieser Arbeit, die Be-
schreibung der Voronoizellen einer diskreten Punktmenge, an. Dabei wird
im ersten Abschnitt dieses Kapitels zuna¨chst ein kurzer U¨berblick u¨ber die
bereits bekannten Ergebnisse u¨ber die Struktur der Voronoizellen von Git-
tern und (r,R)-Systemen gegeben: Man weiß, dass in beiden Fa¨llen alle
Voronoizellen Polytope sind und kann im Fall des Gitters die voronoire-
levanten Vektoren genau charakterisieren. Ab dem zweiten Abschnitt des
dritten Kapitels wird die Theorie der Voronoizellen auf allgemeine diskre-
te Punktmengen ausgedehnt. Motiviert durch ein Beispiel einer diskreten
Punktmenge, die eine nicht-polyedrische Voronoizelle besitzt (siehe Beispiel
3.2.1), wird im zweiten Abschnitt ein Zusammenhang zwischen dem Rand-
verhalten der konvexen Hu¨lle der betrachteten diskreten Punktmenge und
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dem Auftreten nicht-polyedrischer Voronoizellen hergestellt. Es wird bewie-
sen, dass die Punkte, deren Voronoizellen Polytope sind, genau die inne-
ren Punkte der diskreten Punktmenge sind, das heißt die Voronoizelle eines
Punktes ist genau dann ein Polytop, wenn der Punkt im Inneren der kon-
vexen Hu¨lle der Punktmenge liegt. Damit hat man eine erste Verallgemei-
nerung der bereits bekannten Theorie gefunden. Eine diskrete Punktmenge,
deren sa¨mtliche Voronoizellen Polytope sein sollen, muss nicht notwendig
ein (r,R)-System sein, es genu¨gt, wenn die konvexe Hu¨lle der Punktmenge
den gesamten Raum erzeugt; ein Beispiel einer solchen Menge ist auf Seite
88 angegeben. Aber selbst diese Bedingung kann weiter abgeschwa¨cht wer-
den. Um zu gewa¨hrleisten, dass alle Voronoizellen Polytope sind, genu¨gt es,
dass alle Punkte der diskreten Punktmenge innere Punkte sind, also im In-
neren der von der Punktmenge erzeugten konvexen Hu¨lle liegen. Als ersten
Hauptsatz dieser Arbeit erha¨lt man somit, dass genau dann alle Voronoizel-
len Polytope sind, wenn die diskrete Punktmenge nur aus inneren Punkten
besteht. Damit ist klar, dass die Punkte, deren Voronoizellen keine Polyeder
sind, auf dem Rand der konvexen Hu¨lle der Punktmenge liegen mu¨ssen, und
man ko¨nnte vermuten, dass genau dann alle Voronoizellen Polyeder wa¨ren,
wenn die konvexe Hu¨lle der Punktmenge abgeschlossen wa¨re. Dass aus der
Polyedrizita¨t aller Voronoizellen die Abgeschlossenheit der konvexen Hu¨lle
folgen wu¨rde, wird jedoch mit einem Gegenbeispiel widerlegt (siehe Seite
95). Die Umkehrung der Aussage, dass aus der Abgeschlossenheit der kon-
vexen Hu¨lle der Punktmenge folgt, dass alle Voronoizellen Polyeder sind,
wird im dritten Abschnitt des dritten Kapitels fu¨r den Spezialfall der Di-
mension 2 bewiesen. Es wird gezeigt, dass sich in Dimension 2 die poly-
edrischen Voronoizellen in vier verschiedene Typen einteilen lassen. Da die
Gestalt der Voronoizelle eines Punktes im Allgemeinen nicht von der gesam-
ten diskreten Punktmenge, sondern nur von einer Teilmenge, na¨mlich den
zu diesem Punkt voronoirelevanten Punkten, abha¨ngt, wird deutlich, dass
die Eigenschaft der Voronoizelle, ein Polyeder zu sein, eine lokale Eigen-
schaft der Punktmenge ist. Eine globale Eigenschaft der Punktmenge, wie
die Abgeschlossenheit ihrer konvexen Hu¨lle, kann daher nicht zu der gesuch-
ten Charakterisierung derjenigen diskreten Punktmengen, deren sa¨mtliche
Voronoizellen Polyeder sind, fu¨hren. Daher wird im vierten Abschnitt des
dritten Kapitels der Zusammenhang zwischen der Gestalt der Voronoizelle
eines Randpunktes der diskreten Punktmenge und dem lokalen Randverhal-
ten ihrer konvexen Hu¨lle untersucht. Eine lokale Betrachtung des Randes
der konvexen Hu¨lle der Punktmenge fu¨hrt auf den Begriff des Richtungs-
kegels und die Definition richtungsrelevanter Halbra¨ume und Hyperebenen
(siehe Seite 108 ff). Dazu wird ein notwendiges Kriterium fu¨r die Rich-
tungsrelevanz einer Stu¨tzhyperebene der konvexen Hu¨lle der Punktmenge
gezeigt. Obwohl es in der Regel keinen Zusammenhang zwischen den zu
einem Punkt voronoirelevanten Punkten und den fu¨r diesen Punkt rich-
tungsrelevanten Hyperebenen gibt, erha¨lt man mittels des Richtungskegels
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die gesuchte Charakterisierung. Es wird bewiesen, dass die Voronoizelle ei-
nes Randpunktes einer diskreten Punktmenge genau dann ein Polyeder ist,
wenn der Richtungskegel des Punktes endlich erzeugt ist. Als direkte Folge-
rungen dieses Satzes erha¨lt man, dass isolierte Punkte sowie Extrempunkte
der konvexen Hu¨lle, die keine Extrempunkte des Abschlusses der konvexen
Hu¨lle sind, stets kritisch sind. Ebenso ergibt sich das bereits bekannte Er-
gebnis, dass alle Voronoizellen einer endlichen Punktmenge Polyeder sind,
als unmittelbare Folgerung. Durch eine Erweiterung der Definition des Rich-
tungskegels auf innere Punkte der Punktmenge la¨sst sich damit der zweite
Hauptsatz dieser Arbeit beweisen: Es sind genau dann alle Voronoizellen
einer diskreten Punktmenge Polyeder, wenn die Punktmenge lokal endlich
erzeugt ist, das heißt wenn die Richtungskegel aller Punkte der Punktmenge
endlich erzeugt sind.
Damit beantwortet diese Arbeit die Frage nach einer Charakterisierung
derjenigen diskreten Punktmengen, deren sa¨mtliche Voronoizellen Polyeder
sind. Die in der Vergangenheit betrachteten Fa¨lle von endlichen Punktmen-
gen, Gittern und (r,R)-Systemen integrieren sich in die hier entwickelte
Theorie und treten darin als Spezialfa¨lle auf.
Hintergrund der Problemstellung: Quantizer
Der Ausgangspunkt dieser Arbeit war die Bescha¨ftigung mit Quantizern.
Das mag nun ein wenig verwundern, da Quantizer als Anwendung in der
Ingenieursmathematik vorkommen, diese Arbeit aber eine rein theoretische
Geometriearbeit ist. Um den Zusammenhang zu verdeutlichen, soll an dieser
Stelle die Theorie der Quantizer kurz skizziert werden.
Im Sinne der Informationstheorie ist ein Quantizer ein Bestandteil eines
Datenu¨bertragungssystems. Noch bevor die Daten mit Hilfe eines fehlerkor-
rigierenden Codes codiert werden, um mo¨glichst fehlerfrei durch einen Kanal
geschickt werden zu ko¨nnen, mu¨ssen sie in eine weiterverarbeitbare Form ge-
bracht werden, das heißt sie mu¨ssen komprimiert werden. Dieses geschieht
mit einem Quantizer (siehe Abbildung 1).





Ein Quantizer ”vereinfacht“ die Daten, so dass sie besser verarbeitet
werden ko¨nnen. Dabei wird bewusst in Kauf genommen, dass Informati-
on verloren geht. Das Ziel ist es nun, den Quantizer so zu konstruieren,
dass trotz Informationsverlustes die quantisierten Daten immer noch die
Ausgangsdaten ausreichend gut wiedergeben. Zur Veranschaulichung dieses
Problems sei zum Beispiel an die Bildverarbeitung erinnert. Wa¨hlt man die
Pixelgro¨ße (Bildpunktgro¨ße) sehr klein, so erha¨lt man ein sehr scharfes Bild
des betrachteten Objekts, muss aber dafu¨r in Kauf nehmen, dass die dazu
erforderliche Datenmenge sehr groß ist. Wa¨hlt man stattdessen die Pixel-
gro¨ße sehr groß, so beno¨tigt man zur Darstellung nur sehr wenige Daten,
hat dafu¨r aber einen Verlust an Scha¨rfe.
Ein Quantizer liefert also eine Pflasterung des Raumes, zum Beispiel
einer Bildebene. Dabei wird der Raum so in Parzellen unterteilt, dass durch
die Vereinigung dieser Zellen der ganze Raum u¨berdeckt wird, sich aber je
zwei Zellen ho¨chstens in ihren Ra¨ndern schneiden. In diesen Zellen wird dann
jeweils ein ”ausgezeichneter“ Punkt gewa¨hlt, auf den alle anderen Punkte
der Zelle bei der Quantisierung abgebildet werden (siehe Abbildung 2). Gibt
man sich eine diskrete Menge ”ausgezeichneter“ Punkte vor, so wird bei der
Quantisierung genau dann der kleinste Fehler gemacht, wenn die zugeho¨rigen



























Mathematisch spiegelt sich das in der Theorie der Vektorquantizer wider.
Betrachtet man den Rn mit einer Norm ‖.‖, so erha¨lt man die folgende
Definition.
Definition 0.0.1 (vgl. [AgEr96], [ConSlo99]) Ein n-dimensionaler Vektor-
quantizer ist ein Tupel (Q,P) bestehend aus einer diskreten Punktmenge
P ⊂ Rn und einer Abbildung Q : Rn → P, die jedem Punkt x ∈ Rn einen
bezu¨glich der gegebenen Norm na¨chsten Punkt p ∈ P zuordnet. Dabei wird
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V (p) mit V (p) := {x ∈ Rn | ‖x− p‖2 ≤ ‖x− p′‖2 ∀p′ ∈ P}.
(Man beachte, dass die Zerlegung nicht disjunkt ist; je zwei benachbarte
Voronoizellen schneiden sich im Rand.)
Die dadurch definierte Pflasterung des Rn wird auch als Voronoidiagramm
bezeichnet. Die Abbildung Q la¨sst sich damit nun wie folgt definieren:
Ist der zu quantisierende Punkt x ∈ Rn kein Randpunkt einer Voronoizelle
V (p), p ∈ P, des Quantizers, das heißt gilt x 6∈ ∂V (p) fu¨r alle p ∈ P, so
liefert
Q(x) := arg min
p∈P
‖x− p‖2
den eindeutig bestimmten na¨chsten Punkt p ∈ P an x. Dabei bezeichnet
”argmin“ das Argument, in dem das Minimum angenommen wird.
Fu¨r den Fall, dass x auf dem Rand mehrerer Voronoizellen liegt und damit
auch mehrere na¨chste Punkte p1, . . . , pk ∈ P besitzt, wird zufa¨llig einer
dieser Punkte ausgewa¨hlt, und x auf diesen abgebildet. Genau genommen
ist Q damit eine Zufallsvariable.
Eine naheliegende Aufgabenstellung in der Theorie der Quantizer, der
jedoch in dieser Arbeit nicht weiter nachgegangen werden soll, ist die Kon-
struktion von ”guten“ Quantizern. In der Literatur (vgl. [GeG03]) findet
man eine Reihe von Algorithmen, mittels derer die Punkte und Zellen eines
Start-Quantizers ”optimiert“ werden sollen. Die Gu¨te eines Quantizers wird
dabei durch die sogenannte Quantizer-Konstante bestimmt. Im Falle einer
endlichen Punktmenge erha¨lt man folgende Definition:
Definition 0.0.2 (vgl. [ConSlo99]) Es sei (Q,P) ein n-dimensionaler Vek-















die Quantizer-Konstante zu Q.
Wird als Punktmenge P ein Gitter L gewa¨hlt (siehe Seite 82), so wird
der zugeho¨rige Quantizer als Gitterquantizer bezeichnet. Die Quantizer-
Konstante vereinfacht sich in diesem Fall zu folgender Form:
Definition 0.0.3 (vgl. [ConSlo99]) Zu einem n-dimensionalen Gitterquan-










definiert. Dabei bezeichnet V (L) die Voronoizelle des Gitters (um 0).
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Man beachte, dass bei einem Gitterquantizer alle Zellen die gleiche Form
haben. Fu¨r einen beliebigen Quantizer ist dieses in der Regel nicht erfu¨llt.
In diesem Zusammenhang tritt nun die dieser Arbeit zugrunde liegende
Fragestellung auf. Wa¨hlt man als diskrete Punktmenge P eines Quantizers
eine endliche Punktmenge, so ist klar, dass alle Voronoizellen Polyeder sind.
Ebenso sind in dem Fall, dass P ein Gitter ist, alle Voronoizellen Polytope.
Aber wie sieht das fu¨r beliebige diskrete Punktmengen aus? Sind die Voro-
noizellen auch im allgemeinen Fall immer Polyeder? Wie kann man, falls
dieses nicht gilt, die Fa¨lle, in denen alle Voronoizellen Polyeder sind, cha-
rakterisieren? Dieser Fragestellung wird in dieser Arbeit nachgegangen.
Weitere Anwendungen
Neben der Informationstheorie finden Voronoizellen auch in vielen anderen
Bereichen der Wissenschaft eine Anwendung. So sind sie in Bereichen der
Physik, der Kristallographie, aber auch der Astrologie und Meteorologie,
in der Statistik, der Biologie, der Raumplanung und noch vielen weiteren
Gebieten von Bedeutung (vgl. [OBS92], [StMe83]). Entsprechend vielfa¨ltig
sind auch die Bezeichnungen und Synonyme, die fu¨r Voronoizellen verwendet
werden. In der Mathematik sind diese Zellen, bedingt durch die Arbeiten
von Dirichlet (1850) und Voronoi (1908) u¨ber quadratische Formen, in der
Regel als Voronoizellen, Dirichletzellen oder auch Dirichlet-Voronoizellen,
kurz DV-Zellen, bekannt; die dabei entstehende Pflasterung wird ha¨ufig als
Dirichlet Pflasterung oder auch als Voronoidiagramm bezeichnet. In der
Meteorologie und Geographie ist dagegen der Begriff Thiessen Polygon und
in der Physik die Bezeichnung Wigner-Seitz Zelle gebra¨uchlich. Eine kurze
Beschreibung der historischen Entwicklung der Theorie der Voronoizellen
findet man in [OBS92].
In der Informationstheorie sowie in der Statistik sind die betrachte-
ten Punktmengen aufgrund technischer Restriktionen meistens endlich. Ein
Schwerpunkt liegt hier auf der Konstruktion schneller Algorithmen, mit de-
nen ”optimale“ Punktmengen gefunden oder Voronoizellen konkret berech-
net werden ko¨nnen (vgl. [GeG03]). Aus Sicht der Informatik ist daher insbe-
sondere die Komplexita¨t der Berechnungsprobleme, die im Zusammenhang
mit Voronoidiagrammen und Na¨chste-Nachbar-Problemen auftreten, von In-
teresse. Fu¨r den Spezialfall einer endlichen Punktmenge in der Ebene ist die
Komplexita¨t vieler solcher Probleme bekannt (vgl. [Klei97]).
In der Kristallographie werden dagegen meistens unendliche Punktmen-
gen, sogenannte (r,R)-Systeme, die im Raum gleichma¨ßig verteilt und uni-
form diskret sind, betrachtet. Einen Spezialfall solcher unendlicher Mengen
stellen Gitter dar, die in der klassischen Kristallographie, in der symmetri-
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sche, periodische Strukturen im Mittelpunkt stehen, von großer Bedeutung
sind (vgl. auch [Baa02], [Engel86], [Sen95]). Ein noch relativ neues Gebiet
im Umfeld der Kristallographie ist die Theorie der Quasikristalle, in dem
nichtperiodische Kristalle untersucht werden. Die dabei verwendeten Model-
le legen meistens als Ausgangspunktmenge ein (r,R)-System, das bestimm-
te zusa¨tzliche Eigenschaften besitzt, zugrunde (vgl. [Baa02], [Sen97]). Dieses
Modell ist jedoch nicht optimal, da es noch eine offene Fragestellung ist, wel-
che Eigenschaften fu¨r eine diskrete Menge hinreichend und notwendig sind,
damit diese Menge zu einem nichtperiodischen Kristall geho¨rt (vgl. [Sen97]).
Daher ko¨nnte sich an dieser Stelle eine Anwendungsmo¨glichkeit der in die-
ser Arbeit erzielten Ergebnisse ergeben. Denn in dieser Arbeit wird gezeigt,
dass bereits dann alle Voronoizellen einer diskreten Punktmenge Polytope
sind, wenn alle Punkte der Menge innere Punkte sind, was bereits erfu¨llt ist,
wenn die konvexe Hu¨lle der Punktmenge gleich dem gesamten Raum ist.
Des weiteren fu¨hren die in dieser Arbeit betrachteten Beispiele diskreter
Punktmengen u¨ber ihre Voronoidiagramme auch zu interessanten Beispielen
von Pflasterungen. Es lassen sich dabei nicht-normale Pflasterungen kon-
struieren, die trotzdem in gewisser Weise sinnvoll erzeugt sind. So wird ein
Beispiel (siehe Seite 95) einer ebenen diskreten Punktmenge, die vollsta¨ndig
in einem Streifen enthalten ist, nur aus inneren Punkten besteht und de-
ren sa¨mtliche Voronoizellen Polytope sind, angegeben werden. Die Untersu-
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Die Untersuchung der Gestalt von Voronoizellen setzt grundlegende Kennt-
nisse u¨ber konvexe Mengen voraus. Daher soll in diesem Kapitel ein kurzer
U¨berblick u¨ber die bereits bestehende Theorie der konvexen Mengen gege-
ben werden. Wie auch viele andere Bereiche der Mathematik, ist auch die
Theorie der konvexen Mengen sehr facettenreich und weit verzweigt. Daher
kann hier sicherlich nur ein Teil der gesamten Theorie wiedergegeben werden.
Dabei stehen vor allem im Folgenden noch beno¨tigte Definitionen und Sa¨tze
im Vordergrund. Zum besseren Versta¨ndnis wird an verschiedenen Stellen
auf die Bedeutungen und Zusammenha¨nge der Begriffe und Aussagen ein-
gegangen. Da alle Sa¨tze dieses Kapitels bekannt und in vielen Lehrbu¨chern
zu finden sind, wird hier auf die Angabe von Beweisen verzichtet und statt-
dessen auf Standardliteratur verwiesen.
Zuna¨chst werden die im Folgenden verwendeten Notationen festgelegt
und grundlegende Begriffe definiert: Zu zwei Punkten x, y ∈ Rn bezeichne
〈x, y〉 das Skalarprodukt zwischen x und y. Mit d(x, y) := 〈x − y, x − y〉1/2
sei der Abstand zwischen x, y und mit ‖x‖ := 〈x, x〉1/2 die Norm von x
bezeichnet. Entsprechend la¨sst sich auch der Abstand zwischen einem Punkt
und einer Menge bzw. zwischen zwei Mengen definieren. Ist x ∈ Rn und
M ⊂ Rn, so bezeichnet d(x,M) := inf{‖x−m‖ | m ∈M} den Abstand von
x zu M . Zu M,N ⊂ Rn ist der Abstand definiert als d(M,N) := inf{‖m−
n‖ | m ∈ M, n ∈ N}. Als ε-Umgebung einer Menge M ⊂ Rn wird fu¨r
ein ε > 0 die Menge U(M, ε) := {x ∈ Rn | d(x,M) < ε} bezeichnet.
B(x, r) := {y ∈ Rn | d(x, y) ≤ r} sei die abgeschlossene Kugel um x ∈
Rn mit Radius r ∈ R>0. Die offene Kugel um x mit Radius r > 0 sei
B◦(x, r) := {y ∈ Rn | d(x, y) < r}. Gibt es zu einer Menge M ⊂ Rn eine
Kugel B(x, r), fu¨r die M ⊂ B(x, r) gilt, so heißt die Menge M beschra¨nkt.
Eine MengeM ⊂ Rn heißt offen, wenn es zu jedem Punkt x ∈M ein r ∈ R>0
gibt mit B◦(x, r) ⊂ M . Ist das Komplement M c := Rn \M einer Menge
M offen, so ist M abgeschlossen. Insbesondere sind Rn und ∅ offen und
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abgeschlossen. Es gilt, dass abza¨hlbare Vereinigungen und endliche Schnitte
offener Mengen wieder offen sind. Entsprechend sind abza¨hlbare Schnitte
und endliche Vereinigungen abgeschlossener Mengen abgeschlossen.
Eine a¨quivalente Beschreibung abgeschlossener Mengen erha¨lt man u¨ber
die Betrachtung von Folgen: Eine Menge ist genau dann abgeschlossen, wenn
die Grenzwerte aller in der Menge enthaltenen konvergenten Folgen eben-
falls wieder zu der Menge geho¨ren. Eine Folge in einer beschra¨nkten Men-
ge ist ebenfalls beschra¨nkt und besitzt daher nach dem Satz von Bolzano-
Weierstrass eine konvergente Teilfolge.
Satz 1.0.1 (Bolzano-Weierstrass) (vgl. [Koen93]) Im euklidischen Raum
Rn gilt, dass jede beschra¨nkte Folge eine konvergente Teilfolge besitzt.
Ist eine Menge M abgeschlossen und beschra¨nkt, so heißt M kompakt.
Zu einer Menge M definiert man das Innere M◦ von M als die Vereini-
gung aller in M enthaltenen offenen Mengen, M◦ :=
⋃
A⊂M, A offenA. Der
Abschluss M von M ist definiert als der Schnitt u¨ber alle abgeschlossenen,
M enthaltenden Mengen, das heißt es gilt M :=
⋂
A⊃M, A abgeschlossenA. Als
Rand ∂M von M wird die Menge ∂M := M ∩M c definiert. Es gilt, dass
der Rand einer Menge stets abgeschlossen ist.
Auf der Menge aller Teilmengen des Rn la¨sst sich mittels der Teilmen-
genrelation eine Halbordnung definieren. Dabei bezeichnet eine Halbordnung
eine reflexive und transitive Relation. Die Betrachtung aufsteigender Ketten
von Elementen bzgl. der gegebenen Halbordnung, wozu im Fall der Teilmen-
genrelation die Betrachtung unendlicher Vereinigungen von Mengen geho¨rt,
fu¨hrt auf die Frage nach der Existenz eines maximalen Elementes. In diesem
Zusammenhang sei an das Lemma von Zorn erinnert:
Lemma 1.0.2 (Zorn) (vgl. [Span66]) Jede nicht leere, halbgeordnete Men-
ge, in der jede (aufsteigende) Kette eine obere Schranke besitzt, entha¨lt min-
destens ein maximales Element.
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1.1 Konvexe Mengen und Kegel
Die Konvexita¨t, die in der Geometrie sowie in anderen Gebieten wie zum
Beispiel der Optimierung eine große Rolle spielt, gewa¨hrleistet, dass ein Ob-
jekt, eine Menge oder eine Funktion, gewisse ”scho¨ne“ Eigenschaften besitzt.
Bezogen auf Mengen bedeutet die Konvexita¨t, dass mit je zwei Punkten aus
der Menge auch stets deren Verbindungsstrecke wieder in der Menge liegt.
Definition 1.1.1 (vgl. [Grun03]) Es sei K eine Menge in Rn. Dann heißt
K konvex, wenn fu¨r alle a, b ∈ K und alle 0 ≤ λ ≤ 1 gilt λa+ (1− λ)b ∈ K.
Definition 1.1.2 (vgl. [Schn93]) Eine nicht leere, kompakte, konvexe Men-
ge K ⊂ Rn heißt konvexer Ko¨rper.
Es ist sicherlich sinnvoll, zwischen der konvexen Kreisscheibe in der Ebe-
ne und einer konvexen Kreisscheibe im Raum zu unterscheiden. Das heißt es
ist von Bedeutung, ob fu¨r die betrachtete konvexe Menge der ganze Raum
beno¨tigt wird oder ob sich die konvexe Menge bereits in einen Raum klei-
nerer Dimension einbetten la¨sst. Diese U¨berlegung fu¨hrt auf die Definition
einer ”affinen Menge“ bzw. der ”affinen Hu¨lle“. Dadurch wird es mo¨glich,
einer konvexen Menge eine ”Dimension“ zuzuordnen und sinnvoll von ”in-
neren Punkten“ zu sprechen.
Definition 1.1.3 (vgl. [Rock70]) Eine Menge M ⊂ Rn heißt affin, wenn
fu¨r alle x, y ∈M und alle λ ∈ R auch (1− λ)x+ λy wieder in M liegt.
Definition 1.1.4 (vgl. [Rock70]) Zu einer Menge M ⊂ Rn definiert man
die affine Hu¨lle aff(M) von M als Schnitt aller M enthaltenden affinen
Mengen, also aff(M) :=
⋂
A⊃M, A affinA.
Betrachtet man als Beispiel wieder die Kreisscheibe, einmal in der Ebene
und einmal im Raum, so kann es sinnvoll sein, in beiden Fa¨llen die gleichen
Punkte als ”innere Punkte“ zu bezeichnen. Da aber die Kreisscheibe im
Raum nach Definition eines inneren Punktes keine inneren Punkte entha¨lt,
muss hier genauer zwischen verschiedenen Arten von inneren Punkten un-
terschieden werden. Dazu betrachtet man die konvexe Menge in der von
ihr erzeugten affinen Hu¨lle, das heißt in dem von ihr aufgespannten affinen
Unterraum, und bezeichnet die darin liegenden inneren Punkte als ”relative
innere Punkte“ der konvexen Menge.
Definition 1.1.5 (vgl. [Rock70]) Es sei K ⊂ Rn eine konvexe Menge.
Dann bezeichnet man die Menge relintK := {x ∈ K | ∃r > 0 mit B(x, r) ∩
aff(K) ⊂ K} als relatives Inneres von K.
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Es gilt, dass die affine Hu¨lle aff(M) einer Menge M ⊂ Rn ein affiner
Raum ist. Die Dimension dimaff(M) der affinen Hu¨lle wird somit als Di-
mension des zugeho¨rigen Vektorraumes definiert. Genauso definiert man die
Dimension einer konvexen Menge u¨ber die Dimension des durch sie aufge-
spannten affinen Unterraumes.
Definition 1.1.6 (vgl. [Grun03]) Zu einer Menge M ⊂ Rn definiert man
die Dimension dimM der MengeM als Dimension der affinen Hu¨lle vonM .
Es gilt also dimM := dimaff(M).
Wie bei allen Eigenschaften von Mengen, kann man sich auch bei der
Konvexita¨t fragen, wie sich diese Eigenschaft unter Durchschnittsbildung
verha¨lt, was beim U¨bergang zum Abschluss oder bei der Anwendung affiner
Transformationen auf die Menge geschieht.
Satz 1.1.7 (vgl. [Grun03])
1. (Ki)i∈I sei eine Familie konvexer Mengen in Rn und I eine Indexmen-




2. Ist K ⊂ Rn konvex, so sind auch der Abschluss K und das Innere K◦
von K konvex.
3. Ist K ⊂ Rn konvex und σ : Rn → Rn eine affine Transformation des
Rn, so ist auch σ(K) konvex.
Hat man eine beliebige Menge gegeben, so kann man immer eine zu
dieser Menge zugeho¨rige konvexe Menge bilden. Genauer la¨sst sich stets
eine kleinste konvexe Menge finden, die eine gegebene Menge entha¨lt. Diese
Idee fu¨hrt auf das Prinzip der konvexen Hu¨llenbildung.
Definition 1.1.8 (vgl. [Grun03]) Die konvexe Hu¨lle convM einer Menge
M ⊂ Rn ist der Durchschnitt allerM enthaltenden konvexen Mengen in Rn.




λiai | ai ∈M, λi ≥ 0,
m∑
i=1
λi = 1, m ∈ N
}
.
Die konvexe Hu¨lle der Menge M ist somit die kleinste, von M erzeugte kon-
vexe Menge. Es ist auch leicht einzusehen, dass fu¨r die konvexe Hu¨lle einer
MengeM ⊂ Rn offenbar conv(conv(M)) = conv(M) gilt. A¨hnlich leicht folgt
fu¨r ineinander liegende MengenM ⊂ N die Beziehung conv(M) ⊂ conv(N).
Ist M = {a1, . . . , ak} eine endliche Punktmenge, so la¨sst sich conv(M) als
conv(a1, . . . , ak) schreiben, das heißt jeder Punkt x ∈ conv(M) la¨sst sich als
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Konvexkombination aus a1, . . . , ak darstellen. Fu¨r eine unendliche Menge N
wird man sicherlich nicht immer eine endliche Punktmenge {b1, . . . , bm} fin-
den, so dass conv(N) = conv(b1, . . . , bm) gelten wu¨rde. Aber es la¨sst sich zei-
gen, dass man fu¨r jeden Punkt der konvexen Hu¨lle nur endlich viele Punkte
der Ausgangspunktmenge braucht, um diesen Punkt als Konvexkombination
darzustellen.
Satz 1.1.9 (Caratheodory) (vgl. [Grun03]) Gegeben sei eine Menge M ⊂
Rn. Dann la¨sst sich jeder Punkt x ∈ conv(M) darstellen als Konvexkombi-
nation aus ho¨chstens n+1 Punkten ausM . Das heißt zu jedem x ∈ conv(M)




mit λ0, . . . , λn ≥ 0,
n∑
i=0
λi = 1 gilt.
Um dieses Ergebnis zu veranschaulichen, betrachte man in der Ebene das
Quadrat Q := [−1, 1]2 = conv((1, 1), (−1, 1), (1,−1), (−1,−1)) ⊂ R2, in dem
sich jeder Punkt x ∈ Q als Konvexkombination von maximal drei Punkten
aus {(1, 1), (−1, 1), (1,−1), (−1,−1)} darstellen la¨sst (siehe Abbildung 1.1).
Wa¨hlt man nun fu¨r x speziell den Punkt x = (0, 0), so fa¨llt jedoch auf, dass
dieser Punkt bei allen Konvexkombinationen aus maximal drei Elementen
stets auf dem Rand der von diesen Elementen erzeugten konvexen Hu¨lle liegt.
Daher entsteht die Frage, ob es auch mo¨glich ist, einen inneren Punkt einer
konvexen Hu¨lle wieder als inneren Punkt einer kleineren, nur von endlich
vielen Elementen erzeugten konvexen Hu¨lle darzustellen. Eine Antwort auf





Abbildung 1.1: Punkt als Konvexkombination
Satz 1.1.10 (Steinitz) (vgl. [Schn93]) Es sei M ⊂ Rn eine Menge. Gilt
x ∈ conv(M)◦, so existiert eine Teilmenge M ′ ⊂ M mit |M ′| ≤ 2n und
x ∈ conv(M ′)◦.
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Ist x ein relativer innerer Punkt der konvexen Hu¨lle endlich vieler Punk-
te, so gibt es eine Konvexkombination von x, in der alle Punkte, die die
konvexe Hu¨lle erzeugen, echt vorkommen, also alle zugeho¨rigen Koeffizien-
ten echt gro¨ßer als Null sind. Andererseits gilt fu¨r einen Punkt, in dessen
Konvexdarstellung alle Koeffizienten echt gro¨ßer als Null sind, dass dieser
Punkt im relativen Inneren der von den Punkten, die in der Konvexdarstel-
lung vorkommen, erzeugten konvexen Hu¨lle liegt. Eine exakte Formulierung
dieser Aussage entha¨lt der folgende Satz.
Satz 1.1.11 (vgl. [Schn93]) Sind x, x1, . . . , xk ∈ Rn, so gilt genau dann x ∈




mit λi > 0 fu¨r alle i = 1, . . . , k und
k∑
i=1
λi = 1 gibt.
Neben den oben angegebenen Darstellungssa¨tzen sind auch topologi-
schen Eigenschaften der konvexen Hu¨lle einer Menge von Interesse. Das heißt
man mo¨chte wissen, ob sich die Offenheit oder die Abgeschlossenheit einer
Menge M auf die von ihr erzeugte konvexe Hu¨lle conv(M) u¨bertra¨gt.
Satz 1.1.12 (vgl. [Leich80]) Sei M ⊂ Rn eine Menge. Dann gilt:
1. Ist M offen, so ist auch conv(M) offen.
2. Ist M kompakt, so ist auch conv(M) kompakt.
An dieser Stelle beachte man jedoch, dass sich die Abgeschlossenheit ei-
ner Menge nicht auf die konvexe Hu¨lle der Menge u¨bertra¨gt. Das heißt es
gibt abgeschlossene Mengen M ⊂ Rn, deren konvexe Hu¨lle conv(M) nicht
abgeschlossen ist. Im zweiten Kapitel dieser Arbeit wird man in den Bei-
spielen 2.2.2 und 2.2.7 solche Mengen sehen. In [Leich80] wird ebenfalls ein
solches Beispiel angegeben.
Neben der von einer Menge M erzeugten konvexen Hu¨lle lassen sich
auch durch die Menge definierte konvexe Kegel betrachten. Dabei ko¨nnen
zugeho¨rige Kegel, die M enthalten, sowie Kegel, die in M enthalten sind,
definiert werden.
Definition 1.1.13 (vgl. [NGL88]) Eine Menge C ⊂ Rn heißt Kegel, wenn
es einen Punkt x0 ∈ C gibt, so dass fu¨r alle Punkte x ∈ C und alle λ ≥ 0
auch x0 + λ(x− x0) ∈ C gilt. Ein solcher Punkt x0 heißt Spitze des Kegels.
Ist C zusa¨tzlich konvex, so heißt C konvexer Kegel.
Wie in Abbildung 1.2 illustriert, muss eine Kegelspitze nicht eindeutig
bestimmt sein. Ein abgeschlossener Halbraum ist ebenfalls ein Kegel ent-
sprechend obiger Definition; in diesem Fall sind alle Punkte, die auf der
Hyperebene liegen, die den Halbraum begrenzt, Kegelspitzen.





Abbildung 1.2: Konvexe Kegel mit Spitzen
Definition 1.1.14 (vgl. [Barv02], ”conic hull“) Zu einer beliebigen Menge




λiai | ai ∈M, λi ≥ 0, m ∈ N
}
.
Es la¨sst sich zeigen, dass die so definierte Menge cone(M) tatsa¨chlich
fu¨r beliebige Mengen M ⊂ Rn ein konvexer Kegel mit Spitze in Null ist.
Insbesondere gilt daher stets 0 ∈ cone(M). Des weiteren fa¨llt auf, dass ein
konvexer Kegel, wenn er nicht nur einen Punkt entha¨lt, stets unbeschra¨nkt
ist und wenigstens einen ”Strahl“ entha¨lt. Man beobachtet allgemein, dass
unbeschra¨nkte konvexe Mengen stets eine Gerade oder einen Strahl enthal-
ten.
Definition 1.1.15 (vgl. [NGL88]) Ein Strahl (bzw. eine Halbgerade) in
Richtung v ∈ Rn, v 6= 0, mit Ausgangspunkt x0 ∈ Rn ist durch folgende
Menge gegeben:
S(x0, v) := {x ∈ Rn | x = x0 + λv, λ ≥ 0}.
Satz 1.1.16 (vgl. [Grun03]) Es sei K ⊂ Rn eine abgeschlossene, konvexe
Menge. Dann ist K genau dann unbeschra¨nkt, wenn K einen Strahl entha¨lt.
Es la¨sst sich zeigen (vgl. [Grun03]), dass die Abgeschlossenheit der konve-
xen Menge in dem obigen Satz 1.1.16 nicht notwendig verlangt werden muss.
Die gleiche Aussage la¨sst sich bereits fu¨r nicht abgeschlossene konvexe Men-
gen beweisen. Des weiteren gilt, dass mit einem in einer abgeschlossenen
konvexen Menge K enthaltenen Strahl S(x0, v) auch alle zu S(x0, v) gleich-
gerichteten, parallelen Strahlen, die einen Ausgangspunkt in K besitzen, in
K enthalten sind.
Satz 1.1.17 (vgl. [Grun03]) Es sei K ⊂ Rn eine abgeschlossene konve-
xe Menge und S(0, v) ein vom Ursprung ausgehender Strahl. Weiter seien
x, y ∈ K zwei beliebige Punkte. Dann ist S(0, v) + x = S(x, v) ⊂ K genau
dann erfu¨llt, wenn auch S(0, v) + y = S(y, v) ⊂ K gilt.
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Fu¨r den Beweis dieses Satzes ist die Abgeschlossenheit der konvexen
Menge von entscheidender Bedeutung. Dieses sieht man bereits an einfachen
Gegenbeispielen. Wa¨hlt man als konvexe Menge K ⊂ Rn einen abgeschlos-
senen Halbraum, aus dessen Rand man einen beliebigen Punkt a entfernt,
so ist die Aussage aus Satz 1.1.17 fu¨r diese Menge nicht mehr in jedem Fall
erfu¨llt. Denn zu jedem Strahl S(x, v) ⊂ K, der zu der K begrenzenden Hy-
perebene parallel ist, findet man einen parallelen Strahl S(y, v), der in eben
dieser Hyperebene enthalten ist und fu¨r den a ∈ S(y, v) gilt. Dann ist aber
S(y, v) nicht mehr in K enthalten.
Wie schon angedeutet, lassen sich einer gegebenen Menge M noch wei-
tere, durch diese Menge bestimmte, konvexe Kegel zuordnen. Ist M bereits
selbst konvex, so kann man unter anderem die in M enthaltenen konvexen
Kegel betrachten. Eine Pra¨zisierung dieser Idee fu¨hrt auf den Begriff des
”charakteristischen Kegels“ (engl. characteristic cone), auch ”Rezessionske-
gel“ (engl. recession cone, vgl. [Schn93], [Rock70]) einer Menge in einem
Punkt der Menge.
Definition 1.1.18 (vgl. [NGL88]) Es sei K ⊂ Rn eine nicht leere, konvexe
Menge und x0 ∈ K. Dann heißt
Cc(K,x0) := {y ∈ K | x0 + λ(y − x0) ∈ K, fu¨r alle λ ≥ 0}
charakteristischer Kegel von K in x0.
Fu¨r eine konvexe Menge K und einen Punkt x0 ∈ K besagt diese De-
finition, dass der charakteristische Kegel von K in x0 alle vom Punkt x0
ausgehenden, in K enthaltenen Strahlen oder nur den Punkt x0 entha¨lt.
Offensichtlich gilt Cc(K,x0) ⊂ K. Des weiteren la¨sst sich zeigen, dass die
Bezeichnung ”Kegel“ fu¨r die oben definierte Menge Cc(K,x0) korrekt ist.
Denn es gilt, dass Cc(K,x0) fu¨r jede nicht leere, konvexe Menge K und
jeden Punkt x0 ∈ K ein konvexer Kegel mit Spitze in x0 ist.
Da ein charakteristischer Kegel einer konvexen Menge alle von einem be-
stimmten Punkt der Menge ausgehenden, in der Menge enthaltenen Strahlen
entha¨lt, und fu¨r eine abgeschlossene konvexe Menge gilt, dass auch alle Par-
allelen dieser Strahlen, die einen Ausgangspunkt in der Menge haben, wieder
in der Menge enthalten sind, erha¨lt man, dass alle charakteristischen Kegel
des Abschlusses einer konvexen Menge ”gleich ausehen“. Damit la¨sst sich
zu einer konvexen Menge ”der“ zugeho¨rige charakteristische Kegel, dessen
Spitze in Null gewa¨hlt wird, definieren (siehe Abbildung 1.3). Um in der
Definition des charakteristischen Kegels auch nicht abgeschlossene konvexe
Mengen zulassen zu ko¨nnen, verwende man als Ansatzpunkt eines charak-
teristischen Kegels der Menge nur innere Punkte oder gehe zum Abschluss
der konvexen Menge u¨ber.
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Abbildung 1.3: Konvexe Menge mit charakteristischem Kegel
Definition 1.1.19 (vgl. [NGL88]) Zu einer nicht leeren, konvexen Menge
K ⊂ Rn definiert man den charakteristischen Kegel von K als
Cc(K) := {y ∈ Rn | x0 + y ∈ Cc(K,x0)},
wobei x0 ∈ relintK ein beliebiger Punkt sei.
Es gilt, dass Cc(K) ein von der Wahl von x0 unabha¨ngiger konvexer
Kegel mit Spitze in Null ist. Mit Hilfe des charakteristischen Kegels la¨sst
sich die konvexe Menge, zu der er geho¨rt, na¨her beschreiben. So gilt, dass
eine abgeschlossene konvexe Menge genau dann beschra¨nkt ist, wenn ihr
charakteristischer Kegel nur aus der Null besteht. Des weiteren la¨sst sich
eine unbeschra¨nkte, abgeschlossene konvexe MengeM als Minkowskisumme
aus ihrem charakteristischen Kegel und einer zweiten, durch M eindeutig
bestimmten konvexen Menge darstellen.
Betrachtet man speziell konvexe Mengen, die sich durch endlich viele
lineare Ungleichungen beschreiben lassen, so u¨bertra¨gt sich diese Struktur
auch auf den charakteristischen Kegel der Menge und es lassen sich sofort
dessen beschreibende Ungleichungen angeben.
Satz 1.1.20 (vgl. [Grun03]) Ist K =
k⋂
i=1
{x ∈ Rn | 〈x, yi〉 ≥ αi} ⊂ Rn nicht




{x ∈ Rn | 〈x, yi〉 ≥ 0}.
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1.2 Seiten und Extrempunkte
Zur Beschreibung konvexer Mengen lassen sich zwei Grundprinzipien nutzen:
Da der Schnitt einer Familie von konvexen Mengen wieder eine konvexe
Menge liefert, ist ein Prinzip die Beschreibung einer gegebenen konvexen
Menge als Schnitt von anderen, mo¨glichst simplen konvexen Mengen. Dabei
werden als konvexe Ausgangsmengen ”Halbra¨ume“ gewa¨hlt. Betrachtet man
dabei speziell einen Halbraum, der die zu beschreibende konvexe Menge
entha¨lt und dessen zugeho¨rige Hyperebene einen nicht leeren Schnitt mit
der konvexen Menge hat, so fu¨hrt dieses auf den Begriff eines ”stu¨tzenden
Halbraumes“ bzw. einer ”stu¨tzenden Hyperebene“ und von da aus weiter
auf den Begriff der ”Seite“ einer konvexen Menge.
Ein anderes Prinzip zur Beschreibung einer gegebenen konvexen Menge
nutzt die Darstellung der Menge als konvexe Hu¨lle einer eventuell kleineren
Menge. Dabei wird untersucht, welche Punkte bzw. Teilmengen der gegebe-
nen konvexen Menge zur Darstellung der Menge als konvexe Hu¨lle notwendig
sind. Dieses fu¨hrt auf die Betrachtung ”extremaler“ Punkte und Strahlen.
Fu¨r das erste Darstellungsprinzip, die Beschreibung einer konvexen Men-
ge als Schnitt u¨ber Halbra¨ume, muss zuna¨chst der Begriff der ”Hyperebe-
ne“ genau definiert werden. Dabei soll gleichzeitig eine einheitliche Bezeich-
nungsweise festgelegt werden.
Definition 1.2.1 Zu v ∈ Rn und α ∈ R bezeichne
Hyp(v, α) := {x ∈ Rn | 〈x, v〉 = α}
die durch v und α definierte affine Hyperebene, und
H−(v, α) := {x ∈ Rn | 〈x, v〉 ≤ α}, H+(v, α) := {x ∈ Rn | 〈x, v〉 ≥ α}
die zugeho¨rigen abgeschlossenen Halbra¨ume.
Wenn bei der Angabe einer Hyperebene nur wichtig ist, dass sie den
Punkt x ∈ Rn entha¨lt, so wird auch die Bezeichnung Hypx benutzt. Die zu-
geho¨rigen Halbra¨ume heißen dann H+x und H
−
x . Ist die Hyperebene beliebig,
so werden die Bezeichnungen Hyp und H+, H− verwendet.
Um weiter zu ”stu¨tzenden“ Hyperebenen zu gelangen, ist es sinnvoll,
zuna¨chst das ”Schnittverhalten“ einer Hyperebene mit einer Menge zu be-
trachten. So sagt man, dass eine Hyperebene Hyp eine Menge M teilt, wenn
sowohl M ∩ (H+)◦ 6= ∅ als auch M ∩ (H−)◦ 6= ∅ gilt, also im Inneren beider
durch Hyp bestimmter Halbra¨ume Punkte ausM enthalten sind. Dazu a¨hn-
lich ist der Begriff der ”Trennung“ zweier Mengen durch eine Hyperebene.
Dabei fordert man entsprechend, dass zwei gegebene Mengen in verschiede-
nen Halbra¨umen liegen sollen. Zusa¨tzlich kann man hier noch die Qualita¨t
der Trennung unterscheiden.
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Definition 1.2.2 (vgl. [Leich80]) Es seien M1,M2 ⊂ Rn beliebige Men-
gen und Hyp eine Hyperebene mit zugeho¨rigen Halbra¨umen H+,H−. Dann
werden M1,M2 von Hyp getrennt, wenn M1 ⊂ H+ und M2 ⊂ H− (oder
andersherum) gilt. M1,M2 werden von Hyp echt getrennt, wenn zusa¨tzlich
M1 ∩Hyp = ∅ =M2 ∩Hyp gilt.
Es ist einsichtig, dass sich zwei beschra¨nkte, konvexe Mengen, die sich
nicht schneiden, stets durch eine Hyperebene trennen lassen. Der folgende
Satz zeigt nun, dass sich diese Bedingung sogar noch abschwa¨chen la¨sst und
es genu¨gt, wenn eine der beiden konvexen Mengen beschra¨nkt ist.
Satz 1.2.3 (vgl. [Leich80]) Sind K1,K2 ⊂ Rn nicht leere, konvexe Mengen
mit K1 ∩ K2 = ∅ und ist K1 beschra¨nkt, so existiert eine Hyperebene, die
K1 und K2 echt trennt.
Definition 1.2.4 (vgl. [Grun03], [Schn93]) Ist K eine konvexe Menge und
gilt fu¨r eine Hyperebene Hyp ⊂ Rn, dass sie K nicht teilt, aber den Abstand
Null zu K hat, so bezeichnet man diese als stu¨tzende Hyperebene an K. Ist
H der von einer stu¨tzenden Hyperebene Hyp begrenzte Halbraum, der K
entha¨lt, so heißt H stu¨tzender Halbraum an K.
Damit erha¨lt man nun als erste Mo¨glichkeit der Darstellung, dass sich
jede (abgeschlossene) konvexe Menge mittels ihrer stu¨tzenden Halbra¨ume
genau beschreiben la¨sst. Denn es ist klar, dass man jede abgeschlossene
konvexe Menge als Schnitt u¨ber alle abgeschlossenen, diese Menge enthal-
tenden, konvexen Mengen darstellen kann (vgl. [Grun03]). Insbesondere la¨sst
sich daher auch jede abgeschlossene, konvexe Menge als Schnitt u¨ber alle,
diese Menge enthaltenden Halbra¨ume darstellen. Bei dieser Schnittbildung
werden aber in der Regel nicht alle Halbra¨ume beno¨tigt. Es genu¨gt viel-
mehr, den Schnitt u¨ber die stu¨tzenden Halbra¨ume der konvexen Menge zu
betrachten.
Satz 1.2.5 (vgl. [Schn93]) Es sei K ⊂ Rn eine abgeschlossene konvexe
Menge. Dann la¨sst sich K als Schnitt u¨ber alle stu¨tzenden Halbra¨ume dar-
stellen.
Mo¨chte man diese Aussage beweisen, so beno¨tigt man, dass in jedem
Randpunkt einer konvexen Menge K eine Stu¨tzhyperebene existiert.
Satz 1.2.6 (vgl. [Barv02]) Es sei K ⊂ Rn eine konvexe Menge mit K◦ 6= ∅.
Dann existiert in jedem Randpunkt x ∈ ∂K eine Stu¨tzhyperebene an K.
Diese Eigenschaft, dass in jedem Randpunkt eine Stu¨tzhyperebene exi-
stiert, ist charakteristisch fu¨r konvexe Mengen. So la¨sst sich zeigen, dass
eine abgeschlossene Menge M ⊂ Rn, deren Inneres nicht leer ist und fu¨r
22 KONVEXE MENGEN
die gilt, dass in jedem Randpunkt eine stu¨tzende Hyperebene an die Men-
ge existiert, konvex ist (vgl. [Schn93]). Allerdings sagt die Tatsache, dass
in jedem Randpunkt einer konvexen Menge eine Stu¨tzhyperebene existiert,
noch nichts daru¨ber aus, ob es in einem Punkt nicht auch mehrere ”ver-
schiedene“ Stu¨tzhyperebenen geben kann. Dabei seien zwei Hyperebenen
als verschieden bezeichnet, wenn sie als Punktmengen nicht gleich sind. Es
ist anzunehmen, dass eine Menge schlecht handhabbar wird, wenn sie in al-
len ihren Randpunkten mehrere verschiedene Stu¨tzhyperebenen besitzt. Im
Falle einer konvexen Menge kann diese Situation jedoch nicht auftreten.
Satz 1.2.7 (vgl. [BMS97]) Sei K ⊂ Rn ein konvexer Ko¨rper, das heißt K
sei eine nicht leere, kompakte, konvexe Menge, und
RP(K) := {x ∈ ∂K | es existiert genau eine Stu¨tzhyperebene an K in x}
die Menge aller Randpunkte von K, in denen es genau eine Stu¨tzhyperebene
an K gibt. Dann gilt, dass RP(K) dicht in ∂K liegt. Die Punkte x ∈ RP(K)
werden auch als regula¨r bezeichnet.
Fasst man die Beschreibung einer konvexen Menge als Schnitt u¨ber die
zugeho¨rigen Halbra¨ume analytisch auf und betrachtet die Darstellung u¨ber
die zugeho¨rigen Ungleichungen, so gelangt man auf diesem Wege zu der Be-
schreibung der konvexen Menge mittels einer ”Stu¨tzfunktion“ (engl. support
function).
Definition 1.2.8 (vgl. [Schn93]) Es sei K ⊂ Rn eine nicht leere, abge-
schlossene, konvexe Menge. Dann definiert
hK : Rn → R ∪ {∞}, u 7→ sup{〈x, u〉 | x ∈ K}
die Stu¨tzfunktion von K.
Der Zusammenhang zwischen Stu¨tzfunktion und Stu¨tzhyperebenen er-
gibt sich wie folgt: Bezeichnet man die Menge aller Punkte, auf denen hK
einen Wert echt kleiner Unendlich annimmt, mit domhK := {u ∈ Rn |
hK(u) < ∞} (engl. effective domain), so erha¨lt man fu¨r u ∈ domhK \ {0}
die stu¨tzenden Hyperebenen von K durch HypK(u) := {x ∈ Rn | 〈x, u〉 =
hK(u)} und genauso die K enthaltenden Halbra¨ume als H−K(u) := {x ∈ Rn |
〈x, u〉 ≤ hK(u)}. Anschaulich gibt die Stu¨tzfunktion hK(u) einer Menge K
an, ”wo“ sich die Stu¨tzhyperebene mit Normalenvektor u an K befindet.
Fu¨r weiterfu¨hrende Aussagen vergleiche man [Schn93].
Nachdem man bereits gesehen hat, dass sich eine konvexe Menge als
Schnitt von stu¨tzenden Halbra¨umen darstellen la¨sst, kann man diese Be-
schreibung noch weiter verfeinern, indem man den Rand der konvexen Men-
ge na¨her untersucht. Das heißt man betrachtet nun die Schnittmengen einer
konvexen Menge mit ihren Stu¨tzhyperebenen. Dieses fu¨hrt auf den Begriff
der ”Seite“ einer konvexen Menge.
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Definition 1.2.9 (vgl. [Grun03]) Die Seiten einer konvexen Menge K ⊂
Rn sind die Teilmengen F ⊂ K, fu¨r die gilt, dass eine stu¨tzende Hyperebene
Hyp ⊂ Rn existiert mit F = K ∩Hyp. Ist W ⊂ K eine Seite der Dimension
n− 1, so heißt W Wand oder Facette von K.
Als Schnitt zweier konvexer Mengen ist eine Seite einer konvexen Menge
ebenfalls konvex. Die Dimension einer Seite ist u¨ber die Dimension der von
ihr erzeugten affinen Hu¨lle definiert.
Das zweite Darstellungprinzip, die Darstellung einer konvexen Menge
als konvexe Hu¨lle ”ausgezeichneter“ Punkte und Teilmengen, beruht auf
folgender Beobachtung: Es fa¨llt auf, dass es im Rand von konvexen Mengen
Punkte geben kann, die sich nicht als nicht-triviale Konvexkombination aus
anderen, in der konvexen Menge liegenden Punkten darstellen lassen. Diese
Punkte sind also in gewisser Weise ”extreme“ Punkte der konvexen Menge.
Definition 1.2.10 (vgl. [Grun03]) Es sei K ⊂ Rn eine konvexe Menge.
Dann heißt ein Punkt x ∈ K Extrempunkt von K, wenn die Gleichung
x = λy+(1−λ)z fu¨r y, z ∈ K und 0 < λ < 1 impliziert, dass x = y = z gelten
muss. Die Menge aller Extrempunkte von K sei mit Ext(K) bezeichnet.
Die Extrempunkte einer konvexen Menge lassen sich auch analytisch be-
schreiben. Findet man eine (geeignete) Funktion, bezu¨glich der ein Punkt x
einer konvexen MengeK ein Extrempunkt ist, so ist x auch ein Extrempunkt
von K.
Satz 1.2.11 (vgl. [Barv02]) Es sei K ⊂ Rn eine nicht-leere, konvexe Menge
und f : Rn → R ein lineares Funktional. Wenn gilt, dass f sein Maximum
(bzw. Minimum) auf K in genau einem Punkt x ∈ K annimmt, das heißt
wenn gilt f(x) > f(y) (bzw. f(x) < f(y)) fu¨r alle y ∈ K \ {x}, so ist x ein
Extrempunkt von K.
Doch existiert auch in jeder konvexen Menge ein Extrempunkt? Man
u¨berlegt sich leicht, dass es auch konvexe Mengen gibt, die keine Extrem-
punkte enthalten. Ein einfaches Beispiel fu¨r eine solche Menge erha¨lt man,
wenn man als konvexe Menge einen Halbraum wa¨hlt. Damit stellt sich die
Frage, wann in einer konvexen Menge Extrempunkte existieren. Die na¨chsten
beiden Sa¨tze liefern diesbezu¨glich ein hinreichendes und ein notwendiges Kri-
terium.
Satz 1.2.12 (vgl. [Leich80]) Es sei K ⊂ Rn eine nicht leere, kompakte kon-
vexe Menge. Dann besitzt K wenigstens einen Extrempunkt.
Satz 1.2.13 (vgl. [Leich80]) K ⊂ Rn sei eine abgeschlossene konvexe Men-
ge, und K enthalte mindestens eine Gerade. Dann gilt Ext(K) = ∅.
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Da auch jede Seite einer konvexen Menge wieder konvex ist, lassen sich
auch Extrempunkte von Seiten konvexer Mengen betrachten. Ein wichti-
ger Aspekt von Extrempunkten ist nun die Tatsache, dass die Menge der
Extrempunkte einer Seite einer konvexen Menge gleich der Menge der Ex-
trempunkte der konvexen Menge in der Seite ist.
Satz 1.2.14 (vgl. [Leich80]) Es sei K ⊂ Rn konvex und Hyp eine Stu¨tzhy-
perebene an K. Dann gilt Ext(K ∩Hyp) = Ext(K) ∩Hyp.
Betrachtet man speziell konvexe Hu¨llen von Mengen, so kann man vermu-
ten, dass Punkte, die zur Bildung der konvexen Hu¨lle unbedingt notwendig
sind, Extrempunkte der konvexen Hu¨lle sein mu¨ssen. Dass dieses so ist und
sogar die Umkehrung gilt, besagt der folgende Satz.
Satz 1.2.15 (vgl. [Barv02]) Sei M ⊂ Rn eine beliebige Menge und K :=
conv(M). Dann ist x ∈ K genau dann ein Extrempunkt von K, wenn gilt
x ∈M und x 6∈ conv(M \ {x}).
Insbesondere erha¨lt man damit fu¨r konvexe Hu¨llen K = conv(M) die
Beziehung Ext(K) ⊂M . Dieses impliziert direkt, dass stets conv(Ext(K)) ⊂
conv(M) = K gilt. Also stellt sich die Frage, ob und wann zwischen den
Mengen conv(Ext(K)) und K sogar Gleichheit herrscht.
Satz 1.2.16 (Minkowski) (vgl. [Leich80], [Schn93]) Sei K ⊂ Rn eine
kompakte konvexe Menge. Dann gilt K = conv(Ext(K)).
Satz 1.2.16 wird oft auch als Satz von Krein-Milman (vgl. [Barv02])
bezeichnet. In der hier zitierten Version geht er jedoch bereits auf Minkowski
zuru¨ck.
Damit hat man fu¨r kompakte konvexe Mengen eine weitere Mo¨glich-
keit der Darstellung gefunden: Eine kompakte konvexe Menge ist gleich der
konvexen Hu¨lle ihrer Extrempunkte. Andererseits hat man in Satz 1.2.13
gesehen, dass es auch (abgeschlossene) konvexe Mengen gibt, die keinen ein-
zigen Extrempunkt besitzen. Es kann also nicht jede konvexe Menge durch
ihre Extrempunkte dargestellt werden. Man kann jedoch zeigen, dass jede
abgeschlossene konvexe Menge, die keine Gerade entha¨lt, von ihren Extrem-
punkten und ihren ”extremalen Strahlen“ erzeugt wird. Somit erha¨lt man
auch fu¨r alle diese konvexen Mengen eine Darstellung der Menge als konvexe
Hu¨lle einer Teilmenge.
Definition 1.2.17 (vgl. [Leich80]) Es sei K ⊂ Rn eine konvexe Menge.
Gilt fu¨r einen Strahl S(x0, v) ⊂ K, dass K \S(x0, v) konvex ist und x0 ∈ K
ein Extrempunkt vonK ist, so wird S(x0, v) extremaler Strahl (engl. extreme
ray) von K genannt. Die Menge aller extremalen Strahlen von K sei mit
RExt(K) bezeichnet.
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Satz 1.2.18 (Darstellungssatz von Klee) (vgl. [Leich80]) K ⊂ Rn sei
eine abgeschlossene konvexe Menge, die keine Gerade entha¨lt. Dann gilt K =
conv(Ext(K) ∪ RExt(K)).
Insgesamt setzt sich somit jede beliebige abgeschlossene konvexe Menge
K aus drei Teilen zusammen, genauer als ”Minkowski-Summe“ von: einem
affinen Unterraum (entsprechend der inK enthaltenen Geraden), einem kon-
vexen Kegel (der gleich dem charakteristischen Kegel der Menge ist und den
in K enthaltenen Strahlen entspricht) und einer kompakten konvexen Men-
ge (die die konvexe Hu¨lle der Extrempunkte von K ist), vgl. [Rock70].
Im Zusammenhang mit dem Darstellungssatz von Klee erha¨lt man noch
die folgende Aussage, die eine genaue Beschreibung abgeschlossener konvexer
Mengen mit konvexem Rand liefert.
Lemma 1.2.19 (vgl. [Leich80]) Es sei K ⊂ Rn eine abgeschlossene, n-
dimensionale konvexe Menge. Ist der Rand ∂K eine nicht leere, konvexe
Menge, so ist K gleich einem Halbraum.
Vergleicht man die Definitionen von Extrempunkt und null-dimensionaler
Seite, so sieht man, dass es zwischen diesen beiden Begriffen einen Zusam-
menhang gibt. Es la¨sst sich zeigen, dass jede null-dimensionale Seite auch
immer ein Extrempunkt ist. Diese Tatsache wird in einem nachfolgenden
Satz festgehalten. Die null-dimensionalen Seiten haben damit eine a¨hnlich
pra¨gnante Bedeutung fu¨r eine konvexe Menge wie die Extrempunkte. Daher
bietet es sich an, fu¨r diese Punkte eine eigene Bezeichnung einzufu¨hren.
Definition 1.2.20 (vgl. [Grun03]) Ein Punkt x ∈ K einer konvexen Menge
K ⊂ Rn heißt exponierter Punkt oder Eckpunkt von K, wenn die Menge {x}
eine Seite von K ist. Die Menge aller exponierten Punkte von K sei Exp(K).
Satz 1.2.21 (vgl. [Grun03]) Fu¨r jede konvexe Menge K ⊂ Rn gilt Exp(K) ⊂
Ext(K).
Die Gleichheit der Mengen gilt jedoch im Allgemeinen nicht. So la¨sst
Abbildung 1.4 (vgl. auch [Grun03]) erkennen, dass eine konvexe Menge Ex-
trempunkte besitzen kann, fu¨r die gilt, dass alle Stu¨tzhyperebenen, die diese
Extrempunkte enthalten, stets noch weitere Punkte der Menge enthalten,
diese Extrempunkte also nicht exponiert sind. Es la¨sst sich aber zeigen, dass
jeder Extrempunkt einer abgeschlossenen konvexen Menge ein Grenzwert
einer Folge von exponierten Punkten der Menge ist.
Satz 1.2.22 (Straszewicz) (vgl. [Leich80], [Rock70]) Ist K ⊂ Rn eine
abgeschlossene konvexe Menge, so gilt Ext(K) ⊂ Exp(K).
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Abbildung 1.4: Extrempunkt, der nicht exponiert ist
Wie schon bei Extrempunkten stellt sich auch bei exponierten Punkten
wieder die Frage nach der Existenz. Da nicht jeder Extrempunkt exponiert
sein muss, wird fu¨r die Existenz exponierter Punkte ein neues Kriterium
beno¨tigt. Der na¨chste Satz gibt ein hinreichendes Kriterium dafu¨r an.
Satz 1.2.23 (vgl. [Leich80]) Es sei K ⊂ Rn eine nicht leere, abgeschlossene
konvexe Menge, und K enthalte keine Gerade. Dann besitzt K mindestens
einen exponierten Punkt und damit auch wenigstens einen Extrempunkt.
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1.3 Zusammenhang und na¨chste Punkte
Eine weitere Mo¨glichkeit, eine konvexe Menge bzw. ihren Rand zu beschrei-
ben, ergibt sich, wenn man den Rand der konvexen Menge als Ganzes be-
trachtet, also nicht in einzelne Seiten und Punkte unterteilt. So la¨sst sich
zeigen, dass der Rand einer konvexen Menge eine Mannigfaltigkeit ist. Dabei
bezeichnet man eine nicht leere Menge M ⊂ Rn, n ≥ 2, als d-dimensionale
Mannigfaltigkeit, wenn fu¨r jedes x ∈ M eine Umgebung U(x) existiert,
so dass U(x) ∩ M ein homo¨omorphes Bild eines Gebietes G(x) eines d-
dimensionalen euklidischen Raumes Rd, 1 ≤ d ≤ n− 1, ist.
Satz 1.3.1 (vgl. [NGL88]) Es sei K ⊂ Rn eine konvexe Menge der Dimen-
sion dimK = n ≥ 2, und es gelte K 6= Rn. Dann ist der Rand ∂K der
Menge eine (n− 1)-dimensionale Mannigfaltigkeit.
Damit la¨sst sich dem Rand ∂K einer konvexen Menge K ein weiterer
Dimensionsbegriff zuordnen. Betrachtet man ∂K als Menge, so wird die Di-
mension dieser Menge nach Definition 1.1.6 durch die Dimension der affinen
Hu¨lle aff(∂K) bestimmt. Fasst man ∂K aber als Mannigfaltigkeit auf, so ist
die Dimension von ∂K um eins kleiner als die Dimension der Gesamtmenge
K. Man beachte dabei, dass sich die Dimension des Randes als Mannig-
faltigkeit in der Regel von der Dimension der vom Rand erzeugten affinen
Hu¨lle unterscheidet.
Es ist auch von Interesse, die Zusammenhangskomponenten des Randes
einer konvexen Menge zu kennen. Der Begriff des ”Zusammenhangs“ wird
hier im Sinne von ”wegzusammenha¨ngend“ verwendet.
Definition 1.3.2 (vgl. [NGL88]) Sei M ⊂ Rn eine nicht leere Menge. M
heißt zusammenha¨ngend, wenn zu je zwei Punkten x1, x2 ∈ M , mit x1 6=
x2, stets ein beschra¨nktes, abgeschlossenes Intervall [y1, y2] ⊂ R und eine
homo¨omorphe Abbildung a : [y1, y2] → Rn mit a(y1) = x1, a(y2) = x2 exi-
stieren, so dass a([y1, y2]) =: A(x1, x2) ⊂M erfu¨llt ist. Die Menge A(x1, x2)
wird dabei auch als Bogen (bzw. Weg) bezeichnet.
Man kann zeigen, dass es zu jedem Randpunkt x einer konvexen Men-
ge K eine zusammenha¨ngende Umgebung im Rand von K gibt, in der x
enthalten ist.
Satz 1.3.3 (vgl. [NGL88]) Sei K ⊂ Rn eine konvexe Menge der Dimension
dimK = n ≥ 2 und ungleich dem ganzen Raum. Dann existiert zu jedem
Punkt x ∈ ∂K ein ε > 0, so dass ∂K∩B(x, ε) zusammenha¨ngend ist. (Dabei
bezeichne B(x, ε) die Kugel um x mit Radius ε.)
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Betrachtet man den zu diesem Satz in [NGL88] angegebenen Beweis, so
sieht man, dass insbesondere auch fu¨r alle 0 < ε′ < ε die Mengen ∂K ∩
B(x, ε′) zusammenha¨ngend sind. Aus Satz 1.3.3 folgt jedoch noch nicht,
dass der Rand einer konvexen Menge stets zusammenha¨ngend wa¨re. Es la¨sst
sich aber eine Bedingung angeben, die sicherstellt, dass der Rand aus genau
einer Zusammenhangskomponente besteht. Dazu definiert man zuna¨chst den
Begriff einer ”Schicht“.
Definition 1.3.4 (vgl. [NGL88]) Es sei K ⊂ Rn, n ≥ 2, eine abgeschlos-
sene konvexe Menge der Dimension n. Dann heißt K Schicht, wenn es zwei
zueinander parallele Hyperebenen Hyp1,Hyp2 mit ∂K = Hyp1 ∪Hyp2 gibt.
Satz 1.3.5 Sei K ⊂ Rn eine n-dimensionale konvexe Menge, deren Rand
nicht leer ist, und es gelte n ≥ 2. Ist der Abschluss K keine Schicht, so ist
der Rand ∂K zusammenha¨ngend.
Damit folgt natu¨rlich, dass der Rand einer konvexen Menge, wenn er
nicht leer ist, entweder zusammenha¨ngend ist oder aus genau zwei Zusam-
menhangskomponenten besteht.
An dieser Stelle soll noch kurz auf die Problematik des Findens von zu
einem gegebenen Punkt y ”na¨chsten Punkten“ in einer Menge M eingegan-
gen werden. Dabei ist x ∈ M ein na¨chster Punkt zu y ∈ Rn \ M , wenn
d(x, y) = d(M,y) gilt, das heißt der Abstand von x zu y ku¨rzer oder gleich
dem Abstand von allen anderen Punkten aus M zu y ist.
Satz 1.3.6 (vgl. [Berk02]) Sei K ⊂ Rn eine abgeschlossene konvexe Menge
und y 6∈ K. Dann gibt es einen eindeutigen zu y na¨chsten Punkt in K.
Der zu einem Punkt y 6∈ K na¨chste Punkt einer abgeschlossenen konve-
xen Menge K ist also eindeutig bestimmt. Eine weitere Beschreibung dieses
Punktes liefert der folgende Satz:
Satz 1.3.7 (vgl. [Berk02]) Es sei K ⊂ Rn konvex und y 6∈ K. Dann ist
x0 ∈ K genau dann ein zu y na¨chster Punkt in K, wenn fu¨r alle x ∈ K gilt
〈y − x0, x− x0〉 ≤ 0.
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1.4 Polytope und Dualita¨t
Eine besondere Stellung nehmen in der Konvexgeometrie die Mengen ein, die
sich als konvexe Hu¨llen endlich vieler Punkte oder als Schnitte u¨ber endlich
viele Halbra¨ume darstellen lassen. Aufgrund dieser endlichen Erzeugbarkeit
lassen sich viele scho¨ne Eigenschaften dieser Mengen zeigen, die beliebi-
ge konvexe Mengen nicht aufweisen. Die Charakterisierung dieser Mengen
u¨ber die Darstellbarkeit mittels endlich vieler Punkte bzw. endlich vieler
Halbra¨ume, la¨sst bereits an dieser Stelle eine gewisse ”Dualita¨t“ des Pro-
blems und der so entstandenen Mengen erkennen. Wie genau diese beiden
Arten der Beschreibung von konvexen Mengen zusammenha¨ngen, wird in
den folgenden Sa¨tzen gekla¨rt werden.
Definition 1.4.1 (vgl. [Grun03]) Eine Menge K ⊂ Rn heißt Polyeder,
wenn sich K als Schnitt von endlich vielen abgeschlossenen Halbra¨umen
darstellen la¨sst.
Definition 1.4.2 (vgl. [Grun03]) P ⊂ Rn heißt Polytop, wenn sich P als
konvexe Hu¨lle einer endlichen Punktmenge darstellen la¨sst.
Ohne ins Detail der Theorie u¨ber konvexe Polytope zu gehen, sollen in
dem nachfolgenden Satz einige wichtige Eigenschaften von Polytopen und
Polyedern angegeben werden.
Satz 1.4.3 (vgl. [Grun03])
1. P ⊂ Rn ist genau dann ein Polytop, wenn P ein beschra¨nktes Polyeder
ist.
2. Der Schnitt von endlich vielen Polytopen (bzw. Polyedern) ist wieder
ein Polytop (bzw. Polyeder).
3. Ist P ein Polyeder, so gilt Ext(P ) = Exp(P ).
4. Jede Seite eines Polytops (bzw. Polyeders) ist ein Polytop (bzw. Poly-
eder).
5. Ist F1 eine Seite eines Polyeders P und F2 eine Seite von F1, so ist
F2 auch eine Seite von P .
Ein einfaches Beispiel fu¨r ein Polytop ist sicherlich das Simplex oder
allgemeiner eine Pyramide.
Beispiel 1.4.4 (vgl. [Grun03], [Bron83])
1. Eine Menge T d heißt d-Simplex, wenn sie sich als konvexe Hu¨lle von
d+ 1 affin unabha¨ngigen Punkten darstellen la¨sst.
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2. Eine d-Pyramide Pyrd ist die konvexe Hu¨lle der Vereinigung eines (d−
1)-dimensionalen Polytops P d−1 mit einem Punkt x 6∈ aff P d−1.
3. Es sei P d−1 ein (d− 1)-dimensionales Polytop und I eine Strecke, fu¨r
die P d−1 ∩ I = {x} mit x ∈ relintP d−1 ∩ relint I gilt. Dann heißt die
Menge BiPyrd := conv(P d−1 ∪ I) d-Bipyramide, siehe Abbildung 1.5.
Dabei ist eine Strecke (bzw. Intervall) I die konvexe Hu¨lle von zwei
verschiedenen Punkten x1 6= x2, also I = conv(x1, x2) =: [x1, x2].
Ausgehend von dieser Konstruktion lassen sich die Seiten einer Bipy-
ramide bereits genau beschreiben.
(a) Eine Menge F ⊂ BiPyrd mit x1, x2 6∈ F ist genau dann eine Seite
von BiPyrd, wenn sie eine Seite von P d−1 mit F 6= P d−1 ist.
(b) Eine Menge F ⊂ BiPyrd mit x1 ∈ F und x2 6∈ F ist genau
dann eine Seite von BiPyrd, wenn es eine Seite F ′ von P d−1 mit
F ′ 6= P d−1 gibt, so dass F = conv(F ′∪{x1}) gilt. Fu¨r jede solche
Seite F von BiPyrd ist die zugeho¨rige Seite F ′ von P d−1 eindeutig
bestimmt, und es gilt dimF ′ = dimF − 1.
Die Seiten F ⊂ BiPyrd mit x2 ∈ F und x1 6∈ F werden analog
gebildet.
(c) Eine Teilmenge F ⊂ BiPyrd, fu¨r die x1, x2 ∈ F gilt, ist genau
dann eine Seite von BiPyrd, wenn F = BiPyrd ist.
Abbildung 1.5: Bipyramide
Wie bereits oben angedeutet, ist es sinnvoll, fu¨r Polytope oder allgemein
fu¨r konvexe Mengen einen ”Dualita¨tsbegriff“ einzufu¨hren. Dabei werden zwei
Polytope P, P ∗ als dual zueinander bezeichnet, wenn es eine bijektive, inklu-
sionsumkehrende Abbildung zwischen der Menge der Seiten von P und der
Menge der Seiten von P ∗ gibt. Eine Mo¨glichkeit, zu einem gegebenen Poly-
top P ein duales Polytop zu finden, ist die Konstruktion der zu P polaren
Menge. (vgl. [Grun03])
Definition 1.4.5 (vgl. [Grun03]) Es sei M ⊂ Rn eine beliebige Teilmenge.
Dann heißt M∗ := {y ∈ Rn | 〈x, y〉 ≤ 1 ∀x ∈M} die zu M polare Menge.
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Man beachte an dieser Stelle, dass die Polare nach Definition fu¨r beliebige
Mengen des Rn gebildet werden kann. Dabei gelten folgende Eigenschaften:
Satz 1.4.6 (vgl. [Grun03]) M,N ⊂ Rn seien beliebige Teilmengen. Dann
gilt:
1. M∗∗ = (M∗)∗ = conv(M ∪ {0}).
2. M∗∗∗ = ((M∗)∗)∗ =M∗.
3. Fu¨r M ⊂ N gilt N∗ ⊂M∗.
4. Ist λ ∈ R, λ 6= 0, so gilt (λM)∗ = 1λM∗.
5. (M ∪N)∗ =M∗ ∩N∗.
Obwohl man die Polare zu jeder beliebigen (konvexen) Menge bilden
kann, macht die Deutung der Polaren in den meisten Fa¨llen nur dann Sinn,
wenn die Ausgangsmenge kompakt ist und den Ursprung entha¨lt.
Satz 1.4.7 (vgl. [Grun03], [Rock70]) Fu¨r die polare Menge gelten folgende
Aussagen.
1. Ist K ⊂ Rn eine kompakte konvexe Menge mit 0 ∈ K◦, so ist auch K∗
kompakt und konvex mit 0 ∈ (K∗)◦.
2. Ist K ⊂ Rn eine kompakte konvexe Menge mit 0 ∈ K◦, so folgt K∗∗ =
(K∗)∗ = K.
3. Fu¨r eine MengeM ⊂ Rn gilt, dassM genau dann beschra¨nkt ist, wenn
0 ∈ (M∗)◦ gilt.
4. Fu¨r eine Menge M ⊂ Rn ist M∗ genau dann beschra¨nkt, wenn 0 ∈
conv(M)◦ erfu¨llt ist.
5. Ist P ⊂ Rn ein konvexes Polytop, das sich als Schnitt der Halbra¨ume
{x ∈ Rn | 〈x, yi〉 ≤ 1}, i = 1, . . . , k schreiben la¨sst, so gilt P ∗ =
conv(y1, . . . , yk).
Mit der letzten Eigenschaft aus Satz 1.4.7 hat man somit einen Zusam-
menhang zwischen der Darstellung mittels endlich vieler Punkte und der
Darstellung als Schnitt von endlich vielen Halbra¨umen hergestellt. Satz 1.4.7
zeigt außerdem, dass sich wesentliche Eigenschaften der Menge nur dann auf
ihre Polare u¨bertragen, wenn die Ausgangsmenge die Null in ihrem Inneren
entha¨lt.
Bildet man die Polare eines konvexen Kegels mit Spitze in Null, so sieht
man, dass die Bedingung ”Skalarprodukt kleiner gleich 1“ gleich der Bedin-
gung ”Skalarprodukt kleiner gleich 0“ ist (vgl. [Barv02]). Da die Betrachtung
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der Polaren eines konvexen Kegels mit Spitze in Null spa¨ter noch von großer
Bedeutung sein wird, soll fu¨r diesen Spezialfall der Begriff des ”Polarkegels“
noch einmal neu definiert werden und zur besseren Lesbarkeit das Symbol
C? gewa¨hlt werden. Wie aber bereits erwa¨hnt, ist die folgende Definition
genau genommen eine Folgerung aus Definition 1.4.5.
Definition 1.4.8 (vgl. [Leich80]) Es sei C ⊂ Rn ein konvexer Kegel mit
Spitze in Null. Dann heißt
C? := {y ∈ Rn | 〈x, y〉 ≤ 0 ∀x ∈ C} = C∗
der Polarkegel von C.
Anders ausgedru¨ckt ist der Polarkegel C? eines konvexen Kegels C mit
Spitze in Null der Durchschnitt derjenigen abgeschlossenen Halbra¨ume, die
orthogonal zu den in C liegenden Halbgeraden sind und die Null enthalten.
Damit erha¨lt man direkt folgende geometrische Beschreibung des Polarke-
gels.
Satz 1.4.9 (vgl. [Leich80]) Der Polarkegel C? eines beliebigen konvexen Ke-
gels C ⊂ Rn mit Spitze in Null ist gleich dem Normalenkegel von C in Null,
das heißt der Polarkegel wird erzeugt von den Normalenvektoren aller Stu¨tz-
hyperebenen an C in Null.
Analog zu Satz 1.4.7 gilt fu¨r konvexe Kegel und ihre zugeho¨rigen Polar-
kegel die folgende Eigenschaft:
Satz 1.4.10 (vgl. [Schn93]) Es sei C ⊂ Rn ein abgeschlossener konvexer
Kegel mit Spitze in Null. Dann ist auch sein Polarkegel C? ein abgeschlos-
sener konvexer Kegel, und es gilt C?? = (C?)? = C.
Kapitel 2
Die konvexe Hu¨lle einer
diskreten Punktmenge
In diesem Kapitel wird der erste Schwerpunkt dieser Arbeit, die Beschrei-
bung der konvexen Hu¨lle einer diskreten Punktmenge, behandelt. Fu¨r die
konvexe Hu¨lle einer beliebigen diskreten Menge gilt, dass sie in der Regel
nicht abgeschlossen ist und nicht durch endlich viele Hyperebenen begrenzt
wird. Das wesentliche Ziel dieses Kapitels ist daher die Beschreibung der
Randstruktur der konvexen Hu¨lle einer diskreten Punktmenge. Allgemein
la¨sst sich diese Untersuchung in die Theorie nicht notwendig abgeschlosse-
ner, unbeschra¨nkter konvexer Mengen einordnen, da die konvexe Hu¨lle einer
unendlichen diskreten Punktmenge stets unbeschra¨nkt ist. Diese Theorie
wird hier fortgefu¨hrt.
Dieses Kapitel ist in drei Abschnitte unterteilt: In dem ersten Abschnitt
wird neben der Einfu¨hrung der Diskretheit die Grundlage fu¨r die Untersu-
chung der Randstruktur geschaffen. Dabei sind die im ersten Abschnitt be-
wiesenen Sa¨tze eher klassischer Natur und lassen sich als Darstellungssa¨tze
klassifizieren. Da sie speziell dem Aufbau der in dieser Arbeit entwickelten
Theorie dienen, werden alle Aussagen des ersten Abschnittes vollsta¨ndig
bewiesen.
Im zweiten Abschnitt findet die eigentliche Untersuchung der Randstruk-
tur der konvexen Hu¨lle einer diskreten Punktmenge statt. Diese Untersu-
chung unterteilt sich wiederum in drei Teile: die Betrachtung der Extrem-
punkte des Abschlusses der konvexen Hu¨lle, die Beschreibung der Randbe-
reiche der konvexen Hu¨lle und die Untersuchung des Randes im Hinblick
auf Liniensegmente, das heißt auf im Rand enthaltenen Intervalle positi-
ver La¨nge. Zuna¨chst wird untersucht, ob ein Zusammenhang zwischen der
Menge der Extrempunkte einer konvexen Menge und der Menge der Ex-
trempunkte des Abschlusses der Menge besteht. Es wird gezeigt, dass diese
beiden Mengen in der Regel nicht gleich sind und auch nicht notwendig ei-
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ne Inklusion der Mengen vorliegt. Da fu¨r die Extrempunkte der konvexen
Hu¨lle einer diskreten Punktmenge bereits aufgrund der im ersten Kapitel
beschriebenen Grundlagen klar ist, dass sie in der diskreten Punktmenge
enthalten sind, bleibt noch zu untersuchen, wie es sich diesbezu¨glich mit
den Extrempunkten des Abschlusses der konvexen Hu¨lle verha¨lt. Es la¨sst
sich zeigen, dass diese ebenfalls vollsta¨ndig in der diskreten Punktmenge
enthalten sind. Bei der Untersuchung der Randbereiche wird zwischen Rand-
bereichen, die in der konvexen Hu¨lle enthalten sind, und solchen, die mit der
konvexen Hu¨lle einen leeren Schnitt haben, unterschieden. Die in der konve-
xen Hu¨lle enthaltenen Randbereiche lassen sich mit der klassischen Theorie
gut beschreiben. Fu¨r die maximalen Randbereiche, die mit der konvexen
Hu¨lle keinen Punkt gemeinsam haben, wird gezeigt, dass sie unbeschra¨nkt
sind und es stets eine Hyperebene gibt, die mit einem solchen Randbereich
einen unbeschra¨nkten Schnitt hat. Genauer gilt sogar, dass der Schnitt ei-
nes maximalen Randstu¨cks, das nicht zu der konvexen Hu¨lle geho¨rt, mit
jeder Stu¨tzhyperebene, die zu einem Punkt dieses Randstu¨cks geho¨rt, unbe-
schra¨nkt ist. Im Hinblick auf die Untersuchung des Randes auf darin enthal-
tene Liniensegmente la¨sst sich spa¨ter zeigen, dass es zu jedem Randpunkt
der konvexen Hu¨lle wenigstens eine lineare Strecke positiver La¨nge gibt, in
der dieser Randpunkt enthalten ist, das heißt in jedem Randpunkt der kon-
vexen Hu¨lle einer diskreten Punktmenge existiert ein Liniensegment. Dieses
bedeutet jedoch nicht, dass die konvexe Hu¨lle lokal polyedrisch wa¨re; das
ist im Allgemeinen auch nicht richtig (siehe Beispiel 2.3.9). Mit Hilfe der in
diesem Abschnitt bewiesenen Sa¨tze la¨sst sich nun der Rand der konvexen
Hu¨lle einer diskreten Punktmenge geometrisch beschreiben.
Da sich bei der Untersuchung der Randstruktur die Dimension 2 als Spe-
zialfall herausstellt, wird im dritten Abschnitt auf die konvexe Hu¨lle ebener
diskreter Punktmengen eingegangen. Es wird gezeigt, dass die konvexe Hu¨lle
einer diskreten Punktmenge des R2 zusa¨tzliche Eigenschaften besitzt, die
in ho¨heren Dimensionen nicht mehr gelten mu¨ssen: Die Randbereiche, die
mit der konvexen Hu¨lle einen leeren Schnitt haben, sind in dieser Situation
vollsta¨ndig in einer Hyperebene enthalten, und die konvexe Hu¨lle ist insge-
samt lokal polyedrisch. Es wird zusa¨tzlich gezeigt, dass es zu jeder uniform
diskreten Menge im R2 eine ebenfalls uniform diskrete Erweiterung gibt,
durch die die konvexe Hu¨lle abgeschlossen wird. Im dritten Abschnitt wer-
den einige Aussagen, die im zweiten Abschnitt allgemein bewiesen werden,
fu¨r den zweidimensionalen Fall noch einmal neu gezeigt. Die dabei angege-
benen alternativen Beweise gelten nur in Dimension 2 und lassen sich nicht
auf eine ho¨here Dimension u¨bertragen.
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2.1 Darstellungssa¨tze
Dieser Abschnitt soll die wesentlichen Grundlagen fu¨r die anschließende Un-
tersuchung der konvexen Hu¨lle einer diskreten Punktmenge schaffen. Dazu
werden neben der Einfu¨hrung des Begriffs der ”Diskretheit“ weitere grund-
legende Aussagen u¨ber konvexe Mengen gezeigt. Zuna¨chst werden Darstel-
lungssa¨tze u¨ber innere Punkte oder Mengen, die im Inneren einer konvexen
Menge liegen, und anschließend Aussagen bezu¨glich der Darstellung von
Randpunkten oder im Rand enthaltener Mengen bewiesen.
Diskretheit
Da im Folgenden die konvexe Hu¨lle einer ”diskreten“ Punktmenge betrach-
tet werden soll, muss zuna¨chst der Begriff der ”Diskretheit“ genau definiert
werden. Dabei orientiere man sich an dem Ausgangspunkt dieser Arbeit,
der Frage nach der Gestalt der Voronoizellen, wie sie bei einem Quantizer
vorkommen ko¨nnen. Punktmengen, die in einem Quantizer verwendet wer-
den, haben in der Regel die Eigenschaft, dass deren Punkte nicht beliebig
dicht zusammen liegen ko¨nnen. Dieses fu¨hrt auf den Begriff der ”uniformen
Diskretheit“ (vgl. [Baa02]).
Definition 2.1.1 Eine Punktmenge P ⊂ Rn heißt uniform diskret, wenn
fu¨r den Minimalabstand r = minP := inf{‖p − q‖ | p, q ∈ P, p 6= q} gilt,
dass r > 0 erfu¨llt ist.
Mengen, die uniform diskret sind, haben weiterhin die Eigenschaft, dass
sie keine Ha¨ufungspunkte enthalten und der Schnitt mit einer beschra¨nkten
Menge stets endlich ist. Da fu¨r viele Aussagen, die in dieser Arbeit gezeigt
werden, diese beiden Eigenschaften einer Punktmenge entscheidend sind,
kann der Diskretheitsbegriff entsprechend abgeschwa¨cht werden, so dass man
folgende Definition erha¨lt:
Definition 2.1.2 Eine Punktmenge P ⊂ Rn heißt diskret, wenn jede be-
schra¨nkte Umgebung nur endlich viele Punkte aus P entha¨lt.
Das heißt eine Menge P ⊂ Rn ist genau dann diskret, wenn fu¨r alle
x ∈ Rn und alle ε > 0 die Bedingung |B(x, ε) ∩ P| <∞ gilt. A¨quivalent zu
dieser Definition der Diskretheit ist die Aussage, dass die Menge P keinen
Ha¨ufungspunkt besitzt (vgl. [Grub07]). Denn die Menge P hat genau dann
einen Ha¨ufungspunkt, wenn ein Punkt x0 ∈ Rn existiert, so dass fu¨r alle
ε > 0 gilt |B(x0, ε) ∩ P| = ∞. Damit ist eine uniform diskrete Menge auch
stets diskret. Die Umkehrung dieser Aussage ist jedoch nicht richtig.
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Beispiel 2.1.3 Es sei P := Z∪ {z+ 1z | z ∈ Z \ {0}} ⊂ R, siehe Abbildung
2.1. Da die Menge P keinen Ha¨ufungspunkt entha¨lt, ist P im Sinne der
Definition 2.1.2 diskret. Die Menge P ist jedoch nicht uniform diskret, da
der Minimalabstand minP = 0 ist.
0 1 2 3 4 5 6
Abbildung 2.1: Z ∪ {z + 1z | z ∈ Z \ {0}}
Sowohl fu¨r diskrete als auch fu¨r uniform diskrete Punktmengen ist die
Endlichkeit a¨quivalent zur Beschra¨nktheit.
Satz 2.1.4 Es sei P ⊂ Rn eine (uniform) diskrete Punktmenge. Dann gilt,
dass die Menge P genau dann endlich ist, wenn sie beschra¨nkt ist.
Beweis: Es sei P beschra¨nkt. Dann gibt es x0 ∈ Rn und δ > 0 mit
P ⊂ B(x0, δ). Ist P uniform diskret, so auch diskret und es folgt |B(x0, δ)∩
P| <∞. Also ist P endlich.
Ist andererseits P endlich, so gibt es einen maximalen Abstand zwischen
den Punkten aus P, M := max{‖p − q‖ | p, q ∈ P} < ∞. Damit folgt
P ⊂ B(p0,M) fu¨r jeden beliebigen Punkt p0 ∈ P. Also ist P beschra¨nkt. 
Der obige Satz la¨sst sich sogar noch verscha¨rfen. Denn es gilt, dass eine
endliche Punktmenge stets minP > 0 erfu¨llt und damit uniform diskret also
insbesondere auch diskret ist. Aus der Endlichkeit der Punktmenge folgt
somit nicht nur die Beschra¨nktheit sondern auch bereits die Diskretheit.
In Bezug auf die Gestalt der konvexen Hu¨lle der Punktmenge bewirkt die
Endlichkeit der Menge, dass die konvexe Hu¨lle nach Definition 1.4.2 ein
Polytop ist. Dieses ist insbesondere kompakt.
Satz 2.1.5 Ist die Menge P ⊂ Rn endlich, so ist conv(P) kompakt.
Beweis: Als endliche Menge ist P abgeschlossen und beschra¨nkt, also
kompakt. Nach Satz 1.1.12 ist damit auch conv(P) kompakt. 
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Innere Punkte
Fu¨r einen Punkt x, der in der konvexen Hu¨lle einer endlichen Punktmen-
ge P enthalten ist, gilt, dass er sich nicht nur als Konvexkombination der
Punkte aus P sondern auch als Konvexkombination beliebiger, jeweils auf
den Strecken zwischen x und den Punkten aus P liegender Punkte darstellen
la¨sst. Genauer gilt folgende wichtige Eigenschaft konvexer Mengen: Kommt
in der Konvexdarstellung eines Punktes x ein Punkt p echt vor, so kann
man p in der Konvexdarstellung durch jeden beliebigen Punkt q, der auf der





































Abbildung 2.2: Austauschung in Konvexdarstellung




Konvexdarstellung von x, das heißt es gelte λi ≥ 0 fu¨r i = 1, . . . , k und
k∑
i=1
λi = 1. Gilt fu¨r ein pj , j ∈ {1, . . . , k}, dass es in der Konvexdarstellung
echt vorkommt, dass also λj > 0 gilt, so la¨sst sich pj in der Konvexdarstel-
lung von x durch einen beliebigen Punkt y ∈ conv(x, pj) \ {x} austauschen,
das heißt es gibt passende λ′1, . . . , λ′k ≥ 0, mit λ′j > 0, so dass man λ1, . . . , λk
durch λ′1, . . . , λ′k und pj durch y ersetzen kann.






λi = 1 und λi ≥ 0 fu¨r alle
i = 1, . . . , k − 1 und λk > 0 (ansonsten a¨ndere man die Nummerierung).
Weiter sei y = µx+(1−µ)pk fu¨r ein 0 < µ < 1. Dann gilt pk = 11−µ(y−µx).
Setzt man dieses in die Konvexdarstellung von x ein, so erha¨lt man
x = λ1p1 + · · ·+ λk−1pk−1 + λkpk
= λ1p1 + · · ·+ λk−1pk−1 + λk 11−µ(y − µx),





(λ1p1 + · · ·+ λk−1pk−1 + λk1−µy)
= 1−µ1−µ+λkµ(λ1p1 + · · ·+ λk−1pk−1 +
λk
1−µy).
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Gilt nun, dass in dieser Darstellung alle Koeffizienten gro¨ßer oder gleich Null
sind und in der Summe 1 ergeben, so hat man die gesuchte neue Konvexkom-
bination gefunden. Man sieht leicht, dass 1−µ1−µ+λkµλi ≥ 0 fu¨r i = 1, . . . , k− 1
und 1−µ1−µ+λkµ ·
λk
1−µ > 0 gilt. Betrachte also nun die Summe der Koeffizienten:
1−µ
1−µ+λkµ(λ1 + · · ·+ λk−1︸ ︷︷ ︸
=1−λk
+ λk1−µ)







Damit hat man die gesuchte Konvexdarstellung gefunden. Setzt man γ :=
1−µ
1−µ+λkµ , so erha¨lt man als neue Koeffizienten λ
′
i := γλi, fu¨r i = 1, . . . , k−1,
und λ′k := γ
λk
1−µ . 
Ausgehend von einer Konvexdarstellung eines Punktes x einer konvexen
Menge, la¨sst sich eine Aussage daru¨ber treffen, ob der Punkt x im Inneren
oder auf dem Rand der konvexen Menge liegt. Sobald in einer gewa¨hlten
Konvexdarstellung von x wenigstens ein innerer Punkt p vorkommt, der aus
der Konvexdarstellung nicht eliminiert werden kann, ist auch x ein innerer
Punkt der konvexen Menge. Anschaulich wird der Punkt x sozusagen von p
ins Innere ”gezogen“.
Lemma 2.1.7 Es sei K ⊂ Rn eine konvexe Menge, x1, . . . , xk ∈ K mit






λi = 1, λi ≥ 0 fu¨r i = 1, . . . , k−1
und λk > 0. Dann gilt x ∈ K◦.
Beweis: Fu¨r k = 1 ist die Aussage trivial. Sei nun k = 2. Gilt x2 ∈ K◦, so
existiert ein ε > 0 mit B(x2, ε) ⊂ K. Dann gilt aber fu¨r x = (1−λ)x1+λx2,
dass B(x, λε) ⊂ K und x somit ein innerer Punkt von K ist. Betrach-
te nun den allgemeinen Fall fu¨r k ≥ 2. Dann gilt x =
k−1∑
i=1
λixi + λkxk =
(1 − λk) 11−λk
k−1∑
i=1
λixi + λkxk. Da fu¨r i = 1, . . . , k − 1 gilt xi ∈ K und
0 ≤ 11−λkλi =
λi





















in K enthalten. Damit erha¨lt man x = (1 − λk)y + λkxk als Konvexkom-
bination zweier Elemente aus K, von denen eines im Inneren liegt, und es
folgt die Behauptung. 
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Die Aussage, dass ein Punkt, der auf der Strecke zwischen zwei Punkten
liegt, von denen wenigstens einer im Inneren der konvexen Menge enthalten
ist, bereits selbst ein innerer Punkt der konvexen Menge ist, findet man auch
in [Berk02] bewiesen. Die dort angegebene Beweisidee wird in Abbildung 2.3
veranschaulicht. Das obige Lemma 2.1.7 verallgemeinert nun diese Aussage
in dem Sinne, dass es fu¨r die Eigenschaft innerer Punkt zu sein genu¨gt, wenn
in einer beliebigen Konvexkombinationen einer der darstellenden Punkte im
Inneren liegt.
Abbildung 2.3: Strecke mit innerem Punkt
Betrachtet man nun zwei innere Punkte einer konvexen Menge, so erwar-
tet man, dass dann auch die konvexe Hu¨lle dieser beiden Punkte ebenfalls
vollsta¨ndig im Inneren der konvexen Menge enthalten ist.
Lemma 2.1.8 Es sei K ⊂ Rn eine konvexe Menge mit K◦ 6= ∅. Dann
gilt fu¨r zwei Punkte m1,m2 ∈ K◦, dass auch die konvexe Hu¨lle der Punkte
conv(m1,m2) ⊂ K◦ im Innern der konvexen Menge liegt.
Beweis: Da m1,m2 ∈ K◦ innere Punkte sind, gibt es r1, r2 > 0 und Ku-
geln B(m1, r1), B(m2, r2) fu¨r die gilt mi ∈ B◦(mi, ri) ⊂ K, fu¨r i = 1, 2. Also
folgt conv(m1,m2) ⊂ conv(B◦(m1, r1) ∪B◦(m2, r2)) ⊂ K. Nach Satz 1.1.12
ist conv(B◦(m1, r1) ∪B◦(m2, r2)) eine offene Umgebung von conv(m1,m2),
und es folgt conv(m1,m2) ⊂ K◦. 
Es ist klar, dass aus dem gerade bewiesenen Lemma direkt folgt, dass
auch konvexe Hu¨llen von endlich vielen inneren Punkten einer konvexen
Menge wieder im Inneren der konvexen Menge liegen. Anders ausgedru¨ckt
heißt das, dass ein Polytop, das in einer konvexen Menge enthalten ist und
dessen Ecken alle im Inneren der umgebenden konvexen Menge liegen, eben-
falls vollsta¨ndig im Inneren der umgebenden konvexen Menge liegt. Erinnert
man sich an den Satz 1.1.10 von Steinitz, der besagt, dass jeder innere Punkt
einer konvexen Hu¨lle einer Menge M bereits als innerer Punkt der konve-
xen Hu¨lle von endlich vielen Punkten aus M darstellbar ist, so entsteht die
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Frage, ob eine analoge Aussage auch fu¨r im Inneren liegende Polytope gilt.
Das heißt findet man zu einem Polytop, das im Inneren der konvexen Hu¨lle
einer Menge M liegt, endlich viele Punkte aus M , so dass das Polytop noch
immer im Inneren der konvexen Hu¨lle dieser endlich vielen Punkte liegt?
Satz 2.1.9 (Steinitz fu¨r Polytope) Es sei M ⊂ Rn eine Menge und
P ⊂ conv(M)◦ ein Polytop. Dann gibt es eine Teilmenge M ′ ⊂ M mit
|M ′| <∞ und P ⊂ conv(M ′)◦.
Beweis:Da P ⊂ conv(M)◦ ein Polytop ist, existieren endlich viele Punk-
tem1, . . . ,mk ∈ conv(M)◦ mit P = conv(m1, . . . ,mk). Wende nun auf jeden
dieser Punkte mi, i = 1, . . . , k, den Satz 1.1.10 von Steinitz an. Dann folgt,
dass es zu jedem Punkt mi eine TeilmengeM ′i ⊂M, |M ′i | ≤ 2n gibt, so dass
mi ∈ conv(M ′i)◦ gilt. Insbesondere gilt damit auchmi ∈ conv(M ′1∪· · ·∪M ′k)◦
fu¨r alle Punktemi, i = 1, . . . , k. Setzt man nunM ′ :=M ′1∪· · ·∪M ′k, so folgt
mit Lemma 2.1.8 P = conv(m1, . . . ,mk) ⊂ conv(M ′)◦, und es gilt M ′ ⊂M
mit |M ′| ≤ 2kn <∞. 
Man u¨berlegt sich leicht, dass in Satz 2.1.9 nicht wie im Satz 1.1.10 von
Steinitz verlangt werden kann, dass |M ′| < 2n ist. Als Beispiel betrachte man
ein regula¨resm-Eck in R2 mitm > 4.M enthalte genau diem Eckpunkte des
m-Ecks conv(M). Wa¨hlt man nun als im Inneren von conv(M) enthaltenes
Polytop K ebenfalls ein regula¨res m-Eck, so kann K so gewa¨hlt werden,
dass K 6⊂ conv(M \ {x}) fu¨r jeden Punkt x ∈ M gilt. Das heißt in diesem
Fall ist K ⊂ conv(M ′)◦ mit M ′ ⊂ M nur fu¨r M = M ′ mo¨glich, aber es ist
|M | = m > 4 (siehe Abbildung 2.4 fu¨r den Fall m = 5).
Abbildung 2.4: Ineinander enthaltene Fu¨nfecke
Eine weitere Problemstellung, die in diesem Zusammenhang auftritt und
Anwendungen der Optimierung nahe kommt, ist die Suche nach einem dem
Rand der umgebenden konvexen Menge na¨chsten Punkt des in der Menge
liegenden Polytops, siehe Abbildung 2.5. Man wird erwarten, dass der klein-
ste Abstand zwischen dem Polytop und dem umgebenden Rand stets im
Rand des Polytops angenommen wird und dass es stets einen Eckpunkt des
Polytops gibt, der evtl. zusammen mit weiteren Punkten des Polytops den
































Abbildung 2.5: Minimaler Abstand zum Rand
Satz 2.1.10 Es sei K 6= Rn eine konvexe Menge und P ⊂ K ein Polytop.
Dann wird der minimale Abstand d(P, ∂K) := inf{‖p− y‖ | p ∈ P, y ∈ ∂K}
von P zum Rand von K stets in einer Ecke von P angenommen.
Beweis: Es sei zuna¨chst die Beweisidee kurz skizziert: Da es in dieser
Situation Punkte x0 ∈ ∂K und y0 ∈ P gibt, die den minimalen Abstand
d(P, ∂K) annehmen, la¨sst sich die Menge K so um x0−y0 verschieben, dass
die verschobene Menge K0 noch immer das Polytop P entha¨lt, der Rand
∂K0 aber Punkte mit P gemeinsam hat. Alle Punkte aus P , die im Schnitt
P ∩ ∂K0 liegen, haben zu K0 und auch zu K minimalen Abstand. Da K0
konvex und P ein Polytop ist, gibt es eine Seite von P , die vollsta¨ndig im
Rand von K0 enthalten ist. In dieser Seite existiert wenigstens ein Eckpunkt
von P , der minimalen Abstand zu K0 und damit auch zu K hat.
Da P und ∂K abgeschlossen sind und P beschra¨nkt ist, wird bei dem
minimalen Abstand zwischen den Mengen das Infimum angenommen, und
es gilt d(P, ∂K) = min{‖p − y‖ | p ∈ P, y ∈ ∂K}. Also existieren y0 ∈ P ,
genauer y0 ∈ ∂P , und x0 ∈ ∂K mit d(y0, x0) = d(P, ∂K) =: δ. Betrachte
nun die Menge K0 := K − (x0 − y0) = {x − (x0 − y0) | x ∈ K}, das heißt
die um (x0 − y0) verschobene Menge K. Es gilt ∂K0 = ∂K − (x0 − y0) und
P ⊂ K0. Denn ga¨be es ein p ∈ P mit p 6∈ K0, so wa¨re p + (x0 − y0) 6∈ K
und damit der Abstand d(p, ∂K) < δ, also ein Widerspruch. Weiter gilt
d(P, ∂K0) = 0, da y0 ∈ P und x0 − (x0 − y0) ∈ ∂K0 den minimalen Ab-
stand mit d(y0, x0 − (x0 − y0)) = 0 annehmen. Man u¨berlegt sich weiter,
dass {y ∈ P | d(y, ∂K0) = 0} ⊂ {y ∈ P | d(y, ∂K) = δ} gilt. Dazu sei
nun y1 ∈ P ein beliebiges Element, das d(y1, ∂K0) = 0 erfu¨llt. Das heißt es
gibt ein x1 = x2 − (x0 − y0) ∈ ∂K0, x2 ∈ ∂K, mit d(y1, x1) = 0. Dann ist
d(y1, ∂K) ≤ d(y1, x2) = d(y1, x1 + (x0 − y0)) ≤ d(y1, x1) + d(y0, x0) = 0 + δ.
Mit d(P, ∂K) ≥ δ folgt somit d(y1, ∂K) = δ. Damit hat man gezeigt, dass
y1 ∈ {y ∈ P | d(y, ∂K) = δ} gilt. Nach Konstruktion ist y0 ∈ ∂P ∩ ∂K0
Randpunkt sowohl von P als auch von K0. Da P ⊂ K0 gilt, existiert in y0
eine Hyperebene Hyp, die sowohl an P als auch an K0 eine Stu¨tzhyperebe-
ne ist. Aus P ⊂ K0 folgt auch Hyp∩P ⊂ Hyp∩∂K0. Da P ein Polytop ist,
entha¨lt jede Stu¨tzhyperebene an P wenigstens eine Ecke von P . Also entha¨lt
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auch Hyp∩∂K0 wenigstens eine Ecke von P . Damit wird der minimale Ab-
stand von P zum Rand ∂K0 stets auch in einer Ecke von P angenommen.
Und da oben gezeigt wurde, dass alle Punkte aus P , die minimalen Abstand
zum Rand von K0 haben, auch minimalen Abstand zum Rand von K haben,
folgt die Behauptung. 
Randpunkte
Man wende sich nun dem Rand einer konvexen Menge zu. Aufgrund der
Konvexita¨t der Menge lassen sich bestimmte scho¨ne Eigenschaften des Ran-
des zeigen, die der Rand einer beliebigen Menge in der Regel nicht aufweist.
Dazu geho¨rt es, dass eine Stu¨tzhyperebene der konvexen Menge K in ei-
nem Randpunkt x0 ∈ ∂K nur dann auch Stu¨tzhyperebene an K in einem
weiteren Punkt x ∈ ∂K sein kann, wenn sie auch Stu¨tzhyperebene an K
in allen anderen zwischen x0 und x liegenden Punkten ist (siehe Abbildung




Abbildung 2.6: Stu¨tzhyperebene in x0
Lemma 2.1.11 Es sei K ⊂ Rn eine konvexe Menge mit ∂K 6= ∅. Weiter
seien x0 ∈ ∂K und Hyp0 eine Stu¨tzhyperebene an K in x0. Wenn es eine
Umgebung U von x0 gibt, fu¨r die gilt, dass alle stu¨tzenden Hyperebenen Hypx
fu¨r x ∈ ∂K∩U , x 6= x0, von Hyp0 verschieden sind, so ist Hyp0 verschieden
von allen stu¨tzenden Hyperebenen Hypx fu¨r x ∈ ∂K, x 6= x0.
Beweis: Man zeige die zu der Behauptung a¨quivalente Aussage, dass
wenn es einen Punkt x1 ∈ ∂K, x1 6= x0, gibt, in dem Hyp0 ebenfalls ei-
ne Stu¨tzhyperebene ist, dann auch in jeder Umgebung U von x0 Punkte
existieren, in denen es dieselbe Stu¨tzhyperebene gibt.
Es sei x1 ∈ ∂K, x1 6= x0 und es existiere eine K stu¨tzende Hyperebene
Hyp1 in x1, die mit Hyp0 identisch sei. Da mit K auch K konvex ist, gilt fu¨r
alle λ ∈ [0, 1], dass auch x := λx0+(1−λ)x1 ∈ K erfu¨llt ist. Genauso ist x als
affine Kombination aus x0, x1 ∈ Hyp0 = Hyp1 wieder Element der Hyper-
ebene Hyp0. Da Hyp0 eine K stu¨tzende Hyperebene ist, liegt K vollsta¨ndig





folgt weiter, dass x ∈ K∩Hyp0 nicht in K◦ enthalten sein kann, also fu¨r alle
λ ∈ [0, 1] gilt x = λx0+(1−λ)x1 ∈ ∂K. Fu¨r jede Umgebung U von x0 la¨sst
sich nun ein λU ∈ [0, 1] finden, so dass xU = λUx0+(1−λU )x1 ∈ ∂K∩U gilt.
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Damit findet man in jeder Umgebung U von x0 einen Punkt xU , in dem es
eine K stu¨tzende Hyperebene gibt, die mit Hyp0 identisch ist. Damit folgt
die Behauptung. 
Betrachtet man Konvexkombinationen aus Randpunkten konvexer Men-
gen, so liegt der aus den Randpunkten konvex kombinierte Punkt im All-
gemeinen nicht wieder im Rand der konvexen Menge, sondern oftmals im
Inneren. Betrachtet man dagegen Konvexdarstellungen von Randpunkten
konvexer Mengen, so stellt man fest, dass alle Punkte, die in der Konvexdar-
stellung mit einem Koeffizient λ > 0 echt vorkommen, ebenfalls Randpunkte
sein mu¨ssen.
Lemma 2.1.12 Sei K ⊂ Rn eine konvexe Menge und x ∈ ∂K ein Rand-
punkt von K. Fu¨r x existiere eine Darstellung x =
k∑
i=1
λixi mit xi ∈ K und
k∑
i=1
λi = 1 und λi > 0 fu¨r alle i = 1, . . . , k, mit k ∈ N. Dann muss fu¨r alle
i = 1, . . . , k gelten xi ∈ ∂K.
Beweis: Angenommen, es wa¨re wenigstens eines der xi im Inneren von
K. Dann wu¨rde mit Lemma 2.1.7 folgen, dass auch x innerer Punkt wa¨re,
also ein Widerspruch. 
In der obigen Situation la¨sst sich zusa¨tzlich zeigen, dass sogar die von den
Punkten aus der Konvexkombination erzeugte konvexe Hu¨lle conv(x1, . . . , xk)
vollsta¨ndig in ∂K und daher auch vollsta¨ndig in einer Stu¨tzhyperebene von
K enthalten ist. Es gilt na¨mlich folgende Aussage:
Lemma 2.1.13 Es sei K ⊂ Rn eine konvexe Menge und k ∈ N mit k ≥ 2.
Weiter seien paarweise verschiedene Randpunkte x, x1, . . . , xk ∈ ∂K von K,






λi = 1 und λi > 0 fu¨r alle i = 1, . . . , k gilt,
gegeben. Dann folgt conv(x1, . . . , xk) ⊂ ∂K.
Beweis:Man zeige, dass es eine Hyperebene Hyp ⊂ Rn gibt, in der sa¨mt-
liche Punkte x, x1, . . . , xk enthalten sind. Ist k ≤ n−1, so existiert stets eine
Hyperebene, die alle Punkte x, x1, . . . , xk entha¨lt. Also sei nun k ≥ n. An-
genommen es ga¨be keine Hyperebene, die die Menge {x, x1, . . . , xk} entha¨lt.
Dann folgt dim conv(x1, . . . , xk) = n, und da conv(x1, . . . , xk) ⊂ K gilt, ist
dann conv(x1, . . . , xk)∩K◦ 6= ∅. Da in der Konvexdarstellung von x alle Ko-
effizienten der Punkte x1, . . . , xk positiv sind, ist x nach Satz 1.1.11 im rela-
tiven Inneren von conv(x1, . . . , xk) enthalten. Mit dim conv(x1, . . . , xk) = n
folgt dann sogar x ∈ conv(x1, . . . , xk)◦. Wegen conv(x1, . . . , xk) ⊂ K sind
aber alle inneren Punkte von conv(x1, . . . , xk) bereits in K◦ enthalten. Also
44 DIE KONVEXE HU¨LLE EINER DISKRETEN PUNKTMENGE
folgt x ∈ K◦ und damit ein Widerspruch zur Voraussetzung. Damit gibt
es stets eine Hyperebene Hypx ⊂ Rn mit x, x1, . . . , xk ∈ Hypx. Es bleibt
zu zeigen, dass es auch stets eine Stu¨tzhyperebene gibt, die x, x1, . . . , xk
entha¨lt. Gilt dim conv(x1, . . . , xk) = n− 1, so ist die x, x1, . . . , xk enthalten-
de Hyperebene Hypx eindeutig bestimmt. Angenommen Hypx wa¨re keine
Stu¨tzhyperebene an K. Dann wu¨rde K ∩ (H+x )◦ 6= ∅ 6= K ∩ (H−x )◦ folgen.
Also ga¨be es y1 ∈ K ∩ (H−x )◦ und y2 ∈ K ∩ (H+x )◦, und aufgrund der Kon-
vexita¨t von K wa¨re conv(x1, . . . , xk, y1, y2) ⊂ K. Da y1, y2 6∈ Hypx gewa¨hlt
sind, gilt dim conv(x1, . . . , xk, y1, y2) = n. Man u¨berlegt sich weiter, dass
die Punkte y1, y2 in dieser Situation stets so gewa¨hlt werden ko¨nnen, dass
die Menge conv(x1, . . . , xk, y1, y2) =: BiPyr(x, y1, y2) eine Bipyramide wird.
Dann liefert Beispiel 1.4.4, dass x ein innerer Punkt von BiPyr(x, y1, y2) ist.
Damit wu¨rde x ∈ conv(x1, . . . , xk, y1, y2)◦ und daher auch x ∈ K◦ folgen.
Dieses ist ein Widerspruch. Der Fall, dass dim conv(x1, . . . , xk) < n− 1 gilt,
es also mehrere x, x1, . . . , xk enthaltende Hyperebenen gibt, verla¨uft analog.
Angenommen es wa¨re keine dieser Hyperebenen eine Stu¨tzhyperebene an K.
Dann ließe sich x a¨hnlich wie oben als innerer Punkt eines in K enthaltenen
n-dimensionalen Polytops darstellen und wa¨re damit ein innerer Punkt von
K, was ein Widerspruch ist. Insgesamt folgt die Behauptung. 
Eine andere Mo¨glichkeit, die Aussage aus Lemma 2.1.13 zu u¨berpru¨fen,
erha¨lt man durch die Anwendung des Austauschlemmas 2.1.6. Nimmt man
an, es ga¨be in conv(x1, . . . , xk) einen inneren Punkt y ∈ conv(x1, . . . , xk) ∩
K◦, so fa¨nde man mit Hilfe von Lemma 2.1.6 eine weitere Konvexdarstellung
von x, in der y mit positivem Koeffizienten vorka¨me. Nach Lemma 2.1.7
wa¨re dann aber auch x ein innerer Punkt von K, was ein Widerspruch zur
Voraussetzung ist.
Man beachte, dass die Aussage aus Lemma 2.1.13 nicht mehr gelten
muss, wenn man bei den Voraussetzungen die Bedingung, dass der im rela-
tiven Inneren von conv(x1, . . . , xk) liegende Punkt x ∈ ∂K ein Randpunkt
von K sei, wegla¨sst. Die konvexe Hu¨lle beliebiger Randpunkte von K kann
natu¨rlich innere Punkte von K enthalten. Als ein triviales Beispiel, das diese
Tatsache verdeutlicht, sei an die Darstellung eines Polytops P als konvexe
Hu¨lle seiner Extrempunkte, P = conv(Ext(P )), erinnert.
Ist eine n-dimensionale konvexe Menge darstellbar als konvexe Hu¨lle ei-
ner MengeM , so weiß man nach dem Satz 1.1.9 von Caratheodory, dass sich
jeder Punkt der Menge als Konvexkombination aus maximal n+1 Punkten
der MengeM darstellen la¨sst. Verknu¨pft man diese Aussage mit dem Ergeb-
nis aus Lemma 2.1.12, so erwartet man, dass es zu jedem Randpunkt x von
conv(M) eine Menge von maximal n+ 1 Punkten aus M gibt, die im Rand
der konvexen Hu¨lle liegen und aus denen sich x konvex kombinieren la¨sst.
Dabei ist insbesondere der Fall, dass die Menge M eine diskrete Punkt-
menge ist, von Interesse. Um in dieser Situation entsprechende Aussagen
DARSTELLUNGSSA¨TZE 45
besser formulieren zu ko¨nnen, werden zuna¨chst die Begriffe ”Randpunkt“
und ”innerer Punkt“ einer diskreten Punktmenge u¨ber die bereits bekann-
ten Begriffe des Randpunktes bzw. des inneren Punktes der konvexen Hu¨lle
einer Punktmenge definiert.
Definition 2.1.14 P ⊂ Rn sei eine diskrete Punktmenge. Dann heißt p ∈
P innerer Punkt von P, wenn p ∈ conv(P)◦ ∩ P ein innerer Punkt der
konvexen Hu¨lle von P ist. Die Menge aller inneren Punkte von P sei mit P◦
bezeichnet. Entsprechend heißt ein Punkt p′ ∈ P Randpunkt von P, wenn
p′ ∈ ∂ conv(P)∩P zum Rand der konvexen Hu¨lle von P geho¨rt. Die Menge
aller Randpunkte von P sei ∂P.
Damit la¨sst sich nun die oben bereits angedeutete Aussage u¨ber die
Konvexdarstellung eines Randpunktes der konvexen Hu¨lle einer diskreten
Punktmenge exakt formulieren.
Folgerung 2.1.15 Sei P ⊂ Rn eine diskrete Punktmenge, deren konvexe
Hu¨lle conv(P) abgeschlossen sei. Dann existieren zu jedem x ∈ ∂ conv(P)
Punkte p1, . . . , pk ∈ ∂P und λ1, . . . , λk > 0 mit
k∑
i=1
λi = 1 und k ≤ n+ 1, so




Beweis: Da fu¨r jeden Randpunkt x ∈ ∂ conv(P) insbesondere x ∈
conv(P) gilt, existiert nach dem Satz 1.1.9 von Caratheodory eine Kon-




λ1, . . . , λk ≥ 0,
k∑
i=1
λi = 1, k ≤ n + 1. Wa¨hlt man die Darstellung so,
dass λi > 0 fu¨r alle i = 1, . . . , k gilt, so liefert Lemma 2.1.12, dass alle in
dieser Darstellung vorkommenden Punkte pi Randpunkte von conv(P) sein
mu¨ssen, also p1, . . . , pk ∈ ∂P gilt. 
Man beachte, dass die Diskretheit der Menge P in dem Beweis nicht
beno¨tigt wurde, die Aussage also auch entsprechend fu¨r konvexe Hu¨llen be-
liebiger MengenM formulierbar ist. Da jedoch im Folgenden speziell auf den
Fall einer diskreten Punktmenge P eingegangen werden soll und auch die
obige Definition 2.1.14 bereits auf diesen Fall abgestimmt ist, soll hier auf
eine allgemeinere Formulierung der Aussage aus Folgerung 2.1.15 verzichtet
werden.
Mit Hilfe der in diesem Abschnitt bewiesenen Aussagen kann nun der
Rand der konvexen Hu¨lle einer diskreten Punktmenge na¨her untersucht wer-
den.
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2.2 Randstruktur
Aufbauend auf den bis jetzt bereitgestellten Grundlagen, kann nun das
Randverhalten der konvexen Hu¨lle einer diskreten Punktmenge betrach-
tet werden. Dazu werden zuna¨chst eine Reihe von Beispielen angegeben,
die das Auftreten gewisser Randeigenschaften einer solchen Menge belegen.
Anschließend werden die Extrempunkte des Abschlusses der konvexen Hu¨lle
und weiterhin die maximalen Randbereiche, die in der konvexen Menge ent-
halten sind, und die, die mit der konvexen Menge einen leeren Schnitt haben,
untersucht. Abschließend wird auf das Vorhandensein von Liniensegmenten
im Rand eingegangen.
Betrachtet man die konvexe Hu¨lle einer endlichen Punktmenge, so erha¨lt
man dabei nach Definition 1.4.2 ein Polytop. Da eine endliche Punktmenge
insbesondere diskret ist, entsteht die Frage, ob sich diese Aussage verallge-
meinern la¨sst und auch fu¨r die konvexe Hu¨lle einer diskreten Punktmenge
etwas Vergleichbares gilt. Diese U¨berlegung fu¨hrt auf die Betrachtung kon-
vexer Hu¨llen von unendlichen diskreten Punktmengen. Es ist klar, dass die
konvexe Hu¨lle so einer Punktmenge kein Polytop sein kann. Jedoch ko¨nnte
man die Hoffnung haben, dass die so entstandene konvexe Menge weiterhin
polyedrisch ist. Dass dieses im Allgemeinen jedoch nicht der Fall ist, zeigt
ein einfaches Beispiel:
Abbildung 2.7: Nicht-polyedrische konvexe Hu¨lle
Beispiel 2.2.1 Wa¨hlt man P := {(z, z2) | z ∈ Z} ⊂ R2, so ist die konvexe
Hu¨lle conv(P) zwar abgeschlossen aber nicht als Schnitt u¨ber endlich viele
Halbra¨ume darstellbar, also kein Polyeder (siehe Abbildung 2.7).
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Damit gibt es abgeschlossene konvexe Hu¨llen, die keine Polyeder sind.
Allerdings muss die konvexe Hu¨lle einer diskreten Punktmenge noch nicht
einmal abgeschlossen sein. Es kann sogar der Fall auftreten, dass auf dem
Rand der konvexen Hu¨lle kein einziger Punkt der Punktmenge liegt.
Beispiel 2.2.2 Es sei P := {(n, 1 − 1n) | n ∈ N} ∪ {(−n,−1 + 1n) | n ∈
N} ⊂ R2. Dann gilt fu¨r den Abschluss der konvexen Hu¨lle conv(P) = {x ∈
R2 | 〈x, vi〉 ≤ 1, i = 1, 2}, mit v1 := (0, 1), v2 := (0,−1). Man sieht, dass
der Rand ∂ conv(P) = {x ∈ R2 | 〈x, vi〉 = 1, i = 1, 2} keine Teilmenge von














Abbildung 2.8: Menge mit ∂P = ∅
In den oben betrachteten Beispielen hat man damit eine diskrete Punkt-
menge, deren konvexe Hu¨lle zwar kein Polyeder dafu¨r aber abgeschlossen ist,
und eine diskrete Punktmenge, deren konvexe Hu¨lle zwar nicht abgeschlos-
sen, deren Abschluss der konvexen Hu¨lle aber polyedrisch ist, gesehen. Eine
Kombination der beiden Beispiele zeigt, dass auch beides gleichzeitig auf-
treten kann. Das heißt es existieren diskrete Punktmengen mit einer nicht
abgeschlossen konvexen Hu¨lle und fu¨r die gilt, dass auch der Abschluss der
konvexen Hu¨lle kein Polyeder ist.
Beispiel 2.2.3 Fu¨r die diskrete Punktmenge P := {(n, n2) | n ∈ N} ∪
{(−n, 1+ 1n) | n ∈ N} ⊂ R2 gilt, dass die konvexe Hu¨lle conv(P) nicht abge-
schlossen und der Abschluss der konvexen Hu¨lle conv(P) nicht polyedrisch
ist, siehe Abbildung 2.9.
Bei der Betrachtung der obigen Beispiele fa¨llt auf, dass die nicht in der
konvexen Hu¨lle enthaltenen Randbereiche jeweils unbeschra¨nkt und ”linear“
sind. Es wird sich spa¨ter zeigen lassen, dass dieses fu¨r nicht abgeschlossene
konvexe Hu¨llen allgemein gilt. Genauer wird man sehen, dass die Randbe-
reiche der konvexen Hu¨lle, die mit der konvexen Hu¨lle einen leeren Schnitt
haben, in wenigstens ”einer Richtung linear“ und unbeschra¨nkt sind. Dann
ist natu¨rlich auch die konvexe Hu¨lle selbst unbeschra¨nkt. Diese Tatsache,
dass eine nicht abgeschlossene konvexe Hu¨lle einer diskreten Punktmenge
unbeschra¨nkt ist, sieht man jedoch auch ohne weiteres Wissen u¨ber das
Randverhalten der konvexen Hu¨lle. Fu¨r einen Beweis dieser Aussage wird
lediglich die Diskretheit der Punktmenge beno¨tigt.
48 DIE KONVEXE HU¨LLE EINER DISKRETEN PUNKTMENGE
Abbildung 2.9: Konvexe Hu¨lle nicht abgeschlossen, nicht polyedrisch
Satz 2.2.4 Es sei P ⊂ Rn eine diskrete Punktmenge. Ist die konvexe Hu¨lle
conv(P) nicht abgeschlossen, so ist sie auch nicht beschra¨nkt.
Beweis: Man zeige, dass aus der Beschra¨nktheit der konvexen Hu¨lle die
Abgeschlossenheit folgt. Sei nun also conv(P) beschra¨nkt. Dann ist damit
auch P beschra¨nkt und nach Satz 2.1.4 endlich. Damit ist conv(P) als konve-
xe Hu¨lle einer endlichen Punktmenge ein Polytop und somit abgeschlossen.
Also folgt die Behauptung. 
Man weiß also nun, dass die zu einer nicht abgeschlossenen konvexen
Hu¨lle conv(P) zugeho¨rige diskrete Punktmenge P unendlich sein muss.
Man beachte an dieser Stelle, dass aus der Nicht-Abgeschlossenheit ei-
ner Menge noch nicht folgt, dass diese Menge offen wa¨re. So kann es sein,
dass Teile des Randes einer Menge zu ihr dazu geho¨ren, es aber auch Rand-
bereiche gibt, die nicht in der Menge enthalten sind, diese Menge also we-
der offen noch abgeschlossen ist. Ein Beispiel fu¨r eine solche Menge erha¨lt
man sofort, wenn man in Beispiel 2.2.2 die Punktmenge P um einen Punkt
q ∈ ∂ conv(P) erweitert. So ist fu¨r q := (0, 1) die Menge conv(P∪{q}) weder




Bei der Bescha¨ftigung mit der Randstruktur einer konvexen Menge bzw.
ihres Abschlusses ist die Beschreibung der Extrempunkte ein wichtiger Teil
der Untersuchung. Dabei stellt sich die Frage, ob die Menge der Extrem-
punkte einer konvexen Menge K gleich der Menge der Extrempunkte ihres
Abschlusses K ist oder eine Inklusion der Mengen vorliegt. Man sieht leicht,
dass die Extrempunkte des Abschlusses K, die bereits in K enthalten sind,
auch Extrempunkte von K sind, also Ext(K) ∩K ⊂ Ext(K) gilt.
Satz 2.2.5 Es sei K ⊂ Rn eine konvexe Menge. Ist x ein Extrempunkt von
K und gilt gleichzeitig x ∈ K, so ist x auch ein Extrempunkt von K.
Beweis: Ist x ∈ K ein Extrempunkt von K, so la¨sst sich x nicht als
echte Konvexkombination von Punkten aus K darstellen. Dann gibt es aber
offensichtlich auch keine solche Konvexkombination in K. Also ist x auch
Extrempunkt von K. 
Man beachte hier, dass die Bedingung x ∈ K im obigen Satz 2.2.5 von
eminenter Bedeutung ist. La¨sst man diese Voraussetzung weg, so gilt die
Aussage des Satzes in der Regel nicht mehr. Um sich dieses zu verdeutlichen,
betrachte man das folgende Beispiel, das in a¨hnlicher Form auch in [Berk02]
und [Leich80] zu finden ist.
Beispiel 2.2.6 Man betrachte die offene Kugel K := B◦(x, r) ⊂ Rn fu¨r
einen Punkt x ∈ Rn und einen Radius r > 0. Betrachtet man nun den Ab-
schluss K = B(x, r), so sieht man, dass es in jedem Randpunkt y ∈ ∂B(x, r)
genau eine Stu¨tzhyperebene an B(x, r) gibt, die auch jeweils nur genau die-
sen Punkt entha¨lt. Damit sind alle Randpunkte von B(x, r) exponiert, also
auch Extrempunkte von K = B(x, r). Es gilt Ext(K) = Ext(B(x, r)) =
∂B(x, r). Fu¨r die offene Kugel K = B◦(x, r) gilt dagegen Ext(K) = ∅. Denn
alle Punkte aus K sind innere Punkte, und man findet fu¨r alle diese Punkte
stets eine (nicht triviale) Darstellung als Konvexkombination aus Punkten
aus K.
Dieses Beispiel zeigt also, dass ein Extrempunkt des Abschlusses einer
konvexen Menge nicht notwendig in der konvexen Menge enthalten sein
muss. Die Menge der Extrempunkte des Abschlusses einer konvexen Menge
ist damit nicht notwendig in der Menge der Extrempunkte der konvexen
Menge enthalten. Es stellt sich nun die Frage, ob denn die Umkehrung der
Aussage aus Satz 2.2.5 gilt: Ist ein Extrempunkt einer konvexen Menge auch
immer Extrempunkt des Abschlusses der Menge?
Beispiel 2.2.7 Man betrachte die Menge P := ({0}×Z)∪{(1, 0)} ⊂ R2 und
bezeichne den nicht auf der y-Achse liegenden Punkt als a := (1, 0), siehe
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Abbildung 2.10. Weiter sei K := conv(P) die konvexe Hu¨lle dieser diskreten
Punktmenge. Dann ist der Punkt a nach Satz 1.2.15 zwar ein Extrempunkt
von conv(P), da a ∈ P und a 6∈ conv(P \ {a}) gilt, aber kein Extrempunkt











Abbildung 2.10: Menge mit {a} = Ext(K) 6= Ext(K) = ∅
Damit hat man gesehen, dass ein Extrempunkt einer konvexen Men-
ge nicht notwendig Extrempunkt des Abschlusses der konvexen Menge sein
muss. Also ist in der Regel die Menge der Extrempunkte einer konvexen
Menge auch nicht in der Menge der Extrempunkte des Abschlusses der
Menge enthalten. Insgesamt erha¨lt man damit, dass fu¨r konvexe Mengen
K ⊂ Rn im allgemeinen nicht Ext(K) = Ext(K) gilt, und sich noch nicht
einmal ohne weiteres eine Inklusion der Mengen der Extrempunkte angeben
la¨sst.
Es bleibt jedoch zu untersuchen, ob fu¨r den Spezialfall der konvexen
Hu¨lle einer diskreten Punktmenge, fu¨r den nach Satz 1.2.15 bereits bekannt
ist, dass alle Extrempunkte der konvexen Hu¨lle in der diskreten Punkt-
menge enthalten sind, eine analoge Aussage auch fu¨r die Extrempunkte des
Abschlusses der konvexen Hu¨lle gilt. Dazu betrachte man zuna¨chst die ex-
ponierten Punkte des Abschlusses der konvexen Hu¨lle.
Satz 2.2.8 P ⊂ Rn sei eine diskrete Punktmenge. Ist x ∈ ∂ conv(P) ein
exponierter Punkt von conv(P), so folgt x ∈ P.
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Beweis: Man zeige, dass ein Punkt x ∈ conv(P) \ P nie ein exponierter
Punkt von conv(P) sein kann.
Fu¨r den Fall, dass x ∈ conv(P) \ P liegt, ist die Behauptung nach Satz
1.2.15 und Satz 1.2.21 klar. Zu betrachten sind also noch die Punkte x ∈
∂ conv(P) mit x 6∈ conv(P). Hier ist die Beweisidee nun folgende: Ist x ∈
∂ conv(P) \ conv(P), so findet man eine Folge von Punkten in conv(P), die
gegen x konvergiert. Zu jedem Punkt der Folge findet man wiederum ein von
Punkten aus P erzeugtes Polytop, das diesen Punkt entha¨lt. Damit erha¨lt
man eine Folge von Polytopen und weiter eine Folge von Punkten aus P,
die gegen jede x enthaltende Stu¨tzhyperebene konvergiert (siehe Abbildung
2.11). Die Diskretheit von P liefert dann, dass es in jeder x enthaltenden
Stu¨tzhyperebene noch einen weiteren Ha¨ufungspunkt von conv(P) geben
muss. Also ist x nicht exponiert und es folgt die Behauptung.
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Abbildung 2.11: Gegen Hypx konvergierende Folge
Betrachte also nun den Fall, dass x ∈ ∂ conv(P) und x 6∈ conv(P) gilt.
Dann gibt es eine Folge (xi)i∈N ⊂ conv(P), die fu¨r i → ∞ gegen x kon-
vergiert. Zu jedem Folgenglied xi gibt es Punkte p1(i), . . . , pk(i)(i) ∈ P,
k(i) ≤ n+ 1, so dass xi ∈ conv(p1(i), . . . , pk(i)(i)) gilt. Weiterhin gibt es zu
jedem ε > 0 einen Index iε ∈ N, so dass fu¨r alle i ≥ iε gilt xi ∈ B(x, ε).
In B(x, ε) ko¨nnen nun aber nur endlich viele Punkte aus P enthalten sein,
so dass es einen Index i0 ≥ iε gibt, ab dem (xi)i≥i0 ∩ P = ∅ gilt. Wei-
ter sei Hypx eine Stu¨tzhyperebene an conv(P) in x. Mit xi → x gilt dann
natu¨rlich auch d(xi,Hypx) → 0 fu¨r i → ∞. Satz 2.1.10 liefert weiter, dass
es zu jedem xi auch stets wenigstens ein pj0(i), j0 ∈ {1, . . . , k(i)}, mit
d(pj0(i),Hypx) ≤ d(xi,Hypx) gibt. Fu¨r i ≥ i0 gilt dann stets pj0(i) 6= xi,
und conv(xi, pj0(i)) entha¨lt mehr als einen Punkt. Da P diskret ist und
(xi)i≥i0 ⊂ B(x, ε) gilt, gibt es ein δ0 > 0 mit δ0 = inf{‖xi − pj0(i)‖ | i ≥
i0}. Wa¨hle nun einen Punkt yi ∈ conv(xi, pj(i)) so, dass fu¨r fest gewa¨hlte
0 < δ1 < δ2 ≤ δ0 gilt δ1 ≤ ‖xi − yi‖ ≤ δ2. Dann folgt d(yi,Hypx) → 0 fu¨r
i→∞. Da die Folge (yi)i∈N (ab einem gewissen Index) in einer beschra¨nk-
ten Umgebung enthalten ist, besitzt sie nach dem Satz 1.0.1 von Bolzano-
Weierstrass wenigstens einen Ha¨ufungspunkt x′ ∈ Hypx ∩∂ conv(P). Wegen
‖xi − yi‖ ≥ δ1 fu¨r alle i ≥ i0 ist x′ 6= x. Damit geho¨rt mit x auch die mehr
als einen Punkt enthaltende Menge conv(x, x′) zu Hypx ∩∂ conv(P). Also
gilt Hypx ∩conv(P) ) {x}, und x ist kein exponierter Punkt von conv(P).

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Man beachte, dass fu¨r den im Beweis konstruierten Punkt x′ ∈ ∂ conv(P)
sowohl x′ ∈ conv(P) als auch x′ 6∈ conv(P) gelten kann. Um zu sehen, dass
beide Fa¨lle auftreten ko¨nnen, betrachte man das folgende Beispiel.
Beispiel 2.2.9 Es sei P := {(x, 0, 1− 1|x|) ∈ R3 | x ∈ Z\{0}}∪{(x, 1|x| , 1) ∈
R3 | x ∈ Z \ {0}} ∪ {(x, y, 0) ∈ R3 | x, y ∈ Z} ⊂ R3. Dann ist conv(P)
die von Hyp0 := {(x, y, z) ∈ R3 | 〈(x, y, z), (0, 0, 1)〉 = 0} und Hyp1 :=
{(x, y, z) ∈ R3 | 〈(x, y, z), (0, 0, 1)〉 = 1} begrenzte Schicht. Als Punkt aus
∂ conv(P) \ conv(P) wa¨hle man t := (0, 0, 1), siehe Abbildung 2.12. Dann
findet man in Hyp1 Punkte, die nahe an t liegen und zu conv(P) geho¨ren,
zum Beispiel t′ := (0, 1ε , 1) ∈ conv((−ε, 1ε , 1), (ε, 1ε , 1)) ⊂ conv(P) fu¨r ε > 0,
als auch Punkte, die nicht zu conv(P) geho¨ren, wie zum Beispiel t′′ :=
(0,−1δ , 1) fu¨r δ > 0.
t
Abbildung 2.12: Punktmenge aus Beispiel 2.2.9
Nach Satz 2.2.8 gilt also, dass die exponierten Punkte des Abschlus-
ses der konvexen Hu¨lle einer diskreten Punktmenge P bereits in P liegen
mu¨ssen, also die Inklusion Exp(conv(P)) ⊂ P gilt. Des weiteren gilt fu¨r be-
liebige konvexe Mengen K, dass die Menge der Extrempunkte von K stets
im Abschluss der Menge der exponierten Punkte von K enthalten ist. Wen-
det man dieses Prinzip nun auf den Fall des Abschlusses der konvexen Hu¨lle
einer diskreten Punktmenge an, so folgt direkt, dass auch alle Extrempunkte
des Abschlusses in P enthalten sein mu¨ssen.
Satz 2.2.10 Sei P ⊂ Rn eine diskrete Punktmenge. Ist x ∈ ∂ conv(P) ein
Extrempunkt von conv(P), so folgt x ∈ P.
Beweis: Nach dem Satz 1.2.22 von Straszewicz ist in einer abgeschlos-
senen konvexen Menge jeder Extrempunkt Grenzwert einer Folge von ex-
ponierten Punkten der Menge. Damit gilt Ext(conv(P)) ⊂ Exp(conv(P)).
Nach Satz 2.2.8 gilt weiter Exp(conv(P)) ⊂ P. Also ist jeder Extrempunkt
von conv(P) Grenzwert einer Folge von Punkten aus P. Da aber P nach Vor-
aussetzung diskret ist und damit keine Ha¨ufungspunkte besitzt, mu¨ssen alle
gegen einen Extrempunkt konvergierenden Folgen von exponierten Punkten
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abbrechen, also den Extrempunkt bereits enthalten. Das heißt alle Extrem-
punkte von conv(P) mu¨ssen bereits zu P geho¨ren. Damit folgt die Behaup-
tung. 
Damit hat man das erste Ziel bei der Beschreibung der Randstruktur be-
reits erreicht: Alle Extrempunkte der konvexen Hu¨lle einer diskreten Punk-
temenge P als auch alle Extrempunkte des Abschlusses dieser Menge sind
in der gegebenen diskreten Punktmenge P enthalten, das heißt es gilt
Ext(conv(P)) ⊂ P und Ext(conv(P)) ⊂ P.
Randbereiche
Da die konvexe Hu¨lle einer diskreten Punktmenge sowohl Randbereiche, die
in der konvexen Hu¨lle enthalten sind, als auch welche, die mit der konvexen
Hu¨lle einen leeren Schnitt haben, besitzen kann, stellt sich die Frage nach der
Beschreibung solcher Randstu¨cke. Um diesbezu¨gliche Aussagen formulieren
zu ko¨nnen, soll nun zuna¨chst eine passende Notation eingefu¨hrt werden.
Definition 2.2.11 Es sei K eine nicht notwendig abgeschlossene, konvexe
Menge. Die Menge aller zusammenha¨ngender Randstu¨cke von K sei mit
T = T (K) := {T ⊂ ∂K | T zusammenha¨ngend}
bezeichnet. Weiter sei
T ⊂ = T ⊂(K) := {T ∈ T | T ⊂ K}
die Menge aller zusammenha¨ngender, in K enthaltener Randstu¨cke, und
T 6⊂ = T 6⊂(K) := {T ∈ T | T ∩K = ∅},
die Menge aller zusammenha¨ngender, nicht zu K geho¨render Randstu¨cke.
Ein Randstu¨ck T ∈ T ⊂ (bzw. T ∈ T 6⊂) heißt maximal in T ⊂ (bzw. T 6⊂),
wenn es kein T ′ ∈ T ⊂ (bzw. T ′ ∈ T 6⊂) mit T ( T ′ gibt.
Die Definition eines maximalen Randstu¨cks in T ⊂ (bzw. T 6⊂) ist sinn-
voll, wenn in der Menge T ⊂ (bzw. T 6⊂) maximale Elemente auch wirklich
existieren. Dazu u¨berlege man sich folgendes: Betrachtet man die Menge
T ⊂ (bzw. T 6⊂) mit der ⊂-Relation, so erha¨lt man eine Halbordnung auf der
Menge. Bezu¨glich dieser Relation besitzt jede aufsteigende Kette eine obere
Schranke, na¨mlich die Vereinigungsmenge der Kettenglieder. Das Zornsche
Lemma 1.0.2 liefert dann die Existenz maximaler Elemente.
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Man beachte an dieser Stelle, dass die Zusammenhangskomponenten des
Randes von K bzw. der ganze Rand ∂K nicht unbedingt eine obere Schran-
ke einer Kette in T ⊂ (bzw. T 6⊂) sein mu¨ssen. Jede obere Schranke ist si-
cherlich in einer Zusammenhangskomponente des Randes enthalten, kann
aber eine echte Teilmenge davon sein. Betrachtet man dazu erneut das Bei-
spiel 2.2.7, so bildet die Hyperebene Hypa := {x ∈ R2 | 〈x, a〉 = 1} ei-
ne Zusammenhangskomponente von ∂ conv(P), die Teilmengen sowohl aus
T ⊂(conv(P)) als auch aus T 6⊂(conv(P)) entha¨lt. Eine Teilmenge von Hypa,
die in T ⊂(conv(P)) enthalten ist, ist gerade die Menge {a}. Teilmengen
von Hypa, die Elemente von T 6⊂(conv(P)) sind, sind alle zusammenha¨ngen-
den Teilmengen, die in {x = (x1, x2) ∈ R2 | 〈x, a〉 = 1, x2 > 0} oder in
{x = (x1, x2) ∈ R2 | 〈x, a〉 = 1, x2 < 0} enthalten sind. Somit ist Hypa von
keiner Kette in T ⊂(conv(P)) bzw. T 6⊂(conv(P)) eine obere Schranke.
Das heißt um eine obere Schranke einer Kette in T ⊂(K) (bzw. T 6⊂(K))
zu finden, muss man zuna¨chst den Rand ∂K der konvexen Menge K in die
disjunkten Mengen R∈(K) := {x ∈ ∂K | x ∈ K} und R 6∈(K) := {x ∈ ∂K |
x 6∈ K} zerlegen, und dann in R∈(K) (bzw. R 6∈(K)) aufsteigende Ketten von
Randstu¨cken betrachten. Man erha¨lt dann, dass die maximalen Randstu¨cke
aus T ⊂(K) gerade die Zusammenhangskomponenten von R∈(K) und die
maximalen Randstu¨cke aus T 6⊂(K) die Zusammenhangskomponenten von
R 6∈(K) sind.
Betrachtet man beliebige konvexe Mengen K, so kann es sein, dass es in
R∈(K) und R 6∈(K) einelementige Zusammenhangskomponenten, also maxi-
male Randstu¨cke, die nur aus einem Punkt bestehen, gibt. Setzt man aber
zusa¨tzlich voraus, dass die betrachtete konvexe Menge die konvexe Hu¨lle ei-
ner diskreten Punktmenge ist, so la¨sst sich zeigen, dass zwar in R∈(conv(P))
nicht aber in R 6∈(conv(P)) einelementige Zusammenhangskomponenten auf-
treten ko¨nnen. Dass es konvexe Hu¨llen von diskreten Punktmengen gibt,
die ein maximales Randstu¨ck T ∈ T ⊂(conv(P)) mit |T | = 1 enthalten,
sieht man bereits in dem oben betrachteten Beispiel 2.2.7, in dem die Men-
ge {a} ein solches maximales Randstu¨ck ist. Dass dagegen ein maximales
Randstu¨ck T ∈ T 6⊂(conv(P)) stets mehr als einen Punkt entha¨lt, zeigt das
folgende Lemma.
Lemma 2.2.12 Sei P ⊂ Rn eine diskrete Punktmenge, conv(P) nicht ab-
geschlossen und T ∈ T 6⊂(conv(P)) ein maximales Randstu¨ck. Dann gilt
|T | > 1.
Beweis: Angenommen es gilt T = {t}. Man zeige, dass dann t ein
Extrempunkt von conv(P) ist. Man nehme an, dass es y, z ∈ conv(P),
y 6= t 6= z, und 0 < λ < 1 mit t = λy + (1 − λ)z gibt. Da t ein Rand-
punkt ist, mu¨ssen dann nach Lemma 2.1.12 auch y, z im Rand von conv(P)
enthalten sein, und es folgt weiter, dass auch [y, t] := conv(y, t) ⊂ ∂ conv(P)
und [t, z] := conv(t, z) ⊂ ∂ conv(P) gilt. Da T maximal ist und y, z von t
verschieden sind, existiert sowohl in [y, t] als auch in [t, z] jeweils wenigstens
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ein Randpunkt von conv(P), der zu conv(P) geho¨rt. Dann folgt aber, dass
damit auch t in conv(P) liegt, was ein Widerspruch zur Voraussetzung ist.
Also muss t ein Extrempunkt von conv(P) sein. Mit Satz 2.2.10 folgt dann
aber weiter, dass t als Extrempunkt sogar in P liegen muss, was ebenfalls
ein Widerspruch ist. Insgesamt folgt damit die Behauptung. 
Man kann sich nun fragen, wie diese Randbereiche aus T ⊂(K) bzw. die
Bereiche aus T 6⊂(K) aussehen, ob sie abgeschlossen, relativ offen, beschra¨nkt
oder unbeschra¨nkt sind. Fu¨r allgemeine konvexe Mengen K kann sicherlich
alles mo¨gliche passieren und es werden sich keine konkreten Aussagen tref-
fen lassen. Betrachtet man jedoch konvexe Hu¨llen diskreter Punktmengen,
so kann man aus dieser zusa¨tzlichen Bedingung Aussagen u¨ber das Rand-
verhalten gewinnen. Dabei ist es sinnvoll, die Betrachtungen fu¨r maximale
Randstu¨cke durchzufu¨hren, da sich nicht maximale Randbereiche nach be-
lieben abgeschlossen, relativ offen oder beschra¨nkt wa¨hlen lassen.
Satz 2.2.13 Es sei P ⊂ Rn eine diskrete Punktmenge. Dann ist jedes ma-
ximale, beschra¨nkte T ∈ T ⊂(conv(P)) abgeschlossen.
Beweis: Es sei T ∈ T ⊂(conv(P)) ein beliebiges maximales, beschra¨nk-
tes Randstu¨ck. Da T ⊂ conv(P) gilt, liefert Folgerung 2.1.15, dass es zu




λi(x) = 1 und k(x) ≤ n + 1 (sogar k(x) ≤ n) gibt, so dass x =
k(x)∑
i=1
λi(x)pi(x) gilt. Mit Lemma 2.1.13 folgt dann conv(p1(x), . . . , pk(x)(x)) ⊂
∂ conv(P). Da T maximal ist, folgt, dass auch conv(p1(x), . . . , pk(x)(x)) ⊂ T
gilt. Also sind fu¨r alle x ∈ T auch die zugeho¨rigen Punkte pi(x) ∈ ∂P wieder
in T . Aufgrund der Beschra¨nktheit von T und der Diskretheit von P, ko¨nnen
aber in T nur endlich viele Punkte aus P enthalten sein. Daher folgt, dass
conv(T ∩P) ein Polytop ist. Da sich alle Punkte aus T darstellen lassen als
Konvexkombinationen aus Punkten aus T ∩P und T maximal ist, ist T als
Teilmenge des Randes eine Vereinigung von Seiten des Polytops conv(T∩P).
Nach Satz 1.4.3 ist jede Seite von conv(T ∩P) ebenfalls wieder ein Polytop
und damit abgeschlossen. Da T eine Vereinigung von endlich vielen dieser
Seiten ist, folgt die Abgeschlossenheit von T . 
Genau genommen hat man in obigem Beweis mehr als nur die Abge-
schlossenheit eines maximalen, beschra¨nkten Randstu¨ckes T ∈ T ⊂(conv(P))
gezeigt: Es wurde gezeigt, dass sich conv(P) in diesem Randbereich ”lokal
polyedrisch“ verha¨lt. Diese Eigenschaft von ∂ conv(P) wird spa¨ter (siehe
Seite 66) als ”stu¨ckweise Linearita¨t“ bezeichnet werden.
Um in dem Beweis von Satz 2.2.13 die Abgeschlossenheit zu zeigen wu¨rde
es auch genu¨gen nur zu zeigen, dass fu¨r jedes x ∈ T auch die Strecken
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[x, pi(x)] := conv(x, pi(x)) in T liegen, wobei die pi(x) die aus der Kon-
vexdarstellung stammenden Randpunkte p1(x), . . . , pk(x)(x) ∈ ∂P seien.
Dass dieses gilt, kann man wie folgt sehen: Fu¨r die Konvexdarstellung x =
k(x)∑
i=1
λi(x)pi(x) aus obigem Beweis gilt, dass fu¨r alle i ∈ {1, . . . , k(x)} die
Inklusion [x, pi(x)] ⊂ ∂ conv(P) erfu¨llt ist. Denn angenommen es ga¨be eine
Strecke [x, pj(x)], in der es ein y ∈ [x, pj(x)] ∩ conv(P)◦ ga¨be, so ko¨nn-
te man nach dem Austauschlemma 2.1.6 in der Konvexdarstellung x =
k(x)∑
i=1
λi(x)pi(x) den Punkt pj(x) durch y ersetzen und wu¨rde neue λ′i(x) > 0
finden, so dass sich x als Konvexkombination der u¨brigen pi(x) und y dar-
stellen lassen wu¨rde. Dann wa¨re aber nach Lemma 2.1.7 auch x ein innerer
Punkt von conv(P), im Widerspruch zu x ∈ T ⊂ ∂ conv(P). Also liegen alle
diese Strecken [x, pi(x)] wieder im Rand von conv(P).
Da T maximal ist, folgt dann wie in dem obigen Beweis, dass auch alle
zu x ∈ T zugeho¨rigen Punkte pi(x) ∈ ∂P in T enthalten sind. Mit der Be-
schra¨nktheit von T und der Diskretheit von P folgt dann auch hiermit die
Behauptung.
Damit hat man nun gezeigt, dass ein maximales, beschra¨nktes, in der
konvexen Hu¨lle enthaltenes Randstu¨ck stets abgeschlossen ist. Es folgt dann
direkt, dass ein angrenzendes Randstu¨ck, das nicht in conv(P) enthalten
ist, nicht abgeschlossen sein kann. Man beachte noch, dass die Aussage aus
Satz 2.2.13 fu¨r unbeschra¨nkte Randstu¨cke nicht mehr richtig sein muss. Als
Beispiel betrachte man dazu die folgende Situation.
Beispiel 2.2.14 Es sei P := {(x, 0, 1− 1|x|) ∈ R3 | x ∈ Z\{0}}∪{(x, y, 0) ∈
R3 | x, y ∈ Z, y ≥ 0} ∪ {(x, y, 1) ∈ R3 | x, y ∈ Z, y ≥ 1}, siehe Abbildung
2.13. Dann ist conv(P) eine Art ”unbeschra¨nkter Quader“, und es gilt, dass
das maximale, in conv(P) enthaltene Randstu¨ck, das die in der xz-Ebene
liegenden Punkte aus P entha¨lt, nicht abgeschlossen ist.
Abbildung 2.13: Unbeschra¨nkter Quader
Wendet man sich nun den Randstu¨cken zu, die nicht zu conv(P) geho¨ren,
so entsteht aufgrund der bislang betrachteten Beispiele die Vermutung, dass
RANDSTRUKTUR 57
solche Randstu¨cke unbeschra¨nkt sein mu¨ssen, wenn sie zusa¨tzlich maximal
gewa¨hlt werden. Um diese Aussage zu beweisen, zeige man zuna¨chst, dass
der Schnitt des Randes der konvexen Hu¨lle mit einer Stu¨tzhyperebene in
einem nicht in der konvexen Hu¨lle liegenden Randpunkt unbeschra¨nkt ist.
Lemma 2.2.15 Sei P ⊂ Rn eine diskrete Punktmenge und conv(P) nicht
abgeschlossen. Es sei t ∈ ∂ conv(P)\ conv(P) und Hypt eine beliebige Stu¨tz-
hyperebene in t an conv(P). Dann ist das Randstu¨ck Hypt ∩∂ conv(P) un-
beschra¨nkt.
Beweis: Angenommen Hypt ∩∂ conv(P) =: Tt ist beschra¨nkt. Es ist
Tt = Hypt ∩conv(P) als Schnitt zweier abgeschlossener konvexer Mengen
ebenfalls abgeschlossen und nach Satz 1.1.7 konvex. Also ist Tt eine kom-
pakte, konvexe Menge. Damit ist der Satz 1.2.16 von Minkowski anwendbar,
und es folgt Tt = conv(Ext(Tt)). Nach Satz 1.2.14 gilt fu¨r die Menge der Ex-
trempunkte Ext(Tt) = Ext(conv(P) ∩ Hypt) = Ext(conv(P)) ∩ Hypt. Also
sind alle Extrempunkte von Tt auch Extrempunkte von conv(P). Nach Satz
2.2.10 sind aber alle Extrempunkte von conv(P) bereits in P enthalten. Da-
mit folgt Ext(Tt) ⊂ P und weiter Tt = conv(Ext(Tt)) ⊂ conv(P). Dann gilt
aber insbesondere auch t ∈ conv(P), was ein Widerspruch ist. Somit folgt
die Behauptung. 
An dieser Stelle sei darauf hingewiesen, dass der Schnitt des Randes
∂ conv(P) mit einer Stu¨tzhyperebene Hypt, die zu einem Punkt t ∈ ∂ conv(P)
geho¨rt, der nicht in conv(P) liegt, nicht vollsta¨ndig in ∂ conv(P) \ conv(P)
enthalten sein muss sondern auch Punkte aus conv(P) enthalten kann. Fu¨r
ein Beispiel einer solchen Situation betrachte man erneut die Menge aus
Beispiel 2.2.14. Dort ist der Randpunkt t := (0, 12 , 1) nicht in conv(P)
enthalten, aber die eindeutig bestimmte Stu¨tzhyperebene Hypt = {x ∈
R3 | 〈x, (0, 0, 1)〉 = 1} an conv(P) in t entha¨lt sehr wohl Punkte aus
conv(P), sogar Punkte aus P selbst. Allerdings la¨sst sich ebenfalls feststel-
len, dass der Schnitt von Hypt mit dem t enthaltenden maximalen Randstu¨ck
T ∈ T 6⊂(conv(P)) in der Tat unbeschra¨nkt ist.
Man zeige nun, dass aus der Unbeschra¨nktheit von Hypt ∩∂ conv(P) fu¨r
t ∈ ∂ conv(P) \ conv(P) auch die Unbeschra¨nktheit des t enthaltenden,
maximalen Randstu¨cks T ∈ T 6⊂(conv(P)) folgt.
Satz 2.2.16 Es sei P ⊂ Rn eine diskrete Punktmenge, deren konvexe Hu¨lle
conv(P) nicht abgeschlossen sei. Dann ist jedes maximale T ∈ T 6⊂(conv(P))
unbeschra¨nkt.
Beweis: Zuna¨chst sei die Beweisidee kurz skizziert: Es wird angenom-
men, dass T beschra¨nkt ist. Dann ist auch fu¨r einen beliebigen Punkt t ∈ T
die Menge T ∩ Hypt beschra¨nkt. Da Hypt ∩∂ conv(P) unbeschra¨nkt ist, ist
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in Hypt ∩∂ conv(P) wenigstens ein Strahl enthalten. Fu¨r jeden Strahl, der
in Hypt ∩∂ conv(P) enthalten ist und mit T einen nicht leeren Schnitt hat,
gilt nun, dass er wenigstens einen Punkt aus conv(P) entha¨lt. Bezeichnet
man die Menge aller dieser Strahlen mit ST , so la¨sst sich zeigen, dass dann
T ∩ Hypt ⊂ conv(S(t′, v′) ∩ conv(P) | S(t′, v′) ∈ ST ) gilt. Diese Teilaussage
wird durch einen Widerspruch bewiesen. Aus dieser Inklusion folgt dann
direkt T ∩ Hypt ⊂ conv(P), also ein Widerspruch zur Voraussetzung. Also
muss die Menge T ∩Hypt und damit auch T selbst unbeschra¨nkt sein.
Sei nun T ∈ T 6⊂(conv(P)) ein beliebiges maximales Randstu¨ck. Es sei
t ∈ T ein beliebiger Punkt und Hypt eine beliebige Stu¨tzhyperebene in t
an conv(P). Nach Lemma 2.2.15 ist Hypt ∩∂ conv(P) unbeschra¨nkt, und
mit Satz 1.2.14 folgt, dass die Extrempunkte von Hypt ∩∂ conv(P) zu der
Menge der Extrempunkte von conv(P) und damit nach Satz 2.2.10 zu P
geho¨ren. Nimmt man nun an, dass T beschra¨nkt ist, so ist auch T ∩ Hypt
beschra¨nkt. Hypt ∩∂ conv(P) entha¨lt als unbeschra¨nkte konvexe Menge nach
Satz 1.1.16 wenigstens einen Strahl. Aus der Beschra¨nktheit von T ∩ Hypt
folgt nun, dass jeder in Hypt ∩∂ conv(P) enthaltene Strahl, der mit T nicht
leeren Schnitt hat, wenigstens einen Punkt in conv(P) entha¨lt. Denn sonst
ga¨be es einen Strahl S(t′, v′) in Hypt ∩∂ conv(P) mit S(t′, v′) ∩ T 6= ∅ und
S(t′, v′) ∩ conv(P) = ∅. Dann wu¨rde aber T ( T ∪ S(t′, v′) ∈ T 6⊂(conv(P))
folgen, was ein Widerspruch zur Maximalita¨t von T ist. Man betrachte
also nun die Menge aller dieser Strahlen in Hypt ∩∂ conv(P), die mit T
einen nicht leeren Schnitt haben, ST := {S(t′, v′) ⊂ Hypt ∩∂ conv(P) |
S(t′, v′) Strahl, t′ ∈ Hypt ∩∂ conv(P), S(t′, v′) ∩ T 6= ∅}. Dann folgt, dass
T ∩Hypt in conv(S(t′, v′)∩ conv(P) | S(t′, v′) ∈ ST ) enthalten ist. Um diese
Inklusion einzusehen, betrachte man einen beliebigen Punkt t0 ∈ T ∩Hypt.
Dazu betrachte man weiter die Menge aller Strahlen aus ST , die t0 ent-
halten, also St0 := {S(t′, v′) ∈ ST | t0 ∈ S(t′, v′)}. Gilt nun fu¨r einen dieser
Strahlen S(t1, v1) ∈ St0 , dass es Punkte x1, x2 ∈ S(t1, v1)∩conv(P) gibt, die
x1 = t1+λ1v1, x2 = t1+λ2v1 mit λ1 < λ0 < λ2 erfu¨llen, wobei t0 = t1+λ0v1
gelte, so folgt offensichtlich t0 ∈ conv(S(t′, v′) ∩ conv(P) | S(t′, v′) ∈ ST ).
An dieser Stelle sei kurz darauf hingewiesen, dass die Existenz eines solchen
Punktes x1 ∈ conv(P) auf einem Strahl S(t′, v′) fu¨r diesen Fall bereits aus-
reicht, da die Beschra¨nktheit von T ∩ S(t′, v′) die Existenz eines Punktes
x2 ∈ S(t′, v′)∩ conv(P) mit den gewu¨nschten Eigenschaften sicherstellt. Da-
mit ist noch der verbleibende Fall zu betrachten, in dem fu¨r alle Strahlen
S(t′, v′) ∈ St0 gilt, dass fu¨r alle Punkte x′ = t′+λ′v′ ∈ S(t′, v′)∩conv(P) die
Bedingung λ′ > λ′0 gilt, wobei jeweils t0 = t′+λ′0v′ sei. In diesem Fall haben
also alle Strahlen aus St0 ihre Startpunkte stets in T . Dann folgt aber, dass
es in T Extrempunkte gibt, genauer dass T ∩ Ext(Hypt ∩∂ conv(P)) 6= ∅
gilt. Dieses sieht man wie folgt: Entweder gibt es in diesem Fall wenig-
stens einen Strahl S(t′, v′) ∈ St0 , dessen Startpunkt t′ ein Extrempunkt in
Hypt ∩∂ conv(P) ist, und man erha¨lt T ∩ Ext(Hypt ∩∂ conv(P)) 6= ∅. Oder
keiner dieser Startpunkte t′ ist ein Extrempunkt, was impliziert, dass es fu¨r
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jeden dieser Punkte t′ Punkte x′1, x′2 ∈ Hypt ∩∂ conv(P) und einen Wert
0 < λ′ < 1 mit t′ = λ′x′1 + (1 − λ′)x′2 gibt. Da t′ ∈ T gilt und T maximal
ist, muss wenigstens einer der Punkte x′1, x′2 ebenfalls in T liegen, da sich
t′ sonst als Konvexkombination von Punkten aus conv(P) darstellen ließe
und damit selbst in conv(P) liegen wu¨rde, was nicht sein kann. Sei nun
o.B.d.A. x′1 ∈ T . Da T beschra¨nkt ist, gilt fu¨r die Punkte auf der Geraden
G(x′1, x′2− x′1) := {x ∈ Rn | x = x′1+λ(x′2− x′1), λ ∈ R}, dass fu¨r λ < 0 gilt
x′1+ λ(x′2− x′1) 6∈ conv(P). Also findet man entweder auf einer dieser Gera-
den einen Extrempunkt in Hypt ∩∂ conv(P) oder man iteriert das Verfahren
und findet dann nach maximal n Schritten den gesuchten Extrempunkt in T .
Insgesamt folgt also in diesem Fall T ∩Ext(Hypt ∩∂ conv(P)) 6= ∅. Das ist je-
doch ein Widerspruch, da T ∈ T 6⊂(conv(P)) und Ext(Hypt ∩∂ conv(P)) ⊂ P
gilt. Dieser Fall kann somit nicht auftreten, und es folgt die behauptete In-
klusion T ∩ Hypt ⊂ conv(S(t′, v′) ∩ conv(P) | S(t′, v′) ∈ ST ). Damit folgt
nun weiter T ∩Hypt ⊂ conv(P), ebenfalls ein Widerspruch. Insgesamt folgt
somit die Behauptung. 
Der obige Beweis liefert auch, dass ein maximales Randstu¨ck T aus
T 6⊂(conv(P)) stets in wenigstens ”einer Richtung linear“ ist. Denn man
hat gezeigt, dass fu¨r jeden Punkt t ∈ T und jede Stu¨tzhyperebene Hypt
in t die Mengen T ∩ Hypt und Hypt ∩∂ conv(P) unbeschra¨nkt sind. Da
Hypt ∩∂ conv(P) konvex ist, ist in dieser Menge wenigstens ein Strahl ent-
halten. Analog zu dem Beweis von Satz 2.2.16 folgt, dass dann auch T ∩Hypt
wenigstens einen Strahl enthalten muss, also in wenigstens ”einer Rich-
tung linear“ ist. Denn angenommen T ∩ Hypt entha¨lt keinen Strahl, so ist
der Schnitt S(t′, v′) ∩ T fu¨r jeden in Hypt ∩∂ conv(P) enthaltenen Strahl
S(t′, v′) beschra¨nkt. Dieses fu¨hrt aber a¨hnlich wie in obigem Beweis auf
einen Widerspruch: Entweder existieren in diesem Fall Extrempunkte in T
oder es gibt wenigstens einen solchen Strahl S(t′, v′), der einen Startpunkt
in conv(P) besitzt, was aufgrund der Beschra¨nktheit von S(t′, v′) ∩ T aber
S(t′, v′) ∩ T ⊂ conv(P) impliziert; keiner der beiden Fa¨lle kann somit auf-
treten. Also folgt, dass in T ∩Hypt wenigstens ein Strahl existiert.
Mit Satz 2.2.16 erha¨lt man natu¨rlich auch die Aussage aus Lemma 2.2.12
als direkte Folgerung. Denn da ein maximales Randstu¨ck aus T 6⊂(conv(P))
stets unbeschra¨nkt ist, folgt sofort, dass die Zusammenhangskomponenten
des nicht zu conv(P) geho¨renden Randes nicht einelementig sein ko¨nnen.
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Liniensegmente
Des weiteren scheint aus den bisher erzielten Ergebnissen u¨ber das Rand-
verhalten der konvexen Hu¨lle conv(P) einer diskreten Punktmenge P zu
folgen, dass es zu jedem Randpunkt x ∈ ∂ conv(P) stets ein ”Linienseg-
ment“ in ∂ conv(P) gibt, das diesen Punkt x entha¨lt. Genauer gesagt heißt
das, dass es stets eine Stu¨tzhyperebene an conv(P) in x gibt, deren Schnitt
mit ∂ conv(P) den Punkt x echt entha¨lt.
Hypothese 2.2.17 Es sei P ⊂ Rn eine diskrete Punktmenge. Dann exi-
stiert zu jedem x ∈ ∂ conv(P) eine Stu¨tzhyperebene Hypx in x an conv(P)
mit {x} ( Hypx ∩∂ conv(P).
Fu¨r Punkte x ∈ ∂ conv(P) \ conv(P) folgt diese Behauptung direkt aus
Lemma 2.2.15. Ist x ∈ conv(P) \ P, so findet man nach Folgerung 2.1.15
Punkte p1, . . . , pk ∈ ∂P, k ≤ n + 1, so dass x ∈ conv(p1, . . . , pk) gilt.
Also existiert eine Stu¨tzhyperebene Hypx in x, die wenigstens einen der
Punkte pi, i ∈ {1, . . . , k}, entha¨lt. Also folgt auch in diesem Fall die Be-
hauptung. Es ist jedoch noch nicht klar, ob diese Aussage auch fu¨r Punk-
te p ∈ ∂P gilt. Kann es sein, dass es einen Punkt p ∈ ∂P gibt, fu¨r den
Hypp ∩∂ conv(P) = {p} fu¨r alle Stu¨tzhyperebenen Hypp an conv(P) in p
gilt? Von der Anschauung her wu¨rde man annehmen, dass dieses nicht pas-
sieren kann. Einen vollsta¨ndigen Beweis dieser Aussage wird man erst spa¨ter
(siehe Satz 3.4.6) sehen. Zuna¨chst sei der Spezialfall eines regula¨ren Punktes
p ∈ P betrachtet. Um fu¨r diesen Fall zu einem Beweis zu gelangen, betrachte
man zuna¨chst folgende Lemmata.
Lemma 2.2.18 Sei K ⊂ Rn eine abgeschlossene konvexe Menge, in der es
wenigstens einen regula¨ren, exponierten Punkt p ∈ ∂K gibt. Dann gilt
(1) dimK = n = dim(aff ∂K),
(2) ∂K ist zusammenha¨ngend,
(3) K entha¨lt keine Gerade.
Beweis: Zu (1). Es sei ∂K 6= ∅ und p ∈ ∂K ein regula¨rer, exponier-
ter Punkt von K. Dann existiert in p genau eine Stu¨tzhyperebene Hypp
an K, und es gilt Hypp ∩K = {p}. Zuna¨chst u¨berlege man sich, dass dann
|∂K| > 1 gilt. Angenommen es wa¨re ∂K = {p}. Dann wa¨re ∂K insbeson-
dere eine nicht leere, konvexe Menge. In dem Fall, dass bereits dimK = n
gilt, wu¨rde dann mit Lemma 1.2.19 folgen, dass K ein abgeschlossener Halb-
raum sein muss. Das ist aber ein Widerspruch zur Exponiertheit von p. Wa¨re
aber dimK < n, so wa¨ren alle Punkte von K Randpunkte und es wu¨rde
K = ∂K = {p} folgen. Der Punkt einer einelementigen Menge ist fu¨r n ≥ 2
jedoch nie regula¨r, so dass auch dieser Fall auf einen Widerspruch fu¨hrt.
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Also gilt {p} ( ∂K. Damit folgt nun weiter dim(aff ∂K) = n. Denn wa¨re
dim(aff ∂K) < n, so ga¨be es eine Hyperebene Hyp ⊂ Rn mit ∂K ⊂ Hyp.
Aufgrund der Regularita¨t von p ist dann Hyp = Hypp die einzige p enthal-
tende Stu¨tzhyperebene an K. Da ∂K aber nicht nur aus p besteht, ga¨be es
somit weitere Randpunkte in Hypp, was ein Widerspruch zur Exponiertheit
von p ist. Also gilt dim(aff ∂K) = n, und es folgt dimK = n.
Zu (2). Nach Satz 1.3.5 ist der Rand ∂K zusammenha¨ngend, wennK kei-
ne Schicht ist, das heißt der Rand nicht als Vereinigung ∂K = Hyp1 ∪Hyp2
zweier zueinander paralleler Hyperebenen Hyp1,Hyp2 dargestellt werden
kann. Da in ∂K aber wenigstens ein exponierter Punkt p existiert, kann
K keine Schicht sein. Also ist ∂K zusammenha¨ngend.
Zu (3). Angenommen es existiert eine Gerade G ⊂ K. Ist G nicht parallel
zu Hypp, so folgt, dass G die Hyperebene Hypp schneidet. Da K durch Hypp
beschra¨nkt wird, muss also G parallel zu Hypp sein. Dann existiert wegen
Satz 1.1.17 aber auch eine zu G parallele, durch den Punkt p verlaufende
Gerade in Hypp, die vollsta¨ndig zu K geho¨rt. Dieses ist jedoch ein Wider-
spruch, da p nach Voraussetzung regula¨r und exponiert ist. 
Das bedeutet, eine konvexe Menge K des Rn mit dimK < n besitzt nie
einen Punkt, der gleichzeitig regula¨r und exponiert ist. Genauso kann eine
n-dimensionale konvexe Menge des Rn, deren Rand nicht zusammenha¨ngend
ist oder die eine Gerade entha¨lt, keine regula¨ren exponierten Punkte enthal-
ten.
Lemma 2.2.19 Es sei K ⊂ Rn eine abgeschlossene konvexe Menge, und
p ∈ ∂K ein regula¨rer, exponierter Punkt. Dann findet man fu¨r alle ε > 0 in
B(p, ε) ∩ ∂K \ {p} stets einen Extrempunkt.
Beweis: Vorab sei kurz die Beweisidee skizziert: Man betrachtet eine
gegen p konvergierende Folge von Randpunkten und zeigt, dass es zu je-
dem Punkt dieser Folge ein diesen Punkt enthaltendes Polytop gibt, dessen
Ecken Extrempunkte von K sind oder auf extremalen Strahlen von K lie-
gen. Diese Polytope lassen sich nun so wa¨hlen, dass unter den Eckpunkten
stets Extrempunkte von K vorkommen. Es gilt, dass mit der gegen p kon-
vergierenden Punktfolge auch die Absta¨nd der zugeho¨rigen Polytope zu der
p enthaltenden Stu¨tzhyperebene gegen Null gehen und der minimale Ab-
stand stets in einem Eckpunkt eines Polytops angenommen wird. Hier la¨sst
sich nun weiter zeigen, dass sich die Polytope auch stets so wa¨hlen lassen,
dass der minimale Abstand des Polytops zur Stu¨tzhyperebene von p in einer
Ecke, die ein Extrempunkt von K ist, angenommen wird. Damit hat man
eine Folge von Extrempunkten von K gefunden, die gegen die p enthaltende
Stu¨tzhyperebene konvergiert. Diese Folge muss nun bereits gegen p konver-
gieren, da man sonst aufgrund der Regularita¨t von p einen Widerspruch zur
Exponiertheit von p erhalten wu¨rde.
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Da p ∈ ∂K regula¨r und exponiert ist, existiert in p genau eine Stu¨tz-
hyperebene Hypp an K und es gilt Hypp ∩K = {p}. Lemma 2.2.18 liefert
weiter, dass K von der Dimension dimK = n und der Rand ∂K zusam-
menha¨ngend ist. Also findet man eine Folge von Randpunkten (yi)i∈I ⊂ ∂K,
die gegen p konvergiert. Weiter weiß man nach Lemma 2.2.18, dass K kei-
ne Gerade entha¨lt. Daher la¨sst sich nach dem Darstellungssatz 1.2.18 von
Klee jedes yi als Konvexkombination aus Extrempunkten von K und Punk-
ten auf extremalen Strahlen von K darstellen. Es gelte nun yi ∈ P (yi) :=
conv(e(i)1 , . . . , e
(i)
k(i)), wobei k(i) < ∞ und e
(i)
1 , . . . , e
(i)
k(i) ∈ ∂K Extrempunk-
te von K oder Punkte auf extremalen Strahlen von K seien, die in ei-
ner Konvexkombination von yi echt vorkommen. Das heißt es existieren
λ1, . . . , λk(i) > 0 mit
k(i)∑
i=1
λi = 1 und yi = λ1e
(i)
1 + · · ·+λk(i)e(i)k(i). Durch diese
Bedingung wird wegen Lemma 2.1.12 und Lemma 2.1.13 sichergestellt, dass
das Polytop P (yi) vollsta¨ndig im Rand ∂K enthalten ist.
Zuna¨chst u¨berlege man sich, dass es fu¨r jedes yi stets eine Konvexdarstel-
lung gibt, in der wenigstens ein Extrempunkt von K vorkommt. Angenom-
men es gibt zu einem Punkt yi eine Darstellung yi = λ1e
(i)
1 + · · ·+ λk(i)e(i)k(i)
mit λ1, . . . , λk(i) > 0 und
k(i)∑
i=1
λi = 1, in der alle e
(i)
j auf extremalen Strah-
len liegen und keiner dieser Punkte ein Extrempunkt ist. Man wa¨hle ein
e
(i)
r , r ∈ {1, . . . , k(i)} fest aus. Es gelte e(i)r ∈ Sr ∈ RExt(K). Dann la¨sst sich
e
(i)
r als Konvexkombination aus dem Startpunkt s˜
(i)
r von Sr, der nach Defini-
tion 1.2.17 ein Extrempunkt von K ist, und einem weiteren Punkt s(i)r ∈ Sr
darstellen. Man findet also ein 0 < µ < 1 mit e(i)r = µs˜
(i)
r + (1 − µ)s(i)r .
Ersetzt man nun in der Konvexdarstellung yi = λ1e
(i)
1 + · · ·+ λk(i)e(i)k(i) den
Punkt e(i)r durch dessen Konvexdarstellung µs˜
(i)
r +(1−µ)s(i)r , so erha¨lt man
yi = λ1e
(i)




r + λr(1− µ)s(i)r + λr+1e(i)r+1 · · ·+ λk(i)e(i)k(i)
als neue Konvexdarstellung von yi, in der ein Extrempunkt von K mit einem
Koeffizienten echt gro¨ßer Null vorkommt. Das so entstandene neue, yi enthal-
tende Polytop sei mit P ′(yi) := conv(e
(i)








r+1, . . . , e
(i)
k(i))
bezeichnet. Da sich s˜(i)r als Extrempunkt von K nicht aus den Punkten
e
(i)




r ∈ ∂K konvex kombinieren la¨sst, ist s˜(i)r auch ein Extrem-
punkt von P ′(yi). Damit hat man ein yi enthaltendes Polytop P ′(yi) ⊂ ∂K
gefunden, bei dem wenigstens eine Ecke ein Extrempunkt von K ist.
Da (yi)i∈I gegen p konvergiert, gilt insbesondere d(yi,Hypp) → 0 und
damit auch d(P (yi),Hypp) → 0 fu¨r i → ∞ fu¨r ein yi enthaltendes Polytop
P (yi) = conv(e
(i)
1 , . . . , e
(i)
k(i)) ⊂ ∂K. Nach Satz 2.1.10 wird der minimale
Abstand von P (yi) zu Hypp auch stets in einer Ecke von P (yi), also in einem
der Punkte e(i)1 , . . . , e
(i)
k(i) angenommen. Das heißt man findet mit yi → p auch
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eine Folge (e(i)ji )i∈I von Eckpunkten von zugeho¨rigen Polytopen, die gegen
Hypp konvergiert.
Man zeige, dass sich fu¨r jedes yi die Punkte e
(i)
1 , . . . , e
(i)
k(i) aus der Kon-
vexdarstellung so wa¨hlen lassen, dass der minimale Abstand von P (yi) zu
Hypp stets auch in einem Extrempunkt von K angenommen wird. Die-
ses sieht man wie folgt: Angenommen es gibt auf einem extremalen Strahl
Sr ∈ RExt(K) einen in der Konvexdarstellung vorkommenden Punkt e(i)r ,
der kein Extrempunkt von K ist, dessen Abstand zu Hypp aber echt klei-
ner als der Abstand aller in {e(i)1 , . . . , e(i)k(i)} vorkommenden Extrempunk-
te zu Hypp ist. Dann la¨sst sich wie oben e
(i)
r als Konvexkombination aus
dem Startpunkt s˜(i)r von Sr und einem weiteren Punkt s
(i)
r ∈ Sr darstellen.
Ist Sr nicht parallel zu Hypp, so la¨sst sich der Punkt s
(i)
r so wa¨hlen, dass
d(s(i)r ,Hypp) > d(e
(i)
r ,Hypp) gilt. Tauscht man nun den Punkt e
(i)
r gegen
die Punkte s˜(i)r , s
(i)
r aus, so erha¨lt man ein neues, yi enthaltendes Polytop
P˜ (yi) := conv(e
(i)




r , . . . , e
(i)
k(i)), aus dessen Eckenmenge der bis-
lang na¨chste Punkt e(i)r an Hypp eliminiert und in die gleichzeitig ein weiterer
Extrempunkt von K hinzugenommen worden ist. Die fu¨r diese Konstruktion
beno¨tigte Bedingung, dass der extremale Strahl Sr nicht zu Hypp parallel
sein darf, ist fu¨r alle extremalen Strahlen von K erfu¨llt. Denn nach Voraus-
setzung ist p regula¨r und exponiert, so dass die Menge K nach Satz 1.1.17
keinen zu Hypp parallelen Strahl enthalten kann. Wird bei dem so erzeugten
neuen Polytop P˜ (yi) der minimale Abstand zu Hypp immer noch nicht in ei-
nem Extrempunkt angenommen, so wende man dieses Verfahren erneut an.
Spa¨testens nach k(i) Schritten hat man dann ein yi enthaltendes Polytop
erzeugt, das den minimalen Abstand zu Hypp in einem Extrempunkt von K
annimmt.
Insgesamt findet man somit eine Folge von Extrempunkten, die gegen
Hypp konvergiert. Angenommen es gibt ein ε0 > 0, fu¨r das B(p, ε0)∩∂K\{p}
keinen Extrempunkt von K entha¨lt. Dann existiert in Hypp wenigstens
ein von p verschiedener Ha¨ufungspunkt einer Folge von Punkten aus K.
Da K abgeschlossen ist, geho¨rt dieser Ha¨ufungspunkt zu K und man hat
|Hypp ∩K| > 1. Das ist aber ein Widerspruch, da p regula¨r und exponiert
ist und somit |Hypp ∩K| = 1 gilt. Also hat man eine gegen p konvergierende
Folge von Extrempunkten gefunden, und es folgt die Behauptung. 
Nach dem Satz 1.2.22 von Straszewicz ist bereits bekannt, dass jeder
Extrempunkt einer abgeschlossenen konvexen Menge Grenzwert einer Fol-
ge von exponierten Punkten ist. Mit dem obigen Lemma 2.2.19 hat man
nun zusa¨tzlich gezeigt, dass auch jeder regula¨re exponierte Punkt einer ab-
geschlossenen konvexen Menge Grenzwert einer Folge von Extrempunkten
der Menge ist. Dabei ist die Bedingung der Regularita¨t jedoch wesentlich,
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wenn die Folge von Extrempunkten nicht nur aus einem Element bestehen
soll. Fu¨r ein Beispiel, in dem die Aussage aufgrund fehlender Regularita¨t
(außer mit der trivialen einelementigen Folge) nicht gilt, sei an ein Polytop
erinnert.
Wendet man dieses Lemma nun bei der Randbetrachtung der konve-
xen Hu¨lle einer diskreten Punktmenge P an, so la¨sst sich zeigen, dass eine
Stu¨tzhyperebene Hypp an conv(P) in einem Punkt p ∈ ∂P mit dem Rand
∂ conv(P) nicht nur p gemeinsam haben kann, wenn sie in p eindeutig ist.
Anders ausgedru¨ckt heißt das, dass ein regula¨rer Punkt des Abschlusses der
konvexen Hu¨lle, der gleichzeitig in der diskreten Punktmenge enthalten ist,
nie exponiert sein kann.
Folgerung 2.2.20 Es sei P ⊂ Rn eine diskrete Punktmenge und p ∈ ∂P
ein regula¨rer Punkt mit Stu¨tzhyperebene Hypp an conv(P). Dann ist p kein
exponierter Punkt von conv(P), das heißt es gilt {p} ( Hypp ∩∂ conv(P).
Beweis: Es sei p ∈ ∂P ein regula¨rer Punkt mit Stu¨tzhyperebene Hypp an
conv(P). Angenommen, p ist zusa¨tzlich ein exponierter Punkt von conv(P).
Dann folgt mit Lemma 2.2.19, dass es eine unendliche Folge von Extrem-
punkten von conv(P) gibt, die gegen p konvergiert. Da nach Satz 2.2.10 alle
Extrempunkte von conv(P) in P enthalten sind, erha¨lt man somit einen
Widerspruch zur Diskretheit von P. Also folgt die Behauptung. 
Damit weiß man nun, dass es auch zu jedem regula¨ren Punkt p ∈ ∂P
einer diskreten Punktmenge P ein Liniensegment in ∂ conv(P) gibt, das p
echt entha¨lt. Fu¨r die nicht regula¨ren Punkte p ∈ ∂P wird man die gleiche
Aussage an spa¨terer Stelle als einfache Folgerung aus dem Verhalten des
”Richtungskegels“ von p erhalten (siehe Satz 3.4.6).
Insgesamt hat man jetzt das Randverhalten der konvexen Hu¨lle einer
diskreten Punktmenge weitgehend beschrieben. Man weiß nun, dass sowohl
die Extrempunkte der konvexen Hu¨lle als auch die Extrempunkte des Ab-
schlusses der konvexen Hu¨lle in der diskreten Punktmenge enthalten sind.
Die Betrachtung der Randbereiche hat gezeigt, dass die maximalen Rand-
bereiche, die mit der konvexen Hu¨lle einen leeren Schnitt haben, stets un-
beschra¨nkt sind und auch mit allen zugeho¨rigen Stu¨tzhyperebenen einen
unbeschra¨nkten Schnitt besitzen. Andererseits hat man gesehen, dass be-
schra¨nkte, zu der konvexen Menge geho¨rende Randbereiche abgeschlossen
sind und sich der Rand in diesen Bereichen polyedrisch verha¨lt. Zusa¨tzlich
weiß man, dass es zu jedem Randpunkt ein Liniensegment im Rand der kon-
vexen Hu¨lle gibt, das diesen Punkt entha¨lt und nicht nur aus diesem Punkt
besteht. Es gibt also stets eine ”Richtung“, in der sich der Rand der kon-
vexen Hu¨lle ”linear“ verha¨lt. Allerdings hat man noch nicht gezeigt, dass
sich der Rand insgesamt ”lokal polyedrisch“ verhalten wu¨rde. Dass diese
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Aussage im Allgemeinen auch nicht stimmt, wird man an einem Beispiel im
na¨chsten Abschnitt sehen (siehe Beispiel 2.3.9). Eine Ausnahme im Bezug
auf diese Eigenschaft stellt der R2 dar. Man wird sehen, dass sich fu¨r die kon-
vexe Hu¨lle einer ebenen diskreten Punktmenge diese zusa¨tzliche Eigenschaft
zeigen la¨sst.
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2.3 Spezialfall R2
Betrachtet man das Verhalten der konvexen Hu¨lle einer ebenen diskreten
Punktmenge P ⊂ R2 im Vergleich zu dem Verhalten der konvexen Hu¨lle
einer diskreten Punktmenge in beliebiger Dimension n, so stellt man fest,
dass die Dimension 2 einen Spezialfall darstellt. Im R2 weist die konvexe
Hu¨lle conv(P) zusa¨tzliche Eigenschaften auf, die im Allgemeinen nicht gel-
ten mu¨ssen. So la¨sst sich hier zeigen, dass der Rand der konvexen Hu¨lle
einer diskreten Punktmenge stets ”stu¨ckweise linear“ ist. Setzt man zusa¨tz-
lich die uniforme Diskretheit der Punktmenge P voraus, so la¨sst sich mit
dieser Eigenschaft weiter zeigen, dass sich jede diskrete Punktmenge P ⊂ R2
so zu einer Punktmenge P ′ ⊃ P erweitern la¨sst, dass sich der Abschluss der
konvexen Hu¨lle nicht a¨ndert, aber die konvexe Hu¨lle der Erweiterung abge-
schlossen ist.
Da sich im R2 ein Teil der Aussagen aus dem vorhergehenden Abschnitt
unabha¨ngig vom allgemeinen Fall und zum Teil auch mit alternativen Me-
thoden, die in beliebiger Dimension nicht mehr gelten, zeigen lassen, werden
in diesem Abschnitt einige Eigenschaften, deren Gu¨ltigkeit bereits gezeigt
worden ist, noch einmal neu bewiesen.
Definition 2.3.1 Es sei K ⊂ Rn eine konvexe Menge. Dann heißt der
Rand ∂K von K stu¨ckweise linear, wenn sich K in jeder beschra¨nkten Um-
gebung als Schnitt von endlich vielen Halbra¨umen darstellen la¨sst, das heißt
wenn es zu jeder beschra¨nkten Umgebung U (abgeschlossene) Halbra¨ume
H−1 , . . . ,H
−
k gibt, so dass gilt U ∩ K = U ∩ (
k⋂
i=1
H−i ). Die Menge K heißt
dann lokal polyedrisch.
Setzt man die Abgeschlossenheit der konvexen Menge K voraus, so ist K
genau dann lokal polyedrisch, wennK geschnitten mit jedem Polytop wieder
ein Polytop ist. Dieses sieht man wie folgt: Zu jedem Polytop P findet man
eine beschra¨nkte Umgebung U , die P entha¨lt. In U sei nun K darstellbar
als Schnitt von endlich vielen Halbra¨umen. Schneidet man K mit P , so ist
K ∩ P immer noch darstellbar als Schnitt von endlich vielen Halbra¨umen
und nach Konstruktion beschra¨nkt. Da K und P abgeschlossen sind, ist
auch K ∩ P abgeschlossen, also ein Polytop. Andererseits gelte nun, dass
K ∩ P fu¨r alle Polytope P wieder ein Polytop sei. Zu jeder beschra¨nkten
Umgebung U la¨sst sich ein Polytop P finden, das U entha¨lt. K∩P la¨sst sich
insbesondere als Schnitt von endlich vielen Halbra¨umen darstellen. Damit
ist dann auch K in U darstellbar als Schnitt von endlich vielen Halbra¨umen.
Also folgt die behauptete A¨quivalenz.
In der Literatur wird diese Eigenschaft einer abgeschlossenen konvexen
Menge K auch als beschra¨nkt polyedrisch (engl. boundedly polyhedral, vgl.
[Klee59]) oder die Menge als verallgemeinertes Polyeder (engl. generalized
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polyhedron, vgl. [Grub07]) bezeichnet. Bei diesem Begriff ist die Abgeschlos-
senheit der Menge von großer Bedeutung. Daher ist es begru¨ndet hier, wo
ausdru¨cklich nicht abgeschlossene Mengen untersucht werden sollen, zur bes-
seren Unterscheidung den Begriff einer ”lokal“ polyedrischen Menge zu ver-
wenden.
Erinnert man sich an Satz 2.2.13, in dessen Beweis gezeigt wurde, dass
sich ein beschra¨nktes, maximales, zu conv(P) geho¨rendes Randstu¨ck der
konvexen Hu¨lle einer diskreten Punktmenge P ⊂ Rn als Vereinigung endlich
vieler Seiten eines Polytops darstellen la¨sst, so kann man dieses Randstu¨ck
T auch als stu¨ckweise linear bzw. conv(P) als in diesem Bereich lokal po-
lyedrisch bezeichnen. Betrachtet man nun speziell den zweidimensionalen
Fall, so scheint es, als ließen sich nur Beispiele konvexer Hu¨llen diskreter
Punktmengen konstruieren, in denen conv(P) stu¨ckweise linear ist. Das legt
wiederum die Vermutung nahe, dass die konvexe Hu¨lle einer ebenen dis-
kreten Punktmenge immer lokal polyedrisch ist. Der Beweis dieser Aussage
ist eines der Ziele dieses Abschnittes. Um dieses Ziel zu erreichen werden
zuna¨chst einige Hilfssa¨tze beno¨tigt.
Hilfssa¨tze
Der Satz 1.1.9 von Caratheodory besagt fu¨r die konvexe Hu¨lle einer zweidi-
mensionalen Menge, dass fu¨r jeden Punkt der konvexen Hu¨lle maximal drei
Punkte der Ausgangsmenge beno¨tigt werden, um ihn als Konvexkombinati-
on darzustellen. Zur Darstellung eines Randpunktes einer abgeschlossenen
konvexen Hu¨lle genu¨gen sogar nur zwei Punkte der Ausgangsmenge.
Lemma 2.3.2 Sei M ⊂ R2 und conv(M) abgeschlossen. Dann la¨sst sich
jeder Randpunkt x ∈ ∂ conv(M) als Konvexkombination maximal zweier
Punkte aus M darstellen.
Beweis: Sei x ∈ ∂ conv(M) ein beliebiger Randpunkt. Nach dem Satz
1.1.9 von Caratheodory gibt es p1, p2, p3 ∈ M , so dass sich x als Konvex-




λi = 1. Betrachte zuna¨chst den Fall, dass p1, p2, p3 kollinear sind,
o.B.d.A. liege p2 auf der Strecke zwischen p1 und p3. Das heißt es gibt
µ ≥ 0 mit p2 = (1 − µ)p1 + µp3. Dann folgt fu¨r x die Darstellung x =
(λ1+λ2(1−µ))p1+(λ3+λ2µ)p3, was wegen (λ1+λ2(1−µ))+(λ3+λ2µ) =
λ1 + (1− µ+ µ)λ2 + λ3 = 1 eine Konvexdarstellung aus p1 und p3 ist.
Es bleibt noch der Fall, dass die Punkte p1, p2, p3 nicht kollinear sind, zu
betrachten. Angenommen fu¨r x = λ1p1 + λ2p2 + λ3p3 wa¨ren λ1, λ2, λ3 > 0.
Dann wa¨re x nach Satz 1.1.11 im relativen Inneren von conv(p1, p2, p3). Da
fu¨r nicht kollineare Punkte dim conv(p1, p2, p3) = 2 gilt, wa¨re x damit sogar
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ein innerer Punkt von conv(p1, p2, p3), und es wu¨rde x ∈ conv(M)◦ folgen.
Dieses ist ein Widerspruch. Dieser Fall kann somit nicht auftreten und es
folgt die Behauptung. 
La¨sst sich ein Randpunkt einer ebenen konvexen Menge als nicht tri-
viale Konvexkombination zweier anderer Punkte der Menge darstellen, so
mu¨ssen auch diese beiden Punkte im Rand der Menge liegen, wodurch die
Stu¨tzhyperebene in diesem Punkt eindeutig bestimmt wird. Man erha¨lt also
die Menge der Punkte, die nicht regula¨r sind, als Teilmenge der Menge der
Extrempunkte.
Lemma 2.3.3 Es sei K ⊂ R2 eine abgeschlossene konvexe Menge. Existie-
ren in x ∈ ∂K mehrere verschiedenen Stu¨tzhyperebenen an K, so ist x ein
Extrempunkt von K.
Beweis: Man zeige die a¨quivalente Aussage, dass ein Randpunkt, der
kein Extrempunkt ist, stets regula¨r ist. Es sei x ∈ ∂K kein Extrempunkt.
Dann gibt es x1, x2 ∈ K \ {x} und λ > 0 mit x = (1 − λ)x1 + λx2. Wa¨re
wenigstens einer der Punkte x1, x2 im Inneren von K, so wu¨rde auch x ∈ K◦
folgen, was ein Widerspruch wa¨re. Also gilt x1, x2 ∈ ∂K. Damit folgt auch
conv(x1, x2) ⊂ ∂K. Denn ga¨be es einen Punkt y ∈ conv(x1, x2) ∩ K◦, so
ließe sich x als Konvexkombination aus y und x1 oder x2 darstellen und
wa¨re damit ein innerer Punkt, man erhielte wieder einen Widerspruch. Also
sind x, x1, x2 alle in der gleichen stu¨tzenden Hyperebene von K enthalten.
Da x im relativen Inneren von conv(x1, x2) liegt und K ⊂ R2 gilt, ist damit
die durch x laufende Stu¨tzhyperebene an K eindeutig bestimmt, also x ein
regula¨rer Punkt. 
Lemma 2.3.4 Es sei K ⊂ Rn eine abgeschlossen konvexe Menge. Existie-
ren in x0 ∈ ∂K wenigstens n Stu¨tzhyperebenen an K, deren Normalenvekto-
ren linear unabha¨ngig sind, so ist x0 ein exponierter Punkt und damit auch
ein Extrempunkt von K.
Beweis: Es seien y1, . . . , yn ∈ Rn linear unabha¨ngig und c1, . . . , cn ∈ R
so, dass
Hyp(y1, c1) := {x ∈ Rn | 〈x, y1〉 = c1},
...
Hyp(yn, cn) := {x ∈ Rn | 〈x, yn〉 = cn}








Hyp(y, c) := {x ∈ Rn | 〈x, y〉 = c}.
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ci = c und damit x0 ∈ Hyp(y, c). Weiter gelten fu¨r al-
le Punkte x ∈ K die Ungleichungen 〈x, yi〉 ≤ ci fu¨r i = 1, . . . , n. Also









ci = c, also
x ∈ H−(y, c). Damit ist Hyp(y, c) eine weitere Stu¨tzhyperebene an K in x0.
Sei nun x ∈ Hyp(y, c)∩K. Das heißt fu¨r x gilt 〈x, y1〉 ≤ c1, . . . , 〈x, yn〉 ≤ cn
und 〈x, y〉 = c. Das impliziert aber 〈x, yi〉 = ci fu¨r alle i = 1, . . . , n, also
x ∈ Hyp(y1, c1) ∩ · · · ∩ Hyp(yn, cn). Da y1, . . . , yn linear unabha¨ngig sind,
gilt Hyp(y1, c1)∩ · · · ∩Hyp(yn, cy) = {x0}. Also folgt Hyp(y, c)∩K = {x0}.
Damit ist x0 ein exponierter Punkt von K und nach Satz 1.2.21 auch Ex-
trempunkt. 
Nachdem man nun weiß, dass ein Randpunkt, in dem es mehrere stu¨tzen-
de Hyperebenen gibt, ein Extrempunkt sein muss, stellt sich die Frage, ob
es auch sein kann, dass alle Randpunkte einer konvexen Menge diese Eigen-
schaft besitzen. Es ist klar, dass es konvexe Mengen gibt, deren sa¨mtliche
Randpunkte Extrempunkte sind; ein Standardbeispiel fu¨r eine solche Menge
ist die Kugel. Jedoch sieht man an diesem Beispiel auch, dass es nicht in
jedem Extrempunkt mehrere verschiedene Stu¨tzhyperebenen geben muss.
Denn im Fall der Kugel gibt es in jedem Randpunkt nur genau eine Stu¨tz-
hyperebene. Die Frage nach der Existenz konvexer Mengen, die in allen
Randpunkten mehrere verschiedene Stu¨tzhyperebenen besitzen, wird damit
also noch nicht beantwortet. Es ist jedoch anzunehmen, dass solche Fa¨lle,
sollte es sie geben, die Randbetrachtung von konvexen Mengen erheblich er-
schweren ko¨nnten. Eine Antwort auf diese Frage liefert der im ersten Kapitel
zitierte Satz 1.2.7, der besagt, dass die Menge der regula¨ren Punkte eines
konvexen Ko¨rpers eine dichte Teilmenge des Randes ist. Dann gilt aber auch
fu¨r eine beliebige konvexe Menge, dass die Menge der regula¨ren Punkte in
jedem Randstu¨ck, das mehr als einen Punkt entha¨lt, dicht liegt.
Lemma 2.3.5 In jedem Randstu¨ck T ∈ T (K) einer konvexen Menge K ⊂
Rn, das mehr als einen Punkt entha¨lt, gibt es unendlich viele regula¨re Punk-
te, das heißt es gibt in T unendlich viele Punkte, in denen es genau eine
Stu¨tzhyperebene an K gibt.
Beweis: Nach Satz 1.2.7 liegt die Menge der regula¨ren Punkte dicht in
der Menge der Randpunkte eines konvexen Ko¨rpers. Um diesen Satz hier
anwenden zu ko¨nnen, betrachte man eine U¨berdeckung
⋃
i∈I
Bi von T , wobei
die Bi n-dimensionale Kugeln seien, und I eine Indexmenge bezeichne. Fu¨r
eine beliebige Kugel Bi ist dann der Abschluss der Einschra¨nkung von K auf
Bi, also Ki := K ∩Bi, ein konvexer Ko¨rper. Da die Menge der regula¨ren
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Punkte von Ki dicht in der Menge aller Randpunkte von Ki liegt, liegen
auch in T ∩ Bi ⊂ ∂Ki unendlich viele regula¨re Randpunkte. Damit folgt
direkt die Behauptung. 
Diese Eigenschaft konvexer Mengen la¨sst sich nutzen, um zu zeigen, dass
jede zweidimensionale konvexe Menge, deren Rand nicht vollsta¨ndig in einer
einzigen Hyperebene enthalten ist, eine ”Sekante“ besitzt. Dabei sei mit
”Sekante“ eine Hyperebene, die den Rand der konvexen Menge in genau
zwei verschiedenen Punkten schneidet, bezeichnet.
Satz 2.3.6 Es sei K ⊂ R2 eine konvexe Menge, T ∈ T (K) mit |T | > 1
und es existiere keine Hyperebene Hyp mit T ⊂ Hyp. Dann gibt es eine
Hyperebene (Sekante) S durch T mit |S ∩ T | = 2.
Beweis: Man wa¨hle einen beliebigen Punkt t ∈ T , in dem es genau
eine Stu¨tzhyperebene Hypt an K gibt. Nach Lemma 2.3.5 existiert so ein
Punkt. Da nach Voraussetzung T 6⊂ Hypt gilt, gibt es einen Punkt t0 ∈ T
mit t0 6∈ Hypt. Dann erfu¨llt die durch t und t0 laufende und dadurch ein-
deutig bestimmte Hyperebene S := t0+R(t− t0) die gewu¨nschte Bedingung
|S ∩ T | = 2, ist also die gesuchte Sekante durch T . Dieses sieht man wie
folgt: Zuna¨chst gilt S 6= Hypt, da nach Konstruktion t0 ∈ S aber t0 6∈ Hypt
gilt. Wegen t, t0 ∈ S ∩ T gilt |S ∩ T | ≥ 2. Wa¨re nun |S ∩ T | > 2, so ga¨be
es wenigstens einen weiteren Punkt t′ ∈ S ∩ T mit t 6= t′ 6= t0. Dann wa¨ren
t, t0, t
′ kollineare Randpunkte von K und es wu¨rde conv(t, t0, t′) ⊂ S ∩ T
gelten. Damit wa¨re dann S eine weitere Stu¨tzhyperebene an K in t, was ein
Widerspruch ist. Also gilt |S ∩ T | = 2 und es folgt die Behauptung. 
Man wende sich wieder der Betrachtung der konvexen Hu¨lle einer dis-
kreten Punktmenge in R2 zu. A¨hnlich wie im allgemeinen Fall, aber noch
ein wenig einfacher, zeigt man, dass ein maximales zusammenha¨ngendes
Randstu¨ck der konvexen Hu¨lle, das mit der konvexen Hu¨lle keinen Punkt
gemeinsam hat, stets mehr als einen Punkt besitzen muss. Dazu sei an die
Beschreibung der Extrempunkte des Abschlusses der konvexen Hu¨lle erin-
nert. Unter Verwendung der diesbezu¨glich erzielten Ergebnisse erha¨lt man
sofort folgendes Lemma, das fu¨r den allgemeinen Fall bereits unter 2.2.12
bewiesen wurde.
Lemma 2.3.7 Es sei P ⊂ R2 diskret und conv(P) nicht abgeschlossen.
Dann gilt fu¨r ein maximales Randstu¨ck T ∈ T 6⊂(conv(P)) stets |T | > 1.
Beweis: Angenommen, es gibt ein maximales T ∈ T 6⊂(conv(P)) mit
|T | = 1. Setze also T = {t}. Wenn in t wenigstens zwei verschiedene Stu¨tz-
hyperebenen an conv(P) existieren, so ist t nach Lemma 2.3.3 ein Extrem-
punkt von conv(P) und damit nach Satz 2.2.10 in P, also ein Widerspruch.
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Existiert dagegen in t genau eine Stu¨tzhyperebene Hypt an conv(P), so folgt
aus der Maximalita¨t von T und der Eigenschaft t 6∈ conv(P), dass t End-
punkt des in Hypt ∩conv(P) liegenden Intervalls bzw. Strahls sein muss und
damit ebenfalls wieder ein Extrempunkt von conv(P) ist. Dieses fu¨hrt wie
gerade auf einen Widerspruch. 
Struktursatz
Damit hat man nun alle Grundlagen zusammen, um auch im zweidimensio-
nalen Fall die Unbeschra¨nktheit der maximalen Randstu¨cke T ∈ T 6⊂(conv(P))
zeigen und diese Aussage, die bereits fu¨r den allgemeinen Fall in Satz 2.2.16
gezeigt wurde, noch weiter verscha¨rfen zu ko¨nnen.
Satz 2.3.8 Es sei P ⊂ R2 eine diskrete Menge und es gelte ∂ conv(P) 6= ∅.
Dann ist der Rand ∂ conv(P) der konvexen Hu¨lle von P stu¨ckweise linear
und jedes maximale T ∈ T 6⊂(conv(P)) ist unbeschra¨nkt und in einer Hyper-
ebene enthalten.
Beweis: In diesem Beweis soll die Struktur des Randes der konvexen
Hu¨lle einer beliebigen diskreten Menge des R2 gekla¨rt werden. Daher sei
zuna¨chst die Beweisstruktur kurz skizziert: Zu Beginn u¨berlegt man sich,
wie maximale Teilmengen von T ⊂(conv(P)) und T 6⊂(conv(P)) aussehen und
zeigt dann, dass ein maximales Randstu¨ck T ∈ T 6⊂(conv(P)) stets in einer
Hyperebene enthalten ist, wodurch auch die Unbeschra¨nktheit eines solchen
Randstu¨ckes T folgt. Es la¨sst sich weiter zeigen, dass T 6⊂(conv(P)) ho¨chstens
vier verschiedene maximale Randstu¨cke in ho¨chstens zwei verschiedenen Hy-
perebenen enthalten kann. Die Anwendung dieser Ergebnisse liefert dann die
stu¨ckweise Linearita¨t des Randes.
Betrachte zuna¨chst ein beliebiges maximales T ∈ T ⊂(conv(P)). Dann
folgt mit dem gleichen Beweis wie bei Lemma 2.3.2, dass sich jeder Punkt x ∈
T als Konvexkombination aus maximal zwei Punkten aus P schreiben la¨sst.
Damit geho¨rt x entweder selbst schon zu P oder x liegt auf einem linearen
Teilstu¨ck zwischen zwei Punkten p1, p2 ∈ P, die nach Lemma 2.1.12 ebenfalls
bereits Randpunkte von conv(P) sein mu¨ssen. Mit x, p1, p2 ∈ ∂ conv(P)
geho¨rt dann auch die ganze Strecke [p1, p2] = {(1 − λ)p1 + λp2 | λ ∈ [0, 1]}
zu ∂ conv(P) und aufgrund der Maximalita¨t von T gilt sogar [p1, p2] ⊂ T .
Weiter gilt, dass die Endpunkte von T zu P geho¨ren mu¨ssen.
Betrachte nun ein beliebiges maximales T ∈ T 6⊂(conv(P)). Nach Lemma
2.3.7 gilt |T | > 1. Man mache die Annahme, dass T nicht in einer Hyperebe-
ne enthalten sei. Dann existiert nach Satz 2.3.6 eine Sekante S, die T teilt
und mit T genau zwei Punkte gemeinsam hat. Diese seien mit t1, t2 bezeich-
net, also S ∩ T = {t1, t2}. Betrachte nun den zwischen S und T liegenden
Teil A := conv(P) ∩ S+, wobei S+ der von S begrenzte Halbraum sei, fu¨r
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den ∂ conv(P) ∩ S+ ⊂ T gilt, siehe Abbildung 2.14. (Erfu¨llen beide von S
begrenzten Halbra¨ume diese Bedingung, so wa¨hle einen der beiden als S+
aus.) Nach Konstruktion ist A beschra¨nkt. Bezeichne weiter PA := P ∩A◦.
Es gilt PA 6= ∅. Denn wa¨re PA = ∅, so wa¨re P ⊂ S− und damit auch
conv(P) ⊂ S−. Da S mit T und damit auch mit ∂ conv(P) wenigstens einen
Punkt gemeinsam hat, wa¨re S dann eine Stu¨tzhyperebene an conv(P). Dann
wa¨re mit t1, t2 ∈ S∩T auch die Strecke [t1, t2] := {(1−λ)t1+λt2 | λ ∈ [0, 1]}
in S∩T , also ein Widerspruch zu |S∩T | = 2. Da P diskret und A beschra¨nkt
ist, gilt also nun 1 ≤ |PA| <∞. Betrachte nun das von PA erzeugte Poytop
KA := conv(PA). Es gilt KA ⊂ A◦ ⊂ conv(P)◦. Nach Satz 2.1.9 gibt es dann
endlich viele Punkte p1, . . . , pk ∈ P, so dass KA ⊂ conv(p1, . . . , pk)◦ gilt.
Die Punkte p1, . . . , pk seien o.B.d.A. minimal mit dieser Eigenschaft (sonst
lasse fu¨r die Konvexkombination nicht beno¨tigte Punkte weg und benenne
die verbliebenen um). Dann folgt PA ∩ {p1, . . . , pk} = ∅ und p1, . . . , pk ∈
conv(P) \ A◦. Also muss p1, . . . , pk ∈ S− gelten, was aber ein Widerspruch
zu KA ⊂ A◦ ⊂ (S+)◦ ist. Damit ist gezeigt, dass jedes zusammenha¨ngen-






































Abbildung 2.14: conv(P) ∩ S+
Damit folgt nun auch direkt, dass jedes maximale T ∈ T 6⊂(conv(P)) un-
beschra¨nkt sein muss. Denn nimmt man an, dass T beschra¨nkt ist, so folgt,
da T in einer Hyperebene enthalten ist, dass T eine beschra¨nkte Strecke
ist. Das heißt man findet t′1, t′2 ∈ ∂ conv(P) mit {(1 − λ)t′1 + λt′2 | λ ∈
(0, 1)} =: (t′1, t′2) ⊂ T ⊂ [t′1, t′2]. Da T maximal und ungleich dem ge-
samten Rand von conv(P) ist, gibt es zu conv(P) geho¨rende Randstu¨cke
T1, T2 ∈ T ⊂(conv(P)), die an T angrenzen, also zu T den Abstand Null
haben. Analog zu obiger U¨berlegung mu¨ssen die Endpunkte t′1 und t′2 von T
dann zu T1 bzw. T2 geho¨ren, also T = (t′1, t′2) relativ offen sein. Dann folgt
aber direkt, dass T ⊂ conv(t′1, t′2) ⊂ conv(P) gilt, was ein Widerspruch zur
Voraussetzung ist.
Weiter folgt, dass es in T 6⊂(conv(P)) ho¨chstens vier paarweise verschie-
dene maximale Randstu¨cke geben kann. Denn entha¨lt eine zweidimensionale
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konvexe Menge K wenigstens drei paarweise verschiedene solche T1, T2, T3 ∈
T 6⊂(K), so mu¨ssen zwei dieser Randstu¨cke, o.B.d.A. T1 und T2, in der glei-
chen Hyperebene und das dritte Randstu¨ck T3 in einer dazu parallelen Hy-
perebene liegen. Da solche Randstu¨cke unbeschra¨nkt sind, kann es in einer
Hyperebene maximal zwei verschiedene geben. Existiert ein viertes solches
Randstu¨ck, so ist die Menge K durch diese vier Randstu¨cke bereits eindeu-
tig bestimmt und es kann keine weiteren Randstu¨cke dieser Art in T 6⊂(K)
geben, siehe Abbildung 2.15.
· · · · · · · · · · ·
· · · · · · · · · · ·
· · · · · · · · · · · · · · · · · · · · ·
· · · · · · · · · · ·
T1 T2
T3
Abbildung 2.15: Maximal 4 verschiedene Randstu¨cke
Sei nun U ⊂ R2 eine beliebige beschra¨nkte Umgebung. Na¨her zu betrach-
ten sind nur die Umgebungen U , fu¨r die U ∩ conv(P) nicht leeren Schnitt
mit dem Rand ∂ conv(P) hat. Denn im Fall U ∩ conv(P) ⊂ conv(P)◦ oder
U ∩ conv(P) = ∅ la¨sst sich conv(P) in U trivialerweise als Schnitt von end-
lich vielen, na¨mlich einer bzw. gar keiner Hyperebene darstellen. Sei also
nun U ∩ ∂ conv(P) 6= ∅.
Betrachte zuna¨chst den Fall U ∩ ∂ conv(P) ⊂ T 6⊂(conv(P)). Dann kann
nach obiger U¨berlegung U ho¨chstens vier getrennte Randstu¨cke enthalten,
die in maximal zwei verschiedenen Hyperebenen liegen. Damit erha¨lt man
dann aber auch U ∩ conv(P) als Schnitt von ho¨chstens zwei Halbra¨umen in
U .
Betrachte nun den Fall, dass U∩∂ conv(P) ⊂ T ⊂(conv(P)) gilt. Da U be-
schra¨nkt und P diskret ist, kann U nur endlich viele Randstu¨cke [p1, p2] mit
p1, p2 ∈ P schneiden. Jedes dieser linearen Randstu¨cke [pi, pj ] definiert eine
conv(P) stu¨tzende Hyperebene. Somit la¨sst sich conv(P) in U als Schnitt
von endlich vielen Halbra¨umen darstellen.
Es bleibt noch der gemischte Fall, dass U ∩ ∂ conv(P) aus Teilen sowohl
aus T ⊂(conv(P)) als auch aus T 6⊂(conv(P)) besteht, zu betrachten. Da die
maximalen Randstu¨cke aus T 6⊂(conv(P)) unbeschra¨nkt sind, kann ein ma-
ximales T ∈ T 6⊂(conv(P)) ho¨chstens an ein Randstu¨ck T ′ ∈ T ⊂(conv(P))
angrenzen. Betrachtet man nun U∩∂ conv(P) fu¨r eine beliebige beschra¨nkte
Umgebung U , so liegen die nicht zu conv(P) geho¨renden Randstu¨cke in U
weiterhin auf maximal zwei verschiedenen Hyperebenen. Fu¨r die zu conv(P)
geho¨renden Randstu¨cke in U findet man analog zu obiger U¨berlegung end-
74 DIE KONVEXE HU¨LLE EINER DISKRETEN PUNKTMENGE
lich viele Hyperebenen, die diese Randstu¨cke enthalten. Insgesamt erha¨lt
man damit eine Darstellung von conv(P) in U als Schnitt von endlich vielen
Halbra¨umen. Damit folgt nach Definition 2.3.1 die stu¨ckweise Linearita¨t von
∂ conv(P). 
Natu¨rlich kann man die Aussage, dass jedes maximale Randstu¨ck T ∈
T 6⊂(conv(P)) einer ebenen diskreten Punktmenge P unbeschra¨nkt und in
einer Hyperebene enthalten ist, auch aus Lemma 2.2.15 und Satz 2.2.16 aus
der Betrachtung des allgemeinen Falls erhalten. Denn dort hatte man bereits
gesehen, dass ein solches Randstu¨ck einen unbeschra¨nkten Schnitt mit einer
Hyperebene besitzt, was in Dimension 2 sofort liefert, dass dieses Randstu¨ck
einen Strahl entha¨lt. Damit folgt dann, dass dieses Randstu¨ck in einer Hy-
perebene enthalten sein muss. Ausgehend von diesem allgemeinen Zugang
wird deutlich, dass die Dimension 2 einen Spezialfall darstellt. Trotzdem hat
auch der oben gefu¨hrte Beweis seine Berechtigung, da man sieht, dass sich
diese Tatsache in Dimension 2 auch unabha¨ngig vom allgemeinen Fall mit
einem eigensta¨ndigen Beweis zeigen la¨sst. Man beachte jedoch, dass dieser
Beweis, der in Dimension 2 gilt, sich nicht ohne weiteres auf den allgemeinen
Fall u¨bertragen la¨sst. Denn bereits in Dimension 3 muss die Beschra¨nktheit
der Menge A aus obiger Konstruktion, die wesentlich in dem Beweis einging,
nicht mehr erfu¨llt sein.
Dass die stu¨ckweise Linearita¨t des Randes der konvexen Hu¨lle einer dis-
kreten Punktmenge in ho¨heren Dimensionen tatsa¨chlich nicht mehr erfu¨llt
sein muss, zeigt das folgende Beispiel.









,−n) ∈ R3 | n ∈ N}. Da die Projektion von P auf die
x1x2-Ebene dicht auf dem Einheitskreis S := {z ∈ R2 | ‖z‖ = 1} liegt,
erha¨lt man als Rand von conv(P) = {(x1, x2, x3) ∈ R3 | x21 + x22 ≤ 1} die
Zylinderoberfla¨che S × R, siehe Abbildung 2.16. Diese ist nicht stu¨ckweise
linear, da conv(P) in jeder beschra¨nkten Umgebung, die mit dem Rand
∂ conv(P) nicht leeren Schnitt hat, Schnitt von unendlich vielen Halbra¨umen
ist.
Zusammenfassend hat man damit den Rand der konvexen Hu¨lle einer
ebenen diskreten Punktmenge vollsta¨ndig beschrieben. Der gesamte Rand
ist stu¨ckweise linear, wobei die maximalen Randstu¨cke, die mit conv(P)
einen leeren Schnitt haben, unbeschra¨nkt und in einer Hyperebene ent-
halten sind, also einen Strahl enthalten. Das heißt zu jedem maximalen
T ∈ T 6⊂(conv(P)) findet man einen Strahl S oder eine Gerade G, so dass
T = S oder T = G gilt. In dem Fall, dass T = S gilt, muss an dem Start-
punkt s0 von S zwangsla¨ufig ein Randstu¨ck T ′ ∈ T ⊂(conv(P)) anschließen.
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Abbildung 2.16: Zylinder
Nach den obigen U¨berlegungen gilt dann s0 ∈ T ′, das heißt es gilt genauer
T = S \ {s0}.
Die maximalen Randstu¨cke, die in conv(P) enthalten sind, bestehen aus
aneinander ha¨ngenden Strecken, deren Endpunkte stets zu dem Randstu¨ck
dazu geho¨ren. In dem Fall, dass P uniform diskret ist, erha¨lt man zusa¨tzlich,
dass jede Strecke wenigstens die La¨nge r = minP besitzt. Man beachte hier
jedoch, dass auch diese Randstu¨cke unbeschra¨nkt sein ko¨nnen.
Letztendlich gilt noch fu¨r die Extrempunkte des Abschlusses der konve-
xen Hu¨lle, die gleich den exponierten Punkten (Ecken) sind, dass sie alle in
P liegen.
Erweiterungssatz
Ausgehend von dieser Beschreibung des Randes der konvexen Hu¨lle einer
diskreten Punktmenge in R2 entsteht die Vermutung, dass sich jede ebene
diskrete Punktmenge P so zu einer P umfassenden diskreten Punktmen-
ge P ′ erweitern la¨sst, dass beide konvexe Hu¨llen den gleichen Rand haben,
die konvexe Hu¨lle der erweiterten Punktmenge P ′ aber abgeschlossen ist.
Setzt man zusa¨tzlich uniforme Diskretheit voraus, so la¨sst sich diese Aus-
sage fu¨r ebene Punktmengen beweisen. Dabei ist die Grundidee, dass man
auf den nicht zu conv(P) geho¨renden Randstu¨cken eine (uniform) diskrete
Punktmenge findet, um die man P erweitern kann.
Satz 2.3.10 (Erweiterungssatz) Es sei P ⊂ R2 uniform diskret und
∂ conv(P) 6= ∅. Dann existiert eine uniform diskrete Menge P ′ ⊃ P, so
dass conv(P ′) abgeschlossen ist und conv(P ′) = conv(P) gilt. Man nennt
dann P ′ eine Erweiterung von P.
Beweis: Ist conv(P) bereits abgeschlossen, so setze P ′ := P und es folgt
die Behauptung.
Man betrachte also nun den Fall, dass conv(P) nicht abgeschlossen ist.
Fu¨r diesen Fall sei zuna¨chst die Beweisidee kurz skizziert: Zu jedem Punkt
p der Punktmenge P bildet man die Kugel mit Radius r2 um p, wobei r =
minP sei, und bezeichnet die Vereinigung aller dieser Kugeln mit U . Man
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zeigt dann, dass U ein beliebiges maximales Randstu¨ck T ∈ T 6⊂(conv(P))
nicht vollsta¨ndig u¨berdeckt, siehe Abbildung 2.17. Fu¨r die nicht u¨berdeckte
Menge T \U gilt, dass sie entweder eine unbeschra¨nkte, zusammenha¨ngende
Teilmenge entha¨lt oder aus unendlich vielen Zusammenhangskomponenten
besteht. Daher la¨sst sich in T \U eine uniform diskrete Punktmenge wa¨hlen,
fu¨r die gilt, dass T in der konvexen Hu¨lle der Vereinigung der alten Punkt-
menge P mit der neu gewa¨hlten Punktmenge liegt. Eine Anwendung dieses
Verfahrens auf alle maximalen Randstu¨cke T ∈ T 6⊂(conv(P)) liefert dann
die gesuchte Punktmenge P ′.
T
r
Abbildung 2.17: Konstruktion der U¨berdeckung
Sei also nun conv(P) nicht abgeschlossen. Das heißt T 6⊂(conv(P)) 6= ∅.
Nach Satz 2.3.8 ist der Rand ∂ conv(P) stu¨ckweise linear und jedes maxi-
male T ∈ T 6⊂(conv(P)) ist unbeschra¨nkt und in einer Hyperebene enthal-
ten. Es sei r := minP der Minimalabstand von P und B(p, r2) die abge-
schlossene Kugel vom Radius r2 um den Punkt p ∈ P. Weiter bezeichne
U := ⋃
p∈P
B(p, r2). Fu¨r jedes maximale T ∈ T 6⊂(conv(P)) gilt T \ U 6= ∅.
Denn fu¨r zwei Punkte p1, p2 ∈ P gilt genau dann B(p1, r2) ∩ B(p2, r2) 6= ∅,
wenn sie den Abstand d(p1, p2) = r haben. In diesem Fall gilt dann, dass
B(p1, r2) ∪ B(p2, r2) genau die Strecke [p1 − 12(p2 − p1), p2 + 12(p2 − p1)]
und damit insbesondere auch [p1, p2] u¨berdeckt. Man nehme nun an, T
wu¨rde vollsta¨ndig von U u¨berdeckt. Da T unbeschra¨nkt ist, kann T nicht
vollsta¨ndig in einer einzigen Kugel B(p, r2) enthalten sein. Also gibt es, da
T zusammenha¨ngend ist, eine Menge von Kugeln {B(pi, r2)|i ∈ I} bzw.
Punkte {pi ∈ P|i ∈ I}, I eine Indexmenge, so dass es zu jedem pi mit
i ∈ I ein pj mit j ∈ I gibt, so dass B(pi, r2) ∩ B(pj , r2) 6= ∅ gilt. Da T in
einer Hyperebene enthalten ist und B(pi, r2) ∪ B(pj , r2) gerade die Strecke
[pi, pj ] u¨berdeckt, folgt dann T ∩ [pi, pj ] 6= ∅, was aber ein Widerspruch zu
T ∩ conv(P) = ∅ ist. Somit wird T von U nicht vollsta¨ndig u¨berdeckt, das
heißt es existieren Punkte in T \ U . Gilt nun, dass T mit wenigstens zwei
Kugeln B(q1, r2), B(q2,
r
2) mit q1, q2 ∈ P nicht leeren Schnitt hat, so folgt,
dass T ∩U nicht zusammenha¨ngend ist. Weiter folgt dann, dass T \U 6= T ist
und damit, dass auch T \U nicht zusammenha¨ngend ist. Falls T ∩U aus un-
endlich vielen Zusammenhangskomponenten besteht, so auch T \U . Besteht
T ∩ U dagegen aus endlich vielen Zusammenhangskomponenten, so gibt es
in T \U wenigstens eine Zusammenhangskomponente, die unbeschra¨nkt ist.
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Da T unbeschra¨nkt ist, gibt es einen Strahl S(T ) ⊂ T . Nach obigen
U¨berlegungen besteht auch S(T ) \ U entweder aus unendlich vielen Zusam-
menhangskomponenten oder S(T ) \ U entha¨lt eine Zusammenhangskompo-
nente, die unbeschra¨nkt ist. Daher findet man in S(T ) \ U eine unendli-
che uniform diskrete Punktmenge P(S(T )) mit Minimalabstand rS(T ) :=
minP(S(T )) ≥ r. Dazu wa¨hle man einen ersten Punkt ps,0 ∈ S(T ) \ U
beliebig und gehe dann entlang S(T ) weiter. Der na¨chste Punkt ps,1 wird
dann so in S(T ) \ U gewa¨hlt, dass d(ps,0, ps,1) ≥ r erfu¨llt ist. Dieses Verfah-
ren wird nun iteriert, und man findet die gesuchte Punktmenge P(S(T )).
Gilt zusa¨tzlich −S(T ) ⊂ T , so la¨sst sich analog auch in −S(T ) \ U eine
unendliche uniform diskrete Punktmenge P(−S(T )) mit Minimalabstand
r−S(T ) := minP(−S(T )) ≥ r finden.
In dem Fall, dass S(T ) ⊂ T und −S(T ) 6⊂ T gilt, existiert ein Randstu¨ck
T ′ ∈ T ⊂(conv(P)), das auf einer Seite an T anschließt. Damit folgt T ⊂
conv(P ∪P(S(T ))). In dem Fall S(T ) ⊂ T und −S(T ) ⊂ T folgt nach Kon-
struktion T ⊂ conv(P(S(T ))∪P(−S(T ))) ⊂ conv(P∪P(S(T ))∪P(−S(T ))).
Da P(S(T )) und P(−S(T )) uniform diskret in T \ U gewa¨hlt worden sind,
ist auch die neue Punktmenge P ′′ := P∪P(S(T )) bzw. P ′′ := P∪P(S(T ))∪
P(−S(T )) wieder uniform diskret und besitzt einen Minimalabstand r2 ≥ r2 .
Iteriert man dieses Verfahren nun u¨ber alle maximalen T ∈ T 6⊂(conv(P))
und ersetzt dabei die Punktmenge P jeweils durch die im vorherigen Schritt
erzeugte Punktmenge P ′′, so erha¨lt man die gesuchte uniform diskrete Punkt-
menge P ′. 
Man beachte, dass die Uniformita¨t der Diskretheit der Punktmenge, das
heißt die Existenz eines positiven Minimalabstandes der diskreten Punkt-
menge, in obigem Beweis wesentlich benutzt wurde. Mit Hilfe des Minimal-
abstandes minP konnte die Menge U konstruiert und gezeigt werden, dass
ein nicht in der konvexen Hu¨lle enthaltenes Randstu¨ck T ⊂ T 6⊂(conv(P))
nicht vollsta¨ndig von U u¨berdeckt wird. Daher ließen sich aus der Menge
(∂ conv(P) \ conv(P)) \ U zusa¨tzliche Punkte wa¨hlen, mit denen sich dann
eine Erweiterung mit den gewu¨nschten Eigenschaften bilden ließ. Eine Ver-
allgemeinerung der Aussage des Erweiterungssatzes 2.3.10 auf (allgemeine)
diskrete Mengen, ist daher mit diesem Beweis nicht ohne Weiteres mo¨glich.
Des weiteren wurde in dem Beweis des Erweiterungssatzes 2.3.10 die
fu¨r den Spezialfall der Dimension 2 geltende Aussage aus Satz 2.3.8, dass
jedes nicht zu conv(P) geho¨rende Randstu¨ck vollsta¨ndig in einer Hyperebene
enthalten ist, verwendet. Daher la¨sst sich dieser Beweis auch nicht ohne
Weiteres auf einen ho¨herdimensionalen Fall u¨bertragen. Es ist jedoch noch
offen, ob man eine vergleichbare Aussage fu¨r allgemeine diskrete Mengen





Man wende sich nun dem zweiten Schwerpunkt dieser Arbeit zu: der Be-
schreibung der Voronoizellen einer diskreten Punktmenge. Unter Anwen-
dung der im zweiten Kapitel erzielten Ergebnisse sollen Strukturaussagen
u¨ber Voronoizellen bewiesen und die bestehende Theorie erga¨nzt und fort-
gefu¨hrt werden.
Dieses Kapitel besteht aus vier Abschnitten: Der erste Abschnitt entha¨lt
eine Zusammenfassung der bereits bekannten Ergebnisse u¨ber die Gestalt
der Voronoizellen von Gittern und (r,R)-Systemen. Die wesentliche Aussa-
ge ist dabei, dass in diesen Fa¨llen alle Voronoizellen Poytope sind. Im zweiten
Abschnitt werden erste Ansa¨tze zur Charakterisierung derjenigen diskreten
Punktmengen, deren sa¨mtliche Voronoizellen Polyeder sind, diskutiert und
ein Zusammenhang zwischen dem Auftreten nicht-polyedrischer Voronoizel-
len und dem Randverhalten der konvexen Hu¨lle der Punktmenge hergestellt.
Es wird der erste Hauptsatz dieser Arbeit, der besagt, dass genau dann alle
Voronoizellen einer diskreten Punktmenge Polytope sind, wenn die Punkt-
menge nur aus inneren Punkten besteht, bewiesen. Dadurch erha¨lt man ei-
ne Verallgemeinerung der im ersten Abschnitt dargestellten Ergebnisse; die
Fa¨lle, in denen die Punktmenge ein Gitter oder ein (r,R)-System ist, erha¨lt
man hier als Spezialfa¨lle. Der dritte Abschnitt untersucht speziell den Fall ei-
ner zweidimensionalen diskreten Punktmenge. Dabei wird gezeigt, dass sich
die polyedrischen Voronoizellen einer ebenen diskreten Punktmenge auf vier
Typen reduzieren lassen und bereits aus der Abgeschlossenheit der konve-
xen Hu¨lle der Punktmenge die Polyedrizita¨t sa¨mtlicher Voronoizellen folgt.
Dass die Umkehrung dieser Aussage nicht gilt, das heißt dass aus der Poly-
edrizita¨t aller Voronoizellen die Abgeschlossenheit der konvexen Hu¨lle folgen
wu¨rde, hat man bereits an einem Beispiel im zweiten Abschnitt dieses Kapi-
tels gesehen. Daher wird im vierten Abschnitt der Zusammenhang zwischen
der Gestalt der Voronoizellen und dem lokalen Randverhalten der konvexen
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Hu¨lle untersucht. Mithilfe des Begriffs des Richtungskegels la¨sst sich nun
die gesuchte a¨quivalente Charakterisierung angeben. Im zweiten Hauptsatz
dieser Arbeit wird gezeigt, dass genau dann alle Voronoizellen Polyeder sind,
wenn die diskrete Punktmenge lokal endlich erzeugt ist.
Es sei noch bemerkt, dass bereits in der Vergangenheit Beziehungen zwi-
schen Voronoizellen und konvexen Hu¨llen hergestellt wurden (vgl. [Aure90]).
Allerdings wurde noch nicht versucht, einen Zusammenhang zwischen dem
Randverhalten der konvexen Hu¨lle einer (unendlichen) diskreten Punkt-
menge und der Gestalt ihrer Voronoizellen herzustellen. In [Aure90] wur-
den nur Voronoizellen von endlichen Punktmengen betrachtet und fu¨r diese
eine Konstruktionsmethode zur Bestimmung der Voronoizellen entwickelt,
bei der die konvexe Hu¨lle einer anderen, aber zugeho¨rigen Menge Verwen-
dung fand. Die in dieser Arbeit durchgefu¨hrten Untersuchungen stellen somit
einen neuen Ansatz dar.
Vorab sollen fu¨r die nachfolgenden Betrachtungen einige Definitionen
und Bezeichnungen festgelegt werden. Allgemeine Halbra¨ume und Hyper-
ebenen werden genauso wie in Definition 1.2.1 bezeichnet. Fu¨r die bei der
Darstellung einer Voronoizelle beno¨tigten Halbra¨ume und Hyperebenen fu¨hre
man zur Vereinfachung der Notation eine weitere Bezeichnung ein:
Definition 3.0.1 Zu v ∈ Rn und α ∈ R bezeichnet
Hyp(v, α) = {x ∈ Rn | 〈x, v〉 = α}
die durch v und α definierte affine Hyperebene und
H−(v, α) = {x ∈ Rn | 〈x, v〉 ≤ α},
H+(v, α) = {x ∈ Rn | 〈x, v〉 ≥ α}
die zugeho¨rigen abgeschlossenen Halbra¨ume. Da bei der Betrachtung von
Voronoizellen die Hyperebenen, die orthogonal zu einem Vektor v liegen und
durch den Punkt 12v verlaufen, von besonderer Bedeutung sind, werden fu¨r
diese Hyperebenen und ihre zugeho¨rigen, die Null enthaltenden Halbra¨ume
folgende Bezeichnungen eingefu¨hrt:








Entsprechend definiere man die um einen Vektor p verschobene Hyperebene
und den zugeho¨rigen Halbraum als
Hypp(q) := Hyp(q − p) + p , H−p (q) := H−(q − p) + p,
siehe Abbildung 3.1.





Abbildung 3.1: Halbraum H−p (q)
Da die Hyperebene Hypp(q) orthogonal zu dem Vektor q − p liegt und
diesen auf der Ha¨lfte schneidet, la¨sst sich Hypp(q) auch als Tangente an die
Kugel B(p, 12‖q − p‖) auffassen.
Wa¨hlt man zwei beliebige Punkte p, q ∈ Rn mit p 6= q und betrachtet
den durch q definierten und um p verschobenen Halbraum H−p (q), der p
entha¨lt, so la¨sst sich dieser darstellen als
H−p (q) = H−(q − p) + p
= {x ∈ Rn | 〈x, q − p〉 ≤ 12〈q − p, q − p〉}+ p
= {x ∈ Rn | 2〈x, q − p〉 ≤ 〈q − p, q − p〉}+ p
= {x ∈ Rn | 〈x, x〉 ≤ 〈x, x〉 − 2〈x, q − p〉+ 〈q − p, q − p〉}+ p
= {x ∈ Rn | ‖x‖2 ≤ 〈x− (q − p), x− (q − p)〉}+ p
= {x ∈ Rn | ‖x‖2 ≤ ‖x− (q − p)‖2}+ p
= {x ∈ Rn | ‖x− p‖2 ≤ ‖x− q‖2}.
Diese Rechnung la¨sst sich zur Beschreibung der Voronoizelle V (p) eines
Punktes p einer Punktmenge P ⊂ Rn verwenden. Mit der bereits bekannten
Definition 0.0.1 erha¨lt man dann fu¨r V (p) die Darstellung




Nach Satz 1.1.7 ist damit V (p) eine abgeschlossene konvexe Menge, die sich
nach Satz 1.2.5 als Schnitt u¨ber die Halbra¨ume der zugeho¨rigen Stu¨tzhy-
perebenen darstellen la¨sst. In der Regel werden nicht alle Halbra¨ume, die in
der obigen Darstellung vorkommen, zu Stu¨tzhyperebenen von V (p) geho¨ren.
Und selbst von den zu Stu¨tzhyperebenen zugeho¨rigen Halbra¨umen werden
im Allgmeinen nicht alle Halbra¨ume zur Beschreibung von V (p) beno¨tigt
werden. Da eine Hyperebene Hypp(q) durch den Punkt q ∈ P eindeutig
definiert ist, genu¨gt es, die fu¨r die Darstellung der Voronoizelle beno¨tigten
Punkte zu betrachten.
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Definition 3.0.2 Es sei P ⊂ Rn eine Punktmenge und p ∈ P. Dann heißt





Existiert des weiteren eine Indexmenge I, so dass sich P darstellen la¨sst als
P = {pi | i ∈ I}, so bezeichne Rv(p) die Indexmenge aller fu¨r p voronoire-
levanter Punkte,
Rv(p) := {i ∈ I | pi ∈ P voronoirelevant fu¨r p}.






Da in dieser Arbeit nur Voronoizellen diskreter Punktmengen P betrach-
tet werden, stellt die Bedingung, dass sich P mittels einer Indexmenge dar-
stellen la¨sst, keine Einschra¨nkung dar. Denn die Diskretheit einer Menge
impliziert, dass diese auch abza¨hlbar ist. Also existiert zu jeder diskreten
Menge P ⊂ Rn eine Indexmenge I(P) ⊂ N, so dass man eine Darstellung
P = {pi | i ∈ I(P)} erha¨lt.
In dem fu¨r viele Anwendungen wichtigen Spezialfall, dass die diskrete
Punktmenge P ⊂ Rn endlich ist, erha¨lt man aufgrund der obigen U¨berlegun-
gen sofort, dass sich jede Voronoizelle als Schnitt endlich vieler Halbra¨ume
darstellen la¨sst. Das heißt aus der Endlichkeit von P folgt direkt, dass al-
le Voronoizellen Polyeder sind. Zu untersuchen bleibt somit der Fall einer
unendlichen diskreten Punktmenge.
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3.1 Voronoizellen von Gittern und (r,R)-Systemen
Bei der Betrachtung von Voronoizellen unendlicher diskreter Punktmengen
hat man in der Vergangenheit die Punktmengen stets als Gitter oder (r,R)-
Systeme vorausgesetzt. Dieses ist vor allem durch Anwendungen, wie sie
zum Beispiel in der Kristallographie oder auch in der Informationstheorie
vorkommen, bedingt. Dabei soll die zugrundegelegte Punktmenge eine ge-
wisse ”Struktur“ aufweisen.
Gitter
Ein Gitter L ⊂ Rn ist ein diskreter, freier Z-Modul. Insbesondere existiert
daher eine Basis von L und es gilt, dass alle Basen die gleiche La¨nge haben.
Die La¨nge einer Basis von L wird als Rang von L bezeichnet. Wird nun
die diskrete Punktmenge P = L als Gitter gewa¨hlt, so haben alle Voronoi-
zellen die gleiche Gestalt. Die Voronoizelle V (p) eines beliebigen Punktes
p ∈ L erha¨lt man als Translat der Voronoizelle V (0) von 0 ∈ L. Daher wird
V (L) := V (0) auch als die Voronoizelle des Gitters definiert.
Im Hinblick auf die Anwendung von Voronoizellen bei Quantizern sieht
man somit, dass sich Gitter aufgrund der Kongruenz sa¨mtlicher Voronoizel-
len hervorragend zur Konstruktion von Quantizern eignen. Die verwendete
diskrete Punktmenge ist dann zwar (theoretisch) unendlich, besitzt dafu¨r
aber eine (Gruppen-)Struktur, durch die sich die Konstruktion eines Quan-
tisierungsalgorithmus wesentlich vereinfachen la¨sst (vgl. [AgEr96]). Um die
Gu¨te eines solchen Gitter-Quantizers zu bestimmen, genu¨gt es dann, die
Voronoizelle V (L) des Gitters zu betrachten, u¨ber die bereits eine Reihe
von Sa¨tzen bekannt sind (vgl. [ConSlo99], [Hemke03]).
Abbildung 3.2: Voronoidiagramm des hexagonalen Gitters
Was la¨sst sich nun u¨ber die Struktur der Voronoizelle eines Gitters sagen?
Anhand der Abbildung 3.2, die die Voronoizellen des hexagonalen Gitters
zeigt, la¨sst sich vermuten, dass die Voronoizelle eines Gitters von vollem
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Rang stets ein Polytop ist. Dieses ist in der Tat so und geht bereits auf
Sa¨tze von P.G.L. Dirichlet und G.F. Voronoi zuru¨ck.
Satz 3.1.1 (vgl. [Hemke03]) Sei L ⊂ Rn ein Gitter vom Rang n. Dann ist
die Voronoizelle V (L) des Gitters ein Polytop.
Zum Beweis dieses Satzes (vgl. [Hemke03]) zeigt man, dass V (L) be-
schra¨nkt ist und sich als Schnitt von endlich vielen Halbra¨umen schreiben
la¨sst. Die Beschra¨nktheit der Voronoizelle folgt direkt aus der Bedingung,
dass L vom Rang n ist. Dass sich V (L) als Schnitt von Halbra¨umen darstel-
len la¨sst, ist aufgrund der U¨berlegungen nach Definition 3.0.1 bereits klar.
Damit bleibt nur noch zu zeigen, dass die Menge der in Definition 3.0.2
eingefu¨hrten voronoirelevanten Vektoren von V (L) endlich ist. Dieses folgt
aber mit der von G.F. Voronoi angegebenen Charakterisierung der relevan-
ten Gittervektoren:
Satz 3.1.2 (Voronoi) (vgl. [Vor08], [Hemke03]) Ein von Null verschiede-
ner Gittervektor v ∈ L \ {0} ist genau dann relevant, wenn ±v die einzigen
ku¨rzesten Vektoren in der Nebenklasse v + 2L von L/2L sind.
Mittels dieser Charakterisierung folgt weiter, dass es in einem Gitter L
ho¨chstens 2 · (2n − 1) relevante Vektoren gibt und damit V (L) als Schnitt
u¨ber endlich viele Halbra¨ume dargestellt werden kann. Die Konvexita¨t der
Voronoizelle V (L) eines Gitters L ist nach den obigen U¨berlegungen eben-
falls bereits klar. Zusa¨tzlich ist die Gestalt der Facetten der Voronoizelle
bekannt.
Satz 3.1.3 (vgl. [Hemke03]) Es sei L ein Gitter von vollem Rang, V (L) die
Voronoizelle des Gitters. Dann gilt:
1. V (L) ist konvex.
2. Die Wa¨nde von V (L) sind zentralsymmetrisch. Mittelpunkt der in
Hypv liegenden Wand ist
1
2v.
Fu¨r einen Beweis des Satzes vgl. [Hemke03].
Der Fall, dass die betrachtete Punktmenge P = L ein Gitter ist, stellt
sicherlich einen Spezialfall dar. Denn als diskreter Z-Modul ist L insbeson-
dere bzgl. der Addition eine abelsche Gruppe und die Punktmenge P somit
uniform diskret und ”gleichma¨ßig“ im Raum verteilt. Diese Betrachtungs-
weise fu¨hrt auf folgende Verallgemeinerung: Man betrachte eine unendliche
uniform diskrete Punktmenge P ⊂ Rn, die in einer gewissen Art und Weise
”gleichma¨ßig“ auf dem R
n verteilt ist. Gilt fu¨r diese Menge dann ebenfalls,
dass alle Voronoizellen Polytope sind?
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(r,R)-Systeme
Um die Frage nach der Gestalt der Voronoizellen einer solchen Punktmenge
beantworten zu ko¨nnen, wird zuna¨chst der Begriff der ”geichma¨ßigen Ver-
teilung“ einer Punktmenge gekla¨rt.
Definition 3.1.4 Eine uniform diskrete Punktmenge P ⊂ Rn mit Mini-
malabstand r > 0 heißt (r,R)−System (oder Delonemenge), wenn es eine
Konstante R <∞ gibt, so dass zu jedem x ∈ Rn ein Punkt p ∈ P existiert
mit ‖x− p‖ ≤ R.
Ein (r,R)-System wird auch als gleichma¨ßig ausgedehnte, auch ”relativ
dichte“ (engl. relatively dense, vgl. [Sen95]), uniform diskrete Punktmenge
bezeichnet. Die Existenz der Konstante R bedeutet anschaulich, dass es kei-
ne beliebig große Kugel B ⊂ Rn gibt, die mit P leeren Schnitt hat (vgl.
[Engel86]). Damit ist ein (r,R)-System ”gleichma¨ßig“ im Raum verteilt und
es la¨sst sich zeigen, dass in diesem Fall tatsa¨chlich alle Voronoizellen Poly-
tope sind.
Satz 3.1.5 (vgl. [Engel86]) Sei P ⊂ Rn ein (r,R)-System. Dann sind alle
zu der Punktmenge zugeho¨rigen Voronoizellen Polytope.
Zum Beweis dieser Aussage (vgl. [Engel86]) u¨berlegt man sich zuna¨chst,
wie man die relevanten Vektoren, das heißt die Punkte, die die Wa¨nde ei-
ner Voronoizelle definieren, na¨her beschreiben kann. Sei nun p0 ∈ P ein
beliebiger fest gewa¨hlter Punkt, V (p0) bezeichne die zugeho¨rige Voronoizel-
le. Weiter definiert man die Menge Qp0 :=
⋃
x∈V (p0)
B◦(x, ‖x − p0‖), wobei
B◦(x, ‖x−p0‖) die offene Kugel um x mit Radius ‖x−p0‖ bezeichnet, siehe
Abbildung 3.3. Dann sieht man, dass alle Punkte p ∈ P, die eine Wand von
V (p0) definieren, auf dem Rand von Qp0 liegen. Da P ein (r,R)-System ist,
ist Qp0 enthalten in der Kugel B(p0, 2R). Aufgrund der Diskretheit von P
sind aber nur endlich viele Punkte von P in B(p0, 2R), und somit existieren
zu V (p0) nur endlich viele relevante Vektoren. Damit existiert fu¨r V (p0) ei-
ne Darstellung als Schnitt von endlich vielen Halbra¨umen, und es folgt die
Behauptung.
Bei allen bisherigen U¨berlegungen wurden stets gleichma¨ßig ausgedehn-
te, uniform diskrete Mengen betrachtet. Damit schließt sich nun als na¨chster
Schritt der U¨bergang zu einer beliebigen diskreten Menge an. Es soll von nun
an also nur noch verlangt werden, dass die Punktmenge P keine Ha¨ufungs-
punkte besitzt. Fu¨r diese Mengen la¨sst sich immerhin noch zeigen, dass
alle Voronoizellen verallgemeinerte Polyeder sind, vgl. [Grub07]. Denn ist
P ⊂ Rn diskret und V (p) = ⋂
q∈P\{p}
H−p (q) die Voronoizelle eines Punktes
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Abbildung 3.3: Konstruktion der Menge Qp0
p ∈ P, so gilt fu¨r ein beliebiges Polytop K ⊂ Rn, dass es nur endlich viele
Halbra¨ume H−p (q) aus der Darstellung von V (p) gibt, fu¨r die K 6⊂ (H−p (q))◦
gilt. Daher ist V (p)∩K ein Polytop, also V (p) nach Definition 2.3.1 ein ver-
allgemeinertes Polyeder. Es bleibt die Frage ob bzw. wann mehr gilt. Daher
soll im Folgenden die Struktur der Voronoizellen einer diskreten Punktmen-
ge na¨her untersucht werden.
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3.2 Der Abschluss der konvexen Hu¨lle
In diesem Abschnitt werden verschiedene Ansa¨tze zur Charakterisierung
derjenigen diskreten Punktmengen, deren sa¨mtliche Voronoizellen Polyeder
sind, diskutiert. Als erste Verallgemeinerung der bereits bekannten Theorie
wird der erste Hauptsatz formuliert, der besagt, dass genau dann alle Voro-
noizellen Polytope sind, wenn die Menge nur aus inneren Punkten besteht.
Nicht-polyedrische Voronoizellen
Man hat bereits gesehen, dass in den fu¨r Anwendungen wichtigen Fa¨llen, in
denen P entweder endlich oder uniform diskret und gleichma¨ßig ausgedehnt
ist, alle Voronoizellen Polyeder bzw. sogar Polytope sind. Und man weiß,
dass die Voronoizellen einer diskreten Punktmenge immer lokal polyedrisch
sind (vgl. [Grub07]). Daher stellt sich die Frage, ob auch alle Voronoizel-
len einer beliebigen diskreten Punktmenge immer Polyeder sind. Um eine
bessere Vorstellung der Situation zu bekommen, betrachte man erneut die
Punktmenge aus Beispiel 2.2.7.
Beispiel 3.2.1 Es sei P := ({0}×Z)∪{(1, 0)} ⊂ R2 und a := (1, 0), p0 :=
(0, 0), p1 := (0, 1), pj := (0, j) fu¨r j ∈ N.
Betrachte nun die Voronoizelle V (a) von a. Dazu bestimme man die be-
grenzenden Hyperebenen (Geraden) sowie die Ecken der Voronoizelle (die
Schnitte zweier aufeinanderfolgender begrenzender Geraden):
- p0 liefert als begrenzende Gerade Hypa(p0) : (
1
2 , 0) + R(0, 1)




2) + R(1, 1)
Denn: p1− a = (−1, 1) und Hypa(p1) halbiert die Strecke p1− a, la¨uft
also durch den Punkt a+ 12(p1 − a) = (12 , 12); da Hypa(p1) orthogonal
zu p1 − a ist, erha¨lt man damit die angegebene Form.
- Schnittpunkt Hypa(p0) ∩Hypa(p1) : (12 , 12)
- p2 liefert als begrenzende Gerade Hypa(p2) : (
1
2 , 1) + R(2, 1)
- Schnittpunkt Hypa(p1) ∩Hypa(p2) : (32 , 32)




2) + R(j, 1)
- Schnittpunkt Hypa(pj−1) ∩Hypa(pj) : (12 + j−12 j, 12(2j − 1))
- Schnittpunkt Hypa(pj) ∩Hypa(pj+1) : (12 + j+12 i, 12(2j + 1))
Betrachtet man nun zwei aufeinander folgende Schnittpunkte, so sieht man,
dass die 1. Koordinate quadratisch gegen Unendlich strebt; die 2. Koordi-
nate ist fu¨r große j fast gleich, strebt aber ebenfalls gegen Unendlich. Das
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bedeutet, dass jeder weitere Punkt pj relevant ist und fu¨r die Beschreibung
der Voronoizelle V (a) beno¨tigt wird. Damit ist V (a) nicht darstellbar als
Schnitt u¨ber endlich viele Halbra¨ume; alle Punkte aus P\{a} sind bezu¨glich
a relevant. V (a) ist somit kein Polyeder, siehe Abbildung 3.4.
a
Abbildung 3.4: Nicht-polyedrische Voronoizelle
Dieses Beispiel beantwortet somit die oben gestellte Frage, ob alle Voro-
noizellen einer beliebigen diskreten Punktmenge Polyeder sind, im negativen
Sinne. In der hier betrachteten Punktmenge P gibt es gerade einen Punkt
a ∈ P, dessen Voronoizelle keine Darstellung als Schnitt u¨ber endlich viele
Halbra¨ume besitzt.
Definition 3.2.2 Es sei P ⊂ Rn eine diskrete Punktmenge. Dann heißt
p ∈ P kritischer Punkt, wenn die zugeho¨rige Voronoizelle V (p) kein Polyeder
ist.
Eine weitere Untersuchung des Beispiels 3.2.1 zeigt, dass die Voronoizel-
len V (q) von allen anderen Punkten q ∈ P \ {a} Polyeder sind, a also der
einzige kritische Punkt von P ist. Man sieht zusa¨tzlich, dass die im Beispiel
betrachtete Punktmenge P sogar uniform diskret ist. Eine Verscha¨rfung des
Diskretheitsbegriffes kann also das Auftreten nichtpolyedrischer Voronoizel-
len nicht verhindern.
Welche weiteren Schlu¨sse lassen sich nun aus diesem Beispiel ziehen, das
heißt wie la¨sst sich die dort betrachtete Situation verallgemeinern? Eine Ver-
mutung ko¨nnte sein, dass es von den vorkommenden Richtungen abha¨ngt,
ob die Voronoizelle eines gegebenen Punktes ein Polyeder ist oder nicht.
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‖q − p‖(q − p) | q ∈ P \ {p}
}
die Menge aller normierten Differenzvektoren (Richtungen) von p in P.
Abbildung 3.5: Voronoidiagramm zu {(z, z) | z ∈ Z} ∪ {(z,−z) | z ∈ Z}
Betrachtet man in Beispiel 3.2.1 die Menge der Richtungen Da zu dem
Punkt a, so sieht man, dass
Da =
{ 1





(−1, z) ∈ R2 | z ∈ Z
}
gilt. Somit ist Da eine echte Teilmenge der 1-Spha¨re S1. Alle in Da vorkom-
menden Richtungen liegen in nur einer Hemispha¨re von S1, was insbeson-
dere heißt, dass Da in S1 nicht dicht liegt. Daraus la¨sst sich jedoch nicht
ohne weiteres ein Kriterium fu¨r die Eigenschaft der Voronoizelle, ein Poly-
eder zu sein, ableiten. Man kann zwar zeigen, dass die Voronoizelle V (p)
eines Punktes p ∈ P ⊂ Rn ein Polytop ist, wenn die Menge der normierten
Differenzvektoren Dp von p dicht in Sn−1 liegt, jedoch ist die Umkehrung
im Allgemeinen nicht richtig. Die Implikation, dass aus der dichten Lage
der Menge Dp in Sn−1 folgt, dass die Voronoizelle V (p) ein Polytop ist,
wird man an spa¨terer Stelle in diesem Abschnitt (siehe Folgerung 3.2.11)
als einfache Folgerung erhalten. Um sich davon zu u¨berzeugen, dass die
Umkehrung dieser Aussage nicht gilt, betrachte man als Beispiel die Punkt-
menge P := {(z, z) | z ∈ Z} ∪ {(z,−z) | z ∈ Z} ⊂ R2. Die Voronoizelle
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V ((0, 0)) = H−((1, 1)) ∩H−((1,−1)) ∩H−((−1, 1)) ∩H−((−1,−1)) ist of-
fensichtlich ein Polytop (siehe Abbildung 3.5), aber es gilt |D(0,0)| = 4 und
D(0,0) liegt somit nicht dicht in S1. Es wird sich jedoch noch zeigen, dass der
Ansatz, die von einem Punkt p ∈ P ausgehenden Richtungen zu betrach-
ten, nicht vo¨llig falsch ist. In Abschnitt 3.4 wird ein hiermit verwandter
Ansatz verfolgt und damit ein hinreichendes und notwendiges Kriterium fu¨r
die Polyedrizita¨t der Voronoizelle angegeben werden.
Eine andere Beobachtung, zu der die Betrachtung von Beispiel 3.2.1
fu¨hrt, ist die Tatsache, dass dort alle nicht kritischen Punkte der betrachte-
ten Punktmenge in einem Unterraum enthalten sind und nur der kritische
Punkt außerhalb dieses Unterraumes liegt. Man ko¨nnte nun versuchen, die-
se ”Struktur“ der Punktmenge, eine Aufteilung der Punkte auf verschiedene
Unterra¨ume, fu¨r eine Charakterisierung der Polyedereigenschaft der Voro-
noizellen zu nutzen. Eine Betrachtung weiterer Beispiele zeigt jedoch sehr
schnell, dass dieses nicht zum Ziel fu¨hrt.
Randverhalten der konvexen Hu¨lle
Nachdem man bis jetzt die Puktmenge P aus Beispiel 3.2.1 ”von Innen
heraus“ betrachtet hat, a¨ndere man nun die Blickrichtung und betrachte
die Menge P ”als Ganzes“, sozusagen ”von Außen“. Das heißt man wende
sich der von ihr erzeugten konvexen Hu¨lle zu. Dabei fallen in Beispiel 3.2.1
zwei Dinge auf: Zum einen sieht man, dass conv(P) nicht abgeschlossen ist.
Denn mit den Halbra¨umen H−((−1, 0), 0) := {x ∈ R2 | 〈x, (−1, 0)〉 ≤ 0}
und H−((1, 0), 1) := {x ∈ R2 | 〈x, (1, 0)〉 ≤ 1} erha¨lt man die Darstellung
conv(P) = H−((−1, 0), 0) ∩ H−((1, 0), 1). Aber Hyp((1, 0), 1) = {x ∈ R2 |
〈x, (1, 0)〉 = 1} geho¨rt nicht vollsta¨ndig zu conv(P). Daher la¨sst sich ein
Zusammenhang zwischen der Gestalt der Voronoizellen und dem Randver-
halten der konvexen Hu¨lle der Punktmenge vermuten. Zum anderen fa¨llt
auf, dass der kritische Punkt a gerade auf der Hyperebene Hyp((1, 0), 1) ⊂
∂ conv(P) liegt, es also an a angrenzende Randstu¨cke gibt, die nicht zu
conv(P) geho¨ren. Der Punkt a liegt sozusagen ”isoliert“ auf dem Rand der
konvexen Hu¨lle.
Man untersuche zuna¨chst, in wie weit eine ”isolierte“ Lage eines Rand-
punktes mit der Gestalt der zugeho¨rigen Voronoizelle zusammen ha¨ngt. Da-
zu muss zuna¨chst der Begriff eines ”isolierten Randpunktes“ klar definiert
werden.
Definition 3.2.4 Es sei P ⊂ Rn eine diskrete Menge. Ein Punkt p ∈ ∂P
heißt isolierter Randpunkt von P, wenn alle Stu¨tzhyperebenen an conv(P)
in p außer p keinen weiteren Punkt mit P gemeinsam haben.
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Das heißt ein Randpunkt p ∈ ∂P ist genau dann isoliert, wenn fu¨r
jede zu p zugeho¨rige Stu¨tzhyperebene Hypp von conv(P) die Bedingung
Hypp ∩P = {p} erfu¨llt ist. Allgemein la¨sst sich zeigen, dass es zu einem iso-
lierten Randpunkt p einer diskreten Punktmenge P ⊂ Rn eine Umgebung
U gibt, fu¨r die (U ∩ ∂ conv(P)) ∩ conv(P) = {p} gilt.
Betrachtet man erneut Beispiel 3.2.1, so sieht man, dass der Punkt a ein
isolierter Randpunkt im Sinne obiger Definition ist. Ausgehend von diesem
Beispiel ko¨nnte man zusa¨tzlich vermuten, dass es in einem isolierten Rand-
punkt nur genau eine Stu¨tzhyperebene an die konvexe Hu¨lle der Punktmenge
geben kann. Dass dieses nicht so ist, sondern dass es auch in einem isolier-
ten Randpunkt mehrere Stu¨tzhyperebenen geben kann, zeigt das na¨chste
Beispiel.
Beispiel 3.2.5 Man betrachte die Menge P = {(x, y, 0) ∈ R3 | x ∈ Z, y ∈
{−1, 1}} ∪ {(0, 0, 1)} ⊂ R3. Hier ist der Punkt (0, 0, 1) ein isolierter Rand-
punkt, in dem es mehr als eine stu¨tzende Hypereben an conv(P) gibt, siehe
Abbildung 3.6.
Abbildung 3.6: Punktmenge aus Beispiel 3.2.5
Stellt man nun die Hypothese auf, dass die kritischen Punkte einer dis-
kreten Punktmenge genau die isolierten Randpunkte der Menge sind, so
zeigt das folgende Beispiel, dass diese A¨quivalenz nicht gilt.
Beispiel 3.2.6 Betrachte erneut die Menge P := ({0}×Z)∪{(1, 0)} ⊂ R2
aus Beispiel 3.2.1. Dort wurde gezeigt, dass a = (1, 0) ein kritischer Punkt
ist. Erweitert man nun die Menge P um einen Punkt b := (1, 1) zu P ′ :=
P ∪ {b}, so sieht man, dass nun sowohl a als auch b kritische Punkte der
Menge P ′ sind, aber keiner der beiden isoliert ist, siehe Abbildung 3.7.
Das heißt ein kritischer Randpunkt muss nicht isoliert sein. Es bleibt
noch zu u¨berpru¨fen, ob zumindest ein isolierter Punkt stets kritisch ist.
Dass dieses gilt, wird man aus einem spa¨teren Resultat (siehe Folgerung
3.4.12) als einfache Folgerung erhalten.
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a
b
Abbildung 3.7: Nicht isolierte, kritische Punkte
Damit wende man sich nun dem vermuteten Zusammenhang zwischen
der Gestalt der Voronoizellen und dem Randverhalten der konvexen Hu¨lle
der diskreten Punktmenge zu und starte mit einer ersten Arbeitshypothese:
Hypothese 3.2.7 Es sei P ⊂ Rn eine diskrete Punktmenge. Es ist genau
dann jede Voronoizelle ein Polyeder, wenn conv(P) abgeschlossen ist.
Die in der Vergangenheit betrachteten Spezialfa¨lle diskreter Punktmen-
gen scheinen diese Hypothese zu unterstu¨tzen. Die konvexe Hu¨lle einer end-
lichen Punktmenge als auch die konvexe Hu¨lle eines (r,R)-Systems ist ab-
geschlossen und alle Voronoizellen sind Polyeder. Leider wird man spa¨ter
(siehe Seite 96 ff) jedoch feststellen, dass diese Hypothese so nicht haltbar
ist. Man beginne jedoch zuna¨chst mit der Untersuchung der Voronoizellen
von inneren Punkten.
Voronoizellen innerer Punkte
Ist die diskrete Punktmenge ein (r,R)-System, so sind sogar alle Voronoi-
zellen Polytope. Fu¨r die konvexe Hu¨lle eines (r,R)-Systems gilt, dass sie
gleich dem ganzen Raum und damit ihr Rand leer ist. Also sind alle Punkte
eines (r,R)-Systems innere Punkte. Auch im Fall einer endlichen Punkt-
menge beobachtet man, dass die Voronoizellen von inneren Punkten stets
Polytope sind. Diese Aussage wird in [Klei97] fu¨r endliche Punktmengen
in R2 begru¨ndet. Ein anderer Beweis der gleichen Aussage, ebenfalls nur
fu¨r endliche Punktmengen, findet sich auch in [OBS92]. Diese Aussage soll
nun hier fu¨r beliebige diskrete Punktmengen des Rn bewiesen werden. Man
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erha¨lt somit als weiteren Hinweis zur Charakterisierung aller polyedrischen
Voronoizellen den folgenden Zusammenhang:
Satz 3.2.8 Es sei P ⊂ Rn eine diskrete Punktmenge. Dann ist die Voro-
noizelle V (p) eines Punktes p ∈ P genau dann ein Polytop, wenn p ∈ P◦
ein innerer Punkt ist.
Beweis: Es sei zuna¨chst eine kurze Beweisskizze angegeben: Ist p ein
innerer Punkt von P, so la¨sst sich p nach dem Satz von Steinitz auch als
innerer Punkt der konvexen Hu¨lle von endlich vielen Punkten aus P darstel-
len. Verschiebt man nun dieses p enthaltende Polytop, so dass die Null im
Inneren liegt, bildet dann das dazu polare Polytop und verschiebt dieses wie-
der zuru¨ck, so la¨sst sich die dadurch erhaltene konvexe Menge so skalieren,
dass V (p) in dieser Menge enthalten ist. Damit folgt, dass V (p) beschra¨nkt
ist und es nur endlich viele voronoirelevante Vektoren geben kann, V (p) also
ein Polytop ist. Setzt man andererseits V (p) als Polytop voraus, so ist auch
die Polare der um −p verschobenen Voronoizelle wieder ein Polytop. Diese
Menge la¨sst sich imWesentlichen durch endlich viele Punkte p1−p, . . . , pk−p
mit pi ∈ P fu¨r i = 1, . . . , k beschreiben. Da die Null ein innerer Punkt der
Polaren der verschobenen Voronoizelle ist, erha¨lt man p als inneren Punkt
der zugeho¨rigen, zuru¨ck verschobenen Menge, also als inneren Punkt der
konvexen Hu¨lle von {p1, . . . , pk}. Damit ist p auch ein innerer Punkt von P.
Ist p ∈ conv(P)◦ ein innerer Punkt der konvexen Hu¨lle von P, so folgt mit
dem Satz 1.1.10 von Steinitz, dass es Punkte p1, . . . , pk ∈ P gibt mit k ≤ 2n
und p ∈ conv(p1, . . . , pk)◦. Als konvexe Hu¨lle einer endlichen Punktmenge ist
conv(p1, . . . , pk) nach Satz 2.1.5 kompakt. Verschiebt man conv(p1, . . . , pk)
um −p, so dass p im Ursprung liegt, so gilt 0 ∈ (conv(p1, . . . , pk) − p)◦,
und Satz 1.4.7 liefert die Beschra¨nktheit der zu {p1− p, . . . , pk − p} polaren
Menge C := {p1 − p, . . . , pk − p}∗ = {x ∈ Rn | 〈x, pi − p〉 ≤ 1, i = 1, . . . , k}.
Skaliert man nun C mit m := max{12‖pi− p‖2 | i = 1, . . . , k} und verschiebt
diese Menge dann wieder um p, so sieht man, dass
k⋂
i=1
H−p (pi) ⊂ (m ·C) + p









= {x ∈ Rn | 〈x, pi − p〉 ≤ 12‖pi − p‖2, i = 1, . . . , k}+ p
⊂ {x ∈ Rn | 〈x, pi − p〉 ≤ m, i = 1, . . . , k}+ p
= {x ∈ Rn | 〈 1mx, pi − p〉 ≤ 1, i = 1, . . . , k}+ p
= {mx ∈ Rn | 〈x, pi − p〉 ≤ 1, i = 1, . . . , k}+ p
= m · C + p.
Da mit V (p) ⊂
k⋂
i=1
H−p (pi) auch V (p) ⊂ (m ·C)+p gilt, folgt die Beschra¨nkt-
heit von V (p).
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Die Darstellbarkeit von V (p) als Schnitt von endlich vielen Halbra¨umen
sieht man wie folgt: da (m · C) + p eine beschra¨nkte konvexe Menge ist,
existiert ein maximaler Abstand von p zum Rand von (m · C) + p. Dieser
sei mit s := max{‖x − p‖ | x ∈ ∂((m · C) + p)} bezeichnet. Da V (p) in
(m · C) + p enthalten ist, sind alle Punkte, die zu p einen Abstand haben,
der echt gro¨ßer als 2s ist, nicht relevant. Denn die zu einem Punkt q ∈ P mit
d(p, q) > 2s zugeho¨rige Hyperebene Hypp(q) hat mit (m ·C)+p einen leeren
Schnitt; da Hypp(q) Tangente an die Kugel B(p,
1
2‖q− p‖) ist, gilt d(p, x) ≥
1
2‖q− p‖ > s fu¨r alle x ∈ Hypp(q) und mit (m ·C) + p ⊂ B(p, s) erha¨lt man
Hypp(q)∩ (m ·C)+p = ∅. Dann gilt aber erst recht Hypp(q)∩V (p) = ∅. Das
heißt der zugeho¨rige Halbraum H−p (q) tra¨gt zu der Darstellung von V (p)
nichts bei, V (p) ∩H−p (q) = V (p) und q ist nicht voronoirelevant fu¨r p. Also
mu¨ssen alle zu p voronoirelevanten Punkte in der Kugel B(p, 2s) enthalten
sein. Da P diskret ist, gilt |B(p, 2s) ∩ P| < ∞, das heißt es existieren nur
endlich viele relevante Punkte zu p. Also ist V (p) ein Polytop.
Zeige nun die Umkehrung. Es sei V (p) ein Polytop. Aufgrund der Kon-
struktion einer Voronoizelle gilt dimV (p) = n und p ∈ V (p)◦. Verschiebt
man nun wieder V (p) um −p, so dass p wieder im Ursprung liegt, also
0 ∈ (V (p)−p)◦ gilt, so folgt mit Satz 1.4.7, dass auch die Polare (V (p)−p)∗
wieder ein Polytop ist und 0 ∈ ((V (p) − p)∗)◦ gilt. Da V (p) als Polytop
insbesondere als Schnitt von endlich vielen Halbra¨umen darstellbar ist, gibt
es p1, . . . , pk ∈ P mit V (p) =
k⋂
i=1
H−p (pi). Fu¨r die um −p verschobene Menge










mit gibt es auch fu¨r V (p)− p eine Darstellung als Schnitt von endlich vielen
Halbra¨umen, wobei die zu den Halbra¨umen zugeho¨rigen (normierten) Nor-
malenvektoren von der Form qi := λi(pi − p), fu¨r ein λi > 0, i ∈ {1, . . . , k},
sind. Mit Satz 1.4.7 folgt dann (V (p)−p)∗ = conv(q1, . . . , qk). O.B.d.A. seien
q1, . . . , ql, l ≤ k, die Extrempunkte von conv(q1, . . . , qk) = conv(q1, . . . , ql).
Gilt nun fu¨r einen Extrempunkt qi = λi(pi − p), dass λi ≤ 1 ist, so ist
offensichtlich conv(q1, . . . , qi, . . . , ql) ⊂ conv(q1, . . . , pi − p, . . . , ql). Gilt an-
dererseits fu¨r einen Extrempunkt qj = λj(pj − p), dass λj > 1 ist, so folgt
nach dem Austauschlemma 2.1.6 immerhin aus 0 ∈ conv(q1, . . . , qj , . . . , ql)◦
noch 0 ∈ conv(q1, . . . , pj − p, . . . , ql)◦. Damit folgt insgesamt, dass mit 0 ∈
conv(q1, . . . , ql)◦ auch 0 ∈ conv(p1− p, . . . , pl− p)◦ gilt. Verschiebt man nun
wieder alles um +p zuru¨ck, so erha¨lt man, dass p ein innerer Punkt von
conv(p1, . . . , pl) ist, also auch p ∈ conv(P)◦ und damit p ∈ P◦ gilt. 
Damit hat man eine Charakterisierung derjenigen diskreten Punktmen-
gen, deren sa¨mtliche Voronoizellen Polytope sind, gefunden:
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Satz 3.2.9 (1. Hauptsatz) Es sind genau dann alle Voronoizellen einer
diskreten Punktmenge P ⊂ Rn Polytope, wenn P = P◦ gilt, die Menge P
also nur aus inneren Punkten besteht. 
Diese Aussage verallgemeinert die in der Vergangenheit betrachteten
Fa¨lle von Voronoizellen von Gittern und (r,R)-Systemen. Denn sowohl in
dem Fall, in dem die diskrete Punktmenge P ⊂ Rn ein Gitter ist, als auch in
dem Fall, in dem P ein (r,R)-System ist, erzeugt die konvexe Hu¨lle conv(P)
den gesamten Raum Rn. In beiden Fa¨llen gilt ∂ conv(P) = ∅ und die Punkt-
menge P = P◦ besteht nur aus inneren Punkten. Beides sind also Spezialfa¨lle
der folgenden Aussage:
Folgerung 3.2.10 Ist P ⊂ Rn diskret und gilt conv(P) = Rn, so ist fu¨r
alle p ∈ P die zugeho¨rige Voronoizelle V (p) ein Polytop.
Beweis: Gilt conv(P) = Rn, so folgt ∂ conv(P) = ∅ und damit P = P◦.
Der erste Hauptsatz 3.2.9 liefert dann direkt die Behauptung. 
Man beachte jedoch, dass die Eigenschaft conv(P) = Rn einer Punkt-
menge P ⊂ Rn nicht zu der Eigenschaft P = P◦ a¨quivalent ist. Wie man in
Beipiel 2.2.2 gesehen hat, existieren diskrete Punktmengen, deren konvexe
Hu¨llen nicht den gesamten Raum erzeugen, die aber trotzdem keinen Punkt
auf dem Rand ihrer konvexen Hu¨lle besitzen, also nur aus inneren Punkten
bestehen. Alle Voronoizellen der Punktmenge aus Beispiel 2.2.2 sind nach
dem ersten Hauptsatz 3.2.9 Polytope. Dass dieses tatsa¨chlich so ist, la¨sst
sich auch geometrisch, siehe Abbildung 3.8 verifizieren: Die Voronoizelle ei-
nes Punkte p ∈ P wird hier von drei Geraden begrenzt. Zwei dieser Geraden
werden dabei durch die direkten ”Nachbarn“ q1, q2, siehe Abbildung 3.8,
bestimmt. In der hier dargestellten Situation sieht man, dass diese beiden
Geraden Hypp(q1),Hypp(q2) einen gemeinsamen Schnittpunkt besitzen. Die
dritte begrenzende Gerade Hypp(q3) wird durch einen von p weit entfernten
Punkt q3 bestimmt; diese Gerade hat mit den ersten beiden ebenfalls jeweils
einen gemeinsamen Schnittpunkt. In Abbildung 3.8 erkennt man, dass sich
die beteiligten Geraden Hypp(q1),Hypp(q2),Hypp(q3) so schneiden, dass als
Voronoizelle V (p) ein Dreieck entsteht.
Da die Vereinigung der Voronoizellen nach Definition 0.0.1 eine Pflaste-
rung des gesamten Raumes liefert, erha¨lt man mittels der diskreten Punkt-
menge aus Beispiel 2.2.2 eine Pflasterung des R2, die nur aus Polytopen
besteht, wobei die zugeho¨rige Punktmenge vollsta¨ndig in einem Streifen ent-
halten ist.
Erinnert man sich an die zu Beginn dieses Abschnittes diskutierte Ver-
mutung eines Zusammenhanges zwischen der Polyedrizita¨t der Voronoizelle
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Abbildung 3.8: Polyedrische Voronoizellen in Beispiel 2.2.2
V (p) und der Menge Dp der von dem Punkt p ausgehenden normierten Rich-
tungen, so erha¨lt man die zu Anfang bereits formulierte Implikation jetzt
ebenfalls als direkte Folgerung. Denn liegt Dp dicht in Sn−1, so ist p ein
innerer Punkt von P und damit V (p) nach Satz 3.2.8 ein Polytop.
Folgerung 3.2.11 Es sei P ⊂ Rn eine diskrete Punktmenge. Gilt fu¨r einen
Punkt p ∈ P, dass die Menge Dp der normierten Richtungen von p dicht in
Sn−1 liegt, so ist die Voronoizelle V (p) ein Polytop. 
Insbesondere hat man mit Satz 3.2.8 auch gezeigt, dass die Punkte, deren
Voronoizellen keine Polyeder sind, auf dem Rand der von der Punktmenge
erzeugten konvexen Hu¨lle liegen mu¨ssen. Denn die Voronoizellen von inneren
Punkten einer diskreten Punktmenge sind stets Polytope also insbesondere
Polyeder. Ein kritischer Punkt muss folglich im Rand der konvexen Hu¨lle
der Punktmenge enthalten sein.
Folgerung 3.2.12 P ⊂ Rn sei eine diskrete Punktmenge. Ist p ∈ P ein
kritischer Punkt, so folgt p ∈ ∂P. 
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Verwerfung der Hypothese
Man betrachte erneut die zu Anfang formulierte Hypothese 3.2.7 und u¨ber-
pru¨fe inwieweit die bis jetzt erzielten Ergebnisses diese Behauptung stu¨tzen
oder widerlegen. Ist die Punktmenge P endlich, so ist die konvexe Hu¨lle
von P als Polytop abgeschlossen und alle Voronoizellen sind Polyeder. Die
konvexe Hu¨lle eines (r,R)-Systems ist ebenfalls abgeschlossen und alle Voro-
noizellen sind Polytope. Diese Fa¨lle unterstu¨tzen also die Hypothese 3.2.7.
Die Tatsache, dass die kritischen Punkte einer diskreten Punktmenge aus-
schließlich auf dem Rand ihrer konvexen Hu¨lle liegen, unterstu¨tzt ebenfalls
die Vermutung, dass die Polyedrizita¨t der Voronoizellen mit dem Randver-
halten der konvexen Hu¨lle in Zusammenhang steht.
Erinnert man sich jedoch an die oben bereits diskutierte Punktmenge aus
Beispiel 2.2.2, so sieht man, dass die Hypothese 3.2.7 so nicht stimmt. Denn
obwohl dort conv(P) nicht abgeschlossen ist, sind alle Punkte aus P innere
Punkte und damit alle Voronoizellen von P nach dem ersten Hauptsatz
3.2.9 Polytope. Andererseits hat man die Situation, in der P = P◦ erfu¨llt
ist, nach dem ersten Hauptsatz 3.2.9 bereits unter Kontrolle. Zu untersuchen
ist somit nur noch die Situation, in der P Randpunkte entha¨lt. Aus diesen
U¨berlegungen entsteht nun eine neue Hypothese:
Hypothese 3.2.13 Es sei P ⊂ Rn eine diskrete Punktmenge und ∂P 6= ∅.
Es sind genau dann alle Voronoizellen aller Randpunkte der diskreten Punkt-
menge Polyeder, wenn die konvexe Hu¨lle der Punktmenge abgeschlossen ist.
Jedoch zeigt das folgende Beispiel, dass auch diese Hypothese nicht
stimmt. Denn aus der Polyedrizita¨t aller Voronoizellen von Randpunkten
folgt im Allgemeinen nicht die Abgeschlossenheit der konvexen Hu¨lle der
Punktmenge.
Beispiel 3.2.14 Betrachte die Menge P := {(z, 1 − 1|z|) | z ∈ Z \ {0}} ∪
{(z, 0) | z ∈ Z} ⊂ R2. Es gilt, dass der Abschluss von conv(P) gerade die
Menge {x ∈ R2 | 0 ≤ 〈x, (0, 1)〉 ≤ 1} ist. Man u¨berlegt sich leicht, dass alle
zu P zugeho¨rigen Voronoizellen Polyeder sind, jedoch auch hier die konvexe
Hu¨lle conv(P) nicht abgeschlossen ist, siehe Abbildung 3.9.
Damit mu¨ssen beide Hypothesen 3.2.7 und 3.2.13 verworfen werden. Die
globale Eigenschaft der Abgeschlossenheit der konvexen Hu¨lle der Punkt-
menge fu¨hrt nicht zu einer A¨quivalenzaussage u¨ber die Polyedrizita¨t aller
Voronoizellen. Es ist allerdings noch offen, ob zumindest die andere Implika-
tion der Hypothesen stimmt: Folgt aus der Abgeschlossenheit der konvexen
Hu¨lle, dass alle Voronoizellen Polyeder sind?
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Abbildung 3.9: Voronoidiagramm zu Beispiel 3.2.14
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3.3 Voronoizellen in R2
Wie schon bei der Untersuchung des Randverhaltens der konvexen Hu¨lle
einer diskreten Punktmenge im vorherigen Kapitel, bei der die Dimension 2
einen Spezialfall darstellte, ist es auch bei der Betrachtung der Voronoizellen
einer diskreten Punktmenge sinnvoll, den zweidimensionalen Fall gesondert
zu behandeln. Auch hier stellt die Dimension 2 eine Art Spezialfall dar, da
sich die Gestalt einer polyedrischen Voronoizelle eines Punktes einer diskre-
ten Punktmenge in der Ebene auf vier verschiedene Typen reduzieren la¨sst.
Dadurch la¨sst sich die noch offene Implikation aus der Hypothese 3.2.7, dass
alle Voronoizellen einer diskreten Punktmenge Polyeder sind, wenn die kon-
vexe Hu¨lle der Punktmenge abgeschlossen ist, fu¨r eine diskrete Punktmenge
des R2 beweisen.
Satz 3.3.1 Es sei P ⊂ R2 eine diskrete Punktmenge mit |P| ≥ 2 und p ∈ P
ein beliebiger Punkt. Die Voronoizelle V (p) ist genau dann ein Polyeder,
wenn einer der folgenden Fa¨lle gilt:
(1) Es existiert ein Punkt p1 ∈ P, so dass gilt:
∀p′ ∈ P ∃α ∈ R>0 : (p′ − p) = α(p1 − p).
(2) Es existieren p1, p2 ∈ P und α ∈ R>0, so dass −(p1 − p) = α(p2 − p)
erfu¨llt ist und fu¨r alle anderen Punkte p′ ∈ P gilt:
∃α′ ∈ R mit (p− p′) = α′(p− p1).
(3) Es existieren p1, p2 ∈ P, α ∈ R>0, 0 < θ ≤ pi, so dass Dθ(p1 − p) =
α(p2−p) gilt und fu¨r alle anderen p′ ∈ P \{p, p1, p2} ein α′ ∈ R>0 und
0 ≤ ρ ≤ θ existieren, so dass Dρ(p1 − p) = α′(p′ − p) erfu¨llt ist. Und
es gibt wenigstens einen Punkt p′ ∈ P, fu¨r den Dρ(p1− p) = α′(p′− p)
mit 0 < ρ < pi gilt.
(4) Es existieren p1, . . . , pk ∈ P, 3 ≤ k ≤ 4 und α1, . . . , αk ∈ R>0 mit:





Dabei bezeichne Dθ :=
(
cos θ − sin θ
sin θ cos θ
)
die Matrix, die eine Drehung um
den Winkel θ ∈ [0, 2pi] bewirkt.
Man mache sich zuna¨chst die anschauliche Bedeutung der obigen Be-
schreibungen (1)–(4) klar.
(1) In diesem Fall ist die Punktmenge P vollsta¨ndig in einem Strahl ent-
halten. Der Punkt p ∈ P, dessen Voronoizelle bestimmt werden soll,
ist in diesem Fall gerade der Startpunkt des Strahls.
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(2) Ist die Punktmenge P von der unter (2) angegebenen Struktur, so exi-
stiert eine Gerade, in der P vollsta¨ndig enthalten ist. Es ist jedoch
nicht ausgeschlossen, dass es auch einen Strahl gibt, der ebenfalls be-
reits ganz P entha¨lt. Der Unterschied zu der Situation aus (1) ist nur,
dass in diesem Fall der betrachtete Punkt p ∈ P im relativen Inneren
der P enthaltenden Geraden (bzw. des P enthaltenden Strahls) liegt,
also nicht Startpunkt eines P enthaltenden Strahls ist.
(3) In der unter (3) angegebenen Situation findet man einen konvexen
Kegel, der ganz P entha¨lt. Das heißt man findet Punkte p1, p2 ∈
P, so dass der Winkel zwischen den zugeho¨rigen Richtungsvektoren
p1 − p, p2 − p unter allen vorkommenden Winkeln maximal ist, alle
anderen Winkel also dazwischen liegen. Dabei soll der Fall (2) ex-
plizit ausgeschlossen werden. Das heißt in diesem Fall gibt es einen
Halbraum, in dem die Punktmenge P vollsta¨ndig enthalten ist, und es
gibt wenigstens einen Punkt aus P, der im Inneren dieses Halbraumes
liegt. Der Fall, dass der von p1−p, p2−p aufgespannte Kegel gleich ei-
nem Halbraum ist und ganz P auf dem Rand dieses Halbraumes liegt,
wird damit ausgeschlossen. Dabei betrachtet man die Punktmenge P
von dem Punkt p ∈ P aus, fu¨r den man die Voronoizelle bestimmen
mo¨chte. Das heißt p ist die Spitze eines P enthaltenden Kegels, also
insbesondere ein Randpunkt von P.
(4) In dieser Situation ist der fu¨r die Voronoizelle betrachtete Punkt p ∈ P
ein innerer Punkt der Punktmenge. Das heißt man findet eine Teil-
menge aus {p1, . . . , pk} ⊂ P, so dass p im Inneren des von p1, . . . , pk
erzeugten Polytops liegt. Da P ⊂ R2 gilt, muss k gro¨ßer gleich 3 sein,
und nach dem Satz 1.1.10 von Steinitz ist dieses mit k ≤ 4 mo¨glich.
In den ersten beiden Fa¨llen hat die von P erzeugte konvexe Hu¨lle die
Dimension 1, in den Fa¨llen (3) und (4) ist die konvexe Hu¨lle von P dagegen
von der Dimension 2.
Beweis: Ist V (p) ein Polyeder, so ist V (p) von einer der folgenden For-
men:
(a) V (p) ist unbeschra¨nkt und begrenzt von genau einer Hyperebene, das
heißt V (p) ist ein Halbraum.
(b) V (p) ist unbeschra¨nkt und begrenzt von genau zwei parallelen Hyper-
ebenen, das heißt V (p) ist ein Streifen.
(c) V (p) ist unbeschra¨nkt und begrenzt von wenigstens zwei sich schnei-
denden Hyperebenen, das heißt V (p) ist enthalten in einem Kegel.
(d) V (p) ist beschra¨nkt, also ein Polytop.
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Der Fall (a) kann nur eintreten, wenn alle Richtungsvektoren (p′−p), mit
p′ ∈ P, Vielfache voneinander sind und p der ”Endpunkt“ der Punktmenge
ist, das heißt wenn alle Punkte aus P auf einem Strahl mit Ausgangspunkt






· · · ·
Abbildung 3.10: Fall (a)
Fall (b) setzt voraus, dass es wenigstens zwei Punkte p1, p2 ∈ P gibt,
die zusammen mit p so auf einer Geraden liegen, dass p zwischen p1 und
p2 liegt und dass alle Richtungsvektoren (p′ − p), p′ ∈ P, Vielfache der
Richtungsvektoren (p1 − p), (p2 − p) sind, siehe Abbildung 3.11. Dieses
erfu¨llt Fall (2).






· · · ·
Abbildung 3.11: Fall (b)
Da V (p) im Fall (c) kein Streifen ist, folgt, dass es wenigstens zwei Punkte
q, q′ ∈ P gibt, fu¨r die gilt, dass es keine Gerade durch p, q, q′ gibt. Die zu-
geho¨rigen Hyperebenen Hypp(q) und Hypp(q′) besitzen dann einen Schnitt-
punkt und beschreiben somit einen Kegel. Die Voronoizelle V (p) ist offen-
sichtlich in diesem Kegel enthalten, siehe Abbildung 3.12. Da V (p) als unbe-
schra¨nktes Polyeder vorausgesetzt ist, findet man zwei Punkte p1, p2 ∈ P, de-
ren zugeho¨rige Hyperebenen Hypp(p1), Hypp(p2) einen ”maximalen“, V (p)
enthaltenden Kegel begrenzen. Das heißt es muss zwei Punkte p1, p2 ∈ P ge-
ben, fu¨r die gilt, dass der Winkel θ zwischen den Richtungsvektoren (p1−p)
und (p2 − p) kleiner oder gleich 180◦ ist und es (bei gleicher Drehrichtung)
keinen Punkt p′ ∈ P gibt, fu¨r den der Winkel zwischen (p1− p) und (p′− p)
gro¨ßer als θ ist. Damit liegt die Situation aus Fall (3) vor.























Abbildung 3.12: Fall (c)
Im Fall (d) ist V (p) ein Polytop. Nach Satz 3.2.8 muss dann p ein inne-
rer Punkt der Punktmenge P sein. Also gibt es nach dem Satz 1.1.10 von
Steinitz eine Teilmenge von P, die aus maximal vier Punkten p1, . . . , pk ∈
P, 3 ≤ k ≤ 4 besteht und fu¨r die gilt, dass p im Inneren des von p1, . . . , pk
erzeugten Polytops liegt, siehe Abbildung 3.13. Dann mu¨ssen die Richtungs-





























Abbildung 3.13: Fall (d) fu¨r k = 3
Sei nun p ∈ P so, dass einer der Fa¨lle (1)–(4) erfu¨llt ist.
(1) Wa¨hlt man hier p1 na¨chstmo¨glich an p, so folgt, dass V (p) = H−p (p1) =
H−(p1 − p) + p ein Halbraum und somit ein Polyeder ist.
(2) Es seien p1 und p2 mit obiger Eigenschaft na¨chstmo¨glich an p gewa¨hlt.
Dann ist V (p) gleich dem Streifen H−p (p1)∩H−p (p2), also ein Polyeder.
(3) Bezeichne zuna¨chst:
- θ ist der Winkel zwischen (p1 − p) und (p2 − p), θ ≤ pi
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- ρ ist (bei gleicher Drehrichtung) der Winkel zwischen (p1−p) und
(p′ − p), ρ ≤ θ, ρ < pi
- C := H−p (p1) ∩H−p (p2)
- hi : p+ R(pi − p) die durch p, pi definierte Gerade, i = 1, 2
- Hi der von hi begrenzte Halbraum, der P entha¨lt, i = 1, 2
- S := C ∩H1 ∩H2
- s := max{‖x − p‖ | x ∈ ∂S}, der maximale Abstand von p zum
Rand von S
- C ′ := H−p (p1) ∩H−p (p2) ∩H−p (p′)
- b1 := Hypp(p1) ∩ Hypp(p′), der Schnittpunkt zwischen den Hy-
perebenen orthogonal zu (p1 − p) und (p′ − p)
- hb1 : b1+R(p1−p) die durch b1 parallel zu h1 verlaufende Gerade
- Hb1 der von hb1 begrenzte Halbraum, der b2 entha¨lt
- b2 := Hypp(p2) ∩ Hypp(p′), der Schnittpunkt zwischen den Hy-
perebenen orthogonal zu (p2 − p) und (p′ − p)
- hb2 : b2+R(p1−p) die durch b2 parallel zu h2 verlaufende Gerade
- Hb2 der von hb2 begrenzte Halbraum, der b1 entha¨lt
- S′ := C ′ ∩Hb1 ∩Hb2
- s′ := max{‖x− p‖ | x ∈ ∂S′}.
Nach Voraussetzung gilt P ⊂ H1 ∩ H2 und V (p) ⊂ C. Man be-
trachte zuerst den Fall, dass θ < pi erfu¨llt ist, siehe Abbildung 3.14.
In diesem Fall ist dann h1 6= h2 und damit H1 ∩ H2 ein von ei-
nem Halbraum verschiedener Kegel. Die C begrenzenden Hyperebe-
nen Hypp(p1), Hypp(p2) sind in diesem Fall nicht parallel, so dass
auch C ein echter Kegel ist. Da fu¨r i = 1, 2 gilt, dass hi orthogo-
nal zu Hypp(pi) ist und hi ∩ Hypp(pi) = p + 12(pi − p) gilt, folgt die
Beschra¨nktheit von S. Insbesondere ist S konstruierbar, da es Punk-
te p1, p2 ∈ P gibt, deren Richtungsvektoren den maximalen Winkel
annehmen. Also ist s := max{‖x − p‖ | x ∈ ∂S} definiert und es
gilt s < ∞. Ist nun p′ ∈ P ein voronoirelevanter Punkt fu¨r p, so
gilt p′ ∈ H1 ∩ H2 und Hypp(p′) ∩ C 6= ∅. Da man Hypp(p′) als
Tangente an die Kugel B(p, 12‖p′ − p‖) auffassen kann, folgt, dass
p + 12(p
′ − p) ∈ (H1 ∩ H2) ∩ B(p, s) gilt, wenn p′ voronoirelevant ist.
Also ist die Menge aller zu p voronoirelevanten Punkte in der Kugel
B(p, 2s) enthalten. Da P diskret ist, gilt |B(p, 2s) ∩ P| < ∞. Damit
kann es also nur endlich viele voronoirelevante Punkte geben. V (p) ist
somit ein Polyeder.



















Abbildung 3.14: Fall θ < pi
Gilt θ = pi, so gilt h1 = h2 und P ⊂ H1 = H2 (siehe Abbildung
3.15). Da jedoch in diesem Fall S nicht beschra¨nkt ist, ist die obi-
ge Konstruktion hier nicht ohne Weiteres anwendbar. Um eine ana-
loge Abscha¨tzung zu erhalten, betrachte man einen weiteren Punkt
p′ ∈ P \ {p, p1, p2} mit Winkel ρ < θ, der nach Voraussetzung exi-
stiert. Dann ist V (p) ⊂ C ′. Fu¨r einen voronoirelevanten Punkt p′′ ∈ P
muss somit p′′ ∈ H1 und Hypp(p′′) ∩ C ′ 6= ∅ gelten. Da Hypp(p1)
und Hypp(p2) parallel sind und P ⊂ H1 gilt, muss sich die Schnitt-
menge Hypp(p′′) ∩ C ′ in Hb1 ∩ Hb2 befinden. Nach Konstruktion ist
(Hypp(p1) ∩ Hypp(p2)) ∩ (Hb1 ∩ Hb2) abgeschlossen. Also ist auch S′
als Teilmenge von (Hypp(p1)∩Hypp(p2))∩ (Hb1 ∩Hb2) abgeschlossen,
und s′ <∞ ist definiert. Fasst man Hypp(p′′) wieder als Tangente an
B(p, 12‖p′′ − p‖) auf, so folgt, dass p′′ nur voronoirelevant sein kann,
wenn p + 12(p
′′ − p) ∈ H1 ∩ B(p, s′) gilt. Also sind alle voronoirele-
vanten Punkte in der Kugel B(p, 2s′) enthalten. Da P diskret ist, gilt
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Abbildung 3.15: Fall θ = pi
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(4) Aufgrund der Bedingungen Dθi(pi − p) = αi(pi+1 − p) mit 0 < θi < pi
fu¨r i = 1, . . . , k−1 und pi <
k−1∑
i=1
θi < 2pi, wobei 3 ≤ k ≤ 4 gilt, ist p ein
innerer Punkt von conv(p1, . . . , pk). Mit Satz 3.2.8 folgt dann direkt,
dass V (p) ein Polytop, also insbesondere auch ein Polyeder ist.
Analog zu der Betrachtung von Fall (3) la¨sst sich auch hier eine Kon-
struktion angeben: Da V (p) ⊂ H−p (p1) ∩ · · · ∩H−p (pk) =: D gilt, und
D nach Konstruktion beschra¨nkt ist, la¨sst sich d := max{‖x−p‖ | x ∈
D} < ∞ definieren und es folgt, dass alle voronoirelevanten Punkte
in B(p, 2d) enthalten sein mu¨ssen. Aufgrund der Diskretheit von P
kann es damit nur endlich viele fu¨r p voronoirelevante Punkte geben.
Da V (p) in diesem Fall zusa¨tzlich beschra¨nkt ist, erha¨lt man V (p) als
Polytop.

Man beachte an dieser Stelle, dass die Bedingung |P| ≥ 2 in obigem
Satz keine wirkliche Einschra¨nkung an die Punktmenge P darstellt. Denn
ist P = {p} einelementig, so gilt fu¨r die Voronoizelle V (p) = R2; das heißt die
Struktur der Voronoizelle ist bekannt. Da aber der gesamte Raum R2 nicht
als Polyeder geza¨hlt werden soll, muss dieser Fall ausgeschlossen werden.
Damit la¨sst sich in Dimension 2 die Gestalt einer polyedrischen Voronoi-
zelle V (p) eines Punktes p ∈ P in Abha¨ngigkeit der p umgebenden Punkte
genau beschreiben. Und andererseits weiß man, dass die Voronoizelle V (p)
ein Polyeder ist, wenn fu¨r p eine der Konstellationen (1)–(4) gilt. Ein Ver-
gleich mit Beispiel 3.2.1 besta¨tigt, dass die Voronoizelle V (a) des Punktes a
der dort betrachteten Punktmenge P kein Polyeder ist und fu¨r a keiner der
Fa¨lle (1)–(4) zutrifft. Es existiert zwar a¨hnlich wie in Fall (3) ein Kegel, ge-
nauer Halbraum, in dem die Punktmenge P vollsta¨ndig enthalten ist und auf
dessen Rand der Punkt a liegt, doch es existieren keine Punkte p1, p2 ∈ P,
deren Richtungsvektoren den maximalen Kegel aufspannen wu¨rden.
Das Ergebnis aus Satz 3.3.1 la¨sst sich nun nutzen, um die noch offene
Richtung der Hypothese 3.2.7, dass alle Voronoizellen einer diskreten Punkt-
menge, deren konvexe Hu¨lle abgeschlossen ist, Polyeder sind, im zweidimen-
sionalen Fall zu zeigen. Besteht die Menge P = {p} nur aus einem Punkt, so
ist die Voronoizelle V (p) = Rn und damit ein triviales Polyeder. Fu¨r Punkt-
mengen, die wenigstens zwei Punkte besitzen, liefert der nachfolgende Satz
die Behauptung.
Satz 3.3.2 Ist P ⊂ R2 diskret, |P| > 1 und conv(P) abgeschlossen, so sind
alle Voronoizellen V (p) von Punkten p ∈ P Polyeder.
Beweis: Ist p ∈ P◦ ein innerer Punkt, so gilt nach Satz 3.2.8, dass V (p)
ein Polytop und damit insbesondere ein Polyeder ist. Damit bleiben noch
die Voronoizellen der Randpunkte zu betrachten.
VORONOIZELLEN IN R2 105
Es sei nun ∂P 6= ∅, also insbesondere auch ∂ conv(P) 6= ∅. Da nach
Voraussetzung |P| ≥ 2 gilt, folgt |∂ conv(P)| 6= 1. Weiter folgt, dass der
Rand ∂ conv(P) eine 1-dimensionale Mannigfaltigkeit ist. Denn ist conv(P)
eindimensional, so sind alle Punkte Randpunkte und ∂ conv(P) = conv(P)
ist als zusammenha¨ngende Teilmenge einer Hyperebene eine 1-dimensionale
Mannigfaltigkeit. Gilt andernfalls dim conv(P) = 2, so liefert Satz 1.3.1, dass
∂ conv(P) eine 1-dimensionale Mannigfaltigkeit ist.
Um zu zeigen, dass fu¨r einen Randpunkt p ∈ ∂P eine der Konstellatio-
nen (1)–(3) aus Satz 3.3.1 erfu¨llt ist, zeige man zuna¨chst, dass es zu einem
beliebigen p ∈ ∂P stets wenigstens einen Punkt p1 ∈ ∂P mit p 6= p1 und
[p, p1] ⊂ ∂ conv(P) gibt. Dieses kann man wie folgt einsehen: Nach Voraus-
setzung ist conv(P) abgeschlossen, das heißt es gilt ∂ conv(P) ⊂ conv(P).
Nach Satz 2.3.8 ist der Rand ∂ conv(P) der konvexen Hu¨lle stu¨ckweise linear.
Lemma 2.3.2 liefert, dass fu¨r jeden Punkt x ∈ ∂ conv(P) eine Konvexdar-
stellung aus maximal zwei Punkten aus P, die nach Folgerung 2.1.15 sogar
in ∂P liegen, existiert. Mit Satz 1.3.3 folgt, dass es zu p ∈ ∂P ein ε > 0
gibt, so dass ∂ conv(P) ∩B(p, ε′) fu¨r alle 0 < ε′ ≤ ε zusammenha¨ngend ist.
Dabei sei nun ε′ so gewa¨hlt, dass ε′ < d(p,P \ {p}) gilt. Dieses ist mo¨glich,
da P aufgrund der Diskretheit keinen Ha¨ufungspunkt besitzt und daher fu¨r
einen fest gewa¨hlten Punkt p ∈ P stets d(p,P \ {p}) > 0 erfu¨llt ist. Damit
gilt B(p, ε′) ∩ P = {p}. Des weiteren gilt ∂ conv(P) ∩ B(p, ε′) 6= {p}, da es
sonst ein ε1 > 0 ga¨be, so dass B(p, ε1) \ {p} ⊂ conv(P)◦ erfu¨llt wa¨re. Dann
ließe sich aber p als Konvexkombination aus inneren Punkten darstellen und
wa¨re somit selbst ein innerer Punkt von conv(P), was ein Widerspruch zu
p ∈ ∂P ist. Wa¨hle also nun ein x ∈ ∂ conv(P) ∩ B(p, ε′) mit x 6= p. Dieses
x la¨sst sich als Konvexkombination zweier Punkte aus ∂P darstellen, von
denen einer als p gewa¨hlt werden kann, da p und x nach Konstruktion in
der gleichen Zusammenhangskomponente von ∂ conv(P) liegen und p einer
der beiden zu x na¨chsten Punkte aus ∂P ist; das heißt wenn T die Zusam-
menhangskomponente von ∂ conv(P) ist, die x entha¨lt, gilt fu¨r p entweder
d(x, p) = d(x, T ∩ P) oder es existiert ein p′ ∈ T ∩ P mit d(x, T ∩ P) =
d(x, p′) und d(x, p′) < d(x, p) < d(x, q) fu¨r alle q ∈ T ∩ P \ {p, p′}. Al-
so gibt es ein p1 ∈ ∂P, so dass sich x = λp + (1 − λ)p1 mit 0 < λ < 1
darstellen la¨sst. Mit Lemma 2.1.13 folgt dann aus x, p, p1 ∈ ∂ conv(P)
auch [p, p1] = {λp + (1 − λ)p1 | 0 ≤ λ ≤ 1} ⊂ ∂ conv(P). Existiert in
∂ conv(P) ∩ B(p, ‖x − p‖) ein weiterer Punkt x′, der nicht in [p, x] enthal-
ten ist, so la¨sst sich zu diesem x′ ∈ ∂ conv(P) analog ein p2 ∈ ∂P, p2 6= p1
finden, so dass auch [p, p2] ⊂ ∂ conv(P) erfu¨llt ist (siehe Abbildung 3.16).
Nun la¨sst sich Satz 3.3.1 anwenden und man sieht, dass alle p ∈ ∂P
einen der Fa¨lle (1)–(3) erfu¨llen. Denn ist conv(P) eindimensional, so findet
man eine Gerade G mit conv(P) ⊂ G. Nach obigen U¨berlegungen gibt es zu
einem Punkt p ∈ ∂P stets einen Punkt p1 ∈ P, so dass [p, p1] ⊂ ∂ conv(P)
erfu¨llt ist. Existiert nun kein zweiter solcher Punkt p2 6= p1, so liegt die
Situation (1) vor. Findet man aber ein solches p2, so ist man in Fall (2).
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Es bleibt noch der Fall dim conv(P) = 2 zu betrachten. In diesem Fall fin-
det man zu einem Punkt p ∈ ∂P stets zwei Punkte p1, p2 ∈ ∂P, p1 6= p2,
mit [p, p1] ⊂ ∂ conv(P) und [p, p2] ⊂ ∂ conv(P). Dieses impliziert aber, dass
dann alle anderen Punkte aus P in dem von p, p1, p2 aufgespannten Kegel
liegen mu¨ssen, man also einen Winkel θ ∈ [0, pi] findet, der die Bedingungen
aus Fall (3) erfu¨llt. Damit sind nach Satz 3.3.1 auch alle Voronoizellen von






Abbildung 3.16: Existenz der Punkte p1, p2 zu p
Um im obigen Beweis Satz 3.3.1 anwenden zu ko¨nnen, hat man gezeigt,
dass zu einem beliebigen Punkt p ∈ ∂P stets ein Punkt p1 ∈ ∂P existiert,
so dass auch die Strecke [p, p1] vollsta¨ndig im Rand der konvexen Hu¨lle ent-
halten ist. Dabei wurde benutzt, dass sich aufgrund der Abgeschlossenheit
von conv(P) jeder Punkt x ∈ ∂ conv(P)\P als Konvexkombination aus den
beiden, in der x enthaltenden Zusammenhangskomponente von ∂ conv(P)
enthaltenen, zu x na¨chstgelegenen Punkten aus ∂P darstellen la¨sst. Dieses
Argument gilt nur in Dimension 2. Denn bereits ab Dimension 3 kann der
Fall eintreten, dass sich x nicht aus den Punkte aus ∂P, die am na¨chsten
an x liegen, konvex kombinieren la¨sst. Zur Veranschaulichung einer solchen
Situation erinnere man sich an Beispiel 2.3.9. Die dort betrachtete Punkt-
menge la¨sst sich durch eine Skalierung der z-Komponente so variieren, dass
genau dieser Fall auftritt. Der obige Beweis kann somit nicht ohne weiteres
auf ho¨here Dimensionen u¨bertragen werden.
In der Ebene erha¨lt man damit die bereits bekannten Ergebnisse. Ist die
diskrete Punktmenge P ⊂ R2 ein Gitter oder allgemeiner ein (r,R)-System,
so weiß man bereits nach dem ersten Hauptsatz 3.2.9, dass alle Voronoi-
zellen Polytope sind. Mit Satz 3.3.1 folgt nun auch, dass alle Voronoizellen
einer endlichen Punktmenge P ⊂ R2 Polyeder sind. Denn offensichtlich ist
conv(P) fu¨r eine endliche Menge P abgeschlossen, so dass die Behauptung
direkt aus obigem Satz folgt.
Folgerung 3.3.3 Ist P ⊂ R2 eine endliche diskrete Menge, so sind alle
Voronoizellen Polyeder. 
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Damit hat man im zweidimensionalen Fall ein hinreichendes Kriterium
fu¨r die Polyedrizita¨t der Voronoizellen einer diskreten Punktmenge gefun-
den. Die Fa¨lle, in denen die Punktmenge endlich oder ein (r,R)-System ist,
ergeben sich hier als Spezialfa¨lle.
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3.4 Richtungskegel
In diesem Abschnitt wird der Zusammenhang zwischen dem lokalen Rand-
verhalten der konvexen Hu¨lle der Punktmenge und der Gestalt der Voro-
noizelle eines Randpunktes der diskreten Punktmenge untersucht. Es wird
gezeigt, dass die Voronoizelle eines Randpunktes genau dann ein Polyeder
ist, wenn der Richtungskegel des Randpunktes endlich erzeugt ist. Damit
erha¨lt man die gesuchte Charakterisierung: Es sind genau dann alle Voro-
noizellen einer diskreten Punktmenge polyedrisch, wenn die Punktmenge
lokal endlich erzeugt ist.
U¨ber die Voronoizelle V (p) eines Punktes p ∈ P ⊂ Rn ist bis jetzt fol-
gendes bekannt: Die Gestalt der Voronoizelle V (p) ist davon abha¨ngig, wo
der Punkt p in der diskreten Punktmenge liegt. Ist p ein innerer Punkt, so
folgt mit dem ersten Hauptsatz 3.2.9, dass V (p) ein Polytop ist. Ist p ∈ ∂P
dagegen ein Randpunkt, so weiß man bislang nur, dass die Voronoizelle
V (p) kein Polytop ist. Es existieren Beispiele, in denen alle Voronoizellen
von Randpunkten polyedrisch sind (siehe Beispiel 3.2.14), und welche, in
denen es Randpunkte p ∈ ∂P gibt, fu¨r die V (p) nicht polyedrisch ist (siehe
Beispiel 3.2.1). In Dimension 2 weiß man zusa¨tzlich, dass die Voronoizellen
aller Randpunkte polyedrisch sind, wenn die konvexe Hu¨lle der Punktmenge
abgeschlossen ist (vgl. Satz 3.3.2). Allerdings hat man auch gesehen, dass
die globale Eigenschaft der Abgeschlossenheit der konvexen Hu¨lle nicht zu
einer a¨quivalenten Charakterisierung der Punktmengen mit polyedrischen
Voronoizellen fu¨hren kann, da es Punktmengen gibt, deren konvexe Hu¨lle
nicht abgeschlossen ist und deren sa¨mtliche Voronoizellen sogar Polytope
sind (man erinnere sich an die Punktmenge aus Beispiel 2.2.2). Das heißt
man weiß bislang, dass ein Zusammenhang zwischen dem Randverhalten
der konvexen Hu¨lle der Punktmenge und der Gestalt der Voronoizellen der
Randpunkte existiert, dieser aber nicht global wirkt. Die Gestalt der Voro-
noizelle V (p) eines Randpunktes p ∈ ∂P ist vielmehr eine lokale Eigen-
schaft der Punktmenge. Daher ist es begru¨ndet, einen Zusammenhang zwi-
schen dem ”lokalen“ Randverhalten der konvexen Hu¨lle und der Gestalt der
Voronoizelle eines Randpunktes anzunehmen. Dabei spiegelt sich das lokale
Randverhalten der konvexen Hu¨lle im Verhalten des ”Richtungskegels“ im
Punkt p wider, siehe Abbildung 3.17.
Definition 3.4.1 Es sei P ⊂ Rn diskret und p ∈ ∂P ein Randpunkt von
P. Dann heißt
C(p) := cone(P − p) =
{ m∑
i=1







Diese Definition la¨sst sich natu¨rlich auf beliebige Punkte x ∈ conv(P)
und auch auf beliebige konvexe Mengen erweitern. Da die Richtungskegel
hier speziell fu¨r die Beschreibung von Voronoizellen von Randpunkten dis-
kreter Punktmengen verwendet werden sollen, genu¨gt an dieser Stelle die
obige Definition. In der Literatur, vgl. [Schn93], wird der Abschluss des
Richtungskegels auch als Stu¨tzkegel (engl. support cone) bzw. als Projekti-
onskegel (engl. projection cone) bezeichnet. In [Barv02] findet man auch die
Bezeichnung des ”Kegels der zula¨ssigen Richtungen“ (engl. cone of feasible
directions).
Als erste Eigenschaft des Richtungskegels C(p) eines Punktes p ∈ ∂P
erha¨lt man sofort, dass C(p) in der Tat ein konvexer Kegel mit Spitze in
Null ist. Genauso offensichtlich folgt die Inklusion conv(P) ⊂ C(p) + p, die
fu¨r jeden Punkt p ∈ ∂P erfu¨llt ist. Eine weitere wichtige Eigenschaft des
Richtungskegels C(p) ist eine gewisse ”Dualita¨t“ zu der Voronoizelle V (p).
Damit ist gemeint, dass die C(p) erzeugenden Richtungsvektoren q − p mit
q ∈ P gerade orthogonal zu den Hyperebenen der Halbra¨ume, durch deren
Schnitt V (p) erzeugt wird, sind (vgl. Definition 3.0.1). Daher ist es nahe-
liegend, diese Eigenschaft des Richtungskegels zur Bestimmung der Gestalt
der Voronoizelle zu nutzen.
Fu¨r den Abschluss eines Richtungskegels gilt, dass er sich als Schnitt
von Halbra¨umen darstellen la¨sst. Nach Satz 1.2.6 gibt es in p ∈ ∂ conv(P)
wenigstens eine Stu¨tzhyperebene an conv(P). Sei nun {Hypp,i | i ∈ I(p)} die
Menge aller Stu¨tzhyperebenen in p an conv(P), wobei I(p) eine Indexmenge
sei. Die zugeho¨rigen, conv(P) enthaltenden Halbra¨ume seien mit H−p,i be-
zeichnet. Dann la¨sst sich der Abschluss C(p) als Translation des Schnittes
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In der Regel werden in der obigen Darstellung jedoch nicht alle Halbra¨ume
beno¨tigt. Man betrachte zum Beispiel eine Menge P ⊂ R2, deren konvexe
Hu¨lle die Dimension dim conv(P) = 2 besitzt und in der p ∈ ∂P ein Eck-
punkt von conv(P) ist. Dann gibt es in p unendlich viele Stu¨tzhyperebenen
und es gilt |I(p)| = ∞, aber fu¨r die Darstellung von C(p) werden nur zwei
Halbra¨ume beno¨tigt. Es sind also nicht notwendig alle Halbra¨ume fu¨r die
Darstellung von C(p) ”relevant“.
Richtungsrelevante Halbra¨ume
Definition 3.4.2 Es sei P ⊂ Rn diskret und p ∈ ∂P ein Randpunkt.
Weiter sei {Hypp,i | i ∈ I(p)} die Menge aller Stu¨tzhyperebenen in p an
conv(P) sowie {H−p,i | i ∈ I(p)} die Menge aller zugeho¨rigen, conv(P) ent-
haltenden Halbra¨ume. Dann heißt fu¨r j ∈ I(p) die Hyperebene Hypp,j bzw.
der Halbraum H−p,j richtungsrelevant fu¨r p, wenn( ⋂
i∈I(p),i6=j
H−p,i
)− p 6= C(p)
gilt. Existiert in p nur genau eine Stu¨tzhyperebene, so wird diese auch als
richtungsrelevant bezeichnet. Die Indexmenge der bzgl. conv(P) fu¨r p rich-
tungsrelevanten Halbra¨ume bzw. Hyperebenen sei mit
Rr(p) := {i ∈ I(p) | H−p,i richtungsrelevant}
bezeichnet.
Das heißt eine Hyperebene bzw. ein Halbraum ist genau dann richtungs-
relevant fu¨r p, wenn man den (zugeho¨rigen) Halbraum bei der Darstellung
von C(p) als Schnitt von Halbra¨umen nicht weglassen kann. Genauer gilt,






Damit erha¨lt man fu¨r den Richtungskegel, analog zu der Darstellung der
Voronoizelle als Schnitt u¨ber die zu den voronoirelevanten Vektoren zu-





Um die Bedeutung der richtungsrelevanten Halbra¨ume und Hyperebenen
besser zu verstehen, ist es hilfreich, notwendige und hinreichende Bedingun-
gen fu¨r die Richtungsrelevanz zu kennen. Man weiß bereits, dass sich die fu¨r
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p richtungsrelevanten Hyperebenen unter den Stu¨tzhyperebenen an conv(P)
in p befinden. Es ist jedoch nicht von vornherein klar, welche dieser Stu¨tzhy-
perebenen auch richtungsrelevant sind. Nutzt man aber aus, dass P diskret
ist, so kann man zeigen, dass jede zu p richtungsrelevante Hyperebene außer
p noch weitere Randpunkte der konvexen Hu¨lle conv(P) entha¨lt und erha¨lt
somit fu¨r die richtungsrelevanten Hyperebenen ein notwendiges Kriterium.
Satz 3.4.3 Sei P ⊂ Rn diskret, p ∈ ∂P, {Hypp,i | i ∈ I(p)} die Menge aller
Stu¨tzhyperebenen in p an conv(P) sowie {H−p,i | i ∈ I(p)} die Menge aller
zugeho¨rigen, conv(P) enthaltenden Halbra¨ume. Ist der Halbraum H−p,j , j ∈
I(p), richtungsrelevant fu¨r p, so folgt {p} ( Hypp,j ∩∂ conv(P).
p
Abbildung 3.18: Konstruktion aus Beweis zu Satz 3.4.3
Beweis: Gibt es in p nur genau eine Stu¨tzhyperebene Hypp an conv(P),
so ist diese richtungsrelevant und entha¨lt nach Folgerung 2.2.20 außer p noch
weitere Punkte aus ∂ conv(P).
Also betrachte man den Fall, dass |I(p)| > 1 gilt. Da p ein Rand-
punkt und Hypp,j eine Stu¨tzhyperebene in p ist, gilt offensichtlich p ∈
Hypp,j ∩∂ conv(P). Ist nun H−p,j richtungsrelevant fu¨r p, so heißt das C(p) (( ⋂
i∈I(p),i6=j
H−p,i
)−p, siehe Abbildung 3.18. Zur Vereinfachung der Schreibweise
setze man C−j :=
⋂
i∈I(p),i6=j
H−p,i. Dann folgt (Hypp,j ∩∂ conv(P)) ∩ C◦−j 6= ∅,
das heißt dass es Punkte aus Hypp,j ∩∂ conv(P) gibt, die im Inneren von
C−j liegen. Dieses u¨berlegt man sich wie folgt: Es gilt (Hypp,j ∩∂ conv(P))∩
C−j 6= ∅, da nach Voraussetzung p ∈ Hypp,j ∩∂ conv(P) und p ∈ C−j erfu¨llt
ist. Angenommen, es ga¨be keinen Punkt x ∈ Hypp,j ∩∂ conv(P), fu¨r den
zusa¨tzlich x ∈ C◦−j gilt. Dann wu¨rde fu¨r alle y ∈ (Hypp,j ∩∂ conv(P)) ∩C−j
folgen, dass y ∈ ∂C−j gelten muss. Damit ga¨be es fu¨r jeden dieser Punkte
y eine Hyperebene Hypp,η mit η ∈ I(p), η 6= j und y ∈ Hypp,η. Dann wa¨re
aber bereits C(p) = C−j − p, also H−p,j nicht relevant, was ein Widerspruch
zur Voraussetzung ist. Ist nun (Hypp,j ∩∂ conv(P)) ∩ C◦−j 6= ∅, so existert
ein z ∈ (Hypp,j ∩∂ conv(P)) ∩ C◦−j und es gilt z 6= p, da nach Konstruktion
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p ∈ ∂C−j gilt. Damit gilt insbesondere aber z ∈ (Hypp,j ∩∂ conv(P)) und es
folgt die Behauptung. 
Man beachte, dass in obigem Beweis die Diskretheit der Menge P nur fu¨r
den Fall, dass p regula¨r ist, beno¨tigt wurde. Fu¨r nicht regula¨re Randpunkte
la¨sst sich eine analoge Behauptung fu¨r beliebige konvexe Mengen formulie-
ren. Des weiteren sei darauf hingewiesen, dass das eben bewiesene Kriterium
in der Tat nur notwendig und nicht hinreichend ist. Man u¨berlegt sich leicht,
dass aus der Eigenschaft, dass eine Stu¨tzhyperebene mehr als einen Rand-
punkt entha¨lt, noch nicht die Richtungsrelevanz dieser Hyperebene folgen
muss. Um sich diese Tatsache in einer konkreten Situation veranschaulichen
zu ko¨nnen, betrachte man folgendes Beispiel.
Beispiel 3.4.4 Man betrachte die diskrete Punktmenge P = {(ε1, ε2, ε3) |
εi ∈ {1,−1}, i = 1, 2, 3} ∪ {(1, 1, 0)} ⊂ R3, deren konvexe Hu¨lle conv(P)
ein Wu¨rfel ist. Zu dem Punkt p := (1, 1, 0) sind dann die beiden Stu¨tzhy-
perebenen Hypp,1 := {x ∈ R3 | 〈x, (1, 0, 0)〉 = 1} und Hypp,2 := {x ∈ R3 |
〈x, (0, 1, 0)〉 = 1} richtungsrelevant. Eine weitere Stu¨tzhyperebene in p ist
Hypp,3 := {x ∈ R3 | 〈x, (1, 1, 0)〉 = 2}, die offensichtlich nicht richtungs-
relevant ist, deren Schnitt mit ∂ conv(P) aber mehr als nur einen Punkt
entha¨lt.
Ein leicht zu sehendes, hinreichendes Kriterium fu¨r die Richtungsrele-
vanz einer Stu¨tzhyperebene erha¨lt man durch die Betrachtung der folgen-
den Situation: Es sei p ∈ ∂P ein Randpunkt einer diskreten Menge P ⊂ Rn
und {Hypp,i | i ∈ I(p)} die Menge aller Stu¨tzhyperebenen in p an conv(P).
Gilt fu¨r eine Hyperebene Hypp,j , j ∈ I(p), dass es eine Kugel B(p, ε) mit
(B(p, ε)∩∂ conv(P)) ⊂ Hypp,j gibt, so ist Hypp,j die einzige Stu¨tzhyperebe-
ne an conv(P) in p und damit richtungsrelevant fu¨r p.
Welche Folgerungen lassen sich aus Satz 3.4.3 ziehen? Es sei diesbezu¨glich
an die in der Hypothese 2.2.17 aufgestellte Behauptung u¨ber das Randver-
halten der konvexen Hu¨lle einer diskreten Punktmenge P erinnert. Dort
wurde behauptet, dass es zu jedem Randpunkt von conv(P) stets ein diesen
Punkt enthaltendes Liniensegment in ∂ conv(P) gibt. In der am Ende von
Abschnitt 2.2 gefu¨hrten Diskussion u¨ber das Randverhalten wurde die Rich-
tigkeit dieser Behauptung bereits fu¨r alle Randpunkte x ∈ ∂ conv(P) \ P
gezeigt. Des weiteren wurde gezeigt, dass auch alle regula¨ren Punkte aus
∂P diese Bedingung erfu¨llen. Der Fall der nicht-regula¨ren Randpunkte aus
P war bislang jedoch noch offen geblieben. Dieser Fall la¨sst sich nun mit
dem in Satz 3.4.3 gewonnenen Ergebnis kla¨ren.
Folgerung 3.4.5 Es sei P ⊂ Rn eine diskrete Punktmenge und p ∈ ∂P
ein beliebiger Randpunkt. Dann gibt es stets eine Stu¨tzhyperebene Hyp an
conv(P) in p, fu¨r die Hyp∩∂ conv(P) ) {p} gilt.
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Beweis: Da nach Satz 1.2.6 in jedem Punkt x ∈ ∂ conv(P) wenigstens
eine Stu¨tzhyperebene an conv(P) existiert, gibt es auch in jedem Randpunkt
p ∈ ∂P wenigstens eine richtungsrelevante Stu¨tzhyperebene an conv(P). Fu¨r
diese gilt nach Satz 3.4.3, dass sie mit ∂ conv(P) noch weitere Punkte ge-
meinsam hat. Damit folgt die Behauptung. 
Anders ausgedru¨ckt besagt Folgerung 3.4.5, dass man zu jedem Punkt
p ∈ ∂P stets einen weiteren, von p verschiedenen Punkt x ∈ ∂ conv(P)
findet, so dass auch die zwischen p und x liegende Strecke, also das ”Linien-
segment“ [p, x], im Rand von conv(P) enthalten ist. Mit diesem Ergebnis ist
nun die in Hypothese 2.2.17 aufgestellte Behauptung vollsta¨ndig bewiesen
und la¨sst sich damit als Satz formulieren.
Satz 3.4.6 Ist P ⊂ Rn eine diskrete Punktmenge, so existiert zu jedem
x ∈ ∂ conv(P) eine Stu¨tzhyperebene Hypx in x an conv(P) mit {x} (
Hypx ∩∂ conv(P). 
Abgeschlossenheit des Richtungskegels
Man wende sich nun wieder der Betrachtung des Richtungskegels C(p) eines
Punktes p ∈ ∂P zu. Fu¨r den Abschluss C(p) des Richtungskegels weiß man
bereits, dass er sich als Schnitt von Halbra¨umen darstellen la¨sst, und man
hat ein notwendiges Kriterium fu¨r die dabei beno¨tigten richtungsrelevanten
Halbra¨ume gefunden. Daher kann man nun die Frage angehen, wann diese
Form der Darstellung und das Wissen u¨ber die dabei benutzten Halbra¨ume
auch eine Aussage u¨ber den Richtungskegel C(p) liefert. Anders ausgedru¨ckt
stellt sich die Frage, wann der Richtungskegel abgeschlossen ist, also C(p) =
C(p) gilt.
Es ist klar, dass alle Richtungskegel C(p) = cone(P − p) von Punkten
p ∈ ∂P abgeschlossen sind, wenn auch die konvexe Hu¨lle conv(P) abge-
schlossen ist. Denn fu¨r abgeschlossene konvexe Mengen gilt nach Satz 1.2.5,
dass sie sich als Schnitt u¨ber alle zu den Stu¨tzhyperebenen zugeho¨rigen ab-
geschlossenen Halbra¨ume schreiben lassen. Da sich auch C(p) als Translation
des Schnittes u¨ber die abgeschlossenen Halbra¨ume, deren begrenzende Hy-
perebenen Stu¨tzhyperebenen an conv(P) in p sind, darstellen la¨sst, erha¨lt
man in diesem Fall, dass ∂(C(p) + p) ∩ ∂ conv(P) ⊂ conv(P) gilt, woraus
die Abgeschlossenheit von C(p) folgt.
Die Umkehrung, dass aus der Abgeschlossenheit aller Richtungskegel von
Randpunkten auch die Abgeschlossenheit der konvexen Hu¨lle folgen wu¨rde,
gilt jedoch nicht, wie man leicht an Beispiel 3.2.14 sieht. Dort ist die konvexe
Hu¨lle nicht abgeschlossen, obwohl alle Richtungskegel aller Punkte p ∈ ∂P
abgeschlossen sind.
114 VORONOIZELLEN DISKRETER PUNKTMENGEN
Benutzt man erneut Satz 3.4.3, so la¨sst sich eine weitere Aussage u¨ber die
Abgeschlossenheit des Richtungskegels eines Punktes p ∈ ∂P in Abha¨ngig-
keit der fu¨r p richtungsrelevanten Hyperebenen machen.
Folgerung 3.4.7 Gilt fu¨r einen Punkt p ∈ ∂P einer diskreten Punktmenge
P ⊂ Rn, dass es eine fu¨r p richtungsrelevante Hyperebene Hypp,j , j ∈ Rr(p),
mit Hypp,j ∩ conv(P) = {p} gibt, so ist der Richtungskegel C(p) nicht ab-
geschlossen. Man erha¨lt ebenfalls, dass in diesem Fall auch conv(P) nicht
abgeschlossen ist.
Beweis: Da Hypp,j fu¨r p richtungsrelevant ist, folgt nach Satz 3.4.3
Hypp,j ∩∂ conv(P) ) {p}. Wegen Hypp,j ∩ conv(P) = {p} ist aber der Schnitt
Hypp,j ∩∂ conv(P) nicht in conv(P) enthalten. Damit folgt, dass C(p) und
conv(P) nicht abgeschlossen sind. 
Dazu a¨quivalent ist die Aussage, dass aus der Abgeschlossenheit des
Richtungskegels C(p) eines Punktes p ∈ ∂P fu¨r alle fu¨r p richtungsrelevanten
Hyperebenen Hypp,j die Bedingung {p} ( Hypp,j ∩ conv(P) folgt. In dem
Fall, dass die konvexe Hu¨lle conv(P) abgeschlossen ist, folgt damit, da in
diesem Fall auch die Richtungskegel aller Punkte p ∈ ∂P abgeschlossen sind,
dass dann alle richtungsrelevanten Hyperebenen aller Punkte p ∈ ∂P diese
Bedingung erfu¨llen.
Die Umkehrung der Aussage aus Folgerung 3.4.7 gilt im Allgemeinen
nicht. So kann es sein, dass zwar fu¨r alle richtungsrelevanten Hyperebenen
Hypp,j eines Punktes p ∈ ∂P die Bedingung {p} ( Hypp,j ∩ conv(P) gilt, es
aber trotzdem eine Hyperebene Hypp,i mit Hypp,i ∩C(p) 6⊂ cone(P − p) =
C(p) gibt. Die Abgeschlossenheit des Richtungskegels C(p) wird daher nicht
impliziert.
Abbildung 3.19: C(p) nicht abgeschlossen
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Beispiel 3.4.8 Man betrachte die diskrete Punktmenge P = {(0, y, 1|y|) ∈
R3 | y ∈ Z, y 6= 0} ∪ {(0, 0, 0), (1, 0, 1), (−1, 0, 1)} ⊂ R3, siehe Abbildung
3.19. Wa¨hlt man nun den Punkt p0 := (0, 0, 0) aus, so erha¨lt man als
Abschluss des Richtungskegels von p0 die Menge C(p0) = H−p0,1 ∩ H−p0,2
mit H−p0,1 := {x ∈ R3 | 〈x, (1, 0,−1)〉 ≤ 0} und H−p0,2 := {x ∈ R3 |〈x, (−1, 0,−1)〉 ≤ 0}. Damit gibt es zwei fu¨r p0 richtungsrelevante Hyper-
ebenen, die mit (1, 0, 1) ∈ Hypp0,1 und (−1, 0, 1) ∈ Hypp0,2 beide weitere
Punkte aus conv(P) und sogar aus P enthalten. Da aber fu¨r die y-Achse
Hypp0,1 ∩Hypp0,2 6⊂ C(p0) gilt, ist der Richtungskegel nicht abgeschlossen.
Endlich erzeugte Richtungskegel
Nachdem man nun einige erste Eigenschaften von Richtungskegeln kennen-
gelernt hat, wende man sich dem Zusammenhang zwischen dem Richtungs-
kegel C(p) und der Voronoizelle V (p) eines Punktes p ∈ ∂P zu. Aufgrund der
Definitionen 3.0.1 und 3.4.1 ist klar, dass die C(p) bestimmenden Richtungen
gerade orthogonal zu den Hyperebenen der V (p) definierenden Halbra¨ume
sind. C(p) und V (p) sind in diesem Sinne dual zueinander. Da man sowohl
fu¨r V (p) als auch fu¨r C(p) relevante Punkte bzw. Hyperebenen definiert hat,
stellt sich die Frage, ob sich diese relevanten Objekte mit Hilfe der Dualita¨t
ineinander u¨berfu¨hren lassen. Das ist leider nicht so ohne Weiteres der Fall.
So ko¨nnen einerseits in einer richtungsrelevanten Hyperebene mehrere voro-
noirelevante Punkte liegen, andererseits mu¨ssen nicht alle Punkte, die in
einer richtungsrelevanten Hyperebene liegen, voronoirelevant sein, vgl. dazu
die Punkte {(z, 0) | z ∈ Z} in Beispiel 3.2.14. Es entha¨lt auch nicht not-
wendig jede richtungsrelevante Hyperebene einen voronoirelevanten Punkt.
Genauso muss nicht zu jedem voronoirelevanten Punkt eine richtungsrele-
vante Hyperebene existieren, vgl. hierzu den Punkt a in Beispiel 3.2.1.
Jedoch la¨sst sich zeigen, dass der Richtungskegel C(p) endlich erzeugt
ist, wenn dieses auch fu¨r die Voronoizelle V (p) gilt.
Satz 3.4.9 Es sei P ⊂ Rn eine diskrete Punktmenge und p ∈ ∂P ein Rand-
punkt von P. Ist die Voronoizelle V (p) von p ein Polyeder, so ist der Rich-
tungskegel C(p) endlich erzeugt.
Beweis: Der Beweis basiert auf folgender Idee: Ist V (p) eine polyedrische
Voronoizelle eines Randpunktes p ∈ ∂P, so ist der Polarkegel des charakte-
ristischen Kegels der Voronoizelle gleich dem Richtungskegel C(p) von p. Da
V (p) als Polyeder endlich erzeugt ist, ist dann auch C(p) endlich erzeugt.
Ist V (p) ein Polyeder, so gibt es Punkte p1, . . . , pk ∈ P, die fu¨r p voro-
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Indiziert man die Punktmenge P mittels einer Indexmenge I ⊂ N0, wobei
0, 1, . . . , k ∈ I gelte, p = p0 sei und p1, . . . , pk ∈ P weiterhin die fu¨r p = p0











fu¨r alle m ≥ k, m ∈ I. Insbesondere folgt damit
⋂
q∈P\{p}







Nutzt man die Notation aus Definition 3.0.1, so gilt
H−p (pi) = H−(pi − p) + p = H−(pi − p, 12‖pi − p‖2) + p
= {x ∈ Rn | 〈x, pi − p〉 ≤ 12‖pi − p‖2}+ p,




H−(pi − p, 12‖pi − p‖
2) + p.
Auf dieses Ergebnis wende man nun Satz 1.1.20 an. Damit erha¨lt man fu¨r
alle m ≥ k, m ∈ I fu¨r den charakteristischen Kegel der Voronoizelle
Cc(V (p)) = Cc(V (p)− p) =
m⋂
i=1










H−(pi − p, 0) =
⋂
q∈P\{p}
H−(q − p, 0).
Satz 1.4.9 besagt, dass der Polarkegel K? eines beliebigen konvexen Kegels
K gleich dem Normalenkegel von K ist, also von den Normalenvektoren der
Stu¨tzhyperebenen an K in 0 erzeugt wird. Wendet man diesen Satz auf den









H−(q − p, 0)
)?
= cone(p1 − p, . . . , pk − p) = cone(P − p) = C(p).
Damit ist der Richtungskegel C(p) endlich erzeugt. 
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Man weiß also nun, dass der Richtungskegel C(p) eines Randpunktes
p ∈ ∂P endlich erzeugt ist, wenn die Voronoizelle V (p) ein Polyeder ist. Da
ein endlich erzeugter Kegel insbesondere abgeschlossen ist, folgt direkt aus
Satz 3.4.9 folgende Aussage.
Folgerung 3.4.10 Sei P ⊂ Rn eine diskrete Punktmenge, p ∈ ∂P ein
Randpunkt von P. Ist der Richtungskegel C(p) nicht abgeschlossen, so ist
die Voronoizelle V (p) kein Polyeder. 
Also folgt aus der Nicht-Abgeschlossenheit des Richtungskegels C(p) ei-
nes Randpunktes p ∈ ∂P zum einen, dass conv(P) nicht abgeschlossen ist,
und zum anderen, dass V (p) kein Polyeder ist. Man beachte jedoch, dass die-
ses noch keine Aussage u¨ber einen Zusammenhang zwischen der Abgeschlos-
senheit der konvexen Hu¨lle und der Polyedereigenschaft der Voronoizelle im-
pliziert. Was man jedoch als Folgerung aus diesem Ergebnis bekommt, ist
die Aussage, dass die Voronoizelle V (p) kein Polyeder sein kann, wenn es im
Rand der konvexen Hu¨lle einen Strahl gibt, der mit der konvexen Hu¨lle nur
den Punkt p gemeinsam hat.
Folgerung 3.4.11 Es sei p ∈ ∂P Randpunkt einer diskreten Punktmenge
P ⊂ Rn. Existiert ein Strahl S ⊂ ∂ conv(P) mit S ∩ conv(P) = {p}, so ist
V (p) kein Polyeder.
Beweis: Da sich conv(P) darstellen la¨sst als Schnitt u¨ber alle zu Stu¨tz-
hyperebenen an conv(P) zugeho¨rigen Halbra¨ume und C(p) + p der Schnitt
aller Halbra¨ume zu Stu¨tzhyperebenen in p ist, gilt offensichtlich conv(P) ⊂
C(p) + p. Daher folgt aus S ⊂ ∂ conv(P) mit S ∩ conv(P) = {p} auch
S ⊂ ∂C(p) + p. Da nach Voraussetzung S 6⊂ conv(P) gilt, folgt auch
S 6⊂ C(p) + p. Damit ist C(p) nicht abgeschlossen, also V (p) nach Fol-
gerung 3.4.10 kein Polyeder. 
Mit dieser Erkenntnis betrachte man noch einmal den Zylinder aus Bei-
spiel 2.3.9. Fu¨r die dort definierte Punktemenge P gilt, dass in jedem Punkt
p ∈ P ein Strahl S ⊂ ∂ conv(P) existiert, der mit conv(P) nur den Punkt
p gemeinsam hat. Daher ist in diesem Beispiel keine der Voronoizellen ein
Polyeder.
Des weiteren erha¨lt man nun auch die zu Beginn des Kapitels formulier-
te Behauptung, dass die Voronoizelle eines isolierten Randpunktes nie ein
Polyeder ist, als einfache Folgerung.
Folgerung 3.4.12 Ist p ∈ ∂P ein isolierter Randpunkt einer diskreten
Menge P ⊂ Rn, so ist p kritisch.
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Beweis:Da p isoliert ist, gilt fu¨r alle Stu¨tzhyperebenen Hypp,i an conv(P)
in p, dass Hypp,i ∩∂ conv(P) nicht zu conv(P) geho¨rt. Damit ist der Rich-
tungskegel C(p) von p, dessen Abschluss sich als Schnitt u¨ber die zu den
Stu¨tzhyperebenen in p zugeho¨rigen Halbra¨ume darstellen la¨sst, nicht ab-
geschlossen. Folgerung 3.4.10 liefert nun, dass die Voronoizelle V (p) kein
Polyeder ist. Nach Definition 3.2.2 ist damit p ein kritischer Punkt. 
Neben isolierten Randpunkten fallen in einer diskreten Punktmenge noch
die Punkte auf, die zwar Extrempunkte der konvexen Hu¨lle, nicht aber Ex-
trempunkte des Abschlusses der konvexe Hu¨lle sind. A¨hnlich wie bei isolier-
ten Randpunkten folgt auch fu¨r solche Punkte, dass sie kritisch sind.
Folgerung 3.4.13 Es sei P ⊂ Rn eine diskrete Punktmenge und p ∈ ∂P
ein Randpunkt von P. Ist p ein Extrempunkt der konvexen Hu¨lle conv(P),
aber kein Extrempunkt des Abschlusses conv(P), so ist die Voronoizelle V (p)
kein Polyeder.
Beweis: Da p kein Extrempunkt von conv(P) ist, findet man Punkte
x, y ∈ conv(P) und 0 < λ < 1 mit p = λx + (1 − λ)y. Nach Lemma 2.1.12
muss dann x, y ∈ ∂ conv(P) gelten. Damit gibt es eine Stu¨tzhyperebene
Hypp an conv(P), fu¨r die p, x, y ∈ Hypp gilt. Da aber p ein Extrempunkt
von conv(P) ist, folgt Hypp ∩ conv(P) = {p}. Also ist der Richtungskegel
C(p) von p nicht abgeschlossen und damit V (p) nach Folgerung 3.4.10 kein
Polyeder. 
Man u¨berlegt sich jedoch leicht, dass die Umkehrung der Aussage nicht
gelten kann. So kann es sein, dass es in conv(P) keine Extrempunkte gibt,
aber trotzdem ein Punkt p existiert, dessen Voronoizelle kein Polyeder ist.
Um sich diese Situation zu veranschaulichen, betrachte man folgendes Bei-
spiel.
Beispiel 3.4.14 Es sei P die Menge P = {(0, y, 0) ∈ R3 | y ∈ Z} ∪
{(x, 0, 1) ∈ R3 | x ∈ Z} ⊂ R3 und a := (0, 0, 0) ∈ P, siehe Abbildung 3.20.
Dann ist a kein Extrempunkt von conv(P), da a = 12((0, 1, 0) + (0,−1, 0))
und (0, 1, 0), (0,−1, 0) ∈ P gilt. Da aber, analog zu Beispiel 3.2.1, alle Punk-
te aus {(x, 0, 1) ∈ R3 | x ∈ Z} fu¨r a voronoirelevant sind, ist die Voronoizelle
V (a) kein Polyeder.
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Abbildung 3.20: P = {(0, y, 0) ∈ R3 | y ∈ Z} ∪ {(x, 0, 1) ∈ R3 | x ∈ Z}
Lokal endlich erzeugte Punktmengen
Man zeige nun die Umkehrung der Aussage von Satz 3.4.9.
Satz 3.4.15 Es sei P ⊂ Rn eine diskrete Punktmenge und p ∈ ∂P ein
Randpunkt von P. Ist der Richtungskegel C(p) von p endlich erzeugt, so ist
die Voronoizelle V (p) ein Polyeder.
Beweis: Zuna¨chst sei die Beweisidee kurz skizziert: Man betrachte eine
endliche Menge von Punkten aus P, die C(p) erzeugen, und bilde den Schnitt
H u¨ber die zu diesen Punkten zugeho¨rigen Halbra¨ume aus der Voronoizel-
lendarstellung, siehe Abbildung 3.21. Dann gilt, dass der charakteristische
Kegel von H gleich dem Polarkegel von C(p) ist. Dieses impliziert, dass die
Menge H ∩ (C(p) + p) abgeschlossen und beschra¨nkt ist. Also gibt es einen
maximalen Abstand s′ von p zum Rand von H ∩ (C(p) + p). Man setzt
nun s als das Maximum von s′ und dem maximalen Abstand von p zu den
Extrempunkten von H. Es la¨sst sich zeigen, dass dann alle fu¨r p voronoirele-
vanten Punkte in der Kugel B(p, 2s) enthalten sind; dieses wird durch einen
Widerspruch gezeigt. Die Diskretheit von P liefert dann die Behauptung.
Ist C(p) endlich erzeugt, so existieren Punkte p1, . . . , pk ∈ P mit C(p) =
cone(P − p) = cone(p1 − p, . . . , pk − p) und C(p) ist offensichtlich abge-
schlossen. Da p ein Randpunkt von P ist, gilt C(p) 6= Rn. Man setze H :=
k⋂
i=1
H−p (pi). Dann gilt V (p) ⊂ H und Cc(H) =
k⋂
i=1
H−(pi − p, 0) = C(p)?.
Wegen C(p) 6= Rn ist auch C(p)? = Cc(H) 6= {0} erfu¨llt. H ist damit
nicht beschra¨nkt. Da ein voronoirelevanter Punkt notwendig in C(p) + p
enthalten sein und dessen zugeho¨rige Hyperebene einen nicht leeren Schnitt
mit dem Inneren der Menge H haben muss, betrachte man nun die Menge
H ∩ (C(p) + p). Es gilt, dass H ∩ (C(p) + p) beschra¨nkt ist. Dieses sieht





Abbildung 3.21: Konstruktion aus Beweis zu Satz 3.4.15
man wie folgt: Es sei S(x0, v) ein Strahl in H ∩ (C(p) + p). Nach Defini-
tion 1.1.19 des charakteristischen Kegels gilt dann S(0, v) ⊂ Cc(H) und
S(0, v) ⊂ Cc(C(p)+p) = C(p). Also folgt v ∈ Cc(H)∩C(p) = C(p)?∩C(p).
Es ist aber C(p) ∩ C(p)? = {0} und damit v = 0. Das heißt es existiert
kein Strahl in Cc(H) ∩C(p) und damit auch keiner in H ∩ (C(p) + p). Satz
1.1.16 liefert nun die Beschra¨nktheit von H ∩ (C(p)+ p). Da H ∩ (C(p)+ p)
als Schnitt zweier abgeschlossener Mengen ebenfalls abgeschlossen ist, ist
H ∩ (C(p) + p) sogar kompakt. Daher existiert ein maximaler Abstand
s′ := max{‖x − p‖ | x ∈ ∂(H ∩ (C(p) + p))} < ∞ von p zum Rand von
H ∩ (C(p)+p). Als Schnitt u¨ber endlich viele Halbra¨ume ist H ein Polyeder
und besitzt daher nur endlich viele Extrempunkte. Somit existiert auch ein
maximaler Abstand s′′ := max{‖x − p‖ | x ∈ Ext(H)} < ∞ von p zu allen
Extrempunkten von H. Man setze nun s := max{s′, s′′}. Dann gilt, dass alle
fu¨r p voronoirelevanten Punkte in B(p, 2s) liegen: Es ist klar, dass fu¨r einen
voronoirelevanten Punkt q ∈ P ⊂ C(p) + p, q 6∈ {p1, . . . , pk}, der Schnitt
Hypp(q)∩H◦ nicht leer ist und damit H ∩H−p (q) ( H gilt. Angenommen q
ist voronoirelevant, erfu¨llt also H∩H−p (q) ( H, und es gilt q 6∈ B(p, 2s), das
heißt q hat zu p einen Abstand d(q, p) > 2s. Dann folgt, dass der Abstand
d(p + 12(q − p), p) > s ist, also p + 12(q − p) 6∈ B(p, s) gilt. Da nach Kon-
struktion H∩(C(p)+p) ⊂ B(p, s) gilt und Hypp(q) die eindeutig bestimmte
Stu¨tzhyperebene (Tangente) an B(p, 12‖q − p‖) im Punkt p + 12(q − p) ist,
folgt Hypp(q) ∩ B(p, s) = ∅ also auch Hypp(q) ∩ (H ∩ (C(p) + p)) = ∅. Da
Ext(H) ⊂ (B(p, s)∩H) ⊂ (H ∩H−p (q)) gilt, folgt mit d(p+ 12(q− p), p) > s
zusa¨tzlich Ext(H) ⊂ Ext(H ∩ H−p (q)). Man betrachte zuna¨chst den Fall,
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dass H keine Gerade entha¨lt. Dann ist der Darstellungssatz 1.2.18 von Klee
anwendbar, und es folgt aus H ∩H−p (q) ( H
conv(Ext(H) ∪ RExt(H ∩H−p (q)))
⊂ conv(Ext(H ∩H−p (q)) ∪ RExt(H ∩H−p (q))) = H ∩H−p (q)
( H = conv(Ext(H) ∪ RExt(H)).
Daher gibt es einen Strahl S(y0, w) ∈ RExt(H) mit S(y0, w) 6∈ RExt(H ∩
H−p (q)). Also folgt w ∈ Cc(H) und w 6∈ Cc(H ∩ H−p (q)), das heißt es gilt
Cc(H ∩H−p (q)) ( Cc(H). In dem Fall, dass in H eine Gerade enthalten ist,
genu¨gt es H ∩ aff(C(p)+ p) zu betrachten, da Punkte y ∈ Rn \ aff(C(p)+ p)
offensichtlich nicht voronoirelevant sein ko¨nnen. Da aber gezeigt wurde,
dass H ∩ (C(p) + p) beschra¨nkt ist, kann H ∩ aff(C(p) + p) keine Gera-
de enthalten, so dass der Darstellungssatz von Klee stets anwendbar ist. Mit
den Sa¨tzen 1.1.20, 1.4.6 und 1.4.9 folgt nun Cc(H)? ( Cc(H ∩ H−p (q))?.
Da Cc(H)? = C(p) = cone(p1 − p, . . . , pk − p) und Cc(H ∩ H−p (q))? =
cone(p1− p, . . . , pk − p, q− p) gilt, folgt q 6∈ C(p) + p und damit q 6∈ P. Die-
ses ist ein Widerspruch. Damit hat man gezeigt, dass alle voronoirelevanten
Punkte in B(p, 2s) enthalten sind. Da P diskret ist, gilt |B(p, 2s)∩P| <∞.
Somit gibt es zu p nur endlich viele voronoirelevante Punkte und es folgt,
dass V (p) ein Polyeder ist. 
Man beachte, dass in dem obigen Beweis die Abscha¨tzung fu¨r die Men-
ge der voronoirelevanten Punkte u¨ber die Kugel B(p, 2s) in der Regel viel
zu grob sein wird. A¨hnlich wie im zweidimensionalen Fall sollte auch hier
eine Abscha¨tzung mittels der Kugel B(p, 2s′) mo¨glich sein. Doch auch die-
se Abscha¨tzung wird im Allgemeinen noch zu grob sein. Man kann nicht
erwarten, dass ein Punkt q ∈ P, der in dieser Kugel liegt, fu¨r p voronoire-
levant wa¨re. Um jedoch zu zeigen, dass die Voronoizelle V (p) ein Polyeder
ist, genu¨gt es, dass nur endlich viele Punkte voronoirelevant sein ko¨nnen.
Insgesamt hat man nun gesehen, dass die Voronoizelle eines Randpunktes
genau dann ein Polyeder ist, wenn der Richtungskegel des Punktes endlich
erzeugt ist. Erweitert man die Definition 3.4.1 des Richtungskegels auf inne-
re Punkte p ∈ P◦, so la¨sst sich diese Aussage mit dem Satz 3.2.8, der besagt,
dass die Voronoizelle V (p) eines Punktes p ∈ P genau dann ein Polytop ist,
wenn p ∈ P◦ ein innerer Punkt ist, in Verbindung bringen. Dazu u¨berlege
man sich kurz, dass C(p) = Rn genau dann gilt, wenn p ∈ P◦ ein inne-
rer Punkt ist: Es sei zuna¨chst p ∈ P◦ ein innerer Punkt. Dann gilt wegen
conv(P) ⊂ C(p)+p auch p ∈ (C(p)+p)◦. Da p nach Definition des Richtungs-
kegels eine Kegelspitze von C(p) + p ist, folgt somit C(p) + p = Rn = C(p).
Gilt andererseits C(p) = Rn, so la¨sst sich jeder Punkt des Rn als positi-
ve Linearkombination von Punkten aus P − p darstellen. Daher existieren
Punkte p1, . . . , pk ∈ P, k ≤ 2n, so dass p ∈ conv(p1, . . . , pk)◦ ⊂ conv(P)◦
gilt. Also ist p ∈ P◦ ein innerer Punkt.
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Mittels dieser erweiterten Definition des Richtungskegels, die einem in-
neren Punkt p ∈ P◦ den Richtungskegel C(p) = Rn zuordnet, la¨sst sich die
oben bewiesene A¨quivalenz, dass die Voronoizelle eines Punktes genau dann
ein Polyeder ist, wenn der Richtungskegel des Punktes endlich erzeugt ist,
auf alle Punkte einer diskreten Punktmenge P anwenden. Der Richtungs-
kegel C(p) = Rn eines inneren Punktes p ∈ P◦ ist sicherlich immer endlich
erzeugt. Damit erha¨lt man die Aussage, dass die Voronoizelle eines inneren
Punktes ein Polytop ist, die in Satz 3.2.8 gezeigt wurde, auch als Spezialfall
von Satz 3.4.15. Denn ist p ∈ P◦, so ist die Menge H ∩ (C(p) + p) = H im
Beweis von Satz 3.4.15 ein Polytop und es folgt sofort, dass ein Punkt q ∈ P
mit d(p, q) > 2s nicht voronoirelevant sein kann. Also gibt es nur endlich vie-
le fu¨r p voronoirelevante Punkte, und V (p) ist als Teilmenge des Polytops
H beschra¨nkt, also insgesamt ein Polytop. Ein Vergleich mit dem Beweis
von Satz 3.2.8 zeigt, dass dort mit a¨hnlichen Mitteln ein analoger Beweis
gefu¨hrt wurde. In beiden Beweisen sind der U¨bergang zu einer dualen Men-
ge sowie die Abscha¨tzung mittels einer Kugel die wesentlichen Bestandteile.
Genauso la¨sst sich die ebenfalls in Satz 3.2.8 gezeigte Umkehrung, dass p
ein innerer Punkt ist, wenn die Voronoizelle V (p) ein Polytop ist, als Spe-
zialfall des Beweises von Satz 3.4.9 auffassen. Ist V (p) ein Polytop, so folgt
Cc(V (p)) = {0} und damit Cc(V (p))? = Rn = C(p). Also ist p ein innerer
Punkt. Auch hier ist in beiden Beweisen der U¨bergang zur dualen Menge
der wesentliche Beweisschritt.
Um das Ziel dieser Arbeit, die gewu¨nschte Charakterisierung, wann al-
le Voronoizellen einer diskreten Punktmenge Polyeder sind, in einem Satz
formulieren zu ko¨nnen, sei fu¨r die Punktmengen, deren sa¨mtliche Richtungs-
kegel endlich erzeugt sind, eine eigene Bezeichnung eingefu¨hrt.
Definition 3.4.16 Es sei P ⊂ Rn eine diskrete Punktmenge. Gilt fu¨r alle
Punkte p ∈ P, dass der zugeho¨rige Richtungskegel C(p) endlich erzeugt ist,
so wird die Menge P lokal endlich erzeugt genannt.
Mit dieser Bezeichnung la¨sst sich nun das in den Sa¨tzen 3.4.9 und 3.4.15
erzielte Ergebnis als Theorem zusammenfassen.
Satz 3.4.17 (2. Hauptsatz) Ist P ⊂ Rn eine diskrete Punktmenge, so
sind genau dann alle Voronoizellen V (p) fu¨r p ∈ P Polyeder, wenn P lokal
endlich erzeugt ist. 
Eine einfache Folgerung des zweiten Hauptsatzes 3.4.17 ist, dass alle
Voronoizellen einer endlichen Punktmenge Polyeder sind. Denn in diesem
Fall sind offensichtlich alle Richtungskegel endlich erzeugt und man erha¨lt
sofort die Behauptung.
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Damit hat man nun insgesamt die diskreten Punktmengen, deren sa¨mtli-
che Voronoizellen Polyeder sind, und insbesondere auch die, deren Voronoi-
diagramm nur aus Polytopen besteht, charakterisiert und die in der Vergan-
genheit betrachteten Fa¨lle von endlichen Punktmengen, Gittern und (r,R)-
Systemen als Spezialfa¨lle der allgemeinen Theorie erhalten.
Kapitel 4
Ausblick
Abschließend soll noch einmal das bisher Erreichte zusammengefasst und
weiterfu¨hrende Fragestellungen aufgezeigt werden.
Nachdem in Abschnitt 2.1 mehrere kleine, aber praktische Sa¨tze u¨ber
konvexe Mengen, die Darstellbarkeit eines Punktes als Konvexkombination
und den minimalen Abstand zwischen den Ra¨ndern zweier sich enthaltender
konvexer Mengen gezeigt worden sind, wurde in Abschnitt 2.2 speziell auf
die Randstruktur einer konvexen Menge eingegangen. Dabei standen nicht
abgeschlossene, unbeschra¨nkte konvexe Mengen im Mittelpunkt. Insbeson-
dere wurde der Zusammenhang zwischen der Menge der Extrempunkte einer
konvexen Menge und der Menge der Extrempunkte ihres Abschlusses be-
trachtet und gezeigt, dass die Extrempunkte des Abschlusses der konvexen
Hu¨lle einer diskreten Punktmenge bereits in der diskreten Punktmenge ent-
halten sein mu¨ssen. Weiterhin wurden die Zusammenhangskomponenten des
nicht in der konvexen Menge enthaltenen Teils des Randes na¨her untersucht
und ihre Gestalt umfassend beschrieben. Es wurde gezeigt, dass zu jedem
Randpunkt der konvexen Hu¨lle einer diskreten Punktmenge stets ein diesen
Punkt enthaltendes Liniensegment positiver La¨nge im Rand der konvexen
Hu¨lle existiert. Jedoch ist die konvexe Hu¨lle einer diskreten Punktmenge in
beliebiger Dimension in der Regel nicht lokal polyedrisch.
Da sich die Dimension 2 in vielen Beispielen als Spezialfall darstellte,
wurde auf die Betrachtung dieses Falles in Abschnitt 2.3 besonders einge-
gangen. Dabei zeigte sich, dass der Rand der konvexen Hu¨lle einer diskreten
Punktmenge in R2 stets stu¨ckweise linear ist, und sich jede uniform diskrete
Punktmenge so zu einer neuen diskreten Punktmenge erweitern la¨sst, dass
die konvexe Hu¨lle der erweiterten Punktmenge die gleiche Gestalt hat wie der
Abschluss der konvexen Hu¨lle der Ausgangsmenge, aber zusa¨tzlich bereits
selbst abgeschlossen ist. Beim Beweis dieser Aussage wurden wesentliche Ei-
genschaften der Dimension 2 benutzt. Es bleibt daher noch zu untersuchen,
ob sich eine vergleichbare Aussage auch in ho¨heren Dimensionen zeigen la¨sst.
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Frage 4.1 Existiert zu jeder (uniform) diskreten Punktmenge P ⊂ Rn stets
eine Erweiterung P ′ ⊂ Rn, die ebenfalls (uniform) diskret ist und conv(P ′) =
conv(P) erfu¨llt?
Unter Benutzung der oben genannten Ergebnisse des ersten Teils der
Arbeit wurde dann im zweiten Teil na¨her auf die Voronoizellen diskreter
Punktmengen eingegangen. Dabei wurde in Abschnitt 3.1 ein kurzer U¨ber-
blick u¨ber die bereits bekannten Aussagen, die sich auf endliche Punktmen-
gen, Gitter oder allgemeiner (r,R)-Systeme beziehen, gegeben. Dabei fiel
auf, dass in allen diesen Fa¨llen die Voronoizellen stets Polyeder oder sogar
Polytope sind. In Abschnitt 3.2 wurde dann zuna¨chst gezeigt, dass dieses
fu¨r beliebige diskrete Punktmengen in der Regel nicht gilt. Des weiteren
wurden verschiedene Ansa¨tze, welche Bedingung eine diskrete Punktmen-
ge erfu¨llen muss, damit alle Voronoizellen Polyeder sind, untersucht, und
speziell der Zusammenhang der Polyedrizita¨t der Voronoizellen mit der Ab-
geschlossenheit der konvexen Hu¨lle der Punktmenge na¨her betrachtet. Es
wurde gezeigt, dass die Abgeschlossenheit der konvexen Hu¨lle nicht zu ei-
ner A¨quivalenzaussage fu¨hren kann, da es diskrete Punktmengen gibt, deren
konvexe Hu¨llen nicht abgeschlossen aber deren sa¨mtliche Voronoizellen Po-
lyeder sind. Dafu¨r wurde im ersten Hauptsatz gezeigt, dass die Voronoizelle
eines inneren Punktes der diskreten Punktmenge immer ein Polytop ist, was
mit der bereits bekannten Theorie in Einklang steht und die in der Vergan-
genheit betrachteten Fa¨lle als Spezialfa¨lle entha¨lt.
Um einen Hinweis u¨ber die Gu¨ltigkeit der anderen Richtung der in 3.2.7
vermuteten A¨quivalenz, dass aus der Abgeschlossenheit der konvexen Hu¨lle
der diskreten Punktmenge folgt, dass alle Voronoizellen Polyeder sind, zu
bekommen, hat man in Abschnitt 3.3 zuna¨chst wieder den zweidimensio-
nalen Fall betrachtet. In diesem Fall ließ sich die Gestalt der Voronoizelle
eines Punktes in Abha¨ngigkeit der diesen Punkt umgebenden Punkte genau
beschreiben. Zusa¨tzlich konnte gezeigt werden, dass die Abgeschlossenheit
der konvexen Hu¨lle einer ebenen diskreten Punktmenge in der Tat die Po-
lyedrizita¨t aller Voronoizellen impliziert. Jedoch wurden auch hier wieder
wesentliche Eigenschaften der Dimension 2 benutzt, so dass sich der dort
angegebene Beweis nicht ohne weiteres auf eine ho¨here Dimension u¨bertra-
gen la¨sst. Ob eine vergleichbare Aussage auch in allgemeiner Dimension gilt,
ist weiterhin offen.
Frage 4.2 Gilt fu¨r eine diskrete Punktmenge P ⊂ Rn, deren konvexe Hu¨lle
abgeschlossen ist, stets, dass alle Voronoizellen der Punktmenge Polyeder
sind?
In Abschnitt 3.4 wurde der urspru¨ngliche Ansatz, eine Charakterisierung
mittels der Abgeschlossenheit der konvexen Hu¨lle der Punktmenge zu finden,
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im Sinne einer lokalen Betrachtungsweise variiert. Dazu wurde der Begriff
des Richtungskegels eines Randpunktes eingefu¨hrt und na¨her untersucht. Es
konnte gezeigt werden, dass die Voronoizelle eines Randpunktes genau dann
ein Polyeder ist, wenn der Richtungskegel des Punktes endlich erzeugt ist.
Damit hat man als ein Hauptergebnis dieser Arbeit die gesuchte A¨quivalenz
gefunden: Die Voronoizellen einer diskreten Punktmenge sind genau dann
alle Polyeder, wenn die Punktmenge lokal endlich erzeugt ist. Auch hier
hat man wieder gesehen, dass sich dieses Ergebnis in die bereits bestehen-
de Theorie einbetten la¨sst. Es ist allerdings noch offen, ob nicht auch die
Abgeschlossenheit des Richtungskegels bereits ausreicht, damit die Voronoi-
zelle des Punktes ein Polyeder ist. Wu¨rde dieses gelten, so erhielte man als
direkte Folgerung, dass ein Richtungskegel genau dann abgeschlossen wa¨re,
wenn er endlich erzeugt wa¨re. Es wu¨rde ebenfalls folgen, dass dann auch die
Abgeschlossenheit der konvexen Hu¨lle bereits implizieren wu¨rde, dass alle
Voronoizellen Polyeder sind.
Frage 4.3 Gilt fu¨r den Richtungskegel C(p) eines Punktes p ∈ ∂P ⊂ Rn
stets, dass C(p) genau dann abgeschlossen ist, wenn C(p) endlich erzeugt
ist?
Weitere sich anschließende Fragestellungen sind die folgenden: Liefert
die Umformulierung der Problematik der Voronoizellen auf die duale Delone
Pflasterung weitere Einblicke? Es ist klar, dass diese Sichtweise auf a¨quiva-
lente Problemstellungen fu¨hren wird. Ein Ansatzpunkt wa¨re daher, auf die
noch offenen Fragen Techniken aus der Theorie der Delone Pflasterungen
anzuwenden. In der Literatur findet man oft mehrere verschiedene, nicht
notwendig a¨quivalente Diskretheitsbegriffe (vgl. [Qua94]). Daher ist noch zu
untersuchen, welche Aussagen sich bei der Verwendung eines anderen Dis-
kretheitsbegriffs zeigen lassen und welche Abschwa¨chungen mo¨glich sind.
Damit verbunden ist natu¨rlich auch die Frage, inwieweit man analoge Er-
gebnisse fu¨r Punktmengen in anderen Ra¨umen erhalten kann. Neben diesen
geometrisch-topologischen Betrachtungsweisen ist auch noch ein algebrai-
scher Ansatz denkbar. So ist noch zu untersuchen, welche Eigenschaften der
Voronoizellen sich zeigen lassen, wenn man die Punktmenge als Orbit unter
einer Gruppenoperation wa¨hlt. Außerdem ist noch zu pru¨fen, ob sich durch
die Anwendung der hier bewiesenen Aussagen in anderen Gebieten neue
Einsichten ergeben. So ist eine Anwendung dieser Ergebnisse in der Theorie
der Quasikristalle, im Bereich der Optimierung, bei der Untersuchung von
Pflasterungen und natu¨rlich auch in der Theorie der Quantizer denkbar. Alle
diese Fragestellungen bieten Mo¨glichkeiten fu¨r zuku¨nftige Forschungen.
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B(x, r) abgeschlossene Kugel um x mit Radius r, 11
B◦(x, r) offene Kugel um x mit Radius r, 11
C? Polarkegel, 32
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Hypx Hyperebene durch den Punkt x, 20
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∂M Rand der Menge M , 12
M∗ zu M polare Menge, 30
M c Komplement der Menge M , 11
minP Minimalabstand der Punktmenge P, 35
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P diskrete Punktmenge, 6, 35
P◦ Menge der inneren Punkte von P, 45
∂P Menge der Randpunkte von P, 45
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T ⊂(K) Menge der in K enthaltenen Randstu¨cke aus T (K), 53
T 6⊂(K) Menge der nicht zu K geho¨renden Randstu¨cke aus T (K), 53
U(M, ε) ε-Umgebung der Menge M , 11
V (L) Voronoizelle des Gitters L, 7, 82
V (p) Voronoizelle von p, 7, 80
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