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Abstract
There has been a recent interest in understanding the power of local algorithms for opti-
mization and inference problems on sparse graphs. Gamarnik and Sudan (2014) showed that
local algorithms are weaker than global algorithms for finding large independent sets in sparse
random regular graphs thus refuting a conjecture by Hatami, Lova´sz, and Szegedy (2012). Mon-
tanari (2015) showed that local algorithms are suboptimal for finding a community with high
connectivity in the sparse Erdo˝s-Re´nyi random graphs. For the symmetric planted partition
problem (also named community detection for the block models) on sparse graphs, a simple
observation is that local algorithms cannot have non-trivial performance.
In this work we consider the effect of side information on local algorithms for community
detection under the binary symmetric stochastic block model. In the block model with side
information each of the n vertices is labeled + or − independently and uniformly at random;
each pair of vertices is connected independently with probability a/n if both of them have the
same label or b/n otherwise. The goal is to estimate the underlying vertex labeling given 1) the
graph structure and 2) side information in the form of a vertex labeling positively correlated
with the true one. Assuming that the ratio between in and out degree a/b is Θ(1) and the
average degree (a+ b)/2 = no(1), we show that a local algorithm, namely, belief propagation run
on the local neighborhoods, maximizes the expected fraction of vertices labeled correctly in the
following three regimes:
• |a− b| < 2 and all 0 < α < 1/2
• (a− b)2 > C(a+ b) for some constant C and all 0 < α < 1/2
• For all a, b if the probability that each given vertex label is incorrect is at most α∗ for
some constant α∗ ∈ (0, 1/2).
Thus, in contrast to the case of independent sets or a single community in random graphs
and to the case of symmetric block models without side information, we show that local algo-
rithms achieve optimal performance in the above three regimes for the block model with side
information.
To complement our results, in the large degree limit a → ∞, we give a formula of the
expected fraction of vertices labeled correctly by the local belief propagation, in terms of a fixed
point of a recursion derived from the density evolution analysis with Gaussian approximations.
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1 Introduction
In this work we study the performance of local algorithms for community detection in sparse graphs
thus combining two lines of work which saw recent breakthroughs.
The optimality of the performance of local algorithm for optimization problems on large graphs
was raised by Hatami, Lova´sz, and Szegedy [24] in the context of a theory of graph limits for sparse
graphs. The conjecture, regarding the optimality for finding independent sets in random graphs was
refuted by Gamarnik and Sudan [20]. More recently, Montanari [35] showed that local algorithms
are strictly suboptimal comparing to the global exhaustive search for finding a community with
high connectivity in the sparse Erdo˝s-Re´nyi random graph.
In a different direction, following a beautiful conjecture from physics [17], new efficient algo-
rithms for the stochastic block models (i.e. planted partition) were developed and shown to detect
the blocks whenever this is information theoretically possible [39, 37, 31, 9]. It is easy to (see
e.g. [27]) that no local algorithm with access to neighborhoods of radius o(log n) can have non-
trivial performance for this problem.
Our interest in this paper is in the application of local algorithms for community detection with
side information on community structures. The motivations are two-folded: 1) from a theoretical
perspective it is interesting to ask what is the effect of side information on the existence of optimal
local algorithms 2) from the application perspective, it is important to know how to efficiently
exploit side information in addition to the graph structure for community detection. We show that
unlike the cases of independent sets on regular graphs or the case of community detection on sparse
random graphs, local algorithms do have optimal performance.
1.1 Local algorithms
Local algorithms for optimization problems on sparse graphs are algorithms that determine if each
vertex belongs to the solution or not based only on a small radius neighborhood around the node.
Such algorithms are allowed to have an access to independent random variables associated to each
node.
A simple example for a local algorithm is the following classical algorithm for finding inde-
pendent sets in graphs. Attach to each node v an independent uniform random variable Uv. Let
the independent set consist of all the vertices whose Uv value is greater than that of all of their
neighbors. See Definition 2.2 for a formal definition of a local algorithm and [30, 24, 20, 35] for
more background on local algorithms.
There are many motivations for studying local algorithms: These algorithms are efficient: for
example, for bounded degree graphs they run in linear time in the size of the graph and for graphs
with maximal degree polylog(n) they run in time n × polylog(n). Moreover, by design, these
algorithms are easy to run in a distributed fashion. Moreover, the existence of local algorithms
implies correlation decay properties that are of interest in statistical physics, graph limit thoery
and ergodic theory. Indeed the existence of a local algorithm implies that the solution in one part
of the graph is independent of the solution in a far away part, see [30, 24, 20] for a more formal
and comprehensive discussion.
A striking conjecture of Hatami, Lova´sz, and Szegedy [24] stated that local algorithms are able
to find independent sets of the maximal possible density in random regular graphs. This conjecture
was refuted by Gamarnik and Sudan [20]. The work of Gamarnik and Sudan [20] highlights the
role of long range correlation and clustering in the solution space as obstacles for the optimality of
local algorithms. Refining the methods of Gamarnik and Sudan, Rahman and Virag [42] showed
that local algorithms cannot find independent sets of size larger than half of the optimal density.
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1.2 Community detection in sparse graphs
The stochastic block model is one of the most popular models for networks with clusters. The
model has been extensively studied in statistics [25, 44, 8, 10, 47, 21], computer science (where it
is called the planted partition problem) [19, 26, 16, 32, 15, 14, 12, 4, 13] and theoretical statistical
physics [17, 48, 18]. In the simplest binary symmetric form, it assumes that n vertices are assigned
into two clusters, or equivalently labeled with + or −, independently and uniformly at random;
each pair of vertices is connected independently with probability a/n if both of them are in the
same cluster or b/n otherwise.
In the dense regime with a = Ω(log n), it is possible to exactly recover the clusters from the
observation of the graph. A sharp exact recovery threshold has been found in [1, 38] and it is further
shown that semi-definite programming can achieve the sharp threshold in [22, 5]. More recently,
exact recovery thresholds have been identified in a more general setting with a fixed number of
clusters [23, 46], and with heterogeneous cluster sizes and edge probabilities [2, 41].
Real networks are often sparse with bounded average degrees. In the sparse setting with a =
Θ(1), exact recovery of the clusters from the graph becomes hopeless as the resulting graph under
the stochastic block model will have many isolated vertices. Moreover, it is easy to see that even
vertices with constant degree cannot be labeled accurately given all the other vertices’ labels are
revealed. Thus the goal in the sparse regime is to find a labeling that has a non-trivial or maximal
correlation with the true one (up to permutation of cluster labels). It was conjectured in [17] and
proven in [39, 37, 31] that nontrivial detection is feasible if and only if (a − b)2 > 2(a + b). A
spectral method based on the non-backtracking matrix is shown to achieve the sharp threshold in
[9]. In contrast, a simple argument in [27] shows that no local algorithm running on neighborhoods
of radius o(log n) can attain nontrivial detection.
1.3 Community detection with side information
The community detection problem under stochastic block model is an idealization of a network
inference problem. In many realistic settings, in addition to network information, some partial in-
formation about vertices’ labels is also available. There has been much recent work in the machine
learning and applied networks communities on combining vertex and network information (see for
example [11, 6, 7, 40]). In this paper, we ask the following natural but fundamental question:
With the help of partial information about vertices’ labels, can local algorithms achieve the op-
timal detection probability?
This question has two motivations: 1) from a theoretical perspective we would like to understand
how side information affects the existence of optimal local algorithms; 2) from the application
perspective, it is important to develop fast community detection algorithms which exploit side
information in addition to the graph structure.
There are two natural models for side information of community structures:
• A model where a small random fraction of the vertices’ labels is given accurately. This model
was considered in a number of recent works in physics and computer science [17, 45, 3, 27].
The emerging conjectured picture is that in the case of the binary symmetric stochastic block
model, the local application of BP is able to achieve the optimal detection probability. This
is stated formally as one of the main conjectures of [27], where it is proven in an asymptotic
regime where the fraction of revealed information goes to 0 and assuming (a− b)2 > C(a+ b)
for some large constant C.
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• The model considered in this paper is where noisy information is provided for each vertex.
Specifically, for each vertex, we observe a noisy label which is the same as its true label
with probability 1 − α and different with probability α, independently at random, for some
α ∈ [0, 1/2).
For this model, by assuming that a/b = Θ(1) and the average degree (a + b)/2 = no(1) is
smaller than all powers of n, we prove that local application of belief propagation maxi-
mizes the expected fraction of vertices labelled correctly, i.e., achieving the optimal detection
probability, in the following regimes
– |a− b| < 2,
– (a− b)2 > C(a+ b) for some constant C,
– α ≤ α∗ for some constant 0 < α∗ < 1/2.
Note that this proves the conjectured picture in a wide range of the parameters. In particular,
compared to the results of [27], we prove the conjecture in the whole regime ((a − b)2 >
C(a + b)) × (α ∈ (0, 1/2)) while in [27] the result is only proven for the limiting interval of
this region ((a− b)2 > C(a+ b))× (α′ → 0+), where each vertex’s true label is revealed with
probability α′.
In the large degree limit a→∞ we further provide a simple formula of the expected fraction
of vertices labeled correctly by BP, in terms of a fixed point of a recursion, based on the
density evolution analysis. Density evolution has been used for the analysis of sparse graph
codes [43, 33], and more recently for the analysis of finding a single community in a sparse
graph [35].
2 Model and main results
We next present a formal definition of the model followed by a formal statement of the main results.
2.1 Model
We consider the binary symmetric stochastic block model with two clusters. This is a random
graph model on n vertices, where we first independently assign each vertex into one of the clusters
uniformly at random, and then independently draw an edge between each pair of vertices with
probability a/n if two vertices are in the same clusters or b/n otherwise. Let σi = + if vertex i is
in the first cluster and σi = − otherwise.
Let G = Gn = (V,E) denote the observed graph (without the labels σ). Let σ˜ be an α noisy
version of σ: for each vertex i independently, σ˜i = σi with probability 1 − α and σ˜i = −σi with
probability α, where α ∈ [0, 1/2) is a fixed constant. Hence, σ˜ can be viewed as the side information
for the cluster structure.
Definition 2.1. The detection problem with side information is the inference problem of inferring
σ from the observation of (G, σ˜). The estimation accuracy for an estimator σ̂ is defined by
pGn(σ̂) =
1
n
n∑
i=1
P {σi = σ̂i} , (1)
which equals to the expected fraction of vertices labeled correctly. Let p∗Gn denote the optimal esti-
mation accuracy.
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The optimal estimator in maximizing the success probability P {σi = σ̂i} is the maximum a
posterior (MAP) estimator, which is given by 2×1{P{σi=+|G,σ˜}≥P{σi=−|G,σ˜}}−1, and the maximum
success probability is 12E [|P {σi = +|G, σ˜} − P {σi = −|G, σ˜} |] + 12 . Hence, the optimal estimation
accuracy p∗Gn is given by
p∗Gn =
1
2n
n∑
i=1
E
[∣∣P {σi = +|G, σ˜} − P {σi = −|G, σ˜} ∣∣]+ 1
2
=
1
2
E [|P {σi = +|G, σ˜} − P {σi = −|G, σ˜} |] + 1
2
, (2)
where the second equality holds due to the symmetry. However, computing the MAP estimator is
computationally intractable in general, and it is unclear whether the optimal estimation accuracy
p∗Gn can be achieved by some estimator computable in polynomial-time.
In this paper, we focus on the regime:
a
b
= Θ(1), a = no(1), as n→∞, (3)
It is well know that in the regime a = no(1), a local neighborhood of a vertex is with high
probability a tree. Thus, it is natural to study the performance of local algorithms. We next
present a formal definition of local algorithms which is a slight variant of the definition in [35].
Let G∗ denote the space of graphs with one distinguished vertex and labels + or − on each
vertex. For an estimator σ̂, it can be viewed as a function σ̂ : G∗ → {±}, which maps (G, σ˜, u) to
σ̂u for every (G, σ˜, u) ∈ G∗.
Definition 2.2. Given a t ∈ N, an estimator σ̂ is t-local if there exist a function F : G∗ → {±}
such that for all (G, σ˜, u) ∈ G∗,
σ̂(G, σ˜, u) = F(Gtu, σ˜Gtu),
where Gtu is the subgraph of G induced by vertices whose distance to u is at most t; the distinguished
vertex is u, and each vertex i in Gtu has label σ˜i; σ˜Gtu is the restriction of σ˜ to vertices in G
t
u.
Moreover, we call an estimator σ̂ local, if it is t-local for some fixed t, regardless of the graph size
n.
We can potentially allow local algorithms to access local independent uniform random variables
as defined in [24, 20]. Since our main results show that the local BP algorithm which does not
need to access external randomness, is already optimal, the extra randomness is not needed in our
context.
2.2 Local belief propagation algorithm
It is well known that, see e.g. [35, Lemma 4.3], local belief propagation algorithm as defined in
Algorithm 1 maximizes the estimation accuracy among local algorithms, provide that the graph
is locally tree-like. Thus we focus on studying the local BP. Specifically, let ∂i denote the set of
neighbors of i and define
Rti→j = hi +
∑
`∈∂i\{j}
F (Rt−1`→i), (4)
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Algorithm 1 Local belief propagation with side information
1: Input: n ∈ N, a > b > 0, α ∈ [0, 1/2), adjacency matrix A ∈ {0, 1}n×n, and t ∈ N.
2: Initialize: Set R0i→j = 0 for all i ∈ [n] and j ∈ ∂i.
3: Run t− 1 iterations of message passing as in (4) to compute Rt−1i→j for all i ∈ [n] and j ∈ ∂i.
4: Compute Rti for all i ∈ [n] as per (5).
5: Return σ̂tBP with σ̂
t
BP(i) = 2× 1{Rti≥0} − 1.
with initial conditions R0i→j = γ if τi = + and R
0
i→j = −γ if τi = −, for all i ∈ [n] and j ∈ ∂i.
Then we approximate 12 log
P{G,σ˜|σu=+}
P{G,σ˜|σu=−} by R
t
u given by
Rtu = hu +
∑
`∈∂u
F (Λt−1`→u). (5)
We remark that in each BP iteration, the number of outgoing messages to compute is O(|E|), where
|E| is the total number of edges; each outgoing message needs to process d′ incoming messages on
average, where d′ is the average number of edges incident to an edge chosen uniformly at random.
Thus each BP iteration runs in time O(|E|d′) and σ̂tBP is computable in time O(t|E|d′). In the
sparse graph with a = Θ(1), σ̂tBP runs in time linear in the size of the graphs. For graphs with
maximal degree polylog(n), it runs in time n polylog(n).
2.3 Main results
Theorem 2.3. Consider the detection problem with side information assuming that a/b = Θ(1) and
that a = no(1). Let σ̂tBP denote the estimator given by Belief Propagation applied for t iterations,
as defined in Algorithm 1. Then
lim
t→∞ lim supn→∞
(
p∗Gn − pGn(σ̂tBP)
)
= 0
in the following three regimes:
• |a− b| < 2,
• (a− b)2 > C(a+ b) for some constant C,
• α ≤ α∗ for some 0 < α∗ < 1/2.
In other words, in each of these regimes a local application of belief propagation provides an optimal
detection probability.
The above results should be contrasted with the case with no side information available, where
it is known, see e.g. [27], that BP applied for t = o(log n) iterations cannot recover a partition
better than random, i.e., achieving the non-trivial detection.
In the large degree regime, we further derive an asymptotic formula for pGn(σ̂
t
BP) in terms of a
fixed point of a recursion.
Theorem 2.4. Consider the regime (3). Assume further that as n → ∞, a → ∞ and a−b√
b
→
µ, where µ is a fixed constant. Let h(v) = E [tanh(v +
√
vZ + U)], where Z ∼ N (0, 1); U is
independent of Z and U = γ with probability 1 − α and U = −γ with probability α, where γ =
1
2 log
1−α
α . Define v and v to be the smallest and largest fixed point of v =
µ2
4 h(v), respectively.
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let σ̂BP denote the estimator given by Belief Propagation applied for t iterations, as defined in
Algorithm 1. Then,
lim
t→∞ limn→∞ pGn(σ̂
t
BP) = 1− E
[
Q
(
v + U√
v
)]
,
lim sup
n→∞
p∗Gn ≤ 1− E
[
Q
(
v + U√
v
)]
,
where Q(x) =
∫∞
x
1√
2pi
e−y2/2dy. Moreever, v = v and limt→∞ limn→∞ pGn(σ̂tBP) = lim supn→∞ p
∗
Gn
in the following three regimes:
• |µ| < 2,
• |µ| > C for some constant C,
• α ≤ α∗ for some 0 < α∗ < 1/2.
2.4 Proof ideas
The proof of Theorem 2.3 follows ideas from [39, 36].
• To bound from above the accuracy of an arbitrary estimator, we bound its accuracy for a
specific random vertex u. Following [39], we consider an estimator, which in addition to the
graph structure and the noisy labels, the exact labels of all vertices at distance exactly t from
u is also given. As in [39], it is possible to show that the best estimator in this case is given
by BP for t levels using the exact labels at distance t.
• The only difference between our application of BP and the BP upper bound above is the
quality of information at distance exactly t from vertex u. Our goal is to now analyze the
recursion of random variables defining BP in both cases and show they converge to the same
value given exact or noisy information at level t.
• In the two cases where 1) (a− b)2 > C(a+ b) and 2) where α is small, our proof follows the
pattern of [36]. We note however that the paper [36] did not consider side information and the
adaptation of the proof is far from trivial. Similar to the setup in [36], the noisy labels at the
boundary, i.e., level t, play the role as an initialization of the recursion. However, the noisy
labels inside the tree results in less symmetric recursions that need to be controlled. Finally
in the case where α is small they play a novel role as the reason behind the contraction of
the recursion.
• The case where a− b < 2 corresponds to the uniqueness regime. Here the recursion converges
to the same value if all the vertices at level t are + or all vertices at level t are −. This implies
that it converges to the same value for all possible values at level t.
The proof of Theorem 2.4 instead follows the idea of density evolution [43, 33], which was recently
used for analyzing the problem of finding a single community in a sparse graph [35].
• The neighborhood of a vertex u is locally tree-like and thus the incoming messages to vertex
u from its neighbors in BP iterations are independent. In the large degree limit, the sum of
incoming messages is distributed as Gaussian conditional on its label. Moreover, its mean
and variance admit a simple recursion over t, which converge to a fixed point as t→∞.
7
• As we pointed out earlier, the only difference between our application of BP and the BP
upper bound discussed above is the quality of information at distance exactly t from vertex
u. Hence, the mean and variance for both BPs satisfy the same recursion but with different
initialization. If there is a unique fixed point of the recursion for mean and variance, then
the mean and variance for both BPs converge to the same values as t→∞.
• The case |µ| < 2 exactly corresponds to the regime below the Kesten-Stigum bound [28]. In
this case, we can show that the recursion is a contraction mapping and thus has a unique
fixed point.
2.5 Conjectures and open problems
There are many interesting conjectures and open problems resulting from this work. First, we
believe that local BP with side information always achieves optimal estimation accuracy.
Conjecture 2.5. Under the binary symmetric stochastic block model with α-noisy side information,
limt→∞ limn→∞ pGn(σ̂tBP) = lim supn→∞ p
∗
Gn
holds for all a, b, and α.
In the large degree regime with a→∞, a = no(1), and a−b√
b
→ µ, Theorem 2.4 implies that the
above conjecture is true if v = µ2h(v)/4 always has a unique fixed point. Through simulations, we
find that v = µ2h(v)/4 seems to have a unique fixed point for all µ and α, and the asymptotically
optimal estimation accuracy is depicted in Fig. 1.
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α=0.01
Figure 1: Numerical calculation of E
[
Q
(
v+U√
v
)]
for v = v = v (y axis) versus µ (x axis) with
different α.
We are only able to show h(v) has a unique fixed point if |µ| < 2., but we believe that it is true
for all µ.
Conjecture 2.6. For all |µ| ≥ 2 and α ∈ (0, 1/2), v = µ2h(v)/4 has a unique fixed point.
It is tempting to prove Conjecture 2.6 by showing that h(v) is concave in v for all α ∈ (0, 1/2).
However, through numerical experiments depicted in Fig. 2, we find that h(v) is convex around
v = 0 when α ≤ 0.1.
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Figure 2: Numerical calculation of h′(v) (y axis) versus v ∈ [0, 10] (x axis) with different α.
In this work, we assume that there is a noisy label for every vertex in the graph. Previous work
[27] instead assumes that a fraction of vertices have true labels. However, in practice, it is neither
easy to get noisy labels for every vertex or true labels. Thus, there arises an interesting question:
are local algorithms still optimal with noisy labels available only for a small fraction of vertices?
Moreover, we only studied the binary symmetric stochastic block model as a starting point. It
would be of great interest to study to what extent our results generalize to the case with multiple
clusters. Finally, the local algorithms are powerless in the symmetric stochastic block model simply
because the local neighborhoods are statistically uncorrelated with the cluster structure. It is
intriguing to investigate whether the local algorithms are optimal when the clusters are of different
sizes or connectivities.
2.6 Paper outline
The rest of the paper is organized as follows. We introduce the related inference problems on
Galton-Watson tree model in the next section, and show that the estimation accuracy of BP and the
optimal estimation accuracy can be related to the estimation accuracy on the tree model. Section
4 shows the optimality of BP in the uniqueness regime |a − b| < 2. The proof of the optimality
of BP in the high SNR regime (a− b)2 > C(a+ b) is presented in Section 5. Section 6 proves the
optimality of BP when the side information is very accurate. Finally, section 7 characterizes the
estimation accuracy of BP and the optimal estimation accuracy in the large degree regime based
on density evolution analysis with Gaussian approximations.
3 Inference problems on Galton-Watson tree model
A key to understanding the inference problem on the graph is understanding the corresponding
inference problem on Galton-Watson trees. We introduce the problem now.
Definition 3.1. For a vertex u, we denote by (Tu, τ, τ˜) the following Poisson two-type branching
process tree rooted at u, where τ is a ± labeling of the vertices of T . Let τu is chosen from
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{±} uniformly at random. Now recursively for each vertex i in Tu, given its label τi, i will have
Li ∼ Pois(a/2) children j with τj = +τi and Mi ∼ Pois(b/2) children j with τj = −τi. Finally for
each vertex i, let τ˜i = τi with probability 1− α and τ˜i = −τi with probability α.
It follows that the distribution of τ conditional on τ˜ and a finite Tu is given by
P {τ |τ˜ , Tu} ∝ exp
β∑
i∼j
τiτj +
∑
i
hiτi
 ,
where β = 12 log
a
b , hi =
1
2 τ˜i log
1−α
α , and i ∼ j means that i and j are connected in Tu. Observe
that P {τ |τ˜ , Tu} is an Ising distribution on tree Tu with external fields given by h.
Let T ti denote the subtree of Tu rooted at vertex i of depth t, and ∂T
t
i denote the set of vertices
at the boundary of T ti . With a bit abuse of notation, let τA denote the vector consisting of labels
of vertices in A, where A could be either a set of vertices or a subgraph in Tu. Similarly we define
τ˜A. We first consider the problem of estimating τu given observation of T
t
u, τ∂T tu , and τ˜T tu . Notice
that the true labels of vertices in T t−1u are not observed in this case.
Definition 3.2. The detection problem with side information in the tree and exact information at
the boundary of the tree is the inference problem of inferring τu from the observation of T
t
u, τ∂T tu ,
and τ˜T tu. The success probability for an estimator τ̂u(T
t
u, τ∂T tu , τ˜T tu) is defined by
pT t(τ̂u) =
1
2
P {τ̂u = 0|τu = 0}+ 1
2
P {τ̂u = 1|τu = 1} .
Let p∗T t denote the optimal success probability.
It is well-known that the optimal estimator in maximizing ptT , is the maximum a posterior
(MAP) estimator. Since the prior distribution of τu is uniform over {±}, the MAP estimator is the
same as the maximum likelihood (ML) estimator, which can be expressed in terms of log likelihood
ratio:
τ̂ML = 2× 1{Λtu≥0} − 1,
where
Λti ,
1
2
log
P
{
T ti , τ∂T ti , τ˜T ti |τi = +
}
P
{
T ti , τ∂T ti , τ˜T ti |τi = −
} ,
for all i in Tu. Moreover, the optimal success probability p
∗
T t is given by
p∗T t =
1
2
E
[|Xtu|]+ 12 , (6)
where Xti is known as magnetization given by
Xti , P
{
τi = +|T ti , τ∂T ti , τ˜T ti
}
− P
{
τi = −|T ti , τ∂T ti , τ˜T ti
}
for all i in Tu. In view of the identity tanh
−1(x) = 12 log
(
1+x
1−x
)
for x ∈ [−1, 1], we have that
tanh−1(Xti ) = Λ
t
i.
We then consider the problem of estimating τu given observation of T
t
u and τ˜T tu . Notice that in
this case the true labels of vertices in T tu are not observed.
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Definition 3.3. The detection problem with side information in the tree is the inference problem of
inferring τu from the observation of T
t
u and τ˜T tu. The success probability for an estimator τ̂u(T
t
u, τ˜T tu)
is defined by
qT t(τ̂u) =
1
2
P {τ̂u = 0|τu = 0}+ 1
2
P {τ̂u = 1|τu = 1} .
Let q∗T t denote the optimal success probability.
We remark that the only difference between Definition 3.2 and Definition 3.3 is that the exact
labels at the boundary of the tree is revealed to estimators in the former and hidden in the latter.
The optimal estimator in maximizing qT t can be also expressed in terms of log likelihood ratio:
τ̂ML = 2× 1{Γtu≥0} − 1,
where
Γti ,
1
2
log
P
{
T ti , τ˜T ti |τi = +
}
P
{
T ti , τ˜T ti |τi = −
} ,
for all i in Tu. Moreover, the optimal success probability q
∗
T t is given by
q∗T t =
1
2
E
[|Y tu |]+ 12 , (7)
where magnetization Y ti is given by
Y ti , P
{
τi = +|T ti , τ˜T ti
}
− P
{
τi = −|T ti , τ˜T ti
}
for all i in Tu. Again we have that tanh
−1(Y ti ) = Γ
t
i.
The log likelihood ratios and magnetizations can be computed via the belief propagation al-
gorithm. The following lemma gives recursive formula to compute Λti (Γ
t
i) and X
t
i (Y
t
i ): no ap-
proximations are needed. Notice that the Λti and Γ
t
i satisfy the same recursion but with different
initialization; similarly for Xti and Y
t
i . Let ∂i denote the set of children of vertex i.
Lemma 3.4. Define F (x) = tanh−1 (tanh(β) tanh(x)). Then for t ≥ 1,
Λti = hi +
∑
`∈∂i
F (Λt−1` ) (8)
Γti = hi +
∑
`∈∂i
F (Γt−1` ), (9)
where Λ0i = ∞ if τi = + and Λ0i = −∞ if τi = −; Γ0i = γ if τi = + and Γ0i = −γ if τi = −. It
follows that for t ≥ 1.
Xti =
ehi
∏
`∈∂i(1 + θX
t−1
i )− e−hi
∏
`∈∂i(1− θXt−1i )
ehi
∏
`∈∂i(1 + θX
t−1
i ) + e
−hi∏
`∈∂i(1− θXt−1i )
(10)
Y ti =
ehi
∏
`∈∂i(1 + θY
t−1
i )− e−hi
∏
`∈∂i(1− θY t−1i )
ehi
∏
`∈∂i(1 + θY
t−1
i ) + e
−hi∏
`∈∂i(1− θY t−1i )
, (11)
where X0i = 1 if τi = + and X
0
i = −1 if τi = −; Y 0i = 1− 2α if τi = + and Y 0i = 2α− 1 if τi = −.
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Proof. By definition, the claims for Λ0i (Γ
0
i ) and X
0
i (Y
0
i ) hold. We prove the claims for Λ
t
u with
t ≥ 1; the claims for Λti for i 6= u and Γti follow similarly.
A key point is to use the independent splitting property of the Poisson distribution to give
an equivalent description of the numbers of children with each label for any vertex in the tree.
Instead of separately generating the number of children of with each label, we can first generate
the total number of children and then independently and randomly label each child. Specifically,
for every vertex i in Tu, let Ni denote the total number of its children and assume Ni ∼ Pois(d)
with d = (a+ b)/2. For each child j ∈ ∂i, independently of everything else, τj = τi with probability
a/(a + b) and τj = −τi with probability b/(a + b). With this view, the observation of tree T tu
itself gives no information on the label of u. The side information τ˜u and then the conditionally
independent messages from those children provide information. To be precise, we have that
Λtu =
1
2
log
P {τ˜u|τu = +}
∏
i∈∂u P
{
T t−1i , τ∂T t−1i , τ˜T t−1i |τu = +
}
P {τ˜u|τu = −}
∏
i∈∂u P
{
T t−1i , τ∂T t−1i τ˜T t−1i |τu = −
}
= hu +
1
2
∑
i∈∂u
log
∑
x∈{±} P
{
T t−1i , τ∂T t−1i , τ˜T t−1i , τi = x|τu = +
}
∑
x∈{±} P
{
T t−1i , τ∂T t−1i τ˜T t−1i , τi = x|τu = −
}
= hu +
1
2
∑
i∈∂u
log
∑
x∈{±} P {τi = x|τu = +}P
{
T t−1i , τ∂T t−1i , τ˜T t−1i |τi = x
}
∑
x∈{±} P {τi = x|τu = −}P
{
T t−1i , τ∂T t−1i τ˜T t−1i |τi = x
}
= hu +
1
2
∑
i∈∂u
log
aP
{
T t−1i , τ∂T t−1i , τ˜T t−1i |τi = +
}
+ bP
{
T t−1i , τ∂T t−1i , τ˜T t−1i |τi = −
}
bP
{
T t−1i , τ∂T t−1i , τ˜T t−1i |τi = +
}
+ aP
{
T t−1i , τ∂T t−1i , τ˜T t−1i |τi = −
}
= hu +
1
2
∑
i∈∂u
log
e2β+2Λ
t−1
i + 1
e2Λ
t−1
i + e2β
,
where the first equality holds because T tu is independent of τu, and conditional on τu, τ˜u and
(τ∂T t−1i
, τ˜T t−1i
) for all i ∈ ∂u are independent; the second equality holds due to the fact that
τ˜u = τu with probability 1−α and τ˜u = −τu with probability α; the third equality follows because
conditional on τi, τu is independent of (τ∂T t−1i
, τ˜T t−1i
); the fourth equality holds because τi = τu
with probability a/(a + b) and τi = −τu with probability b/(a + b); the last equality follows from
the definition of β and Λti. By the definition of tanh(x) and the fact that tanh
−1(x) = 12 log
(
1+x
1−x
)
for x ∈ [−1, 1], it follows that
Λtu = hu +
1
2
∑
i∈∂u
log
1 + tanh(β) tanh(Λt−1i )
1− tanh(β) tanh(Λt−1i )
= hu +
∑
i∈∂u
tanh−1
(
tanh(β) tanh(Λt−1i )
)
.
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Finally, notice that Xtu = tanh(Λ
t
u) and thus
Xtu = tanh
(
hu +
∑
i∈∂u
tanh−1
(
tanh(β)Xt−1i
))
= tanh
(
hu +
1
2
∑
i∈∂u
log
1 + tanh(β)Xt−1i
1− tanh(β)Xt−1i
)
=
ehu
∏
i∈∂u(1 + θX
t−1
i )− e−hu
∏
i∈∂u(1− θXt−1i )
ehu
∏
i∈∂u(1 + θX
t−1
i ) + e
−hu∏
i∈∂u(1− θXt−1i )
.
As a corollary of Lemma 3.4, Λu is monotone with respect to the boundary conditions. For any
vertex i in Tu, let
Λti(ξ) ,
1
2
log
P
{
T ti , τ∂T ti = ξ, τ˜T ti |τi = +
}
P
{
T ti , τ∂T ti = ξ, τ˜T ti |τi = −
} ,
where ξ ∈ {±}|∂T ti |.
Corollary 3.5. Fix any vertex i in Tu and t ≥ 1. If the boundary conditions ξ and ξ̂ are such that
ξ̂` ≥ ξ` for all ` ∈ ∂T ti , then Λti(ξ̂) ≥ Λti(ξ) for a ≥ b and Λti(ξ̂) ≤ Λti(ξ) otherwise. In particular,
Λti(ξ) is maximized for a ≥ b and minimized for a ≤ b, when ξ` = + for all ` ∈ ∂T ti .
Proof. Recall that F (x) = tanh−1 (tanh(β) tanh(x)). Then F (±∞) = ±β. We prove the corollary
by induction. Suppose that a ≥ b and thus β ≥ 0. We first check the base case t = 1. By definition,
Λ0i (+) =∞ and Λ0i (−) = −∞. In view of (8),
Λ1i (ξ̂)− Λ1i (ξ) =
∑
`∈∂i
[
F
(
Λ0` (ξ̂`)
)
− F (Λ0` (ξ`))] = 2β∑
`∈∂i
(
1{ξ̂`>ξ`} − 1{ξ̂`<ξ`}
)
≥ 0.
Suppose the claim holds for t ≥ 1; we need to prove that the claim holds for t + 1. In particular,
in view of (8),
Λt+1i (ξ̂)− Λt+1i (ξ) =
∑
`∈∂i
[
F
(
Λt`(ξ̂∂T t`
)
)
− F
(
Λt`(ξ∂T t`
)
)]
.
Notice that
F ′(x) =
tanh(β)(1− tanh2(x))
1− tanh2(β) tanh2(x) .
Since β ≥ 0 and thus 0 ≤ tanh(β) < 1, it follows that 0 ≤ F ′(x) ≤ tanh(β). By the induction
hypothesis, Λt`(ξ̂) ≥ Λt`(ξ). Hence, Λt+1i (ξ̂) ≥ Λt+1i (ξ) and the corollary follows in case a ≥ b. The
proof for a < b is the same except that β < 0; thus Λ1i (ξ̂) ≤ Λ1i (ξ) and − tanh(β) ≤ F ′(x) ≤ 0.
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3.1 Connection between the graph problem and tree problems
For the detection problem on graph, recall that pGn(σ̂
t
BP) denote the estimation accuracy of σ̂
t
BP
as per (1); p∗Gn is the optimal estimation accuracy. For the detection problems on tree, recall that
p∗T t is the optimal estimation accuracy of estimating τu based on T
t
u, τ˜T tu , and τ∂T tu as per (6); q
∗
T t
is the optimal estimation accuracy of estimating τu based on T
t
u and τ˜T tu as per (7). In this section,
we show that pGn(σ̂
t
BP) equals to q
∗
T t asymptotically, and p
∗
Gn
is bounded by p∗T t from above for
any t ≥ 1. Notice that the dependency of q∗T t and p∗T t on n is only through the dependency of a
and b on n. Hence, if a and b are fixed constants, then both q∗T t and p
∗
T t do not depend on n.
A key ingredient is to show G is locally tree-like in the regime a = no(1). Let Gtu denote the
subgraph of G induced by vertices whose distance to u is at most t and let ∂Gtu denote the set of
vertices whose distance from u is precisely t. With a bit abuse of notation, let σA denote the vector
consisting of labels of vertices in A, where A could be either a set of vertices or a subgraph in G.
Similarly we define σ˜A. The following lemma proved in [39] shows that we can construct a coupling
such that (Gt, σGt , σ˜Gt) = (T
t, τT t , τ˜T t) with probability converging to 1 when a
t = no(1).
Lemma 3.6. For t = t(n) such that at = no(1), there exists a coupling between (G, σ, σ˜) and
(T, τ, τ˜) such that (Gt, σGt , σ˜Gt) = (T
t, τT t , τ˜T t) with probability converging to 1.
In the following, for ease of notation, we write T tu as T
t and Gtu as G
t when there is no ambiguity.
Suppose that (Gt, σGt , σ˜Gt) = (T
t, τT t , τ˜T t), then by comparing BP iterations (4) and (5) with the
recursions of log likelihood ratio Γt (9), we find that Rtu exactly equals to Γ
t
u. In other words, when
local neighborhood of u is a tree, the BP algorithm defined in Algorithm 1 exactly computes the
log likelihood ratio Γtu for the tree model. Building upon this intuition, the following lemma shows
that pGn(σ̂
t
BP) equals to q
∗
T t asymptotically.
Lemma 3.7. For t = t(n) such that at = no(1),
lim
n→∞ |pGn(σ̂BP)− q
∗
T t | = 0.
Proof. In view of Lemma 3.6, we can construct a coupling such that (Gt, σGt , σ˜Gt) = (T
t, τT t , τ˜T t)
with probability converging to 1. On the event (Gt, σGt , σ˜Gt) = (T
t, τT t , τ˜T t), we have that R
t
u = Γ
t
u.
Hence,
pGn(σ̂BP) = q
∗
T t + o(1), (12)
where o(1) term comes from the coupling error.
We are going to show that as n → ∞, p∗Gn is bounded by p∗T t from above for any t ≥ 1.
Before that, we need a key lemma which shows that conditional on (Gt, σ˜Gt , σ∂Gt), σu is almost
independent of the graph structure and noisy labels outside of Gt.
Lemma 3.8. For t = t(n) such that at = no(1), there exists a sequence of events En such that
P {En} → 1 as n→∞, and on event En,
P
{
σu = x|Gt, σ˜Gt , σ∂Gt
}
= (1 + o(1))P {σu = x|G, σ˜, σ∂Gt} , ∀x ∈ {±}. (13)
Moreover, on event En, (Gt, σGt , σ˜Gt) = (T t, τT t , τ˜T t) holds.
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Proof. Recall that Gt is the subgraph of G induced by vertices whose distance from u is at most t.
Let At denote the set of vertices in Gt−1, Bt denote the set of vertices in Gt, and Ct denote the set
of vertices in G but not in Gt. Then At ∪ ∂Gt = Bt and At ∪ ∂Gt ∪ Ct = V. Define sA =
∑
i∈At σi
and sC =
∑
i∈Ct σi. Let
En = {(σC , Gt) : |sC | ≤ n0.6, |B| ≤ n0.1, (Gt, σGt , σ˜Gt) = (T t, τT t , τ˜T t)}.
Next, we show P {En} → 1.
By the assumption at = no(1), it follows that (Gt, σGt , σ˜Gt) = (T
t, τT t , τ˜T t) and |B| = no(1) with
probability converging to 1 (see [39, Proposition 4.2] for a formal proof). Note that sC = 2X − |C|
for some X ∼ Binom(|C|, 1/2). Letting αn = n0.6, in view of the Bernstein inequality,
P {|sC | > αn} = P
{∣∣X − |C|/2∣∣ > αn/2} ≤ 2e− −α2n/4|C|/2+αn/3 = o(1),
where the last equality holds because |C| ≤ n and αn/
√
n → ∞. In conclusion, we have that
P {En} → 1 as n→∞.
Finally, we prove that (13) holds. We start by proving that on event En,
P
{
σu = x,G
t, σ˜Gt , σ∂Gt
}
= (1 + o(1))K P
{
σu = x,G
t, σ˜Gt , σ∂Gt , σC
}
, ∀x ∈ {±}. (14)
for some K which does not depend on x. To proceed, we write the joint distribution of σ, G, and
σ˜ as a product form.
For any two sets U1, U2 ⊂ V , define
ΦU1,U2(G, σ) =
∏
(u,v)∈U1×U2
φuv(G, σ),
where (u, v) denotes an unordered pair of vertices and
φuv(G,L, σ) =

a/n if σu = σv, (u, v) ∈ E
b/n if σu 6= σv, (u, v) ∈ E
1− a/n if σu = σv, (u, v) /∈ E
1− b/n if σu 6= σv, (u, v) /∈ E
For any set U ⊂ V , define ΦU (σ˜, σ) =
∏
u∈U φu(σ˜u, σu), where
φu(σ˜u, σu)
{
1− α if σ˜u = σu
α if σ˜u 6= σu
Then the joint distribution of σ, G, and σ˜ can be written as
P {σ,G, σ˜} = 2−nΦB ΦC ΦB,B ΦC,C Φ∂Gt,C ΦA,C .
Notice that A and C are disconnected. We claim that on event En, ΦA,C only depend on σ through
the o(1) term. In particular, on event En,
ΦA,C(G, σ) =
∏
(u,v)∈A×C
φuv(G, σ)
=
(
1− a
n
)(|A||C|+sAsC)/2(
1− b
n
)(|A||C|−sAsC)/2
= (1 + o(1))
(
1− a
n
)|A||C|/2(
1− b
n
)|A||C|/2
, (1 + o(1))K(|A|, |C|),
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where K(|A|, |C|) only depends on |A| and |C|; the second equality holds because u ∈ A and v ∈ C
implies that (u, v) /∈ E and thus φuv is either 1− a/n or 1− b/n; the third equality holds because
|sAsC | ≤ |B||sC | ≤ n0.7 = o(n). As a consequence,
P {σ,G, σ˜, En} = (1 + o(1))2−n K(|A|, |C|) ΦB ΦC ΦB,B ΦC,C Φ∂Gt,C ,
It follows that
P
{
σu = x,G
t, σ˜Gt , σ∂Gt , σC , En
}
= (1 + o(1))2−n K(|A|, |C|)
∑
σA\{u}
ΦB ΦB,B , (1 + o(1))K ′,
where K ′ does not depend on σC . Hence,
P
{
σu = x,G
t, σ˜Gt , σ∂Gt , En
}
=
∑
σC
P
{
σu = x,G
t, σ˜Gt , σ∂Gt , σC , En
}
= (1 + o(1))K ′
∑
σC
1{|sC |≤n0.6} = (1 + o(1))K
′2|C|P
{|sC | ≤ n0.6} ,
and the desired (14) follows with K = 2|C|P
{|sC | ≤ n0.6} . By Bayes’ rule, it follows from (14) that
on event En,
P
{
σu = x|Gt, σ˜Gt , σ∂Gt
}
= (1 + o(1))P
{
σu = x|Gt, σ˜Gt , σ∂Gt , σC
}
, ∀x ∈ {±}.
Hence, on event En,
P {σu = x|G, σ˜, σ∂Gt} =
∑
σC
P {σu = x, σC |G, σ˜, σ∂Gt}
=
∑
σC
P {σC |G, σ˜, σ∂Gt}P {σu = x|G, σ˜, σ∂Gt , σC}
=
∑
σC
P {σC |G, σ˜, σ∂Gt}P
{
σu = x|Gt, σ˜Gt , σ∂Gt , σC
}
= (1 + o(1))P
{
σu = x|Gt, σ˜Gt , σ∂Gt
}
,
where the third equality holds, because conditional on (Gt, σ˜Gt , σ∂Gt , σC), σu is independent of the
graph structure and noisy labels outside of Gt; the last equality follows due to the last displayed
equation. Hence, on the event En, the desired (13) holds.
Lemma 3.9. For t = t(n) such that at = no(1),
lim sup
n→∞
(p∗Gn − p∗T t) ≤ 0.
Proof. In view of (2),
p∗Gn =
1
2
E
[∣∣P {σu = +|G, σ˜} − P {σu = −|G, σ˜} ∣∣]+ 1
2
.
Consider estimating σu based on G and σ˜. For a fixed t ∈ N, suppose a genie reveals the labels of
all vertices whose distance from u is precisely t, and let σ̂Oracle,t denote the optimal oracle estimator
given by
σ̂Oracle,t(u) = 2× 1{P{σu=+|G,σ˜,σ∂Gt}≥P{σu=−|G,σ˜,σ∂Gt}} − 1.
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Let pGn(σ̂Oracle,t) denote the success probability of the oracle estimator, which is given by
pGn(σ̂Oracle,t) =
1
2
E
[∣∣P {σu = +|G, σ˜, σ∂Gt} − P {σu = −|G, σ˜, σ∂Gt} ∣∣]+ 12 .
Since σ̂Oracle,t(u) is optimal with the extra information σ∂Gt , it follows that pGn(σ̂Oracle,t) ≥ p∗Gn
for all t and n. Lemma 3.8 implies that there exists a sequence of events En such that P {En → 1}
and on event En,
P
{
σu = x|Gt, σ˜Gt , σ∂Gt
}
= (1 + o(1))P {σu = x|G, σ˜, σ∂Gt} , ∀x ∈ {±},
and (Gt, σGt , σ˜Gt) = (T
t, τT t , τ˜T t) holds. It follows that
pGn(σ̂Oracle,t) =
1
2
E
[∣∣P {σu = +|G, σ˜, σ∂Gt} − P {σu = −|G, σ˜, σ∂Gt} ∣∣1{En}]+ 12 + o(1)
=
1
2
E
[∣∣P{σu = +|Gt, σ˜Gt , σ∂Gt}− P{σu = −|Gt, σ˜Gt , σ∂Gt} ∣∣1{En}]+ 12 + o(1)
=
1
2
E
[∣∣P{τu = +|T t, τ˜T t , τ∂T t}− P{τu = −|T t, τ˜T t , τ∂T t} ∣∣1{En}]+ 12 + o(1)
=
1
2
E
[∣∣P{τu = +|T t, τ˜T t , τ∂T t}− P{τu = −|T t, τ˜T t , τ∂T t} ∣∣]+ 12 + o(1)
= p∗T t + o(1).
Hence,
p∗Gn − p∗T t ≤ pGn(σ̂Oracle,t)− p∗T t → 0.
The following is a simple corollary of Lemma 3.7 and Lemma 3.9.
Corollary 3.10. For t = t(n) such that at = no(1),
lim sup
n→∞
(
p∗Gn − pGn(σ̂BP)
) ≤ lim sup
n→∞
(p∗T t − q∗T t) .
The above corollary implies that σ̂tBP achieves the optimal estimation accuracy p
∗
Gn
asymptoti-
cally, provided that p∗T t − q∗T t converges to 0, or equivalently, E
[|Xtu − Y tu |] converges to 0. Notice
that the only difference between p∗T t and q
∗
T t is that in the former, exact label information is revealed
at the boundary of T t, while in the latter, only noisy label information at level t is available. In
the next three sections, we provide three different sufficient conditions under which E
[|Xtu − Y tu |]
converges to 0.
4 Optimality of local BP when |a− b| < 2
Recall that Λtu is a function of τ∂T tu , i.e., the labels of vertices at the boundary of T
t
u. Let Λ
t
u(+)
denote Λtu with the labels of vertices at the boundary of T
t
u all equal to +. Similarly define Λ
t
u(−).
The following lemma shows that Λtu is asymptotically independent of τ∂T tu as t→∞ if |a− b| < 2.
Lemma 4.1. For all t ≥ 0, let e(t+ 1) = E [|Λt+1u (+)− Λt+1u (−)|]. Then
e(t+ 1) ≤ e(1) (| tanh(β)|d)t ,
where e(1) = 2βd and d = (a+ b)/2.
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Proof. Recall that |F ′(x)| ≤ | tanh(β)|. It follows that∣∣Λt+1u (+)− Λt+1u (−)∣∣ ≤∑
i∈∂u
∣∣ (F (Λti(+))− F (Λti(−1))) ∣∣ ≤ | tanh(β)|∑
i∈∂u
∣∣ (Λti(+)− Λti(−1)) ∣∣.
Notice that the subtree T ti has the same distribution as T
t
u. Thus Λ
t
i has the same distribution as
Λtu. Moreover, the number of children of root u is independent of Λ
t
i for all i ∈ ∂u. Thus, taking
the expectation over both hand sides of the last displayed equation, we get that
e(t+ 1) = E
[∣∣Λt+1u (+)− Λt+1u (−)∣∣] ≤ | tanh(β)|d E [∣∣Λtu(+)− Λtu(−)∣∣] = | tanh(β)|d e(t).
Moreover,
e(1) = d (F (∞)− F (−∞)) = 2βd.
Theorem 4.2. If |a− b| < 2, then limt→∞ lim supn→∞ E
[|Xtu − Y tu |] = 0.
Proof. In view of Lemma 4.1, we have that
E
[∣∣Λtu(+)− Λtu(−)∣∣] ≤ 2βd (tanh(β)d)t−1 = ∣∣∣log ab ∣∣∣ a+ b2
( |a− b|
2
)t−1
,
where we used the fact that d = (a + b)/2 and β = log(a/b)/2. It follows from Corollary 3.5 and
the facts that Xtu = tanh(Λ
t
u) and Y
t
u = tanh(Γ
t
u) that
|Xtu − Y tu | ≤ |Λtu − Γtu| ≤ |Λtu(+)− Λtu(−)|.
Combing the last two displayed equations gives
E
[|Xtu − Y tu |] ≤ ∣∣∣log ab ∣∣∣ a+ b2
( |a− b|
2
)t−1
.
By the assumption, a−b < 2 for all sufficiently large n, and thus limt→∞ lim supn→∞ E
[|Xtu − Y tu |] =
0.
5 Optimality of local BP when (a− b)2 > C(a+ b)
Recall that d = (a+b)/2 and β = 12 log
a
b . We introduce the notation θ = tanh(β) and η = (1−θ)/2.
Let E+ [X] and E− [X] denote the expectation of X conditional on τu = + and τu = −, respectively.
Theorem 5.1. There exists a constant C depending only on c0 such that if (a − b)2 ≥ C(a + b),
then limt→∞ lim supn→∞ E
[|Xtu − Y tu |] = 0.
The proof of Theorem 5.1 is divided into three steps. Firstly, we show that when θ2d = (a−b)
2
2(a+b)
is large, then E+
[
Xtu
]
and E+
[
Y tu
]
are close to 1 for all sufficiently large t. This result allows us
to analyze the recursions (10) and (11) by assuming E+
[
Xtu
]
and E+
[
Y tu
]
are close to 1. Secondly,
we study the recursions of E
[
(Xtu − Y tu)2
]
when |θ| is small. Finally, we analyze the recursions of
E
[√|Xtu − Y tu |] when |θ| is large. The partition of analysis of recursions into small |θ| and large
|θ| cases, and the study of different moments of |Xtu − Y tu |, are related to the fact that for different
values of θ we expect the distributions of Xtu and Y
t
u correspond to different power-laws. When θ is
small, we have many small contributions from neighbors and therefore it is expected that Xtu and
Y tu | will have thin tails. When θ is large, we have a few large contributions from neighbors and we
therefore expect fat tails.
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5.1 Large expected magnetization
We first introduce a useful lemma to relate E+
[
Xtu
]
with E
[|Xtu|].
Lemma 5.2.
E+
[
Xtu
] ≥ 2E [|Xtu|]− 1,
E+
[
Y tu
] ≥ 2E [|Y tu |]− 1. (15)
Proof. We prove the claim for Xtu; the claim for Y
t
u follows analogously. Observe that
E+
[
Xtu
]
= E+
[
Xtu1{Xtu≥0}
]
+ E+
[
Xtu1{Xtu<0}
]
= E+
[|Xtu|1{Xtu≥0}]− E+ [|Xtu|1{Xtu<0}]
= E+
[|Xtu|]− 2E+ [|Xtu|1{Xtu<0}]
≥ E+ [|Xtu|]− 2P{Xtu < 0∣∣τu = +} ,
= E
[|Xtu|]− 2P{Xtu < 0∣∣τu = +} (16)
where the last inequality holds because |Xtu| ≤ 1; the last equality holds due to E+
[|Xtu|] = E [|Xtu|],
Moreover, by definition,
1 + E
[|Xtu|]
2
=
1
2
P
{
Xtu ≥ 0|τu = +
}
+
1
2
P
{
Xtu < 0|τu = −
} ≤ P{Xtu ≥ 0|τu = +} ,
where the last inequality holds because by symmetry, P
{
Xtu < 0|τu = −
}
= P
{
Xtu > 0|τu = +
}
.
Thus P
{
Xtu < 0|τu = +
} ≤ 1−E[|Xtu|]2 and it follows from (16) that
E+[Xtu] ≥ E
[|Xtu|]− (1− E [|Xtu|]) = 2E [|Xtu|]− 1. (17)
Lemma 5.3. There is a universal constant C ′ > 0 and t∗(θ, d, α) such that for all t ≥ t∗(θ, d, α),
E+
[
Xtu
] ≥ 1− 2C ′η
θ2d
− 2e−C′d,
E+
[
Y tu
] ≥ 1− 2C ′η
θ2d
− 2e−C′d.
The proof of the lemma follows quite easily from a similar statement in [36] where the authors
considered models where less information is provided - i.e., there is only information on the leaves
of the trees (which are either noisy or not).
Proof. Notice that given access to τ∂T tu and τ˜T tu , the optimal estimator of τu is sgn(X
t
u) whose
success probability is (1 + E
[|Xtu|])/2. Define X˜tu = P{τu = +|τ∂T tu} − P{τu = −|τ∂T tu} . It is
shown in [36] that there exists a universal constant C ′ > 0 and a t∗(θ, d) such that for t ≥ t∗,
E
[
|X˜tu|
]
≥ 1− C
′η
θ2d
− e−C′d.
Consider the estimator sgn(X˜tu), whose success probability is given by
(
1 + E
[
|X˜tu|
])
/2. Since
sgn(Xtu) is the optimal estimator, it follows that
E
[|Xtu|] ≥ E [|X˜tu|] ≥ 1− C ′ηθ2d − e−C′d.
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Hence, by Lemma 5.2,
E
[
Xtu
] ≥ 2E [|Xtu|]− 1 ≥ 1− 2C ′ηθ2d − 2e−C′d. (18)
The claim for E+[Y tu ] can be proved similarly except that we need to assume t ≥ t∗(θ, d, α) for some
t∗(θ, d, α) .
5.2 Small |θ| regime
In this subsection, we focus on the regime |θ| ≤ θ∗, where θ∗ is a small constant to be specified
later. In this regime, to prove Theorem 5.1, it is sufficient to show the following proposition.
Proposition 5.4. There exist universal constants θ∗ > 0 and C > 0 such that if |θ| ≤ θ∗ and
(a− b)2 ≥ C(a+ b), then for all t ≥ t∗(θ, d, α),
E
[
(Xt+1u − Y t+1u )2
] ≤√α(1− α)E [(Xtu − Y tu)2] .
Proof. Note that E+
[
(Xtu − Y tu)2
]
= E−
[
(Xtu − Y tu)2
]
= E
[
(Xtu − Y tu)2
]
. Hence, it suffices to show
that
E+
[
(Xt+1u − Y t+1u )2
] ≤√α(1− α)E+ [(Xtu − Y tu)2] . (19)
Fix t∗(θ, d, α) as per se Lemma 5.3 and consider t ≥ t∗. Define f = ehu∏i∈∂u(1 + θXti ) and
g = e−hu
∏
i∈∂u(1 − θXti ), and f ′ and g′ are the corresponding quantities with X replacing by Y .
Then it follows from the recursion (10) and (11) that
|Xt+1u − Y t+1u | =
∣∣∣∣f − gf + g − f ′ − g′f ′ + g′
∣∣∣∣ = 2 ∣∣∣∣ 11 + g/f − 11 + g′/f ′
∣∣∣∣ ≤ 8 ∣∣∣∣ ( gf
)1/4
−
(
g′
f ′
)1/4 ∣∣∣∣, (20)
where in the last inequality, we apply the following inequality with s = 1/4:
|(1 + x)−1 − (1 + y)−1| ≤ 1
s
|xs − ys|,
which holds for all 0 < s < 1 and x, y > 0. Let Ai =
(
1−θXti
1+θXti
)1/4
and Bi =
(
1−θY ti
1+θY ti
)1/4
for all
i ∈ ∂u. Then, it follows from (20) that
E+
[
(Xt+1u − Y t+1u )2|∂u
] ≤ 64E+
e−hu (∏
i∈∂u
Ai −
∏
i∈∂u
Bi
)2 ∣∣∣∣∂u

= 128
√
α(1− α)E+
(∏
i∈∂u
Ai −
∏
i∈∂u
Bi
)2 ∣∣∣∣∂u
 , (21)
where the last equality holds because hu is independent of {Ai, Bi}i∈∂u conditional on τu and ∂u,
and E+
[
e−hu
]
= 2
√
α(1− α). It is shown in [36, Lemma 3.10] than
E+
(∏
i∈∂u
Ai −
∏
i∈∂u
Bi
)2 ∣∣∣∣∂u
 ≤1
2
(
D
2
)
mD−2
(
E+
[
A2 −B2])2 +DmD−1E+ [(A−B)2] , (22)
whereD = |∂u|, (A,B) has the same distribution as (Ai, Bi) for i ∈ ∂u andm = max{E+
[
A2
]
,E+
[
B2
]}.
We further upper bound the right hand side of (22) by bounding E+
[
A2
]
, E+
[
B2
]
, and their dif-
ferences.
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Lemma 5.5. There is a θ∗1 > 0 such that if |θ| ≤ θ∗1 and θ2d ≥ C for a sufficiently large universal
constant C, then m ≤ 1− θ2/4.
Proof. Note that (1 − x + 5x2/8)2(1 + x) = 1 − x + x2/4 + o(x2) when x → 0. Thus, there exists
a universal constant θ∗1 > 0 such that if |x| ≤ θ∗1, then
√
1−x
1+x ≤ 1 − x + 5x2/8. It follows that for
θ ≤ θ∗1 and i ∈ ∂u,
E+
[
A2i
]
= E+
[√
1− θXti
1 + θXti
]
≤ 1− θE+ [Xti ]+ 5θ28 E+ [(Xti )2]
≤ 1− θE+ [Xti ]+ 5θ28 ,
where in the last inequality, we used the fact that |Xti | ≤ 1. By definition,
E+
[
Xti
]
= E
[
Xti |τu = +
]
= (1− η)E [Xti |τi = +]+ ηE [Xti |τi = −] = (1− 2η)E+ [Xtu] ,
where the last equality holds because the distribution of −Xti conditional on τi = − is the same as
the distribution of Xti conditional on τi = +, and both of them are the same as the distribution of
Xtu conditional on τu = +. Hence,
E+
[
A2i
] ≤ 1− θ2E+ [Xtu]+ 5θ28 .
In view of Lemma 5.3 and the assumption that θ2d ≥ C for a sufficiently large universal constant
C, E+
[
Xtu
] ≥ 7/8. Thus E+ [A2i ] ≤ 1− θ2/4. Similarly, we can show E+ [B2i ] ≤ 1− θ2/4 and the
lemma follows.
The following lemma bounds E+
[
A2 −B2] from the above. It is proved in [36, Lemma 3.13]
and we provide a proof below for completeness.
Lemma 5.6. There is a universal constant θ∗2 > 0 such that for all |θ| ≤ θ∗2,
E+
[
A2 −B2] ≤ 3θ2√E+ [(Xtu − Y tu)2].
Proof. For i ∈ ∂u, the distribution of Ai conditional on τi = + is equal to the distribution of A−1i
conditional on τi = −. Hence,
E+
[
A2i
]
= (1− η)E [A2i |τi = +]+ ηE [A2i |τi = −]
= E
[
(1− η)A2i + ηA−2i |τi = +
]
. (23)
Note that
(1− η)A2i + ηA−2i = (1− η)
(
1− θXti
1 + θXti
)1/2
+ η
(
1 + θXti
1− θXti
)1/2
=
(1− η)(1− θXti ) + η(1 + θXti )√
(1− θXti )(1 + θXti )
=
1− θ2Xti√
1− θ2(Xti )2
, (24)
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where we used the equality that 1− 2η = θ. Let f(x) = 1−θ2x√
1−θ2x2 . One can check that there exists
a universal constant θ∗2 > 0 such that if |θ| ≤ θ∗2, f ′(x) ≤ 3θ2 for all x ∈ [−1, 1]. Therefore,
|f(Xti )− f(Y ti )| ≤ 3θ2|Xti − Y ti |.
Combing the last displayed equation with (23) and (24) yields that
E+
[
A2i −B2i
] ≤ 3θ2E [|Xti − Y ti | ∣∣τi = +] ≤ 3θ2√E [(Xti − Y ti )2 ∣∣τi = +].
Finally, in view of the fact that E
[
(Xti − Y ti )2|τi = +
]
= E+
[
(Xtu − Y tu)2
]
and E+
[
A2i −B2i
]
=
E+
[
A2 −B2], the lemma follows.
Lemma 5.7. There is a universal constant θ∗3 > 0 such that for all |θ| ≤ θ∗3,
E+
[
(A−B)2] ≤ θ2E+ [(Xtu − Y tu)2] .
Proof. Let f(x) = (1−θx1+θx)
1/4 for x ∈ [−1, 1]. Then
|f ′(x)| = |θ|
2(1 + θx)5/4(1− θx)3/4 ≤
|θ|
2(1− |θ|)2 , −1 ≤ x ≤ 1.
Hence, there exists a universal constant θ∗3 > 0 such that for all |θ| ≤ θ∗3, |f ′(x)| ≤ |θ| for all
x ∈ [−1, 1]. It follows that for i ∈ ∂u, (Ai −Bi)2 ≤ θ2
(
Xti − Y ti
)2
. Therefore,
E+
[
(A−B)2] = E+ [(Ai −Bi)2] ≤ θ2E+ [(Xti − Y ti )2] .
By definition,
E+
[(
Xti − Y ti
)2]
= (1− η)E
[(
Xti − Y ti
)2 |τi = +]+ ηE [(Xti − Y ti )2 |τi = −]
= E
[(
Xti − Y ti
)2 |τi = +] = E+ [(Xtu − Y tu)2] .
The lemma follows by combining the last two displayed equations.
Finally, we finish the proof of Proposition 5.4. Let θ∗ = min{θ∗1, θ∗2, θ∗3}. It follows from
Lemma 5.5 that m ≤ 1− θ24 ≤ e−θ
2/4. Assembling (22), Lemma 5.6, and Lemma 5.7 yields that
E+
(∏
i∈∂u
Ai −
∏
i∈∂u
Bi
)2 ∣∣∣∣∂u
 ≤ (9
4
D2θ4e−θ
2(D−2)/4 +Dθ2e−θ
2(D−1)/4
)
E+
[
(Xtu − Y tu)2
]
≤ c′e−θ2D/8E+ [(Xtu − Y tu)2] , (25)
for some universal constant c′, where the last inequality holds because Dθ2e−θ2D/16 is bounded from
above by some universal constant. Since D ∼ Pois(d), it follows that E [esD] = exp (d(es − 1)).
Thus E
[
e−θ2D/8
]
= exp
(
d(e−θ2/8 − 1)
)
. Since e−x ≤ 1 − x/2 for x ∈ [0, 1/2], we have that
E
[
e−θ2D/8
]
≤ exp(−dθ2/16). Hence
E+
(∏
i∈∂u
Ai −
∏
i∈∂u
Bi
)2 ≤ c′e−dθ2/16 E+ [(Xtu − Y tu)2] .
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Therefore, there exists a universal constant C > 0 such that if dθ2 ≥ C, then
E+
(∏
i∈∂u
Ai −
∏
i∈∂u
Bi
)2 ≤ 1
128
E+
[
(Xtu − Y tu)2
]
.
Combing the last displayed equation together with (21) yields the desired (19) and the proposition
follows.
5.3 Large |θ| regime
In this subsection, we focus on the regime where |θ| ≥ θ∗. In this regime, to prove Theorem 5.1, it
is sufficient to prove the following proposition.
Proposition 5.8. Assume 1/c0 ≤ a/b ≤ c0 for some positive constant c0. For any θ∗ ∈ (0, 1),
there exist a d∗ = d∗(θ∗, c0) such that for all θ ≥ θ∗, d ≥ d∗, and t ≥ t∗(θ, d, α),
E
[√
|Xt+1u − Y t+1u |
]
≤
√
α(1− α)E
[√
|Xtu − Y tu |
]
.
Proof. Note that E
[√|Xtu − Y tu |] = E+ [√|Xtu − Y tu |] = E− [√|Xtu − Y tu |]. Thus it suffices to
show that
E+
[√
|Xt+1u − Y t+1u |
]
≤
√
α(1− α)E+
[√
|Xtu − Y tu |
]
. (26)
Fix t∗(θ, d, α) as per se Lemma 5.3 and consider t ≥ t∗. Let g1 =
∏
i∈∂u(1+θxi), g2 =
∏
i∈∂u(1−θxi),
and g({xi}i∈∂u) = e
hug1−e−hug2
ehug1+e−hug2
. Then Xt+1u = g({Xti}i∈∂u) and Y t+1u = g({Y ti }i∈∂u). Note that
∂g1
∂xi
= θg11+θxi and
∂g2
∂xi
= − θg21+θxi . It follows that for any i ∈ ∂u,
∂g
∂xi
=
4θg1g2
(1− θ2x2i )(g1ehu + g2e−hu)2
≤ 4θg2
(1− θ2x2i )g1e2hu
= e−2hu
4θ
(1 + θxi)2
∏
j∈∂u:j 6=i
1− θxj
1 + θxj
,
where the inequality holds due to g2 ≥ 0, and the last equality holds by the definition of g1 and g2.
By assumption, 1c0 ≤ ab ≤ c0 and thus |θ| ≤ c0−1c0+1 . Since (1 + θxi) ≥ 1 − |θ| ≥ 2c0+1 for |xi| ≤ 1, it
follows that for any i ∈ ∂u,
∂g
∂xi
(x) ≤ (c0 + 1)2e−2hu
∏
j∈∂u:j 6=i
1− θxj
1 + θxj
, (c0 + 1)2e−2huri(x).
Note that ri(x) is convex in x and thus for any x, y ∈ [−1, 1]|∂u| and any 0 ≤ δ ≤ 1,
∂g
∂xi
(δx+ (1− δ)y) ≤ (c0 + 1)2e−2huri(δx+ (1− δ)y) ≤ (c0 + 1)2e−2hu max{ri(x), ri(y)}.
It follows that
|g(x)− g(y)| ≤ (c0 + 1)2e−2hu
∑
i∈∂u
|xi − yi|max{ri(x), ri(y)}.
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Hence,
|Xt+1u − Y t+1u | ≤ (c0 + 1)2e−2hu
∑
i∈∂u
|Xti − Y ti |max{ri(X), ri(Y )}.
Note that ri(X), ri(Y ) are functions of {Xtj , Y tj } for all j ∈ ∂u\{i}, and thus ri(X), ri(Y ) are
independent of Xti and Y
t
i conditional on τu and ∂u. Moreover, hu is independent of {Xti , Y ti }i∈∂u
conditional on τu and ∂u. Thus it follows from the last displayed equation that
E+
[√
|Xt+1u − Y t+1u |∂u
]
≤ (c0 + 1)E+
[
e−hu
]∑
i∈∂u
E+
[√
|Xti − Y ti |
]
E+
[
max{
√
ri(X),
√
ri(Y )}
]
= 2(c0 + 1)
√
α(1− α)
∑
i∈∂u
E+
[√
|Xti − Y ti |
]
E+
[
max{
√
ri(X),
√
ri(Y )}
]
= 2(c0 + 1)
√
α(1− α) D E+
[√
|Xtu − Y tu |
]
E+
[
max{
√
r(X),
√
r(Y )}
]
, (27)
where D = |∂u|; (r(X), r(Y )) has the same distribution as (ri(X), ri(Y )) for i ∈ ∂u; the first
equality follows due to E+
[
e−hu
]
= 2
√
α(1− α); the last equality holds because for all i ∈ ∂u,
E+
[√
|Xti − Y ti |
]
= (1− η)E
[√
|Xti − Y ti ||τi = +
]
+ ηE
[√
|Xti − Y ti ||τi = −
]
= E
[√
|Xti − Y ti ||τi = +
]
= E+
[√
|Xtu − Y tu |
]
.
To proceed, we need to bound E+
[
max{√r(X),√r(Y )}] from the above.
Lemma 5.9. Assume 1/c0 ≤ a/b ≤ c0 for some positive constant c0. For any 0 < θ∗ < 1, there
exists a d∗ = d∗(θ∗, c0) and a λ = λ(θ∗) ∈ (0, 1) such that for all |θ| ≥ θ∗, d ≥ d∗, t ≥ t∗(θ, d, α),
and i ∈ ∂u,
E+
[√
1− θXti
1 + θXti
]
≤ λ,
and the same is also true for Y ti .
Proof. By assumption 1c0 ≤ ab ≤ c0, it follows that |θ| ≤ c0−1c0+1 and 1c0+1 ≤ η ≤ c0c0+1 . We prove the
claim for Xti ; the claim for Y
t
i follows similarly. Fix  = (θ
∗, c0) < 1 to be determined later. It
follows from Lemma 5.3 and the Markov inequality that for all t ≥ t∗(θ, d, α)
P
{
1−Xtu ≥ |σu = +
} ≤ 1− E+ [Xtu]

≤ 2Cη
θ2d
+
2e−Cd

,
where C is a universal constant. Hence, there exists a d∗ = d∗(θ∗, c0) such that for all d ≥ d∗ and
θ ≥ θ∗, P{1−Xtu ≥ |σu = +} ≤ , i.e., P{Xtu ≥ 1− |σu = +} ≥ 1− . Since the distribution of
Xtu conditional on σu is the same as the distribution of X
t
i conditional on σi for i ∈ ∂u, it follows
that P
{
Xti ≥ 1− |σi = +
} ≥ 1− . By symmetry, the distribution of Xti conditional on σi = − is
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the same as the distribution of −Xti conditional on σi = +, and thus P
{
Xti ≤ − 1|σi = −
} ≥ 1−.
Hence,
P
{
Xti ≥ 1− |σu = +
} ≥ P{Xti ≥ 1− , σi = +|σu = +}
= P {σi = +|σu = +}P
{
Xti ≥ 1− |σi = +
}
≥ (1− η)(1− ) ≥ 1− η − .
Similarly,
P
{
Xti ≤ − 1|σu = +
} ≥ P{Xti ≤ − 1, σi = −|σu = +}
= P {σi = −|σu = +}P
{
Xti ≤ − 1|σi = −
}
≥ η(1− ) ≥ η − .
Let f(x) =
√
1−θx
1+θx . Then f is non-increasing in x if θ ≥ 0 and non-decreasing if θ < 0. It follows
that
E+
[
f(Xti )
] ≤ f(1− )(1− η − ) + f(−1)(η + ), θ ≥ 0,
E+
[
f(Xti )
] ≤ f(1)(1− η + ) + f(− 1)(η − ), θ < 0.
Notice that
f(1− ) ≤ f(1) +  sup
x∈[1−,1]
|f ′(x)| ≤
√
η
1− η +
(c0 + 1)
2
4
,
f(− 1) ≤ f(−1) +  sup
x∈[−1,−1]
|f ′(x)| ≤
√
1− η
η
+
(c0 + 1)
2
4
,
where the last inequality holds because for x ∈ [−1, 1],
|f ′(x)| = θ
2|x|
(1 + θx)3/2(1− θx)1/2 ≤
1
(1− |θ|)2 ≤
(c0 + 1)
2
4
.
Hence,
f(1− )(1− η − ) + f(−1)(η + ) ≤ f(1)(1− η) + f(−1)η + (c0 + 1)
2
4
+ f(−1)
= 2
√
η(1− η) + (c0 + 1)
2
4
+ f(−1)
≤
√
1− (θ∗)2 + (c0 + 1)
2
4
+ 
√
c0,
where the last inequality holds because η = 1−θ2 , |θ| ≥ θ∗, and f(−1) ≤
√
c0. Similarly,
f(1)(1− η + ) + f(− 1)(η − ) ≤ f(1)(1− η + ) + f(−1)η + (c0 + 1)
2
4
= 2
√
η(1− η) + (c0 + 1)
2
4
+ f(1)
≤
√
1− (θ∗)2 + (c0 + 1)
2
4
+ 
√
c0.
In conclusion, for both of case θ ≥ 0 and case θ < 0, we have shown that
E+
[
f(Xti )
] ≤√1− (θ∗)2 + (c0 + 1)2
4
+ 
√
c0.
Therefore, there exists an ∗ = ∗(θ∗, c0) such that E+
[
f(Xti )
] ≤ λ for some λ = λ(θ∗) ∈ (0, 1).
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Finally, we finish the proof of Proposition 5.8. It follows from Lemma 5.9 that
E+
[
max{
√
r(X),
√
r(Y )}
]
≤ E+
[√
r(X) +
√
r(Y )
]
≤ 2λD−1.
Combing the last displayed equation with (27) yields
E+
[√
|Xt+1u − Y t+1u |∂u
]
≤ 4(c0 + 1)
√
α(1− α)DλD−1E+
[√
|Xtu − Y tu |
]
.
Thus,
E+
[√
|Xt+1u − Y t+1u
]
≤ 4(c0 + 1)
√
α(1− α)E [DλD−1]E+ [√|Xtu − Y tu |] .
By Cauchy-Schwarz inequality and D ∼ Pois(d),
E
[
DλD
] ≤√E [D2]√E [λ2D] = √2ded(λ2−1)/2.
Combing the last two displayed equation, we get that
E+
[√
|Xt+1u − Y t+1u
]
≤ 4(c0 + 1)
√
ded(λ
2−1)/2λ−1
√
α(1− α)E+
[√
|Xtu − Y tu |
]
.
Since λ = λ(θ∗) ∈ (0, 1), there exists a d∗(θ∗, c0) such that for all d ≥ d∗, the desired (26) holds
and hence the proposition follows.
6 Optimality of local BP when α is small
Theorem 6.1. There exists a constant 0 < α∗ < 1/2 depending only on c0 such that if α ≤ α∗,
then
lim
t→∞ lim supn→∞
E
[|Xtu − Y tu |] = 0.
Proof. The proof is similar to the proof of Theorem 5.1 and is divided into three steps. Thus we
only provide proof sketches below.
We first show that for all t ≥ 0,
min
{
E+
[
Xtu
]
,E+
[
Y tu
]} ≥ 1− 4α. (28)
In particular, given access to τ∂T tu and τ˜T tu , the optimal estimator of τu is sgn(X
t
u) whose success
probability is (1 + E
[|Xtu|])/2. For the estimator τ˜u, its success probability is 1 − α. It follows
that E
[|Xtu|] ≥ 1 − 2α. In view of Lemma 5.2 , E+[Xtu] ≥ 2E [|Xtu|] − 1 ≥ 1 − 4α. By the same
argument, E+[Y tu ] ≥ 1− 4α.
We next focus on the case |θ| ≤ θ∗, where θ∗ is a small constant to be specified later. To prove
the theorem in this case, it is sufficient to show that
E+
[
(Xt+1u − Y t+1u )2
] ≤ C√α(1− α)E+ [(Xtu − Y tu)2] (29)
for some explicit universal constant C. In the proof of Proposition 5.4, we have shown that
E+
[
(Xt+1u − Y t+1u )2
] ≤ 128√α(1− α)E+
( d∏
i=1
Ai −
d∏
i=1
Bi
)2 ,
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and
E+
( d∏
i=1
Ai −
d∏
i=1
Bi
)2 ∣∣∣∣∂u
 ≤ 1
2
(
D
2
)
mD−2
(
E+
[
A2 −B2])2 +DmD−1E+ [(A−B)2] .
Following the proof of Lemma 5.5, one can check that there exists a θ∗1 such that if |θ| ≤ θ∗1 and
α ≤ 1/32, then m ≤ 1− θ24 ≤ e−θ
2/4. In view of Lemma 5.6 and Lemma 5.7, there exist θ∗2 and θ∗3
such that if |θ| ≤ θ∗ , min{θ∗1, θ∗2, θ∗3}, then
E+
( d∏
i=1
Ai −
d∏
i=1
Bi
)2 ∣∣∣∣∂u
 ≤ (9
4
D2θ4e−θ
2(D−2)/4 + dθ2e−θ
2(D−1)/4
)
E+
[
(Xtu − Y tu)2
]
≤ C ′ E+ [(Xtu − Y tu)2] ,
where C ′ is a universal constant and the last inequality holds because Dθ2e−θ2D and D2θ4e−θ2D
are bounded by a universal constant from above. Combing the last three displayed equations yields
the desired (29).
Finally, we consider the case |θ| ≥ θ∗. In this case, to prove the theorem, it suffices to show
that
E+
[√
|Xt+1u − Y t+1u |
]
≤ C ′(c0)
√
α(1− α)E+
[√
|Xtu − Y tu |
]
, (30)
for some explicit constant C ′ depending only on c0. In the proof of Proposition 5.8, we have shown
that (27) holds, which gives
E+
[√
|Xt+1u − Y t+1u |∂u
]
≤ 2(c0 + 1)
√
α(1− α)D E+
[√
|Xtu − Y tu |
]
E+
[
max{
√
r(X),
√
r(Y )}
]
,
where (r(X), r(Y )) has the same distribution as (ri(X), ri(Y )) for i ∈ ∂u, and ri(x) =
∏
j∈∂u:j 6=i
1−θxj
1+θxj
.
Following the proof of Lemma 5.9, one can verify that there exists an α∗(θ∗, c0) and a λ(θ∗) ∈ (0, 1)
such that if α ≤ α∗, then for all i ∈ ∂u,
max
{
E+
[√
1− θXti
1 + θXti
]
,E+
[√
1− θY ti
1 + θY ti
]}
≤ λ.
It follows that
E+
[
max{
√
r(X),
√
r(Y )}
]
≤ E+
[√
r(X) +
√
r(Y )
]
≤ 2λD−1.
Combing the last three displayed equations yields
E+
[√
|Xt+1u − Y t+1u |∂u
]
≤ 4(c0 + 1)
√
α(1− α)DλD−1E+
[√
|Xtu − Y tu |
]
,
which implies the desired (30) holds, because DλD−1 is bounded by a universal constant from
above.
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7 Density evolution in the large degree regime
In this section, we consider the regime (3) and further assume that as n→∞,
a→∞ a− b√
b
→ µ,
where µ is a fixed constant. For t ≥ 1, define
Φtu =
∑
`∈∂u
F (Φt−1` + h`), (31)
Ψtu =
∑
`∈∂u
F (Ψt−1` + h`), (32)
where Φ0u = ∞ if τu = + and Φ0u = −∞ if τu = −; Ψ0u = 0 for all u. Then Λtu = Φtu + hu
and Γtu = Ψ
t
u + hu for all t ≥ 0. Notice that subtrees {T t`}`∈∂u are independent and identically
distributed conditional on τu. Thus {Φt−1` }`∈∂u ({Ψt−1` }`∈∂u) are independent and identically dis-
tributed conditional on τu. As a consequence, when the expected degree of u tends to infinity,
due to the central limit theorem, we expect that the distribution of Φtu (Ψ
t
u) conditional on τu is
approximately Gaussian.
Let W t+ (Z
t
+) denote a random variable that has the same distribution as Φ
t
u (Ψ
t
u) conditional
on τu = +, and W
t− (Zt−) denote a random variable that has the same distribution as Φtu (Ψtu)
conditional on τu = −. We are going to prove that the distributions of W t+ (Zt+) and W t− (Zt−) are
asymptotically Gaussian. The following lemma provides expressions of the mean and variance of
Zt+ and Z
t−.
Lemma 7.1. For all t ≥ 0,
E
[
Zt+1±
]
= ±µ
2
4
E
[
tanh(Zt+ + U)
]
+O(a−1/2). (33)
var
(
Zt+1±
)
=
µ2
4
E
[
tanh(Zt+ + U)
]
+O(a−1/2). (34)
Proof. By symmetry, the distribution of Γtu conditional on τu = − is the same as the distribution
of −Γtu conditional on τu = +. Thus, E
[
Zt+1+
]
= −E [Zt+1− ] and var (Zt+1+ ) = var (Zt+1− ). Hence,
it suffices to prove the claims for Zt+1− . By the definition of Γtu and the change of measure, we have
that
E
[
g
(
Γtu
) |τu = −1] = E [g (Γtu) e−2Γtu |τu = +1] ,
where g is any measurable function such that the expectations above are well-defined. Recall that
Γtu = hu + Ψ
t
u. Hence, the distribution of Γ
t
u conditional on τu = + is the same as the distribution
of U +Zt+; the distribution of Γ
t
u conditional on τu = − is the same as the distribution of −U +Zt−.
It follows that
E
[
g
(
Zt− − U
)]
= E
[
g
(
Zt+ + U
)
e−2(Z
t
++U)
]
. (35)
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Define ψ(x) , log(1 +x)−x+x2/2. It follows from the Taylor expansion that |ψ(x)| ≤ |x|3. Then
F (x) =
1
2
log
(
e2x+2β + 1
e2x + e2β
)
= −β + 1
2
log
(
e2x+2β + 1
e2x−2β + 1
)
= −β + 1
2
log
(
1 +
e4β − 1
1 + e−2(x−β)
)
= −β + e
4β − 1
2
f(x)−
(
e4β − 1)2
4
f2(x) +
1
2
ψ
(
(e4β − 1)f(x)
)
,
where f(x) = 1
1+e−2(x−β) . Since |ψ(x)| ≤ |x|3 and |f(x)| ≤ 1, it follows that
F (x) = −β + e
4β − 1
2
f(x)−
(
e4β − 1)2
4
f2(x) +O
(
|e4β − 1|3
)
, (36)
Therefore,
Ψt+1u =
∑
`∈∂u
F (Ψt` + h`)
=
∑
`∈∂u
[
−β + e
4β − 1
2
f(Ψt` + h`)−
(
e4β − 1)2
4
f2(Ψt` + h`) +O
(
|e4β − 1|3
)]
.
By conditioning the label of vertex u is −, it follows that
E
[
Zt+1−
]
= −βa+ b
2
+
e4β − 1
4
(
bE
[
f(Zt+ + U)
]
+ aE
[
f(Zt− − U)
])
−
(
e4β − 1)2
8
(
bE
[
f2(Zt+ + U)
]
+ aE
[
f2(Zt− − U))
])
+O
(
b|e4β − 1|3
)
.
In view of (35), we have that
bE
[
f(Zt+ + U)
]
+ aE
[
f(Zt− − U)
]
= bE
[
f(Zt+ + U)(1 + e
−2(Zt++U−β))
]
= b, (37)
bE
[
f2(Zt+ + U)
]
+ aE
[
f2(Zt− − U)
]
= bE
[
f2(Zt+ + U)(1 + e
−2(Zt++U−β))
]
= bE
[
f(Zt+ + U)
]
.
(38)
Hence,
E
[
Zt+1−
]
= −βa+ b
2
+
b
(
e4β − 1)
4
− b
(
e4β − 1)2
8
E
[
f(Zt+ + U)
]
+O
(
b|e4β − 1|3
)
.
Notice that
−β = −1
2
log
(
1 +
a− b
b
)
= −a− b
2b
+
(a− b)2
4b2
+O
( |a− b|3
b3
)
. (39)
As a consequence,
−βa+ b
2
+
b
(
e4β − 1)
4
= −a
2 − b2
4b
+
(a− b)2(a+ b)
8b2
+
a2 − b2
4b
+O
( |a− b|3
b2
)
=
(a− b)2
4b
+O
( |a− b|3
b2
)
=
µ2
4
+O(a−1/2),
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where the last equality holds due to (a− b)/√b→ µ for a fixed constant µ. Moreover,
b
(
e4β − 1)2
8
=
(a2 − b2)2
8b3
=
(a− b)2
2b
(
1 +
a− b
2b
)2
= µ2/2 +O(a−1/2),
and
b|e4β − 1|3 = O
( |a− b|3
b2
)
= O(a−1/2).
Assembling the last five displayed equations gives that
E
[
Zt+1−
]
=
µ2
4
− µ
2
2
E
[
f(Zt+ + U)
]
+O(a−1/2).
Finally, notice that∣∣∣∣f(x)− 11 + e−2x
∣∣∣∣ = e−2x
∣∣e2β − 1∣∣
(1 + e−2(x−β))(1 + e−2x)
≤ ∣∣e2β − 1∣∣ = O(a−1/2). (40)
It follows that
E
[
Zt+1−
]
=
µ2
4
− µ
2
2
E
[
1
1 + e−2(Z
t
++U)
]
+O(a−1/2)
= −µ
2
4
tanh(Zt+ + U) +O(a
−1/2).
Next we calculate var(Zt+1− ). For Y =
∑L
i=1Xi, where L is Poisson distributed, and {Xi}
are i.i.d. with finite second moments, one can check that var(Y ) = E [L]E
[
X21
]
. Since Ψt+1u =∑
`∈∂u F (Ψ
t
` + h`), it follows that
var(Zt+1− ) =
b
2
E
[
F 2(Zt+ + U)
]
+
a
2
E
[
F 2(Zt− − U)
]
,
In view of (36) and the fact that e4β − 1 = o(1), we have that
F 2(x) = β2 −
(
e4β − 1
)
βf(x) +
(
e4β − 1)2 (2β + 1)
4
f2(x) +O
(
|e4β − 1|3
)
,
Thus,
var(Zt+1− ) = β
2a+ b
2
−
(
e4β − 1)β
2
[
bE
[
f(Zt+ + U)
]
+ aE
[
f(Zt− − U)
]]
+
(
e4β − 1)2 (2β + 1)
8
[
bE
[
f2(Zt+ + U)
]
+ aE
[
f2(Zt− − U)
]]
+O
(
b|e4β − 1|3
)
.
Applying (37) and (38), we get that
var(Zt+1− ) = β
2a+ b
2
−
(
e4β − 1)βb
2
+
(
e4β − 1)2 (2β + 1)b
8
E
[
f(Zt+ + U)
]
+O
(
b|e4β − 1|3
)
.
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In view of (39), we have that
β2
a+ b
2
−
(
e4β − 1)βb
2
=
(a− b)2(a+ b)
8b2
− (a− b)
2(a+ b)
4b2
+O
( |a− b|3
b2
)
= −(a− b)
2
4b
+O
( |a− b|3
b2
)
= −µ
2
4
+O(a−1/2),
and that (
e4β − 1)2 (2β + 1)b
8
=
(a− b)2
2b
(
1 +
a− b
2b
)2
(2β + 1)
=
(a− b)2
2b
+O
( |a− b|3
b2
)
=
µ2
2
+O(a−1/2).
Moreover, we have shown that b|e4β−1|3 = O(a−1/2). Assembling the last three displayed equations
gives that
var(Zt+1− ) = −
µ2
4
+
µ2
2
E
[
f(Zt+ + U)
]
+O(a−1/2).
Finally, in view of (40), we get that
var(Zt+1− ) = −
µ2
4
+
µ2
2
E
[
1
1 + e−2(Z
t
++U)
]
+O(a−1/2)
=
µ2
4
E
[
tanh(Zt+ + U)
]
+O(a−1/2).
The following lemma is useful for proving the distributions of Zt+ and Z
t− are approximately
Gaussian.
Lemma 7.2. (Analog of Berry-Esseen inequality for Poisson sums [29, Theorem 3].) Let Sν =
X1 + · · · + XNν , where Xi : i ≥ 1 are independent, identically distributed random variables with
finite second moment, and E
[|Xi|3] ≤ ρ3, and for some ν > 0, Nν is a Pois(ν) random variable
independent of (Xi : i ≥ 1). Then
sup
x
∣∣∣∣P
Sν − νE [X1]√νE [X21] ≤ x
− P {Z ≤ x}
∣∣∣∣ ≤ CBEρ3√
ν(E
[
X21
]
)3
,
where CBE = 0.3041.
Lemma 7.3. Suppose α ∈ (0, 1/2] is fixed. Let h(v) = E [tanh(v +√vZ + U)], where Z ∼ N (0, 1)
and U = γ with probability 1 − α and U = −γ with probability α, where γ = 12 log 1−αα . Define
(vt : t ≥ 0) recursively by v0 = 0 and vt+1 = µ24 h(vt). For any fixed t ≥ 0, as n→∞,
sup
x
∣∣∣∣P{Zt± ∓ vt√vt ≤ x
}
− P {Z ≤ x}
∣∣∣∣ = O(a−1/2). (41)
Define (wt : t ≥ 1) recursively by w1 = µ2/4 and wt+1 = µ24 h(wt). For any fixed t ≥ 1, as n→∞,
sup
x
∣∣∣∣P{W t± ∓ wt√wt ≤ x
}
− P {Z ≤ x}
∣∣∣∣ = O(a−1/2). (42)
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Proof. We prove the lemma by induction over t. We first consider the base case. For Zt, the base
case t = 0 trivially holds, because Ψ0u ≡ 0 and v0 = 0. For W t, we need to check the base case
t = 1. Recall that Λ0` = ∞ if τ` = + and Λ0` = −∞ if τ` = −. Notice that F (∞) = β and
F (−∞) = −β. Hence, Φ1u =
∑Nd
i=1Xi, where Nd ∼ Pois(d) is independent of {Xi}; {Xi} are i.i.d.
such that conditional on τu, Xi = τuβ with probability a/(a+ b) and Xi = −τuβ with probability
b/(a + b). Consequently, E [X1|τu] = βθτu, E
[
X21
]
= β2 and E
[|X1|3] = |β|3. Thus, in view of
Lemma 7.2, we get that
sup
x
∣∣∣∣P
{
W 1± ∓ dβθ√
dβ2
≤ x
}
− P {Z ≤ x}
∣∣∣∣ ≤ O(d−1/2). (43)
Since
β =
1
2
log
a
b
=
a− b
2b
− (a− b)
2
4b2
+O
(
(a− b)3
b3
)
.
it follows that dβθ = µ2/4 + O(a−1/2) and dβ2 = µ2/4 + O(a−1/2). Note that by definition,
w1 = µ
2/4. For any x ∈ R, define x′± such that
√
dβ2x′± ± dβθ = x
√
w1 ± w1. Then{
W 1± ∓ wt√
wt
≤ x
}
=
{
W 1± ∓ dβθ√
dβ2
≤ x′
}
.
Hence,
sup
x
∣∣∣∣P{W 1± ∓ w1√w1 ≤ x
}
− P {Z ≤ x}
∣∣∣∣
= sup
x
∣∣∣∣P
{
W 1± ∓ dβθ√
dβ2
≤ x′
}
− P {Z ≤ x}
∣∣∣∣
≤ sup
x
∣∣∣∣P
{
W 1± ∓ dβθ√
dβ2
≤ x′
}
− P{Z ≤ x′}+ sup
x
∣∣∣∣P{Z ≤ x′}− P {Z ≤ x} ∣∣∣∣
(a)
≤ O(d−1/2) + sup
x
∣∣∣∣P{Z ≤ x′}− P {Z ≤ x} ∣∣∣∣
≤ O(d−1/2), (44)
where (a) holds due to (43); the last inequality holds because |x′−x| ≤ O ((x+ 1)d−1/2) and hence,
sup
x
∣∣∣∣P{Z ≤ x′}− P {Z ≤ x} ∣∣∣∣ ≤ sup
x
1√
2pi
|x′ − x|max
{
e−x
2/2, e−(x
′)2/2
}
= O(d−1/2).
Therefore, (42) holds for t = 1.
In view of (31) and (32), Φtu and Ψ
t
u satisfy the same recursion. Moreover, by definition, vt and
wt also satisfy the same recursion. Thus, to finish the proof of the lemma, it suffices to show that:
suppose (41) holds for a fixed t, then it also holds for t+ 1. Also, by symmetry, Zt+1+ has the same
distribution as −Zt+1− , so it is enough to show (41) holds for Zt+1− .
Notice that Zt+1− =
∑Nd
i=1 Yi, where Nd ∼ Pois(d) is independent of {Yi}; {Yi} are i.i.d. such
that Yi = F (Z
t
+ + U) with probability b/(a + b) and Yi = F (Z
t− − U) with probability a/(a + b).
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Thus, E
[
Zt+1−
]
= dE [Y1] and var
(
Zt+1−
)
= dE
[
Y 21
]
. In view of Lemma 7.2, we get that
sup
x
∣∣∣∣P
Zt+1− − dE [Y1]√dE [Y 21 ] ≤ x
− P {Z ≤ x}
∣∣∣∣ = O
(
dE
[|Y1|3]
(dE
[
Y 21
]
)3/2
)
. (45)
It follows from Lemma 7.1 that
dE [Y1] = −µ
2
4
E
[
tanh(Zt+ + U)
]
+O(a−1/2).
dE
[
Y 21
]
=
µ2
4
E
[
tanh(Zt+ + U)
]
+O(a−1/2).
Using the area rule of expectation, we have that
E
[
tanh(Zt+ + U)
]
=
∫ 1
0
tanh′(t)P
{
Zt+ + U ≥ t
}
dt−
∫ 0
−1
tanh′(t)P
{
Zt+ + U ≤ t
}
=
∫ 1
0
tanh′(t)P {vt +√vtZ + U ≥ t} dt−
∫ 0
−1
tanh′(t)P {vt +√vtZ + U ≤ t}+O(a−1/2)
= E [tanh(vt +
√
vtZ + U)] +O(a
−1/2).
where the second equality follows from the induction hypothesis and the fact that | tanh′(t)| ≤ 1.
Hence, dE [Y1] = −vt+1 +O(a−1/2) and dE
[
Y 21
]
= vt+1 +O(a
−1/2). Moreover, since F is monotone,
it follows that |F (x)| ≤ max{|F (∞)|, |F (−∞)|} = β and thus dE [|Y1|3] ≤ dβ3 = O(a−1/2). As a
consequence, in view of (45) and following the similar argument as (44), we get that (41) holds for
Zt+1− .
We are about to prove Theorem 2.4 based on Lemma 7.3. Before that, we need a lemma showing
that h is monotone.
Lemma 7.4. h(v) is continuous on [0,∞) and 0 ≤ h′(v) ≤ 1 for v ∈ (0,+∞).
Proof. By definition,
h(v) = (1− α)E
[
tanh
(
v +
√
vZ +
1
2
log
1− α
α
)]
+ αE
[
tanh
(
v +
√
vZ − 1
2
log
1− α
α
)]
.
Since | tanh(x)| ≤ 1, the continuity of h follows from the dominated convergence theorem. We next
show h′(v) exists for v ∈ (0,∞). Fix c ∈ R and let g(v) = E [tanh(v +√vZ + c)]. Notice that
tanh′(x+
√
xZ + c) = (1− tanh2(x+√xZ + c))(1 + x−1/2Z/2) for x ∈ (0,∞), and∣∣ (1− tanh2(x+√xZ + c)) (1 + x−1/2Z/2)∣∣ ≤ 1 + x−1/2|Z|/2.
Since |Z| is integrable, by the dominated convergence theorem, E [tanh′(x+√xZ + c)] exists and
is continuous in x. Therefore, x→ E [tanh′(x+√xZ + c)] is integrable over x ∈ (0,∞). It follows
that
g(v) = E
[
tanh(c) +
∫ v
0
tanh′(x+
√
xZ + c)dx
]
= tanh(c) +
∫ v
0
E
[
tanh′(x+
√
xZ + c)
]
dx,
33
where the second equality holds due to Fubini’s theorem. Hence,
g′(v) = E
[(
1− tanh2(v +√vZ + c)) (1 + v−1/2Z/2)] .
Using the integration by parts, we can get that
E
[(
1− tanh2(v +√vZ + c))√vZ]
=
∫ ∞
−∞
(1− tanh2(v + x+ c) 1√
2piv
e−x
2/2vdx
= −v
∫ ∞
−∞
(1− tanh2(v + x+ c)
(
1√
2piv
e−x
2/2v
)′
dx
= −v(1− tanh2(v + x+ c) 1√
2piv
e−x
2/2v
∣∣∣∣+∞
−∞
+ v
∫ ∞
−∞
(1− tanh2(v + x+ c)′ 1√
2piv
e−x
2/2vdx
= −2vE [tanh(v +√vZ + c)(1− tanh2(v +√vZ + c))] .
The last two displayed equations yield that
g′(v) = E
[(
1− tanh(√vZ + v + c)) (1− tanh2(√vZ + v + c))] .
It follows that
h′(v) = E
[(
1− tanh(√vZ + v + U)) (1− tanh2(√vZ + v + U))] .
Thus h′(v) ≥ 0. Finally, we show h′(v) ≤ 1. We need the following equality: For k ∈ N,
E
[
tanh2k(
√
vZ + v + U)
]
= E
[
tanh2k−1(
√
vZ + v + U)
]
, (46)
which immediately implies that
h′(v) = E
[(
1− tanh2(√vZ + v + U))2] ≤ 1.
To prove (46), we need to introduce the notation of symmetric random variables [43, 34]. A random
variable X is said to be symmetric if it takes values in (−∞,+∞) and
E [g(X)] = E
[
g(−X)e−2X] , (47)
for any real function g such that at least one of the expectation values exists. It is easy to check
by definition that
√
vZ + v and U are symmetric. Moreover, one can check that a sum of two
independent, symmetric random variables is symmetric. Thus,
√
vZ + v + U is symmetric. As
shown in [34, Lemma 3], if X is symmetric, then E
[
tanh2k(X)
]
= E
[
tanh2k−1(X)
]
. Specifically,
by plugging g(x) = tanh2k(x) and g(x) = tanh2k−1(x) into (47), we have that
E
[
tanh2k(X)
]
= E
[
tanh2k(−X)e−2X
]
= E
[
tanh2k(X)e−2X
]
,
E
[
tanh2k−1(X)
]
= E
[
tanh2k−1(−X)e−2X
]
= −E
[
tanh2k−1(X)e−2X
]
.
It follows that
E
[
tanh2k(X)
]
=
1
2
E
[
tanh2k(X)(1 + e−2X)
]
=
1
2
E
[
tanh2k−1(X)(1− e−2X)
]
= E
[
tanh2k−1(X)
]
.
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Proof of Theorem 2.4. In view of Lemma 7.3,
lim
n→∞P
{
Γtu ≥ 0|τu = −
}
= lim
n→∞P
{
Γtu ≤ 0|τu = +
}
= (1− α)Q
(
vt + γ√
vt
)
+ αQ
(
vt − γ√
vt
)
.
Hence, it follows from Lemma 3.7 that
lim
n→∞ pGn(σ̂
t
BP) = limn→∞ q
∗
T t = 1− E
[
Q
(
vt + U√
vt
)]
.
We prove that vt+1 ≥ vt for t ≥ 0 by induction. Recall that v0 = 0 ≤ v1 = (1 − 2α)2µ2/4 =
µ2h(v0)/4. Suppose vt+1 ≥ vt holds; we shall show the claim also holds for t + 1. In particular,
since h is continuous on [0,∞) and differential on (0,∞), it follows from the mean value theorem
that
vt+2 − vt+1 = µ
2
4
(h(vt+1)− h(vt)) = µ
2
4
h′(x),
for some x ∈ (vt, vt+1). Lemma 7.4 implies that h′(x) ≥ 0 for x ∈ (0,∞), it follows that vt+2 ≥ vt+1.
Hence, vt is non-decreasing in t. Next we argue that vt ≤ v for all t ≥ 0 by induction, where v
is the smallest fixed point of v = µ
2
4 h(v). For the base case, v0 = 0 ≤ v. If vt ≤ v, then by
the monotonicity of h, vt+1 =
µ2
4 h(vt) ≤ µ
2
4 h(v) = v. Thus, limt→∞ vt exists and limt→∞ vt = v.
Therefore,
lim
t→∞ limn→∞ pGn(σ̂
t
BP) = lim
t→∞ limn→∞ q
∗
T t = 1− E
[
Q
(
v + U√
v
)]
.
Next, we prove the claim for p∗Gn . In view of Lemma 7.3,
lim
n→∞P
{
Λtu ≥ 0|τu = −
}
= lim
n→∞P
{
Λtu ≤ 0|τu = +
}
= (1− α)Q
(
wt + γ√
wt
)
+ αQ
(
wt − γ√
wt
)
.
Hence, it follows from Lemma 3.9 that
lim sup
n→∞
p∗Gn ≤ limn→∞ p
∗
T t = 1− E
[
Q
(
wt + U√
wt
)]
.
Recall that w1 = µ
2/4 ≥ wt. By the same argument of proving vt is non-decreasing, one can show
that wt is non-increasing in t. Also, by the same argument of proving vt is upper bounded by v,
one can show that wt is lower bounded by v, where where v is the largest fixed point of v =
µ2
4 h(v).
Thus, limt→∞wt exists and limt→∞wt = v. Therefore,
lim
t→∞ lim supn→∞
p∗Gn ≤ limt→∞ limn→∞ p
∗
T t = 1− E
[
Q
(
v + U√
v
)]
.
Finally, notice that
wt+1 − vt+1 = µ
2
4
(h(wt)− h(vt)) ≤ µ
2
4
(wt − vt),
where the last inequality holds because 0 ≤ h′(x) ≤ 1. If |µ| < 2, then µ2/4 ≤ 1 −  for some
 > 0. Hence, (wt+1 − vt+1) ≤ (1 − )(wt − vt). Since w1 − v1 = µ2α(1 − α), it follows that
limt→∞(wt − vt) = 0 and thus v = v. If instead |µ| ≥ C for some sufficiently large constant C or
α ≤ α∗ for some sufficiently small constant 0 < α∗ < 1/2, then it follows from Theorem 5.1 and
Theorem 6.1 that limt→∞ limn→∞ p∗T t = limt→∞ limn→∞ q
∗
T t . As a consequence, v = v.
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