A roll-pitch seeker has a wide field of view but suffers from a singularity as the sightline coincides with the outer gimbal (OG) axis. In the vicinity of the singularity, the tracking effectiveness is often degraded or even lost due to the high actuation demand on OG, which is known as the zenith pass problem. To solve this problem, this paper first proposes a novel motion model of sightline to predict the singularity in a receding horizon, where the model parameters are identified using a modified recursive least square estimator. And with the singularity predictions as set points, a predictive functional controller is then designed for the OG position control to minimize the tracking error. This novel combination control scheme is validated in MATLAB/Simulink. Simulation results have confirmed that the proposed scheme can significantly mitigate the zenith pass problem and be applied to the real-time tracking process.
Introduction
Taking into account the cost savings and size reduction, a two-axis gimbaled platform has been widely used in optics seekers of precision-guided missiles. It can be intelligibly used to track the target and to provide the inertial stabilization for the sensor's pointing vector. There are usually two kinds of structural seeker: elevate-azimuth seeker and rollpitch seeker, classified by the rotation axis. Between them, the roll-pitch seeker and the one this paper concerned can be designed smarter and of a larger gimbal angle, which attracted much more attention in the past two decades [1] .
A sketch of the roll-pitch seeker is shown in Figure 1 . In this configuration, the target detector and inertial sensors are mounted on the inner gimbal (IG), which is constrained to rotate with the pitch axis. And the outer gimbal (OG) rotates with the roll axis. Each gimbal is actuated by a brushless DC motor and angle information is measured by an encoder, represented by γ s , ϑ s for OG and IG, respectively. With combinations of γ s , ϑ s , the boresight of the seeker can point to any orientation in space. In practical applications, however, there is a fundamental limitation to this configuration. That is, the occasional situation where the target passes directly the zenith (defined as ϑ s = 0 degree), the roll axis has to rotate nearly 180 degrees instantly. It is hard to achieve such a large (mathematically infinite) rate and acceleration demand for a physical servo system. As a result, the roll-pitch seeker will be unable to remain pointed at the target and the tracking error is correspondingly magnified through the zenith pass event. Even the target will be lost if the error is too large to exceed the instantaneous field of view of the seeker, as shown in Figure 2 . That is the so-called problem of zenith pass for the roll-pitch gimbal tracking system.
To avoid or mitigate this problem, several approaches have been proposed in the past [2] [3] [4] [5] . They can be roughly summarized into three solutions, namely, three-axis design, tilt outer gimbal axis design, and program guidance method. Among them, this first solution and the one most straightforward is to add an extra axis to the stabilization and tracking system. With the three-axis design, the zenith pass problem can be completely overcome by altering the two rotation axes of three in different tracking scenarios. However, this solution can not only increase the size and cost but also bring some other complex issues like coupling of axes' inertia.
The second solution, the tilt outer gimbal design, can be subdivided into two: fixed tilt angle and adjustable tilt angle. The fixed tilt angle design is just to orient the boresight of the seeker so that the zenith singularity lies away from the working area of the system. It is certainly unsuitable as the area is unknown and the seeker demands a field of hemispherical coverage, while the adjustable tilt angle design can well handle this trouble by switching angles in different scenarios, it brings other issues like increasing size, cost, and complexity as the three-axis design. Unlike the previous two solutions to change the hardware structure, the third one, program guidance method, is to tackle the problem by preplanning the boresight trajectory within acceptable error range. In this method, the OG angle response of zenith pass is finally optimized under the actuator constraints, and the singularity is significantly mitigated. However, this method is basically only used in the design of satellite tracking antennas for the geometry trajectory of sightline has to be known a priori in the process. To achieve this application on the roll-pitch seeker tracking system, the trajectory must be predicted optimally online.
Inspired by the last solution, this paper proposed an online receding prediction and optimization scheme for the OG position control around the zenith. The scheme is mainly implemented with two components, the zenith reference predictor and the predictive functional controller (PFC). The predictor uses a low-order sightline motion model to predict the zenith trajectory and to generate the tracking angle reference of OG in a short receding horizon, where the model parameters are updated with the newest measurements using the recursive least square method. While the PFC, a fast processing control technique [6] , uses a generalized model of inner loop to predict the angle response over the same horizon, combining this with the zenith reference, a quadratic performance index optimum process can be constructed to minimize the tracking error. Emphatically, the optimization process is repeated with the newest reference for online real-time control and the constraints of actuator can be taken into account in optimizing the performance index. The proposed PFC with the zenith reference predictor is validated in MATLAB/Simulink. Simulation results have proved the effectiveness of the proposed control strategy, by tracking the zenith pass trajectory within a smaller error range than linear PI.
The total paper is divided into five major sections starting from first, introduction. Section II elaborates the strategy of zenith reference generation. Section III gives a brief overview of PFC scheme and employs it in the gimbal position 2 International Journal of Aerospace Engineering controller design. Section IV gives MATLAB simulation results and some observations around zenith, and section VI concludes the contribution of the paper.
Zenith Reference Predictor
2.1. Gimbal Motion Equations. Consider a two-axis, rollpitch gimbal system as depicted in Figure 1 . In the figure, the roll and pitch gimbals are indicated. The sensor is placed on the pitch gimbal. It detects and evaluates the sightline angle errors ε y , ε z , which are defined by the angles between sightline and antenna boresight in pitch and yaw axis plane [7] . The sightline angle errors are fed back to move the gimbals with desired angles, and they make the antenna track the target.
To guarantee the track is error free, the precise motion equations of the gimbal angels and rates are derived in this part. The definitions of the coordinate systems used in derivation of the angles are summarized in It should be emphasized that the frame of LOS, defined in the last row of the table, is introduced as an intermediate coordinate system to calculate the desired gimbal angles γ DS , ϑ DS from the current angles γ s , ϑ s and the sightline angle errors ε y , ε z . This may seem redundant and conversely increase the complexity of derivation. But, as will be shown in the next part, the azimuth and elevation angles of the LOS frame are characteristic parameters to predict the sightline trajectory and used to generate the OG angle references around the zenith, such that the less additional complexity could be ignored.
In most situations, the azimuth and elevation angles are found by calculating the unit vector representing line of sight, then using the information to recover the angles from the rotation matrix [8] . Here, the sightline vector can be first calculated with angles γ s , ϑ s , ε y , ε z , and since the orientation of the vector coincides with that of X P and X LOS axes, the sightline angles q, λ in terms of γ s , ϑ s , ε y , ε z can be easily derived:
With a similar derivation, the transformation from q, λ to γ DS , ϑ DS is given by
Take the derivative of Equation (2), with respect to time, we have
where _ γ DS , _ ϑ DS are the desired gimbal rates for tracking. _ q, _ λȧ re the azimuth and elevation rates of sightline, respectively. When the sightline moves close to the zenith, i.e., q ⟶ 0, λ ⟶ 0, Equation (3) can be simplified with small angle approximation (sin q ≈ q, tan q ≈ q, cos q ≈ 1, the same for λ), as shown
It can be easily found from Equation (4) that the limit of _ γ DS tends to infinity as q ⟶ 0, λ ⟶ 0, which means when the sightline approaches around the zenith, the outer gimbal has to follow a very large rate demand. It is hard to achieve for a physical servo system. So loss of target is likely to happen in the circumstance, and this is the called zenith pass problem.
Zenith Reference
Generation. Predictive functional control requires a set-point trajectory that reflects estimates of International Journal of Aerospace Engineering the demands for a period of time into the future (the prediction horizon). For a tracking task, this is not generally possible, but the seeker tracking scenario is such that because the crossing rate of sightline as seen from the missile is quite low [9] . Thus, it can be assumed, the azimuth/elevation sequence of sightline follows a stationary time series model in a relatively short period of time. And it intends to adopt a low-order stationary time series model to fit the motion of sightline (here, three-order is selected for use). By identifying the model parameters with past measurements, the required future azimuth/elevation can be predicted through extrapolating the motion model into the prediction horizon.
Assuming that the time series model about azimuth/elevation of sightline (based on frame B) could be written as [10] 
with
where the azimuth/elevation is modeled by a linear combination of its past values. θ is the unknown combination coefficients. ϕ T ðk − 1Þ represents the most recent n samples of sightline, of which the value is usually unmeasurable but calculated with the measurements of γ s , ϑ s , ε y , ε z through Equation (1). A recursive least-squares (RLS) estimator usually with some modification is the standard recursive estimation technique for determining the parameters in such a system [11] . Here, for tracking the time-varying azimuths, we employ two windowing techniques in RLS: one is the exponentially International Journal of Aerospace Engineering weighted window to emphasize recent data and the other is the sliding window to discard old data [12] . In this way, the most recent changes in the relative motion of the missile and target are sufficiently taken into account, and the past unfit motion is ignored. The corresponding cost function is defined as follows:
where b θðkÞ is the estimated vector of θ. N and w are a window size and a weighting factor, respectively. Differentiating EðkÞ with respect to b θðkÞ and setting the result to zero renders
where
For iterative calculation of Equation (8), Φðk + 1Þ is expressed as
Similarly,
where ΨðkÞ can be replaced with ΦðkÞ · b θðkÞ. Substituting Equations (10) and (11) into Equation (8), the estimate b θðk + 1Þ is then recursively computed as
As for the calculation of Φ −1 ðk + 1Þ, we define an intermediate matrix:
Then,
Using the matrix inversion lemma, Equations (14) and (15) become
By means of Equations (12) and (16), the estimated combination parameters are recursively calculated. And the rolling azimuth/elevation predictions over the short prediction horizon are then obtained aŝ
Substitute the predictions into Equation (2), the receding OG angle reference at time instant k is finally generated.
PFC Position Controller
Most high-performance servo systems adopt a three-loop control strategy: an inner current loop for an accurate torque, a speed loop for platform stability, and a position loop for angle tracking [13] . In view of this, we proposed a cascade scheme for combining PFC with PID in the servomechanism control. That is, the inner current loop and speed loop adopt 5 International Journal of Aerospace Engineering in the classical PID control method to guarantee a good interference rejection, while the position loop employs a novel PFC controller to minimize the tracking error with respect to the zenith reference. The minimization is specifically achieved through the controller to optimize the rate demand for the speed loop. To illustrate this process, this section first outlines the design procedures of PFC. And a mathematical model of the internal loop including actuator is then derived as the generalized control plant for application. The actuator constraint is also taken into account by transferring to the generalized model in this process. Finally, completing appropriate parameters, a sightline position controller is designed on the proposed technique. 
where n B is the number of base functions, P is the length of prediction horizon, and μ j is the weight coefficient corresponding to the base function f j . The selection of base functions is determined by the set-point trajectory and the nature of the process. Generally, canonical functions are used, e.g., step, ramp, or exponential function [15] . Depending on the selected base functions, the output response of the object can be calculated offline a priori. And only the weighting coefficients need to be found online. For the gimbal servo control system, we will use the polynomial type as 
where A m , B m , and C m are, respectively, coefficient vectors or matrixes of the state equation. X m is the state vector, u is the input scalar, and y m is the model output.
Through recursion, the model predictive output at sampling time ðk + iÞ is divided into two parts:
where y uf is the free output (the past output) response to u = 0 and y f is the forced output (the future output) response to the control variable given by Equation (19). It can be abbreviated as
where μ = ½μ 1 ,⋯,μ n B T , gðiÞ = ½g 1 ðiÞ,⋯g n B ðiÞ T and g j ðiÞ = ∑ i−1 l=0 C m A i−1−l m B m f j ðlÞ:
3.1.3. Error Compensation. Due to the model mismatch and the impact of noises, there is always an error between the model and the practical outputs. In PFC, the errors over the prediction horizon are predicted and then counted as the feedforward into the reference trajectory for compensation. For a stable process, the future error can be expressed as
where y m ðkÞ, yðkÞ are the model and practical outputs at the sampling tim k, respectively. Hence, the practical output prediction y p ðk + iÞ can be expressed as
3.1.4. Reference Trajectory. For preventing drastic changes and overshoot, the reference trajectory is constructed to provide a smooth transition towards the future set points within a certain prediction horizon. The new expected path defines the behavior of the closed-loop system. In its construction, an exponential function is often employed for some excellent mathematical characteristics [6] . The reference trajectory is given by
where y r represents the reference trajectory, c is the set value, and α = e −T s /T r is the attenuation coefficient, determined by the sampling period T s and the reference trajectory time constant T r .
Performance Index.
A sum of the errors between the predicted actual output and the reference trajectory is selected as the performance index. It is defined as follows:
where S represents the number of coincident points, h i is the coincident point on the prediction horizon. In the absence of 6 International Journal of Aerospace Engineering constraints, the minimization of JðkÞ with respect to the coefficient leads to the optimal control sequence and only the first term is effectively applied to control, that is,
Apparently, the control variable uðkÞ at the time instant k is comprised of three parts, namely, the position tracking error term, the model compensation term, and the future planning term. All gains of the three terms, k 0 , k m , V can be calculated off-line as follows: , 
3.1.6. Constraints. Constrained optimization problems are usually solved by quadratic programming, which is time consuming and unsuitable for online tracking processes. While in PFC, the input constraints are directly taken into account by passing the projections of the input produced by the regulator through appropriate limiters. That is,
where u f ðkÞ is obtained through Equation (3) without considering constraints, u max , u min are the constraints imposed on the input. By considering the future scenario for the current sample point only and to repeat at each future sampling point, this strategy turns out to be quite sufficient for most applications.
Application to the Position Controller. Each gimbal is driven by a brushless dc motor via a pulse-width modulation.
Beyond the elastic gears, the rigid-body gimbal dynamics can be modeled in terms of the relevant angular position variable θ s in the following manner:
where J eq , B are the moment of inertia of the gimbal about its rotation axis and viscous friction coefficient, respectively. T m stands for the control force actuated by the torque motor, which is modeled with armature resistance R a , inductance L a , and back-electromotive k e through simple circuit equivalence expressions as follows [13] :
Applying the model to the proposed control strategy, an OG position controller block diagram is constructed, as shown in Figure 5 . In the figure, the PFC controller works after the latest zenith reference, and behind the controller is the internal loop, which is taken as a whole object GðsÞ for PFC control. Neglecting the non-linear links, the transfer function of G(s) is expressed by:
with a 0 = J eq L a ,
where K P , K I are proportional constant and integral constant of PI controller and superscripts i and ω denote the current loop and speed loop, respectively. Their numerical values as well as other model parameters of an actual system are summarized in Table 2 . G ω ðsÞ stands for the transfer function of Another procedure that must be specially designed is the constraints imposed on the control input of the PFC controller. The control input now is the desired motor speed. For its constrained optimization, the physical actuator constraints including speed and torque limits should be transferred to the position controller. Specifically, the speed limit of the actuator is directly imposed on the input through an appropriate limiter as mentioned before (the maximum of the limiter here is selected as 8 rad/s for infrared image processing limit), while the torque limit (i.e., the current limit) is respected by converting into instantaneous speed limit with the discretization of transfer function from i to ω, as shown:
where the current is assumed to reach the constraint over the sampling time. _ θ s is the actual rate response, and _ θ m is the instantaneous constraint, which is obviously variable because of _ θ s . By calculating and preloading _ θ m on the PFC controller at each sample point, it is ensured that the speed demand provided to the internal loop is appropriate and feasible to improve the regulation performance. And the internal model derived above is also guaranteed valid in this way.
The other parameters for implementing the PFC controller are chosen after experiments as T r = 1ms, n B = 2, P = 20, S = 20. With these, the tracking law of OG around zenith is deduced based on the principle discussed above.
Simulation and Results
Ji et al. [16] have analyzed the factors influencing the zenith pass problem and concluded that the tracking performance near the zenith is significantly affected by the approaching degree and the angular rate of LOS. In view of this, a set of straight close zenith passes at different degrees and rates are selected to validate the proposed control strategy. The specified reference trajectories of q ref , λ ref is described as
where for the sake of generality, the elevation and azimuth references to be predicted are expressed in a form of a nonlinear function. ω is the sightline angular rate. σ is the zenith pass angle, of which the sine function determines the proximity to the zenith. 
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As for the real-time problem of the algorithm, Table 3 summarized the single-step time spent in different prediction horizons. It can be easily found that as the prediction horizon expends, the computation time request becomes larger. This is because the increase of predicted points and coincident points makes the dimension of matrices lager and the calculation burden becomes heavier. However, the amount of calculation is so small that even the prediction horizon extends to P = 30, the computation time is just 1:76 × 10 −3 s, which is far less than 0:02s, the control period of angle tracking.
Conclusions
The paper has developed a novel scheme of combining zenith trajectory generation and predictive functional control to deal with the zenith pass problem of the roll-pitch seeker. The generation is achieved over a finite receding horizon under a reasonable assumption, and the PFC controller is implemented in the position loop to minimize the tracking error. Simulation tests around zenith confirm that this scheme is superior to the linear PI control method on all performance indicators and can handle more tracking scenarios of close zenith pass. These suggest the novel control scheme is a practical design technique for zenith controller of the roll-pitch seeker. 
