The survivable network design problem (SNDP) is the following problem: given an undirected graph and values Ö for each pair of vertices and , find a minimum-cost subgraph such that there are Ö disjoint paths between vertices and . In the edge connected version of this problem (EC-SNDP), these paths must be edge-disjoint. In the vertex connected version of the problem (VC-SNDP), the paths must be vertex disjoint. The element connectivity problem (ELC-SNDP, or ELC) is a problem of intermediate difficulty. In this problem, the set of vertices is partitioned into terminals and nonterminals. The edges and nonterminals of the graph are called elements. The values Ö are only specified for pairs of terminals , and the paths from to must be element disjoint. Thus if Ö ½ elements fail, terminals and are still connected by a path in the network.
Introduction
The survivable network design problem (SNDP) is the following problem: given an undirected graph and values Ö for each pair of vertices and , find a minimumcost subgraph such that there are Ö disjoint paths between vertices and . In the edge connected version of this problem (EC-SNDP), these paths must be edge disjoint. In the vertex connected version of the problem (VC-SNDP), the paths must be vertex disjoint. Jain et al. [11] propose a version of the problem intermediate in difficulty to these two, called the element connectivity problem (ELC-SNDP, or ELC). In this problem, the set of vertices is partitioned into terminals and nonterminals. The edges and nonterminals of the graph are called elements. The values Ö are only specified for pairs of terminals , and the paths from to must be element disjoint. Thus if Ö ½ elements fail, terminals and are still connected by a path in the network.
The motivation for studying element connectivity is the following: in real networks, both edges (links) and vertices (routers) fail. However, typically network terminals (end hosts) are more robust and located at the fringes of the network. Thus the failure of end hosts is uncommon, and less vital to the connectivity of the network as a whole. Additionally, vertex connectivity problems are much less well understood than edge connectivity problems. Thus, trying to capture node failures by using a vertex connectivity model makes the problem much more difficult. Element connectivity allows the modeling of node failures, while, as we will show in this paper, it shares some of the nice structure that edge connectivity problems have.
The three variants of the survivable network design problem are all NP-hard, since they all include the Steiner tree problem as a special case. Hence we consider approximation algorithms for these problems. We say we have a -approximation algorithm for a problem if we have a polynomial-time algorithm which produces a solution of value no more than times the value of an optimal solution.
Related Work
The best approximation algorithm for EC-SNDP known is a 2-approximation algorithm due to Jain [10] . This algorithm improved upon a primal-dual ¾À -approximation algorithm for EC-SNDP of Goemans et al. [8] , where Ñ Ü Ö and À ½ · ½ ¾ · ¡ ¡ ¡ · ½ . Jain's algorithm is in fact somewhat more general, and gives an algorithm with performance guarantee 2 for selecting a minimumcost set of edges such that at least ´Ëµ edges are selected from every cut AE´Ëµ ´Ù Úµ ¾ Ù ¾ Ë Ú ¾ Ë , when is a weakly supermodular function [8] .
The algorithm runs in polynomial time given the existence of a polynomial-time separation algorithm. The EC-SNDP problem corresponds to a particular weakly supermodular function , and the polynomial-time separation algorithm exists in this case. Jain considers a linear programming relaxation of the problem which has a variable Ü´ µ for each edge of the graph. The central result of the paper is a theorem showing that any basic solution to the LP will contain a variable Ü´ µ result specializes to Jain's result exactly in the case that ´Ë Ë ¼ µ is only non-zero when Ë ¼ Î Ë. In this case, ´Ëµ ´Ë Î Ëµ is a weakly supermodular function. The weakly two-supermodular functions are related to bisupermodular functions, which are the negative of bisubmodular functions. Bisubmodular functions appear as increasing rank functions in [16] , and in more general form in [7] .
As an application of our theorem, we give a 2-approximation algorithm for the element connectivity problem. This improves on a previously known primal-dual ¾À -approximation algorithm for ELC due to Jain et al. [11] (a ¾À -approximation algorithm for ELC is also obtained as a special case of an algorithm by Zhao, Nagamochi, and Ibaraki [18] ). Our algorithm gives the first constant approximation algorithm for a general survivable network design problem which allows node failures. To achieve this result, we introduce a new integer programming formulation for the element connectivity problem, derived from a formulation of VC-SNDP due to Stoer [17] . One consequence of our 2-approximation is a -approximation algorithm for the minimum-cost hyperedge connectivity problem [19] , where is the maximum size of a hyperedge.
The connectivity requirement functions for general vertex connectivity are not weakly two-supermodular. Thus our theorem does not apply to these problems. In fact, such a theorem is not possible for general vertex connectivity. We show that there is a family of vertex connectivity problem instances that have a basic solution
Even when Ö ¾ ¼ ½ ¾ , the connectivity requirement function for vertex connectivity is not weakly two-supermodular. We extend the definition of weakly two-supermodular further to show that all basic solutions for vertex connectivity problems with Ö ¾ ¼ ½ ¾ have an edge with Ü´ µ ½ ¾.
In related work, Cheriyan and Vempala [1] have also considered problems of selecting a minimum-cost set of edges from pairs of sets, but in the case of directed graphs. In their problems, one must select ´Ë Ë ¼ µ edges of those edges directed from a vertex in Ë to a vertex in Ë ¼ . They consider crossing bisupermodular functions (a generalization of bisupermodular functions), and show any basic solution to the corresponding LP relaxation contains an edge such that Ü´ µ ª´½ Ô µ. This model includes uniform vertex connectivity as a special case, but does not include general vertex connectivity. They also show that this is the best possible result for their general model, in the sense that there exists a family of functions and problem instances for which there is a basic solution with
Our paper is structured as follows. In Section 2, we introduce some notation that we will be using and review Jain's theorem. In Section 3, we give the integer and linear programming formulations for ELC and VC-SNDP, state our main theorems, and show that these theorems give 2-approximation algorithms for ELC and VC-SNDP, respectively. Section 4 contains the proof of the main theorem for ELC. Section 5 contains the proof of the main theorem for VC-SNDP. Section 6 discusses some implementation issues for the 2-approximation algorithms. Section 7 describes a family of examples for general VC-SNDP for which iterative rounding will not yield a constant factor approximation.
Preliminaries
Let ´Î µ be an undirected graph. Let ´ µ be a nonnegative cost for each Consider the following integer program:
The variable Ü´ µ indicates whether an edge is in the solution (if Ü´ µ ½)
or not. Thus an optimal solution to this integer program finds a minimum-cost set of edges such that there are at least ´Ëµ edges selected from AE´Ëµ for each Ë Î . When ´Ëµ Ñ Ü ¾Ë ¾Ë Ö , an optimal solution to this integer program gives the solution to the EC-SNDP problem. This is not hard to see, since for any ¾ Î , a feasible solution must have at least Ö edges selected from each cut
AE´Ëµ separating from ; thus, there are at least Ö edge-disjoint paths from to . We say that is a weakly supermodular function if for any sets Ë Ì Î ,
It is not hard to prove that the function ´Ëµ Ñ Ü ¾Ë ¾Ë Ö is weakly supermodular [8] .
The main theorem of Jain's paper [10] concerns basic solutions of the linear programming relaxation of the integer program ( -ËAE È) in which the integrality constraints Ü´ µ ¾ ¼ ½ are replaced by linear constraints ¼ Ü´ µ ½.
A basic solution to the linear relaxation of ( -ËAE È) is any solution that satisfies at equality at least linearly independent inequalities from the system Even though the linear program contains an exponential number of constraints, a basic, optimal solution to this linear program can be found in polynomial time as long as there exists a polynomial-time separation oracle [9] . Given any Ü, a separation oracle either verifies that Ü is a feasible solution to the linear program or returns a constraint of the LP violated by Ü.
Given a polynomial-time separation oracle, the 2-approximation algorithm of [10] works as follows. We start with an empty set of edges . We solve the linear programming relaxation of the problem, and add to all edges such that Ü´ µ ½ ¾. We then iterate, now solving the linear programming relaxation with ¼´Ë µ ´Ëµ AE ´Ëµ and with replaced with . It is not hard to show that if is weakly supermodular, then so is ¼ . The algorithm terminates when is a feasible solution to the problem. Essentially the proof of the performance guarantee compares the cost of the edges added to in each iteration with the cost that these edges contribute to the cost of the optimal solution to the linear program.
Since Ü´ µ ½ ¾, the cost that contributes to the final solution when included in is no more than twice its contribution to the linear programming relaxation. Furthermore, since the linear programming relaxation is a lower bound on the cost of an optimal integral solution, this implies that the cost of is no more than twice optimal. It is easy to give a polynomial-time separation oracle for the function ´Ëµ that defines EC-SNDP (and for functions ¼ that arise in later iterations); thus this algorithm is a 2-approximation algorithm for EC-SNDP.
Vertex and Element Connectivity
The problems ELC and VC-SNDP are not included in the weakly supermodular model used for EC-SNDP. In this section, we present a new model that includes these problems.
Formulations
We consider the following linear program, for a function
The constraints of our linear program are based on a theorem of Menger (for multiple proofs and references, see [4] ). In the case of the element connectivity problem, we let Ê Î be the set of terminals and É Î Ê be the set of nonterminals. 
Approximation Algorithms
In order to prove an analogous result to Theorem 2.1 for (ÏÌË), we need to define appropriate extensions of weakly supermodular functions that include ÐØ and ¾ , and yet have properties that allow us to prove that the linear program has nice properties.
The following definitions generalize the one-set function notions of submodularity, supermodularity, and weak supermodularity, and are related to the two-set notions of bisubmodularity and bisupermodularity. A two-set function defined on the set of pairs of disjoint subsets of Î that satisfies
will be called two-submodular. See Figure 1 for a pictoral representation of the sets involved in this definition. A two-set function is called bisubmodular if it obeys only the "first part" of the inequality, namely, 
If is two-submodular, then is two-supermodular. This definition is equivalent to replacing with and Ñ Ü with Ñ Ò in the above definition. A two-set function is weakly two-supermodular if
That is, we simply reverse the inequality from our definition of two-submodular functions, without replacing the Ñ Ü by a Ñ Ò. If we let Ë ¼ Î Ë and Ì ¼ Î Ì , weak two-supermodularity reduces to weak supermodularity. We prove the following theorem in Section 4.
Theorem 3.5 For any weakly two-supermodular function , any basic solution to
(ÏÌË) has at least one variable such that Ü´ µ ½ ¾.
Given a polynomial-time separation oracle for (ÏÌË), we describe a 2-approximation algorithm for solving the integer program associated with (ÏÌË). The algorithm is the same as Jain's algorithm given above. First, we find an optimal, basic solution Ü £ to (ÏÌË). Let be the set of all edges with Ü £´ µ ½ ¾. Consider the resulting residual LP:
Let Ö × be the set of edges returned by recursively applying the algorithm to the residual problem. The following theorem shows that the final set of edges returned by the algorithm is within a factor of 2 of an optimal solution. Let Þ £ Ö × be the optimal value of the residual LP and Þ £ be the optimal value of (ÏÌË).
Theorem 3.6 If Ö × is an integral solution to (Ê Ë) with value at most ¾Þ £ Ö × , then Ö × is an integral solution to (ÏÌË) with value at most ¾Þ £ .
Proof: (Sketch.) Follows from same arguments as in [10] .
In order to apply the algorithm recursively, we need to show the following lemmas.
Lemma 3.7
The two-set functions AE ´Ë Ë ¼ µ and Ü´Ë Ë ¼ µ are two-submodular.
Proof:
The proofs in both cases follow from a simple counting argument that shows that any edge counted on the right-hand side of (1) also appears on the lefthand side.
Lemma 3.8 If is weakly two-supermodular and is two-submodular, then is weakly two-supermodular.
Proof: Whichever term of the definition of weak two-supermodularity (3) and (4) The arguments above yield the following theorem.
Theorem 3.10 Given a polynomial-time separation oracle for (ÏÌË) and (Ê Ë), the algorithm above is a 2-approximation algorithm for finding the minimum-cost integer solution to (ÏÌË).
In order to apply Theorem 3.5 to vertex connectivity problems, we would need to show that and are weakly two-supermodular. For this is not true, even when ¾. Examples in Section 7 show that the modification of Theorem 3.5 to include general does not hold. However, the connectivity functions for element connectivity are weakly two-supermodular, as the following theorem shows. We begin with some notation. Given´Ë Ë ¼ µ, there is a pair ¾ Ë Ê, ¾ Ë ¼ Ê that determines the value of ÐØ´Ë Ë ¼ µ. Let ´Ë Ë ¼ µ denote one such and ´Ë Ë ¼ µ denote the corresponding .
Lemma 3.11 The two-set function ÐØ is weakly two-supermodular.
Proof: Before we can start the proof, we need to argue that the function value ÐØ is well-defined on the arguments of ÐØ used in the definition of weakly twosupermodular. We assume that Ë and Ë ¼ are disjoint, that Ì and Ì ¼ are disjoint, that .
By the same arguments as those above, this theorem implies a 2-approximation algorithm for the VC-SNDP when Ö ¾ ¼ ½ ¾ .
Theorem 3.14 Given a polynomial-time separation oracle for (Ê Ë) for the function ¾ , we have a 2-approximation algorithm for VC-SNDP when Ö ¾ ¼ ½ ¾ .
In Section 6, we show that we have polynomial-time separation oracles for both ELC and VC-SNDP.
Proof of the Theorem 3.5
We now turn to the proof of Theorem 3.5. Our proof outline follows that of Jain [10] . Before we can sketch the proof outline, we need to define some terms. We say that a pair of sets Ë Ì cross if all three of Ë Ì , Ë Ì , and Ì Ë are nonempty. A collection of sets is laminar if no pair of sets in the collection cross. Given a feasible solution Ü to the LP ( -ËAE È), we say that the constraint corresponding to the set Ë Î is tight if Ü´Ëµ ´Ëµ. The proof in [10] shows first if a pair of tight sets Ë and Ì cross, then either Ë Ì and Ë Ì are tight, or Ë Ì and Ì Ë are tight. Furthermore, there is a linear relationship between the edges with exactly one endpoint in these sets. This "uncrossing lemma" is used to prove that there exists a basic solution corresponding to a laminar collection of tight sets. This laminar collection defines a partial order on the sets of the collection via the subset relation. This poset has a forest structure, and the forest is used to prove the existence of an edge of value at least 1/2.
Here we prove analogs of the uncrossing lemma (Lemma 4.1) and the laminar basis lemma (Corollary 4.4). We then define an analogous poset of a laminar collection which has a forest structure (Lemmas 4.6, 4.7, 4.8). Given the forest, we invoke a lemma from [10] to prove the existence of the edge with Ü´ µ ½ ¾.
The central technical difficulty lies in deriving the appropriate analogs of the concepts of "cross", "laminar", and the poset when dealing with pairs of sets; and in defining the appropriate analog of "incidence" so that a charging argument similar to that in [10] works. Additionally, proofs that are quite simple for single sets become non-trivial for pairs of sets (e.g. Lemma 4.2).
We now begin the proof. Let Ü be a feasible solution to (ÏÌË) for a weakly
In particular, we will be interested in the case when Ü is a basic solution to (ÏÌË) with the property that Ü´ µ ½ for all ¾ (since otherwise Theorem 3.5 holds trivially). In this case, we define Ü to be the set of edges with nonzero Ü-value. 
showing that every edge that appears in the right-hand side of the inequality must appear in the left-hand side. We need to show that equality holds; suppose not, and suppose the inequality is strict. It then
We define a relation on set pairs by´Ë ; but condition (i) of the uncrossing lemma does hold. However, Ë Ì Ë and Ë Ì Ì , so that the same two set pairs are returned after applying the uncrossing lemma. Thus we must relax this definition so that every application of the uncrossing lemma yields two set pairs which do not paircross. We cannot relax it too much, however, since we require specific properties of pair-laminar in order to obtain our result. In particular, a pair-laminar collection of set pairs must define a poset which has a forest structure. We prove that this is the case in Lemma 4.6. The second condition of pair-cross is also used critically in Lemma 4.7.
The following technical lemma is central to the validity of our main theorem. The proof contains many cases because the definition of pair-cross is not symmetric. 
Lemma 4.2 Let´Ë
a:´Ë Ì Ë ¼ Ì ¼ µ, b:´Ë Ì Ë ¼ Ì ¼ µ, c:´Ë Ì ¼ Ë ¼ Ì µ, d:´Ë ¼ Ì Ë Ì ¼ µ Proof: We note that if´Ë Ë ¼ µ ´ ¼ µ then it follows immediately that´Ë Ì Ë ¼ Ì ¼ µ ´Ë Ë ¼ µ ´ ¼ µ and that´Ë Ì ¼ Ë ¼ Ì µ ´Ë Ë ¼ µ ´ ¼ µ; that is,´ ¼ µ does not pair-cross a or c. Similarly, if´Ë Ë ¼ µ ´ ¼ µ then´Ë Ì Ë ¼ Ì ¼ µ ´Ë Ë ¼ µ ´ ¼ µ, and´ ¼ µ does not pair-cross´Ë ¼ Ì Ë Ì ¼ µ since Ë ¼ Ì Ë ¼ ¼ and Ë Ë Ì ¼ , and thus´ ¼ µ does not pair- cross b or d. Similarly, if´Ì Ì ¼ µ ´ ¼ µ then´Ë Ì Ë ¼ Ì ¼ µ ´ ¼ µ and´Ë ¼ Ì Ë Ì ¼ µ ´ ¼ µ, so that´ ¼ µ does not pair-cross a or d. If Ì Ì ¼ µ ´ ¼ µ then´Ë Ì Ë ¼ Ì ¼ µ ´ ¼ µ and´ ¼ µ does not pair- cross´Ë Ì ¼ Ë ¼ Ì µ since Ë ¼ Ì and Ë Ì ¼ ¼ ,
Lemma 4.3 Given pairs´Ë
Ë ¼ µ and´Ì Ì ¼ µ, neither´Ë Ë ¼ µ nor´Ì Ì ¼ µ pair-cross any of the four pairs´Ë Ì Ë ¼ Ì ¼ µ,´Ë Ì Ë ¼ Ì ¼ µ,´Ë Ì ¼ Ë ¼ Ì µ,´Ë ¼ Ì Ë Ì ¼ µ Proof: Consider´Ë Ë ¼ µ; the proof for´Ì Ì ¼ µ is analogous. We see that´Ë Ì Ë ¼ Ì ¼ µ ´Ë Ë ¼ µ,´Ë Ë ¼ µ ´Ë Ì Ë ¼ Ì ¼ µ,´Ë Ì ¼ Ë ¼ Ì µ ´Ë Ë ¼ µ,
Lemma 4.6 If is a collection of pair-laminar set pairs, then the poset defined by
on the set pairs in is described by a unique forest. To prove Theorem 3.5, we use a proof by contradiction. We use Lemma 4.6 to construct a forest of tight set pairs in . We then define a new concept of incidence of edges with fractional value to nodes in this forest. Given that no edge has value at least ½ ¾ , we can then charge edges with fractional value to the nodes in this forest in a way that leads to a contradiction.
Proof: It suffices to establish that if´Ë
Start with a pair-laminar family as given by Corollary 4.5. Form the rooted forest corresponding to the containment poset on as indicated in Lemma 4.6: the node set is and there is an arc from´Ë Ë ¼ µ ¾ to´Ì Ì ¼ µ ¾ if´Ì Ì ¼ µ is the smallest pair of the partial order such that´Ë Ë ¼ µ ´Ì Ì ¼ µ and´Ë Ë ¼ µ ´Ì Ì ¼ µ.
Note that we refer to nodes and arcs of the forest, while we use vertices and edges when referring to the original graph.
A socket´ µ is a pairing of an edge ¾ Ü with one of its two endpoints.
Each edge
´ µ ¾ Ü is associated with two sockets:´ µ and´ µ. We assign each socket to at most one node of the forest; we say that the socket is incident to that node. For an edge ´ µ ¾ Ü , the socket´ µ is incident to node´Ë Ë ¼ µ if´Ë Ë ¼ µ is the lowest node in the tree among all nodes with either
Lemma 4.7 Incidence is well-defined.
Proof: We need to show that for a given socket´ µ, the definition of incidence is such that the socket is assigned to at most one node. It suffices to show that any two set pairs´Ë Ë ¼ µ ´Ì Ì ¼ µ ¾ for which one of the two conditions of incidence holds must be comparable in the partial order. . We show that given this assumption, we can "charge" the sockets incident to any rooted subtree of the forest in such a way that each node gets charged at least two sockets and the root gets charged at least 3 sockets. This leads to a contradiction, since the number of sockets is twice the number of edges, and the number of edges equals the number of nodes in the forest.
This charging scheme is carried out inductively bottom up on the structure of the tree. Consider first a leaf element´Ë Ë ¼ µ of the forest. Since we know ´Ë Ë ¼ µ ½ and each edge has value less than 1/2, it must be the case that AE Ü´Ë Ë ¼ µ ¿. By Lemma 4.8 it must be the case that each of these edges cross´Ë Ë ¼ µ, which implies that at least three sockets are incident on´Ë Ë ¼ µ. We invoke a lemma of Jain below in order to carry out the induction. 
Lemma 4.9 (Jain [10], Lemma 4.6) For any rooted subtree of the forest, we can charge the sockets incident to it such that every node gets charged at least 2 sockets and the root gets charged at least 3. Moreover, the root gets charged exactly 3 sockets only if its co-requirement is half.
Note that the statement of the lemma in [10] refers to endpoints in a way that is analogous to our use of the term sockets here. The proof of this lemma for our problem is exactly the same proof in [10] which consists of checking a series of cases. We omit it here due to the similarity to, and the length of, the original.
Proof of Theorem 3.13
As noted in Section 3.2, the functions ¾ and ¾ are not weakly two-supermodular. However, since their function values are bounded by 2, we can extend these definitions to include them.
A two-set function is very weakly two-supermodular if whenever ´Ë Ë ¼ µ
OR for some permutation of Ë and Ë ¼ , Ì and Ì ¼ ,
While it may seem that (7) is included in (5) and (6) 
The rest of this section is devoted to the the proof of Theorem 3.13, reprinted below, which implies that the algorithm described in Section 3.2 is a 2-approximation algorithm for vertex connectivity with Ö ¾ ¼ ½ ¾ . To prove this theorem, we will use the fact that ¾ AE is very weakly twosupermodular to obtain an analog to the uncrossing lemma, Lemma 4.1. To prove this, we first introduce some notation. Given´Ë Ë ¼ µ, there is a pair ¾ Ë, ¾ Ë ¼ that determines ¾´Ë Ë ¼ µ. Let ´Ë Ë ¼ µ denote one such and ´Ë Ë ¼ µ denote the corresponding . Call the ordered pair´ ´Ë Ë ¼ µ ´Ë Ë ¼ µµ a witness for ¾´Ë Ë ¼ µ.
Lemma 5.2 The two-set function ¾ is very weakly two-supermodular.
Proof: Let Ë and Ì be subsets of
The proof is a case analysis on the location of the four vertices ´Ë Ë ¼ µ, ´Ë Ë ¼ µ, ´Ì Ì ¼ µ, ´Ì Ì ¼ µ. Note that, by definition of very weakly supermodular, we only need to satisfy one of (8)- (11) Figure 2 . In this case,´ ´Ë Ë ¼ µ ´Ë Ë ¼ µµ is a witness for ¾´Ë Ì Ë ¼ Ì ¼ µ; ´Ë Ë ¼ µ ´Ë Ë ¼ µµ is a witness for ¾´Ë ¼ Ì Ë Ì ¼ µ; and thus (11) holds.
The proof of Lemma 5.2 demonstrates why and when we require (11) in the description of ¾ . We summarize this in the following corollary so that we may easily refer to it. It is also partially depicted in Figure 2 . (8)- (10), then by the two-submodularity of AE , we havé (10), then it satisfies (11) (after possibly swappinǵ (11), and we are done. Otherwise, there is an edge from Ë Ì to Ì Ë ¼ in , since this is the only type of edge that contributes more to the right hand side of (11) Let Ü be the extension of a feasible solution to (Ê Ë) with ¾ such that Ü´ µ ½ for all ¾ . In particular we will be interested in the case when Ü is a basic solution to (Ê Ë) with the property that Ü´ µ ½ for all ¾ . In this case, let Ü be the set of edges with nonzero Ü-value. A pair´Ë Ë ¼ µ is tight if it satisfies (8)- (11) with ¾ replaced by ¼ . If it satisfies any of (8) With this uncrossing lemma, we can now use the framework described in Section 4. As before, we define a relation on set pairs by´Ë Ë ¼ µ ´Ì Ì ¼ µ if (8)-(10).
1.
Ü ,
the vectors
Similarly, using the same definitions of incidence and crossing, the analogs of Lemmas 4.7 and 4.8 also hold for this problem, and the remainder of the proof of Theorem 3.13 is identical to the proof of Theorem 3.5.
Implementation Issues
To solve (ÏÌË) for ELC in polynomial time, we need a separation oracle for the connectivity constraints: an algorithm that finds a violated constraint of the LP (ÏÌË) with the function ÐØ´Ë Ë ¼ µ or (Ê Ë) with the function ÐØ´Ë Ë ¼ µ AE ´Ë Ë ¼ µ . To do this, we interpret Ü-values as capacities and transform the graph induced by the current fractional solution Ü and the fixed edges into a directed graph by replacing every edge by oppositely oriented edges with the same capacity as the original undirected edge. We then perform a standard procedure of splitting nonterminal vertices to model the fact that at most one path can pass through any nonterminal. Then, in the resulting graph, the maximum flow value between and is vertex connectivity between and . If this is less than Ö , the minimum cut reveals a violated inequality.
Thus we have a polynomial-time separation oracle for (ÏÌË) and (Ê Ë) for element connectivity. Similarly, we can obtain a separation oracle for 0,1,2 -vertex connectivity. Using ellipsoid algorithm, we can then obtain a basic solution in polynomial time [9] .
Examples and Counterexamples
There is an example in [10] that shows that the analysis of the approximation guarantee obtained by the iterative rounding algorithm is tight for the edge connectivity problem with connectivity requirements in ¼ ½ . Since in this case, the edge, element, and vertex connectivity problems are the same, the same example shows that the analysis is also tight for the element and vertex connectivity problems.
A natural question is: Can we extend the arguments given here to give a constant-factor approximation algorithm for vertex connectivity problems with higher connectivity requirements? We answer this question negatively for general Ö ¾ ½ Î ¢Î by describing basic solutions to an infinite family of instances of (Ê Ë) for which 1) the tight set pairs spanning the basis are highly non-laminar, and 2) the largest fraction is bounded above by There is an optimal LP solution such that every edge in the clique has Ü´ µ ½ and every edge in the bipartite graph has Ü´ µ ½ . After setting Ü´ µ ½ , there is an optimal solution to (Ê Ë) with that will still have every edge in the bipartite graph at value ½ . We will show below that this a basic solution. To establish that this is an optimal solution, it suffices to produce a feasible solution to the dual linear program of equal value. In general, the dual linear program is We now establish that this is a vertex of the polytope described by (Ê Ë) with all cost 0 edges included in ´ µ ¼ . We do this by describing a set of ¾ tight inequalities (note that ¾ is the number of fractional edges and hence variables in the remaining problem), constructing a matrix of the support of these inequalities, constructing a second matrix and arguing that the two matrices are inverses of each other, hence each are linearly independent. Since the solution is then the intersection of 
