In textual data stream environment, concept drift can occur at any time, existing approaches partitioning streams into chunks can have problem if the chunk boundary does not coincide with the change point which is impossible to predict. Since concept drift can occur at any point of the streams, it will certainly occur within chunks, which is called random concept drift. The paper proposed an approach, which is called chunk level-based concept drift method (CLCD), that can overcome this chunking problem by continuously monitoring chunk characteristics to revise the classifier based on transfer learning in positive and unlabeled (PU) textual data stream environment. Our proposed approach works in three steps. In the first step, we propose core vocabulary-based criteria to justify and identify random concept drift. In the second step, we put forward the extension of LELC (PU learning by extracting likely positive and negative microclusters)[1], called soft-LELC, to extract representative examples from unlabeled data, and assign a confidence score to each extracted example. The assigned confidence score represents the degree of belongingness of an example towards its corresponding class. In the third step, we set up a transfer learning-based SVM to build an accurate classifier for the chunks where concept drift is identified in the first step. Extensive experiments have shown that CLCD can capture random concept drift, and outperforms state-of-the-art methods in positive and unlabeled textual data stream environments.
Introduction
Text classification plays an important role in summarizing textual information. Its main task is to set up a distinctive classifier to predict unseen examples. From the supervised learning perspective, both labeled positive and negative examples are required to build such a predictive classifier. In practice, it is not always possible to collect labeled negative examples [2] . For example, users may bookmark their favorite Web pages, but they are usually unwilling to mark boring pages. Another fact is that a positive class is usually more specific than a negative class. People can characterize their interests in detail, but they are often unable to specify what they do not like very well. Consequently, the problem of positive and unlabeled learning has attracted increasing attention [3] . In PU learning, only positively labeled training data and unlabeled data are available.
Depending on the nature of the representation models, the previous work on PU learning can be broadly classified into two categories: (1) static data-based methods [2, 4, 5, 6] , in which a binary classifier and a one-class classifier are used to build a distinctive classifier for prediction; (2) the stream data-based method [1] , in which LELC (PU learning by extracting likely positive and negative micro-clusters) extracts reliable negative examples, likely positive examples and likely negative examples from the unlabeled data; a classifier is thereafter built by combining positive and likely positive examples as positive class, and combining reliable negative examples and likely negative examples as negative class. Although this method has been found to be more accurate than most static data-based algorithms [1] , the direct combination of examples ignores the difference between the reliable examples and the likely reliable examples, such as reliable negative examples and likely negative examples. This tends to limit the performance of LELC.
Despite much progress being made in LELC on mining textual data streams, most of the existing work holds an underlying assumption that concept drift occurs between chunks, and data in the same chunk share identical distribution. However, in real-world textual data streams, concept drift can occur at any point of the streams, it will certainly occur within chunks and that data in the same chunk may not share identical distribution, which is called random concept drift. This is because when a data stream system separates stream data into chunks, it is unlikely to know when and where the concept drift occurs. Consequently, existing approaches partitioning streams into chunks can have problems if the chunk boundary does not coincide with the change point which is impossible to predict. This type of issues, typically ignored in most previous work, is critically important and should be considered in the learning phase to build a more accurate classifier. This paper proposes a novel approach that can overcome this chunking problem by continuously monitoring chunk characteristics to revise the classifier based on transfer learning. Our proposed approach, which is called chunk levelbased concept drift method (CLCD), can justify and identify possible random concept drift. The main contributions of our work are summarized as follows.
(1): We propose core vocabulary-based criteria to address random concept drift by analyzing the characteristic of the feature representation of the positive examples in textual data streams. Our method can automatically justify possible random concept drift and vaguely identify where it occurs if it exists.
(2): We introduce soft-LELC, on top of the LELC method [1] , by assigning a confidence score for each extracted representative example from unlabeled data. The confidence score denotes the degree of belongingness of an example towards its corresponding class. In this way, examples contribute differently to the classifier construction based on their confidence scores, such that we can build a more accurate classifier for prediction.
(3): We extend transfer learning-based SVM to build a classifier for the chunks where random concept drift is identified in the first step of Algorithm 1. In this phase, the extracted examples, as well as their confidence scores, are incorporated into the learning phase. In case that no random concept drift is found in the first step of Algorithm 1, we extend the standard SVM to incorporate the extracted examples and their confidence scores into the learning.
(4): Finally, we conduct experiments on the textual data streams generated from real-world textual datasets to evaluate the performance of our proposed CLCD approach. The results show that CLCD can capture random concept drift and can outperform state-of-the-art PU learning methods.
The advantage of our proposed approach can be summarized as follows. (1): Our proposed approach can vaguely detect and handle concept drift occurs within a data chunk and construct a more accurate classifier in comparison to the existing data stream methods. (2): Compared with existing methods for positive and unlabel learning, the soft-LELC, on top of LELC, can be efficiently converted into transferlearning-based classifier by incorporated the different distribution data and the confidence scores into learning and delivers accurate classifier at the third step of of Algorithm 1.
For clarity, the basic notations and their meanings are presented in Table 1 .
Related Work
We review the previous PU learning methods and data streams as follows.
PU Learning for Text Mining
The previous work on PU learning can be broadly classified into two categories: (1) static data-based methods, and (2) the stream data-based [10] . Due to its crucial position in industry applications, data stream mining has been investigated [10, 11] . We briefly introduce the previous data stream work according to the assumption on concept drift.
In the first category [1, 12] , they typically hold the assumption that concept drift occurs between chunks, and that data in the same chunk share identical distribution. This is because, for most data stream problems, it is difficult to know whether and where concept drift may occur [13] . Consequently, a classifier is built for each chunk by considering the chunk data as a whole. The advantage of these methods is that, they can address concept drift occurring between chunks very well. However, they may have problem if the chunk boundary does not coincide with the change point which is impossible to predict.
In another category, the work in [14] assumes that concept drift occurs from the last 10% examples at the tail of each chunk. However, this assumption of a fixed drift point for each chunk is not always realistic. This is because concept drift may occur anywhere within a chunk in addition to occurring at the end of the chunk. Another reason is that, for some chunks, there may not exist concept drift in them. For the above reasons, it is necessary to explore new techniques to justify and identify random concept drift in the data stream environment.
This paper proposes core vocabulary-based criteria to automatically justify and identify random concept drift and then vaguely identifies where the concept drift occurs if there exists. To describe this scenario, a conceptual view is shown in Figure 1 . For the current chunk, we broadly category data into two categories. As illustrated in Figure 1 , data in the first category (type 1) has a similar distribution to the target chunk data, and examples in the second category (type 2) share the same data distribution as the target chunk data. The assumption is the same as the previous work [14] . Considering the temporal correlations of the data streams 1 Similar notions are defined for the second category data, i. e.,
C u r r e n t C h u n k T a r g e t C h u n k P a s t C h u n k * * * * * * * * * T y p e 1 T y p e 2 T r a i n i n g c h u n k P r e d i c t c h u n k Figure 1 : A conceptual view of the example type categorization for current chunk [10, 14] , the second category data might be close to the target chunk. Since data distribution of type 1 is similar to that of type 2, the work in [14] assumes concept drift occurs from the last 10% examples at the tail of each chunk and constructs transfer learning classifier on both types of data. Our proposed approach automatically detects the concept drift and builds transfer learning classifier to build a more accurate classifier. For this problem setting, we assume the number of labeled positive examples depends on the labeling speed the experts offer. Assume the data streams flow at a speed of s d examples per second, the coming data is buffered and labeled by experts with a speed of s l examples per second.
One key challenge in positive and unlabeled textual data streams is how to justify and identify random concept drift. We will introduce our proposed core vocabulary-based criteria to address this in Section 4.1.
Confidence Score Model
For a given instance x, the confidence score model is defined as {x, y, m(x)}, where y denotes the class label. The confidence score m(x) represents the degree of belongingness of instance x towards class y. In general, 0 ≤ m(x) ≤ 1 holds true and m(x) = 1 means example x completely belongs to class y. By assigning a confidence score to each example, we can ensure that the examples make different contributions to the construction of the classifier.
Proposed Approach
In this Section, we introduce our proposed approach for positive and unlabeled textual data streams. Due to the fact that concept drift may occur within chunks and data in the same chunk may not share identical distribution, as illustrated in Figure 1 , this creates a new challenge for data stream problems. Our proposed CLCD approach consists of four steps, as illustrated in Algorithm 1. In the following, we exhibit the four steps in detail. For simplicity, we detail each step for the current chunk D c . We can generalize each step on other chunks. 4.1 Core Vocabulary-based Criteria for Identifying Two Categories of Data The determination of the two categories of data depends on the concept drift rate [14] . Assuming that data come uniformly between t c−1 and t c , the number of the second category of data has a reverse proportion to r with a coefficient γ. In theory, around γ ·r For the two types of data distributions, use soft-LELC on each data distribution to extract representative examples and assign confidence scores for them; 5: else 6:
Use soft-LELC on the whole chunk data to extract representative examples and assign confidence scores for them; 7: end if 8:
Step 3: 9: if there exists random concept drift then 10:
Build a new transfer learning-based SVM to incorporate the two types of data distributions into learning; 11: else 12:
Build an SVM-based classifier on the whole chunk by incorporating the extracted examples and their confidence scores into a learning phase; 13: end if 14:
Step 4: Integrate the classifiers from the current and historical chunks to form an ensemble classifier for prediction. 
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Figure 2: Example of dividing the current chunk into four portions referring to the time interval.
belong to the second category of data while (1 − γ · r −1 )|D c | examples belong to the first category of data. However, we may have no knowledge about r and γ in practice, thus this method can not be used directly. As an alternative, we propose core vocabulary-based criteria to justify whether concept drift exists within the current chunk and, if it does, to vaguely identify where it occurs by considering the characteristic of features representation of the positive examples. 
Portions of the Current Chunk
is the number of features in P D 
The possible vague boundary of two categories of data is between portion j and j + 1 where j equals
Remark: Equation (4.4) is robust since it captures the idea that the similarity of two sets of positive features which are from the same core vocabulary distribution is always higher than that of two sets from different core vocabulary distributions. For example, as illustrated in Figure 2 , assume the user's interest is "computer" at the first two portions and it turns into "recreation" at the third and fourth portions.
When we calculate the feature strength between the first two portions, H 1−2 c (f k ) should ideally be zero because the positive features of two portions come from the same core vocabulary distribution; however, it might not equal zero due to the fact that the positive features of each portion might contain part of the computer information. For the same reason, H
We then calculate the ratio of Θ c and Θ n c , and if the ratio is less than a pre-specific tolerance score λ, we consider that the user's interest drifts within the chunk. That is, (4.6) holds true
Otherwise, it is considered that no concept drift exists within the chunk. The tolerance score λ reflects the tolerance on the concept drift, and λ is a value between (0, 1). The smaller λ is, the larger tolerance we have on the concept drift within the chunk; the larger λ is, the smaller tolerance we take on the concept drift.
The pseudo code is presented in Algorithm 2. If the returned variable bool equals 1, it is considered that concept drift exists within the current chunk. We then let The soft-LELC method extracts the reliable negative examples, likely positive and likely negative examples from the unlabeled examples the same as the LELC method [1] . Unlike LELC, each example x i is assigned a confidence score which represents the degree of belongingness towards its corresponding class. The example with its confidence score is denoted by (x, y, m(x) ). Since the existing positive examples belong completely to the positive class, each positive example with its confidence score is denoted as (x i , +1, 1).
Reliable Negative Example Extraction
As with LELC, we integrate both the Spy extraction [3] and the Rocchio extraction [7] to extract the most reliable negative examples. Examples are classified as reliable negative examples only if both methods consider them as negative examples at the same time.
We put the extracted reliable negative examples from U D I c into set RU I c . We then assign confidence score 1 to each extracted reliable example, because we can be confident that each example belongs completely to the negative class. Thus, each example with its confidence score in RU if pvote > nvote then 17:
for each example
The label of x i is set positive:
m(x i ) = pvote/(pvote + nvote); 20:
end for 21:
The label of x i is set negative:
m(x i ) = nvote/(pvote + nvote).
24:
end if 25: end for 26: Output:
In Algorithm 3, we use the same technique as LELC to separate the unlabeled examples from steps 1 to 6.
Step 1 clusters the examples in RU I c into micro-clusters. In the k-means method, cosine similarity [15] is used for similarity calculation between x i and x j , that is Sim(x i , x j ) = xi·xj xi · xj . Steps 2 to 4 construct positive and negative representative prototypes p i and n i (i = 1, 2, . . . , l), and α = 16 and β = 4 are recommended in [16] .
Step 6 clusters the unlabeled examples into micro-clusters where the examples in the same micro-cluster are self-similar. In the clustering steps 1 and 6, k is set 30 as recommended in [1] .
Soft-LELC and LELC have different assignment strategies for the examples in the micro-cluster. LELC considers the examples in the same micro-cluster to be self-similar, and assigns these examples to a class, in which most of the examples are similar. For example, assume that l t examples exist in a micro-cluster, in which l p examples are similar to the closest positive prototype − → p i , and l t − l p examples are similar to the closest negative prototype − → n i . If l p > l t − l p holds, then l t examples are assigned to positive class; If l p < l t − l p holds, they belong to negative class. Soft-LELC, however, assigns the examples into the class with a certain confidence score. For example, if l p > l t − l p , the l t examples are assigned into positive class with a confidence score l p /l t . Otherwise, the examples are classified into negative class with a confidence score (l t − l p )/l t .
Steps 7 to 25 show the confidence score assignment for the extracted examples in detail. So far, we have assigned each example in LU I c into positive class or negative class with a confidence score. The next step is to build a predictive classifier using the extracted representative examples and their confidence scores.
Classifier Construction
Since each chunk may or may not have concept drift, we put forward transfer learningbased SVM for the chunks where concept drift occurs, and extend the standard SVM for the chunks in which no concept drift exists. 
where w 1 and w 2 are parameters of the SVM for task one and task two, respectively. w o is a common parameter while υ 1 and υ 2 are specific parameters. By assuming f 1 = w 1 · x and f 2 = w 2 · x to be two hyperplanes for D I c and D II c . w 1 and w 2 can be denoted as w t = w 0 + v t , t = 1, 2 and the extended version of transfer learning-based SVM can be written as follows.
are defined as measure of error, the terms m(x 1i )ξ 1i and m(x 2j )ξ 2j can be therefore considered as measure of error with different weighting factors. Note that a smaller value of m(x 1i ) could reduce the effect of the parameter ξ 1i in Equation (4.8) , such that the corresponding data example ξ 1i becomes less significant in the training.
As discussed in [17] , Lagrangian function can be used to resolve Equation (4.8). We then obtain two hyperplanes for D 
where w o · x i + b is a hyperplane. By using Lagrangian function, we can obtain the SVM classifier.
Since no concept drift is found in the current chunk, we use the obtained classifier for prediction and denote it as l c .
Computation Complexity Analysis Suppose the computation complexity of the standard SVM is in proportion to O(p)
T where T ≤ 2 and p is the sample size for binary SVM [18] . Since problem (4.8) requires solving a standard SVM problem with 2m training data [17] , where m = max (|D (l c−k+1 , l c−k+2 , . . . , l c−1 ), which are built on the historical chunks, form an ensemble classifier l E . By referring to the method in [10] , the weight value of each classifier is calculated by computing its classification error on the data in D II c (if random concept drift is determined in Algorithm 2) or on the data in D c (if no random concept drift is found in Algorithm 2). After the ensemble classifier l E has been formed, it is used to predict the data in the target chunk. 5 Experiments
Baselines and Metric
We evaluate our approach CLCD method empirically. For comparison, another three textual data stream methods are used as baselines. (1) The first method is LELC [1] which is state-of-the-art PU learning algorithms for handling concept drift and has been found to be more accurate than traditional PU learning methods [1] . (2) The second baseline is the degenerated version of our approach, called soft-LELC, which starts from the second step of CLCD without justifying and identifying concept drift; that is, it assumes concept drift occurs between chunks. This baseline is used to show the effectiveness of confidence score assignment by comparing the performance of LELC and soft-LELC methods. (3) The third baseline is derived from [14] , which assumes concept drift occurs from the last 10% examples at the tail of each chunk. We use soft-LELC and transfer learning-based SVM to build a classifier for each chunk, similar to CLCD. This method is called TSVM. This baseline is used to show the improvement of CLCD over the method assuming a fixed concept drift for each chunk.
The performance of text classification is typically evaluated in terms of F-measure [3] which trades off precision p and recall r: F = 2pr/(r + p). We use F-measure as metric in the experiments.
Dataset Description
In the previous data streams study [1, 19] , they always generate data streams from realworld UCI datasets. The same as them, we use two typical real-world textual datasets, which have been previously used by other researchers for textual data streams [12, 1] , in the experiments:
(1): Newsgroup-20 2 : This dataset contains 20 different sub-categories of news; each sub-category contains about 1000 news items, these 20 sub-categories belong to five seven categories: "alt", "comp", "misc", "rec", "sci", "soc" and "talk". We ignore the news having multi labels in the experiments. (2): Web-KB 3 : There are 8,282 web pages and seven categories, i.e., "student", "faculty", "staff", "department", "course", "project" and "other". Each Web page belongs to one category. Web-KB is slightly skewed, "other" category has more web pages compared with others. We use the first six categories in the experiments.
Each document is represented by TFIDF features. By referring to the operation in [12, 1] , we generate the data streams from Newsgroup-20 and Web-KB datasets and concept drifts occur in them. For the data streams, we only label a portion of the positive examples, this operation refers to the labeled and unlabeled data stream learning [12] . For the unlabeled positive examples and negative examples are considered as unlabeled data.
Experiment Setting
The linear kernel function K(x i , x j ) = x i · x j is used since it always performs excellently for text classification tasks [20] . All the experiments are conducted on a laptop with a 2.8 GHz processor and 3GB DRAM. We implement CLCD using the VC++ 6.0 developing environment and use LibSVM to solve the standard SVM for LELC and the extended SVM.
In the LELC, we use the recommended parameter values in [1] , introduced in Section 4.2. Soft-LELC adopts the same parameter settings as LELC. LELC uses the standard SVM and soft-LELC uses the extended SVM (Equation (4.9)), we allow parameter C in SVM classifier to be from 1 to 1000. For the CLCD, λ is set as 0.5. The number of the portions l is chosen as 10, and we will investigate the performance sensitivity to l in the experiment. In the transfer learning-based model (Equation (4.8)), C 1 and C 2 control the tradeoff between the global optimal boundary w o and the local optimal boundary. If we assign a relatively large value to C 2 , the global optimal solution will bias towards task 2. Because the distribution of data in D II c is likely to be more similar to the target chunk data compared with the data in D I c , we let C 2 /C 1 = 10 * (l − n)/n, where n is the returned concept drift place in Algorithm 2. The C in transfer learning-based SVM (Equation (4.8)) is also chosen from 1 to 1000. In the ensemble framework, the number of ensemble classifiers is set k = 10.
Performance Comparison
We compare LELC, soft-LELC, TSVM and CLCD with respect to different concept rates. Table 2 reports the average performance and standard deviation of the fifty chunks (from the tenth chunk to the sixtieth chunk) with respect to different concept drift rates from r = 20% to r = 70%. Here about 30% of positive examples are labeled and chunk size is fixed at 400. It is observed that soft-LELC outperforms LELC at all times. This is because soft-LELC, built on top of LELC, incorporates the confidence score of each extracted example to build a more accurate classifier. Meanwhile, we find that CLCD performs significantly better than others. This indicates the effectiveness of the core vocabulary-based criteria to justify and identify random concept drift.
We also observe that the performance of the four methods decreases as concept drift rate r becomes larger. In general, larger r will lead to more concept drifts in the data : Running time comparison streams; consequently, the ensemble classifier becomes less accurate for predicting the coming data. However, CLCD decreases more slowly compared with soft-LELC, LELC and TSVM. This is because CLCD can identify random concept drift, so that CLCD offers a more accurate classifier.
In CLCD, we split each chunks into a number of portions, CLCD can accurately determine the concept drift if the concept drift occurs between the portions; if concept drift occurs within the portion of chunk, CLCD can just vaguely detect the concept drift and also perform better than the existing methods.
We set concept drift r = 30% and about 30% of the positive examples are labeled for the following experiments.
Figures 3 illustrates the performance comparison under different chunk sizes. We discover that the performance of these methods improves as the chunk size increases. In general, a large size chunk generally contains more data distribution information and offers a more accurate classifier. We further find that CLCD outperforms others at all times. Figure 4 shows the performance comparison under different percentages of labeled examples with p = 20%, p = 30% and p = 40% where r = 30% and chunk size equals to 400. We observe that for a specific p value, CLCD consistently outperforms others. When comparing four methods across different percentages of labeled examples, all four methods receive improvements as the label data increases. This indicates that providing a sufficient number of labeled samples will offer a more accurate classifier. Figure 5 shows the average running time of fifty chunks for each method with respect to different chunk size. It is found that CLCD takes the most time compared with LELC and soft-LELC, and it is consistent to the computational analysis in section section 4.3.3. LELC and soft-LELC take similar time, since their computational complexity is the same, as discussed in section 4.3.3. Further, TSVM takes more time than LELC, since TSVM constructs a transfer learning-based SVM for each chunk, while CLCD just constructs a transfer learning classifier for the chunks where concept drift occurs. Figure 6 shows the sensitivity of the CLCD method to different numbers of portions from 6 to 10, in which chunk size is 400. Since we separate the chunks into smaller portions to determine concept drift, our core vocabulary-based criteria vaguely determine the change point. In general, if we split each chunk into more portions where each portion contains a number of samples, the predicted change point should be more accurate. From the two Figures, it is clear that the performance of CLCD is improved a little bit with the increase of portion size l and CLCD is only slightly sensitive to the portion number.
Efficiency Comparison

Sensitivity to Different Portion Number
Conclusions
This paper has proposed an effective approach, named CLCD, to identify random concept drift in positive and unlabeled textual data stream environment. We put forward soft-LELC, on top of the LELC method, to extract representative examples and assign confidence scores for them; we then introduce a transfer learning-based SVM to build a predictive classifier by incorporating the representative examples and their confidence scores into learning. Extensive experiments have shown that CLCD can capture random concept drift and outperform state-of-the-art methods.
