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.
Abstract
Let Ω be a bounded domain of RN , and Q = Ω × (0, T ). We first study problems of the
model type 

ut −∆pu = µ in Q,
u = 0 on ∂Ω× (0, T ),
u(0) = u0 in Ω,
where p > 1, µ ∈ Mb(Q) and u0 ∈ L1(Ω). Our main result is a stability theorem extending the
results of Dal Maso, Murat, Orsina, Prignet, for the elliptic case, valid for quasilinear operators
u 7−→ A(u) =div(A(x, t,∇u)).
As an application, we consider perturbed problems of type

ut −∆pu+ G(u) = µ in Q,
u = 0 on ∂Ω× (0, T ),
u(0) = u0 in Ω,
where G(u) may be an absorption or a source term. In the model case G(u) = ± |u|q−1 u (q >
p − 1), or G has an exponential type. We give existence results when q is subcritical, or when
the measure µ is good in time and satisfies suitable capacity conditions.
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1 Introduction
Let Ω be a bounded domain of RN , and Q = Ω× (0, T ), T > 0. We denote by Mb(Ω) and Mb(Q)
the sets of bounded Radon measures on Ω and Q respectively. We are concerned with the problem

ut − div(A(x, t,∇u)) = µ in Q,
u = 0 on ∂Ω× (0, T ),
u(0) = u0 in Ω,
(1.1)
where µ ∈ Mb(Q), u0 ∈ L
1(Ω) and A is a Caratheodory function on Q × RN , such that for a.e.
(x, t) ∈ Q, and any ξ, ζ ∈ RN ,
A(x, t, ξ).ξ ≧ c1 |ξ|
p , |A(x, t, ξ)| ≦ a(x, t) + c2 |ξ|
p−1 , c1, c2 > 0, a ∈ L
p′(Q), (1.2)
(A(x, t, ξ) −A(x, t, ζ)). (ξ − ζ) > 0 if ξ 6= ζ. (1.3)
This includes the model problem

ut −∆pu = µ in Q,
u = 0 on ∂Ω × (0, T ),
u(0) = u0 in Ω,
(1.4)
where ∆p is the p-Laplacian defined by ∆pu = div(|∇u|
p−2∇u) with p > 1.
As an application, we consider problems with a nonlinear term of order 0:

ut − div(A(x,∇u)) + G(u) = µ in Q,
u = 0 on ∂Ω× (0, T ),
u(0) = u0 in Ω,
(1.5)
where A is a Caratheodory function on Ω× RN , such that, for a.e. x ∈ Ω, and any ξ, ζ ∈ RN ,
A(x, ξ).ξ ≧ c1 |ξ|
p , |A(x, ξ)| ≦ c2 |ξ|
p−1 , c3, c4 > 0, (1.6)
(A(x, ξ)−A(x, ζ)). (ξ − ζ) > 0 if ξ 6= ζ, (1.7)
and G(u) may be an absorption or a source term, and possibly depends on (x, t) ∈ Q. The model
problem is the case where G has a power-type G(u) = ± |u|q−1 u (q > p − 1), or an exponential
type.
First make a brief survey of the elliptic associated problem:{
−div(A(x,∇u)) = µ in Ω,
u = 0 on ∂Ω,
with µ ∈ Mb(Ω) and assumptions (1.6), (1.7). When p = 2, A(x,∇u) = ∇u existence and
uniqueness are proved for general elliptic operators by duality methods in [58]. For p > 2 − 1/N,
the existence of solutions in the sense of distributions is obtained in [23] and [24]. The condition
2
on p ensures that the gradient ∇u is well defined in (L1 (Ω))N . For general p > 1, new classes
of solutions are introduced, first when µ ∈ L1(Ω), such as entropy solutions, and renormalized
solutions, see [13], and also [57], and existence and uniqueness is obtained. For any µ ∈ Mb(Ω)
the main work is done in [32, Theorems 3.1, 3.2], where not only existence is proved, but also a
stability result, fundamental for applications. Uniqueness is still an open problem.
Next we make a brief survey about problem (1.1).
The first studiess concern the case µ ∈ Lp
′
(Q) and u0 ∈ L
2(Ω), where existence and uniqueness
is obtained by variational methods, see [45]. In the general case µ ∈ Mb(Q) and u0 ∈ Mb(Ω), the
pionner results come from [23], proving the existence of solutions in the sense of distributions for
p > p1 = 2−
1
N + 1
, (1.8)
see also [55], [56], and [26]. The approximated solutions of (1.1) lie in Marcinkiewicz spaces u ∈
Lpc,∞ (Q) and |∇u| ∈ Lmc,∞ (Q) , where
pc = p− 1 +
p
N
, mc = p−
N
N + 1
. (1.9)
This condition (1.8) ensures that u and |∇u| belong to L1 (Q), since mc > 1 means p > p1 and
pc > 1 means p > 2N/(N + 1). Uniqueness follows in the case p = 2, A(x, t,∇u) = ∇u, by duality
methods, see [48].
For µ ∈ L1(Q), uniqueness is obtained in new classes of solutions: entropy solutions, and
renormalized solutions, see [19], [54], see also [3] for a semi-group approach.
Then a class of regular measures is studied in [33], where a notion of parabolic capacity cQp is
introduced, defined by
cQp (E) = inf( inf
E⊂U open⊂Q
{||u||W : u ∈W,u ≧ χU a.e. in Q}),
for any Borel set E ⊂ Q, where
X = Lp(0, T ;W 1,p0 (Ω) ∩ L
2(Ω)),
W =
{
z : z ∈X, zt ∈ X
′
}
, embedded with the norm ||u||W = ||u||X + ||ut||X′ .
Let M0(Q) be the set of Radon measures µ on Q that do not charge the sets of zero c
Q
p -capacity:
∀E Borel set ⊂ Q, cQp (E) = 0 =⇒ |µ(E)| = 0.
Then existence and uniqueness of renormalized solutions holds for any measure µ ∈ Mb(Ω)∩M0(Q),
called regular (or diffuse) and u0 ∈ L
1(Ω), and p > 1. The equivalence with the notion of entropy
solutions is shown in [34]; see also [20] for more general equations.
Next consider any measure µ ∈ Mb(Q). Let Ms(Q) be the set of all bounded Radon measures
on Q with support on a set of zero cQp capacity, also called singular. Let M
+
b (Q),M
+
0 (Q),M
+
s (Q)
3
be the positive cones of Mb(Q),M0(Q),Ms(Q). From [33], µ can be written (in a unique way)
under the form
µ = µ0 + µs, µ0 ∈M0(Q), µs = µ
+
s − µ
−
s , µ
+
s , µ
−
s ∈ M
+
s (Q), (1.10)
and µ0 ∈ M0(Q) admits (at least) a decomposition under the form
µ0 = f − div g + ht, f ∈ L
1(Q), g ∈ (Lp
′
(Q))N , h ∈ X, (1.11)
and we write µ0 = (f, g, h). The solutions of (1.1) are searched in a renormalized sense linked to this
decomposition, introduced in [19],[49]. In the range (1.8) the existence of a renormalized solution
relative to the decomposition (1.11) is proved in [49], using suitable approximations of µ0 and µs.
Uniqueness is still open, as well as in the elliptic case.
Next consider the problem (1.5). First we consider the case of an absorption term: G(u)u ≧ 0.
Let us recall the case p = 2, A(x,∇u) = ∇u and G(u) = |u|q−1u (q > 1). The first results concern
the case µ = 0 and u0 is a Dirac mass in Ω, see [28]: existence holds if and only if q < (N + 2)/N.
Then optimal results are given in [7], for any µ ∈ Mb(Q) and u0 ∈ Mb(Ω). Here two capacities
are involved: the elliptic Bessel capacity Cα,k, (α, k > 1) defined, for any Borel set E ⊂ R
N , by
Cα,k(E) = inf{||ϕ||Lk(RN ) : ϕ ∈ L
k(RN ), Gα ∗ ϕ ≧ χE},
where Gα is the Bessel kernel of order α; and a capacity cG,k (k > 1) adapted to the operator of
the heat equation of kernel G(x, t) = χ(0,∞)(4πt)
−N/2e−|x|
2/4t : for any Borel set E ⊂ RN+1,
cG,k(E) = inf{||ϕ||Lk(RN+1) : ϕ ∈ L
k(RN+1), G ∗ ϕ ≧ χE}.
From [7], there exists a solution if and only if µ does not charge the sets of cG,q′(E) capacity zero
and u0 does not charge the sets of C2/q,q′ capacity zero. Observe that one can reduce to a zero
initial data, by considering the measure µ+u0⊗δ
t
0 in Ω×(−T, T ) , where ⊗ is the tensorial product
and δt0 is the Dirac mass in time at 0.
For p 6= 2 such a linear parabolic capacity cannot be used. Most of the contributions are relative
to the case µ = 0 with Ω bounded, or Ω = RN . The case where u0 is a Dirac mass in Ω is studied
in [36], [40] when p > 2, and [29] when p < 2. Existence and uniqueness hold in the subcritical
case q < pc. If q ≧ pc and q > 1, there is no solution with an isolated singularity at t = 0. For
q < pc, and u0 ∈ M
+
b (Ω), the existence is obtained in the sense of distributions in [60], and for any
u0 ∈ Mb(Ω) in [16]. The case µ ∈ L
1(Q), u0 = 0 is treated in [30], and µ ∈ L
1(Q), u0 = L
1(Ω) in
[4] where G can be multivalued. The case µ ∈ M0(Q) is studied in [50], with a new formulation
of the solutions, and existence and uniqueness is obtained for any function G ∈ C(R) such that
G(u)u ≧ 0. Up to our knowledge, up to now no existence results have been obtained for a general
measure µ ∈ Mb(Q).
The case of a source term G(u) = −uq with u ≧ 0 has beeen treated in [6] for p = 2, where
optimal conditions are given for existence. As in the absorption case the arguments of proofs cannot
be extended to general p.
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2 Main results
In all the sequel we suppose that p satisfies (1.8). Then
X = Lp(0, T ;W 1,p0 (Ω)), X
′
= Lp
′
(0, T ;W−1,p
′
(Ω)).
We first study problem (1.1). In Section 3 we give some approximations of µ ∈ Mb(Q), useful
for the applications. In Section 4 we recall the definition of renormalized solutions, that we call
R-solutions of (1.1), relative to the decomposition (1.11) of µ0, and study some of their properties.
Our main result is a stability theorem for problem (1.1), proved in Section 5, extending to the
parabolic case the stability result of [32, Theorem 3.4], and improving the result of [49]:
Theorem 2.1 Let A : Q× RN 7−→ RN satisfying (1.2),(1.3). Let u0 ∈ L
1(Ω), and
µ = f − div g + ht + µ
+
s − µ
−
s ∈Mb(Q),
with f ∈ L1(Q), g ∈ (Lp
′
(Q))N , h ∈ X and µ+s , µ
−
s ∈ M
+
s (Q). Let u0,n ∈ L
1(Ω),
µn = fn − div gn + (hn)t + ρn − ηn ∈Mb(Q),
with fn ∈ L
1(Q), gn ∈ (L
p′(Q))N , hn ∈ X, and ρn, ηn ∈ M
+
b (Q), such that
ρn = ρ
1
n − div ρ
2
n + ρn,s, ηn = η
1
n − divη
2
n + ηn,s,
with ρ1n, η
1
n ∈ L
1(Q), ρ2n, η
2
n ∈ (L
p′(Q))N and ρn,s, ηn,s ∈ M
+
s (Q). Assume that
sup
n
|µn| (Q) <∞,
and {u0,n} converges to u0 strongly in L
1(Ω), {fn} converges to f weakly in L
1(Q), {gn} converges
to g strongly in (Lp
′
(Q))N , {hn} converges to h strongly in X, {ρn} converges to µ
+
s and {ηn}
converges to µ−s in the narrow topology of measures; and
{
ρ1n
}
,
{
η1n
}
are bounded in L1(Q), and{
ρ2n
}
,
{
η2n
}
bounded in (Lp
′
(Q))N . Let {un} be a sequence of R-solutions of

un,t − div(A(x, t,∇un)) = µn in Q,
un = 0 on ∂Ω× (0, T ),
un(0) = u0,n in Ω.
(2.1)
relative to the decomposition (fn + ρ
1
n − η
1
n, gn + ρ
2
n − η
2
n, hn) of µn,0. Let vn = un − hn. Then
up to a subsequence, {un} converges a.e. in Q to a R-solution u of (1.1), and {vn} converges
a.e. in Q to v = u − h. Moreover, {∇un} , {∇vn} converge respectively to ∇u,∇v a.e. in Q, and
{Tk(un)} , {Tk(vn)} converge to Tk(u), Tk(v) strongly in X for any k > 0.
In Section 6 we give applications to problems of type (1.5).
We first give an existence result of subcritical type, valid for any measure µ ∈Mb(Q) :
5
Theorem 2.2 Let A : Q × RN → RN satisfying (1.2), (1.3) with a ≡ 0. Let (x, t, r) 7→ G(x, t, r)
be a Caratheodory function on Q × R and G ∈ C(R+) be a nondecreasing function with values in
R
+, such that
|G(x, t, r)| ≦ G(|r|) for a.e. (x, t) ∈ Q and any r ∈ R, (2.2)∫ ∞
1
G(s)s−1−pcds <∞. (2.3)
(i) Suppose that G(x, t, r)r ≧ 0, for a.e. (x, t) in Q and any r ∈ R. Then, for any µ ∈ Mb(Q) and
u0 ∈ L
1(Ω), there exists a R-solution u of problem

ut − div(A(x, t,∇u)) + G(u) = µ in Q,
u = 0 in ∂Ω× (0, T ),
u(0) = u0 in Ω.
(2.4)
(ii) Suppose that G(x, t, r)r ≦ 0, for a.e. (x, t) ∈ Q and any r ∈ R, and u0 ≧ 0, µ ≧ 0. There exists
ε > 0 such that for any λ > 0, any µ ∈ Mb(Q) and u0 ∈ L
1(Ω) with λ + |µ|(Q) + ||u0||L1(Ω) ≦ ε,
problem 

ut − div(A(x, t,∇u)) + λG(u) = µ in Q,
u = 0 in ∂Ω× (0, T ),
u(0) = u0 in Ω,
(2.5)
admits a nonnegative R-solution.
In particular for any 0 < q < pc, if G(u) = |u|
q−1 u, existence holds for any measure µ ∈ Mb(Q);
if G(u) = − |u|q−1 u, existence holds for µ small enough. In the supercritical case q ≧ pc, the class
of ”admissible” measures, for which there exist solutions, is not known.
Next we give new results relative to measures that have a good behaviour in t, based on recent
results of [17] relative to the elliptic case. We recall the notions of (truncated) Wo¨lf potential for
any nonnegative measure ω ∈ M+(RN ) any R > 0, x0 ∈ R
N ,
WR1,p[ω] (x0) =
∫ R
0
(
tp−Nω(B(x0, t))
) 1
p−1
dt
t
.
Any measure ω ∈ Mb(Ω) is identified with its extension by 0 to R
N . In case of absorption, we
obtain the following:
Theorem 2.3 Let A : Ω × RN → RN satisfying (1.6),(1.7). Let p < N , q > p − 1, µ ∈ Mb(Q),
f ∈ L1(Q) and u0 ∈ L
1(Ω). Assume that
|µ| ≦ ω ⊗ F, with ω ∈ M+b (Ω), F ∈ L
1((0, T )), F ≧ 0,
and ω does not charge the sets of Cp, q
q+1−p
-capacity zero. Then there exists a R- solution u of
problem 

ut − div(A(x,∇u)) + |u|
q−1u = f + µ in Q,
u = 0 on ∂Ω × (0, T ),
u(0) = u0 in Ω.
(2.6)
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We show that some of these measures may not lie in M0(Q), which improves the existence
results of [50], see Proposition 3.3 and Remark 6.7. Otherwise our result can be extended to a more
general function G, see Remark 6.9. We also consider a source term:
Theorem 2.4 Let A : Ω×RN → RN satisfying (1.6), (1.7). Let p < N , q > p−1. Let µ ∈ M+b (Q),
and u0 ∈ L
∞(Ω), u0 ≧ 0. Assume that
µ ≦ ω ⊗ χ(0,T ), with ω ∈ M
+
b (Ω).
Then there exist λ0 = λ0(N, p, q, c3, c4, diamΩ) and b0 = b0(N, p, q, c3, c4,diamΩ) such that, if
ω(E) ≦ λ0Cp, q
q−p+1
(E), ∀E compact ⊂ RN , ||u0||∞,Ω ≦ b0, (2.7)
there exists a nonnegative R-solution u of problem

ut − div(A(x,∇u)) = u
q + µ in Q,
u = 0 on ∂Ω × (0, T ),
u(0) = u0 in Ω,
(2.8)
which satisfies, a.e. in Q,
u(x, t) ≦ CW2diamΩ1,p [ω](x) + 2||u0||L∞ , (2.9)
where C = C(N, p, c3, c4).
Corresponding results in case where G has exponential type are given at Theorems 6.10 and
6.15.
3 Approximations of measures
For any open set ̟ of Rm and F ∈ (Lk(̟))ν , k ∈ [1,∞] ,m, ν ∈ N∗, we set ‖F‖k,̟ = ‖F‖(Lk(̟))ν .
First we give approximations of nonnegative measures inM0(Q).We recall that any measure µ ∈
M0(Q)∩Mb(Q) admits a decomposition under the form µ = (f, g, h) given by (1.11). Conversely,
any measure of this form, such that h ∈ L∞(Q), lies in M0(Q), see [50, Proposition 3.1].
Lemma 3.1 Let µ ∈ M0(Q) ∩M
+
b (Q) and ε > 0.
(i) Then, we can find a decomposition µ = (f, g, h) with f ∈ L1(Q), g ∈ (Lp
′
(Q))N , h ∈ X such that
||f ||1,Q + ‖g‖p′,Q + ||h||X ≦ (1 + ε)µ(Q), ‖g‖p′,Q + ||h||X ≦ ε. (3.1)
(ii) Furthermore, there exists a sequence of measures µn = (fn, gn, hn), such that fn, gn, hn ∈
C∞c (Q) and strongly converge to f, g, h in L
1(Q), (Lp
′
(Q))N and X respectively, and µn converges
to µ in the narrow topology, and satisfying
||fn||1,Q + ‖gn‖p′,Q + ||hn||X ≦ (1 + 2ε)µ(Q), ‖gn‖p′,Q + ||hn||X ≦ 2ε. (3.2)
7
Proof. (i) Step 1. Case where µ has a compact support in Q. By [33], we can find a decompo-
sition µ = (f, g, h) with f, g, h have a compact support in Q. Let {ϕn} be sequence of mollifiers in
R
N+1. Then µn = ϕn ∗ µ ∈ C
∞
c (Q) for n large enough. We see that µn(Q) = µ(Q) and µn admits
the decomposition µn = (fn, gn, hn) = (ϕn ∗ f, ϕn ∗ g, ϕn ∗ h). Since {fn} , {gn} , {hn} strongly
converge to f, g, h in L1(Q), (Lp
′
(Q))N and X respectively, we have for n0 large enough,
||f − fn0 ||1,Q + ||g − gn0 ||p′,Q + ||h− hn0 ||X ≦ εmin{µ(Q), 1}.
Then we obtain a decomposition µ = (fˆ , gˆ, hˆ) = (µn0 + f − fn0 , g − gn0 , h− hn0), such that
||fˆ ||1,Q + ||gˆ||p′,Q + ||hˆ||X ≦ (1 + ε)µ(Q), ‖gˆ‖p′,Q + ||hˆ||X ≦ ε. (3.3)
Step 2. General case. Let {θn} be a nonnegative, nondecreasing sequence in C
∞
c (Q) which
converges to 1, a.e. in Q. Set µ˜0 = θ0µ, and µ˜n = (θn − θn−1)µ, for any n ≧ 1. Since µ˜n ∈
M0(Q) ∩M
+
b (Q) has compact support, by Step 1, we can find a decomposition µ˜n = ( f˜n, g˜n, h˜n)
such that
||f˜n||1,Q + ‖g˜n‖p′,Q + ||h˜n||X ≦ (1 + ε)µn(Q), ||g˜n||p′,Q + ||h˜n||X ≦ 2
−n−1ε.
Let fn =
n∑
k=0
f˜k, gn =
n∑
k=0
g˜k and h¯n =
n∑
k=0
h˜k. Clearly, θnµ = (fn, gn, h¯n), and
{
fn
}
,{gn} ,
{
h¯n
}
converge strongly to some f, g, h, respectively in L1(Q), (Lp
′
(Q))N , X, with
||fn||1,Q + ||gn||p′,Q + ||h¯n||X ≦ (1 + ε)µ(Q), ||gn||p′,Q + ||h¯n||X ≦ ε.
Therefore, µ = (f, g, h) and (3.1) holds.
(ii) We take a sequence {mn} in N such that fn = ϕmn ∗ fn, gn = ϕmn ∗ gn, hn = ϕmn ∗ h¯n ∈
C∞c (Q) and
||fn − fn||1,Q + ||gn − gn||p′,Q + ||hn − h¯n||X ≦
ε
n+ 1
min{µ(Q), 1}.
Let µn = ϕmn ∗ (θnµ) = (fn, gn, hn). Therefore, {fn} , {gn} , {hn} strongly converge to f, g, h in
L1(Q), (Lp
′
(Q))N and X respectively. And (3.2) holds. Furthermore, {µn} converges weak-* to µ,
and µn(Q) =
∫
Q θndµ converges to µ(Q), thus {µn} converges in the narrow topology.
As a consequence, we get an approximation property for any measure µ ∈ M+b (Q) :
Proposition 3.2 Let µ ∈ M+b (Q) and ε > 0. Let {µn} be a nondecreasing sequence in M
+
b (Q)
converging to µ in Mb(Q). Then, there exist fn, f ∈ L
1(Q), gn, g ∈ (L
p′(Q))N and hn, h ∈ X,
µn,s, µs ∈ M
+
s (Q) such that
µ = f − div g + ht + µs, µn = fn − div gn + (hn)t + µn,s,
and {fn} , {gn} , {hn} strongly converge to f, g, h in L
1(Q), (Lp
′
(Q))N and X respectively, and {µn,s}
converges to µs (strongly) in Mb(Q) and
||fn||1,Q + ||gn||p′,Q + ||hn||X + µn,s(Ω) ≦ (1 + ε)µ(Q), and ||gn||p′,Q + ||hn||X ≦ ε. (3.4)
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Proof. Since {µn} is nondecreasing, then {µn,0}, {µn,s} are too. Clearly, ‖µ− µn‖Mb(Q) =
‖µ0 − µn,0‖Mb(Q) + ‖µs − µn,s‖Mb(Q). Hence, {µn,s} converge to µs and {µn,0} converge to µ0
(strongly) in Mb(Q). Set µ˜0,0 = µ0,0, and µ˜n,0 = µn,0 − µn−1,0 for any n ≧ 1. By Lemma 3.1, (i),
we can find f˜n ∈ L
1(Q), g˜n ∈ (L
p′(Q))N and h˜n ∈ X such that µ˜n,0 = (f˜n, g˜n, h˜n) and
||f˜n||1,Q + ||g˜n||p′,Q + ||h˜n||X ≦ (1 + ε)µ˜n,0(Q), ||g˜n||p′,Q + ||h˜n||X ≦ 2
−n−1ε.
Let fn =
n∑
k=0
f˜k, Gn =
n∑
k=0
g˜k and hn =
n∑
k=0
h˜k. Clearly, µn,0 = (fn, gn, hn) and the convergence
properties hold with (3.4), since
||fn||1,Q + ||gn||p′,Q + ||hn||X ≦ (1 + ε)µ0(Q).
In Section 6 we consider some measures µ ∈ Mb(Q) which satisfy |µ| ≦ ω⊗F, with ω ∈ Mb(Ω)
and F ∈ L1((0, T )), F ≧ 0. It is interesting to compare the properties of ω ⊗ F and ω :
Let cΩp be the elliptic capacity in Ω defined by
cΩp (K) = inf{
∫
Ω
|∇ϕ|p : ϕ ≧ χK , ϕ ∈ C
∞
c (Ω)},
for any compact set K ⊂ Ω.
LetM0,e(Ω) be the set of Radon measures ω on that do not charge the sets of zero c
Ω
p -capacity.
Then Mb(Ω) ∩M0,e(Ω) is characterised as the set of measures ω ∈ Mb(Ω) which can be written
under the form f˜ − div g˜ with f˜ ∈ L1(Ω) and g˜ ∈ (Lp
′
(Ω))N , see [25].
Proposition 3.3 For any F ∈ L1((0, T )) with
∫ T
0 F (t)dt 6= 0, and ω ∈ Mb(Ω),
ω ∈M0,e(Ω)⇐⇒ ω ⊗ F ∈ M0(Q).
Proof. Assume that ω⊗F ∈ M0(Q). Then, there exist f ∈ L
1(Q), g ∈
(
Lp
′
(Q)
)N
and h ∈ X,
such that∫
Q
ϕ(x, t)F (t)dω(x)dt =
∫
Q
ϕ(x, t)f(x, t)dxdt +
∫
Q
g(x, t).∇ϕ(x, t)dxdt −
∫
Q
h(x, t)ϕt(t, x)dxdt,
(3.5)
for all ϕ ∈ C∞c (Ω × [0, T ]), see [50, Lemma 2.24 and Theorem 2.27]. By choosing ϕ(x, t) = ϕ(x) ∈
C∞c (Ω) and using Fubini’s Theorem, (3.5) is rewritten as∫
Ω
ϕ(x)dω(x) =
∫
Ω
ϕ(x)f˜(x)dx+
∫
Ω
g˜(x).∇ϕ(x)dx,
where f˜(x) =
(∫ T
0 F (t)dt
)−1 ∫ T
0 f(x, t)dt ∈ L
1(Ω) and g˜(x) =
(∫ T
0 F (t)dt
)−1 ∫ T
0 g(x, t)dt ∈
(
Lp
′
(Ω)
)N
;
hence ω ∈M0,e(Ω).
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Conversely, assume that ω = f˜ − div g˜ ∈ M0,e(Ω), with f˜ ∈ L
1(Ω) and g˜ ∈
(
Lp
′
(Ω)
)N
. So
ω ⊗ Tn(F ) = fn − div gn, with fn = f˜Tn(F ) ∈ L
1(Q) and gn = g˜Tn(F ) ∈
(
Lp
′
(Q)
)N
. Then
ω ⊗ Tn(F ) admits the decomposition (fn, gn, h), with h = 0 ∈ L
∞(Q), thus ω ⊗ Tn(F ) ∈ M0(Q).
And {ω ⊗ Tn(F )} converges to ω ⊗ F strongly in Mb(Q), since ||ω ⊗ (F − Tn(F ))||Mb(Q) ≦
||ω||Mb(Ω) ‖F − Tn(F )‖L1((0,T )) . Then ω⊗F ∈ M0(Q), sinceM0(Q)∩Mb(Q) is strongly closed in
Mb(Q).
4 Renormalized solutions of problem (1.1)
4.1 Notations and Definition
For any function f ∈ L1(Q), we write
∫
Q f instead of
∫
Q fdxdt, and for any measurable set E ⊂Q,∫
E f instead of
∫
E fdxdt.
We set Tk(r) = max{min{r, k},−k}, for any k > 0 and r ∈ R. We recall that if u is a measurable
function defined and finite a.e. in Q, such that Tk(u) ∈ X for any k > 0, there exists a measurable
function w from Q into RN such that ∇Tk(u) = χ|u|≦kw, a.e. in Q, and for any k > 0. We define
the gradient ∇u of u by w = ∇u.
Let µ = µ0+µs ∈ Mb(Q), and (f, g, h) be a decomposition of µ0 given by (1.11), and µ̂0 = µ0−ht =
f − div g. In the general case µ̂0 /∈ M(Q), but we write, for convenience,∫
Q
wdµ̂0 :=
∫
Q
(fw + g.∇w), ∀w ∈ X∩L∞(Q).
Definition 4.1 Let u0 ∈ L
1(Ω), µ = µ0 + µs ∈ Mb(Q). A measurable function u is a renor-
malized solution, called R-solution of (1.1) if there exists a decompostion (f, g, h) of µ0 such
that
v = u− h ∈ Lσ(0, T ;W 1,σ0 (Ω) ∩ L
∞(0, T ;L1(Ω)), ∀σ ∈ [1,mc) ; Tk(v) ∈ X, ∀k > 0, (4.1)
and:
(i) for any S ∈W 2,∞(R) such that S′ has compact support on R, and S(0) = 0,
−
∫
Ω
S(u0)ϕ(0)dx−
∫
Q
ϕtS(v)+
∫
Q
S′(v)A(x, t,∇u).∇ϕ+
∫
Q
S′′(v)ϕA(x, t,∇u).∇v =
∫
Q
S′(v)ϕdµ̂0,
(4.2)
for any ϕ ∈ X ∩ L∞(Q) such that ϕt ∈ X
′ + L1(Q) and ϕ(T, .) = 0;
(ii) for any φ ∈ C(Q),
lim
m→∞
1
m
∫
{m≦v<2m}
φA(x, t,∇u).∇v =
∫
Q
φdµ+s (4.3)
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lim
m→∞
1
m
∫
{−m≧v>−2m}
φA(x, t,∇u).∇v =
∫
Q
φdµ−s . (4.4)
Remark 4.2 As a consequence, S(v) ∈ C([0, T ];L1(Ω)) and S(v)(0, .) = S(u0) in Ω; and u satisfies
the equation
(S(v))t − div(S
′(v)A(x, t,∇u)) + S′′(v)A(x, t,∇u).∇v= fS′(v)− div(gS′(v)) + S′′(v)g.∇v, (4.5)
in the sense of distributions in Q, see [49, Remark 3]. Moreover
‖S(v)t‖X′+L1(Q) ≦
∥∥∥div(S′(v)A(x, t,∇u))∥∥∥
X′
+
∥∥∥S′′(v)A(x, t,∇u).∇v∥∥∥
1,Q
+
∥∥∥S′(v)f∥∥∥
1,Q
+
∥∥∥g.S′′(v)∇v∥∥∥
1,Q
+
∥∥∥div(S′(v)g)∥∥∥
X′
.
Thus, if [−M,M ] ⊃ suppS′,∥∥∥S′′(v)A(x, t,∇u).∇v∥∥∥
1,Q
≤ ‖S‖W 2,∞(R) (
∥∥A(x, t,∇u)χ|v|≦M∥∥p′p′,Q + ‖|∇TM (v)|‖pp,Q)
≦ C ‖S‖W 2,∞(R) (
∥∥|∇u|pχ|v|≦M∥∥1,Q + ||a||p′p′,Q + ‖|∇TM (v)|‖pp,Q)
thus
‖S(v)t‖X′+L1(Q) ≦ C ‖S‖W 2,∞(R) (
∥∥|∇u|pχ|v|≦M∥∥1/p′1,Q + ∥∥|∇u|pχ|v|≦M∥∥1,Q + ‖|∇TM (v)|‖pp,Q
+ ‖a‖p′,Q + ‖a‖
p′
p′,Q + ‖f‖1,Q + ‖g‖p′,Q
∥∥|∇u|p χ|v|≦M∥∥1/p1,Q + ‖g‖p′,Q ) (4.6)
We also deduce that, for any ϕ ∈ X ∩ L∞(Q), such that ϕt∈ X
′ + L1(Q),∫
Ω
S(v(T ))ϕ(T )dx −
∫
Ω
S(u0)ϕ(0)dx −
∫
Q
ϕtS(v) +
∫
Q
S′(v)A(x, t,∇u).∇ϕ
+
∫
Q
S′′(v)A(x, t,∇u).∇vϕ =
∫
Q
S′(v)ϕdµ̂0. (4.7)
Remark 4.3 Let u, v satisfying (4.1). It is easy to see that the condition (4.3) ( resp. (4.4) ) is
equivalent to
lim
m→∞
1
m
∫
{m≦v<2m}
φA(x, t,∇u).∇u =
∫
Q
φdµ+s (4.8)
resp.
lim
m→∞
1
m
∫
{m≧v>−2m}
φA(x, t,∇u).∇u =
∫
Q
φdµ−s . (4.9)
In particular, for any ϕ ∈ Lp
′
(Q) there holds
lim
m→∞
1
m
∫
m≦|v|<2m
|∇u|ϕ = 0, lim
m→∞
1
m
∫
m≦|v|<2m
|∇v|ϕ = 0. (4.10)
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Remark 4.4 (i) Any function U ∈ X such that Ut ∈ X
′ + L1(Q) admits a unique cQp -quasi
continuous representative, defined cQp -quasi a.e. in Q, still denoted U. Furthermore, if U ∈ L∞(Q),
then for any µ0 ∈ M0(Q), there holds U ∈ L
∞(Q, dµ0), see [49, Theorem 3 and Corollary 1].
(ii) Let u be any R- solution of problem (1.1). Then, v = u− h admits a cQp -quasi continuous
functions representative which is finite cQp -quasi a.e. in Q, and u satisfies definition 4.1 for every
decomposition (f˜ , g˜, h˜) such that h− h˜ ∈ L∞(Q), see [49, Proposition 3 and Theorem 4 ].
4.2 Steklov and Landes approximations
A main difficulty for proving Theorem 2.1 is the choice of admissible test functions (S,ϕ) in (4.2),
valid for any R-solution. Because of a lack of regularity of these solutions, we use two ways of
approximation adapted to parabolic equations:
Definition 4.5 Let ε ∈ (0, T ) and z ∈ L1loc(Q). For any l ∈ (0, ε) we define the Steklov time-
averages [z]l, [z]−l of z by
[z]l(x, t) =
1
l
t+l∫
t
z(x, s)ds for a.e. (x, t) ∈ Ω× (0, T − ε),
[z]−l(x, t) =
1
l
t∫
t−l
z(x, s)ds for a.e. (x, t) ∈ Ω× (ε, T ).
The idea to use this approximation for R-solutions can be found in [22]. Recall some properties,
given in [50]. Let ε ∈ (0, T ), and ϕ1 ∈ C
∞
c (Ω × [0, T )), ϕ2 ∈ C
∞
c (Ω × (0, T ]) with Suppϕ1 ⊂
Ω× [0, T − ε], Suppϕ2 ⊂ Ω× [ε, T ]. There holds
(i) If z ∈ X, then ϕ1[z]l and ϕ2[z]−l ∈W.
(ii) If z ∈ X and zt ∈ X
′ + L1(Q), then, as l → 0, (ϕ1[z]l) and (ϕ2[z]−l) converge respectively
to ϕ1z and ϕ2z in X, and a.e. in Q; and (ϕ1[z]l)t, (ϕ2[z]−l)t converge to (ϕ1z)t, (ϕ2z)t in
X ′ + L1(Q).
(iii) If moreover z ∈ L∞(Q), then from any sequence {ln} → 0, there exists a subsequence {lν}
such that {[z]lν} , {[z]−lν} converge to z, c
Q
p -quasi everywhere in Q.
Next we recall the approximation introduced in [42], used in [30], [26], [21]:
Definition 4.6 Let µ ∈ Mb(Q) and u0 ∈ L
1(Ω). Let u be a R-solution of (1.1), and v = u − h
given at (4.1), and k > 0. For any ν ∈ N, the Landes-time approximation 〈Tk(v)〉ν of the
truncate function Tk(v) is defined in the following way:
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Let {zν} be a sequence of functions in W
1,p
0 (Ω)∩L
∞(Ω), such that ||zν ||∞,Ω ≦ k, {zν} converges
to Tk(u0) a.e. in Ω, and ν
−1||zν ||
p
W 1,p0 (Ω)
converges to 0. Then, 〈Tk(v)〉ν is the unique solution of
the problem
(〈Tk(v)〉ν)t = ν (Tk(v)−〈Tk(v)〉ν) in the sense of distributions, 〈Tk(v)〉ν(0) = zν , in Ω.
Therefore, 〈Tk(v)〉ν ∈ X ∩ L
∞(Q) and (Tk(v)〉ν)t ∈ X, see [42]. Furthermore, up to subse-
quences, {〈Tk(v)〉ν} converges to Tk(v) strongly in X and a.e. in Q, and || (Tk(v))ν ||L∞(Q) ≦ k.
4.3 First properties
In the sequel we use the following notations: for any function J ∈ W 1,∞(R), nondecreasing with
J(0) = 0, we set
J(r) =
∫ r
0
J(τ)dτ, J (r) =
∫ r
0
J ′(τ)τdτ. (4.11)
It is easy to verify that J (r) ≧ 0,
J (r) + J(r) = J(r)r, and J (r)− J (s) ≧ s (J(r)− J(s)) ∀r, s ∈ R. (4.12)
In particular we define, for any k > 0, and any r ∈ R,
Tk(r) =
∫ r
0
Tk(τ)dτ, Tk(r) =
∫ r
0
T ′k(τ)τdτ, (4.13)
and we use several times a truncature used in [32]:
Hm(r) = χ[−m,m](r) +
2m− |s|
m
χm<|s|≦2m(r), Hm(r) =
∫ r
0
Hm(τ)dτ. (4.14)
The next Lemma allows to extend the range of the test functions in (4.2). Its proof, given in
the Appendix, is obtained by Steklov approximation of the solutions.
Lemma 4.7 Let u be a R-solution of problem (1.1). Let J ∈ W 1,∞(R) be nondecreasing with
J(0) = 0, and J defined by (4.11). Then,∫
Q
S′(v)A(x, t,∇u).∇ (ξJ(S(v))) +
∫
Q
S′′(v)A(x, t,∇u).∇vξJ(S(v))
−
∫
Ω
ξ(0)J(S(u0))S(u0)−
∫
Q
ξtJ(S(v))
≦
∫
Q
S′(v)ξJ(S(v))dµ̂0, (4.15)
for any S ∈ W 2,∞(R) such that S′ has compact support on R and S(0) = 0, and for any ξ ∈
C1(Q) ∩W 1,∞(Q), ξ ≧ 0.
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Next we give estimates of the gradient, following the first estimates of [26], see also [33], [49,
Proposition 2], [43].
Proposition 4.8 If u is a R-solution of problem (1.1), then there exists c = c(p) such that, for
any k ≧ 1 and ℓ ≧ 0, ∫
ℓ≦|v|≦ℓ+k
|∇u|p+
∫
ℓ≦|v|≦ℓ+k
|∇v|p ≦ ckM (4.16)
and
‖v‖L∞((0,T );L1(Ω)) ≦ c(M + |Ω|), (4.17)
where
M = ‖u0‖1,Ω + |µs| (Q)+ ‖f‖1,Q + ‖g‖
p′
p′,Q + ‖h‖
p
X + ||a||
p′
p′,Q.
As a consequence, for any k ≧ 1,
meas {|v| > k} ≦ C1M1k
−pc, meas {|∇v| > k} ≦ C2M2k
−mc , (4.18)
meas {|u| > k} ≦ C3M2k
−pc, meas {|∇u| > k} ≦ C4M2k
−mc , (4.19)
where Ci = Ci(N, p, c1, c2), i = 1-4, and M1 = (M+|Ω|)
p
NM and M2 =M1 +M.
Proof. Set for any r ∈ R, and m,k, ℓ > 0,
Tk,ℓ(r) = max{min{r − ℓ, k}, 0} +min{max{r + ℓ,−k}, 0}.
For m > k+ℓ, we can choose (J, S, ξ) = (Tk,ℓ,Hm, ξ) as test functions in (4.15), whereHm is defined
at (4.14) and ξ ∈ C1([0, T ]) with values in [0, 1], independent on x. Since Tk,ℓ(Hm(r)) = Tk,ℓ(r) for
all r ∈ R, we obtain
−
∫
Ω ξ(0)Tk,ℓ(u0)Hm(u0)−
∫
Q ξtTk,ℓ(Hm(v))
+
∫
{ℓ≦|v|<ℓ+k}
ξA(x, t,∇u).∇v − km
∫
{m≦|v|<2m}
ξA(x, t,∇u).∇v ≦
∫
QHm(v)ξTk,ℓ(v)dµ̂0.
And ∫
Q
Hm(v)ξTk,ℓ(v)dµ̂0 =
∫
Q
Hm(v)ξTk,ℓ(v)f+
∫
{ℓ≦|v|<ℓ+k}
ξ∇v.g−
k
m
∫
{m≦|v|<2m}
ξ∇v.g.
Let m→∞; then, for any k ≧ 1, since v ∈ L1(Q) and from (4.3), (4.4), and (4.10), we find
−
∫
Q
ξtTk,ℓ(v) +
∫
{ℓ≦|v|<ℓ+k}
ξA(x, t,∇u).∇v ≦
∫
{ℓ≦|v|<ℓ+k}
ξ∇v.g + k(‖u0‖1,Ω+ |µs| (Q)+ ‖f‖1,Q).
(4.20)
14
Next, we take ξ ≡ 1. We verify that there exists c = c(p) such that
A(x, t,∇u).∇v −∇v.g ≧
c1
4
(|∇u|p + |∇v|p)− c(|g|p
′
+ |∇h|p + |a|p
′
)
where c1 is the constant in (1.2). Hence (4.16) follows. Thus, from (4.20) and the Ho¨lder inequality,
we get, with another constant c, for any ξ ∈ C1([0, T ]) with values in [0, 1],
−
∫
Q
ξtTk,ℓ(v) ≦ ckM
Thus
∫
Ω Tk,ℓ(v)(t) ≦ ckM, for a.e. t ∈ (0, T ). We deduce (4.17) by taking k = 1, ℓ = 0, since
T1,0(r) = T1(r) ≧ |r| − 1, for any r ∈ R.
Next, from the Gagliardo-Nirenberg embedding Theorem, we have∫
Q
|Tk(v)|
p(N+1)
N ≦ C1 ‖v‖
p
N
L∞((0,T );L1(Ω))
∫
Q
|∇Tk(v)|
p,
where C1 = C1(N, p). Then, from (4.16) and (4.17), we get, for any k ≧ 1,
meas {|v| > k} ≦ k−
p(N+1)
N
∫
Q
|Tk(v)|
p(N+1)
N ≦ C ‖v‖
p
N
L∞((0,T );L1(Ω))
k−
p(N+1)
N
∫
Q
|∇Tk(v)|
p ≦ C2M1k
−pc ,
with C2 = C2(N, p, c1, c2). We obtain
meas {|∇v| > k} ≦
1
kp
∫ kp
0
meas ({|∇v|p > s}) ds
≦ meas
{
|v| > k
N
N+1
}
+
1
kp
∫ kp
0
meas
({
|∇v|p > s, |v| ≦ k
N
N+1
})
ds
≦ C2M1k
−mc +
1
kp
∫
|v|≦k
N
N+1
|∇v|p ≦ C2M2k
−mc ,
with C3 = C3(N, p, c1, c2). Furthermore, for any k ≧ 1,
meas {|h| > k}+meas {|∇h| > k} ≦ C4k
−p ‖h‖pX ,
where C4 = C4(N, p, c1, c2). Therefore, we easily get (4.19).
Remark 4.9 If µ ∈ L1(Q) and a ≡ 0 in (1.2), then (4.16) holds for all k > 0 and the term |Ω|
in inequality (4.17) can be removed where M = ||u0||1,Ω + |µ|(Q). Furthermore, (4.19) is stated as
follows:
meas {|u| > k} ≦ C3M
p+N
N k−pc , meas {|∇u| > k} ≦ C4M
N+2
N+1 k−mc ,∀k > 0. (4.21)
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To see last inequality, we do in the following way:
meas {|∇v| > k} ≦
1
kp
∫ kp
0
meas ({|∇v|p > s}) ds
≦ meas
{
|v| > M
1
N+1k
N
N+1
}
+
1
kp
∫ kp
0
meas
{
|∇v|p > s, |v| ≦M
1
N+1 k
N
N+1
}
ds
≦ C4M
N+2
N+1k−mc .
Proposition 4.10 Let {µn} ⊂ Mb(Q), and {u0,n} ⊂ L
1(Ω), with
sup
n
|µn| (Q) <∞, and sup
n
||u0,n||1,Ω <∞.
Let un be a R-solution of (1.1) with data µn = µn,0 + µn,s and u0,n, relative to a decomposition
(fn, gn, hn) of µn,0, and vn = un − hn. Assume that {fn} is bounded in L
1(Q), {gn} bounded in
(Lp
′
(Q))N and {hn} bounded in X.
Then, up to a subsequence, {vn} converges a.e. to a function v, such that Tk(v) ∈ X and v ∈
Lσ((0, T );W 1,σ0 (Ω)) ∩ L
∞((0, T );L1(Ω)) for any σ ∈ [1,mc). And
(i) {vn} converges to v strongly in L
σ(Q) for any σ ∈ [1,mc), and sup ‖vn‖L∞((0,T );L1(Ω)) <∞,
(ii) supk>0 supn
1
k+1
∫
Q |∇Tk(vn)|
p <∞,
(iii) {Tk(vn)} converges to Tk(v) wealkly in X, for any k > 0,
(iv) {A (x, t,∇ (Tk(vn) + hn))} converges to some Fk weakly in (L
p′(Q))N .
Proof. Take S ∈W 2,∞(R) such that S′ has compact support on R and S(0) = 0. We combine
(4.6) with (4.16), and deduce that {S(vn)t} is bounded in X
′ +L1(Q) and {S(vn)} bounded in X.
Hence, {S(vn)} is relatively compact in L
1(Q). On the other hand, we choose S = Sk such that
Sk(z) = z, if |z| < k and S(z) = 2k signz, if |z| > 2k. Thanks to (4.17), we obtain
meas {|vn − vm| > σ} ≦ meas {|vn| > k}+meas {|vm| > k}+meas {|Sk(vn)− Sk(vm)| > σ}
≦
1
k
(‖vn‖1,Q + ‖vm‖1,Q) + meas {|Sk(vn)− Sk(vm)| > σ}
≦
C
k
+meas {|Sk(vn)− Sk(vm)| > σ} . (4.22)
Thus, up to a subsequence {un} is a Cauchy sequence in measure, and converges a.e. in Q to a
function u. Thus, {Tk(vn)} converges to Tk(v) weakly in X, since supn ‖Tk(vn)‖X < ∞ for any
k > 0. And
{
|∇ (Tk(vn) + hn) |
p−2∇ (Tk(vn) + hn)
}
converges to some Fk weakly in (L
p′(Q))N .
Furthermore, from (4.18), {vn} converges to v strongly in L
σ(Q), for any σ < pc.
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5 The convergence theorem
We first recall some properties of the measures, see [49, Lemma 5], [32].
Proposition 5.1 Let µs = µ
+
s − µ
−
s ∈ Mb(Q), where µ
+
s and µ
−
s are concentrated, respectively,
on two disjoint sets E+ and E− of zero cQp -capacity. Then, for any δ > 0, there exist two compact
sets K+δ ⊆ E
+ and K−δ ⊆ E
− such that
µ+s (E
+\K+δ ) ≦ δ, µ
−
s (E
−\K−δ ) ≦ δ,
and there exist ψ+δ , ψ
−
δ ∈ C
1
c (Q) with values in [0, 1] , such that ψ
+
δ , ψ
−
δ = 1 respectively on K
+
δ ,K
−
δ ,
and supp(ψ+δ ) ∩ supp(ψ
−
δ ) = ∅, and
||ψ+δ ||X + ||(ψ
+
δ )t||X′+L1(Q) ≦ δ, ||ψ
−
δ ||X + ||(ψ
−
δ )t||X′+L1(Q) ≦ δ.
There exist decompositions (ψ+δ )t =
(
ψ+δ
)1
t
+
(
ψ+δ
)2
t
and (ψ−δ )t =
(
ψ−δ
)1
t
+
(
ψ−δ
)2
t
in X ′ + L1(Q),
such that∥∥∥(ψ+δ )1t∥∥∥X′ ≦ δ3 ,
∥∥∥(ψ+δ )2t∥∥∥1,Q ≦ δ3 ,
∥∥∥(ψ−δ )1t∥∥∥X′ ≦ δ3 ,
∥∥∥(ψ−δ )2t∥∥∥1,Q ≦ δ3 . (5.1)
Both
{
ψ+δ
}
and
{
ψ−δ
}
converge to 0, ∗-weakly in L∞(Q), and strongly in L1(Q) and up to subse-
quences, a.e. in Q, as δ tends to 0.
Moreover if ρn and ηn are as in Theorem 2.1, we have, for any δ, δ1, δ2 > 0,∫
Q
ψ−δ dρn +
∫
Q
ψ+δ dηn = ω(n, δ),
∫
Q
ψ−δ dµ
+
s ≦ δ,
∫
Q
ψ+δ dµ
−
s ≦ δ, (5.2)
∫
Q
(1− ψ+δ1ψ
+
δ2
)dρn = ω(n, δ1, δ2),
∫
Q
(1− ψ+δ1ψ
+
δ2
)dµ+s ≦ δ1 + δ2, (5.3)∫
Q
(1− ψ−δ1ψ
−
δ2
)dηn = ω(n, δ1, δ2),
∫
Q
(1− ψ−δ1ψ
−
δ2
)dµ−s ≦ δ1 + δ2. (5.4)
Hereafter, if n, ε, ..., ν are real numbers, and a function φ depends on n, ε, ..., ν and eventual
other parameters α, β, .., γ, and n → n0, ε → ε0, .., ν → ν0, we write φ = ω(n, ε, .., ν), then
this means limν→ν0 ..limε→ε0limn→n0 |φ| = 0, when the parameters α, β, .., γ are fixed. In the
same way, φ ≦ ω(n, ε, δ, ..., ν) means limν→ν0 ..limε→ε0limn→n0φ ≦ 0, and φ ≧ ω(n, ε, .., ν) means
−φ ≦ ω(n, ε, .., ν).
Remark 5.2 In the sequel we use a convergence property, consequence of the Dunford-Pettis the-
orem, still used in [32]: If {an} is a sequence in L
1(Q) converging to a weakly in L1(Q) and {bn}
a bounded sequence in L∞(Q) converging to b, a.e. in Q, then limn→∞
∫
Q anbn =
∫
Q ab.
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Next we prove Thorem 2.1.
Scheme of the proof. Let {µn}, {u0,n} and {un} satisfying the assumptions of Theorem 2.1.
Then we can apply Proposition 4.10. Setting vn = un − hn, up to subsequences, {un} converges
a.e. in Q to some function u, and {vn} converges a.e. to v = u − h, such that Tk(v) ∈ X and
v ∈ Lσ((0, T );W 1,σ0 (Ω))∩L
∞((0, T );L1(Ω)) for every σ ∈ [1,mc). And {vn} satisfies the conclusions
(i) to (iv) of Proposition 4.10. We have
µn = (fn − div gn + (hn)t) + (ρ
1
n − div ρ
2
n)− (η
1
n − div η
2
n) + ρn,s − ηn,s
= µn,0 + (ρn,s − ηn,s)
+ − (ρn,s − ηn,s)
−,
where
µn,0 = λn,0+ρn,0−ηn,0, with λn,0 = fn−div gn+(hn)t, ρn,0 = ρ
1
n−div ρ
2
n, ηn,0 = η
1
n−div η
2
n.
(5.5)
Hence
ρn,0, ηn,0 ∈M
+
b (Q) ∩M0(Q), and ρn ≧ ρn,0, ηn ≧ ηn,0. (5.6)
Let E+, E− be the sets where, respectively, µ+s and µ
−
s are concentrated. For any δ1, δ2 > 0, let
ψ+δ1 , ψ
+
δ2
and ψ−δ1 , ψ
−
δ2
as in Proposition 5.1 and set
Φδ1,δ2 = ψ
+
δ1
ψ+δ2 + ψ
−
δ1
ψ−δ2 .
Suppose that we can prove the two estimates, near E
I1 :=
∫
{|vn|≦k}
Φδ1,δ2A(x, t,∇un).∇ (vn−〈Tk(v)〉ν) ≦ ω(n, ν, δ1, δ2), (5.7)
and far from E,
I2 :=
∫
{|vn|≦k}
(1− Φδ1,δ2)A(x, t,∇un).∇(vn−〈Tk(v)〉ν) ≦ ω(n, ν, δ1, δ2). (5.8)
Then it follows that
limn,ν
∫
{|vn|≦k}
A(x, t,∇un).∇ (vn−〈Tk(v)〉ν) ≦ 0, (5.9)
which implies
limn→∞
∫
{|vn|≦k}
A(x, t,∇un).∇ (vn − Tk(v)) ≦ 0, (5.10)
since {〈Tk(v)〉ν} converges to Tk(v) inX. On the other hand, from the weak convergence of {Tk(vn)}
to Tk(v) in X, we verify that∫
{|vn|≦k}
A(x, t,∇(Tk(v) + hn)).∇ (Tk(vn)− Tk(v)) = ω(n).
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Thus we get ∫
{|vn|≦k}
(A(x, t,∇un)−A(x, t,∇(Tk(v) + hn))) .∇ (un − (Tk(v) + hn)) = ω(n).
Then, it is easy to show that, up to a subsequence,
{∇un} converges to ∇u, a.e. in Q. (5.11)
Therefore, {A(x, t,∇un)} converges to A(x, t,∇u) weakly in (L
p′(Q))N ; and from (5.10) we find
limn→∞
∫
Q
A(x, t,∇un).∇Tk(vn) ≦
∫
Q
A(x, t,∇u)∇Tk(v).
Otherwise, {A(x, t,∇ (Tk(vn) + hn))} converges weakly in (L
p′(Q))N to some Fk, from Proposition
4.10, and we obtain that Fk = A(x, t,∇ (Tk(v) + h)). Hence
limn→∞
∫
Q
A(x, t,∇(Tk(vn) + hn)).∇(Tk(vn) + hn) ≦ limn→∞
∫
Q
A(x, t,∇un).∇Tk(vn)
+ limn→∞
∫
Q
A(x, t,∇(Tk(vn) + hn)).∇hn
≦
∫
Q
A(x, t,∇(Tk(v) + h)).∇(Tk(v) + h).
As a consequence
{Tk(vn)} converges to Tk(v), strongly in X, ∀k > 0. (5.12)
Then to finish the proof we have to check that u is a solution of (1.1).
In order to prove (5.7) we need a first Lemma, inspired of [32, Lemma 6.1], extending [49,
Lemma 6 and Lemma 7]:
Lemma 5.3 Let ψ1,δ, ψ2,δ ∈ C
1(Q) be uniformly bounded in W 1,∞(Q) with values in [0, 1], such
that
∫
Q ψ1,δdµ
−
s ≦ δ and
∫
Q ψ2,δdµ
+
s ≦ δ. Then, under the assumptions of Theorem 2.1,
1
m
∫
{m≦vn<2m}
|∇un|
pψ2,δ = ω(n,m, δ),
1
m
∫
{m≦vn<2m}
|∇vn|
pψ2,δ = ω(n,m, δ), (5.13)
1
m
∫
−2m<vn≦−m
|∇un|
pψ1,δ = ω(n,m, δ),
1
m
∫
−2m<vn≦−m
|∇vn|
pψ1,δ = ω(n,m, δ), (5.14)
and for any k > 0,∫
{m≦vn<m+k}
|∇un|
pψ2,δ = ω(n,m, δ),
∫
{m≦vn<m+k}
|∇vn|
pψ2,δ = ω(n,m, δ), (5.15)
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∫
{−m−k<vn≦−m}
|∇un|
pψ1,δ = ω(n,m, δ),
∫
{−m−k<vn≦−m}
|∇vn|
pψ1,δ = ω(n,m, δ). (5.16)
Proof. (i) Proof of (5.13), (5.14). Set for any r ∈ R and any m, ℓ ≧ 1
Sm,ℓ(r) =
∫ r
0
(
−m+ τ
m
χ[m,2m](τ) + χ(2m,2m+ℓ](τ) +
4m+ 2h− τ
2m+ ℓ
χ(2m+ℓ,4m+2h](τ)
)
dτ,
Sm(r)=
∫ r
0
(
−m+ τ
m
χ[m,2m](τ) + χ(2m,∞)(τ)
)
dτ .
Note that S′′m,ℓ= χ[m,2m]/m−χ[2m+ℓ,2(2m+ℓ)]/(2m+ ℓ). We choose (ξ, J, S) = (ψ2,δ , T1, Sm,ℓ) as test
functions in (4.15) for un, and observe that, from (5.5),
µ̂n,0 = µn,0 − (hn)t = λ̂n,0 + ρn,0 − ηn,0 = fn − div gn + ρn,0 − ηn,0. (5.17)
Thus we can write
∑6
i=1Ai ≦
∑12
i=7Ai, where
A1 = −
∫
Ω
ψ2,δ(0)T1(Sm,ℓ(u0,n))Sm,ℓ(u0,n), A2 = −
∫
Q
(ψ2,δ)tT1(Sm,ℓ(vn)),
A3 =
∫
Q
S
′
m,ℓ(vn)T1(Sm,ℓ(vn))A(x, t,∇un)∇ψ2,δ,
A4 =
∫
Q
S
′
m,ℓ(vn)
2
ψ2,δT
′
1(Sm,ℓ(vn))A(x, t,∇un)∇vn,
A5 =
1
m
∫
{m≦vn≦2m}
ψ2,δT1(Sm,ℓ(vn))A(x, t,∇un)∇vn,
A6 = −
1
2m+ ℓ
∫
{2m+ℓ≦vn<2(2m+ℓ)}
ψ2,δA(x, t,∇un)∇vn,
A7 =
∫
Q
S′m,ℓ(vn)T1(Sm,ℓ(vn))ψ2,δfn, A8 =
∫
Q
S
′
m,ℓ(vn)T1(Sm,ℓ(vn))gn.∇ψ2,δ,
A9 =
∫
Q
(
S
′
m,ℓ(vn)
)2
T
′
1(Sm,ℓ(vn))ψ2,δgn.∇vn, A10 =
1
m
∫
m≦vn≦2m
T1(Sm,ℓ(vn))ψ2,δgn.∇vn,
A11 = −
1
2m+ ℓ
∫
{2m+ℓ≦vn<2(2m+ℓ)}
ψ2,δgn.∇vn, A12 =
∫
Q
S
′
m,ℓ(vn)T1(Sm,ℓ(vn))ψ2,δd (ρn,0 − ηn,0) .
Since ||Sm,ℓ(u0,n)||1,Ω ≦
∫
{m≦u0,n}
u0,ndx, we find A1 = ω(ℓ, n,m). Otherwise
|A2| ≦ ‖ψ2,δ‖W 1,∞(Q)
∫
{m≦vn}
vn, |A3| ≦ ‖ψ2,δ‖W 1,∞(Q)
∫
{m≦vn}
(
|a|+ c2|∇un|
p−1
)
,
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which implies A2 = ω(ℓ, n,m) and A3 = ω(ℓ, n,m). Using (4.3) for un, we have
A6 = −
∫
Q
ψ2,δd(ρn,s − ηn,s)
+ + ω(ℓ) = ω(ℓ, n,m, δ).
Hence A6 = ω(ℓ, n,m, δ), since (ρn,s − ηn,s)
+ converges to µ+s as n → ∞ in the narrow topology,
and
∫
Q ψ2,δdµ
+
s ≦ δ. We also obtain A11 = ω(ℓ) from (4.10).
Now
{
S
′
m,ℓ(vn)T1(Sm,ℓ(vn))
}
ℓ
converges to S
′
m(vn)T1(Sm(vn)),
{
S
′
m(vn)T1(Sm(vn))
}
n
converges to
S
′
m(v) T1(Sm(v)),
{
S
′
m(v)T1(Sm(v))
}
m
converges to 0, ∗-weakly in L∞(Q), and {fn} converges to
f weakly in L1(Q), {gn} converges to g strongly in (L
p′(Q))N . From Remark 5.2, we obtain
A7 =
∫
Q
S′m(vn)T1(Sm(vn))ψ2,δfn + ω(ℓ) =
∫
Q
S′m(v)T1(Sm(v))ψ2,δf + ω(ℓ, n) = ω(ℓ, n,m),
A8 =
∫
Q
S′m(vn)T1(Sm(vn))gn.∇ψ2,δ + ω(ℓ) =
∫
Q
S′m(v)T1(Sm(v))g∇ψ2,δ + ω(ℓ, n) = ω(ℓ, n,m).
Otherwise, A12 ≦
∫
Q ψ2,δdρn, and
{∫
Q ψ2,δdρn
}
converges to
∫
Q ψ2,δdµ
+
s , thus A12 ≦ ω(ℓ, n,m, δ).
Using Holder inequality and the condition (1.2) we have
gn.∇vn −A(x, t,∇un)∇vn ≤ C1
(
|gn|
p′ + |∇hn|
p + |a|p
′
)
with C1 = C1(p, c2), which implies
A9 −A4 ≦ C1
∫
Q
(
S′m,ℓ(vn)
)2
T
′
1
(Sm,ℓ(vn))ψ2,δ
(
|gn|
p′ + |hn|
p + |a|p
′
)
= ω(ℓ, n,m).
Similarly we also show that A10 − A5/2 ≦ ω(ℓ, n,m). Combining the estimates, we get A5/2 ≦
ω(ℓ, n,m, δ). Using Holder inequality we have
A(x, t,∇un)∇vn ≥
c1
2
|∇un|
p − C2(|a|
p′ + |∇hn|
p).
with C2 = C2(p, c1, c2), which implies
1
m
∫
{m≦vn<2m}
|∇un|
pψ2,δT1(Sm,ℓ(vn)) = ω(ℓ, n,m, δ).
Note that for all m > 4, Sm,ℓ(r) ≧ 1 for any r ∈ [
3
2m, 2m]; hence T1(Sm,ℓ(r) = 1. So,
1
m
∫
{ 32m≦vn<2m}
|∇un|
pψ2,δ = ω(ℓ, n,m, δ).
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Since |∇vn|
p ≦ 2p−1|∇un|
p + 2p−1|∇hn|
p, there also holds
1
m
∫
{ 32m≦vn<2m}
|∇vn|
pψ2,δ = ω(ℓ, n,m, δ).
We deduce (5.13) by summing on each set
{
(43 )
νm ≦ vn ≦ (
4
3)
ν+1m
}
for ν = 0, 1, 2. Similarly, we
can choose (ξ, ψ, S) = (ψ1,δ, T1, S˜m,ℓ) as test functions in (4.15) for un, where S˜m,ℓ(r) = Sm,ℓ(−r),
and we obtain (5.14).
(ii) Proof of (5.15), (5.16). We set, for any k,m, ℓ ≧ 1,
Sk,m,ℓ(r) =
∫ r
0
(
Tk(τ − Tm(τ))χ[m,k+m+ℓ] + k
2(k + ℓ+m)− τ
k +m+ ℓ
χ(k+m+ℓ,2(k+m+ℓ)]
)
dτ
Sk,m(r) =
s∫
0
Tk(τ − Tm(τ))χ[m,∞)dτ.
We choose (ξ, ψ, S) = (ψ2,δ, T1, Sk,m,ℓ) as test functions in (4.15) for un. In the same way we also
obtain ∫
{m≦vn<m+k}
|∇un|
pψ2,δT1(Sk,m,ℓ(vn)) = ω(ℓ, n,m, δ).
Note that T1(Sk,m,ℓ(r)) = 1 for any r ≧ m+ 1, thus
∫
{m+1≦vn<m+k}
|∇un|
pψ2,δ = ω(n,m, δ), which
implies (5.15) by changing m into m− 1. Similarly, we obtain (5.16).
Next we look at the behaviour near E.
Lemma 5.4 Estimate (5.7) holds.
Proof. There holds
I1 =
∫
Q
Φδ1,δ2A(x, t,∇un).∇Tk(vn)−
∫
{|vn|≦k}
Φδ1,δ2A(x, t,∇un).∇〈Tk(v)〉ν .
From Proposition 4.10, (iv), {A(x, t,∇ (Tk(vn) + hn)).∇〈Tk(v)〉ν} converges weakly in L
1(Q) to
Fk∇〈Tk(v)〉ν . And
{
χ{|vn|≦k}
}
converges to χ|v|≦k, a.e. in Q , and Φδ1,δ2 converges to 0 a.e. in Q
as δ1 → 0, and Φδ1,δ2 takes its values in [0, 1]. Thanks to Remark 5.2, we have∫
{|vn|≦k}
Φδ1,δ2A(x, t,∇un).∇〈Tk(v)〉ν
=
∫
Q
χ{|vn|≦k}Φδ1,δ2A(x, t,∇ (Tk(vn) + hn)).∇〈Tk(v)〉ν
=
∫
Q
χ|v|≦kΦδ1,δ2Fk.∇〈Tk(v)〉ν + ω(n) = ω(n, ν, δ1).
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Therefore, if we prove that∫
Q
Φδ1,δ2A(x, t,∇un).∇Tk(vn) ≦ ω(n, δ1, δ2), (5.18)
then we deduce (5.7). As noticed in [32], [49], it is precisely for this estimate that we need the
double cut ψ+δ1ψ
+
δ2
. To do this, we set, for any m > k > 0, and any r ∈ R,
Sˆk,m(r) =
∫ r
0
(k − Tk(τ))Hm(τ)dτ,
where Hm is defined at (4.14). Hence suppSˆk,m ⊂ [−2m,k] ; and Sˆ
′′
k,m = −χ[−k,k] +
2k
mχ[−2m,−m].
We choose (ϕ, S) = (ψ+δ1ψ
+
δ2
, Sˆk,m) as test functions in (4.2). From (5.17), we can write
A1 +A2 −A3 +A4 +A5 +A6 = 0,
where
A1 = −
∫
Q
(ψ+δ1ψ
+
δ2
)
t
Sˆk,m(vn), A2 =
∫
Q
(k − Tk(vn))Hm(vn)A(x, t,∇un).∇(ψ
+
δ1
ψ+δ2),
A3 =
∫
Q
ψ+δ1ψ
+
δ2
A(x, t,∇un).∇Tk(vn), A4 =
2k
m
∫
{−2m<vn≦−m}
ψ+δ1ψ
+
δ2
A(x, t,∇un).∇vn,
A5 = −
∫
Q
(k − Tk(vn))Hm(vn)ψ
+
δ1
ψ+δ2dλ̂n,0, A6 =
∫
Q
(k − Tk(vn))Hm(vn)ψ
+
δ1
ψ+δ2d (ηn,0 − ρn,0) ;
and we estimate A3. As in [49, p.585], since
{
Sˆk,m(vn)
}
converges to Sˆk,m(v) weakly in X, and
Sˆk,m(v) ∈ L
∞(Q), and from (5.1), there holds
A1 = −
∫
Q
(ψ+δ1)tψ
+
δ2
Sˆk,m(v)−
∫
Q
ψ+δ1(ψ
+
δ2
)
t
Sˆk,m(v) + ω(n) = ω(n, δ1).
Next consider A2. Notice that vn = T2m(vn) on supp(Hm(vn)). From Proposition 4.10, (iv),
the sequence
{
A(x, t,∇ (T2m(vn) + hn)).∇(ψ
+
δ1
ψ+δ2)
}
converges to F2m.∇(ψ
+
δ1
ψ+δ2) weakly in L
1(Q).
Thanks to Remark 5.2 and the convergence of ψ+δ1ψ
+
δ2
in X to 0 as δ1 tends to 0, we find
A2 =
∫
Q
(k − Tk(v))Hm(v)F2m.∇(ψ
+
δ1
ψ+δ2) + ω(n) = ω(n, δ1).
Then consider A4. Then for some C = C(p, c2),
|A4| ≦ C
2k
m
∫
{−2m<vn≦−m}
(
|∇un|
p + |∇vn|
p + |a|p
′
)
ψ+δ1ψ
+
δ2
.
Since ψ+δ1 takes its values in [0, 1] , from Lemma 5.3, we get in particular A4 = ω(n, δ1,m, δ2).
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Now estimate A5. The sequence
{
(k − Tk(vn))Hm(vn)ψ
+
δ1
ψ+δ2
}
converges weakly in X to (k −
Tk(v))Hm(v)ψ
+
δ1
ψ+δ2 , and {(k − Tk(vn))Hm(vn)} converges
∗-weakly in L∞(Q) and a.e. in Q to
(k−Tk(v))Hm(v). Otherwise {fn} converges to f weakly in L
1 (Q) and {gn} converges to g strongly
in (Lp
′
(Q))N . Thanks to Remark 5.2 and the convergence of ψ+δ1ψ
+
δ2
to 0 in X and a.e. in Q as
δ1 → 0, we deduce that
A5 = −
∫
Q
(k − Tk(vn))Hm(v)ψ
+
δ1
ψ+δ2dν̂0 + ω(n) = ω(n, δ1),
where ν̂0 = f − div g.
Finally A6 ≦ 2k
∫
Q ψ
+
δ1
ψ+δ2dηn; using (5.2) we also find A6 ≦ ω(n, δ1,m, δ2). By addition, since
A3 does not depend on m, we obtain
A3 =
∫
Q
ψ+δ1ψ
+
δ2
A(x, t,∇un)∇Tk(vn) ≦ ω(n, δ1, δ2).
Reasoning as before with (ψ−δ1ψ
−
δ2
, Sˇk,m) as test function in (4.2), where Sˇk,m(r) = −Sˆk,m(−r), we
get in the same way ∫
Q
ψ−δ1ψ
−
δ2
A(x, t,∇un)∇Tk(vn) ≦ ω(n, δ1, δ2).
Then, (5.18) holds.
Next we look at the behaviour far from E.
Lemma 5.5 . Estimate (5.8) holds.
Proof. Here we estimate I2; we can write
I2 =
∫
{|vn|≦k}
(1−Φδ1,δ2)A(x, t,∇un)∇ (Tk(vn)−〈Tk(v)〉ν) .
Following the ideas of [51], used also in [49], we define, for any r ∈ R and ℓ > 2k > 0,
Rn,ν,ℓ = Tℓ+k (vn−〈Tk(v)〉ν)− Tℓ−k (vn − Tk (vn)) .
Recall that ‖〈Tk(v)〉ν‖∞,Q ≦ k, and observe that
Rn,ν,ℓ = 2k sign(vn) in {|vn| ≧ ℓ+ 2k} , |Rn,ν,ℓ| ≦ 4k, Rn,ν,ℓ = ω(n, ν, ℓ) a.e. in Q, (5.19)
lim
n→∞
Rn,ν,ℓ = Tℓ+k (v − 〈Tk(v)〉ν)− Tℓ−k (v − Tk (v)) , a.e. in Q, and weakly in X. (5.20)
Next consider ξ1,n1 ∈ C
∞
c ([0, T )), ξ2,n2 ∈ C
∞
c ((0, T ]) with values in [0, 1], such that (ξ1,n1)t ≦ 0 and
(ξ2,n2)t ≧ 0; and {ξ1,n1(t)} (resp. {ξ1,n2(t)}) converges to 1, for any t ∈ [0, T ) (resp. t ∈ (0, T ] );
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and moreover, for any a ∈ C([0, T ];L1(Ω)),
{∫
Q a(ξ1,n1)t
}
and
∫
Q a(ξ2,n2)t converge respectively to
−
∫
Ω
a(T, .) and
∫
Ω
a(0, .). We set
ϕ = ϕn,n1,n2,l1,l2,ℓ = ξ1,n1(1−Φδ1,δ2)[Tℓ+k (vn−〈Tk(v)〉ν)]l1−ξ2,n2(1−Φδ1,δ2)[Tℓ−k (vn − Tk(vn))]−l2 .
We can see that
ϕ− (1−Φδ1,δ2)Rn,ν,ℓ = ω(l1, l2, n1, n2) in norm in X and a.e. in Q. (5.21)
We can choose (ϕ, S) = (ϕn,n1,n2,l1,l2,ℓ,Hm) as test functions in (4.7) for un, where Hm is defined
at (4.14), with m > ℓ+ 2k. We obtain
A1 +A2 +A3 +A4 +A5 = A6 +A7,
with
A1 =
∫
Ω
ϕ(T )Hm(vn(T ))dx, A2 = −
∫
Ω
ϕ(0)Hm(u0,n)dx,
A3 = −
∫
Q
ϕtHm(vn), A4 =
∫
Q
Hm(vn)A(x, t,∇un).∇ϕ,
A5 =
∫
Q
ϕH ′m(vn)A(x, t,∇un).∇vn, A6 =
∫
Q
Hm(vn)ϕdλ̂n,0,
A7 =
∫
Q
Hm(vn)ϕd (ρn,0 − ηn,0) .
Estimate of A4. This term allows to study I2. Indeed, {Hm(vn)} converges to 1, a.e. in Q; thanks
to (5.21), (5.19) (5.20), we have
A4 =
∫
Q
(1− Φδ1,δ2)A(x, t,∇un).∇Rn,ν,ℓ −
∫
Q
Rn,ν,ℓA(x, t,∇un).∇Φδ1,δ2+ω(l1, l2, n1, n2,m)
=
∫
Q
(1− Φδ1,δ2)A(x, t,∇un).∇Rn,ν,ℓ+ω(l1, l2, n1, n2,m, n, ν, ℓ)
= I2 +
∫
{|vn|>k}
(1− Φδ1,δ2)A(x, t,∇un).∇Rn,ν,ℓ+ω(l1, l2, n1, n2,m, n, ν, ℓ)
= I2 +B1 +B2 + ω(l1, l2, n1, n2,m, n, ν, ℓ),
where
B1 =
∫
{|vn|>k}
(1− Φδ,η)(χ|vn−〈Tk(v)〉ν|≦ℓ+k
− χ||vn|−k|≦ℓ−k)A(x, t,∇un).∇vn,
B2 = −
∫
{|vn|>k}
(1− Φδ1,δ2)χ|vn−〈Tk(v)〉ν |≦ℓ+k
A(x, t,∇un).∇〈Tk(v)〉ν .
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Now {A(x, t,∇ (Tℓ+2k(vn) + hn)).∇〈Tk(v)〉ν} converges to Fℓ+2k∇〈Tk(v)〉ν , weakly in L
1(Q). Oth-
erwise
{
χ|vn|>kχ|vn−〈Tk(v)〉ν |≦ℓ+k
}
converges to χ|v|>kχ|v−〈Tk(v)〉ν |≦ℓ+k
, a.e. in Q. And {〈Tk(v)〉ν}
converges to Tk(v) strongly in X. Thanks to Remark 5.2 we get
B2 = −
∫
Q
(1− Φδ1,δ2) χ|v|>k χ|v−〈Tk(v)〉ν|≦ℓ+k
Fℓ+2k.∇〈Tk(v)〉ν + ω(n)
= −
∫
Q
(1− Φδ1,δ2) χ|v|>k χ|v−Tk(v)|≦ℓ+kFℓ+2k.∇Tk(v) + ω(n, ν) = ω(n, ν),
since ∇Tk(v) χ|v|>k = 0. Besides, we see that, for some C = C(p, c2),
|B1| ≦ C
∫
{ℓ−2k≦|vn|<ℓ+2k}
(1− Φδ1,δ2)
(
|∇un|
p + |∇vn|
p + |a|p
′
)
.
Using (5.3) and (5.4) and applying (5.15) and (5.16) to 1− Φδ1,δ2 , we obtain, for k > 0∫
{m≦|vn|<m+4k}
(|∇un|
p + |∇vn|
p)(1− Φδ1,δ2) = ω(n,m, δ1, δ2). (5.22)
Thus, B1 = ω(n, ν, ℓ, δ1, δ2), hence B1 +B2 = ω(n, ν, ℓ, δ1, δ2). Then
A4 = I2 + ω(l1, l2, n1, n2,m, n, ν, ℓ, δ1, δ2). (5.23)
Estimate of A5. For m > ℓ + 2k, since |ϕ| ≦ 2ℓ, and (5.21) holds, we get, from the dominated
convergence Theorem,
A5 =
∫
Q
(1− Φδ1,δ2)Rn,ν,ℓH
′
m(vn)A(x, t,∇un).∇vn + ω(l1, l2, n1, n2)
= −
2k
m
∫
{m≦|vn|<2m}
(1− Φδ1,δ2)A(x, t,∇un).∇vn+ω(l1, l2, n1, n2);
here, the final equality followed from the relation, since m > ℓ+ 2k,
Rn,ν,ℓH
′
m(vn) = −
2k
m
χm≦|vn|≦2m, a.e. in Q. (5.24)
Next we go to the limit in m, by using (4.3), (4.4) for un, with φ = (1− Φδ1,δ2). There holds
A5 = −2k
∫
Q
(1− Φδ1,δ2)d
(
(ρn,s − ηn,s)
+ + (ρn,s − ηn,s)
−
)
+ω(l1, l2, n1, n2,m).
Then, from (5.3) and (5.4), we get A5 = ω(l1, l2, n1, n2,m, n, ν, ℓ, δ1, δ2).
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Estimate of A6. Again, from (5.21),
A6 =
∫
Q
Hm(vn)ϕfn +
∫
Q
gn.∇(Hm(vn)ϕ)
=
∫
Q
Hm(vn)(1− Φδ1,δ2)Rn,ν,ℓfn +
∫
Q
gn.∇(Hm(vn)(1− Φδ1,δ2)Rn,ν,ℓ)+ω(l1, l2, n1, n2).
Thus we can write A6 = D1 +D2 +D3 +D4 + ω(l1, l2, n1, n2), where
D1 =
∫
Q
Hm(vn)(1− Φδ1,δ2)Rn,ν,ℓfn, D2 =
∫
Q
(1− Φδ1,δ2)Rn,ν,ℓH
′
m(vn)gn.∇vn,
D3 =
∫
Q
Hm(vn)(1− Φδ1,δ2)gn.∇Rn,ν,ℓ, D4 = −
∫
Q
Hm(vn)Rn,ν,ℓgn.∇Φδ1,δ2 .
Since {fn} converges to f weakly in L
1(Q), and (5.19)-(5.20) hold, we get from Remark 5.2,
D1 =
∫
Q
(1− Φδ1,δ2) (Tℓ+k (v−〈Tk(v)〉ν)− Tℓ−k (v − Tk (v))) f+ω(m,n) = ω(m,n, ν, ℓ).
We deduce from (4.10) that D2 = ω(m). Next consider D3. Note that Hm(vn) = 1 + ω(m), and
(5.20) holds, and {gn} converges to g strongly in (L
p′(Q))N , and 〈Tk(v)〉ν converges to Tk(v)
strongly in X. Then we obtain successively that
D3 =
∫
Q
(1− Φδ1,δ2)g.∇ (Tℓ+k (v − 〈Tk(v)〉ν)− Tℓ−k (v − Tk (v)))+ω(m,n)
=
∫
Q
(1− Φδ1,δ2)g.∇ (Tℓ+k (v − Tk(v))− Tℓ−k (v − Tk (v)))+ω(m,n, ν)
= ω(m,n, ν, ℓ).
Similarly we also get D4 = ω(m,n, ν, ℓ). Thus A6 = ω(l1, l2, n1, n2,m, n, ν, ℓ, δ1, δ2).
Estimate of A7. We have
|A7| =
∣∣∣∣
∫
Q
S′m(vn) (1− Φδ1,δ2)Rn,ν,ℓd (ρn,0 − ηn,0)
∣∣∣∣+ ω(l1, l2, n1, n2)
≦ 4k
∫
Q
(1−Φδ1,δ2) d (ρn + ηn) + ω(l1, l2, n1, n2).
From (5.3) and (5.4) we get A7 = ω(l1, l2, n1, n2,m, n, ν, ℓ, δ1, δ2).
Estimate of A1 +A2 +A3. We set
J(r) = Tℓ−k (r−Tk (r)) , ∀r ∈ R,
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and use the notations J andJ of (4.11). From the definitions of ξ1,n1 , ξ1,n2 , we can see that
A1 +A2 = −
∫
Ω
J(vn(T ))Hm(vn(T ))−
∫
Ω
Tℓ+k(u0,n − zν)Hm(u0,n) + ω(l1, l2, n1, n2)
= −
∫
Ω
J(vn(T ))vn(T )−
∫
Ω
Tℓ+k(u0,n − zν)u0,n + ω(l1, l2, n1, n2,m), (5.25)
where zν = 〈Tk(v)〉ν(0). We can write A3 = F1 + F2, where
F1 = −
∫
Q
(
ξn1(1− Φδ1,δ2)[Tℓ+k (vn − 〈Tk(v)〉ν)]l1
)
t
Hm(vn),
F2 =
∫
Q
(
ξn2(1− Φδ1,δ2)[Tℓ−k (vn − Tk (vn)))]−l2
)
t
Hm(vn).
Estimate of F2. We write F2 = G1 +G2 +G3, with
G1 = −
∫
Q
(Φδ1,δ2)tξn2 [Tℓ−k (vn − Tk (vn))]−l2Hm(vn),
G2 =
∫
Q
(1− Φδ1,δ2)(ξn2)t[Tℓ−k (vn − Tk (vn))]−l2Hm(vn),
G3 =
∫
Q
ξn2(1− Φδ1,δ2)
(
[Tℓ−k (vn − Tk (vn))]−l2
)
t
Hm(vn).
We find easily
G1 = −
∫
Q
(Φδ1,δ2)tJ(vn)vn+ω(l1, l2, n1, n2,m),
G2 =
∫
Q
(1− Φδ1,δ2)(ξn2)tJ(vn)Hm(vn)+ω(l1, l2) =
∫
Ω
J(u0,n)u0,n+ω(l1, l2, n1, n2,m).
Next consider G3. Setting b = Hm(vn), there holds from (4.13) and (4.12),
(([J(b)]−l2)tb)(., t) =
b(., t)
l2
(J(b)(., t)−J(b)(., t − l2)).
Hence (
[Tℓ−k (vn − Tk (vn))]−l2
)
t
Hm(vn) ≧
([
J (Hm(vn))
]
−l2
)
t
=
(
[J (vn)]−l2
)
t
,
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since J is constant in {|r| ≧ m+ ℓ+ 2k} . Integrating by parts in G3, we find
G3 ≧
∫
Q
ξ2,n2(1− Φδ1,δ2)
(
[J (vn)]−l2
)
t
= −
∫
Q
(ξ2,n2(1− Φδ1,δ2))t[J (vn)]−l2 +
∫
Ω
ξ2,n2(T )[J (vn)]−l2(T )
= −
∫
Q
(ξ2,n2)t(1− Φδ1,δ2)J (vn)
+
∫
Q
ξ2,n2(Φδ1,δ2)tJ (vn) +
∫
Ω
ξ2,n2(T )J (vn(T ))+ω(l1, l2)
= −
∫
Ω
J (u0,n) +
∫
Q
(Φδ1,δ2)tJ (vn)+
∫
Ω
J (vn(T ))+ω(l1, l2, n1, n2).
Therefore, since J (vn)− J(vn)vn = −J(vn) and J(u0,n) =J(u0,n)u0,n−J (u0,n), we obtain
F2 ≧
∫
Ω
J(u0,n) −
∫
Q
(Φδ1,δ2)tJ(vn) +
∫
Ω
J (vn(T ))+ω(l1, l2, n1, n2,m). (5.26)
Estimate of F1. Sincem > ℓ+2k, there holds Tℓ+k (vn−〈Tk(v)〉ν) = Tℓ+k
(
Hm(vn)−〈Tk(Hm(v))〉ν
)
on suppHm(vn). Hence we can write F1 = L1 + L2, with
L1 = −
∫
Q
(
ξ1,n1(1− Φδ1,δ2)
[
Tℓ+k
(
Hm(vn)−〈Tk(Hm(v))〉ν
)]
l1
)
t
(
Hm(vn)−〈Tk(Hm(v)〉ν
)
L2 = −
∫
Q
(
ξ1,n1(1− Φδ1,δ2)
[
Tℓ+k
(
Hm(vn)−〈Tk(Hm(v))〉ν
)]
l1
)
t
〈Tk(Hm(v))〉ν .
Integrating by parts we have, by definition of the Landes-time approximation,
L2 =
∫
Q
ξ1,n1(1− Φδ1,δ2)
[
Tℓ+k
(
Hm(vn)−〈Tk(Hm(v))〉ν
)]
l1
(
〈Tk(Hm(v))〉ν
)
t
+
∫
Ω
ξ1,n1(0)
[
Tℓ+k
(
Hm(vn)−〈Tk(Hm(v))〉ν
)]
l1
(0)〈Tk(Hm(v))〉ν(0)
= ν
∫
Q
(1− Φδ1,δ2)Tℓ+k (vn−〈Tk(v)〉ν) (Tk(v)−〈Tk(v)〉ν) +
∫
Ω
Tℓ+k (u0,n − zν) zν+ω(l1, l2, n1, n2).
(5.27)
We decompose L1 into L1 = K1 +K2 +K3, where
K1 = −
∫
Q
(ξ1,n1)t(1− Φδ1,δ2)
[
Tℓ+k
(
Hm(vn)−〈Tk(Hm(v))〉ν
)]
l1
(
Hm(vn)−〈Tk(Hm(v))〉ν
)
K2 =
∫
Q
ξ1,n1(Φδ1,δ2)t
[
Tℓ+k
(
Hm(vn)−〈Tk(Hm(v))〉ν
)]
l1
(
Hm(vn)−〈Tk(Hm(v))〉ν
)
K3 = −
∫
Q
ξ1,n1(1− Φδ1,δ2)
([
Tℓ+k
(
Hm(vn)−〈Tk(Hm(v))〉ν
)]
l1
)
t
(
Hm(vn)−〈Tk(Hm(v)〉ν
)
.
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Then we check easily that
K1 =
∫
Ω
Tℓ+k (vn−〈Tk(v)〉ν) (T ) (vn−〈Tk(v)〉ν) (T )dx+ω(l1, l2, n1, n2,m),
K2 =
∫
Q
(Φδ1,δ2)tTℓ+k (vn−〈Tk(v)〉ν) (vn−〈Tk(v)〉ν)+ω(l1, l2, n1, n2,m).
Next considerK3. Here we use the function Tk defined at (4.13). We set b = Hm(vn)−〈Tk(Hm(v))〉ν .
Hence from (4.12),
(([Tℓ+k(b)]l1)tb)(., t) =
b(., t)
l1
(Tℓ+k(b)(., t + l1)− Tℓ+k(b)(., t))
≦
1
l1
(Tℓ+k(b)((., t + l1))− Tℓ+k(b)(., t)) = ([Tℓ+k(b)]l1)t.
Thus([
Tℓ+k
(
Hm(vn)−〈Tk(Hm(v))〉ν
)]
l1
)
t
(
Hm(vn)−〈Tk(Hm(v))〉ν
)
≦
([
Tℓ+k
(
Hm(vn)−〈Tk(Hm(v))〉ν
)]
l1
)
t
=
(
[Tℓ+k(vn−〈Tk(v)〉ν ]l1
)
t
.
Then
K3 ≧ −
∫
Q
ξ1,n1(1−Φδ1,δ2)
(
[T ℓ+k (vn−〈Tk(v)〉ν)]l1
)
t
=
∫
Q
(ξ1,n1)t(1− Φδ1,δ2)[T ℓ+k (vn−〈Tk(v)〉ν)]l1 −
∫
Q
ξ1,n1(Φδ1,δ2)t[T ℓ+k (vn−〈Tk(v)〉ν)]l1
+
∫
Ω
ξ1,n1(0)[T ℓ+k (vn−〈Tk(v)〉ν)]l1(0)
= −
∫
Ω
T ℓ+k (vn(T )− 〈Tk(v)〉ν(T ))−
∫
Q
(Φδ1,δ2)tT ℓ+k (vn−〈Tk(v)〉ν)
+
∫
Ω
T ℓ+k (u0,n − zν)+ω(l1, l2, n1, n2).
We find by addition, since Tℓ+k(r)− T ℓ+k(r) = T ℓ+k(r) for any r ∈ R,
L1 ≧
∫
Ω
T ℓ+k (u0,n − zν) +
∫
Ω
T ℓ+k (vn(T )− 〈Tk(v)〉ν(T ))
+
∫
Q
(Φδ1,δ2)tT ℓ+k (vn−〈Tk(v)〉ν)+ω(l1, l2, n1, n2,m). (5.28)
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We deduce from (5.28), (5.27), (5.26),
A3 ≧
∫
Ω
J(u0,n) +
∫
Ω
T ℓ+k (u0,n − zν) +
∫
Ω
Tℓ+k (u0,n − zν) zν (5.29)
+
∫
Ω
T ℓ+k (vn(T )−〈Tk(v)〉ν(T )) +
∫
Ω
J (vn(T )) +
∫
Q
(Φδ1,δ2)t
(
T ℓ+k (vn−〈Tk(v)〉ν)− J(vn)
)
+ ν
∫
Q
(1−Φδ1,δ2)Tℓ+k (vn−〈Tk(v)〉ν) (Tk(v)−〈Tk(v)〉ν)+ω(l1, l2, n1, n2,m).
Next we add (5.25) and (5.29). Note that J (vn(T ))− J(vn(T ))vn(T ) = −J(vn(T )), and also
T ℓ+k (u0,n − zν)− Tℓ+k (u0,n − zν) (zν − u0,n) = −T ℓ+k (u0,n − zν) . Then we find
A1 +A2 +A3 ≧
∫
Ω
(
J(u0,n)− T ℓ+k (u0,n − zν)
)
+
∫
Ω
(
T ℓ+k (vn(T )− 〈Tk(v)〉ν(T ))− J(vn(T ))
)
+
∫
Q
(Φδ1,δ2)t
(
T ℓ+k (vn−〈Tk(v)〉ν)− J(vn)
)
+ ν
∫
Q
(1− Φδ1,δ2)Tℓ+k (vn−〈Tk(v)〉ν) (Tk(v)−〈Tk(v)〉ν)+ω(l1, l2, n1, n2,m).
Notice that T ℓ+k (r−s)− J(r) ≧ 0 for any r, s ∈ R such that |s| ≦ k; thus∫
Ω
(
T ℓ+k (vn(T )−〈Tk(v)〉ν(T ))− J(vn(T ))
)
≧ 0.
And {u0,n} converges to u0 in L
1(Ω) and {vn} converges to v in L
1(Q) from Proposition 4.10. Thus
we obtain
A1 +A2 +A3 ≧
∫
Ω
(
J(u0)− T ℓ+k (u0 − zν)
)
+
∫
Q (Φδ1,δ2)t
(
T ℓ+k (v−〈Tk(v)〉ν)− J(v)
)
+ν
∫
Q (1− Φδ1,δ2)Tℓ+k (v−〈Tk(v)〉ν) (Tk(v)−〈Tk(v)〉ν)+ω(l1, l2, n1, n2,m, n).
Moreover Tℓ+k (r−s) (Tk(r)− s) ≧ 0 for any r, s ∈ R such that |s| ≦ k, hence
A1 +A2 +A3 ≧
∫
Ω
(
J(u0)− T ℓ+k (u0 − zν)
)
+
∫
Q
(Φδ1,δ2)t
(
T ℓ+k (v−〈Tk(v)〉ν)− J(v)
)
+ω(l1, l2, n1, n2,m, n).
As ν →∞, {zν} converges to Tk(u0), a.e. in Ω, thus we get
A1 +A2 +A3 ≧
∫
Ω
(
J(u0)− T ℓ+k (u0 − Tk(u0))
)
+
∫
Q
(Φδ1,δ2)t
(
T ℓ+k (v − Tk(v))− J(v)
)
+ ω(l1, l2, n1, n2,m, n, ν).
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Finally
∣∣T ℓ+k (r−Tk(r))− J(r)∣∣ ≦ 2k|r|χ{|r|≧ℓ} for any r ∈ R, thus
A1 +A2 +A3 ≧ ω(l1, l2, n1, n2,m, n, ν, ℓ).
Combining all the estimates, we obtain I2 ≦ ω(l1, l2, n1, n2,m, n, ν, ℓ, δ1, δ2) which implies (5.8),
since I2 does not depend on l1, l2, n1, n2,m, ℓ.
Next we conclude the proof of Theorem 2.1:
Lemma 5.6 The function u is a R-solution of (1.1).
Proof. (i) First show that u satisfies (4.2). Here we proceed as in [49]. Let ϕ ∈ X ∩ L∞(Q)
such ϕt ∈ X
′ + L1(Q), ϕ(., T ) = 0, and S ∈ W 2,∞(R), such that S′ has compact support on R,
S(0) = 0. Let M > 0 such that suppS′ ⊂ [−M,M ]. Taking successively (ϕ, S) and (ϕψ±δ , S) as
test functions in (4.2) applied to un, we can write
A1 +A2 +A3 +A4 = A5 +A6 +A7, A2,δ,± +A3,δ,± +A4,δ,± = A5,δ,± +A6,δ,± +A7,δ,±,
where
A1 = −
∫
Ω
ϕ(0)S(u0,n), A2 = −
∫
Q
ϕtS(vn), A2,δ,± = −
∫
Q
(ϕψ±δ )tS(vn),
A3 =
∫
Q
S′(vn)A(x, t,∇un).∇ϕ, A3,δ,± =
∫
Q
S′(vn)A(x, t,∇un).∇(ϕψ
±
δ ),
A4 =
∫
Q
S′′(vn)ϕA(x, t,∇un).∇vn, A4,δ,± =
∫
Q
S′′(vn)ϕψ
±
δ A(x, t,∇un).∇vn,
A5 =
∫
Q
S′(vn)ϕdλ̂n,0, A6 =
∫
Q
S′(vn)ϕdρn,0, A7 = −
∫
Q
S′(vn)ϕdηn,0,
A5,δ,± =
∫
Q
S′(vn)ϕψ
±
δ dλ̂n,0, A6,δ,± =
∫
Q
S′(vn)ϕψ
±
δ dρn,0, A7,δ,± = −
∫
Q
S′(vn)ϕψ
±
δ dηn,0.
Since {u0,n} converges to u0 in L
1(Ω), and {S(vn)} converges to S(v) strongly in X and weak
∗ in
L∞(Q), there holds, from (5.2),
A1 = −
∫
Ω
ϕ(0)S(u0) + ω(n), A2 = −
∫
Q
ϕtS(v) + ω(n), A2,δ,ψ±
δ
= ω(n, δ).
Moreover TM (vn) converges to TM (v), then TM (vn)+hn converges to Tk(v)+h strongly in X, thus
A3 =
∫
Q
S′(vn)A(x, t,∇ (TM (vn) + hn)).∇ϕ
=
∫
Q
S′(v)A(x, t,∇ (TM (v) + h)).∇ϕ+ ω(n)
=
∫
Q
S′(v)A(x, t,∇u).∇ϕ + ω(n);
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and
A4 =
∫
Q
S′′(vn)ϕA(x, t,∇ (TM (vn) + hn)).∇TM (vn)
=
∫
Q
S′′(v)ϕA(x, t,∇ (TM (v) + h)).∇TM (v) + ω(n)
=
∫
Q
S′′(v)ϕA(x, t,∇u).∇v + ω(n).
In the same way, since ψ±δ converges to 0 in X,
A3,δ,± =
∫
Q
S′(v)A(x, t,∇u).∇(ϕψ±δ ) + ω(n) = ω(n, δ),
A4,δ,± =
∫
Q
S′′(v)ϕψ±δ A(x, t,∇u).∇v + ω(n) = ω(n, δ).
And {gn} converges strongly in (L
p′(Ω))N , thus
A5 =
∫
Q
S′(vn)ϕfn+
∫
Q
S′(vn)gn.∇ϕ+
∫
Q
S′′(vn)ϕgn.∇TM (vn)
=
∫
Q
S′(v)ϕf+
∫
Q
S′(v)g.∇ϕ+
∫
Q
S′′(v)ϕg.∇TM (v) + ω(n)
=
∫
Q
S′(v)ϕdµ̂0 + ω(n).
and A5,δ,±=
∫
Q S
′(v)ϕψ±δ dλ̂n,0 + ω(n) =ω(n, δ). Then A6,δ,± + A7,δ,± = ω(n, δ). From (5.2) we
verify that A7,δ,+ = ω(n, δ) and A6,δ,− = ω(n, δ). Moreover, from (5.6) and (5.2), we find
|A6 −A6,δ,+| ≦
∫
Q
∣∣S′(vn)ϕ∣∣ (1− ψ+δ )dρn,0 ≦ ‖S‖W 2,∞(R)‖ϕ‖L∞(Q)
∫
Q
(1− ψ+δ )dρn = ω(n, δ).
Similarly we also have |A7 −A7,δ,−| ≦ ω(n, δ). Hence A6 = ω(n) and A7 = ω(n). Therefore, we
finally obtain (4.2):
−
∫
Ω
ϕ(0)S(u0)−
∫
Q
ϕtS(v)+
∫
Q
S′(v)A(x, t,∇u).∇ϕ+
∫
Q
S′′(v)ϕA(x, t,∇u).∇v =
∫
Q
S′(v)ϕdµ̂0.
(5.30)
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(ii) Next, we prove (4.3) and (4.4). We take ϕ ∈ C∞c (Q) and take ((1 − ψ
−
δ )ϕ,Hm) as test
functions in (5.30), with Hm as in (4.14). We can write D1,m+D2,m = D3,m+D4,m+D5,m, where
D1,m = −
∫
Q
(
(1− ψ−δ )ϕ
)
t
Hm(v), D2,m =
∫
Q
Hm(v)A(x, t,∇u).∇
(
(1− ψ−δ )ϕ
)
,
D3,m =
∫
Q
Hm(v)(1 − ψ
−
δ )ϕdµ̂0, D4,m =
1
m
∫
m≦v≦2m
(1− ψ−δ )ϕA(x, t,∇u).∇v,
D5,m = −
1
m
∫
−2m≦v≦−m
(1− ψ−δ )ϕA(x, t,∇u)∇v.
(5.31)
Taking the same test functions in (4.2) applied to un, there holdsD
n
1,m+D
n
2,m = D
n
3,m+D
n
4,m+D
n
5,m,
where
Dn1,m = −
∫
Q
(
(1− ψ−δ )ϕ
)
t
Hm(vn), D
n
2,m =
∫
Q
Hm(vn)A(x, t,∇un).∇
(
(1− ψ−δ )ϕ
)
,
Dn3,m =
∫
Q
Hm(vn)(1− ψ
−
δ )ϕd(λ̂n,0 + ρn,0 − ηn,0), D
n
4,m =
1
m
∫
m≦v≦2m
(1− ψ−δ )ϕA(x, t,∇un).∇vn,
Dn5,m = −
1
m
∫
−2m≦vn≦−m
(1− ψ−δ )ϕA(x, t,∇un).∇vn
(5.32)
In (5.32), we go to the limit as m→∞. Since
{
Hm(vn)
}
converges to vn and {Hm(vn)} converges
to 1, a.e. in Q, and {∇Hm(vn)} converges to 0, weakly in (L
p(Q))N , we obtain the relation
Dn1 +D
n
2 = D
n
3 +D
n, where
Dn1 = −
∫
Q
(
(1− ψ−δ )ϕ
)
t
vn, D
n
2 =
∫
Q
A(x, t,∇un)∇
(
(1− ψ−δ )ϕ
)
, Dn3 =
∫
Q
(1− ψ−δ )ϕdλ̂n,0
Dn =
∫
Q
(1− ψ−δ )ϕd(ρn,0 − ηn,0)+
∫
Q
(1− ψ−δ )ϕd((ρn,s − ηn,s)
+
− (ρn,s − ηn,s)
−)
=
∫
Q
(1− ψ−δ )ϕd(ρn − ηn).
Clearly, Di,m −D
n
i = ω(n,m) for i = 1, 2, 3. From Lemma (5.3) and (5.2)-(5.4), we obtain D5,m =
ω(n,m, δ), and
1
m
∫
{m≦v<2m}
ψ−δ ϕA(x, t,∇u).∇v = ω(n,m, δ),
thus,
D4,m =
1
m
∫
{m≦v<2m}
ϕA(x, t,∇u).∇v + ω(n,m, δ).
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Since
∣∣∣∫Q (1− ψ−δ )ϕdηn∣∣∣ ≦ ‖ϕ‖L∞ ∫Q (1− ψ−δ )dηn, it follows that ∫Q (1− ψ−δ )ϕdηn = ω(n,m, δ)
from (5.4). And
∣∣∣∫Q ψ−δ ϕdρn∣∣∣ ≦ ‖ϕ‖L∞ ∫Q ψ−δ dρn, thus, from (5.2), ∫Q (1− ψ−δ )ϕdρn = ∫Q ϕdµ+s +
ω(n,m, δ). Then Dn =
∫
Q ϕdµ
+
s + ω(n,m, δ). Therefore by substraction, we get
1
m
∫
{m≦v<2m}
ϕA(x, t,∇u).∇v =
∫
Q
ϕdµ+s + ω(n,m, δ),
hence
lim
m→∞
1
m
∫
{m≦v<2m}
ϕA(x, t,∇u).∇v =
∫
Q
ϕdµ+s , (5.33)
which proves (4.3) when ϕ ∈ C∞c (Q). Next assume only ϕ ∈ C
∞(Q). Then
limm→∞
1
m
∫
{m≦v<2m}
ϕA(x, t,∇u).∇v
= limm→∞
1
m
∫
{m≦v<2m}
ϕψ+δ A(x, t,∇u)∇v + limm→∞
1
m
∫
{m≦v<2m}
ϕ(1− ψ+δ )A(x, t,∇u).∇v
=
∫
Q ϕψ
+
δ dµ
+
s + limm→∞
1
m
∫
{m≦v<2m}
ϕ(1− ψ+δ )A(x, t,∇u).∇v =
∫
Q ϕdµ
+
s +D,
where,
D =
∫
Q
ϕ(1 − ψ+δ )dµ
+
s + limn→∞
1
m
∫
{m≦v<2m}
ϕ(1− ψ+δ )A(x, t,∇u).∇v = ω(δ).
Therefore, (5.33) still holds for ϕ ∈ C∞(Q), and we deduce (4.3) by density, and similarly, (4.4).
This completes the proof of Theorem 2.1.
As a consequence of Theorem 2.1, we get the following:
Corollary 5.7 Let u0 ∈ L
1(Ω) and µ ∈ Mb(Q). Then there exists a R-solution u to the problem
1.1 with data (µ, u0). Furthermore, if v0 ∈ L
1(Ω) and ω ∈ Mb(Q) such that u0 ≦ v0 and µ ≦ ω,
then one can find R-solution v to the problem 1.1 with data (ω, v0) such that u ≦ v.
In particular, if a ≡ 0 in (1.2), then u satisfies (4.21) and ‖v‖L∞((0,T );L1(Ω)) ≦ M with M =
||u0||1,Ω + |µ|(Q).
6 Equations with perturbation terms
Let A : Q × RN → RN satisfying (1.2), (1.3) with a ≡ 0. Let G : Ω × (0, T ) × R 7→ R be a
Caratheodory function. If U is a function defined in Q we define the function G(U) in Q by
G(U)(x, t) = G(x, t, U(x, t)) for a.e. (x, t) ∈ Q.
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We consider the problem (1.5):

ut − div(A(x, t,∇u)) + G(u) = µ in Q,
u = 0 in ∂Ω× (0, T ),
u(0) = u0 in Ω,
where µ ∈ Mb(Q), u0 ∈ L
1(Ω). We say that u is a R-solution of problem (1.5) if G(u) ∈ L1(Q)
and u is a R-solution of (1.1) with data (µ − G(u), u0).
6.1 Subcritical type results
For proving Theorem 2.2, we begin by an integration Lemma:
Lemma 6.1 Let G satisfying (2.3). If a measurable function V in Q satisfies
meas {|V | ≧ t} ≦Mt−pc, ∀t ≧ 1,
for some M > 0, then for any L > 1,∫
{|V |≧L}
G(|V |) ≦ pcM
∫ ∞
L
G(s) s−1−pcds. (6.1)
Proof. Indeed, setting GL(s) = χ[L,∞)(s)G(s), we have∫
{|V |≧L}
G(|V |)dxdt =
∫
Q
GL(|V |)dxdt ≦
∫ ∞
0
GL(|V |
∗(s))ds
where |V |∗ is and the rearrangement of |V |, defined by
|V |∗(s) = inf{a > 0 : meas {|V | > a}) ≦ s}, ∀s ≧ 0.
From the assumption, we get |V |∗(s) ≦ sup
(
(Ms−1)p
−1
c , 1
)
. Thus, for any L > 1,
∫
{|V |≧L}
G(|V |)dxdt ≦
∫ ∞
0
GL
(
sup
(
(Ms−1)p
−1
c , 1
))
ds = pcM
∫ ∞
L
G (s) s−1−pcds,
which implies (6.1).
Proof of Theorem 2.2. Proof of (i) Let µ = µ0 + µs ∈ Mb(Q), with µ0 ∈ M0(Q), µs ∈
Ms(Q), and u0 ∈ L
1(Ω). Then µ+0 , µ
−
0 can be decomposed as µ
+
0 = (f1, g1, h1), µ
−
0 = (f2, g2, h2).
Let µn,s,i ∈ C
∞
c (Q), µn,s,i ≧ 0, converging respectively to µ
+
s , µ
−
s in the narrow topology. By Lemma
3.1, we can find fn,i, gn,i, hn,i ∈ C
∞
c (Q) which strongly converge to fi, gi, hi in L
1(Q),
(
Lp
′
(Q)
)N
and
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X respectively, i = 1, 2, such that µ+0 = (f1, g1, h1), µ
−
0 = (f2, g2, h2), and µn,0,i = (fn,i, gn,i, hn,i),
converging respectively to µ+0 , µ
−
0 in the narrow topology. Furthermore, if we set
µn = µn,0,1 − µn,0,2 + µn,s,1 − µn,s,2,
then |µn|(Q) ≤ |µ|(Q). Consider a sequence {u0,n} ⊂ C
∞
c (Ω) which strongly converges to u0 in
L1(Ω) and satisfies ||u0,n||1,Ω ≦ ||u0||1,Ω.
Let un be a solution of

(un)t − div(A(x, t,∇un)) + G(un) = µn in Q,
un = 0 on ∂Ω× (0, T ),
un(0) = u0,n in Ω.
We can choose ϕ = ε−1Tε(un) as test function of above problem. Then we find∫
Q
(
ε−1Tε(un)
)
t
+
∫
Q
ε−1A(x, t,∇Tε(un)).∇Tε(un) +
∫
Q
G(x, t, un)ε
−1Tε(un) =
∫
Q
ε−1Tε(un)dµn.
Since ∫
Q
(
ε−1Tε(un)
)
t
=
∫
Ω
ε−1Tε(un(T ))dx−
∫
Ω
ε−1Tε(u0,n)dx ≧ −||u0,n||L1(Ω),
there holds ∫
Q
G(x, t, un)ε
−1Tε(un) ≦ |µn|(Q) + ||u0,n||L1(Ω) ≦ |µ|(Q) + ||u0||1,Ω.
Letting ε→ 0, we obtain ∫
Q
|G(x, t, un)| ≦ |µ|(Q) + ||u0||1,Ω. (6.2)
Next apply Proposition 4.8 and Remark 4.9 to un with initial data u0,n and measure data µn −
G(un) ∈ L
1(Q), we get
meas {|un| ≧ s} ≦ C(|µ|(Q) + ||u0||L1(Ω))
p+N
N s−pc, ∀s > 0,∀n ∈ N,
for some C = C(N, p, c1, c2). Since |G(x, t, un)| ≦ G(|un|), we deduce from (6.1) that {|G(un)|} is
equi-integrable. Then, thanks to Proposition 4.10, up to a subsequence, {un} converges to some
function u, a.e. in Q, and {G(un)} converges to G(u) in L
1(Q). Therefore, by Theorem 2.1, u is a
R-solution of (2.4).
Proof of (ii). Let {un}n≧1 be defined by induction as nonnegative R-solutions of

(u1)t − div(A(x, t,∇u1)) = µ in Q,
u1 = 0 on ∂Ω× (0, T ),
u1(0) = u0 in Ω,


(un+1)t − div(A(x, t,∇un+1)) = µ− λG(un) in Q,
un+1 = 0 on ∂Ω× (0, T ),
un+1(0) = u0 in Ω,
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Thanks to Corollary 5.7 we can assume that {un} is nondecreasing and satisfies for any s > 0 and
n ∈ N
meas {|un| ≧ s} ≦ C1Kns
−pc, (6.3)
where C1 does not depend on s, n, and
K1 = (||u0||1,Ω + |µ|(Q))
p+N
N ,
Kn+1 = (||u0||1,Ω + |µ|(Q) + λ||G(un)||1,Q)
p+N
N ,
for any n ≧ 1.Take ε = λ + |µ|(Q) + ||u0||L1(Ω) ≦ 1. Denoting by Ci some constants independent
on n, ε, there holds K1 ≦ C2ε, and for n ≧ 1,
Kn+1 ≦ C3ε(||G(un)||
1+ p
N
1,Q + 1).
From (6.1) and (6.3), we find
‖G(un)‖L1(Q) ≦ |Q|G(2) +
∫
{un|≧2}|
G(|un|)dxdt ≦ |Q|G(2) + C4Kn
∫ ∞
2
G (s) s−1−pcds.
Thus, Kn+1 ≦ C5ε(K
1+ p
N
n +1). Therefore, if ε is small enough, {Kn} is bounded. Then, again from
(6.1) and the relation |G(x, t, un)| ≦ G(|un|) we verify that {G(un)} converges. Then by Theorem
2.1, up to a subsequence, {un} converges to a R-solution u of (2.5).
6.2 General case with absorption terms
In the sequel we assume that A : Ω×RN 7−→ RN does not depend on t. We recall a result obtained
in [53],[17] in the elliptic case:
Theorem 6.2 Let Ω be a bounded domain of RN . LetA : Ω×RN 7−→ RN satisfying (1.6),(1.7).Then
there exists a constant κ depending on N, p, c3, c4 such that, if ω ∈ Mb(Ω) and u is a R-solution of
problem {
−div(A(x,∇u)) = ω in Ω,
u = 0 on ∂Ω,
there holds
− κW2diamΩ1,p [ω
−] ≦ u ≦ κW2diamΩ1,p [ω
+]. (6.4)
Next we give a general result in case of absorption terms:
Theorem 6.3 Let p < N , A : Ω × RN 7−→ RN satisfying (1.6),(1.7), and G : Q × R 7−→ R be a
Caratheodory function such that the map s 7→ G(x, t, s) is nondecreasing and odd, for a.e. (x, t) in
Q.
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Let µ1, µ2 ∈ M
+
b (Q) such that there exist ωn ∈ M
+
b (Ω) and nondecreasing sequences {µ1,n} , {µ2,n}
in M+b (Q) with compact support in Q, converging to µ1, µ2, respectively in the narrow topology,
and
µ1,n, µ2,n ≦ ωn ⊗ χ(0,T ), G((n + κW
2diam(Ω)
1,p [ωn])) ∈ L
1(Q),
where the constant c is given at Theorem 6.2. Let u0 ∈ L
1(Ω), and µ = µ1 − µ2. Then there exists
a R-solution u of problem (1.5).
Moreover if u0 ∈ L
∞(Ω), and ωn ≤ γ for any n ∈ N, for some γ ∈M
+
b (Ω), then a.e. in Q,
|u(x, t)| ≦ κW2diamΩ1,p γ(x) + ||u0||∞,Ω. (6.5)
For proving this result, we need two Lemmas:
Lemma 6.4 Let G satisfy the assumptions of Theorem 6.3 and G ∈ L∞(Q × R). For i = 1, 2, let
u0,i ∈ L
∞(Ω) be nonnegative, and λi = λi,0+λi,s ∈ M
+
b (Q) with compact support in Q, γ ∈M
+
b (Ω)
with compact support in Ω such that λi ≦ γ ⊗ χ(0,T ). Let λi,0 = (fi, gi, hi) be a decomposition of
λi,0 into functions with compact support in Q. Then, there exist R-solutions u, u1, u2, to problems
ut−div(A(x,∇u))+G(u) = λ1−λ2 in Q, u = 0 on ∂Ω×(0, T ), u(0) = u0,1−u0,2, (6.6)
(ui)t − div(A(x,∇ui)) + G(ui) = λi in Q, ui = 0 on ∂Ω× (0, T ), ui(0) = u0,i, (6.7)
relative to decompositions (f1,n−f2,n−G(un), g1,n−g2,n, h1,n−h2,n), (fi,n−G(ui,n), gi,n, hi,n), such
that a.e. in Q,
−||u0,2||∞,Ω−κW
2diamΩ
1,p γ(x) ≦ −u2(x, t) ≦ u(x, t) ≦ u1(x, t) ≦ κW
2diamΩ
1,p γ(x)+ ||u0,1||∞,Ω, (6.8)
and∫
Q
|G(u)| ≦
∑
i=1,2
(
λi(Q) + ||u0,i||L1(Ω)
)
, and
∫
Q
G(ui) ≦ λi(Q) + ||u0,i||1,Ω, i = 1, 2. (6.9)
Furthermore, assume that H,K have the same properties as G, and H(x, t, s) ≦ G(x, t, s) ≦ K(x, t, s)
for any s ∈ (0,+∞) and a.e. in Q. Then, one can find solutions ui(H), ui(K), corresponding to
H,K with data λi, such that ui(H) ≧ ui ≧ ui(K), i = 1, 2.
Assume that ωi, θi have the same properties as λi and ωi ≦ λi ≦ θi, u0,i,1, u0,i,2 ∈ L
∞+(Ω),
u0,i,2 ≦ u0,i ≦ u0,i,1. Then one can find solutions ui(ωi), ui(θi), corresponding to (ωi, u0,i,2), (θi, u0,i,1),
such that ui(ωi, u0,i,2) ≦ ui ≦ ui(θi, u0,i,1).
Proof. Let {ϕ1,n} , {ϕ2,n} be sequences of mollifiers in R and R
N , and ϕn = ϕ1,nϕ2,n. Set
γn = ϕ2,n ∗ γ, and for i = 1, 2, u0,i,n = ϕ2,n ∗ u0,i,
λi,n = ϕn ∗ λi = fi,n − div(gi,n) + (hi,n)t + λi,s,n,
where fi,n = ϕn ∗ fi, gi,n = ϕn ∗ gi, hi,n = ϕn ∗ hi, λi,s,n = ϕn ∗ λi,s, and
λn = λ1,n − λ2,n = fn − div(gn) + (hn)t + λs,n,
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where fn = f1,n − f2,n, gn = g1,n − g2,n, hn = h1,n − h2,n, λs,n = λ1,s,n − λ2,s,n. Then for n
large enough, λ1,n, λ2,n, λn ∈ C
∞
c (Q), γn ∈ C
∞
c (Ω). Thus there exist unique solutions un, ui,n, vi,n,
i = 1, 2, of problems
(un)t−div(A(x,∇un))+G(un) = λ1,n−λ2,n in Q, un = 0 on ∂Ω×(0, T ), un(0) = u0,1,n−u0,2,n in Ω,
(ui,n)t−div(A(x,∇ui,n))+G(ui,n) = λi,n in Q, ui,n = 0 on ∂Ω×(0, T ), ui,n(0) = u0,i,n in Ω,
−div(A(x,∇wn)) = γn in Ω, wn = 0 on ∂Ω,
such that
−||u0,2||∞,Ω − wn(x) ≦ −u2,n(x, t) ≦ un(x, t) ≦ u1,n(x, t) ≦ wn(x) + ||u0,1||∞,Ω, a.e. in Q.
Moreover, as in the Proof of Theorem 2.2, (i), there holds∫
Q
|G(un)| ≦
∑
i=1,2
(λi(Q) + ||u0,i,n||1,Ω) , and
∫
Q
G(ui,n) ≦ λi(Q) + ||u0,i,n||1,Ω, i = 1, 2.
By Proposition 4.10, up to a common subsequence, {un, u1,n, u2,n} converge to some (u, u1, u2), a.e.
in Q. Since G is bounded, in particular, {G(un)} converges to G(u) and {G(ui,n)} converges to G(ui)
in L1(Q). Thus, (6.9) is satisfied. Morover {λi,n − G(ui,n), fi,n − G(ui,n), gi,n, hi,n, λi,s,n, u0,i,n}
and {λn − G(un), fn − G(un), gn, hn, λs,n, u0,1,n − u0,2,n} are approximations of (λi − G(ui), fi −
G(ui), gi, hi, λi,s, u0,i) and (λ − G(u), f − G(u), g, h, λs, u0,1 − u0,2), in the sense of Theorem 2.1.
Thus, we can find (different) subsequences converging a.e. to u, u1, u2, R-solutions of (6.6) and
(6.7). Furthermore, from [47, Corollary 3.4], up to a subsequence, {wn} converges a.e. in Q to a
R-solution
−div(A(x,∇w)) = γ in Ω, w = 0 on ∂Ω,
such that w ≦ cW2diamΩ1,p γ a.e. in Ω. Hence, we get the inequality (6.8). The other conclusions
follow in the same way.
Lemma 6.5 Let G satisfy the assumptions of Theorem 6.3. For i = 1, 2, let u0,i ∈ L
∞(Ω) be
nonnegative, λi ∈ M
+
b (Q) with compact support in Q, and γ ∈ M
+
b (Ω) with compact support in Ω,
such that
λi ≦ γ ⊗ χ(0,T ), G((||u0,i||∞,Ω + κW
2diam(Ω)
1,p γ)) ∈ L
1(Q). (6.10)
Then, there exist R-solutions u, u1, u2 of the problems (6.6) and (6.7), respectively relative to the
decompositions (f1 − f2 − G(u), g1 − g2, h1 − h2), (fi − G(ui), gi, hi), satifying (6.8) and (6.9).
Moreover, assume that ωi, θi have the same properties as λi and ωi ≦ λi ≦ θi, u0,i,1, u0,i,2 ∈
L∞+(Ω), u0,i,2 ≦ u0,i ≦ u0,i,1. Then, one can find solutions ui(ωi, u0,i,2), ui(θi, u0,i,1), corresponding
with (ωi, u0,i,2), (θi, u0,i,1), such that ui(ωi, u0,i,2) ≦ ui ≦ ui(θi, u0,i,1).
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Proof. From Lemma 6.4 there exist R-solutions un, ui,n to problems
(un)t−div(A(x,∇un))+Tn(G(un)) = λ1−λ2 in Q, un = 0 on ∂Ω×(0, T ), un(0) = u0,1−u0,2
(ui,n)t−div(A(x,∇ui,n))+Tn(G(ui,n)) = λi in Q, ui,n = 0 on ∂Ω×(0, T ), ui,n(0) = u0,i,
relative to the decompositions (f1 − f2 − Tn(G(un), g1 − g2, h1 − h2), (fi − Tn(G(ui,n), gi, hi); and
they satisfy
−||u0,2||∞,Ω − κW
2diamΩ
1,p γ(x) ≦ −u2,n(x, t) ≦ un(x, t)
≦ u1,n(x, t) ≦ κW
2diamΩ
1,p γ(x) + ||u0,1||∞,Ω, (6.11)∫
Q
|Tn (G(un)) | ≦
∑
i=1,2
(λi(Q) + ||u0,i||1,Ω), and
∫
Q
Tn (G(ui,n)) ≦ λi(Q) + ||u0,i||1,Ω.
As in Lemma 6.4, up to a common subsequence, {un, u1,n, u2,n} converges a.e. in Q to {u, u1, u2}
for which (6.8) is satisfied a.e. in Q. From (6.10), (6.11) and the dominated convergence Theorem,
we deduce that {Tn(G(un))} converges to G(u) and {Tn(G(ui,n))} converges to G(ui) in L
1(Q).
Thus, from Theorem 2.1, u and ui are respective R-solutions of (6.6) and (6.7) relative to the
decompositions (f1 − f2 − G(u), g1 − g2, h1 − h2), (fi − G(ui), gi, hi), and (6.8) and (6.9 hold. The
last statement follows from the same assertion in Lemma 6.4.
Proof of Theorem 6.3. By Proposition 3.2, for i = 1, 2, there exist fi,n, fi ∈ L
1(Q), gi,n, gi ∈
(Lp
′
(Q))N and hi,n, hi ∈ X, µi,n,s, µi,s ∈ M
+
s (Q) such that
µi = fi − div gi + (hi)t + µi,s, µi,n = fi,n − div gi,n + (hi,n)t + µi,n,s,
and {fi,n} , {gi,n} , {hi,n} strongly converge to fi, gi, hi in L
1(Q), (Lp
′
(Q))N and X respectively,
and {µi,n} , {µi,n,s} converge to µi, µi,s (strongly) in Mb(Q), and
||fi,n||1,Q + ||gi,n||p′,Q + ||hi,n||X + µi,n,s(Ω) ≦ 2µ(Q).
By Lemma 6.5, there exist R-solutions un, ui,n to problems
(un)t − div(A(x,∇un)) + G(un) = µ1,n − µ2,n in Q, un = 0 on ∂Ω× (0, T ), un(0) = Tn(u0)
(6.12)
(ui,n)t − div(A(x,∇ui,n)) + G(ui,n) = µi,n in Ω, ui = 0 on ∂Ω × (0, T ), ui,n(0) = Tn(u
±
0 ),
(6.13)
for i = 1, 2, relative to the decompositions (f1,n − f2,n − G(un), g1,n − g2,n, h1,n − h2,n), (fi,n −
G(ui,n), gi,n, hi,n), such that {ui,n} is nonnegative and nondecreasing, and −u2,n ≦ un ≦ u1,n; and∫
Q
|G(un)| ≦ µ1(Q) + µ2(Q) + ||u0||1,Ω, and
∫
Q
G(ui,n) ≦ µi(Q) + ||u0||1,Ω, i = 1, 2. (6.14)
As in the proof of Lemma 6.5, up to a common subsequence {un, u1,n, u2,n} converge a.e. in Q
to {u, u1, u2}. Since {G(ui,n)} is nondecreasing, and nonnegative, from the monotone convergence
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Theorem and (6.14), we obtain that {G(ui,n)} converges to G(ui) in L
1(Q), i = 1, 2. Finally,
{G(un)} converges to G(u) in L
1(Q), since |G(un)| ≦ G(u1,n) + G(u2,n). Thus, we can see that{
µ1,n − µ2,n − G(un), f1,n − f2,n − G(un), g1,n − g2,n, h1,n − h2,n, µ1,s,n − µ2,s,n, Tn(u
+
0 )− Tn(u
−
0 )
}
is an approximation of (µ1 − µ2−G(u), f1 − f2−G(u), g1 − g2, h1 − h2, µ1,s −µ2,s, u0), in the sense
of Theorem 2.1; and {
µi,n − G(ui,n), fi,n − G(ui,n), gi,n, hi,n, µi,s,n, Tn(u
±
0 )
}
is an approximation of (µi − G(ui), fi − G(ui), gi, hi, µi,s, u
±
0 ). Therefore, u is a R-solution of (1.5),
and (6.5) holds if u0 ∈ L
∞(Ω) and ωn ≤ γ for any n ∈ N and some γ ∈ M
+
b (Ω).
As a consequence we prove Theorem 2.3. We use the following result of [17]:
Proposition 6.6 ( see [17]) Let q > p− 1, α ∈
(
0, N(q+1−p)pq
)
, r > 0 and ν ∈ M+b (Ω). If ν does
not charge the sets of Cαp, q
q+1−p
-capacity zero, there exists a nondecreasing sequence {νn} ⊂ M
+
b (Ω)
with compact support in Ω which converges to ν strongly in Mb(Ω) and such that W
r
α,p[νn] ∈
Lq(RN ), for any n ∈ N.
Proof of Theorem 2.3. Let f ∈ L1(Q), u0 ∈ L
1(Ω), and µ ∈ Mb(Q) such that |µ| ≦ ω ⊗ F,
where F ∈ L1((0, T )) and ω does not charge the sets of Cp, q
q+1−p
-capacity zero. From Proposition
6.6, there exists a nondecreasing sequence {ωn} ⊂ M
+
b (Ω) with compact support in Ω which
converges to ω, strongly in Mb(Ω), such that W
2diamΩ
1,p [ωn] ∈ L
q(RN ). We can write
f + µ = µ1 − µ2, µ1 = f
+ + µ+, µ2 = f
− + µ−, (6.15)
and µ+, µ− ≦ ω ⊗ F. We set
Qn = {(x, t) ∈ Ω× (
1
n
, T −
1
n
) : d(x, ∂Ω) >
1
n
}, Fn = Tn(χ( 1
n
T− 1
n
)F ), (6.16)
µ1,n = Tn(χQnf
+) + inf{µ+, ωn ⊗ Fn}, µ2,n = Tn(χQnf
−) + inf{µ−, ωn ⊗ Fn}. (6.17)
Then {µ1,n} , {µ2,n} are nondecreasing sequences with compact support in Q, and µ1,n, µ2,n ≦
ω˜n ⊗ χ(0,T ), with ω˜n = n(χΩ + ωn) and (n+ κW
2diamΩ
1,p [ωn])
q ∈ L1(Q). Besides, ωn ⊗ Fn converges
to ω ⊗ F strongly in Mb(Q) : indeed we easily check that
||ωn ⊗ Fn − ω ⊗ F ||Mb(Q) ≦ ||Fn||L1((0,T ))||ωn − ω||Mb(Ω) + ||ω||Mb(Ω)||Fn − F ||L1((0,T ))
Observe that for any measures ν, θ, η ∈Mb(Q), there holds
|inf{ν, θ} − inf{ν, η}| ≦ |θ − η| ,
hence {µ1,n} , {µ2,n} converge to µ1, µ2 respectively in Mb(Q). Therefore, the result follows from
Theorem 6.3.
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Remark 6.7 Our result improves the existence results of [50], where µ ∈ M0(Q). Indeed, let
pe = N(p− 1)/(N − p) be the critical exponent for the elliptic problem
−∆pw + |w|
q−1w = ω in Ω, w = 0 on ∂Ω.
Notice that pc < pe, since p > p1. If q ≧ pe, there exist measures ω ∈ M
+
b (Ω) which do not
charge the sets of Cp, q
q+1−p
-capacity zero, such that ω 6∈ M0,e(Ω). Then for any F ∈ L
1((0, T )),
F ≧ 0, F 6≡ 0, we have ω ⊗ F 6∈ M0(Q).
Remark 6.8 Let A : Ω×RN 7−→ RN satisfying (1.6),(1.7). Let G : Q×R→ R be a Caratheodory
function such that the map s 7→ G(x, t, s) is nondecreasing and odd, for a.e. (x, t) in Q. Assume
that ω ∈ M0,e(Ω). Thus, we have ω({x : W
2diam(Ω)
1,p [ω](x) =∞}) = 0. As in the proof of Theorem
2.3 with ωn = χW 2diamΩ1,p [ω]≦n
ω, we get that (1.5) has a R-solution.
Remark 6.9 As in [17], from Theorem 6.3, we can extend Theorem 2.3 given for G(u) = |u|q−1 u,
to the case of a function G(x, t, .), odd for a.e. (x, t) ∈ Q, such that
|G(x, t, u)| ≦ G(|u|),
∫ ∞
1
G(s)s−q−1ds <∞,
where G is a nondecreasing continuous, under the condition that ω does not charge the sets of zero
C
p,
q
q−p+1
,1-capacity, where for any Borel set E ⊂ R
N ,
C
p,
q
q−p+1
,1(E) = inf{||ϕ||
L
q
q−p+1 ,1(RN )
: ϕ ∈ L
q
q−p+1
,1(RN ), Gp ∗ ϕ ≧ χE}
where L
q
q−p+1
,1(RN ) is the Lorentz space of order (q/(q − p+ 1), 1).
In case G is of exponential type, we introduce the notion of maximal fractional operator, defined
for any η ≧ 0, R > 0, x0 ∈ R
N by
Mηp,R[ω](x0) = sup
t∈(0,R)
ω(B(x0, t))
tN−phη(t)
, where hη(t) = inf((− ln t)
−η, (ln 2)−η)).
We obtain the following:
Theorem 6.10 Let A : Ω × RN 7−→ RN satisfying (1.6),(1.7). Let p < N and τ > 0, β > 1, µ ∈
Mb(Q) and u0 ∈ L
1(Ω). Assume that |µ| ≦ ω⊗F, with ω ∈M+b (Ω), F ∈ L
1((0, T )) be nonnegative.
Assume that one of the following assumptions is satisfied:
(i) ||F ||L∞((0,T )) ≦ 1 and for some M0 =M0(N, p, β, τ, c3, c4,diamΩ),
||M
p−1
β′
p,2diamΩ
[ω]||L∞(RN ) < M0, (6.18)
(ii) there exists β0 > β such that M
p−1
β′0
p,2diamΩ[ω] ∈ L
∞(RN ).
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Then there exists a R-solution to the problem

ut − div(A(x,∇u)) + (e
τ |u|β − 1)signu = F + µ in Q,
u = 0 on ∂Ω × (0, T ),
u(0) = u0 in Ω.
For the proof we use the following result of [17]:
Proposition 6.11 (see [17], Theorem 2.4) Suppose 1 < p < N. Let ν ∈ M+b (Ω), β > 1, and
δ0 = ((12β)
−1)βp ln 2. There exists C = C(N, p, β,diamΩ) such that, for any δ ∈ (0, δ0),
∫
Ω
exp

δ (W2diamΩ1,p [ν])β
||M
p−1
β′
p,2diamΩ
[ν]||
β
p−1
L∞(RN )

 ≦ C
δ0 − δ
.
Proof of Theorem 6.10. Let Qn be defined at (6.16), and ωn = ωχΩn , where Ωn = {x ∈ Ω :
d(x, ∂Ω) > 1/n}. We still consider µ1, µ2, Fn, µ1,n, µ2,n as in (6.15), (6.17).
Case 1: Assume that ||F ||L∞((0,T )) ≦ 1 and (6.18) holds. We have µ1,n, µ2,n ≦ nχΩ + ω. For any
ε > 0, there exists cε = cε(ε,N, p, β, κ,diamΩ) > 0 such that
(n+ κW2diamΩ1,p [nχΩ + ω])
β ≦ cεn
βp
p−1 + (1 + ε)κβ(W2diamΩ1,p [ω])
β
a.e. in Ω. Thus,
exp
(
τ(n+ κW2diamΩ1,p [nχΩ + ω])
β
)
≦ exp
(
τcεn
βp
p−1
)
exp
(
τ(1 + ε)κβ(W2diamΩ1,p [ω])
β
)
If (6.18) holds with M0 =
(
δ0/τκ
β
)(p−1)/β
then we can chose ε such that
τ(1 + ε)κβ ||M
p−1
β′
p,2diamΩ
[ν]||
β
p−1
L∞(RN )
<δ0.
From Proposition 6.11, we get exp(τ(1 + ε)κβW2diamΩ1,p [ω])
β) ∈ L1(Ω), which implies exp(τ(n +
κβW2diamΩ1,p [nχΩ + ω])
β) ∈ L1(Ω) for all n. We conclude from Theorem 6.3.
Case 2: Assume that there exists ε > 0 such that M
(p−1)/(β+ε)′
p,2diamΩ [ω] ∈ L
∞(RN ). Now we use the
inequality µ1,n, µ2,n ≦ n(χΩ + ω). For any ε > 0 and n ∈ N there exists cε,n > 0 such that
(n+ κβW2diamΩ1,p [n(χΩ + ω)])
β ≦ cε,n + ε(W
2diamΩ
1,p [ω])
β0
Thus, from Proposition 6.11 we get exp(τ(n + κβW2diamΩ1,p [n(χΩ + ω)])
β) ∈ L1(Ω) for all n. We
conclude from Theorem 6.3.
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6.3 Equations with source term
As a consequence of Theorem 6.3, we get a first result for problem (1.1):
Corollary 6.12 Let A : Ω × RN 7−→ RN satisfying (1.6)(1.7). Let u0 ∈ L
∞(Ω), and µ ∈ Mb(Q)
such that |µ| ≦ ω⊗χ(0,T ) for some ω ∈M
+
b (Ω). Then there exist a R-solution u of (1.1), such that
|u(x, t)| ≦ κW
2diam(Ω)
1,p [ω](x) + ||u0||∞,Ω, for a.e. (x, t) ∈ Q, (6.19)
where κ is defined at Theorem 6.2.
Proof. Let {φn} be a nonnegative, nondecreasing sequence in C
∞
c (Q) which converges to 1,
a.e. in Q. Since {φnµ
+}, {φnµ
−} are nondecreasing sequences, the result follows from Theorem 6.3.
Our proof of Theorem 2.4 is based on a property of Wo¨lf potentials:
Theorem 6.13 (see [53]) Let q > p− 1, 0 < p < N , ω ∈ M+b (Ω). If for some λ > 0,
ω(E) ≦ λC
p,
q
p−q+1
(E) for any compact set E ⊂ RN , (6.20)
then (W2diamΩ1,p [ω])
q ∈ L1(Ω), and there exists M =M(N, p, q,diam(Ω)) such that, a.e. in Ω,
W2diamΩ1,p
[
W2diamΩ1,p [ω]
]q
≦Mλ
q−p+1
(p−1)2W2diamΩ1,p [ω] <∞. (6.21)
We deduce the following:
Lemma 6.14 Let ω ∈ M+b (Ω), and b ≧ 0 and K > 0. Suppose that {um}m≧1 is a sequence of
nonnegative functions in Ω that satisfies
u1 ≦ KW
2diamΩ
1,p [ω] + b, um+1 ≦ KW
2diamΩ
1,p [u
q
m + ω] + b ∀m ≧ 1.
Assume that ω satisfies (6.20) for some λ > 0. Then there exist λ0 and b0, depending on N, p, q,K,
and diamΩ, such that, if λ ≦ λ0 and b ≦ b0, then W
2diamΩ
1,p [µ] ∈ L
q(Ω) and for any m ≧ 1,
um ≦ 2βpKW
2diamΩ
1,p [ω] + 2b, βp = max(1, 3
2−p
p−1 ). (6.22)
Proof. Clearly, (6.22) holds for m = 1. Now, assume that it holds at the order m. Then
uqm ≦ 2
q−1(2βp)
qKq(W2diamΩ1,p [ω])
q + 2q−1(2b)q
Using (6.21) we get
um+1 ≤ KW
2diamΩ
1,p
[
2q−1(2βp)
qKq(W 2diamΩ1,p [ω])
q
+ 2q−1(2b)q + ω
]
+ b
≤ βpK
(
A1W
2diamΩ
1,p
[
(W 2diamΩ1,p [ω])
q
]
+W2diamΩ1,p [(2b)
q] +W 2diamΩ1,p [ω]
)
+ b
≤ βpK(A1Mλ
q−p+1
(p−1)2 + 1)W2diamΩ1,p [ω] + βpKW
2diamΩ
1,p [(2b)
q] + b
= βpK(A1Mλ
q−p+1
(p−1)2 + 1)W2diamΩ1,p [ω] +A2b
q
p−1 + b,
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whereM is as in (6.21) and A1 =
(
2q−1(2βp)
qKq
)1/(p−1)
, A2 = βpK2
q/(p−1)|B1|
1/(p−1)(p′)−1(2diamΩ)p
′
.
Thus, (6.22) holds for m = n+ 1 if we prove that
A1Mλ
q−p+1
(p−1)2 ≤ 1 and A2b
q
p−1 ≤ b,
which is equivalent to
λ ≤ (A1M)
− (p−1)
2
q−p+1 and b ≤ A
− p−1
q−p+1
2 .
Therefore, we obtain the result with λ0 = (A1M)
−(p−1)2/(q−p+1) and b0 = A
−(p−1)/(q−p+1)
2 .
Proof of Theorem 2.4. From Corollary 5.7 and 6.12, we can construct a sequence of nonneg-
ative nondecreasing R-solutions {um}m≧1 defined in the following way: u1 is a R-solution of (1.1),
and um+1 is a nonnegative R-solution of

(um+1)t − div(A(x,∇um+1)) = u
q
m + µ in Q,
um+1 = 0 on ∂Ω × (0, T ),
um+1(0) = u0 in Ω.
Setting um = supt∈(0,T ) um(t) for all m ≧ 1, there holds
u1 ≦ κW
2diamΩ
1,p [ω] + ||u0||∞,Ω, um+1 ≦ κW
2diamΩ
1,p [u
q
m + ω] + ||u0||∞,Ω ∀m ≧ 1.
From Lemma 6.14, we can find λ0 = λ0(N, p, q,diamΩ) and b0 = b0(N, p, q,diamΩ) such that if
(2.7) is satisfied with λ0 and b0, then
um ≦ um ≦ 2βpκW
2diamΩ
1,p [ω] + 2||u0||∞,Ω ∀m ≧ 1. (6.23)
Thus {um} converges a.e. in Q and in L
1(Q) to some function u, for which (2.9) is satisfied in Ω
with c = 2βpκ. Finally, one can apply Theorem 2.1 to the sequence of measures {u
q
m + µ} , and
obtain that u is a R-solution of (2.8).
Next we consider the exponential case.
Theorem 6.15 Let A : Ω × RN 7−→ RN satisfying (1.6),(1.7). Let τ > 0, l ∈ N and β ≧ 1 such
that lβ > p− 1. Set
E(s) = es −
l−1∑
j=0
sj
j!
, ∀s ∈ R. (6.24)
Let µ ∈ M+b (Q), ω ∈M
+
b (Ω) such that µ ≦ χ(0,T ) ⊗ ω. Then, there exist b0 and M0 depending on
N, p, β, τ, l and diamΩ, such that if
||M
(p−1)(β−1)
β
p,2diamΩ [ω]||L∞(RN ) ≦M0, ||u0||∞,Ω ≦ b0,
the problem 

ut − div(A(x,∇u)) = E(τuβ) + µ in Q,
u = 0 on ∂Ω × (0, T ),
u(0) = u0 in Ω
(6.25)
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admits nonnegative R- solution u, which satisfies, a.e. in Q, for some c, depending on N, p, c3, c4
u(x, t) ≦ cW2diamΩ1,p [ω](x) + 2b0. (6.26)
For the proof we first recall an approximation property, which is a consequence of [47, Theorem
2.5]:
Theorem 6.16 Let τ > 0, b ≧ 0, K > 0, l ∈ N and β ≧ 1 such that lβ > p − 1. Let E be defined
by (6.24). Let {vm} be a sequence of nonnegative functions in Ω such that, for some K > 0,
v1 ≦ KW
2diamΩ
1,p [µ] + b, vm+1 ≦ KW
2diamΩ
1,p [E(τu
β
m) + µ] + b, ∀m ≧ 1.
Then, there exist b0 and M0, depending on N, p, β, τ, l,K and diamΩ such that if b ≦ b0 and
||M
(p−1)(β−1)
β
p,2diamΩ [µ]||∞,RN ≦M0, (6.27)
then, setting cp = 2max(1,2
2−p
p−1 ),
exp(τ(KcpW
2diamΩ
1,p [µ] + 2b0)
β
) ∈ L1(Ω),
vm ≦ KcpW
2diamΩ
1,p [µ] + 2b0, ∀m ≧ 1. (6.28)
Proof of Theorem 6.15. From Corollary 5.7 and 6.12 we can construct a sequence of non-
negative nondecreasing R-solutions {um}m≧1 defined in the following way: u1 is a R-solution of
problem (1.1), and by induction, um+1 is a R-solution of

(um+1)t − div(A(x,∇um+1)) = E(τu
β
m) + µ in Q,
um+1 = 0 on ∂Ω× (0, T ),
um+1(0) = u0 in Ω.
And, setting um = supt∈(0,T ) um(t), there holds
u1 ≦ κW
2diamΩ
1,p [ω] + ||u0||∞,Ω, um+1 ≦ κW
2diamΩ
1,p [E(τu
β
m) + ω] + ||u0||∞,Ω, ∀m ≧ 1.
Thus, from Theorem 6.16, there exist b0 ∈ (0, 1] and M0 > 0 depending on N, p, β, τ, l and diamΩ
such that, if (6.27) holds, then (6.28) is satisfied with vm = um. As a consequence, um is well
defined. Thus, {um} converges a.e. in Q to some function u, for which (6.26) is satisfied in Ω.
Furthermore,
{
E(τuβm)
}
converges to E(τuβ) in L1(Q). Finally, one can apply Theorem 2.1 to the
sequence of measures
{
E(τuβm) + µ
}
, and obtain that u is a R-solution of (6.25).
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7 Appendix
Proof of Lemma 4.7. Let J be defined by (4.11). Let ζ ∈ C1c ([0, T )) with values in [0, 1], such
that ζt ≦ 0, and ϕ = ζξ[j(S(v))]l. Clearly, ϕ ∈ X ∩ L
∞(Q); we choose the pair of functions (ϕ, S)
as test function in (4.2). Thanks to convergence properties of Steklov time-averages, we easily will
obtain (4.15) if we prove that
lim
l→0,ζ→1
(−
∫
Q
(ζξ[j(S(v))]l)tS(v)) ≧ −
∫
Q
ξtJ(S(v)).
We can write −
∫
Q (ζξ[j(S(v))]l)tS(v) = F +G, with
F = −
∫
Q
(ζξ)t[j(S(v))]lS(v), G = −
∫
Q
ζξS(v)
1
l
(j(S(v))(x, t + l)− j(S(v))(x, t)) .
Using (4.12) and integrating by parts we have
G ≧ −
∫
Q
ζξ
1
l
(J (S(v))(x, t + l)−J (S(v))(x, t))
= −
∫
Q
ζξ
∂
∂t
([J (S(v))]l) =
∫
Q
(ζξ)t[J (S(v))]l +
∫
Ω
ζ(0)ξ(0)[J (S(v))]l(0)
≧
∫
Q
(ζξ)t[J (S(v))]l,
since J (S(v)) ≧ 0. Hence,
−
∫
Q
(ζξ[j(S(v))]l)tS(v) ≧
∫
Q
(ζξ)t[J (S(v))]l + F =
∫
Q
(ζξ)t ([J (S(v))]l − [J(S(v))]lS(v))
Otherwise, J (S(v)) and J(S(v) ∈ C([0, T ] ;L1(Ω)), thus {(ζξ)t ([J (S(u))]l − [J(S(u))]lS(u))} con-
verges to −(ζξ)tJ(S(u)) in L
1(Q) as l→ 0. Therefore,
lim
l→0,ζ→1
(−
∫
Q
(ζξ[J(S(v))]l)tS(v)) ≧ lim
ζ→1
(
−
∫
Q
(ζξ)tJ(S(v))
)
≧ lim
ζ→1
(
−
∫
Q
ζξtJ(S(v))
)
= −
∫
Q
ξtJ(S(v)),
which achieves the proof.
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