This papers presents a compositional semantic analysis of interrogatives clauses in LTAG (Lexicalized Tree Adjoining Grammar) that captures the scopal properties of wh-and nonwh-quantificational elements. It is shown that the present approach derives the correct semantics for examples claimed to be problematic for LTAG semantic approaches based on the derivation tree. The paper further provides an LTAG semantics for embedded interrogatives.
Introduction.
Following (Karttunen, 1977) , an interrogative clause Q expresses a function from possible situations (or worlds) to the set of true answers to that question Q in that situation. For example, the interrogative clause (1) has the meaning (2), where who contributes the -quantification ¨ p roposition and all the non-wh-quantifiers must take scope below it. This is illustrated in (6), which has the readings (7)-(8), but not e.g. the readings (9)-(10).
(6) (John knows) who seemed to introduce who to everybody (7) (John knows) With respect to goal (ii), we need to construct a question meaning that will be able to combine with a question taking verb like know. In the end, a sentence like (11) must receive the truth-conditions in (12 
Semantic unification
For LTAG semantics, we use the semantic unification framework described in (Kallmeyer and Romero, 2004) that is very close to (Gardent and Kallmeyer, 2003) : We do compositional semantics on the derivation tree, i.e., each elementary tree has a semantic representation and the derivation tree indicates how to do semantic computation. Semantic representations are equipped with semantic feature structures. Semantic representations are sets of formulas (typed -expressions with labels) and scope constraints. A scope constraint is an expression ¡ ! @ where ¡ and @ are propositional labels or propositional variables. Semantic feature structures have features P for all node positions ! that can occur in elementary trees. 2 The values of these features are feature structure that consist of a T and a B feature (top and bottom) whose values are feature structures with features I for individual variables, P for propositional labels and S for situations.
Semantic composition consists of unification: In the derivation tree, elementary trees are replaced by their semantic representations and their semantic feature structures. Then, for each edge from .! are identified. By these unifications, some of the variables in the semantic representations get values. Then, the union of all semantic representations is built which yields an underspecified representation. Finally, appropriate disambiguations must be found, i.e., assignments for the remaining propositional variables that respect the scope constraints in the sense of . The disambiguated representations are interpreted conjunctively. As an example, Fig. 1 and 2 show the derivation and the semantics for (13). 
3 Scopal properties of wh-phrases
Quantificational NPs
Following previous approaches (( and also (Kallmeyer and Romero, 2004) ), we assume that quantifiers as everybody in (15) have a multicomponent set containing an auxiliary tree that contributes the scope part and an initial tree that contributes the predicate argument part. Fig. 3 illustrates this approach.
(15) everybody laughs 
Following (Percus, 2000) , situation variables in verbs must be locally bound, and situation variables in NPs can be non-locally bound by any situation binder in the sentence (e.g. by know in (4)). In the current example (15), the situation variable % in the verb laugh and the situation variable in everybody will default to¨ (the situation of the whole proposition), since there is no situation binder in the formula. This yields the final semantics every¥
Wh-phrases as quantifiers
Consider again example (4) who likes everybody? and its Karttunen-style semantics in (5), repeated as (17) below. To achieve this result in LTAG, we propose the derivation and the semantics in Fig. 4 . The crucial ingredients are as follows.
(17) (John knows)
The semantic representation for the interrogative elementary tree of like must include all the semantic information in (5) What we need to achieve with respect to scope is that all quantificational NPs take scope under and over V# , and that all wh-phrases take scope under and over
V%
We propose a multi-component analysis of wh-phrases parallel to that of quantificational NPs, with the only difference that the scope part of a wh-quantifier adjoins to S' whereas the scope part of a non-wh-quantifier adjoins to S, as shown in Fig. 3 . This parallel treatment is appropriate since the scope of wh-quantifiers is not strictly related to their surface positions, e.g., in situ wh phrases can take wide scope. We then define a "scope window" for whand non-wh-quantificational NPs by using two semantic features linked to the two parts of the multi-component: MAXS is linked to the S* or S'* part and gives the upper limit of the scope window, and P is linked to the NP-part and determines the lower limit of the scope window. In the case of everybody in Fig. 4 the -quantification of who. Hence, by defining an upper limit feature MAXS and a lower limit feature P for whand non-wh-quantifiers, we can obtain the right scopal configurations. The semantic representation one obtains for (4) is (18):
As intended, (18) allows only one disambiguation, namely
The situation indices and # default to¨ and the value of # remains underspecified (it could be¨ or¨). This leads to
Multiple wh-questions
A more complex example is (6) who seemed to introduce who to everybody, where two wh-quantifiers (one of them in situ) interact with a raising verb and a nonwh-quantifier. In order to treat in situ wh-quantifiers correctly, it must be possible to obtain the minimal scope of wh-quantifiers from any NP substitution node. Therefore, in NP substitution nodes we have to provide both, the minimal scope of wh-quantifiers and the minimal scope of non-wh-quantifiers. In the case of like in Fig. 4 for example, the minimal scope of who is V ( % while the minimal scope of everybody is V# . We will use the feature WP for the first and the feature P for the second. For example, at the object substitution node in the tree for introduce in Fig. 5 we put a P value (as before) and additionally a WP value in case a wh-quantifier is added.
The derivation of (6) who seemed to introduce who to everybody and its semantic analysis are shown in Fig. 5 . The raising verb in (6) adjoins to the VP node. This means that its label l will become the value of the top P feature of the VP node, which is below the MAXS feature X for non-wh-quantifiers (see the constraint X in the semantics of introduce in Fig. 5 ). The scope trees of the wh-quantifiers adjoin both to the S' node, i.e., their scopes are limited by the MAXS value of the root. And, because of the WP features, both wh-quantifiers take scope over the proposition l% containing , equated in turn with the non-wh MAXS value X ( = X by T/B unification in S of introduce). Consequently, we obtain the following scope orders: the two wh-quantifiers have both scope over seem and everybody, but the scope order of the raising verb and the non-wh-quantifier is unspecified.
Long-distance wh-dependencies
In long-distance wh-dependencies as (19) one also wants to obtain an interpretation where the wh-quantifier takes scope over all verbs in the sentence while providing the argument of the most embedded verb. Such examples have always been claimed to be problematic for derivation tree based LTAG semantics approaches (see (Kallmeyer and Romero, 2004) The syntactic analysis of (19) (see (Kroch, 1987) ) is shown in Fig. 6 , and the combination of like, say and think in the semantics is shown in Fig. 7 . Each of the attitude verbs takes the bottom MAXS proposition of the S node as its argument and it gives a larger proposition with a new (higher) bottom MAXS value. In the end, the highest of these MAXS values is unified with the top MAXS of the S node (i.e., with ). Therefore, all attitude verbs are embedded under the top MAXS value of the S node of like which is in the scope of any wh-quantifier added to like. In this way the correct scope analyses for wh-quantifiers in long-distance dependencies are obtained. The initial NP tree of such a quantifier is of course as before substituted for the corresponding argument position in like which leads to the correct predicate argument dependencies.
Comparison with other approaches to the scope of wh-phrases
The Karttunen-style semantic tradition ( (Lahiri, 1991) , (Chierchia, 1993) , among many others), within the Montagovian Formal Semantics framework, draws the distinction between wh-scope and non-wh-scope by basing the semantics on the derived tree and using different semantic types for the relevant nodes. The S node has the propositional type ¢ s,t£ , and the semantics of non-whquantificational elements operates on functions of that type. The S' node (or, more specifically, the C' node) has the type the effect that all wh-quantifiers must scope over all the non-wh-quantifiers. A comparable approach using semantic features is developed in (Ginzburg and Sag, 2000) , who make an ontological distinction between states-of-affairs (SOAs) and propositions. A verb introduces a SOA, which is the original building block from which later one builds propositions, questions, outcomes and facts. The idea is that a non-wh-quantifier has a SOA as its nuclear scope, and a wh-phrase has a proposition as its nuclear scope. Hence, wh-phrases necessarily have wider scope than non-whquantifiers in their clause.
The present approach provides an account of the scopal properties of wh-and non-wh-quantifiers within a 'flat' semantics framework in the style of MRS (Copestake et al., 1999) without invoking finer ontological distinctions. The semantic contribution of each elementary and auxiliary tree is a set of formulae (type t, the extensional version of propositions). Such a flat approach simplifies the design of algorithms for semantic computation as explained in (Copestake et al., 1999) . Since the semantic material that will end up in the nuclear scope of a whand non-wh-quantifier is invariably introduced as a formula, no type distinction can be made to which the sco-pal properties of wh-and non-wh-quantifiers could relate. Furthermore, no ontological distinction between state-ofaffairs and propositions is used to make scope follow from selectional properties. Instead, the present account proposes to define appropriate scope windows using the features MAXS, P and WP and feature unification. 5
Embedded interrogatives
We have seen that the elementary tree for verbs includes formulae with situation arguments, e.g. Our analysis of (4) John knows who likes everybody is given in Fig. 8 and Fig. 9 . To obtain the desired effect, we propose that the semantics of the verb tree for know includes a ¨ HH 
Conclusion
In sum, we have proposed an account for the semantics of wh-questions in LTAG that captures the different 6 In the case of direct questions ¤ , we can assume that their truth-conditional content amounts to the proposition expressed by I want to know ¤ . For weaker degrees of exhaustivity of direct and embedded questions compatible with the present approach, see (Beck and Rullmann, 1999) and (van Rooy, 2003) . scope properties of wh-and non-wh-quantifiers and that derives the adequate semantics for embedded interrogative clauses.
