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Abstract
The power-expected-posterior (PEP) prior is an objective prior for Gaussian lin-
ear models, which leads to consistent model selection inference and tends to favor
parsimonious models. Recently, two new forms of the PEP prior were proposed
which generalize its applicability to a wider range of models. We examine the prop-
erties of these two PEP variants within the context of the normal linear model,
focusing on the prior dispersion and on the consistency of the induced model selec-
tion procedure. Results show that both PEP variants have larger variances than
the unit-information g-prior and that they are consistent as the limiting behavior
of the corresponding marginal likelihoods matches that of the BIC.
Keywords: expected-posterior prior, model selection consistency, linear regression,
objective priors, power-expected-posterior prior; variable selection
1 Motivation
Pe´rez and Berger (2002) developed priors for objective Bayesian model comparison,
through utilization of the device of “imaginary training samples”. The expected-posterior
prior (EPP) for the parameter under a model is an expectation of the posterior distribu-
tion given imaginary observations y∗ of size n∗. The expectation is taken with respect to
a suitable probability measure of a reference model M0, while the posterior distribution
is computed via Bayes’s theorem starting from a default, typically improper, prior. One
of the advantages of using EPPs is that impropriety of baseline priors causes no indeter-
minacy in the computation of Bayes factors. On the other hand, the EPPs depend on
the training sample size and particularly in variable selection problems, imaginary design
matrices X∗ should also be introduced, under each competing model, and therefore the
resulting prior will further depend on this choice (for a detailed discussion on this issue
see Fouskakis, Ntzoufras and Draper (2015)). The selection of a minimal training sample,
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of size n∗, has been proposed (see for example Berger and Pericchi (2004)), to make the
information content of the prior as small as possible, and this is an appealing idea. But
even under this setup, the resulting prior can be influential when the sample size n is
not much larger than the total number of parameters under the full model (see Fouskakis
et al. (2015)).
The power-expected-posterior (PEP) prior, introduced by Fouskakis et al. (2015), is
an objective prior which amalgamates ideas from the power-prior (Ibrahim and Chen,
2000), the expected-posterior prior (Pe´rez and Berger, 2002) and the unit-information-
prior approach of Kass and Wasserman (1995) to simultaneously (a) produce a minimally-
informative prior and (b) diminish the effect of training samples under the EPP method-
ology. For a quick overview of the method, under normal linear models, see Section
2.1. The main idea is to substitute the likelihood by a density-normalized version of a
power-likelihood in EPP; see for example Fouskakis et al. (2015), Fouskakis and Ntzoufras
(2016).
A limitation of the original PEP formulation is that the normalization of the power-
likelihood does not always lead to distributions of known form, e.g. if the data come from
a binomial or a poisson distribution. Fouskakis, Ntzoufras and Perrakis (2018) tackled this
problem by introducing two alternative versions of the PEP prior (named CR-PEP and
DR-PER; see Section 2.2 for more details under normal linear models). To understand
what entails each of the two alternative versions of PEP, Fouskakis et al. (2018) used a
simple intuitive example, where the parameter of an exponential distribution was tested
using the reference prior as baseline. The original PEP prior, under this example, has the
undesired property of getting more informative as the sample size grows; this is not the
case under the two alternative PEP definitions.
Although, the original PEP methodology, under the normal linear model, is well de-
fined and studied, the properties of the two new versions of the PEP prior remain un-
explored in this case. We believe, that a thorough study under this common scenario
is necessary in order to validate these new PEP versions. Even if, the definitions of the
two new versions of the PEP prior were given under the generalized linear model (GLM)
setup, some of their properties could not be studied theoretically in this broad framework,
due to intractabilities in the posterior distribution on the model space. Therefore, in this
paper, we work with the normal linear model case, which allows us to prove, analytically,
desired properties of these two approaches, such as model selection consistency and spar-
sity. Those properties were explored in the more general framework of GLMs, by only
using simulation studies, under specific models. We believe that studying analytically
these two new versions of PEP prior, under this common scenario, is necessary, in order
to to understand their behavior and compare them with other standard methods.
More specifically, in this paper, we examine, under the Gaussian regression case,
• the relationship of the new versions of the PEP prior with the original approach;
• model consistency of the two new approaches;
• the prior information volume of each approach and their effect in terms of parsimony
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and sparsity;
• the behaviour of the proposed priors under two simulation scenarios with indepen-
dent and correlated predictors: (a) when the sample size increases and the number of
parameters remain fixed, (b) when the sample size increases along with the number
of parameters.
2 Background Information
2.1 Power Expected Posterior Priors
Fouskakis et al. (2015) and Fouskakis and Ntzoufras (2016) studied in detailed the PEP
priors under the variable selection problem in Gaussian regression models. In the first
paper they introduced the PEP prior by considering as parameter of interest both the
coefficients of the model and the error variance while in the second paper they studied
the conditional version of PEP, named PCEP, where they considered only the coefficients
as the parameter of interest and the error variance as a common nuisance parameter.
Here we focus in the later case, where all posterior quantities can be derived analytically.
Under this approach, for every model M` inM (the set of all models under consideration)
the sampling distribution f`(·|β`, σ2) is specified by
(Y |X`,β`, σ2,M`) ∼ Nn(X` β` , σ2 In) , (2.1)
where Y = (Y1, . . . , Yn) is a vector containing the responses for all subjects, X` is an
n× d` design matrix containing the values of the explanatory variables in its columns, In
is the n × n identity matrix, β` is a vector of length d` summarizing the effects of the
covariates in model M` on the response Y and σ
2 is the common error variance for all
models M`. Finally, by p we denote the total number of the explanatory variables under
consideration.
Furthermore, we denote by piN` (β` , σ
2) = piN` (β` |σ2)piN(σ2) the baseline prior of the
parameters of model M`. We assume that in M there exists a model M0, with pa-
rameters β0 and σ
2, sampling distribution f0(·|β0, σ2) and baseline prior piN0 (β0 , σ2) =
piN0 (β0 |σ2)piN(σ2), which is nested into each of the remaining models and we consider it
as a reference model. This is the typical case in the variable selection problem, studied
in this paper. Given then a set of imaginary data y∗ = (y∗1, . . . , y
∗
n∗)
T and a positive
power-parameter δ, that is used to regulate, essentially, the contribution of the imaginary
data on the “final” prior, we introduce the density-normalized power-likelihood, under
model M`, given by
f`(y
∗|β`, σ2, δ,X∗`) =
f`(y
∗|β`, σ2,X∗`)1/δ∫
f`(y∗|β`, σ2,X∗`)1/δdy∗
. (2.2)
The above density-normalized power-likelihood is still a normal distribution with variance
inflated by a factor of δ; in the above X∗` denotes the imaginary design matrix under
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model M`. In a similar manner, under the reference model, the density-normalized power-
likelihood takes the form of (2.2) but using now the likelihood f0(y
∗|β0, σ2,X∗0) of M0.
In order to apply the PEP methodology, the density-normalized power-likelihood (2.2)
is used to evaluate, under the imaginary data and the baseline prior, the conditional prior
predictive distribution mN0 (y
∗|σ2, δ,X∗0) of model M0 as well as the conditional posterior
distribution of β`
piN` (β`|y∗, σ2, δ,X∗`) =
f`(y
∗|β`, σ2, δ,X∗`)piN` (β` |σ2)
mN` (y
∗|σ2, δ,X∗`)
, (2.3)
where
mNj (y
∗|σ2, δ,X∗j) =
∫
fj(y
∗|βj, σ2, δ,X∗j)piNj (βj |σ2)dβj, (2.4)
is the conditional prior predictive distribution of model Mj for j = `, 0.
Finally, the imposed prior for the parameters of any model M` has the following
hierarchical structure
piPEP` (β`, σ
2|δ,X∗`) = piPEP` (β`|σ2, δ,X∗`)piN(σ2), (2.5)
with
piPEP` (β`|σ2, δ,X∗`) =
∫
piN` (β`|y∗, σ2, δ,X∗`)mN0 (y∗|σ2, δ,X∗0)dy∗. (2.6)
The default choice for δ is to set it equal to n∗, i.e. the sample size of the imaginary
data, so that the overall information of the imaginary data in the posterior is equal to
one data point. Furthermore, setting n∗ = n and, consequently, the design matrix of the
imaginary data X∗` ≡ X` simplifies significantly the overwhelming computations required
when considering all possible “minimal” training samples (Pe´rez and Berger, 2002) while
it also avoids the complicated issue (in some cases) of defining the size of the minimal
training samples (Berger and Pericchi, 2004). In addition, under the choice n∗ = n, the
PEP prior remains relatively non-informative even for models with dimension close to
the sample size n, while the effect on the evaluation of each model is minimal since the
resulting Bayes factors are robust over different values of n∗. Detailed information about
the default specifications of the PEP prior is provided in Fouskakis et al. (2015). Finally,
the null model (with no explanatory variables) is a standard choice for the reference model
in regression problems; see, for example Pe´rez and Berger (2002).
In the rest of the paper, we briefly introduce the two PEP variants, under the normal
linear model case, and we study and compare their properties by examining their disper-
sion and sparsity as well as the consistency of the induced model selection procedures.
2.2 PEP prior variants
Fouskakis et al. (2018) introduced two alternative definitions of the PEP prior under
the generalized linear model case. The core idea is to use the unnormalized power-
likelihood f`(y
∗|β`, σ2,X∗`)1/δ and normalize the posterior density instead. This was also
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the approach followed by Ibrahim and Chen (2000) and Friel and Pettitt (2008, Eq.4).
Under this view, the posterior distribution inside the integral of (2.6) is now derived as
piN,U` (β`|y∗, σ2, δ,X∗`) =
f`(y
∗|β`, σ2,X∗`)1/δpiN` (β`|σ2)∫
f`(y∗|β`, σ2,X∗`)1/δpiN` (β`|σ2)dβ`
. (2.7)
As a subsequent of using (2.7) in (2.6), two alternative PEP variants were introduced in
Fouskakis et al. (2018): a concentrated and a (more) diffuse version of PEP. The difference
lies in the second component of the PEP definition given by (2.6), that is, the predictive
distribution mN0 (y
∗|σ2, δ,X∗0) of M0 which is used to average the posterior distribution
(2.7).
In the concentrated-reference PEP (CR-PEP) we consider the usual prior predictive
distribution mN0 (y
∗|σ2,X∗0) of M0 given by (2.4) for ` = 0 and δ = 1, that is,
mN,CR0 (y
∗|σ2, δ,X∗0) =
∫
f0(y
∗|β0, σ2,X∗0)piN0 (β0|σ2)dβ0. (2.8)
This approach adjusts the posterior distribution to account for n∗/δ data points but this
(adjusted/power) posterior is averaged by using data from the actual predictive distribu-
tion of M0 using data of size n
∗.
On the other hand, for the construction of the diffuse-reference PEP (DR-PEP),
we consider the prior predictive distribution of M0 based on the unnormalized power-
likelihood. This makes the approach more diffuse than CR-PEP in the sense that also
the predictive distribution results from a sample of size n∗/δ. Hence, in DR-PEP the
predictive distribution used in (2.6) is given by
mN,DR0 (y
∗|σ2, δ,X∗0) ∝
∫
f0(y
∗|β0, σ2,X∗0)1/δpiN0 (β0|σ2)dβ0, (2.9)
where the above quantity is normalized in order mN,DR0 (y
∗|σ2, δ,X∗0) to be a probability
density function in terms of y∗.
Hence the definition of the two versions of PEP priors can be summarized as:
piVR−PEP` (β`|σ2, δ,X∗`) =
∫
piN,U` (β`|y∗, σ2, δ,X∗`)mN,VR0 (y∗|σ2, δ,X∗0)dy∗ (2.10)
with VR ∈ {CR,DR}, piN,U` (β`|y∗, σ2, δ,X∗`) defined in (2.7), mN,DR0 (y∗|σ2, δ,X∗0) given
by (2.9) and mN,CR0 (y
∗|σ2, δ,X∗0) = mN0 (y∗|σ2,X∗0) (see Eq. 2.8).
The above priors will be well defined under similar assumptions as in Pe´rez and
Berger (2002). Furthermore, impropriety of the baseline priors does not cause inde-
terminacy to the resulting Bayes factors, since piCR−PEP` (β`|σ2, δ,X∗`) depends only on
the normalizing constant of the baseline prior of the parameter of the null model and in
piDR−PEP` (β`|σ2, δ,X∗`) the normalizing constants cancel out.
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3 Properties of PEP variants in normal regression
In this section we examine the properties of the DR-PEP and CR-PEP priors and compare
them to the corresponding properties of the original PEP prior. We work within the
conjugate framework considered in Fouskakis and Ntzoufras (2016); specifically, we use
as baseline priors a Zellner’s g-prior for β` conditional on σ
2 and the data matrix of the
imaginary data X∗` and a reference prior for σ
2. Therefore we substitute piN` (β`|σ2) by
piN` (β`|σ2,X∗`) = fNd`
(
β`; 0, g0(X
∗T
` X
∗
`)
−1σ2
)
and piN(σ2) ∝ σ−2,
where d` is the dimension of β` and fNk
(· ; µ, Σ) is the density function of the k–
dimensional multivariate normal distribution with mean vector µ and variance-covariance
matrix Σ. In the following we use the default values for the hyperparameters discussed
in Section 2.1, namely δ = n, n∗ = n, X∗` = X`. In addition, following Fouskakis and
Ntzoufras (2016) we set g0 = n
2; this way, the overall contribution of the PEP prior to the
posterior will be equal to (1 + 1/n) data points, corresponding to one point contributed
from the power-likelihood part and 1/n from the baseline g-prior. As a reference model
M0 we consider the simplest nested model under consideration.
3.1 Power-posterior component in PEP variants
Under both approaches and for any given model M`, it is straightforward to show that
the unnormalized likelihood is given by
f`
(
y∗
∣∣β`, σ2,X`)1/δ = fNn(y∗; X`β`, σ2In)1/δ
= δ
n
2 (2piσ2)
n(δ−1)
2δ fNn(y
∗; X`β`, σ
2δIn). (3.1)
Therefore, for both DR-PEP and CR-PEP priors, the posterior distribution (2.7),
conditional on the imaginary data, is given by
piN,U`
(
β` |y∗, σ2, δ,X`
) ∝ f`(y∗ ∣∣β`, σ2,X`)1/δpiN` (β` |σ2,X`),
∝ fNn
(
y∗; X`β`, Inδσ
2
)
fNd`
(
β`; 0, g0(X
T
` X`)
−1σ2
)
= fNd`
(
β`; wβ̂
∗
` , wδ(X
T
` X`)
−1σ2
)
, (3.2)
where w = g0/(g0+δ) and β̂
∗
` is the maximum likelihood estimate based on the imaginary
response y∗. Thus, the posterior distribution involved in (2.10) is identical to the corre-
sponding posterior under the original conditional PEP prior; see Equation 3 in Fouskakis
and Ntzoufras (2016).
3.2 Prior distributions and dispersion
In this section we examine the volume of the variance covariance matrix of the two new
versions of PEP priors and we compare them with the one under the g-prior. This is
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important due to the connection of the volume of the variance with the dimensionality
penalty induced in the Bayes factor for each pairwise model comparison; see for example
Dellaportas, Forster and Ntzoufras (2012). In short, the largest this volume is the highest
the imposed penalty gets resulting, in its extreme form, to Lindley’s paradox.
3.2.1 Diffuse-reference PEP prior
For the DR-PEP setup, the prior predictive distribution of the imaginary data under
model M` is given by
mN,DR` (y
∗|σ2, δ,X`) = m
U,DR
` (y
∗|σ2, δ,X`)∫
mU,DR` (y∗|σ2, δ,X`)dy∗
,
wheremU,DR` (y
∗|σ2, δ,X`) is the normalizing constant of the power-posterior in (2.7) which
is derived as follows
mU` (y
∗|σ2, δ,X`) =
∫
f`(y
∗|β`, σ2,X`)1/δpiN` (β`|σ2,X`)dβ`
= δ
n
2 (2piσ2)
n(δ−1)
2δ ×
×
∫
fNn(y
∗; X`β`, σ
2δIn)fNd` (β`; 0, g0(X
T
` X`)
−1σ2)dβ`
= δ
n
2 (2piσ2)
n(δ−1)
2δ fNn(y
∗; 0,Λ−1` σ
2), (3.3)
with
Λ−1` = δIn + g0X`(X
T
` X`)
−1XT` and Λ` = δ
−1
(
In − wX`(XT` X`)−1XT`
)
.
From the previous equations, it immediately follows that
mN,DR0 (y
∗|σ2, δ,X0) = fNn
(
y∗; 0, Λ−10 σ
2
)
(3.4)
with
Λ−10 = δIn +
g0
n
1n1
T
n and Λ0 = δ
−1 (In − wn1n1Tn) . (3.5)
Thus, both components of the DR-PEP prior, that is the power-posterior in (3.2)
and the prior predictive in (3.4), are exactly the same as the corresponding components
of the conditional PEP approach of Fouskakis and Ntzoufras (2016), where the density-
normalized likelihood in (2.2) was used. Hence, for Gaussian linear models the DR-PEP
prior coincides to the original version of the conditional PEP and is given by
piDR−PEP`
(
β`|σ2 δ,X`
)
= fNd`
(
β`; 0, V`σ
2
)
, (3.6)
V` = δ
(
XT`
[
w−1In − (δΛ0 + wH`)−1
]
X`
)−1
with H` = X`(X
T
` X`)
−1XT` and Λ0 given in (3.5).
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The volume of dispersion of the DR-PEP prior is given by the determinant of the
covariance matrix V` and equals∣∣V`∣∣ = ξ × ∣∣XT` X`∣∣−1 with ξ = {δw(w + 1)}d`−d0gd0 . (3.7)
For the default values δ = n and g0 = n
2, the variance multiplier ξ appearing in (3.7) is
equal to
ξ = n2d`
[
2n+ 1
(n+ 1)2
]d`−d0
> nd` , (3.8)
where on the right hand side of the inequality we have the corresponding variance multi-
plier of Zellner’s unit-information g-prior. The result in (3.8) holds since
φ(n) = log ξ − d` log n
= d` log n+ (d` − d0) log
[
2n+ 1
(n+ 1)2
]
(3.9)
is an increasing function of n and φ(2) > 0; see Fouskakis and Ntzoufras (2016) for details.
Hence, the DR-PEP prior is more dispersed than Zellner’s g-prior with g = n, for any
sample size n ≥ 2, and consequently it leads to a more parsimonious variable selection
procedure.
3.2.2 Concentrated-reference PEP prior
Under the CR-PEP approach, the prior predictive of the imaginary data, under the ref-
erence model, is given by
mN,CR0 (y
∗|σ2,X0) = fNn(y∗; 0,
[
Λ(CR)0
]−1
σ2), (3.10)
with [
Λ(CR)0
]−1
= In + g0n
−11n1Tn and Λ
(CR)
0 = In −
g0
g0 + 1
n−11n1Tn .
Combining (3.2) and (3.10), we obtain the CR-PEP prior which has the same form as the
DR-PEP in (3.6) but with variance-covariance matrix
V(CR)` = δ
(
XT`
[
w−1In − (δΛ(CR)0 + wH`)−1
]
X`
)−1
.
As seen, the CR-PEP and DR-PEP priors differ only with respect to the variance-
covariance matrix V` appearing in (3.6) where Λ0 is substituted by Λ
(CR)
0 . The volume
of dispersion is now given by
|V(CR)` | = ξ × |XT` X`|−1 with ξ = wd` (w + δ)d`−d0 (w + δ + wg0)d0 . (3.11)
For the derivation of the result in (3.11) see Appendix A. Under the default setting δ = n
and g0 = n
2, the variance multiplier becomes
ξ = n2d`
[
n+ 2
(n+ 1)2
]d` [n2 + n+ 2
n+ 2
]d0
. (3.12)
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The log-ratio of the variance multipliers of the CR-PEP prior and the unit-information
g-prior is given by
φ(n) = log ξ − d` log n
= d` log
(
n2 + 2n
n2 + 2n+ 1
)
+ d0 log
(
n2 + n+ 2
n+ 2
)
. (3.13)
For any model M` ⊃M0 and under the restriction 1 ≤ d0 < d` ≤ n− 1 we obtain
d` log
(
n2 + 2n
n2 + 2n+ 1
)
+ d0 log
(
n2 + n+ 2
n+ 2
)
≥
(n− 1) log
(
n2 + 2n
n2 + 2n+ 1
)
+ log
(
n2 + n+ 2
n+ 2
)
= φ∗(n), (3.14)
for d0 ∈ [1, n−2], d` ∈ [d0+1, n−1] and any n ∈ {d`+1, d`+2, . . .}. It can be proved that
φ∗(n) is an increasing function of n and additionally φ∗(2) > 0 and thus φ∗(n) is always
positive. Therefore, the log-ratio of the variance multipliers in (3.13) will also be positive.
Thus, the variance of the CR-PEP prior is larger than that of the g-prior, which means
that CR-PEP prior will in general tend to favour less complex models. Additionally, by
rewriting the variance multiplier in (3.12) as
ξ = nd`
[
n2 + 2n
n2 + 2n+ 1
]d` [n2 + n+ 2
n+ 2
]d0
, (3.15)
we can see that for relatively large n the first fraction in (3.15) tends to one while the
second fraction tends to n. Assuming that d0 = 1, the CR-PEP variance multiplier is then
approximately equal to nd`+1 and the log-ratio in (3.13) will be φ(n) ≈ log(nd`+1/nd`) =
log(n). When the reference model M0 is not the null model, the corresponding approxi-
mation is equal to d0 log(n).
The comparison with respect to the DR-PEP prior, and consequently to the original
conditional PEP approach, is more straightforward. In this case, the log-ratio of the CR-
PEP variance multiplier (3.15) over the corresponding multiplier of the DR-PEP prior,
given in (3.8), is
ϕ(n) = log
([
n+ 2
(n+ 1)2
]d` [n2 + n+ 2
n+ 2
]d0 [ 2n+ 1
(n+ 1)2
]d0−d`)
= log
(
[n+ 2]d`−d0 [2n+ 1]d0−d`
[
n2 + n+ 2
(n+ 1)2
]d0)
= log
([
n+ 2
2n+ 1
]d`−d0 [ n2 + n+ 2
n2 + 2n+ 1
]d0)
. (3.16)
Both fractions appearing in (3.16) are equal to or smaller than one for any n ≥ 1. There-
fore, the log-ratio is always negative. This implies that the CR-PEP prior induces a
variable selection procedure which is less parsimonious than the corresponding one under
the DR-PEP prior.
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3.2.3 Numerical illustrations
Here we provide some basic illustrations that highlight the behaviour of the variance
multipliers of the CR-PEP and DR-PEP priors for varying sample size and number of
predictors, given the restriction that n ≥ d` + 1 and assuming that d0 = 1.
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Figure 1: Log-ratios of the variance multipliers ϕ(n) of the DR-PEP prior (dashed red line)
and CR-PEP prior (solid black line) over the unit-information g-prior for d` = 5, 10, 50, 100
and varying sample size; the crosses correspond to the approximation log(n).
The log-ratios of the DR-PEP and CR-PEP prior multipliers over the unit-information
g-prior multiplier (see respective Eqs. 3.9 and 3.13), for increasing sample size n and se-
lected values of d` ∈ {5, 10, 50, 100}, are illustrated in Figure 1. For both prior setups,
the log-ratios are positive and increasing with the sample size n, with the DR-PEP being
always more dispersed than the CR-PEP as expected according to Section 3.2.2. Addi-
tionally, the log-ratio of the DR-PEP prior over the g-prior increases as d` gets larger,
whereas the ratio of the CR-PEP prior over the g-prior is not affected by d` as it remains
constant, approximately equal to log(n).
In Figure 2 we present on log-scale the variance multipliers of the CR-PEP, DR-PEP
and the unit-information g priors for d` ∈ {10, 25, 50, 100} and sample size ranging from
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Figure 2: Log-scaled plots of the variance multipliers (ξ) of the DR-PEP, CR-PEP and
Zellner’s g priors for d` = 10, 25, 50, 100 and sample size from 100 to 1000.
101 (the minimum size required for d` = 100) to 1000. As seen, as model dimensionality
increases all priors become more dispersed; however, the distance between the variance
multiplier of the DR-PEP prior and the corresponding multipliers of the CR-PEP and
the g-prior is also increasing with d`. Potentially, this feature of the DR-PEP prior makes
it more suitable for problems involving a large number of predictors and where the aim
is to have a parsimonious model selection method.
3.3 Marginal likelihood and model selection consistency
In this Section we examine the limiting behaviour of the marginal likelihood of any model
M`, under the DR-PEP and the CR-PEP priors. We have assumed that d` does not
increases with the sample size n and additionally d` < n.
The posterior distribution of β` and σ
2 under either the conditional PEP prior of
Fouskakis and Ntzoufras (2016) or the DR-PEP prior, examined here, is given by
piDR−PEP` (β`, σ
2|y, δ,X`) = fNd`
(
β`; β˜`, Σ˜` σ
2
)
fIG
(
σ2; a˜`, b˜`
)
, (3.17)
where β˜` = Σ˜`X
T
` y, Σ˜` =
(
V−1` + X
T
` X`
)−1
, a˜` = n/2, b˜` = SS`/2 with SS` = y
T
(
In +
X`V`X
T
`
)−1
y, and fIG(· ; a, b) denotes the density of the inverse gamma distribution with
shape parameter a and scale parameter b. In the above, V` is given in Section 3.2.1.
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Then, the marginal log-likelihood is given by
logmDR−PEP` (y|δ,X`) = C −
1
2
log
∣∣In + X`V`XT` ∣∣−
n
2
log
(
yT (In + X`V`X
T
` )
−1y
)
, (3.18)
where C is a constant that does not depend on the structure of model M`. For large n,
the marginal log-likelihood in (3.18) can be approximated by
logmDR−PEP` (y|δ,X`) ≈ C −
1
2
BIC`. (3.19)
Thus, the marginal likelihood under the DR-PEP prior has the same limiting behaviour as
the BIC which is known to be consistent under a minor realistic assumption (Ferna´ndez,
Ley and Steel, 2001, Liang, Paulo, Molina, Clyde and Berger, 2008). For a detailed proof
of (3.19) see Fouskakis and Ntzoufras (2016).
Similarly to (3.18), the marginal log-likelihood under the CR-PEP prior is
logmCR−PEP` (y|δ,X`) = C −
1
2
log
∣∣In + X`V(CR)` XT` ∣∣−
n
2
log
(
yT (In + X`V
(CR)
` X
T
` )
−1y
)
. (3.20)
Following the proof Fouskakis and Ntzoufras (2016, see Section D, Eqs. D.1–D.2 of the
Supplementary Material), the first logarithmic term yields
|In + X`V(CR)` XT` | = (1 + δw)d`|Λ(CR)0 |−1
∣∣∣∣Λ(CR)0 + ( w21 + δw
)
H`
∣∣∣∣
≈ (1 + δ)d` |Λ(CR)0 |−1
∣∣∣∣Λ(CR)0 + ( 11 + δ
)
H`
∣∣∣∣
≈ (1 + δ)d` . (3.21)
Note that the approximation is accurate for large n when δ = n and g0 = n
2, so that
w = g0/(g0 + δ) ≈ 1. Given these values, we can also approximate the second logarithmic
term in (3.20) by
yT (In + X`V
(CR)
` X
T
` )
−1y ≈ yTy − yTX`
(
XT` X`
)−1
XT` y ≡ RSS`, (3.22)
where RSS` is the usual residual sum of squared of model M`. The derivation for (3.22)
is provided in Appendix B. Hence, the marginal log-likelihood under the CR-PEP prior
is approximately given by
logmCR−PEP` (y|δ,X`) ≈ C −
d`
2
log(n+ 1)− n
2
log(RSS`)
≈ C − d`
2
log(n)− n
2
log(RSS`)
≈ C − 1
2
BIC`, (3.23)
for δ = n and large n. Thus, variable selection, based on the CR-PEP prior with a g-prior
as baseline, has also the same limiting behaviour as the BIC and is, therefore, consistent.
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4 Simulation Study
In this section, we perform a simulation comparison that studies the behaviour of the
proposed methods under different scenarios, when the sample size increases. We also
consider the case when the model dimension grows with the sample size. In every case we
compare the performance of DR and CR-PEP versions with the performance of “the most
established” Bayesian variable selection techniques: the g-prior (Zellner, 1976), the hyper-
g prior (Liang et al., 2008) and the hyper-g/n prior (Liang et al., 2008). All competing
methods were implemented using the BAS package in R; we set g = n in the g-prior in order
to implement the unit information prior (Kass and Wasserman, 1995) and α = 3 in the
hyper-g and hyper-g/n priors as recommended by Liang et al. (2008). A beta-binomial
prior on the model space, with both parameters equal to 1, is used.
4.1 Scenario 1
We consider 100 simulated data-sets of sample sizes n = 30, 50, 100, 500, 1000 and
p = 10 covariates generated from a standardized Normal distribution, while the response
is generated from
Yi ∼ N(0.3Xi1 + 0.5Xi3 +Xi4, 1), for i = 1, . . . , n. (4.1)
Figure 3 depicts the between-samples distribution of the posterior probability of the
true model for the Bayesian variable selection techniques under comparison. It is clear
that for small sample sizes all methods under consideration fail to provide high posterior
evidence in favor of the true model. As the sample size gets larger, all methods increase
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Figure 3: Posterior probabilities of the true model vs. sample size for scenario 1.
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their posterior support towards the true model, with DR-PEP to perform slightly better
than CR-PEP and the Zellner’s g-priors, followed by the hyper-g/n and the hyper-g pri-
ors. This is sensible since the two proposed methods together with the Zellner’s g-prior,
are converging to the same Bayes factors as n grows but with the proposed approaches
constantly supporting more parsimonious models. On the other hand, the hyper-g and
the hyper-g/n priors give the lowest support towards the true model due to their hier-
archical structure which increases the posterior uncertainty on the model space. These
two methods need larger sample size, than the rest of the approaches, in order to fully
a-posteriori support the true generating mechanism.
Looking now at the posterior inclusion probabilities of each covariate in Figure 4,
we observe that all methods successfully identify X4 (with true effect equal to one) as
an important component of the model, even for small sample sizes. Furthermore, the
between-samples variability of the posterior inclusion probabilities reduces as the sample
size increases. Similar is the picture for the posterior inclusion probabilities of the other
two covariates with non-zero effects, X1 and X3, but with slower rates of convergence
towards to one. For covariate X1 (with true effect equal to 0.3) we observe large between-
samples uncertainty concerning the importance of this effect even with n = 100 under all
methods. For n ≥ 500, all methods successfully identify the importance of this covariate
with almost zero between-samples variability. In general, the hyper-g method supports
this covariate with slightly higher inclusion probabilities, compared to the other methods,
while the DR-PEP with slightly lower inclusion probabilities, compared to the other
approaches, for small n. This is due to the characteristics of the two methods, with
the first supporting more complicated models while the latter more parsimonious ones.
Finally for covariate X3 (with true effect equal to 0.5), all methods successfully identify
it as important with almost zero between-samples variability for n ≥ 100. For smaller
sample sizes the methods behave similarly, showing large between-samples uncertainty
concerning the importance of this effect and almost identical median values.
The between-samples distribution of the posterior inclusion probabilities is similar
for all covariates with zero true effects; see Figure 4. It is noticeable that all methods
identify, fairly fast, that these covariates should have low posterior inclusion probabilities
with the between-samples variability considerably to decrease as n gets larger. DR-PEP
prior shows the best behaviour, followed by the CR-PEP and the g-prior that behave in
a similar manner and then the hyper-g/n and hyper-g priors. For small sample sizes, it
is worth noticing that the posterior inclusion probabilities under the hyper-g prior are on
average higher (close to 0.4, for n = 30 for example) than the corresponding ones under the
other competing methods. This increases the posterior uncertainty on the model space and
results to lower probabilities of identifying the true model as the maximum a-posteriori
model. Furthermore, it is also noticeable that these posterior inclusion probabilities, under
the hyper-g and hyper-g/n priors setup, both in terms of median values and in terms of
between-samples variability, seem to converge slower towards zero as n gets larger.
To sum up, in this simulation study, first the DR-PEP and then the CR-PEP prior
methodologies identify the true model structure with (slightly) higher posterior probability
than the rest of the methods. They both provide posterior inclusion probabilities close to
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Figure 4: Posterior inclusion probabilities of each covariate for scenario 1.
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zero for non-important effects (even for small sample sizes) and high inclusion probabilities
for the important effects (although these are slightly smaller than the ones obtained under
the hyper-g and hyper-g/n priors for small sample sizes).
4.2 Scenario 2
Here we revise Scenario 1 (see Section 4.1), by considering the same true linear effects
(Equation 4.1), but now all covariates are highly correlated (Pearson correlation equals to
0.9). It is well known that this causes problems in variable selection methods, especially
for small sample sizes; see for example Ghosh and Ghattas (2015).
All methods perform similarly in this scenario, but due to high correlations between
the explanatory variables, large sample size is needed for the identification of the true
model.
In Figure 5 we see that all methods fail, for the majority of simulated data, even for
n = 500, to provide high posterior evidence in favor of the true model. For n = 1000,
posterior model probabilities are, on average, above 0.5; all methods seem to perform
equally well, but still with high between-samples variability.
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Figure 5: Posterior probabilities of the true model vs. sample size for scenario 2.
Similar is the picture in Figure 6. All methods successfully identify the importance
of covariate X4, even with n = 100, with between-samples variability to diminish as n
increases. For covariate X3, a sample size of 500 and above is needed, for all methods,
in order to get high posterior inclusion probabilities; while for n = 1000 we observe
low between-samples uncertainty. Posterior inclusion probabilities converge to one much
slower for covariate X1, since we need sample sizes of size approximately 1000 in order to
get median values above 0.5. Even in this case although, between-samples variability is
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Figure 6: Posterior inclusion probabilities of each covariate for scenario 2.
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still high. Finally, the between-samples distribution of the posterior inclusion probabilities
is similar for all covariates with zero true effects between all methods; see Figure 6. All
methods identify, fairly fast, that these covariates should have low posterior inclusion
probabilities even with small sample sizes.
4.3 Simulations with growing p and n
In this Section we reconsider simulation Scenarios 1 & 2 (see Sections 4.1 and 4.2) under
the situation of growing model dimension with the sample size. In particular we consider
the same true linear effects as in Equation 4.1, with all covariates either independent (as
in Scenario 1) or highly correlated (as in Scenario 2), for n = (30, 50, 100, 500, 750) and
p = dn0.4e = (4, 5, 7, 13, 15); where dxe denotes the least integer greater than or equal to
the real number x.
Under Scenario 1, from Figure 7, we see that the posterior model probability of the
true model seems to converge faster to one for DR-PEP and then for CR-PEP and g-
prior. The order of the probability of the true model confirms the properties examined
in this paper and the properties of the hyper-g prior. Regarding the posterior inclusion
probabilities, from Figure 8, we observe a similar pattern for the true effects; although we
have to notice that DR-PEP identifies faster the zero effects.
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Figure 7: Posterior probabilities of the true model vs. sample size and number of covari-
ates for scenario 1.
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Figure 8: Posterior inclusion probabilities of each covariate for different sample sizes and
number of covariates for scenario 1.
Under Scenario 2, the methods seem to behave in a similar manner with respect to
the posterior model probability of the true model (see Figure 9) and the inclusion proba-
bilities (see Figure 10). The rate of convergence is much slower, as expected, due to high
correlations between the explanatory variables. CR-PEP and g-prior seems to behave
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Figure 9: Posterior probabilities of the true model vs. sample size and number of covari-
ates for scenario 2.
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Figure 10: Posterior inclusion probabilities of each covariate for different sample sizes and
number of covariates for scenario 2.
slightly better than its competitors, in terms of posterior model probabilities of the true
model. Regarding the posterior inclusion probabilities, all methods identify the impor-
tance of covariates X3 and X4 when n = 500 and p = 13; while for X1 the convergence is
much slower due to its smaller effect in combination with the high correlations between
the covariates. For n = 750 and p = 15, X1 gets the higher inclusion probability under
the CR-PEP and the g-prior. On the other hand, as expected from theory, DR-PEP is
more parsimonious, producing the lowest inclusion weights for the zero effects.
5 Discussion
In this paper we examined the properties of two new versions of the PEP prior, which have
been recently introduced in the context of objective Bayesian variable selection (Fouskakis
et al., 2018), namely the CR-PEP and DR-PEP priors. Specifically, we compared the
dispersion of these priors and investigated the aspect of model selection consistency under
each approach in the normal linear regression model.
The main theoretical findings can be summarized as follows. In the Gaussian case,
the DR-PEP prior coincides with the original conditional PEP prior of Fouskakis and
Ntzoufras (2016), thus, sharing the same parsimony property and leading to a consistent
model selection procedure. On the other hand, the predictive distribution of the imaginary
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data used under the CR-PEP set-up, results to a PEP prior form which is less dispersed
and, therefore, also less parsimonious than the DR-PEP prior. Nevertheless, the CR-PEP
prior also leads to a consistent variable selection approach, as proven in this paper. In
addition, both priors have larger variance volume than the one of the unit-information
g-prior (with DR-PEP’s to be the largest). The DR-PEP prior in particular seems to be
more suitable for sparse problems with large-p < n problems, as its variance volume ratio
over the one of the g-prior increases as the number of predictor variables becomes larger.
From the simulation studies conducted in this paper we could also verify the above
theoretical results under two different cases (fixed and growing p) as the sample size
increases. In each case, we consider independent (Scenario 1) and highly correlated (Sce-
nario 2) predictors. Under Scenario 1, DR-PEP outperformed its competitors, especially
as n increases. Furthermore it had the desired property to place lower inclusion probabili-
ties to zero effects, even for small sample sizes. On the other hand CR-PEP, together with
the rest of the methods, for small n, produced faster higher inclusion probabilities for the
non-zero effects. With respect to Scenario 2, the posterior model probabilities and the
inclusion probabilities of the effects seem to convergence to the correct values in a much
lower rate, as expected, for all methods. Note that all methods performed similarly, even
for n = 1000, in terms of posterior model probabilities of the true model. With respect
to posterior inclusion probabilities, DR-PEP, as a more parsimonious approach, produced
slightly smaller values for the zero effects, while, on the contrary, CR-PEP and the rest
of the approaches produced slightly larger values for the non-zero effects; especially for
the ones closer to zero.
The resulting PEP priors can be viewed as extensions the g-prior by considering imag-
inary, instead of fixed, data coming from a “suitable” predictive distribution. Specifically,
they have an extra hierarchical level to the specification of the prior distribution that has
an effect on both the prior mean and the prior variance, through the variability of the
imaginary data. For more details see Fouskakis and Ntzoufras (2016).
Finally, concerning the desiderata of Bayarri, Berger, Forte and Garc´ıa-Donato (2012),
the two new versions of PEP satisfy the basic criterion (C1) of propriety, the criterion
of model consistency (C2), under the normal linear regression setup (see Section 3.3),
and the predictive matching criterion (C5), under the general GLM setup (Fouskakis and
Ntzoufras, 2016). On the other hand both versions fail on the information consistency
criterion (C4); see Fouskakis and Ntzoufras (2016). The latter although can be resolved
by using the hyper-δ version of the PEP priors that have been introduced in Fouskakis
et al. (2018). For this reason an additional interesting direction of future research is to
examine the properties of those hyper-δ versions of the PEP priors, under the normal
linear regression setup.
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Appendix
A Derivation of Equation 3.11
The determinant of the CR-PEP prior covariance matrix is∣∣V(CR)` ∣∣ = δd`∣∣w−1XT` X` −XT` (δΛ(CR)0 + wH`)−1X`∣∣−1. (A.1)
Based on the matrix determinant Lemma (Harville, 1997, p.416), which states that |A +
CBDT | = |A||B||B−1 + DTA−1C| for any square invertible matrices A and B, we can
write (A.1) as ∣∣V(CR)` ∣∣ = δd`(|w−1XT` X`|| − (δΛ(CR)0 + wH`)|−1 ×
×| − (δΛ(CR)0 + wH`) + wX`(XT` X`)XT` |
)−1
= δd`wd` |XT` X`|−1|δΛ(CR)0 |−1|(δΛ(CR)0 + wH`)|. (A.2)
Using repeatedly the matrix determinant Lemma on the last term of (A.2) yields
|δΛ(CR)0 + wH`| = |δΛ(CR)0 ||XT` X`|−1
∣∣∣XT` X` + wδ XT` [Λ(CR)0 ]−1X`∣∣∣
= |δΛ(CR)0 ||XT` X`|−1
∣∣∣XT` X` + wδ XT` (In + g0X0(X0TX0)−1X0T )X`∣∣∣
= |δΛ(CR)0 ||XT` X`|−1
∣∣∣XT` X` + wδ XT` X` + wg0δ XT` X0(X0TX0)−1X0TX`∣∣∣
= |δΛ(CR)0 ||XT` X`|−1
∣∣∣∣w + δδ XT` X` + wg0δ XT` X0(X0TX0)−1X0TX`
∣∣∣∣
= |δΛ(CR)0 ||XT` X`|−1
(
w + δ
δ
)d`
|XT` X`||X0TX0|−1 ×
×
∣∣∣∣∣X0TX0 + wg0δ X0TX`
(
w + δ
δ
XT` X`
)−1
XT` X0
∣∣∣∣∣
=
(
w + δ
δ
)d`
|δΛ(CR)0 ||X0TX0|−1 ×
×
∣∣∣∣X0TX0 + wg0w + δX0TX` (XT` X`)−1 XT` X0
∣∣∣∣ (A.3)
=
(
w + δ
δ
)d`
|δΛ(CR)0 ||X0TX0|−1
∣∣∣∣X0TX0 + wg0w + δX0TX0
∣∣∣∣
=
(
w + δ
δ
)d`
|δΛ(CR)0 ||X0TX0|−1
(
w + δ + wg0
w + δ
)d0
|X0TX0|
= (w + δ)d`−d0 δ−d` (w + δ + wg0)
d0 |δΛ(CR)0 | (A.4)
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Note that the transition from (A.3) to the following equation is due to the fact that
X0
TX`
(
XT` X`
)−1
XT` X0 = X0
TH`X0 = X0
TX0, since X0
TH` = X0
T for any sub-matrix
X0 of X`. From (A.2) and (A.4) we have that
|V(CR)` | = wd` (w + δ)d`−d0 (w + δ + wg0)d0 |XT` X`|−1. (A.5)
B Derivation of Equation 3.22
yT (In + X`V
(CR)
` X
T
` )
−1y
= yY
(
1n −X`
(
V
(CR)−1
β`
+ XT` X`
)−1
XT`
)
y
= yTy − yTX`
(
δ−1
[
XT
(
w−1In −
(
δΛ(CR)0 + wH`
)−1)
X
]
+ XT` X`
)−1
XT` y
= yTy − δyTX`
(
w−1XT` X` −XT`
(
δΛ(CR)0 + wH`
)−1
X` + δX
T
` X`
)−1
XT` y
= yTy − δyTX`
(
1 + δw
w
XT` X` −XT`
(
δΛ(CR)0 + wH`
)−1
X`
)−1
XT` y
= yTy − δyTX`
(
1 + δw
w
XT` X` −XT`
(
δ
(
In − g0
g0 + 1
H0
)
+ wH`
)−1
X`
)−1
XT` y
= yTy − wδ
1 + wδ
yTX`
(
XT` X` −
w
1 + wδ
XT`
(
δ
(
In − g0
g0 + 1
H0
)
+ wH`
)−1
X`
)−1
XT` y
= yTy − wδ
1 + wδ
yTX`
(
XT` X` −
w
(1 + wδ)δ
XT`
(
In − g0
g0 + 1
H0 +
w
δ
H`
)−1
X`
)−1
XT` y,
(B.1)
where H` = X`(X
T
` X`)
−1XT` and H0 = X0(X
T
0 X0)
−1XT0 = 1n(1
T
n1n)
−11Tn = n
−11n1Tn .
For the derivation of the first expression, see Woodburys matrix identity (Harville, 1997,
p. 423–426). For large values of δ and g0 >> δ we have approximately w ≈ 1, wδ1+wδ ≈ 1
and w
(1+wδ)δ
≈ 0, which yields the approximation
yT (In + X`V
(CR)
` X
T
` )
−1y ≈ yTy − yTX`
(
XT` X`
)−1
XT` y ≡ RSS`. (B.2)
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