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Resumo
Este trabalho tem como objetivo principal o estudo de uma técnica de controle baseada
em dados experimentais e inteligência artificial para levar a bomba centrífuga submersa
(BCS) a operar o mais próximo possível do ponto de melhor eficiência (Best Efficiency Point,
BEP) para diferentes condições de operação. Especificamente é proposta a técnica de Redes
Neuro-Fuzzy (RNF) no método de controle inverso-direto baseado em variáveis operacionais
envolvidas nos experimentos. Este projeto é dividido em duas etapas: na primeira, é projetado o
controlador inverso-direto para buscar a operação da BCS em um ponto desejável de ganho de
pressão através da variação da rotação. Na segunda etapa, o controlador proposto é integrado
em um algoritmo desenvolvido neste projeto para levar a bomba a operar próximo do ponto de
melhor eficiência.
Os dados experimentais foram adquiridos fazendo testes de desempenho e comporta-
mento dinâmico da BCS operando com petróleo ultra viscoso. Três condições de operação da
BCS foram modeladas com base nos dados experimentais para três diferentes viscosidades de
petróleo. A dinâmica da BCS para estas condições foi modelada através das Redes Neurais
Artificiais (RNA). Uma vez obtidos os modelos dinâmicos da bomba para os três casos de
estudo propostos, foi obtido o controlador. Por fim, os resultados dos três sistemas foram
analisados a partir da resposta temporal do sistema em malha fechada. Os resultados obtidos
demostraram que o método de controle baseado em modelo inverso usando redes Neuro-Fuzzy
foi eficaz na resolução deste tipo de problema.
Por outro lado, o algoritmo proposto para levar a bomba a operar próximo do BEP
depende das curvas de eficiência da bomba. Desta forma, uma outra RNA foi proposta para
modelar as curvas de eficiência e conseguir determinar o BEP no regime permanente para
diferentes condições de operação. Finalmente, com os sistemas e o controlador modelado, o
comportamento do algoritmo em uma malha fechada foi verificado através de simulações. Foi
verificado que o algoritmo proposto foi eficaz nas simulações utilizadas.
Palavras-chave: Controle Inverso Direto Neuro-Fuzzy, Redes Neurais Artificiais, Identi-
ficação de Sistemas, Bombas Centrífugas Submersas, Ponto de Melhor Eficiência.
Abstract
The goal of this work is to study of a control technique based on experimental data and
artificial intelligence to bring the Electric Submersible Pump (ESP) to operate as close as
possible to the Best Efficiency Point (BEP) for different operational conditions. Specifically,
the technique of Neuro-Fuzzy Networks (NFN) is proposed in combination with the Direct
Inverse Control method based on the operational variables involved in the experiments. This
work is divided into two steps: in the first step, the direct inverse control is designed to operate
the ESP at a desirable point of pressure gain through the variation of the rotation speed. In the
second step, the proposed controller is integrated into an algorithm developed in this project to
lead the pump to operate near to the Best Efficiency Point.
Experimental data were acquired by performing performance tests and dynamic behavior
of ESP operating with ultra viscous oil. Three ESP operating conditions were modeled based
on experimental data for three different petroleum viscosities. The dynamic behavior of the
ESP for these conditions were modeled through Artificial Neural Networks (ANN). Once the
dynamics of the pump were obtained for the three proposed studies cases, the controller were
modeled. Finally, the results of the three systems were analyzed form the time response of
the closed-loop system. The results obtained demonstrated that the control method based on a
direct inverse control method using Neuro-Fuzzy networks was effective in solving this type of
problem.
On the other hand, the algorithm proposed to operate the ESP near to the Best Efficiency
Point depends on the efficiency curves of the pump. In this way, another Artificial Neural
Network was proposed to model the efficiency curves and to determine the Best Efficiency
Point in a steady state condition for different operational conditions. Finally, with the systems
and the controller modeled, this algorithm was verified through simulations to verify its
behavior in a closed loop. It was verified that the algorithm proposed on different operating
conditions was effective for the proposed simulations.
Keywords: Neuro-Fuzzy Direct Inverse Control, Artificial Neural Networks, Systems Identifi-
cation, Electrical Submersible Pumps, Best Efficiency Point.
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1 Introdução
Na indústria petrolífera existem diferentes formas para a elevação do petróleo do poço até
a superfície, e na literatura encontram-se descritos os métodos de elevação naturais e artificiais.
Entre os métodos artificiais aparecem os métodos de elevação por bombeio, onde se emprega
uma bomba centrífuga instalada abaixo do nível de fluido de modo a superar as perdas de carga
requeridas para o escoamento do fluido até a superfície (Costa, 2012). A bomba centrífuga
submersa (BCS) apresenta vantagens operacionais em relação aos demais métodos de elevação
artificial já que são caracterizadas pelas elevadas vazões de líquidos, conseguindo operar em
poços verticais, horizontais e até inclinados, para aplicações terrestres ou marítimas (Monte
Verde, 2016).
A BCS, que foi inventada por Armais Arutunoff em 1910, é responsável por aproxima-
damente 10% da produção de petróleo no mundo. O sistema de elevação por BCS é formado
por um motor elétrico, protetor, separador de gás, bomba centrífuga de múltiplos estágios, cabo
elétrico e da instrumentação como ilustrado na Figura 1.1. A instrumentação da BCS geral-
mente é instalada na parte inferior do motor elétrico e consiste em sensores para monitorar
continuamente a pressão e temperatura na sucção e na descarga, vibrações mecânicas, corrente
e tensão. O monitoramento contínuo da pressão e temperatura, fornece informações sobre as








Figura 1.1: Instalação de uma BCS convencional. Adaptado de (Costa, 2012).
Nas BCS, o motor elétrico imerso no óleo converte a energia elétrica proveniente da su-
perfície em energia mecânica transmitida ao fluido em forma de incremento de pressão, para
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superar as perdas de carga até a superfície (Takacs, 2009). De forma geral, as BCS são com-
postas por múltiplos estágios, onde cada estágio é composto por um rotor e um difusor. O rotor
pode ser do tipo fixo ao eixo ou flutuante. Ao se girar o rotor, transfere-se energia ao fluido na
forma de velocidade. O difusor é a parte estacionária que redireciona o fluxo transformando a
energia cinética em pressão (Takacs, 2009). A Figura 1.2 ilustra a configuração de um estágio
de uma bomba centrífuga, onde podem ser identificados os componentes básicos.
Rotor
Difusor Eixo
Figura 1.2: Estágio de uma bomba centrífuga submersa (BCS). Adaptado de (Costa, 2012).
O desempenho teórico deste equipamento é calculado a partir das equações de balanço de
massa, quantidade de movimento e energia, sendo frequentemente obtido por simulações nu-
méricas. Para validar estes cálculos, é importante compará-los com testes para prever o compor-
tamento da máquina em diferentes condições de operação (Biazussi, 2014). Destes testes, são
obtidas as curvas características das bombas (vide Figura 1.3) que são importantes para o correto
dimensionamento do sistema e controle do processo de produção de petróleo (Souza, 2014).
Figura 1.3: Curvas características de uma bomba centrífuga. Adaptado de (Pineda, 2016).
A Figura 1.3 ilustra o ponto de melhor eficiência (Best Efficiency Point, BEP), que cor-
responde ao ponto máximo da curva de eficiência da BCS, que em tese, corresponde a um
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ponto ótimo de operação do sistema em termos de eficiência energética. No BEP, a conversão
da energia de velocidade do motor elétrico em energia de pressão por parte da bomba, a uma
determinada vazão de líquido, é ótima para o sistema. Neste ponto, se a velocidade de rotação
da bomba muda, a curva de eficiência muda, e consequentemente o BEP muda também. Por ou-
tro lado, o BEP também pode variar com a viscosidade dos fluidos bombeados e com presença
de gás dentro da bomba.
Nas curvas características das BCS fornecidas pelos fabricantes verifica-se uma faixa de
operação recomendada relacionada à variação das forças axiais que ocorrem nos estágios da
bomba, vibração e vida útil do equipamento. Para rotores flutuantes, a resultante das forças
axiais faz com que o rotor se mova ao longo do eixo (para acima ou para abaixo). Isso pode fazer
com que os componentes se desgastem devido ao atrito. É recomendado que este tipo de bomba
opere dentro da faixa de vazão recomendada para evitar o desgaste prematuro dos componentes.
Como apresentado na Figura 1.4, para vazões acima da faixa recomendada haverá o desgaste
prematuro da parte superior do rotor (upthrust), enquanto que para vazões abaixo desta faixa o
desgaste ocorrerá na parte inferior (downthrust) (Takacs, 2009). Por outro lado, quando a BCS
opera dentro da faixa de operação recomendada de ± 20% do ponto do BEP, a vazão na coluna


























Figura 1.4: Ilustração dos modos de operação da BCS (Souza, 2014).
Como exemplo, na Figura 1.5 pode ser vista a variação de pressão na condição de upthrust
registrada por um programa supervisório. Na condição de upthrust, os rotores são deslocados
para a parte superior do difusor aumentando a potência de acionamento da bomba e bloqueando
parcialmente o escoamento. Neste ponto, a pressão fornecida pela bomba torna-se intermitente.
O procedimento para retornar para a condição de operação estável da bomba, é aumentar a
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contrapressão e diminuir levemente a vazão volumétrica de líquido.
Figura 1.5: Instabilidades nas pressões de entrada e saída em condição upthrust.
Atualmente, a operação da bomba centrífuga submersa é feita através de inversores de
frequência, os quais são usualmente controlados através de controladores do tipo PID. Além
disso, é feito um acompanhamento da produção do poço através dos registros dos sensores
instalados na bomba como: amperagem, pressão e temperatura do sistema. A análise destas
informações permite detetar e corrigir manualmente problemas operacionais logo que surgem.
Um análise destas informações comparativamente com a curva de desempenho da bomba indica
a eficiência de operação do sistema e a ação de controle que deve ser aplicada ao sistema.
Neste contexto, este projeto propõe uma técnica de controle baseada em dados experi-
mentais e inteligência artificial (método de Controle Inverso-Direto com Redes Neuro-Fuzzy)
para levar a bomba a operar perto do ponto do BEP, visando prolongar a vida útil da BCS e
maximizando a produção. O controlador será dividido em duas etapas. Na primeira, será pro-
jetado o controlador inverso-direto a partir de variáveis operacionais para a BCS operar em um
ponto desejável de ganho de pressão (∆𝑝) através da variação da velocidade de rotação (Ω).
Na segunda etapa, o controlador será integrado a um algoritmo que levará a bomba a operar
próximo do ponto do BEP.
Os dados experimentais foram obtidos executando testes em uma BCS HC20000L série
675 de 10 estágios operando com petróleo ultra viscoso. A dinâmica desta BCS foi modelada
através de uma rede neural artificial (RNA) em função das variáveis operacionais, conseguindo
representar o desempenho da BCS no regime transiente e regime permanente para diferentes
condições de operação. O algoritmo proposto para levar a bomba a operar no BEP depende da
curva de eficiência da BCS, e, da mesma forma que a dinâmica da BCS, a eficiência da bomba
foi modelada por uma rede neural artificial.
Deste modo, duas técnicas de inteligência artificial, redes neurais e redes Neuro-Fuzzy,
são acopladas para realizar simulações, estudar a técnica de controle proposta e implementar o
algoritmo para levar a BCS ao ponto de melhor eficiência.
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1.1 Motivação
A principal motivação do uso da técnica das redes Neuro-Fuzzy em sistemas de controle
é que as redes Neuro-Fuzzy combinam a capacidade de aprendizagem das redes neurais com o
alto poder de raciocínio e de decisão obtidos pelos sistemas Fuzzy (Theocharis, 1996). Este tipo
de rede é conveniente para sistemas complexos e não lineares, já que não precisa de um modelo
matemático preciso do sistema para controlá-lo e é bastante intuitivo, sendo descrito com rela-
ções do tipo se-então e com regras quantitativas funcionais (Campos, 2004). Por outro lado, os
métodos de controle Neuro-Fuzzy são derivados diretamente das redes neurais artificiais (Kelly
e outros, 1994), o que significa que as técnicas de controle usadas nas redes neurais artificiais
podem ser implementadas nas redes Neuro-Fuzzy.
Uma outra motivação é o uso das redes neurais para modelar a dinâmica das BCS ope-
rando com escoamento monofásico viscoso, pois as redes neurais artificias oferecem uma al-
ternativa à solução de problemas onde não se possui um modelo do sistema ou a obtenção do
modelo caracteriza um trabalho considerado difícil (Zambrano, 2013). Além disso, as redes
neurais são consideradas aproximadores universais já que existem modelos que são capazes de
aprender com a experiência, adaptar-se facilmente às mudanças em sistemas e trabalhar com
sistemas de múltiplas entradas e múltiplas saídas (Haykin, 2008).
Uma outra motivação na implementação desta técnica de controle é, como mencionado
anteriormente, ter a operação da BCS em uma faixa segura próxima do ponto de melhor efi-
ciência para maximizar a produção de petróleo. Assim, prolonga-se a vida útil dos elementos
que compõem a BCS (rotor e difusor), os quais são afetados pela operação instável da bomba
e, consequentemente as intervenções, que usualmente possuem um alto custo, podem ser redu-
zidas.
Finalmente, neste trabalho é estudada a técnica de controle inverso-direto Neuro-Fuzzy
junto com a técnica das redes neurais para a identificação de sistemas com base em dados expe-
rimentais. Explora-se o desempenho destes tipos de controladores aplicados às bombas centrí-
fugas na indústria petrolífera, visando a implementação destas técnicas nos poços de produção.
1.2 Objetivos
O objetivo deste trabalho é avaliar uma técnica de controle baseado em dados experimen-
tais e inteligência artificial para levar a BCS a operar o mais próximo possível do ponto de
melhor eficiência para diferentes condições de operação. Especificamente é proposta a técnica
de redes Neuro-Fuzzy no método de controle inverso-direto. Por outro lado, são propostas as
redes neurais artificiais para modelar a dinâmica da BCS trabalhando com escoamento viscoso
(petróleo ultra viscoso).
Para atingir este objetivo, foram definidas as seguintes etapas:
∘ Analisar a operação da BCS considerando condições de operação representativas na ban-
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cada experimental para determinar o ponto de operação;
∘ Simular os sistemas de produção e o ponto de operação através da bancada de testes;
∘ Analisar os efeitos da viscosidade e velocidade de rotação sobre as curvas de desempenho
da BCS;
∘ Caracterizar, treinar e validar o modelo de rede neural artificial da dinâmica e do desem-
penho da BCS operando com petróleo ultra viscoso;
∘ Projetar e implementar um controlador Neuro-Fuzzy no método inverso-direto para con-
trolar a BCS representada pela rede neural artificial para operar em um ponto desejável;
∘ Implementar um algoritmo, que acoplado com o controlador, leve a BCS a operar o mais
próximo possível do BEP;
∘ Simular a planta e o controlador para verificar o desempenho da técnica de controle pro-
posta.
1.3 Revisão bibliográfica
Nesta Seção, a revisão bibliográfica de dois tópicos gerais são apresentados: controle em
sistemas envolvendo BCS e BCS operando como escoamento monofásico viscoso.
1.3.1 Controle em sistemas do tipo BCS
Costa (Costa, 2012) propôs um sistema capaz de controlar automaticamente a operação
de bombas centrífugas submersas, via ajuste da velocidade de rotação do motor elétrico. Costa
propôs manter a operação da bomba dentro da faixa recomendada. Foram desenvolvidas técni-
cas de estimativa de variáveis não medidas, possibilitando a automação do poço que não possui
sensores. A estratégia de controle aplicada neste projeto foi a técnica Fuzzy baseada em regras.
O sistema de controle foi avaliado por simulações computacionais e testes reais realizados na
oficina de manutenção da Petrobras em Mossoró.
Jimenez (Jimenez, 2014) fez simulações de um controle robusto do tipo 𝐻∞ para man-
ter o escoamento multifásico na entrada de uma BCS em diferentes condições de operação da
bomba. Jimenez propôs este controlador para uma bancada de testes para automatizá-la com a
finalidade de facilitar o processo de levantamento das curvas de desempenho das bombas testa-
das no Laboratório Experimental de Petróleo (LABPETRO), no Centro de Estudos de Petróleo
(CEPETRO) da Universidade Estadual de Campinas. O controlador foi projetado a partir de um
circuito de testes para BCS virtual que foi modelado empregando formulações físicas e dados
experimentais adquiridos por Monte Verde (Monte Verde, 2011) usando aprendizagem de má-
quinas baseados em máquinas de suporte vetorial para regressão (SVMr). Finalmente, Jimenez
testou o controlador em um circuito de testes virtual mediante simulações em tempo real.
Souza (Souza, 2014) propôs uma técnica de controle Supervisor Fuzzy-PID e Adaptativo
para o bombeio centrífugo submerso operar no ganho de pressão ∆𝑝 desejado, mesmo na pre-
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sença de incertezas e efeitos dinâmicos não modelados. Souza fez experimentos práticos que
possibilitaram o desenvolvimento de modelos a partir de dados medidos. Finalmente, Souza
simulou o controlador para analisar a estabilidade do sinal de controle e da resposta da planta.
Pineda (Pineda, 2016) propôs uma técnica de controle para manter a operação da bomba
em um ponto seguro, mesmo que as condições na sucção mudassem. Além disso, Pineda mo-
delou o desempenho da BCS operando com escoamento bifásico com uma rede neural artificial
baseada em dados experimentais e determinou para quais condições o surging ocorre. Final-
mente, Pineda implementou outra rede neural artificial para controlar a velocidade de rotação
da BCS e simulou a operação do controlador para validar a técnica proposta.
1.3.2 BCS operando com escoamento monofásico viscoso
A seguir são apresentadas algumas das principais referências disponíveis na literatura
sobre o desempenho de bombas centrífugas operando com fluidos viscosos.
Stepanoff (Stepanoff, 1957) fez estudos experimentais para verificar a influência da vis-
cosidade no desempenho de bombas centrífugas. Os testes foram realizados para água e fluidos
com viscosidades de 1 cP até 2020 cP. Stepanoff verificou que para uma velocidade de rotação
constante, a capacidade de elevação e a vazão da bomba diminui com o aumento da viscosidade.
Além disso, Stepanoff identificou que se o desempenho com água é conhecido, é necessário um
fator de correção para obter o desempenho com fluido viscoso. Baseado nos resultados experi-
mentais, o autor propôs um diagrama para os fatores de correção de elevação e eficiência válidos
para o ponto do BEP.
O Hydraulic Institute - USA (Hydraulic Institute, 2010) fez estudos experimentais do
desempenho de bombas centrífugas convencionais de um estágio operando com óleos derivados
do petróleo. Com base nos resultados experimentais, o Hydraulic Institute propôs ábacos que
são usados para a correção da curva de desempenho da bomba operando com fluidos viscoso.














onde o subíndice 𝑤 denota a operação com água e o subíndice 𝑣𝑖𝑠 denota a operação com fluido
viscoso.
Gulich (Gulich, 1999) propôs um modelo semi-empírico de correção de desempenho vis-
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coso baseado na análise de dissipação de energia no interior da bomba. Gulich afirma que devido
ao atrito e viscosidade nos canais do rotor, a bomba apresenta uma degradação no desempenho
quando em operação com fluidos viscosos.
Em Turzo (Turzo e outros, 2000), os ábacos do Hydraulic Institute foram digitalizados e
equações analíticas para cada curva foram ajustadas. Para os autores, os fatores de correção são
função da vazão corrigida 𝑄* dada por:
𝑄* = 𝑒𝑥𝑝
(︂





𝛾 = −7,5946 + 6,66504𝑙𝑛(𝐻𝑤,𝑏𝑒𝑝) + 12,8429𝑙𝑛(𝑞𝑤,𝑏𝑒𝑟), (1.5)
e 𝑞𝑤,𝑏𝑒𝑝 é a vazão de água no BEP, 𝐻𝑤,𝑏𝑒𝑝 é a elevação no BEP e 𝜈 é a viscosidade cinemática
do fluido.
Assim, os fatores de correção 𝐶𝑞 e 𝐶𝜂 podem ser calculados por
𝑐𝑞 = 1,0− 4,0327𝑒−3𝑄* − 1,723𝑒−4(𝑄*)2, (1.6)
𝑐𝜂 = 1,0− 3,3075𝑒−2𝑄* − 2,8875𝑒−4(𝑄*)2. (1.7)
Em Amaral (Amaral, 2007) foi desenvolvido um trabalho teórico e experimental onde se
estudou a influência da viscosidade no desempenho de bombas centrífugas. Amaral propôs um
modelo para previsão do desempenho viscoso e realizou a validação do mesmo, baseando-se em
dados experimentais. O autor comparou os resultados com os valores fornecidos pelos ábacos
do Hydraulic Institute. Os resultados mostraram desvios dentro da faixa de 5% para a elevação,
28% para a vazão e entre −25% e 17% para a eficiência.
Solano (Solano, 2009) estudou o efeito da viscosidade no desempenho de uma BCS de
7 estágios. Com base na análise das equações de quantidade de movimento, conservação de
energia e conservação de massa aplicadas ao rotor da bomba, Solano propôs um modelo para
previsão do comportamento do desempenho de BCS operando com água e glicerina como flui-
dos de trabalho. Além disso, propôs alterações na metodologia de correção do desempenho de
Stepanoff (Stepanoff, 1957), tentando chegar a um cálculo direto e não depender dos diagramas
para os fatores de correção de elevação e eficiência válidos para o ponto do BEP.
Na atualidade, com os avanços computacionais, os trabalhos de dinâmica dos fluidos com-
putacional têm tornado significativo o estudo do desempenho de bombas centrífugas operando
com fluidos viscosos. Sirino (Sirino, 2013) fez simulações numéricas para um estágio da BCS
para escoamentos envolvendo fluidos com viscosidades variando entre 1 cP e 1020 cP. A par-
tir dos resultados, Sirino elaborou as curvas para altura de elevação da bomba e eficiência e
comparou os resultados obtidos com os dados experimentais obtidos em (Amaral, 2007).
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Uma montagem experimental com a finalidade de permitir a avaliação do desempenho da
BCS operando com escoamento viscoso, tanto monofásico como bifásico, foi feita por Monte
Verde (Monte Verde, 2016). Monte Verde investigou os efeitos da velocidade de rotação, pressão
de sucção, vazão de líquido, viscosidade e inclinação da instalação na operação da bomba.
Os resultados experimentais de desempenho monofásico viscoso da bomba foram comparados
com os principais métodos mencionados anteriormente. Finalmente, Monte Verde propôs uma
metodologia de correção específica para o modelo de BCS testado.
1.4 Organização do trabalho
Este trabalho está organizado em sete capítulos e uma seção dedicada às referências bi-
bliográficas.
O Capítulo 1 apresenta uma introdução ao desempenho das bombas centrífugas submersas
(BCS) e características de operação recomendadas pelos fabricantes. Este capítulo apresenta
também o objetivo geral deste trabalho, além de apresentar uma revisão da literatura referente ao
tema de controle em sistemas do tipo BCS e da operação da BCS com escoamento monofásico
viscoso.
No Capítulo 2, os conceitos básicos relacionados às bombas centrífugas submersas (BCS),
às curvas características, ao desempenho da bomba no sistema, ao desempenho da bomba em
escoamento viscoso e à determinação do ponto de operação da BCS no sistema são explicados.
O Capítulo 3 apresenta o desenvolvimento experimental e aquisição dos dados para a
modelagem do controlador Neuro-Fuzzy e das redes neurais artificiais. São apresentados os
dois experimentos feitos: testes de comportamento dinâmico da bomba e teste de desempenho.
O Capítulo 4 apresenta os conceitos básicos das redes neurais artificiais (RNA). Além
disso, este capítulo apresenta a modelagem da dinâmica da BCS e a modelagem da eficiência,
descrevendo os passos necessários para a obtenção destes modelos. Finalmente, estes mode-
los são verificados e comparados com os dados experimentais obtidos para garantir uma boa
aproximação.
No Capítulo 5 é apresentado o projeto do controlador Neuro-Fuzzy. Os conceitos bási-
cos das redes Neuro-Fuzzy, a estrutura, estimação e validação do controlador Neuro-Fuzzy são
apresentados. Além disso, explica-se como foi feita a simulação e como é determinada a respos-
tas em malha fechada do sistema. Finalmente é apresentado o algoritmo proposto neste projeto
para levar a BCS a operar próximo do ponto do BEP para diferentes condições de operação.
O Capítulo 6 apresenta os resultados gerados através de simulações para três casos de es-
tudo diferentes. Algumas discussões para cada caso são apresentadas. Além disso, são mostra-
dos os resultados da validação do algoritmo para operar próximo do ponto de melhor eficiência.
Finalmente as conclusões e sugestões para trabalhos futuros são comentadas no Capítulo
7.
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2 Bombas Centrífugas Submersas
Este capítulo apresenta alguns conceitos básicos referente às bombas centrífugas sub-
mersas. Primeiramente, definições, curvas característica e leis de afinidade são explicados. Em
seguida, o desempenho da bomba centrífuga no sistema é descrito. Finalmente, são descritos
como os desempenhos das bombas diminuem quando operam com escoamento viscoso.
2.1 Conceitos básicos das bombas centrífugas submersas
A bomba centrífuga submersa é uma máquina hidráulica que realiza trabalho sobre um
fluido para transportá-lo de um ponto a outro, sendo considerada um dos melhores métodos para
bombeamento devido ao trabalho com elevadas vazões de líquido (Biazussi, 2014). Estes tipos
de bombas são instalados dentro de poços com o objetivo de aumentar ou viabilizar a produção
de petróleo.
Como mencionando anteriormente, a BCS é um tipo de bomba formada por múltiplos
estágios conectados em série para gerar maiores pressões na descarga a altas vazões. Cada um
destes estágios é formado por dois componentes básicos:
∘ Rotor, fixo ao eixo ou flutuante, que ao girar transfere energia ao fluido na forma de
velocidade.
∘ Difusor, parte estacionária que redireciona o fluxo à medida que reduz a velocidade do
fluido transformando energia cinética em pressão.
Na Figura 1.2 é apresentado um estágio típico de uma BCS. O fluido entra na bomba de
forma axial ao rotor a uma velocidade baixa e é acelerado pelas pás do rotor que giram a altas
velocidades. Em seguida, o fluido escoa entre as pás através dos canais para ser recebido dentro
do difusor, onde a energia cinética fornecida pelo rotor transforma-se em energia potencial na
forma de pressão. Portanto, ao sair do difusor, o fluido possui uma pressão maior. Uma vez que
os estágios são montados em série, o processo de ganho de pressão é repetido e a pressão do
fluido aumenta dependendo do número de estágios (Takacs, 2009).
As bombas centrífugas são classificadas segundo a direção de saída do fluido do rotor.
Assim, podem ser classificadas em três tipos diferentes: axiais, radiais e mistas. De acordo
com a vazão de produção desejada, as BCS são geralmente do tipo radial ou misto. As bombas
do tipo radial (Figura 2.1a) são usadas para baixas vazões de produção até 4000 bpd (barris
por dia), enquanto as bombas de tipo misto (Figura 2.1b) são usadas para gerar produções de









(b) BCS de fluxo misto
Figura 2.1: Classificação das BCS segundo os estágios. Adaptado de (Monte Verde, 2011).
2.2 Curvas características das bombas centrífugas
As curvas características das bombas centrífugas representam a trajetória de desempenho
e a faixa de operação recomendada pelo fabricante. Estas curvas são obtidas executando testes
com água à temperatura de 60∘F com velocidade de rotação constante de 3500 RPM como
recomendado pela Norma API RP 11S2. Enquanto a velocidade de rotação é mantida constante,
é variada a taxa de bombeamento reduzindo o fluxo na descarga da bomba (Takacs, 2009).
Durante o teste, é medida a vazão de líquido, pressão na sucção e na descarga e a potência
mecânica. Destes testes, são obtidas três curvas características de desempenho: carga (Head)
em função da vazão, potência mecânica (ou Break Horsepower, BHP) em função da vazão e
eficiência em função da vazão, conforme ilustra a Figura 1.3.
O Head, carga ou altura manométrica, é definido como a energia por unidade de peso





onde 𝜌 é a massa específica do fluido, ∆𝑝 é o incremento de pressão através da bomba e 𝑔 é a
aceleração da gravidade.
A potência requerida para o funcionamento da bomba é denominada potência mecânica
𝑃𝑚 (ou também BHP). Esta potência pode ser determinada através do torque aplicado ao eixo
de acionamento da bomba 𝑇𝑒𝑖𝑥𝑜,
𝑃𝑚 = Ω𝑇𝑒𝑖𝑥𝑜, (2.2)
onde Ω é a velocidade de rotação da bomba.
A potência efetiva entregue ao fluido bombeado é a potência hidráulica, 𝑃ℎ, definida como
o produto da vazão volumétrica pelo diferencial de pressão da bomba,
𝑃ℎ = ∆𝑝𝑄𝐿. (2.3)
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Assim, a eficiência da bomba 𝜂 é definida como a relação entre a potência efetiva entregue








Na Figura 1.3 pode-se verificar que na curva de eficiência em função da vazão existe um
ponto de máximo denominado ponto de melhor eficiência, BEP, o qual representa o ponto ótimo
de operação da bomba em termos de eficiência energética. A faixa de operação recomendada
pelo fabricante é definida para cada frequência específica de acionamento da bomba.
Variações na frequência do motor da bomba impõem variações no Head, no BHP, na
eficiência, na vazão e consequentemente acarreta alteração no ponto BEP (Costa, 2012). As
relações entre estas variações são conhecidas como leis de afinidade.
2.3 Leis de afinidade
As leis de afinidade são relações que determinam o desempenho de uma bomba em uma
velocidade de rotação diferente à que foi especificada pelo fabricante durante os testes (Ta-
kacs, 2009). Estas leis são válidas para água e fluidos de baixa viscosidade. Dados dois pontos
de operação da bomba definidos para velocidades de rotações Ω1 e Ω2, sendo o subíndice 1 a
condição inicial e o subíndice 2 sendo um ponto de operação desejado, das leis de afinidade
pode-se concluir que:























A variação da velocidade de rotação de um motor de indução depende da frequência de
acionamento. Se a frequência de alimentação é modificada, a velocidade de rotação é alterada.
Em uma BCS, o inversor de frequência possibilita a operação do motor da BCS em diversas
frequências, e assim, obtém-se maiores ou menores velocidades de rotação (Souza, 2014).
Os efeitos das mudanças de velocidade na elevação (ou ganho de pressão) de uma bomba
centrífuga são representados esquematicamente na Figura 2.2, onde as curvas ∆𝑝 × 𝑄 para
diferentes velocidades de rotação são representadas para um caso hipotético. Pode-se verificar
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que diminuir a velocidade de Ω1 para Ω5 envolve elevações menores para rotações menores. As
linhas tracejadas conectam os pontos nas diferentes curvas de elevação com a mesma eficiência
associada a cada velocidade de rotação, mostrando que velocidades mais altas produzem os



















Vaza˜o volume´trica de lı´quido QL
Figura 2.2: Variação da elevação e vazão volumétrica. Adaptado de (Takacs, 2009).
2.4 Desempenho da bomba no sistema
Esta seção descreve a curva que representa a performance do reservatório (IPR), o gra-
diente de pressão ao longo da tubulação e como é determinado o ponto de operação da BCS
no sistema. Assim, o desempenho da bomba no sistema depende das características do fluido
bombeado, do reservatório e dos acessórios que compõem o sistema. Neste projeto, a curva que
representa a performance do reservatório, as perdas ao longo da tubulação e o ponto de operação
da BCS foram representados experimentalmente em uma bancada de BCS para obter dados do
comportamento da bomba para diferentes condições de operação.
2.4.1 Curva IPR de reservatório
O cálculo ou previsão do comportamento dinâmico de um poço consiste em medir sua
capacidade desde o início da vida útil por meio de testes de produção com vazão constante,
medindo-se a correspondente pressão de fundo do poço 𝑃𝑤𝑓 . Após terminar o teste, o poço é fe-
chado, e posteriormente é medido o valor da pressão estática 𝑃𝑟 (pressão do reservatório). Com
estes valores, calcula-se o valor do 𝐼𝑃 (Índice de Produtividade) do poço (Thomas, 2001). Os
gráficos onde são apresentados estas informações são conhecidos como curvas de Performance
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do Reservatório, IPR (Inflow Performance Relationships).
A performance de um poço varia ao longo do tempo, mas é considerada constante durante
um determinado período de produção (meses ou anos). A curva IPR representa a capacidade de
vazão volumétrica por diferencial de pressão fornecido pelo reservatório. Logo, para cada vazão
de líquido 𝑄𝐿 produzido pelo reservatório há um valor de pressão de fundo 𝑃𝑤𝑓 disponível nos
canhoneados (Souza, 2014). Estes canhoneados são perfurações feitas no interior do poço para
ligação com o reservatório.
Existem vários tipos de modelos de IPR. O modelo linear é valido para reservatórios com
pressão estática e pressão de fundo acima da pressão de saturação. Neste modelo, é usada a
equação de Darcy para obter a curva, ou seja,
𝑄𝐿 = 𝐼𝑃 (𝑃𝑟 − 𝑃𝑤𝑓 ) , (2.8)
onde 𝑃𝑟 e a pressão estática, 𝑃𝑤𝑓 é a pressão no fundo do poço associada a uma vazão volu-
métrica 𝑄𝐿 e o 𝐼𝑃 é o índice de produtividade. Para o modelo linear de uma curva IPR de
reservatório, se a pressão no fundo do poço aumenta, a vazão volumétrica de líquido diminui









Vaza˜o volume´trica de lı´quido
Figura 2.3: Curva IPR do reservatório para modelo linear.
2.4.2 Gradiente de pressão
Para que o fluido seja transportado continuamente por toda a coluna de produção, é neces-
sário que exista uma diferença de pressão suficiente para vencer as perdas por elevação (coluna
hidrostática), as perdas por atrito e perdas por aceleração (normalmente desconsideradas em
alguns processos devido a que estas perdas são muito menores que comparadas com as outras)
(Oliveira, 2003). Desta forma, define-se a variação ao longo do comprimento do sistema como
sendo o gradiente de pressão ou balanço de energia potencial.
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O gradiente devido à elevação corresponde ao gradiente hidrostático do fluido e é função
unicamente da sua densidade. O gradiente por atrito existe sempre que houver movimentação
de fluidos, e é função do diâmetro do tubo e rugosidade da coluna de produção, o que significa
que para vazões maiores as perdas por atrito são maiores. As perdas por atrito representam de
5% a 20% das perdas de carga total do sistema e as perdas por elevação representam de 80% a
90% das perdas de carga total (Oliveira, 2003).
Desta forma, o gradiente total em escoamento monofásico em regime permanente na co-
















onde 𝐿 é o comprimento da linha de produção.
Finalmente, o gradiente de pressão para uma instalação de BCS é apresentado na Figura
2.4, onde podem ser verificadas a pressão de fundo 𝑃𝑤𝑓 , a pressão de sucção da bomba 𝑃𝑠, o
ganho de pressão que a bomba fornece ao sistema ∆𝑝, a pressão de descarga 𝑃𝑑, o gradiente na
tubulação, a pressão na cabeça do poço 𝑃𝑐𝑎𝑏 e o nível dinâmico do poço. O nível dinâmico é
definido como a distância entre a superfície e o nível de líquido no espaço anular (espaço entre
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Figura 2.4: Gradiente de pressão em uma instalação de BCS. Adaptado de (Takacs, 2009).
Nesta figura, a pressão no ponto 1 diminui até chegar no ponto 2 (sucção da bomba) pela
queda de pressão hidrostática e por atrito. Do ponto 2 ao ponto 3 há um ganho de pressão no
sistema fornecido pela bomba. Do ponto 3 ao ponto 4 existe uma queda de pressão hidrostática
e por atrito até chegar na cabeça do poço.
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2.4.3 Determinação do ponto de operação da BCS no sistema
Da curva elevação em função da vazão (∆𝑝 × 𝑄𝐿) pode-se observar a energia por uni-
dade de peso que a bomba é capaz de fornecer ao fluido em função da vazão como mostrado
na Equação 2.1 e na Figura 1.3. Para estabelecer o ponto de operação da bomba no sistema,
é necessário determinar a pressão ou altura que precisa ser entregue ao sistema por parte da
bomba em função da vazão bombeada (Costa, 2012). Desprezando a distância entre a sucção
e a descarga em relação ao comprimento da bomba, o ganho de pressão pode ser expressado
como:
𝑃𝑑 − 𝑃𝑠 = 𝜌𝑔𝐻, (2.10)
ou ainda
∆𝑝𝑟𝑒𝑞 = 𝜌𝑔𝐻, (2.11)
onde 𝑃𝑑 é a pressão na descarga e 𝑃𝑠 é a pressão na sucção da bomba. A diferença entre 𝑃𝑑 e
𝑃𝑠 será a pressão requerida ∆𝑝𝑟𝑒𝑞.
A pressão requerida é a pressão necessária a montante de um sistema de escoamento
suficiente para vencer as forças contrárias ao fluxo. A pressão requerida deve vencer a perda de
carga por atrito, a coluna hidrostática e atender a pressão necessária no final da linha.
Considerando várias vazões de operação, é possível, através de cálculos de perda de carga
em escoamento monofásico ou multifásico e análises nodais, obter a curva requerida pelo sis-
tema (ou Outflow Performance Curve, OPR). Esta curva será função da pressão requerida e da
vazão de líquido (Costa, 2012).
Na Figura 2.5, pode-se verificar uma curva IPR do reservatório e a curva requerida pelo
sistema (OPR). Se as duas curvas se interceptam em um ponto, o sistema é considerado sur-
gente para a pressão e vazão onde o ponto interceptou. Se as curvas não interceptam nenhum
ponto, o sistema é considerado não surgente e precisa de uma pressão extra (∆𝑝) para garantir
o escoamento até a superfície. Essa pressão extra deverá ser fornecida pela bomba. Em alguns
caso, mesmo que o poço seja considerado surgente, a bomba centrífuga submersa é usada para
aumentar a produção do poço. Na Figura 2.5, 𝑃𝑟 é a pressão estática do reservatório, 𝑃𝑑𝑖𝑠𝑝 ou
𝑃𝑤𝑓 é a pressão disponível para a vazão de líquido 𝑄𝐿 que o reservatório fornece ao sistema,
𝑃𝑟𝑒𝑞 é a pressão que o sistema requer para vencer as perdas e ∆𝑝 é a pressão entregue pela
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Figura 2.5: Necessidade de elevação artificial.
Em regime permanente, o ponto de operação é o ponto de intersecção da curva que a
bomba precisa fornecer ao sistema com a curva pressão versus vazão disponível pela bomba
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Figura 2.6: Ponto de operação da bomba no sistema. Adaptado de (Costa, 2012).
O ponto de operação pode variar em função de fatores que afetem a curva do sistema
ou a curva da bomba. Logo, o sistema pode ser afetado pela abertura de válvulas na superfície
(variando pressão na cabeça do poço), mudanças da vazão, pressão de fluxo no fundo do poço,
viscosidade do fluido, presença de gás livre nas linhas, aumento da velocidade de rotação entre
outros (Costa, 2012). O desempenho da bomba no sistema é degradado pela presença de gás na
bomba e na tubulação, e também devido a fluidos de alta viscosidade.
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2.5 Desempenho da BCS em escoamento viscoso
A BCS operando com fluidos viscosos possui o desempenho como mostrado na Figura
2.7, reduzindo a energia transferida ao fluido e a eficiência, enquanto aumenta a potência mecâ-
nica no processo de bombeamento. A faixa ótima de operação da BCS trabalhando com fluidos
viscosos é menor do que a operação com água (Solano, 2009). Quando o fluido é mais viscoso,
as perdas por atrito são maiores, o que faz com que parte da energia entregue pela bomba seja
convertida em calor e não em pressão. Pode-se inclusive chegar ao caso em que o bombeio pare




































Figura 2.7: Degradação do desempenho das BCS operando com fluido viscoso.
Na Figura 2.7 as linhas tracejadas são as curvas de desempenho para a BCS quando ope-
rando com fluido viscoso e as linhas contínuas representam o desempenho da BCS quando
operando com água. Além disso, pode ser observado que o ponto de melhor eficiência muda
para a parte inferior esquerda do gráfico, o que significa que o ponto do BEP estará dado para
uma vazão volumétrica de líquido e ganho de pressão menores.
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3 Desenvolvimento Experimental
Neste capítulo são apresentadas as etapas feitas para a obtenção dos dados experimentais
usados neste projeto. A instalação experimental, a instrumentação e o sistema de aquisição de
dados são descritos. Em seguida, são apresentados os dois tipos de testes propostos: 1) teste
de desempenho da BCS e 2) teste de comportamento dinâmico. Para cada um dos testes é
explicado o procedimento adotado para realizar os experimentos. Finalmente, são apresentadas
as duas matrizes de testes propostas e desenvolvidas.
3.1 Circuito de testes
Os experimentos foram realizados em uma bancada de testes de BCS no Laboratório Ex-
perimental de Petróleo “Kelsen Valente Serra"(LABPETRO), no Centro de Estudos de Petróleo
(CEPETRO) da Universidade Estadual de Campinas. Esta bancada foi financiada pela empresa
Queiroz Galvão Exploração e Produção e recentemente construída. O sistema foi especialmente
projetado para medir o desempenho da bomba Baker Hughes® HC20000L, série 675, de 10 es-
tágios operando com uma mistura de petróleo ultra viscoso e diesel. O layout esquemático da
bancada utilizada nos testes é mostrado na Figura 3.1.
Figura 3.1: Layout do sistema de testes de BCS. Adaptado de (Biazussi e outros, 2018).
Esta bancada é composta por duas linhas: linha de água e linha de petróleo. A linha de
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petróleo está composta por um tanque (T1) utilizado para armazenar o fluido. Na saída do
tanque, é acoplada uma bomba de deslocamento positivo de dois parafusos para bombear o
fluido até o trocador de calor (esta bomba consegue simular a curva IPR do reservatório de um
sistema de produção). O fluido bombeado passa por um trocador de calor para ter a temperatura
controlada. Após a saída do trocador de calor, há um medidor de vazão mássica do tipo Coriolis.
Uma vez medida a vazão mássica, o fluido chega na entrada da bomba centrífuga e a pressão
aumenta através dos 10 estágios. Na saída da bomba centrífuga é instalada uma válvula choke
para simular as perdas de pressão em um sistema de produção real.
A linha de água é fundamental para o circuito, já que o circuito é fechado e o petróleo
tende a se aquecer durante os testes. Assim, na linha de água é instalado um controle de tem-
peratura para manter a temperatura do óleo constante. Este controle é composto pelo Chiller,
trocador de calor e resistências. Na saída do tanque, a água pode ser usada para esquentar ou
esfriar o petróleo. Se for usada para esfriar, passa pelo Chiller e vai para o trocador de calor.
Caso seja usada para esquentar, a água passa por um sistema de resistências para ser aquecida
e logo depois entrar no trocador de calor. Este aspecto é fundamental, pois nessa bancada a
viscosidade do petróleo é controlada através da temperatura.
Para todos os motores que compõem este sistema, são usados variadores de frequência
permitindo uma operação flexível da bancada. Na Tabela 3.1, podem ser verificados os princi-
pais equipamentos que compõem o circuito de testes.
Tabela 3.1: Equipamentos do circuito de testes para BCS.
Equipamento Modelo Características
Motor elétrico (booster) WEG Trifásico 380 V / 8 polos / 220 KW
Motor elétrico (BCS) Siemens Trifásico 380 V / 2 polos / 150 KW
Bomba centrífuga
Baker Hughes
HC20000LS 10 estágios / 6 polegadas
Bomba de Deslocamento
Positivo Netzsch/Nemo®
Pressão máxima 25 Bar
Vazão de líquido nominal 200 m3/h
Inversor de frequência
(BCS) Baker Hughes
Trifásico 380 - 480 V / 206 - 260 KVA
329 A / 50 - 60 Hz
Inversor de frequência
(booster) WEG CFW - 11 T rifásico 380 - 480 V / 477 A / 50 - 60 Hz
Tanque de armazenamento - Capacidade 6,7 m3
Trocador de calor BEM 𝜙254 Capacidade 230000 kCal/h
Chiller - Capacidade 208000 kCal/h
Medidor de fluxo e densidade -
Pressão máxima 50 Bar
Vazão de líquido nominal 15200 lb/min
39
3.2 Instrumentação e sistema de aquisição de dados
A instrumentação do circuito é composta por 10 sensores de pressão diferencial (distri-
buídos pelos 10 estágios), 2 sensores de pressão manométrica (entrada e saída da bomba), seis
sensores de temperatura (distribuídos na entrada, na saída e nos estágios 2, 4, 6 e 8 da bomba),
um torquímetro e um medidor de vazão mássica. As válvulas, sistema de controle e variadores
de frequência são controlados remotamente por sinais analógicos (±10 V ou 4 - 20 mA). A
alimentação elétrica desta bancada é feita por um gerador elétrico e todos os instrumentos de
medição são integrados em um sistema de aquisição de dados. Na Tabela 3.2 estão especificadas
as características dos instrumentos de medida utilizados na bancada experimental.
Tabela 3.2: Instrumentos de medição do circuito de teste para BCS.
Instrumento Modelo Capacidade
Termopar PT 100 RTD 0 - 100 ∘C
Transdutor de pressão diferencial Rosemount 2051 CD -300 / +300 kPa
Transdutor de pressão manométrica Rosemount 2051 TG 0 - 4000 kPa
Torquímetro MCRT 390041X 0 - 1130 Nm
Vazão mássica de líquido Micro Motion 2700 R 0 - 545000 kg/h
Válvula globo (choke) GBR - NT1000L 20 - 100 psi
Aquisição de sinais
National Instruments
NI CompactDAQ 9188 -





O sistema de aquisição de dados é composto por um módulo de aquisição de dados Na-
tional Instruments® com um programa desenvolvido no software LabView®. Este programa
permite a interação com o sistema de testes, permitindo monitorar as variáveis do sistema, ope-
rar os equipamentos remotamente e armazenar os dados adquiridos em tempo real. Na Figura
3.2 pode-se observar a interface do programa mencionado anteriormente.
Os dados adquiridos dos instrumentos de medição foram filtrados usando um filtro de mé-
dia móvel com uma janela de 1,5 segundos visando a eliminação dos ruídos elétricos induzidos
pelos motores e inversores de frequência instalados no laboratório.
As variáveis medidas nos experimentos podem ser verificadas na Tabela 3.3.
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Figura 3.2: Interface do programa de controle e aquisição de dados (LabView®).
Tabela 3.3: Variáveis medidas nos testes da BCS.
Variável Definição Unidade
𝑃𝑠 Pressão na sucção kPa
𝑃𝑑 Pressão na descarga kPa
∆𝑝𝑛 Diferencial de pressão por estágio kPa
𝑇𝑠 Temperatura na sucção ∘C
𝑇𝑛 Temperatura nos estágios 2, 4, 6 e 8 ∘C
𝑇𝑑 Temperatura na descarga ∘C
𝜇 Viscosidade do petróleo cP
?˙?𝐿 Vazão mássica de líquido kg/h
𝜌𝐿 Massa específica do petróleo kg/m3
𝑇𝑒𝑖𝑥𝑜 Torque do motor N.m
3.3 Testes propostos
Para o desenvolvimento deste projeto, foram propostos dois tipos de testes: 1) teste de
desempenho para obter e modelar as curvas de eficiência da BCS (Biazussi e outros, 2018), e 2)
testes para obter a resposta temporal do sistema e modelar a dinâmica da BCS como apresentado
no diagrama de blocos da Figura 3.3. Os dados experimentais obtidos durantes estes testes foram




















Pelas redes neurais Pelas redes neurais
Figura 3.3: Diagrama de blocos do desenvolvimento experimental.
Os testes propostos foram realizados com uma mistura de petróleo ultra viscoso e diesel
devido a alta viscosidade do petróleo disponível. Na Figura 3.4 é apresentada a correlação entre
a viscosidade da mistura usada nos testes e a temperatura. O petróleo ultra viscoso usado nestes
testes foi fornecido pela empresa Queiroz Galvão Exploração e Produção. Nesta figura pode-
se observar que a maior temperatura o fluido apresenta uma menor viscosidade. A análise das
propriedades da mistura de petróleo foram feitas através de ensaios realizados anteriormente no
Laboratório de Garantia de Escoamento (LGE) do Centro de Estudos de Petróleo (CEPETRO)
(Biazussi e outros, 2018).























Figura 3.4: Viscosidade da mistura em função da temperatura.
Os testes neste projeto foram projetados para o sistema operar com uma viscosidade na
faixa de 200± 20 cP até 1100± 30 cP com temperaturas de operação entre 30∘C e 40∘C.
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3.3.1 Testes de desempenho
Estes testes foram realizados e projetados por Biazussi e Estrada em (Biazussi e ou-
tros, 2018) para determinar o desempenho da BCS operando com fluido viscoso. Os dados
obtidos durante estes testes foram usados para a modelagem da eficiência da BCS por meio
das redes neurais artificiais para diferentes condições de operação. O procedimento de operação
para a obtenção dos dados para o teste de desempenho estabelecidos por Biazussi em (Biazussi
e outros, 2018) é descrito a seguir:
1. Ligar a bomba booster e aumentar gradualmente a velocidade de rotação. Ligar a bomba
BCS e fixar uma rotação desejada (a velocidade de rotação será mantida constante durante
todo o teste);
2. Com a abertura da válvula choke e ajuste da velocidade de rotação da bomba booster,
ajustar a pressão de entrada e a vazão volumétrica de líquido da bomba BCS no ponto de
vazão máxima evitando a cavitação da BCS;
3. Indicar a temperatura desejada, que será mantida constante durante o teste, garantindo
uma viscosidade constante;
4. Na condição de vazão máxima com pressão positiva na entrada da BCS e temperatura
desejada, inicia-se a aquisição dos dados;
5. Após registrados os dados, diminuir gradualmente a velocidade de rotação da bomba
booster e fechar a válvula choke na saída da BCS, a fim de reduzir a vazão de líquido do
sistema, manter a pressão na entrada da BCS e aumentar a pressão na descarga;
6. Espera-se pela estabilização do sistema e obtém-se uma nova aquisição;
7. Repetir os passos 5 e 6 até a condição próxima à condição de bloqueio da BCS.
Para o procedimento anteriormente descrito, cada ponto adquirido é tomado a uma taxa
de amostragem de 1000 Hz durante 30 segundos gerando um total de 30000 amostras. Com
estas amostras é calculada a média e finalmente é obtido um ponto da curva de eficiência da
BCS. Na Figura 3.5, pode ser verificada uma das curvas experimentais da eficiência da bomba.





















Figura 3.5: Curva experimental da eficiência da bomba operando com petróleo ultra viscoso.
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Na matriz de testes de desempenho estabelecida em (Biazussi e outros, 2018), foram defi-
nidas quatro rotações da BCS e cinco viscosidades diferentes como apresentado na Tabela 3.4.
Na coluna da viscosidade o símbolo de ± denota que a viscosidade está em torno da média
do valor apresentado devido à dificuldade de manter a temperatura constante durante os tes-
tes na bancada experimental. Durante os testes experimentais, foram evidenciadas dificuldades
para controlar a temperatura do petróleo em 30∘C (viscosidade entorno de 980 cP) (Biazussi
e outros, 2018).
Tabela 3.4: Matriz de teste de desempenho (Biazussi e outros, 2018).
Rotação RPM Viscosidade cP Curvas Total de amostras
1800 230± 9, 319 ± 10 4 134
2400 230± 9, 319 ± 10, 447± 30, 645 ± 35 4 180
3000 230± 9, 319 ± 10, 447± 30, 645 ± 35 4 201
3500 230± 9, 319 ± 10, 447± 30, 645 ± 35, 980 ± 38 5 265
3.3.2 Testes de comportamento dinâmico
Os testes para obter o comportamento dinâmico da BCS foram realizados e projetados
para a representação da resposta temporal do sistema com as redes neurais artificiais quando
aplicado um degrau de velocidade de rotação na BCS. Os dados adquiridos no tempo foram
salvos tanto no regime permanente como no regime transiente. Os procedimentos de operação
para a obtenção dos dados para o teste de comportamento dinâmico são descritos a seguir:
1. Ligar a bancada experimental;
2. Ligar a bomba booster. Ligar a bomba BCS e definir a velocidade de rotação inicial
desejada;
3. Definir uma velocidade de rotação da bomba booster e percentagem da válvula choke
para ajustar uma pressão na entrada e vazão volumétrica de líquido desejada na BCS
simulando uma curva IPR de reservatório (condições iniciais para o testes). A pressão na
entrada deve ser suficientemente alta para evitar a cavitação da BCS durante os testes, já
que, aumentando a rotação da BCS, a pressão na entrada diminui enquanto a pressão na
descarga aumenta;
4. Indicar a temperatura desejada, tentando manter a viscosidade constante;
5. Esperar pela estabilização do sistema e começar a adquirir os dados. Neste momento, a
aquisição dos dados não deve ser interrompida até o teste terminar;
6. Após iniciada a aquisição dos dados, aumentar a velocidade de rotação da BCS passando
do valor inicial para o valor desejado de velocidade de rotação;
7. Espera-se pela estabilização do sistema;
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8. Após a estabilização do sistema, aumentar a velocidade de rotação da BCS novamente
passando do valor atual para o próximo valor de velocidade de rotação desejado;
9. Monitorar constantemente, assegurando que nos passos 6, 7 e 8 exista pressão na entrada
suficiente para poder aumentar a rotação da BCS sem apresentar cavitação;
10. Quando o sistema estiver próximo da cavitação (pressão menor que 0,2 bar na entrada da
BCS), deve-se começar a diminuir a rotação da BCS gradualmente até voltar às condições
iniciais.
Para o procedimento anteriormente descrito, foi adquirida uma amostra a cada 0,03 se-
gundos por cada canal do instrumento de aquisição de dados descrito na Tabela 3.2. Isso cor-
responde a uma frequência de amostragem de 33 Hz.
Nas Figuras 3.6 e 3.7 são apresentados alguns dos resultados obtidos durante os testes de
comportamento dinâmico propostos para validar a resposta temporal do sistema. A configuração
deste teste foi definida da seguinte forma: percentagem de abertura da válvula choke de 6,5%,
velocidade de rotação da bomba booster de 150 RPM e temperatura de operação de 30∘C. Os
degraus de velocidade de rotação impostos neste teste foram de 2000 RPM até 3400 RPM com
passo de 200 RPM.
Nas Figuras 3.6a e 3.6b, pode ser verificada a resposta temporal obtida para o ganho de
pressão e vazão volumétrica de líquido da BCS, respetivamente, quando aplicado um degrau
de subida e de descida na velocidade de rotação de 2000 a 3400 RPM com passo de 200 RPM
operando com petróleo. Nestas figuras, pode-se observar os regimes transientes e permanentes.

























(a) Resposta temporal do ganho de pressão.






























(b) Resposta temporal da vazão volumétrica de
líquido.
Figura 3.6: Resposta temporal da bomba HC20000L quando aplicados degraus de rotação.
Na Figura 3.7a pode ser verificada a temperatura na sucção da BCS durante o teste pro-
posto para a configuração anteriormente definida. A temperatura aumentou em aproximada-
mente 1,5∘C quando a velocidade de rotação da BCS foi aumentada. Para o instante que a
rotação da BCS é diminuída, a temperatura diminui em aproximadamente 1∘C. Na Figura 3.7b
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pode ser verificada a viscosidade obtida durante o tempo de teste. O aumento de 1,5∘C faz
com que a viscosidade reduza aproximadamente 130 cP, e a redução de 1∘C faz como que a
viscosidade aumente em torno de 65 cP.




























(a) Temperatura do fluido.





















(b) Viscosidade do fluido.
Figura 3.7: Temperatura e viscosidade do fluido durante o teste proposto.
Durante a realização dos testes de comportamento dinâmico, foram observados alguns
picos nas respostas temporais das variáveis que dependem da rotação (ganho de pressão, vazão
volumétrica de líquido, entre outros). Estes picos aparecem para rotações de 2400, 2800 e 3000
RPM. A causa da aparição dos picos não foi identificada, mas isso pode ser devido ao variador
de frequência, já que como mencionado anteriormente, estes picos foram observados para todas
as variáveis que dependiam da velocidade de rotação (vide Figura 3.6a e Figura 3.6b). Além
disso, observa-se variações na temperatura durante os testes, mesmo com o sistema de controle
de temperatura. Isso pode estar relacionado às variações de velocidade de rotação da BCS.
A matriz de testes para determinação do comportamento dinâmico foi projetada para obter
a dinâmica da BCS para diferentes condições de operação. Foram definidas várias condições
inicias de pressão na sucção e vazão volumétrica de líquido na entrada da bomba (simulando
diferentes curvas de reservatório), variando a velocidade de rotação da bomba booster (Ω𝐵) e
a percentagem de abertura da válvula choke (𝐶𝐾), com o fim de simular diferentes curvas de
sistemas em uma ampla faixa de ganho de pressão e vazão volumétrica de líquido.
Inicialmente foram definidas três temperaturas de operação tentando mantê-las constante
durante os testes. Em seguida, foram definidas 15 configurações de rotação da bomba booster
(Ω𝐵) e percentagem de abertura da válvula choke (𝐶𝐾) como apresentado na Tabela 3.5. O
passo nos degraus de rotação foi de 200 RPM tanto na subida, como na descida.
Das condições iniciais dadas pela velocidade de rotação da bomba booster, a percentagem
de abertura da válvula choke e os aumentos da rotação da BCS durante os experimentos, podem
ser obtidos diferentes “sistemas” na bancada experimental da BCS. Neste trabalho, denomina-se
sistema à configuração de parâmetros iniciais da bancada, tais como: velocidade de rotação da
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2000 - 3400 150 6,5
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2000 - 3400 170 6,5
2000 - 3400 190 7,0
2000 - 3000 210 8,0
2000 - 3000 230 9,0
2000 - 3200 170 7,0
35
2000 - 3400 220 7,5
2000 - 3400 260 8,0
2000 - 3200 310 10,0
2000 - 3200 350 11,0
2000 - 3200 195 8,0
30
2000 - 3400 245 9,0
2000 - 2800 230 10,0
2000 - 3000 290 11,0
2200 - 3200 340 12,5
bomba booster e percentagem de abertura da válvula choke, que aproximam uma situação real
de uma curva IPR de reservatório e uma perda de carga em uma linha de produção. Desta forma,
da matriz de teste apresentada na Tabela 3.5, foram obtidos quinze sistemas diferentes com
quinze respostas temporais para o ganho de pressão, vazão volumétrica de líquido, viscosidade,
entre outros.
Na Figura 3.8 podem ser verificadas três curvas características de sistema obtidas para
condições iniciais diferentes. O primeiro sistema é dado para uma velocidade de rotação da
bomba booster de 230 RPM, percentagem de abertura da válvula choke de 10% e temperatura
de operação de 30∘C. O segundo sistema é definido para uma velocidade de rotação da bomba
booster de 350 RPM, percentagem de abertura da válvula choke de 11% e temperatura de ope-
ração de 35∘C. O terceiro sistema é dado para uma velocidade de rotação da bomba booster de
190 RPM, percentagem de abertura da válvula choke de 7% e temperatura de operação de 40∘C.
Na Figura 3.8 pode ser verificado que com o aumento da velocidade de rotação da bomba
booster e da percentagem de abertura da válvula choke, a pressão requerida pelo sistema é
menor. Foi observado que para uma maior velocidade de rotação da bomba booster, a pressão
na entrada da bomba era menor, e consequentemente a vazão volumétrica de líquido era maior
(simulando uma curva de reservatório). Foi observado que para uma maior percentagem de
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booster 230 RPM - choke 10 % - Temp - 30 ◦C
booster 350 RPM - choke 11 % - Temp - 35 ◦C
booster 190 RPM - choke 7% - Temp - 40 ◦C
Figura 3.8: Curva de sistema obtidas dos testes de comportamento dinâmico.
abertura da válvula choke, a perda de carga no sistema era menor, como esperado.
Na bancada experimental a velocidade de rotação da BCS não é adquirida como uma
variável de entrada de forma direta no sistema de aquisição, já que a bancada não tinha um
instrumento de medida (tacômetro) instalado como pode ser verificado na Tabela 3.2. O sinal
de rotação desejado é enviado através da interface do programa de controle (vide Figura 3.2) até
o inversor de frequência da BCS. Embora não tenha sido possível obter a rotação da BCS como
uma variável medida de forma direta, registrou-se as variações de rotação dadas ao programa
de controle (vide Figura 3.9). A dinâmica do inversor de frequência da BCS, as perdas na
tubulação, os tempos de resposta das variáveis do sistema e demais fenômenos ocorridos durante
os experimentos foram contemplados nos dados adquiridos.


















Figura 3.9: Sinal de rotação dado à interface do programa de controle e aquisição de dados.
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4 Redes Neurais Artificiais na Modelagem do Sistema
Este capítulo apresenta alguns conceitos básicos referentes ao estudo das redes neurais
artificiais. Primeiramente, definições básicas das RNA são apresentadas. Em seguida, a fase de
aprendizado como um problema de otimização é descrita. Logo, é definido o conceito de gene-
ralização das RNA e validação cruzada. Em seguida, os critérios de desempenho são descritos
e é apresentada a modelagem de sistemas baseados nas RNA. Finalmente, as modelagens do
desempenho e dinâmica da BCS são apresentados.
4.1 Conceitos básicos das redes neurais artificiais
As redes neurais artificiais (RNA) são aproximadores não lineares e podem ser descritas
como o mapeamento de um espaço de entrada para um espaço de saída (Priddy e Keller, 1985).
São compostas por muitos elementos simples que operam em paralelo chamados neurônios,
que são a unidade fundamental da RNA. Estes elementos são inspirados nos sistemas nervosos
biológicos (Cruz, 2010). A função da rede neural é determinada predominantemente pelas co-
nexões entre os elementos denominados pesos sinápticos (Nørgaard e outros, 2004). Uma RNA
pode ser treinada para desempenhar uma função específica através do ajuste dos pesos sináp-
ticos associados às conexões entre os elementos. O esquema de um neurônio está descrito na



















Figura 4.1: Modelo de um neurônio (Haykin, 2008).
O funcionamento do neurônio consiste em multiplicar os valores das entradas 𝑥𝑗 pelos
pesos sinápticos 𝑤𝑘𝑗 . Existe uma pseudo-entrada adicional para o neurônio chamada bias 𝑏𝑘,
que permite à função de ativação 𝜙 assumir um valor mesmo quando todas as entradas são
nulas (Nørgaard e outros, 2004).
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Existem vários tipos de funções de ativação que podem ser usadas dependendo do sistema
que se quer modelar. As funções mais usadas são: função linear (Figura 4.2a), função sigmoide
(Figura 4.2b), função tangente hiperbólica (Figura 4.2c) e função degrau (Figura 4.2d).












(a) 𝜙1(𝑥) = 𝑥












(b) 𝜙3(𝑥) = 11+𝑒−𝑥












(c) 𝜙2(𝑥) = 𝑡𝑎𝑛ℎ(𝑥)












(d) 𝜙4(𝑥) = −1 se 𝑥 < 0 ‖ 1 se 𝑥 ≥ 0
Figura 4.2: Funções de ativação do neurônio. Adaptado de (Haykin, 2008).
O processo de conexão entre os neurônios leva à geração de sinapses e à construção das
redes neurais. As estruturas mais conhecidas são em camadas, onde a saída de cada neurô-
nio de uma camada precedente é a entrada para todos os neurônios da camada seguinte. A
arquitetura mais comum é o perceptron multicamada (multilayer perceptron, MLP) (Nørgaard
e outros, 2004). Este tipo de rede (conhecida como feedforward) pode ser observada na Figura
4.3.
As camadas que estão entre as camadas de saída e entrada são conhecidas como camadas














Figura 4.3: Perceptron Multicamada (MLP).
4.1.1 Fase de aprendizado
É denominado aprendizado ou treinamento o processo de configuração de uma RNA para
que as entradas gerem as saídas desejadas através do fortalecimento das conexões (Cruz, 2010).
Uma maneira de fazer isso é determinar os valores ótimos da matriz de pesos sinápticos W de
todas as conexões dos neurônios (Nørgaard e outros, 2004). O processo de aprendizado pode
ser divido em dois: supervisionado ou não supervisionado. Para o primeiro caso, que é usado
neste projeto, é preciso um conjunto de dados de entrada e de saída do sistema, obtidos através
de um experimento ou simulação, e para o segundo, foca-se em achar características estatísticas
dentre agrupamentos de padrões nas entradas (Cruz, 2010).
Através de um processo iterativo, os valores dos pesos sinápticos e bias são obtidos de tal
forma que a rede, conforme uma função de desempenho ou função de custo, represente a relação
entre os vetores de entradas e saídas de um determinado sistema (Nørgaard e outros, 2004). Este
processo é representado esquematicamente na Figura 4.4 e o cálculo da saída é apresentado no
Algoritmo 1.
Figura 4.4: Esquema do treinamento de uma RNA (Nørgaard e outros, 2004).
Na Figura 4.4, 𝑥(𝑘) é o sinal de entrada aplicado à planta a ser identificada pela RNA,
𝑦(𝑘) é a saída da planta e 𝑦(𝑘) é a saída estimada de RNA. Neste processo, as duas saídas são
comparadas através de um critério de desempenho com o objetivo de ajustar os pesos sinápticos
W por meio de um processo de otimização.
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Algoritmo 1 Cálculo da saída da rede MLP (Zambrano, 2013)
𝑥𝑛𝑒𝑡 : Vetor de entrada da rede
𝑦𝑛𝑒𝑡 : Vetor de saída da rede
𝑙 : Número de camadas da rede
𝑘 : Vetor de número de neurônios em cada camada
𝑥𝑖 = 𝑥𝑛𝑒𝑡
Loop através de cada camada
for 𝑖 = 1 to 𝑙 do
Loop para cada neurônio na camada
for ℎ = 1 to 𝑘𝑖 do








Saída final da rede 𝑦
𝑦 = 𝑦𝑖ℎ
4.1.2 Processo de otimização
O objetivo do processo de aprendizado é visto como um problema de otimização, que tem
como fim a busca do valor mínimo do critério de desempenho (função custo). A medida mais
usada como critério de desempenho é o erro quadrático médio, MSE (Mean Squared Error)






[𝑦𝑖 − 𝑦𝑖(𝑥,W)]2. (4.2)
Os valores dos pesos sinápticos W que melhor se ajustam ao mapeamento do conjunto de
entrada 𝑥 para o conjunto de saída 𝑦 são obtidos solucionando o seguinte problema de otimiza-




onde W* representa os valores ótimos dos pesos sinápticos.
Os métodos de otimização são muitos variados e dependem dos tipos de problemas nas
RNA. O método mais comum de otimização de primeira ordem é o algoritmo de retropropa-
gação (backpropagation), que é uma implementação específica do método do gradiente. Nos
métodos de segunda ordem é usada a matriz Hessiana (segunda derivada), ou uma aproximação
da mesma. Neste caso, o processo de treinamento é reconhecido como um problema ordinário
não linear de mínimos quadrados, como mostrado na Equação (4.2), que é um caso especial de
otimização irrestrita (Nørgaard e outros, 2004).
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4.1.3 Generalização e validação cruzada com k pastas
A necessidade que a RNA, sendo treinada com uma amostra limitada, opere bem para
dados não vistos, vincula-se à ideia de generalização. Embora se deseje obter um modelo que
represente um bom desempenho junto ao conjunto de dados disponíveis no treinamento, espera-
se, preparar a rede para situações que não estejam contempladas no conjunto de dados (Hay-
kin, 2008), de forma que se consiga interpolar valores dentro da faixa das amostras. Para isso, é
preciso um conjunto amplo e diversificado de dados para ajudar nesse sentido, mas nem sempre
é possível dispor de um conjunto assim.
Outro problema que existe nas RNA é o sobre-ajuste (overfitting), que basicamente, é uma
condição que surge quando a rede se ajusta extremamente bem aos dados de treinamento, mas,
por possuir uma flexibilidade excessiva, termina por prover generalizações pouco coerentes para
dados não usados no treinamento (Haykin, 2008). Essa dificuldade pode ser significativamente
amplificada caso os dados sejam amostrados com ruído, já que a rede pode tentar “aprender o
ruído” na fase do treinamento.
Visando maximizar a capacidade de generalização do modelo de aproximação e evitar o
sobre-ajuste ou sub-ajuste, um procedimento recomendado é dividir o conjunto de amostras dis-
poníveis em três: um conjunto de treinamento, um conjunto de teste e um conjunto de validação.
O conjunto de treinamento é usado para o ajuste dos pesos e o conjunto de teste é usado para
definir o momento de interromper o treinamento (Haykin, 2008). Deve-se assegurar que ambos
os conjuntos sejam suficientemente representativos do mapeamento que se pretende aproximar.
Assim, minimizar o erro junto ao conjunto de teste implica em maximizar a capacidade de ge-
neralização e diminuição do sobre-ajuste das redes neurais. Por último, quando o processo de
treinamento estiver concluído, o conjunto de validação é usado para avaliar a performance da
rede com dados que não foram previamente utilizados. A performance da rede, medida nesta
fase, é uma boa indicação de seu comportamento real.
Uma das técnicas mais usadas em ambientes onde o objetivo é estimar quão preciso é
um modelo que será implementado, além de avaliar modelos e estruturas de RNA, é a validação
cruzada com k pastas (k-fold croos-validation) (Devuver e Kittler, 1982). Existem metodologias
de validação cruzada que podem ser usadas de várias formas. As principais são apresentadas a
seguir: escolher a ordem de um modelo (número de neurônios), seleção de atributos e definir a
parada de um processo iterativo de treinamento.
A validação cruzada basicamente consiste em dividir o conjunto de amostras disponíveis
para treinamento em k pastas e realizar k treinamentos, cada um considerando k-1 pastas para
o ajuste de pesos e uma pasta para teste (Haykin, 2008). Com este procedimento, toda amostra
disponível vai aparecer k-1 vezes no conjunto de treinamento e uma vez no conjunto de teste
como mostrado na Figura 4.5 e no Algoritmo 2. Os conjuntos de treinamento apresentam uma
composição distinta, assim como os k conjuntos de teste. Logo, nesse processo há k redes trei-
nadas para cada camada e cada configuração de neurônios. Uma possibilidade para escolher
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o modelo dentre as redes treinadas é baseado no melhor desempenho na fase de treinamento
para logo depois avaliar se o modelo dever ser aceito ou não no processo de validação junto










Figura 4.5: Esquema de validação cruzada (k-fold croos-validation).
Algoritmo 2 Validação cruzada com k pastas
𝑘 : Número de pastas
𝑁𝑒 : Número de neurônios por camada
𝑙 : Número de camadas da rede
𝑥𝑖𝑛 : Vetor de entradas da rede
𝑦𝑜𝑢𝑡 : Vetor de saídas da rede
𝑁 : Tamanho do conjunto treinamento
𝑀 : Tamanho da pasta
Loop através de cada camada
for 𝑖𝑖 = 1 to 𝑙 do
Loop através de cada neurônio na camada
for 𝑗𝑗 = 1 to 𝑁𝑒 do
Loop através de cada pasta
for 𝑖 = 1 to 𝑘 do
Configurar RNA
Definir conjunto de teste e treinamento
𝑡𝑟𝑛𝑛𝑒𝑡 ← Conjunto de treinamento
𝑡𝑒𝑠𝑡𝑛𝑒𝑡 ← Conjunto de teste
Treinar RNA
Calcular critério de desempenho 𝑀𝑆𝐸(𝑖)
Salvar RNA
end for
Armazenar desempenho da rede na posição da camada 𝑖𝑖 na posição do neurônio 𝑗𝑗




4.1.4 Processo de validação
No processo de validação, o modelo estimado é avaliado para verificar se representa o
sistema adequadamente. Idealmente, a validação deve ser realizada de acordo com o uso pre-
tendido do modelo (Nørgaard e outros, 2004). A maioria das validações requerem conjuntos
de dados que não foram usados no treinamento como explicado na Seção 4.1.3. A seguir são
apresentados dois métodos de validação que foram usados neste trabalho.
4.1.4.1 Validação segundo o critério mbR
Este tipo de validação consiste em uma regressão linear entre as aproximações 𝑦 geradas
pela rede e os valores do conjunto validação 𝑦. Neste tipo de regressão é obtida uma reta de

























Outro parâmetro para avaliar o desempenho neste tipo de modelo é o coeficiente de cor-
relação R, que é uma medida da correlação entre dois conjuntos de dados. Do mesmo modo que
para a regressão linear, as duas variáveis para análise de correlação são a saída obtida pela RNA
e a saída medida no experimento. O coeficiente R é obtido como o quociente da covariância e
























O objetivo nesta verificação é obter valores de 𝑚 e 𝑅 próximos de 1 e valores de 𝑏 próxi-
mos de 0, mostrando que a saída 𝑦 é uma boa aproximação para as entradas 𝑥.
4.1.4.2 Visualização das predições
A visualização das predições é outra forma útil para avaliar o modelo obtido com a RNA.
A validação da RNA baseada na visualização das predições consiste na simples inspeção de
gráficos, comparando as saídas do conjunto de validação com as saídas obtidas pela rede. Este
método é útil na detecção de sub-ajuste ou sobre-ajuste dos dados (Nørgaard e outros, 2004).
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4.2 Modelagem de sistemas baseado em RNA
Para modelar um sistema baseado nas RNA, deve-se ter em conta quatro etapas básicas:
coleta de dados, seleção da estrutura de modelagem, estimativa do modelo e validação do mo-
delo.
A primeira etapa do processo tem como objetivo coletar dados do sistema a ser identifi-
cado com amostras que descrevam seu comportamento dentro de grandes faixas de operação.
Esta etapa consiste em variar os sinais de entrada do sistema e verificar a influência desta vari-
ação nos sinais de saída.
Na etapa de seleção da estrutura, deve-se escolher uma estrutura que consiga identificar
a não linearidade do problema evitando problemas de sobre-ajuste e que consiga generalizar o
problema para valores dentro das faixas de operações definidas.
Na etapa de estimação do modelo, a partir dos dados coletados e da estrutura, é possível
mapear o sistema em análise. Esta estimação é feita baseada na fase de aprendizado, onde é
definido um algoritmo de otimização para obter o valor mínimo de uma função de custo (critério
de desempenho). Nesta etapa, costuma-se a dividir os dados como foi explicado na Seção 4.1.3,
além de normalizá-los.
A etapa de validação ou processo de validação é feita como explicado na Seção 4.1.4
mediante um critério mbR e/ou a visualização das predições.
O esquema das quatro etapas para o procedimento de obtenção do modelo proposto em
(Nørgaard e outros, 2004) é apresentado na Figura 4.6. Como mostrado nesta figura, as etapas
2, 3 e 4 dependem da etapa imediatamente anterior. Logo, o procedimento é repetido até achar
uma RNA que aproxime aceitavelmente o sistema, porém, no caso em que o modelo da rede
obtido não for aceito, é necessário projetá-la de novo, isso é, treiná-la novamente. No caso em
que o modelo ainda continue apresentando um desempenho não esperado, é necessário redefinir







Figura 4.6: Procedimento seguido para obtenção do modelo (Nørgaard e outros, 2004).
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Neste projeto, para a modelagem do desempenho e da dinâmica da BCS para um sistema
são usadas três RNA. Duas delas para modelar a dinâmica do sistema em termos do ganho
de pressão ∆𝑝 e vazão volumétrica de líquido 𝑄𝐿 quando operando com petróleo e para uso
como planta no laço de controle. A outra RNA é usada para modelar o desempenho da BCS no
regime permanente e conseguir identificar as curvas de eficiência, para assim, poder determinar
o ponto de melhor eficiência da bomba para diferentes condições de operação. Estas RNA foram
treinadas usando as duas bases de dados previamente mencionadas no Capítulo 3 (Seção 3.3.1
e Seção 3.3.2) e o toolbox de redes neurais do software MATLAB©. No fluxograma da Figura


















Figura 4.7: Procedimento para a modelagem das RNA.
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4.3 Modelagem da dinâmica da BCS
Nesta parte do trabalho, o principal objetivo é projetar modelos de RNA capazes de apro-
ximar com relativa precisão a dinâmica da bomba em termos do ganho de pressão ∆𝑝 e vazão
volumétrica de líquido 𝑄𝐿. Neste trabalho, estas duas variáveis operacionais são estimadas uni-
camente por meio de dados experimentais, sem considerar aspectos fenomenológicos devido as
mudanças físicas no interior da bomba, o que é caracterizado como um modelo do tipo caixa
preta (Nørgaard e outros, 2004). Como mencionado no Capítulo 3, Seção 3.3.2, dos quinze ex-
perimentos são obtidos quinze sistemas modelados a partir das condições iniciais de operação
da bancada de teste. Destes quinze experimentos foram escolhidos três sistemas (curvas do sis-
tema) para serem modeladas separadamente e obtendo três casos de estudo diferentes para o















Ganho de pressa˜o→ 272, 9 kPa
Vaza˜o volume´trica→ 38, 8 m3/h
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Vaza˜o volume´trica→ 40, 1 m3/h
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Figura 4.8: Procedimento para a modelagem das RNA.
Os sistemas usados para a modelagem das RNA descritas no fluxograma da Figura 4.8
foram escolhidos aleatoriamente visando que o controlador proposto nos capítulos seguintes
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pudesse controlar, com relativa precisão os três sistemas. A seguir são apresentadas as etapas
usadas para aproximar a dinâmica da BCS para os casos propostos por meio das duas RNA.
4.3.1 Seleção da estrutura do modelo
Como mencionado anteriormente, deve-se escolher uma estrutura que consiga identificar
a não linearidade do problema evitando problemas de sobre-ajuste e que consiga generalizar o
problema para valores dentro das faixas de operações anteriormente definidas.
Neste trabalho, a dinâmica do sistema foi modelada através de uma rede de perceptron
multicamada em uma estrutura Neural Network Autoregressive External Input (NNARX). Nesta
estrutura, o valor estimado da saída 𝑦(𝑘) depende dos 𝑛 valores anteriores do sinal de saída
(𝑦(𝑘−1),..., 𝑦(𝑘−𝑛)) e os 𝑛 valores anteriores do sinal de entrada 𝑥(𝑘). Esta estrutura apresenta
a seguinte configuração:
𝑦(𝑘) = [𝑥(𝑘 − 1), 𝑥(𝑘 − 2),..., 𝑥(𝑘 − 𝑛), 𝑦(𝑘 − 1), 𝑦(𝑘 − 2),..., 𝑦(𝑘 − 𝑛)]𝑇 , (4.7)
sendo 𝑛 o número de atrasos relacionado ao sinal de entrada 𝑥(𝑘) e 𝑦(𝑘) o sinal de saída obtido
experimentalmente. A estrutura NARX pode ser representada na forma dada na Figura 4.9.
Figura 4.9: Estrutura NARX (Nørgaard e outros, 2004).
Segundo Texeira (Texeira, 1991), o número de atrasos em uma rede neural artificial que
aproxime um sistema dinâmico não linear deve ser pelo menos igual à ordem do sistema. Se
o número de atrasos for maior que a ordem do sistema, possivelmente haverá informação re-
dundante na estimação do modelo. Baseado nisso, a escolha do número de atrasos foi feita por
tentativa e erro. Isso foi feito definindo um número de atrasos inicial de 𝑛 = 1 e aumentando
gradualmente até obter um bom comportamento da rede. Desta forma, definiu-se 𝑛 = 2 para as
RNA neste caso.
Uma vez definida a estrutura para modelar a dinâmica da BCS para os sistemas propostos,
são estabelecidas as variáveis de entrada e saída que conformaram as RNA. Em (Biazussi, 2014)
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e (Monte Verde, 2011) é definido que o ganho de pressão ∆𝑝 fornecido por uma bomba centrí-
fuga operando com escoamento monofásico é função de:
∆𝑝 = 𝑓1(𝑄𝐿,𝐷,Ω,𝜌,𝜇,𝑃𝑆), (4.8)
onde 𝑄𝐿 é a vazão volumétrica de líquido, 𝐷 é o diâmetro do rotor, Ω é a velocidade de rotação
da bomba, 𝜌 é a massa específica, 𝜇 é a viscosidade e 𝑃𝑆 são os parâmetros do sistema, que
neste caso, estão associados às perdas na tubulação simuladas através da válvula choke, a vazão
volumétrica de líquido e pressão na sucção da bomba simulada através da bomba booster. Por
outro lado, a vazão volumétrica de líquido 𝑄𝐿 é função de:
𝑄𝐿 = 𝑓2(∆𝑝,𝐷,Ω,𝜌,𝜇,𝑃𝑆). (4.9)
Das definições anteriormente descritas, dos testes de comportamento dinâmico realizados
na bancada experimental e da estrutura de RNA escolhida, as variáveis operacionais usadas
para a modelagem das RNA para o ganho de pressão ∆𝑝 e vazão volumétrica de líquido 𝑄𝐿 são
apresentadas nas tabelas 4.1 e 4.2.
Tabela 4.1: Entradas e saídas da RNA para o ganho de pressão.
Entradas da RNA Saídas da RNA
Ω [RPM] Rotação
∆𝑝 [kPa] Ganho de pressão𝑄𝐿 [m3/h] Vazão volumétrica de líquido
𝜇 [cP] Viscosidade do fluido
∆𝑝 [kPa]
Valores anteriores
do Ganho de pressão
Tabela 4.2: Entradas e saídas da RNA para a vazão volumétrica de líquido.
Entradas da RNA Saídas da RNA
Ω [RPM] Rotação
𝑄𝐿 [m3/h] Vazão volumétrica de líquido𝑄𝐿 [m3/h]
Valores anteriores da
vazão volumétrica de líquido
𝜇 [cP] Viscosidade do fluido
∆𝑝 [kPa] Ganho de pressão
As variáveis apresentadas nas tabelas 4.1 e 4.2 foram determinadas da seguinte formar:
∘ Rotação Ω, variável imposta à BCS durante os experimentos;
∘ Vazão volumétrica de líquido 𝑄𝐿, variável calculada a partir de variáveis medidas no







∘ Viscosidade do fluido 𝜇, variável calculada a partir da temperatura mantida constante
durante os testes;
∘ Ganho de pressão ∆𝑝, variável calculada a partir da pressão na sucção 𝑃𝑠 e pressão na
descarga 𝑃𝑑:
∆𝑝 = 𝑃𝑑 − 𝑃𝑠. (4.11)
Com as variáveis de entrada e saída definidas para as RNA, na Tabela 4.3 pode-se verificar
os valores limites dos dados experimentais que conformam os três sistemas e o número total de
amostras obtidas experimentalmente para cada um dos sistemas.
Tabela 4.3: Dados usados para a modelagem pelas RNA dos três sistemas escolhidos.
Sistema Variável Faixa de medição Total de amostras
1
Ω [RPM] 2000 - 3400
8450𝑄𝐿 [m3/h] 38,8 - 53,9
𝜇 [cP] 972 - 1140
∆𝑝 [kPa] 241,0 - 1569,6
2
Ω [RPM] 2000 - 3200
5117𝑄𝐿 [m3/h] 54,4 - 71,0
𝜇 [cP] 634 - 699
∆𝑝 [kPa] 164,3 - 1286,4
3
Ω [RPM] 2000 - 3000
8850𝑄𝐿 [m3/h] 39,5 - 50,0
𝜇 [cP] 400 - 436
∆𝑝 [kPa] 481,1 - 1402,7
Finalmente, com os dados experimentais definidos na Tabela 4.3, foram estimadas três
RNA para modelar a dinâmica dos ganhos de pressão ∆𝑝 e três RNA para modelar a dinâmica
das vazões volumétricas de líquido 𝑄𝐿 para cada um dos sistemas escolhidos. Isso pode ser
verificado no fluxograma apresentado na Figura 4.8.
4.3.2 Fase de treinamento
Uma vez definidas as entradas e as configurações das RNA através dos dados apresentados
na Tabela 4.3, foi feita uma divisão dos dados experimentais em três conjuntos (conjunto de
treinamento, conjunto de teste e conjunto de validação) para cada sistema. Os conjuntos de
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treinamento e testes são usados na fase de treinamento, lembrando que os dois conjuntos mudam
conforme a validação cruzada apresentada na Seção 4.1.3 e o conjunto de validação é usado para
validar o modelo.
Tabela 4.4: Divisão dos dados para a fase de treinamento e fase de validação do modelo.













Nesta fase, é usado o algoritmo de validação cruzada com k pastas (Algoritmo 2) apre-
sentado na Seção 4.1.3. Este algoritmo de treinamento e validação cruzada foi implementado
no software MATLAB© para 10 pastas. As estruturas das redes foram configuradas com uma
camada oculta, já que uma camada é suficientes para aproximar, com relativa precisão, a mai-
oria dos casos de sistemas não lineares (Sarangapani, 2006). A camada oculta usa uma função
de ativação do tipo sigmoide e a camada de saída usa uma função de ativação do tipo linear.
A quantidade de neurônios para a camada oculta foi variada de 1 até 20 para cada RNA
proposta, já que o número de neurônios da rede é um parâmetro que depende do propósito
de cada modelo (Nørgaard e outros, 2004). A quantidade máxima de neurônios foi definida
em 20 já que com um número maior de neurônios, o esforço computacional era maior e não
representava melhoras significativas no desempenho das redes.
Para o treinamento das RNA foi usado o algoritmo do gradiente conjugado escalonado
devido à necessidade de minimizar o custo computacional relacionado com a quantidade de
dados obtidos nos experimentos. Este algoritmo possui um desempenho superior aos métodos
de otimização de primeira ordem a um custo computacional baixo (Nørgaard e outros, 2004).
Baseado no anteriormente descrito, o treinamento das seis RNA propostas neste trabalho
foi feito da seguinte maneira: as seis RNA foram treinadas 10 vezes (número de pastas definidas
na validação cruzada) para cada um dos neurônios definidos, ou seja, há 10 treinamentos para
a estrutura com um neurônio, 10 treinamentos para a estrutura com dois neurônios e assim por
diante até a estrutura com 20 neurônios. Desta forma, obteve-se 200 treinamentos por cada RNA
proposta. Este processo pode ser verificado no código de programação apresentado no Apêndice
A.1.
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O treinamento das RNA foi feito em um computador com processador Intel Core I7 -
3770 de 3,46 GHz e 8 GB de memória RAM. O tempo de treinamento para cada configuração
das RNA usando o algoritmo do gradiente conjugado escalonado foi em torno de 90 segundos,
para um total de aproximadamente 11 horas de treinamento para as seis RNA propostas neste
trabalho.
Concluído o processo de treinamento, os erros quadráticos médios (MSE) de cada um
dos treinamentos das RNA foram armazenados. O melhor desempenho para a seis RNA trei-
nadas foi para 10 neurônios na camada oculta. Assim, as melhores estruturas das RNA foram
armazenadas para posterior validação.
4.3.3 Fase de validação
Nesta etapa, foram verificados os desempenhos das RNA pelos critérios mencionados na
Seção 4.1.4: visualização das predições e o critério 𝑚𝑏𝑅. Os resultados da validação pelo cri-
tério 𝑚𝑏𝑅 do treinamento para a RNA que representam a dinâmica do ganho de pressão são
apresentados na Tabela 4.5. Os resultados da RNA que representam a dinâmica da vazão volu-
métrica de líquido podem ser verificados na Tabela 4.6. Dos parâmetros 𝑚𝑏𝑅 pode-se verificar
que as redes foram treinadas de forma adequada com valores de 𝑚 e 𝑅 próximos de 1 e valores
de 𝑏 próximos de 0.
Tabela 4.5: Validação das RNA dos conjuntos de treinamento para o ganho de pressão.
Sistema Neurônios 𝑚 𝑏 [kPa] 𝑅 MSE [kPa]2 NRMSD [%]
1 10 1,0002 -0,5462 1,0000 13,6490 0,28
2 10 0,9996 -0,3422 1,0000 6,7830 0,23
3 10 1,0000 -0,1027 0,9999 10,5263 0,35
Tabela 4.6: Validação das RNA dos conjuntos de treinamento para a vazão volumétrica.
Sistema Neurônios 𝑚 𝑏 [m3/h] 𝑅 MSE [m3/h]2 NRMSD [%]
1 10 1,0000 0,0011 1,0000 6,76e-5 0,05
2 10 0,9999 0,0050 1,0000 7,67e-5 0,05
3 10 1,0000 0,0010 1,0000 5,19e-5 0,06
Nas duas tabelas anteriores, pode-se observar que os valores dos erros médios quadráticos
(MSE) obtidos possuem grandezas diferentes. Além disso, este valor não pode ser comparado
devido às diferentes escalas apresentadas nas duas tabelas ([kPa]2 e [m3/h]2). Para facilitar a
comparação e tentar quantificar este valor, é usada a normalização do desvio quadrático médio
(Normalized Root Mean Square Deviation, NRMSD). Este parâmetro é uma medida das dife-
renças entre os valores estimados pela RNA e os valores medidos. A normalização do desvio
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quadrático médio fornece uma noção da percentagem de erro da estimação da RNA para a faixa




𝑦𝑚𝑎𝑥 − 𝑦𝑚𝑖𝑛 =
√
𝑀𝑆𝐸
𝑦𝑚𝑎𝑥 − 𝑦𝑚𝑖𝑛 (4.12)
onde NRMSD é a normalização do desvio quadrático médio, RMSD é o desvio quadrático
médio dado pela raiz quadrada do erro quadrático médio (MSE) e (𝑦𝑚𝑎𝑥 − 𝑦𝑚𝑖𝑛) é a diferença
entre o valor máximo e o valor mínimo dos dados medidos (Egghe e Leydesdorff, 2009). A
normalização do desvio quadrático médio muitas vezes é expressa como uma porcentagem.
Estes valores da normalização do desvio quadrático médio podem ser também verificados nas
tabelas 4.5 e 4.6. Da análise deste parâmetro, pode-se concluir que as estimativas feitas pelas
RNA apresentam variações e erros pequenos.
Nas tabelas 4.7 e 4.8 podem ser verificados os resultados da validação pelo critério 𝑚𝑏𝑅
das RNA para os conjuntos de validação. Estes resultados indicam que as redes apresentam uma
boa generalização mostrando bons resultados para amostras que não foram usadas na etapa de
treinamento. Além disso, nestas tabelas pode ser verificado o valor da normalização do desvio
quadrático médio, podendo-se concluir que as estimações feitas pelas RNA para dados não
vistos no treinamento, apresentam erros percentuais considerados pequenos. Deve-se lembrar
que para a validação de uma rede sempre é bom usar dados que não foram usados no treinamento
para que a escolha do modelo seja o mais generalizada possível e não haja favorecimento das
amostras usadas no treinamento (Nørgaard e outros, 2004).
Tabela 4.7: Validação das RNA dos conjuntos de validação para o ganho de pressão.
Sistema Neurônios 𝑚 𝑏 [kPa] 𝑅 MSE [kPa]2 NRMSD [%]
1 10 1,0019 -6,9399 0,9988 95,7520 0,7365
2 10 0,9942 -3,3945 0,9989 82,7665 0,8108
3 10 1,0004 -1,7806 0,9983 21,2430 0,5001
Tabela 4.8: Validação das RNA dos conjuntos de validação para a vazão volumétrica.
Sistema Neurônios 𝑚 𝑏 [m3/h] 𝑅 MSE [m3/h]2 NRMSD [%]
1 10 0,9996 0,0068 1,0000 0,0021 0,3025
2 10 0,9982 0,0727 0,9998 0,0078 0,5320
3 10 1,0008 -0,0509 0,9999 0,0016 0,3810
As tabelas anteriores apresentam também o valor do erro médio quadrático obtido no
final da minimização e que pode ser útil para avaliar o modelo obtido. Segundo Haykin (Hay-
kin, 2008), essa quantidade não deve ser usada diretamente para determinar se um modelo é
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aceito ou não. Desta forma, foi feita uma validação visual das predições do modelo obtido para
comparar as saídas desejadas com as saídas obtidas. Esta validação pode ser verificada nas Fi-
guras 4.10, 4.11 e 4.12. Estas figuras apresentam os resultados da validação visual para as seis
RNA escolhidas. Podem ser verificados os sinais estimados pelas RNA para o ganho de pressão
∆𝑝, vazão volumétrica de líquido 𝑄𝐿 e o sinal medido experimentalmente. Das observações das
predições para as seis RNA pode-se concluir que as redes conseguem obter estimativas aceitá-
veis com uma dispersão do erro baixa. Este processo pode ser verificado no Apêndice A.2, onde
é apresentado o código de programação para a validação das RNA.

























(a) Ganho de pressão


























(b) Vazão volumétrica de líquido
Figura 4.10: Predições do ganho de pressão e vazão volumétrica para o sistema 1.

























(a) Ganho de pressão



























(b) Vazão volumétrica de líquido
Figura 4.11: Predições do ganho de pressão e vazão volumétrica para o sistema 2.
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(a) Ganho de pressão

























(b) Vazão volumétrica de líquido
Figura 4.12: Predições do ganho de pressão e vazão volumétrica para o sistema 3.
Uma vez treinadas e validadas as RNA, estas são combinadas para conformar as três plan-
tas que serão usadas nos laços de controle para os casos de estudo. Para fazer isso, foi utilizado
o ambiente gráfico de simulink do software MATLAB©. Na Figura 4.13, pode ser observado
como é a montagem das duas redes neurais. Inicialmente, é calculada a vazão volumétrica de
líquido dependendo dos valores passados de vazão volumétrica de líquido, do ganho de pressão,
da viscosidade e da velocidade de rotação. Já com a vazão volumétrica de líquido determinada, é
calculado o ganho de pressão em função da vazão, viscosidade, velocidade de rotação e valores
passados do ganho de pressão.
Figura 4.13: Diagrama de blocos da conexão dentre as RNA.
Com a conexão feita entre as RNA, são definidas as plantas e criados os blocos que os
representam. A planta que aproxima o sistema 1 pode ser verificada na Figura 4.14.
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Figura 4.14: Diagrama de blocos da planta do sistema 1.
Com as plantas definidas, são feitas simulações da resposta temporal do sistema para uma
entrada em degrau de rotação (vide Figura 4.14). Este teste foi realizado para verificar se as
RNA representam de maneira adequada a dinâmica do sistema sem apresentar instabilidades
quando operando entre elas. Este teste foi feito para todas as plantas definidas apresentando
respostas estáveis e mostrando que as RNA treinadas possuem a capacidade de representar a
dinâmica da planta em termos do ganho de pressão e a vazão de líquido. Na Figura 4.15 pode
ser observada uma das respostas temporais ao degrau de rotação de 2400 a 2500 RPM para o
sistema 1, com uma viscosidade de 995 cP.























Ganho de pressa˜o medido
Ganho de pressa˜o aproximado
(a) Ganho de pressão






























] Vaza˜o volume´trica de l´ıquido medida
Vaza˜o volume´trica de l´ıquido aproximada
(b) Vazão volumétrica de líquido
Figura 4.15: Resposta do sistema ao degrau representado pelas RNA.
Por fim, as seis redes neurais propostas para aproximar a dinâmica da bomba centrífuga
foram projetadas, validadas e apresentaram bons resultados baseadas nos critérios anteriormente
descritos. Assim, pode-se dizer que os modelos de RNA, neste caso, atingem os propósitos do
problema. Finalmente, as plantas obtidas são armazenadas para uso na malha de controle.
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4.4 Modelagem do desempenho da BCS
Nesta seção é apresentado o processo para a obter a RNA que modela o desempenho da
BCS (vide Figura 4.7) usando os dados experimentais obtidos nos testes de desempenho da BCS
HC20000LS desenvolvidos por Biazussi e Estrada em (Biazussi e outros, 2018) e apresentados
no Capítulo 3. O objetivo principal destas RNA é identificar as curvas de eficiência da bomba e
conseguir determinar o ponto de melhor eficiência para diferentes condições de operação.
4.4.1 Dados experimentais
A eficiência hidráulica em uma bomba centrífuga é dada pela equação 2.4, onde 𝑃ℎ é
a potência hidráulica e 𝑃𝑚 é a potência mecânica ou potência no eixo. Assim, a eficiência é
função de:
𝜂 = 𝑓3(𝑄𝐿,∆𝑝,Ω,𝜌,𝜇,𝑇𝑒𝑖𝑥𝑜). (4.13)
Da relação apresentada na Equação 4.13 e dos dados experimentais, a RNA proposta para
identificar a eficiência da BCS é projetada em função dos parâmetros hidráulicos que afetam o
sistema e da velocidade de rotação da bomba. Assim, as variáveis operacionais usadas para a
modelagem da RNA são apresentadas a seguir:
∘ Variáveis de entrada
· Rotação Ω, variável imposta durante os experimentos;
· Vazão volumétrica de líquido 𝑄𝐿, variável calculada como mostrado na Equação
4.10;
· Viscosidade do fluido 𝜇, variável calculada a partir da temperatura mantida cons-
tante durante os testes;
· Ganho de pressão ∆𝑝, variável calculada como mostrado na Equação 4.11.
∘ Variável de saída
· Eficiência 𝜂, variável calculada como mostrado na Equação 2.4.
Assim, foi possível determinar a eficiência 𝜂 através das variáveis de entrada anterior-
mente mencionadas. Na Tabela 4.9, pode-se verificar os valores limites dos dados experimen-
tais usados na modelagem da RNA. Estes dados foram obtidos como mencionado no Capítulo
3, Seção 3.3.1.
4.4.2 Seleção da estrutura e fase de treinamento
A estrutura da RNA para aproximar a eficiência da BCS foi definida seguindo os mesmos
critérios que para as RNA que aproximam a dinâmica da BCS com algumas diferenças dentre
estes modelos. Algumas destas diferenças são: o algoritmo usado para a fase de treinamento e
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Tabela 4.9: Dados usados para a modelagem da eficiência da BCS.
Variável Faixa de medição Total de amostras
Ω [RPM] 1800 - 3500
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𝑄𝐿 [m3/h] 0,7 - 162,8
𝜇 [cP] 230 - 980
∆𝑝 [kPa] 0,1 - 2649,1
𝜂 [%] 0,0 - 42,8
a estrutura proposta para a RNA. A seguir, são apresentados os parâmetros escolhidos para a
modelagem desta RNA.
Foi escolhida uma estrutura de RNA do tipo MLP com a mesma quantidade de atrasos
(𝑛 = 2) que as RNA que modelam a dinâmica da BCS. Dos dados apresentados na Tabela
4.9, é feita uma divisão em três conjuntos como explicado previamente. Esta divisão pode ser
verificada na Tabela 4.10.
Tabela 4.10: Divisão dos dados para a fase de treinamento e fase de validação do modelo.




Para a estimação do modelo é usado o algoritmo de validação cruzada com 10 pastas. A
estrutura da RNA foi configurada com duas camadas ocultas. A rede foi testada com diferentes
números de camadas, mas a rede com duas camadas apresentou o melhor desempenho entre as
configurações testadas. As camadas ocultas usam uma função de ativação do tipo sigmoide e a
camada de saída usa uma função de ativação do tipo linear.
A quantidade de neurônios foi variada de 1 até 20 para cada camada oculta. A quantidade
máxima de neurônios foi definida em 20 já que com um número maior de neurônios, o esforço
computacional era maior e não representava melhoras significativas no desempenho deste rede.
O algoritmo usado para o treinamento foi o método de Levenberg-Marquardt. Este algo-
ritmo foi usado porque é muito eficiente quando se formam redes que têm elevado números de
pesos sinápticos (Marquardt, 1963). Este algoritmo apresenta uma maior estabilidade na busca
do ponto ótimo no processo de minimização (Nørgaard e outros, 2004). Mais informação do
algoritmo de Levenberg-Marquardt pode ser encontrada em (Hagan e Menhaj, 1994).
O treinamento da RNA proposta para determinar a eficiência da BCS foi da seguinte
maneira: a RNA foi treinada 10 vezes para cada configuração definida anteriormente, ou seja,
foram feitos 10 treinamentos para a estrutura com um neurônio na primeira camada oculta e
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uma neurônio na segunda camada oculta, 10 treinamentos para a estrutura com dois neurônios
na primeira camada oculta e um neurônio na segunda camada ocultas e assim por diante até
conseguir todas as permutações possíveis. Desta forma, obteve-se 400 treinamentos para a RNA
proposta. Este processo pode ser verificado no código de programação apresentado no Apêndice
A.3.
Uma vez concluído o processo de treinamento e de validação cruzada, os erros quadráticos
médios (MSE) de cada uma das RNA treinadas foram armazenados para depois escolher o
melhor desempenho. Para este caso, a configuração ótima de neurônios foi definida para 11
neurônios na primeira camada e 18 neurônios para a segunda camada.
4.4.3 Fase de validação
Para a validação da RNA treinada, foi usado o critério 𝑚𝑏𝑅. Os resultados da valida-
ção com este critério para o treinamento da RNA são apresentados na Tabela 4.11. Pode ser
verificado que os valores de 𝑚 e 𝑅 são próximos de 1 e o valor de 𝑏 é próximo de 0.
Tabela 4.11: Resultados da validação da RNA para o conjunto de treinamento.
Neurônios
por camada 𝑚 𝑏 [%] 𝑅 MSE 𝜂[%]
2 NRMSD [%]
[11 18] 0,9957 0,0892 0,9990 0,2496 1,1659
Na Tabela 4.12 podem ser verificados os resultados da validação pelo critério 𝑚𝑏𝑅 da
RNA para o conjunto de validação. Este resultado indica que a rede apresenta uma boa genera-
lização mostrando bons resultados para amostras que não foram usadas na etapa de treinamento.
As Tabelas 4.11 e 4.12 apresentam também a estimativa média de erro usada para escolher a
melhor configuração da RNA e validar o modelo obtido.
Tabela 4.12: Resultados da validação da RNA para o conjunto de validação.
Neurônios
por camada 𝑚 𝑏 [%] 𝑅 MSE 𝜂[%]
2 NRMSD [%]
[11 18] 0,9923 0,2836 0,9987 0,2933 1,2638
Além da validação pelo critério 𝑚𝑏𝑅, foi feita uma validação visual das predições do mo-
delo obtido para comparar as saídas desejadas com as saídas obtidas. Os dados experimentais
usados para fazer a validação visual foram extraídos do conjunto de validação e são apresenta-
dos na Tabela 4.13.
A Figura 4.16 apresenta os resultados da validação visual para a RNA escolhida para
aproximar a eficiência. Na figura podem ser verificados os valores estimados pela RNA para
a eficiência 𝜂 e o valor calculado a partir das medições experimentais. Das observações das
predições, pode-se concluir que a rede consegue fazer estimativas aceitáveis. Além disso, foi
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Tabela 4.13: Dados experimentais usados para visualização das predições da RNA.
Curva Ω [RPM] 𝜇[cP] 𝑄𝐿 [m3/h] ∆𝑝 [kPa] 𝜂 [%]
1 1800 215 2,1 - 72,0 3,3 - 692,5 0,33 - 26,21
2 2400 332 3,1 - 100,2 3,4 - 1230,8 0,24 - 31,90
3 3000 320 3,1 - 131,1 29,4 - 1979,0 1,50 - 36,85
4 3400 450 5,8 - 145,0 51,6 - 2634,2 1,96 - 35,71





















Valor calculado de η
Valores estimados de η
Figura 4.16: Visualização das predições da eficiência da RNA para 2 atrasos.
visto que a rede treinada consegue generalizar os resultados e prever boas respostas. Este pro-
cesso pode ser verificado no Apêndice A.4, onde é apresentado o código de programação para
a validação desta RNA.
Por fim, a rede neural proposta para aproximar o desempenho da BCS HC20000LS em




Este capítulo apresenta alguns conceitos básicos das redes Neuro-Fuzzy. Primeiramente
são descritos os seguintes aspectos: vantagens e desvantagens das rede Neuro-Fuzzy (RNF),
sistema de inferência Neuro-Fuzzy adaptativo (ANFIS), algoritmo de agrupamento Fuzzy C-
means para a construção da estrutura ANFIS e para a fase de aprendizado da rede Neuro-Fuzzy.
Finalmente, apresenta-se o projeto do controlador Neuro-Fuzzy no método inverso-direto para
levar a operação da BCS próxima do ponto de melhor eficiência (BEP).
5.1 Conceitos básicos das redes Neuro-Fuzzy
Uma rede Neuro-Fuzzy (RNF) é um tipo de sistema híbrido incorporado, constituído pela
combinação de duas técnicas: as RNA e os sistemas Fuzzy (vide Apêndice B) (Sanches, 2009).
Os sistemas Neuro-Fuzzy apresentam os benefícios tanto das RNA quanto da lógica Fuzzy,
fazendo assim, que o sistema seja mais robusto e eficiente em relação ao uso de cada técnica de
forma isolada (Tavares, 2009).
A ideia básica das RNF é a construção de um Sistema de Inferência Fuzzy (FIS), em uma
estrutura paralela distribuída em forma de rede tal que os algoritmos de aprendizado das RNA,
baseados em dados de entradas e saídas, possam ser aproveitados para ajustar os parâmetros do
FIS (Jang, 1993).
Nestes sistemas, o número e a forma das funções de pertinência associadas a cada variável
de entrada podem ser obtidos de forma otimizada a partir da apresentação de um conjunto de
dados de entrada e saída, o que significa que não é necessário um conhecimento prévio do
sistema como na lógica Fuzzy (Tavares, 2009).
Algumas das principais vantagens e desvantagens apresentadas pelas RNF em aplicações
práticas são:
∘ Vantagens
· São utilizadas algumas metodologias das RNA para o ajuste das funções de per-
tinência e parâmetros dos consequentes das regras Fuzzy mediante processos de
treinamento (Huamaní, 2003);
· Podem ser construídos modelos a partir de algoritmos de agrupamento baseados em
dados de entradas e saída, diminuindo o tempo da modelagem e a necessidade de
especialistas;
· As RNF podem ser mais robustas que as RNA para os problemas que apresentem
ruído nos dados medidos.
∘ Desvantagens
· Trabalham com um número reduzido de entradas, devido ao problema de explosão
combinatória das regras. Portanto, um sistema com muitas entradas demanda um
maior esforço computacional (Pagliosa, 2003);
72
· Limitação na construção da uma estrutura própria, devido a ter uma estrutura fixa.
Quando existe a capacidade de alterar a estrutura, é limitada pelo elevado número
de regras (Pagliosa, 2003).
5.1.1 Sistema de inferência Neuro-Fuzzy adaptativo (ANFIS)
O sistema de inferência Neuro-Fuzzy adaptativo ANFIS (Adaptive Neuro-Fuzzy Inference
System) é um tipo de RNF proposta por Jang (Jang, 1993), (Jang e Sun, 1995), cuja ideia é
implementar um sistema de inferência fuzzy organizado na forma de uma RNA como descrito
anteriormente.
O modelo ANFIS consiste em duas fases: construção e treinamento. Na fase de constru-
ção, o número e o tipo das funções de pertinência é definido, e os parâmetros consequentes são
calculados (Abdulshahed e outros, 2015). Assim, dado um conjunto de padrões ou de dados de
entradas e saídas, o ANFIS constrói um sistema de inferência Neuro-Fuzzy. Na fase de treina-
mento, os parâmetros das funções de pertinência e os parâmetros consequentes são ajustados via
algoritmo de aprendizado para minimizar a diferença entre a saída desejada e a saída estimada
pelo ANFIS (Huamaní, 2003).
A capacidade adaptativa do ANFIS faz com que este seja aplicável nas áreas de controle,
controle adaptativo, processamento e filtragem de sinais e mapeamento de caraterísticas baseado
em dados.
5.1.2 Estrutura do modelo ANFIS
A estrutura ANFIS possui uma arquitetura em rede similar à das RNA, que mapeia um
conjunto de entradas em saídas. Esse mapeamento é feito através de uma série de cinco camadas
intermediárias (Tavares, 2009). O ANFIS implementa um sistema de inferência do tipo Takagi-
Sugeno de primeira ordem com funções lineares nos parâmetros consequentes das regras que
formam o sistema. Na Figura 5.1 é apresentada a estrutura ANFIS para duas entradas 𝑥 e 𝑦 e
uma saída 𝑓 . Na Figura 5.2 é ilustrado o mecanismo de inferência Fuzzy do tipo Takagi-Sugeno
associado ao modelo ANFIS como descrito por Jang em (Jang, 1993).
Na Figura 5.1, as cinco camadas intermediárias que conformam a estrutura ANFIS são
mostradas. Os neurônios da camada 1 e 4 representados com um quadrado são adaptativos,
enquanto os neurônios representados com um círculo são neurônios fixos (Azar, 2010). As
regras Fuzzy para o sistema apresentado nas Figuras 5.1 e 5.2 são dadas por:
𝑅𝑒𝑔𝑟𝑎 1 : 𝑆𝑒 𝑥 = 𝐴1 𝑒 𝑦 = 𝐵1, 𝑒𝑛𝑡?˜?𝑜 𝑓1 = 𝑝1𝑥 + 𝑞1𝑦 + 𝑟1,

























Camada 1 Camada 2 Camada 3 Camada 4 Camada 5
Figura 5.1: Estrutura do ANFIS (Jang, 1993).
=
Figura 5.2: Mecanismo de inferência Fuzzy Takagi-Sugeno - ANFIS (Jang, 1993).
Na estrutura ANFIS, os antecedentes das regras Fuzzy são calculados nas camadas 1, 2
e 3, enquanto que os consequentes são calculados nas camadas 4 e 5 (Jang, 1993). A seguir,
é apresentada uma breve descrição das camadas que compõem a estrutura do ANFIS que são
relacionadas com as regras Fuzzy. Esta descrição é dada por Jang em (Jang, 1993):
∘ Camada 1, cuja finalidade é a fuzzyficação. Os neurônios são adaptativos e cada um re-
presenta um conjunto Fuzzy das variáveis de entrada. Em cada neurônio, a função de
pertinência é uma função contínua e diferençável. A função de pertinência usualmente








Na Equação 5.2, os parâmetros (𝑐𝑖 𝑒 𝜎𝑖) representam o conjunto de parâmetros premissa,
que permitem variar a forma da função de pertinência e são ajustados na fase de aprendi-
zado. O neurônio produz uma resposta igual ao grau de pertinência da variável de entrada
no conjunto Fuzzy associado ao neurônio.
∘ Camada 2, cuja finalidade é o cálculo da pertinência do antecedente. Os neurônios são
fixos e cada nó (Π) está associado ao antecedente “Se” da regra Fuzzy. A saída do neurô-
nio é o produtório dos graus de pertinência dos antecedentes da regra. O cálculo da saída
da camada 2 (𝑤𝑖) na Figura 5.1 é dado por
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𝑤𝑖 = 𝜇𝐴𝑖(𝑥)𝜇𝐵𝑖(𝑦), 𝑖 = 1,2,... (5.3)
∘ Camada 3, cuja finalidade é o cálculo do valor normalizado do grau de ativação da regra.
Os neurônios são fixos e são denotados pela letra N. A saída do neurônio é a razão do
grau de ativação da regra associado ao neurônio (𝑤𝑖) pela soma dos graus de ativação de




, 𝑖 = 1,2,... (5.4)
∘ Camada 4, cuja finalidade é o cálculo do consequente da regra. Os neurônios são adapta-
tivos e cada nó está associado ao consequente “então” da regra. A resposta produzida por
cada neurônio é o valor da função no consequente da regra multiplicada pelo grau de ati-
vação normalizado. A saída dos neurônios desta camada, para o modelo Takagi-Sugeno
de primeira ordem, é
𝑤𝑖𝑓𝑖 = 𝑤𝑖(𝑝𝑖𝑥 + 𝑞𝑖𝑦 + 𝑟𝑖), 𝑖 = 1,2,... (5.5)
onde 𝑤𝑖 é a saída da camada 3 e (𝑝𝑖, 𝑞𝑖 𝑒 𝑟𝑖) é o conjunto de parâmetros consequentes
ajustáveis na fase de aprendizado da rede.
∘ Camada 5, cuja finalidade é a defuzzificação. Esta camada é composta por um único
neurônio fixo de ativação linear. A resposta do modelo é a média ponderada dos conse-








, 𝑖 = 1,2,... (5.6)
Assim, ao final deste processo é construída uma rede ANFIS equivalente a um sistema de
inferência Fuzzy, com a vantagem de poder adaptar os parâmetros do antecedente e consequente
iterativamente via processo de aprendizado.
Como foi mencionado, a limitação destas RNF é a mesma dos sistemas Fuzzy devido ao
problema da explosão combinatória das regras. Por exemplo, com 𝑥 = 4 variáveis de entrada
e 𝑝 = 3 funções de pertinência para cada entrada, pode-se chegar a um total de 81 regras
(𝑝𝑥). Supondo-se agora que se tenha 𝑥 = 6 entradas e 𝑝 = 3 funções de pertinência para cada
entrada, chega-se a um total de 729 regras, o que pode tornar impraticável a utilização destas
redes (Pagliosa, 2003).
Logo, para evitar o problema da explosão combinatória das regras, existem algoritmos
de agrupamento que são úteis para construção de modelos, conseguindo diminuir a quantidade
de regras através da formação de grupos que compartilham informação (Jang, 1993). Estes
algoritmos são considerados como um processo de aprendizado não supervisionado, que enfoca
em achar características estatísticas dos agrupamentos de padrões nas entradas (Cruz, 2010).
Alguns destes algoritmos de agrupamento são apresentados a seguir.
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5.1.3 Algoritmos para agrupamento
Os algoritmos para agrupamento são úteis não somente para organizar e categorizar dados,
mas também para a compreensão dos mesmos e construção de modelos (Jang, 1993). Este
agrupamento particiona o conjunto de dados de forma que a similaridade dentro de um grupo
é maior do que a dos demais. Alguns algoritmos utilizados para agrupamento são: C-means,
Fuzzy C-means, Mountain Clustering Method e Subtractive Clustering, dentre outros.
Nesse trabalho utilizou-se o processo de agrupamento Fuzzy C-means (FCM). Este al-
goritmo faz partições de forma “suave” dos dados para formar os grupos, ou seja, um dado
pode pertencer a vários grupos (clusters) com um grau específico de pertinência em uma faixa
de 0 a 1, onde 0 é não pertencente e 1 significa que pertence completamente ao grupo (Roger
e outros, 1997). Está técnica foi apresentada por Dunn (Dunn, 1973) e melhorada por Bezdek
(Bezdek, 1981).
Este algoritmo de agrupamento é um algoritmo iterativo de otimização que minimiza a









onde U é a matriz resultante dos graus de pertinência, c é o vetor dos centros dos grupos, 𝑁 é
o número de dados, 𝑑𝑖𝑗 = ||𝑥𝑗 − 𝑐𝑖|| é a distância euclidiana dentre os centros dos grupos 𝑐𝑖 e
os dados de entrada 𝑥𝑗 , 𝑠 ∈ [1,∞) é o expoente de ponderação e 𝜇𝑖𝑗 são os elementos da matriz
do grau de pertinência dos dados 𝑗 nos grupos 𝑖 e assume valores entre [0,1].
Este algoritmo começa com uma estimativa inicial de centros destinados a marcar a loca-
lização parcial de cada grupo. Estes centros estão diretamente associados ao número de regras
desejadas para o modelo. Nesse instante, o algoritmo atribui um grau de pertinência a cada dado
para cada grupo. Ao atualizar iterativamente os centros dos grupos e os graus de pertinência, o
algoritmo minimiza a função de custo apresentada na Equação 5.7.










Devem ser atualizados os graus de pertinência de cada dado do vetor x aos grupos do










Como a distância calculada de cada dado de x aos centros de c estão em uma faixa de 0
a 1, a soma dos graus de pertinência de cada dado aos diferentes grupos será igual à unidade




𝜇𝑖𝑗 = 1, ∀𝑗 = 1,...,𝑁. (5.10)
Este algoritmo precisa de um critério de parada. Este critério é determinado para cada
iteração 𝑟 e é dado por:
||𝐽𝑟+1 − 𝐽𝑟|| ≤ 𝜖, (5.11)
onde 𝜖 é o critério de parada.
Assim, após a implementação deste algoritmo, é obtida a matriz dos graus de pertinência
U = 𝜇𝑖𝑗 associada a cada grupo definido. Este algoritmo pode ser resumido em um diagrama
de blocos (Figura 5.3). Mais detalhes do algoritmo podem ser vistos em (Roger e outros, 1997).
Definir nu´mero de grupos (c),
expoente s
e crite´rio de parada 
Inicializar matriz µij(0)
e definir inicio de iterac¸a˜o r = 0
Calcular os centros c, Eq.(4.9)
Atualizar a matriz de
grau de pertineˆncia µij
Eq. (4.10)
Satisfaz condic¸a˜o
de parada Eq. (4.12)




Figura 5.3: Algoritmo de agrupamento FCM (Heidary e outros, 2014).
Uma vez definida a matriz dos graus de pertinência e os centros de cada grupo, podem ser
construídas as funções de pertinência. Geralmente são usadas funções do tipo gaussiana como
mostrado na Equação 5.2, onde 𝜎𝑖 (desvio padrão) é o parâmetro que define a largura da função











Com o desvio padrão 𝜎𝑖, os centros dos grupos 𝑐𝑖 e a matriz dos graus de pertinência U
obtidos do algoritmo, são determinadas as funções de pertinência que correspondem à camada
2 da estrutura ANFIS. Finalmente, o processo de construção da RNF pode continuar como
explicado na Seção 5.1.1.
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5.1.4 Fase de aprendizado
A rede ANFIS utiliza algoritmos de aprendizado para modificar seus parâmetros ajus-
táveis. Esta rede usa uma técnica de aprendizado conhecida como aprendizado híbrido, que
melhora a taxa de convergência do processo de otimização combinando o algoritmo dos mí-
nimos quadrados (Least Mean Square) e o algoritmo backpropagation mencionado na Seção
4.1.2 (Tavares, 2009).
A partir da estrutura apresentada na Figura 5.1 e do mecanismo de inferência Fuzzy
Takagi-Sugeno de primeira ordem, pode-se verificar que quando os valores das premissas são
fixos, a saída global do sistema pode ser expressa como uma combinação linear dos parâmetros









= 𝑤1𝑓1 + 𝑤2𝑓2,
= (𝑤1𝑥)𝑝1 + (𝑤1𝑦)𝑞1 + (𝑤1)𝑟1
+ (𝑤2𝑥)𝑝2 + (𝑤2𝑦)𝑞2 + (𝑤2)𝑟2. (5.13)
Da Equação 5.13, pode-se observar que a saída 𝑓 é dada por uma função linear composta
pelos parâmetros consequentes 𝑝1, 𝑞1, 𝑟1, 𝑝2, 𝑞2 𝑒 𝑟2. Assim, o conjunto de parâmetros da rede
pode ser decomposto em dois subconjuntos: não lineares (parâmetros premissa das funções de
pertinência) e lineares (parâmetros consequentes das funções lineares de saída) para acelerar o
processo de aprendizado como mostrado na Figura 5.4. Logo, o algoritmo dos mínimos quadra-
dos é usado para determinar os parâmetros lineares da rede ANFIS, enquanto que o algoritmo
























Camada 1 Camada 2 Camada 3 Camada 4 Camada 5
Figura 5.4: Esquema do aprendizado híbrido.
Desta forma, o aprendizado híbrido é divido em duas fases: fase forward (passo para a
frente) e fase backward (passo para trás) executadas de forma alternada e iterativa até a conver-





















Camada 1 Camada 2 Camada 3 Camada 4 Camada 5
Fase Forward
Fase Backward
Figura 5.5: Fases do aprendizado híbrido.
Na fase forward, os parâmetros não lineares são mantidos fixos, a rede é alimentada com
vetores de entradas e saídas que são propagados para frente até que as saídas dos nós da camada
3 sejam obtidas. Em seguida os parâmetros lineares (parâmetros consequentes) são identificados
pelo algoritmo dos mínimos quadrados, para obter a saída estimada e calcular o critério de
desempenho definido por a raiz quadrada do erro quadrático médio RMSE (Root Mean Squared
Erro) (Vargas e outros, 2010):
𝑅𝑀𝑆𝐸 =
√︃∑︀𝑁
𝑖=1 (𝑦𝑖 − 𝑦𝑖)2
𝑁
, (5.14)
onde 𝑦𝑖 é a saída desejada e 𝑦𝑖 é a saída estimada pela rede ANFIS.
Na fase backward, os parâmetros lineares (parâmetros consequentes) são mantidos fixos,
o sinal do erro obtido na fase anterior é propagado na direção da camada de entrada para ajustar
os parâmetros não lineares (parâmetros premissa) da camada 1 pelo algoritmo backpropagation.
A Figura 5.6 resume o processo descrito anteriormente através de um fluxograma.
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Figura 5.6: Fluxograma do procedimento de aprendizagem híbrido do ANFIS.
5.2 Controlador Neuro-Fuzzy Inverso-Direto
O objetivo principal de um controlador é fornecer entradas apropriadas a uma planta para
obter a saída desejada. Na maioria dos métodos de controle implementados com RNF, a estru-
tura ANFIS é a mais usada. Os métodos de controle implementados com RNF são derivados
diretamente das RNA (Kelly e outros, 1994). Um dos métodos mais simples e comum em um
problema de controle com RNF é o esquema inverso-direto. Nesse caso, o controlador deve
inverter o comportamento da planta e usá-lo como controlador como indicado na Figura 5.7.
Controlador Planta
r(k) u(k) y(k)
Figura 5.7: Esquema de controle utilizando o modelo inverso (Zambrano, 2013).
Para a implementação computacional deste método, é necessário usar sistemas em tempo
contínuo amostrados ou usar modelos do sistema em tempo discreto (Roger e outros, 1997). O
método inverso-direto pode ser realizado em duas fases:
∘ Fase de aprendizado, na qual o modelo inverso ANFIS da planta é obtido com base em
dados de entrada e saída conforme mostrado na Figura 5.8. Neste esquema, os sinais de
entrada e de saída do ANFIS estão invertidos, ou seja, o sinal de saída do ANFIS é a esti-
mativa do esforço de controle 𝑢(𝑘) aplicado ao sistema (planta) e a entrada do ANFIS é o
vetor das saídas de medição 𝑦(𝑘) do sistema (planta). O bloco 𝑧−𝑛 denota os atrasos das
entradas dados ao sistema. Portanto, assume-se que se na fase de aprendizado o ANFIS
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prediz perfeitamente as entradas através das saídas, o ANFIS representaria exatamente o










Figura 5.8: Diagrama de blocos do controle inverso-direto no aprendizado (Jang, 1993).
∘ Fase de implementação, na qual o modelo inverso ANFIS obtido na fase de aprendizado
é usado para gerar a ação de controle como mostrado na Figura 5.9.
Sinal de
entrada






Figura 5.9: Diagrama de blocos do controle inverso-direto na implementação (Jang, 1993).
Se o controlador, que representa a dinâmica inversa da planta, é conectado em série com
a planta, o resultado da multiplicação dos dois blocos fornece uma função identidade. Isso
significa que teoricamente o sinal de saída será idêntico ao sinal de referencia, 𝑦(𝑘 + 1) =
𝑟(𝑘 + 1).
O esquema de controle inverso-direto possui as seguintes vantagens e desvantagens:
∘ Vantagens:
· Intuitivamente simples e facilmente implementável;
· Baseado no treinamento especializado, o controlador poder ser otimizado para uma
trajetória de referência (Roger e outros, 1997).
∘ Desvantagens:
· Após o treinamento, seus parâmetros não podem ser variados, não permitindo mu-
danças do controlador e consequente do resultado obtido, devido a que este método
não apresenta uma ação feedback do erro.
5.3 Projeto do controlador
O procedimento para obter um controlador Neuro-Fuzzy baseado no método inverso di-
reto está dividido nas mesmas fases da modelagem de sistemas das RNA apresentado no Capí-
tulo 4, Seção 4.2. Na etapa dos dados experimentais são organizados os dados que serão usados
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no treinamento e na validação, além de ser definidas as entradas e saídas que conformam a
RNF que atuará como controlador. Na etapa da estrutura do modelo são escolhidos o número
de regras e consequentemente o número de funções de pertinência para cada entrada e se define
se deverá ser usado um algoritmo de agrupamento para diminuir o número de regras. Na etapa
da estimação do modelo deve ser treinado o modelo para que este seja posteriormente validado.
Em seguida, a RNF obtida deve ser colocada como controlador para fechar a malha de controle
e obter as respostas do sistema em malha fechada através de simulações.
5.3.1 Dados experimentais
Para modelar o controlador Neuro-Fuzzy, deve-se obter o modelo dinâmico inverso da
planta. Isso pode ser considerado como a identificação de um novo sistema, análogo ao que foi
apresentado para as RNA. Desta forma, são usados os dados adquiridos experimentalmente do
comportamento dinâmico da BCS apresentados no Capítulo 3, visando que o controlador tenha
a capacidade de controlar a bomba para diferentes condições de operação.
Para obter a dinâmica inversa da planta, deve-se implementar o seguinte: a velocidade de
rotação Ω, que é uma entrada na planta é agora a saída do controlador Neuro-Fuzzy. O ganho de
pressão ∆𝑝 e vazão volumétrica de líquido 𝑄𝐿, que são as saídas da planta, agora são entradas
no controlador Neuro-Fuzzy. Existem outras duas entradas das variáveis operacionais que defi-
nem os sistemas: velocidade de rotação da bomba booster Ω𝐵 e a percentagem de abertura da
válvula choke 𝐶𝐾 . Com estas entradas, espera-se que o controlado Neuro-Fuzzy possa identifi-
car as condições de operação da BCS e controlá-la de acordo como os requisitos especificados.
Uma outra entrada do controlador Neuro-Fuzzy é a viscosidade 𝜇. A configuração das variáveis
de entrada e saída para o controlador Neuro-Fuzzy no tempo discreto (𝑘), podem ser verificadas
na Figura 5.10. Nesta figura podem ser verificados os atrasos 𝑛 correspondeste a cada variável.
[ΩB(k) ; ΩB(k − 1) ; ΩB(k − 2)]
[CK(k) ; CK(k − 1) ; CK(k − 2)]
[µ(k) ; µ(k − 1) ; µ(k − 2)]
[QL(k) ; QL(k − 1) ; QL(k − 2)]





Figura 5.10: Configuração das entradas e saída do controlador na modelagem inversa da planta.
Como o controlador Neuro-Fuzzy deve identificar a dinâmica inversa da planta, o parâ-
metro do número de atrasos usados na modelagem da planta foi mantido em 𝑛 = 2 atrasos.
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5.3.2 Estrutura do controlador Neuro-Fuzzy
O controlador Neuro-Fuzzy foi modelado por uma RNF com estrutura ANFIS. Como
visto na Seção 5.1.1, esta estrutura depende do número de entradas e das funções de pertinência
para cada entrada, definindo assim, o número de regras desejadas. Logo, do esquema apresen-
tado na Figura 5.10, observa-se que foram definidas 5 entradas e 1 saída. Se a estrutura ANFIS
fosse projetada com 3 funções de pertinência para cada entrada, existiriam 35 regras, o que
torna inviável a construção desta estrutura pelo número elevado de regras. Além disso, como
a estrutura tem a mesma quantidade de atrasos que foram definidos na estimação da planta, o
número de regras continua aumentando exponencialmente devido ao incremento nas entradas
do controlador. Desta forma, surge a necessidade de usar algoritmos de agrupamento.
O objetivo destes algoritmos de agrupamento, como mencionado na Seção 5.1.3, é criar
grupos de dados mais homogêneos (clusters), de modo que os objetos de cada grupo, compar-
tilhem características de operação e sejam mais parecidos, tentando obter uma representação
concisa do comportamento do sistema.
O algoritmo de agrupamento usado neste projeto foi o Fuzzy C-means explicado na Seção
5.1.3. A implementação deste algoritmo foi feita no software MATLAB© com o toolbox de
Neuro-Fuzzy designer.
Para implementar este algoritmo são necessários 3 parâmetros: quantidade de centros 𝑐
desejados, critério de parada 𝜖 para a função objetivo e o expoente de ponderação 𝑠, sendo
que este último controla a quantidade de sobreposição entre grupos. Para valores maiores, in-
dica que os grupos estarão com um maior grau de sobreposição entre eles. Neste o expoente
de ponderação 𝑠 foi gradualmente reduzido até achar um bom comportamento do controlador
Neuro-Fuzzy, e desta forma foi definido o valor de 1,5. Quanto ao número de grupos, foram de-
finidos 5 grupos devido às 5 variáveis operacionais que atuam sobre o controlador Neuro-Fuzzy
(∆𝑝, 𝑄𝐿, 𝜇, Ω𝐵, 𝑒 𝐶𝐾). Finalmente o critério de parada 𝜖 do algoritmo foi definido em 10−5.
Com os parâmetros definidos previamente, os resultados do agrupamento para algumas
das variáveis podem ser verificados nas Figuras 5.11 e 5.12.
Na Figura 5.11a podem ser verificados todos os dados do ganho de pressão medidos expe-
rimentalmente em função da viscosidade divididos nas três temperaturas. Pode-se verificar que
existe um padrão nestes dados. A maiores temperaturas, a viscosidade diminui, e para viscosi-
dades menores existem maiores ganhos de pressão. Na Figura 5.11b podem ser verificados os
resultados do algoritmo de agrupamento sobre os mesmos dados experimentais. Nessa figura,
podem ser vistos os 5 grupos, onde os pontos indicam os centros destes grupos. Cada grupo
obtém uma porção dos dados para as três temperaturas.
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(a) Dados experimentais classificados por tem-
peraturas.
(b) Resultado do agrupamento
Figura 5.11: Agrupamento das entradas da viscosidade e ganho de pressão.
Na Figura 5.12a podem ser verificados todos os dados medidos do ganho de pressão em
função da vazão volumétrica de líquido. Para este caso, não existe um padrão visual do com-
portamento do ganho de pressão em função da vazão volumétrica de líquido e da temperatura.
Na Figura 5.12b podem ser verificados os resultados do algoritmo de agrupamento para os 5
grupos.
(a) Dados experimentais classificados por tem-
peraturas.
(b) Resultado do agrupamento
Figura 5.12: Agrupamento das entradas do ganho de pressão e vazão volumétrica de líquido.
Do grupo 5 (cor laranja), pode ser observado que ganhos de pressões inferiores a 1100
kPa com vazões menores de 45 m3/h são dados devido à temperatura estar entre 40∘C e 35∘C, a
uma viscosidade menor de 700 cP. Do grupo 3 (cor verde), podem ser vistos ganhos de pressão
inferiores a 800 kPa com vazões médias de 50 m3/h, que são dadas devido à temperatura ser
baixa e, consequentemente, a viscosidade ser superior a 900 cP. Do grupo 2 (cor azul), observa-
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se ganhos de pressões em uma faixa de 1000 e 1600 kPa para vazões de líquido em torno de
20 m3/h e 40 m3/h para viscosidades em torno de 400 e 700 cP. Assim, cabe ressaltar que
da implementação do algoritmo Fuzzy C-means podem ser obtidos grupos com informações
específicas, que podem não ser simples de perceber devido ao grande volume de dados.
Após a implementação do algoritmo Fuzzy C-means, são obtidos os centros c ótimos para
as configurações iniciais dadas e a matriz dos graus de pertinência de cada dado para cada grupo
U. Com os centros c e graus de pertinência U𝑖𝑗 , pode ser calculado o desvio padrão da função
gaussiana como mostrado na Equação 5.12. Um exemplo das funções de pertinência para os
grupos apresentados nas Figuras 5.11 e 5.12, em função das variáveis de ganho de pressão ∆𝑝,
viscosidade 𝜇 e vazão volumétrica de líquido 𝑄𝐿 podem ser verificadas na Figura 5.13.






























(a) Ganho de pressão ∆𝑝





























































(c) Vazão de volumétrica de líquido 𝑄𝐿
Figura 5.13: Funções de pertinência das variáveis operacionais das Figuras 5.11 e 5.12.
Na Figura 5.13 podem ser verificadas as 5 funções de pertinência para o ganho de pressão
(Figura 5.13a), para a viscosidade (Figura 5.13b) e para a vazão volumétrica de líquido (Figura
5.13c). Pode ser vistos que os pontos de máximos das funções de pertinência correspondem aos
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centros de cada grupo definido anteriormente. Já a largura corresponde à medida de dispersão
dos dados em torno do centro do grupo.
Baseado nos agrupamentos, nas entradas e saída do controlador Neuro-Fuzzy, as regras
do sistema tem a seguinte configuração:
𝑅𝑒𝑔𝑟𝑎 1 : 𝑆𝑒 𝐸𝑖 ∈ 𝐺1, ∀𝑖 ∈ {1,2,...,𝑛} 𝑒𝑛𝑡?˜?𝑜 Ω1 = 𝑍1,
𝑅𝑒𝑔𝑟𝑎 2 : 𝑆𝑒 𝐸𝑖 ∈ 𝐺2, ∀𝑖 ∈ {1,2,...,𝑛} 𝑒𝑛𝑡?˜?𝑜 Ω2 = 𝑍2,
𝑅𝑒𝑔𝑟𝑎 3 : 𝑆𝑒 𝐸𝑖 ∈ 𝐺3, ∀𝑖 ∈ {1,2,...,𝑛} 𝑒𝑛𝑡?˜?𝑜 Ω3 = 𝑍3,
𝑅𝑒𝑔𝑟𝑎 4 : 𝑆𝑒 𝐸𝑖 ∈ 𝐺4, ∀𝑖 ∈ {1,2,...,𝑛} 𝑒𝑛𝑡?˜?𝑜 Ω4 = 𝑍4,
𝑅𝑒𝑔𝑟𝑎 5 : 𝑆𝑒 𝐸𝑖 ∈ 𝐺5, ∀𝑖 ∈ {1,2,...,𝑛} 𝑒𝑛𝑡?˜?𝑜 Ω5 = 𝑍5,
onde 𝐸𝑖 são as entradas do controlador Neuro-Fuzzy, 𝑛 denota o número de entradas, 𝐺 são os
agrupamentos das entradas, Ω é a velocidade de rotação associada a cada regra e 𝑍 é a saída de
cada agrupamento.
A estrutura ANFIS possui saídas lineares. Se o controlador Neuro-Fuzzy tem 5 entradas
então a saída para uma regra pode ser definida por:
𝑍𝑖 = 𝑚𝑖𝑥1 + 𝑛𝑖𝑥2 + 𝑝𝑖𝑥3 + 𝑞𝑖𝑥4 + 𝑟𝑖𝑥5 + 𝑣𝑖, (5.15)
onde os parâmetros (𝑚, 𝑛, 𝑝, 𝑞, 𝑟, 𝑒 𝑣) são os parâmetros consequentes e 𝑥𝑖 são os dados
de entrada no controlador Neuro-Fuzzy. Estes parâmetros, para cada regra, são determinados
resolvendo o sistema linear de equações dado por:
X𝑖b𝑖 = y𝑖, (5.16)
onde X são os dados de entrada, b é o vetor dos parâmetros consequentes a serem determina-
dos e y são os dados correspondentes às saídas medidas. Este processo é repetido para cada
um dos agrupamentos. Com estes parâmetros determinados, cada regra aporta uma parcela na
saída linear ao controlador Neuro-Fuzzy. Como exemplo, as regras podem ser representadas
graficamente como apresentado na Figura 5.14.
Na Figura 5.14 podem ser verificados 5 agrupamentos para cada uma das 8 entradas, as
5 regras que estão conectadas a cada agrupamento das entradas, as 5 saídas lineares para cada
regra e finalmente um nó de saída ponderada que dará a ação de controle. Como exemplo, nesta
figura, as linhas de cor vermelho representam as conexões para a decisão da primeira regra e as
linhas de cor azul representam as conexões para a decisão da segunda regra.
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Figura 5.14: Exemplo do esquema da estrutura RNF para oito entradas e cinco regras.
Na Tabela 5.1 podem ser verificados os parâmetros do controlador Neuro-Fuzzy após a
construção. Estes parâmetros são: número de entradas, número de saídas, tipo de funções de
pertinência usadas para cada entrada, tipo de função de saída para cada regra, quantidade de
parâmetros antecedentes, quantidade de parâmetros consequentes e o número de regras Fuzzy.
Tabela 5.1: Parâmetros do controlador Neuro-Fuzzy.
Parâmetros Descripção
Número de entradas do controlador 15
Número de saídas do controlador 1
Tipo de funções de pertinência de cada entrada Gaussiana
Tipo de funções de saídas de cada regra Linear
Funções de pertinência por cada entrada 5
Parâmetros antecedentes (parâmetros não lineares) ajustáveis 150
Parâmetros consequentes (parâmetros lineares) ajustáveis 80
Número total de parâmetros do controlador 230
Número de regras Fuzzy do controlador 5
Finalmente com a estrutura do controlador Neuro-Fuzzy definida em termos de entradas
e saídas, é feita a estimação do modelo como apresentado a seguir.
5.3.3 Fase de treinamento do controlador Neuro-Fuzzy
Uma vez definidas as entradas e as configurações do controlador Neuro-Fuzzy, dos dados
apresentados na matriz de teste do comportamento dinâmico do Capítulo 3 (vide Tabela 3.5), é
feita uma divisão em três conjuntos: treinamento, teste e validação.
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Tabela 5.2: Divisão dos dados para etapa de estimação e validação do controlador.




Nesta etapa, o processo de treinamento é feito para ajustar os parâmetros antecedentes
(funções de pertinência) e os parâmetros consequentes do controlador Neuro-Fuzzy através
do aprendizado híbrido. A etapa de treinamento do controlador Neuro-Fuzzy projetado para
este trabalho foi feita no software MATLAB© com o toolbox de Neuro-Fuzzy designer. No
Apêndice A.5 pode ser verificado o código de programação para o treinamento e validação do
controlador Neuro-Fuzzy.
5.3.4 Validação do controlador Neuro-Fuzzy
O desempenho do controlador Neuro-Fuzzy foi verificado baseado no critério 𝑚𝑏𝑅 e
na visualização das predições. Os resultados da validação pelo critério 𝑚𝑏𝑅 do treinamento
do controlador Neuro-Fuzzy são apresentados na Tabela 5.3. Da validação pelo critério 𝑚𝑏𝑅,
pode-se verificar que o controlador Neuro-Fuzzy foi treinado de forma adequada, obtendo-se
valores de 𝑚 e 𝑅 próximos de 1.
Tabela 5.3: Resultados da validação do controlador para o conjunto de treinamento.
Quantidade
de regras 𝑚 𝑏 [RPM] 𝑅 RMSE [RPM] NRMSD [%]
5 0,9813 49,9642 0,9922 46,0534 3,2895
Na Tabela 5.4 podem ser verificados os resultados da validação pelo critério 𝑚𝑏𝑅 do con-
trolador Neuro-Fuzzy para o conjunto de validação. Estes resultados indicam que o controlador
Neuro-Fuzzy apresenta uma boa generalização, mostrando bons resultados para amostras que
não foram usadas na etapa de treinamento, também com valores de 𝑚 e 𝑅 próximo de 1. Em
termos práticos, o critério de desempenho 𝑚𝑏𝑅 fornece uma ideia da capacidade do modelo do
controlador Neuro-Fuzzy para aproximar diferentes valores de saída com relativa precisão.
Tabela 5.4: Resultados da validação do controlador para o conjunto de validação.
Quantidade
de regras 𝑚 𝑏 [RPM] 𝑅 RMSE [RPM] NRMSD [%]
5 0,9811 52,5116 0,9907 49,2652 3,5189
As Tabelas 5.3 e 5.4 apresentam também a estimativa do valor do critério de desempenho.
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Além disso, estas tabelas apresentam os valores em percentuais da normalização do desvio
quadrático médio (NRMSD). Pode ser feita a validação visual das predições do controlador
Neuro-Fuzzy obtido para comparar as saídas desejadas com as saídas de controle estimadas. As
informações que compõem os dados experimentais para os três sistemas são apresentadas na
Tabela 5.5.














1 2000 - 3400 38,8 - 53,8 981 - 1141 9 240 273,1 - 1569,6
2 2000 - 3200 55,4 - 70,9 649 - 699 10 310 164,3 - 1286,4
3 2000 - 3000 39,5 - 50,0 411 - 435 8 230 488,0 - 1402,7
Uma vez determinados os dados que serão usados para a validação das predições, estas
informações são fornecidas ao controlador Neuro-Fuzzy para verificar as estimação feitas pela
controlador (vide Figura 5.15).


















(a) Validação sistema 1

















(b) Validação sistema 2
















(c) Validação sistema 3
Figura 5.15: Visualização das predições feitas pelo controlador dos três sistemas propostos.
89
Nestas figuras, pode-se observar algumas oscilações nas predições do controlador Neuro-
Fuzzy treinado. Isso está relacionado aos dados de entrada que apresentam picos e/ou oscilações
(como mencionado no Capítulo 4). Embora existam oscilações nas predições do controlador
Neuro-Fuzzy, as predições podem ser consideradas próximas das saídas desejadas. O modelo
do controlador Neuro-Fuzzy definido, treinado e validado consegue aproximações aceitáveis do
sinal da velocidade de rotação apresentando uma dispersão do erro baixa.
5.3.5 Fechamento da malha de controle
Uma vez identificada a dinâmica do sistema com uma RNA, e a identificação da dinâmica
inversa pela rede RNF ser considerada adequada, o próximo passo é fechar a malha de controle
(vide Figura 5.16).
Figura 5.16: Diagrama de blocos do esquema do controlador inverso direto em malha fechada.
O funcionamento deste controle consiste em fazer uma realimentação da saída da planta
∆𝑝(𝑘 + 1) para comparar todas as entradas do controlador e obter um valor de velocidade de
rotação Ω(𝑘) que aproxime a saída da planta ao valor de referência desejado 𝑟(𝑘+1). Os atrasos
das variáveis encontram-se dentro dos subsistemas como apresentado na Figura 5.17.
Figura 5.17: Diagrama de blocos dos atrasos nos sinais de entrada do controlador.
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Com o esquema apresentado na Figura 5.16 é possível executar simulações para avaliar
o sistema de controle em malha fechada. Nestas simulações, se o desempenho obtido não for
o esperado, deverão ser redefinidos os parâmetros de cada fase no projeto do controlador ou
da planta, até que o controlador apresente um desempenho aceitável para diferentes faixas de
testes.
5.4 Resposta em malha fechada
A fim de verificar o comportamento do sistema em malha fechada é possível executar
algumas simulações. Para isso é feita uma análise da resposta temporal do sistema. Para obter a
resposta temporal do sistema, é necessário definir os sinais de referência. O esforço de controle
dever ser calculado usando o controlador Neuro-Fuzzy treinado. Nos termos da operação da
BCS este processo é descrito a seguir.
A operação da bomba centrífuga submersa está associada e regida pela curva caracterís-
tica do sistema, como mencionado no Capítulo 2. Esta curva determina as perdas de pressão
no sistema em função da vazão volumétrica de líquido (Costa, 2012). Além disso, desta curva
pode ser obtido o ponto de operação da BCS associado a um ganho de pressão e vazão volu-
métrica de líquido (variáveis de saída da planta). Dos dados experimentais obtidos para cada
teste realizado, são obtidas as curvas do sistema como explicado no Capítulo 3. Estas curvas do
sistema estão associadas para cada configuração dada pela abertura da válvula choke 𝐶𝐾 e pela
velocidade de rotação da bomba booster Ω𝐵. Desta forma, o controlador possui a capacidade
de reconhecer os diferentes sistemas para os quais foi treinado. Uma vez definido o sistema,
é dada uma referência de ganho de pressão 𝑟(𝑘 + 1) ao controlador Neuro-Fuzzy buscando
levar a BCS ao ponto de operação associado à referência. Para essa referência, o controlador
Neuro-Fuzzy estima a velocidade de rotação necessária na bomba para atingir aquela referência
e levar a bomba ao ponto de operação desejado. Após o esforço de controle ser obtido, este
sinal é inserido na planta para determinar o valor do ganho de pressão e vazão volumétrica de
líquido da BCS no instante (𝑘+ 1). Desta forma, o sistema entrará em um regime transiente até
alcançar o sinal de referência e conseguir se estabilizar. Todo o processo anteriormente descrito
pode ser verificado no fluxograma apresentado na Figura 5.18.
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Definir condic¸o˜es
iniciais do sistema CK , ΩB , µ
Refereˆncia de
ganho de pressa˜o r(k + 1)
Determinar rotac¸a˜o Ω(k)
Determinar:
Ganho de pressa˜o ∆p(k + 1)














Figura 5.18: Fluxograma para simulação e fechamento da malha de controle proposta.
5.5 Algoritmo para operar no BEP
O objetivo principal deste projeto é conseguir levar a bomba a operar o mais próximo
possível do ponto de melhor eficiência para diferentes condições de operação, garantindo que
a BCS opere em uma faixa de operação recomendada ou segura como apresentado nos Capí-
tulos 1 e 2. O ponto de melhor eficiência (BEP) em uma BCS no regime permanente é dado
pelo máximo da curva de eficiência em função da vazão volumétrica de líquido. A curva de
eficiência pode variar dependendo das condições de operação (maior ou menor viscosidade,
maior ou menor velocidade de rotação na BCS, fechamento da válvula choke, entre outros), e
consequentemente o ponto do BEP varia.
Para atingir o objetivo de levar a bomba a operar o mais próximo do BEP, é usada a
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malha de controle proposta na Seção 5.4. Essa malha de controle leva a BCS a operar em um
ponto desejado, definido por uma referência de ganho de pressão. No instante que é dada uma
referência, o sistema tem um comportamento transitório buscando alcançar a situação de regime
permanente. Logo, conhecendo a curva do sistema e o ponto de operação, pode ser determinada
















Figura 5.19: Ponto de melhor eficiência da BCS na curva do sistema.
A curva de eficiência da bomba apresentada na Figura 5.19 é aproximada usando a RNA
treinada e validada no Capítulo 4, Seção 4.4. Essa RNA, possui a capacidade de aproximar a
curva de eficiência em função do ganho de pressão ∆𝑝, da vazão volumétrica de líquido 𝑄𝐿,
da viscosidade do fluido 𝜇 e da velocidade de rotação Ω da BCS. Com a curva de eficiência
aproximada, determina-se o ponto de máximo desta curva (ponto de melhor eficiência) em
função da vazão volumétrica de líquido. Com a vazão volumétrica de líquido do BEP, 𝑄𝐿𝐵𝐸𝑃 ,
determinada, calcula-se o ganho de pressão associado a esta vazão através da curva do sistema.
Tendo determinado o ganho de pressão do BEP, ∆𝑝𝐵𝐸𝑃 , este parâmetro é considerado
como nova referência para o controlador. Nesse instante, o sistema entra novamente em um
regime transiente até chegar o mais próximo possível do ponto fornecido como referência. En-
quanto a malha de controle está operando, a RNA que aproxima a curva de eficiência fica
desativada, já que o seu funcionamento é unicamente no regime permanente.
Quando o sistema se estabilizar e estiver operando dentro da faixa recomendada de±20%
do ponto do BEP, sem ultrapassar a velocidade de rotação máxima da bomba, o sistema será
mantido estável nessas condições. Caso se deseje que o sistema continue procurando um novo
ponto de melhor eficiência, a RNA para aproximar a curva de eficiência será usada e o processo
será repetido.
A seguir são apresentados os passos e o fluxograma (Figura 5.20) do algoritmo imple-
mentado para operar a BCS no BEP:
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1. Definir um ponto de operação desejado por meio de uma referência de ganho de pressão;
2. Usando a malha de controle proposta na Seção 5.4, levar a BCS a operar no ponto de
referência;
3. Aguardar a estabilização da bomba (regime permanente);
4. Com o sistema estabilizado aproximar a curva de eficiência para as condições em regime
permanente dadas pela malha de controle;
5. Determinar ponto de máximo na curva de eficiência (ponto do BEP);
6. Com o ponto de máximo, determinar vazão do BEP, 𝑄𝐿𝐵𝐸𝑃 , e ganho de pressão do BEP,
∆𝑝𝐵𝐸𝑃 , através da curva do sistema;
7. Fornecer o ganho de pressão do BEP como referência para a malha de controle e voltar
para 2;
8. Caso não tiver conseguido a convergência, volte para 4;
9. Caso o sistema esteja dentro da faixa de ±20% do ponto do BEP, termine.
Definir condic¸o˜es iniciais
do sistema CK , ΩB , µ
Refereˆncia de
ganho de pressa˜o r(k + 1)
Determinar rotac¸a˜o Ω(k)
Determinar:
Ganho de pressa˜o ∆p(k + 1)






Vaza˜o volume´trica do BEP QLBEP
Ganho de pressa˜o no BEP ∆pBEP


















Figura 5.20: Fluxograma do algoritmo para operar próximo do ponto de melhor eficiência.
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Na Figura 5.21 pode-se observar o diagrama de blocos da implementação do algoritmo
para operar a BCS no ponto de melhor eficiência. Neste diagrama de blocos pode ser verificado
a malha de controle anteriormente explicada, o bloco do algoritmo para determinar os pontos
de melhor eficiência (𝑄𝐿𝐵𝐸𝑃 e ∆𝑝𝐵𝐸𝑃 ) em função da velocidade de rotação, viscosidade, vazão
volumétrica de líquido e ganho de pressão atual na BCS. Há também o bloco condicional para
entrada do algoritmo. Este bloco cumpre a função de ativar e desativar o algoritmo e enviar a
nova referência para o controlador.
Figura 5.21: Malha proposta para operar a BCS no ponto de melhor eficiência.
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6 Resultados
Inicialmente são apresentados alguns resultados onde o sistema de controle proposto é
verificado para três diferentes casos. Primeiramente, o sistema é analisado para o caso onde é
aplicada uma referência em degrau. Em seguida, é aplicada uma referência com vários degraus,
e posteriormente, é aplicada uma referência em rampa. Finalmente, são apresentados os resul-
tados da implementação do algoritmo para levar a bomba a operar próximo do ponto de melhor
eficiência.
Nos resultados das simulações da planta em malha fechada apresentados neste capítulo,
aparecem os seguintes termos para se referir aos resultados do controlador Neuro-Fuzzy: o sinal
de controle, que faz referência à variação da rotação da bomba como consequência de algum
dos sinais de entrada; a resposta do sistema, que faz referência à variação do ganho de pressão
e vazão volumétrica de líquido como consequência de algum dos sinais de entrada; sobressinal
(overshoot), que faz referência ao valor máximo de pico da curva de resposta medido a partir
da sua referência; o erro estacionário, que faz referência à medida de precisão do sistema de
controle para seguir uma entrada após o desaparecimento da resposta transitória; o tempo de
acomodação, que faz referência ao tempo necessário para a curva de resposta alcançar e per-
manecer em torno do valor final de referência; o erro percentual, que faz referência à diferença







Os parâmetros anteriormente mencionados são descritos no apêndice C.
Como mencionado no Capítulo 4, Seção 4.3, foram modelados três sistemas diferentes
pelas RNA. Cada sistema modelado é apresentado em um estudo de caso diferente conforme
indicado na Tabela 6.1.
Tabela 6.1: Sistemas usados para os casos de estudo.
Caso Booster [RPM] Choke [%] Temperatura [∘C] Viscosidade [cP]
1 245 9 30 1050 ± 80
2 310 10 35 666 ± 33
3 230 8 40 400 ± 18
96
6.1 Caso 1 - Sistema operando com temperatura do fluido de 30∘C
O primeiro caso de estudo foi definido para a seguinte configuração: rotação da bomba
booster de 245 RPM, abertura de válvula choke de 9% e temperatura do fluido de 30∘C. Estes
parâmetros são definidos como entrada para o controlador Neuro-Fuzzy (vide Figura 6.1). Com
estes parâmetros, são feitas 3 diferentes simulações da planta em malha fechada: ganho de
pressão de referência em degrau visando uma mudança mais drástica, ganho de pressão de
referência em vários degraus ao longo do tempo e ganho de pressão de referência em rampa.
Figura 6.1: Definição dos parâmetros do sistema para simulação da planta em malha fechada.
6.1.1 Degrau único de referência
Na Figura 6.2a é apresentada a resposta temporal do ganho de pressão para a referência
em degrau e uma viscosidade de 987 cP. Esta referência foi variada de 900 a 1050 kPa. A res-
posta do sistema apresenta um sobressinal de 14,67% sobre o valor final da resposta, e este pico
é atingido em aproximadamente 4 segundos. Após uma oscilação, o sistema atinge a referên-
cia apresentando um erro estacionário de 0,66% com uma resposta final de 1043 kPa a uma
rotação de 2938 RPM. O tempo de acomodação do sistema foi de 15 segundos. A rotação na
bomba aumentou de 2773 RPM até 2936 RPM após a aplicação do degrau de referência. Na
Figura 6.2b, pode ser verificada a resposta temporal da vazão volumétrica de líquido do sistema
quando aplicado o degrau. Na vazão volumétrica de líquido há uma pequena queda que pode
estar associada aos picos e quedas de vazão observados nos experimentos como mencionado no
Capítulo 3. Neste caso, a RNA considera essas condições de operação na respetiva modelagem.
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Sistema controlado com RNF
(a) Resposta temporal do ganho de pressão.




























] Sinal de vaza˜o volume´trica de l´ıquido medida
(b) Resposta temporal da vazão volumétrica de
líquido.
Figura 6.2: Resposta temporal do sistema ao degrau único para o Caso 1.
Na Tabela 6.2 podem ser verificados os valores de ganho de pressão, velocidade de rotação
da BCS, a vazão volumétrica de líquido e o erro estacionário correspondentes à condição inicial
de operação. Nesta condição, existe um erro estacionário associado à referência fornecida ao
sistema antes do segundo 40. Logo que se muda a referência, o sistema entra no regime transi-
ente, para finalmente chegar na condição final de estabilização. O erro estacionário observado
na resposta do sistema é de 0,66% do sinal de referência.
Tabela 6.2: Resultados da resposta do sistema antes e depois do degrau único para o Caso 1.
Variável Condição inicial Condição final
Ganho de pressão kPa 901,4 1043,0
Vazão volumétrica de líquido m3/h 45,5 46,9
Rotação RPM 2773 2936
Erro estacionário % 0,15 0,66
O sinal de controle aplicado à planta é fornecido na Figura 6.3. Nesta figura pode-se
verificar que existe um salto quando o sinal de referência muda. Embora este salto exista apenas
por um breve momento e não tenha um impacto evidente na resposta do sistema, esta ação
poderá prejudicar os elementos elétricos ou mecânicos do sistema. A ação deste pico pode ser
atenuada com uma mudança na referência gradualmente. O efeito deste fenômeno é apresentado
no Apêndice E.
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Figura 6.3: Sinal de controle gerado pelo controlador Neuro-Fuzzy.
6.1.2 Vários degraus na referência
Uma segunda forma de entrada é a aplicação de degraus durante um tempo de 200 segun-
dos, aumentando e diminuindo o sinal de referência, para ver se o controlador consegue levar o
sistema a operar nas condições impostas.
Nas figuras 6.4a e 6.4b, podem ser observadas as respostas temporais do ganho de pressão
e da vazão volumétrica de líquido, respetivamente, quando aplicados os degraus na referência.
Nesta figura observa-se que existem sobressinais quando se muda a referência. Além disso, para
alguns dos casos, verifica-se um erro estacionário. Os resultados das respostas do sistema e dos
erros obtidos podem ser verificados na Tabela 6.3.

























Sistema controlado com RNF
(a) Resposta temporal do ganho de pressão.






























] Sinal de vaza˜o volume´trica de l´ıquido medida
(b) Resposta temporal da vazão volumétrica de
líquido.
Figura 6.4: Resposta temporal do sistema, vários degraus como referência para o Caso 1.
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700,0 714,0 43,4 2542 2,00 -
850,0 885,8 45,0 2716 0,68 12,98
1000,0 993,4 46,4 2883 0,65 10,67
1120,0 1113,0 47,7 3008 0,71 22,67
1190,0 1185,2 48,6 3075 0,42 32,22
1080,0 1072,0 47,2 2968 0,74 26,02
920,0 919,4 45,7 2795 0,09 9,81
720,0 73,0 43,6 2565 0,83 5,71
6.1.3 Rampas na referência
Uma outra simulação foi feita para verificar o comportamento do sistema a situações de
mudanças mais suaves na referência. Nesta simulação, muda-se o sinal de referência do sistema
para a forma de rampa. Para esta simulação, a viscosidade do fluido foi definida em 1000 cP.
As respostas temporais do sistema podem ser verificadas na Figura 6.5. O sistema consegue
acompanhar a referência, embora existam sobressinais evidenciados no instante que a referência
muda. Os sobressinais observados não superam 25% da resposta final como pode ser verificado
na Tabela 6.4.

























Sistema controlado com RNF
(a) Resposta temporal do ganho de pressão.






























] Sinal de vaza˜o volume´trica de l´ıquido medida
(b) Resposta temporal da vazão volumétrica de
líquido.
Figura 6.5: Resposta temporal do sistema, rampas como referência para o Caso 1.
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700,0 691,6 43,3 2547 1,14 -
1200,0 1213,0 49,0 3076 1,08 10,00
900,0 900,4 45,4 2771 0,06 2,71
1092,0 1101,0 47,5 2972 0,82 24,38
Com as simulações apresentadas nesta subseção, verificou-se que o controlador Neuro-
Fuzzy leva a bomba a uma operação próxima de referência desejada, embora para alguns ca-
sos, a resposta do sistema apresente um sobressinal considerado grande. Observou-se que após
acontecer o sobressinal, o sistema oscila e depois se estabiliza.
6.2 Caso 2 - Sistema operando com temperatura do fluido de 35∘C
O segundo caso de estudo foi definido para: rotação da bomba booster de 310 RPM,
abertura de válvula choke do 10% e temperatura do fluido de 35∘C. Para iniciar as simulações
da planta em malha fechada, estes parâmetros são considerados como entrada para o controla-
dor Neuro-Fuzzy (vide Figura 6.6). Com estes parâmetros, são feitas 3 diferentes simulações
da planta em malha fechada: ganho de pressão de referência em degrau, ganho de pressão de
referência em vários degraus ao longo do tempo e ganho de pressão de referência em rampa.
Figura 6.6: Definição dos parâmetros do sistema para simulação em malha fechada do Caso 2.
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6.2.1 Degrau único de referência
Na Figura 6.7a é apresentada a resposta temporal do ganho de pressão para a referência
em degrau e uma viscosidade constante de 688 cP. Esta referência foi variada de 860 a 1000
kPa. Para as condições iniciais (referência de 860 kPa), a resposta do sistema apresenta um erro
estacionário de 3,11%. Este erro estacionário está associado a precisão do controlador Neuro-
Fuzzy para os parâmetros estabelecidos no inicio da simulação. Quando o sinal de referência
é variado (aos 35 segundos de simulação), a resposta do sistema apresenta um sobressinal de
6,70% cerca de 4 segundos após mudada a referência. Após o sobressinal, o sistema entra em
regime permanente a uma pressão de 1006 kPa com um erro estacionário de 0,06%. O tempo
de acomodação do sistema está em torno de 12 segundos. A rotação após a aplicação do degrau
de referência foi de 2981 RPM. Na Figura 6.7b pode ser verificada a resposta temporal para
a vazão volumétrica de líquido do sistema. Nesta figura observa-se uma mudança considerada
suave de 65,5 m3/h até 67,3 m3/h.
Na Tabela 6.5 podem ser verificados os valores iniciais e finais da simulação.























Sistema controlado com RNF
(a) Resposta temporal do ganho de pressão.




























] Sinal de vaza˜o volume´trica de l´ıquido medida
(b) Resposta temporal da vazão volumétrica de
líquido.
Figura 6.7: Resposta temporal do sistema ao degrau único para o Caso 2.
Tabela 6.5: Resultados da resposta do sistema antes e depois do degrau único para o Caso 2.
Variável Condição inicial Condição final
Ganho de pressão kPa 886,6 1006,0
Vazão volumétrica de líquido m3/h 65,5 67,3
Rotação RPM 2831 2981
Erro estacionário % 3,11 0,06
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6.2.2 Vários degraus de referência
Nesta subseção, são aplicados outros degraus durante um tempo de 200 segundos aumen-
tando e diminuindo o sinal de referência para verificar se o controlador consegue levar o sistema
a operar nas condições impostas. Para esta simulação, a viscosidade do fluido foi diminuída para
680 cP e mantida durante toda a simulação.


























Sistema controlado com RNF
(a) Resposta temporal do ganho de pressão.




























] Sinal de vaza˜o volume´trica de l´ıquido medida
(b) Resposta temporal da vazão volumétrica de
líquido.
Figura 6.8: Resposta temporal do sistema, vários degraus na referência para o Caso 2.
Nas figuras 6.8a e 6.8b podem ser observadas as respostas temporais do ganho de pres-
são e da vazão volumétrica de líquido respetivamente. Nestas figuras observa-se que existem
sobressinais quando se muda a referência. No segundo degrau aplicado ao sistema, não é obser-
vado sobressinal na resposta do sistema, mas após a estabilização o sistema apresenta um erro
estacionário de 1,84%. Também pode ser observado que para alguns casos, o sistema apresenta
pulsos quando são aplicadas as mudanças na referência. Isso pode estar associado ao apren-
dizado da RNA na modelagem da dinâmica do sistema, devido a que foram verificadas essas
mesmas variações quando a RNA foi validada (vide Capítulo 4). Para o caso da vazão volu-
métrica de líquido, o fenômeno dos picos também é observado. Pode ser verificada a resposta
temporal desta variável e a sua dinâmica, que comparada com os testes experimentais feitos, foi
similar. Finalmente, na maioria dos degraus aplicados ao sistema, observa-se erros estacionários
não superiores à 3%. Estes resultados são fornecidos na Tabela 6.6.
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830,0 849,7 64,9 2792 2,40 -
1000,0 1004,0 67,3 2979 0,50 9,41
1140,0 1119,0 69,1 3149 1,84 -
1050,0 1040,0 67,8 3029 0,86 2,02
940,0 940,8 66,3 2896 0,20 12,84
890,0 897,7 65,7 2844 0,98 19,05
820,0 828,6 64,6 2770 1,09 28,27
950,0 965,2 66,7 2927 1,79 11,03
6.2.3 Rampas na referência
Foi imposto ao sistema mudanças suaves na referência em forma de rampa. Para esta si-
mulação, a viscosidade foi definida em 690 cP. Na resposta temporal do sistema (vide Figura
6.9) pode-se observar respostas muito mais suaves quando comparadas com as respostas do sis-
tema ao degrau. Embora as mudanças de estado sejam de forma suave, para algumas simulações
são verificados sobressinais na resposta do sistema e erros estacionários que não superam 3%
na maioria dos regimes permanentes. Estes resultados são fornecidos na Tabela 6.7.

























Sistema controlado com RNF
(a) Resposta temporal do ganho de pressão.
































] Sinal de vaza˜o volume´trica de l´ıquido medida
(b) Resposta temporal da vazão volumétrica de
líquido.
Figura 6.9: Resposta temporal do sistema, rampas na referência para o Caso 2.
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820,0 839,9 64,6 2770 2,40 -
1100,0 1085,0 68,4 3078 1,30 -
820,2 840,0 64,6 2770 2,40 4,97
999,8 1009,0 67,2 2970 0,90 2,37
Das simulações apresentadas nesta subseção, verificou-se que o controlador Neuro-Fuzzy
leva a bomba à operação próxima da referência desejada. Para alguns casos testados, o sistema
apresentou sobressinais que não ultrapassaram 30% da resposta final do sistema. Com relação
ao erro estacionário, a resposta do sistema não supera 4% do valor da referência. Por outro lado,
quando a referência aplicada ao sistema é um degrau, o tempo de acomodação do sistema fica
em cerca de 12 segundos, o que seria razoável para a bancada da BCS.
6.3 Caso 3 - Sistema operando com temperatura do fluido de 40∘C
Para este caso de estudo foi definido: rotação de bomba booster de 230 RPM, abertura
de válvula choke do 8% e temperatura do fluido de 40∘C. Estes parâmetros são definidos como
apresentados na Figura 6.6. Neste caso, são definidos os mesmos tipos de simulações que apre-
sentados anteriormente. Nestas simulações, a técnica de controle proposta será avaliada para
uma viscosidade do fluido menor visando verificar o comportamento do controlador Neuro-
Fuzzy para outras condições de operação.
Figura 6.10: Definição dos parâmetros do sistema para simulação em malha fechada do Caso 3.
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6.3.1 Degrau único de referência
Na Figura 6.11a é apresentada a resposta temporal do ganho de pressão de referência em
degrau a uma viscosidade de 418 cP. A referência dada ao sistema foi variada de 1020 a 1200
kPa. Observa-se que por ser uma viscosidade de trabalho menor que as anteriores, o sistema
pode operar com pressões maiores. Inicialmente, pode ser verificado que o sistema, para um
ganho de pressão de 1020 kPa, apresenta um erro estacionário que não supera 1,00%. Quando
o sinal de referência é variado, a resposta do sistema para o ganho de pressão apresenta picos
e uma pequena oscilação antes de começar a mudar. Isso pode ser associado ao aprendizado
da dinâmica do sistema pelas RNA. Uma vez que o sistema sai desta oscilação, verifica-se um
sobressinal do 22,67% sobre o valor final do sistema. Este sobressinal é atingido em um tempo
de 5 segundos após a mudança da referência. Contudo, após o pico inicial, o sistema atinge a
referência com um erro estacionário de 0,08%. O tempo de acomodação para esta simulação foi
de 13 segundos. A rotação da BCS aumentou de 2616 RPM para 2826 RPM.
Na Figura 6.11b, pode ser observada a resposta temporal da vazão volumétrica de líquido.
Pode-se observar que o sinal apresenta uma inflexão após a mudança da referência. Isso também
foi observado durante a execução dos experimentos. Na Tabela 6.8, podem ser verificados os
valores iniciais e finais deste simulação.
























Sistema controlado com RNF
(a) Resposta temporal do ganho de pressão.






























] Sinal de vaza˜o volume´trica de l´ıquido medida
(b) Resposta temporal da vazão volumétrica de
líquido.
Figura 6.11: Resposta temporal do sistema ao degrau único para o Caso 3.
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Tabela 6.8: Resultados da resposta do sistema antes e depois do degrau único para o Caso 3.
Variável Condição inicial Condição final
Ganho de pressão kPa 1028,4 1199,3
Vazão volumétrica de líquido m3/h 45,9 47,9
Rotação RPM 2616 2826
Erro estacionário % 1,00 0,08
6.3.2 Vários degraus na referência
Nesta simulação, a viscosidade do fluido foi aumentada para 425 cP. Na Figura 6.12a
pode-se verificar a resposta temporal do ganho de pressão. Embora existam sobressinais e picos
na resposta do sistema, o sistema consegue acompanhar o sinal de referência com tempos de
acomodação que não superam 15 segundos. Já para a resposta da vazão volumétrica de líquido,
observou-se pequenas oscilações nas mudanças de um estado para o outro.























(a) Resposta temporal do ganho de pressão.
































] Sinal de vaza˜o volume´trica de l´ıquido medida
(b) Resposta temporal da vazão volumétrica de
líquido.
Figura 6.12: Resposta temporal do sistema, vários degraus na referência para o Caso 3.
Os resultados comentados anteriormente podem ser verificados na Tabela 6.9. Nesta ta-
bela, verifica-se sobressinais de mais de 25% e erros estacionários que não superam o 2%.
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700,0 690,1 42,7 2293 1,42 -
830,0 827,6 43,8 2440 0,27 13,67
970,0 952,8 45,3 2599 1,77 18,47
910,0 899,2 44,6 2532 1,11 36,53
860,0 855,1 43,8 2475 0,56 38,84
950,0 934,4 45,1 2429 1,63 18,21
1070,0 1050,0 46,5 2577 1,87 30,00
6.3.3 Rampas na referência
Os resultados da aplicação de rampas como referência como apresentado na Figura 6.13
são apresentados nesta subseção. Para esta simulação, a viscosidade do fluido foi de 420 cP. O
sinal de referência aplicando ao sistema pode ser verificado na Tabela 6.10. Destas simulações
pode-se observar que a resposta do sistema pode ser considerada suave, com sobressinais não
superiores a 20% nas mudanças de inclinação do sinal de referência. Na Tabela 6.10 podem ser
verificados os valores principais da simulação.























Sistema controlado com RNF
(a) Resposta temporal do ganho de pressão.





























] Sinal de vaza˜o volume´trica de l´ıquido medida
(b) Resposta temporal da vazão volumétrica de
líquido.
Figura 6.13: Resposta temporal do sistema, rampas na referência para o Caso 3.
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700,0 691,0 42,7 2293 1,42 -
1200,0 1200,0 47,8 2825 0,01 4,00
900,0 890,5 44,5 2520 1,11 2,90
999,6 980,3 45,7 2631 2,00 18,25
Finalmente, foi verificado que existem sobressinais na resposta do sistema que em al-
gumas simulações chegaram ao 35%. Embora o sistema apresente estes percentuais altos de
sobressinais nas mudanças da referência, este fenômeno não foi observado para os casos onde
a referência foi mudada em forma de rampa. Verificou-se também que o tempo de acomodação
do sistema ficava em torno dos 15 segundos, o que é razoável para a bancada da BCS.
6.4 Caso 4 - Operação no BEP
O algoritmo para levar a bomba a operar no ponto de melhor eficiência apresentado no Ca-
pítulo 5, Seção 5.5, foi implementado no ambiente gráfico de simulink do software MATLAB©.
Este algoritmo foi verificado para o Caso 1.
Inicialmente, foi definida uma referência inicial ao sistema que se encontra operando com
viscosidade constante de 985 cP. Esta referência foi de 1000 para 1100 kPa em forma de degrau.
No instante que é aplicada a mudança no sinal de referência, o sistema entra no regime transiente
(vide Figura 6.14).























(a) Resposta temporal do ganho de pressão.






























(b) Resposta temporal da vazão volumétrica de
líquido.
Figura 6.14: Resposta temporal do sistema quando aplicado uma referência inicial.
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Após 18 segundos da mudança do sinal de referência (tempo de acomodação), o sistema
entra em regime permanente. Nesse momento, o ponto de operação do sistema pode ser visto
em um plano de ganho de pressão em função da vazão volumétrica de líquido como apresentado
na Figura 6.15a.























(a) Ponto de operação da BCS.























(b) Curva do sistema obtida da aproximação
dos dados experimentais.
Figura 6.15: Curva do sistema no regime permanente.
Na Figura 6.15a pode ser observado o ponto de operação da bomba sobre a curva do
sistema. A curva do sistema foi extraída dos dados experimentais adquiridos para o ganho de
pressão e a vazão volumétrica de líquido (vide Figura 6.15b) em regime permanente. Com estes
dados, foi feito um ajuste de curva polinomial de segunda ordem no software MATLAB©. Os
coeficientes do polinômio (𝑝1, 𝑝2 e 𝑝3) de segunda ordem obtidos após o ajuste polinomial
podem ser verificados na seguinte expressão:
∆𝑝 = 𝑝1𝑄𝐿
2 + 𝑝2𝑄𝐿 + 𝑝3,
∆𝑝 = −1129,47𝑄𝐿2 + 191,01𝑄𝐿 − 5442,92. (6.2)
Com o sistema no regime permanente e conhecendo o ponto de operação, define-se um
tempo na simulação para a entrada do algoritmo. Este tempo foi definido em 100 segundos
visando a estabilização do sistema, isso significa que, o algoritmo entrará em funcionamento
a cada 100 segundos até convergir no ponto do BEP. Assim, no segundo 100 da simulação,
decide-se que o sistema deve operar no ponto de melhor eficiência. Desta forma, a simulação
passa pelo bloco condicional para entrada do algoritmo. Nesse momento é determinado o ponto
do BEP para as condições de operação atuais. Para isso, usa-se a RNA projetada no Capítulo 4
que aproxima a curva de eficiência do sistema.
Após passar pelo bloco condicional do algoritmo, é obtida a curva de eficiência e deter-
minado o ponto de máximo (ponto do BEP). Com este ponto de máximo é determinada a vazão
no BEP, 𝑄𝐿𝐵𝐸𝑃 . Com a vazão obtida e a curva do sistema, obtém-se o ganho de pressão no BEP,
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∆𝑝𝐵𝐸𝑃 . Na Figura 6.16 pode ser verificado a curva do sistema, a curva de eficiência da bomba
(aproximada pela RNA) para as condições dadas e o ponto de operação atual do sistema. Para
estas condições, a vazão do BEP é de 49 m3/h e o ganho de pressão do BEP é de 1247,9 kPa.








































Figura 6.16: Curva eficiência após entrar no bloco para determinar o BEP, primeira iteração.
O valor do ganho de pressão do BEP, é fornecido ao sistema como nova referência usando
um switch como verificado na Figura 5.21. Nesse momento, o sistema entra novamente em
um regime transiente até chegar na referência desejada. A resposta temporal do sistema para
estas condições pode ser verificada na Figura 6.17. Aproximadamente 20 segundos (tempo de
acomodação) após a nova referência ser imposta ao sistema, ele estabiliza e novamente entra no
regime permanente.

























(a) Resposta temporal do ganho de pressão.
































(b) Resposta temporal da vazão volumétrica de
líquido.
Figura 6.17: Resposta temporal do sistema para chegar ao BEP.
Com o sistema operando no regime permanente é verificado qual é o ponto de operação
111
atual do sistema e se este é próximo do BEP. Esta informação é fornecida na Figura 6.18. Nesta
figura pode-se verificar o ponto de operação anterior do sistema (ponto vermelho) e o ponto
atual de operação (ponto preto). Observa-se que o sistema está operando próximo do BEP a uma
rotação de 3100 RPM. Além disso, verifica-se um aumento na vazão volumétrica de líquido e,
consequentemente aumento no ganho de pressão.





















Vaza˜o volume´trica de l´ıquido para o BEP QLBEP = 49[m
3/h]
Curva do sistema Linha do BEP
+-20% do BEP Ponto de operac¸a˜o















Figura 6.18: Verificação do ponto de operação da bomba no sistema após da primeira iteração.
Para verificar o comportamento do algoritmo em uma outra iteração, a simulação passa
novamente pelo bloco condicional para entrada do algoritmo. Nesse instante, é determinado o
ponto de melhor eficiência (ponto de máximo na curva de eficiência). Para este caso, a eficiência
da BCS (vide Figura 6.19) aumentou devido à rotação ter aumentado como mencionado no
Capítulo 2. Para estas novas condições de operação, a vazão volumétrica de líquido e ganho de
pressão no BEP são 55 m3/h e 1677,3 kPa respetivamente.








































Figura 6.19: Curva eficiência após entrar no bloco para determinar o BEP, segunda iteração.
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Com o ganho de pressão no BEP determinado, este valor é dado ao sistema como nova
referência usando o bloco do switch, esperando que o sistema atinja esta condição.

























(a) Resposta temporal do ganho de pressão.




























(b) Resposta temporal da vazão volumétrica de
líquido.
Figura 6.20: Resposta temporal do sistema para ir no BEP na segunda iteração.
Na Figura 6.20 verifica-se na resposta temporal do sistema que existe um aumento tanto
para o ganho de pressão como para a vazão volumétrica de líquido. Observa-se sobressinais
devido a mudança rápida da referência. O sistema consegue se estabilizar após 16 segundos de
aplicado o sinal de referência. Verifica-se que a rotação para as condições no regime permanente
é de 3478 RPM e não supera a rotação máxima de operação dada para 3600 RPM.





















Vaza˜o volume´trica de l´ıquido para o BEP QLBEP = 55[m
3/h]
Curva do sistema Linha do BEP
+-20% do BEP Ponto de operac¸a˜o















Figura 6.21: Verificação do ponto de operação da bomba no sistema após da segunda iteração.
Finalmente, pode-se verificar o ponto de operação atual do sistema para as condições
dadas. Na Figura 6.21, o ponto de operação atual do sistema (ponto preto) encontra-se próximo
113
do ponto de melhor eficiência. Para este ponto não é possível realizar outra iteração devido à
limitação dos dados experimentais, já que foram adquiridos até 3400 RPM.
Após a implementação do algoritmo proposto para levar a BCS a operar próximo do BEP,
foi verificado que para qualquer condição de operação existirá um ponto de melhor eficiência
associado. Na implementação deste algoritmo observou-se que fornecendo o ganho de pressão
associado ao ponto de melhor eficiência ao controlador Neuro-Fuzzy, o controlador possui a
capacidade de atingir a referência e levar a BCS a operar próximo do ganho de pressão dado
como referência. Além disso, foram verificados aumentos de eficiência e vazões volumétricas
de líquido na BCS devido ao aumento na velocidade de rotação.
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7 Conclusões
Neste projeto, alguns conceitos básicos do funcionamento das BCS foram apresentados
inicialmente. Foram definidos os principais problemas das BCS operando com escoamento mo-
nofásico viscoso. Quando a BCS opera com escoamento monofásico viscoso existe uma deteri-
oração no desempenho. Quanto maior for a viscosidade, maior é a deterioração do desempenho.
Devido à complexidade para obter um modelo analítico da dinâmica da BCS e do desempenho
da mesma operando com escoamento monofásico viscoso, foram propostas as redes neurais
artificiais (RNA) para modelar a dinâmica e o desempenho da bomba baseando-se em dados
experimentais.
Foi desenvolvido um teste para obter o comportamento dinâmico da BCS operando com
petróleo ultra viscoso e foram usados dados experimentais obtidos por Biazussi e Estrada em
(Biazussi e outros, 2018) para obter o desempenho da BCS em termos da eficiência no regime
permanente. Para os testes de comportamento dinâmico, foram definidas várias configurações
inicias de pressão na sucção e vazão volumétrica de líquido na entrada da bomba simulando
diferentes condições no reservatório e diferentes curvas características do sistema. Isso foi con-
seguido variando a velocidade de rotação da bomba booster e a percentagem de abertura da
válvula choke.
Foram configuradas, treinadas e validadas seis redes neurais com estrutura NARX para
aproximar a dinâmica da BCS em termos do ganho de pressão e da vazão volumétrica de líquido
para três sistemas diferentes definidos na fase dos experimentos. Para o treinamento destas RNA
foi usado o algoritmo do gradiente conjugado escalonado devido à necessidade de minimizar
o custo computacional relacionado com a quantidade de dados obtidos nos experimentos. A
técnica de validação cruzada foi implementada para escolher a estrutura destas RNA. Os resul-
tados da validação obtidos pelo critério 𝑚𝑏𝑅 indicam que as RNA foram treinadas de forma
adequada com valores de 𝑚 e 𝑅 próximos de 1 e valores de 𝑏 próximos de 0. A visualização
das predições foi apresentada como outro critério de desempenho, mostrando que as RNA con-
seguem aproximar de forma eficaz a dinâmica da bomba estudada para a faixa de operação na
qual foram adquiridos os dados experimentais. Além disso, mostrou-se a junção destas redes
para representar o sistema que considera a planta em uma laço de controle de malha fechada.
Foi configurada uma outra RNA do tipo MLP (Multilayer Perceptron) para aproximar o
desempenho da BCS em termos da eficiência. Esta RNA foi treinada com base no algoritmo
de Levenberg-Marquardt. No processo de treinamento foi aplicado um algoritmo de validação
cruzada para estimar a melhor estrutura da RNA baseado nas mudanças dos grupos de teste
e treinamento durante os treinamentos. Para este caso, a configuração ótima de neurônios foi
definida como 11 neurônios na primeira camada e 18 neurônios na segunda camada. Os resul-
tados obtidos na validação pelo critério 𝑚𝑏𝑅 desta RNA para o conjunto de validação foram
valores de 𝑚 = 0,9957, 𝑅 = 0,9990 e 𝑏 = 0,0892. Finalmente, da visualização das predições
mostrou-se que a RNA consegue representar a eficiência da BCS operando com petróleo.
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O motivo de usar dois algoritmos diferentes no processo de minimização das redes neu-
rais, foi principalmente pelo custo computacional na fase de treinamento, devido ao número de
dados obtidos experimentalmente. Para o caso da RNA que aproxima o desempenho da BCS,
o algoritmo de Levenberg-Marquardt foi usado. Esse algoritmo é muito eficiente já que apre-
senta uma convergência rápida e maior estabilidade na busca do ponto ótimo no processo de
minimização. No entanto, à medida que os dados de entrada e o número de parâmetros na rede
aumentam, a vantagem deste algoritmo diminui. Para o caso das redes NARX que aproximam a
dinâmica da BCS, o algoritmo do gradiente conjugado escalonado foi escolhido. Esse algoritmo
foi usado principalmente pela necessidade de minimizar o custo computacional e o tempo de
processamento devido à quantidade de dados usados no treinamento. Embora tenha sido este um
dos motivos principais, o modelo obteve um bom desempenho estimando o ganho de pressão e
a vazão volumétrica de líquido para as diferentes simulações realizadas.
Após a identificação do sistema, foi proposto um controlador Neuro-Fuzzy baseado em
dados experimentais para manter a bomba operando em um ponto de operação desejado. Para
desenvolver este controlador, foram usados todos os dados obtidos nos testes de comportamento
dinâmico para diferentes configurações de operação da bomba centrífuga submersa. O algoritmo
de agrupamento Fuzzy C-means foi implementado para obter as regras da estrutura interna
do controlador. Quanto ao número de grupos, foram definidos 5 grupos devido às variáveis
operacionais que atuam sobre o controlador Neuro-Fuzzy. Para os experimentos feitos neste
projeto e da implementação do algoritmo de agrupamento, foi observado que os maiores ganhos
de pressão obtidos pela BCS são associados a uma viscosidade do fluido baixa. Além disso, foi
evidenciado que para vazões de líquido baixas (20 m3/h a 45 m3/h) estão associados ganhos de
pressão elevados (300 kPa) e (2200 kPa), e para vazões de líquido altas (50 m3/h a 80 m3/h) há
ganhos de pressão baixos (50 kPa) e (120 kPa). Após definir a estrutura, o controlador Neuro-
Fuzzy foi treinado e validado apresentado uma boa generalização e mostrando bons resultados
para amostras que não foram usadas na etapa de treinamento.
Após o treinamento de todas as redes, a planta e o controlador Neuro-Fuzzy foram acopla-
dos em uma malha de controle fechada. Foram usados três sistemas diferentes para verificar o
comportamento do controlador Neuro-Fuzzy. Verificou-se que usando o método inverso-direto
Neuro-Fuzzy, é possível levar a bomba a operar em um ponto de operação desejado e manter
a operação da bomba próxima da referência, embora existam erros estacionários e sobressinais
na resposta temporal do sistema. O maior erro estacionário observado foi de 3,11% quando
aplicada uma referência de ganho de pressão em degrau para o Caso 2. O maior sobressinal ob-
servado foi de 38% da resposta final do sistema. Embora a resposta do sistema apresente altos
percentuais de sobressinais, o tempo de acomodação do sistema ficava entorno de 15 segundos
para a maioria das simulações realizadas, o que é razoável para a bancada da BCS. Uma forma
de diminuir estes percentuais de erros é implementando uma ação feedback do erro entre o sinal
de referência e a saída do sistema, fazendo com que o controlador diminua o erro através do
esforço de controle.
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O melhor resultado obtido das simulações da planta em malha fechada foi para o Caso
1 em termos de erros estacionários e sobressinais. Logo, a partir das simulações propostas e
dos resultados obtidos neste projeto, considera-se que o controlador Neuro-Fuzzy apresenta
resultados aceitáveis em termos de tempo de acomodação e erro estacionário, conseguindo levar
o sistema a operar próximo da referência, embora para algumas simulações, apresente altos
percentuais de sobressinais.
Após a implementação do algoritmo proposto para levar a BCS a operar próximo do BEP,
foi verificado que para qualquer condição de operação existirá um ponto de melhor eficiência
associado. Na implementação deste algoritmo observou-se que fornecendo o ganho de pressão
associado ao ponto de melhor eficiência ao controlador Neuro-Fuzzy, o controlador possui a
capacidade de atingir a referência e levar a BCS a operar próximo do ganho de pressão dado
como referência. Foi verificado que mudando a referência de 1100 kPa para o ponto de melhor
eficiência nessas condições (1247,9 kPa), a rotação da BCS aumenta de 3200 RPM para 3478
RPM. Consequentemente, a eficiência aumenta 3% (de 21% para 24%) e a vazão volumétrica de
líquido produzida pela BCS aumenta 6 m3/h (de 49 m3/h para 55 m3/h). Desta forma, verifica-
se que operando dentro da faixa do ponto de melhor eficiência, a vazão volumétrica de líquido
produzida pela BCS é aumentada, e problemas de upthrust e downthrust poderiam ser evitados,
prolongando assim a vida útil dos elementos que compõem a BCS.
Uma dificuldade observada na implementação do algoritmo foi que para rotações acima
de 3400 RPM não é possível dar outro passo na busca do BEP, devido à não capacidade de
extrapolação da modelagem utilizada neste projeto. Contudo, o algoritmo proposto apresentou
resultados consideravelmente bons aproximando o sistema ao ponto de melhor eficiência para
o caso simulado.
Neste projeto foram observadas limitações nas simulações computacionais quando a saída
do controlador Neuro-Fuzzy tinha que aumentar mais de 200 RPM para atingir a referência, já
que não convergia para o valor da referência final. Estas limitações devem-se ao fato da aqui-
sição dos dados terem sido realizadas com degraus fixos de rotação durante os experimentos.
Assim, para contornar esta limitação sugere-se utilizar um sinal pseudoaleatório (variações al-
ternadas da rotação) e não um incremento fixo de rotação, para tentar obter maiores variações
nas variáveis operacionais BCS.
Como trabalhos futuros, propõe-se usar dados experimentais que envolvam o efeito da
viscosidade do fluido e a presença de gás no mesmo escoamento. Além disso, propõe-se uma
implementação de uma matriz de teste maior para obter vazões volumétricas de líquido maiores
que 90 m3/h e verificar se o algoritmo proposto consegue levar a BCS a operar próximo do BEP
para vazões volumétricas de líquido elevadas.
Para a modelagem da dinâmica do sistema, propõe-se o uso de técnicas de aprendizado
profundo (deep learning), já que devido à grande quantidade de dados adquiridos no tempo,
o uso desta técnica pode ajudar na modelagem de sistemas com maior precisão. Para o treina-
mento do sistema de controle, propõe-se fazer um treinamento on-line, visando a possibilidade
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de adaptação a possíveis fenômenos não modelados no treinamento off-line. Neste aspecto,
propõe-se técnicas de controle do tipo preditivo Neuro-Fuzzy, para que o controle seja mais
flexível frente às mudanças que o sistema pode apresentar.
Para as simulações do sistema de controle, propõe-se simular variações de temperatura
para aumentar ou diminuir a viscosidade do fluido e verificar se o controlador possui a capaci-
dade de atingir a referência. Além disso, propõe-se também fazer simulações com variações na
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APÊNDICE A – Códigos de programação
Neste apêndice são apresentados os códigos de programação desenvolvidos nesse
trabalho usando a linguagem MATLAB. Inicialmente são apresentados os códigos de validação
cruzada e treinamento das RNA que aproximam a dinâmica da BCS e a RNA que aproxima a
eficiência da BCS. Em seguida é apresentado o código da validação das RNA. Finalmente, é
mostrado o código para o treinamento e validação do controlador Neuro-Fuzzy.
A.1 Código para validação cruzada e treinamento das RNA que aproximam a
dinâmica da BCS
c l o s e a l l ; c l e a r ; c l c
%=======================================================================%
% Car regando dados do s i s t e m a
%=======================================================================%
l o a d boos te r245_choke9_30C . mat
%=======================================================================%
% D e f i n i r e n t r a d a s da RNA
%=======================================================================%
i n p u t = [RPM, DP , mu ] ;
o u t p u t = [QL ] ;
% C o n v e r t e r dados em c é l u l a s p a r a e n t r a d a na RNA
X = t o n n d a t a ( i n p u t , f a l s e , f a l s e ) ;
T = t o n n d a t a ( o u t p u t , f a l s e , f a l s e ) ;
% D e f i n i r número de a t r a s o s da RNA
n = 2 ;
% D e f i n i r número de p a s t a s p a r a v a l i d a ç ã o c r u z a d a
k = 1 0 ;
% D e f i n i r número de n e u r ô n i o s p a r a a camada o c u l t a
NN1 = 2 0 ;
% A j u s t a r p a r â m e t r o s p a r a v a l i d a ç ã o c r u z a d a
N = l e n g t h (X) ; % Comprimento das a m o s t r a s
i n d = randperm (N) ;
M = f l o o r (N/ k ) ; % Comprimento p a r a t e s t e
% D e f i n i r v e t o r e s p a r a a rmazena r r e s u l t a d o s da v a l i d a ç ã o c r u z a d a
MSE_ql = 100* ones ( k +1 ,1 ) ; % Er ro q u a d r á t i c o médio
R_ql = z e r o s ( k +1 ,1 ) ; % C o e f i c i e n t e de c o r r e l a ç ã o
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% D e f i n i r v e t o r e s p a r a a rmazena r r e s u l t a d o s dos m e l h o r e s t r e i n a m e n t o s p a r a
cada c o n f i g u r a ç ã o de n e u r ô n e o s
MSE_QL = z e r o s (NN1, 1 ) ; % Er ro q u a d r á t i c o médio
R_QL = ones (NN1, 1 ) ; % C o e f i c i e n t e de c o r r e l a ç ã o
% D e f i n i r a l g o r i t m o de o t i m i z a ç ã o p a r a t r e i n a m e n t o
t r a i n F c n = ’ t r a i n s c g ’ ; % G r a d i e n t e con jugado e s c a l o n a d o
f o r i i = 1 :NN1 % For a t r a v é s p a r a cada neurôneo
f o r i = 1 : k % For a t r a v é s das p a s t a s
% C r e a r a RNA em e s t r u t u r a NARX
i n p u t D e l a y s = 1 : n ; % D e f i n i r q u a n t i d a d e de a t r a s o s
f e e d b a c k D e l a y s = 1 : n ; % D e f i n i r f e e d b a c k das s a í d a s
n e t = n a r x n e t ( i n p u t D e l a y s , f e e d b a c k D e l a y s , NN1, ’ open ’ , t r a i n F c n ) ;
[ x , x i , a i , t ] = p r e p a r e t s ( ne t , X, { } , T ) ;
% D e f i n i r p a r â m e t r o s da Rede N eu r a l
n e t . t r a i n P a r a m . showWindow = f a l s e ;
n e t . t r a i n P a r a m . m a x _ f a i l = 6 ;
n e t . t r a i n P a r a m . min_grad = 1e−10;
n e t . d i v i d e F c n = ’ d i v i d e i n d ’ ;
t e s t I n d = 1 + M*( i −1) :M* i ;
% D e f i n i r c o n j u n t o p a r a t r e i n a m e n t o
i f i == k
t r n i n d = [M+1:M*( k−1) ,M*k +1 ,N ] ;
e l s e
t r n i n d = [ 1 : t e s t I n d ( 1 )−1 , t e s t I n d ( end ) +1:N ] ;
end
t r n I n d = i n d ( t r n i n d ) ;
n e t . d i v i d e P a r a m . t r a i n I n d = t r n I n d ;
% D e f i n i r c o n j u n t o p a r a t e s t e
t e s t I n d = i n d ( t e s t I n d ) ;
n e t . d i v i d e P a r a m . t e s t I n d = t e s t I n d ;
% T r e i n a r a Rede N eu r a l
[ ne t , t r ] = t r a i n ( ne t , x , t , x i , a i ) ;
% D e t e r m i n a r desempenho da RNA p a r a c r i t é r i o (mbR) e e r r o
q u a d r á t i c o médio (MSE)
Y = n e t ( x , x i , a i ) ; % P r e d i ç ã o da RNA
[R ,M, B] = r e g r e s s i o n ( t ,Y) ; % R e g r e s s ã o l i n e a r
125
R_ql ( i +1 ,1 ) = R( i ) ;
MSE_ql ( i +1 ,1 ) = mse ( t ,Y) ;
s t o p c r i t { i , 1 } = t r . s t o p ; % C r i t é r i o de p a r a d a
b e s t e p o c h ( i , 1 ) = t r . b e s t _ e p o c h ; % Melhor época do t r e i n a m e n t o
% Sa lvando melhor RNA da v a l i d a ç ã o c r u z a d a p a r a cada c o n f i g u r a ç ã o
de n e u r ô n e o s
i f ( R_ql ( i +1) > max ( R_ql ( 1 : i ) ) ) && ( MSE_ql ( i +1) < min ( MSE_ql ( 1 : i ) ) )
f i l e n a m e = [ ’ V a z a o _ p l a n t a 1 _ ’ num2s t r ( i i ) ’ . mat ’ ] ;
s ave ( f i l e n a m e , ’ n e t ’ , ’ t r ’ )
R_QL( i i ) = R_ql ( i +1) ;
MSE_QL( i i ) = MSE_ql ( i +1) ;
end
c l e a r n e t
end
end
% E s c o l h e r melhor desempenho no t r e i n a m e n t o p a r a o maior c o e f i c i e n t e de
c o r r e l a ç ã o
[V_R , I_R ] = max (R_QL) ;
b e s t _ s t r u c t u r _ Q L _ R = I_R ;
% E s c o l h e r melhor desempenho no t r e i n a m e n t o p a r a o menor e r r o q u a d r á t i c o
médio
[ V_mse , I_mse ] = min (MSE_QL) ;
bes t_s t ruc tu r_QL_MSE = I_mse ;
126
A.2 Código para validação das RNA que aproximam a dinâmica da BCS
c l e a r ; c l o s e a l l ; c l c
%=======================================================================%
% Car regando dados do s i s t e m a
%=======================================================================%
l o a d boos te r245_choke9_30C . mat
%=======================================================================%
% Car regando RNA t r e i n a d a
%=======================================================================%
l o a d narx_DP_RPM_QL_Mu . mat
%=======================================================================%
% D e f i n i r e n t r a d a s da RNA
%=======================================================================%
i n p u t = [RPM, DP , mu ] ;
o u t p u t = [QL ] ;
% D e f i n i r número de a t r a s o s
n = 2 ;
%=======================================================================%
% Per fo rmance da f a s e de t r e i n a m e n t o
%=======================================================================%
i n p u t _ t r a i n = i n p u t ( t r . t r a i n I n d , : ) ;
o u t p u t _ t r a i n = o u t p u t ( t r . t r a i n I n d , : ) ;
% C o n v e r t e r dados em c é l u l a s p a r a e n t r a d a na RNA
X _ t r a i n = t o n n d a t a ( i n p u t _ t r a i n , f a l s e , f a l s e ) ;
T _ t r a i n = t o n n d a t a ( o u t p u t _ t r a i n , f a l s e , f a l s e ) ;
% C r i a r os a t r a s o s na RNA
[ x , xi , a i , ~ ] = p r e p a r e t s ( ne t , X _ t r a i n , { } , T _ t r a i n ) ;
% A v a l i a r RNA
y _ t r a i n = n e t ( x , x i , a i ) ;
%C o n v e r t e r dados em do ub le
Q L _ t r a i n = c e l l 2 m a t ( y _ t r a i n ) ;
% D e t e r m i n a r desempenho da RNA
Q L _ a l v o _ t r a i n = o u t p u t _ t r a i n ( n +1: end ) ;
[ R _ t r a i n , M_tra in , B _ t r a i n ] = r e g r e s s i o n ( Q L _ a l v o _ t r a i n ’ , Q L _ t r a i n ) ;
MSE_train = mse ( Q L _ a l v o _ t r a i n ’ , Q L _ t r a i n ) ;
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%=======================================================================%
% Per fo rmance da f a s e de v a l i d a c a o
%=======================================================================%
i n p u t _ v a l = i n p u t ( t r . v a l I n d , : ) ;
o u t p u t _ v a l = o u t p u t ( t r . v a l I n d , : ) ;
% C o n v e r t e r dados em c é l u l a s p a r a e n t r a d a na RNA
X_val = t o n n d a t a ( i n p u t _ v a l , f a l s e , f a l s e ) ;
T_val = t o n n d a t a ( o u t p u t _ v a l , f a l s e , f a l s e ) ;
% C r i a r os a t r a s o s na RNA
[ x , xi , a i , ~ ] = p r e p a r e t s ( ne t , X_val , { } , T_val ) ;
% A v a l i a r RNA
y _ v a l = n e t ( x , x i , a i ) ;
%C o n v e r t e r dados em do ub le
Y_val = c e l l 2 m a t ( y _ v a l ) ;
% D e t e r m i n a r desempenho da RNA
QL_val = Y_val ( 1 , : ) ;
QL_alvo_val = o u t p u t _ v a l ( n +1: end ) ;
[ R_val , M_val , B_val ] = r e g r e s s i o n ( QL_alvo_val ’ , QL_val ) ;
MSE_val = mse ( QL_alvo_val ’ , QL_val ) ;
%=======================================================================%
% V i s u a l i z a ç ã o das p r e d i ç õ e s
%=======================================================================%
% D e f i n i r tempo
t _ v a l = X_value ( t r . v a l I n d ) ;
% G r á f i c o das v i s u a l i z a ç õ e s
f i g u r e
p l o t ( t _ v a l , o u t p u t _ v a l , ’ k ’ , ’ l i n e w i d t h ’ , 2 )
ho ld on
p l o t ( t _ v a l ( n +1: end ) , QL_val , ’ r−−’ , ’ l i n e w i d t h ’ , 2 )
g r i d on
box on
x l a b e l ( ’Tempo [ s ] ’ )
y l a b e l ( ’ Vazão v o l u m é t r i c a de l í q u i d o [m^ 3 / h ] ’ )
m a t l a b 2 t i k z ( ’ v a l i d a c a o _ v a z a o _ s i s t e m a _ 1 . t e x ’ , ’ showInfo ’ , f a l s e ) ;
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A.3 Código para validação cruzada e treinamento da RNA que aproxima a efici-
ência da BCS
c l o s e a l l ; c l c ; c l e a r
d a t a = x l s r e a d ( ’DADOS EXPERIMENTAIS HC20000LS675 10 s t g − V1 . 3 . x l s x ’ ) ;
%=========================================================================%
% D e f i n i r e n t r a d a s da RNA
%=========================================================================%
RPM = d a t a ( : , 1 ) ; % V e l o c i d a d e de r o t a ç ã o [RPM]
Mu = d a t a ( : , 2 ) ; % V i s c o s i d a d e [ cP ]
QL = d a t a ( : , 3 ) ; % Vazão v o l u m é t r i c a de l í q u i d o [m^ 3 / h ]
DP = d a t a ( : , 4 ) ; % Ganho de p r e s s ã o [ kPa ]
e f i = d a t a ( : , 5 ) ; % E f i c i ê n c i a [%]
% Def inendo número de a t r a s o s
n = 2 ;
% Montando m a t r i z de v a r i á v e i s de e n t r a d a s e v e t o r de s a í d a s
f o r i = n +1: l e n g t h (RPM)
i n p u t ( : , i−n ) = [RPM( i :−1: i−n ) ; Mu( i :−1: i−n ) ; QL( i :−1: i−n ) ; DP( i :−1: i
−n ) ] ;
o u t p u t ( : , i−n ) = [ e f i ( i ) ] ;
end
% D e f i n i r número de p a s t a s p a r a v a l i d a ç ã o c r u z a d a
k = 1 1 ;
% D e f i n i r número de n e u r ô n i o s p a r a cada camada o c u l t a
NN1 = 2 0 ;
NN2 = 2 0 ;
% A j u s t a r p a r â m e t r o s p a r a v a l i d a ç ã o c r u z a d a
N = l e n g t h ( i n p u t ) ; % Comprimento das a m o s t r a s
i n d = randperm (N) ;
M = f l o o r (N/ k ) ; % Comprimento p a r a t e s t e
% D e f i n i r v e t o r e s p a r a a rmazena r r e s u l t a d o s da v a l i d a ç ã o c r u z a d a
MSE_efi = 100* ones ( k +1 ,1 ) ;
R _ e f i = z e r o s ( k +1 ,1 ) ;
% D e f i n i r v e t o r e s p a r a a rmazena r r e s u l t a d o s dos m e l h o r e s t r e i n a m e n t o s p a r a
cada c o n f i g u r a ç ã o de n e u r ô n e o s
R_EFI = z e r o s (NN1, NN2) ;
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MSE_EFI = ones (NN1, NN2) ;
% D e f i n i r a l g o r i t m o de o t i m i z a ç ã o p a r a t r e i n a m e n t o
t r a i n F c n = ’ t r a i n l m ’ ; % Levenberg−Marquard t b a c k p r o p a g a t i o n
% For a t r a v é s de cada neurôneo da p r i m e i r a camada
f o r i i = 1 :NN1
% For a t r a v é s de cada neurôneo da segunda camada
f o r j j = 1 :NN2
% For a t r a v é s das p a s t a s
f o r i = 1 : k
% C r e a r a RNA em e s t r u t u r a MLP
NN = [ i i , j j ] ;
n e t = f e e d f o r w a r d n e t (NN, t r a i n F c n ) ;
n e t = c o n f i g u r e ( ne t , i n p u t , o u t p u t ) ;
% D e f i n i r p a r â m e t r o s da Rede N eu r a l
n e t . t r a i n P a r a m . showWindow = f a l s e ;
n e t . t r a i n P a r a m . m a x _ f a i l = 6 ;
n e t . t r a i n P a r a m . min_grad = 1e−10;
n e t . d i v i d e F c n = ’ d i v i d e i n d ’ ;
t e s t I n d = 1 + M*( i −1) :M* i ;
% D e f i n i r c o n j u n t o p a r a t r e i n a m e n t o
i f i == k
t r n i n d = [M+1:M*( k−1) ,M*k +1 ,N ] ;
e l s e
t r n i n d = [ 1 : t e s t I n d ( 1 )−1 , t e s t I n d ( end ) +1:N ] ;
end
t r n I n d = i n d ( t r n i n d ) ;
n e t . d i v i d e P a r a m . t r a i n I n d = t r n I n d ;
% D e f i n i r c o n j u n t o p a r a t e s t e
t e s t I n d = i n d ( t e s t I n d ) ;
n e t . d i v i d e P a r a m . t e s t I n d = t e s t I n d ;
% T r e i n a r a Rede N eu r a l
[ ne t , t r ] = t r a i n ( ne t , i n p u t , o u t p u t , ’ u s e P a r a l l e l ’ , ’ yes ’ ) ;
% D e t e r m i n a r desempenho da RNA p a r a c r i t é r i o (mbR) e e r r o
q u a d r á t i c o médio (MSE)
Y = n e t ( i n p u t ) ; % P r e d i ç ã o da RNA
X = o u t p u t ; % S a i d a dos dados de t r e i n a m e n t o
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[R ,M, B] = r e g r e s s i o n (X,Y) ; % R e g r e s s ã o l i n e a r
R _ e f i ( i +1 ,1 ) = R( i ) ;
MSE_efi l ( i +1 ,1 ) = mse (X,Y) ;
s t o p c r i t { i , 1 } = t r . s t o p ; % C r i t é r i o de p a r a d a
b e s t e p o c h ( i , 1 ) = t r . b e s t _ e p o c h ; % Melhor época do t r e i n a m e n t o
% Sa lvando melhor RNA da v a l i d a ç ã o c r u z a d a p a r a cada
c o n f i g u r a ç ã o de n e u r ô n e o s
i f ( R _ e f i ( i +1) > max ( R _ e f i ( 1 : i ) ) ) && ( MSE_efi ( i +1) < min ( MSE_efi
( 1 : i ) ) )
f i l e n a m e = [ ’ E f i c i e n c i a ’ num2s t r ( i i ) , ’ _ ’ , num2s t r ( j j ) ’ . mat ’
] ;
s ave ( f i l e n a m e , ’ n e t ’ , ’ t r ’ )
R_EFI ( i i , j j ) = R _ e f i ( i +1) ;
MSE_EFI ( i i , j j ) = MSE_efi ( i +1) ;
end




% E s c o l h e r melhor desempenho no t r e i n a m e n t o p a r a o maior c o e f i c i e n t e de
c o r r e l a ç ã o
[V_R , I_R ] = max ( R_EFI ) ;
[ ~ , IR_2 ] = max (V_R) ;
b e s t _ s t r u c t u r _ E F I _ R = [ I_R ( IR_2 ) , IR_2 ] ;
% E s c o l h e r melhor desempenho no t r e i n a m e n t o p a r a o menor e r r o q u a d r á t i c o
médio
[ V_mse , I_mse ] = min ( MSE_EFI ) ;
[ ~ , Imse_2 ] = min ( V_mse ) ;
b e s t _ s t r u c t u r _ E F I _ m s e = [ I_mse ( Imse_2 ) , Imse_2 ] ;
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A.4 Código para validação da RNA que aproxima a eficiência da BCS
c l o s e a l l ; c l e a r ; c l c
%=======================================================================%
% Car regando dados do s i s t e m a
%=======================================================================%
d a t a = x l s r e a d ( ’DADOS EXPERIMENTAIS HC20000LS675 10 s t g − V1 . 3 . x l s x ’ , ’
V a l i d a c a o ’ ) ;
% Car regando RNA de e f i c i ê n c i a t r e i n a d a
l o a d E f i c i e n c i a 1 1 _ 1 8 . mat
%=========================================================================%
% D e f i n i r e n t r a d a s da RNA
%=========================================================================%
RPM = d a t a ( : , 1 ) ; % V e l o c i d a d e de r o t a ç ã o [RPM]
Mu = d a t a ( : , 2 ) ; % V i s c o s i d a d e [ cP ]
QL = d a t a ( : , 3 ) ; % Vazão v o l u m é t r i c a de l í q u i d o [m^ 3 / h ]
DP = d a t a ( : , 4 ) ; % Ganho de p r e s s ã o [ kPa ]
e f i = d a t a ( : , 5 ) ; % E f i c i ê n c i a [%]
% Def inendo número de a t r a s o s
n = 2 ;
% Montando m a t r i z de v a r i á v e i s de e n t r a d a s e v e t o r de s a í d a s
f o r i = n +1: l e n g t h (RPM)
i n p u t ( : , i−n ) = [RPM( i :−1: i−n ) ; Mu( i :−1: i−n ) ; QL( i :−1: i−n ) ; DP( i :−1: i
−n ) ] ;
o u t p u t ( : , i−n ) = [ e f i ( i ) ] ;
end
e f i = o u t p u t ;
% A v a l i a r RNA
f o r i = 1 : l e n g t h (RPM)−n
e f i _ r e d ( i ) = n e t ( [ i n p u t ( : , i ) ] ) ;
end
% D e t e r m i n a r desempenho da RNA p a r a c r i t é r i o (mbR) e e r r o q u a d r á t i c o médio
(MSE)
[R ,M, B] = r e g r e s s i o n ( e f i , e f i _ r e d ) ; % R e g r e s s ã o l i n e a r
MSE = mse ( e f i , e f i _ r e d ) ;
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%=======================================================================%
% V i s u a l i z a ç ã o das p r e d i ç õ e s
%=======================================================================%
f i g u r e
p l o t ( e f i , ’ k ’ , ’ L i n e w i d t h ’ , 2 )
ho ld on
g r i d on
p l o t ( e f i _ r e d , ’ r−−’ , ’ L i n e w i d t h ’ , 2 )
x l a b e l ( ’ Amost ras ’ , ’ F o n t S i z e ’ , 1 2 )
y l a b e l ( ’ E f i c i ê n c i a \ e t a [%] ’ , ’ F o n t S i z e ’ , 1 2 )
AX = l e g e n d ( ’ S i n a l de \ e t a ’ , ’ S i n a l e s t i m a d o \ e t a ’ , ’ l o c a t i o n ’ , ’ Nor thwes t ’ ) ;
AX. F o n t S i z e = 1 2 ;
m a t l a b 2 t i k z ( ’ v i s u a l i c a c a o _ 2 _ a t r a s o s _ e f i . t e x ’ , ’ showInfo ’ , f a l s e ) ;
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A.5 Código para treinamento e validação do controlador Neuro-Fuzzy
c l o s e a l l ; c l e a r ; c l c
%=======================================================================%
% Car regando dados do s i s t e m a
%=======================================================================%
l o a d ( ’ d a d o s _ t r e i n a m e n t o _ c o n t r o l e . mat ’ )
%=======================================================================%
% D e f i n i r e n t r a d a s do c o n t r o l a d o r Neuro−Fuzzy
%=======================================================================%
% RPM −> Veto r de v e l o c i d a d e de r o t a ç ã o [RPM]
% B o o s t e r −> Veto r de v e l o c i d a d e de r o t a ç ã o da bomba b o o s t e r [RPM]
% Choke −> Veto r de a b e r t u r a da v á l v u l a choke [%]
% Mu −> V i s c o s i d a d e do f l u i d o [ cP ]
% Ql −> Vazão v o l u m é t r i c a de l í q u i d o [m^ 3 / h ]
% D e f i n i r número de a t r a s o s do c o n t r o l a d o r Neuro−Fuzzy
n = 2 ;
% Montando m a t r i z de v a r i á v e i s de e n t r a d a s e v e t o r de s a í d a s
f o r k= n +1: l e n g t h (RPM)
c o n t r o l _ i n ( : , k−n ) = [ B o o s t e r ( k ) ; Choke ( k ) ; Mu( k :−1: k−n ) ; DP( k :−1: k−n
) ; QL( k :−1: k−n ) ] ;
c o n t r o l _ o u t ( : , k−n ) = [RPM( k ) ] ;
end
% D i v i s ã o randomica dos dados p a r a t r e i n a m e n t o e t e s t e
n = l e n g t h ( c o n t r o l _ i n ) ;
r _ i d x 1 = randperm ( n ) ;
n t r a i n 1 = round ( n * 0 . 8 0 ) ;
% Dados p a r a t r e i n a m e n t o
t r n _ c o n t r o l _ i n = c o n t r o l _ i n 1 ( : , r _ i d x 1 ( 1 : n t r a i n 1 ) ) ;
t r n _ c o n t r o l _ o u t = c o n t r o l _ o u t 1 ( : , r _ i d x 1 ( 1 : n t r a i n 1 ) ) ;
% Dados p a r a t e s t e
t s t _ c o n t r o l _ i n = c o n t r o l _ i n 1 ( : , r _ i d x 1 ( n t r a i n 1 +1: end ) ) ;
t s t _ c o n t r o l _ o u t = c o n t r o l _ o u t 1 ( : , r _ i d x 1 ( n t r a i n 1 +1: end ) ) ;
%=========================================================================%
% Def inendo os p a r â m e t r o s p a r a a l g o r i t m o f u z z y c−means
%=========================================================================%
d a t a = [ t r n _ c o n t r o l _ i n ’ , t r n _ c o n t r o l _ o u t ’ ] ;
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% Expoente de p o n d e r a ç ã o " s "
s = 1 . 5 ;
% Número máximo de i t e r a ç õ e s do a l g o r i t m o
m = 100 ;
% C r i t e r i o de p a r a d a " e "
e = 1e−5;
% I n f o r m a ç ã o de c o n v e r g ê n c i a d u r a n t e o p r o c e s s o
i n f o = 1 ;
% Número de ag rupamen tos
c l u s t e r s = 5 ;
% Car regando p a r â m e t r o s
o p t i o n s = [ s m e i n f o ] ;
% Cr iando e s t r u t u r a ANFIS
f i s m a t = g e n f i s 3 ( da t a , ’ sugeno ’ , c l u s t e r s , o p t i o n s ) ;
%=========================================================================%
% Tre inamen to do c o n t r o l a d o r Neuro−Fuzzy
%=========================================================================%
% Def inendo método do t r e i n a m e n t o
Method = 1 ; % Method 1 = h y b r i d 0 = B a c k p r o p a g a t i o n
% T r e i n a n d o C o n t r o l a d o r Neuro−Fuzzy
[ f i s m a t 1 , t r a i n e r r o r , s t e p s i z e , f i s m a t 2 , t e s t e r r o r ] = a n f i s ( [ t r n _ c o n t r o l _ i n
t r n _ c o n t r o l _ o u t ] , f i s m a t , [ ] , [ ] , [ t s t _ c o n t r o l _ i n t s t _ c o n t r o l _ o u t ] , Method ) ;
% A v a l i a r C o n t r o l a d o r RNF p a r a dados do t r e i n a m e n t o
o u t _ t r a i n = e v a l f i s ( [ t r n _ c o n t r o l _ i n ] , f i s m a t 1 ) ;
% D e t e r m i n a r desempenho da RNA p a r a c r i t é r i o (mbR) e r a i z q u a d r a d a do e r r o
q u a d r á t i c o médio (RMSE)
RMSE_train = norm ( o u t _ t r a i n − t r n _ c o n t r o l _ o u t ) / s q r t ( l e n g t h ( o u t _ t r a i n ) ) ;
Y _ t r a i n = o u t _ t r a i n ;
Y _ a l v o t r a i n = t r n _ c o n t r o l _ o u t ;
[ Rtr , mtr , b t r ] = r e g r e s s i o n ( Y _ a l v o t r a i n ’ , Y _ t r a i n ’ ) ;
% A v a l i a r C o n t r o l a d o r RNF p a r a dados de t e s t e
o u t _ t e s t = e v a l f i s ( [ t s t _ c o n t r o l _ i n ] , f i s m a t 1 ) ;
RMSE = norm ( o u t _ t e s t − t s t _ c o n t r o l _ o u t ) / s q r t ( l e n g t h ( o u t _ t e s t ) ) ;
Y = o u t _ t e s t ;
Y_alvo = t s t _ c o n t r o l _ o u t ;
[R ,m, b ] = r e g r e s s i o n ( Y_alvo ’ ,Y’ ) ;
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APÊNDICE B – Sistemas Fuzzy
B.1 Lógica fuzzy
A lógica fuzzy é baseada na teoria dos conjuntos fuzzy. Um conjunto fuzzy 𝐴 em um
universo 𝑋 é definido por uma função de pertinência 𝜇𝐴(𝑥) : 𝑋 → [0,1], e representado por
um conjunto de pares ordenados (Godoy e Shaw, 2007).
𝐴 = 𝜇𝐴(𝑥)/𝑥 𝑥 ∈ 𝑋, (B.1)
onde 𝜇𝐴(𝑥) indica o quanto 𝑥 é compatível com o conjunto 𝐴. Na lógica fuzzy, um determinado
elemento pode pertencer a mais de um conjunto fuzzy com diferentes graus de pertinência. O
que significa que uma sentença pode ser parcialmente verdadeira ou parcialmente falsa. Assim,
quando a função de pertinência 𝜇𝐴 for 1, esta indica que 𝑥 é completamente compatível com 𝐴;
quando a função de pertinência 𝜇𝐴 é 0, esta indica que 𝑥 é completamente incompatível com 𝐴
(Cruz, 2010).
B.1.1 Variáveis linguísticas
Uma variável linguística é uma variável cujos valores são nomes de conjuntos fuzzy. Por
exemplo, a pressão de um determinado processo pode ser uma variável linguística assumindo
valores de baixa, média ou alta. Estas variáveis linguísticas são descritas por conjuntos fuzzy,
ou seja, representado por funções de pertinência. As três variáveis linguísticas mencionadas
anteriormente podem ser verificas na Figura B.1 (Azar, 2010).




























Figura B.1: Coluna proposta para simulação do controlador.
A principal função das variáveis linguísticas é fornecer uma característica aproximada de
fenômenos complexos. São consideradas descrições qualitativas e não quantitativas.
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B.1.2 Funções de pertinência
Como mencionado anteriormente, pode-se deduzir que um conjunto fuzzy é caracterizado
pela função de pertinência, que pode ser definida de forma contínua, discreta, unidimensional
ou bidimensional. São expressadas através de expressões matemáticas parametrizadas com um
conjunto mínimo de valores. Esses parâmetros devem permitir uma adaptação através de algum
critério coerente (Roger e outros, 1997).
Nas funções de pertinência, devem ser considerados três aspectos importantes: distribui-
ção, forma e quantidade. Na Figura B.2, são apresentadas 4 funções de pertinência comumente
usadas na modelagem de sistemas fuzzy.



















































































(d) Função sino generalizada
Figura B.2: Funções de pertinência comumente usadas na modelagem de sistema fuzzy.
Na Figura B.2a, a função triangular é dada por:
𝜇𝐴(𝑥) =
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
0, 𝑥 ≤ 𝑎
𝑥−𝑎
𝑏−𝑥 , 𝑎 ≤ 𝑥 ≤ 𝑏
𝑐−𝑥
𝑐−𝑏 , 𝑎 ≤ 𝑥 ≤ 𝑏
0, 𝑐 ≤ 𝑥
(B.2)
onde o conjunto de parâmetros (𝑎,𝑏,𝑐) com (𝑎 ≤ 𝑏 ≤ 𝑐) determina as coordenadas em 𝑥 dos
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três vértices da função triangular.
Na Figura B.2b, a função trapezoidal é dada por:
𝜇𝐴(𝑥) =
⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
0, 𝑥 ≤ 𝑎
𝑥−𝑎
𝑏−𝑎 , 𝑎 ≤ 𝑥 ≤ 𝑏
1, 𝑏 ≤ 𝑥 ≤ 𝑐
𝑑−𝑥
𝑑−𝑐 , 𝑐 ≤ 𝑥 ≤ 𝑑
0, 𝑑 ≤ 𝑥
(B.3)
onde o conjunto de parâmetros (𝑎,𝑏,𝑐,𝑑) com (𝑎 ≤ 𝑏 ≤ 𝑐 ≤ 𝑑) determina as coordenadas em 𝑥
dos quatro vértices da função trapezoidal.






onde 𝑐 representa o centro da função de pertinência e 𝜎 é o desvio padrão que determina o largo
da função.









onde 𝑐 define o centro, 𝑎 define a largura e 𝑏 define a pendente do ponto de interseção da função
de pertinência.
B.1.3 Regras difusas
As regras fuzzy são utilizadas para operar com conjuntos fuzzy com o objetivo de obter
consequentes. Para criar as regras, o processo deve ser dividido em duas etapas: avaliar o ante-
cedente da regra e aplicar o resultado do consequente (Cruz, 2010). Como um exemplo, pode-se
considerar um sistema de duas entradas e uma saída:
𝑆𝑒 𝑥1 = 𝐴1 𝑒 𝑥2 = 𝐴2 𝑒𝑛𝑡?˜?𝑜 𝑢 = 𝐵
(B.6)
Se os conjuntos fuzzy 𝐴1, 𝐴2 e 𝐵 são identificados por funções de pertinência 𝜇𝐴1(𝑥1),
𝜇𝐴2(𝑥2) e 𝜇𝐵(𝑢), a relação 𝑅 equivalente da regra fuzzy pode ser construída pela seguinte
expressão:
𝜇𝑅(𝑥1,𝑥2,𝑢) = 𝐼 (𝑇 (𝜇𝐴1(𝑥1),𝜇𝐴2(𝑥2)) ,𝜇𝐵(𝑢)) (B.7)
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onde a conjunção está baseada em operadores difusos de interseção e o consequente fuzzy é
dado pela função binária 𝐼 . Esta função 𝐼 recebe o nome de implicação difusa.
B.1.4 Sistemas de inferência fuzzy
Um sistema de inferência fuzzy (Figura B.3) é baseado nos conceitos da teoria de conjun-





Figura B.3: Diagrama de blocos do sistema de inferência fuzzy.
Estes sistemas estimam funções com descrição parcial do comportamento do sistema,
onde as regras podem ser obtidas pelo conhecimento de humano, ou podem ser inferidas a partir
de dados de entrada-saída do sistema. Estes sistemas são feitos para executar um processo de
tomada de decisão (Godoy e Shaw, 2007).
Os componentes do sistema de inferência fuzzy tem uma tarefa específica no sistema e
são definidos assim:
∘ Fuzzificação: utiliza as funções de pertinência para mapear a variável de entrada em graus
de pertinência.
∘ Inferência: também conhecida como unidade de decisão lógica, é a encarregada de rea-
lizar as operações lógicas para obter, a partir da avaliação dos níveis de compatibilidade
das entradas, as condições impostas pelas regras.
∘ Regras: fornecidas por especialistas ou obtidas a partir de dados de entradas-saída.
∘ Defuzzificação: transforma os resultados difusos do processo de inferência, em valores
de saída.
Mais informações dos sistemas Fuzzy podem ser obtidas em (Campos, 2004),
(Jang, 1993) e (Godoy e Shaw, 2007).
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APÊNDICE C – Análise de resposta transitória
Geralmente, as características de desempenho desejadas de sistema de controle são espe-
cificadas em termos de grandezas no domínio do tempo. Estas características são especificadas
em termos da resposta transitória do sistema para uma entrada em degrau unitário, já que esta
entrada é fácil de gerar e é apresenta uma mudança drástica para efeituar a análises da resposta
(Ogata, 2003). Um exemplo da resposta transitória de um sistema pode ser verificado na Figura
C.1.
Figura C.1: Parâmetros da resposta transitória de um sistema ao degrau.
Nesta figura pode ser verificado:
∘ Tempo de subida (𝑡𝑟), tempo necessário para a resposta passar de 10% a 90% do valor
final definido;
∘ Tempo de pico (𝑡𝑝), tempo necessário para a resposta alcançar o primeiro pico do sobres-
sinal;
∘ Sobressinal máximo (𝑀𝑝), diferença entre o valor máximo e o valor final da resposta,
geralmente medida como percentagem ou fracção do valor final;
∘ Tempo de acomodação (𝑡𝑠), tempo necessário para a curva de resposta alcançar e perma-
necer dentro de uma faixa de tolerância aceitável em torno do valor final (normalmente
±1%, ±2% ou ±5%).
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APÊNDICE D – Efeito do kick derivativo em controladores
Neste apêndice, é ilustrado o efeito da mudança rápida da referência no esforço de con-
trole. Para fazer esta análise é apresentado um sistema de primeira ordem controlado com um
controlador PID. Este sistema é sujeito a uma mudança súbita na referência.

















onde 𝑈(𝑠) é a saída do controlador e 𝐸(𝑠) é a entrada dada ao controlador (sinal do erro).
Para este exemplo, os parâmetros do controlador PID são definidos por: ganho proporci-
onal (𝐾𝑝 = 1,9389), tempo integral (𝑇𝑖 = 7,7117) e o tempo derivativo (𝑇𝑑 = −0,0036). Após
definir os parâmetros do controlador e tendo definido o sistema, é imposta uma mudança em
forma de degrau unitário da referência. Esta malha de controle foi simulada no ambiente gráfico
Simulink do software MATLAB©. Na Figura D.1 pode-se verificar a implementação da malha
de controle.
Figura D.1: Diagrama de blocos da malha de controle para o sistema de primeira ordem.
Na Figura D.2a pode ser verificada a resposta do sistema ao degrau unitário. Nesta figura,
também se observa o sinal do erro entre a referência e a resposta do sistema. Os sinais apresen-
tam a mesma amplitude e o mesmo período de tempo. Isso significa que, matematicamente, as
derivadas dos sinais são as mesmas para todo tempo (𝑡), exceto que elas são opostas em sinal,









onde 𝑆𝑝 é o sinal de referência, 𝑃𝑣 é variável de processo medida.
Embora estes sinais sejam iguais, existe uma diferença importante no momento que o sinal
de referência muda. Este aumento é diretamente relacionado ao tempo derivativo, ou seja, se o
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tempo derivativo for maior, existiria uma mudança rápida na resposta do sistema (Chidambaram
e Saxena, 2018). Este fenômeno é conhecido como kick derivativo e quase sempre é indesejável.
Na Figura D.2b pode ser verificado o esforço do controlador PID. Pode-se observar um pulso
grande no sinal de saída do controlador. Embora exista apenas por um breve momento e não
tenha um impacto evidente na resposta do sistema, esta ação pode prejudicar os elementos
elétricos ou mecânicos do sistema.




































(a) Resposta do sistema e sinal do erro

















Sa´ıda do controlador PID
(b) Sinal de controle
Figura D.2: Resposta do sistema de primeira ordem.
Segundo Sung (Sung e Lee, 2009), para evitar o problema do kick derivativo deve-se
mudar o valor da referência gradualmente através de uma rampa para um novo valor. Esta
estratégia limita a taxa de mudança da referência e assim reduz o kick derivativo. Além disso,
também é proposto usar a derivada da resposta do sistema 𝑃𝑣 ao invés do sinal de erro como
apresentado a seguir:





𝑒(𝑗)−𝐾𝑝𝑇𝑑 (∆𝑃𝑣(𝑘)) , (D.4)
onde a derivada da resposta do sistema é ∆𝑃𝑣(𝑘) = 𝑃𝑣(𝑘)− 𝑃𝑣(𝑘 − 1).
Mais informação do efeito do kick derivativo e como solucioná-lo pode ser encontrado
em (Sung e Lee, 2009) e (Chidambaram e Saxena, 2018).
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APÊNDICE E – Paralelo da percentagem de abertura da válvula
choke e velocidade de rotação da bomba booster em um
sistema real de produção de petróleo
Como mencionado no Capítulo 2 e Capítulo 3, a válvula choke no circuito de teste simula
o comprimento de uma linha de produção e a bomba booster simula uma curva IPR de um
reservatório de petróleo. Dos dados experimentais obtidos neste trabalho, pode ser feito um
paralelo destas duas variáveis do circuito de teste em um sistema real de produção. A seguir é
apresentado o paralelo dos 15 sistemas obtidos experimentalmente.
E.1 Comprimento equivalente (𝐿𝑒𝑞)
A válvula choke produz uma perda de carga localizada no circuito de testes. Esta perda de
carga é acentuada em um curto espaço compreendido pelo acessório (White, 2011). As perdas







onde ∆𝑝 é o ganho de pressão do sistema, 𝜌 é a massa específica do fluido, 𝐿𝑒𝑞 é o comprimento
equivalente, 𝐷 é o diâmetro da tubulação, 𝑣 é a velocidade do fluido e 𝑓𝑓 é o fator de atrito de









; 𝑅𝑒 < 2300, (E.3)
𝑓𝑓 = 0,184𝑅
(−0,2)
𝑒 ; 𝑅𝑒 > 2300. (E.4)
Assim, da Equação E.1 pode ser determinado o comprimento equivalente do fechamento





E.2 Índice de produtividade (𝐼𝑃 )
Para representar um reservatório e o seu índice de produtividade no circuito de testes é
usada uma bomba de deslocamento positivo de dois parafusos como descrito no Capítulo 3.
Esse tipo de bombas é caracterizado por deslocar um volume fixo de fluido independentemente
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das condições de pressão na saída. Assim, através da rotação desta bomba podem ser fornecidas
pressões e vazões na entrada da BCS simulando um reservatório de petróleo com um índice de
produtividade diferente para cada rotação da bomba. Desta forma, dos dados experimentais de
pressão e vazão volumétrica de líquido na entrada da bomba e da Equação 2.8 apresentada no
Capítulo 2, pode ser determinado o índice de produtividade 𝐼𝑃 através de:
𝐼𝑃 =
𝑄𝐿
𝑃𝑟 − 𝑃𝑤𝑓 , (E.6)
onde 𝑃𝑟 e a pressão estática (pressão máxima durante o experimento), 𝑃𝑤𝑓 é a pressão no fundo
do poço (pressão na entrada da BCS) associada a uma vazão volumétrica𝑄𝐿 (vazão volumétrica
de líquido na entrada da BCS).
Assim, foi obtido o paralelo do comprimento equivalente na linha de produção e o índice
de produtividade dado em unidades comumente usadas em campo como apresentado na Tabela
E.1.









150 39,7 6,5 3310
170 33,5 6,5 3638
190 29,8 7,0 4306
210 27,5 8,0 2356
230 35,0 9,0 2012
170 33,4 7,0 2148
220 28,8 7,5 2221
260 26,6 8,0 1428
310 31,3 10,0 872
350 28,6 11,0 590
195 26,3 8,0 1086
245 26,7 9,0 952
230 23,5 10,0 525
290 24,4 11,0 410
340 26,9 12,5 257
