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Abstract
The aim of this work is to offer a new characterization of the tame symbol associated with
a discrete valuation from the commutator of a certain central extension of groups. This construction
allows us to generalize recent constructions of the tame symbol of an algebraic curve to the
arithmetical case, and to offer an easy algebraic proof of a Parshin Reciprocity Law on an algebraic
surface with the same method as Tate’s proof of the Residue Theorem.
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1. Introduction
In 1971, J. Milnor [5] defined the tame symbol dv associated with a discrete valuation
v on a field F . Explicitly, if Av is the valuation ring, pv is the unique maximal ideal and
kv = Av/pv is the residue class field, Milnor defined dv :F ∗ × F ∗ → k∗v by
dv(x, y)= (−1)v(x)·v(y)x
v(y)
yv(x)
(mod pv).
This definition generalizes Serre’s definition of the multiplicative local symbol [8] and
J. Milnor proved that the tame symbol is a continuous Steinberg symbol. The tame symbol
is used in algebraic K-theory to study the group K2F .
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in the derived category of the category of sheaves of abelian groups over a Riemann surface.
Moreover, in 1994 C. Contou-Carrere [3] defined a functor from the category of formal
noetherian schemes to the category of groups, which allowed him to give a generalization
of the tame symbol as a morphism of functors.
Furthermore, during the last 30 years, characterizations of algebraic symbols have been
obtained from the properties of infinite-dimensional vector spaces in order to provide new
interpretations for these symbols and to deduce standard theorems from the new definitions
in an easy way.
Thus, in 1968 J. Tate [9] gave a definition of the residues of differentials on curves in
terms of traces of certain linear operators on infinite-dimensional vector spaces.
A few years later, in 1989, Arbarello, de Concini and V.G. Kac [1] obtained a definition
of the tame symbol of an algebraic curve from the commutator of a certain central extension
of group. More recently, the author [6] has given an interpretation of this central extension
in terms of determinants associated with infinite-dimensional vector subspaces.
In all the articles referred to above, the respective reciprocity laws (in particular, the
residue theorem) are deduced directly from the finiteness of the cohomology groups
H 0(C,OC) and H 1(C,OC).
The purpose of the present work is to give a new characterization of the tame symbol
associated with a discrete valuation by using a generalization of the method described in
[1,6]. This definition, which involves topics of Steinberg symbols, allows us to use the
results of [1,5,6] to study the properties of the symbol. In fact, our construction provides a
definition of the tame symbol of a principal ideal domain and generalizes the constructions
of the tame symbol of an algebraic curve to the arithmetical case.
As an application, we offer a review of the Parshin symbol on an algebraic surface with
a proof of a reciprocity law with the same method as Tate’s proof of the residue theorem.
A remaining problem is to obtain new reciprocity laws from the statements of this
characterization.
2. The tame symbol of a principal ideal domain
In this section, domain refers to an integral commutative with unit element ring.
Let A be a principal ideal domain and let us consider an ideal α = (a), where a =
p1 · · ·pr and pi = (pi) are prime ideals.
Definition 2.1. Let V be an A-module and let M,N be two A-submodules of V . M and N
are said to be commensurable with respect to α if the length lA(M +N/M ∩N) is finite
and the annihilator of the A-module M +N/M ∩N is
An
(
M +N/M ∩ N)= αkA
for a certain k ∈ N. We shall use the symbol M α∼ N to denote commensurable submodules
with respect to α.
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associated with the prime ideal pi = (pi)), we have the commutative diagram of injective
morphisms
A(α) ΣA
Â(α)
(
Â(α)
)
0
where Â(α) = lim←−n A(α)/ αnA(α) is the α-adic completion of A(α) and (Â(α))0 =
Â(α)⊗A ΣA (Â(α) is an A-module via the natural inclusion).
Lemma 2.2. For all n ∈ N, one has that A/αn is a ring isomorphic to A(α)/αnA(α).
Proof. If b˜ = b1/b2 ∈ A(α) and b˜ /∈ A, one has that b2 is not invertible in A and
(b2, α) = 1. However, b2 is invertible in A/αn and if c is a representative of b−12 in A, one
has that b˜ ∼ b1 · c (mod αnA(α)). Hence, the natural morphism A/αn ↪→ A(α)/αnA(α)
is an isomorphism of rings. 
Let α = (a) as above, and let B be a system of representatives of A/α in A. Each
element cˆ of Â(α) can be written in the form cˆ = ∑i=0bi · ai and one has that cˆ is
invertible in Â(α) when b0 = 0 and (b0, a) = 1. In general, B is not a subring of A and
the multiplication of two elements of B is an element of Â(α) that must be expanded in a
power series of a.
Thus, each element of (Â(α))0 can be written in the form:
f = aβ ·
(
b0 + b1 · a + · · · + bn · an + · · ·
b′0 + b′1 · a + · · · + b′m · am + · · ·
)
with bi, b′j ∈ B , β ∈ Z, and b0, b′0 = 0.
Let us now consider the abelian group
Σ∗A(α) =
{
f ∈ Σ∗A such that f = aβ(b0 + b1a + · · ·) and (b0, a) = 1
}
.
Lemma 2.3. With the previous notations, if f ∈ Σ∗A(α), one has that vpi ( f ) = vpj ( f ) for
every i, j ∈ {1, . . . , r}.
Proof. The statement is a direct consequence of the value vpi (f ) = β , because vpi (b0) = 0
for all i . 
Remark 2.4. In general, Σ∗A(α) is not the group of invertible elements of a field and,
when α = p, one has that Σ∗ (p) = Σ∗ . Moreover, the map vα :Σ∗ (α) → Z definedA A A
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min(vα(f ), vα(g)).
Proposition 2.5. If f ∈ Σ∗A(α), one has that f · Â(α)
α∼ Â(α) in (Â(α))0.
Proof. Since f = b0 · aβ · s(a), with s(a) = 1 + b1 · a + · · · and b0 · s(a) is invertible in
Â(α), when β > 0 we have the isomorphisms of A-modules
Â(α) + f · Â(α)/Â(α) ∩ f · Â(α) 
 Â(α)/αβÂ(α) 
 A(α)/αβA(α)
and, when β < 0, we have that
Â(α)+ f · Â(α)/Â(α)∩ f · Â(α) 
 αβÂ(α)/Â(α) 
 αβA(α)/A(α).
In both cases, Â(α) + f · Â(α)/Â(α) ∩ f · Â(α) is an A-module of finite length and its
annihilator is a power of the ideal α. 
Lemma 2.6. Let A be a principal ideal domain and let us consider an ideal α = (p1 · · ·pr).
Given three integers, β < γ < δ, the exact sequence of A-modules of finite length
0 → αγ A/αδA→ αβA/αδA → αβA/αγ A → 0
induces an exact sequence of finite free A/α-modules
0 → Gα
(
αγ A/αδA
)→ Gα(αβA/αδA)→ Gα(αβA/αγ A)→ 0,
where M is an A-module and Gα(M) is its graded A-module induced by the α-adic
filtration {αkM}k0.
Proof. If we set M = αhA/αsA and Mk = αkM with 0 k < s − h, the statement of the
lemma is a direct consequence of the canonical isomorphisms of A/α-modules
Mk/Mk+1 
 αh+kA/αh+k−1A. 
To keep the notations of [6], if f ∈ Σ∗A(α) and Λ is the maximal exterior power, we set
detC•
f Â(α)
= ΛGα
(
Â(α)/Â(α)∩ f Â(α)
)
⊗
A/α
Λ
[
Gα
(
f Â(α)/Â(α) ∩ f Â(α)
)]∗
,
which is a free A/α-module of rank one.
Moreover, from Lemma 2.6 and the computations made in [1,6] one deduces the
existence of a map
detC•
f Â(α)
⊗
A
detC•
gÂ(α)
ϕ
g
f−→ detC•
fgÂ(α)/α
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ΛGα
(
f Â(α)/f Â(α) ∩ fgÂ(α)
)
⊗
A/α
Λ
[
Gα
(
fgÂ(α)/f Â(α)∩ fgÂ(α)
)]∗
.
Let {e1, . . . , en} be a basis of Gα(Â(α)/Â(α) ∩ f Â(α)) and let {ω¯1, . . . , ω¯m} be a basis
of [Gα(f Â(α)/Â(α)∩ f Â(α))]∗ as A/α-modules.
Definition 2.7. Given an element
s = a¯ · (e1 ∧ · · · ∧ en ∧ ω¯1 ∧ · · · ∧ ω¯m) ∈ detC•
f Â(α)
,
we shall say that s ∈ (A/α)∗ when a¯ ∈ (A/α)∗.
Since determinants of isomorphisms of finite free A/α-modules are invertible, the
previous definition is independent of the choices made.
Let us now consider
Σ˜∗A(α) =
{
(f, s) with f ∈ Σ∗A(α), s ∈ detC•f Â(α), and s ∈ (A/α)
∗}.
Proposition 2.8. The set Σ˜∗A(α) together with the operation
(f, s1) · (g, s2) =
(
fg, s1 · f¯ (s2)
)
form a group.
Proof. Let f = aβ · b0 · s(a) and g = aγ · c0 · s′(a).
When γ > 0, one has the isomorphisms of free A/α-modules
Gα
(
Â(α)/Â(α)∩ gÂ(α)
)

 (A/α)[t]/tγ ,
Gα
(
f Â(α)/f Â(α)∩ fgÂ(α)
)

 (tβ (A/α)[t])/tγ+β
and f induces a homothety between the graded modules
hf¯ : (A/α)[t]/tγ −→
(
tβ(A/α)[t])/tγ+β,
which is an isomorphism because b0 is invertible in A/α and hence its determinant is
invertible. Bearing in mind the computations made in [1,6] one can see that s1 · f¯ (s2) ∈
(A/α)∗.
Furthermore, when γ < 0 one has that f induces a homothety with invertible
determinant between the dual A/α-modules and, similarly, we deduce that s1 · f¯ (s2) ∈
(A/α)∗.
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proved in [1,6] that this operation determines a group structure. 
Thus, one has a central extension of groups
0 → (A/α)∗ −→ Σ˜∗A(α) −→ Σ∗A(α) → 0,
whose commutator { , }Aα :Σ∗A(α) ×Σ∗A(α) → (A/α)∗ values
{f,g}Aα =
f vα(g)
gvα(f )
(α) ∈ (A/α)∗.
Since { , }Aα is a 2-cocycle, it determines an element of the cohomology group[{ , }Aα ] ∈ H 2(Σ∗A(α), (A/α)∗),
where H 2(A,B) is the group of classes of 2-cocycles f :A × A → B (mod 2-co-
boundaries) [8].
Lemma 2.9. There exists a unique 2-coboundary c :Z × Z → (A/ α)∗ satisfying for
x, y, z ∈ Z the conditions:
c(x, y + z) = c(x, y) · c(x, z), c(x, x)= (−1)x.
Proof. Recall that a 2-cocycle c :Z × Z → (A/α)∗ is a 2-coboundary when there exists a
map ψ :Z → (A/α)∗ such that
c(x, y)= ψ(x + y) ·ψ(x)−1 ·ψ(y)−1.
Let ψ(x) = λx ∈ (A/α)∗. It follows from the conditions of the lemma that
λx = (−1)x(x−1)/2λx1 for each x ∈ Z.
Hence c(x, y) = (−1)x·y is the unique 2-coboundary that satisfies the conditions of the
lemma. 
Theorem 2.10. There exists a unique element ( , )α in the cohomology class [{ , }Aα ] ∈
H 2(Σ∗A(α), (A/α)∗) satisfying the conditions:
• (f, g · g′)α = (f, g)α · (f, g′)α ,
• (f, g)α = {f,g}Aα if vα(f ) = 0,
• (f,−f )α = 1
for f,g, g′ ∈ Σ∗ (α). This element is the tame symbol associated with the ideal α of A.A
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H 2(Σ∗A(α), (A/α)∗) satisfying the conditions of the theorem. Since c′ is a 2-coboundary,
one has that c′(f, g) = 1 when vα(g) = 0 and, therefore, there exists a commutative
diagram
Σ∗A(α) ×Σ∗A(α)
vα×vα c
′
Z × Z c˜
′
(A/α)∗,
where c˜′ is a 2-coboundary satisfying
c˜′(x, y + z) = c˜′(x, y) · c˜′(x, z).
Furthermore, since ν(f,−f ) = 1 for all f ∈ Σ∗A(α), one has that c˜′(x, x) = (−1)x . It
then follows from Lemma 2.9 that c˜′(x, y)= (−1)x·y and
c′(f, g) = (−1)vα(f )·vα(g).
Thus, the unique element in [{ , }Aα ] ∈ H 2(Σ∗A(α), (A/α)∗) satisfying the conditions of the
theorem is ν(f, g) = (−1)vα(f )·vα(g) · {f,g}Aα and
(f, g)α = (−1)vα(f )·vα(g) ·
(
f vα(g)
gvα(f )
(α)
)
∈ (A/α)∗. 
Let us now consider a discrete valuation domain Ov . It is known that Ov is a regular
ring and dim(Ov) = 1. If mv is the maximal ideal of Ov , Σv is the quotient field of Ov
and k(v) =Ov/mv is the residue class field, bearing in mind that Σ∗v (mv) = Σ∗v the above
construction determines a symbol:
Σ∗v × Σ∗v −→ k(v)∗,
(f, g)v −→ (−1)v(f )·v(g) ·
(
f v(g)
gv(f )
(mod mv)
)
,
which is the tame symbol defined by J. Milnor [5].
From the properties of the Steinberg symbols one has that:
Theorem 2.11. The tame symbol is the unique Steinberg symbol in the cohomology class
[{ , }Ovmv ] ∈ H 2(Σ∗v , k(v)∗) satisfying the condition
(f, g)v = {f,g}Ovmv when v(f ) = 0.
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one of the conditions that J.P. Serre [8] gave to define local symbols on algebraic curves
that are also Steinberg symbols.
Let us now consider in Σ∗v the structure of the topological group induced by the
valuation v and let us consider k(v)∗ as a topological group with the discrete topology.
Conjecture 2.13. The tame symbol is the unique continuous Steinberg symbol in the
cohomology class [{ , }Ovmv ] ∈ H 2(Σ∗v , k(v)∗).
Example 1. Let p be a prime integer. The tame symbol associated with the discrete
valuation ring Zp is
( , )p :Q
∗ × Q∗ −→ (Z/p)∗,
(f, g) −→ (−1)vp(f )·vp(g) ·
(
f vp(g)
gvp(f )
(mod p)
)
,
where vp is the p-adic valuation.
3. A review of the Parshin symbol on an algebraic surface
In 1985, A.N. Parshin [7] introduced a symbol associated with a sequence p ∈ C ⊂ S,
where C is a curve on an algebraic surface S, and p is a closed point of C. If f , g and h
are three functions on S, the expression of the symbol is
〈f,g,h〉(p,C) = (−1)α(p,C)
(
f vC(g)·vp(h)−vC(h)·vp(g)
gvC(f )·vp(h)−vC(h)·vp(f )
· hvC(f )·vp(g)−vC(g)·vp(f )
)
(p),
where
α(p,C) = vC(f ) · vC(g) · vp(h)+ vC(f ) · vC(h) · vp(g) + vC(g) · vC(h) · vp(f )
+ vC(f ) · vp(g) · vp(h)+ vC(g) · vp(f ) · vp(h)+ vC(h) · vp(f ) · vp(g),
vC being the discrete valuation induced by C (a codimension one subvariety of S), and vp
being a discrete valuation induced by the closed point p and a function z on S, such that
vC(z) = 1.
Let C be an irreducible and non-singular algebraic curve on a smooth, proper,
geometrically irreducible surface S over an algebraically closed field k. If ΣS is the
function field of S, the curve C defines a discrete valuation
vC :Σ
∗
S → Z,
whose residue class field is ΣC (the function field of C).
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a central extension of groups
1 → Σ∗C → Σ˜∗S → Σ∗S → 1,
such that the value of its commutator is
{f,g}SC =
(
f vC(g)
gvC(f )
)∣∣∣∣
C
∈ Σ∗C, for each f,g ∈ Σ∗S .
Moreover, holding the notation of [6], if p ∈ C is a closed point and we set Ôp = Ap
(the completion of the local ring Op), and (Ôp)0 = Kp (the field of fractions of Ôp , which
coincides with the completion of ΣC with respect to the valuation ringOp), it follows from
[6, Section 5] that we have a central extension of groups
1 → k∗ → G˜l(Kp,Ap) → Gl(Kp,Ap) → 1,
that induces by restriction another central extension
1 → k∗ → Σ˜∗C → Σ∗C → 1,
whose commutator values
{
f˜ , g˜
}Kp
Ap
= f˜
vp(g˜)
g˜vp(f˜ )
(p) ∈ k∗, for all f˜ , g˜ ∈ Σ∗C,
vp being the valuation at the point p. It is known that
vp
(
f˜
)= indKpAp (f˜ )= dimk(Ap/Ap ∩ fAp)− dimk(fAp/Ap ∩ fAp).
Henceforth, we fix a function z ∈ Σ∗S such that vC(z) = 1, and we denote vp(ϕ) =
indKpAp ({ϕ, z}SC) with ϕ ∈ Σ∗S and p a closed point of C. This integer number coincides
with the valuation v2(ϕ) introduced in the paper [2], which is the order of (ϕ · z−vC(f ))|C
at p in C.
Let us now consider f,g,h ∈ Σ∗S . Bearing in mind that
{{f, z}SC, {g, z}SC}KpAp =
(
f vp(g)
gvp(f )
· z−vC(f )·vp(g)+vC(g)·vp(f )
)
(p),
one has that
{f,g,h}(S,Kp)(C,Ap) =
({{f, z}SC, {g, z}SC}KpAp
)−vC(h) · ({{f, z}SC, {h, z}SC}KpAp
)vC(g)
·
({{g, z}SC, {h, z}SC}Kp)−vC(f )Ap
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f vC(g)·vp(h)−vC(h)·vp(g)
gvC(f )·vp(h)−vC(h)·vp(f )
· hvC(f )·vp(g)−vC(g)·vp(f )
)
(p)
and, hence,
〈f,g,h〉(p,C) = (−1)α(p,C) · {f,g,h}(S,Kp)(C,Ap),
where 〈f,g,h〉(p,C) is the Parshin symbol associated with the sequence of varieties
p ∈ C ⊂ S, and α(p,C) is the integer number referred to above.
Proposition 3.1. With the above hypothesis on C and S, if f,g,h ∈ Σ∗S and p,q ∈ C, one
has that
{f,g,h}(S,Kp⊕Kq)(C,Ap⊕Aq) = (−1)β(p,q,C){f,g,h}
(S,Kp)
(C,Ap)
· {f,g,h}(S,Kq)(C,Aq),
with
β(p,q,C) = vC(f )
[
vp(g) · vq(h)+ vp(h) · vq(g)
]+ vC(g)[vp(f ) · vq(h)+ vp(h) · vq(f )]
+ vC(h)
[
vp(g) · vq(f )+ vp(f ) · vq(g)
]
.
Proof. The statement is a direct consequence of the properties of the commutator { , }KpAp
[6]. 
Corollary 3.2. Given f,g,h ∈ Σ∗S , if X ⊂ C is a finite set of closed points of a complete
curve C, such that X contains all zeros and poles of {f, z}SC , {g, z}SC , and {h, z}SC , and we
set AX =∏p∈X Ap and VX =∏p∈X Kp , then one has that
{f,g,h}(S,VX)(C,AX) = (−1)β(X,C) ·
∏
p∈X
{f,g,h}(S,Kp)(C,Ap),
regarding Σ∗C as a subspace of VX by means of the diagonal embedding f → (fp), where
fp = f for all p ∈ X, and β(X,C) being the integer number:
β(X,C) =
∑
p∈X
vC(f ) · vp(g) · vp(h)+ vC(g) · vp(f ) · vp(h)+ vC(h) · vp(g) · vp(f ).
Proof. Using induction over X, the formula holds by Proposition 3.1 and the property of
complete curves
∑
p∈C
vp(ϕ) =
∑
p∈X
vp(ϕ) = 0
for all ϕ ∈ Σ∗C such that X contains all zeros and poles of ϕ. 
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f,g,h ∈ Σ∗S , one has that ∏
p∈C
{f,g,h}(S,Kp)(C,Ap) = (−1)βC ,
with
βC =
∑
p∈C
[
vC(f ) · vp(g) · vp(h)+ vC(g) · vp(f ) · vp(h)+ vC(h) · vp(g) · vp(f )
]
.
Proof. If we set
AC =
∏
p∈C
Ap,
VC =
∏′
p∈C
Kp =
{
f = (fp) such that fp ∈ Kp and fp ∈ Ap for almost all p
}
,
the proof of the theorem is analogous to Tate’s proof of the residue theorem [9], and the
result is a direct consequence of the finiteness of the cohomology groups H 0(C,OC) and
H 1(C,OC). 
Corollary 3.4 (Parshin Reciprocity Law). If C is a complete irreducible non-singular
algebraic curve on a smooth, proper, geometrically irreducible surface S, and f,g,h ∈
Σ∗S , one has that ∏
p
〈f,g,h〉(p,C) = 1,
where 〈f,g,h〉(p,C) is the Parshin symbol associated with the sequence of complete
irreducible varieties p ∈ C ⊂ S.
Proof. The claim is an immediate consequence of Theorem 3.3 because
βC =
∑
p∈C
α(p,C). 
Remark 3.5. Let C be a complete irreducible non-singular algebraic curve on a smooth,
proper, geometrically irreducible surface S over a perfect field k. If k(p) is the residue
class field of a closed point p ∈ C, deg(p) = dimk k(p), and Nk(p)/k is the norm of the
finite extension k ↪→ k(p), we can define, using the above method, a generalization of the
Parshin symbol associated with the sequence p ∈ C ⊂ S, and we obtain the expression:
〈f,g,h〉(p,C) = (−1)γ(p,C) · {f,g,h}(S,Kp) ,(C,Ap)
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{f,g,h}(S,Kp)(C,Ap) = Nk(p)/k
[(
f vC(g)·vp(h)−vC(h)·vp(g)
gvC(f )·vp(h)−vC(h)·vp(f )
· hvC(f )·vp(g)−vC(g)·vp(f )
)
(p)
]
,
and
γ(p,C) = deg(p)
[
vC(f ) · vC(g) · vp(h)+ vC(f ) · vC(h) · vp(g)
+ vC(g) · vC(h) · vp(f )+ vC(f ) · vp(g) · vp(h)
+ vC(g) · vp(f ) · vp(h) + vC(h) · vp(f ) · vp(g)
]
,
for all f,g,h ∈ Σ∗S .
It is easy to check from the properties of the commutator { , }KpAp that this symbol satisfies
the reciprocity law: ∏
p
〈f,g,h〉(p,C) = 1.
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