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THE APPLICATIONS OF PROBABILITY GROUPS ON HOPF
ALGEBRAS
JINGHENG ZHOU, SHENGLIN ZHU
Abstract. In this work, we use probability groups, introduced by Harrison in 1979, as a
tool to study a semisimple Hopf algebra H with a commutative character ring and prove
that the algebra generalized by the dual probability group is the center Z (H) of H and the
product of two class sums is an integral combination up to a factor of dim(H)−1 of the class
sums of H . We classify all the 2-integral probability groups with 2 or 3 elements.
1. Introduction
In the character theory of finite groups, orthogonality relations are useful to decide
whether a character is irreducible, to find the decomposition of a representation and so
on. R. G. Larson [13] generalized the first orthogonality relation to Hopf algebra in 1971 . In
2010, M. Cohen and S. Westreich [2, 3] introduced the conjagacy classes and class sums for
Hopf algebras, and then they [5] generalized the character table to semisimple Hopf algebras
in 2014. An interesting result about class sums is that the product of two class sums is no
longer an integral combination of class sums anymore, which differs from the group case.
A notion of probability group, which is introduced and developed by D. K. Harrison
[10, 11] since 1979, is closely related to the representations of finite dimensional Hopf alge-
bras. Harrison proved that all non-isomorphic irreducible characters of one semisimple Hopf
algebra H form a probability group A(H) (see [11, Theorem 2.1]). The relations among
probability groups, probability subgroups and dual probability groups are also deduced. In
this paper, we use these notions to study the characters of Hopf algebras. We recall the
concept of probability groups in Section 2.
As all the finite dimensional left H-modules over a semisimple Hopf algebra H form a
fusion category, it is natural to generalize Harrison’s result to fusion categories. In Section
3, we prove that the set of all isomorphism classes of simple objects of a fusion category is a
probability group equipped with a probability map, which is defined by the Frobenius-Perron
dimension and fusion rules. Such a probability group is quasi-2-integral.
For a finite group G, we notice the fact that Aˆ(kG), the dual of A(kG), is exactly the
set of class sums of G. In section 4, using the notions of conjugacy classes and class sums,
for a semisimple Hopf algebra H with a commutative character ring, we get the structure of
Aˆ(H) and explicit expressions for the first and the second orthogonality relations over H .
In Section 5, we apply our results in Section 4 to quasitriangular Hopf algebras. For a
finite dimensional semisimple quasitriangular Hopf algebra H over a field of characteristic
zero, the Drinfeld double D(H) is also semisimple and A(H) is a probability subgroup of
A(D(H)). M. Cohen and S. Westreich [4, Theorem 2.6] proved that the product of two class
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sums of H is an integral combination up to a factor of dim(H)−2 of the class sums of H , i.e.
CiCj =
1
dim(H)2
m∑
k=1
NˆkijCk,
where {Ci | 1 ≤ i ≤ m} is the set of class sums of H and each Nˆ
k
ij is a non-negative integer.
In this section, we first prove that A(D(H)) ∼= Aˆ(D(H)), and then prove that the factor
dim(H)−2 can be replaced by dim(H)−1.
The last section is devoted to the structure of 2-integral probability groups with 2 or
3 elements. We prove that any 2-integral probability group with two elements must be
isomorphic to A(kZ2). And A(kZ3), A(kS3) are the only two types of 2-integral probability
groups with three elements.
Throughout this paper, k denotes an algebraically closed field of characteristic zero. For
an algebra A, Repr(A) is the finite dimensional left-module category, and Z(A) is the center
of A.
2. Preliminaries
2.1. Hopf algebras and fusion categories. A coalgebra (C,∆, ε) over k is a k-vector
space C with a comultiplication ∆ : C → C ⊗ C and a counit ε : C → k satisfying the
following commuting diagrams:
C
∆

∆ // C ⊗ C
∆⊗I

C ⊗ C
I⊗∆ // C ⊗ C ⊗ C
k⊗ C C ⊗ C
ε⊗Ioo I⊗ε // C ⊗ k
C
ee❑❑❑❑❑❑❑❑❑❑❑
∆
OO 99sssssssssss
A bialgebra (B,M, u,∆, ε) is a vector space B with both an algebra structure (B,M, u)
and a coalgebra structure (B,∆, ε), such that ∆ and ε are algebra maps. A Hopf algebra H
is a bialgebra with an antipode S : H → H , which is the convolution inverse of the identity
map in Homk (H,H).
For a finite dimensional Hopf algebra H over a field of characteristic zero, by theorems
of R. G. Larson and D. E. Radford [14, 15], the following statements are equivalent:
(1) H is semisimple,
(2) H is cosemisimple,
(3) S2 = 1,
(4) A non-zero left integral t of H is cocommutative.
A quasitriangular Hopf algebra (H,R) is Hopf algebras H with an invertible R-matrix
R ∈ H ⊗H , satisfying
(1) R∆(h) = ∆op(h)R for all h ∈ H ,
(2) (∆⊗ id)R = R13R23,
(3) (id⊗∆)R = R13R12.
For a quasitriangular Hopf algebra (H,R), by a result of V. G. Drinfeld [6], there exists
a surjective map Φ : D(H) −→ H , such that for p ⊲⊳ h ∈ D(H),Φ(p ⊲⊳ h) = 〈p, R1〉R2h.
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Furthermore, the Drinfeld double D(H) of any finite dimensional Hopf algebra H is
quasitriangular with
RD(H) =
d∑
i=1
(ε ⊲⊳ h∗i )⊗ (hi ⊲⊳ 1H),
where d = dim(H), and {hi}
d
i=1 and {h
∗
i }
d
i=1 are dual bases of H and H
∗ respectively. By [18,
Theorem 2.10], D(H) is factorizable with the isomorphism of vector spaces F : (D(H))∗ −→
D(H) with
F (p) =
∑
〈p, R1D(H)r
2
D(H)〉R
2
D(H)r
1
D(H), ∀p ∈ D(H)
∗,
where rD(H) = RD(H).
A monoidal category is a quintuple (C,⊗, a, 1, ι), where C is a category, ⊗ : C × C → C
is a bifunctor called the tensor product bifunctor, a : (· ⊗ ·) ⊗ · → · ⊗ (· ⊗ ·) is a natural
isomorphism called the associativity constraint, 1 ∈ C is an object of C, and ι : 1 ⊗ 1 → 1
is an isomorphism, subject to the pentagon axiom and the unit axiom.
A tensor category C over k is a locally finite k-linear abelian rigid monoidal category, in
which the bifunctor ⊗ is bilinear on morphisms and End(1) ∼= k. An example for tensor
category is the representation category of a Hopf algebra. A fusion category is a semisim-
ple tensor category with finitely many isomorphism classes of simple objects. Hence, the
representation category of a finite dimensional semisimple Hopf algebra is a fusion category.
2.2. Probability groups. We first recall some definitions and properties of probability
groups introduced and developed by Harrison [10, 11].
Definition 2.1 ([11, pp150]). A probability group means a set A equipped with a map
p : (a, b, c) 7→ p(a · b = c) from A× A× A to non-negative reals R≥0 such that:
(1) for all a, b ∈ A, p(a · b = c) = 0 for all but finitely many c in A, and
(E2.1.1)
∑
c∈A
p(a · b = c) = 1,
(2) for all a, b, c, d ∈ A,
(E2.1.2)
∑
x∈A
p(a · b = x)p(x · c = d) =
∑
y∈A
p(a · y = d)p(b · c = y),
(3) there is an element 1 ∈ A such that for any a ∈ A,
(E2.1.3) p(1 · a = a) = 1 = p(a · 1 = a),
(4) for any a ∈ A, there exists a unique element a−1 ∈ A such that
(E2.1.4) p(a · a−1 = 1) > 0,
(5) for all a, b, c ∈ A,
(E2.1.5) p(a · b = c) = p(b−1 · a−1 = c−1),
(6) for all a ∈ A,
(E2.1.6) p(a · a−1 = 1) = p(a−1 · a = 1).
The map p is called a probability map over A.
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Let A be a probability group. For a ∈ A, the size of a, denoted by s(a), is the reciprocal
of p(a ·a−1 = 1). When A is finite, (E2.1.6) follows from (E2.1.1)-(E2.1.5), which was proved
in [10], and the order of A, denoted by n(A), is defined as
∑
a∈A
s(a). A is called abelian if
p(a · b = c) = p(b · a = c) for all a, b, c ∈ A.
Moreover, associated with any probability group A, a C-algebra C(A) can be defined as
a C-vector space with the basis {a | a ∈ A}, in which the multiplication is
(E2.1.7) a ·p b =
∑
c∈A
p(a · b = c)c ∀a, b ∈ A.
Example 2.2. There are two classical examples:
(1) Groups are probability groups. Indeed, given a group G, for any g, h, k ∈ G, let
p(g · h = k) = δgh,k. It’s clear that G is a probability group.
(2) ([11, Theorem 2.1]) Let H be a finite dimensional semisimple Hopf algebra over k,
then the set of all isomorphism classes of irreducible H-modules is a probability group,
which is denoted by A(H).
Definition 2.3 ([10, pp466]). Let A be a probability group. A subset S ⊂ A is called a
probability subgroup of A if
(1) 1 ∈ S,
(2) for all s ∈ S, s−1 ∈ S, and
(3) for any a, b ∈ S and c ∈ A, if p(a · b = c) > 0, then c ∈ S.
Example 2.4. In Example 2.2 (1), let S ≤ G, then S is a probability subgroup of G.
Let S be a probability subgroup of A. For a, b ∈ A, write a ∼ b if there exist s1, s2 ∈ S
and x ∈ A, such that p(a · s1 = x) > 0 and p(x · b
−1 = s2) > 0. It’s not too hard to check
’∼’ is an equivalence relation.
Let [a] = {b ∈ A | b ∼ a} and A//S = {[a] | a ∈ A}. Then [1] = S, and by [10,
Proposition 2.2 and 2.3], we have
Proposition 2.5. Let A be a finite abelian probability group and S be a probability subgroup
of A. For X, Y, Z ∈ A//S, let P (X · Y = Z) =
∑
c∈Z
p(a · b = c), where a ∈ X and b ∈ Y .
Then P (X · Y = Z) is independent of the choice of a ∈ X and b ∈ Y , and (A//S, P ) is a
probability group. Furthermore, n(S)n(A//S) = n(A).
Example 2.6. Let H = kS3. The irreducible characters of S3 are listed as follows.
S3 id (12) (123)
χ1 1 1 1
χ2 1 −1 1
χ3 2 0 −1
Thus A(H) = {χ1, χ2, χ3} is a probability group with the probability map
p(χi · χj = χk) =
Nkijχk(1)
χi(1)χj(1)
, 1 ≤ i, j, k ≤ 3,
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where χiχj =
3∑
k=1
Nkijχk. Moreover, S = {χ1, χ2} is a probability subgroup of A(H) and
A(H)//S = {[χ1], [χ3]},
with the unit [χ1] and P ([χ3] · [χ3] = [χ1]) =
1
2
, P ([χ3] · [χ3] = [χ3]) =
1
2
.
Next are some definitions related to the dual of a probability group A.
Definition 2.7 ([10, pp476]). A functional of A is a map f : A → C with f(1) = 1 and
satisfying
f(a)f(b) =
∑
c∈A
p(a · b = c)f(c).
The dual of A is the set Aˆ = {f | f is a functional of A}.
Any functional f can be linearly extended to an algebra map from C(A) to C. Hence Aˆ
corresponds to the set of all algebra maps from C(A) to C. If A is finite, we have
∣∣∣Aˆ
∣∣∣ ≤ |A|
since C(A) is a semisimple C-algebra [10, pp476].
Assume that A is abelian, then the algebra Map(A,C) of maps from A to C with
component-wise addition and multiplication, i.e.
(f + g)(a) = f(a) + g(a),
(f · g)(a) = f(a)g(a),
∀f, g ∈Map(A,C), a ∈ A,(E2.7.1)
and Aˆ is a basis of Map(A,C).
So there exist uniquely defined complex numbers pˆθ(χ, ψ), θ, χ, ψ ∈ Aˆ, with
χ · ψ =
∑
θ∈Aˆ
pˆθ(χ, ψ)θ, ∀χ, ψ,∈ Aˆ.
A is called dualizable if pˆθ(χ, ψ) is a non-negative real number for all θ, χ, ψ ∈ Aˆ or pˆ is
a probability map over Aˆ. In this case, Aˆ is called the dual probability group of A.
If S is a probability subgroup of A, then S⊥ = {χ ∈ Aˆ | χ(s) = 1, ∀s ∈ S}.
Define aug : A 7→ C by aug(a) = 1 for all a ∈ A. Then an important result is
Proposition 2.8 ([10, Proposition 2.10]). Let A be a finite abelian probability group. Define
χ−1(a) = χ(a−1) for χ ∈ Aˆ. Then χ−1, aug ∈ Aˆ.
Moreover, let sˆ(χ) be the reciprocal of pˆaug(χ, χ
−1), then∑
a∈A
s(a)sˆ(χ)χ(a)ψ−1(a) = n(A)δχ,ψ, ∀χ, ψ ∈ Aˆ,
∑
χ∈Aˆ
sˆ(χ)s(b)χ(a)χ−1(b) = n(A)δa,b, ∀a, b ∈ A.
3. Probability group over fusion categories
In this section, we will construct a probability group from a fusion category, which covers
the cases in Example 2.2.
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Given a fusion category C, the Grothendieck ring Gr(C) is the ring generated by the
isomorphism classes {[Xi] | i = 1, · · · , m} of simple objects of C, where the multiplication is
defined as
[Xi][Xj ] =
m∑
k=1
[Xi ⊗Xj : Xk][Xk],
in which the non-negative integer [Xi⊗Xj : Xk] is the multiplicity of Xk in Xi⊗Xj. When
no confusion is possible, we write X instead of [X ], mX (m ≥ 0) instead of the direct sum
of m copies of X and mHom(X, Y ) instead of the direct sum of m copies of Hom(X, Y ) for
all X, Y ∈ C.
For simplify, we denote Nkij = [Xi ⊗Xj : Xk].
Recall that the Frobenius-Perron dimension of Xi ([9, pp618]) is defined to be the largest
positive eigenvalue of the left multiplication matrix of [Xi] = (N
k
ij) in Gr(C), denoted by
FPdim(Xi).
Theorem 3.1. Let C be a fusion category. Let A(C) = {X1, X2, · · · , Xm} be the set of all
simple objects up to isomorphism. Then A(C) is a probability group with
(E3.1.1) p(Xi ·Xj = Xk) =
Nkij FPdim(Xk)
FPdim(Xi) FPdim(Xj)
, 1 ≤ i, j, k ≤ m.
Proof. We will check the conditions in Definition 2.1 one by one.
(1) By [9, Theorem 8.6], FPdim is an algebra morphism from Gr(C) to R, and then we
have
FPdim(Xi) FPdim(Xj) =
m∑
k=1
Nkij FPdim(Xk).
Therefore, (E2.1.1) holds, i.e.
m∑
k=1
p(Xi ·Xj = Xk) = 1.
(2) (E2.1.2) holds since the associativity constraint is a natural isomorphism.
(3) Since the unit object 1 is also a simple object with FPdim(1) = 1 in C, then for
1 ≤ i ≤ m,
p(Xi ⊗ 1 = Xi) = 1 = p(1⊗Xi = Xi).
So 1 is the unit element in A(C) and, without loss of generality, let X1 = 1.
(4) By [8, Proposition 2.10.8 ], since a fusion category is a rigid monoidal category, for
any X, Y, Z ∈ C,
Hom(X ⊗ Y, Z) ∼= Hom(X,Z ⊗ Y ∗).
Then for any 1 ≤ i, j ≤ n,
Hom(Xi, X
∗
j )
∼= Hom(Xi, X1 ⊗X
∗
j )
∼= Hom(Xi ⊗Xj , X1)
∼=
m⊕
k=1
Nkij Hom(Xk, X1)
= N1ij Hom(X1, X1).
Hence, N1ij = δXi,X∗j . This implies p(Xi · Xj = X1) > 0 if and only if X
∗
j = Xi. Then the
inverse of Xi exists, which is X
∗
i , denoted by Xi∗ .
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(5) By [8, Proposition 2.10.7],
(Xi ⊗Xj)
∗ = X∗j ⊗X
∗
i .
Hence, in Gr(C),
(
m⊕
k=1
NkijXk)
∗ =
m⊕
l=1
N lj∗i∗Xl,
which implies Nkij = N
k∗
j∗i∗ .
Moreover, Nkij = N
j
i∗k by N
1
ii∗ = 1, and then we have FPdim(Xi) = FPdim(Xi∗) and
(E2.1.5) holds.
(6) Since N1ii∗ = 1, we have
p(Xi ·X
∗
i = X1) =
1
FPdim(Xi) FPdim(X∗i )
.
So (E2.1.6) holds and the size of Xi is FPdim
2(Xi).
As a conclusion, A(C) is a probability group with order
(E3.1.2) n(A(C)) =
n∑
i=1
FPdim2(Xi) = FPdim(C).

By (E2.1.7), there exists an isomorphism
Ψ : C(A(C)) −→ C⊗Z Gr(C)
which maps Xi to
Xi
FPdim(Xi)
.
For convenience, we rewrite p(Xi ·Xj = Xk) as pk(i, j).
Example 3.2. (1) When H = (kG)∗ for a finite group G, A(Repr(H)) is the probability
group in Example 2.2 (1).
(2) When C = Repr(H) for a finite dimensional semisimple Hopf algebra H , FPdim(M) =
dim(M) for M ∈ Repr(H), thus A(C) is the probability group A(H) in Example 2.2 (2).
Note that each FPdim(Xi) is an algebraic integer, then we have
Definition 3.3. A probability group A is called quasi-r-integral for a positive integer r if
(1) for all a ∈ A, s(a)
1
r is an algebraic integer, and
(2) for all a, b, c ∈ A, p(a · b = c)s(a)
1
r s(b)
1
r /s(c)
1
r is a non-negative integer.
Remark 3.4 ([10, pp463]). A quasi-r-integral probability group A is r-integral if for any
element a ∈ A, s(a)
1
r is an integer.
Since 0 ≤ p(a · b = c) ≤ 1, we have the following lemma.
Lemma 3.5. If A is a quasi-r-integral probability group, then r = 1 or 2.
Proof. If for any a ∈ A, p(a · a−1 = 1) = 1, then
p(a · b = c) = p(a · b = c)s(a)
1
r s(b)
1
r /s(c)
1
r
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is an integer by Definition 3.3 (2). This implies that p(a · b = c) = 0 or 1. For any a, b ∈ A,
since
∑
c
p(a · b = c) = 1, there exists a unique c ∈ A such that p(a · b = c) = 1. Define
a× b = c, and then (A,×) is a group. Hence r = 1.
Suppose there is an element a ∈ A, such that p(a · a−1 = 1) < 1. Let b = a−1, c = 1,
and denote m = s(a)
1
r . We have p(a · a−1 = 1)m2 is a positive integer since s(a) = s(a−1) =
1
p(a · a−1 = 1)
> 1. Namely, m2−r is a positive integer. However, m = s(a)
1
r > 1, which
forces that r = 1 or 2. 
Obviously, A(C) is quasi-2-integral.
4. Dual probability groups of Hopf algebras
In this section, we will focus on Aˆ(C), the dual of probability group A(C). A first step is
to study it when C = Repr(kG) for a finite group G.
Example 4.1. By calculating Aˆ(kS3) (see Example 2.6), we obtain that Aˆ(kS3) = {f1, f2, f3}
where
χ1
χ1(1)
χ2
χ2(1)
χ3
χ3(1)
f1 1 1 1
f2 1 −1 0
f3 1 1 −
1
2
It is not hard to check Aˆ(kS3) is a probability group.
On the other hand, let C1 = {id}, C2 = {(12), (23), (13)}, C3 = {(123), (132)}, the three
conjugacy classes in S3. Take ci =
∑
g∈Ci
g
|Ci|
, and then by regarding ci (1 ≤ i ≤ 3) as elements
in (kS3)
∗∗, fi(
χi
χi(1)
) = ci(
χi
χi(1)
). Moreover, the map φ : kAˆ(kS3)→ Z(kS3) with φ(fi) = ci is
an algebra isomorphism.
Therefore, we have the following proposition:
Proposition 4.2. Let G be a finite group with conjugacy classes {Ci}
m
i=1 and ci =
∑
g∈Ci
g
|Ci|
.
Let Γ(G) = {χ1, . . . , χm} be the set of all non-isomorphic irreducible characters of G. Then
Aˆ(kG) = {ci | i = 1, . . . , m} and Aˆ(kG) is a probability group. Furthermore, kAˆ(kG) =
Z(kG).
Proof. To show cl ∈ Aˆ(kG), it suffices to show the following equality for all 1 ≤ i, j ≤ m,∑
k
pk(i, j)〈cl, xk〉 = 〈cl, xi〉〈cl, xj〉,
where xi =
χi
χi(1)
.
In fact, for any g ∈ Cl, χi, χj ∈ Γ(G),
〈χi, g〉〈χj, g〉 = 〈χiχj, g〉 and 〈χi, g〉 = 〈χi, cl〉,
then
〈χi, cl〉〈χj, cl〉 = 〈χiχj , cl〉 = 〈
∑
k
Nkijχk, cl〉.
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Therefore cl ∈ Aˆ(kG) since xi =
χi
χi(1)
.
On the other hand,
m ≤
∣∣∣Aˆ(kG)
∣∣∣ ≤ |A(kG)| = m,
thus Aˆ(kG) = {ci | i = 1, . . . , m}.
By the definition of ci, Ci = |Ci|ci is the class sum of the conjugacy class Ci. Hence, there
exists a family of non-negative integers {Nˆkij | 1 ≤ i, j, k ≤ m} such that
CiCj =
m∑
k=1
NˆkijCk.
Moreover, since kG is a semisimple algebra, let {ei} be all the primitive central idempo-
tents of kG with χj(ei) = δijχj(1), then {ei} forms a basis of Z(kG), where Z(kG) is the
center of kG. Then for 1 ≤ l, i, j ≤ m,
xl(eiej) = xl(ei)xl(ej).
It means
xl(cicj) = xl(ci)xl(cj).
Hence, in kAˆ(kG), the product ci · cj is exactly the product cicj in Z(kG), and then we have
ci · cj = cicj
=
Ci
|Ci|
Cj
|Cj |
=
m∑
k=1
Nˆkij |Ck|
|Ci||Cj|
ck.
As a consequence, Aˆ(kG) is a probability group with probability map
pˆk(i, j) =
Nˆkij |Ck|
|Ci||Cj|
and kAˆ(kG) = Z(kG). 
To generalize Proposition 4.2 to Hopf case, let us recall the definition of conjugacy classes
and class sums for Hopf algebra, which were introduced by M. Cohen and S. Westreich [2, 3].
Let H be a semisimple Hopf algebra and Γ = {χ1, · · · , χm}, the set of irreducible charac-
ters (up to isomorphism) of H . Let C(H) be the subalgebra of all cocommutative elements
in H∗, then it’s well-known that C(H) ∼= k⊗Z Gr(H). We denote by {E1, · · · , Em} the set
of orthogonal central primitive idempotents of C(H).
Definition 4.3 ([2, Definition 3.3], [3, Definition 2.2]). Let t be the integral in H with
ε(t) = 1. Then the i -th class sum Ci is defined as
Ci = dEi ⇀ t,
where d = dim(H). Define the conjugacy class Ci by
Ci = H
∗Ei ⇀ t
which is the right coideal of H generated by Ci.
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Remark 4.4. Since C(H) is S∗-stable, if E is a central primitive idempotent in C(H), then
so is S∗(E). Therefore, for 1 ≤ i ≤ m, let i∗ be the number which satisfies Ei∗ = S
∗(Ei).
Note that each Ci is a right H-comodule via the coaction ‘ ∆’ and a left H-module via
the action ’·ad’, where h ·ad c =
∑
h(2)cS(h(1)). Then, by [4, Lemma 1.1(ii)] , Ci ∈ HYD
H .
Assume that C(H) is commutative. Let di = dim(Ci), then {Ei, ci :=
Ci
di
}mi=1 are dual
bases for C(H) and Z(H) respectively by [2, pp105].
Lemma 4.5. For any x ∈ Ci, t ·ad x = ε(x)ci.
Proof. It is directly from [2, Proposition 3.6 (ii), (iii)]. 
Let K be the commutator subspace of H , i.e. K = span{ab − ba | a, b ∈ H}, then by [3,
Theorem2.7],
K =
m⊕
i=1
(Ci ∩ ker ε).
By [3, Lemma 1.11 (ii)], K = C(H)⊥ = {h ∈ H | f(h) = 0, ∀f ∈ C(H)}. Hence, K is a
coideal by [19, Proposition 1.4.6 (b)]. Therefore, C(H)∗ ∼= H/K as coalgebra and H/K is
cosemisimple since C(H) is semisimple [12, 21].
Note a fact of Ci given by M. Cohen and S. Westreich:
Theorem 4.6 ([4, Theorem 1.4]). As a D(H)-module, Ci is simple and
H =
m⊕
i=1
Ci.
Therefore, as a right H/K-comodule,
H/K ∼=
m⊕
i=1
Ci/(Ci ∩K) =
m⊕
i=1
Ci/(Ci ∩ ker ε) =
m⊕
i=1
kci,
where ci is the image of ci under the natural coalgebra morphism
π : H → H/K, h 7→ h.
So each component kci is a 1-dimensional right coideal of H/K. Hence c¯i is a group-like
in H/K since ε(ci) = 1.
It’s clear that ci ∈ Z(H), and {ci}
m
i=1 forms a basis of Z(H). Furthermore, since ci is a
group-like in H/K, then for any χα, χβ ∈ Γ,
(E4.6.1) 〈χα · χβ , ci〉 = 〈χα, ci〉〈χβ, ci〉.
Let ei be the primitive central idempotents in H corresponding to the character χi for
1 ≤ i ≤ m, then {ei | 1 ≤ i ≤ m} is a basis of Z(H). Let E = (aij) be the change of basis
matrix from the basis {ei} to the basis {ci} in Z(H), i.e.
(E4.6.2) ci =
m∑
j=1
aijej ,
then we have:
Lemma 4.7. Aˆ(H) = {c1, c2, . . . , cm} and kAˆ(H) = Z(H).
THE APPLICATIONS OF PROBABILITY GROUPS ON HOPF ALGEBRAS 11
Proof. Aˆ(H) = {c1, c2, . . . , cm} is clear by (E4.6.1).
Since for any χα ∈ Γ and 1 ≤ i, j ≤ m,
χα
χα(1)
(cicj) = aiαajα =
χα
χα(1)
(ci)
χα
χα(1)
(cj).
Then the product ci · cj in kAˆ(H) is exactly cicj by the definition of ci · cj (E2.7.1).
Therefore, kAˆ(H) = Z(H). 
For 1 ≤ i ≤ m, let Di = diag(a1i, a2i, . . . , ami), Dˆ
i = diag(ai1, ai2, . . . , aim), Bi be the
left multiplication matrix of χi
χi(1)
on C(H) and Bˆi be the left multiplication matrix of ci on
Z(H), then, by a general Verlinde formula for the fusion rules [2, Theorem 3.1, Theorem
3.8], we have
Proposition 4.8. Let H be a finite dimensional semisimple Hopf algebra with a commutative
character ring over k such that H hasm non-isomorphic irreducible characters. Bi, Bˆi, D
i, Dˆi
(1 ≤ i ≤ m) and E are defined as above, then for 1 ≤ i ≤ m,
(1) Bi = ED
iE−1,
(2) Bˆi = E
T Dˆi(ET )−1.
Remark 4.9. In fact, for any 1 ≤ j ≤ m, the j-th column of E is one common eigenvector
for all Bi with the corresponding eigenvalue being the (i, j)-entry in E for all 1 ≤ i ≤ m.
It’s well-known that for an Artinian simple algebra R, if R =
m⊕
i=1
Ii is a direct sum of
some left ideals, then there exists a set of minimal orthogonal idempotents S(i) ⊂ Ii such
that Ii is generated by elements in S
(i) as left R-module. Let S = {f1, · · · , fn} be the union
of all S(i) (1 ≤ i ≤ m). Since for 1 ≤ u, v ≤ n, fuRfv ∼= HomR(Rfv, Rfu) is 1-dimensional,
we can find an element ruv in fuRfv such that {ruv | 1 ≤ u, v ≤ n} is a basis of R satisfying
ruvrkl = δvkrul for 1 ≤ u, v, k, l ≤ n, and Ii is the space spanned by {ruv | 1 ≤ u ≤ n, v ∈ S
(i)}
for each 1 ≤ i ≤ m.
Therefore, as a cosemisimple Hopf algebra, H has a coalgebra decomposition
H =
z⊕
k=1
Hk
and each Hk is a simple subcoalgebra with dimension m
2
k. For each 1 ≤ k ≤ z, since Hk =
m⊕
k=i
Hk ∩Ci, we can find a basis {ε
k
uv | 1 ≤ u, v ≤ mk} for Hk and a subset I
(k)
i ⊂ {1, · · · , mk}
for 1 ≤ i ≤ m, satisfying
(E4.9.1) ∆(εkuv) =
mk∑
l=1
εkul ⊗ ε
k
lv and ε(ε
k
uv) = δuv,
and Hk ∩ Ci is the k-space spanned by {ε
k
uv | 1 ≤ u ≤ mk, v ∈ I
(k)
i }.
For each i, let Fi = {(l, k) | 1 ≤ k ≤ z, l ∈ I
(k)
i }. Then Ci is the k-space spanned by
{εkuv | (u, k) ∈ Fi and 1 ≤ v ≤ mk}.
Let {(εkuv)
∗ | 1 ≤ k ≤ m and 1 ≤ u, v ≤ mk} be the dual basis of {ε
k
uv | 1 ≤ k ≤
m and 1 ≤ u, v ≤ mk}. By [15, Proposition 1], we can use the above dual bases to express
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the integral of H :
T =
z∑
k=1
mk∑
u,v=1
((εkuv)
∗ ⇀ εkuv) =
z∑
k=1
mk(
mk∑
u=1
εkuu) ∈
∫
H
and ε(T ) = dim(H).
Let T =
m∑
i=1
Ti, where Ti ∈ Ci. Then, by Lemma 4.5,
T =
∑
t(2)TS(t(1)) =
m∑
i=1
(
∑
t(2)TiS(t(1))) =
m∑
i=1
ε(Ti)ci.
By the uniqueness of decomposition of the direct sum, Ti = ε(Ti)ci. On the other hand,
Ti =
∑
(l,k)∈Fi
mkε
k
ll,
then ε(Ti) = dim(Ci). Therefore, Ti = Ci.
It’s obvious to see 1 ∈ Aˆ(H) since π(1) is a group-like element in H/K. Without lost of
generality, let c1 = 1. Let Λ ∈
∫
H∗
and 〈Λ, 1〉 = 1, then 〈Λ, ci〉 = δ1i. By [20, Proposition 2],
we have ∑
Λ(1) ⊗ S
∗(Λ(2)) =
z∑
k=1
1
mk
mk∑
u,v=1
(εkuv)
∗ ⊗ (εkvu)
∗.
Therefore,
〈Λ, TiTj∗〉 =
z∑
k=1
1
mk
mk∑
u,v=1
〈(εkuv)
∗ ⊗ (εkvu)
∗, Ti ⊗ Tj〉
=
z∑
k=1
1
mk
mk∑
u,v=1
〈(εkuv)
∗,
∑
(l,y)∈Fi
myε
y
ll〉〈(ε
k
vu)
∗,
∑
(l′,y′)∈Fj
my′ε
y′
l′l′〉
= δij
∑
(l,k)∈Fi
mk = δij dim(Ci).
Then we obtain
pˆ1(i, j) = δij∗
1
dim(Ci)
.
Let sˆ(i) =
1
pˆ1(i, i∗)
, then
Proposition 4.10. For 1 ≤ i ≤ m, sˆ(i) = dim(Ci).
By Proposition 2.8, we have the following orthogonality relations over H .
Theorem 4.11 (cf. [5, Theorem 2.5]). Let H be a semisimple Hopf algebra over an alge-
braically closed field k with char(k) = 0, {χ1, · · · , χm} be all the irreducible characters of H,
and {C1, · · · , Cm} be all the conjugacy classes. Let E = (aij) be defined in (E4.6.2), then
(E4.11.1)
m∑
i=1
χ2α(1) dim(Ci)aiαai∗β = dim(H)δαβ, 1 ≤ α, β ≤ m,
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and
(E4.11.2)
m∑
α=1
χ2α(1) dim(Ci)aiαaj∗α = dim(H)δij, 1 ≤ i, j ≤ m.
Remark 4.12. (E4.11.1) can also be written as
(E4.12.1)
m∑
i=1
dim(Ci)χα(ci)χβ(S(ci)) = dim(H)δαβ.
When H = kG for a finite group G, since χ(g) = χ(ci) if g ∈ Ci, the left side of (E4.12.1) is
m∑
i=1
∑
g∈Ci
χα(g)χβ(g
−1) =
∑
g∈G
χα(g)χβ(g
−1),
then (E4.12.1) is exactly the first orthogonality relation for groups.
Similarly, (E4.11.2) is the second orthogonality relation for groups.
In (E4.11.2), if let j = i, then
Corollary 4.13 ([12, 21]). dim(Ci) | dim(H).
By Proposition 4.8 and Theorem 4.11, we have:
Corollary 4.14. Let χiχj =
m∑
k=1
Nkijχk, CiCj =
m∑
k=1
NˆkijCk and write E
−1 = (nij). Then
nij =
χ2j (1)ai∗j dim(Ci)
dim(H)
,
and for 1 ≤ i, j, k ≤ m,
(1) Bi = (b
i
uv), where b
i
uv =
m∑
l=1
alialual∗vχ
2
v(1) dim(Cl)
dim(H)
,
(2) Nkij =
χi(1)χj(1)χk(1)
dim(H)
m∑
l=1
alialjal∗k dim(Cl),
(3) Bˆi = (bˆ
i
uv), where bˆ
i
uv =
m∑
l=1
aulailav∗lχ
2
l (1) dim(Cv)
dim(H)
, and
(4) Nˆkij =
dim(Ci) dim(Cj)
dim(H)
m∑
l=1
ailajlak∗lχ
2
l (1).
5. Special case: the Drinfeld double
In this section, we will study a special case – the Drinfeld double, and then deduce some
properties for semisimple quasitriangular Hopf algebras.
If H is a finite dimensional semisimple Hopf algebra over k, so is the Drinfeld double
D(H) [17, Proposition 7].
Lemma 5.1. Let all the isomorphism classes of simple representations of D(H) be {V1, · · · , Vm},
then the change of basis matrix E = (aij) defined in (E4.6.2) is symmetric.
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Proof. Recall that Repr(D(H)) is a modular category [1], and there exists a matrix s˜ = (s˜ij)
with s˜ij = (tr|Vi ⊗ tr|Vj∗ )(R
21
D(H)RD(H)). Hence, for 1 ≤ i ≤ m, s˜1i = s˜i1 = dimVi.
Let D = dimH and sij =
s˜ij
D
. By Verlinde formula ([1, Theorem 3.1.13]),
Nkij =
m∑
r=1
sirsjrsk∗r
s1r
.
Hence, by the properties of the matrix s = (sij), for 1 ≤ t ≤ m,
m∑
k=1
Nkij
skt
s1t
=
m∑
k=1
m∑
r=1
sirsjrsk∗rstk
s1r
=
m∑
r=1
sirsjr
s1rs1t
(
m∑
k=1
stkskr∗)
=
m∑
r=1
sirsjr
s1rs1t
δtr
=
sit
s1t
sjt
s1t
.
Since
pk(i, j) =
Nkij dim(Vk)
dim(Vi) dim(Vj)
=
Nkij s˜1k
s˜1is˜1j
,
we have aij =
sij
Ds1is1j
and E is symmetric. 
Corollary 5.2. If H is a finite dimensional semisimple Hopf algebra, then
Aˆ(D(H)) ≃ A(D(H)).
Corollary 5.3. Let C be a conjugacy class of D(H), then there is a character χ ∈ Irr(D(H)),
such that dim(C) = χ2(1).
Proof. For C, there exists a ∈ Aˆ(D(H)) such that sˆ(a) = dim(C). Since φ : Aˆ(D(H)) ≃
A(D(H)), then s(φ(a)) = sˆ(a) = dim(C).
On the other hand, there exists χ ∈ Irr(D(H)) such that s(φ(a)) = χ2(1). Hence the
result holds. 
Proposition 5.4. The orthogonality relation over a semisimple Drinfeld double D(H) is
(E5.4.1)
m∑
α=1
χ2α(1)χ
2
i (1)aiαaj∗α = dim(D(H))δij, 1 ≤ i, j ≤ m.
Proof. Since aiα =
sαi
Ds1αs1i
=
Dsαi
χα(1)χi(1)
and aiα = aαi,
m∑
α=1
χ2α(1)χ
2
i (1)aiαaj∗α =
D2χi(1)
χj(1)
(
m∑
α=1
siαsαj∗)
=
dim(D(H))χi(1)
χj(1)
δij
= dim(D(H))δij
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
Furthermore, if H is quasitriangular with R, then any H-module M is also a natural
D(H)-module induced by the surjection of Hopf algebras
Φ : D(H) −→ H, p ⊲⊳ h 7→ 〈p, R1〉R2h.
In this case, let j = i in (E5.4.1), then we have
Corollary 5.5 ([7, Theorem 1.5] ). For any finite dimensional semisimple quasitriangular
Hopf algebra H over an algebraically closed field k of characteristic zero, if χ is an irreducible
character of H, then χ(1) | dim(H).
M. Cohen and S. Westreich [4] proved that the product of two class sums of H is an
integral combination up to a factor of dim(H)−2 of the class sums of H . Here, by using
probability groups, we have the following theorem:
Theorem 5.6. Let H be a finite dimensional semisimple quasitriangular Hopf algebra over
an algebraically closed field k of characteristic zero and dim(H) = d, then the product of two
class sums is an integral combination up to a factor of d−1 of the class sums of H, i.e.
CiCj =
1
d
m∑
k=1
NˆkijCk,
where {Ci | 1 ≤ i ≤ m} is the set of class sums of H and Nˆ
k
ij ∈ N≥0.
Before the proof, we introduce some notations and lemmas first:
• Irr(H) = {χ1, . . . , χm},
• Irr(D(H)) = {χˆ1, . . . , χˆr},
• the class sums of D(H) are {Cˆ1, · · · , Cˆr},
• χˆjχˆj =
r∑
k=1
Nkijχˆk, for 1 ≤ i, j ≤ r.
Then we have
• A(H) = {
χi
χi(1)
}mi=1 is a probability group with the probability map p,
• Aˆ(H) = {ci =
Ci
εH(Ci)
}mi=1 is a probability group with the probability map pˆ,
• A(D(H)) = {
χˆi
χˆi(1)
}ri=1 is a probability group with the probability map P , and
• Aˆ(D(H)) = {cˆi =
Cˆi
εD(H)(Cˆi)
}ri=1 is a probability group with the probability map Pˆ .
Using the isomorphism of vector spaces
F : (D(H))∗ −→ D(H), p 7→
∑
〈p, R1D(H)r
2
D(H)〉R
2
D(H)r
1
D(H),
without loss of generality, we assume that χˆi = Φ
∗(χi) for 1 ≤ i ≤ m and Cˆj = χˆj(1)F (χˆj)
for 1 ≤ j ≤ r by [3, (15)].
Let Ai be the set of index j such that cˆj|A(H) = ci. Since Ci is a simple D(H)-module,
the corresponding character is in Irr(D(H)). Let it be χˆβ(i).
Lemma 5.7. β(i) ∈ Ai.
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Proof. Let {hk | 1 ≤ k ≤ d} and {h
∗
k | 1 ≤ k ≤ d} be dual bases for H and H
∗ respectively.
Then for 1 ≤ j ≤ m, we have:
〈χˆj, Cˆβ(i)〉 = 〈Φ
∗(χj), dim(Ci)F (χˆβ(i))〉
= dim(Ci)
d∑
k,l=1
〈Φ∗(χj), 〈χˆβ(i), h
∗
k ⊲⊳ hl〉(εH ⊲⊳ hk)(h
∗
l ⊲⊳ 1H)〉
= dim(Ci)
d∑
k,l=1
〈χˆβ(i), h
∗
k ⊲⊳ hl〉〈χj,Φ(h
∗
l ⊲⊳ hk)〉
= dim(Ci)
d∑
k,l=1
〈χˆβ(i), h
∗
k ⊲⊳ hl〉〈χj, 〈h
∗
l , R
1〉R2hk〉
= dim(Ci)〈χj,
d∑
k=1
〈χˆβ(i), h
∗
k ⊲⊳ R
1〉R2hk〉.
Let Ki =
d∑
k=1
〈χˆβ(i), h
∗
k ⊲⊳ R
1〉R2hk.
Since χˆβ(i) is the character of Ci, using the basis {ε
k
uv} for H , the dual basis {(ε
k
uv)
∗} for
H∗ and the index set Fi in (E4.9.1). we have
Ki =
z∑
k=1
mk∑
u′,v′=1
〈χˆβ(i), (ε
k
u′v′)
∗ ⊲⊳ R1〉R2εku′v′
=
z∑
k=1
mk∑
u′,v′=1
(
∑
(l,x)∈Fi
mx∑
u=1
〈(εxlu)
∗ ∗ (εku′v′)
∗, R1 ·ad ε
x
lu〉R
2εku′v′)
=
∑
(l,x)∈Fi
mx∑
u′,v′=1
〈(εxlv′)
∗, R1 ·ad ε
x
lu′〉R
2εxu′v′ .
Hence, by [16, Proposition 3.1], Ki ∈ Ci. As a result, by Lemma 4.5 ,
〈χj , Ki〉 = 〈χj , t(1)KiS(t(2))〉
= 〈χj , ε(Ki)ci〉
= 〈χj , dim(Ci)ci〉 = 〈χj, Ci〉.
Therefore, for 1 ≤ j ≤ m,
〈χˆj, Cˆβ(i)〉 = dim(Ci)〈χj, Ci〉 and 〈χˆj, cˆβ(i)〉 = 〈χj, ci〉.
This implies β(i) ∈ Ai. 
Now we begin to prove Theorem 5.6:
Proof. By [10, Proposition 2.11], Aˆ(H) ∼= Aˆ(D(H))//(A(H))⊥, where (A(H))⊥ = {f ∈
A(D(H)) | f(a) = 1, ∀a ∈ A(H)}, and in Aˆ(D(H))//(A(H))⊥, [cˆu] = [cˆv] if and only if there
is an integer i ∈ [1, m] such that u, v ∈ Ai.
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By Proposition 2.5 and Corollary 5.2, for all s ∈ Ai, u ∈ Aj , we have:
pˆk(i, j) =
∑
v∈Ak
Pˆv(s, u) =
∑
v∈Ak
Pv(s, u) =
∑
v∈Ak
Nvsuχˆv(1)
χˆs(1)χˆu(1)
.
Since Ci = dim(Ci)ci ,
CiCj =
m∑
k=1
(
∑
v∈Ak
Nvsuχˆv(1) dim(Ci) dim(Cj)
χˆs(1)χˆu(1) dim(Ck)
)Ck.
By Lemma 5.7, β(i) ∈ Ai. Let s = β(i), u = β(j), then
CiCj =
m∑
k=1
(
∑
v∈Ak
Nvβ(i)β(j)χˆv(1)
dim(Ck)
)Ck,
since χˆβ(i)(1) = dim(Ci), χˆβ(j)(1) = dim(Cj).
By Corollary 4.13, dim(Ck)| dim(H). Then
∑
v∈Ak
dim(H)Nvβ(i)β(j)χˆv(1)
dim(Ck)
∈ Z≥0,
which is Nˆkij . 
Remark 5.8. In the proof, if we take j = i∗ and u = s∗, then dim(Ci) | χˆ
2
s(1) for all s ∈ Ai,
since
1
dim(Ci)
= pˆ1(i, i
∗) =
∑
v∈A1
Nvss∗χv(1)
χ2s(1)
.
6. 2-integral probability groups with 2 or 3 elements
Recall that an r-integral probability group A (see Remark 3.4 or [10]) satisfies
(*) for all a ∈ A, s(a)
1
r is an integer, and
(**) for all a, b, c ∈ A, p(a · b = c)s(a)
1
r s(b)
1
r /s(c)
1
r is a non-negative integer.
It is obvious that in an r-integral probability group A, p(a ·b = c) ∈ Q for any a, b, c ∈ A,.
Lemma 6.1. Let A be a probability group, then for all a, b, c ∈ A,
p(a · b = c−1)s(a) = p(b · c = a−1)s(c).
Proof. In (E2.1.2), we let d = 1, the unit element in A. Then
p(a · b = c−1)p(c−1 · c = 1) =
∑
x∈A
p(a · b = x)p(x · c = 1)
=
∑
y∈A
p(a · y = 1)p(b · c = y)
= p(a · a−1 = 1)p(b · c = a−1).
Since s(a) =
1
p(a · a−1 = 1)
, the lemma holds. 
Lemma 6.2. For all a, b ∈ A, if a = a−1, then p(a · b = a) = p(b · a = a).
Proof. Let c = a in Lemma 6.1. 
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When |A| = 2, assume that A = {1, a} with s(a) = n2 for some positive integer n. By
Condition (**), p(a · a−1 = a)s(a)
1
2 ∈ Z, i.e.
p(a · a−1 = a)s(a)
1
2 = (1−
1
n2
)n =
n2 − 1
n
∈ Z.
Hence n = 1 and A = A(kZ2).
When |A| = 3, assume that A = {1, a, b}. There are two cases: (1) a−1 = a, b−1 = b, and
(2) a−1 = b.
CASE I: a−1 = a, b−1 = b.
In this case, p(a · b = 1) = p(b · a = 1) = 0 by the uniqueness of inverse element.
Let s(a) = n21, s(b) = n
2
2 for some positive integers n1, n2. By Lemma 6.2, the probability
group is abelian.
Let p(a · a = a) =
m1
n1
and p(b · b = b) =
m2
n2
, where m1, m2 ∈ Z
≥0 and mi ≤ ni(i = 1, 2).
By Condition (**),
p(a · a = b)s(a)/s(b)
1
2 =
n21 −m1n1 − 1
n2
∈ Z.
Thus there exists an integer k ∈ Z satisfying (n1 −m1)n1 + kn2 = 1. As a result,
(E6.3.1) gcd(n1, n2) = 1.
Let p(a · b = a) =
u
v
, where u ∈ Z>0, v ∈ Z+ and gcd(u, v) = 1. Then p(a · b = b) =
1−
u
v
=
v − u
v
.
Since p(a · b = a)s(b)
1
2 ∈ Z,
un2
v
∈ Z. One can also get
(v − u)n1
v
∈ Z. Hence
v| gcd(n1, n2). By (E6.3.1), v = 1, then (u, v − u) = (1, 0) or (0, 1).
Without loss of generality, let u = 1. Hence p(a · b = a) = 1, p(a · b = b) = 0. By Lemma
6.1, p(b · b = a) = 0, then
1 = p(b · b = 1) + p(b · b = b)
=
1
n22
+
m2
n2
=
1 +m2n2
n22
.
This forces that n2 = 1 and m2 = 0. At the same time, one can get n1 = 2 and m1 = 1.
Thus A = A(kS3).
CASE II: a−1 = b.
In this case, p(a · a = 1) = p(b · b = 1) = 0 by the uniqueness of inverse element.
Assume s(a) = s(b) = n2 for some positive integer n. By Lemma 6.1, p(a · b = b) =
p(b · a = b). Hence A is abelian. Also by (E2.1.2),∑
x∈A
p(a · a = x)p(x · b = 1) =
∑
x∈A
p(a · x = 1)p(a · b = x).
Since a−1 = b, then
(E6.3.2) p(a · a = a) = p(a · b = b).
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Meanwhile, one can also get
(E6.3.3) p(a · b = a) = p(b · b = b).
By (E2.1.5) and a−1 = b,
(E6.3.4) p(a · a = a) = p(b · b = b).
Therefore, by (E6.3.2)-(E6.3.4),
p(a · b = b) = p(a · b = a).
By Condition (**), p(a · b = a)n ∈ Z. Let p(a · b = a) =
m
n
, where m ∈ Z≥0 and m ≤ n.
By (E2.1.1),
1
n2
+
2m
n
= 1.
That is 1 = (n− 2m)n. Thus n = 1, and A = A(kZ3).
Proposition 6.3. There are only two types of 2-integral probability groups with 3 elements,
A(kS3) and A(kZ3).
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