The predictions ofa spectral light-photosynthesis model are compared with field data. The model calculations are based on pigment (chlorophyll and pheophytin) and temperature profiles and, when available, on irradiance recorded on deck. The agreement between computed and measured production values is satisfying over the full range (lo-'1 g C m-j d-l or 0.03-10 g C m-2 d-l). It is better when l"C fixation has been measured via the in situ method; a small bias appears when production was measured on deck (simulated in situ method). In both cases however the standard deviation remains similar and computed and measuresd column production agrees within a factor of -3. The same data set is also used to predict column production from pigment concentration within only the top layer, as supposedly remotely sensed. The model is run in combination with pigment profiles, which are "reconstructed" (in magnitude and shape) as a function of the upper layer concentration with statistical relationships previously established. The agreement between computed and measured production (within a factor 3.3 at 1 SD) is encouraging.
In a previous paper, Morel (199 1) developed a spectral light-photosynthesis model which allows the daily C fixation by planktonic algae, vertically distributed according to a given profile, to be predicted for various environmental conditions. These conditions include the availability of photosynthetically active radiation at the surface, PAR (O+) , that in turn depends on latitude, date, and sky state, and the water temperature profile which may influence photosynthetic activity. Also required is a parameterization of the fundamental physiological mechanisms involved in the photosynthesis process which, in a simplified version, consists of capturing radiative energy and transforming this harvested energy into chemical energy stored in the synthesized organic compounds. In this mecha-
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We express our particular thanks to A. Bricaud, D. Kiefer, and J. M. Andre for comments on earlier versions of this paper. This work is a contribution to the research encouraged by the IAPSO Commission "Oceanography from Space." nistic approach the needed physiological parameters are (at least) the Chl-specific absorption coefficient ofphytoplankton, a*(h), which varies with wavelength, X, and the quantum yield for growth, $,, which is supposedly independent of wavelength. In practice, this yield is itself described through its rnaximum $,,, experienced at low, vanishing, it-radiance, a functional dependency of & on the radiative level (i.e. its decrease from 9,,,, when ii-radiance increases), and an additional dependency on temperature. These parameterizations have been derived from literature data that mainly result from in vitro experiments. Their adequacy has been checked by running the model in a restricted number of case studies; sensitivity analyses with respect to the values assigned to these parameters have also been made (see Morel 199 1) . A more systematic validation is still needed.
Tlhis model essentially rests on triple integration with respect to wavelength (X), time (t), and depth (z) of the local and instantaneous production equation (Kiefer and Mitchell 1983) . It produces the photosynthetically stored radiant energy, PSR, per day and within the entire productive col- umn, or equivalently, the daily and depthintegrated carbon fixation, P (a list of notation is provided), according to P = (1/39)PSR where the conversion factor (39 kJ g-l of C fixed) is taken from Platt (~1969). Once computed PSR can also be expressed as a function of other integrated quantities that are produced when operating the model; thus PSR can be expressed as ____ PSR = PAR(O+)(Chl),&*
where the bars denote daily integrated (stored or available) radiant energy, where (Chl),,, is the column-integrated chlorophyll content, and where $* represents the Chl-specific cross-section of algae with regard to net photosynthesis. It is worth emphasizing that $* is neither an independent nor a constant quantity in Eq. 1. Besides the physiological parameters, the pigment content (Chl), and its vertical distribution Chl(z), the impinging photosynthetic daily radiation PAR(O+) and its time-course, PAR(O+, t), also control the $* value. Like P, this variable cross-section #* actually is a "product" of the model; it describes in a compact form the photosynthetic growth capability of a given biomass when submitted to given environmental conditions. Our first aim here is to validate this lightphotosynthesis model by systematically comparing its predictions, when operated with in situ data as inputs (namely with actual pigments profiles, impinging irradiantes at the surface, and temperatures), to actual C fixation as experimentally detcrmined at the same locations. To the extent that the physical parameters (the propagation of the radiant energy and its spectral change with increasing depth and varying pigment content) can be considered as accurately modeled, the validation is actually an objective evaluation of the realistic character of the physiological parameters driving the model. When developing this model, two main practical motivations were considered. One was to provide a method for deriving primary production from a set of data quickly obtained at sea and thus to propose a method able to replace (when necessary) the timeconsuming 14C incubation experiments. The second was to develop a tool for predicting production on a global scale from pigment content as provided by a spaceborne color sensor.
When envisaging such an application, the major problem lies in the fact that the pigment (Chl a and pheophytin a) content detectable from space is that of the upper layer only. To fill the gap between this incomplete information and that needed when operating the model (i.e. the entire vertical pigment profile down to the bottom of the productive layer), we carried out a statistical analysis (Morel and Berthon 1989) after considering a large data base concerning vertical pigment distribution in various locations and trophic situations in the world ocean. With due reservations attached to any statistically derived product, a rather optimistic view emerged from this study. The shape of the vertical pigment profile, C(z) (with C = Chl a + Pheo a), the ratio of photosynthetically active pigments to total pigments, p, with p = Chl a/C, (2) and the total pigment content, (C),,,, integrated over the euphotic layer (depth Z,) S Z', (CL = C(z) dz (3) 0 c_an be reasonably well inferred from only Cnd, the mean pigment concentration within only the first attenuation depth that can be remotely sensed. Such a result allows Eq. 1 to be rewritten (equation 8 of Morel and Berthon 1989) as
In this equation the vertically integrated biomass (Chl),,, of Eq. 1 is now replaced by an empirical nonlinear expression which involves p and C,, and includes a factor F and an exponent E derived from the regression analyses. The nonlinear character of this relationship mainly originates from the concomitant decrease of the euphotic depth, Z,, with increasing pigment concentration. In the hypothetical case study of uniform pigment profiles the exponent E is nearly 0.5 (see figure 9 ofMore 199 1). Some distortions are introduced by the systematic existence of nonuniform profiles, characterized by deep pigment maxima in stratified oligotrophic situations, and accordingly the exponent values (as they result from the statistical analysis) differ from, being lower than, 0.5. In well-mixed waters, however, where a deep maximum has no chance to exist, E is reset to a value close to 0.5 (table 2 of Morel and Berthon 1989) . The shape of the vertical pigment profile, Chl(z), also modulates the \c/* values. To the extent that Chl(z) can be inferred from (?Ypd, thanks to the results of the statistical analysis (equation 6 of Morel and Berthon 1989), Eq. 4 can be operated.
Our second aim is to explore the potential of Eq. 4 in predicting fhe column primary production from only Cud, the remotely detectable pigment concentration. The same set of field data is used for this validation, except that the vertical pigment distribution is voluntarily ignored so that the supposedly available information is restricted to the concentration in the upper layer. For a meaningful comparison with measured production, the environmental parameters (irradiance and temperature) cannot be left out; they are used to obtain the Ic/* value corresponding to local conditions and the day in question.
Data and methods
The choice of cruises and data for the present study was based on relatively prompt and easy access. Nonetheless, these data encom.pass a wide variety of situations, from cold Antarctic waters to warm tropical waters and from oligotrophic gyres to eutrophic upwelling situations. The daily column-integrated production ranges from -0.103 to 10 g C mm2 d-l. Some measuremen.ts (in the 1960s or 1970s) have been disregarded because of obvious methodological deficiencies in 14C and pigment determinations.
Sorting was performed with the aim of excluding in situ experiments, if carriied out in turbid case 2 waters not amenable to proper bio-optical modeling.
For each station, in addition to date, location, and meteorological conditions, the data generally consist of (Table I ): a vertical profile of primary production, determined by incubating water samples inoculated with 14C; an associated pigment profile, with or without separate determinations of Chl a and Pheo a; the solar downwelling irradiante at sea level, either as a daily integrated amdunt or as a record of its diurnal evolution (no information about incident irradiation is available for Mediprod 3 and Emeraude 3/Sta. H-K); the vertical temperature profile. These data from the pigment profiles, downwelling irradiance, and temperature are used as inputs in the spectral light-photosynthesis model which provides the primary production values to be compared with the measured values. When information is not complete, some approximat ions are needed (explained below).
Thle basic equation (equation 27 and details by Morel 199 1) which provides P, the daily column production, is P = 1, 2a*max4pmax PW~~WJWX, z, t) Xf[x(z, t)] dhdzdt. The limits of the integrals are the daylength L, the depth of the productive column D, and the spectral limits (400-700 nm) of the photosynthetically active spectrum; and a*max is the maximum value of a*(X). C(z) and p(z) depict the vertical distribution of total pigments (Chl + Pheo) and of the active fraction, respectively (see Eq. 2 and 3 above). PUR is the photosynthetically usable radiant energy, depending both on the spectral distribution of available radliation PAR@, z, t) and on a*(A). Finally flx(z, t)] (see Table 2 ) is a function describing the dependency of 4, on the local and instantaneous irradiance; it can be tuned for temperature.
In what follows, this model is operated in its standard version which includes a set of plausible physiological parameters, presumably typical (on average) of natural phytoplanktonic assemblages. The adopted values are summarized in Table 2 . Note that a*lnax is given a value of 45 m2 (g Chl)-' (instead of 33 as by Morel 199 l) , which on average is more representative of the present data base (see later).
Use of the pigment profile data -The pigment concentration as determined at discrete depths is used to compute local production at these depths. To compute depth-integrated production via the model it is preferable to construct a continuous Table 2 . Adopted values of the physiological parameters and functions used in the "standard" run when computing prilmary production.
Parameter Meaning Adopted value a*@)
Chl-specific absorption spectrum of algae Figure pigment profile. The productive column (with a thickness of Z, or more) is divided into 100 layers, and the pigment concentrations within each of these layers are simply derived by linear interpolations between the actual discrete data. Downwelling PAR is then predicted with the same depth increment according to a bio-optical model (Morel 1988) in which no distinction is made between Chl a and Pheo a. Whereas C(z) is used directly when computing the submarine light field, only Chl a(z) [=C(z)p(z)] is thereafter involved in the light capture and carbon fixation computation.
When separate determinations of Chl a and Pheo a are not available (see Table I ), a constant p value has been adopted on the basis of the statistical analysis of Morel and Berthon (1989) . We iassumed that p is equal to 70 or 80%, depending on whether C is less than or greater than 1.5 mg m-3, regardless of depth. As a consequence of this constancy, P (from Eq. 5) becomes linearly controlled by the value assigned to p.
Use of the incident irradiance data-All the measurements referred to in Table 1 were made with standard pyranometers providing the total (visible and near IR) incoming solar radiation at the surface. These values were transformed into PAR(O+) by applying a constant factor set equal to 0.43 (Jitts et al. 1976; Baker and Frouin 1987) .
The available data (either a record of the diurnal evolution or a daily integrated irradiance value) are insufficient when using Eq. 5 because the spectral composition of PAR is also needed. The atmospheric model developed by Tanre et al. (1979) is included in the light-photosynthesis model and allows the actual (spectrally integrated) data to be expressed as spectral irradiance values.
In its standard version, the model computes for a given date and latitude and for a standard blue sky the quantity PAR@, O+, t) (with dX = 5 nm and dt = L/60). By approximation, it is assumed that cloudiness modifies only the amount of energy, without affecting its spectral composition (in the 400-700-nm interval). Therefore the computed spectral values PAR@, 0+, t) are neutrally modulated according to the irradiance variations as recorded on deck, when such a record exists. When it does not, and if only the daily integrated value is available, this PAR(O+) value is compared to that obtained through the model for a cloud-free sky and for the date and latitude in question. The ratio of the actual PAR(O+) value to the computed value is then uniformly applied to all the computed spectral and instantaneous PAR@, O+, t) values. When ii-radiance data do not exist (Mediprod 3, Emeraude/ Sta. H-K) the theoretical PAR@, O+, t) val-ues were multiplied by a constant factor of 0.8. The radiant energy which penetrates the ocean PAR@, O-, t) is reduced with respect to F'AR(X, O+, t) owing to reflection at the' interface. This loss, mainly depending on and computed according to solar elevation, is almost independent of sea state (the windspeed provided by the meteorological synoptic records has nevertheless been accounted for).
Use of the temperature vertical profilesIn the model, the temperature effect on growth rate is simulated by a Van't-Hoff Arrhenius dependency, with a Q10 (proportionate increase in growth rate per 10°C rise) equal to 1.88 (Eppley 1972) . The corresponding expression is embedded in the functional dependence of the yield on irrad:iance level [the s(x) function above]. There is no particular problem in using the temperature profile as input in the model. Such a treatment, however, with a unique Qlo value for the whole column obviously ignores any temperature adaptation, which could occur in well-stratified waters and layered algal populations.
If the primary production measurements are made on deck, the surface temperature is used in the model as water pumped from this layer is presumably circulating in the incubating devices.
Comparison with primary production data-The first and direct comparison is made between data determined at discrete depths and carbon fixation computed via Eq. 5, without integrating with respect to depth. The second step consists of comparing the depth-integrated production. Continuous P(z) profiles are computed with the vertical resolution already used when describing the pigment profile (dz = D/100). They can be superimposed on the actual profiles, then integrated, and the results compared. Even with coinciding (actual and computed) values at the discrete depths of measurement, the depth-integrated values ma.y differ slightly because the trapezoidal summing adopted for field data is replaced by quasi-continuous integration in the computation scheme.
When dealing with production measured via. the deck incubation method, which, in the present data set, makes use of neutral filters to match PAR values, the light-photosynthesis model must be adapted accordingly. The modification consists of using only the daylight spectrum PAR& O+, t) instead of the in-water spectrum and of adjusting its energy level by applying the transmission factors of the neutral screens. The computation is made for each sample in the incubator. Both actual and modeled P values are then similarly integrated. When dealing with these simulated in situ data, validation of the method, in effect, reduces to the sole validation of the physiological parameters.
Computation of "satellite-derived" production -Primary production was also computed via Eq. 4 using only the upper layer Chl concentration #and thereafter compared to column-integrated field data. The mean pigment concentration in the first penetration depth (equal to %,/4.6), (?,,d, was extracted from the pigment profile; thereafter this value was regarded as the only available information.
In stratified waters two sets of F and E values are used, depending on whether &is less than or greater than 1 mg m-3; a third set is used for cold well-mixed waters, such as those in the northern Mediterranean Sea during winter (13 stations in the present set) (F and E values taken from table 2 of Morel and Berthon 1989) . These c$ values are used (via equation 6 of Morel and Berthon 1989) to reconstruct the most probable biomass profiles, including a deep maximum with a Gaussian shape. These profiles are intrmoduced into the production model to derive the $* value needed in Eq. 4. The measured h-radiances above the surface PAR(O+) and surface .temperature are necessarily taken as constants. Climatological values for irradiance and temperature would be of more general interest, but would prevent reliable comparison with field data.
Results
Computed and measured in situ production- Figure  la is a log-log plot of computed production vs. locally measured production for all depths and stations, and all stations. At first sight the points in both plots are almost equally distributed around the 1 : 1 line. The scatter of the points for depth-dependent determination and discrete computation (Fig. la) is rather high, if the ratio of computed to measured values, hereafter denoted R,,, has a mean value close to 1 (exactly 0.82) with approximately a log-normal distribution, the range of variation of this ratio (at 1 geometric SD, g& is between 0.30 and 2.27 (Fig. 2a) . In contrast, the scatter of the points is considerably reduced when dealing with depth-integrated production (Figs. lb, 2b) .
It is very likely that the variability in files (like those shown in Fig. 3 ) and the original data in cruise reports, it is clear that failures exist, such as irregular P(z) profiles associated with regular Chl(z) profiles as well the converse. No attempt has been made to clean the dubious data. Columnintegrated data are less noisy so that an improved agreement between computed and m.easured values appears in Fig. lb . The corresponding A,, ratio is 0.90, ranging (at 1 u& between 0.5 1 and 1.62 (Fig. 2b) . Figure 1 b bears evidence of some systematic trends which deserve comment. Apart from the points corresponding to the Mediprod 1, Guidome, Chlomax, and Mediprod 6 cruises close t.o the 1 : 1 line, other values of computed production are systematically either above (Discover.er) or below this line (RCA, Cineca 5, Emeraude 3/Sta. H-K). Such tendencies might be caused by methodological bias or systematic divergence between the mean physiological parameterization and the actual behavior of natural assemblages. An example is provided by the Paciprod cruise during which measurements with the same methodology were made in two distinct regions. In the Peruvian upwelling area, there is good agreement between computed and realized production, whereas computed production is largely in excess with respect to the realized production for the four stations near the Galapagos Islands (see production projiles in Fig. 3e ).
Interestingly, in the same region and 16 yr earlier (Discoverer cruise sta. 8, 9, 13, and 14) computed and measured production diverges in the same manner (Fig. 30 .
Measured and computed production profiles were systematically drawn for comparison. For example Fig. 3a Slorting inside the data has been done on the basis of the transmittance factor (7') of the neutral screens in the deck incubators. A threshold value has been adopted to identify and separate the production data at high and low u-radiance. The result (Fig. lc) is clear. The asterisks, which represent high levels of light and higher production, are mainly clustered below the 1 : 1 line, whereas the circles (low levels) generally stay above it. The depth-integrated values, more influenced by high production at high irradiance, are shifted in the same direction.
Production in the euphotic layer computed from top-layer pigment concentration -The depth-integrated production for tJhe euphotic layer computed from only C,, (Ey. 4 operated with varying $* values) is plotted in Fig. 4a vs. actual production restricted to the same depth. Results from in situ and simulated in situ methods are pooled together. This figure is not very different from that which would result by simply cumulating Fig. lb and d . The R,, ratio is on average 0.77 and ranges from 0.41 to 1.35 at 1 erg (see Fig. 4b ). When P is below -0.5 g C me2 d-l the increased scatter of the points likely originates from the fact that the natural variability of the vertical pigment distribution (and in particular of the deep maximum) is not accounted for when using the mean profiles (see Morel and Berthon 1989) . This variability decreases slightly in mesotrophic or eutrophic waters, namely when P z=-0.5 g C m-* d-l and computed-measured P values are more coincident.
Discussion
Two main points must be examined. One concerns validation of the spectral lightphotosynthesis model itself and evaluation of its capacity in reproducing the production measurements, and the other concerns the use of the model in conjunction with the top-layer pigment content; the efficacy of such a semianalytical approach (Balch et al. 1989~~) in assessing the oceanic primary production from remotely sensed biomass is discussed below.
Validation of the production model-The comparison in Fig. 1 b between computed and measured (in situ method) production per unit area is the more straightforward way for validation. Agreement over the full production range is satisfactory without being excellent. When we consider the data obtained via the simulated in situ method (Fig. Id) , the general agreement between computed and measured quantities is of the same quality in terms of erg, apart from a systematic bias. In the following discussion of possible errors introduced when operating the model, it is a priori postulated that the data are "good," as no quality control is feasible. The influence of some approximations made when modeling the physical environment must be assessed before examining the influence of physiological parameterization.
Most of the cruise reports do not contain information about the diurnal change of PAR on deck. A mean reduction factor was adopted for the whole day (see methods); thus the probable alternation of cloudy and sunny periods was ignored. The effect of such an approximation is easily quantified by using those stations for which PAR(O+, t) records do exist and by running the computation as if this information was missing. Comparison between computed production values showed negligible differences (+ 5% in general).
The modeled spectral composition of PAR@, O+, t) may differ from the actual composition with minute differences that cannot have any significant influence on computed production.
The approximation when propagating PAR at various depths consists of using a unique bio-optical model for case 1 waters. Its robustness, discussed elsewhere (Morel 1988) , is well verified when downwelling irradiance profiles are available. The transformation of downwelling ii-radiance into scalar u-radiance is parameterized in the production model as a function of sun angle, wavelength, and bio-optical state of the water body (governed by its pigment content), but the factor used in the conversion is insensitive to the depth. A separate study (a Monte Carlo simulation, not reported here) has shown that the scalar ii-radiance estimate is accurate within a few percent even if the depth dependency of the conversion factor is neglected.
As a preliminary conclusion, the radiation field is in practice reliably modeled and residual inaccuracies cannot account for the magnitude and random distribution of the differences between computed and realized production. The natural variability of the physiological parameters with respect to the fixed values adopted in the model more likely are at the source of the discrepancies (examined below).
The mean physiological parameters in Eq. 5 govern the production Pin different ways: P is linearly dependent on the product a*max9bman~ i.e. of the maximum value (at 435 nm) of the Chl-specific absorption coefficient and of the maximum quantum yield for growth; in a more complex way, P is also related to the entire absorption spectrum a*(X) to the extent that the usable radiation, PUR(h, z, t) is a permanent convolution of the normalized, a*(X)/a*,,,,, spectrum with the spectral distribution of available radiation at the depth in question; P is also nonlinearly governed by thef(x) function inside the integral, which describes the decrease of $,, the yield for growth, with increasing irradiance. This function includes a light inhibition effect and temperature dependency* In the spectral light-photosynthesis model, absorption by phytoplankton algae is an average spectrum for 14 cultures (Morel 1988, figure 10~ ). Recent observations have shown that variance in spectral shape is relatively limited in natural algal assemblages (Sathyendranath et al. 1989) . In reality, the ratio of the blue (400-500) to red (-675 nm) absorption is quite variable (e.g. see Roesler et al. 1989 or figure 14 of Bricaud and Stramski 1990) , mainly as a result of varying carotenoid pigmentation. The variance in this ratio, however, is of minor importance, because the red part of the spectrum is practically never involved in radiant energy capture (except inside the very toplayer level). It suffices that variance in shape ~for ,the blue and blue-green domains remains sufficiently limited for safe computation of P.
Tlhe major effecl. to be expected originates from the absolute magnitude of a*max, the absorption peak value, appearing outside of the integral. The averaged spectrum referenced above has a maximum value equal to 45 m2 (g Chl)-' (at 435 nm). Among the standard conditions used in performing various sensitivity studies with the model (Morel 199 l) , a*,nax was set somewhat arbitrarily equal to 33 m2 (g Chl)-'. With this value, the resulting Chl-specific cross-section for photosynthetic growth, I,L*, was around a hinge point close to 0.07 m2 (g Chl)-I, in agreement with previous estimates of this parameter (Morel 1978; see Platt 1986 ) but below those of Yoder et al. (1985) or Campbell and O'Reilly (1988) . In the present validation and proceeding by trial and error, the model has been finally operated with a*max reset at 45 m2 (g Chl)-' and kept constant. It is consistent with the actual $* values of the present in situ data set, which can be independently derived from column production converted into PSR, divided by PAR(O+), and then divided by the area1 chlorophyll in the euphotic layer. These actual $* values, shown on (Fig. 5b) .
From absorptance measurements for culturedalgae (e.g. seeBricaud et al. 1983 (e.g. seeBricaud et al. ,1988 or natural populations (e.g. see Yentsch and Phinney 1989; Iturriaga and Siegel 1989) it has become clear that a*max can vary considerably (within a factor of 2, at least) in response to varying pigment composition and package effects. Even if there is no decisive proof, it is tempting to attribute deviations between computed and measured production essentially to the fact that LZ*,,,~~ is maintained constant in the model and a fortiori constant with respect to depth, although it has been clearly established that it varies in stratified waters (as in the Sargasso Sea for instance, see Iturriaga and Siegel 1989; Bricaud and Stramski 1990) . The hypothesis of constant maximum quantum yield for growth (&,,,, = 0.06 mol C fixed per mol quanta absorbed) is also questionable in light of recent studies (e.g. see Kishino et al. 1986; Cleveland et al. 1989 ) which tend to prove that this value, generally taken from Bannister and Weidemann (1984) , is too low and more variable than previously anticipated (e.g. in relation to the nitrogen source and availability). It must be pointed out that the mean R,, values presented above are generally slightly below 1 and could be recentered around 1 just by replacing the &, value of the standard run by 0.075 mol C (mol quanta))', a figure which is as plausible as that adopted.
Discussing the capability of the adopted f(Jc) function in reproducing the actual yields requires a systematic comparison of profiles (such as those in Fig. 3) . In summarizing the results of such a station-by-station inspection, some specific remarks can be made.
On many occasions, the shape of the modeled and actual profiles is similar (in spite of differing integrated production). The f(x) function appears thus to be an adequate parameterization, whereas the product a*max~ti,, is given a misadapted value. Some methodological deficiencies have the same effect as that produced by an erroneous a*max4m,, value. For example, when the pore sizes of filters used for pigment determinations are larger than those of filters for r4C determinations, computed production tends to be systematically too low.
The light inhibition effect as it is simulated appears excessive on some occasions or in some regions (systematically in the Galapagos zone), realistic in many others, and never too weak.
The onset of production from the aphotic layer and up to the deep pigment maxima is generally well reproduced.
Finally, the adopted Ax) function seems suitable to represent photosynthetic growth within the whole range of n-radiance levels and temperatures (except perhaps near the surface), which tends to support the choice of this function, previously made solely on the basis of plausibility, in the issue of a sensitivity study using various possible expressions (Morel 199 1) .
As previously noted and for unknown reasons, the modeled production values are systematically lower than those measured via the simulated in situ method (particularly at high irradiance levels). Actually the bias results from incorporation of numerous data (130/227) obtained during two particular cruises (Mediprod 1 and JOINT 2-Wecoma cruises). Therefore it cannot be excluded that in these specific zones and periods (bloom in the northern Mediterranean Sea and upwelling season off Peru) algae have exhibited peculiar properties resulting in systematic and real differences with respect to the parameters of the model and in higher photosynthetic capacities, in particular when exposed to high ii-radiance.
Validation of the semianalytical approach for satellite estimates of primary production -The resort to a statistical relationship between C,, and the pigment profiles is expected to entail more uncertainty in the production predictions. However, the agreement between computed and measured values (Fig. 4b) does not appear appreciably degraded when compared to that observed when the entire profile is known (Fig. 2b,  d ). In Fig. 4b , the R,, value is 0.77 (between 0.41 and 1.35 at 1 u,) for all data, and 0.90 when production >0.5 g C m-* d-l is considered separately. If this semianalytical approach is globally validated, especially when considering the various trophic situations involved in testing, it is hard to be fully satisfied with the results and a question arises: is the present semianalytical approach substantially more efficient than a purely empirical one?
Following the lirst study by Lorenzen (1970) several empirical relationships between mean or depth-integrated primary production and near-surface chlorophyll concentration have been proposed, with some reservations (Smith and Baker 1978; Smith et al. 1982; Eppley et al. 1985; Brown and Henry 1985; Lohrenz et al. 1988) ; their limitations in the inverse problem have also been discussed (Balch et al. 1989a) .
In an attempt to answer the above question the present pooled data set has been used again to test one of these empirical relationships, that of Eppley et al. (1985) , because it stands in the middle of other pro--posed relationships and encompasses a wide rang,e of trophic situations and cruises. The cpd values, extracted as before, were converted directly into production values (g C m-2 d-l) by applying the simple algorithm logr,,P = 0.5 log,,&&+ For production > 1 or 2 g C rnF2 d-l, computed and measured values are within the same range with a large degree of scatter; for less productive waters, this algorithm leads to systematic overestimates reaching a factor 5 or even 10 with an unacceptable dispersion. Other empirical algorithms lead to other results with similar scatter. It is obvious that the best empirical algorithm for the present data would be one resulting from regression analysis performed on the same data set, except that this is a circular argument. The extension of a:ny such algorithm to any other situation, zone, and season is very risky (cf. Hayward and Venrick 1982; Balch et al. 1989a) .
Additional information can be incorporated through empirical techniques by means of multiple regressions or factorial analyses. Sea surface temperature, daylength, solar irradiance, and concentration in nutrients are the most frequently added variables (Smith et ad. 1982; Eppley et al. 1985; Lohrenz et al. 1988; Keller 1989) , depth of the mixed layer or of the nitracline and light extinction coefficient are also taken into consideration (De Lafontaine and Peters 1986; Eppley et al. 1987; Banse and Yong 1990) . The percentage of variance explained in each case is generally increased but with large variations (between -30 and 80%). Such relationships, relying heavily on the available data set, have a restricted capacity of ex-. tension and generalization.
This capability can be improved by in.. corporating some physiology. Banse and Yong (1990) used an additional predictor for production in the water column-an optimal Chl-specific rate, related to the classical PE,,, parameter (also used by Eppley et al. 1987 ). In the semianalytical approach proposed by Balch et al. (1989b) the physiological parameters PB,,, and $J (the Chlspecific light utilization efficiency) are used in conjunction with mean pigment and temperature profiles to compute a satellite production. This last approach is somewhat similar to that of the present study.
For future use, it is advisable to accurately model the physical parameters (the radiation availability at the surface and in the interior of the productive column) and then to rely on a mean physiological parameter set. As far as studies have provided local and seasonal information, these parameters can be adjusted. In dealing with remotely sensed pigment maps, a convenient method consists of operating the model to produce a climatological field of the cross-section $* with, as inputs, day of the year and latitude and, as variables, C,,, cloudiness, and temperature. The result is a five-dimensional table in which the necessary interpolations are easily made (e.g. see Morel and Andre 199 1) .
