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Abstract This paper addresses the motion planning
problem of nonholonomic robotic systems. The sys-
tem’s kinematics are described by a driftless control
system with output. It is assumed that the control func-
tions are represented in a parametric form, as truncated
orthogonal series. A new motion planning algorithm
is proposed based on the solution of a Lagrange-type
optimisation problem stated in the linear approxima-
tion of the parametrised system. Performance of the
algorithm is illustrated by numeric computations for a
motion planning problem of the rolling ball.
Keywords Jacobian algorithm · Motion planning ·
Nonholonomic system · Parametrisation
1 Introduction
The motion planning problem of robotic systems can
be regarded as a sort of an inverse kinematics prob-
lem, and solved by application of the continuation
method prototyped in the work of Waz˙ewski [1]. Such
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an approach gives rise to various Jacobian motion
planning algorithms. In the context of robotics the
continuation method was introduced by Sussmann [2],
and then widely used in motion planning of robotic
systems, such as mobile robots [3, 4], mobile manip-
ulators [5], rolling bodies [6], as well as developed
theoretically [7, 8]. This paper concentrates exclu-
sively on nonholonomic systems subject to Pfaffian
phase constraints, whose kinematics are represented
by a driftless control system with output. In such
cases the motion planning problem consists of invert-
ing the end point map of the control system. A system
Jacobian is introduced by means of the linear approx-
imation to the original system [9]. A Jacobian inverse
can then be derived by solving a constrained optimi-
sation problem in the linearised system. Commonly,
for the constrained optimisation problem a minimisa-
tion of the control squared norm (equating its energy)
is employed. In this way the Jacobian pseudoinverse is
obtained. As a natural generalization, in [10] we have
designed a Lagrangian Jacobian inverse, based on the
minimisation of the Lagrangian objective function,
which takes into consideration both the control and
the trajectory of the the linearised system. This new
inverse leads to the Lagrangian Jacobian motion plan-
ning algorithm. It has been noticed that by a proper
choice of the Lagrangian objective function this algo-
rithm, beyond solving the primary motion planning
problem, also allows to shape the system’s perfor-
mance. Some of those features were presented in a
preliminary way in [11] and then proven in [12].
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Jacobian motion planning algorithms can be run in
either parametric or non-parametric formulation [13].
For practical and computational reasons the paramet-
ric formulation is beneficial, based on transferring the
Lagrangian Jacobian motion planning algorithm from
the infinite dimensional space of control functions
to a finite dimensional space of control parameters.
This is obtained by introducing a parametrisation of
control functions by truncated orthogonal series, e.g.
Fourier, Legendre, Chebyshev, Laguerre, etc. [14].
In this paper, assuming the continuation method, the
parametric form of the Lagrangian Jacobian inverse is
introduced, referred to as the parametric Lagrangian
Jacobian inverse. The parametric inverse is derived
by means of the methods of the calculus of varia-
tions. Along the new inverse a respective Jacobian
motion planning algorithm is proposed, called para-
metric Lagrangian Jacobian. Performance features of
this algorithm are examined, focusing on its capabil-
ities to shape the system’s trajectories. Three specific
cases are distinguished in this context: keeping the
trajectory or control close to the initial one, bound-
ing the length of the resulting trajectory, and obstacle
avoidance. These features of performance have been
demonstrated by numeric solutions of a number of
motion planning problems for the kinematics of the
rolling ball.
The main contribution of this paper lies in the
derivation of the parametric Lagrangian Jacobian
inverse and of the respective motion planning algo-
rithm. Additionally, with regard to the provided algo-
rithm, a proof of bounding the length of resulting
trajectory is presented. Performance of the Lagrangian
motion planning algorithm is illustrated with motion
planning problems of the rolling ball in the plane.
Admittedly, the primary motion planning problem for
this specific example could have been solved by a
sort of the inverse dynamics approach, however, our
intention has been to demonstrate the trajectory shap-
ing capabilities of the Lagrangian motion planing. By
design, the Lagrangian algorithm applies far beyond
the scope of the inverse dynamics approach. As has
been said, the driving force behind this paper is the
calculus of variations. Alternatively, a non-classical
formulation of the Pontryagin maximum principle
could be employed [15].
The remaining part of this paper is composed in
the following way. Section 2 presents the basic con-
cepts. The parametrisation of control functions is
presented in Section 3. Section 4 contains the main
result of this paper, i.e. the parametric Lagrangian
Jacobian inverse. Performance features and the dis-
crete version of the corresponding motion planning
algorithm are described in Section 5. A performance
study of the parametric Lagrangian Jacobian motion
planning algorithm is included in Section 6. Section 7
concludes the paper. Proofs of the main results are
exposed in Appendix.
2 Basic Concepts
The kinematics of a nonholonomic robotic system can
be represented as a driftless control system with output{
q˙ = G(q)u = ∑mi=1 Gi(q)ui,
y = k(q), (1)
where q = (q1, q2, . . . , qn)T ∈ Rn is the state vari-
able, u = (u1, u2, . . . , um)T ∈ Rm represents the
control and y = (y1, y2, . . . , yr )T ∈ Rr stands for
the output variable. The functions and vector fields
appearing in Eq. 1 are assumed smooth. Let T > 0
denote a control time horizon. The admissible con-
trol functions u(·) belong to the space L2m[0, T ] of
Lebesgue square integrable functions defined on the




uT1 (t)S(t)u2(t) dt. (2)
The matrix S(t) = ST (t) > 0 imposes certain weights
on components of the control.
Let q(t) = ϕq0,t (u(·)) denote the state trajectory of
Eq. 1 starting from q0 and driven by a control function
u(·). This control function will be called admissible if
q(t) exists for every t ∈ [0, T ] and every q0 ∈ Rn.
In the control system (1) the motion planning problem
can be formulated as follows: given an initial state q0
and a time horizon T , find a control u(t) steering the
system’s output to a desired point yd in the task space,
so that y(T ) = yd .
The end-point map of system (1), defined as the
value of its output function at T driven by the control
u(·), takes the form of
Kq0,T (u(·)) = k(q(T )) = k(ϕq0,T (u(·))). (3)
For bounded measurable control functions u(·) ∈ U ⊂
L2m[0, T ] the end-point map K : U → Rr is contin-
uously differentiable (of class C1), [9]. Its derivative
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can be computed by means of the linear approximation
to system (1) along (u(t), q(t)),{
ξ˙ (t) = A(t)ξ(t) + B(t)v(t),
η(t) = C(t)ξ(t), (4)
where ξ(t) = Dϕq0,t (u(·))v(·) and
A(t) = ∂(G(q(t))u(t))
∂q




The derivative of system’s end-point map with respect
to control will be referred to as the system’s Jacobian
Jq0,T (u(·))v(·) = DKq0,T (u(·))v(·)
= C(T )ξ(T )=η(T ).




(T , t)B(t)v(t) dt, (6)




= A(t)(t, w), (w,w) = In. (7)
Therefore, the Jacobian can be expressed as
Jq0,T (u(·))v(·) = C(T )
∫ T
0
(T , t)B(t)v(t) dt. (8)
For a nonholonomic system with kinematics described
by Eq. 1, the motion planning problem can be
expressed in terms of finding a control function
ud(·) ∈ U such that
Kq0,T (ud(·)) = yd. (9)
This motion planning problem can be solved using
the continuation method which leads to a Jacobian
motion planning algorithm. The algorithm arises as
follows: consider an arbitrary chosen control function
u0(·) ∈ U . If this function solves the problem, we are
done. Otherwise, a deformation of u0(·) is made into a
smooth curve uθ (·) ∈ U , θ ∈ R, uθ=0(·) = u0(·). The
motion planning error along this curve amounts to
e(θ) = Kq0,T (uθ (·)) − yd (10)
and is requested to decrease exponentially
de(θ)
dθ
= −γ e(θ), γ > 0. (11)





= −γ (Kq0,T (uθ (·)) − yd), (12)
which can be made explicit by application of any right
inverse of the Jacobian, J #q0,T (u(·)) : Rr → U , so that
duθ (·)
dθ
= −γ J #q0,T (uθ (·))(Kq0,T (uθ (·)) − yd). (13)
By computing the control function as the limit
ud(t) = lim
θ→+∞ uθ (t), (14)
a solution to the motion planning problem is obtained.
The Eq. 13 defines any Jacobian motion planning
algorithm for the system (1). A commonly used right






vT (t)v(t) dt, (15)
on condition that Jq0,T (u(·))v(·) = C(T )ξ(T ) = η,




(t)=BT(t)T(T , t)CT(T )G−1q0,T (u(·))η.
(16)
Hereabove Gq0,T (u(·)) is the output controllability





(T, t)B(t)BT(t)T(T,t) dtCT(T ). (17)
In the context of mobile robotics the Gramian is iden-
tified with the mobility matrix. It is easily seen that
the mobility matrix can be computed by solving for
M(0) = 0 the Lyapunov differential equation
M˙(t) = B(t)BT (t) + A(t)M(t) + M(t)AT (t), (18)
and then setting Gq0,T (u(·)) = C(T )M(T )CT (T ).
In order for the Jacobian pseudoinverse to exist the
Gramian must be of full rank r . In such cases the
control function u(·) is called regular, otherwise it is
singular.
3 Parametrisation
Generally, in order to improve the efficiency of the
computations, a finite-dimensional representation of
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control functions by the truncated orthogonal series
can be employed. Such an approach is referred
to as parametric. Consider a row matrix Pb(t) =
[φ0(t), φ1(t), . . . , φp(t)] whose entries are some basic
functions defined on the interval [0, T ]. The control
function of system (1) can be expressed as
uλ(t) = P(t)λ, (19)
where
P(t) = diag{Pb(t), Pb(t), . . . , Pb(t)} (20)
is a block diagonal matrix consisting of m copies of
Pb(t), and λ ∈ Rs , s = m(p + 1), denotes a vector of
control parameters. The basic functions are assumed
orthogonal with respect to the inner product (2), so∫ T
0
PT (t)S(t)P (t) dt = Is . (21)
On account of Eq. 19, the control system (1) takes
form of{
q˙ = G(q)uλ(t),
y = k(q). (22)
Let qλ(t) = ϕq0,t (uλ(·)) denote the trajectory of
Eq. 22 starting from q0. The end-point map of Eq. 22
can be expressed as Kq0,T (λ) = k(qλ(T )). With











λ(T , t)Bλ(t)P (t) dt, (23)
where matrices Aλ(t), Bλ(t), Cλ(t) are given by Eq. 5
taken along (uλ(t), qλ(t)), and
∂λ(t, w)
∂t
= Aλ(t)λ(t, w), λ(w,w) = In.
(24)
The parametric Jacobian Jq0,T (λ) is a matrix of
dimension r × s. It can be observed that Jq0,T (λ) =
Cλ(T )Jλ(T ), where Jλ(t) fulfils a matrix differential
equation
J˙λ(t) = Aλ(t)Jλ(t) + Bλ(t)P (t), (25)
with initial condition Jλ(0) = 0.
The motion planning problem for system (22)
is described in the following way: find a vector
of control coefficients λd ∈ Rs which satisfies
Kq0,T (λd) = yd . Again, the continuation method




= −γλ(Kq0,T (λ(θ)) − yd), (26)
which, with application of some right inverse of the
Jacobian, can be transformed into a more explicit form
dλ(θ)
dθ
= −γλJ #q0,T (λ(θ))(Kq0,T (λ(θ)) − yd). (27)
The solution of the motion planning problem is
achieved as the limit λd = limθ→+∞ λ(θ).
4 Parametric Lagrangian Jacobian Inverse
As mentioned before, a right inverse of the Jacobian
(23) can be obtained by solving a constrained optimi-
sation problem for the linearised system
{
ξ˙λ(t) = Aλ(t)ξλ(t) + Bλ(t)P (t)μ,
η(t) = Cλ(t)ξλ(t), (28)
where
ξλ(t) = ∂ϕq0,t (uλ(·))
∂λ
μ = Dϕq0,t (uλ(·))P (t)μ (29)
denotes a variation of system’s trajectory correspond-
ing to a variation μ of control coefficients. In conse-
quence
qλ+μ(t) = ϕq0,t (uλ+μ(·)) ∼= qλ(t) + ξλ(t). (30)
A natural generalisation of the objective function con-
sidered in Eq. 15 is an objective function in the
Lagrange form, that leads to the Lagrange-type opti-











where Q(t) = QT (t) ≥ 0 and R(t) = RT (t) > 0,
on condition that Jq0,T (λ)μ = Cλ(T )ξλ(T ) = η. The
resulting Jacobian inverse will be referred to as the
parametric Lagrangian Jacobian inverse JL#q0,T (λ). The
following theorem establishes an explicit form of the
parametric Lagrangian Jacobian inverse. Its proof can
be found in Appendix (A.1).
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Theorem 1 The parametric Lagrangian Jacobian
inverse
JL#q0,T (λ) = I−1λ (T )FTλ (T )CTλ (T )M−1q0,T (λ), (32)
where the mobility matrix
Mq0,T (λ) = Cλ(T )Fλ(T )I−1λ (T )FTλ (T )CTλ (T ), (33)
and the matrices Iλ(t) and Fλ(t) solve the differential
equations
I˙λ(t) = FTλ (t)Q(t)Fλ(t) + PT (t)R(t)P (t),
F˙λ(t) = Bλ(t)P (t) + Aλ(t)Fλ(t), (34)
with initial conditions Iλ(0) = 0, Fλ(0) = 0.
The mobility matrix will be assumed to have full
rank r . It is easily shown that, after setting Q(t) = 0
and R(t) = Im, the Lagrangian Jacobian inverse and
the Jacobian pseudoinverse coincide.
5 Motion Planning
Given the parametric form (32) of the Lagrangian
Jacobian inverse, the Lagrangian Jacobian motion
planning algorithm is obtained by inserting this
inverse into Eq. 27. In the sequel we shall first analyse
performance features of the algorithm concerned with
shaping trajectories of the robotic system, and then
transform the parametric motion planning algorithm
to a discrete setting.
5.1 Performance
The parametric Lagrangian Jacobian algorithm,
beyond solving the motion planning problem, is also
able to shape the trajectories of system (22) due to
appropriate choice of matrices Q(t) and R(t). In order
to support this claim the following cases will be stud-
ied. To begin with, for a fixed value of parameter θ , let
vector μθ be the solution of the Jacobian equation
Jq0,T (λ(θ))μθ = Kq0,T (λ(θ)) − yd, (35)
provided by the parametric Lagrangian Jacobian
inverse, i.e.
μθ = JL#q0,T (λ(θ))(Kq0,T (λ(θ)) − yd). (36)
Invoking (27) implies that
dλ(θ)
dθ
= −γλμθ . (37)
Now, the differentiation of the parametrised sys-
tem’s trajectory qλ(θ)(t) = ϕq0,t (uλ(θ)(·)),combined









By inspection of the identities (37) and (38) it can
be seen that vector μθ and function ξλ(θ)(·) can be
regarded as directions of motion in the control and in
the trajectory space, respectively.
Given a control curve λ(θ), let us choose a
smooth curve cθ (t) in the state space of system (22),
parametrised by θ , and let Vθ(t) denote a vector field
along cθ (t). Allowing the matrix Q(t) to be made
θ -dependent, we set
Qθ(t) = Vθ(t)V Tθ (t), (39)









where matrix R(t) is also allowed to depend on θ .
With a suitable choice of the vector field Vθ(t) and the
matrix Rθ(t), the minimisation of this objective func-
tion will prefer the direction of motion ξλ(θ)(·) close
to the orthogonal to Vθ(t) at each t . In the next section
w shall show how this property may contribute to the
obstacle avoidance.
Furthermore, there exists another possibility of
using the matrix Q(t) for shaping system’s trajecto-
ries. Once again, consider the optimisation problem
(31). In case when both the matrices Q(t) and R(t)
are positive and do not depend on θ , the following
inequality can be proved, see [12],
∫ T
0
(qλ(θ) − q0)T (t)Q(t)(qλ(θ) − q0) dt +
∫ T
0










It is easily noticed that the inner integral on the right
hand side of the inequality represents the objective
function (31) for a fixed α. As such, Eq. 41 imposes
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an upper bound on the distance between the system’s
current trajectory and control, and the initial ones. Pur-
suing further this line of reasoning, one can observe
that the relative weight assigned to matrices Q(t) and
R(t) results in favouring one part of the minimised
objective function – either the variation of the system’s
trajectory, ξλ(θ), or the energy of control variations,
P(t)μθ . This dependency manifests in an attract–
repel behaviour between the final and initial trajec-
tory/control of the system. For a sufficiently large
matrix Q(t) the motion planning algorithm steers the
system as close to the initial trajectory as possible. In
contrary, if the matrix R(t) dominates, then the result-
ing plan of motion approaches the one obtained by
employment of the Jacobian pseudoinverse.
Yet another choice of the matrix Q(t) allows one
to further shape the system’s trajectories. Specifically,
for a curve λ(θ), let Qθ(t) = ATλ(θ)(t)Aλ(θ)(t). We
have the following result.
Lemma 1 For the matrix Qθ(t) = ATλ(θ)(t)Aλ(θ)(t),
where Aλ(θ)(t) = ∂(G(qλ(θ)(t))uλ(θ)(t))∂q , and the matrix
Rθ(t) = BTλ(θ)(t)Bλ(θ)(t), for Bλ(θ)(t) = G(qλ(θ)(t)),










(ξTλ(θ)(t)Qθ (t)ξλ(θ)(t) + μTθ P (t)Rθ (t)P (t)μθ )dt.
(42)
A proof of this lemma is found in Appendix (A.2). It
can be noticed that the integral on the right hand side
of Eq. 42 represents the objective function minimised
by the algorithm Thus, the choice of matrix Q(t) as
in the lemma bounds from above the total length of
all variations of the system’s trajectory (30) in the
subsequent steps of the motion planning algorithm.
5.2 Algorithm
Associated with the parametric Lagrangian Jacobian
inverse is a parametric Lagrangian Jacobian motion
planning algorithm. For computational convenience
the algorithm will be represented in a discrete form
based on the well-known Euler method of solving
differential equations. The advantage of such a formu-
lation lies in easy implementability often accompanied
with satisfactory accuracy. Specifically, the θ variable
is discretised with a step length h, such that at the ith
step θi+1 = θi + h. Let λi = λ(θi). Therefore, the
Eq. 27 is transformed into the difference equation
λi+1 = λi − hγλJL#q0,T (λi)(Kq0,T (λi) − yd) (43)
initialised at λ0 ∈ Rs . Set γ = hγλ. Having estab-
lished this, a computational scheme of the motion
planning algorithm is tantamount to solving for λ the
following set of diffrential-difference equations
⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩
q˙λi (t) = G(qλi (t))P (t)λi,
F˙λi (t) = Bλi (t)P (t) + Aλi (t)Fλi (t),
I˙λi (t) = FTλi (t)Q(t)Fλi (t) + PT (t)R(t)P (t),
λi+1 = λi − γ JL#q0,T (λi)(Kq0,T (λi) − yd),
JL#q0,T (λ) = I−1λ (T )FTλ (T )CTλ (T )M−1q0,T (λ),
Mq0,T (λ) = Cλ(T )Fλ(T )I−1λ (T )F Tλ (T )CTλ (T ),
(44)
with initial conditions qλi (0) = q0, Fλi (0) = 0,
Iλi (0) = 0, a chosen base representation of control func-
tions Pb(t), P(t) = diag{Pb(t), Pb(t), . . . , Pb(t)},
initial vector of control parameters λ0, and desired
point in the task space yd . The solution of the motion
planning problem is obtained as λd = limi→+∞ λi .
In the next section this algorithm will be applied
in order to solve example motion planning problems
for a rolling ball. Trajectory shaping features of the
algorithm will be emphasised.
6 Simulation
To illustrate performance of the Lagrangian motion
planning algorithm, the kinematics of a rolling ball
will be used. The ball’s schematic view is presented
in Fig. 1. The ball’s coordinates are chosen as q =
(x1, x2, φ, θ, ψ)
T , whose meaning is the following:
(x1, x2) – the position of the ball’s contact point with
the ground in the space frame X0Y0Z0, (φ, θ) – the
position (azimuth and elevation) of the contact point
in the body frame XkYkZk , and ψ – the ball’s orien-
tation defined as the angle between the X0 axis and
the axis XP of a frame attached to the contact point.
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Fig. 1 The rolling ball





sin θ sin ψ cos ψ
− sin θ cos ψ sin ψ
1 0
0 1
− cos θ 0
⎤
⎥⎥⎥⎥⎦uλ=G(q)uλ,
k(q) = (x1, x2)T . (45)
All computations of the algorithm (44) have been
performed for the following parameters and initial
conditions: γ = 0.01, q(0) = (0, 0, 0, 0, 0)T , yd =
(1, 1)T , T = 2. The control functions are taken in
the form of truncated trigonometric series containing
the constant term and up to the 2nd order harmon-
ics. The stopping condition involves a decrease of
the motion planning error below the predefined value,
Fig. 2 Motion planning with one obstacle
i.e. ||e(q(T ))|| < 10−4. By definition this error is
expressed in the length units.
The feature of directing the ball’s trajectory in
order to get the obstacle avoidance can be demon-
strated in the following way. Suppose that qλ(θ)(t)
is the ball’s trajectory for a certain fixed value of
parameter θ . Consider a set O = {o1, . . . , op} of p
task space point-obstacles in R2. Due to the form of
the output function in Eq. 45 the task space trajec-
tory equals k(qλ(θ)(t)) = (q1λ(θ)(t), q2λ(θ)(t))T =
(x1(t), x2(t))
T . For the obstacle ol we define a direc-
tion




||ol − k(qλ(θ)(t))|| ∈ R
2,
(46)
orthogonal to the direction between the system’s
trajectory at t and the obstacle ol . Rot(Z, π2 ) =
Fig. 3 Motion planning with two obstacles
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refers to the rotation by π2 around the Z




1 if ||ol − k(qλ(θ))|| ≥ d,
wp otherwise,
(47)
expresses the penalty for invading the discomfort zone
d in the vicinity of an obstacle, with wp defining the
penalty’s weight. Using this data we set
Vlθ (t) = (Dlθ (t), 0, . . . , 0)T ∈ Rn







Fig. 5 Motion planning with four obstacles
Fig. 6 Motion planning with dominating matrix Q(t)
As a result, the Lagrangian Jacobian motion plan-
ning achieves two goals – minimises the control
energy and, what may be favoured, elicits a motion in
the task space in the direction orthogonal to Dθ(t), and
thus repels the task space trajectory k(qλ(θ)(t)) from
obstacles. To illustrate this behaviour a set of simu-
lations was performed. Firstly, the motion planning
problem with no obstacles and Q(t) = I5 was solved.
Secondly, a new obstacle was being added, directly
on the path resulting from the previous solution. The
new problem was then solved with the matrix Q(t)
obtained from Eq. 48. Such steps were repeated three
more times, thus up to four obstacles were defined.
The computations were made for matrix R(t) = I2,
initial control uλ0(t) = (−0.2, 1)T and parameters
d = 0.1, wp = 100. The additional constant gain
Fig. 7 Motion planning with dominating matrix R(t)
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of matrix Q(t) was set to 10. The results are shown
in Figs. 2, 3, 4 and 5. The numbered dots represent
the obstacles considered at the current step, while the
circles depict the choice for a new obstacle, that will
be placed in the next step of the simulation. In all
cases the obstacles were success- fully avoided which
supports the claim that the parametric Lagrangian
Jacobian algorithm can be employed to such tasks.
The next set of computations illustrates the ten-
dencies in shaping system’s trajectory depending on
the dominance of one of the matrices, either Q(t) or
R(t). In the first case, the motion planning problem
was solved for a series of matrices Qj(t) = 10jQ(t),
where j = −1,−0.5, 0, 0.5, 1, 1, 5, 2, Q(t) = I5 and
matrix R(t) = I2. Then, the situation was reversed
and the simulations were made for Rj(t) = 10jR(t),
R(t) = I2 and matrix Q(t) = I5. All problems
were solved for initial control uλ0(t) = (−0.1, 0.8)T .
Figures 6 and 7 present the results. In both figures
the dashed line depicts the initial trajectory of the sys-
tem, driven by uλ0(·). In case of Fig. 7 the additional
bold dashed line represents the solution obtained by
employment of the Jacobian pseudoinverse. It is eas-
ily seen that for sufficiently large matrices Q(t) the
motion planning algorithm indeed steers the system as
close to the initial trajectory as possible. On the other
hand, strengthening the matrix R(t) results in priori-
tising the energy of controls, which is visible in Fig. 7,
as the solutions approach the result obtained by the
classical Moore-Penrose algorithm.
Finally, the employment of matrix Q(t) =
AT (t)A(t) was compared against a standard case
Fig. 8 Motion planning with Q(t) = I5
Fig. 9 Motion planning with Q(t) = AT (t)A(t)
of Q(t) = I5. The motion planning problem was
solved for a series of matrices Qj(t) = 10jQ(t),
j = −1,−0.5, 0, 0.5, 1, 1.5, 2, and matrix R(t) =
BT (t)B(t) = 2I2, with initial control uλ0(t) =
(−0.3, 0.9)T . The results are presented in Figs. 8 and
9. Moreover, for every solution the length of the final
trajectory was computed, as shown in Table 1. The
simulations support the claim that the choice of the
matrix Q(t) = AT (t)A(t) imposes a bound on the
length of the final trajectory obtained as a solution to
the motion planning problem by the minimisation of
the total length of all variations of the system’s trajec-
tory. Interestingly, such a behaviour is visible even for
small gains of matrix Q(t), when the minimisation of
the energy of controls is prioritised.
Table 1 Length of the final trajectory qf (·) depending on the
choice of matrix Q(t)
Length of qf (·) for
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7 Conclusion
The contribution of this paper lies in providing the
parametric form of the Lagrangian Jacobian inverse
and the corresponding motion planning algorithm
for nonholonomic robotic systems. The inverse is
derived from the solution of a Lagrange-type opti-
misation problem, that takes into consideration both
system’s controls and trajectory, and represents a
natural generalisation of the Jacobian pseudoinverse.
An analysis of the inverse reveals that by a skilful
choice of the matrices Q and R in the Lagrangian
objective function it is possible to shape the sys-
tem’s trajectory. Achieving a solution of the motion
planning problem along with satisfying additional
performance requirements has been demonstrated by
numeric computations involving the kinematics of the-
rolling ball.
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Appendix
A.1 Proof of Theorem 1
The parametric Lagrangian Jacobian inverse is derived
from minimisation of the Lagrange-type objective
function for the linearised system
ξ˙λ(t) = Aλ(t)ξλ(t) + Bλ(t)P (t)μ,











where λ ∈ Rs is fixed, μ ∈ Rs varies, Q(t) =
QT (t) ≥ 0 and R(t) = RT (t) > 0, on condition that
Jq0,T (λ)μ = Cλ(T )ξλ(T ) = η. (51)
To solve this problem the classical method of con-
ditional optimisation is applied. Firstly, a Lagrange
function for problem (50) is defined using the Jacobian












λ(T , t)Bλ(t)P (t)μ dt,





λ(t, s)Bλ(s)P (s) ds μ (52)
is a trajectory of Eq. 49. The derivative of the
Lagrange function L(μ, α) for w ∈ Rs can be com-
puted as












λ(t, s)Bλ(s)P (s) ds +
μT P T (t)R(t)P (t) + 1
2
αT Cλ(T )λ(T , t)Bλ(t)P (t)
]
dt w








λ(t, s)Bλ(s)P (s) ds +
μT P T (t)R(t)P (t) + 1
2




















λ(t, s)Bλ(s)P (s) ds. (55)
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(F Tλ (t)Q(t)Fλ(t)+PT (t)R(t)P (t)) dt = 0.
(57)
After considering Eq. 51 and combining it with
Eq. 56, the vector of Lagrange multipliers can be
derived
α = −2M−1q0,T (λ)η,
where
Mq0,T (λ) = Cλ(T )Fλ(T )I−1λ (T )F Tλ (T )CTλ (T )
is the mobility matrix of system (22). Finally, after the
elimination of α from Eq. 56 we obtain the parametric
form of Lagrange Jacobian inverse
JL#q0,T (λ)η = μ = I−1λ (T )F Tλ (T )CTλ (T )M−1q0,T (λ)η.
It is easily seen that in order to compute the paramet-
ric Lagrange inverse additional rules for calculating
Iλ(T ) and Fλ(T ) are advantageous. On account of
∂λ(t, s)
∂t
= Aλ(t)λ(t, s), λ(s, s) = In,
the time differentiation of Eq. 55 yields
dFλ(t)
dt
= Bλ(t)P (t) + Aλ(t)Fλ(t),




= FTλ (t)Q(t)Fλ(t) + PT (t)R(t)P (t),
for Iλ(0) = 0, what concludes the proof.
A.2 Proof of Lemma 1
Let λ(θ) = λ. For the linearised system (49) and the
Lagrange-type objective function (50) we set ξ˙λ =
dξλ(t)
dt
. The square of its length can be computed as
||ξ˙λ||2 = ξ˙ Tλ ξ˙λ = ||Aλ(t)ξλ + Bλ(t)P (t)μ||2. (58)
It is easily shown that
||Aλ(t)ξλ + Bλ(t)P (t)μ||2 ≤
2(||Aλ(t)ξλ||2 + ||Bλ(t)P (t)μ||2). (59)
The right side of this inequality can be rewritten into
2(||Aλ(t)ξλ||2+||Bλ(t)P (t)μ||2)
=2(ξTλ ATλ (t)Aλ(t)ξλ + μT P T (t)BTλ (t)Bλ(t)P (t)μ).
(60)
Let Q(t) = ATλ (t)Aλ(t) and R(t) = BTλ (t)Bλ(t).
Then, combining the identity (58) with inequalities
(59), (60), and then integrating both sides for t ∈
[0, T ] yields∫ T
0




+ μT P (t)R(t)P (t)μ)dt.













(ξTλ (t)Q(t)ξλ(t) + μT P (t)R(t)P (t)μ),
concluding the proof.
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