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Abstract
PlanetPack, initially released in 2013, is a command-line software aimed to facilitate exoplanets detection,
characterization, and basic dynamical N-body simulations. This paper presents the third major release of
PlanetPack that incorporates multiple improvements in comparison to the legacy versions.
The major ones include: (i) modelling noise by Gaussian processes that in addition to the classic white
noise may optionally include multiple components of the red noise, modulated noise, quasiperiodic noise
(to be added soon in minor subversions of the 3.x series); (ii) an improved pipeline for TTV analysis of
photometric data that includes quadratic limb-darkening model and automatic red-noise detection; (iii) self-
consistent joint fitting of photometric + radial velocity data with full access to all the functionality inherited
from the legacy PlanetPack; (iv) modelling of the Rossiter-McLaughlin effect for arbitrary eclipser/star radii
ratio, and optionally including corrections that take into account average characteristics of a multiline stellar
spectrum; (v) speed improvements through multithreading and CPU-optimized BLAS libraries.
PlanetPack was written in pure C++ (standard of 2011), and is expected to be run on a wide range of
platforms.
Keywords: stars: planetary systems, techniques: radial velocities, techniques: photometric, methods: data
analysis, methods: statistical, surveys
1. Introduction
PlanetPack was initially released in 2013
(Baluev, 2013b), targeting tasks of exoplanets detec-
tion and characterization, based on Doppler radial-
velocity (RV) data, and of exoplanetary dynamics.
Along its 1.x release series, this software offered the
following functionality: (i) RV curve fitting with a
fittable RV jitter; (ii) fitting the RV data with red
noise (auto-correlated errors); (iii) multi-Keplerian
as well as Newtonian N-body RV fits; (iv) advanced
maximum-likelihood periodograms; (v) calculation
of parametric confidence regions; (vi) constrained
fitting; (vii) analytical statistical tests and numerical
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Monte Carlo simulations; (viii) basic tasks of long-
term planetary N-body simulation.
The first major release of PlanetPack and the
subsequent 1.x series were capable to deal with only
RV data. The second major release introduced a ded-
icated pipeline that allowed to perform a homoge-
neous fit of multiple transit lightcurves of the same
exoplanet (Baluev et al., 2015), but this pipeline was
largerly experimental that time. Moreover, it wasn’t
yet possible in the 2.x series to analyse photomet-
ric and Doppler data together, so this transit fitting
pipeline still looked like a standalone foreign mod-
ule inside the RV analysis software.
However, the importance of the joint analysis of
the RV+transit data is growing. Several obvious rea-
sons for that are listed below.
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1. Transit and Doppler methods are highly com-
plementary, so they provide much more com-
plete description of the planetary system when
used together. This includes the determination
of the true planetary mass (resolving the incli-
nation i in the famous m sin i issue), informa-
tion about the 3D structure of the system if the
star is transited by multiple planets, estimation
of planet density, high-accuracy determination
of orbital eccentricities.1
2. Transit timing variations (TTVs) can provide
independent hints of N-body interactions in a
planetary system. This method is even ca-
pable to detect previously unknown planets
(Agol and Fabrycky, 2017). However, such an
analysis would be much more robust and infor-
mative if the planetary orbits are additionally
constrained by radial velocities.
3. New physical effects may be revealed for some
very close-in planets, owing to the tidal inter-
action with the host star. We refer here to the
case of WASP-12 b that demonstrated appar-
ently decaying orbital period, as derived from
transit times (Maciejewski et al., 2016). But
physical interpretation of such an effect is not
unique: the planet may either spiral down onto
the star indeed, or it may udergo a tidal apsi-
dal drift (Patra et al., 2017). Another possible
explanation is that transit times are affected by
a variable light-travel time delay, owing to an
unseen distant companion that induces a long-
period barycentric motion of the star and its
transiting planet. The Doppler data are very
important in resolving such ambiguities. They
may provide narrow constraints on the orbital
eccentricity, hence helping to distingush tidal
apsidal precession from the true orbit decay.
From the other side, Doppler data may easily
reveal the unseen companion if it is indeed re-
sponsible for the apparent TTV effect, or they
can rule out the existence of such a companion.
1The timing of a planetary transit yields a high-accuracy
reference phase on the Doppler curve. At this phase, the ra-
dial velocity deviation is proportional to ∼ e cosω. Hence, this
combination becomes constrained with a much better accuracy
if just a single transit is available in addition to radial velocities.
4. The Rossiter-McLaughlin effect allows to de-
termine whether the planet orbit is aligned with
the stellar equator or not (Gaudi and Winn,
2007). This effect reveals itself only in
Doppler data, however its magnitude and
shape depends on the stellar limb-darkening
law and average characteristics of the stel-
lar spectrum, see e.g. (Baluev and Shaidulin,
2015). Transit observations would yield esti-
mations of the limb-darkening coefficients that
are necessary for accurate modelling of the
Rossiter-McLaughlin effect.
5. Simultaneous RV and transit observations of
the same star might be useful to detrend activ-
ity effects and thus improve the accuracy of the
analysis, see e.g. (Aigrain et al., 2012).
After the exoplanetary era started in 1990s thanks
to 51 Pegasi discovery (Mayor and Queloz, 1995),
the number of known exoplanetary candidates has
now grown to several thousands (see The Extraso-
lar Planets Encyclopaedia database maintained by
Schneider et al. (2011)). Before the Kepler space
mission (kepler.nasa.gov), ground-based RV sur-
veys clearly overperformed the transit ones, so the
Doppler technique provided the main contribution in
the detection statistics. Presently, the majority of ex-
oplanetary candidates are owed to the Kepler transit
programme, but many of these Kepler detections still
remain insufficiently reliable. This highlights once
again that both the RV and transit method remain
somewhat deficient, if they are used alone.
A variety of computer software is available
to facilitate exoplanets detection and characteriza-
tion, based on the radial-velocity or transit data, or
both (Meschiari et al., 2009; Eastman et al., 2013;
Barraga´n and Gandolfi, 2017; Barraga´n et al., 2017).
Multiple other works focus more on the theory and
the associated analysis methods, rather than soft-
ware implementation (Wright and Howard, 2009;
Pa´l, 2010; Hara et al., 2017). See Deeg (2017) for a
complete review of over 40 software tools available.
In this context, the primary goal of PlanetPack is
to join the both approaches. The intention is to host
a wide set data analysis tools under the same um-
brella, so that this toolbox could be used solely alone
if necessary, from the beginning to the end of the ex-
2
oplanetary analysis. Simultaneously, those methods
are not just the textbook ones: most of them were
worked out by us over the past decade. All these al-
gorithms have passed an extensive real-world testing
on practical exoplanetary cases. See the references
in (Baluev, 2013a) and below.
In the further sections, we discuss the new Plan-
etPack functionality introduced in its version 3.0,
along with the associated theory. This paper does
not say anything about the practical use of Planet-
Pack, its internal data organization, etc. The neces-
sary Technical Manual is provided in a standalone
PDF file downloadable together with the PlanetPack
sources.
PlanetPack source is avail-
able for download at the URL
http://sourceforge.net/projects/planetpack.
2. Enhanced noise modelling
2.1. Some GP noise models typically used in prac-
tice
On their way to the detection of an Earth-twin
exoplanet, Doppler programmes faced the need to
remove effects of stellar activity from the mea-
surements (Fischer et al., 2016). One popular tech-
nique to partially bypass this “activity barrier” is to
model the Doppler noise by Gaussian Processes, or
GPs (Rasmussen and Williams, 2006). This method
was adopted in multiple works already, see e.g.
(Baluev, 2011, 2013a,b; Feroz and Hobson, 2014;
Anglada-Escude´ et al., 2014; Rajpaul et al., 2015).
In a similar way, GPs can be used with photo-
metric data, either to model the red noise in a
transit lightcurve (Baluev et al., 2015; Barclay et al.,
2015), or to characterize stellar rotation periods
(Angus et al., 2018).
Presently, GPs can be deemed as one of
standard noise modelling techniques in the field
of exoplanets detection (Nelson et al., 2018), as
well as in the general time-domain astronomy
(Foreman-Mackey et al., 2017).
Let the noise N(t) be a centered GP. Then it is
solely defined by its covariance function:
κ(t1, t2) = Cov(N(t1),N(t2)) = E (N(t1)N(t2)) . (1)
Based on κ, we can also introduce the variance d(t)
and the correlation function ρ(t1, t2):
d(t) = Var(N(t)) = κ(t, t), ρ(t1, t2) = κ(t1, t2)√
d(t1)d(t2)
.
(2)
Quite often, N(t) is assumed stationary, which
imples that its autocorrelation is actually a function
of just the time lag ∆t = |t2− t1|, or κ = κ(∆t). In such
a case the power spectrum P(ω) of the random pro-
cess N(t) can be expressed by means of the Wiener-
Khinchin (WK) theorem via the Fourier transform of
the autocorrelation:
P(ω) = κˆ(ω) =
∞∫
−∞
κ(t) exp(iωt)dt (3)
It is important that P(ω) cannot be negative, by its
definition. Hence, the WK theorem can serve as
a test of physical admissibility of the correlation
model. Assuming some model κ(∆t), we should sub-
stitute it to (3), and verify that the resulting P(ω)
never turns negative. If this test is failed then the
selected κ(∆t) cannot describe any physical random
process. Note that the WK theorem itself does not
require the random process to be necessarily Gaus-
sian, so this test remains valid even if N(t) has some
deviation from strict normality.
Now, let us briefly consider several frequent
choices of the GP model.
The first and the most primitive noise model is,
of course, the white noiseW(t). Its autocorrelation
is expressed by the Dirac delta function:
Cov(W(t1),W(t2)) = δ(t2 − t1), P(ω) ≡ 1. (4)
This definition implies that the variance of VarW(t)
is infinite. It is possible to select another normal-
ization by using the Kronecker delta δtt′ instead of
δ(t − t′), thus making the variance finite, but this
would imply another degeneracy, P(ω) ≡ 0. This
actually means that the white noise is basically a de-
generate mathematical abstraction that does not exist
in the real physical world. It can serve only as a very
basic approximation of the data.
A few models were used by Baluev (2011,
2013a) for the so-called “red”, or low-frequency,
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noise in Doppler data:
Cov(R(t1),R(t2)) =

exp
(
− |t2−t1 |
τ
)
,
exp
[
− (t2−t1)2
2τ2
]
,
1
1+(t2−t1)2/τ2 .
(5)
The second of these models was also suggested by
Rajpaul et al. (2015), also for the use with Doppler
data.
The covariances (5) imply the following power
spectra:
P(ω) =

2τ
1+τ2ω2
,√
2π τ exp
(
− τ2ω2
2
)
,
πτ exp(−τ|ω|).
(6)
All them have an unimodal bell-like shape centered
at ω = 0.
Now let us start approaching the problem from
another direction. Consider the sinusoidal variation:
H(t) = a cosω0t + b sinω0t, (7)
where ω0 is a fixed frequency, while a and b are inde-
pendent random quantities obeying standard normal
distribution (mean zero, variance unit). Since a and b
are random, each value ofH(t) is also random. It fol-
lows the same standard Gaussian distribution, with
zero mean and constant variance d(t) ≡ 1, while any
set {H(tk)} is a multivariate Gaussian vector. There-
fore, H(t) is a stationary GP. Its covariance function
is:
Cov(H(t1),H(t2)) = cos [ω0(t2 − t1)] , (8)
and the power spectrum:
P(ω) =
1
2
[δ(ω − ω0) + δ(ω + ω0)] . (9)
Simultaneously, each instance of H is just a si-
nusoid. As such, we can say that (8) represents the
covariance function of a sinusoid. AndH(t) is often
called the “harmonic GP”.
Thanks to the strict periodicity of the covari-
ance (8), each instance ofH(t) is a periodic function.
Even though we defined H as a random process, by
looking at any its single instance it would not be pos-
sible to note typical signs of a random variation (a
noise). In other words, instances of such a process
always look like a deterministic function (though its
phase and amplitude depends on the particular in-
stance). This appears because (8) does not decay for
large ∆t, so even distant values of H(t) are strictly
binded with each other, while the phase of the varia-
tion is presereved over time.
A similar behaviour occurs for any other random
process P(t) that has a strictly periodic covariance
function κ(∆t), for example for
Cov(P(t1),P(t2)) = exp
{
− 2
λ2
sin2
[
π
P
(t2 − t1)
]}
∝ exp
{
1
λ2
cos
[
2π
P
(t2 − t1)
]}
,
(10)
from (Olspert et al., 2017), or for any other P-
periodic κ(∆t). Each instance of such a random pro-
cess is a strictly periodic variation, though not nec-
essarily sinusoidal. The parameter λ in (10) controls
the shape of the resulting periodic variation.
In general, the power spectrum of such a periodic
random process is, by analogy with (9), a sum of
multiple delta impulses centered at the discrete fre-
quencies ωn = 2πn/P, where n = ±1,±2, . . . It is
required that all these impulses are positive, or oth-
erwise the selected model κ(∆t) would become non-
physical.
The natural further step is to construct a mixture
of an autocorrelated noise with a decaying κd(∆t),
like one of (5), and of a periodic model κp(∆t),
like (8) or (10). This can be done by constructing
the product of the covariances:
κ(∆t) = κd(∆t)κp(∆t). (11)
This random process would carry joint signs of a
random noise and of a periodic variation, i.e. it is
a quasiperiodic GP. The power spectrum of such a
quasiperiodic noise represents a convolution of the
parent power spectra Pd(ω) and Pp(ω). This results
in a discrete sequence of peaks in P(ω), owed to the
periodic part Pp, and each such peak has the same
bell-like shape (a broadened delta function), which
is determined by the noisy part Pd.
One of the most simple choices is to combine the
exponential red noise R(t) with the harmonic oscilla-
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tionH(t):
κ(∆t) = e−β|∆t| cosω0∆t, (12)
which yields the covariance in the form of a decaying
sinusoid. It is similar to the ones implemented by
Foreman-Mackey et al. (2017).
However, Rajpaul et al. (2015) suggested a bit
more complicated model, which was based on (10)
and on the squared-exponential red noise from (5):
κ(∆t) = exp
{
−∆t
2
2τ2
− 2
λ2
sin2
π∆t
P
}
. (13)
Both the models (12) and (13) are valid covari-
ance functions that can describe a quasiperiodic ran-
dom process. Heuristic models of these types repre-
sent a good “workhorses” that allow to adequately
handle e.g. Doppler or photometric noise appear-
ing due to the stellar activity (e.g. spots), coupled
with stellar rotation. The quasiperiodic model by
Rajpaul et al. (2015) is perhaps a bit more general,
thanks to an additional tuning parameter λ that af-
fects the non-sinusoidal shape of the quasiperiodic
variation.2
Yet another possible direction of generalizing is
to consider non-stationary GPs, when the covariance
κ(t1, t2) cannot be reduced to a single argument. Such
an attempt was made in (Baluev, 2015) to analyse
long-term activity variations in 55 Cnc. We used the
following model in that work:
κ(t1, t2) = e
−|t2−t1 | cos
Ωt1 + λ
2
cos
Ωt2 + λ
2
=
1
2
e−|t2−t1 |
[
cosΩ
t2 − t1
2
+ cos
(
Ω
t1 + t2
2
+ λ
)]
.
(14)
The intention was to construct a mathematical model
with a periodic modulational factor that could de-
scribe long-term activity variation, and simultane-
ously keep the formula symmetric with respect to
swapping t1 and t2. In particular, the variance for
this model varies sinusoidally:
d(t) =
1
2
[1 + cos(Ωt + λ)] . (15)
2Note that we changed some of the original designations by
Rajpaul et al. (2015) to adapt them to our notation system.
As we can see, there is a plenty of mathemati-
cal GP models that could explain, more or less ade-
quately, some specific noise effects. However, their
common concern is that all these models are heuristic
and are highly arbitrary. The GP models used in the
astronomical practice typically lack physical motiva-
tion of their choice. They are often chosen based on
either their popularity or just mathematical simplic-
ity. They do not rely on physical models of the star
and appear just mathematical toy models instead.
An exception is the work by
Foreman-Mackey et al. (2017), where the au-
thors give some explanation of their GP kernels,
based on the physical model of a dumped harmonic
oscillator (DHO).
It is still impossible to construct a feasible phys-
ically justified model of the stellar noise in Doppler
or photometric data. But nevertheless we may try
to take into account some very basic and simple
principles of physical self-consistency, or at least
to investigate how a particular assumption concern-
ing the red noise generating mechanisms may af-
fect our models. Such an attempt is presented in
App. Appendix A, where we adopt one such self-
consistent view on the GPs that can probably cover
a wider range of models than just the DHO concept.
We consider this self-consistent framework as possi-
ble basis to construct GPmodels used in PlanetPack.
2.2. Elementary GP “bricks” accessible in Planet-
Pack
PlanetPack 3.0 allows to build a multicomponent
noise model from multiple “GP primitives”. It is as-
sumed that the noise is a sum of statistically indepen-
dent GP contributions, and each has a simple form of
the covariance function κ. Then the cumulative co-
variance function is plainly a sum of these elemen-
tary ones.
Current version 3.0 of PlanetPack allows to com-
bine the following stationary “GP primitives”: the
white noise (4), and the three types of the red
noise (5).
Each stationary component, either white or red,
can be promoted to a nonstationary version by means
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of a sinusoidal modulation:
κnonstat(t1, t2) = d(min(t1, t2)) κstat(∆t),
d(t) = D0 + Dm cos(Ωt + λ). (16)
Such nonstationary GPs can be used to model e.g.
long-term stellar activity that may modulate short-
term noise characteristics (Baluev, 2015). The for-
mula (16) is a bit different from the nonstation-
ary model (14). The new formula is based on the
“adiabatic” approximation (A.10) motivated by our
self-consistent GP construction method given in the
App. Appendix A. The modulation is “adiabatic” in
the sense that Ω is assumed much smaller than the
red-noise decay parameter β = 1/τ. This corre-
sponds to a relatively slowmodulation effect like e.g.
the magnetic activity cycle. We note, however, that
in this adiabatic case our new model (16) appears
close to the old one (14), so the results of the analysis
should not change too much.
A single white-noise term in the compound
model is mandatory, while the rest is an arbitrary
combination of autocorrelated terms:
κ(t1, t2) = κWN(t1, t2) +
n∑
k=1
κRN,k(t1, t2). (17)
Each term in this model is parametrized by its own
set of free variables: the magnitude of the jitter σ⋆,
the red-noise correlation timescale τ (if this is a red-
noise term), optionally the three modulation param-
eters: σ⋆,mod =
√
Dm, Pmod = 2π/Ω, and λmod. These
parameters can be fitted all independently, or fixed or
mutually binded as desired (this option is inherited
from the PlanetPack 2.0 constrained fitting mecha-
nism).
Three types of the white noise model κWN can
be used: the multiplicative, the additive with truca-
tion, and the regularized modification of the additive
model. The latter one is now used by default thanks
to its high robustness confirmed by practical com-
putations, see (Baluev, 2015; Baluev et al., 2015)
and the forthcoming work (Baluev et al., 2018, in
prep.). These noise models are described detailedly
in (Baluev, 2015) and in the PlanetPack Technical
manual.
In the further versions of the 3.x series we
plan to add support for quasiperiodic noise models,
like (12) and (13), and possibly the phase-shifted ver-
sion (A.15), after they have enough testing. These
GP kernels can be used to model stellar rotation ef-
fect.
The fitting of a GPmodel is performed using gen-
erally the same maximum-likelihood framework as
in the 1.x PlanetPack series. Some details of the
theory and numeric calculation are given in (Baluev,
2013a). The inversion of the N × N data covariance
matrix is achieved through the Cholesky decomposi-
tion, which is numerically stable and quick relative
to other methods (∼ N3/6 multiply operations on a
dense matrix). To improve the computation speed,
the covariance matrix is first made sparse by means
of forcing all small correlations (|ρ(∆t)| < ε) to ex-
act zero. This is done in a smooth manner in order
to avoid undesired numerical effects that could ap-
pear due to artificial discontinuties in ρ(∆t). Then the
covariance matrix becomes a symmetric band ma-
trix, i.e. only 2K + 1 central diagonals remain non-
zero, where K ≪ N usually. In such a way Plan-
etPack uses dedicated linear algebra routines that
profit from the band matrix structure. Such routines
are available in the OpenBLAS library, for instance.
The Cholesky decomposition algorithm, which is not
present in OpenBLAS, was also programmed to take
into account the banded structure of the input matrix,
resulting in just O(NK2) arithmetic operations.
3. Transit fitting with PlanetPack
3.1. The motivation
The transit fitting was introduced in Plan-
etPack 2.x series as an experimental standalone
pipeline processing lightcurve data (without radial
velocities). This pipeline had a relatively narrow
purpuse and was run by just a single PlanetPack
command transitfit. Accepting an input set of
lightcurves, each with a complete or partial plane-
tary transit, the pipeline derived their transit timing
data, for further investigation of possible transit tim-
ing variations (TTVs).
In v. 3.0 we provide a more powerful toolbox for
self-consistent fitting of the transit data, with or with-
out radial velocities (see sect. 4). However, the TTV-
only fitting pipeline is preserved, as its goal is impor-
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tant, albeit more narrow. This pipeline is now tested
well enough and was improved in several aspects.
The basics of the transit curve modelling were
already presented by Baluev et al. (2015), and more
details soon appear in the forthcoming update of this
paper (Baluev et al., 2018, in prep). Here we do
not replicate all their formulae. We only highlight
the main points and improvements introduced with
PlanetPack 3.0.
3.2. The models
The transit models remained basically the same
as in (Baluev et al., 2015). This includes a circular
curved orbital motion of the planet (i.e., assuming
zero eccentricity) and the quadratic model for the
limb-darkening. The model of the magnitude drop
itself is mathematically equivalent to the classic one
presented by Mandel and Agol (2002) and to the one
by Abubekerov and Gostev (2013), although techni-
cally we use the formulae by Baluev and Shaidulin
(2015) that put photometric and spectroscopic tran-
sits in the same modelling framework.
Our transit model has 4 kinematic parameters: (i)
the mid-time of the transit tc, (ii) the half-duration of
the transit td, defined as 1/2 of the time spent be-
tween the first and fourth contacts, (iii) the impact
parameter b, measuring the smallest projected sep-
aration between the planet and star centers (divided
by the star radius), and (iv) the projected planet/star
radii ratio r that simultaneously determines the tran-
sit depth and the duration of the ingress/egress
phases.
We assume the quadratic limb-darkening model
with two coefficients to be determined, A and B. The
brightness of a point on the visible stellar disc, ob-
served at a given separation from its center, ρ, is
modelled as
I(ρ) = 1−A(1−µ)−B(1−µ)2, µ =
√
1 − ρ2. (18)
Sometimes the model (18) becomes ill-fitted be-
cause of poor data quality, and then it can turn non-
physical, owed to bad values of A and B. To avoid
this issue, PlanetPack includes internally the follow-
ing mandatory constraints on these coefficients:
A + B ≤ 1, A + 2B ≥ 0, A ≥ 0. (19)
According to Kipping (2013); Baluev et al. (2015),
these constraints are necessary to have I(ρ) always
positive and monotonically decreasing (any “limb
brightening” is disallowed).
Technically, the constrained fitting honour-
ing (19) is performed in an implicit manner, by using
the following trigonometric replacement:
A = (1 − cosϕ) sin2 θ, B = cos ϕ sin2 θ. (20)
Internally, PlanetPack uses auxiliary variables θ and
ϕ as primary fittable parameters. Whatever real val-
ues they attain, the resulting values of A and B always
satisfy (19). From the other side, each point (A, B) in
the domain (19) maps to some real-valued (θ, ϕ):
sin2 θ = A + B, cos ϕ =
B
A + B
. (21)
Note that from (19) it follows that A+B ≥ |B|, mean-
ing that A+B is never negative (though B can become
negative). The trigonometric parametrization (21) is
alternative to the (q1, q2) one proposed by Kipping
(2013): q1 = sin
4 θ, q2 = sin
2 ϕ. But the parame-
ters (21) allow us to avoid dealing with boundaries.
Every point in the (θ, ϕ) plane corresponds to some
meaningful limb-darkening coefficients.
The lightcurve model may optionally include a
polynomial trend with fittable coefficients. Such a
trend is necessary to take into account various drift-
ing effects, e.g. the effect of airmass or other types
of systematic variations that appear frequently in the
transit data. Each transit lightcurve may have an in-
dividual fittable trend with a separate set of trend co-
efficients (although their polynomial order must be
the same). We find that cubic trends represent a
good compromise between the model adequacy and
its parametric complexity. PlanetPack is currently
not capable to detrend the data against the airmass
function or other additional indicators, but this might
be a work for future development.
PlanetPack may optionally include a single fit-
table red-noise noise term with an exponentially
decaying correlation function (5). This can be
done either for all lightcurves or only for some se-
lected ones. In any case, the red noise in different
lightcurves is fitted independently. It is also possible
to autodetect red noise in the input photometry (see
below).
7
The fitting of these models is performed by
means of the maximum-likelihood approach with a
preventive bias correction in the noise jitter. This
method remained practically unchanged from Plan-
etPack 1.0, and is explained in details in (Baluev,
2009, 2011, 2013a,b).
3.3. The pipeline
The transit fitting pipeline include the following
steps that invlove a sequential increase of the model
complexity:
1. Perform a preliminary fit constraining the mid-
times on a regular grid (linear ephemiris with
free time shift and stride); fixing the impact pa-
rameter at an intermediary value (b ≃ 1/
√
2),
and fixing the limb darkening coefficients at
A = B = 0.25 (or θ = π/4 and ϕ = π/3).
2. Refit after releasing the mid-times and the im-
pact parameter, but still holding the limb dark-
ening coefficients fixed.
3. Refit after releasing the limb darkening coeffi-
cients.
4. Refit after a releasing the limb darkening coef-
ficients for the best-quality lightcurves (those
with r.m.s. < 0.05 of the transit depth and com-
plete transits).
This pipeline remains generally the same as used in
(Baluev et al., 2015) and PlanetPack 2.0. The main
changes are in parametric constraints. In the 2.x se-
ries the following parameters we mutually binded
(across different lightcurves): impact parameter b,
transit half-duration td, the planet/star radii ratio r,
and the limb-darkening parameters A and B. Only
transit timings were fitted separately, allowing for
further analysis of transit timing variation (TTV), but
not of possible transit duration variation (TDV), or
variations of the apparent transit depth (via r). Also,
it was impossible to fit the limb-darkening coeffi-
cients separately for lightcurves obtained in different
photometric bands.
In the new PlanetPack 3.0 these restrictions are
not mandatory and can be removed if desired. Most
importantly, the limb-darkening coefficients can be
fitted separately on the band-by-band basis, i.e. it
is possible to bind A and B only between those
lightcurves that were obtained in the same (or sim-
ilar) photometric filter. See Technical manual for the
details.
This PlanetPack functionality allows for an in-
teresting by-product research: investigate an exper-
imental dependence of A and B from the spectral
band, and then compare these estimations with theo-
retic predictions (Baluev et al., 2018, in prep.).
Already PlanetPack 2.0 allowed to autodetect
red noise in the input photometry. In such a case,
only those lightcurves would gain a red-noise model
term, in which this red noise appeared statistically
significant and not ill-fitted. However, this algorithm
was very time-consuming, because it “probed” each
lightcurve individually, i.e. tried to fit it with and
without the red-noise term and then compared the
likelihood of these fits. The fitting of the correlated
noise is computationally hard in itself (due to inver-
sion of large covariance matrices), especially if such
a fit need to be re-run multiple times.
In v. 3.0 we significantly improved the speed
of this computation, by using fast linear algebra li-
braries (see sect. 5), and by optimizing the order in
which the individual lightcurves are probed.
The main principle of this optimized sequence:
process good data last. The motivation is that low-
quality data usually do not demonstrate any de-
tectable or robustly-fittable red noise. Therefore, it is
reasonable to probe them first, just to quickly ensure
that their red noise is ill-fitted, and then continue to
fit them with the fast white noise model while prob-
ing the red noise in the remaining high-quality data.
If instead the high-quality data are processed first,
then we likely detect some robust red noise in them,
thus slowing all further computation down at the very
beginning stage of the analysis.
To identify transit data of a higher quality, the
following “quality characteristic” of a lightcurve is
computed:
Qlc = Q
√
2td, Q =
√
measurements density
residuals r.m.s.
(22)
The quantity 1/Q determines the uncertainty offered
by a “standard” chunk of the lightcurve of a unit
length. The uncertainty of an arbitrary chunk of
length t scales as 1/(Q√t), so Q√t can be accepted
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as a rough “quality characteristic” of the chunk,
while Q√2td represents the quality characteristic of
the in-transit portion of the lighcurve. 3
3.4. The code
We no longer rely on the code by
Abubekerov and Gostev (2013). Based on their
formalism, we constructed a more general theory
that incorporates models of the transit curve and
of the Rossiter-McLaughlin effect in the same
self-consistent framework (Baluev and Shaidulin,
2015). PlanetPack 3.0 relies on that more general
theory and uses its own computing code. The
elliptic functions, required for these computations,
are computed using the algorithms developed by
Fukushima (2013).
4. Joint Doppler+transit fits with PlanetPack
Probably the most useful feature of the new Plan-
etPack 3.0 is the joint self-consistent fitting of the RV
and transit data. In itself such a task is not novel, see
e.g. EXOFAST software by Eastman et al. (2013)
and pyaneti by Barraga´n et al. (2017), but in the con-
text of the PlanetPack this means that all dedicated
functionaly inherited from the legacy RV-only Plan-
etPack now becomes available for such mixed fits
too. This includes: N-body fitting, complicated noise
models discussed above (both for the RV and for the
photometry), periodograms, constrained fitting, sta-
tistical model comparisons and simulations (Baluev,
2013b). The self-consistency is achieved because
when performing such a joint fit, PlanetPack builds
a 3D model of the entire planetary system, comput-
ing the motion of all planets in accordance with ei-
ther N-body integration or multi-Keplerian formulae.
Such an analysis is more accurate than the TTV fit-
ting pipeline discussed above.
Using these tools it is possible to solve quite
complicated tasks, for example to seek a planet that
induced the observed TTV in mid-transit times of
the known planet. Thanks to the self-consistency,
this can be done in a periodogram-like manner,
3In this rough and indicative characteristic we neglect possi-
ble red noise, so even neighbouring measurements are assumed
uncorrelated.
and avoiding any work with intermediate-stage TTV
data.4
PlanetPack 3.0 enables the user to fit the
Rossiter-McLaughlin effect using the models pre-
sented by Baluev and Shaidulin (2015). This allows
to estimate the stellar rotation parameters v sin i and
λ, optionally taking into account the limb-darkening
coefficients and/or correction coefficients ν and µ
that depend on the average spectrum characteristics
(Baluev and Shaidulin, 2015).
Finally, in v. 3.0 we added the possibility to fit
dissipative orbital effects. This includes the long-
term period decay (e.g. due to tidal interaction
with the star) and the secular apsidal drift (also
can appear in tidal interactions). The need for
such models is motivated by the unique case of the
planetWASP-12 b that demonstrated clear TTV hints
of such non-Keplerian effects (Maciejewski et al.,
2016; Patra et al., 2017).
The period decay is modelled linearly in terms of
the planet mean-motion n and quadratically in terms
of the orbital mean longitude l:
n(t)
n0
= 1+
t − t0
Td
, l(t) = l0+ n0(t− t0)+ n0
2Td
(t− t0)2
(23)
Formally, in this model the planet would never fall on
the star, but in practice we of course consider very
slow effect, n˙/n0 ≪ 1, and hence only very short
piece of its evolution, relatively to Td. In this case,
the apparent orbital period would decrease as
P(t)
P0
≃ 1 − t − t0
Td
, (24)
implying that Td has the meaning of the remaining
linear lifetime of the planet. This Td serves as a fit-
table parameter of the model (if this effect is turned
on).
The effect of an apsidal drift is modelled as a lin-
ear change of the pericenter argument ω (not to be
mixed with the frequency argument ω appearing in
sect. 2.2):
ω = ω0 +
2π
Pω
(t − t0). (25)
4This can be achieved by varying the orbital period of the
putative second planet, and optionally other its parameters,
via the afit command, and assuming the N-body modelling
framework.
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Here, Pω is the secular period of the apsidal revolu-
tion, and it serves as a fittable parameter of the effect.
PlanetPack allows to turn both the Td-, Pω-effects
on, or just one of them, or use the pure Keplerian
model. These effects are not available in N-body fits.
We recognize that several subtle but in some
cases potentially important effects are not yet imple-
mented in the current PlanetPack code, but remain in
our plans for future. This includes secondary plan-
etary eclipses, the effect of time shift between the
transit and Doppler data, appearing due to the light-
travel delay,5, simultaneous multiple transits with in-
terplanetary eclipse phenomenta,6 and planet oblate-
ness effect.
Another direction of future development is to in-
clude the analysis of astrometric data, which will be-
come especially important in the near future, after the
exoplanetary results from GAIA (Brown et al., 2016,
2018) are released. Then PlanetPack should gain the
ability to perform the self-consistent fits using data
of three types: Doppler, photometry, and astrometry.
This would enable the most exhaustive orbital char-
acterization of exoplanetary systems.
5. Improved computation performance via BLAS
library and multithreading
PlanetPack 3.0 is considerably more fast than
its legacy versions. This was achieved by (i) mul-
tithreading tools of the C++11 language standard
and (ii) migrating the most heavy linear algebra to
the CPU-optimized OpenBLAS library. The multi-
threading was utilized in PlanetPack 2.x series al-
ready, but the use of OpenBLAS library is a new fea-
ture. According to our benchmarks, this allowed to
improve the computational speed by the factor of 3 in
some cases. The effect is especially noticable when
analysing large datasets, N ∼ 103, which is typical
for photometry. In such a case most computation
time is spend in large matrix-matrix multiplications
5The Doppler information is imprinted when the light is
emitted by the stellar surface, but the transit effect appears a few
seconds later, when this light is absorbed by the dark planet.
6Currently, PlanetPack allows to fit multiple planets tran-
siting the star, even simultaneously, but it assumes that the cu-
mulative magnitude drop is just the sum of individual planetary
contributions, i.e. that planets never eclipse each other.
(if the noise is white). Also, OpenBLAS allows for
some partial multithreading of the linear algebra op-
erations. This is used in PlanetPack whenever the
selected analysis algorithm does not allow easy par-
allelization in itself.
The use of OpenBLAS is not mandatory. Planet-
Pack can be compiled without OpenBLAS, if it is not
available on a given computer. Then it will rely on
its own implementation of the necessary BLAS rou-
tines, but this means no profit from highly-optimized
libraries. In some future, we consider a possibility
to build PlanetPack with any BLAS library chosen
by the user. However, many of the available BLAS
implementations do not support multithreading, so
we currently stopped on OpenBLAS that does. But
another interesting choice might be the GPU-based
cuBLAS.
6. Conclusions and plans for further develop-
ment
Since its first release in 2013, PlanetPack func-
tionality grew significantly, owing to bug fixes as
well as to new analysis algorithms. An approximate
impression of PlanetPack code evolution can be ob-
tained from Fig. 1. As we can see, there was a long
pause beween the last 2.x release and the new 3.0
one, but nonetheless there was a remarkable source
code expansion between them.
In the future, it would be useful to add capabili-
ties of dealing with astrometric data, because of the
coming era of GAIA astrometry.
Astrometry is a pretty feasible technique of ex-
oplanets detection, though the ability of GAIA to
reliably detect and characterize long-period (P &
10 yr) exoplanets currently looks possibly doubtful,
because of the relatively 5-year duration of the mis-
sion. Contrary to space missions, ground-based pro-
grammes (Doppler or transit ones) are able to accu-
mulate data over much longer terms. Nonetheless,
we consider the inclusion of astrometric data analy-
sis as a necessary condition for the next major release
of PlanetPack.
Among more minor and technical things, the
following might deserve implementation in Planet-
Pack:
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Figure 1: Evolution of the PlanetPack source code.
1. Quasiperiodic noise like (13) or similar, first
on the todo list.
2. Reducing stellar Doppler noise based
on its correlation with activity indica-
tors (Anglada-Escude´ and Tuomi, 2012;
Anglada-Escude´ et al., 2014), and using
similar detrending approach for photometric
data (against e.g. airmass).
3. Fitting of secondary planetary eclipses.
4. Improving speed from GPU computing, in par-
ticular by using the CUDA BLAS libraries in
addition to CPU-based OpenBLAS.
Statistical methods implemented in PlanetPack
rely on the frequentist treatment and maximum-
likelihood fitting with a preventive bias reduction in
noise parameters. The relevant theory was presented
mainly in (Baluev, 2009, 2013a).
PlanetPack is a free and open-source software.
We do not set any limitation on its use or on the use
of its source code, except for providing a proper ref-
erence to the present paper and (Baluev, 2013b).
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Appendix A. A self-consistent framework to
build Gaussian processes models
Appendix A.1. GP noise and the causality
Now, let us start from noticing that a correlated
Gaussian noise process can be obtained by integrat-
ing the white Gaussian noise. For example, the
Wiener process (a classic model of the Brownian
motion) can be defined by integrating the standard
Gaussian white noiseW(t):
B(t) =
t∫
0
W(t′)dt′. (A.1)
This stochastic integral yields us a Gaussian random
process, as far as it is a linear functional of W,
which was Gaussian. The covariance characteristics
ofB can be obtained by interchanging the mathemat-
ical expectation operator in (1) with the integration
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in (A.1):
Cov(B(t1),B(t2)) =
t1∫
0
t2∫
0
Cov(W(t′1),W(t′2))dt′1dt′2
= min(t1, t2),
VarB(t) =
t∫
0
t∫
0
Cov(W(t′1),W(t′2))dt′1dt′2
= t. (A.2)
In particular, the variance of B(t) is constantly grow-
ing, while the correlation function is expressed as
ρ(t1, t2) = min
(√
t1/t2,
√
t2/t1
)
.
It is important that B(t) satisfies certain causality
principle: its values only depend on the past values
of the parent processW(t).
Due to the constantly growing variance, B(t) does
not suit our needs, however. We need our noise
model to be either strictly stationary or at least long-
term bounded. The nonstationarity of B(t) appears
because the integration in (A.1) has a variable upper
limit t. To have more or less constant variance, we
must limit the integration to a time segment of a con-
stant length.
Guided by this observation, we adopted the fol-
lowing weighted-integral model:
x(t) =
t∫
−∞
w(t − t′)n(t′)dt′, (A.3)
w(t) = 0 for t < 0, (A.4)
w(t)→ 0 for t → +∞, (A.5)
n(t) =
√
D(t)W(t). (A.6)
This formal definition can be given the following
physical understanding. The observable correlated
process x(t) is a cumulative sum of infinitesimal
independent “kicks”, generated by the underlying
white-noise “activity” process n(t). Optionally, this
activity process may have a time-variable intensity
defined by the function D(t). Additionally, there is
also a memory (a.k.a. response) function w(t) that
defines how much a past “kick” affects the current
value of x.
The causality restriction settles the require-
ment (A.4), meaning that future values of the activ-
ity do not affect the current observable value. Also,
the effect of the activity should naturally decay with
time, so that only recent “kicks” have a major effect
on the observable process.
It is important that definition (A.3) is self-
replicatable in the sense that by applying this formula
once again to the same process, we obtain an integral
transformation of the same type, but with different
w(t). Therefore, even if there are multiple physical
effects that “soften” n(t) sequentially, the final result
can be always represented in the simple form (A.3).
Therefore, our assumption that n(t) is white noise
does not reduce the generality of (A.3) as much as
it may seem. If n(t) was a red noise instead then this
n(t) would likely be generated by a softening mecha-
nism of the same type (A.3), with some parent n1(t),
which would be “more white” than n(t). In such a
case we could join the double integration into one,
assuming n1(t) be the actual parent process. And so
on, until we reach some white “progenitor process”
n∞(t).
The most important assumption hidden in (A.3)
is that all the softening effects are linear, i.e. they can
be represented by a linear integral transform.
The covariance characteristics of so-defined x(t)
are:
κ(t1, t2) =
min(t1 ,t2)∫
−∞
w(t1 − t′)w(t2 − t′)D(t′)dt′,
d(t) =
t∫
−∞
w2(t − t′)D(t′)dt′. (A.7)
In particular, constant intensity D(t) means that the
activity process n(t) is stationary, implying the sta-
tionary x(t):
κ(∆t) =
+∞∫
0
w(t′)w(|∆t| + t′)dt′, d(t) =
+∞∫
0
w2(t′)dt′.
(A.8)
The power spectrum of x(t) is then obtained by the
WK theorem:
P(ω) = |wˆ(ω)|2. (A.9)
By selecting a variable D(t) we may introduce
a controllable nonstationarity to both n(t) and x(t).
12
For example, in case of an adiabatic nonstationarity,
when D(t) varies much slower than w(t), the effect is
reduced to a modulation:
κ(t1, t2) ≃ D(min(t1, t2))
+∞∫
0
w(t′)w(|∆t| + t′)dt′,
d(t) ≃ D(t)
+∞∫
0
w2(t′)dt′. (A.10)
The choice of the memory and intensity functions
still remains rather arbitrary, and is governed mainly
by mathematical simplicity considerations. For ex-
ample, let us assume an exponential model:
w(t) = exp(−t), t ≥ 0. (A.11)
In this case and for constant D(t) ≡ 1 we have
κ(∆t) =
1
2
exp(−|∆t|), d(t) = 1
2
, (A.12)
This implies the exponential correlation function al-
ready discussed above.
Other types of red noise from (5) can be mod-
elled by means of the integral representation (A.3).
This can be achieved by taking square root of the
corresponding power spectrum (6) and setting the
weight function such that wˆ(ω) =
√
P(ω). How-
ever, it is important that the resulting w(t) may vi-
olate the causality restriction (A.4). For example, for
the Gaussian-shaped covariance, κ(t) = exp(−t2/2),
the natural w(t) is proportional to exp(−t2), which is
symmetric with respect to the past and future.
The requirement of smoothness, that governed
Rajpaul et al. (2015) to select a square-exponential
model in (5), does not seem physically necessary, as
it might appear incompatible with our causality re-
striction. Let us compute the derivative of the co-
variance function κ(∆t) from (A.8) at ∆t = 0:
κ′(±0) = ±
+∞∫
0
w(t)w′(t)dt = ±w2(+0). (A.13)
It appears that this derivative has different limits for
∆t → +0 and ∆t → −0, so the slope break at ∆t = 0
cannot be avoided in general.
An exception occures if w(+0) = 0, that is if w(t)
decreases to zero smoothly for ∆t → +0. This is
possible if the memory function incorporates multi-
ple minor physical effects. In such a way, w(t) repre-
sents the convolution of multiple elementary contri-
butions. If all of them have more or less the same
magnitude and timescale, the resulting w(t) would
have the desired property (smoothly vanishing at
zero), and the resulting κ(∆t) would then have a high
degree of smoothness. However, if just one or two
physical effects dominate over the others then κ(∆t)
would become excessively peaky at zero. Then a
non-smooth model might provide a better approxi-
mation.
In other words, considering only smooth GP co-
variances might be an unnecessary and unjustified re-
striction, even if it looks reasonable on the first view.
Appendix A.2. Deriving GP primitives from the
causality principle
Assume a memory function that represents a de-
caying sinusoid:
w(t) = e−βt cosωt, β > 0, t ≥ 0. (A.14)
Physically, ω may refer to the stellar rotation (the si-
nusoid is a rough approximation of the surface ro-
tation effect in w), and the exponential factor β de-
scribes the effect of temporal decay in the surface
pattern of spots/flares/etc.
Based on (A.14), and for the stationary case
D(t) ≡ 1, we obtain a GP with the following char-
acteristics:
κ(∆t) =
1
4β
√
ω2 + 4β2
β2 + ω2
e−β|∆t| cos(ω|∆t| + φ),
d(t) =
2β2 + ω2
4β(β2 + ω2)
,
ρ(∆t) = e−β|∆t|
cos(ω|∆t| + φ)
cosφ
,
φ = arctan
ωβ
2β2 + ω2
, ∆t = |t2 − t1|. (A.15)
First of all, this general model allows to repro-
duce many of the special heuristic models consid-
ered in the previous section. For ω = 0 this GP turns
into the exponentially correlated red noise (5) with
ρ = exp(−β|∆t|).
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The values β < 0 are forbidden, but for β → +0
we obtain ρ = cosω∆t. This corresponds to the har-
monic GP (8).
A very interesting result is that in the general
case, when neither ω nor β vanish, we obtained
something different from the decaying sinusoid (12).
The general expression (A.15) remains similar in
shape, but involves a phase shift φ that depends on
β and ω. This phase shift appears rather intriguing,
and offers us a theoretic possibility to observation-
ally detect it, thus to verify experimentally how ad-
equate is our understanding of the “causality restric-
tion” and of the associated theory. However, possi-
ble values of φ are limited by about 20◦ (attained for
ω/β =
√
2), and the effect of the phase shift in κ is
likely model-dependent. So detecting φ from the ob-
served Doppler or photometric noise is definitely a
challenge.
Now let us consider a sinusoidal variation of the
intensity D(t), caused e.g. by the stellar activity cy-
cle:
D(t) = D0 + Dm cos(Ωt + λ). (A.16)
Assuming this D(t) and the exponential w(t) =
exp(−βt), we can obtain the following:
κ(t1, t2) =
1
2
e−β|t2−t1 |
[
D0 + D
′
m cos(Ωmin(t1, t2) + λ
′)
]
,
d(t) =
1
2
[
D0 + D
′
m cos(Ωt + λ
′)
]
,
D′m =
Dm√
1 + Ω
2
4β2
, λ′ = λ + arctan
Ω
2β
. (A.17)
This is somewhat different from (14). For ex-
ample, the first formula contains (t1 + t2)/2 instead
of min(t1, t2) in the second one. Again, in (A.17) a
phase shift appears between the observed variation
and the underlying activity. However, in the case of
small Ω/β, as expected for stellar activity cycles, the
difference between these models becomes negligible.
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