Abstract: A new construction for free inverse semigroups was obtained by Poliakova and Schein in 2005. Based on their result, we find Gröbner-Shirshov bases for free inverse semigroups with respect to the deg-lex order of words. In particular, we give the (unique and shortest) normal forms in the classes of equivalent words of a free inverse semigroup together with the Gröbner-Shirshov algorithm to transform any word to its normal form.
Introduction
The theories of Gröbner and Gröbner-Shirshov bases were invented independently by A. I. Shirshov [41] for non-commutative and non-associative algebras, and by H. Hironaka [25] and B. Buchberger [18] for commutative algebras. The technique of Gröbner-Shirshov bases is proved to be very useful in the study of presentations of associative algebras, Lie algebras, semigroups, groups, Ω-algebras, etc. by generators and defining relations, see, for example, the book [16] by L. A. Bokut and G. Kukin, survey papers [14, 15] by L. A. Bokut and P. Kolesnikov, and [12] by L. A. Bokut and Y. Q. Chen. Let us mention some recent results on Gröbner-Shirshov bases for groups and semigroups. Gröbner-Shirshov bases for braid groups in different sets of generators were found in [8] , [9] , [11] and [13] . In particular, , [29] ), Garside ([24] ), and BirmanKo-Lee ( [4] ) normal forms of a braid group were given in these papers. Gröbner-Shirshov basis for a Chinese monoid ( [23] ) was found and the staircase normal form ( [23] ) of a Chinese monoid was given in [20] . Gröbner-Shirshov basis for the Adjan extension of the Novikov group was found in [10] , which also gave the Adjan proof of the Adjan-Rabin theorem ( [1] , [36] ). Kalorkoti ([27] , [28] ) has actually found Gröbner-Shirshov bases for some groups of Novikov-Boone type ( [32] , [17] ) and given a new proof of Bokut ([5] ) and Collins' ( [21] , [22] ) results.
Inverse semigroups form one of the important classes of semigroups. If one treats them as unary semigroups with the additional unary operation, taking the inverse element, then, as is known, the class of inverse semigroups is a variety. Free inverse semigroups are the free algebras of this variety. There are several works devoted to different constructions describing free inverse semigroups, see H. E. Scheiblich [38, 39] , W. D. Munn [30, 31] , G. B. Preston [35] and B. M. Schein [40] , see also a survey [37] by N. R. Reilly and a book [33] by M. Petrich. A new construction for free inverse semigroups was found recently in a fundamental paper by O. Poliakova and B. M. Schein [34] . As was noted in [34] , each of the constructions mentioned above can be easily obtained by using the construction of Poliakova and Schein. In this paper we find Gröbner-Shirshov bases for free inverse semigroups using the concept of the canonical idempotents from the paper [34] . As a result, we obtain the (unique and shortest) normal forms of elements of the free inverse semigroup together with the Gröbner-Shirshov algorithm to transform any word to its normal form. The normal forms consists of a set of canonical words in the sense of [34] , but contrary to canonical word, the normal form is unique for a given element of a free inverse semigroup.
Preliminaries
We first cite some concepts and results from the literature [41, 6, 7] which are related to the Gröbner-Shirshov bases for associative algebras.
Let k be a field, k X the free associative algebra over k generated by X and X * the free monoid generated by X, where the empty word is the identity which is denoted by 1. For a word w ∈ X * , we denote the length (degree) of w by |w|. Let X * be a well ordered set and f ∈ k X . Then byf we denote the maximum monomial in f , which is also called the leading word of f . We call f monic iff has coefficient 1.
A well ordering < on X * is called monomial if it is compatible with the multiplication of words, that is, for u, v ∈ X * , we have
A standard example of monomial ordering on X * is the deg-lex ordering to compare two words first by degree and then lexicographically, where X is a well ordered set.
Let f and g be two monic polynomials in k X and < a monomial ordering on X * . Then, there are two kinds of compositions:
(i) If w is a word such that w =f b = aḡ for some a, b ∈ X * with |f | + |ḡ| > |w|, then the polynomial (f, g) w = f b − ag is called the intersection composition of f and g with respect to w.
(ii) If w =f = aḡb for some a, b ∈ X * , then the polynomial (f, g) w = f − agb is called the inclusion composition of f and g with respect to w.
The word w is called the ambiguity of the composition (f, g) w .
Let S ⊂ k X such that every s ∈ S is monic. Then the composition (f, g) w is called
If this is the case, then we write (f, g) w ≡ 0 mod(S, w).
In general, for p, q ∈ k X , we write p ≡ q mod(S, w) which means that p − q = α i a i s i b i , where each α i ∈ k, a i , b i ∈ X * , s i ∈ S and a i s i b i < w. S is called a Gröbner-Shirshov basis in k X with respect to the monomial ordering < if any composition (f, g) w of polynomials in S is trivial modulo (S, w).
For a set S ⊆ k X , the ideal of k X generated by S is denoted by Id(S). If S is a Gröbner-Shirshov basis in k X then it is also called a Gröbner-Shirshov basis for Id(S) and for the algebra k X /Id(S) = k X|S generated by X with defining relations S.
The following lemma was first proved by Shirshov [41] for free Lie algebras (with deglex ordering) (see also Bokut [6] ). Bokut [7] specialized the approach of Shirshov to associative algebras (see also Bergman [3] ). For the case of commutative polynomials, this lemma is known as the Buchberger's Theorem [19] .
Lemma 2.1 (Composition-Diamond Lemma) Let S be a subset of a free algebra k X over a field k, and < a monomial ordering on X * . Then the following statements are equivalent.
(i) S is a Gröbner-Shirshov basis for Id(S) with respect to <.
(ii) f ∈ Id(S) ⇒f = asb for some s ∈ S and a, b ∈ X * .
(iii) Irr(S) = {u ∈ X * |u = asb, s ∈ S, a, b ∈ X * } is a k-basis of the algebra k X|S .
If a subset S of k X is not a Gröbner-Shirshov basis for Id(S) then one can add to S a nontrivial composition (f, g) w of f, g ∈ S and continue this process repeatedly (actually using the transfinite induction) in order to obtain a set R of generators of Id(S) such that any composition of elements of R is trivial modulo R and the corresponding ambiguity. Then R is a Gröbner-Shirshov basis for k X|S . This kind of process is called Shirshov algorithm.
Let G = sgp X|S be a semigroup presented by generators X and defining relations S = {u i = v i |i ∈ I} for some index set I. We will identify a semigroup relation u = v (u, v ∈ X * ) with the algebra relation u − v = 0 and with the polynomial (binomial) u − v ∈ k X . Then the semigroup algebra kG has the presentation kG = k X|S . Because any composition of binomials is again a binomial, from the Shirshov algorithm, it follows that there exists a Gröbner-Shirshov basis R for kG consisting of binomials such that G = sgp X|R . Also, R does not depends on the field k. R is also called a Gröbner-Shirshov basis for the semigroup G.
Actually, we do not need to use semigroup algebra kG to define a Gröbner-Shirshov basis for a semigroup G. Let us reformulate definition of a Gröbner-Shirshov basis for a semigroup and Composition-Diamond lemma for a free semigroup.
Let < be a monomial ordering on X * , S = {(u, v)|v < u} ⊆ X * × X * a set of semigroup relations, u ≡ v mod(S) the congruence relation on X * generated by S, aub → avb and avb → aub ( (u, v) ∈ S, a, b ∈ X * ) the S-elementary transformations of X-words. Then u ≡ v mod(S) if and only if there exists a sequence u = u 0 → u 1 → · · · → u k = v of S-elementary transformations of u to v. Denote S/ ≡ mod(S) = sgp X|S , the semigroup generated by X with defining relations S.
We will write u ≡ v mod(S, w),
We define two kinds of compositions of (u, v) and (u ′ , v ′ ):
It agrees with the above definition of triviality of a composition for polynomials.
S ⊆ X * × X * is called a Gröbner-Shirshov basis in X * relative to monomial ordering < if any composition of relations from S is trivial mod(S, w). In this case, we also call S to be a Gröbner-Shirshov basis for semigroup sgp X|S .
Then by Lemma 2.1, we have Lemma 2.2 (Composition-Diamond Lemma for semigroups) Let X * be a free monoid on set X with a monomial ordering
Then the following conditions are equivalent. (i) S is a Gröbner-Shirshov basis for the semigroup sgp X|S relative to <.
(ii) If p, q ∈ X * , q < p and p ≡ q mod(S), then p = aub, where (u, v) ∈ S and v < u for some word v.
(iii) Irr(S) = {p ∈ X * |p = aub, (u, v) ∈ S for some words v, a, b ∈ X * } is a set of normal forms for sgp X|S .
Ordered canonical idempotents
We recall that an inverse semigroup is a semigroup in which every element a has a uniquely determined a −1 such that aa −1 a = a and a
The category of all inverse semigroups (actually, it is a variety relative to two operations a · b and a −1 ) possesses free objects, free inverse semigroups. Let F I(X) be a free inverse semigroup generated by a set X,
Then F I(X) has the following semigroup presentation [26] , [33] ).
Let us assume that the set Y is well ordered by an ordering <. Let < be also the corresponding deg-lex ordering of
We will define the formal idempotents in Y * which are indeed the idempotents in the free inverse semigroup F I(X). For the sake of convenience, we simply call the "formal idempotents" to be idempotents.
We give inductively definitions in Y * of an idempotent, canonical idempotent, prime canonical idempotent, ordered (prime) canonical idempotent and factors of a canonical idempotent, all of which but (prime) idempotent and ordered (prime) canonical idempotent are defined in [34] .
(i) The empty word 1 is an idempotent, a canonical idempotent, and an ordered canonical idempotent. This canonical idempotent has no factors.
(ii) If h is an idempotent and x ∈ Y , then x −1 hx is both an idempotent and a prime idempotent. If h is a canonical idempotent, x ∈ Y and the first letters of factors of h are different from x, then x −1 hx is both a canonical idempotent and a prime canonical idempotent. This canonical idempotent is its own factor. Moreover, if the subword h in this canonical idempotent is an ordered canonical idempotent, then x −1 hx is both an ordered canonical idempotent and an ordered prime canonical idempotent.
(iii) If e 1 , e 2 , · · · , e m (m > 1) are prime idempotents, then e = e 1 e 2 · · · e m is an idempotent. Moreover, if e 1 , e 2 , · · · , e m are prime canonical idempotents and their first letters are pairwise distinct, then e = e 1 e 2 · · · e m is a canonical idempotent and e 1 , e 2 , · · · , e m are factors of e. For this canonical idempotent, if e 1 , e 2 , · · · , e m are ordered canonical idempotents and e ≤ e i 1 e i 2 · · · e im for any permutation (i 1 , i 2 , · · · , i m ) of (1, 2, · · · , m), then e is an ordered canonical idempotent.
Remark 3.1 By definition, it is easy to see that every idempotent has even length. If e = e 1 e 2 · · · e m is a canonical idempotent, then e is ordered if and only if
f ir(e 1 ) < f ir(e 2 ) < · · · < f ir(e m ).
Lemma 3.2 ([34]
) Let e = e 1 e 2 · · · e n (n ≥ 1) be a canonical idempotent with factors e 1 , e 2 , · · · , e n and let e t = uv for some t (1 ≤ t ≤ n) with u, v = 1. Then neither e 1 · · · e t−1 u nor ve t+1 · · · e n is a canonical idempotent.
The following lemma is a generalization of Lemma 3.2.
Lemma 3.3 Let e = e 1 e 2 · · · e i · · · e j · · · e n (1 ≤ i < j ≤ n) be a canonical idempotent with factors e 1 , e 2 , · · · , e n and let
Proof. We prove the lemma by induction on k = |w|, the length of w.
If k = 1, then w = x ∈ Y and the result holds. Suppose that the result holds for all w with |w| ≤ l. Consider w with |w| = l + 1.
If one of u i , v i , v j , u j is empty, then our statement holds by Lemma 3.2. Now we suppose that u i , v i , v j , u j = 1. By way of contradiction, assume that w = w 1 w 2 · · · w s is a canonical idempotent with factors w 1 , w 2 , · · · , w s . By Lemma 3.2, v i is not a canonical idempotent, and hence Proof. We use induction on k, where 2k = |w|. We first prove the "if" part. If k = 0, then the "if" part clearly holds.
Now we prove the "only if" part. If k = 0, then the "only if" part holds. Suppose that the "only if" part holds for all w with |w| ≤ 2l. Consider w with |w| = 2l + 2. By way of contradiction, we assume that w = w 1 w 2 · · · w s with factors w 1 , w 2 , · · · , w s and subword x −1 exf x −1 , where x −1 ex and xf x −1 are both prime canonical idempotents.
where y ∈ Y and h is a canonical idempotent with factors h 1 , h 2 , · · · , h k (k ≥ 1). By induction hypothesis, x −1 exf x −1 is not subword of h, and then x −1 exf x −1 is a beginning or end part of w. For the former case, by Lemma 3.3, we have that x = y, e = h 1 · · · h i and xf x −1 = h i+1 for some i, and hence f ir(h i+1 ) = x = y, which is a contradiction since w is a canonical idempotent. Similarly, we can get a contradiction for the latter case. If s > 1, then, by induction hypothesis, x −1 exf x −1 is not a subword of w 2 · · · w s or w 1 · · · w s−1 and so
is not a canonical idempotent, a contradiction. Proof. We may assume that e ′ is a nonempty idempotent. We first prove the "if" part. Ordering the set {(a, b)|a, b ∈ Z + } lexicographically, we prove the "if" part by induction on (|ae ′ b|, |e ′ |). If (|ae ′ b|, |e ′ |) = (2, 2), then ab = 1 is an idempotent. Suppose that the "if" part holds for all a, b, e ′ with (|ae ′ b|, |e ′ |) < (2l, 2k), l, k ≥ 1. Consider a, b, e ′ with (|ae ′ b|, |e ′ |) = (2l, 2k) and ab = 1. Suppose that ae ′ b = e 1 e 2 · · · e m (m ≥ 1), where e 1 , e 2 , · · · , e m are prime idempotents. Case 1. |e ′ | > 2, i.e., e ′ = ce ′′ d with some nonempty idempotent e ′′ as a proper subword. Then, by induction hypothesis, acdb and cd are idempotents and so is ab.
, where f 1 , · · · , f p are prime idempotents. Moreover, if a = 1 (b = 1 is similar), i.e., x = y, ae Now we prove the "only" part. We also prove it by induction on k, where 2k = |e|. If k = 0, then ae ′ b = e ′ is an idempotent. Suppose that the "only" part holds for all e with |e| ≤ 2l. Consider e with |e| = 2l + 2. Suppose that e = e 1 e 2 · · · e m (m ≥ 1), where e 1 , e 2 , · · · , e m are prime idempotents. (a) (ef, f e), where both e and f are ordered prime canonical idempotents, ef is a canonical idempotent and f e < ef ;
, where x ∈ Y , both x −1 e ′ x and xf ′ x −1 are ordered prime canonical idempotents.
Lemma 3.7 (1) Suppose that e is a prime canonical idempotent, w ∈ Y
* and e < w. Then, there exists a prime ordered canonical idempotent e ′ such that f ir(e) = f ir(e ′ ) and e ≡ e ′ mod(S, w).
(2) Suppose that e = e 1 e 2 · · · e m (m ≥ 1) is a canonical idempotent with factors e 1 , e 2 , · · · , e m , w ∈ Y * and e < w. Then, there exists an ordered canonical idempotent e ′ = e i 1 e i 2 · · · e im such that e ≡ e ′ mod(S, w), where
Suppose that e is a nonempty idempotent, w ∈ Y * and e < w. Then, there exists a canonical idempotent e ′ such that e ≡ e ′ mod(S, w).
Proof.
(1). We use induction on k = |e|. If k = 2, then, by taking e ′ = e, (1) holds. Suppose that (1) holds for all prime canonical idempotent e with |e| ≤ 2l. We consider e with length 2l + 2. Now, by induction hypothesis, we may suppose e = x −1 e 1 e 2 · · · e m x, where x ∈ Y and e 1 , e 2 , · · · , e m are ordered prime canonical idempotents. If e is ordered, then (1) holds. Assume e is not ordered, i.e., e 1 e 2 · · · e m is not ordered (so m > 1). By Remark 3.1, there exists a permutation (i 1 , i 2 , · · · , i m ) of (1, 2, · · · , m) such that e ′ = x −1 e i 1 e i 2 · · · e im x is an ordered canonical idempotent. It suffices to prove that e 1 e 2 · · · e m ≡ e i 1 e i 2 · · · e im mod(S, w ′ ) for any word w ′ such that e 1 e 2 · · · e m < w ′ . We prove it by induction on m. If m = 2, then our statement holds clearly. Supposing our statement holds for m ≤ n, we consider m = n + 1. If e 1 = e i 1 , i.e., 1 < i 1 , then f ir(e i 1 ) < f ir(e t ) for 1 ≤ t < i 1 . Hence, mod(S, w ′ ), the following ≡'s hold,
.
Thus, we may suppose e 1 = e i 1 . Then, by induction hypothesis, e 1 e 2 · · · e m ≡ e i 1 e i 2 · · · e im . This ends our proof of (1).
(2) follows from the proof of (1).
. We use induction on |e|. If |e| = 2, then, by taking e ′ = e = x −1 x, (1) holds. Suppose that (1) holds for all idempotent e with |e| ≤ 2l. We consider e with length 2l+2. If e is not canonical, then, by Lemma 3.4, e = ay −1 f ygy −1 b, where y ∈ Y, a, b ∈ Y * , y −1 f y and ygy −1 are both canonical idempotents. By (1), we may suppose y −1 f y and ygy −1 are both ordered canonical idempotents. Then, e ≡ agy −1 f b ≡ e ′ mod(S, w), where e ′ is a canonical idempotent, and the second ≡ holds by induction hypothesis since agy −1 f b is an idempotent by Lemma 3.5.
Lemma 3.8 (1)
Suppose that e and f are both idempotents and
Suppose that e and f are both nonempty idempotents and ef, f e < w for some w ∈ Y * . Then ef ≡ f e mod(S, w). is
Proof. (1). We use induction on
On the other hand, we have
Now, it suffices to prove that gf ≡ f g mod(S, w ′ ) for any word w ′ such that max{gf, f g} < w. We prove it by induction on t = |gf |. Suppose g = g 1 g 2 · · · g m and f = g m+1 g m+2 · · · g m+n , where m, n ≥ 1 and each g j (1 ≤ j ≤ m + n) is prime ordered canonical idempotent. If t = 0, then gf ≡ f g mod(S, w ′ ). Supposing gf ≡ f g mod(S, w ′ ) for any g and f with t ≤ 2l, we consider g and f for t = 2l + 2. If gf is canonical, then by Lemma 3.7, there exists a permutation (
, and ordered canonical idempotents g 
This shows (1). (2) . By Lemma 3.7, we may assume that e and f are both ordered canonical idempotents. Then, (2) follows from the proof of (1).
By Lemma 3.8, for any a, b ∈ Y * , aa −1 a = a and aa 
Main theorem
The following theorem is the main result of this paper. Proof. In the following, all ≡'s hold mod(S, w) by Lemma 3.5 or/and Lemma 3.8. By notation (a∧b) we denote all the possible compositions between the relations of type (a) and of type (b) in S, and similarly we use notations (a∧a), (b∧a) and (b∧b).
We check all the possible compositions step by step. For convenience, we use the algebra language of Lemma 2.1 rather than the semigroup language of Lemma 2.2. 
Case 2. e = ab, f = cd, e ′ = bc for some a, b, c, d ∈ Y * and b = 1. By Lemma 3.3, this case is impossible.
In the following cases, similar to the Case 1, (ef, e ′ f ′ ) w ≡ 0 mod(S, w). We list only the ambiguity w for each case.
Case 3. e = ab, e ′ = bf c for some a, b, c ∈ Y * . Then w = abf cf ′ . 
In the following cases, similar to the Case 1, (ef, w) . We list only the ambiguity w for each case.
Case 3. , where e = e 1 e 2 · · · e m and f = f 1 f 2 · · · e n with factors e 1 , e 2 , · · · , e m and f 1 , f 2 , · · · , f n respectively. Now, it is easy to check that all the inclusion compositions are trivial.
(2) Intersection compositions. This case is symmetrical to the case of intersection compositions of type a∧b.
(b∧b) By Theorem 4.1 and Composition-Diamond Lemma, Irr(S) is normal forms of the free inverse semigroup F I(X). It is easy to see that Irr(S) = {u ∈ (X ∪ X −1 ) * |u = asb, s ∈ S, a, b ∈ (X ∪ X −1 ) * } consists of the word u 0 e 1 u 1 · · · e m u m ∈ (X ∪ X −1 ) * , where m ≥ 0, u 1 , · · · , u m−1 = 1, u 0 u 1 · · · u m has no subword of form yy −1 for y ∈ X ∪ X −1 , e 1 , · · · , e m are ordered canonical idempotents, and the first (last, respectively) letters of the factors of e i (1 ≤ i ≤ m) are not equal to the first (last, respectively) letter of u i (u i−1 , respectively). Thus Irr(S) is a set of canonical words in the sense of [34] , and different words in Irr(S) represent different elements in F I(X).
