ABSTRACT In this paper, a Lagrange multiplier method is investigated for designing distributed optimization algorithm, which convergence is analyzed from the view of multi-agent networks with connected graphs. In the network, each agent is with both private and shared information. The shared information is shared with the agent's neighbors via a network with a connected graph. Furthermore, a Lagrange-multiplierbased algorithm with parallel computing architecture is designed for distributed optimization. Under mild conditions, the convergence of the algorithm, corresponding to the consensus of the Lagrange multipliers, is presented and proved. The experiments with simulations are presented to illustrate the performance of the proposed method.
I. INTRODUCTION
Distributed optimization has attracted lots of attentions in the research of science and engineering [1] - [5] . Recently, combining with the research of multi-agent networks or collective networks, distributed systems have been widely investigated for solving optimization problems with analysis method for dynamic systems [6] - [9] . Furthermore, to solve the class of decomposable optimization problems in a decentralized manner, lots of distributed/parallel algorithms have been developed in the past years (see, e.g. [10] - [14] and the references therein). In the decomposable optimization problems, the agent in the network generally knows only private information or the global shared information. In fact, in the multi-agent network, it often includes both private and shared information, in which the private information is known by the agent itself and the shared information is known by the agent's neighbors.
For constrained optimization problems, especially the decomposable ones, the centralized optimization algorithms
The associate editor coordinating the review of this manuscript and approving it for publication was Feng Liu. are of course capable of solving them [15] . However, due to the decomposable properties, the distributed/parallel algorithms provide more efficient and robust ways to solve large-scale optimization problems. In fact, the consensus algorithms based on multi-agent networks are just proposed for solving these decomposable distributed optimization problems. Under directed graphs of the networks, [16] proposes a continuous-time multi-agent system for solving distributed optimization problem with a sum of convex objective functions. Under considering the bound constraint for optimization problem, a second-order multi-agent network is investigated for distributed optimization in [6] . The projection and sub-gradient methods are investigated to construct distributed algorithms for nonsmooth convex optimization [3] , [17] and minimax optimization [18] . Inspired by the neorodynamic optimization methods [19] - [22] , the collective neurodynamic approach is proposed for distributed optimization and multiple-objective distributed optimization [9] , [14] , [23] . Moreover, the distributed optimization algorithms are extensively used in engineering problems, such as multi-robot formation control [24] , energy management of multiple VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 3.0 License. For more information, see http://creativecommons.org/licenses/by/3.0/ smart homes [25] , distributed model predictive control [26] , regression of distributed data [27] , and optimal resource allocation [28] . Statement of contributions: First, a distributed optimization algorithm is proposed under considering both private and shared information in the multi-agent network, which can be easily implemented for single-program-multiple-data (SPMD) parallel algorithms. Second, here the distributed algorithm is with fixed step size, which takes a fast convergence rate than the algorithms with diminishing step size, especially when the iterations are close to the optimal solutions. Third, the proposed distributed algorithm is initialization-free without any restriction on the initial values.
The remainders of the paper are organized as follows. In Section II, the investigated problem is formally stated. Section III presents the distributed algorithm and proves its convergence under connected graph communication topology. In Section IV, the proposed method is utilized to solve the optimal placement problem with two numerical examples. Section V gives the conclusions of the paper.
II. PROBLEM FORMULATION
We consider an m-agent system to find the optimal solutions to minimize a distributed optimization problem with private and shared information, which is described as
subject to {information sharing rules for y i },
where f i is differentiable convex function, x i ∈ R n i is the local private information of agent i, y i ∈ R m i represents the information which the agent i will share with its neighbors, X i and Y i are the bound constraints for x i and y i respectively. Next, we give an example to illustrate the optimization problem in (1) .
Example: Consider an optimization problem to find the optimal least square error between four regions
Here, x 1 and x 3 are two private vectors for agents 1 and 3 respectively, and x 2 and x 4 are two shared vectors between agents 1 and 2, and agents 2 and 3 respectively. We rename the shared vectors in the agents. Let y 1 = x 2 for the agent 1,
T for the agent 2, and y 3 = x 4 for the agent 3. Then the problem in (2) derives the following one
in which (y T 21 , y T 22 ) T = y 2 . To make the problems (2) and (3) are equivalent, the following constraints are necessary
Furthermore, let
in which I is identity matrix with appropriate dimension. Then the constraints in (4) can be equivalently written as
where y = (y T 1 , y T 2 , y T 3 ) T . From the way in above example, for the optimization problem (1), a constraint is necessary to be added to make the shared information be coincident between related agents, then it is written as the following form
where
. . , y T m ) T , and A 0 is the connection matrix between agents for sharing the information on y.
In (5), the objective function is in the decomposable form. In order to design a distributed algorithm to solve (5), the equality constraint is rewritten as the following form
where A i ∈ R s×r i and y i ∈ R r i .
Then the Lagrange function of (5) can be defined as
where β 0 ∈ R s is the Lagrange multiplier. Furthermore, by the Saddle Point Theorem [15] , (x * , y * ) is an optimal solution to problem (5), if and only if there exists β * 0 ∈ R s such that (x * , y * , β * 0 ) is a saddle point of the Lagrange function in (6) 
, which further derives (x * , y * , β * 0 ) to be an optimal solution of the minimax problem as follows
, the Lagrange function (6) can be rewritten as
T ∈ R ms and β i is the ith estimate of the ith agent on the Lagrange multiplier.
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Lemma 1: Assume the graph of the multi-agent network for sharing the information on y to be connected and undirected. Then the following problem is equivalent to the minimax problem in (7) min x∈X ,y∈Y max β∈R ms (x, y, β),
where L = L 0 ⊗ I and ⊗ is the Kronecker product, L 0 is defined as the graph's Laplacian matrix. Proof: Inspired by the proof of Lemma 3 in [6] , for connected graph G, Lβ = 0 if and only if for some β ∈ R s such that β 1 = β 2 = · · · = β m = β. Then the problems in (7) and (8) are equivalent.
Theorem 1: (x * , y * , β * ) is an optimal solution of (8) if and only if, there exists α * ∈ R ms such that (x * , y * , α * , β * ) is a solution of the following equations
in which g X and g Y are projection operators onto X and Y respectively defined in Appendix A, matrix A is a block diagonal one of A 1 , A 2 to A m , η and σ are positive constants. Proof: From above analysis, (x * , y * , β * ) is an optimal solution of (8) if and only if for any (x, y,
According to the right inequality in (10), (x * , y * ) is a minimum point of (x, y, β * ) on X × Y if and only if, for any x ∈ X and y ∈ Y , (x * , y * , β * ) satisfies
and they are further equivalent to the following projection equations
the first and second equations in (9) are obtained.
Furthermore, the left inequality in (10) derives β * to be a maximum point of (x * , y * , β) on β ∈ = {β : Lβ = 0}. For this maximum problem, the Lagrange function is defined as
where σ > 0 and the Lagrange multiplier α ∈ R ms . From the Karush-Kuhn-Tucker (KKT) conditions [15] , β * is an optimal solution if and only if there exists α * such that
i.e., Lβ * = 0 and ∇ β (x * , y * , β * ) + σ Lα * = 0, where ∇ β (x * , y * , β * ) = Ay * . This gets the last two equations in (9).
III. DISTRIBUTED ALGORITHM AND CONVERGENCE ANALYSIS A. DISTRIBUTED ALGORITHM
From the equalities in (9), the distributed optimization algorithm for solving (5) is designed as
where k is iteration step. The component form of the previous algorithm (12) can be written as
where a ij denotes the connection weight of agents i and j.
For the convenience of following analysis, the subscript is used to denote the iterations. Let
B. CONVERGENCE ANALYSIS Assume (x * , y * ) to be a solution of problem (5) . From Theorem 1, there exist α * ∈ R ms and β * ∈ R ms such that (x * , y * , α * , β * ) satisfies the equations in (9) . In the first place, the following functions are introduced
where · is the Euclid norm.
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Lemma 2: The V 1 (x k , y k ), V 2 (α k ) and V 3 (β k ) satisfy the following inequalities along the iterations in (14):
Proof: The details of the proof are in Appendix B. Theorem 2: Assume the graph of the multi-agent network for sharing the information on y to be connected and undirected. Then, (x k , y k ) in the distributed optimization algorithm (14) is globally convergent to an optimal solution of problem (5) if η < max{1/(2l x ), 1/(2λ max (A T A + l y I ))} and σ < 1/λ max (L), where λ max is the maximum eigenvalue of matrix, l x and l y are the Lipschitz constants of ∇ x f and ∇ y f respectively.
Proof: Assume (x * , y * ) to be an optimal solution of (5). From Theorem 1, there exist α * ∈ R ms and β * ∈ R ms such that (x * , y * , α * , β * ) satisfies the equations in (9) .
. Then combining with the results in Lemma 2, it follows that
where the second equality holds due to Lβ * = 0 and the last equality holds due to β k+1 − ζ k = A(y k+1 − y k ).
In the inequality in (15), we have
where the third equality holds since
Substituting (16) into (15) follows
in which I is the identity matrix, l x and l y are the Lipschitz constants of ∇ x f and ∇ y f respectively. If η < max{1/(2l x ), 1/(2λ max (A T A + l y I ))} and
Combining with the LaSalle invariance principle [29] (Theorem 6.4), (x k , y k ) converges to the largest invariant set
the equations in (9) . Thus (x k , y k ) is a solution to problem (5) . From the definition of V (x k , y k , α k , β k ) and (17), we have Finally, the following function is defined
On one hand, from above analysis, one gets
is radially unbounded on x k and y k , which follows the global convergence of (x k , y k ) to an optimal solution of problem (8) for any initial point.
Furthermore, combining the above analysis with Lemma 1, the state vector (x k , y k ) is globally convergent to an optimal solution of (5) provided that the graph of the multi-agent network for sharing the information on y is undirected and connected.
IV. APPLICATION TO OPTIMAL PLACEMENT
Next, the optimal placement problem [30] is investigated using the proposed distributed optimization algorithms. We consider some entities in R n with some pairs of the entities with connections by links. Among the entities, the positions of some ones are fixed, and the remaining are free. Our aim is to place the free entities to minimize the total length of the connections. For this problem, all the entities compose a network with an undirected graph. If we set the location of each node to be x i ∈ R n , the problem can be formulated as
in which E is the set of edges in the graph, f ij : R n × R n → R is a cost function on link (i, j), and f ij = 0 for unconnected nodes i and j. 
Example 1:
In the plane R 2 , 16 points are considered. Among them, 10 points are fixed, labeled as b l ∈ R 2 (l = 1, 2, . . . , 10), and the other 6 points are free, labeled as x i ∈ R 2 (i = 1, 2, . . . , 6). Fig. 1 depicts the links of all nodes. In addition, a bounding box constraint is set to restrict the location of each free point. The squared Euclidian norm is used to measure the distance between two connected nodes. Thus we get the following optimization problem
in which N i denotes the index set of neighbors of node i. We use the proposed algorithm in (13) to solve this problem. Each node i is assigned with a local objective function as
In the network, x i (i = 1, 2, . . . , 5) is private information of agents i and x 6 is shared information between agents 6 and i (i = 1, 2, . . . , 5). We rename the shared vectors in the agents. Let y 1 = y 2 = · · · = y 5 = x 6 for the five agents. Then the problem in (18) derives the following problem where
With random initial values, the simulation results are shown in Figs. 1 and 2 . The optimal locations of free nodes are shown in Fig. 1 , in which the blue solid squares are the fixed points, the red solid disks are the free points, and the green and pink dash lines are the links. The convergence behaviors of the outputs of the multi-agent network are depicted in Fig. 2 , which gets the optimal solution of the problem.
Example 2: We consider the problem in Example 1 with a different topology of the graph. The six free points x i ∈ R 2 (i = 1, 2, . . . , 6) are connected with a graph of circular diagram, and the neighbors of each node are given in Fig. 3 . The optimization problem is formulated as
In the network, since each x i (i = 1, 2, . . . , 6) is shared with its neighbors, we rename the shared vectors in the agents. Let y ij (i = 1, 2, . . . , 6, j = 1, 2) be the shared vectors; i.e., y 11 = y 12 = x 1 , y 21 = y 22 = x 2 , . . . , y 61 = y 62 = x 6 . Then the problem in (19) derives the following problem (in which y 71 = y 11 ) 
We use a six-agents network to solve this problem. Simulation results in Figs. 3 and 4 are generated with random initial values. The convergence of output vectors is depicted in Fig. 4 , and the optimal locations of free nodes are shown in Fig. 3 .
V. CONCLUSIONS
In this paper, a distributed convergence/consensus algorithm with Lagrange multiplier method was proposed to seek the optimal solutions of decomposable optimization problems based on the communication protocol in multi-agent networks. The private and shared information were both considered in the networks. By a simple mathematical transformation, the optimization problem was converted into a separable one, which was easily implemented for single-program-multiple-data (SPMD) parallel algorithms. Combining with the dynamic behavior analysis method for multi-agent networks, the convergence/consensus was proved under connected and undirected graph. Finally, the optimal placement was investigated and two numerical examples were given to illustrate the well performance of the proposed method.
APPENDIX A A. GRAPH THEORY
It is generally to denote a weighted graph by G = (V, E, A) to describe the multi-agent network, which is with three parts: 
B. PROJECTION OPERATOR
Assume to be a closed convex set. A map g (u) from R n to ⊆ R n is defined as the projection operator
Lemma 3: [31] Assume g (u) is the projection of u onto , then we have (u − g (u)) T (g (u) − v) ≥ 0, ∀u ∈ R n , v ∈ .
APPENDIX B

Proof of Lemma 2:
(i) Letg
which follows x k+1 =g X .
Then,
Let u = x k − η∇ x f (x k , y k ) and v = x * , by the inequality in Lemma 3, one gets
Combining with x k+1 =g X , we have
Let 
and v = y * . Combining with the inequality in Lemma 3, one gets
As y k+1 =g Y , we have
From the convexity of f , we have
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