Abstract-In this paper, we consider the problem of best approximation in e,(n), 1 5 p 5 co. If h,, 1 5 p < co, denotes the best &-approximation of the element h E W" from a proper affine subspace K of W", h @ K, then limp,1 h p --h* where h; is a best er-approximation of h from K, the i, so-called natural best er-approximation. We prove that, for every T E A, the best &approximations have a Taylor expansion of order T of the form for some crl E Wn, 1 5 1 5 T, and TV' E W" with I[rg' 11 = O((p -l)r+l).
INTRODUCTION
For z = (z(l), z(2), . . . ,x(n)) E BP, the &-norms, 1 5 p 5 cq are defined by Let K # 0 be a subset of W". For h E R" \ K and 1 5 p 5 00, we say that hp E K is a best &approximation of h from K if llhp -hllp 5 IIf -hllp f or all f E K. If K is a closed set of B", then the existence of hP is guaranteed. In the cases p = 1 and p = 00, the unicity of the best *This work was partially supported by Junta de Andalucia, Research Groups 0178, 0268, and by Miuisterio de Ciencia y Tecnologfa, Project BFM2000-0911. is not guaranteed. However, if K is a closed convex set and 1 < p < oo, there does exist a unique best &-approximation.
Throughout this paper, K will denote a proper a&e subspace of W" and we will assume, without loss of generality, that h = 0 and 0 $ K. In this context, in [l-3] , the authors give a complete description of the rate of convergence of the Polya algorithm as p + 00.
It is known [4, 5] that if K is an affine subspace of IR", then lim,,l h, = hT, where h; is a best el-approximation of 0 from K called the natural best [l-approximation.
In the literature, the convergence above is called the Polya l-algorithm. The natural best !I-approximation satisfies the following property. If L denotes the set of the best el-approximations of 0 from K, then h; is the only one that minimizes the expression Cy=, IhI(
In lhl(j)l, for all hl E L, where OlnO := 0. In [6] , it is proved that Ilh, -hT(l/(p -1) is bounded as p -+ l+. Also in [6] , the authors show that if L is a singleton, then (Ih, -h;ll = O(y'/(P-')) for some 0 5 y < 1. In [7] , we give a complete description of the rate of convergence of h, to h; as p -+ 1. Our aim is to prove that the best .$-approximation, h,, has a Taylor expansion about p = 1 of the type hp=h;+&(p-l)l+$);
I=1
for some al E lRn, 1 5 1 5 T, and rp ('I E lh?" with llrr'l/ = U((p -l)T+l).
Of course, the only part of the above expression requiring proof is the error estimate for 7:).
NOTATION AND PRELIMINARY RESULTS
Let J := {1,2,... ,n}. Let L denote the set of the best el-approximations of 0 from K and let hr be the natural best [l-approximation.
We define Jo = {j E J : hf(j) = 0) and Jo := J\Jo. We write K = h; + V, where V is a proper linear subspace of R", and we consider the linear subspace of V defined by Vo = {w E V : v(j) = 0, all j E Jo}.
The following result is known (see, for instance, [8, 9] ). 
where, if g E Iw", Z(g) := {j E J : g(j) = 0) and R(g) := J \ Z(g).
(2)
For u E V, u # 0, we consider the function cpv defined by 
jEJg jEJ0
Now, from (2) and (3), the following result follows immediately. Ill.
Henceforth, we will consider values of p near to 1. Since h,(j) -+ h;(j) as p --+ 1 for all j E J, we will assume that sgn(h,(j)) = sgn( hi(j)) if j E J,'. Obviously, we only need to consider the case I/~~'[[ # 0 for p near to 1. Taking a subsequence, if necessary, we define the unitary vector u E )I given by u = lim,,l y~)/llry~)ll.
By hypothesis, we can write h, = h; + c cq(p -1)" + $'.I.
I=1
Since /lrF'II = o((p -l)'), Lemma 3a implies al(j) = 0 for all j E Jo, 1 5 1 < r, and so r;'(j) = h*(j) if j E Jo. We consider two exhaustive cases. let. Jk, 1 5 k 5 s, be the set of indices j E $ such that ]h; (j)] = Pk. In [7] , it is proved that if c u(j) sgn(h;(j)) = 0, 1 I k < s, 'du E VO, -
jEJ!i then there are M > 0 and 0 5 y < 1 such that I/h, -h;ll 5 M yl/(P-l).
So, if (6) holds, we have an exponential rate of convergence of h, to h;, and hence, (5) follows immediately with CE~ = 0 E R" for all 1 5 1 5 T. Then, in order to obtain a nontrivial expansion of h, about p = 1, we may assume that &eJs u(j) sgn(h;(j)) # 0 for some u E VO and some 1 5 k 5 s.
