Abstract-Incremental
I. INTRODUCTION
In pattern classification, the number of features (attributes) indicates the complexity of a problem. The more features in a problem, the more complex it is. To solve complex classification problems, some dimensional reduction strategies like feature selection have been employed [1, 2] . However, these methods are invalid when the feature number is huge and almost all features are crucial simultaneously. Thus feature reduction is not the ultimate technique to cope with high dimensional problems.
A strategy for solving high-dimensional problems is "divide-and-conquer", where a complex problem is firstly separated into smaller modules by features and integrated after each module is tackled independently. Incremental Attribute Learning is an example of that. It is applicable for solving classification problems in machine learning [3] [4] [5] [6] . Previous studies show that IAL based on neural networks obtains better results than conventional methods [3] , [7] . For example, in Guan methods [5] , [6] , classification error rates of Diabetes, Thyroid and Glass, three machine learning datasets from University of California, Irvine (UCI), derived by neural IAL were reduced by 8.2%, 14.6% and 12.6%, respectively [8] .
However, because IAL incrementally imports features into systems, it is necessary to know which feature should be introduced in an earlier step. Thus feature ordering becomes a new preprocess apart from conventional preprocess like feature reduction. Previous studies of neural IAL presented contribution-based feature ordering method, where feature ordering was derived after each feature is solely employed to classify all outputs by neural networks. The result of each denotes every feature's ability for discrimination. However, such a wrapper is more time-consuming than filter [9] . Thus it is necessary to study on feature ordering based on filter methods.
In this paper, a new contribution-based feature ordering metric is presented. It is derived by correlations between input and output. Such a metric will be checked for applicability and accuracy by a neural IAL algorithm calledIncremental neural network Training with an Increasing input Dimension (ITID). In Section 2, ITID will be reviewed and the contribution-based feature ordering method will be presented in Section 3; three benchmarks will be validated by neural IAL and analyzed in Section 4; conclusions will be drawn in section 5 with outlines of future works.
II. IAL AND FEATURE ORDERING
A. IAL Based on some predictive methods like neural networks, IAL has exhibited its feasibility in solving multi-dimensional classification problems in a number of previous studies. ITID [12] , a representative of neural IAL based on Incremental Learning in terms of Input Attributes (ILIA) [7] , is shown applicable for classification. It is different from conventional approaches which train all features in one batch. It divides all input dimensions into several sub-dimensions, each of which corresponds to an input feature. After this step, instead of learning input features altogether as an input vector in training, ITID learns inputs through their corresponding sub-networks one after another and the structure of neural networks gradually grows with an increasing input dimension as shown in Figure1. During training, information obtained by a new sub-network is merged together with the information obtained by the old network. Moreover, based on ILIA, ITID has a pruning technique which is adopted to find the appropriate network architecture. With less internal interference among input features, ITID achieves higher generalization accuracy than conventional methods [12] . 
B. Ordered Feature Training in IAL
According to the mechanism of ITID, it is manifest that features should be introduced to the system in some orders. Although feature ordering is seldom used in conventional methods where features are trained in one batch, it is believed that ordered features are necessary for improving final classification performance in pattern recognition based on IAL approaches [6, 13] . In previous studies, feature ordering calculation has been developed by two different kinds of ways: ranking-based and contribution-based. Such an isolation of feature ordering approaches is similar to that in feature selection, where ranking-based and contribution-based approaches are called filter and wrapper, respectively. Different from feature selection where the purpose of which is to search a feature subset for obtaining the optimal results, feature ordering aims to arrange proper sequence of features for calculate the optimal results. That is, feature reduction like feature selection usually scraps useless features or reduces the weights of useless features, while feature ordering does nothing but give a sequence to features by discrimination ability. Therefore, apart from different objectives, feature selection and feature ordering are similar to each other. Hence in feature ordering studies, ranking-based approach also can be named filter-like method, while contribution-based approach can be called as wrapper-like method.
In previous studies, it has been validated that ranking-based feature ordering computing is better than contribution-based approaches usually at least in two different aspects: time and error rate [11] . Feature ordering is a unique and indispensable data preparation job of IAL. Once features are ranked or their contributions are calculated, datasets should be transformed according to their feature ordering. After that, patterns are randomly divided into three different datasets: training, validation and testing [13] . All vectors in these three datasets should be sorted according to the feature ordering and employed for classification by machine learning later.
III. CORRELATION AMONG INPUTS AND OUTPUTS
Usually, there are three types of correlations in the datasets of classification problems: correlation between input features, correlation between input features and output classes, and correlation between output classes. Because no patterns belong to two or more classes simultaneously, classification has an either-or situation. Consequently, it is only necessary to check the first two types of correlation for one dataset, and relations between input and output, and relations among each features should be studied in IAL.
Actually, the study on correlation in pattern recognition is not something new. Previous research on correlation in pattern recognition aims to develop feature selection approaches that can be used to alleviate the effect of the curse of dimensionality, enhance generalization capability, speed up learning process and improve model interpretability. Furthermore, most of the previous research in this area focused on feature selection. In order to achieve above objectives, feature selection approaches are divided into two categories: feature subset selection and feature ranking. The former searches a set of possible features for the optimal subset, while the latter ranks features by a metric and discards all features whose score is under the threshold according to some criteria. When correlation analysis is employed in the feature selection process, both feature ranking and subset searching, can be used for classification. Previous research confirmed that good feature subsets often contain high-correlated features with the classification, but uncorrelated to each other [10] . Therefore, in the process of feature selection, for feature ranking, we should select features which not only have high correlation with outputs, but also have low correlation with each other; for feature subset selection, we should search the optimal feature subset that has high correlations with classification outputs and low correlations among themselves. Thus, for feature subset selection and feature ranking, no matter which type is selected for feature selection, these two correlation analysis approaches for classification are the same in essence.
Moreover, in Incremental Attribute Learning, data preparation is quite different from conventional machine learning approaches, where features are trained by batch. Feature ordering, a new data preprocessing stage, is deemed as a requirement before training. Due to the fact that feature ranks have different values which can be employed as a measurement to arrange features in some order, feature ranking is more useful in data preprocessing phase than subset searching. Accordingly, features should be trained one by one according to the order derived by the fusion of correlations between input features and that with input and output together.
Correlation-based feature ordering can be calculated by
where Correlation Index of i-th feature is presented, which can be calculated by the ratio between correlation of i-th input and all output, and the average correlation between i-th feature and all other input features. Furthermore, correlation can be calculated by Pearson Correlation Coefficient or Covariance Matrix. Similar to correlation-based feature selection, it is obvious that the greater the correlation index in (1), the earlier the feature should be trained.
IV. BENCHMARKS
In this study, proposed feature ordering based on correlation were tested with datasets from UCI Machine Learning Repository. There are three datasets used in this International Journal of Machine Learning and Computing, Vol. 2, No. 6, December 2012 study: Diabetes Thyroid, and Cancer. The brief information about the datasets employed in the experiments has been shown in Table I . In the experiments, all datasets were firstly normalized, and the covariance matrices of these normalized datasets were calculated in the next step. According to the covariance matrices, correlations can be obtained, and feature ordering also can be computed based on (1). Then Neural IAL approaches were employed for pattern classification. Patterns for training, validation and testing were divided by 50%, 25% and 25%, respectively.
In this study, all the experimental results were compared with results derived by other three approaches. Firstly, Contribution-based wrapper feature orderings, which have been presented in [12] ; secondly, Original Orderings are based on feature's original order shown in datasets; and lastly, conventional method has no feature ordering, which trains all features in one batch and is not an IAL approach but a traditional one. According to Table II -VII, Classification Errors derived by Correlation-based approaches are quite lower than those calculated by contribution-based wrappers and approaches in original ordering and conventional methods which train all features in one batch. Therefore, the feature ordering criterion based on the metric of correlation index is useful to obtain feature orderings for IAL. Moreover, before training, validation and testing, all data should be reformed according to the descending ordering of correlation index of features. In the experiments of this study, Diabetes and Cancer are univariate classification problems, while Thyroid has three different output classes. Therefore, the correlation-based approach presented in this study cannot only solve univariate classification problems, but also cope with multi-category problems.
V. CONCLUSIONS
Correlations among inputs and outputs are crucial to rank features' significance for feature ordering in pattern classification based on IAL. The ratio between the average of input correlations and input-output correlations has been confirmed as a novel metric for feature ordering calculation. Experimental results on benchmarks denote that such a metric is able to be used not only in univariate classification problems, but also multi-category problems, and it can exhibit better performance in both of these two kinds of problems than contribution-based wrapper approaches and conventional batch feature training methods.
In the future, studies of correlation between inputs and outputs for feature ordering ranking will be continue, and the ranking criteria will be merged with some other metircs like mutual information, linear discriminant and so on. Whether such a proposal can bring higher accuracy in classification error rate and reduce the computational complexity in both preprocess and machine learning process will be an important issue in future research on IAL.
