Document clustering is one of the difficult and recent research fields in the search engine research. Most of the existing documents clustering techniques use a group of keywords from each document to cluster the documents. Document clustering arises from information retrieval domains, and "It finds grouping for a set of documents belonging to the same cluster are similar and documents belongs to the different cluster are dissimilar". The nformation retrieval plays an important role in data mining for extracting the relevant information for related to user request. Information retrieval finds the file contents and identifies their similarity. It measures the performance of the documents by using the precision and recall. In this paper we proposed a phrase based clustering scheme which based on application of Suffix Tree Document Clustering (STDC) model. The proposed algorithm is designed to use the STDC model for accurate equivalent representation of document and similarity measurement of the similar documents. This method of clustering reduces the grouping time and similarity accuracy as compared to other existing methods.
INTRODUCTION
Document retrieval systems typically present search results in a ranked list, ordered by their estimated relevance to the query. The similarity based relevancy is estimated between the text of a document and the query. Such ranking schemes work well when users can formulate a well-defined query for their searches. The users of search engines often formulate very short queries that often retrieve large numbers of documents. Based on such a condensed representation of the user's search interest, it is impossible for the search engine to identify the specific documents that are of interest to the users. Moreover, many webmasters now actively work to influence rankings. These problems are exacerbated when the users are unfamiliar with the topic they are querying about, when they are novices at performing searches, or when the search engine's database contains a large number of documents. These conditions commonly exist for Web search engine users. Therefore the vast majority of the retrieved documents are often of no interest to the user, such searches are termed as low precision searches. The low precision of the search engines coupled with the ranked list presentation force users to sift through a large number of documents and make it hard for them to find the information they are looking for. As low precision searches are inevitable, tools must be provided to help users "cope" with (and make use of) these large document sets. Such tools should include means to easily browse through large sets of retrieved documents [1] and [2] [3] [4] .
The objective of paper is to make search engine results easy to make document cluster. Document clustering algorithms attempt to group similar documents together. In this paper the proposed method is a phrase based clustering scheme which based on application of Suffix Tree Document Clustering (STDC) model.
BACKGROUND TECHNIQUES

Clustering and Its Models
Cluster analysis or clustering is the task of assigning a set of objects into groups (called clusters) so that the objects in the same cluster are more similar (in some sense or another) to each other than to those in other clusters. The main task of clustering is explorative data mining, and the common technique for statistical data analysis used in many fields, like including machine learning, pattern recognition, image analysis, information retrieval, and bioinformatics. The notion of a "cluster" varies between algorithms and is one of the many decisions to take when choosing the appropriate algorithm for a particular problem. The terminology of a cluster seems obvious: a group of data objects. The clusters found by different algorithms vary significantly in their properties, and understanding the cluster models is key to understanding the differences between the various algorithms [3] [4] [5] .
Graph-based models: a clique, i.e., a subset of nodes in a graph such that every two nodes in the subset are connected by an edge can be considered as a prototypical form of cluster. Relaxations of the complete connectivity requirement (a fraction of the edges can be missing) are known as quasicliques [4] [5] [6] .
A "clustering" is essentially a set of such clusters, usually containing all objects in the data set. Additionally, it may specify the relationship of the clusters to each other, for example a hierarchy of clusters embedded in each other. Clustering can be roughly distinguished in:
Hard clustering: each object belongs to a cluster or not Soft clustering (also: fuzzy clustering): each object belongs to each cluster to a certain degree (e.g. a likelihood of belonging to the cluster) There are also finer distinctions possible, for example: Strict partitioning clustering: here each object belongs to exactly one cluster Strict partitioning clustering with outliers: objects can also belong to no cluster, and are considered outliers.
Overlapping clustering (also: alternative clustering, multiview clustering): while usually a hard clustering, objects may belong to more than one cluster.
Hierarchical clustering: objects that belong to a child cluster also belong to the parent cluster Subspace clustering: while an overlapping clustering, within a uniquely defined subspace, clusters are not expected to overlap [7] [8] .
Document Clustering
Document clustering (or Text clustering) is automatic document organization, topic extraction and fast information retrieval or filtering. It is closely related to data clustering. A web search engine often returns thousands of pages in response to a broad query, making it difficult for users to browse or to identify relevant information. Clustering methods can be used to automatically group the retrieved documents into a list of meaningful categories, as is achieved by Enterprise Search engines. Document clustering involves the use of descriptors and descriptor extraction. Descriptors are sets of words that describe the contents within the cluster. Document clustering is generally considered to be a centralized process. Examples of document clustering include web document clustering for search users. The application of document clustering can be categorized to two types, online and offline. Online applications are usually constrained by efficiency problems when compared offline applications. In general, there are two common algorithms. The first one is the hierarchical based algorithm, which includes single link, complete link, group average and Ward's method. By aggregating or dividing, documents can be clustered into hierarchical structure, which is suitable for browsing. However, such an algorithm usually suffers from efficiency problems. The other algorithm is developed using the Kmeans algorithm and its variants. Usually, it is of greater efficiency, but less accurate than the hierarchical algorithm [9] and [10] .
Related Works
Lan Yu et. al. In this paper, we use one of the data mining algorithms (clustering) to analyze PHS test data with the help of SQL Server. The purposes of experiments are to discover how to construct a training set and how to set parameters of Microsoft clustering algorithm. Some valuable conclusions are achieved. A good training set should have sufficient records, but a huge number of records could degrade the performance of clustering. That is the reason why the accuracy of case 2 is better than that of case 1. And using all data to compose a training set as case 1 of this experiment is not practical. When the number of the training set is determinate, the more records a ranking has, the higher accuracy of this ranking obtained [2] .
M. Asif Naeem et. al. proposed a novel clustering algorithm called Hierarchical Particle Swarm Optimization (HPSO) data clustering. The proposed algorithm exploits the swarm intelligence of cooperating agents in a decentralized environment. The experimental results were compared with benchmark clustering techniques, which include K-means, PSO clustering, Hierarchical Agglomerative clustering (HAC) and Density-Based Spatial Clustering of Applications with Noise (DBSCAN). The results are evidence of the effectiveness of Swarm based clustering and the capability to perform clustering in a hierarchical agglomerative manner. The approach to tackling the problem of hierarchical agglomerative clustering through hierarchical particle swarm optimization based clustering is inspired by the collective intelligent behavior of swarms. HPSO-clustering has the properties of both partitioned based data clustering and hierarchical data clustering. Experimental results verify the performance of PSO against PSO, traditional hierarchical agglomerative clustering and K-means clustering [1] .
Yun Ling et. al. utilized correspondence analysis algorithm to process matrix decomposition and then make use of Bayesian approach for co-clustering. They find that utilizing the two methods synthetically is very significative to solve actual problems. Experiments on synthetic and real world data demonstrate the efficiency and effectiveness of the algorithm. They proposed a CA method for fast co-clustering on large data. The learned knowledge is useful when synthesizing these two methods. Because of the small size of the approximation matrices, it has runtime complexity equal to orders of magnitude faster than the runtime complexity of the previous co-clustering algorithms. Due to its low complexity and simple implementation the work presented will make a broad application [3] .
M. Sudharshan et. al. propose an innovative clustering technique called the Rapid Clustering Method (RCM), which uses Subtractive Clustering combined with Fuzzy CMeans clustering along with a histogram sampling technique to provide quick and effective results for large sized datasets. Rapid Clustering Method can be used to cluster the dataset and analyze the characteristics in a social network. It can also be used to enhance the cross-selling practices using quantitative association rule mining. With the help of RCM they can obtain rapid results and identify structural changes much more quickly. They considered the problem of clustering data over time and proposed a rapid clustering technique so that it can be used to generate quicker results for social network analysis [4] .
PROPOSED TECHNIQUES
The proposed algorithm is designed to use the STDC model for accurate equivalent representation of document and similarity measurement of the similar documents. This method of clustering reduces the grouping time and similarity accuracy as compared to other existing methods. The main focus of the paper is implementing the steps of Suffix Tree Document Clustering (STDC) algorithm for information retrieval. We have introduced the Suffix Tree Clustering algorithm, which generates and describes clusters based on common phrases that are found in the document set. STDC uses a suffix tree to efficiently identifying these common phrases. We have shown STDC to be linear in the length of the document set, incremental, and to produce overlapping clusters.
Proposed STDC Mechanism
Our proposed Suffix Tree Document Clustering (STDC) mechanism have four steps, these are as follows: 
Document Collection
The collection of documents is the very first to perform the searching. The documents are collected in the dataset. The collected documents can be either text documents or the web documents, but the tool performs the clustering on the text documents.
Document Cleaning
In Document cleaning, data is cleaned from the missing values, smoothing noisy data and inconsistencies. Data cleaning is the preprocessing of the data, through which data is cleaned and processed that is input to the next step to the Suffix Tree structure. Preprocessing includes the steps such as:
Tokenization
Stop-word removal
3. Stemming algorithm
Tokenization
Tokenization is the preprocessing step, in which sentences are divided into tokens. Tokenization is the process of identify the word and sentences boundaries in the text. The simplest form of tokenization is the white space character as a word delimiters and selected punctuation mark such as ".","?"and "! ". Each word assigns a token id.
Stop-word removal
There are many words in the document that contain no information about the topic. Such words don't have any meaning or no use while creating the suffix tree structure. Stop words are also referred to the as function words that have their own identifiable meaning. Such words that occur in the stop list are: and, but, will, have etc. The list of stop word is store in the database.
Stemming Algorithm
In the stemming procedure all words in the text document are replaced with their respective stem. A stem is a portion of a word that would be left after removing the affixes (suffixes and prefixes). Different form of words can be reduced into one base form by using the stemmer. Lots of stemmer created for the English language. The process of stemmer development is easy. There is lot of stemmers available for English language. For example: connected, connecting, interconnection is transformed into word connect.
Phrase identification of Cluster
In this step, the STDC algorithm identifies all maximal phrase clusters. This is done efficiently using a suffix tree. The identification of phrase clusters can be viewed as the creation of an inverted index of phrases for the document collection. The phrase clusters are scored and the highest scoring ones are selected for further consideration. We create a generalized suffix tree from all the sentences (as defined above sequence of words between phrase boundaries) of all the documents in document set. Each leaf is marked with a sentence identifier that also identifies which document it belongs to.
The key feature of the suffix tree is that each internal node v represents a group of documents and a phrase that is common to all of them. The label vp of internal node v is the common phrase. All the leaves in the sub-tree of v correspond to sentences that have suffixes that start with the phrase vp. Therefore, the group of documents containing vp can be determined from these leaves (actually, we can also determine how many times the phrase vp appears in each document and where). This leads us to the following observation: every possible maximal phrase cluster corresponds to an internal node in suffix tree. By this we mean that the phrase of the phrase cluster equals the label of the node, and the set of documents of the phrase cluster equals the set of documents designated by the leaves in that node's sub-tree. To see why this is true take a maximal phrase cluster m with phrase mp. Phrase cluster m contains at least two documents, say i and j, that contain mp. Therefore documents i and j contain sentences which have suffixes that contain mp. It means that there exists a path in the suffix tree, starting from the root, whose label starts with the phrase mp. As there are two sentences (from different documents) that share this phrase, there must be an internal node u on this path, whose label up either equals mp or else is the first label from the root that has mp as a prefix. The phrase cluster corresponding to node u must include all the documents that contain the phrase mp, therefore as m is a maximal phrase cluster, mp must be equal to up otherwise a word could have been added to mp (the next word in up after the prefix mp) without decreasing the number of documents in the phrase cluster.
The reverse is not true. First, an internal node in the suffix tree might not correspond to a phrase cluster as all the leaves in its sub-tree might originate from suffixes of sentences from a single document. An internal node that has leaves in its subtree from at least two different documents does correspond to a phrase cluster, but not necessarily to a maximal phrase cluster. This could happen if the phrase vp of node v is found in all the documents it appears in as a prefix of longer phrase, say vpx, with x being some word, but vp also appears in at least one of these documents in itself (i.e., ending a sentence or followed by a word other than x). In this case, in the phrase cluster corresponding to node v, the word x could be added to the phrase vp without changing it document set, thus it is not maximal.
We can however state a weaker point of an internal node for which all the leaves in its sub-tree originate from different documents does correspond to a maximal phrase cluster. This is true because if such an internal node v did not correspond to a maximal phrase cluster, then it would necessarily have a child whose set of leaves (in its sub-tree) equals the set of leaves of node v. This would mean that v has a single child, which is contrary to the definition of a suffix tree.
After creating the suffix tree, we determine which nodes correspond to the maximal phrase clusters, and assign to each of these a score that is a function of the number of documents it contains, and its phrase. This is done in a single traversal of the tree. The score of a phrase cluster attempts to estimate its usefulness for clustering task. The score s(m) of maximal phrase cluster m with phrase mp is given by:
where |m| is the number of documents in phrase cluster m, wi are the words in mp, tfidf(wi) is a score we calculate for each word in mp, and |mp| is the number of words in mp that are not stop-words (i.e., the effective length of the phrase). The function f penalizes single word phrases, is linear for phrases that are two to six words long, and becomes constant for longer phrases.
Term frequency -inverse document frequency (tfidf) is a commonly used IR technique for assigning weights to individual words. The rationale is that the more frequent the word is in a document (the term frequency portion) the more important it is in representing the document's aboutness. Likewise, the less frequent the word is in the whole document collection (the inverse document frequency portion) the more likely it is to be a good differentiator between documents, and thus more important to the IR task. We calculate the tfidf(wi,d) score of word wi in document d using the following formula:
tfidf(wi,d) = (1+ log(tf(wi,d))) · log(1 + N/df(wi))
where tf(wi,d) is the number of occurrences of word wi in document d, N is the total number of documents in our document set and df(wi) is the number of documents that term wi appears in. However, we have found that the inverse document frequency component appears to be more accurate when we use the statistics collection, rather than of the retrieved document set. Therefore N will equal the number of documents collection and df(wi) is the number of documents collection that term wi appears in.
Finally, we select only the k highest scoring phrase clusters. This selection is designed to keep the cost of the next step constant, but we have found that it also has another important advantage: it prevents the next step from being influenced by low scoring, and thus presumably less informative, phrase clusters.
Phrase Merging Clusters
In the previous step, we have identified groups of documents that share phrases. However, documents may share more than one phrase. Therefore, the document sets of distinct phrase clusters may overlap and may even be identical. To avoid the proliferation of nearly identical clusters, the third step of the STC algorithm merges phrase clusters with a high overlap in their document sets (phrases are not considered in this step). We define a binary similarity measure between phrase clusters based on the overlap of their document sets. Given two phrase clusters mi and mj, with sizes |mi| and |mj| respectively, and |mi ∩ mj| representing the number of documents common to both phrase clusters, we define the similarity sim(mi,mj) of mi and mj to be:
sim(mi,mj) = 1 if |mi ∩ mj| / |mi| > α and |mi ∩ mj| / |mj| > α sim(mi,mj) = 0 otherwise where α is a constant between 0 and 1 (we typically use α = 0.6). Next, we look at the phrase cluster graph, where nodes are phrase clusters, and two nodes are connected if and only if the two phrase clusters have a similarity of 1. A cluster is defined as being a connected component in the phrase cluster graph. We call these merged clusters. Each merged cluster contains the union of the documents of all its phrase clusters.
Performance Evaluation of proposed STDC Algorithm
The phrase clusters using the equivalent of a single-link clustering algorithm, where a predetermined minimal similarity between phrase clusters serves as the halting criterion. We do not encounter the undesired chaining effect of single-link clustering because in the realm of phrase clusters we typically find only small connected components.
We process the phrase clusters one at a time, in descending order, based on their scores. For each phrase cluster, we check its similarity to all phrase clusters already processed, and update the phrase cluster graph and the resulting clusters accordingly. Thus we can produce meaningful results even if an impatient user halts the algorithm in the middle of this phase.
As mentioned before, in this step we process only the k highest scoring phrase clusters. We also have a minimum phrase cluster score threshold and in addition discard the lower scoring 20% of the phrase clusters. This is important to keep the cost of this step constant, but it is also important in preventing this step from being influenced by low scoring, and thus presumably less informative, phrase clusters.
The final merged clusters are scored and sorted based on the scores of their phrase clusters and their overlap. Currently we use a simple scoring method: the score of a merged cluster is equal to the sum of the scores of its phrase clusters. As the final number of merged clusters can vary, we consider (and report) only the top few clusters. Typically, only the top 10-15 clusters are reported. We show that the non-incremental version of STDC has a linear time complexity. The incremental version of the algorithm is presented and analyzed in the following section.
Incremental Clustering
The cost of the first step, document parsing, is obviously linear with the document set length (the sum of the lengths of all the documents in the clustered document set). If we assume the length of each document to be bound by some maximal length, this step is linear with the number of documents to be clustered.
To construct the suffix tree algorithm, which is also linear with the document set length. In one depth-first traversal of the suffix tree we can determine which nodes correspond to maximal phrase clusters, calculate their scores, and select the top k phrase clusters. To determine maximal phrase clusters we must calculate the number of documents represented in the sub-tree of each node. For each node we determine the set of documents that is represented in its sub-tree by performing a union of the sets of all of its children. This process has the potential to be quadratic in the number of documents. But in our domain, sentences are very rarely more than twenty words long, and any longer sentences are split into sections of twenty words in length. This ensures us that the longest path from the root to any leaf in the suffix tree includes no more than twenty internal nodes. This, in turn assures that calculating the number of documents represented the sub-tree of each node is linear.
The third step of the algorithm is quadratic in the number of phrase clusters being compared, but as we bound this by a constant k, we can treat this step as being of constant time. Thus, the overall time complexity of STDC is linear with regard to the document set length, or if we assume the length of the documents is bounded by some maximal length, STC is linear with the number of documents to be clustered.
We have presented the STDC algorithm and have shown it to be linear in the document set length, as well as incremental, if needed. These are crucial for any interactive clustering system. We now focus on two additional characteristics of the algorithm: being phrase based and generating overlapping clusters.
As mentioned previously, most clustering algorithms treat a document as a set of words. STDC identifies common phrases in the documents and uses them as the basis for clustering. This can improve the quality of the clusters by utilizing more information present in the text of the documents, and is useful in constructing concise and accurate descriptions of the clusters. We have noticed in own experiments that users often had a hard time interpreting the clusters when the clustering algorithm has a non-intuitive definition of a cluster. STDC used a simple cluster definition: all documents that contain at least one of the cluster's (hopefully related) phrases are members of that cluster. Allowing a document to appear in more than one cluster acknowledges that documents are complex objects that may be grouped into multiple potentially overlapping, but internally coherent, groups. This is actually the reason many IR system use some form of dot-product document similarity measure: it allows a document to be similar to multiple distinct documents or centroids that could in turn be very dissimilar from each other.
In STDC, as documents may share more than one phrase with other documents, each document might appear in a number of phrase clusters. Therefore, a document can appear in more than one cluster. Note that the overlap between clusters cannot be too high; otherwise they would have been merged into a single cluster. We believe that this feature is highly advantageous to the user in terms of understanding the clusters. But there is another advantage to this feature -if a document is erroneously placed in the wrong cluster (e.g., because of a fluke high similarity with unrelated documents) the effects of this are not as bad as in algorithms with nonoverlapping clusters. This is because in STDC the document also be placed in its "correct" cluster. The STDC algorithm does not require the user to specify the required number of clusters, as do many of the clustering algorithms. It does require, on the other hand, the specification of the threshold used to determine the similarity between phrase clusters.
Pseudo-code of Suffix Tree Document
Clustering Technique: 
EVALUATION MATRICES AND RESULTS ANALYSIS
Evaluation Metrics for effectiveness of Cluster
In this paper we implement proposed Suffix Tree Document Clustering technique using MATLAB tool.
In order to evaluate the quality of the clustering, there are many different quality measures to access the cluster effectiveness. There are three quality measures are adopted, which are widely used in the text mining literature for the purpose of document clustering. The first is the F-measure, which combines the Precision and recall ideas in information retrieval. The second measure is the Purity which indicates the percentage of the dominant in the given cluster. And finally measure the Entropy, which tells how homogeneous a cluster is. The higher the homogeneity of a cluster, the lower the entropy is, and vice versa. To sum up, the approach maximizes the F-measure and minimizes the entropy score of the clusters to achieve a high-quality clustering.
In an information retrieval scenario, the instances are documents and the task is to return a set of relevant documents given a search term or equivalently, to assign each document to one of two categories, "relevant" and "not relevant". In this case, the "relevant" documents are simply those that belong to the "relevant" category. Recall is defined as the number of relevant documents retrieved by a search divided by the total number of existing relevant documents, while precision is defined as the number of relevant documents retrieved by a search divided by the total number of documents retrieved by that search.
In information retrieval contexts, precision and recall are defined in terms of a set of retrieved documents (e.g. the list of documents produced by a web search engine for a query) and a set of relevant documents (e.g. the list of all documents on the internet that are relevant for a certain topic), cf. relevance.
Precision
In the field of information retrieval, precision is the fraction of retrieved documents that are relevant to the search:
Precision takes all retrieved documents into account, but it can also be evaluated at a given cut-off rank, considering only the topmost results returned by the system. Precision is also used with recall, the percent of all relevant documents that is returned by the search. The two measures are sometimes used together in the F1 Score (or f-measure) to provide a single measurement for a system. Note that the meaning and usage of "precision" in the field of Information Retrieval differs from the definition of accuracy and precision within other branches of science and technology.
Recall
Recall in information retrieval is the fraction of the documents that are relevant to the query that are successfully retrieved.
In binary classification, recall is called sensitivity. So it can be looked at as the probability that a relevant document is retrieved by the query. It is trivial to achieve recall of 100% by returning all documents in response to any query. Therefore, recall alone is not enough but one needs to measure the number of non-relevant documents also, for example by computing the precision. Precision is the probability that a (randomly selected) retrieved document is relevant. Recall is the probability that a (randomly selected) relevant document is retrieved in a search.
F-measure
A measure that combines precision and recall is the harmonic mean of precision and recall, the traditional F-measure or balanced F-score:
Based on this formula the F-measure for overall quality of cluster set C is defined by the following formula: F
Purity
Cluster purity indicates the percentage of the document class members in the given cluster. For measuring the overall clustering purity we weighted average purity as follows:
Entropy
Entropy is a measure of un-predictability or information content. To get an informal, intuitive understanding of the connection between these three English terms, consider the example of a poll on some political issue. Usually, such polls happen because the outcome of the poll isn't already known.
Shannon denoted the entropy H of a discrete random variable X with possible values {x 1 , ..., x n } and probability mass function P(X) as, Here E is the expected value operator, and I is the information content of X.
I(X) is itself a random variable. The entropy can explicitly be written as
Where b is the base of the logarithm used.
To sum up we would like to maximize the F-measure and Purity and the entropy score of the cluster to achieve the effectiveness.
Results Analysis
Our proposed fast and efficient phrase based Suffix Tree Document Clustering (STDC) techniques results analysis using performance evaluation matrices like F-measure, Purity and Entropy, table given below showed the values of all parameters and all the graphs described the performance of our proposed clustering techniques. The parameters are total number of files, word count, total number of nodes, sorted nodes, purity, entropy, F-measure, total number of strings, sorted string, total numbers of clusters, and total time (s). 
CONCLUSION
Document clustering has initially been investigated in Information Retrieval mainly as a means of improving the performance of search engines by pre-clustering the entire corpus. The cluster hypopaper stated that similar documents will tend to be relevant to the same queries, thus the automatic detection of clusters of similar documents can improve recall by effectively broadening a search request. In our paper we are proposed a phrase based clustering scheme which based on application of Suffix Tree Document Clustering (STDC) model. Our proposed Suffix Tree Document Clustering (STDC) mechanism have four steps, these are Document collection as input, Document Cleaning, Phrase Identification of Clusters and Phrase Merging Clusters. We conclude that our proposed STDC technique is better perform based on document clustering than k-means clustering.
