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The ongoing information explosion has a particular impact on business
areas, involving corporate strategy and business decision-making. Business
intelligence tools aim to help users to understand market trends, which is
critical for their day-to-day operations. For example, it is a typical business
intelligence task to effectively obtain accurate and relevant information
about the competitor’s activity in the same industry sector. This thesis
presents research on a natural language processing system, which aims to
address the problem of information overload in the business domain. It
uses document filtering, information extraction, and supervised and semi-
supervised learning. Input to the system includes news documents from
on-line news websites and company press pages.
We first demonstrate that a combination of NLP techniques and frequent
sequential pattern mining can be used for finding patterns from unstruc-
tured natural-language text, i.e., news articles. The patterns relate to a
specific domain of news. Evaluation results show that scenario-based sum-
marization can filter out irrelevant documents and also extract important
sentences from relevant documents as summaries for pre-defined scenarios
in a specific domain. For document-level filtering, this method achieves
very high precision, while keeping quite high recall in our study.
Next, we present experiments with supervised learning for labelling business-
news documents with multiple industry sectors. The main contribution
iii
iv
is that combining a named-entity-based rote classifier with the balanced
classifiers yields better results than either classifier alone. This method
also improves on the best score previously reported, while using the same
amount of training data for the rote classifier, and considerably less for the
statistical classifiers.
We then explore the interplay between company news, social media visibil-
ity, and stock prices. Information extracted from on-line news by means
the of deep linguistic analysis is used to construct queries to various social
media platforms. The main results presented in the thesis demonstrate the
interesting correlations between the mentions of a company in the news
and the views of its page in Wikipedia.
Based on the above research topics, the thesis also presents the design
and architecture of a complete decision-support system. The system is an
example of using the above research results to extract, analyze and organize
information from plain-text news.
Computing Reviews (1998) Categories and Subject
Descriptors:
I.2.7 [Artificial Intelligence]: Natural Language Processing - Text
analysis
H.3.3 [Information Storage and Retrieval]: Information Search and
Retrieval
H.2.8 [Database Applications]: Data mining
General Terms:
Natural Language Processing, Information Extraction, Machine Learning,
Decision Support
Additional Key Words and Phrases:
Information Explosion, Business Intelligence, Information Retrieval,
Document Filtering, Supervised Learning, Sequential Patterns,
Information System
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Chapter 1
Introduction
The ability of users to leverage information and convert it into actionable
knowledge, getting the right information to the right people at the right
time via the right channel is important for them to make strategic plan-
ning and informed decision making. This ability is supported by business
intelligence (BI) tools. However, only preliminary parts of information col-
lection for BI (e.g., document filtering, clustering and classifying) are done
by machines according to an overview of language analysis applications in
the business domain in this paper [1].
According to a survey conducted by Domo Technologies [2] in 2012, the
consumerization of business intelligence is growing; the demands for the
BI data to be more timely, more easily accessible, more easily visualized,
as well as guaranteeing data integrity are considered to be the greatest
challenges for BI professionals. Considering the rapidly growing number
of raw data placed on the Internet, manual work for converting raw data
to BI data is not a viable solution. In order to address the information
overload issue and provide useful decision support in the business domain
automatically, this research explores various methods to process raw on-line
plain text into meaningful information for business users.
Document filtering (DF) is a technology often used in the beginning of
text processing to retrieve relevant documents from a large dataset. This
research proposes a method, which combines NLP techniques and frequent
sequential pattern mining to filter irrelevant documents from a massive
number of news documents on-line in real time. For document-level filtering
in the business domain, this method achieves very high precision, while
keeping high recall in our study.
Information Extraction (IE) is the main technology used to transform
unstructured natural language text into pre-specified structured informa-
tion [3]. The structured information can be stored into the database for
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later query. Different methods of IE are described in Section 5.3.2. This
research uses a pattern-based extraction method1 to extract structured
business information. The pre-specified structured information extracted
by our IE patterns includes business activities such as corporate acquisi-
tions, new product launches, investments, management-post appointments,
etc. Each activity contains a number of attributes involved in the activity,
such as companies, persons, location, business value, etc.
Machine learning (ML) is widely used to extract information from the
unstructured data. This research experiments with supervised learning for
labelling news documents with multiple industry sectors. We propose a
method, which combines a named-entity-based rote classifier with the bal-
anced supervised learning classifiers. The combination yields better results
than either classifier alone. This method also improves on the best score
previously reported.
Once we have extracted business information from news as stated above,
we then explore the interplay between company news, social media visibil-
ity, and stock prices. Companies in business activities are used to construct
queries to various social media platforms. We identified that the mentions
of a company in the news and the views of its page in Wikipedia has inter-
esting correlations.
The main research question is to study ”How to address information
overload and provide decision support in the business domain?” In order
to answer this question, this thesis focuses on the following sub-questions:
• RQ1: How to filter irrelevant documents from many sources of con-
tinuously streaming news?
• RQ2: How to extract information not explicitly present in text from
plain-text news?
• RQ3: How to link external information, e.g., social media visibility
and stock prices with news?
• RQ4: How to construct the business decision-support system (DSS)
using information from unstructured text data?
By integrating information extracted and processed by DF, IE and
ML, we propose a combined approach to develop PULS Business Decision-
1An extraction pattern contains an indication for specific variable tokens and their
surrounding context. While the surrounding context is fixed, the tokens are variable.
An IE system usually has a large number of such extraction patterns to match required
facts [4, 5, 6, 7, 8, 9, 10, 11].
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Support System (P-BDSS)2, as an example design and implementation that
helps to solve these questions.
1.1 Methodology
Table 1.1 shows an overview of the research methodology used in this thesis.
Research Questions Methodology Publications
RQ1: How to filter ir-
relevant documents from
many sources of continu-
ously streaming news?
Data collection, statis-




RQ2:How to extract the








RQ3: How to link exter-
nal information (e.g., so-
cial media visibility and
stock prices) with news?
Statistical data analy-
sis and case study
PIV & PV
RQ4: How to construct








Table 1.1: The methodology of this thesis.
PI collects relevant plain-text data and pre-processes the data into
structured sequential data. We use news articles collected from business
RSS as described in section 2.1.2. Statistical data analysis is used to un-
derstand the data and mine frequent sequential patterns. With a small
amount of effort required for manual selection, these patterns can be used
for domain-specific scenario-based document summarization and informa-
tion extraction. Evaluation is performed to show that scenario-based doc-
ument summarization can both filter irrelevant documents and create sum-
maries for relevant documents within the specified domain. These patterns
can also be converted into extraction patterns for IE.
PII and PIII collect information about the distribution of class labels
over named entities found in text. Reuters corpus (RCV1) is used for our
2Decision-support system assists users in making decisions by utilizing data, models,
knowledge and human-computer interactions provided by the system [12].
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experiments. Statistical data analysis is used to understand the data. We
then combine a knowledge-based rote classifier with statistical classifiers
to obtain better performance than either classification method alone. The
combined classifier achieves a significant improvement in macro-averaged F-
measure [13] compared to the state of the art, while maintaining comparable
micro-average.
PIV and PV present experiments and use case studies to demonstrate
interesting correlations between news and social media contents. We focus
on numerical measurement and analysis of the content. Nearly 4 million
tweets collected using twiter api as described in table4.1 are used. We
present three types of results. In the first experiment, we present the most
frequently tweeted company or industry news by counting the number of
Twitter posts, which contains a company name extracted from news. In
the second experiments, we chose three companies—Alstom, Malaysia Air-
lines, and General Motors to perform visual analysis of correspondence
between Wikipedia views, news hits and stock prices. In the third ex-
periment, we choose eleven big companies from different industry sectors,
namely Alibaba, Alstom, Burger King, General Motors, IBM, Malaysia
Airlines, Medtronic, Mt. Gox, Netflix, The Home Depot, and Xiaomi. For
each of these companies we collect two time series: daily news mentions
and Wikipedia views. Then we calculate the cross-correlation between all
possible pairs in these dataset to identify time-series correlations between
news hits and Wikipedia views.
In PVI, requirements elicitation is used in a variety of sources including:
project plans, literature sources, users’ specific requirements, requirements
from researchers’ point of view. Since the requirements are not initially sta-
ble and new requirements always come up with research ideas and through
continual interaction with end-users and project partners in the industry,
it is best to use a model, which builds on successive prototypes to build
P-BDSS. One example of such a model is called Incremental Development
Practices (IDP) [14]. IDP refers to the development practices that allow a
program to be developed and delivered in stages. IDP breaks the project
into a series of small sub-projects, which are much easier to complete than a
single monolithic project. Evolutionary Delivery Model, which is one of the
life-cycle models that support incremental development has been chosen.
Figure 1.1 illustrates how the system works [14]. By using the UML, which
is one of the modelling languages, all functional requirements identified in
the requirement stage have been transferred into actual functional designs.
Finally, several comprehensive evaluation approaches are adopted to eval-
uate and test the new features from both functional and non-functional
1.2 Thesis Contributions 5
point of view.
Figure 1.1: Evolutionary Delivery Model [14].
1.2 Thesis Contributions
This thesis contains six scientific articles as presented in Table 1.1. This
section summarizes their contributions.
PI presents experiments on a pattern-based classifier to filter non-business
news articles from a live business news corpus, in order to improve the qual-
ity of the corpus. This business news corpus is collected automatically by
a document collection module as described in section 2.1. In an example
case, we collected 100 random documents from this business news corpus,
we have found that 30% of them are non-business documents, which con-
tain no business activity. The non-business documents ratio goes up to
67% when we check 100 random documents collected from company web-
sites. These non-business documents dramatically decrease the precision
of the extraction result of IE. We therefore need to filter out non-business
documents from a massive number of documents collected to improve the
precision. PI demonstrates that a combination of NLP techniques and fre-
quent sequential pattern mining can be used for finding patterns in a spe-
cific domain from unstructured natural-language text, i.e., news articles.
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With a minimum manual selection effort, we use these patterns to generate
domain-specific scenario-based document summaries. We have applied the
method in two domains. The evaluation results show that scenario-based
summarization can serve to filter out irrelevant documents and also extract
important sentences from relevant documents as summaries for pre-defined
scenarios in a specific domain. For document-level filtering, this method
achieves very high precision while keeping quite high recall in both domains
in our study. This demonstrates that this method may solve the problems
for scenario-based document filtering in a specific domain.
PII and PIII present experiments with supervised learning to mark busi-
ness news documents with multiple industry sectors. In many studies on
the supervised classification, the traditional assumption is that not only
the labels for test data have the same distribution of ones for training data,
but also the classifier will be applied to the future data with the same
distribution. However, this is not always the case: the label distribution
may change over time, even in the same news stream. In addition, a sin-
gle set of classifiers may need to mark data from multiple sources of news
with different label distribution. We are interested in exploring the real
world settings in which the distribution of labels may change over time.
Therefore, one of our goals is to construct a classifier that does not fa-
vor a particular distribution in a given training set. Instead of using all
available documents from the training set, we experiment with smaller sub-
sets to balance the data. We use a balanced procedure that is suitable for
multi-label settings. By using test sets with different label distributions,
we demonstrate that the classifier trained on balanced data achieved better
performance than the one trained on original distribution of the label in the
corpus. The main contribution of these papers demonstrate that the combi-
nation of baseline rote classifiers on named entities and balanced supervised
classifiers produces better results than any classifier alone. This method
improves the best scores previously reported while using the same number
of training data for rote classifiers, and fewer data for supervised classifiers.
The experiment also shows combing company descriptors features from the
knowledge base can not improve performance.
The complex relationships among traditional news, social media and
stock price is an active research subject. Recent studies in the area have
shown that it is possible to find some correlations between news and stock
prices, when the news is properly categorized [15, 16]. We believe that
the analysis of information can be of particular interest to experts in var-
ious fields: business analysts, Web scientists, data reporters and so on.
PIV and PV present studies of the interplay between company news, so-
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cial media visibility, and stock prices. Information extracted from on-line
news by means of deep linguistic analysis is used to construct queries to
various social media platforms. The main contribution of these papers is
that we combine NLP with social media analysis, and discover interest-
ing correlations between news and social media. The results presented in
papers demonstrate the utility of collecting and comparing data from a va-
riety of sources. In the first study, we have demonstrated that the impact
that new-product events have on Twitter depends more on the industry
sector than on a particular company. In the second experiment we chose
three companies—Alstom, Malaysia Airlines, and General Motors to per-
form visual analysis of correspondence between Wikipedia views, news hits
and stock prices. In the third experiment, we choose eleven large compa-
nies from different industry sectors, namely Alibaba, Alstom, Burger King,
General Motors, IBM, Malaysia Airlines, Medtronic, Mt. Gox, Netflix,
The Home Depot, and Xiaomi. For each of these companies we collect two
time series: daily news mentions and Wikipedia views. Then we calculate
the cross-correlation between all possible pairs in these datasets to identify
time-series correlations between news hits and Wikipedia views.
PVI presents the design and architecture of a DSS called P-BDSS aiming
to address the information overload issue in business domain. As shown in
Figure 5.1, the overall expectation is to ensure all the modules in P-BDSS
can function as described in PVI, and together form a DS system.
• Collects plain-text business data from multiple sources.
• Original plain text data is processed by information extraction to
generate structured information with good quality.
• The machine learning classifiers are able to determine the relevance
and the sector of structured information.
• All extracted information is effectively presented by the state-of-the-
art IV tools, and together with other communication and decision-
support tools, provide useful decision support for BI users.
In the long run, we are working to improve the quality of IE and ML method
to make P-BDSS achieve higher standards.
Overall, this thesis introduces novel methods of extracting information
from unstructured data using document filtering, information extraction
and supervised learning. Based on these methods, it presents a novel busi-
ness DSS, based on lower-level details of research, forms a complete high-
level architecture of the system. It demonstrates how different techniques
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can be combined in one system to provide meaningful information in the
business domain.
1.3 Thesis Structure
This thesis is organized as follows. Chapter 2 introduces a method for
mining domain-specific patterns from text documents. It explains in detail
how we use DF to collect and filter irrelevant documents, and how to extract
the business activities from plain-text news. Chapter 3 introduces our
experiments on supervised learning for multi-class, multi-label classification
of business sectors of business activities in news articles. Chapter 4 presents
research on interesting correlations between news, social media visibility
and stock prices. Chapter 5 introduces the architecture, current status and
the evaluation results of P-BDSS. Chapter 6 concludes the thesis.
Chapter 2
Acquisition of Domain-specific
Patterns for Document Filtering
Document filtering aims to reduce the number of documents in a corpus
required to be processed by information extraction while keeping the rele-
vant documents. This chapter presents an automatic way to mine domain-
specific patterns from text documents. It explains how these extracted
patterns can be used for domain-specific document filtering. This chapter




We aim to collect as much relevant data as possible containing business
activity events. This section introduces how we set up the data collection.
Our system received about 3000 business news articles daily from two
partners in prior projects, who collect news from the Internet. One of them
provided manually selected business articles and a summary for each ar-
ticle. This manual work introduced information delay ranging from hours
to weeks. Another source provided business news collected using a web
crawler, such as GNU Wget [17], GRUB [18], etc., and filtered using key-
words. It contains the following two types of errors.
1. Errors of commission: a large number of irrelevant documents that
contain the company name but not business activities, such as back-
ground information of a company; text containing ”CEO of com-
pany name says”, ”share this at facebook.com/company name”; or a
9
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Filtering
media company reports something by putting its name in the text;
etc.
2. Errors of omission: if we match both company name keywords and
more business activity keywords like ”acquisition”, ”launch” or ”in-
vest” to the query in order to increase the precision, this would, how-
ever, eliminate many relevant articles, which do not contain those
specific keywords since the number of different terms or sentences to
describe business activities in plain text is far too large to enumerate.
In order to develop a fully independent system, we started to collect
raw data directly from Internet sources. In the later part of this research
we moved to relying on data collected by our own system, rather than on
data received from previous project partners. Initially, we use any news
website providing business RSS feed in English. We also experiment to
collect business news articles from sources of other kinds including company
websites and news websites without RSS feed, etc.
2.1.2 RSS
Currently, P-BDSS stores 1282 news websites, which provide a RSS feed
related to the business domain (e.g., BBC News Business, the New York
Times Business Day, etc.). Some of these websites also provide RSS feed
for non-business domains, such as politics, sports, arts, etc. P-BDSS also
stores 106 of these non-business types of RSS sources. For each RSS feed,
P-BDSS periodically (every half hour) checks the feed and fetches the new
links of news if any. P-BDSS uses Readability [19] to eliminate unrelated
data from the web link, such as navigation bar, images, links to related
articles, etc., to extract the main article text from the page. The output
information that P-BDSS stores in the database contains attributes of news
articles, such as the plain text of the news article, headline, source URL,
language and domain. We have been collecting news articles from RSS
feeds since 2013 and by the time of this writing we have collected 3,849,414
English articles and 501,467 non-English articles. In this thesis, we call it
”P-corpus”.
2.1.3 Company Websites
We use Crunchbase and Freebase [20] to retrieve companies and their web-
site URLs. P-BDSS then polls each of these URLs and tries to find if there
is any news RSS link provided on the website. If the website has RSS,
P-BDSS stores the RSS into the database and uses the same method as
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described above to fetch the news articles and their attributes. If there
is no RSS, P-BDSS tries to find what we call the “press link”, such as
”press/news/media” tab, etc., and extract the news from the inner links
inside the press link. Some statistics of a complete new collection of articles
from company websites in January, 2015 are show in Table 2.1.
Crunchbase Freebase
Total company websites 14989 24324
Total company websites with RSS 6790 8544
Total articles 73024 29189
Total English articles 60081 22421
Table 2.1: Company websites statistics.
2.2 Data Filtering
2.2.1 Problem
By manually checking 100 random documents collected from the business
RSS feeds, we have found that even though we are using only business RSS
feeds, 30% of them are non-business documents not containing any business
activity/event. The non-business documents ratio goes up to 67% when
we are checking 100 random documents collected from company websites.
P-BDSS therefore aims to filter out irrelevant documents from the large
number of documents collected.
2.2.2 Related Work
A large number of newspaper websites, which cover all domains globally,
have been constructed to provide online daily news. Some of them gather
related articles from a specific domain in order to serve specific interests.
In the business area, Bloomberg [21], for example, monitors thousands of
newspapers, magazines, trade journals, web sources and press releases for
retrieving articles related to business information every day. Europe Me-
dia Monitor (EMM) [22] is another example, which gathers over 40,000
reports every day from news portals world-wide in 43 languages, classifies
the articles, analyzes the news texts by extracting information from them,
aggregates the information, issues alerts and produces intuitive visual pre-
sentations of the information found. The services provided by EMM is
supported by document filtering (DF) and text categorization. Document
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filtering (DF) is a technique often used before the IE process to retrieve
relevant documents from a large dataset [23, 24]. Similar to DF, Text
categorization (TC), which is used to classify news stories into different
categories, is also a key technique for organizing large text datasets before
the IE process [25]. While DF focuses on retrieving documents containing
one specific type of information such as business activities and ignores other
information that could also be important, TC tries to classify documents
containing all kinds of important information into their own categories such
as medical, business, security, etc.
P-BDSS experiments with two approaches to filter irrelevant docu-
ments. The first approach is to use supervised machine learning to build a
classifier to decide whether the document is a business article. This is a TC
task called ”document routing” [26]. The second approach is to combine
NLP techniques and frequent sequential pattern mining algorithm. With
a minimal manual effort, we use these patterns to filter irrelevant non-
business documents and generate domain-specific scenario-based document
summaries at the same time.
2.2.3 Supervised Machine Learning Approach
TC categorizes documents into predefined categories. In P-BDSS, there are
only two categories, i.e., business and non-business. P-BDSS uses only busi-
ness documents for later information extraction; non-business documents
are discarded. This task can therefore be solved by a binary classifier.
There are various types of statistical and machine learning algorithms
suitable for this task. Typical ones include decision trees [23], K nearest
neighbour [27], Naive Bayes, Support Vector Machines [23, 24], Neural
networks, etc.
Data collection
We have a collection of over 3 million manually selected business news
articles called ”Biz-corpus” in this thesis. For each of these articles in Biz-
corpus, we have identified at least one business activity. BIZ-corpus is used
as the positive data for our task. In order to collect negative data, we have
been using the 106 non-business RSS as described in Section 2.1.2 to collect
non-business news articles in daily bases. From 23.03.2016 to 12.05.2016, we
have collected 34,627 articles in a corpus called ”Non-biz-corpus”. They are
used as negative data for relevance (business/non-business) classification.
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Training and Testing data
We randomly select 30,000 articles from both Biz-corpus and Non-biz-
corpus for a supervised machine learning approach. We then split these
60,000 articles into 30,000 training and 30,000 testing data; each of them
contains 15,000 Biz-corpus articles and 15,000 Non-biz-corpus articles.
Data representation and learning algorithm
This approach uses a vector space model to represent articles. We use
P-BDSS IE to pre-process these 60,000 articles into their vector represen-
tations. During the pre-processing, documents are split into sentences,
which are split into words. Each word has a lemma and a part-of-speech
(POS) tag. All the lemmas with certain types of POS tag 1 are selected as
unigrams. Unigrams with a count of less than 7 times in the training data
are removed. Then, we use these selected unigrams to generate consecutive
bi-grams. The selected bi-grams need to appear at least 7 times in the
training data. These selected unigrams and bi-grams are used as dimen-
sions in the vector space to represent the articles. The experiments also
adopt feature-selection methods to select the top 5000 unigrams and bi-
grams as vectors, as ranked by Information Gain (IG) [28] defined as IG(f,
C) = H(C) - H(C—f). According to our experiments, evaluation results do
not improve when we have more than 5000 dimensions.
Support vector machine (SVM) is used for this experiments as it out-
performed other commonly used algorithms in similar TC tasks [23, 29, 24].
We use standard ”recall”, ”precision” and “F-measure’,’ as defined in the
following formulas, to evaluate our experiments. In the formulas, TP is the
number of correctly classified business articles. FN is the number of busi-
ness articles that have been mis-classified as non-business ones. FP is the
number of non-business articles that have been mis-classified as business









μ-F −measure = 2×Recall × Precision
Recall + Precision
(2.3)
1We only use lemmas of the content words ( i.e., noun, adjective and verb) for our
experiments.
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Class Recall Precision F-measure
Business 0.92 0.91 0.91
Non-business 0.91 0.91 0.91
Table 2.2: Evaluation results of machine learning approach to filtering.
2.2.4 Pattern-based Approach
In the recent decades, TC technology based on frequent patterns emerged [30,
31]. Instead of treating documents or sentences as a collection of indepen-
dent words (vectors), the pattern-based approach considers the sentences
as an ordered list of words. This approach then tries to find frequent pat-
terns in the texts of the target corpus and use these patterns to classify the
documents.
Our experiments using the pattern-based approach in PII are for two
domains of news texts: medical epidemics and business intelligence. Sec-
tion 2.3 explains our pattern-based method to extract frequent patterns
in the business domain only. After quick manual post-selection, we can
use these patterns to directly generate summaries, classify domain-specific
documents, or induct them into the IE system. PII was mainly for finding
patterns to generate a summary and to be used for IE, document classifying
using these patterns is a byproduct.
2.3 Pattern Acquisition
P-BDSS uses several machine learning approaches to mine IE patterns [32,
33, 34]. One approach to pattern acquisition in PII is presented here. It
contains three steps: 1) data collection and NLP pre-processing; 2) pattern
mining; 3) scenario-based selection.
2.3.1 Data Collection and NLP Pre-processing
Unlike the machine learning approach presented above, a golden annotated
text corpus for training is not needed, rather we use potentially relevant
texts for acquisition of domain-specific patterns.
In the business domain, we use our data collection system from business
RSS as described in section 2.1.2 to fetch potentially business-related news.
Some example sentences from these articles are shown below:
• B1: The project involves a total investment of CNY 650mn (EUR
78.81mn).
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• B2: Spanish bank, Banco Etcheverria, has approved a capital increase
of EUR 499,659.12(US$ 660,886.19).
• B3: MPS sells stake in Biverbanca to CRAsti for e208.96mn.
We randomly selected 10,000 of these potentially relevant articles and
performed NLP pre-processing. The sentences of these articles are divided
into words; punctuation and stop words such as ”an”, ”and”, ”he”, ”that”
are removed. Each word in a sentence is treated as an item, and each sen-
tence is treated as a sequence of items. The company is defined as a key
item in the business area. The sentences that do not contain any company
are considered irrelevant and are not used. We use a dictionary of com-
pany names (including their synonyms and acronyms) and a named entity
recognition module in our IE system to determine whether the sentence
contains a key item (company). In order to reduce sparseness, we replace
companies and other general classification items with their types and use
types as items. In this study, such items include:
• Country names are converted to ”c-country-name”.
• Company names are converted to ”c-company-name”.
• Items describing a human, such as ”people”, ”man”, etc., are con-
verted into ”c-human”.
• Years are converted to ”c-year”.
• Numbers (e.g., ”104”, ”1 280”, ”2,367” ”five”) are converted to ”c-
number”.
• Currencies (e.g., ”RMB”, ”e”) are converted to ”c-currency”.
After this pre-processing, each transaction T =< W1,W2,W3, ...,Wn >
describes a sentence mentioning at least one company. Each item W in T
represents either a content word in the sentence, or a type of categorical
item. These transactions contain at least one company name; example B1
is therefore removed. Transactions generated from our example sentences
B2, B3 are shown below. The 10,000 articles generate 35,024 transactions.
• TB2: c-country-name bank c-company-name has approved cap-
ital increase of c-currency c-number c-currency c-number
• TB3: c-company-name sells stake in c-company-name to c-company-
name for c-currency c-number
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2.3.2 Pattern Mining
We use an Apriori-like algorithm [35] to find frequent sequential patterns,
P, to describe business activities from these transactions, such as,
• P1: (c-company-name, sells, stakes, in, c-company-name)
• P2: (c-country-name, c-company-name, has, approved)
These patterns only find adjacent sequential items or types. This means
if a transaction is formed by three sequential itemsW1,W2 andW3, then the
only allowed sequential patterns are (W1,W2) or (W2,W3) or (W1,W2,W3);
pattern (W1,W3) is not allowed. The support Sp of each pattern P is
calculated as follows. The count |P | is increased by one when P is found in
a transaction T . If P is found twice in the same transaction T , the count




|T | is the total number of transactions. We set a minimum support
Smin to filter non-frequent sequential patterns with Sp less than Smin.
The pipeline of this algorithm is described below.
• Initialize: read in the input and generate the initial counts for all
two-item patterns, (W1,W2).
• Iteration: starts with two-item patterns; stops when there is no pos-
sible next round patterns. Inside the loop, we calculate the counts for
all possible frequent patterns generated by two frequent patterns in
the previous round; and we use these counts to generate next round’s
possible frequent patterns. For example,
– we have frequent patterns (W1,W2), (W2,W3) and (W4,W5) ini-
tially;
– we generate next round’s possible candidates (W1,W2,W3) from
(W1,W2) and (W2,W3) since the k-1 suffix of (W1,W2) and k-1
prefix of (W2,W3) are the same (where k refers to the number
of items in the patterns);
– if the suffix of one pattern is not the same as the prefix of an-
other pattern, we do not generate any candidate from these two
patterns, such as (W2,W3) and (W4,W5).
• Output all patterns where Sp ≥ Smin.
Table 2.3 shows some statistics for different values of Smin.
2.4 Use of Patterns 17
Smin # of rounds # of patterns # of key patterns
Med Bus Med Bus Med Bus
0.01 3 3 209 91 51 68
0.005 6 5 473 213 102 139
0.001 8 6 3159 2232 506 1280
Table 2.3: Acquired patterns for different Smin.
2.3.3 Scenario-based Selection
After acquiring frequent patterns, we manually select patterns that could
be used to describe business activities. Through quick manual selection,
we selected 259 patterns from those 1280 key patterns when Smin is set
to 0.001, which describe a business activity of a company. When selecting
patterns, we also group them by assigning a scenario label to each pattern.
Table 2.4 shows some examples of selected patterns, with their support and
scenario label. In total, we have identified 12 frequent types of activities as
scenarios in the business domain.
Pattern Sp(%) Scenario
(c-company-name recall) 0.21 Product Recall
(c-company-name advertising) 0.20 Marketing
(c-company-name investments) 0.19 Investment
(c-company-name purchase c-company-name) 0.13 Acquisition
( c-country-name c-company-name plans) 0.23 Planing
( c-country-name c-company-name unveils) 0.20 New Product
( c-country-name c-company-name opens) 0.19 Open
( c-company-name contract is) 0.18 Contract
( c-country-name c-company-name launch) 0.14 New Product
(c-company-name has launched c-company-name) 0.13 New Product
( c-country-name c-company-name acquires) 0.12 Acquisition
( c-country-name c-company-name appoints) 0.12 Management Succession
( c-company-name deal is) 0.12 Contract
( c-country-name c-company-name approves) 0.11 Announcement
( c-country-name c-company-name buys) 0.11 Acquisition
( c-country-name c-company-name supply) 0.11 Contract
(c-company-name is owned by c-company-name) 0.10 Ownership
(c-company-name has been awarded c-currency) 0.11 Investment
Table 2.4: Examples of manually selected patterns for scenarios in the
business domain.
2.4 Use of Patterns
We can use these extracted scenario-based patterns to perform several
tasks.
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The first task is to classify unseen documents into business or non-
business categories to solve the document filtering problem as described in
Section 2.2. An article is classified as a business article, if any transaction
T of the article contains any of these 259 patterns.
The second task is to use the manually selected patterns to generate
domain-specific scenario-based single-document summaries, in two steps.
First, we use the same NLP pre-processing module as described in Sec-
tion 2.3.1 to convert sentences of a document into transactions. Then, we
select sentences that match any of the domain-specific patterns as sum-
mary sentences. A document containing no such sentence is regarded as
irrelevant for the defined scenario in the domain.
Some statistics of generating summaries for 10,000 randomly selected
documents are shown in Table 2.5.
Domain |Doc| |Sum| Avg|Docs| Avg|Sums|
Business 10,000 3,120 23.1336 4.78
|Doc|: number of documents
|Sum|: number of documents that generate a summary
Avg|Docs|: average number of document sentences
Avg|Sums|: average number of summary sentences
Table 2.5: Statistic results of summary evaluation.
We are also working on integrating the mined patterns into our IE sys-
tem (Sector 5.3) for extracting attributes of pre-defined scenario events
in the domain, such as company name, country, etc., as shown in Fig-
ure 5.2. Some of these patterns already match at least three categorical
items. These categorical items can be directly converted into attributes
in an IE output. For example, pattern ”(c-company-name purchase c-
country-name c-company-name)” can generate a business acquisition event
with three attributes, i.e. the buyer company, the targeted company and
the location of the acquisition.
2.5 Evaluation
To perform a manual evaluation for document filtering and summarization,
we randomly select 20 documents that generate a summary and 20 docu-
ments that generate no summary. A business expert is invited to manually
pick sentences from these 40 documents (T) to generate manual summaries.
The expert knows 12 scenarios we are using and only selects sentences con-
taining these 12 scenarios from a document to generate the summary.
The evaluation results are shown in Table 2.6, where AD, PD, RD and
FD represent the accuracy, precision, recall and F-measure of the document-
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level filtering while AS , PS , RS and FS represent the accuracy, precision,
recall and F-measure of the document summarization.
Document filtering Document Summarization
AD PD RD F1D AS PS RS F1S
72.50 100.0 72.00 83.72 45.85 83.06 38.33 52.45
Table 2.6: Manual evaluation of summary.
The precision of both document filtering and document summarization
are high. This demonstrates that our patterns are very reliable for scenario-
based summarization in the business domain. When comparing the differ-
ences between summaries generated using our method and ones generated
by an expert, we have found that sometimes the document describes exactly
the same information in two sentences in slightly different ways, such as
the title and the first sentence of the document. Our method selects both
sentences because they both match the patterns, while the expert chooses
one of them to generate the summary. This decreases the precision of the
method. The recall of document filtering is much better than the recall of
document summarization. This means that a relevant document will most
likely describe the business activities using some frequent patterns at least
in one sentence.
2.6 Chapter Summary
This chapter introduces P-BDSS data collection and filtering methods. It
explains how P-BDSS collects and filters plain-text business news from over
1000 RSS sources.
Frequent Pattern acquisition is an important task for both DF and IE.
This chapter presents one example of the machine learning approach to
acquire patterns and demonstrates that a combination of NLP techniques
and frequent sequential pattern mining algorithm can be used to extract
patterns in a specific domain from unstructured natural-language text, i.e.,
news articles. These patterns can be used to filter non-business articles,
generate business-specific scenario-based document summaries, and extract
pre-defined scenario events in the business domain.
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Chapter 3
Supervised Learning for Business
Sectors
In this chapter, we present experiments of supervised learning classifiers
in P-BDSS. These classifiers are used to obtain additional attributes of
business activities that cannot be extracted by IE. This chapter answers
the RQ2:How to extract the industry sector of the business activities from
plain-text news?
3.1 Related Work
Supervised classification aims to predict the class labels of unseen instances
using instances with known labels (labeled data). It uses labeled data and
adapts various algorithms to build a model which takes instances (formed
by a number of pre-defined features) as input and outputs the predicted
labels of these instances.
Supervised classification is therefore well suited for our tasks, to extract
the industry sectors (labels) of the business activities (instances) from plain-
text news, since we have enough labeled data for both tasks.
The typical learning process can be divided into several steps [36]:
• Prepare data
• Choose an algorithm
• Fit a model
• Choose a validation method
• Examine fit and update until satisfied
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• Use fitted model for prediction
P-BDSS follows the same work-flow. Both of our tasks are text catego-
rization, which use text as instances and pre-defined categories as output.
We use the vector space model (described in Section 2.2.3) in our experi-
ments, which is a commonly used data representation for text categoriza-
tion [37, 38, 39].
Text data is represented by a large number of distinct word types,
which can exceed the number of training documents by an order of mag-
nitude, [40]. Thus feature reduction becomes a key step in most text clas-
sification approaches. This aims not only to accelerate processing but
also to improve categorization performance [37, 41] through avoidance
of over-fitting, [42]. Reduction can be done either by selection of highly-
relevant features or by grouping (i.e., clustering) features, [37]. In our
experiments we use feature selection, which is based on comparing the dis-
criminative power of a given word, relative to all other words in the feature
set. Comparative studies of various feature selection methods can be found
in, e.g., [28, 40].
We experiment with two supervised-learning algorithms for text classi-
fication [43]: Naive Bayes and Support Vector Machines (SVM) to compare
the performances.
3.2 Sector Classifier
A sector classifier is built using supervised machine learning to decide the
business sector (e.g, Energy, Gas or Electronics, Telecommunications, etc.)
for any article analyzed by IE. We transform the multi-class, multi-label
task as a set of binary sub-tasks. For each sector, we build one binary clas-
sifier. We explore several combinations of learning algorithms and feature
selection methods, and evaluate them using a large amount of manually-
labeled data.
It is traditional to assume the classifier will be applied in the future to
data drawn from the same distribution as that, on which it was trained.
However, the label distribution may change over time. For example, the
industry-sector distribution of RCV1 corpus collected 15 years ago is un-
likely to have similar sector distribution to ones in current Reuters news
stream. In addition, the classifiers may need to label data from multiple
news sources. Therefore, we focus on building a robust classifier, suitable
for real-world classification, regardless of the distribution of labels. We
therefore try to balance the training data for each sector to improve the
performance of the whole classifier.
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3.2.1 Data Collection and Representation
We use the publicly available Reuters corpus (RCV1)1 for our experi-
ments. RCV1 has 800,000 news articles, collected from Reuters 1996-
1997. 351,810 articles of them have industry sector labels manually la-
belled by Reuters. There are seven- and five-digit codes for industry sec-
tor; seven-digit codes are children of the corresponding five-digit codes: e.g.,
Fruit Growing (I0100206), Vegetable Growing (I0100216) and Soya Growing
(I0100223) are all children of Horticulture (I01002). We map all seven-digit
codes to their corresponding parent codes, and merge labels that have the
same name but different code.2 245 distinct sector labels remain after this
pre-processing.
Each training and test document is represented using bag-of-words fea-
tures. We use only nouns, adjectives, and verbs in our feature set, and
remove all stop-words, proper names, locations, dates, and common verbs
such as “have” and “do”. We also generate bigrams that consist of these
three parts of speech.
In total, 77,636 training instances (documents) have 49,262 unique fea-
tures; each binary classifier has these 49,262 features initially before feature
selection.
We use Information Gain (IG)[28] as described in Section 2.2.3 and Bi-
Normal Separation (BNS)[40] to rank these features and select only the top
500 features.
3.2.2 Balanced Training and Testing Pools
We try to keep the training data as balanced as possible across sectors (as
we discussed in Section 3.2), and ensure that the test set will contain a
sufficient number of instances for every binary classifier in the array.
We rank all N sectors by size, and begin collecting data into the pools
from the sector, SN , that has the smallest number of instances in the cor-
pus.
We randomly collect up to 600 documents labeled with SN , and split
them into two subsets: 3/4 for training and 1/4 for test. If there are not
600 documents (< 600) for SN , all available instances are collected, with
the same training/test proportion.
We then begin collecting data for the second smallest sector, SN−1,
and repeat the collection process, except now we first check how many
documents labeled with SN−1 are already present in the training and test
1http://about.reuters.com/researchandstandards/corpus/
2For example, we merge I64000 and I65000, both called Retail Distribution.

































number of documents within a sector
training
Figure 3.1: Document distribution among sectors in the training pool
(right): aiming for approximately 450 documents per sector; distribution
in the original corpus (left).
Sector Instances Sector Instances
Diversified Holding
Companies
3644 Electricity Production 1986
Commercial Banking 3153 Agriculture 1980
Petroleum and Natural
Gas
2628 Computer Systems and
Software
1805
Telecommunications 2145 Air Transport 1754
Metal Ore Extraction 2099 Passenger Cars 1713
Table 3.1: Number of positive instances in the training pool, for the ten
most frequent sectors.
pools—which may happen due to multiple labeling (label overlap). We only
collect missing ones to fill up 450 training and 150 testing data in total.
The collection process continues in this procedure for all sectors. Collec-
tion may be skipped for a sector if it already has more than 450 documents
in the training pool (this happens for sectors with high label overlap).
The resulting set, called the “balanced training data pool” has 77,636 doc-
uments. It is still skewed, as shown in Figure 3.1, on the right, although
much more balanced than the initial distribution, shown on the left. In our
experiments, we use only the 200 largest sectors, which cover approximately
99% of the original corpus.
Table 3.1 shows the most frequent sectors in the balanced training pool.
We can see that although we only collected 450 positive training instances
for Diversified Holding Companies, it still has 3644 positive instances in the
pool, most of which were picked up when collecting data for other sectors.
In our experiments, we also use an unbalanced training pool, which is
simply half of the corpus for comparison.
All data outside the balanced and unbalanced training pools—called
the “test pool”—are available for the construction of test sets. From the
test pool, we generate 10 samples of 10,000 documents each, using the
original distribution in the corpus. We use one of these samples as a held-
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out development set for parameter tuning, and the remaining nine as test
sets.
3.2.3 Classification
We combine an array of binary classifiers for the multi-label classification
task. Each classifier is trained for an individual sector. All classifiers in the
array use exactly the same training set, where all documents labelled with
a given sector are used as positive instances of the sector classifier, and all
remaining training documents are used as negative instances. We try two
kinds of supervised learning algorithms: Naive Bayes and Support Vector
Machine (SVM), using the open source WEKA toolkit [44].
The SVM classifier outputs a binary decision for each document. For
Naive Bayes, the output of each sector is a confidence score between 0.01
and 1; therefore, a decision threshold for classification is required. We learn
the best thresholds in a series of thresholds (in increments of 0.01) by using
the extended em development set. We then use the learning threshold to
evaluate the remaining test sets.
Baseline rote classifier
We also set up a baseline classifier to compare the classification results. We
use the IE to build a knowledge base, which contains sector distribution in-
formation for each company mentioned in the corpus. Then, we investigate
how to use this information for text categorization. IE uses the named
entity recognition (NER) module to find the company in the corpus. It
distinguishes company names from other proper names in the text, such as
people and locations. The NER module also incorporates variations of the
same name, such as ”Apple”, ”Apple Inc.”, ”Apple Computer, Inc.” and
so on.




We try to use various combinations of these relationships to build the
rote classifier. We use the IE system to process the documentation from
the training set, build the knowledge base, and then use that knowledge to
sort the documents from the test set.




















test set sampled from original distribution
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permuted 2
Figure 3.2: Label distributions of an original test set, and permuted test-
sets (2 of 50 shown).
Table 3.2: Sector distribution for company “Apple”.
Sector Freq Prob
Computer Systems and Software 549 0.61
Electronic Active Components 61 0.07
Datacommunications and Networking 36 0.04
Telecommunications 19 0.02
Electrical and Electronic Engineering 13 0.01
We assume that each company has its industry preference, that is, the
industry that normally operates. As a result, the company name in the
corpus co-occurs with specific sectors. For example, Table 3.2 shows the
top sector that appears with ”Apple”; it shows the number and proportion
of the company’s presence with the industry, i.e., the normalized count.
As can be seen from the table, in 60 % of the cases, Apple appears in the
documents labeled with the “computer system and software” sector, so it
is natural to suggest that Apple belongs to this sector.
In fact, each document may belong to more than one sector, therefore,
instead of choosing only the top-most frequent sector the classifier should
return the entire sector distribution, which can be calculated using the
evidence from all companies mentioned in the text. Thus the probability
that document D belongs to sector S, in the simplest case, can be defined
by the formula:




where CD is the set of companies mentioned in the document, and
P (S|c) is the proportion of times c co-occurs with S in the knowledge base;
e.g.,
P (Computer Systems and Software|Apple) = 0.61 (3.2)
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This method would be reliable if the knowledge base contains sufficient
evidence to associate the company with particular sector(s). Therefore, we
only use companies that appear in the corpus three or more times. This
means that if a document discusses a new (or little-known) company, the
name-based classifier will be unable to find a sector for the document. In
this case we can use descriptors to label the document, as descriptors allow
us to use evidence gained from other companies in the corpus. For example,
if company X is described in the text as “software company” we can assume
that the sector distribution for this company would be similar to the sector
distribution for “Apple”. In this case the probability that document D








where dD is the set of all descriptors mentioned in the document. Note
that |CD| = |dD| because in this case we can use a company descriptor even
when the company does not appear in any other document in the corpus.
This estimate of P (S|c) based on co-occurrence may be inaccurate:
for rare companies, some sectors may dominate the distribution by mere
chance. Moreover, sector overlap may lead to a situation where the com-
pany belonging to one sector frequently co-occurs with another. Descrip-
tors, therefore, may sometimes be more reliable for predicting the sector.
To check this assumption, we define the probability that a company belongs




P (d|C)× P (S|d) (3.4)
where dC is the set of all descriptors associated with company c in
the knowledge base. We then use (3.4) in (3.1) to obtain the final sector
distribution for the document:





P (d|C)× P (S|d) (3.5)
Note that in this case the company name is substituted by a set of de-
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Combined Classifiers
We experiment with several methods of combining the Rote classifier with
the balanced probabilistic classifiers to see whether the combination can
produce better overall prediction of the sector labels. One method of com-
bining is a simple two-stage process: for each document, we first try to
identify sectors using the Rote classifier; if that does not return any sec-
tors, we then attempt to classify using the statistical classifiers. We also
experiment with the reverse order of these classification stages. The mo-
tivation for this method is to give the overall system a “second chance”
at classification, in the hope that together the two methods may overcome
their respective shortcomings. Another method of combining classifiers is
to return the union of the results of the two classifiers—rote and probabilis-
tic. We learn the optimal threshold for each classifier in the combination
using the development set.
3.2.4 Evaluation Results
Common measures in text classification, i.e., precision, recall, and F-measure
are adopted. In evaluating multi-label classification, macro-averaging and
micro-averaging are commonly reported [45, 46]. In micro-average eval-
uation, first the numbers of true- and false-positives, and true- and false-
negatives are counted for all instances in the test set, and then the standard



















where S is the set of all classes. In the macro-average evaluation scheme,
the measures are calculated for each class separately first, and then these
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We report both evaluation schemes, although we focus more on the macro-
average scores, as explained below, since they are less dependent on the par-
ticular distribution of labels in the corpus. We denote the macro-averaged
F-measure by M-F1, and micro-averaged F-measure by μ-F1.
Comparison of classifiers and feature selection methods
Evaluation results are shown in Table 3.3. As seen in the table, the rote
classifier that uses company names and descriptors from the document
(name+desc) yields the highest F-measure among single classifiers. The
SVM classifier yields higher performance than NB, independently of the fea-
ture selection method used. IG performs better than BNS with both Naive
Bayes and SVM. Combining rote classifier using company names and de-
scriptors with SVM+IG yields the best overall performance. To save space
we show only selected classifier combinations in Table 3.3; it can be seen
in the table that the classifiers that have higher scores alone work better
in combination, and that, for combined classification, taking the union of
classified sectors gives better results than the two-stage method.
There are five papers directly comparable to our work in that they use a
large number of sector labels and report micro- and/or macro-averaged F-
measures: [47, 48, 49, 50, 51]. In Table 3.4 we present a detailed comparison
between their results on RCV1 industry labels and ours. It can be seen in
the table that the difference between M-F1 and μ-F1 for our classifiers is
smaller than that reported in prior work. This supports the claim that
classifiers trained on balanced data are less sensitive to changes in label
distribution—which is one of our main objectives.
3.3 Chapter Summary
This chapter explains how ML classifier is built and how the classifier ex-
tracts sectors of business activities, from plain-text to supplement the struc-
tured business activities extracted by DF and IE.
We first present experiments with supervised learning for labeling busi-
ness news documents with multiple industry sectors. We explore several
combinations of learning algorithms and feature selection methods, and
evaluate them using a large amount of manually-labeled data. The main
contribution of this experiments is that combining a named-entity-based
rote classifiers with the balanced classifiers yields better results than ei-
ther classifier alone. This method outperforms the best M-F1 previously
reported, while using considerably less training data to built the classifier.
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M-average μ-average
Classifier Rec Pre F1 Rec Pre F1
Statistical classifiers
NB+IG 31.3±0.9 21.9±0.6 19.7±0.6 31.5±0.5 22.4±0.6 26.2±0.5
NB+BNS 34.2±1.1 16.6±0.6 15.8±0.5 33.1±0.7 13.4±0.4 19.0±0.5
SVM+IG 31.9±1.3 59.2±1.1 37.1±1.2 30.5±0.4 72.7±0.6 42.9±0.4
SVM+BNS 32.7±0.9 55.2±1.0 36.2±0.7 30.1±0.5 70.8±0.6 42.2±0.5
Rote classifiers
name 36.8±0.8 65.2±1.0 44.5±0.7 45.9±0.5 60.5±0.4 52.2±0.5
descriptor 8.8±0.3 38.4±1.2 11.6±0.3 16.4±0.2 29.0±0.3 20.9±0.4
name+desc 39.4±0.8 63.3±0.7 46.2±0.7 48.5±0.5 57.8±0.5 52.8±0.4
namedesc 11.9±0.2 48.0±0.9 16.0±0.3 20.6±0.4 39.0±0.4 27.0±0.4
name+namedesc 39.2±0.8 60.0±0.8 44.8±0.6 48.5±0.5 54.5±0.4 51.3±0.4
Combined classifiers
name→SVM+IG 46.2±1.0 73.7±0.8 55.1±0.8 52.5±0.5 75.9±0.4 62.0±0.4
SVM+IG→name 47.0±1.2 67.7±0.9 53.7±1.1 49.9±0.3 73.9±0.3 59.6±0.3
name ∪ SVM+IG 52.2±1.1 66.3±0.8 56.9±0.9 57.7±0.4 71.1±0.3 63.7±0.4
name+desc→SVM+IG 48.4±1.1 69.2±0.7 55.5±0.9 56.2±0.5 70.0±0.3 62.4±0.4
SVM+IG→name+desc 46.7±1.0 70.2±0.8 54.6±0.8 53.8±0.5 71.2±0.4 61.3±0.4
name+desc ∪ SVM+IG 53.7±1.0 64.5±0.8 57.2±0.8 59.7±0.4 68.1±0.3 63.6±0.3
Table 3.3: Results from all classifiers and feature selection methods, aver-
aged across 9 test sets randomly sampled from original distribution. For
each classifier, the best threshold is trained on one random, originally-
distributed development set. Rote classifier names correspond to the fol-
lowing formulae from Section 3.2.3: name – (3.1), name+desc – (3.3),
namedesc – (3.5), name+namedesc – (3.6). For combined classi-
fiers → and ∪ denote the two-stage and union combining methods, respec-
tively (Section 3.2.3).
The predicted results are stored in the database with the articles and
their structured business activities. The information is visualized in DSS
as described in Section 5.5.
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Reference Algorithm M-F1 μ-F1
[48] SVM 29.7 51.3
[51] SVM 30.1 52.0
[49] SVM + re-ranking 34.1 62.8
[50] Naive Bayes - 70.5
[47] Bloom Filters 47.8 72.4
Our work: name+desc ∪ SVM+IG 57.7 63.8
Table 3.4: Classification results on RCV1 industry sectors, compared with
state of the art.
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Chapter 4
Joint Analysis of News and Social
Media
This Chapter explains how to combine the extracted information with ex-
ternal data using EDM and presents a study for exploring interesting corre-
lations between news, social media visibility and stock prices. By integrat-
ing these external data, P-BDSS aims to provide deeper decision support to
users. This chapter answers RQ3: How to link external information (e.g.,
social media visibility and stock prices) with news?
4.1 Related Work
The relationship between traditional news, social networks, and stock prices
is interesting for business analysts, Web scientists, data journalists, etc.
Previously, a co-analysis of news and social media has been studied
[52, 53, 54, 55]. There are two interrelated goals from these studies: to
find information that is complementary to the information found in the
news, and to control the amount of data that needs to be downloaded from
social media. [56] studied Wikipedia page views; they demonstrated that
some events, such as earthquakes or terrorist attacks, triggered bursts in
Wikipedia hits.
Recent research also shows that there is a certain correlation between
stock prices and news if the news are properly classified [15, 16]. For exam-
ple, paper [15] demonstrated that sentiment analysis can be useful for stock
prediction: negative sentiment (pessimism) predicts temporary decreases in
returns on market [16] demonstrated that Information Extraction technol-
ogy can be extremely useful for stocks prediction, since various types of
events affect prices in different manners. For example, deals and partner-
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ship announcements tend to be very positive while legal announcements
tend to be negative.
There are also attempts to correlate stock prices with social media ac-
tivities. For example, paper [57] demonstrated that both the number of
posts and the interaction strength among users correlates with stock price
changes. Investors’ special social media, e.g., SeekingAlpha and Stock-
Twits are compared and analyzed in this paper [58]; they show that some
authoritative users can well predict the stock price changes.
4.2 Experiment Setup
We first investigate how companies and products mentioned in the news
are portrayed on different social media. In this thesis we have focused on
Wikipedia and Twitter.
Currently, we focus on numerical measurement and analysis of the con-
tent. We count the number of Twitter posts where the name of the company
occurs. Tweets are short Twitter posts, where usually a user shares her/his
impression about an entity (company, product or person), or posts a related
link. Wikipedia, on the other hand, is used for obtaining more in-depth
background information about a company or a person.
4.2.1 Twitter Data
There are some technical limitations of collection for Twitter data. While
data can be collected through the Twitter API in near-real time, the API
returns posts only from recent history (7-10 days). This means that key-
word extraction and data collection should be done relatively soon after an
entity appears in the news. Another limit is that one API key can call a
limited number of requests within a time window.
We use “New Product” events extracted by our IE system to construct
queries to Twitter API. One query contains the company name and product
name, which are the slots of a “New Product” event. Everyday, we extract
about 50 “New Product” events from news articles and generate 50 queries
to Twitter API. The returned results of each query are the tweets that
contain both company name and product name in the query.
While company name and product name are used as keywords in each
query, other slots of the “New Product” event are used for analysing the
results of the query. These slots, which include industry sector, country,
product descriptor and report date of the event, are used to label the re-
turned tweets from the query. For example, we extract an event “Nokia
launches Lumia 928 in US” and retrieve 2,000 tweets that contain both
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Table 4.1: Dataset description.
Time Events Tweets
Nov 2012 - May 2013 1764 3,842,148
”Nokia” and ”Lumia 928”. Since the event is related to the industry sector
”Telecommunications” decided by our sector classifier (described in Chap-
ter 3) and the country ”US”, we consider these 2,000 tweets are also re-
lated to ”Telecommunications” and ”US”. Then, we can group all returned
tweets by industry sectors or country and analyse these tweets.
The dataset is described in Table 4.1. We started the experiment in
November 2012 and the results seen in this thesis include the data till May
2013. In total there are 1764 different products and close to 4 million
tweets.
4.2.2 Wikipedia Requests
We collect a complete Wikipedia page request history for all editions start-
ing from early 2008, updated daily. We can then use this collection to
retrieve the daily hit count history for any Wikipedia article. Mapping a
name of an entity to a Wikipedia article can not always be done, but the
mapping appears to be quite robust in the vast majority of cases. Thus,
we have used the Wikipedia data to explore and demonstrate visibility in
social media in the results presented in the following section.
Covering multiple sources is important due to the different nature of
the social media. One of our next steps is to check whether integrating
additional services, (e.g., YouTube) will add value to the system; we also
plan to analyze the content of the tweet texts, and try to determine, e.g.,
whether the sentiment of the posts is positive or negative. This can then
be correlated with upward vs. downward stock fluctuations.
4.3 Results
We present three types of results: A. Most frequently tweeted company
news, B. visual analysis of correspondence between Wikipedia views, news
hits and stock prices, and C. time-series correlations between news hits and
Wikipedia views.
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4.3.1 Most Frequently Tweeted Company News
The majority of 1140 companies in our experiments appear in one business
event only; less than 10 tweets have been found for 50% of them. The most
frequently tweeted companies are presented in Table 4.2. It presents the
number of events for a company in our dataset, the maximal number of
tweets per one event and the total number of tweets for this company.
We can see that only events related to well-known IT companies, e.g.,
Facebook, Google and Microsoft, produce more than 100,000 tweets. Apple,
which is the fourth frequently tweeted company, produces almost 10 times
less tweets than Microsoft. Other companies presented in Table 4.2 are
telecommunication and automotive companies, food and drink producers,
cosmetics and cloths suppliers.
4.3.2 Visual Analysis of Correspondence
We chose three companies—Alstom, Malaysia Airlines, and General Motors
in this experiments. In order to demonstrate the visual correspondence, we
present the number of news documents, the number of views of English-
language Wikipedia page, and stock data of these companies, using data
from March to December 2014.
In Figure 4.1, the top plot shows the daily difference in stock price—the
absolute value of the opening price on a given day minus the price on the
previous day, obtained from Yahoo! Finance. The middle plot shows the
number of company news. The bottom plot shows the number of hits on
the company’s Wikipedia page. In each plot, the dashed line represents the
daily values and the bold line is the value smoothed over three days.
Figure 4.1a shows the data for the French multinational Alstom. Al-
strom is known for its train-, power-, and energy-related products and
services. We can see a pattern where the stock price and news mentions
seem to correlate rather closely. There is also some correlation between
Wikipedia page hits and other plots. The news plot shows three major
spikes, with two spikes in Wikipedia hits. The March peak corresponds
to news about business events (investments), whereas the other peaks are
related to political issues, which could trigger more activity in social me-
dia. For example, “The French government bought 20% of Alstom shares
in June” caused an active public discussion in social media.
From the example of Malaysia Airlines, we can see a strong correlation
between news mentions and Wikipedia hits in Figure 4.1b. Two major
spikes are the two severe incidents of Malaysia Airlines in 2014. On March
8, they lost one aircraft, and on July 17 another was shot down in Eastern
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Table 4.2: Most frequently tweeted companies.
COMPANY # events max # total #
tweets tweets
Facebook 10 444188 1464226
Google 14 105054 410272
Microsoft 9 169086 285059
Apple 4 19619 34054
Lego 2 15371 26001
Audi 3 13373 13829
T-Mobile 2 7884 9043
Huawei 3 8559 8561
Acer 1 6099 6099
Coca-Cola 6 2432 5891
Samsung Electronics 19 1966 4578
Volkswagen 1 4454 4454
Netflix 1 4369 4369
Starbucks 1 3993 3993
Lenovo 1 3129 3129
Nokia 2 2760 2793
Sony 4 2404 2705
Seat 1 2641 2641
Walmart 1 2575 2575
Telefonica 2 2065 2085
Tesla Motors 1 2082 2082
H&M 2 1787 1787
Land Rover 2 1668 1668
Adobe 2 1507 1571
Dell 1 1074 1074
Lacoste 2 799 821
Adidas 5 728 784
Flipboard 2 628 637
Pringles 1 572 572
Skoda 2 447 523
Mazda 1 511 511
Chanel 2 436 436
Chobani 1 414 414
Marvel Comics 1 354 354
Electronic Arts 2 261 348
Protno-M 1 330 330
Puma 1 297 297
Oracle 2 193 295
Reddit 1 293 293





















































Mar Apr May Jun Jul Aug Sep Oct Nov Dec
Wikipedia
(c) General Motors
Figure 4.1: Daily differences in stock prices, number of mentions in news
and number of Wikipedia hits in 2014 for three companies.
Ukraine. The correlation with the stock price is less obvious.
Figure 4.1c demonstrates the correspondence data for General Motors,
which was affected by numerous product recalls throughout the year. Gen-
eral Motors appears in the news and has been looked up on Wikipedia
throughout the covered period. The stock price also dropped over the en-
tire year.
Even though most of the local oscillations are due to normal fluctuations
in the weekly flow of data on the Internet, some broader-range correspon-
dence is still detectable from the plots.
4.3.3 Time-series Correlations
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Figure 4.2: Cross-correlation between Wikipedia views and news mentions
for 11 companies.
dustry sectors, including Alibaba, Alstom, Burger King, General Motors,
IBM, Malaysia Airlines, Medtronic, Mt. Gox, Netflix, The Home Depot,
and Xiaomi. For each of them we collect two time series: daily news men-
tions and Wikipedia views from March to December 2014. We calculate
the cross-correlation between all possible pairs in this dataset, for a total
of 121 cross-correlations1. We limit the lag between time series by seven
days, based on the assumption that if there exists a connection between
news and Wikipedia views it should be visible within a week.
The results are presented in Figure 4.2, where the circle size represents
correlation strength, the colors indicate correlation size: blue means pos-
itive correlation, red means negative; the numbers mean the time lag at
which the highest correlation for a given company pair was obtained: pos-
itive lag means that Wikipedia views followed news mentions, negative lag
means that news followed Wikipedia views. We can see that the largest
correlations and the lowest lags can be found on the diagonal, i.e., between
news mention for a company and the number of views of the company
Wikipedia page. There are two exceptions: The Home Depot and Netflix
among the 11 companies. For Netflix, news mentions and Wikipedia views
1We use standard R ccp function to calculate cross-correlation.
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do not seem to be strongly correlated with any time series. News about
Alibaba show a surprising correlation with Wikipedia hits on Home Depot
on the following day. At present we do not see a clear explanation for
these phenomena; these can be accidental, or may indicate some hidden
connections (they are both major on-line retailers).
4.4 Chapter Summary
In this chapter, we have presented three experiments of the interplay be-
tween company news, social media visibility, and stock prices. Attributes
of extracted business activities is used to construct queries to various social
media platforms. The study results demonstrate the utility of collecting
and comparing data from a variety of sources.
We are able to discover interesting correlations between the mentions of
a company in the news and the views of its page in Wikipedia. The corre-
spondence with stock prices was less obvious. These interesting correlations
can be presented to the end user in P-BDSS. Users may investigate which
news events correspond to bursts in social media visibility and, conversely,
find possible causes for unusual social media activity. We expect that com-
bining both kinds of information would be useful for business professionals,




From previous chapters, we can see that this research is focusing on doc-
ument filtering, Information Extraction and machine learning, and how
these techniques can be adopted for processing unstructured data for var-
ious purposes. Other supporting tools including information visualization
for user interfaces, information storage, parallel and distributed computing
are also investigated and used. Based on these research topics, this chapter
presents the design and architecture of a complete DSS, which aims to ex-
tract, analyze and organize information from plain-text news and deliver it
to users in a concise and easy-to-access form. This chapter answers RQ4:
How to construct the business DSS using information from unstructured
text data?
5.1 Architecture
The conceptual architecture of the P-BDSS is shown in Figure 5.1. It
consists of:
• Document Filtering module (DFM)
• P-BDSS NLP engine
– Information extraction module (IEM)
– Machine learning module (MLM)
• Data storage module (DSM) and external data module (EDM) run-
ning on the back-end
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Figure 5.1: Static Structure Diagram of P-BDSS.
• DSS on the front-end
P-BDSS conceptual workflow can be divided into three sub-parts:
1. Collect raw data from possible sources: (DFM, DSM)
2. Process through P-BDSS natural language processing (NLP) pipeline:
(IEM, MLM, DSM)
3. Visualize the intelligence and interact with the user: (DSS, DSM,
EDM)
5.2 Document Filtering Module
Before this research work, PULS receives about 5000 business news articles
from our partner system, which introduces the information delay. The
coverage of these news articles also depends solely on the partner system.
P-BDSS develops its own document filtering module that collects raw
data directly from Internet. Initially, the targeted sources is any business
news website providing RSS feed in English. We also experiment to collect
raw business data as much as possible from multiple sources of various kinds
including company websites and news websites in multiple languages. DF
described in Chapter 2 is used to filter out irrelevant documents from a
massive number of documents available on-line in real time. Currently,
DFM obtains unstructured raw data from 1124 different types of sources
on the Web (e.g., BBC news business, Nytimes Business Day, etc.).
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5.3 Information Extraction Module
5.3.1 Background
IE is an important technology behind the system. It extracts pre-defined
structured information from unstructured plain text. The structured infor-
mation can be stored directly into the database for later query. Starting
from 1987, IE was spurred by a number of Message Understanding Con-
ferences that were sponsored by DARPA and organized by the US Naval
Ocean System Center [59]. After MUC-7, IE research has been stimulated
by the Automatic Content Extraction (ACE) evaluations, whose objective is
to develop technology to support processing of text from a variety of sources
(e.g., newswire, broadcast conversation, etc.) [60]. Along with ACE evalu-
ations, a number of IE systems have been developed for different purposes
in a variety of domains. Here are some examples:
• In 2000, WhizBang! Labs launched its first product, a job search web-
site called FlipDog [61]. It used the IE technology from WhizBang!
Labs [62] that spidered corporate websites for job postings, extracted
the data, categorized the jobs extracted, and added them to FlipDog’s
database.
• At New York University, Grishman, Huttunen and Yangarber de-
veloped an extraction system Proteus BIO [63] that gathered news
from multiple sources, and updated the extracted information to a
database. The information extracted was infectious disease outbreaks
containing disease name, location, date, and other attributes of the
outbreak event. Patwardhan and Riloff [64], Phillips and Riloff [65]
also worked on IE systems in the disease outbreak domain.
• In the biomedical and molecular biology domain, a large number of
IE applications were developed in recent years for different purposes.
While some applications covered the full process of text mining from
filtering related documents to mining the biomedical interactions and
relations, some of them only provided useful tools for one or more
stages of the full process [66]. Protein-protein interactions extracted
from the scientific manuscripts were another focus in this domain [67,
68, 69].
• A multilingual security-related event extraction system [70] was de-
veloped using IE in 2013 in order to track cross-border criminal ac-
tivities.
44 5 PULS Business Decision-Support System (P-BDSS)
• Recently, business researchers published several approaches to apply-
ing language technologies to the financial domain. E.g., an IE system
has been developed to process Dow Jones Newswire, and was shown
to help in predicting stock prices [16]; a system for detection of eco-
nomic events is described in [71]; domain-specific polarity dictionaries
were used in [72, 73] to determine financial constrains of companies
mentioned in official reports. Most of these approaches use rule-based
and dictionary-based techniques. Several publications describe appli-
cation of machine-learning techniques to the business domain; e.g.,
for learning extraction patterns [74] and supervised text classifica-
tion [75, 76]. An overview of language analysis applications in the
business domain can be found in the recent survey in [1].
Before this research, the extracted information by PULS for business
domain includes business activities (events) and their associated entities
or slots (e.g., country, location, company, company descriptor1, person,
product, product descriptor)2. How to increase the quantity and improve
the quality of these extraction results are the key research focuses of P-
BDSS (as described in Section 5.3.2 and Section 5.3.3).
5.3.2 Methods of Extraction
An extraction pattern contains an indication for specific variable tokens
and their surrounding context. While the surrounding context is fixed, the
tokens are variable. For instance, ”A B recalled by C D on E” is a simple
pattern. It can be used for matching recall event, as shown in Figure 5.2
from the sentence ”A total of 717,950 vehicles have been recalled by US-
based General Motors (GM) on 23 July 2014 ...”. The pattern provides the
fixed context in this example; A, B, C, D and E are the variable tokens.
According to the definition of required slots by the IE system, A is an
integer, B could be a noun group representing any product, C is a noun
group representing any descriptor of a company (e.g., car maker, energy
company, etc.), D could be a company or an organization name, E may be
a date.
An IE system usually has a large number of such extraction patterns
to match required facts. Different systems, according to their purposes
and domains, may have quite different patterns. Finding, building and
1A company descriptor is a phrase that best defines what a company is doing, such
as mobile phone maker, car seller, oil company, etc.
2Depending on the type of activities, the slots are different. For example, an invest-
ment business activity has investor (a person or company), target (a company or product
or other targets), country, value, time, etc.
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Figure 5.2: P-BDSS IEM example.
fine-tuning the extraction patterns is therefore the core task of building
P-BDSS IEM since the quality of the resulting template largely depends
on the quality and coverage of these patterns. In general, there are two
different ways of obtaining suitable patterns.
• Knowledge Engineering Approach, using this approach, linguists
and knowledge experts of the required domain manually define the
extraction patterns [4, 5, 6, 7, 8].
– Advantages: the precision of facts extracted by these manually
defined patterns is normally high.
– Disadvantages: this approach requires a lot of time to be spent
on creating and evaluating the suitable patterns; it is usually
domain- and language-specific; the recall of the facts could be
low since it is difficult to come up with all possible patterns that
can match all kinds of natural language descriptions of the fact
especially manually.
• Machine Learning Approach, by using machine learning algo-
rithms, this method identifies the essential regularities for Informa-
tion Extraction from a training set that consists of suitable annotated
texts, and these essential regularities are then used for creating ex-
traction patterns. Example IE systems using this approach include
AutoSlog-TS [9, 10, 11], CRYSTAL [77, 78], PALKA [79], etc.
– Advantages: the recall of facts extracted by using these ac-
quired essential regularities is normally high especially when the
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training set is good enough in terms of size, regularity, domain
specificity, etc.; it is usually much faster than the manual ap-
proach to obtain a large set of useful patterns; theoretically it is
domain and knowledge independent.
– Disadvantages: while obtaining the useful patterns quickly,
this approach also brings a number of irrelevant patterns that
could dramatically decrease the precision of facts; finding good
training and testing sets of text is also a challenging task since
bad training and testing set results in bad patterns.
In IEM, P-BDSS uses both knowledge engineering and machine learning
approaches. Frequent pattern mining, which is one of the machine learning
approaches P-BDSS could use is presented in Section 2.3. For each new
domain and scenario, we first use the machine learning approach to help us
quickly acquire a number of possible extraction patterns. We then invite
our linguistics and domain experts to manually select appropriate ones from
them and we integrate these patterns into our IEM. We use these patterns
and other modules in IEM as described in Section 5.3.3 to extract predefined
structured information from plain-text news articles. Currently, we are
extracting pre-defined structured information from 16 business scenarios









funding rounds others 3
Table 5.1: Business scenarios.
Besides pattern-based extraction, statistical methods have been intro-
duced in recent years since the extraction patterns were found to be too
brittle for more noisy unstructured sources. Two kinds of techniques were
deployed in parallel: generative models based on Hidden Markov Models
(HMM) [80, 81, 82, 83] and conditional models based on maximum en-
tropy [84, 85, 86, 87, 88]. Although the statistical methods for extraction
is newer, there is no clear winner until now. The characteristics of two
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methods can be summarized as follows,
• Pattern-based methods
– driven by hard predicates.
– more useful in specific domains where human involvement is both
essential and available.
• Statistical methods
– decision made by weighted sum of predicate firings.
– more robust to noisy data.
5.3.3 P-BDSS IEM Structure
P-BDSS IEM is mainly constructed by the following 5 modules:
1. Pre-processor, which segments text into headlines, paragraphs, sen-
tences, tokens, and does part-of-speech tagging.
2. Shallow parser, which identifies and groups sequences of lexical items
into lower-level structures, e.g., noun phrases, verb groups, apposi-
tions, etc. In the example in Figure 5.2 the parser found that “a
land-mark ice-class Arctic rig” is a noun group that is used as a unit
in later stages of the analysis. An important phase in this process is
named entity recognition (NER), which finds proper names (“Kep-
pel”, “Chukchi Sea”).
3. Pattern matcher, which gives semantic interpretation to lower-level
fragments and combines them into events.
4. Co-reference resolution or discourse processing, which identifies and
links mentions of the same entity through the text, and fills missing
event slots.
5. Output generator, which produces results in the form suitable for
storing in the database and later querying and downstream analysis.
The resulting output consists of items as slot values of a structured tem-
plate (Figure 5.2). Based on the linguistic analysis, the output produced
by components 1 to 2, pattern matching is used also in P-BDSS to extract
facts. These facts are then used to fill the slots of the resulting template.
Same events from the same document are merged. We are also ex-
perimenting to merge same events from different documents based on the
key attributes of the events, such as company name, location, event type,
sector, etc.
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5.4 Machine Learning Module
We experiment with two kinds of learning classifiers built on machine learn-
ing in P-BDSS MLM. The utility or relevance of an event is essential for
providing users with better decision support. According to the criteria de-
scribed in papers [89, 90], a business activity event, described in today’s
news is much more relevant than an event that happened one year ago
and is described in today’s news as background information. When giving
such an old event a lower relevance score, people can more easily focus on
the surveillance of the current business world by filtering all low-relevance
events.
We also develop a sector classifier. For each event from these 16 sce-
narios as shown in Table 5.2, the sector classifier decides the top-level
business sectors (e.g, Energy or Electronics, etc.) and 388 more specific
second-level sectors (e.g., Energy, Gas, Electronics, Telecommunications,
etc.) under these top-level sectors. 4 We treat the multi-class, multi-label
problem as a set of binary sub-tasks, with one binary classifier for each
sector. We explore several combinations of learning algorithms and feature
selection methods, and evaluate them using a large amount of manually-
labeled data. Further, we focus on building robust classifiers, suitable for
real-world classifications—rather than on improving the performance on a
single, static corpus—by balancing the data given to each classifier during











Table 5.2: Business top-level sectors.
4We use two-tiered system, each top-level sector contains a number of more specific
second-level sectors (e.g., Top level sector ”).
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5.5 Decision-support System
Using IEM and MLM, P-BDSS gathers a large number of business informa-
tion aiming to provide useful decision support to DSS users. By selecting
graphical elements and interactive methods according to the data using
state-of-the-art IV technologies5, we are developing a useful DSS which is
able to provide access to P-BDSS extensive and profound business informa-
tion, assist users to navigate the decision-support result more effectively,
and also provide powerful tools for decision makers to communicate with
DSS and other decision makers.
5.5.1 Related Work
Now, we have the structured business activities with attributes that are ex-
tracted by the DFM, IEM and MLM described in previous sections. These
activities are stored in the database. How to use these facts effectively
brings us the topics ”Information Visualization (IV)” and ”Decision Sup-
port (DS)”. In this section, principles of these topics and how these prin-
ciples are taken into account when creating a decision support system are
introduced and investigated.
Information Visualization
IE technologies have enabled the collection of a large amount of information
from a variety of resources in a short time. Rapidly growing data also im-
poses a challenging task for presenting them effectively. Data summarized
and presented in a suitable and illustrative manner would demonstrate and
reveal valuable and significant facts to users, while an inadequate repre-
sentation confuses users and dramatically decreases their enthusiasm to
explore potentially very useful information.
Information Visualization includes all developments and progresses made
in Data Visualization, Infographic, Scientific Visualization and Visualiza-
tion Design. It is committed to creating an intuitive way to convey abstract
information in order to assist people in using their vision to think [95]. By
utilizing the advantage of the human eye’s broad bandwidth pathway into
the mind, all kinds of visual representations and interaction techniques en-
able users to see, explore or understand a massive amount of information
immediately.
In short, Information Visualization provides access to extensive and
profound knowledge. Through investigating and analyzing the characteris-
5Google maps Api [91], Highcharts [92], BMVIS [93], SIMILE Widgets [94], etc.
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tics of the data, an appropriate design of visualization using IV techniques
would dramatically demonstrate more potential value of abstract data. We
will come back to see how IV is applied in DSS in the following section and
the rest of the thesis.
Decision Support System
Decision support systems (DSS) is a computer-based information system
which assists users to make decisions by utilizing the data, models, knowl-
edge and human-computer interactions provided by the system [12]. It
is a more advanced outcome generated by the development of Manage-
ment Information System (MIS). Aiming at improving the quality of deci-
sion making, DSS provides an interactive environment and useful tools to
decision-makers for compiling useful information from various information
resources, analyzing the problem, modeling and simulating the decision-
making processes towards the final solutions.
Structure of DSS The Dialog-Data-Modeling (DDM) architecture pro-
posed by Sprague and Carlson is accepted by most academics as the initial
structure of DSS [96, 97]. They describe that DSS has three fundamental
components [12]: the data module, the model module and the user interface
module. When DSS was combined with Expert System (ES), the inference
module was also added into DSS:
• Data module contains the database and its Database Management
System (DMS) [98]. The DSS database contains a large number of in-
ternal information (such as internal accounting data), or external data
(such as financial indices). These raw data would need to be gath-
ered and extracted to the data format suitable for decision-makers to
manage, analyze, update and retrieve [12].
• Model module includes the Model Base (MB) and its management
system (MBMS). MBMS integrates various decision-making models
to analyze the internal and external information from the database.
An example model could be the mathematical model that analyzes
and simulates a complex problem, comes up with feasible solutions
and help the user to choose a solution from those options. MBMS also
includes the modeling language for users to customize the models or
build their own models [99].The basic abilities of MBMS include [100]:
1. satisfying the users’ needs for different models.
2. capability of integrating model and data.
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3. providing an easy-to-use interface to communicate with the mod-
els.
4. capability of sharing models.
• User interface module is the interactive part of the DSS. It ac-
cepts and inspects the user requests, calls the functional components
within the system to invoke the model runs, data analysis and knowl-
edge inferences to effectively solve the decision problem [101]. User
interface module has three main actors: the user, computer hardware
and software systems. The communications between human and DSS
can be divided into three parts [96]:
1. The Action Language: refers to any way the user would use
to communicate with the DSS, such as keyboard, mouse and any
other controlling hardware of software instructions.
2. Display or Presentation Language: refers to the DSS output
of information in any form that the user can explore, such as
monitor, printer, etc.
3. User Documentation: contains any required knowledge that
the user needs to know to use the DSS effectively, such as user
manuals.
• Inference module is formed by the KB, Knowledge Base Manage-
ment System (KBMS) and the inference engine component. In order
to solve many unstructured or semi-structured problems, specialized
knowledge is required besides the standard features of DSS. So in the
modern DSS, the KBMS is also an important sub-system in addition
to DBMS, MBMS and DGMS [99].
The advantages of the graphical format for displaying information make
Information Visualization best serve the displaying and presenting purpose
of DSS output in the user interface module. The more advanced interactive
IV enables the user to navigate the decision support result more effectively
and also provides a much easier tool for decision makers to communicate
with DSS. Almost all DSS integrate interactive IV in its user interface
module. The most commonly used graphical displays are line chart, bar
chart and pie chart. More advanced graphical tools such as dashboard, re-
lational graph or combined graphical formats are also popular. By selecting
suitable formats from these options according to the DSS output, DSS sim-
plifies the profound scientific questions into a visual image, which gives full
play to the human cognitive ability. Not only does DSS with IV facilitate
52 5 PULS Business Decision-Support System (P-BDSS)
the researchers to study and analyse the problems, but it also provides a
powerful tool for them to communicate with it to acquire more powerful




Currently, P-BDSS experiments with several ways to visualize the struc-
tured information, including table, list, document, timeline, graph and rank
as described below.
Table view Table view displays the structured business activities in table
format. Each row is a business activity (e.g. investment, new product
launching, etc.), while each column represents one attribute of the business
activities, such as company name, location, sector, etc. It supports sorting
by any column, Regular Expression and advanced searching as shown by
Figure 5.3.
Figure 5.3: Table view.
List/box view List view displays business activities in an ordered list.
Each box is an item in the list, representing a business activity. It contains
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the company name, the location of the activity, activity type, sectors, and
the sentence containing the business activity. The list is in chronological
order by default, and can also be ordered by company name, distance be-
tween the activity location and user’s location, relevance of the activity,
etc. (Figure 5.4).
Figure 5.4: List view.
Document view Document view displays the news article and all ex-
tracted business activities. The sentences containing a business event are
highlighted to help the user locate the activities in text. It allows users to
make comments to, add, edit or rate the relevance of any activity event. It
also provides possible related events links as shown in Figure 5.5.
Timeline view Timeline view displays activity events chronologically. It
best demonstrates the frequency of activities during a certain period. Fig-
ure 5.6 shows an example of events in the Electronics, Telecommunications
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Figure 5.5: Document view.
Terminals, Telephones sector displayed in the timeline view.
Graph Graph view (Figure 5.7) displays the network among attributes
of business activities. Currently, we are using three types of entities, i.e.,
company, person and product to construct the graph. Each node of the
graph represents one instance of these entities, and each edge represents
the relationship of two node entities that IEM extracts from the text. For
example, an acquisition event ”Company A acquires Company B” will pro-
duce two nodes ”Company A” and ”Company B” and one directed edge of
type ”acquire” from ”Company A” to ”Company B” in the graph. Another
example ”Company C hires Person A who was the CEO of Company B”
will generate another two nodes ”Company C” and ”Person A” in the graph,
and two more edges of type ”employ” from ”Company C” and ”Company
B” to ”Person A”. With millions of such extracted business activities as
nodes and edges in the graph, users may generate the following kinds of
graphs easily:
• Business network between entities, e.g., between Nokia and Apple.
• Business network around a certain entity, e.g., up-to 3 jumps /foot-
note3 jumps means the minimum path between two entities are 3
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Figure 5.6: Timeline view.
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edges of a company, such as Alicorp (Figure 5.7).
• All subsidiaries of a company.
• All companies a person works for.
• All Companies selling/producing a certain type of products, e.g., car.
Figure 5.7: Graph view of Alicorp.
Rank Rank view displays companies or sectors in an ordered list for a
certain period. As shown in Table 5.1, each activity is assigned a positive
or negative score depending on the sentiment polarity of the events. We
then sum up scores for all events of a certain company or sector in a given
period and use the sum value to sort the list. An example of the rank view
of companies for the current month is shown in Figure 5.8. In this view,
we can select the period; sort the list by positive, negative or total score;
search the rank of companies in a certain sector, or go to list/table view to
check the activities of a company or sector in the period.
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Figure 5.8: Rank view of companies in current month.
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Compound views
Besides these single types of views, P-BDSS also experiments with two
kinds of compound views.
Profile Profile view is formed by a number of different components. Each
component in the profile view displays a certain type of information related
to a profiling attribute, e.g., a company or a sector. For example, Figure 5.9
is the profile view for Nokia. In this view, we can view the following types
of information:
• Descriptor of Nokia: IEM extracts the descriptor of Nokia from plain-
text. A descriptor is the piece of information that describes a com-
pany. For example, ”Mobile phone maker”, ”Telecommunication
company” are typical descriptors used in the news to describe Nokia.
In profile view, we display the most frequently used descriptors with
probability above a threshold.
• Sectors of Nokia: for each activity that involves Nokia, MLM classify
the sectors of the activities. We then store each company to a sector
pair relationship in our knowledge base. In the profile view, we display
the 5 most frequent sectors of Nokia from these pairs.
• Rank of sentiment polarity of Nokia as described in rank view above.
• Related companies of Nokia: we use frequency distribution of descrip-
tors and countries to compute the similarity score (Similarity AB) of
two companies (as shown in formulas 5.1 - 5.3). We then display 50
companies which have the biggest similarity score with Nokia in a
cloud view. The bigger the score, the bigger the company name is
displayed.
• Geography frequency distribution of Nokia in a pie chart.
• Event type frequency distribution of Nokia in a pie chart.
• A list of persons employed/fired by Nokia.
• A list of new products launched into market by Nokia.














Figure 5.9: Profile view of Nokia.
Dashboard Dashboard view has a similar look as profile view. Instead of
displaying related information using different IV elements for a particular
attribute, Dashboard view displays information boxes that are customised
by the users for a certain period, such as today. For example, the user may
select 2 sectors and 2 companies to follow, this will generate 4 informa-
tion boxes in dashboard view, each box contains the overview information
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of the sector or company today. Sector overview includes the following
information that is gathered today:
• Rank polarity of this sector as described in rank view above.
• Total events of this sector.
• Big players that have the highest ranks.
• Top stories of this sector.
• Company distribution pie chart.
• Geography distribution pie chart.
Company overview includes the following information of what happened
today:
• Rank polarity of this company as described in rank view above.
• Total events of this company.
• Related companies or persons.
• Top stories of this company.
• Sector distribution pie chart.
• Geography distribution pie chart.
All above views are also interconnected with each other. For example,
any time users see a company or sector, they can go to the profile view of
this company or sector; when users see a business activity in any view, they
can go to the document view of this activity, etc.
5.6 Low-level Supporting Tools
DSM handles the storage and retrieval of various kinds of data in P-BDSS.
Raw information gathered by DFM is stored using MongoDB [102], which
adopts document/object-based storage model6 and other information is
stored in relational databases.
Since the number of data introduced in this research is vast, parallel and
distributed computing have been used in all the modules on the back-end
in P-BDSS to save time. For each task, a manager is to be developed for
monitoring the distributed tasks and delivering the final combined results.
6File systems based on object-based-storage model: Google File System (GFS) [103],
MogileFS [104], Facebook’s Haystack [105], etc. It is more suitable for managing large-
scale library where file is written once, read often, never modified and rarely deleted [105].
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5.7 Evaluation
The main task of P-BDSS is to maximize the quality of extraction results,
similarly to the general objective of other IE systems. The term quality here
varies according to the extraction purpose and the evaluation metric. We
continuously perform several types of evaluations on P-BDSS IE systems
ranging from the formal MUC-ACE style evaluations that measure the
quality of the IE system results in terms of recall and precision for every
slot in the template, to more coarse-grained evaluations that concentrate
on a set of key slots in the template such as company name, country, date.
5.7.1 Evaluation Setup
The first step is to create testing key file and generate result file.
We manually gather a testing corpus. Each document in the corpus may or
may not contain an appropriate event. From the corpus, we create a testing
key file that contains a number of templates with correct slots manually
extracted from the documents in the corpus. Each template represents
an event in a document. We then use the corresponding P-BDSS IE sub-
system to process the same corpus, extract events from the documents as
templates and append the templates into one result file. Suppose the corpus
has 100 documents, both the key file and result file would have 100 such
sets of templates. The result file could have a different number of templates
for the same document.
The next step is to compare all the templates between the key
file and result file. We build a script for comparing the key and sys-
tem output every time when something changes in the P-BDSS IEM (e.g.,
new patterns introduced). Since the number of extracted templates in a
document could be different from the number in the answer key, the script
must find the most probably matching templates within a document be-
tween key and result. Further, the script is configurable to choose the slots
for evaluation. For the formal MUC-ACE style evaluation, we compare
every slot in the template, i.e., all the slots as shown above. Suppose the
key file contains 200 templates, it will then have 200 N.key country slots
that need to be filled. If the P-BDSS IEM fills 120 N.correct[country] slots
and 120 N.incorrect[country] slots (including unfilled slots that should be
filled), then, we can see that, N.correct[country] + N.incorrect[country] can
be larger than 200 since P-BDSS IEM may extract some additional wrong
events. Recall, Precision and F-measure of country slots are computed
using formulas 5.4 - 5.6.
















The overall results are calculated using N.correct and N.incorrect for
all the slots we want to evaluate as shown in formulas 5.7 - 5.10,










F −measure[all] = 2×Recall[all]× Precision[all]
Recall[all] + Precision[all]
(5.10)
F-measure[all] is the final evaluation result of P-BDSS IEM. We there-
fore try to balance the precision and recall to reach a higher F-measure
score.
5.7.2 Evaluation Results
The key file currently contains 231 documents, and 2188 slots. The eval-
uation result of IEM is shown in Table 5.3. The evaluation result of the
sector classifier in MLM has been presented in Chapter 3.
5.8 Chapter Summary
This chapter introduces the architecture, pipeline and overall evaluation of
P-BDSS, which collects raw plain-text data from the Internet, extracts the
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Event type # keys R P F1
nomination 83 100.0 78.0 87.6
orders 29 86.0 69.0 76.6
acquisition 52 81.0 75.0 77.9
investment 69 75.0 52.0 61.4
product launch 24 79.0 68.0 73.1
contract 72 76.0 60.0 67.1
all events 383 83.8 63.2 72.1
Slot in event # keys R P F1
company 521 61.2 50.0 55.0
country 293 70.0 44.3 54.2
all slots 2118 64.0 43.0 51.4
Table 5.3: P-BDSS evaluation results.
structured business information from raw data and builds BI tools based
on the structured information.
The overall objective of this research is to ensure that all the modules in
the system can function well, and together form a stand-alone DS system
to address the information overload issue in business domain. Currently:
• Plain-text business news are gathered by DFM from over 1000 news
sources in English.
• Plain-text news are processed by IEM to produce structured informa-
tion (business activities) from 16 scenarios with good quality. In the
long run, we are adding extraction patterns to improve the quality of
IE results in terms of both recall and precision.
• MLM is extracting more information for the structured information,
i.e. multiple sectors and relevance of the structured information. De-
tails are presented in Chapter 3.
• All of these types of information are presented by state-of-the-art IV
tools in DSS. We are planning to evaluate the usability with real BI
users.
64 5 PULS Business Decision-Support System (P-BDSS)
Chapter 6
Conclusion
The on-going information explosion affects in particular the business do-
main, in relation to corporate strategy and business decisions. The ability
of users to leverage information and being aware of market trends is essen-
tial for day-to-day functioning. This thesis presents research on a natural
language processing system, which aims to address the problem of infor-
mation overload in the business domain. Overall, this thesis introduces
novel methods for extracting information from unstructured data in various
ways, including document filtering, information extraction, and supervised
and semi-supervised learning. Based on these methods, it presents a novel
business DS system, from lower-level details of research, gradually forms a
complete high-level architecture of the system. It demonstrates how dif-
ferent technologies can be combined in one system to provide meaningful
information in the business domain.
The main research question is to study ”How to address information
overload and provide decision support in the business domain?” In order
to answer this question, this thesis focuses on the following sub-questions:
• RQ1: How to filter irrelevant documents from many sources of con-
tinuously streaming news?
• RQ2: How to extract the information not explicitly presented in text
from plain-text news?
• RQ3: How to link external information, e.g., social media visibility
and stock prices with news?




This thesis contains six scientific articles as presented in Table 1.1 to
answer these four questions.
Chapter 2 presents paper PI to answer RQ1. PI presents experiments
on a pattern-based classifier to filter non-business news articles from a live
business news corpus, in order to improve the quality of the corpus. This
business news corpus is collected automatically by a document collection
module as described in section 2.1. By manually checking 100 random
documents collected from news sites, we have found that even when we are
only using business RSS feed, 30% of them are non-business documents not
containing any business activity. The non-business documents ratio goes
up to 67% when we are checking 100 random documents collected from
company websites. These non-business documents dramatically decrease
the precision of the extraction result of IE. We therefore need to filter out
non-business documents from a massive number of documents collected to
improve the precision. PI collects relevant plain-text data and pre-processes
the data into structured sequential data. Statistical data analysis is used
to understand the data and mine frequent sequential patterns. The main
contribution of PI is, it demonstrates that a combination of NLP techniques
and frequent sequential pattern mining can be used for finding patterns in a
specific domain from unstructured natural-language text, i.e., news articles.
With a minimum manual selection effort, we use these patterns to generate
domain-specific scenario-based document summaries. We have applied the
method in two domains. The evaluation results show that scenario-based
summarization can serve to filter out irrelevant documents and also extract
important sentences from relevant documents as summaries for pre-defined
scenarios in a specific domain. For document level filtering, this method
achieves very high precision while keeping quite high recall in both domains
in our study. This demonstrates that this method may solve the problems
for scenario-based document filtering in a specific domain.
Chapter 3 introduces PII and PIII to answer RQ2. PII and PIII present
experiments with supervised learning for labelling business-news documents
with multiple industry sectors. In much research on supervised classifica-
tion it is traditional to assume not only that the test data has the same
distribution of labels as the training data, but also that the classifier will be
applied in the future to data drawn from the same distribution. However,
this is not always the case: the label distribution may change over time,
even within the same news stream. Furthermore, a single set of classifiers
may be required to label data from multiple sources, such as a variety of
news feeds. We are interested in exploring classification in a real-world
setting, where the distribution of labels may change dynamically over time.
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Therefore, one of our goals is to build classifiers that are not biased toward
the particular distribution of labels in a given training set. Rather than us-
ing all available documents from a training set, we experiment with smaller
subsets of balanced data. We use a balancing procedure, suitable for the
multi-label setting. Using a collection of test sets, with different label distri-
butions, we demonstrate that classifiers trained on balanced data perform
better, on average, than classifiers trained using the original distribution of
labels in the corpus. The main contribution of these papers is that combin-
ing a named-entity-based rote classifiers with the balanced classifiers yields
better results than either classifier alone. This method improves on the
best score previously reported, while using the same amount of training
data for the rote classifier, and considerably less for the statistical classi-
fiers. Experiments also shows that using company descriptors inferred from
the knowledge base does not improve performance in comparison with using
descriptors and company names extracted from the document.
Chapter 4 presents PIV and PV to answer RQ3. The nature of the com-
plex relationships among traditional news, social media, and stock price
fluctuations is the subject of active research. Recent studies in the area
demonstrate that it is possible to find some correlation between stock prices
and news, when the news are properly classified [15, 16]. We believe that
the combined analysis of information can be of particular interest for spe-
cialists in various areas: business analysts, Web scientists, data journalists,
etc. PIV and PV present experiments and use case studies to demonstrate
interesting correlations between news and social media contents. We focus
on numerical measurement and analysis of the content. Information ex-
tracted from on-line news by means of deep linguistic analysis is used to
construct queries to various social media platforms. The main contribution
of PIV and PV is that we combine NLP with social media analysis, and dis-
cover interesting correlations between news and social media. The results
presented in the papers demonstrate the utility of collecting and comparing
data from a variety of sources. In the first study, we have demonstrated that
the impact that new-product events have on Twitter depends more on the
industry sector than on a particular company. In the second experiment we
chose three companies—Alstom, Malaysia Airlines, and General Motors to
perform visual analysis of correspondence between Wikipedia views, news
hits and stock prices. In the third experiment, we choose eleven big compa-
nies from different industry sectors, namely Alibaba, Alstom, Burger King,
General Motors, IBM, Malaysia Airlines, Medtronic, Mt. Gox, Netflix,
The Home Depot, and Xiaomi. For each of these companies we collect two
time series: daily news mentions and Wikipedia views. Then we calculate
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the cross-correlation between all possible pairs in this dataset to identify
time-series correlations between news hits and Wikipedia views.
Based on the above research topics, Chapter 5 introduces PVI to answer
RQ4. PVI presents the design and architecture of P-BDSS, which aims to
extract, analyze and organize information from plain-text news and de-
liver it to users in a concise and easy-to-access form. The system differs
from common search engines in that it uses semantic analysis, information
extraction, and other methods from artificial intelligence as opposed to op-
erating at the level of keywords for representing both news items and user
queries. That is, rather than operating at the level of keywords found in a
text, this system operates at a higher conceptual level, which enables richer
and more informative search. This is much closer to ”text understanding”
than the techniques employed by traditional search engines, which are well
known to be difficult to use for this type of knowledge-intensive tasks. As
shown in Figure 5.1, the overall expectation is to ensure that all the mod-
ules in P-BDSS can function as described in PVI, and together form a
complete decision-support system.
• As much as possible raw business data are gathered by document
filtering from multiple sources.
• Raw plain-text data are processed by information extraction to pro-
duce structured information with good quality.
• Machine learning classifiers are used to decide the relevance and sector
for the structured information.
• All extracted information is effectively presented by the state-of-the-
art IV tools, and together with other communication and decision-
support tools, provide useful decision support for BI users.
In the long run, we are driven to improve the quality of both IE and ML
methods to bring P-BDSS to a higher standard. The main contribution of
PVI is that it presents a novel business DSS, from a high-level perspective,
gradually moving down toward the lower-level details. It demonstrates how
different technologies can be combined in one system to serve the real users’
information requirements in the business domain.
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