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PREFACE
This work began as an exploration to improve upon past research of an assistive
technology for people with cervical spinal cord injuries. Using a magnet placed on
the tongue and with a headset containing magnetic sensors, a person could control
a computer, smart phone, or wheelchair with classification. This work began as
the search for the ability to provide more fluid control by proportional tracking of
the magnet. In the process of trying to accurately characterize the model and its
parameters, it was discovered that performing the model fusion and characterizing the
model framework for performing the tracking was itself an interesting set of problems
and became the focus of the work. Hopefully the techniques identified here will prove
to be useful tools for enabling data fusion with an array of sensors measuring common
values for characterizing a system within the framework of a model.
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Modern technology has lead to major changes in how people interact with the world.
Not so long ago, phones were limited nearly exclusively to landline connections and
computers were limited to business tasks. Now smartphones are becoming ubiquitous
and small embedded computers are found in an ever increasing collection of devices
comprising the Internet of things.
This technological development provides new opportunities for people with dis-
abilities. The connectivity of an increasingly broad set of devices provides a pathway
to allow people with disabilities to have far greater opportunities to interact with
their world, if the proper devices can be made to connect them to that infrastructure.
To this end, work has been done at Georgia Tech to create an assistive technology
device for people with tetraplegia. The assistive technology is a wearable headset
with arms that come down both sides containing small magnetic sensors. These
sensors track the position of a rare-earth magnet that is placed on the user’s tongue.
This magnet can be temporarily placed using a dental adhesive, or it can be placed
more permanently by a piercing or embedding the magnet within the tissue of the
tongue. This allows the person to, by means of tongue movement, issue commands
to a computer or smartphone device.
There has been a significant amount of work done in developing this system at
the GTBionics lab at Georgia Tech. Past research has largely focused on performing
classification tasks, creating a dependable communication framework, and making
progress towards a multimodal system. There has also been some effort to try and
perform more sophisticated tracking of the magnet, but so far has proven to be
unsuccessful.
There are a few major problems to correctly being able to track the magnet posi-
tion. First, the magnetic dipole is a nonlinear system. There is also the consideration
of various mismatch of the sensors in position and orientation. The tracking itself
can be performed by using established filtering techniques such as particle filters,
extended Kalman filters, or unscented Kalman filters, but this requires a thorough
characterization of the system to provide accurate results.
The goal of the research described herein is to address these underlying challenges




MEDICAL BACKGROUND AND ASSITIVE
TECHNOLOGIES
To better understand the goals of the project, an overview of spinal cord injuries
is presented with a focus on cervical spinal cord injuries. A description of some of
the available assistive technologies is presented. Some existing technologies that are
similar to the proposed work are then described.
2.1 Spinal Cord Injuries
The level of remaining capability for people with spinal cord damage can typically be
classified based on the location and nature of the injury. Nerve connections are made
with the spinal cord between pairs vertebrae. Each vertebra is categorized into one
of three categories: the cervical, the thoracic, and the lumbar. These regions consist
of seven, twelve, and five individual vertebrae, respectively. The cervical nerves are,
therefore, labeled C1 to C8. C8 is just above the vertebra T1, and the nerve T1 is
just below the first thoracic vertebra. To help distinguish between the vertebra and
the nerves, the nerves will be denoted as CN1-CN8. People with cervical spinal cord
injuries lack full control of their arms and legs, and they are typically said to have
tetraplegia.
In addition to the location of the injury, the nature of the injury can also have
a large inpact. The injury can be asymmetric which can lead to differences in ca-
pabilities from one side of the body to the other. For example, a person may be
able to move their head more freely to the right than to the left. An approximate



































Figure 1. In the image on the left, the terminal vertebrae in the cervical (C), thoracic
(T), and lumbar (L) regions are identified with the enumeration of the intermediate
vertebrae being implied. The spinal nerves correspond to these vertebrae and, on
the right, the muscular regions of the body are approximately identified by their
corresponding spinal nerves.
depicted in Figure 1.
Individuals with injuries between CN1 and CN3 lack neck muscle control and
innervation t othe diaphragm and likely depend upon a ventilator for breathing.
With injuries at CN4, the individual retains some neck control. CN5 injuries may
permit elbow flexion and CN6 permits wrist extension. CN7 injuries may allow the
patient to extend their elbow. Generally, CN7 is the highest level of injurty where a
person is capable of independent living. Injeries at or below CN8 preserve some level
of finger flexion, but the patient has significantly limited dexterity.
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2.2 Existing Pertinent Assistive Technologies
A variety of assistive technologies for individuals with tetraplegia are depicted in
Figure 2.
(a) (b) (c) (d) (e)
(f) (g) (h) (i) (j)
Figure 2. Examples of existing ATs for people with tetraplegia: (a) Wearable eye-
tracker system [9], (b) Eye-gaze camera [2], (c) Facial electromyograph [32], (d)
Wearable electrooculography system [13], (e) Electroencephalography headset [72],
(f) Near-infrared-based electroencephalography headset [50], (g) Intracortical elec-
trode array [38], (h) Subdural strip electrode array [4], (i) Another subdural strip
electrode array [3], (j) and Sip-and-puff system [1]
Typically, able-bodied users use their hands and fingers for human-computer in-
teraction, whether using a keyboard or a mouse. These input methods have a high
bandwidth when compared with most assistive technologies. People with high-level
spinal cord injuries must use alternative input methods. The preferred assistive tech-
nology (AT) devices vary by level of injury. The currently available devices are listed
from the highest, most-severe injuries to the lowest, least-severe injuries.
2.2.1 CN1 to CN3
For injuries between CN1 and CN3, available assistive technologies must rely almost
exclusively on the voluntary musculature of the face and head. HCI devices based
on eye-tracking have been successfully employed [9, 10], and have also been used
for individuals with amyotrophic lateral sclerosis (ALS), a neurodegenerative disease.
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Eye trackers are effective since eye control has one of the most direct connections to
the brain. Eye trackers, however, can interfere with normal visual tasks and the input
devices are sensitive to ambient conditions (e.g., lighting.) Also, like many devices
herein, they are vulnerable to the ”Midas touch” problem, a term used to describe
when the input system accepts inputs from user actions which were not intended to
be used for information entry. With eye tracking, this can be from the user observing
the room or eye saccades, natural movement of the eyes as they scan the visual scene.
Techniques have developed to deal with some of these problems and eye tracking can
be faster than mouse selection [57], but at the expense of fine precision.
Another option for people with injuries from CN1 to CN3 is electromyography
(EMG), which senses bioelectric signals from muscles in the face as a form of input
[32]. A related technology is electrooculography (EOG), which senses the electric po-
tential field generated by the positively charged cornea with the negatively charged
retina [65]. EMG requires electrodes to be placed on the skin. EOG can be imple-
mented by sensors on glasses [13]. In either case, these technologies have bandwidth
limitations and are vulnerable to noise. The Midas touch problem is also an issue.
Facial EMG has also been used for identifying emotional response in psychology re-
search.
Other devices aim to directly interface with the brain. These brain-computer
interfaces (BCI) come in two varieties: invasive and noninvasive. Noninvasive BCI use
either electroencephalography (EEG) [72] or near infra-red (NIR) signals [50]. EEG
devices have low data-input rates with recent research reporting maximum bit-rates
about 100 bits/min in a typing task [69]. Near infra-red BCI are still immature, so
data rates are still low. Invasive BCIs use intracortical neural signals [38] or subdural
electrocorticogram (ECoG) [41]. These devices are costly and require sensors to be
placed in direct contact with the brain. Movement of the brain within the skull is a
major obstacle - one that ECoG attempts to address by using surface contacts that
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allow some movement without significant shifting. Furthermore, BCIs must be trained
on an individual basis and are vulnerable to a variety of noise sources. Nevertheless,
accuracy of an intracortical BCI demonstrated an acceptable level of accuracy more
than 1000 days after the device had been placed [58].
2.2.2 CN4
With injuries at CN4, the individual has some neck control. At this point, head
motion becomes a possible input method.
Diaphragm control allows the use of sip-and-puff devices. Sip-and-puff devices
have been used for a long time for controlling wheelchairs. Sip-and-puff continues
to be widely used, e.g., a wireless remote control for an Apple iPod was modified to
use sip-and-puff to help a user with cervical spinal cord injury control their music
independently[36].
Voice is also an available mode for individuals with diaphragm control. One study
demonstrated a vocal joystick that made use of vowel quality, pitch, and loudness
features to control a proportional input system [11]. While speech can be used by
people with higher injuries with the assistance of a ventilator, the inability to control
their diaphragm limits some ATs for injuries above CN4.
2.2.3 CN5-CN8
Below C7 injuries, a certain level of input using the hands becomes possible, for
example using a hand control or joystick to control a wheelchair. Typing and the fine
use of a computer mouse remain difficult or impossible. Devices do exist that modify
keyboards or mice to improve usability for people with various disabilities.
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2.3 Challenges of Assistive Technologies
Fatigue is a common problem with AT [16]. Allowing multiple modes allows for
a user to change his/her preferred mode as they become fatigued (e.g., use a less-
efficient but less-strenuous method). Consideration of user mental workload is also
important. Novak, Mihelj, and Munih showed that when users were asked to perform
two tasks concurrently and observed the psychophysiological effects. They showed
that users could become mentally fatigued as they reached the limits of their mental
resources as they tried to split their attention between the two tasks [46]. A poorly-
implemented multimodal HCI could potentially act as a dual-task problem which
would run contrary to the motivation for using a multimodal system.
Abandonment is a major obstacle for successful ATs. Research by Phillips and
Zhao found four factors associated with AT abandonment: lack of consideration of
user opinion, easy device procurement, poor device performance, and change in user
needs or priorities [48]. Each of these should be considered in an AT system. One
interesting result was that when an AT was easy to procure, there was an increased
rate of abandonment because the ease of acquisition reduces the apparent value of
the AT to the user. The proposed system requires the user to have a magnetic tracer
placed and the system would need to be adapted for an individual user’s needs. This
customization is necessary to the success of the design, but customization should also
serve to reduce abandonment.
The Midas Touch problem is also a major consideration, where commands are
issued involuntarily when the user is engaged in unrelated activities.
2.4 Similar Existing Assistive Technologies
Another possible input is to use the tongue for input. There are a number of existing
HCIs based on voluntary oral movements [25]. Some depictions of existing technology
are represented in Figure 3. The Tongue-Touch-Keypad (TTK) is a switch-based
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Figure 3. Examples of existing tongue-based ATs: (a) Tongue Touch Keypad (TTK)
[7], (b) Tongue-Mouse [47], (c) Tongue-Point [54], (d) Integra-Mouse [5], (e) Think-
A-Move [66], (f) Optical tongue gesture detector [55], (g) Inductive tongue-computer
interface [63]
device with nine keys that can be activated by tongue pressure [7]. Tongue mouse is
a touch-pad which is placed in the mouth and is controlled by using the tongue [47].
Tongue-Point [54] and Integra-Mouse [5] are modified joysticks specialized to be used
by tongue and lips. Think-A-Move measures pressure changes in the ear canal as a
result of tongue movements [66]. There is also a solution which uses infrared optical
sensors embedded within a retainer to sense tongue gestures [55]. Building upon the
idea of the TTK system, another project used a metallic activation unit, placed on the
tongue, to interact with inductive sensors in an intraoral controller with 18 inductive
switches [63]. Using a metallic tracer helps avoid unintentional commands. All of





This chapter describes the architecture of the prototype system and some of the
technical limitations of the pertinent elements.
3.1 Overview
The system developed to analyze this system is based on work performed by Bionic
Sciences, Inc. as a part of an NSF-SBIR grant #1621673, SBIR Phase I: Developing
the Standalone Tongue Drive System. The author was involved with the development
with the software and firmware of this system which was performed under contract.
The software and firmware developed in the work related to this SBIR is distinct and
separate from the work presented as part of this thesis, however the development of the
hardware and some aspects of the firmware are pertinent as providing the framework
for the algorithms and methods described in this document. This chapter focuses on
the hardware development efforts done as part of the SBIR; my contributions will be
noted as it demonstrates experience with working with hardware and speaks to the
ability to successfully implement the algorithms described in a working system.
Depictions of a prototype system are included in Figure 4. The headset consists
of a microcontroller and a custom PCB board on the top with sensor boards on the
two arms, each with two magnetic sensors. Closeups of the microcontroller and the
custom board are included.
Figure 4. Images of a prototype headset system (a) the complete headset system (b)
close-up of the microcontroller (c) close-up of the custom PCB
3.2 Microcontroller
The microcrontroller used in this project is a low-powered processor based on the
Nordic nRF52832 system on a chip (SoC) [45]. This SoC contains an ARM Cortex-
M4 32-bit floating-point processor running at 64 MHz. It supports a supply voltage
from 1.7-3.6V with currents of 1.9µA at 3V in system ON mode. It has a 512 kB flash
with 64 kB of RAM. Additionally, it contains support for serial peripheral interface
(SPI) and I2C (Inter-Integrated Circuit) busses with three bus lines available.
Additionally, the microcontroller provides a 2.4 GHz transceiver for implementa-
tion of a Bluetooth low-energy (BLE) communication protocol. When communicat-
ing, the chip draws 5.4 mA peak current.
There is also support for integrating USB (Universal Serial Bus) communication
over a ttyACM (teletypewriter Abstract Control Model) serial connection. A later
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version of the chip, the nRF52840, also supports general-purpose USB communica-
tion. The nRF52840 microcontroller has not been used in a headset yet, though it
has been used as a dongle to communicate with headset systems.
During the development of the hardware system, custom boards were fabricated.
My contribution to this effort was evaluating the boards after they had been pop-
ulated and assessing and solving technical problems as they presented themselves.
Later prototypes made use of a Bluefruit nRF52 Feather board. This includes a Blue-
tooth antenna as well as interfaces providing simple connection points for connecting
additional components. It also includes a connection for attaching a rechargeable
battery with a power connection to an integrated micro-USB connection. The pinout
is depicted in Image 5.
Figure 5. Diagram of the microcontroller system on a chip (SoC) and its pinout [8].
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3.3 Architecture
To integrate the feather board with the additional components, a custom hardware
board was developed to house some external components as well as to provide connec-
tions for communicating with the magnetic sensors placed alongside the user’s mouth.
This board was connected by pin connections that interface with the connections on
the feather board. I contributed to this effort in ensuring that the connections were
accurately placed from the standpoint of the microcontroller and testing and debug-
ging the populated interface boards.
The custom PCB board integrates a radio operating in the 433 MHz band as
an alternative when the 2.4 GHz bandwidth used by BLE is congested. The chip
used for this communication is a Hoperf Electronic RFM69HW transceiver module.
This radio transceiver is connected with an SPI connection to one of the SPI busses.
This secondary radio is not of primary concern as it pertains to the work presented
herein, but it is pertinent to the proper operation of the headset providing additional
precautions to ensure connectivity when being used for critical operations such as
driving a wheelchair.
There is also a STMicroelectronics LSM9DS1 inertial module that provides a 3D
magnetometer, 3D accelerometer, and 3D gyroscope. This is mounted on the PCB
and is connected to the Feather board on pins that implement an SPI bus. This
SPI bus is shared with all other magnetic sensors since they all share the same SPI
communication configuration: the clock is active low with read/write occurring on
the falling edge.
To provide communication with a computer or cell phone device, a dongle was
created based on an nRF52840 device. The dongle includes a RFM69HW radio
transceiver. The current prototype is built with a development board which includes
the Bluetooth antennas and mounts for connecting jumper wires to external compo-
nents, though future designs would be built using a small SoC such as the Rigado
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Figure 6. Diagram outlining the system for the headset. Power and ground connec-
tions are omitted. There are two SPI busses used and chip select lines are identified.
BMD-340 [34]. The dongle communicates over a USB connection with USB HID and
ttyACM communication protocols.
3.4 Magnetic Sensors
There are two magnetic sensor types used in this design. The magnetic sensor that
is connected to the custom PCB board is an LSM9DS1 [61]. The LSM9DS1 has two
chip select paths. The first chip select communicates with the accelerometer and
gyroscope and the second chip select communicates with the magnetic sensor. The
device is essentially the combination of two discrete chips in the same package.
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The magnetic measurements are 16-bit signed values and the magnetic field mea-
surement range can be tuned to ±4,±8,±12,±16. The data rate can also be tuned
to multiples of powers of two ranging from 5
8
Hz to 80 Hz. These properties can be
controlled by setting the values in registers on the sensor chips.
The second type of magnetic sensor is the LSM303D [60]. The current prototype
has four of these sensors that are used to measure the field generated by the magnetic
tracer.
It has the same measurement range as the LSM9DS1, also measured in signed




In the proposed application, the sampling rate is expected to sampled at the
maximum rate. Because the sampling cannot be exactly aligned between the two
chips, there is still a misalignment of up to 2.5 ms. With this in mind, there is
an expectation that the change in the observed earth’s magnetic field (and other
peripheral magnetic field effects) have a limited rate of change.
3.5 Firmware
Firmware was created as part of the SBIR effort. This includes drivers to commu-
nicate with the various radio devices as well as the magnetic sensors. The code was
developed using a software development kit (SDK) provided by Nordic Semiconduc-
tor. I was responsible for the development of the firmware supporting the magnetic
sensors as well as the Bluetooth communication. I assisted in the development of the
secondary radio firmware. Additionally, the embedded-system implementation of an
SVM classifier and a simplified EMF removal algorithm were also implemented by
me.
The firmware for the prototype also includes implementation of simple removal of
earth’s magnetic field as well as a classification algorithm based on a support vector
15
machine (SVM). The creation of the SVM is implemented by a client program that
communicates with the headset. Samples are taken and the raw values are transmitted
to a computer for generation of an SVM with a linear kernel. The SVM provides a
one-to-one classifier for seven classes and classification is done by a winner-take-all
calculation. A matrix and offset are sent back to the headset for the classification to
be done on the headset.
On the firmware, the classifier identifies the classes and those are converted to HID
commands which are then sent over either a BLE connection or over the secondary
wireless communication pathway to be conveyed to a computer, cell phone, or any
other suitable device.
For the purposes of this work, it is expected that the raw values are sent to a
computer to be processed. The prior work focused around a classification problem.
The goal of this research is to facilitate proportional control which requires more
sophisticated tracking of the magnetic field values. The target framework, however,
remains the same. Configuration and preparation can be done utilizing a computer or
a smartphone for configurations. The eventual goal is to allow processing (or tracking
of the magnet) on the embedded device on the headset and converting those tracked
values to commands to be issued.
The secondary communication pathway was sent to a dongle that was also based
on an nRF52 system. The firmware for this device was also designed as part of the
SBIR research. This dongle is currently based on a development kit and I wrote the
firmware implementing the dongle making use of the radio drivers written by others.
The dongle firmware focuses on passing along configuration messages including raw
data packets. It also manages the receipt of additional messages intended to convey
HID commands. These commands are converted to USB HID commands that can be
sent to a smartphone or a computer device.
Since both the BLE and the USB systems create standard HID packets, they can
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be used to communicate with supporting devices without the need for specialized
drivers. When using the dongle or headset to communicate over a USB connection, it
is necessary for the phone or computer to serve as host. This does mean that, when
communicating with a smartphone, it is required that the phone support the USB
On-the-Go (OTG) standard.
Based on the existing firmware, it is possible to send raw measurement data to
be analyzed and processed. The existing system is designed with the intent that
configuration settings are performed on external hardware devices and that model in-
formation can later be uploaded to the headset for real-time processing of commands.
To this end, the supporting algorithms to enable proper tracking will be expected to
be performed on a general purpose computer with pieces that are delivered to the
headset that can be efficiently computed on embedded systems.
3.6 Client Software
Another element of the system was a client program written in Python that provided
a method of communicating with the headset. This system also provided a method
for recording measurements from the headset as well as ways to plot the data in a
way that could be assessed. Through this effort, experience with interfacing with the
hardware and creating communication pathways was established. At this point, the
hardware system is to a point where more refined techniques can be employed and
there is an established structure provided for doing analysis. The firmware is written
in C and C++ with interfacing client code written in Python. To interface with this
system, new work will be developed in Python with the intent that future deployment





Initial investigation for proportional control focused on methods that allow tracking
in nonlinear systems. Nonlinear systems can lead to a variety of challenges. One
of these is that they can lead to optimization problems that are not convex. Non-
convex problems may lead to finding local minima. In the particular case of tracking
a magnet in a magnetic field, there are multiple solutions due to symmetry properties.
Initial work focused on trying to create code to implement particle filtration to try
and track the magnet [14]. In investigating this method, a simulated system was cre-
ated implementing a particle filter in C++ wrapped for implementation from Python
with a Cython wrapper. While tracking is possible in simulation, employing such al-
gorithms in real systems is challenging because it requires some pieces of information
that is not readily available. One portion is ensuring that the signal measurements are
accurate representations of the physical measurements. It is also necessary to have
information about the sensor position and the magnetic field strength. This informa-
tion is necessary to do an assessment for assessing the accuracy of the measurements
as compared to the theoretical estimates.
The expression that is used to make an estimate of the expected measurements is








In this equation, µ0 represents the permeability of free space. The magnetic mo-
mentm is a vector with an amplitude that is a function of the strength of the magnetic
material and its geometry. It is assumed that the strength of the magnetic moment
is available a priori. The orientation of the magnet, or the directional component
of the magnetic moment, is something to be tracked. The position of the magnet is
expressed as a. This is also something to be tracked. The important values that must
be properly accounted for is the measurement values must calibrated and unbiased,
the orientation of the measurement space must match the physical space, and the
sensor positions s must be known.
An illustration of the elements of the magnetic dipole equation is in Figure 7.
Figure 7. Representation of the magnetic localization problem [23]. The m vector
represents the magnetic moment vector. s represents the sensor location. The a vector
and angles θ and φ represent the position and orientation of the magnet, where the
circular faces of the cylindrical magnet are the north and south poles.
Another technique that is expected to be successful is using Kalman filtering.
Normal Kalman filters have an underlying linearity assumption which is violated by
this problem, but the extended Kalman filter (EKF) provides a method for allowing
the Kalamn filter to make an approximation by using a localized linear estimate and
a Jacobian to perform updates. Using EKF filters for tracking rotations including
using magnetic fields have also been studied demonstrating that they can be used for
tracking orientation by using magnetometer data [53]. This work focuses on using
earth’s magnetic field for the sensing, which is assumed to be a constant planer
field. For the headset problem of tracking a local magnet, the field curvature over
small regions can be quite large, so EKF methods could perform poorly when the
linearization approximation is violated.
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An alternative method of Kalman filtering for nonlinear systems uses the Un-
scented transform. This method, called unscented Kalman filtering (UKF) uses a
deterministic rule to select weighted estimates that are spread statistically [70, 71].
This attempts to estimate the second-order statistics to try and give an improved es-
timate of the measurement. The UKF typically provides more accurate results than
the EKF, though it does have some limitations when applied to non-Gaussian distri-
butions. It also has the benefit of not requiring an expression of the Jacobian as is
required for the EKF, although the Jacobian is available in this case. It also has the
same algorithmic complexity as the EKF. The UKF seems to be a strong candidate
for this problem.
Additional methods based on these techniques are also available such as unscented
particle filters [67, 52]. These approaches aim to use the benefits of the statistical
framework provided by Kalman filtering to improve the estimations of particle filtering
while still preserving the generality that particle filters provide to track distributions
that are non-Gaussian.
While the investigation of these techniques provided important insights into the
available techniques for doing tracking, they all rely on having good models to perform
assessment of the goodness of the measurements. This step was the major lacking
component. To do this, it is necessary to have some common frame of reference
in space and orientation as well as having good a-priori information about sensor
positions. Because the headset can be adjusted to suit the user, it is also important
that the techniques being employed do not require a lot of specialized equipment or
technical background to perform calibration steps. The goal is to create a framework
to discover this information through data collection without the need of specialized
equipment such as a robotic arm.
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4.2 System Configuration
There are several steps that must be accomplished to properly configure the system.
The first portion of the architecture requires performing a calibration of the sensors
and a relative alignment. The headset provides a magnetic sensor that is far from the
tracked magnet for the purpose of removing the Earth’s magnetic field (and similar
components.) To be able to remove this field component, it is necessary that the
sensors be properly calibrated.
Once this magnetic field has been removed, it is necessary to properly orient the
sensor measurements to be aligned with the physical space. It is also important
to know exactly the positions of the sensors. While some of this information can
be approximated by the form of the device when it is constructed, the headset is
adjustable.
4.3 Sensor Calibration
It is expected that the magnetic sensors do not necessarily provide truly orthogonal
values. To get good measurements, it is important to orthogonalize the measurement
values. These measurements also experience some amount of gain and a bias. I order
to account for these properties, a set of measurements is recorded in the absence of
a magnet to track. It is expected that the measurements sampled by the sensors all
represent measurements of the same magnetic field.
In the absence of additional information about the nature of the magnetic fields
present at the location of the headset, it is assumed that the magnetic field being
observed is dominated by the earth’s magnetic field, so the gain for each sensors is
tuned according to this value.
To be able to identify the value of this field at a particular location, a model of
the Earth’s magnetic field is used. A description of this model is provided.
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The output of this section is a matrix A and a vector o for each of the sen-
sors including the reference sensor. The matrix represents an orthogonalizing and
normalizing matrix to ensure that each axial measurement is orthogonal and that
each axis has the same gain. The vector serves to remove the bias from the sensor.
Once the calibration is performed, raw measurements are processed through an affine
transformation. For this portion, each sensor is calibrated independently.
bcal = A(braw − o) (2)
4.4 Sensor Alignment
This alignment step focuses on finding a common orientation of calibrated sensor
measurements. Again, this processing is taken on data recorded by rotating the
headset freely in the absence of a tracking magnet.
To accomplish alignment, the reference sensor is selected to be the common ori-
entation and all the other sensors are aligned to attempt to match data measured by
the tracking sensors to match the data from the reference sensor. Once all the sensors
are properly aligned, it becomes possible to subtract the component measured by the
reference sensor and remove the measurement from the other sensors.
The output from this alignment is a rotation matrix Q (or alternatively an affine
transformation) that attempts to match the measurements for the tracking sensors to
the reference sensors. With this alignment, the sensor is rotated to be aligned with
the magnetic sensor and the calibrated reference measurements is removed. For data
taken in the absence of an external magnet, this value should be approximately zero.
In the presence of a localized magnetic field, this should provide an approximation of
the magnetic field crated in the presence of the magnet to track.












Figure 8. Diagram of the calibration stages. The headset is rotated freely without a
magnet present and data are collected. The sensor calibration gain and bias section
generates terms of an affine transform, Âi and ôi and outputs calibrated data. Cal-
ibrated sensor measurements are passed to a sensor orientation and alignment that
generates rotations Qi that place all measurements in common orientation with the
reference measurements.
The sensor calibration and sensor orientation alignment steps are both performed
in a random rotation in the absence of a physical magnet to be tracked. The terms to
be generated are Â and ô for each of the sensors and the reference sensor. The sensor
orientation alignment generates a rotation Q to orient the sensors to align with the
calibrated measurements for the reference sensor. Thus the reference sensor has no
associated rotation. A diagram of this is included in Figure 8.
4.5 Global Orientation and Sensor Positions
To be able to make forward estimates required for filtering algorithms, it is necessary
to take the orientation reference that is provided by the reference sensor and align
the measurements into a physical reference frame. At this stage, a magnetic tracer is
used. For control, it is expected that this magnet is currently not placed on a person’s
tongue and that it can be placed statically in a small number of pre-set locations (e.g.
five) with a known orientation. The magnet should have a known magnetic moment
and the magnet position should be placed in a location that is close to the sensors to
provide a strong signal, but far enough away so that the magnetic dipole equation is
still a valid approximation (i.e. far-field.)
For this stage, the magnet is placed in a series of pre-defined locations and a set of















Figure 9. Diagram of the configuration stages. Here the headset is stationary and
the magnet is placed in specified positions and orientations with a known magnetic
moment strength. Calibration terms are used to remove outside B-field elements.
Magnet position and orientation and the B-field measurements are passed to the
global orientation and sensor position section that returns a global rotation Ξ̂ to rotate
sensor measurements to the physical reference frame and sensor position estimates ŝi.
aligns the tracking sensors to match the global orientation and it identifies the location
of the sensors by using the known magnet information. With this, the magnetic field
measurements can be processed from the raw measurements and the data can be
compared with the known sensor information. A diagram of this portion of the




5.1 Magnetic Field Essentials
Papers describing magnetic fields are at times inconsistent with terminology. This
section begins by outlining the nature of magnetic field measurements to clarify some
of the later points in the content.
Most of the time, the measurements being discussed are based on magnetic flux
density, typically notated B and frequently called the B-field. It is alternatively re-
ferred to as magnetic induction or, with some confusion, it can be called the magnetic
field. Magnetic field strength is a closely associated measurement notated H, often
referred to as the H-field. It is also referred to as the magnetic field intensity, the
magnetic field strength, or magnetizing field. It is also often called a magnetic field.
The units of magnetic measurements can also become confusing. The standard
unit for B is in tesla (T). Tesla is a very large quantity so measurements at the scale
presented here are more commonly measured in nT (sometimes denoted in units
gamma (γ) which will be avoided here) or in gauss (G) where 1G = 105nT. The
corresponding magnetic flux ΦB =
∫∫
B · dA is the B-field integrated over a surface,
denoted A and is measured in webers (Wb = Tm2).
The magnetic field strength H is measured in amperes per meter (A/m), or in




). B and H are related by the magnetic permeability B = µH.
If the measurement is taken in free space, µ = µ0 = 4π10
−7 Tm
A
and an H-field of
1 Oe results in a B-field of 1 G, so in some literature, oersteds and gauss are used
interchangeably. Since the relative permeability of air is µair
µ0
= 1.000 000 37 [17], using
the permeability of free space is a good approximation.
Unless otherwise indicated, any discussion of magnetic field is interpreted to mean
the B-field and will typically be measured in nT or G.
5.2 Geomagnetic Field Models
The Earth’s magnetic field is well-studied. In fact, it has been a topic of research for
centuries through measurement and there is a geological record providing even more
information to scientists. For the purposes of this effort, it is helpful to know about
the Earth’s magnetic field as a tool for calibration as well as to allow the removal of
the EMF contribution to the magnetic sensors. There are multiple models designed
to estimate the EMF values in space and time based magnetic measurements from
various locations around the world.
5.2.1 World Magnetic Model
Researchers with the U.S. National Oceanic and atmospheric Administration’s Na-
tional Geophysical Data Center (NOAA/NGDC) and the British Geological Survey
(BGS) created a model called the World Magnetic Model (WMM) [15]. The model
estimates the Earth’s magnetic field over time and is updated every five years. NOAA
provides access to their source code [51] as well as an online calculator [6] to provide
data based on a particular location (latitude, longitude, and elevation) and at a spe-
cific date. The model’s limitations are stated to be from 1 km below the Earth’s
surface to 850 km above the Earth’s surface. The geomagnetic field vector Bm is
specified by seven elements: the northerly intensity X, the easterly intensity Y , the
vertical intensity Z (positive to nadir), the horizontal intensity H, the total intensity
F , the inclination angle I and the declination angle D.
The WMM uses spherical harmonics of order 12 for estimating the magnetic poten-
tial of the Earth. It is known that the magnetic field changes over time, a phenomenon
called geomagnetic secular variation [35] and, to account for this, the WMM uses a
linear secular variation adjustment for each spherical harmonic coefficient. Because
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the changes are known to be non-linear, the model is updated every five years and a
new linear approximation to the non-linear secular variation is applied.




28.8◦ in arc-length. That is 3200 km at the Earth’s surface, but this is sufficient to
be almost the entire core field and long-wavelength portion of the crustal and oceanic
fields.
For the purposes of notation here, the magnetic field is denoted Bm which is a
function of the potential field V . In the equations, the geocentric spherical coordinates
are the longitude λ, the latitude φ′, and the radius r. The variable t is time. The
relationship between Bm and V is
Bm (λ, φ
′, r, t) = −∇V (λ, φ′, r, t) . (4)
The potential is expanded in terms of spherical harmonics.



















Here N represents the degree of the spherical harmonics, a = 6371200m is the geo-
magnetic reference radius, and gmn (t) and h
m
n (t) are time-dependent Gauss coefficients
of degree n and order m. For any µ ∈ R, P̆mn (µ) are the Schmidt semi-normalized
Legendre functions.
As this model is based upon the assumption of a linear approximation of the
Gauss coefficients, g(t) and h(t), the model is described in terms of coefficients g(t0)








. With these parameters, the model also specifies uncertainty values and the
model is expected to yield values within these uncertainty values over the five-year
life of the model.
There are several disturbances that can also contribute to the electromagnetic
field at a particular location. The strongest global contribution is from the core field,
the field produced by the Earth’s liquid-iron outer core. Magnetic materials in the
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core can significantly contribute locally to the field. Electric currents flowing through
conductive water also create contributions to a magnetic field. This includes materials
such as seawater. All these effects are included in the WMM.
Several other disturbance fields also create magnetic fields. Such fields are not
represented in the global model, but in an environment with electronic components
and with wireless devices generating electromagnetic fields, the ambient magnetic
field at a point cannot be completely estimated by the Earth’s magnetic field alone.
5.2.2 International Geomagnetic Reference Field
There is another model, the International Geomagnetic Reference Field, which is
currently in its twelfth generation [64]. Computationally, it is very similar to the
WWM model, but it is defined over a longer period of time. For the epochs up to
1995.0, the coefficients have degree N = 10. The IGRF has degree N = 13 since that
point. Recent models have included data from the low earth orbit (LEO) satellite
measurements. The truncation degree was limited to 13 to avoid the inclusion of
crustal magnetic field contributions that dominate higher degrees. Detailed practical
information including source code in MATLAB is also available [18].
The system is defined using a geocentric system of coordinates, but it can be
converted to geodetic coordinates and, in the paper describing the system, the World
Geodetic System 1984 (WSG84) [19] is recommended.
5.3 Magnetic Sensors
5.3.1 Sensor Physics
There are several different types of magnetic sensors with different levels of sensitiv-
ity and different susceptibilities to noise and other interfering effects. Some of the
available options include Hall-effect sensors, magneto-diodes, magneto-transistors,
AMR magnetometers, GMR magnetometers, MTJ magnetometers, magneto-optical
devices, nuclear precession, optically pumped, fluxgate magnetometers, search coils,
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SQUID magnetometers, and MEMS sensors based on the Lorentz force, electron tun-
neling, and compass-based measurement [40].
An understanding of the magnetic sensors used for taking measurements is bene-
ficial to understanding the nature and challenges of the measurements.
Magnetic sensors are classified as vector magnetometers that measure the vec-
tor components of a magnetic field, and total field (or scalar) magnetometers that
measure the magnitude of a magnetic field. Of course in this application, the vector
components of the sensor measurements are essential.
Many modern, low-cost, compact magnetometers are MEMS-based devices. Most
such sensors use the Lorentz force for their measurement, or in other terms, Hall
effect sensors.
The Hall effect, discovered by Edwin H. Hall, was discovered by noticing that when
a thin rectangular piece of gold foil was placed in a strong magnetic field oriented
perpendicular to the surface of the foil, any current sent along the length of the gold
was impacted by the Lorentz force. This pushed the flow of electrons toward one side
of the foil. This resulted in a difference in potential between the two sides of the foil.
This voltage could then be measured to identify the relationship between the field
strength and the force exerted on the charged electrons. This force is given by the
following equation.
F = qEe + qv ×B (6)
Here F is a force, q is the charge of a particle, Ee is the applied electric field, v is
the velocity of the charged particle, and B is the magnetic field.
From this, the Hall electric field EH is approximately given by
EH ≃ µ [Ee ×B] (7)
where µ is the carrier mobility. This leads to a current deflection effect [49].
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Figure 10. This illustrates contour curves of the strength of the Earth’s magnetic
field as specified by the WMM model.
The Hall effect is very small in metallic conductors. Within semiconductor material,
the effect is much greater. Furthermore, III-V semiconductors have higher electron
mobilities than silicon, and therefore have a higher sensitivity. Most such commercial
magnetometers use indium antimonide [40].
The Earth’s magnetic field on the surface of the earth varies from about 22000
nT to 67000 nT. In gauss (G) that corresponds to between 0.22 G and 0.67 G [15].
Silicon devices have a sensitivity range of 10 to 1000 G, and indium antimonide sensors
measure from 10−3 G to 1000 G. They can measure constant or time-varying fields
with an upper limit of about 1 MHz. Such sensors are light and have low power
requirements, making them a good choice for mobile devices.
In MEMS-based magnetometers, the choice of materials for the hard magnet is
limited by the need to use hydrofluoric acid (HF) in the release step.
For the purposes of signal processing, the nature and source of the system noise
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is of importance for doing proper filtering. Among magnetic sensors, geomagnetic
noise, attributed to currents in the ionosphere driven by tidal forces and winds, are
of note. This geomagnetic noise exhibits a 1/f -like frequency spectrum and is on the
order of 0.1nT at low frequencies [44]. There are additional 1/f noise due to domain
wall motion, charge trap sites in the barrier, and near barrier metal interfaces. It
is often strongly magnetic-field dependent. MEMS devices can, by means of flux
concentrators on MEMS flaps, create an oscillating mechanism with an oscillatory
rotation at a specific drive frequency fm, which ideally should equal the resonant
frequencies of the flaps. This creates a modulation signal of the magnetic field at
twice the drive frequency (2fm). This allows the measurements to take place at
higher frequencies where the 1/f noise is much smaller. The signal from the sensor
is amplified and the low-frequency signal is extracted through demodulation. This
requires the bandwidth to be sufficiently large to carry the measured signal, but the
frequency of changing magnetic fields being measured is typically within a few Hz
[21].
5.3.2 Sensor Details
The system under test is composed of two different sensors. The first is the ST
Microelectronics LSM303D eCompass module [59], and the second is the ST Micro-
electronics LSM9DS1 sensor [62]. The details of the mechanical components in the
devices is not readily available on the datasheets, but based on the size of the package,
it can be inferred that they are MEMS-based.
The LSM303D incorporates a tri-axial magnetometer and a tri-axial inertial ac-
celerometer. Additionally, it has a thermometer for temperature measurement, which
can be beneficial for adapting the system to temperature fluctuations.
The LSM9DS1 has a tri-axial magnetometer, a tri-axial linear accelerometer, and
an angular inertial sensor. It also contains a temperature sensor.
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It is necessary to perform a calibration to each of the sensors for accurate performance
of the system. Existing techniques were found somewhat lacking for this particular
problem, so a novel technique is described based on Quasi-Newton methods.
Proper calibration of sensors is common when using inertial/magnetic sensors
and is often used in robotics for managing orientation and position of robotic arms.
Calibration is necessary because in a three-axial sensor, it is likely that the three mea-
surement axes are not mutually orthogonal due to manufacturing variances. Further-
more, each of the axial sensors will have a slightly different gain based upon electrical
variances in the Hall-effect sensors and device mismatch will lead to some amount
of bias on each sensor. Four methods were described in Bonnet et al. [12], namely
a Quasi-Newton procedure (QN), Merayo (MER), Minimum-Volume Enclosing El-
lipsoid (MVEE), and MinMax (MM) approach where they introduced the MVEE
method.
The aim of this system is a little bit different. While relative orientation is im-
portant, it is also important to get a sense of the true magnetic field measurements
so the magnetic dipole model will generate proper values for evaluation.
6.2 Mathematical Model
The tri-axial magnetic sensors used for this work have three elements that are believed
to be orthogonal, but this makes assumptions on the quality of the manufacturing.
To get measurements that are correctly calibrated for comparing the measured results
(a) Sensor before calibration (b) Sensor after calibration
Figure 11. A visual depiction of the measurements of a sensor. A field b is measured
by finding the projection of the field onto each of the vectors ki. These vectors
have varying length representing their gains. The offset o is also depicted. After
calibration, the three resulting vectors are orthogonal with a known gain and the
offset has been removed.
to an estimated model. Additionally, each sensing element can have a bias and a gain
term. A visual depiction of this is illustrated in Figure 11. The measurements can
be viewed as finding the projection of the field onto a set of measurement vectors
with various lengths. These vectors are also offset by a vector o representing the bias.
To provide a proper measurement, the offset must be subtracted and the vectors
must be ajdusted to provide orthogonal vectors with a common gain. This gain
is adjusted so that the measurements are representative of physical measurements
based on observed magnetic field measurements. It will be important to note that
the set of viable solutions to this is only unique up to rotations and reflections. It
is assumed that the manufacturer intended that the three axes should be orthogonal
and the handedness relationship (e.g. right-handed orientation where x × y = z)
is known. These considerations will be revisited when constructing the methods for
finding correcting terms to create the orthonormal measurements.
To express this calibration problem mathematically, consider that b represents
the true B-field measurements at a magnetic sensor. Then the measurements taken
at that sensor are expressed as
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bmeas = Kb+ o. (8)
HereK ∈ R3×3, and b, bmeas, and o ∈ R3. In many applications, sensor calibration
is focused on identifying orientations, so the strength of the B-field is not important
and the B-field measurements are normalized to have a Euclidean norm of 1.
Conceptually, the measurements bmeas should all lie on an ellipsoid centered at
the point o. The goal of the calibration is to try and identify a matrix and a vector
to get back b from the measurements. Assume that A = K−1.
A (bmeas − o) = A ((Kb+ o)− o) = b (9)
For such a solution to exist, it is necessary that K be an invertible matrix, i.e.
non-singular. For the purpose of this problem, an assumption will be made that the
matrix is not even near-singular. This is equivalent to detK 6≈ 0. Conceptually, K
represents the transformation and scaling of unit vectors in the direction of sensor
measurement. This could be expressed in terms of a diagonal gain matrix multiplied
































































= GSb+ o (10)
Here K = GS. For K to be singular or near-singular means that the three sensors
are all coplanar (i.e., si are linearly dependent) or nearly coplanar respectively. Since
three-axial sensors are designed intending to measure mutually orthogonal B-fields,
it is a safe assumption that K is invertible.
Assuming that a sequence of measurements is taken at a sensor in the presence of
a time-constant magnetic field as the sensor is rotated in space, b will have constant
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amplitude and represent a sphere, so the vectors over time will all lie on the surface
of a sphere centered at the origin with radius ‖b‖2. Thus the measurements of bmeas
will all lie on the surface of an ellipsoid centered at o. Furthermore, the principal axes
of the ellipsoid will all be at the eigenvectors of K and the semi-axes are {1/√λi}1≤i≤3.
This property makes it clear that a singular K represents a degeneration to an ellipse,
a line, or a point.
6.3 Estimating the B-field Radius
It is typical in systems that try to track robotic arms that the magnetic measurements
are normalized to unity because the orientation is the important consideration and
not the actual field measurements. While it may be possible to use known magnets
and controlled environments to identify true magnetic field strengths, such a system
is assumed to be unavailable. So rather, this system makes the assumption that the
field observed at the sensors is believed to be scaled to ‖bemf‖2, the strength of earth’s
magnetic field at the sensor location.
This ground truth is not available directly, but if one assumes that the mag-
netic field measurements are dominated by Earth’s magnetic field, this value can be
estimated by using the WMM model. To do this, some geographic information is
necessary. The WMM model requires geocentric latitude and longitude and elevation
of the location of field measurement.
For the described method, this data was acquired by querying Google geocoding
API [29] using an address for the headset under test to get the latitude and longitude
and then Google elevation API [28] to get the elevation at that location. Alternatively,
if the system is to be implemented on a cell phone or other GPS-enabled device, it
may be possible to query the GPS or similar system for the same information. These
values are then passed to the WMM model to get the magnetic field information at
that point on the Earth.
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The assumption that the field measured at the sensor is equal to this value is
known to be inaccurate in most circumstances. A magnetic sensor in a typical home
or office environment will also pick up distortions from nearby magnetic fields and
ferrous materials. It is impossible to account for all these distortions. There are four
elements that should be considered here: deviation in field strength from ‖bemf‖2,
change in the direction of the field from ∠bemf, local deviations in b at the sensor,
and time-varying B-field contributions.
The strength of the field measured at the headset will vary from the WMM model,
so the question becomes how does this error impact the system. The result is that
the gain of each of the sensors will be too large or small by some factor. While at
this stage it is difficult to see how this will impact the whole system, this will cause
the estimation of sensor positions (to be found at a later step) to be closer or father
away from their true location by some factor and can be accounted for. This will be
visited in more detail in 8.
The second consideration is how the angle ∠bemf varies from the true observed field
at the sensor. This becomes irrelevant because the optimization technique described
later is only unique up to some arbitrary rotation, so it has no impact on the system.
Local deviations is a larger problem. This technique assumes that the magnetic
field observed at the headset sensors appear to be approximately planar. If the sen-
sor position shifts in space and the magnetic field changes, the sequence of sensor
measurements will no longer lie on an ellipsoid. Since this system employs multi-
ple magnetic sensors, such local deviations can result in different sensors measuring
different field values. If this effect is significant, the accuracy of the system will be
degraded as the reference sensor (located far from the magnet-tracking sensors) is
intended to measure and remove the effects of the Earth’s magnetic field and other
magnetic effects that are not pertinent to the magnet being tracked. Fortunately,
this aspect has not seemed to cause significant problems in prior work related to this
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headset, so it seems that this type of distortion is small enough that the system is
not prevented from operating.
Another factor is if there is a time-varying magnetic field present, it could lead
to incorrect calibration of the sensors. In the context of this problem, time-varying
magnetic field distortion is treated as noise. The presence of structured noise signal
could impact the proper operation of the device, but it would depend on the strength
of the field and how it varies over time to see if the proposed system would be able
to adequately manage the effects.
6.4 Sensor Calibration
Assuming that the B-field amplitude is assumed to be the Earth’s magnetic field
as estimated from the WMM model and ignoring additional contributing factors to
the measured magnetic field, moving the headset through space in the absence of a
tracking magnet should result in points on a sphere. Assume that N measurements
are taken as the headset is rotated through space. The earlier model did not account
for any noise. To account for this, let ν represent a random variable representing the
noise model.
bmeas = GSb+ o+ ν (11)
There is a natural optimization problem to try to find Â ≈ A = (GS)−1 and
ô ≈ o. This represents an affine transform from the measurements on the ellipsoid to
a sphere of radius ‖b‖2. It should be noticed that the affine nature of this problem
results in a non-linear, non-convex optimization problem.


















This function is non-negative, but it is not convex. This objective function at-
tempts to map all the measurements to the surface of a sphere with radius ‖bemf‖.
The conversion can converge to a disk-shaped ellipse along the side of a sphere. This




















In the degenerate case, the matrix Â transforms the ellipsoid into a flat disc by
ÂGSb, shifted by Â (o− ô) and the noise Âν is also squished by the same transfor-
mation even further reducing the operand value of the argmin function. Because of
this, proper initial conditions is essential to proper convergence.
It can also easily be recognized that this solution for Â is not unique, since any
rotation and reflection does not change the norm in the optimization when ô is an
accurate estimate of o.
There are several methods to use to attempt to solve this problem. Several meth-
ods were explored by Bonnet et al. including quasi-Newton methods (QN), lineariza-
tion using the Merayo technique, minimum-volume enclosing ellipsoid (MVEE), and
min-max approaches [12]. In their paper, they described different orientations of data
collection as well as the sensitivity, offset error, and orthogonality angle error of each
technique. They presented a novel MVEE method for performing the optimization,
but their method tended to perform worse than the QN and Merayo techniques,
which had comparable performance. The details of the QN optimization were not
included, but under the conditions (Aii > 0,Aij = 0 for i < j) the resulting matrix is
upper-triangular and insures a proper Cholesky decomposition for A.
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6.5 Optimization Implementation
A couple of quasi-Newton methods were selected to solve this optimization: the
Nelder-Mead (NM) downhill simplex method [43] and the Broyden-Fletcher-Goldfarb-
Shanno (BFGS) algorithm [56]. NM only requires a vector of values over which to
optimize and an objective function to minimize, but it takes a long time to converge.
The BFGS algorithm requires providing the gradient of the objective function which
allows more efficient optimization. The implementation used is in the scipy optimize
library [20].
The objective function comes directly from the optimization problem. The func-
tion takes a vectorized version of Â and ô as optimization inputs and it takes the






‖Â(bi − ô)‖2 − ‖best‖
]2
(15)
The gradient of the objective function is calculated in two parts, one based on Â
and the other based on ô. These are vectorized into a 12-dimensional gradient vector















































(bi − ô)⊺ Â⊺Â (17)
6.5.1 Initial Conditions
To get convergence to a global minimum it is important to start with a good initial
estimate. It is also beneficial to have additional information to determine the fitness
of the local minima.
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It is possible to get a good initial estimate of the final values from the data. If one
could assume that the sampled measurements are uniformly distributed around the
sphere, it would be possible to estimate the bias by taking the average of the samples.
However, as samples are taken as the headset is rotated in space, the samples are found
along a curve and are highly unlikely to be nicely distributed.
If the assumption is made that the data points collected for the orientation train-
ing are broadly distributed in all directions (though not with any particular distribu-
tion), it is still possible to measure the maximum and minimum measurement from
each sensor and averaging the result. Taking the maximum and minimum values
is highly susceptible to the contributions of noise. More importantly, any anoma-
lous values provided by the sensors can break this algorithm. Poor connections and
PCB/placement errors can make this problem even worse.
One of the easiest ways to overcome this problem is to use a median filter on
the data. Hereafter, a median filter operating on a signal X with a length L will
be denoted med(X,L). Because the values are vector-based, the median operation is
built on the norm of the vectors.
Once a median filter has been used on the data accounts for removing any isolated
errors. Additionally, the system can take an average, a median, or select a certain
number of samples to ignore to further eliminate outliers.
This technique does require that the earth’s magnetic field is placed nearly collinear
with each of the axes of measurement. If the headset is only rotated along a hemi-
sphere rather than a complete sphere, this method would lead to the offset being
placed central to the sampled hemisphere rather than at the center of the ellipsoid as
intended. This requires that the user rotate the headset through many orientations
to get good coverage of the sphere. These measured values are then used as the initial









To estimate the matrix Â, it could be assumed that the sensors are mutually
orthogonal resulting in Â being the product of a rotation matrix and a diagonal
matrix. Again an assumption is made that the Earth’s magnetic field is rotated
enough to be nearly collinear with each measurement axis. By subtracting the earlier





Âi,j = 0 for i 6= j (20)
6.5.2 Upper-Triangular Factorization
Because the objective function is spherically symmetric, the solution of Â is unique
up to an arbitrary rotation. To provide some consistency to the estimation, it is
possible to do a QR factorization of the system to find a suitable upper-triangular
matrix.
A QR factorization factors the matrix into the product of a unitary matrix Q and
an upper triangular matrix R [42]. In this case, Â is a real-valued square matrix.
Furthermore, it is assumed that the relative orientation of the three sensor axes
are approximately orthogonal and form a right-hand oriented space, i.e. detA = +1.
This indicates that, given good initial conditions, Q will be a rotation. It is a certainty
that QQH = I where I is an identity matrix and H denotes the Hermitian conjugate,
meaning that Q is unitary. The matrices under consideration are real-valued, so this
is equivalent to a transpose meaning that Q is an orthogonal matrix.
Using an Upper-Triangular Factorization can save a little bit of storage and can
be used to speed up calculations. Some of the properties of upper-triangular matrices
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also can be beneficial, such as the fact that the eigenvalues of a triangular matrix are
found on the diagonal. However, in the proposed process, it is possible to combine
most of the matrix calculations in the processing and with the added rotation, this
factorization is not necessary.
6.5.3 Recognizing Degenerate Optimizations
It is useful to recognize when the optimization fails to represent the convergence of
the system to the proper spherical shape but rather into a degenerate disk on the
surface of the zero-centered sphere instead.
To recognize this, the determinant of the matrix Â as the degenerate case will
lead to the determinant approaching 0. An estimate of the accurate determinant can
be understood by recognizing that the bounding rectangle containing the ellipsoid of











(uj − lj) . (23)
The matrix Â is designed to optimized to map the ellipsoid to a sphere of radius
‖bemf‖ contained in a bounding box with volume approximately equal to
Vbemf = 2
3‖bemf‖32. (24)
Because Vbi is calculated by using the strict limits, it is highly likely that det Â ≤
Vbemf/Vbi . The degenerate case where the sphere is mapped to a flattened disk will
result in det Â ≪ Vbemf/Vbi . There is also another possibility that is most likely when
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the data sampled does not adequately cover the surface of the sphere where a larger
ellipsoid could be mistaken for the correct adjustment. In such a case, there is a
possibility that the determinant may be larger.
Then let 0 < κ < 1 represent a threshold parameter (κ > 0.9 is a good value.)
If the following inequality holds true, Â is accepted. If not, either more data can be
collected or initial conditions of the optimization can be used. A negative determinant
indicates a reflection and can easily be fixed.




6.5.4 Processing the Data
At this point, the data is processed as bc, the calibrated data is calculated using the
following equation.
bc = Â(bi − ô) (26)
Values processed by this method should have terms which are mutually orthogonal
measurements of the B-field under some arbitrary rotation scaled by the estimate of
the B-field measured at the sensor, assumed to be approximately equal to the Earth’s
magnetic field.
6.6 Ellipse-Fitting Method
The prior method was based around trying to find the inversion of the matrix A as
outlined by the model and an estimate of the offset o. A method of approximating
the initial conditions was presented. In this alternative approach, a technique that
appears to be a novel method, the system attempts to fit the data to an ellipsoid
and then a transformation matrix is found to transform that data to the appropri-
ate spherical shape. While this method is again based on the same optimization
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algorithms as the prior section, it is more founded in linear algebra.
6.6.1 Quadric Equation of an Ellipsoid
An arbitrary ellipsoid centered at o can be defined by a quadric relationship.
{x|(x− o)⊺E(x− o) = 1} (27)
This holds for some E that is positive-definite. It has the useful property that
the eigenvalues of E represent the reciprocals of the squares of the semi-axes of the
ellipse, and the corresponding eigenvectors are unit vectors in the direction of the
corresponding principal axes of the ellipsoid.
Using the mathematical framework for the gain and offset of the system, it is
possible to express the values of x in those terms.
x = Kb+ o+ ν (28)
For the optimization, this can be used to identify an objective function over which
to optimize.
6.6.2 Quadric Optimization
For simplicity, assume that the true magnetic field measurements b are assumed to
be taken on a unit sphere, i.e. the ‖b‖emf is assumed to be factored out. Plugging in
the expression for x into the quadric equation results in
[Kb+ o+ ν − ô]⊺ E [Kb+ o+ ν − ô] = 1. (29)
Ignoring the effects of noise ν and assuming that the estimate of the center of the
ellipsoid ô ≈ o, this equation reduces to
b⊺K⊺EKb = 1. (30)
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Because b is assumed to be a unit vector in R3, this relationship is true when
K⊺EK = I. Solving this function for E gives the following result.
E = (KK⊺)−1 = K−⊺K−1 (31)
This is a useful result as it indicates that E is a symmetric matrix. Let Ê = K−1
making the approximation of E = Ê⊺Ê.
There are two different optimizations that can be used. The first one attempts to
find E directly, and the other attempts to find Ê. Both methods can be employed
successfully, but the second one builds on the idea that E is a symmetric matrix and
so can be factored. Finding E explicitly proved to be more unstable.
6.6.2.1 Optimizing Over Quadric Matrix
The objective function over E is given by the following equation. It is necessary to




[(xk − ô)⊺E(xk − ô)− 1]2 (32)













[(xk − ô)⊺E(xk − ô)− 1] [(xk − ô)⊺E+ (xk − ô)⊺E⊺] (34)
6.6.3 Optimizing Over Factorized Quadric Matrix
This method has a couple of benefits over the previous method. The first benefit
is that it enforces that the matrix E will be symmetric by being the product of a













































Γk(xk − ô)⊺Ê⊺Ê (39)
6.6.4 Finding Initial Conditions
Just like the prior technique, the objective function is non-convex and so initial con-
ditions are important to getting a correct optimization.
The same methods that were used before can be used here for the estimation of
the offset ô, but it is possible using some statistics from the data to estimate the
initial matrix E.
Let B be a random vector of uniformly distributed values on the surface of an





This property comes from the same essential technique used for generating values
uniformly distributed over the surface of an n-dimensional hypersphere. Given a
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random vector Y with elements Yi ∼ N (0, 1.) which are mutually independent random









Because of symmetry of a unit sphere, E(BiBj) = −EBiBj for i 6= j. This means
the covariance terms are all zero. The diagonal entries can be calculated by the














Equality to one is due to the nature of the fact that the vectors lie on the surface
of a unit sphere. Symmetry again is used to verify that each of the terms is identical,
so each must be equal to 1n . For the purposes of this, let ΣB represent this variance.
The covariance of the transformed vector x = Kb + ô can be calculated as well.
Let X represent the random vector from which x is sampled.




KK⊺ + Σν (43)
This value can be measured from sampling the data. The variance of the noise
term ν is dependent upon the nature of the noise. If it is additive and uncorrelated
between the different sensor axes measurements, it would be a diagonal matrix with
the strengths of the noise. A more accurate estimate of the model of the noise can
be estimated by sampling.
The optimization aims to find Ê = K−1 or alternatively E = K−⊺K−1, it is
possible to generate an estimate from the covariance of the measurements. After
subtracting the value of the variance matrix of the noise ν, multiply the covariance
by n, the result is the inverse of E.
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E ≈ [nΣk −Σν ]−1 (44)
Because of the nature of the matrix E, it can be interpreted as having eigenvectors
that are the inverse-square values of the semi-axes of the ellipse with unit eigenvectors
in the direction of the principal axes of the ellipsoid. By its nature, the variance matrix
is positive semi-definite (and in this case it is very likely to be positive definite) and
symmetric. This means that Ê exist such that E = Ê⊺Ê. One natural way to find
this matrix is to do an eigenvalue decomposition of E.






Λ represents the diagonal matrix with entries
√
λi for the corresponding
eigenvalues. Note that the reason that it is possible to do relace Q−1 with Q⊺ is
because the eigenvectors of a real symmetric matrix are orthogonal.
Another way to decompose E is using a Cholesky decomposition. The Cholesky
decomposition finds an upper-triangular matrix U such that
E = UUH (47)
Because E is a real, symmetric matrix, the matrix U exists and is a real-valued
upper-triangular matrix. When the matrix is positive definite, this decomposition is
unique [27].
One of the benefits of the Cholesky decomposition is that it is numerically stable,
even with no pivoting [26].
6.6.5 Processing the Data
The processing here is done in the same manner as with the previous algorithm. The
optimization will either return E or Ê and an offset estimate ô.
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Because the analysis made the assumption that the values were to be normalized
to unit vectors, an additional multiplication by the estimated value of the Earth’s
magnetic field at the point is required.
If the optimization provided a value of E, it can be decomposed either by the
eigenvalue decomposition method or the Cholesky decomposition as described in the
previous section. Let U represent this resulting matrix factor.
bc = ‖bemf‖U(bi − ô) (48)
If the second method is used and Ê is found, it can be used directly.
bc = ‖bemf‖Ê(bi − ô) (49)
6.7 Covariance-Based Fitness Tests
The variance analysis used in the second method provides an improvement in fitness
over the previous estimation by finding the bounding box of the data. The smallest
bounding box of an ellipsoid has sides twice the length of the semi-axes. This means
that the determinate of the matrix A, or in the later algorithm Ê can be estimated
using the covariance matrix of the measurements.
det (A) ≈ ‖bemf‖
3
√
det (3ΣX − Σν)
(50)
det (E) ≈ ‖bemf‖
6





det (3ΣX − Σν)
(52)
To provide limits to the test, use parameters u, l ∈ (0, 1) representing the lower
and upper tolerances of the determinant. Both values should be close to 0.
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< 1 + u (53)
1− l < det (E) det (3ΣX − Σν)
‖bemf‖6
< 1 + u (54)
1− l < det(Ê)
√
det (3ΣX − Σν)
‖bemf‖3
< 1 + u (55)
In these equations, known covariance matrices could be provided, or they could
be collected by sampling.
6.8 Evaluation
6.8.1 Metrics




The first is how accurately the model matches the bias values with ô. The metric
for this is the Euclidean distance o− ô.
The second is how spherical the set of measurements happens to be. This is
equivalent to how close ÂK is to a member of SO(3), the set of rotation matrices. To
find this value, the difference between the largest and smallest eigenvalue amplitudes
(i.e. complex modulus) of the matrix ÂK is found. If the shape is perfectly round, this
value will be zero. Alternatively, the ratio of the values can be taken and compared
to unity.
The third metric is the radius. It should be the same as the underlying magnetic
field strength measured at that point, but due to noise it may be slightly larger
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or smaller. This value is calculated by taking the absolute difference between the
spectral radius and the estimated B-field strength, i.e. ||λ1| − bemf|.
These three values can be combined in a weighted sum to give a single metric of
goodness.
6.8.2 Methods
For this experiment, random rotation matrices is created by generating a vector
of eigenvalues λ with independent, identically-distributed (i.i.d.) log-normal dis-
tributions with µ = 0 and σ = 12 . Then three random eigenvectors are selected
from a uniform distribution on unit vectors. Then the matrix is calculated by
K = Qdiag(λ)Q−1. This results in a positive definite matrix almost surely (be-
cause there is a chance that the eigenvectors may not be linearly independent.) In
practice, there is a small chance that the resulting matrix may be singular or nearly
singular, but this chance is accepted and no a-priori effort is made to test for this
condition. It is just expected that some optimizations may fail.
The offsets of the vectors are distributed with components according to a Gaussian
distribution with µ = 0 and σ = 12‖bemf‖. Because the results of the simulation are
essentially equivalent up to a scaling, the assumption is made that ‖bemf‖ = 1.
Because the amplitude of the estimated B-field amplitude only acts as a scaling
parameter, it is assumed in the simulation testing that the B-field strength is ‖bemf‖ =
1.
For the generation of data points, three different types of data points were gener-
ated. The first is using a random cloud of points that exist on the surface of the unit
sphere. The second type does a full rotation about the y axis followed by a full rota-
tion about the x axis. The third type of data, which is the most realistic, is a random
walk to simulate a person moving the headset freely. To generate this random walk, a




(b) Deterministic axis rota-
tion path
(c) Random walk path
Figure 12. Illustration of simulated magnetic field measurements previously denoted
as b before the application of the distortionK and the offset o. These values represent
a ground truth field strength with the assumption that the strength of the magnetic
field is unity.
vector was selected by finding a random unit vector in R3. The rotation was then
applied for a number of steps selected by nstep = 15Lognormal(0, 0.25). This has a
mean just over 15 with a median of 15. Illustrations of the types of data generated
are depicted in Figure 12.
For generating testing values, a long set of 100,000 points was generated for each
of the path types. For the uniformly distributed random points and the random walk
path, a contiguous subset of N random points was selected from within the larger
set. For the deterministic path, the values were evenly distributed along the curves
outlined representing a controlled testing path environment as might be realized by
a robotic arm.
The values generated using these methods were then distorted by the matrix K
and offset by o and those vectors were provided for the testing.
Simulations were run using all three of the methods described in this chapter. For
each experiment, the results of the experiments were saved in a database to be queried.
The number of points used were specified by {10, 30, 100, 300, 1 000, 3 000, 10 000}.
Noise was added with a standard deviation of {0, 0.00316, 0.01, 0.0316, 0.1, 0.316, 1}.
This corresponds to signal-to-noise ratios of {50dB, 40dB, 30dB, 20dB, 10dB, 0dB}.
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Figure 13. Depiction of the average runtime using each of the three methods and
given each of the three path types. In the legend, RP indicates random points, AP
indicates axial paths, and RW indicates random walks.
6.8.3 Execution Time
The amount of time to run the optimization is shown in Figure 13. The time to
run the optimization is roughly linear. The number of data points was selected
logarithmically. The amount of time to optimize is uncertain for low numbers of
samples. This is expected as the problem can become poorly defined, especially for
small numbers of data points and in the presence of noise. This is especially true for
the random walk method, since the continuous random walk is highly likely to be a
poor representation for fewer than 100 points, which can be seen by the increased
runtime.
Using 10 or 30 points yields poor results and often fails to achieve the convergence
constraint within a reasonable number of iterations. For 100 points, the time to
optimize is approximately one-tenth of a second. For 10,000 samples, the runtime is
still on the order of seconds. Because this sensor calibration is expected to be run
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rarely, this is easily acceptable.
Using the method estimating the matrix Â is the least efficient method by a factor
of about 2 for the axial path method and about 3/2 for random-point and random-
walk methods. The Ê is the most efficient method, though it is quite close to the E
method in efficiency.
Another interesting result is that the axial path method gives less efficient calcu-
lation than when the data follows a random sampling or random walk path. As will
be seen later, this seems to be because this path is less well-defined and consequently
the optimization algorithm fails to converge as quickly. Another indicator of this is
how, for a low number of points, a random sampling is most efficient.
All three methods are dependent upon the accuracy required by the simulation.
In this case, the stopping condition is that the norm of the Jacobian is less than 10−8
for all methods.
6.8.4 Metrics Results
To test the success of the system, the results of the optimizations are tested using the
proposed metrics.
An increasing number of data points leads to increased accuracy in the estimates of
the given metrics, as is expected. With increased noise, the error increases, as would
also be expected. In the plots below, points are omitted when the optimization failed
to converge. This result is reported by the BFGS algorithm. The results make no
attempt to discard values that fail the fitness tests described in this chapter.
If the tests were unsuccessful in generating estimates, the points are omitted.
This is typical for small amounts of data or when there is a large amount of noise
and convergence does not occur with enough data.
The noiseless case is not included on the plots as errors on the noiseless case can
get quite a bit lower (on the order of 10−8) with as few as 100 samples. This provides
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a good rule-of-thumb for the fewest number of points that should be used for these
techniques. This is true across all metric terms and is due to the stopping criterion
of the optimizations and the precision of the computations. While these results show
that the methods work as intended, the particular metrics for the noiseless case are
not otherwise particularly meaningful.
The case where the noise is as strong as the signal is also not included as the
results are generally not good enough to be used practically and many samples are
required for proper convergence. This is, however, a somewhat informative result.
Intuitively, this can be taken to mean that when the noise is strong enough, the data
no longer appears to be an ellipsoid and the described methods begin to break down.
With enough data points, these systems can converge, but they do so poorly.
While three types of data was generated, the results in the next section only
describe the values from the random walk method unless otherwise specified. This is
because the random walk is the most similar to the expected use case scenario.
6.8.4.1 Bias Estimation
The bias values as estimated by the three described techniques are depicted in Figure
14. The offset estimates seem to continue to improve with increasing data. It seems
that 100 samples is approximately the lower limit of acceptable number of data points
to give good convergence. Offset estimation is comparable across all three methods.
As the amount of noise increases, the number of samples required increases to about
3,000. At a sample rate of 100 Hz, this is 30 seconds of data, which is fairly reasonable.
6.8.4.2 Roundness Estimation
The roundness is a comparison between the modulo of the eigenvectors of the product
of the adjustment matrix (Â,
√
E, Ê), and the distortion matrix (K.) Ideally, this
matrix should be a member of the special orthogonal group SO(3), i.e. a rotation, and
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Figure 14. Estimates of ‖o − ô‖ using each of the three different optimization
techniques using random walk samples. Labels are indicative of the method used
for optimization, but the corresponding matrix is not directly related to the offset
estimate.
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all the eigenvalues should have an amplitude equal to one (they could be complex-
valued.) In such a case, the roundness value is zero.
A plot of the roundness is found in Figure 15 in the left column.
Roundness seems to be one value that can increase with increasing sample counts.
When there is a lot of noise with few datapoints, it is more likely for an optimization
to fail. This leads to fewer samples being used in the plots making the plotted values
less statistically significant. Some of the roundness, however, seems that there may be
more leading to a lack of monotonicity. This seems to occur only for large quantities
of noise. So far an explanation has not been identified.
6.8.4.3 Radius Estimation
The radius estimation finds the difference between the true sphere radius (in this
case one) and the largest eigenvalue of the product of the adjustment matrix and the
distortion matrix. This is equivalent to finding the difference between the longest
semi-axis and the true radius. This term is important in addition to roundness to
identify if the size of the sphere is approximately correct. The results are included in
Figure 15 in the right column. As with the roundness, the optimal value is zero.
Here it is noteworthy that for very small amounts of data, the algorithm that
finds the matrix E does a good job approximating the radius. This is not particularly
helpful, though, when the roundness and the bias estimation are poor. It is also
somewhat interesting to note that the radius error does not seem to change very
much as the number of samples increases.
6.8.5 Path Selection
It is also useful to compare the behavior of the convergence given different test points.
This gives some concept of how well the training is performed under different training
methods. There were three paths selected. The random-points data set is useful
because it is easier to analyze and the data points are simple to generate. The
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Figure 15. Estimates of the roundness (left) and the radius (right) for each technique
(top to bottom.) Each line represents a different standard deviation of noise as
identified in the legend. Roundness is calculated as the difference between the largest
and smallest modulo of the eigenvalues calculated from the product of the adjustment
matrix (Â,
√
E, Ê), and the distortion matrix (K). The optimal value is zero. The
radius is the difference of the maximum eigenvalue of the same matrix calculation
from the true radius of 1. The optimal value is zero. Experiment used a random walk
simulation.
59
selection of axial turns was chosen because it was included in the existing literature
[12]. The third is a random walk technique meant to simulate the movements that
would be performed by a person trying to train the headset. Random walks were also
used in the literature, though the details of the creation of the random path was not
described. Another strategy was listed using a collection of six static positions, but
it failed to give good results in prior work and so it was not investigated in this work.
Results of experiments testing for path selection is included in Figure 16. This
simulation was run over all algorithms and uses a specific noise standard deviation of
σ = 0.01.
From the results, it can be seen that the ability for the data to find the correct
offset improves with all paths and is quite comparable. The random walk is worse than
the other methods for small amounts of data since the paths likely do not represent a
full exploration of the space. This is expected, since the data points are not expected
to be a good representation of the data. Random processes tend to give the best
estimation.
It can be seen, however, that for the roundness and the radius estimation, the
axial path is a poor choice. The reason for this is because there is a class of ellipsoids
that all represent a good approximation fitting the data if the ellipsoid has a semi-
axis in the direction (1, 1, 0). This can be corrected by adding another set of data
around the equator. This is a useful indicator that the choice of the data influences
the successful estimate for calibration.
It also appears that the roundness and radius are poorly estimated for small
amounts of data for the random walk method. This can be explained by the offset
being poorly selected which leads to a convergence that may well represent the avail-
able data but is a poor global estimate due to the localized nature of short random
walks.
Once there are more than 100 data points, however, the random walk performs
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Figure 16. Comparison of the metrics as a function of the nature of the path. These
results include results using all three optimization techniques. The noise for these
samples had a standard deviation σ = 0.01. Optimal values are zero for all three
metrics.
61
approximately as well as a set of random points across all metrics. This indicates
that having the user rotate the headset around randomly is a good strategy and that
it is likely better than trying to move through some specific set of rotation points.
6.8.6 Method Comparison
To compare performance of the methods, the random walk method was used for the
data selection. Two different noise parameters is used, σ = 0.01 and σ = 0.0316 as
these values are closest to realistic values. Results are found in Figure 17.
It seems that all three methods provide very similar results across the three dif-
ferent algorithms. This is especially true in the estimation of the offset. It seems
that the Â version may have a small advantage as the number of samples increases,
especially for the radius estimate.
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(a) Offset for σ = 0.01














(b) Offset for σ = 0.0316















(c) Roundness for σ = 0.01













(d) Roundness for σ = 0.0316














(e) Radius for σ = 0.01












(f) Radius for σ = 0.0316
Figure 17. These diagrams depict the metrics as run across the three different
methods. Figures on the left represent measurements for a standard deviation of





From the prior stage, the sensors should all be optimized to give mutually-orthogonal
measurements of the B-field scaled by the B-field measured during the training pro-
cess.
It is assumed that the sensors are all measuring the same B-field and that there
are no local differences between the B-field being measured at each of the sensors.
The calibration step is under some arbitrary rotation, but to be able to integrate the
information from the different sensors, it is necessary to place all the sensors into a
common alignment.
In this chapter, bc represents the calibrated training values from the prior section,
again taken in the absence of a tracking magnet. In this section, k is used to index
samples and i will be used to index the sensors. This section outlines a method to
find Ri to find rotations to get all the data into the same orientation space.
In the context of the physical system, the sensor on the top of the user’s head
located far from the tracking sensors is the reference sensor. The calibrated measure-
ments from the reference sensor is denoted as bref[k]. It is assumed that each of the
sensors is sampled together and that the values of k correspond between the sensors.
7.2 Quaternions
When trying to perform rotations, using quaternions provides useful properties. Quater-
nions will also be used more in subsequent stages of this system as well. Because the
concept may be unfamiliar, a brief overview of quaternion math is presented, in par-
ticular as they can be used to define rotation in a three-dimensional space.
Quaternions have three vector elements that match the following properties.
i2 = j2 = k2 = ijk = −1 (56)
The set of quaternions is typically denoted H, a reference to William Rowan
Hamilton, the one who first described quaternion algebra.
The quaternions are a non-commutative field. Unit quaternions are used for per-
forming rotations; rotations are non-commutative, so this property is expected.
To simplify notation, given a quaternion of the form q = qw + qxi + qyj + qzk is
denoted as q = 〈qw, qx, qy, qz〉. Much like complex numbers, the quaternion conjugate
is given by q∗ = 〈qw,−qx,−qy,−qz〉.
Quaternions of the form qxi+qyj+qzk are called pure quaternions, a space denoted
Hp.
To rotate vectors by an angle ψ around a unit vector u, the rotation quaternion









































The rotation of a quaternion vector p is given by the expression
prot = qpq
∗. (58)
The quaternion representation of a vector v is given by 〈0, vx, vy, vz〉.










1− 2(q2y + q2z) 2(qxqy − qwqz) 2(qxqz + qwqy)
2(qxqy + qwqz) 1− 2(q2x + q2z) 2(qyqz − qwqx)








It is also possible to go the other way and generate a quaternion from a rotation
matrix, provided that Tr (Q) > −1 [68].
qw = ±
√















In practice, if Tr (M) = −1 + ǫ for ǫ small is numerically unstable. It is also
possible that qw ≈ 0, which makes the calculations numerically unreliable. There are
equivalent methods to find the quaternion from the matrix Q. The stability can be
evaluated by simple addition expressions of sums and differences of the diagonal of the
matrix Q to determine if the division will be numerically stable and an appropriate
method can be selected that will be numerically stable.
qx = ±
√


















































The group of 3D rotations about the origin in three-dimensional Euclidean space
R
3 is mathematically titled the special orthogonal group SO(3) under matrix mul-
tiplication. Special matrices are matrices that are invertible with determinant one.
Orthogonal matrices have column vectors that are orthonormal [30]. This forms a
compact Lie group having skew-symmetric matrices as its Lie algebra. The Lie alge-
bra is a non-associative vector space with the binary operation
[A,B] = AB−BA (76)
This is known as the Lie bracket operation [33]. The properties of the Lie bracket
are outlined. In these calculations, let G reprsent the vector space over some field F
with the Lie bracket operation [·, ·] : G × G → G. Let A,B,C ∈ G, x, y ∈ F .
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 Bilinearity
[xA+ yB,C] = x[A,C] + y[B,C] (77)
[C, xA+ yB] = x[C,A] + y[C,B] (78)
 Alternativity
[A,A] = 0 (79)
 Jacobi identity
[A, [B,C]] + [C, [A,B]] + [B, [C,A]] = 0 (80)
This set of properties describe the properties that are exhibited by the matrices
of rotations and outlines the operations that can be applied to them. Furthermore,
results of Lie analysis identify that the Lie algebra SO(3) is isomorphic to the Lie
algebra R3 with the field R and the Lie bracket operation of cross product, which
means that the underlying dimensionality of the space is 3. It happens that unit
quaternions are a valid representation of SO(3) where the imaginary part can be
viewed as three values describing the rotation (as the fourth can be calculated by the
unitary nature of the vector.)
The Rodrigues rotation formula is an algorithm for rotating a vector in R3 given
a unit vector of rotation u and angle of rotation θ.
y = cos θx+ sin θ(u× x) + (1− cos θ)u(u · x) (81)
Olinde Rodrigues was a contemporary of Hamilton, the inventor of quaternions,
while researching homogeneous transformations. A rotation matrix can be found
using the Rodrigues rotation formula given by:
R = cos θI+ sin θ[u]× + (1− cos θ)uu⊺. (82)
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Here, [u]× is the matrix such that [u]×b = u × b for all b ∈ R3. This is accom-


















In the analysis, often it is beneficial to perform calculations in matrices to allow the
use of tools from matrix calculus. Using quaternions for rotations is beneficial because
they can be expressed by three values (since quaternion rotations are unit vectors)
rather than the nine required for a matrix. For performing rotations on vectors,
matrices also are more computationally efficient. However, performing a sequence of
rotations is done more efficiently in quaternions and quaternion vectors are simpler
to intuitively connect to the rotation parameters. Quaternions also provide a set of
additional tools for performing a variety of calculations efficiently.
The unit quaternions are isomorphic to the special unitary group SU(2) ⊂ C2×2




q0 + iq1 q2 + iq3





There is a bijection from SU(2) to SO(3), but it is a double covering. This can
be demonstrated by recognizing q and −q represent the same rotation. The easiest
way to show this is that (−q)p(−q∗) = qpq∗. Another way to look at this is to
recognize that changing the sign on the first term gives −cos(x) = cos(x+π) and for
the imaginary terms, −sin(x) = sin(−x) = −sin(−x+ π). Because the argument to
the sinusoidal functions is half the angle of rotation, x = ψ2 , −q represents rotating
the negative angle in the opposite rotation direction (i.e. the same rotation), then
rotating an additional full turn, making no change to the final rotation position.
Thus, q and −q describe the same rotation.
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For purposes of optimizations, it is beneficial to be able to use unconstrained
optimizations. To accomplish this, rather than using quaternions directly in the
optimization, instead the values can be parameterized by (ψ, θ, φ), where θ and φ are
the angular spherical coordinate terms for the unit vector of rotation. The rotation
about that unit vector is denoted by ψ. These values are periodic, which must be
considered, but it is unnecessary to specify boundary conditions; this is also a double
mapping of SO(3) because {ψ, θ, φ} ∼ {−ψ, π − θ, π + φ} where ∼ represents an
equivalence relation in SO(3) (i.e. two representations of the same rotation.)
7.3 Optimizations
Three different optimizations were done to solve this problem. Each was done using
Nelder-Mead and BFGS quasi-Newton methods. Three different ways of measur-
ing the fitness of a rotation were explored. These are depicted in Figure 18. The
first objective function is the one based on the great-circle-distance, representing the
shortest path along the surface of a sphere between two points on the sphere. This
is equivalent to finding the corresponding angle θ. The second technique uses the
Euclidean distance between the two measurements. The third uses the Euclidean
distance between points projected to the surface of the sphere.
7.3.1 Central Angle Distance Rotation
This first method aims to find the rotation matrix Q which minimizes the L2 norm of
the vector of central angle distances between the test sensor measurements and the











In practice, the rotation is performed using quaternions, though calculus over
quaternions is an active area of research and presents a special set of challenges ana-
lytically. For the purposes of this optimization, it is useful to mathematically analyze
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Figure 18. Illustration of three different ways of mesauring rotation distances. The
solid dots represent two different measurements with the distance between them rep-
resented by dL2 . The circles represent a projection of these values onto a unit circle,
the distance between the projections given by dL2proj. The third method finds the
smallest angle θ between the two measurements.
the problem using matrix calculus and then doing implementation with quaternions.
Even in this framework, the calculation of the Jacobian takes a bit of work.
It is also useful to recognize that ‖Qbc[k]‖ = ‖bc[k]‖ because rotation matrices
are L2-norm-preserving operators.
To prove this, first recognize that the L2 norm can be calculated as ‖b‖ =
√
b⊺b.
The L2 norm of the rotated vector is given by ‖Qb‖ = √b⊺Q⊺Qb. Because Q is an
orthogonal matrix, Q⊺Q = I, so ‖Qb‖ =
√
b⊺b = ‖b‖.































This function has singularities at x = −1 and x = 1. The first singularity is a
pole where limx→−1+ f(x) = −∞. The instability at this position is fine as it grows
without bound. The second singularity is more complicated. First, recognize that the




f(x) = −1 (90)
The function is numerically unstable near this point. This is of particular concern
because this position represents when the two vectors are maximally similar, which
is the targeted goal of the optimization. This may lead to a failure of convergence
when the vectors become very similar leading to a value of ξ = 1.
This function represents a real-valued continuous function defined on (−1, 1] ∈ R
that is differentiable on (0, 1). A Taylor series approximation is used to remove the
instability.
Taylor’s Theorem:[22] Let n be a non-negative integer and suppose that f is
a real-valued function defined and continuous on the closed interval [a, b] of R, such
that the derivatives of f of order up to and including n are defined and continuous
on [a, b], f (n) is differentiable on the open interval (a, b) and f (n+1) is integrable on
(a, b). Then, for each x ∈ [a, b],










Because the equation is being evaluated at a specific value of ξ ∈ [−1, 1], it must
only be shown that f from Equation 89 is continuous on [−1, 1], n-times differentiable
on (0, 1), and f (n+1) is integrable on (a, b).
First step is to prove continuity on [−1, 1]. For f, g ∈ C, fg ∈ C whenever g 6= 0.
From this, there is continuity on (0, 1) because the numerator and denominator are
continuous functions. It remains to show continuity on {−1, 1}. As was already
identified, the limit limξ→1− f(ξ) = 1 by L’Hôpital’s Rule, since the numerator and
denominator are both differentiable in the left-hand neighborhood around 1. Another
way to look at it,
√
1− ξ2 < arccos(ξ) < (2−ξ)
√
1− ξ2 on the region [0, 1) and thus
1 < f(ξ) < (2− ξ) for ξ ∈ [0, 1), so the function is continuous from the left.
The function is also continuous to the right as it approaches 1, but it converges
to ∞. The function is monotonically increasing to the right.
The function has derivatives of order f up to and including n where here n = 5.





The consequence follows by sequential applications of the product rule.
The function is integrable, but the importance of the integration term is to bound
the error. It can be easily recognized that the error grows without bound as the
function approaches -1 because f(x) is unbounded whereas the Taylor series expansion
is bounded on the interval. This point represents a complete misalignment of the
vectors and is unlikely to occur in the optimization, especially with a method for
finding an initial guess, and the function is decreasing on the region so using the
Taylor approximation mostly serves to slow down the optimization. In practice, the
Taylor series expansion should not be used over that region since the function itself
is numerically stable and the Taylor series becomes a poor approximation close to -1.
With the considerations of the Taylor series met, a Taylor series expansion is
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Table 1. Table of coefficients for the Taylor Series expansion about the points x=0.5
and x=0.9. These coefficients account for the factorial denominators from the stan-
dard Taylor series form.
k 0 1 2 3 4 5
αk(a = 0.5) 1.2092 -0.5272 0.278933 -0.158697 0.0937861 -0.0567337
αk(a = 0.9) 1.03473 -0.361822 0.152124 -0.068572 0.032064 -0.015336







αk (x− a)k (93)
In the implementation, n = 5 and coefficients for the provided points are specified
in Table 1.
This function is a poor representation of the equation near -1 as the Taylor expan-
sion is bounded unlike the original. This is not a major concern, however, since the
monotonicity of the function is preserved so the gradient descent will still converge,
albeit more slowly, for highly dissimilar vectors. Rather than using the approxima-
tion at all points, however, the normal calculation method is used on [−1, a] and the
Taylor series estimation is used on [a, 1]. The estimate is quite accurate over that
region. This serves to remove the numerical instability near 1.
It is also possible to use a Padé approximant [24], though the region where the
application on [a, 1] has well-behaved convergence, so it is unnecessary.
This gradient is a matrix with the same dimensionality as Q. To find the relative
Jacobian with respect to the rotational terms ψ, θ, φ, a matrix form of the chain rule
is used. In matrix calculus, the chain rule when the derivative of a scalar is taken by


























This requires the calculation of the partial derivatives with Q with respect to
each of the rotational values. Fortunately, these matrices must only be calculated
one time for each iteration of the optimization as it is dependent upon Q and it is
independent of the iteration number k, and it can be factored out to only require
one matrix multiplication for each of the terms ψ, θ, φ if the full matrix ∂fCAD/∂Q is
preserved over each k.
The expressions for the partial derivatives are fairly complex; they will be reused
for other optimizations and are included here as a reference.
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(1− cosψ) sin2 θ sin 2φ+ sinψ cos θ (97d)












(1− cosψ) sin 2θ sinφ+ sinψ sin θ cosφ (97h)
























































sinψ sin2 θ sin 2φ+ cosψ cos θ (98d)
∂Q
∂ψ 2,2


















sinψ sin 2θ sinφ+ cosψ sin θ cosφ (98h)
∂Q
∂ψ 3,3



















































































cos 2θ sinφ+ sinψ cos θ cosφ (99h)
∂Q
∂θ 3,3








































= −2 sin2 ψ
2






sin2 θ cos 2φ (100b)
∂Q
∂φ 1,3
= − sin2 ψ
2


















sin 2θ cosφ+ sinψ sin θ sinφ (100f)
∂Q
∂φ 3,1
= − sin2 ψ
2















































These equations use Equations eqs. (98) to (100).
7.3.3 Projected Euclidean Rotation
Because the optimization is finding a rotation matrix, an argument could be made
that using the Euclidean distance between unit vectors for corresponding samples.
This results in nearly the same calculation as in the Euclidean rotation method, but
the reference and measurements from the sensor under calibration are normalized.
While the calculation is straightforward, the effect is different. The accuracy of this



























































7.3.4 Euclidean Affine Transform
The optimization method here can be extended beyond rotations. It is possible that
the sensor calibration optimization may not have been particularly accurate and it
may be possible to find a better Âi, ôi to allow a good fit to the reference sensor. This
technique is very different from the prior methods as it requires operating on the raw
measurement values from the sensor so that the update to ô to be applied correctly.
Thus this method tries to find a matrix Ã and an offset õ to find the optimal affine
transformation to transform the raw sensor measurements to the reference sensor
estimates.
This technique can theoretically provide a better match to the reference sensor
than rotations alone, but there is a potential of overfitting. Rotations have three




‖bref[k]− Ã(bi[k]− õ)‖2 (111)




















7.4 Finding Initial Estimates
Performing the optimization using these functions still follows the same challenges to
optimization problems. The rotation problems are periodic, so they are not convex.
The rotation optimization is fairly stable for this particular problem, but there is one
area of complexity. The nature of the angle ψ, the solution (0, θ, φ) represents an
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equivalence class of rotations for all θ and φ. This means there is a likelihood of the
presence of a saddle point. What’s more, it is quite possible that there is a non-strict
saddle point at that location.
A strict saddle point is a saddle point with a strictly negative curvature in at least
one direction. A critical point is one where the derivative (here Jacobian) is zero.
Calculating the Laplacian (Hessian) at a point can be used to test the behavior at
that point. If the Hessian is positive-definite, the point is an isolated minimum. If
Hessian is negative-definite, the point is an isolated maximum. If there are positive
and negative eigenvalues, it is a saddle point. Non-strict saddle points occur in the
system where at least one eigenvalue is zero and the others are all either non-negative
or non-positive.
Conceptually, this represents having a metaphorical valley that is either: increas-
ing or flat or decreasing or flat. It could also represent a set of values (such as a line
or plane) that contiguously have the same objective function value. This set of values
could represent a local maximum, a local minimum, or a non-strict saddle point and
distinguishing the difference is an NP-hard problem, as it requires searching to find
the behavior of the boundary.
For these problems, however, the plane of constant objective functions is known.
If the two sets of values are initially aligned, this set of solutions represents the global
minima. Rather than trying to deal with the problems that arise on this plane, it
is beneficial to create a method to get an informed initial guess to make an efficient
estimate.
7.4.1 Simple Method
One way to do this would be to select a sample index k and find the rotation that
moves one point to the other. The estimate of the angle of rotation ψ and the unit













This assumes that the two vectors are not collinear otherwise the normalization
of the vector v0 will cause division by zero. Of course in that case, the dot product
will be −1, 1. In the first case, any vector orthogonal to the set of vectors with an
angle of rotation of π is a solution. In the second case, no rotation is necessary.
In 3D space, though, this solution is not the only rotation. This represents the
geodesic rotation, i.e., the shortest possible rotation. Rather than doing this, another
technique was created to attempt to find the rotation that is close to a common
rotation between two vector pairs.
7.4.2 Characterization of Viable Rotations
This method finds the estimated best-fit rotation to rotate a pair of vectors onto
another pair of vectors. To do this, recognize that the set of all axis vectors to
rotate one vector onto another exist on the hemisphere of the unit sphere. This is
true because the curve of rotation must be symmetric about a central line and that
central line must be orthogonal to the difference of the vectors ŷ − x̂.
This means that the set of viable axes of rotation can be specified by some vα
representing the rotation of the unit vector of the axis of rotation v0 about a rotation
axis ŷ − x̂ by some angle α. The expression of axes of rotation as a function of α is
given by
v(α) = R(α, ŷ − x̂)v0 (116)
Here R(α) represents a rotation transformation of angle α about the vector ŷ− x̂.
Figure 20 illustrates the relationship of the angle of rotation ψ(α) as v(α) is changed.
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Figure 19. This demonstrates the different angles of rotation given two viable axes of
rotation to rotate x̂ to ŷ. v0 and ψ0 is the geodesic rotation, v(α) and ψ(α) represent
another candidate.
Figure 20. This representation depicts the projection of the vectors as the vector
describing the axis of rotation is changed.
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In this figure, the unit vectors are projected onto the plane that is normal to the axis
of rotation vector v(α).
For this analysis, the positive x axis is taken to mean in the direction of x̂ − ŷ
and the positive y axis is taken to mean in the direction of x̂+ ŷ. Based on the way
the vectors are projected, x̂ and ŷ are reflections across the y axis.
The x component of ŷ in this reference is given by sin(ψ02 ) and the y component is
given by cos(ψ02 ). As the vector of rotation is changed, the value of the x component
is constant, but the value of the y component changes to cos(α) cos(ψ02 ). This allows
























This yields the expression for the angle of rotation as a function of α.











This equation does have a singularity in the calculation if cos(α) is zero, but
the arctan is defined for this value and gives a value of ±π2 resulting in a rotation
ψ(α) = π2 ) = ±π. This represents the rotation when the angle of rotation is coplanar
with the vectors to rotate. Consequently, some care must be given for α close to π2.
7.4.3 Two-Pair Estimation of Rotation
To be able to estimate the global rotation, two pairs of corresponding rotation points
are taken from the test sensor and the reference sensor respectively. These measure-
ments are denoted {x1,y1} and {x2,y2}. These values are sampled from the available
data being used by the optimization and are selected to be unique.









0 . From this, values α1 and α2 are discovered
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Figure 21. The depiction of the two-pair estimator is illustrated. Vector x1 rotates to
y1 and x2 is rotated to y2. The two hemispheres represent the set of viable rotation
axes to perform the two rotations. The unit vectors in the direction of the cross




0 , and the angles of rotation α1 and α2
are depicted. Finally, the common vector of rotation is given by v1(α1) = v2(α2).
such that v1(α1) = v2(α2). An illustration of this is depicted in Figure 21.





Since v0, ŷ − x̂, and w are all mutually orthogonal vectors, so this allows an
efficient expression for v(α).
v(α) = cos(α)v0 + sin(α)w (120)
This provides three equations with two unknowns, so the system could be over-
complete. Because the values of v(α) describe hemispherical circles on a unit sphere,
this constrains the underlying solution set of the problem. There are only two pos-
sibilities: the circles are identical and all values are valid solutions, or they intersect
in exactly two points that are symmetrically located on the sphere. The function for
ψ(α) provides rotations of opposite signs given the different vector solutions, again
because of the double-covering nature of the solution space over SO(3). To ensure
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that the circles are not identical, a test is executed to ensure that the difference vec-
tors are sufficiently different by comparing their dot product. Given some small value
ǫ, ensure that the following holds.
|w1 ·w2| ≤ 1− ǫ (121)
Another important consideration is to make sure that there is some rotation ob-
served between the pair of vectors. For every rotation, there are two points that
are fixed points along the axis of rotation. For points distributed on the surfaces of
two spheres, points close to the axes of the rotation will be rotated by a very small
amount. To distinguish this condition, the following test can be used.
|x̂ · ŷ| < 1− ǫ (122)
In this case, the epsilon can be chosen as the noise level increases or it can be set
at a fixed value. It becomes increasingly difficult to identify fixed points as the noise
level increases and in the selection there can be some bias for points with increased
noise. This estimate, however, is taken to be heuristic and mainly serves to start
the more complete optimization. This method is expected to be a poor estimator in
systems with noisy measurements.
Another condition must also be considered when all pairs of vectors are identical
and there is no rotation. This is important mostly because if the rotations are aligned,
the system could get caught in an infinite loop looking for suitable vector pairs.
To overcome this, the system could compare the conditions described and find the
example within a specified number of sampled vectors that gives the lowest value and
use those pairs of points. If a particular point meets the conditions, the program can
stop looking. Otherwise, it checks some number of values and takes the best one that
it sampled.
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The system of equations that are used for calculation is expressed by the following
along with a Jacobian calculation.
fr-eqn = cos(α1)v
(1)
0 + sin(α1)w1 − cos(α2)v
(2)
















The solutions for α1, α2 are found using the Python fsolve function. For program-
matic reasons, the α vector is augmented with a zero value to match the dimensions
of the optimization vector and the equation number.
An alternative technique was used that performed an optimization calculation
using the L-2 norm. It was also successful. The equations used for this are below.
For this, zeta is a symbol representing an equation to simplify the notation.
ζ = cos(α1)v
(1)
0 + sin(α1)w1 − cos(α2)v
(2)
0 + sin(α2)w2 (125)







In the Jacobian equation, the partial derivative of ζ with respect to α is a 3 × 2
matrix where the columns represent the partial derivatives of ζ with respect to the an-
gles α1 and α2 respectively. These values can be calculated with simple trigonometry
derivatives and so the details are omitted.
After finding the appropriate α values, the vectors corresponding to the axis of
rotation should be identical. The common rotation vector can be calculated using




0 + sin(α1)w1 (128)
= cos(α2)v
(2)
0 + sin(α2)w2 (129)
Then the values of the rotation values are calculated using Equation 118 to give
ψ1 and ψ2. Ideally, these values should be identical representing an identical amount
of rotation, but in the presence of noise, these values are expected to be similar but






The performance of this method is dependent upon the amplitude and the nature
of the noise. This is especially true as a random set of corresponding vectors are
chosen and the values are assumed to be true. It is to be remembered, however, that
this is only intended to be used as an initial estimate of a rotation that will be used
as a parameter in a full rotation optimization function.
7.5 Rotation Metric
In order to compare the goodness of a rotation, a metric needs to be defined. In a
paper by Du Q. Huynh, six different metrics were compared[33]. To understand the
metric selection, a few mathematical properties are described.
The metric, µ, respects the topology of SO(3) if, given Rn,R ∈ SO(3),
µ(Rn,R) → 0 ⇐⇒ Rn → R. (131)
A metric is said to be bi-invariant if, given R1,R2,R3 ∈ SO(3),
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µ(R1R2,R1R3) = µ(R2,R3) (132)
µ(R2R1,R3R1) = µ(R2,R3) (133)
If only the first of these holds, the metric is said to be left-invariant; if only the
second holds, it is right-invariant.
Two metrics, µ1, µ2 are boundedly equivalent if there exist a, b ∈ R+ such that, for
all R1, R2 ∈ SO(3),
aµ1(R1,R2) ≤ µ2(R1,R2) ≤ bµ2(R1,R2). (134)
Five of the six were bi-invariant metrics that respect the tolopolgy on SO(3), and
four of those are mutually boundedly equivalent. This means that any of those four
can be used somewhat interchangeably and give similar behavior. The one chosen for
this analysis is given by
arccos (|q1 · q2|) (135)
In this equation, · represesnts a vector dot-product of vectors representing the
unit quaternions. The application of the absolute value of the dot product removes
the problem of having two quaternion representations for the same rotation. This
works by symmetry. The angle to be returned by the arccos is limited to be in the
range [0, π/2], which means that the rotation distance is bounded.
First, it should be recognized that this equation is defined for all rotation vectors
q1,q2 ∈ SO(3). This is true since the dot product of the quaternion unit vectors
must have a value −1 ≤ q1 · q2 ≤ 1. With the absolute value, this means that the
values of the argument must be in [0, 1]. These values are all within the domain of
arccos(). It can be shown that this is a proper metric by testing the axioms.
 d(x, y) > 0: This is trivial due to the range of the arccos() function.
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 d(x, y) = 0 ⇐⇒ x = y: It could be claimed this is violated because d(x,−x) =
0 for all x, but the metric is not defined on the space of quaternions but on the
space SO(3), over which the quaternions are a double covering, so this is also
true. In other words, it respects the topology.
 d(x, y) = d(y, x): This is true because the dot product gives x · y = y · x when
x, y are real-valued vectors.
 d(x, z) ≤ d(x, y) + d(y, z): For this, recognize that |x · y| is x · y when the
value is positive, and x · −y when the value is negative. With the quaternion
representation, these two vectors represent the same rotation. This means that
these terms represent cos(θx,y), or the cosine of the smallest angle between
the two vectors. Applying the arccos function to each term, this gives θx,z ≤
θx,y + θy,z. This is true when the angles represent the shortest angles between
the corresponding vectors, therefore the triangle inequality holds.
It is also beneficial to, given a specific rotation vector, what is the expected value of
the rotation difference given another random vector. To find this, assume without loss
of generality that a particular rotation R1 is expressed by the vector v1 = (α, 0, 0).
This represents the vector portion of a quaternion, so it is a rotation of 2 arcsin(α)




1− α2, α, 0, 0
)
. (136)
To find the expectation, an average of the metric is found against all other vector
components of other quaternions. This means that given a vector v2 = (r, θ, φ).
Given values of (r, θ, φ), the quaternions can be given by
91
0.0 0.2 0.4 0.6 0.8 1.0













Figure 22. Depiction of the expectation of metric measurements given a particular




1− x2 − y2 − z2, x, y, z
)
(137)
x = r sin(θ) cos(φ) (137a)
y = r sin(θ) sin(φ) (137b)






arccos (|q1 · q2|) r2 sin(θ)drdθdφ (138)
Here B(1) represents the unit ball, i.e. all the points within the closed unit sphere.
Results of a numeric calculation of these values is given in Figure 22.






(arccos (|q1 · q2|)− Eµα)2 r2 sin(θ)drdθdφ (139)
The variance is depicted in Figure 23.
From these two figures, it can be seen that stronger rotations have an increased
expectation for the metric. It can also be seen that the variance also increases quite
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Figure 23. Depiction of the variance of metric measurements given a particular
strength of reference rotation parameterized by α
a bit as the rotations become stronger. This also is helpful to show that, while the
largest error value possible is π/2, the average distance of a randomly chosen vector
has a distance of about 1.
7.6 Evaluation
Each of the techniques described above is used for testing. The affine method is a
little bit different since it does not generate a rotation itself, but rather generates a
matrix and offset. Specific elements related to comparing this method to the other
methods are also described.
To separate the assessment of this section from the earlier step in the previous
chapter, new simulated data is generated. First, two rotations are randomly generated
by selecting a random angle of rotation ψ ∈ [−π, π], and a random orientation vector
on the surface of R3 which values are then converted to θ, φ.
Random path values are created by using the same method described in the last
chapter. Each of the paths is rotated by the random rotation and independent ran-
dom noise is generated and added to the signals for each sensor. In these experiments,
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the noise standard deviation is always assumed to be identical for both sensor mea-
surements. From this, tests are performed using each of the outlined methods over
each of the different path types.
The same method for estimating initial conditions follows the method outlined in
Section 7.4.3. This is also used for the initial estimate for the matrix in the affine
section. In that algorithm, the initial estimate for the center is the zero vector.
The number of points used were specified by {10, 30, 100, 300, 1 000, 3 000, 10 000}.
Noise was added with a standard deviation of {0, 0.00316, 0.01, 0.0316, 0.1, 0.316, 1}.
Since the noise is applied once to each of the sensor measurements, the noise is the
sum of the two noise applications. This means that the signal-to-noise ratios are
{47dB, 37dB, 27dB, 17dB, 7dB,−3dB} respectively.
7.6.1 Execution Time
The execution time of all methods is of approximately the same computational com-
plexity. The affine method is a little less efficient for low numbers of samples. This
could be because the lack of information can lead it to drift more, since it has a larger
number of degrees of freedom. The resulting execution time when conditioned on
simulation type are depicted in Figure 24
From this it can be seen that the L2 method (L2) gives the fasted calculation.
The affine method (AFF) is similar, but slightly slower. The projected-L2 (PL2) and
the central-angle method (CAD) are slower still. The CAD2 method takes about four
times longer than the L2 method for 104 data points.
Even then, the slowest methods are still able to calculate all values in less than 10s
for 104 sample points, which is still well within tolerable limits for finding a common
sensor alignment in an initialization step.
The execution time was indistinguishable as a function of the path type. Results
are shown in Figure 25. There is only some slight spread for very low numbers of
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Figure 24. The runtime for each of the described methods is shown. CAD is the
central-angle distance, L2 is the L2-based optimization, PL2 is the projected L2
optimization, and AFF is the affine transform method.
data points. In this region, random walk is a poor depiction and random points is
best as it is more likely to give a diverse selection of points.
7.6.2 Projection of a Matrix to a Rotation Matrix
Because the affine method provides a matrix that is not necessarily a rotation matrix,
it is necessary to generate a rotation matrix to use in the comparison to be able to
compare it with the other techniques. To do this, a projection of the matrix to the




Here ‖·‖F represents the Frobenius norm. A closely related problem finds a matrix
in the real-valued orthogonal matrix group. This case also includes reflections, i.e.
det(A) = {−1, 1}. The solution to this problem is known [31] and has a closed-form
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Figure 25. The runtime by path type is shown. RP is random-points, AP is axial
path, and RW is the random walk path.
expression.
R = M (M⊺M)−
1/2 (141)
For the purposes of notation, P (A) is taken to represent the projection of the
matrix A to a matrix in the set of orthogonal matrices. Due to the nature of the
problem, it is expected that this matrix is orientation-preserving, so it should also be
a member of SO(3).
From a specific affine transformation estimation A and o, the nearest rotation can
be calculated and used in a comparison with the other rotation methods. Because the
data was not shifted between the two versions, the offset is expected to be 0. With
this method, two additional metrics are provided: ‖A− PA‖F and ‖o‖.
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Figure 26. The distance between the matrix A and its projection on SO(3) as
measured by the Frobenius norm. This is a representation of how much the resutig
matrix resembles a rotation matrix.
7.6.3 Residuals of Affine Method
Because the affine method uses a projection to find the nearest rotation, it is useful
to assess how much residual is realized by this projection.
7.6.3.1 Projection Residual Between Matrix Estimate and Its Projection
To show the behavior of the residual between the affine estimate and the projection of
the rotation, the projection is calculated and the Frobenius norm is calculated. The
values are shown as a function of the number of samples and the amount of noise.
Results from the experiments are in Figure 26.
It is difficult to attach these measures to an intuitive understanding of how sim-
ilar the resulting matrices are to a rotation based on the values from the Frobenius
error, but this does show that with lower noise and with higher numbers of samples
the resulting matrices are increasingly similar to rotation matrices. It is useful to
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remember that this technique is applied, in part, for allowing further adjustment to
help the measurements from a test sensor to more closely match the reference sensor.
The benefits of this technique are unlikely to be realized in a system that does not
test the interaction between the two portions.
It can be seen, however, that for noise values of 1 the rotation matrices don’t seem
to become more similar to rotation matrices, and only a slight trend towards rotation
matrices appears for noise of 0.316. Because the signal strength itself is 1, this is not
an unexpected result.
7.6.3.2 Offset Value From Affine Method
This section evaluates the offsets. The true offset should be zero, since there is no
shift applied in the process rotating from one sensor measurement to the other. In
practical use, this offset should be seen as a corrective measure to account for the
differences in the offsets between a test sensor and the reference sensor. In this case,
there is no such offset applied, so this result could be seen as how much offset error
is expected as a function of noise and the number of samples being used. The results
are in Figure 27.
It is quite surprising just how much offset error is observed for small numbers of
samples and large amounts of noise. With an SNR of 7dB and at 100 samples, the
offset is within 1% of the signal. The same is true for an SNR of 2dB for 300 samples.
7.6.4 Rotation Accuracy
To measure the accuracy of the rotation, the composite of the two rotations is com-
pared to the rotation estimated by the technique. The measure is taken using the
calculation described in Section 7.5. In these measurements, the values presented are
based on the random-walk path.
The first thing to look at is the accuracy of the initial estimate method. These
results are in Figure 28.
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Figure 27. The amplitude of the offset when estimating the shift by an affine trans-
formation. No shift was applied to the simulation data so the true value should be
zero.





















Figure 28: Rotation accuracy as given by the two-vector estimate technique.
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Table 2. Table of statistics of the mean and standard deviation of estimates from
calculating two-vector estimates under various noise conditions.








This plot shows the mean and variance estimates. All the curves were generated
by using points from the random points path since the path is essentially irrelevant
in this case. Only weak conditions were placed on the fitness of selection (such as
ensuring that the two rotations did not define the same set of rotation axes.) The
curves are essentially flat since only two points are used for the estimation regardless
of the amount of available data. The plot is mainly included to help visualize the
expectation. For an SNR of -3dB, the estimates are no better than random guessing;
as long as the signal is stronger than the noise, the estimate should be an improvement.
The average time required to perform an initial estimate is 2.8535ms and is inde-
pendent of the noise or the sample size.
The statistics are summarized in Table 2. In the table, the noiseless case is
included as an illustration that the algorithm is accurate in the absence of noise.
The performance of the three rotation-based methods are all roughly equivalent.
The two L2 methods are essentially indistinguishable in terms of accuracy. This can
be seen more easily in the comparison of the different methods given a specific noise
estimate as depicted in Figure 30.
The rotation estimate using the affine transformation seems to have a limit at
about 0.03. This demonstrates that in direct rotation tasks, the other methods are
preferable to giving an accurate rotation.
For a noise of 1.0 and with 10 samples, the rotation metric provides a value that
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(a) Central-angle distance method















































(c) Projected L2 method





















Figure 29. Measurements of the distance between the rotations specified by the
optimization and the true rotation between the points. In the case of the affine
method, the measurement was taken with respect to the projection of the matrix
estimate to the nearest rotation matrix.
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(a) Comparison with noise σ = 0.01
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(b) Comparison with noise σ = 0.0316
Figure 30. Comparison of the rotation metric across the three rotation-based tech-
niques
is no better than a random rotation estimate; all the rest of the rotations are at least
somewhat informative. This is true for all methods. This is not unexpected since the
noise is strong enough to completely mask the signal.
When considering the rotational accuracy based on the path type, it can be seen
that the path seems to have little or no effect in the accuracy of the rotations. The
nature of the rotation system means that the rotation methods are largely path
invariant. The results are in Figure 31.
7.7 EMF Removal
Now that the sensors have a common orientation, it is possible to remove the com-
ponent created by Earth’s magnetic field. Any magnets in the area will change the
accuracy of this removal as it adjusts the field experienced on each of the sensors. In
fact, the magnet to be tracked has a small effect on the fifth sensor, but this mea-
surement is much weaker. The expression can be calculated as follows. Given two
sensor positions with radius distance from the magnet of ρ1 and ρ2, the ratio of the
B-fields are constrained by the following values.
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Figure 31. Comparison of the rotation accuracy as a function of the number of
samples for noise values of σ = 0.01 and σ = 0.0316. The path types are represented











The largest value occurs when the magnetic moment is aligned in the direction
of sensor 2 and the magnetic moment is orthogonal to the vector in the direction
of sensor 1. The smallest value occurs when the magnetic moment is orthogonal to
the direction of sensor 2 and is aligned with sensor 1. This means if the fifth sensor
is three times further away than the sensor magnet than a measurement sensor, the
effect of the magnet on the fifth sensor is between 1/54 and 2/27 of the effect on the
measurement sensor.
Any additional magnetic fields that are approximately identical between the differ-
ent sensors can also be removed with this method. Errors only occur in the presence
of a magnetic field that has different directions or strengths between the sensors.
Once the rotation value has been identified, the measurements at each of the
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sensors is provided by the following equation and will be processed accordingly.
bi = RiÂi(b
(i)
meas − ôi)− Âref(b(ref)meas − ôref) (143)
All the values of b are now expected to represent measurements that are aligned
according to some common orientation and that are calibrated so that the measure-






The target of this section is to attempt to find the position of sensors given a set
of calibrated and oriented magnetic field measurements. It is expected that prior
calibration steps are complete, that the sensors are in a common orientation, and
that the fifth sensor is used to remove earth’s magnetic field and other interfering
fields from the tracking sensors.
Training measurements for tracking sensor position are taken in the presence of
a magnet with an known magnetic moment and that the calibrated sensor measure-
ments have a proper alignment with the implied orientation space indicated by the
magnet parameters.
Initially, an effort was made to perform a single optimization to find the orientation
rotation and sensor position values simultaneously, but the corresponding optimiza-
tion system failed to converge. To attempt to find a way to find both orientation and
sensor unknowns, the problem was split into two distinct parts with the intention of
combining them. This chapter covers solving for the sensor positions under a known
orientation. The next chapter covers orientation given known sensor position. The
following chapter then outlines a method of solving the system for both unknowns.
8.2 Magnetic Dipole Equation
To be able to identify the position of the sensors (or similarly finding the position
of the magnet given known sensor positions) is related by using the magnetic dipole
equation.
Assuming that a magnetic sensor is far enough away from the magnet, the mag-
netic field generated by a magnet with a magnetic moment m at a position a on a




3 ((s− a) ·m) (s− a)− ‖s− a‖2m
‖s− a‖5
. (144)
Since the magnets being tracked in this project are quite small and because the
sensors are outside of the user’s mouth, the far-field assumption is appropriate.
The magnetic moment m is a vector relationship describing the aligning torque
on a magnet from an externally applied magnetic field. It is measured in A ·m2 or
equivalently N·mT . The magnetic moment points in the direction of the north pole of
the magnet.
The parameters of a magnet are specified by the residual induction (Brmax) or the
residual flux density. This is a parameter that can be taken from the hysteresis loop
and it is measured in units of gauss or tesla. The relationship between this value and





Here, Br is the residual flux density, V represents the volume of the magnet in
m3, and µ0 is the permeability of free space.




The magnets used in this project were neodymium disk magnets from K&J Mag-
netics, Inc. [37]. The dimensions of the magnet are available along with the relevant
material properties and parameters as well as documentation of the orientation of
the magnetic poles in relation to the magnet, providing the direction of the magnetic
moment. This means it is straightforward to identify a magnetic dipole moment from
the datasheet of a particular magnet.
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For the purposes of this analysis, it is useful to express the magnetic field in
spherical vector coordinates rather than rectangular vector coordinates. That is to
say that the vector values are expressed in terms of unit vectors ρ̂, θ̂, φ̂. It is important
to recognize that the direction of these vectors is a function of the point at which
the representation is being taken. Because of the changing frame of reference for the
vector fields, it is important to make sure that the notation is clear.
In this work, a location as represented in spherical coordinates will be denoted
as ρ = (ρ, θ, φ). The vector field (in this case an arbitrary vector field denoted v)
measured a location described using the spherical unit vectors ρ̂, θ̂, φ̂ is given by
v(ρ) = (̺(ρ), ϑ(ρ), ϕ(ρ)) = ̺ρ̂+ ϑθ̂ + ϕφ̂. (147)
For this equation, it is assumed that the magnet is located at the origin with the
magnetic moment vector oriented in the positive z direction. If the magnet is in some







2 cos θρ̂+ sin θθ̂
)
(148)
Here r represents the vector pointing from the magnet to the sensor and r = ‖r‖
represents the distance between the magnet and the sensor. It is useful to recognize
that the term with φ̂ is zero, so all magnetic fields point radially outward. It can also
be a little bit complicated to distinguish between spherical coordinates and spherical
vectors with the unit vectors. To help distinguish these, a spherical vector will be
denoted as ρ = (ρ, θ, φ).
8.2.1 Symmetry Conditions
To properly analyze the system, it is important to consider the symmetry conditions
of the magnetic dipole equation. The first thing to recognize is that b is actually a












There is a reflective symmetry present from this equation. This can be demon-




















Because of this, optimization of sensor positions based upon magnetic field mea-
surements is not unique. Assuming that there is some prior information about the
region of expected values, this can be accommodated and it is quite simple to find
the alternate solution.
There is an additional and more troublesome symmetry to consider when r ⊥ m.













This means that there is a circular symmetry around the hemisphere about the
magnetic dipole. This symmetry is unstable because small perturbations can yield
completely different estimates for r and thus estimates for s. If r ·m ≈ 0, the position
estimate may be undependable.
Because this optimization is based upon estimating the parameter r, it is better
to be able to identify a potential problem from b, but because of the behavior of b
in this case, the test condition would be
m⊺b
‖m‖‖b‖ = −1 + ǫ for ǫ > 0 small. (153)
This represents a comparison of the cosine between the two vectors. The value of
ǫ can be specified to identify a region in which the values are deemed to be unstable.
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There is a similar symmetry along the axis of the dipole in the direction of m,
however this is not a concern as small deviations will yield small deviations in the
estimates of s. Having many samples can help to alleviate this, but it indicates that
trying to perform estimation when the r vector is orthogonal to m is less likely to
give meaningful estimates of directionality.
8.3 Direct Optimization Method
For the optimization, assume that all the sensors have been calibrated and are in com-
mon alignment using the orientation algorithm outlined in Chapter 7. To recognize
the presence of a rotation, let Ξ represent a matrix in SO(3), the special orthogonal
group, or the rotation group. It represents some global rotation that realigns the
rotation of the sensors (which are all in common) to the reference orientation implied
by the orientation of the magnet.
Let best(ŝi, a,m) represent the Cartesian estimate of the magnetic field measured
at the estimated sensor position for the i-th sensor. Let bi[k] represent measurements
of the B-field taken at the i-th sensor after being processed by the sensor optimization
and the orientation functions.
For the purposes of this optimization, it is assumed that m and a are constant
argument parameters and the optimization is over ŝ. Here, ri = (ŝi − a).




‖best(ŝi, a,m)− Ξbi[k]‖2 . (154)
























It is practical to divide the results by the number of measurements. This equation
is not as efficient as it could be since it is necessary to perform a rotation on each
sample term. It is more efficient to be able to reduce the number of matrix multipli-
cations performed. Because the value Ξ is a rotation matrix, Ξ−1 = Ξ⊺. Furthermore,






‖Ξ⊺best(ŝi, a,m)− bi[k]‖2 (157)
This allows the inverse rotation to be applied to the single estimate reducing the
number of rotations from K to 1.









In this equation, bi represents the average of the individual measurements. This
significantly reduces the number of multiplications required. The only element that
must be iterated over all the data is the averaging operation.
When the result from this calculation is returned, it may be necessary to adjust
to the other solution. From the symmetry conditions outlined in Section 8.2.1, there
is typically a single point of symmetry that exists as a reflection across the magnet
position. To find this point, the new estimate of ŝ is found by flipping the signs of the
terms and then subtracting twice the value of the magnet offset about the origin a.
The reason that twice the shift must be added is that the original estimate included
the value of the offset. It is negated along with the reflection and so double the offset
is applied to compensate.
ŝi,alt = −ŝi + 2a (159)
110
Figure 32. Depiction of the logartihm of the objective function. The true value is at
the point s = [−0.02, 0.07, 0.015]. The logarithm is used because of the singularity at
the origin.
8.4 Initial Value Estimation
In order to properly be able to converge the objective function, it is important to
provide a good initial condition. The reason that a good initial condition is so impor-
tant can be seen in a representation of the solution space. This can be seen in Figure
32. Because the magnetic dipole equation has a singularity at the magnet location,
the general gradient is outward. The fact that the objective function is not convex is
clear from the depiction of the space. It is quite likely that, with a poor initial guess,
the optimization will find a sensor position increasingly far away from the magnet.
To be able to counter this, a method based on seeking a minimal solution over
a space of solutions with a specified magnetic field strength was chosen. It is infor-
mative to view the objective function space over this surface. The logarithm of the
objective function and the raw objective function are depicted in Figure 33. Because
of the symmetry of the magentic field generated by a magnetic dipole, there are two
solutions. There is a low-value band that circles around the curve that connects these





















































Figure 33. Depiction of the objective function over a surface with B-field values of a
specific amplitude. The true value is s = [−0.02, 0.07, 0.015]. It is possible to see the
effect of the symmetric solution on the back side of the surface.
solid representing the circular symmetry that occurs at that point. If a vector r is
made from the position of the manget to the sensor location, this occurs where the
magnetic moment m ⊥ r, i.e. m · r = 0. As the sensor moves increasingly far from
this position, the two solutions become increasingly distinct and the bands connecting
these two points become less pronounced.
It becomes possible to create an efficient way of making an initial estimate by
sampling the data and taking the amplitude of the B-field of that sample and finding
a directional vector to find the closest match. By considering the problem in the
spherical vector coordinate, it is possible to exploit some of the properties of the
magnetic field measurements to find an estimate of φ, reducing the problem to an
optimization of a single parameter θ. To do this, it is necessary to convert the B-
field measurements from a Cartesian vector field to a spherical vector field. This
conversion is dependent upon the sensor position, so the conversion must be done on
an estimated sensor position. The steps for performing this optimization over θ is
presented here.
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Figure 34. Depiction of the curve with constant field strength. The magnetic moment
m is depicted as is the spherical representation of the magnetic field b(ρ) as measured
at the sensor s. Because the magnet is assumed to be at the origin, s = ρ
8.4.1 Description of the Method
The method being applied here is to take one sampled value of the magnetic field for
a particular sensor for a particular magnet position. Using this information, try to
identify an initial estimate of the sensor position. This reqirues some way of narrowing
down the position of the sensor efficiently. This is easier to identify in spherical vector
fields. The method generally follows the following steps.
Let β represent the strength of the B-field measured by a particular sensor. The
space over which that sensor could be located forms a round, convex surface. The
position of the sensor on this surface is identified by the orientation of the magnetic
field. The solutions are non-unique based on the symmetry properties described in
Section 8.2.1.
Because in spherical coordinates, the azimuthal-angle vector component ϕ = 0, it
becomes simple to estimate φ by choosing an azimuthal direction to align with the
vector field measurement. This constrains the sensor position to fall somewhere on a
closed curve as depicted in Figure 34.
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Finding the position on the curve can be found by performing an optimziation to
find the polar angle θ. The following subsections outline the process to accomplish
this.
8.4.2 Analysis in a Spherical Vector Field
Rather than using vectors in a Cartesian vector field, it is convenient in this prob-
lem to operate in a spherical vector field space. This utilizes the spherical vector






















Because of the assumption that the magnet is centered at the origin with a mo-
ment oriented in the positive z direction, this may require additional rotation of the
measured values and estimates of sensor positions estimated from this equation may
require shifting the sensor positions.
Note that the φ̂ term ϕ is zero because magnetic fields are radial with respect to
the azimuthal angle. The magnetic moment is in the z direction, so aligning the x, y





In practice, an estimate is taken by sampling a particular measurement sample
with the index depicted by k.
Rather than trying to directly find a radius vector, the problem is reframed to
find the strength of the magnetic field and use that value to derive the radius ρ.





4 cos2 θ + sin2 θ (162)
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It is straightforward to estimate the value of β from a particular sample k by
finding the magnitude of the sampled B-field measurement.
β0,i = ‖bi[k]‖ (163)
Given a value of β, it becomes possible to express the value of ρ = ‖r‖ as a












The expression of the B-field as expressed in a spherical vector field as a function
of β and θ can be calculated by substituting ρ(θ) into Equation 8.2.1.
b(ρ) =
β√
3 cos2 θ + 1
(
2 cos θρ̂+ sin θθ̂
)
(165)
It is possible to create an optimization problem to find an estimate of the polar
angle θ using β0 and φ0, since its relationship is not immediately apparent from the
other equations. The analysis is performed on the spherical vector field vectors, so
the measurements (provided in Cartesian values) must be converted. The use of the
estimation from (148) assumes the magnetic moment is oriented in the positive z
direction. If this is not the case, an additional rotation of the sensor measurements
is performed before the calculation with an inverse rotation after the calculation. It
also assumes the magnet is oriented at the origin. If this is not true, it is necessary
to take some steps to permit these calculations.
The process is done by finding a rotation that rotates the magnetic moment m to
be pointed in the positive direction. It was demonstrated in Chapter 7 that there is a
class of available rotations that rotate one vector to point in the direction of another
vector in R3. One way of thinking about this is that there can be some spin about
the destination vector that cannot be accounted for from a single pair of vectors.
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In this case, however, this is not a concern since a magnetic dipole has a rotational
symmetry.
This means that a rotation quaternion to adjust for the magnetic moment, qm


































Essentially, this represents a context shift into a new reference frame. For nota-
tion, a matrix Qm corresponds to the equivalent rotation matrix. This will be used
symbolically to provide notational consistency.
To be able to perform calculations in this space, it is necessary to apply this same
rotation to the sensor measurements. From the previous chapter, the sensors were
all placed into a common reference frame, but this reference frame is likely distinct
from the true frame of reference of calculations. To account for this, it is assumed
that there is some known rotation, represented by the matrix Ξ, that rotates sensor
measurements from the common sensor reference frame into the physical reference
frame as specified by the magnetic positions and the magnetic moment orientation.
Currently Ξ remains unknown, but methods to find this value will be presented in
later chapters. Thus, the expression for the sensor measurement in the frame of
reference of the aligned magnetic moment, denoted bmag is given by
bmag = QmΞbi. (169)
To perform the optimization, the coordinates of the sensor position are specified
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as ρ0 = [ρ(θ, β0), θ, φ0] where θ is the variable under optimization, ρ(θ, β0) is the
radius as a function of the angle θ and the estimated field strength, and φ0 is the
estimate of the azimuth angle. It is actually unnecessary to calculate ρ as part
of the optimization. It is required, however, when trying to convert the spherical
representation to Cartesian coordinate positions representing sensor positions.
Conversion of the vector b[k] to the spherical vector space is calculated using a
multiplication with another rotation matrix to align the magnetic field vectors into

























sin θ cosφ sin θ sinφ cos θ
cos θ cosφ cos θ sinφ − sin θ








This rotation matrix is a function of the unknown value θ, so the spherical vector
values must be calculated as part of the calculation of the objective function.
It is possible to find a quaternion qP(θ, φ) that can do the same rotation by using
the matrix-to-quaternion equations from Section 7.2. This expression is based on the






































This form does have a shortcoming, though, because there is a numerical insta-
bility for θ + φ ≈ −π2 + n2π. These are removable singularities. A formal proof can
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be made, but a simple, informal argument is readily available. Rotation matrices
convert to unit quaternions so each individual element must be bounded, and the set
of equations is a valid equation for all non-singular points. Thus there must be a
converging sequence that converges to the correct value at the point of instability.
To avoid the numerical problems that arise, it is possible to use a complementary






































This form also has a removable singularity and point of instability, but this one
is at θ + φ ≈ π2 + n2π. This set of values represents the opposite equivalence class
of angles (different by an integer multiple of π), so one of the sets of equations will
always work. For brevity in notation, the sum of angles will be evaluated by an
equivalence class representation, i.e. the equivalent angle on [−π, π]. A strategy of
selection is when θ+ φ ∈ [0, π), use the first equation. When θ+ φ ∈ [−π, 0), use the
second equation. As a reminder, q = −q, but only one representation is presented
for these equations.
8.4.3 Estimate Optimization Description
The objective function is an L2 measure of the difference between the spherical vector
field values. This is equivalent to performing the same operation for vectors described
in a Cartesian frame of reference.
fsfast = ‖best(ρ0)− bi(ρ0)‖2 (174)
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The Jacobian is calculated by means of the following equations. This Jacobian
happens to be a derivative since it is the derivative of a differentiable scalar-valued
function with respect to a scalar variable, but it is calculated using matrix calculations
so the term Jacobian will still be used.
∂fsfast
∂θ














































cos θ cosφ cos θ sinφ − sin θ









Once the optimization is complete, it is possible to find the sensor position by
using β0 and θ to calculate ρ and then by using θ and φ to specify the position in
spherical coordinates that can be translated into Cartesian coordinates.
It may be beneficial (including, in particular) the next block, to continue to use
values in β, θ, and φ. If an alignment rotation was required as an initial step, it is
necessary to apply the inverse transformation Q⊺. While it may seem that it is only
necessary to apply this rotation to the rotational components, it must be remembered
that β0 is also a function of θ. Assuming that the rotation from θ1 and φ1 is made




3 cos2(θ2) + 1
√
3 cos2(θ1) + 1
(179)
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The meaning of this calculation is quite interesting. The value of β is represen-
tative of the strength of a magnetic field at a point. This expression identifies how
strongly the magnetic moment is acting on the sensor as the relative angle of the
magnetic moment changes.
There are many different frames of reference to be considered in the methods de-
scribed here and it is important to ensure that any information being passed between
sections is interpreted in the correct frame of reference.
To clarify the process, the algorithm is outlined in a pseudocode block in Algorithm
1.
Data: Ξ,bi
Result: Estimate of θ
begin
if the magnetic moment m is not oriented in +z then
rotate sensor measurement by Qm, a rotation mapping m to +z
end
Select a random index k of sample bs = (Ξbi)[k]
Find estimate of β as β0 = ‖bi[k]‖
Find estimate of φ as φ0 = arctan
bi,y
bi,x
Optimize for θ using the objective function fsfast and Jacobian
fsfast
∂θ
Calculate the Cartesian coordinates of the sensor position
if the magnetic moment m is not oriented in +z then
rotate sensor position estimate by Q⊺m
end
if the magnet is not located at true origin then
add the position of the magnet to the sensor position estimate
end
end
Algorithm 1: Algorithm outlining the way to make a quick estimate of the sensor
position.
This optimization is clearly not convex, since it is periodic. This function does,
however, exhibit the property that all local minima are global minima and they are
periodic with period π. This is because of the symmetry of the problem. Additional
information may be required to identify which is the correct sensor position.
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While this initial condition estimate process requires the execution of an opti-
mization requiring multiple evaluations of fsfast, this optimization can be performed
much more efficiently than the original objective function fdirect since it only requires
working with a single sample vector and it optimizes over a single variable. This
optimization is also well-behaved when compared with the direct function.
The accuracy of this method is a function of the noise, but it is able to find the
optimal solution (up to the optimization tolerance) as possible given a single vector
sample with the caveat that it is indeterminate if the radius vector is orthogonal to
the magnetic moment.
8.5 Spherical Optimization Method
It is possible to extend the initial condition method to perform a complete opti-
mization in the spherical vector space rather than in the Cartesian space. In this
optimization, the values to discover are β, θ, φ. In this case, the hatˆis omitted from
designating estimates to avoid confusion with the unit norm directions for spherical
vector representations.
The objective function is the same as in the fast estimate case, though the cal-
culation of the best is calculated directly using β instead of ρ. Also, this method
includes a sum over each of the samples. To emphasize that these measurements are
in a spherical reference frame, the argument variable will be denoted ̺ = [β, θ, φ] and
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The calculation of the Jacobian is a little more complicated in notation as ∂P(̺)∂̺
represents the derivative of a matrix with respect to a vector which results in a four-
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− sin θ sinφ sin θ cosφ 0
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Again some work can be done to arrange this to be calculated more efficiently.













‖Ξ⊺Q⊺mP⊺best − bi,k‖2 (189)
With this, it becomes possible to apply all the rotations to the single estimate
value on each evaluation of the objective function rather than applying them all to















The last derivative term in this expression is again a tensor dot product, just as
before, but now it is being applied to the B-field estimate instead of the input data.
This results in a matrix with columns given by the expressions below. Each entry


















This construction means that again all the calculations can be performed in one
step and only the average of the estimates is required in the iteration.
The initial estimate of the sensor position can be found using the fast spherical
method here as well.
8.6 Results
To be able to compare the results, a common set of parameters were provided. The
magnet being used in the estimation is positioned at a = (0, 0, 0) with a magnetic
moment strength that is calculated from a known magnet typical of the one that
is used for tracking, a D21B-N52: 1/8 in diameter with a height of 1/16in and a
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BrMax = 14800G. The strength of the magnetic moment is given at 14.80 mA/m2 using
the calculation from Equation 145. Additional testing was performed with differing
values of a to ensure that estimates correctly account for shifts in the magnet position.
The true sensor positions were selected to be representative of normal positions
that would be used in the physical headset. These values are specified as s1 =
(1,−5.5, 1) cm, s2 = (1, 5.5, 1) cm, s3 = (−1,−7, 2) cm, and s4 = (−1, 7, 2) cm. This
provides two sensors that are slightly closer and two that are slightly further away.
It is also noted that the z value is positive in both sets. It is assumed that, for the
calibration method, the headset would be placed on a table and a magnetic position
tool would be placed on the table putting the magnet being tracked below the sensors.
When running the algorithms, any values with negative z components are reflected
in the estimate.
While it is not particularly relevant at this stage of analysis, an additional common
random orientation Ξ was specified for the sensors. This represents that the sensor
measurements are only specified up to some common orientation from the earlier steps
and it is necessary that the orientation be aligned. This was done to ensure that the
algorithms were successful in adjusting for some known orientation adjustment. Later
chapters will discuss how to find this sensor orientation.
Because the distance to the sensors varies and the strength of the field is a function
of the relative orientation of the magnetic moment with respect to the direction of the
sensor, the definition of the noise is a little bit more difficult to define consistently.
For this analysis, it is assumed that the noise is statistically independent of the
measurement strength. Because the strength of the field is proportional to the radius






A common radius estimate is used across all values and is approximated as 7cm,
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so the standard deviation of the noise as stated is multiplied by 0.4315 G. This allows
a common level of noise to be present across all different orientations of the magnetic
moment and provides consistency across all the different magnetic sensors. It is
important to consider the way this is calculated when interpreting the noise terms in
the results.
8.6.1 Execution Time
For the test of the execution time, both methods make use of the same initial estima-
tor. At this point, it is clear that the normal L2 method is more efficient. A graph
of the runtime comparing the two methods is in Figure 35. It takes approximately
twice as long to run the optimization for the spherical method. This is due to the
increased amount of calculation. It seems that, with a good initial guess, the two
systems converge comparably well. Failing to provide a good initial guess, however,
can lead to divergence, so it remains important to use the spherical estimator for
finding good initial estimates.
The runtime is also clearly impacted by the noise present. This can be explained
in part becauese the initial estimate becomes less effective with increasing levels of
noise, but increased noise smooths out the gradient making convergence a little bit
slower as well. Results of the runtime from simulations as a function of the number
of values as parameterized by the amount of noise is in Figure 36.
While the spherical method is slower than the direct method, the rates are more
consistent. From this view, it seems that the spherical method may be slightly better
behaved than the direct method, but it appears that the overhead does limit the
ability for it to compete with a normal L2 norm across all the tested noise levels
which cover all expected operating conditions.
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Figure 35. Comparison of the execution rate as a function of the number of samples
for the spherical method (S) and the direct L2 method (D) for noise values of σ =
0.316, 0.1, and 0.0316























(a) Direct L2 method
























Figure 36. Depiction of the runtime as functions of the number of samples condi-
tioned on the level of the noise in the samples
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8.6.2 Accuracy
Accuracy is measured by comparing the L2 norm of the distance between the true
location value and the location estimate. Results of the experimental tests are in
Figure 37. Estimates were taken from more than 100 simulations. It seems that the
L2 method is more likely to have performance problems for high amounts of noise.
This can be seen for sensors 3 and 4 (the sensors farthest from the magnet) at the
highest noise level indicating that that method seems to be a little bit more stable.
Otherwise, the two methods seem to be indistinguishable.
What seems to be a more important consideration on the accuracy is the orienta-
tion of the magnetic moment when compared with the direction of the sensor. When
the magnetic moment is orthogonal to the vector in the direction of the sensor, there
is a large amount of uncertainty about the exact location of the magnet. This means
that small deviations can lead to large errors. To show this, a scatter plot of the
error measurements as a function of the angle between the magnetic moment and the
vector pointing in the direction of the sensor is in Figure 38. For this experiment, the
sensor under test was sensor 1 with a noise parameter of 0.01.
The error as the angle approaches perpendicular is approximately ten times larger
than only ten degrees away from perpendicular. There is also a slight trend as the
angle becomes parallel to further reduce the error. This is due to the fact that as the
angle approaches perpendicular and with a constant radial distance, the strength of
the signal is twice as strong as compared to when the signal is perpendicular since
the values are related by
√
3 cos2(θ) + 1. This means that, when trying to track a
magnet, it is best to avoid a magnetic moment perpendicular to the vector from the
magnet to the sensor positions. For sensor placement in principle, it is best if the
sensors are not coplanar to ensure that some of the sensors are not in a perpendicular
direction to the magnet under all circumstances. It is also beneficial if the magnetic
moment is pointed in the direction of the sensor. Placing the sensors closer to the
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(a) Sensor 1, L2





















(b) Sensor 1, Spherical






















(c) Sensor 2, L2






















(d) Sensor 2, Spherical






















(e) Sensor 3, L2





















(f) Sensor 3, Spherical






















(g) Sensor 4, L2





















(h) Sensor 4, Spherical
Figure 37. Comparison of the sensor estimate accuracy as a function of number of
samples across each of the four sensors. 128










Figure 38. Comparison of the error as a function of the angle between the magnetic
moment and the sensor position. The error for this test is σ = 0.01 and this test is
for sensor 1.
magnet is also beneficial as it improves the SNR, though this is limited physically by





This stage of processing assumes that the measurements have been processed with
a calibration and a relative orientation so that each of the magnetic sensors should
exist in a common alignment. Additionally, the measurements from the fifth sensor
are subtracted from the sensor measurements.
This stage attempts to reorient the sensor measurements so that they are in the
same orientation as the physical space. To accomplish this, a magnet to track is placed
in known orientations and in multiple positions and measurements are recorded by
the sensors for each location. It is expected that the headset remains stationary dur-
ing this process, so it is possible to sample the magnetic field measurements without
the presence of a tracking magnet and the average sensor measurements can be sub-
tracted from the measurements after processing them for calibration. This should be
equivalent to removing measurements from the reference sensor in the absence of the
tracking magnet.
The calculation in this section also makes the assumption that the sensor positions
are known.
9.2 Optimization
The representation of the rotation to find is given by Ξ. The sensors indexed by i
are identified as si, the magnet positions indexed by j are aj with magnetic moments
mj , and the samples are indexed by k. Rotations in this section are denoted Ξ, but





same as the corresponding partial derivatives with respect to Q.
The algorithms used to do this rotation are the same as the rotations described
in Section 7.3 where the values are rotated to align with the estimates as described
by the sensor positions, the magnetic position, and the magnetic moment. In this
case, the Euclidean affine transform does not work. Because each configuration is
expected to have multiple samples, this would require the rotation of each sample
vector. A more efficient method is instead to calculate the value that rotates the
estimate to map onto the data. This means that the rotation to be calculated is Ξ−1.
With quaternions, rotations are expressed in terms of unit vectors so the inverse is
equivalent to the complex conjugate.
By way of notation, bi,j,k represents a measurement from sensor i, with mag-
net position aj and magnetic moment mj , for sample k. The estimate best(i,j) :=
best(si, aj ,mj). The value I represents the number of sensors, J represents the num-
ber of magnet configurations, and K is the total number of samples. While it is
expected that K be constant, it could also be a function of i and j.
There are three possible ways of doing the following optimizations: using a single
magnet configuration j and analyze over sensor positions 1 ≤ i ≤ I, using a single
sensor i and optimize over multiple magnet configurations 1 ≤ j ≤ J , and using
multiple sensor positions 1 ≤ i ≤ I and over multiple magnet configurations 1 ≤ j ≤
J . To save some space, the third, most-general case is presented and the more limited
cases can be inferred by selecting one value and taking I or J to be equal to one.



















Then the Jacobian with respect to the matrix Ξ−1 is specified by the following
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calculation. The same trace calculations outlined in Section 7.3 apply here to get































The same considerations about the numerical instability that were employed in
the analogous rotational alignment from the common orientation section also applies
in this case and a Taylor Series expansion near ξ = 1 is applied (see Section 7.3.1 for
more information.)
9.2.2 Euclidean Rotation
The Euclidean objective function is a natural one that is used repeatedly, but with




























Conversion to a Jacobian vector of ψ, θ, φ is the same again.
Because the estimate best is constant across all k and using a little bit of algebra,












Here, bi,j,k represents the vector values averaged over the samples k.
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In this calculation, the normalization is done on each of the samples k and the
average is taken over all k after the normalization step to make each of the vectors
unit vectors.
9.3 Initial Estimate
The initial estimate technique is applied as described in Section 7.4. It is assumed
that all the sensors share a common rotation orientation. To ensure that the rotations
do not overlap, the selection of measurements to use for the estimate should come
from different magnetic sensor positions and/or different sensors because the rotation
estimate requires that the available vectors about which to rotate do not describe the
same set of vectors.
9.4 Evaluation
For the purpose of this analysis, the magnet positions are assumed to be on a flat
plane (in the (x, y) plane) with the magnetic moment pointed normal to the plane (in
the positive-z direction.) The magnet is moved 2cm in each of the positions ±x and
±y directions resulting in a set of five magnet positions. The initial magnet position is
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defined to be the origin and the magnet positions and magnetic orientations describe
the orientation for which the magnet and sensor positions are expected to be defined.
The sensor positions used in this experiment are the same as those used in the
sensor position estimate and are typical of real headset positions. These values are
s1 = (1,−5.5, 1) cm, s2 = (1, 5.5, 1) cm, s3 = (−1,−7, 2) cm, and s4 = (−1, 7, 2)
cm. Measurements were simulated at each of the sensor positions under each of the
specified magnetic position configurations.
Magnetic field measurements are generated using the model and the sensor mea-
surements are reoriented by using some rotation matrix T. Noise is added to the
measurements. The algorithms are then used to try and identify the orientation. The
evaluation metric used is the same one that is used in Chapter 7.
µ(Ξ−1,T) = arccos (|qΞ−1 · qT|) (203)
The three different rotational algorithms were used in experiments. In the exper-
iments, CAD represents the central angle objective function, L2 represents the L2
Euclidean norm objective function, and PL2 represents the projected L2 Euclidean
norm objective function.
In order to get a correct rotation, it is necessary to provide at least two different
contexts for calculating the rotations in three-dimensional space, as is outlined by the
two-vector method for estimating a rotation. Because the experiments being done
for this analysis include different magnet positions as well as different sensor mea-
surements, there are a few different options for which terms to use for optimization.
This parameter is referred to as the data type of the simulation. The data types are
specified as ”Mag” representing sampling values under the five different magnet po-
sitions with measurements taken by sensor s1, ”Sensor” representing sampling values
from the four different magnetic sensors with the magnet in the origin position, and
”Both” representing sampling values from both the five different magnetic positions
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and the four different sensor measurements. Because of this, ”Sensor” has four sets
of measurements, ”Mag” has five, and ”Both” has twenty. This must be considered
when comparing the different results and computational time.
These experiments have the same ambiguity in the noise level as the sensor position
estimator. In this case, the noise strength is specified by the same multiplier of 0.4315
G.
The number of samples used in these experiments comes from a list of sample
numbers {3, 10, 30, 100, 300, 1000, 3000, 10000}. Because of the multiple mea-
surements, only three samples from each configuration item are used and it provides
useful results.
9.4.1 Execution Time
The time to execute the code ranges from just over 10ms for 3 samples
The first comparison is made between the different methods of calculation. These
results are in Figure 39. From this plot, it is apparent that the CAD method is
less efficient. This is the same result that was found when the analogous methods
were applied to putting all the sensors into a common alignment. The L2 and PL2
methods, however, demonstrate a slight shift where for low amounts of data L2 is
more efficient and with large amounts of data PL2 is more efficient. The reason for
this is because of the scaling. The PL2 method demonstrates a natural scaling of
the vectors, so consequently the vectors are scaled up to unity where standard L2 is
not. The optimization stopping criterion was left constant at a gradient difference
within 10−8, so the L2 method, which lacks the scaling, is required to find a tighter
fit before meeting the stopping criterion. The central angle distance also has its own
natural scaling. A better direct comparison could be made by introducing a scaling
term to the optimization, but this scaling is proportional to the vector strength which
is about equal to the variance multiplier which was set to 0.4315, so the difference is
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Figure 39. Comparison of the runtime across the three different algorithms. CAD
represents the central-angle distance objective function, L2 is the Euclidean objective
function, and PL2 is the projected Euclidean objective function.
within one order of magnitude.
Another way to compare the different methods is based on how efficient the opti-
mizations are as a function of the type of optimization. These results are displayed
in Figure 40
The calculation of the system using magnet position data is about 1.5 times slower
than using the different sensor measurements. This is a little slower than the 5/4 factor
in the amount of data used. Using both sets of data is slower, as would be expected
that is about and five times slower at 104 samples than using sensor data only. This
is expected since it has five times more data and thus the optimization techniques
seem to be a complexity of order O(N).
Another comparison is execution as a function of the noise. The execution time
as a function of the noise is quite small with the difference in execution time between
the largest and smallest amounts of noise are within a factor of two. These results
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Figure 40. Comparison of the runtime across the three different data types. Mag
uses measurements over the five magnet positions measured at sensor 1, Sensor uses
measurements from the four different sensors with the magnet at the origin location,
and Both uses both measurements taken from the five magnet positions across all
four sensors.
are in Figure 41.
To be able to compare the runtime across different data types and different sim-
ulation types under different noise conditions. Comparisons of such simulations are
tabulated in Figure 42.
From this, it seems that the PL2 optimizations are faster for the sensor-only
method, the L2 is slightly faster for the magnet-only method, and they are approx-
imately equal when both are considered. The CAD method takes approximately
twice as long as the other methods in all cases. This is consistent across various noise
strengths.
9.4.2 Accuracy
To determine the accuracy of the rotation, the rotation metric was used to compare
the accuracy of the estimated rotation when compared with the true rotation under
the various test conditions.
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Figure 41. Comparison of the runtime based on the amount of noise in the system.
The standard deviations σ are scaled by a constant value of 0.4315, a scaling term
to roughly approximate the strength of the magnetic fields observed at the different
sensors.
The first comparison checks the difference in accuracy between the different al-
gorithms. The results are in Figure 43. The CAD method was the least accurate
method and L2 was the most accurate. The difference in the accuracy between the
L2 and the PL2 method is probably largely to do with the scaling as it interacts with
the stopping criterion of the optimization. Because the sensor measurements are
roughly 0.43 G, that multiple scaling applies to the objective function and thereby
the Jacobian. This means that the stopping criterion is harder to achieve. This is
why the optimization of the L2 method is so similar to the PL2 method when then
PL2 method requires more computation.
The comparison of accuracy as a function of the different types of data measure-
ments is provided in Figure 44. The interesting thing in this case is that, despite
having slightly less data available, using data from multiple sensors for a single mag-
net position is more accurate than using measurements from a single sensor with
different magnet positions. There is a risk in a practical system that there may be a
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(a) Sensor σ = 0.1


















(b) Mag σ = 0.1



















(c) Both σ = 0.1



















(d) Sensor σ = 0.01



















(e) Mag σ = 0.01



















(f) Both σ = 0.01



















(g) Sensor σ = 0.001



















(h) Mag σ = 0.001



















(i) Both σ = 0.001
Figure 42. Comparison of the runtime of the different methods (distinguised by lines
identified in the legends) with different data types (left to right) under various noise
parameters (top to bottom.)
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Figure 43. Comparison of the accuracy of the rotation estimate as parameterized by
various algorithms. CAD is the central-angle distance objective function technique,
L2 uses a Euclidean norm, and PL2 uses a projected Euclidean norm.
slight mismatch between different sensors, which could weaken this advantage, but it
is something worth noting. Of course using all the data leads to improved accuracy.
The accuracy as a function of the noise is also found and is presented in Figure 45.
As would be expected, the accuracy increases with more data. The tracking is roughly
linear, though the lowest noise setting seems to be approaching a limit that is probably
based on the stopping criteria of the optimizations. It is interesting to see that, even
in the highest noise setting and with only three samples per configuration term, the
results are a notable improvement over a random guess (a value of approximately 1
rad with this metric.)
To take a closer look at the accuracy under different noise estimates using the
different algorithms, results using both magnet and sensor measurements were done
using each of the three methods. Results under different noise conditions were com-
pared. The results are in Figure 46. From this it can be seen that the L2 norm shows
some inaccuracies for low amounts of noise while the other two techniques seem to
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Figure 44. Comparison of the accuracy of the rotation estimate as parameterized by
various data types. Mag represents using five magnet positions sampled at sensor 1,
Sensor represents taking samples from all four sensors with a magnet at the origin,
and Both uses data from all four sensors for all five magnet positions.






























Figure 45. Comparison of the accuracy of the rotation estimate as parameterized
by noise levels. The strength of the noise has a standard deviation of σ multiplied
by a scaling term of 0.4315 to scale it to a value roughly proportionate to the signal
strength at the sensors.
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Figure 46. Comparison of the accuracy of the different methods. CAD uses the
central-angle distance norm, L2 uses the Euclidean norm, and PL2 uses the Euclidean
norm of the projection. The noise levels had a standard deviation of σ scaled by a
constant multiplier of 0.4315 to make the noise roughly proportional to the signal
strength.
be a little bit more consistent in that region. These other techniques also exhibit the
ability to outperform the L2 method for accuracy in low noise settings.
From these results, it seems that using the L2 norm gives efficient performance
with a good degree of accuracy though there may be some times when using one of
the more sophisticated methods may be beneficial.
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CHAPTER X
COMBINATION POSITION AND ORIENTATION
10.1 Aim
It has been demonstrated that it is possible to, given a set of sensor positions and
magnetic information, find a rotation to align sensor measurements to the orientation
implied by the sensor positions and magnetic information. It has also been demon-
strated that, given a rotation of the sensor measurements to the implied orientation,
it is possible to accurately estimate the position of magnetic sensors.
It is necessary to now find both the orientation and position when both are simul-
taneously unknown.
10.2 Expectation-Maximization Solution
This method attempts to solve the problem by sequentially estimating the orientation
and then the sensor position to try and find a local minimum. While both methods
are able to converge to the correct solution, it is not immediately clear that, when
one piece of information is not accurate, that the sequence of calculations generates
a convergent sequence.
After running experiments of this optimization, the process proves to be divergent.
In fact, even when accurate estimates of the orientation and sensor positions are
provided, the alternating sequence leads to small errors which iteratively become
worse. The values at successive iterations get further from the correct values and the
objective function measurements also increase, which is important. The successive
iterations continue to find local minima in the context of the parameterized system,
but the minima move with each iteration causing the values to drift.
While each step does a good job of converging, the problem seems that the se-
quence of iterations does not make progress on the global problem. Using the objective
functions as described in the previous chapters does not lead to convergence.
10.3 Sensor Estimation Alignment Method
Without being able to directly using the previously identified objective functions to
lead to a convergent estimate, a new method is proposed. In order to lead to a solution
for the general problem, the test needs to be adjusted to optimize according to an
objective function which can assess the optimization for the problem in the context
of the broader estimation.
To accomplish this, the metric is defined by performing multiple sensor position
estimates though optimization and then building a metric based on how much those
estimates align. This is expressed in terms of an optimization function to optimize
for the rotation Ξ. Under that rotation value, an optimization is run to estimate
si as a function of each magnetic position and orientation aj , aj . This means that
given each J known magnet positions and orientations, there is an estimate of the
sensor position, denoted as ŝi,j . It is possible to generate these estimates for all of
the magnet-tracking sensors but, because they are all assumed to have a common
orientation, they should all share a rotation Ξ, so an estimation can be performed
using only information for a single sensor.
To create a metric over which to optimize, a sum of L2 measure between sensor








‖ŝi,j1 − ŝi,j2‖ (204)
This represents the sum of the pairwise distances between the sensor estimates.
This is graphically depicted in Figure 47. The magnetic sensor position estimates can
be performed using any of the algorithms described in Chapter 8.
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Figure 47. Depiction of the objective function. Under some rotation Ξ, an estimate
for a sensor can be made for each magnet configuration j. As Ξ approaches the
accurate value, the sensor estimates approach the true position. This decreases the
sum of the pairwise distances between the sensor estimates.
The processing of the estimates are done through an optimization algorithm, so it
is not possible to calculate a Jacobian for this function. This requires using a method
that requires no Jacobian, such as the Nelder-Mead algorithm. Not having access
to a method for calculating the Jacobian requires more evaluations of the objective
function, which is an important consideration.
An outline of the objective function algorithm is outlined here.
Data: i,bi,j,k, aj ,mj , Ξ̂
Result: Real-valued objective function metric, d
begin
for 1 ≤ j ≤ J do
Set ŝi, j to sensor optimization based on Ξ̂,mj , aj ,bi,j,k.
end
Set d = 0 for 1 ≤ j1 ≤ J do
for j1 ≤ j2 ≤ J do





To illustrate how this method is expected to work, a diagram is depicted in Figure
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Figure 48. Illustration of the sensor estimate alignment method reduced to a 2-D
plane. The curves represent the set of values with a constant B-field strength as
caused by each of the three magnets. The arrows represent the B-field measured
at the various labeled points where the arrow lengths are proportional to the field
strengths.
48. The problem is depicted where the magnets and the sensor all lie on a common
plane with the magnetic moment of each magnet pointed upward. The curves rep-
resent positions of constant B-field amplitudes. The true magnetic sensor position
is located at the position of the star. At the true sensor position, the measured
B-fields give estimates that are all equivalent. Due to symmetry, each of the mag-
netic sensor measurements can represent measurements from two possible locations.
Selecting which of the estimates is correct can be done either by using outside infor-
mation (such as all sensors are above the plane z = 0) or the set of solutions that
minimizes the distance metric can be selected. Here the alternate solutions for the
accurate fields are depicted by circles. As the magnetic fields are rotated, a different
set of estimated solutions are found. Here the vectors were rotated by 100◦ and the
new estimated locations were found (depicted by down arrows) and the associated
alternative estimates (depicted by up arrows).
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10.4 Quick Estimation of Sensor Positions
The biggest problem with performing this optimization is that within each evaluation
of the objective function, there must be the execution of a separate sensor estimate
for each magnet position. This optimization must be performed over a set of sample
values. When performing an optimization without a Jacobian, this objective function
is too time-consuming to be practical.
There is a way around this, however, by utilizing the fast spherical estimate de-
scribed in Section 8.4.
The first step is to perform a sensor position estimate where Ξ = I. This function
is calculated once for each j to provide an initial sensor estimate s̃i,j . Once this
value has been computed, it is used to identify a representative B-field vector, b̃i,j =
b(s̃i,j , aj ,mj).
Now, instead of performing a full optimization procedure, the objective function
performs a rotation of b̃i,j and it uses the fast estimate algorithm to find new sensor
estimates. This reduces the problem from an optimization of three parameters over K
samples that takes on the order of seconds to compute to an operation that optimizes
one parameter over a single sample that takes on the order of milliseconds to compute.
Thus, although the initial estimate of the sensor positions can be time consuming with
an execution that increases at best linearly with number of samples, the execution
after the initial sensor position optimizations has an execution with complexity O(1).
When testing this algorithm, it was discovered that there is apparently a local
minimum in the objective function, indicating that the problem is not convex. It can
be quite difficult to visualize where the local minima exist and it is a function of the
testing magnet position and orientation values. The quantities of the evaluation of
the objective function at the false estimates that represent local minima are much
larger values than the objective function evaluated at the correct orientation.
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To address this possibility of finding a local minimum that is not the global min-
imum, the process was implemented multiple times: once for each sensor. Each of
these functions provide a different estimate of the rotation, herein denoted as Ξl where
l corresponds to the index of the sensor number that provided the estimate. The in-
dex here is denoted by l instead of i to distinguish it from a sensor index in a later
optimization step. This added computation increases the execution to a complexity
O(J), though the calculation is efficient enough that the initial optimization of sensor
positions still dominates the execution time.
An alternative method can be performed by starting with different initial condi-
tions. This can be done deterministically by composing the rotation estimate Ξ with
another rotation to maximize distance of initial conditions and running another op-
timization, or it could be done stochastically by finding a random rotation and then
performing an optimization.
To specify the final orientation estimate Ξ̂, the objective functions were evaluated
for each sensor using each of the different estimates and the objective function that





f2SEAM2(i, b̃i,j , aj ,mj ,Ξl) (205)
Once a final value of Ξ has been selected, the estimates for the sensor positions
can be calculated (or be kept from the latest evaluation of the objective function.
Alternatively, a full optimization can be run using the new rotation estimate. In
practice, this is unnecessary. The initial optimization seems to be accurate up to
some quantization error from the rotation.
An overview of the algorithm is outlined in Algorithm 2.
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Data: bi,j,k, aj ,mj
Result: Estimate of Ξ, si
begin
for each sensor i do
for each magnet j do
Using Ξ = I, estimate sensor position s̃i,j
Set b̃i,j = b(s̃i,j , aj ,mj)
end
Set Ξl to argminΞ fSEAM
(
i, b̃i,j , aj ,mj ,Ξ
)
end
Set σ to 0I×1
for each Ξl do
for each sensor i do








Return the Ξl corresponding to argminl σl and corresponding si.
end
Algorithm 2: Outline of the algorithm to estimate the rotation and the sensor
positions simultaneously.
To visualize the optimization space, slices of the sample space is depicted in Figure
49. The space of (ψ, θ, φ) is a double covering of the space of rotations and the
symmetry is apparent in the slices. The space is log-compressed to accurately show
the contours. There is a natural saddle point at the region ψ = 0, which is constant
for all vectors of rotation. Performing an optimization with the identity (i.e. no
rotation (0, θ,
phi)) can lead to slow optimizations. Consequently, the optimization is initialized





































Figure 49. Log of objective function measurements for the objective function seeking
to find the rotation Ξ. The horizontal axis represents the azimuth angle φ and the
vertical axis represents the elevation angle θ. The slices represent different amounts
of rotation ψ. The logarithm is taken to emphasize the location of the minima and
the lower limit of the color bar is fixed since the minimum values are zero, and thus
are singularities.
10.5 Evaluation
To begin, a description of the testing configuration is described. The system environ-
ment is set in a constant configuration. The earlier chapters describe considerations
of optimization for the sensor positions and the orientations. For the technique used
here, the sensor position algorithm is used internally and the orientation is optimized
by a new metric based on the optimal sensor position estimates.
The sensor positions are located at the same locations in the prior chapters: s1 =
(1,−5.5, 1) cm, s2 = (1, 5.5, 1) cm, s3 = (−1,−7, 2) cm, and s4 = (−1, 7, 2) cm. The
magnet positions are at the origin and the four positions located 2cm from the center
in the positive and negative x and y directions. All magnet positions are at z = 0.
The magnetic moment points in the +z direction. The code used for the sensor
position estimators, however, is the same code used for the code that optimizes over
the sensor position exclusively, so the offsets and the magnetic moment directions can
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be easily changed, but it is assumed that the true values are known. The magnetic
moment amplitude is the same as before (14.80 mA/m2).
The algorithm begins by doing a sensor position estimation with no rotation for
each sensor and for each magnet configuration. In this case, that is 4 × 5 = 20
optimizations. The method used here can be either the Euclidean method or the
spherical method as described in Chapter 8. From the results in that chapter, the
accuracy between these two methods is quite similar and the Euclidean method is
faster, so the results presented here use the Euclidean version. Both methods were
successful, however.
After the initial sensor estimation, the model information is used to create a repre-
sentative B-field vector for each sensor and magnet position configuration. From this
point, the sensor estimation is done using the fast estimation using the representative
field estimates and performing rotations on that. An independent optimization is run
for each sensor to provide a candidate rotation using measurements taken from each
magnet configuration. This provides multiple candidate rotations.
Experimental results have shown that there are some local minima that are not
the global minima. The nature and location of these minima is a function of sensor
positions and magnet positions and has not been fully characterized. There is an
increased risk of having the different methods fall into localized minima if the initial
conditions of the rotation is taken to be the identity, i.e. no rotation. To avoid this,
each of the sensor optimizations uses a random initial rotation. With four sensors,
usually three or four of them provide some expression of the correct rotation.
The proposed rotations from each sensor is then used to calculate the objective
function for the other sensors and an L2 metric of the vector of objective function
results is used to evaluate. The candidate rotation that returns the lowest value is
chosen as the true rotation.
At this point, it is possible to do another full optimization to try and find the
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sensor positions conditioned on this new rotation candidate or it could be calculated
using the fast approximation method. In practice, the results of the two versions
are nearly identical up to quantization error from the rotation operation. Because
each rotation configuration provides a different (hopefully nearly identical) estimate
of the sensor position, and due to the low cost of a single fast estimation operation,
the fast method is used for each magnet configuration and the results are averaged
to give a final sensor position. To save some time, it could just use one magnet
configuration for the estimate, but the extra execution time is negligible compared to
the optimization.
Finally, the rotation estimate and the sensor positions are returned. These values
are then compared using the established rotation metric and Euclidean distance be-
tween the true values and the estimates. These results were found for sample counts
of {10, 30, 100, 300, 1000}. Gaussian noise is provided the same way as before
with σ = {0, 0.000316, 0.001, 0.00316, 0.01, 0.0316, 0.1} scaled by a multiplier of
0.4315 so the strength of the noise is approximately proportional to the strength of
the signal. The set of parameters for this method is more constrained than in prior
chapters to be closer to the range of values expected in a practical application, though
the results from prior chapters can be used to infer the behavior for larger numbers
of samples and under noisier conditions.
10.5.1 Execution Time
The execution time is compared under different noise conditions in Figure 50. Note
that, unlike previous execution time plots, this figure has a logarithmic independent
axis with a linear dependent axis. It can be seen that the runtime is essentially
linear for small sample counts and then suddenly increases from 100 samples to 1000
samples. The reason for this is that the number of samples only impacts the initial




























Figure 50: The runtime based on the amount of noise in the system.
representative B-field values. For small sample counts, this optimization is trivial
compared to the more complex meta optimization, which has a complexity orderO(1).
At a certain point, this initial optimization becomes the more complex portion and
the meta optimization becomes negligible. Thus the execution time can be extended
by looking at the time required for performing sensor estimation alone.
The total time to perform the optimization in the existing Python framework is
at least 10s and goes up to 15s for 1000 samples. It is also interesting to note that the
noise has little discernible effect on the optimization time, though the more detailed
analysis from Chapter 8 shows that there is some effect that becomes more pronounced
as the noise levels reach a strength approximately equal to the signal strength (a level
of noise not present in this analysis) when the initial sensor estimator dominates the
execution time (i.e. above 100 samples.)
The fast estimate method takes between 2ms and 5ms to calculate. Comparing
to a full analysis which can take between 5-10ms for small sample counts to 1-4 sec
for 104 samples, this simplification is essential for efficient optimization.
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10.5.2 Sensor Position Accuracy
The accuracy is analyzed as a function of the noise with increasing numbers of sam-
ples. These results are in Figure 51. The top two figures represent the sensors which
are closer to the headset. The error is measured in mm. With a noise approximately
equal to the signal strength and with only 10 samples, the error is approximately
1cm, but with 1000 samples, this can be reduced to within 1-2mm. In practice, the
noise level should ideally be between 1-3% to be able to be fairly accurate. This is
about 3 times more error than in the case where the rotation is known exactly and the
magnetic moments were randomly generated. Because the vectors from the magnet
to the sensors is close to perpendicular to the magnetic moment, it is expected that
there is some additional error due to the symmetry issue described in Chapter 8 as
well as from the error in the estimate of the rotation angle. Placing the magnet with
a magnetic moment pointing towards the sensors could lead to some improvement
in the estimates, though the cylindrical magnet being placed flat on a table is more
natural in practice following the methods of the experiment.
A comparison of the error between the true position and the estimate when the
true rotation is known compared to the current method where the rotation is being
estimated simultaneously is presented in Figure 52 for sensor 1. The plot on the left
uses a Euclidean estimate method. The error for the rotation and position estimator
is between two and three times the error compared to the method where the rotation
is known exactly. Even in this case, though, it is quite possible to get the error within
1mm under expected operating conditions.
10.5.3 Rotational Accuracy
The accuracy estimate as a function of the noise for a variety of sample counts is


















































































Figure 51. Comparison of the accuracy of the sensor estimates (using a Euclidean
distance) for the four different sensors. The first two sensors (top) are slightly closer
to the magnet positions than the second two sensors (bottom). The accuracy is
parameterized by the noise levels with standard deviations as specified in the legends.
The noise standard deviations are multiplied by a constant 0.4315 G to normalize to










































(b) Sensor 1 error when rotation is estimated
Figure 52. The plot on the left shows the error of the estimate when the underlying
rotation is known explicitly. The plot on the right shows the error of the sensor






















Figure 53. The amount of rotational error in radians according to the rotational


















































(b) Rotation and sensor position optimization
Figure 54. The plot on the left is the rotational error for a system using both magnet
values and sensor position information with a Euclidean optimization with a known
set of sensor positions. The plot on the right is the rotational error found when the
sensor positions are being estimated along with the rotation. The noise parameters
are equivalent between the two experiments with the same underlying sensor and
magnet positions with noise being scaled by a common multiplier of 0.4315 G.
These results are compared with the system that used both magnet position infor-
mation and sensor position information when the sensor positions are known explic-
itly. These are pictured side-by-side in Figure 54. Clearly having an exact value of
the sensor positions and using all the data for rotation is better, the rotation estimate




CONCLUSION AND FUTURE WORK
In developing a system to do proportional control, it was discovered that the ability to
properly perform tracking in such a system requires good calibration and configuration
steps. Various aspects of this problem were addressed in this work with the intention
of providing a framework suitable for use with existing tracking methods. This chapter
briefly outlines the conclusions from the research, the contributions of the work, and
a list of future derivative work.
11.1 Conclusions
From the work outlined, it is possible to, using sets of data collected through magnetic
sensor measurements, to perform calibration for the headset. The accuracy of this
calibration is impacted somewhat by magnetic fields present during the experiment.
Research on this has been done in the past, but the steps used for the proposed
method are outlined explicitly and some analysis of these estimators was performed.
To be able to do proper data fusion, it is necessary to align the different magnetic
sensors. A few methods to accomplish this were proposed and the results of the
effectiveness were presented. This can allow for the sensor information to be fused
together for later configuration steps. The presented methods are based on existing
work in trying to align magnetic sensors and accelerometers, for instance, as used in
robotics. The work presented shows how this can be accomplished using exclusively
the magnetic sensor information.
With the data fusion complete, it is necessary to find the orientation to align
the system with the physical world. To do this, a method of collecting data in the
presence of a known magnet was presented. Under the conditions of knowing the
magnetic moment information and the magnetic position, it was demonstrated that,
given a rotation to the correct world reference orientation, it is possible to find the
sensor position from data. To accomplish correct optimization of this non-convex
problem, a method for finding a good initial estimate was provided. Two different
algorithms were also presented to accomplish sensor position estimation.
Given a known set of sensor positions, some methods were presented for estimating
a rotation to align the sensor data to the true world orientation reference frame. Three
different techniques were used for this and the results were presented.
Finally, a technique for simultaneously finding the global rotation and the sensor
estimates was presented. While the rotation and the sensor estimates were less accu-
rate than the counterparts under known parameters, it is still possible under proper
noise conditions and with a sufficient number of samples, to get a good estimate of
the headset configuration.
These steps provide a framework for calibrating and configuring the headset as
described in preparation for doing a variety of target-tracking methods such as non-
linear Kalman filtering or particle filter tracking.
11.2 Contributions
As part of an SBIR, independent of the work of this thesis, I created firmware and
helped to develop the hardware to implement a headset. Although this is not directly
a part of the effort for this thesis, the experience in developing the hardware and
the implementation of existing algorithms has demonstrated the ability to create a
physical framework that is capable of moving towards more sophisticated tracking
methods. This work also demonstrated the need of properly configuring the system
for tracking methods to be successful.
The work done on calibration is based on existing literature, but some new analysis
was done as well as a framework to assess the accuracy of this optimization. The
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results presented here explicitly take noise into account and provide a resource to
identify what level of accuracy should be expected under different noise conditions.
Additionally, different path methods were taken into account and some novel analysis
of these methods was provided. A new method for making an estimate of a reference
alignment with two pairs of rotation vectors was also presented. This technique is
sufficient in a noise-free case when two different vector pairs are provided, but it is also
useful in a noisy case to make an initial guess and speed up rotational estimations.
The work in orienting the different magnetic sensors to a common orientation is
inspired by existing work. The novelty of this effort is that it does not depend on any
additional information from accelerometers or gyroscopes, since the magnetic mea-
surements are the important element. The work presented demonstrates the expected
accuracy under a variety of sample sizes and noise conditions. This work also takes
into account the different paths that could be used in the training process and shows
how the paths impact the results. A quick estimator for finding the sensor position
was presented based on spherical vector quantities. This can be used individually for
efficient estimations or can be used to find an initial guess for a more complicated
system.
The sensor estimation and rotation estimation are new to this work. This research
shows, both mathematically and through simulated results, the limitations of the
methods as well as how the relative position of the magnet to the sensors when
compared to the magnetic moment impact the accuracy of these techniques. This can
be used to help inform the best placement of magnetic sensors on a headset. While an
initial EM-type algorithm was unsuccessful in accurately estimating sensor position
and a rotational alignment to the real-world reference frame, the novel technique
presented shows that it is possible to create an algorithm to accomplish this task. To
make this problem efficient, the quick estimator was used. With this tool available,
the solution can be found in tens of seconds under most conditions.
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11.3 Future Work
There are many areas of future work available. The first one is to implement all
the simulated methods to the physical system and analyze the results. There have
been some limitations to accessibility to the hardware that have prevented this from
being done already, but the code designed under this thesis was done in a way that
is compatible with the existing hardware being used by Bionic Sciences, Inc.
Once the framework presented herein has been fully tested in a physical system,
the next step is to use nonlinear Kalman filtering and particle filtering to track a
magnet. The work presented here is useful to assuring that this effort can be success-
ful. This is especially true for the considerations of the sensor positioning in relation
to the magnetic moment.
Because the sensors on the headset are not static, it is important to be able to
accurately adjust the model based on these changes. While this should not effect
the first stage of the system, this does impact all other stages. Prior work has been
done to, using accelerometers and gyroscopes, recognize when an adjustment has been
made. There is still work to do to adjust the rotation alignment of the sensors and
update the sensor positions in the global reference frame. The first step would be
to recognize when the headset is no longer trained, and then find a system that is
capable of dynamically adjusting to these changes. It is still somewhat uncertain
what level of success could be expected in these cases, but it seems that it could be
possible to create particle filters based on the techniques described in this thesis to
address these challenges.
Other future work would focus on how to best use the positional information
acquired through these techniques to create a set of commands to be issued by the
headset. There will be some amount of error in the system, but future work will
focus on, within this uncertain framework, finding techniques for generating useful
commands from the tracking data.
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