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Abstract
In this work we ﬁnish off the classiﬁcation of meromorphic semi-complete vector ﬁelds
announced in Rebelo [J. Geom. Anal 13(4) (2003) 669–696]. As an application of our results,
we give a simple and more geometric proof of the classiﬁcation of complete polynomial vector
ﬁelds on C2 recently obtained through the works of Brunella and McQuillan.
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1. Introduction
As the title indicates this paper is the continuation of the study initiated in [Re-3]
(often quoted as “Part I”). Under very weak assumptions, which can be made without
loss of generality for most purposes, we carry out a detailed classiﬁcation of singu-
larities of meromorphic semi-complete vector ﬁelds. The contents of this classiﬁcation
is summarized by Theorem (2.4) which will precisely be stated in Section 2. Here we
mention only two of its assumptions:
• The singularity is not dicritical.
• The divisor of zeros of the (local) vector ﬁeld in question is invariant by the asso-
ciated foliation.
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For the time being, we observe that the same methods introduced in the course of
the present work apply with minor modiﬁcations to singularities which do not satisfy
the two conditions above. The other conditions are also weak and do not constitute
an intrinsic limitation of the present approach which, indeed, can be pushed forward
to deal with rather general singularities. As a matter of fact, some local vector ﬁelds
(such as dicritical ones or those having divisor of zeros not invariant by the underlying
foliation) are not explicitly treated in what follows essentially because such discussion
would lead to a duplication of most of the arguments and make the paper longer than
what seems to me to be necessary. In this Introduction we only state a corollary of
our methods which is the main result of [Br].
Theorem. Let X be a complete polynomial vector ﬁeld on C2 whose typical leaf is C.
Then the ﬂow of X preserves a rational pencil in CP(2).
Recall that rational pencils in CP(2) were classiﬁed by Suzuki [Sz-2] so that it is
very easy to obtain normal forms for X (cf. [Br]). We note that the techniques and
results presented in the course of this work also apply to the more general problem
of classifying semi-complete polynomial vector ﬁelds on C2. Here it is convenient to
comment on the assumptions of Theorem (2.4). A complete polynomial vector ﬁeld
on C2 extends to CP(2) as a meromorphic vector ﬁeld. The foliation induced by
this meromorphic vector ﬁeld has singularities in the line at inﬁnity whose structure
may be described by Theorem (2.4). The resulting information on these singularities
then imply the theorem stated above. It should be pointed out that the singularities
in question always satisfy all the assumptions of Theorem (2.4) with possible ex-
ception of the two conditions stated above. As to these two conditions, if one of
them is violated, then the generic orbit of X is of type C∗ and the classiﬁcation is
much easier (in particular does not require McQuillan’s results cf. below). Alterna-
tively an independent proof applying to vector ﬁelds whose corresponding singularities
in the line at inﬁnity are dicritical or do not have the divisor of zeros invariant by
the underlying foliation can be obtained by a reasonably straightforward extension of
the methods developed in Sections 4 and 5. Finally, as observed in “Part I”, similar
ideas can also be used to study algebraic complete vector ﬁelds on algebraic afﬁne
surfaces.
The remainder of this introduction is devoted to saying a few words regarding our
proof and Brunella’s original classiﬁcation of complete polynomial vector ﬁelds on C2
which is strongly based on the paper [Mc].
As mentioned, the preprint [Br] contains a detailed classiﬁcation of complete polyno-
mial vector ﬁelds on C2 whose hardest part amounts to the theorem stated above. That
paper however requires a lot of background and relies heavily on McQuillan’s theory
[Mc]. Their work has therefore a ﬂavor of Algebraic Geometry whereas the present
paper lies closer to the tradition of Differential Equations. It is interesting to compare
advantages and disadvantages of these very different approaches.
The deep work of McQuillan [Mc] is itself inspired in Mori Theory and therefore
includes arguments in ﬁnite characteristic. Since Brunella [Br] builds on [Mc], our
treatment seems to be more geometric and is certainly much more elementary. Indeed,
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our point of view does not involve the approach of [Mc] at all. Also, since Theorem
(2.4) has a local nature, it applies to some other contexts (including transcedental
ones) to which I do not know whether or not the techniques of [Mc,Br] can easily be
generalized.
It should be noted that our approach emphasizes a certain combinatorics naturally
associated to the problem in question, namely the combinatorics arising from the re-
duction procedure (or -processus) relative to the singularities in the line at inﬁnity
of the corresponding foliation on CP(2). This combinatorics can be worked out in
detail because it turns out to be organized by an asymptotic version of the Poincaré–
Hopf theorem (Proposition (3.7)) for the Riemann Sphere. This version is interest-
ing in itself and will ﬁnd additional applications, for example in [R-S]. The fact
that the this type of analysis is the central point of our argument, gives the present
proof a more down-to-earth character which can “concretely” be understood. I be-
lieve that pointing out the role played by these structures in the original problem is
an interesting feature of this article since it underlines the elementary nature of the
problem.
On the other hand, I want to emphasize that, as it is stated here, Theorem (2.4) yields
the classiﬁcation of complete polynomial vector ﬁelds X in C2 only when the typical
orbit of X is C. Nonetheless this is the hardest case, as one can check in [Br] and,
as already mentioned, our arguments can be adapted to deal with general vector ﬁelds.
We also would like to mention that a different perspective in classifying foliations
seems to emerge from [Re-5]. Such perspective would be based on the notion of “k-
determined vector ﬁelds” and might be relevant, in particular, to the description of
higher genus ﬁbrations on algebraic surfaces (cf. [Re-5]). The most basic problem in
such “classiﬁcation” would precisely be the description of polynomial semi-complete
vector ﬁelds on C2 (or even that of rational semi-complete vector ﬁelds on CP(2)).
Thus Theorem (2.4) and the methods developed in the sequel ﬁts naturally as the ﬁrst
signiﬁcative step towards such theory. The coincidence that both the classiﬁcation of
McQuillan [Mc] based on Kodaira dimension and the present paper can be brought to
bear on the same problem might be an evidence of interesting connections between
the two sides. However, since semi-complete vector ﬁelds may have hyperbolic orbits,
the point of view exploited here seems to be better suited to deal with them. In fact,
a similar situation already appears in the context of semi-complete singularities of
holomorphic vector ﬁelds in dimension 3 (cf. [Gu] for examples of semi-complete
vector ﬁelds whose leaves are hyperbolic discs.
Let us close this introduction with a brief description of the structure of the paper
and a general outline of our methods. In Section 2 we recall a few basic facts, introduce
some special families of vector ﬁelds and state Theorem (2.4) in detail. We have tried
our best to explain the motivations for all the assumptions involved in Theorem (2.4).
The discussion carried out, however, may be slightly technical for the reader not familiar
with this type of material. Our suggestion is to skip this section and return to it only
after Sections 3, 4 and 5 (given that the proof of Theorem (2.4) will be provided in
Sections 6 and 7).
Section 3 is devoted to studying the behavior of vector ﬁelds whose underly-
ing foliation leaves a rational curve invariant. The main result of Section 3 is the
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above-mentioned Proposition (3.7). Also some of the techniques introduced in the course
of the section will ﬁnd further applications in Section 5.
Sections 4 and 5 present, under various simple assumptions, propositions concerning
the “contractability” of divisors left invariant by a singular foliation. The notion of
“contraction” used there depends on the foliation in question since it takes into account
the nature of the singularities of the foliations produced by collapsing rational curves
of self-intersection — 1.
The proof of Theorem (2.4) is carried out in Sections 6 and 7. Section 8 then provides
the classiﬁcation of complete polynomial vector ﬁelds whose typical leaf is C. As a
matter of fact, the full force of Theorem (2.4) is not necessary for this application. The
reader primarily interested in these polynomial vector ﬁelds can therefore skip Section
7 besides Section 2.
To outline the method used in this work to prove Theorem (2.4), we ﬁrst observe
that our general aim (which includes Theorem (2.4)) is to classify singularities of semi-
complete meromorphic vector ﬁelds in dimension 2. Let Y be one such vector ﬁeld
deﬁned on a neighborhood of (0, 0) ∈ C2 and denote by F its associated foliation
(i.e. the underlying foliation, cf. Section 2). In particular, it will be necessary for us to
understand the structure of the singularity of F at (0, 0) ∈ C2. The standard technique
to handle problems about singularities begins with the “reduction” of this singularity by
means of a sequence of blow-ups (-processus). More precisely we obtain a manifold
M along with a proper map  : M → U ⊂ C2, where U stands for a neighborhood of
(0, 0) ∈ C2, which is a diffeomorphism from M \ −1(0) to C2 \ {(0, 0)}. The map 
naturally induces a foliation F˜ on M. For most purposes we can assume that −1(0)
(the exceptional divisor) is invariant by F˜ . Furthermore, all the singularities of F˜ are
contained in −1(0) since  is a diffeomorphism from M \ −1(0) to C2 \ {(0, 0)}.
Whereas the exceptional divisor −1(0) consists of a possibly complicated tree-like
arrangement of rational curves (its irreducible components), Seidenberg’s theorem [Se]
allows us to suppose that all the singularities of F˜ are “simple” (say, they have at least
one eigenvalue different from zero). Note however that a single irreducible component
of −1(0) may contain several singularities of F˜ . Summarizing and loosely speaking,
one can say that Seidenberg’s theorem “substitutes” a single complicated singularity by
a “complicated superposition” of “simple” singularities.
Next we remind the reader that, as far as meromorphic semi-complete vector ﬁelds
are concerned, the structure of these “simple” singularities was already analysed in
“Part I”. Thus the main difﬁculty that remains to be overcome consists of working
out in detail the structure of the exceptional divisor (in particular its Dynkin diagram).
Ultimately such description is the contents of this paper.
To study the curve −1(0), we ﬁrst consider an irreducible component of it. Namely
we consider a rational curve C having a neighborhood equipped with a meromorphic
semi-complete vector ﬁeld still denoted by Y. Naturally we are interested in the case
where C is invariant by the foliation associated to Y which is still denoted by F . Given a
point p ∈ C, Camacho and Sad [C-S] associate to p a complex number called the index
of F at p w.r.t. C (cf. Section 2). The index depends only on the foliation F (and not
on Y). Because Y also plays a role in our problem, we associate to p another complex
number that we call the asymptotic order of Y at p over C. Intuitive motivation for the
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asymptotic order is provided in Section 2 where it is also shown that the asymptotic
order is related to the index through a simple formula. It should also be noted that the
asymptotic order of Y at p coincides with the (ordinary) order of the restriction of Y
to C at p if this restriction is a non-trivial meromorphic vector ﬁeld. It follows that
the asymptotic order yields severe constraints for such Y to be semi-complete (these
constraints emulate the elementary fact that a one-dimensional semi-complete vector
ﬁeld can have at a point p ∈ C only the orders 0, 1 or 2). As mentioned this material
will accurately be explained in Section 2. A second and more global property of the
asymptotic order (which still emulates the ordinary order of a meromorphic vector ﬁeld
over a rational curve) is that it satisﬁes the Poincaré–Hopf Formula: the sum of the
asymptotic orders is 2 (Formula (12), also referred to as the asymptotic Poincaré–Hopf
Formula). The proof of this formula occupies Section 3. Most of our discussion of
the structure of −1(0) will rely exclusively on the asymptotic Poincaré–Hopf Formula
and in the Index Formula of Camacho-Sad [C-S] (Formula (11)). This should be no
surprise since the two formulas together keep track of the two main invariants of a
Riemann surface embedded in a complex surface, namely its Euler characteristic and
its self-intersection.
However there is still a serious difﬁculty that needs to be handled concerning the
structure of −1(0). This difﬁculty is related to the presence of “inessential components”
in −1(0). The phenomenon can easily be illustrated by observing, for example, that a
regular point of the exceptional divisor can be blown-up (say “by mistake”). This would
lead to an “inessential” rational curve in the sense that, if this curve is collapsed, we
obtain a smaller exceptional divisor along with a foliation which still has only “simple”
singularities. Now notice that to keep the structure of −1(0) under control (in particular
its Dynkin diagram) it is convenient that all of its irreducible components have as small
“valence” as possible. In particular, it would be useful that have a uniform bound for
the possible “valence” of an irreducible component. However the possibility of having
performed “inessential blow-ups” clearly rules out any chance of obtaining such bound.
Therefore we shall need to have certain criteria to identify and eliminate “inessential
parts” of −1(0). Sections 4 and 5 are devoted to establish various speciﬁc criteria
that will be used later on. I believe that the resulting criteria and the corresponding
methods might be of interest in themselves.
Finally in Sections 6 and 7 Theorem (2.4) is proved. At this point the reader will
be familiar with our techniques (that can be summarized by Formulas (12), (11) and
the four criteria given in Sections 4 and 5). The rest of the proof will then be merely
combinatoric. In fact, it will sufﬁce to keep a close track of the structure of the sequence
of blow-ups. The theorem stated in the introduction is then obtained in Section 8 by
combining the preceding results with some well-known facts of Complex Algebraic
Geometry.
2. Local models and main results
In this section we brieﬂy recall some basic facts concerning foliations and vector
ﬁelds. Then we state Theorem (2.4) and comment on its applicability. As already
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mentioned, the reader who is not familiar with singularities or whose main interest is
complete polynomial vector ﬁelds, is suggested to read this section only until Formula
(4) and then move forward to Section 3. Such reader can also skip Section 7.
Let Y = fZ/g be a meromorphic vector ﬁeld deﬁned on a neighborhood of (0, 0) ∈
C2 where f, g are holomorphic functions and Z is a holomorphic vector ﬁeld with
isolated singularities. Denote by F the foliation associated to Y (i.e. the singular foliation
induced by the local orbits of Y) and consider a smooth separatrix S of F . Our ﬁrst
aim is to deﬁne the order of F with respect to S at (0, 0), ordS(F, (0, 0)) (also called
the multiplicity of F along S) and the index Ind(0,0)(F,S) of S with respect to F . To
introduce these deﬁnitions, let us consider local coordinates (x, y) where S is given
by {y = 0}. Now we set Z = F/x + G/y for holomorphic functions F,G with
G divisible by y. The index of S with respect to F at (0, 0) is deﬁned by
Ind(0,0)(F,S) = Res y
(
G
F
)
(x, 0) dx.
Similarly the order of F with respect to S is
ordS(F, (0, 0)) = ord (F (x, 0)),
where ord(F (x, 0)) stands for the order of the function x → F(x, 0) at 0 ∈ C.
The order of F at (0, 0), ord(0,0)(F), is by deﬁnition the order of Z at (0, 0). Clearly
this notion is well-deﬁned in the sense that it does not depend on the vector ﬁeld Z.
Similarly, if S is not entirely constituted by zeros or poles of the vector ﬁeld Y, then
the order of Y along S (or w.r.t. S or over S) has a clear meaning.
Suppose that Y, S as above are such that S consists of zeros or poles of Y (i.e. S
is contained in the divisor of zeros or poles of Y). Still it is possible to consider an
“order” for Y over S which, however, is not necessarily an integer. This is the contents
of the notion of asymptotic order deﬁned below. First we observe that the vector ﬁeld
Y admits the form
Y = yd(F(x, y)/x + yG(x, y)/y),
where d ∈ Z and F(x, 0) is a non-trivial meromorphic function around 0 ∈ C. Besides
{y = 0}  S is not a component of the divisor of zeros/poles of either F or G. The
order at 0 ∈ C of the function x → F(x, 0) will be denoted by k ∈ Z. The asymptotic
order of Y over S, ord asy(0,0)(Y,S), is deﬁned by
ord asy(0,0)(Y,S) = k + d.Ind(0,0)(F,S). (1)
In particular, when Y is regular over S, the asymptotic order reduces to the ordinary
order of Y along S.
To give the reader some feeling concerning the deﬁnition above, let us discuss a
couple of simple examples.
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Example 2.1. With the notations above suppose that F(x, 0) = xk + yf (x, y) and
G(x, y) ≡ 0 where f is holomorphic. Note that the foliation associated to Y consists of
horizontal lines. Furthermore, restricted to the line y = , Y becomes
Y = d(xk + f (x, ))/x.
Thus the family of vector ﬁelds Y/d converges to the vector ﬁeld xk/x when 
goes to zero. In fact, one has ord asy(0,0)(Y, {y = 0}) = k.
Example 2.2. Consider the vector ﬁeld Y = (xy)10(x/x−y/y) = y10(x11/x−
yx10/y). Although the preceding example might suggest that the asymptotic order of
Y at (0, 0) over {y = 0} is equal to 11, one actually has Ind(0,0)(F, {y = 0}) = −1 so
that ord asy(0,0)(Y, {y = 0}) = 1. This can easily be explained as follows: the function
(xy) is constant along the orbits of x/x − y/y. Hence, when restricted to a ﬁxed
common leaf, the vector ﬁelds (xy)10(x/x − y/y) and x/x − y/y differ by
a multiplicative constant. In particular, their “orders” at the origin should be the same.
The general construction leading to the above deﬁnition of asymptotic order along
with its basic properties (notably Proposition (2.3) and its invariance by blow-ups) can
be sketched as follows. Consider a domain Ar1r2 ⊂ {y = 0} of the form Ar1r2 =
{(x, 0) ∈ C2 ; r2 <| x |< r1 and x /∈ R+} for positive reals r1 > r2 > 0. Consider
also the “cylinder” of height  > 0 over Ar1r2 . We can ﬁnd coordinates on this cylinder
such that the foliation associated to Y is given by horizontal lines. Then, using this
coordinates and the procedure of Example (2.1), we can deﬁne a vector ﬁeld on Ar1r2
which is a limit of a suitable sequence of “renormalizations” of the original one. If
we let r2 → 0, this vector ﬁeld possesses a unique extension which has an asymptotic
order at 0 ∈ C (for example in the sense of asymptotic expansions, recall that x /∈ R+).
Such order will precisely be the desired asymptotic order. The reader may check that
Formula (1) precisely computes this order.
One of the main applications of the notion of asymptotic order is Proposition (2.3)
which plays a major role in this paper. This proposition was proved in [Re-1] for the
case of holomorphic vector ﬁelds, however the proof applies equally well to meromor-
phic ones.
Proposition 2.3. Let Y be a meromorphic semi-complete vector ﬁeld deﬁned on a neigh-
borhood of the origin in C2. Assume that Y is semi-complete. Then 0ord asy(0,0)(Y,S)
2. Furthermore, if ord asy(0,0)(Y,S) = p/q = 1, with p, q ∈ N and relatively prime,
then the local holonomy of S is ﬁnite of order q.
Now we consider the blow-up F˜ of F and suppose that the exceptional divisor
−1(0) is invariant by F˜ . Let p1, . . . , pr be the singularities of F˜ in −1(0). Notice
that, ﬁxed pi , −1(0) deﬁnes a separatrix of F˜ at pi . Therefore it makes sense to
consider the order of F˜ w.r.t. −1(0) at pi , ord−1(0)(F˜, pi). The following formula
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is elementary
ord(0,0)(F)+ 1 =
r∑
i=1
ord−1(0)(F˜, pi). (2)
Given a smooth separatrix S of F , its proper transform S˜ is a separatrix of F˜ at a
certain pi0 , i0 ∈ {1, . . . , r}. One has
Ind(0,0)(F,S) = Indpi0 (F˜, S˜)+ 1. (3)
Finally consider the blow-up Y˜ of Y and denote by ord−1(0)(Y˜ ) the order of Y˜ over
−1(0). Here is one more elementary relation:
ord−1(0)(Y˜ ) = ord(0,0)(f )+ ord(0,0)(F)− ord(0,0)(g)− 1. (4)
In particular ord−1(0)(Y˜ ) equals zero if and only if Y˜ is regular on −1(0).
After having recalled these basic notions, let us consider a meromorphic semi-
complete vector ﬁeld Y = fZ/g deﬁned around (0, 0) ∈ C2. Denote by F the foliation
associated to Y. Recall that a regular leaf L of F is said to have a period if there is a
loop c : [0, 1] → L over which the integral of dTL does not vanish where dTL stands
for the time-form induced by Y over L.
In order to simplify our discussion we shall make a number of assumptions on Y,F .
These assumptions do not correspond to a limitation of our methods, rather they allow
us to obtain a precise description of Y,F without making the paper too long. Besides
they are all veriﬁed in the case of the theorem stated in the introduction and, in fact,
the ideas involved in our discussion are sufﬁcient to deal with arbitrary Y,F in a
straightforward way. Let us begin with the following condition:
(a) The zero-divisor of Y is empty and no regular leaf of F contains two linearly
independent periods.
To explain the naturality of this assumption recall that X, Y and F are as above.
Suppose that X is complete. Then an orbit of X possessing two linearly independent
periods is necessarily an elliptic curve. Indeed, elliptic curves are the unique Riemann
surfaces admitting a tangent holomorphic vector ﬁeld with two linearly independent
periods. Moreover if X is deﬁned on an afﬁne (and hence Stein) surface, an elliptic orbit
would intersect the divisor at inﬁnity in ﬁnite time. This contradicts the completeness
of X.
The part concerning the emptyness of the zero divisor of Y will be proved to be
equivalent to the following weaker assumption: the zero-divisor of Y is invariant by F
(cf. Lemma (6.1)). Since this is not easy to see, for the time being, it can be regarded
as a technical assumption. Note however that, if the zero-divisor of Y is not invariant
by F then the typical orbit of X is C∗. These type of vector ﬁelds is much more easily
understood (cf. introduction). In any case it is not difﬁcult to push the arguments of
this paper forward to encompass these possibilities.
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(b) Y is not dicritical.
It was already shown in “Part I” that the orbits of X are C∗ provided that Y is
dicritical. Hence the preceding comments still apply.
(c) The divisor of poles of Y coincides with the axis {y = 0}. In particular {y = 0}
is a separatrix of F .
(d) Letting Y = y−kZ where Z is a holomorphic vector ﬁeld with an isolated
singularity at (0, 0) ∈ C2. Besides one has ord(0,0)(Z)k.
These are simple conditions, always veriﬁed in our case, that help us to reduce
notations. Assumption (c) is clearly satisﬁed since the divisor of poles of X is the line
at inﬁnity. Assumption (d) means that the blow-up of Y (or X) still has poles over the
exceptional divisor. As pointed out in Remark (8.1), when this blow-up is holomorphic
on the exceptional divisor (possibly identically zero), then we can immediately conclude
that X is as in the statement of the theorem in the introduction.
(e) Y does not have adapted poles at (0, 0) (in the terminology of “Part I”).
Assumption (e) is obvious otherwise we are in the case treated in “Part I”.
Finally one has:
(f) Recalling that {y = 0} is a separatrix of F , one has ord asy(0,0)(Y, {y = 0})1.
Assumption (f) may seem artiﬁcial at this point but later on it will be seen that
it is frequently veriﬁed and, in fact, does not restrict the applicability of our meth-
ods. Roughly speaking the reason for this is as follows. Let X, Y, F be as before
and suppose that ord asyp(X,) > 1 where p is a singularity of F in the line at
inﬁnity . Unless ord asyp(X,) = 2, there is another singularity q ∈  such that
ord asyq(X,) < 1 by virtue of Formula (12). In the latter case, it sufﬁces to initiate
the discussion from q rather than from p. On the other hand, our methods apply equally
well to the case in which ord asyp(X,) = 2.
In particular, if X is a complete polynomial vector ﬁeld whose typical orbit is C and
F is the corresponding foliation in CP(2), then the singularities of X, F in the line
at inﬁnity can be supposed to verify all the conditions above. Note that this case is
exactly the one for which McQuillan’s theory was used in [Br].
Consider a non-dicritical meromorphic vector ﬁeld Y deﬁned around (0, 0) ∈ C2
and let F denote its associated foliation. Following Seidenberg [Se] we consider a
resolution tree
F = F0 =0←− F˜1 1←− · · · s−1←− F˜ s (5)
for F . Here each i is a punctual blow-up centered at a reducible singularity of F .
Besides all singularities of F˜ s are reduced (i.e. they are saddle-nodes or have two
eigenvalues different from zero whose ratio is not a positive integer). Finally, we also
notice that the exceptional divisor resulting from this sequence of blow-ups is invariant
by the corresponding proper transform of F since F is not dicritical.
Given Y as above we are going to say that Y has totally degenerate order of poles
(notation: Y has t.d.o.p.) if there exists a resolution tree for F such that the ﬁnal
proper transform Y˜ s of Y is regular on every component of the total exceptional divisor
introduced by the sequence of blow-ups.
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Now let us deﬁne a family of semi-complete vector ﬁelds, denoted by F1, which is
characterized by saying that Y belongs to F1 if and only if:
1. Y = Z/g where Z is a holomorphic vector ﬁeld with an isolated singularity at
(0, 0) ∈ C2 and g is a holomorphic function.
2. There are local coordinates (x, y) where g = yn.
3. Y is semi-complete and has t.d.o.p.
4. The asymptotic order of Y w.r.t. {y = 0} (resp. {y = 0} and {x = 0}) is 1.
The structure of vector ﬁelds in family F1 is easy to describe (cf. Proposition (2.8)).
For the time being we are going to enlarge this family so as to be able to state Theorem
(2.4).
Consider a divisor E constituted by rational curves D1, . . . , Ds , E = D1 ∪ · · · ∪Ds
(or E =∑si=1Di), whose Dynkin diagram has the following structure: for i = 1 and
i = s, the component Di intersects only the components Di+1 and Di−1. Besides the
component D1 (resp. Ds) intersects only D2 (resp. Ds−1). For i = 1, . . . , s − 1, let
qi,i+1 denote the intersection point of Di and Di+1. Divisors E as above will be called
linear.
Next we consider a vector ﬁeld Y satisfying conditions (a)–(f) in the beginning of
the section. Let us say that Y belongs to the family V1 if there is a stage r, 0rs,
in the resolution tree of F such that the conditions below are satisﬁed:
(1.V1) The corresponding exceptional divisor E r is linear and constituted by com-
ponents D1, . . . , Dr as before.
(2.V1) The proper transform F˜ r of F (leaves E r invariant and) has two eigenval-
ues different from zero at every qi,i+1 (i = 1, . . . , r − 1). The ratio between these
eigenvalues is rational negative.
(3.V1) F˜ r has a singularity p0 ∈ D1 which also coincides with the intersection of
E r with the proper transform ˜{y = 0} of {y = 0} (the divisor of poles of the original
Y ).
(4.V1) F˜ r has two eigenvalues different from zero at p0 whose ratio is rational
negative.
(5.V1) F˜ r has a singularity p1 ∈ Dr which belongs to family F1. Furthermore, all
the singularities of F˜ r are p0, q1,2, . . . , qr−1,r , p1.
(6.V1) The proper transform Y˜ r of Y has poles over all the components D1, . . . , Dr .
(7.V1) One has ord asyp0(Y,˜{y = 0}) = ord asyp0(Y,D1) = ord asyp1(Y,Dr) = 1.
(8.V1) For every i=1, . . . , r−1, one has ord asyqi,i+1(Y,Di)=ord asyqi,i+1(Y,Di+1)=1.
Note that the possibility r = 0 was not excluded from the preceding deﬁnition so
that the family F1 is naturally contained in family V1. Now we are able to state the
main result of this work.
Theorem 2.4. Let Y be a vector ﬁeld deﬁned on a neighborhood of (0, 0). Assume that
Y satisﬁes all the conditions (from (a) to (f )) in the beginning of this section. Then Y
belongs to V1.
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In particular we obtain the following corollary of Theorem (2.4) and Proposition
(2.8):
Corollary 2.5. Assume that Y satisﬁes the assumptions of Theorem (2.4) and let F be
its associated foliation. Then the total exceptional divisor corresponding to a resolution
tree for F has the structure of a Hirzebruch–Jungreis string (i.e. it is linear in our
terminology).
Let us ﬁnish this section by stating and proving Proposition (2.8) below. The purpose
of Proposition (2.8) is to describe the structure of vector ﬁelds belonging to F1. Thus
we set Y = y−nZ where Z is a holomorphic vector ﬁeld with an isolated singularity
at (0, 0) and n > 0. To characterize these vector ﬁelds Y we are going to characterize
the structure of the resolution tree of the foliation F associated to them. Thus ﬁx a
resolution tree (5) for F . First let us discuss the subset F11 ⊂ F1 consisting of those
vector ﬁelds for which s = 1. As usual let F˜ (resp. Y˜ ) be the blow-up of F (resp. Y).
The singularities of F˜ on −1(0) are denoted by p1, . . . , pr with p1 =˜{y = 0}∩−1(0)
where ˜{y = 0} stands for the proper transform of the separatrix {y = 0}.
Lemma 2.6. One has r ∈ {1, 2, 3}. Besides p1 is a saddle-node with weak invariant
manifold contained in −1(0) and such that ord−1(0)(F˜, p1) = p + 1. Furthermore,
one of the following possibilities hold:
(1) r = 1 and p = n+ 1.
(2) r = 2 and one has:
(2.A) p = n and p2 is a singularity having one eigenvalue different from zero
corresponding to the direction of −1(0).
(2.B) p = n− 1 and p2 is a (holomorphic) semi-complete saddle-node with weak
invariant manifold contained in −1(0).
(3) r = 3, p = n− 1 and p2, p3 are singularities having one eigenvalue different from
zero corresponding to the direction of −1(0).
Proof. To check that p1 is a saddle-node in the position indicated, it sufﬁces to see
that F˜ cannot have two eigenvalues different from zero at p1. However the formula
for the asymptotic order together with the fact that Y˜ is regular on −1(0) provides
ord asyp1(Y,˜{y = 0}) = 1 − n .Indp1(F˜,˜{y = 0}) = 1 so that Indp1(F˜,˜{y = 0}) = 0.
It then follows that F˜ cannot have two eigenvalues different from zero at p1. The
rest of the statement is a simple consequence of Proposition (2.3) and the fact that
the sum of the orders of the singularities of a holomorphic vector ﬁeld on CP(1) is
always 2. 
Remark 2.7. Recall that holomorphic semi-complete saddle-node were classiﬁed in
[Re-2]. The result is that such a saddle-node is, up to an inversible factor, analytically
conjugate to the normal form
x(1+ y)/x + y2/y where  ∈ Z.
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Now we consider a vector ﬁeld Y in F1 along with its associated foliation F .
Recurrently we deﬁne a subset F1r ⊂ F1 by saying that Y belongs to F1r if the
blow-up F˜ of F has two singularities p1, p2 in −1(0) such that:
(1) The restriction of Y˜ (the blow-up of Y) to a neighborhood of p1 belongs to F1r−1.
(2) F˜ has an eigenvalue different from zero at p1. Furthermore, if p2 is a saddle-node
singularity of F˜ then it is in fact a holomorphic semi-complete saddle-node with
strong invariant manifold contained in −1(0).
Proposition 2.8. One has F1 =⋃∞i=1 F1i .
Proof. The proof is by induction on the number of punctual blow-ups necessary to
obtain a resolution tree for the foliation in question. Precisely let Y be a vector ﬁeld
in F1 whose associated foliation has a (minimal) resolution tree consisting of i ∈ N∗
punctual blow-ups. It is enough to check that such Y belongs to F1i . The statement
is clear for i = 1. Thus we suppose for a contradiction that it was veriﬁed for i =
1, . . . , i0. Assume now that the foliation F associated to Y has a minimal resolution
tree consisting of i0 + 1 blow-up maps.
Let F˜ be the blow-up of F and denote by p1, . . . , pr the singularities of F˜ in
−1(0). Without loss of generality we have p1 = −1(0) ∩˜{y = 0}, where ˜{y = 0}
stands for the proper transform of the divisor of poles of Y (given in appropriate
coordinates by {y = 0}). The restriction of the blow-up Y˜ of Y to a neighborhood of
pj , j2, deﬁnes a local holomorphic vector ﬁeld. The classiﬁcation of such vector
ﬁelds promptly implies that p2, . . . , pr are reduced singularities of F˜ .
Denote by k the order of F at the origin. We claim that ord−1(0)(F˜, p1) = k.
Assuming for a moment this claim the proposition easily follows. Indeed Formula (2)
then implies that
∑r
j=2 ord−1(0)(F˜, p1) = 1 so that r = 2 and F˜ has a eigenvalue
different from zero relative to the direction of −1(0). By the induction assumption,
the structure of Y˜ around p1 belongs to F1i0 and the proposition results.
Now let n ∈ N∗ be the order of the pole of Y over {y = 0}. Since the blow-up of Y
is regular on −1(0), Formula (2) yields
ord(0,0)(F) = k = n+ 1.
To check our claim we ﬁrst note that ord−1(0)(F˜, p1) cannot be less than k. Indeed
we obviously have ordp1(F˜)ord−1(0)(F˜, p1). So, if ord−1(0)(F˜, p1) < k = n + 1,
the blow-up of Y˜ centered at p1 would produce a vector ﬁeld having poles on the
rational curve introduced by this blow-up (cf. Formula (2)). This cannot occur since Y
has t.d.o.p.
Next we are going to check that ord−1(0)(F˜, p1) cannot be greater than k ei-
ther. Suppose for a contradiction this order is larger than k. Then we clearly have
ord−1(0)(F˜, p1) = k+ 1 and p1 is the unique singularity of F˜ in −1(0). Nonetheless
one has the following elementary fact whose proof is a direct calculation left to the
reader: if F is a foliation possessing a smooth separatrix and such that its blow-up F˜
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has a unique singularity p ∈ −1(0), then ordp(F˜) = ord(0,0)(F)+1 = k+1. Applying
this fact to our case, we conclude that the blow-up of Y˜ at p1 will vanish identically
on the new rational curve introduced. Again this is impossible since Y has t.d.o.p. The
proposition is proved. 
3. Neighborhoods of rational curves
The purpose of this section is to prove Proposition (3.7) already mentioned in the
introduction. To begin with let C be a rational curve on a complex surface M. Assume
that Y is deﬁned on a neighborhood of C and let F be the foliation associated to Y.
In the sequel we assume that the following conditions are satisﬁed:
(A) C is left invariant by F .
(B) The self-intersection C.C of C is strictly negative.
Our ﬁrst goal is to describe a construction that will allow us to derive several
properties of the pair F, C from the formulas and relations stated in Section 2. Let
C.C = −n for some positive integer n. Also let NC(n) be the line bundle over
CP(1) whose Chern class is −n. Clearly NC(n) is the normal bundle of C in M.
Moreover a theorem due to Grauert (cf. [Ar]) asserts that a neighborhood of C in
M is holomorphically equivalent to a neighborhood of the zero-section of NC(n).
Therefore, modulo identifying C with the zero-section of NC(n), we can suppose that
Y is deﬁned on a neighborhood of C in NC(n) (where C is viewed as the zero-section
of NC(n)).
On the other hand, NC(n) can be compactiﬁed into a CP(1)-bundle over CP(1)
(a “projective line bundle”). The result of this compactiﬁcation is the Hirzebruch sur-
face Fn. In particular F1 is the compactiﬁcation of C˜
2
viewed as a line bundle over
−1(0).
Given s ∈ N, let s : NC(n) → NC(n) be the bundle automorphism consisting
of multiplying vectors in the ﬁbers of NC(n) by 1/2s . Observe that the sequence
of vector ﬁelds Ys = 2as∗s Y converges uniformly towards a meromorphic vector
ﬁeld Y∞ deﬁned on Fn (where a stands for the order of Y over C). Let F∞ be
the foliation associated to Y∞ and note that, by construction, F∞ is invariant by
automorphisms of NC(n) consisting of multiplying vector by a constant. In addition
we have:
Lemma 3.1. If Y is semi-complete on a neighborhood of C, then Y∞ is semi-complete
on Fn.
Proof. Note that Y∞ is semi-complete on any ﬁxed compact neighborhood K of C in
NC(n). Indeed, for sufﬁciently large s, Ys is semi-complete on K since it is conjugate to
a semi-complete vector ﬁeld up to a multiplicative constant. Furthermore, it is clear that
Ys converges uniformly on K towards Y∞. Since the space of semi-complete vector
ﬁelds is closed under uniform convergence (cf. [G-R] or [Re-4] Proposition 2.6), it
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follows that Y∞ is semi-complete on K. Since K is arbitrary, one easily concludes that
Y∞ is semi-complete on the entire Fn. 
Let us also state a few additional properties of Y∞,F∞ whose veriﬁcation is imme-
diate and left to the reader.
(1) The order of Y and Y∞ over C is the same (equal to a).
(2) The singularities of F∞ in C are contained in the singularities p1, . . . , pr of F in
C.
(3) If pi0 is a singularity of F with two eigenvalues 1, 2 different from zero then
F∞ also has eigenvalues 1, 2 at pi0 .
(4) If pi0 is a singularity of F which is a saddle-node with weak invariant manifold
contained in C, then F∞ also has a saddle-node singularity at pi0 and this saddle-
node has weak invariant manifold contained in C.
(5) Indpi (F, C) = Indpi (F∞,C).
Given a singularity pi0 of F in C, our next aim is to ﬁnd a relation between
ordC(F, pi0) and ordC(F∞, pi0). This relation is slightly more subtle and requires
some comments. Fix pi0 ∈ C and consider local coordinates (x, y) such that {y = 0} ⊂
C and pi0  (0, 0). In these coordinates, the vector ﬁeld Y is given by Y = yaxbfZ/g
where Z is a holomorphic vector ﬁeld having an isolated singularity at pi0 and f, g are
holomorphic functions which are not divisible by either x or y. Set Z = F/x+G/y
and note that G divisible by y so that one has G = yh(x, y) with h holomorphic. Next
we observe that, up to a multiplicative constant, the vector ﬁeld Ys = 2sa∗s Y is given
in coordinates (x, y) by
Ys = yaxb f (x, 2
−sy)
g(x, 2−sy)
[
F(x, 2−sy) 
x
+ yh(x, 2−sy) 
y
]
. (6)
By assumption none of the functions f (x, 0), g(x, 0) and F(x, 0) vanishes identically.
Hence by letting s →+∞, we conclude that the vector ﬁeld Y∞ has the form
Y∞ = yaxcr(x)
[
F(x) 
x
+ yH(x) 
y
]
, (7)
where r(0) = 0 and F,H are appropriate holomorphic functions without common divi-
sors. Comparing Formulas (6) and (7), the following lemma results at once.
Lemma 3.2. ordC(F, pi0)− ordC(F∞, pi0) = c − b + ord g(x, 0)− ord f (x, 0) where
ord f (x, 0) (resp. ord g(x, 0)) stands for the order of the function x → f (x, 0) (resp.
x → g(x, 0)) at 0 ∈ C. 
The last part of our construction relies on the fact that the surfaces F1 and Fn are
birationally equivalent. Hence the meromorphic vector ﬁeld Y∞ on Fn induces another
meromorphic vector ﬁeld Y˜∞,C˜2 on F1 via a birational map R : F1 → Fn. Let F˜∞,C˜2
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be the foliation associated to Y˜∞,C˜2 . Clearly Y˜∞,C˜2 , F˜∞,C˜2 can be collapsed to produce
a vector ﬁeld Y∞,C2 along with its associated foliation F∞,C2 deﬁned on C2 (and in
particular on a neighborhood of (0, 0) ∈ C2). Lemma (3.3) below is rather simple.
Lemma 3.3. There exists a birational map R : F1 → Fn such that the induced
foliation F˜∞,C˜2 has singularities {p˜1, . . . , p˜r , q1, . . . , qn−1} ⊂ −1(0) where:
(1) The singularity p˜i of F˜∞,C˜2 is isomorphic to the singularity pi of F∞;
(2) F˜∞,C˜2 has two eigenvalues equal to 1 at a singularity qj . More precisely there are
coordinates (xj , yj ) ({yj = 0} ⊂ −1(0)) around qj in which Y˜∞,C˜2 has the form
Y˜∞,C˜2 = (yj /xj )ax
−1
j hj (xj , yj )[xj/xj + yj/yj ], (8)
with hj (0, 0) = 0.
Proof. Recall the following classical construction of a birational equivalence between
Fn and Fn−1. Beginning with Fn, we choose a point q away from the zero-section
( C  CP(1)) and belonging to, say, the ﬁber L0 over 0 ∈ C  CP(1). Next we
blow-up Fn at q and denote by D1 the resulting exceptional divisor. Note that the
proper transform L˜0 of L0 is a rational curve with self-intersection −1. Furthermore
L˜0 intersects the zero-section ( C) transversely at a single point. Collapsing L˜0, we
obtain a new surface in which the proper transform of the original zero-section has
self-intersection −n+ 1. It is easy to see that this surface is nothing but Fn−1.
To prove the lemma we just need to consider the transform F∞,Fn−1 of F∞ under the
above construction. Clearly we can suppose that 0 is not a singularity of F∞. Therefore
the singularities p1, . . . , pr of F∞ are transformed by holomorphic diffeomorphisms
in singularities of F∞,Fn−1 . Nonetheless the intersection of the (proper transform of)
D1 with the (proper transform of the) zero-section yields a new singularity q1 for
F∞,Fn−1 . We immediately check that the singularity q1 is as indicated in the state-
ment. By iterating this construction from Fn−1 to F1 we complete the proof of the
lemma. 
The preceding will enable us to derive two further important results, namely Propo-
sition (3.5) below and Proposition (3.7). Let us state the ﬁrst of these propositions.
In what follows Y is a meromorphic vector ﬁeld deﬁned on a neighborhood of a
rational curve C of negative self-intersection. The foliation associated to Y is denoted
by F and the singularities of F in C are {p1, . . . , pr}. The order of Y over C will be
denoted by ordC(Y ). Given a singularity pi ∈ C, we remind the reader of the existence
of local coordinates (x, y) around pi ({y = 0} ⊂ C) in which Y becomes
Y = yordc(Y )xbi fi(x, y)
gi(x, y)
Z, (9)
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where Z is a holomorphic vector ﬁeld having an isolated singularity at pi and fi, gi
are holomorphic functions not divisible by x or y.
Remark 3.4. In the sequel we adopt the following convention regarding singularities
of F over C. If p ∈ C is a point of intersection of a component (different from C
itself) of the divisor of zeros or poles with C then we shall count p as a singularity
of F . Clearly such a point can, strictly speaking, be regular for F but this convention
will not lead to any misunderstanding and will simplify the statements of the next two
propositions.
Proposition 3.5. Let Y,F,C be as above. One has the following relation:
n ordC(Y ) =
r∑
i=1
ordC(F, pi)+
r∑
i=1
bi +
r∑
i=1
ord fi(x, 0)−
r∑
i=1
ord gi(x, 0)− 2. (10)
Proof. The proof amounts to assemble all the information obtained so far. We consider
the vector ﬁeld (resp. foliation) Y˜∞,C˜2 (resp. F˜∞,C˜2 ) deﬁned on C˜
2
. According to
Lemma (3.3), F˜∞,C˜2 has r + n − 1 singularities on −1(0) which are denoted by
{p˜1, . . . , p˜r , q1, . . . , qn−1}. Fix a singularity p˜i . Thanks to Formula (7) and to Lemma
(3.3) (item 1), there exist coordinates (x, y) around p˜i ({y = 0} ⊂ −1(0)) such that
Y˜∞,C˜2 = yordc(Y ) x
ci
i Zi,
where Zi is a holomorphic vector ﬁeld for which p˜i is either a regular point or
an isolated singularity. Lemma (3.3) (item 2) provides form (8) for Y˜∞,C˜2 around a
singularity qj (where a = ordC(Y )). Now Formulas (2) and (4) applied to Y˜∞,C˜2 give
ordC(Y ) =
r∑
i=1
ord−1(0)(F˜∞,C˜2 , p˜i)+ (n− 1)− 2+
r∑
i=1
ci − (n− 1)(1+ ordC(Y )).
However Lemma (3.2) and item 1 of Lemma (3.3) imply that
r∑
i=1
ci =
r∑
i=1
(ordC(F, pi)− ord−1(0)(F˜∞,C˜2 , p˜i))+
r∑
i=1
bi +
r∑
i=1
ord fi(x, 0)
−
r∑
i=1
ord gi(x, 0).
By substituting the value of
∑r
i=1 ci into the preceding equation, we immediately
obtain Formula (10) thus proving the proposition. 
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Remark 3.6. In most applications of Proposition (3.5) we are going to have ord fi(x, 0)
= ord gi(x, 0) = 0 i.e. fi, gi will be invertible.
As to the indices of C with respect to F at the singular points pi ∈ C of F , one has
the well-known relation (where C.C stands for the self-intersection of C cf. [C-S]):
r∑
i=1
Indpi (F,C) = C.C. (11)
As mentioned, another important result in this section is Proposition (3.7). Here
we use the same convention of Remark (3.4) also used in Proposition (3.5). With
the above setting, for each singularity pi ∈ C of F , we can consider the asymptotic
order ord asyp(Y,S). If Y is regular on C then the asymptotic order coincides with the
ordinary notion of order and Poincaré-Hopf theorem states that the sum of these orders
equals 2. The contents of Proposition (3.7) is that this equality also holds when Y has
zeros or poles along C whether or not the self-intersection of C is negative.
Proposition 3.7. Let Y, C be as before, except that the self-intersection of C is a
integer not necessarily negative. Then
r∑
i=1
ord asyp(Y,S) = 2. (12)
Proof. We shall ﬁrst prove this formula for the case where the self-intersection of C is
strictly negative. Fix a singularity pi ∈ C of F . Around pi the vector ﬁeld Y admits the
normal form (9) (where p can possibly be a regular point of Z due to the convention of
Remark (3.4)). Using the deﬁnition of asymptotic order, namely Eq. (1), we conclude
from Formula (9) that the asymptotic order of Y over C at pi is given by
ord asypi (Y,C) = ordC(F, pi)+ bi + ord fi(x, 0)− ord gi(x, 0)
+ (ordC(Y ))Indpi (F,C).
Therefore one has
r∑
i=1
ord asypi (Y,C) =
r∑
i=1
[ordC(F, pi)+ bi + ord fi(x, 0)− ord gi(x, 0)]
+ ordC(Y )
r∑
i=1
Indpi (F,C).
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Now putting together Eqs. (10), (11) and the fact that C.C = −n, we obtain
r∑
i=1
ord asyp(Y,S) = 2
as desired.
To complete the proof we now suppose that C.C = n0. We perform n+1 blow-ups
at pairwise distinct regular points of C. This gives rise to a new vector ﬁeld Y˜ (n+1)
whose associated foliation F˜ (n+1) has r + n+ 1 singularities over the proper transform
C˜ of C. These singularities are the (proper transforms of) the singularities p1, . . . , pr
(still denoted by p1, . . . , pr ) and n + 1 singularities q1, . . . , qn+1 introduced by the
above-mentioned blow-ups. Since C˜ has self-intersection −1, Formula (12) holds for
Y˜ (n) over C˜. Now we just have to observe that ord asypi (Y,C) = ord asypi (Y˜ (n), C˜) and
ord asyqj (Y˜
(n), C˜) = 0 for every i ∈ {1, . . . , r} and j ∈ {1, . . . , n+ 1}. The proposition
is proved. 
4. Contractions of divisors
This section and the next one are devoted to proving some useful results concerning
exceptional curves (i.e. rational curves of self-intersection −1) contained in divisors
invariant by a singular holomorphic foliation F . Precisely we consider a complex
surface M together with a normal crossing divisor E whose irreducible components are
rational curves denoted by D1, . . . , Ds . We always assume that the Dynkin diagram of
E is a tree i.e. it has no cycles.
Next we consider a meromorphic semi-complete vector ﬁeld Y deﬁned on a neigh-
borhood of E . Again let F denote the foliation associated to Y. In the course of this
section we assume that Y,F, E satisfy the following conditions:
(1) F leaves E invariant.
(2) The singularities of F in E either are saddle-nodes or have two non-vanishing
eigenvalues whose ratio is not a positive integer.
(3) There are only ﬁnitely many regular leaves L of F such that the restriction of Y to
L can have more than one zero.
(4) No regular orbit of Y may contain two independs periods (i.e. loops on which the
integral of the time-form is different from zero).
Usually we are interested in pairs F, E which are minimal in the sense of Condition
2. Precisely, a pair F, E as above is called minimal if, for every component Di0 ⊆ E
with self-intersection −1, the collapsing of Di0 produces a singularity for the proper
transform of F which does not verify Condition 2 (in particular the resulting foliation
cannot be regular).
The main result of the ﬁrst part of the present section is the following proposition.
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Proposition 4.1. Assume that Y, F, E satisfy Conditions (1)–(4) and that Y has poles
on D1. Assume also the existence of a singularity p11 of F in D1 such that:
• p11 is not an intersection of D1 with any other component of E ;• ord asyp11 (Y,D
1) > 1 (strictly).
Then the collapsing of any component Di0 with self-intersection −1 of E produces a
singularity for the proper transform of F which still satisﬁes Condition 2. In particular,
E has no component of self-intersection −1 provided that the pair F, E is minimal.
Remark 4.2. Note that, in order to classify complete polynomial vector ﬁelds on afﬁne
surfaces, Condition 3 above can always be assumed without loss of generality. Indeed,
a regular leaf of the foliation associated to a complete vector ﬁeld which has the
property that the restriction of X to L has more than one zero (and is non-trivial) must
be compactiﬁed into a rational curve. Hence a complete vector ﬁeld which does not
verify 3, has inﬁnitely many closed orbits whose compactiﬁcation is a rational curve
(up to normalization). Therefore it possesses a rational ﬁrst integral. Similarly Condition
4 is also automatic since an orbit with two periods must be an elliptic curve what is
clearly impossible in the present context.
To begin with, let us observe that p11 cannot be a saddle-node singularity of F .
Indeed, consider the restriction of Y to a neighborhood of p11. Since Y has poles on D1,
it follows from Theorem 3.4 of [Re-3] that D1 cannot be the weak invariant manifold
of F at p11. Modulo noticing that the index of the strong invariant manifold of a
saddle-node is always zero, the same theorem also implies that the asymptotic order of
a semi-complete saddle-node with respect to its strong invariant manifold is always 1.
This shows that F must have two eigenvalues different from zero at p11.
Before continuing, we want to make a general remark which will often be used. For
a moment let Y be a semi-complete vector ﬁeld deﬁned around (0, 0) ∈ C2 and let F
denote its associated foliation. Assume that F has two eigenvalues different from zero
at (0, 0) and that (0, 0) belongs to the divisor of poles (or zeros) of Y. Assume, in
addition, the existence of local coordinates (x, y), with {x = 0} and {y = 0} invariant
by F , in which Y is given as
Y = xayb[mx(1+ h.o.t.)/x − ny(1+ h.o.t.)/y]. (13)
Then the fact that Y is semi-complete yields that am − bn = −1, 0 or 1. If we set
 = am− bn ∈ {−1, 0, 1}, it results that the asymptotic orders of Y w.r.t. {y = 0} and
{x = 0} are respectively given by
ord asy(0,0)(Y, {y = 0}) = 1+ /m and ord asy(0,0)(Y, {x = 0}) = 1− /n. (14)
The preceding discussion can be summarized by Lemma (4.3) below which plays a
signiﬁcative role in the organization of the combinatorical structure of our exceptional
divisors.
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Lemma 4.3. Let Y be as in Formula (13) and assume that ord asy(0,0)(Y, {y = 0}) < 1
(strictly). Then ord asy(0,0)(Y, {x = 0}) > 1 (strictly). Furthermore if Y has poles along
{y = 0}, then Y also has poles along {x = 0}.
Proof. Using the notations of Formula (14), the fact that ord asy(0,0)(Y, {y = 0}) < 1
implies that  < 0. Thus ord asy(0,0)(Y, {x = 0}) = 1 − /n > 1. On the other hand
 = am− bn and b is negative since Y has poles along {y = 0}. Writing am = + bn
with both  and b negative, it follows that a is negative as well. 
Complementing Lemma (4.3) we also state Lemma (4.4).
Lemma 4.4. Consider a singularity pji of F in E . Assume that F has two eigenvalues
different from zero at pji . Then Y admits the normal form (13) around pji with {x = 0}
invariant by F and {y = 0} ⊂ E .
Proof. By assumption the ratio between the eigenvalues of F at pji is not a positive
integer. Thus F must have exactly two separatrizes at pji . Furthermore these separatrizes
are smooth and transverse so that we can suppose they coincide with the axes {x = 0}
and {y = 0} ⊂ E . According to [Re-3] (Lemma 3.2) if the divisor of poles or of zeros
of Y is not invariant by F , then Y is locally given as (xy)a(x − y)(x/x − y/y).
In particular there would be inﬁnitely many orbits of Y containing two singularities of
Y. In fact, the singularities are produced by the intersection of the orbit with the line
{x = y}. This contradicts Condition 3. 
Recall that we want to study the effect of collapsing a component of self-intersection
−1 of E on the nature of the singularities of the corresponding proper transform of
F . Thus there is no loss of generality in supposing that E = D1 ∪ · · · ∪ Ds where
Dj, Dj+1 intersect each other at a single point and each Dj intersects only Dj−1
and Dj+1. Also we denote by qi,i+1 the singularity of F corresponding to the inter-
section of the components Di and Di+1 (i.e. q1,2 = D1 ∩ D2, q2,3 = D2 ∩ D3 and
so on).
Let p11, p
1
2, . . . , p
1
r and q1,2 be the singularities of F lying in D1.
Lemma 4.5. F does not have saddle-node singularities in D1.
Proof. Suppose for a contradiction that, say, p12 is a saddle-node singularity. Clearly
D1 must coincide with the strong invariant manifold of F at p12. As pointed out
above, we then have ord asyp12 (Y,D
1) = 1. Since ord asyp11 (Y,D
1) is strictly larger
than 1, Proposition (3.7) guarantees the existence of a singularity, say p1i , such that
ord asyp1i (Y,D
1) < 0. Proposition (2.3) then yields a contradiction with the fact that Y
is semi-complete. 
Given a component Dj of E (j ∈ {1, . . . , s}) with self-intersection −1, we want
to prove that the singularity of the proper transform of F obtained by collapsing Dj
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is as in Condition 2. The above lemma, combined with Proposition (5.2) of [Re-3],
establishes this statement for j = 1. The proof of Proposition (4.1) is going to be
carried out by induction on j.
Proof of Proposition 4.1. Since the statement holds for j = 1, we suppose that it was
veriﬁed for 1, . . . , j0 − 1. We need to check that it also holds for j0.
We consider the singularities p11, q1,2 and p12, . . . , p1r of F in D1. Also let (x, y) be
local coordinates around q1,2 such that {y = 0} ⊂ D1 and {x = 0} ⊂ D2. In particular,
Lemmas (4.4) and (4.5) ensure that Y has the normal form (13) around q1,2. Notice
also that b is strictly negative since Y is supposed to have poles on D1.
On the other hand, Propositions (3.7) and (2.3) imply that ord asyq1,2(Y, {y = 0}) < 1
(recall that ord asyp11 (Y,D
1) > 1). Thus ord asyq1,2(Y, {x = 0}) is strictly larger than
1. To complete the inductive step it is now sufﬁcient to check that Y has poles on
D2. In other words, given form (13), we have to check that a < 0. However one has
ord asyq1,2(Y, {y = 0}) = 1+ a− nb/m < 1. Since b < 0, it follows that a < 0 as well(cf. Lemma (4.3)). The proposition is proved. 
As a by-product of our proof, we obtain Corollary (4.6) below.
Corollary 4.6. Let Y,F and E be as in Proposition (4.1). Then, given an irreducible
componentDj of E , there exists a singularity pji ∈Dj of F such that ord asypji (Y,D
j ) >
1 (strictly). Furthermore, Y has poles over all the irreducible components
of E . 
To ﬁnish the ﬁrst part of this section we want to provide a variant of Proposition
(4.1) which is useful to study dicritical singularities. We emphasize however that this
proposition will not be used in this paper. Again we suppose that Y, F and E satisfy
the hypotheses in the beginning of this section. Let  be a local transverse section to
D1. One has:
Proposition 4.7. Assume that Y has poles (resp. zeros) on D1. Assume also that the
leaves of F can intersect  only ﬁnitely many times. If there is a singularity p11 ∈ D1 of
F such that ord asyp11 (Y,D
1)1, then none of the components of E has self-intersection
−1.
Proof. Keep the preceding notations. Clearly we can suppose that ord asyp11 (Y,D1) = 1,
otherwise we are in the situation of Proposition (4.1).
We claim that none of the singularities of F in D1 can be a saddle-node. Indeed
such a saddle-node must had its strong invariant manifold contained in D1 since Y is
not regular on D1. However the local holonomy of the strong invariant manifold of a
saddle-node is a diffeomorphism of inﬁnite order. On the other hand, the holonomy of
D1 \ {p11, q1,2, p12, . . . , p1r } w.r.t. F must have ﬁnite order otherwise the leaves of F
would intersect  inﬁnitely many times what is impossible. This fact and Proposition
5.2 of [Re-3] proves our statement if j = 1.
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We now proceed by induction. Consider the singularity q1,2 = D1 ∩D2 of F . As a
consequence of the preceding F has two eigenvalues different from zero
at q1,2. It then follows that, around q1,2, Y admits the normal form (13).
On the other hand, Propositions (3.7) and (2.3) ensure that ord asyq1,2(Y,D1)1.
Since Y has poles (resp. zeros) on D1, this implies that Y also has poles (resp. zeros)
on D2 (here we have used normal form (13)). Using again normal form (13), it results
that ord asyq1,2(Y,D
2)1. Thanks to Proposition (4.1) we can, in fact, suppose that
ord asyq1,2(Y,D
2) = 1.
To complete the inductive step, we just have to check that the holonomy D2 \
{q1,2, p21, . . . , p2r } w.r.t. F is ﬁnite so as to rule out the possibility that F has a saddle-
node singularity in D2. Recall that F admits the normal form (13) around q1,2. Since the
holonomy of D1 is trivial (ﬁnite), it results from a well-known lemma in [M-M] that this
singularity is linearizable (with both separatrizes having ﬁnite holonomy). Now, by using
Dulac’s transform associated to F around q1,2, we immediately conclude that the leaves
of F would intersect  inﬁnitely many times if the holonomy of D2\{q1,2, p21, . . . , p2r }
were inﬁnite. Therefore D2 \{q1,2, p21, . . . , p2r } has ﬁnite holonomy and the proposition
follows by induction. 
Let us now continue our preparation to analyze the combinatorics of semi-complete
singularities. This will require us to impose additional conditions on Y, F, E . In what
follows the preceding notations are kept.
The main result of the present discussion, namely Proposition (4.8), will be applied
to divisors obtained by means of a reduction procedure involving singularities of holo-
morphic foliations (-processus). These divisors satisfy all the four conditions stated
in the beginning of the section. Furthermore they also satisfy Conditions 5–8 below
(cf. [Se]):
(5) The new divisor E ′ obtained by collapsing a component with self-intersection −1
of E is still a normal crossing divisor.
(6) Any embedded (one-to-one) path in the Dynkin diagram of E starting at D1 can be
extended to an embedded path which meets a component of self-intersection −1 of
E .
(7) There is at least one component of E over which Y is regular.
(8) If S is a component of the polar divisor of Y intersecting E at a point p (S /⊂ E),
then ord asyp(Y,S)1.
As to Condition 8, we shall see later that it also has to be veriﬁed in our applications.
For the time being, it can be regarded as a technical assumption.
Proposition 4.8. Assume that Y has poles on D1 and that the pair F, E is minimal.
Then F has two or more singularities in D1.
To prove Proposition (4.8) we are going to argument by contradiction. Therefore we
assume that F has a unique singularity in D1.
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Lemma 4.9. E contains an irreducible component D2 intersecting D1 at a point q1,2.
Proof. The proof is very simple. Suppose for a contradiction that E = D1 and denote
by p the unique singularity of F in D1. We claim that ordD1(F, p) = 1. In fact, since
p is either a saddle-node singularity of F or F has two eigenvalues different from
zero at p, the claim is equivalent to say that D1 is not the weak invariant manifold of
a saddle-node singularity of F . This is however a consequence of the fact that Y has
poles on D1. On the other hand Condition 6 implies that the self-intersection of D1 is
−1. Since p is the unique singularity of F in D1, Formula (2) shows that the foliation
obtained by collapsing D1 is regular. This contradicts the minimality of F, E . 
From the above lemma, it results that the unique singularity of F in D1 coincides
with the intersection of D1 and D2, i.e. q1,2 = D1 ∩ D2. We also know that q1,2 is
not a saddle-node singularity of F . Indeed, since Y has poles on D1, if q1,2 were a
saddle-node for F , then D1 would coincide with its strong invariant manifold. Hence
we would have ord asyq1,2(Y,D
1) = 1 contradicting Proposition (3.7).
Also we want to point out that the statement of Proposition (4.8) cannot be derived
from Proposition (4.1) since the singularity q1,2 in question is the intersection of the
components D1, D2. In any case, it follows from the discussion above (cf. Lemma
(4.4)) that Y has the normal form (13). Moreover Formula (11) asserts that m = 1 since
−n/m is an integer (namely the self-intersection of D1). Thus, on a neighborhood of
q1,2 and up to an inversible factor, Y admits the normal form
Y = xayb(x/x − ny/y), (15)
where −n = D1.D1 − 2 (recall that (F, E) is minimal). Furthermore, {x = 0} ⊂ D2
which implies that ord asyq1,2(Y,D
2) = 1− 1/n. The preceding discussion also has the
following consequence:
Lemma 4.10. Y has poles on D2.
Proof. Considering the normal form (15), the fact that ord asyq1,2(Y,D1) = 2 implies
that a+ 1− nb = 2 i.e. a = 1+ nb. Since b < 0 and n2 we conclude that a < 0 as
well. Note also that | a |>| b | unless b = −1 and n = 2. 
The next lemma plays a central role in the proof of Proposition (4.8).
Lemma 4.11. Assume that F has a singularity p21 ∈ D2 at which one has
ord asyp21 (Y,D
2) = 1. Then the self-intersection of D2 is −1.
Proof. First recall that ord asyq1,2(Y,D
2) = 1 − 1/n with n2. Thus 0 <
ord asyq1,2(Y,D
2) < 1 (strictly), in particular p21 = q1,2.
Next we notice that p21 in the unique singularity of F in D2 at which the asymptotic
order of Y w.r.t. D2 equals 1 (cf. Proposition (3.7) and Proposition (2.3)). In particu-
lar only p21 can be a saddle-node singularity of F in D2. In fact, since Y has poles
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on D2 (Lemma (4.10)), a saddle-node singularity in D2 must have strong invariant
manifold coinciding with D2. As already explained, it then follows that the corre-
sponding asymptotic order is 1.
Proposition (3.7) also implies the existence of a third singularity p22 = q1,2, p21 (at
which F necessarily has two eigenvalues different from zero). Furthermore, Proposition
(2.3) guarantees that ord asyp22 (Y,D
2) < 1 (actually it is not greater than 1/2). Thus
there are local coordinates (x1, y1) around p22, {y1 = 0} ⊂ D2 where Y becomes
Y = xc1ya1 [mx1(1+ h.o.t.)/x1 − ny1(1+ h.ot.)/y1].
Recall that a is negative as the order of Y on D2. We claim that c is negative as well.
In fact, if c0, then ord asyp22 (Y,D
2)1− an/m > 1 what is impossible (cf. Lemma
(4.3)). Therefore Y has poles over {x1 = 0}. Besides the fact that ord asyp22 (Y,D
2) < 1
yields ord asyp22 (Y, {x1 = 0}) > 1. Now Condition 8 implies that {x1 = 0} is contained
in an irreducible component, say D3, of E (so that ord asyp22 (Y,D
3) > 1).
To conclude the statement we consider an embedded path in the Dynkin diagram
of E which starts at D1, goes to D2 and from D2 to D3. Because of Condition 6,
such path can be extended until it meets a component Dj of self-intersection −1 of
E . Clearly Dj = D1 (for n2). If Dj = D2 then Proposition (4.1) would provide a
contradiction with the fact that F, E is minimal. Therefore we conclude that D2 has
self-intersection −1 which establishes the lemma. 
Proof of Proposition 4.8. First we suppose that D2 contains a singularity p21 of F
verifying ord asyp21 (Y,D
2) = 1. In this case, Lemma (4.11) ensures that D2 has self-
intersection −1. Besides there is a component D3 of E that intersects D2 at a point
p22 (= q12, p21). According to Condition 7, D1 and D3 are the unique components of
E intersecting D2. Otherwise the collapsing of D2 would provide a divisor that fails to
be at normal crossings (recall that D2 has self-intersection −1). Recall also that Y has
poles along D3 and that ord asyp22 (Y,D
2) < 1. It follows that ord asyp22 (Y,D
3) > 1.
Since D1, D3 are the unique components of E intersecting D2, Corollary (4.6) im-
plies that Y has poles along all the components of E . It results a contradiction with
Condition 7.
Let us now suppose that none of the singularities p2i of F in D2 satisﬁes ord asyp2i
(Y,D2) = 1. In particular, all the singularities of F in D2 possess two eigenvalues
different from zero.
Claim. Apart from q12, F possesses only another singularity p21 belonging to D2.
Proof. Let q12, p21, . . . , p2l be the singularities of F in D2. Recall also that
ord asyq12(Y,D
2) = 1 − 1/n ∈ [1/2, 1). Among the singularities p2i there is only
one (say p21) such that ord asyp2i (Y,D
2) = 0. In fact, this is the contents of Corollary
(5.3) in Section 5. From now on we suppose for a contradiction that the claim is
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false. Then we can ﬁnd a singularity p22 ∈ D2 of F such that ord asyp22 (Y,D
2) = 0.
Since F has two eigenvalues different from zero at p22, we conclude that F admits a
separatrix S at p22 which is transverse to D2. Moreover the fact that Y has poles along
D2 combined to ord asyp22 (Y,D
2) = 0 yields the following:
• Y has poles along S.
• ord asyp22 (Y,S) > 1.
From Condition 8, we conclude that S is contained in E . Furthermore, the part
of E sitting over p22 and containing S is minimal (by assumption). It also contains
a −1-curve in view of Condition 6. However, given that ord asyp22 (Y,S) > 1, the
last two claim are in contradiction with Proposition (4.1). The claim results as a
consequence. 
To complete the proof of the proposition, we proceed as follows. First we note that
Indq12(F,D2)+ Indp21 (F,D
2) = D2.D2 − 2 and
Indq12(F,D2) = 1/n with n2.
Also one has:
ord asyq12(Y,D
2)+ ord asyp21 (Y,D
2) = 2.
It follows that Indp21 (F,D
2) = −2 + 1/n and that ord asyp21 (Y,D
2) = 1 + 1/n. Now
using local coordinates (x, y) at p21 ({y = 0} ⊂ D2), we write Y as
Y = xayb(m1x/x − n1y/y).
The deﬁnition of asymptotic order then gives a + 1 + b(−2 + 1/n) = 1 + 1/n. Since
b−1 (Y has poles along D2) and n2, it results that a < 0. Condition 7 and the fact
that the only singularities of F in D2 are q12 and p21 then guarantee that {x = 0} is
contained in another component, D3, of E . Besides Y has poles along D3 since a < 0.
Now we have to repeat the above argument substituting D2 by D3. Eventually we shall
conclude that Y has poles along all the components of E . This contradicts Condition 7
and establishes the proposition. 
5. Complements on the contractibility of divisors
Besides Propositions (4.1) and (4.8), two additional propositions concerning divisors
and semi-complete vector ﬁelds are going to be used in the Proof of Theorem (2.4).
This section is naturally divided into two parts, each of them devoted to one of these
propositions.
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To begin with, we still consider a semi-complete vector ﬁeld Y deﬁned on a neigh-
borhood of a divisor E whose irreducible components are rational curves D1, . . . , Ds .
Denote by F the foliation associated to Y and suppose that:
(B.1) Y, F, E satisfy conditions 1, 2, and 4 of Section 4.
(B.2) The Dynkin diagram of E does not contain a loop consisting of curves on which
Y vanishes identically.
(B.3) The zero-divisor of Y is entirely contained in E .
Here is the ﬁrst main result obtained in this section.
Proposition 5.1. Assume that Y has zeros over an irreducible component of E and
satisﬁes Conditions (B.1)–(B.3). Then Y has zeros over all the irreducible components
of E .
The main ingredient in the proof of Proposition (5.1) is the proposition below whose
proof requires the techniques introduced in Section 3.
Proposition 5.2. Assume that Y is a semi-complete vector ﬁeld deﬁned on a neighbor-
hood of a rational curve C. Denoting by F the foliation associated to Y, we assume that
F leaves C invariant and that the singularities p1, . . . , pr of F in C are all reduced
(i.e. they satisfy Condition 2 of Section 4). Suppose also that Y has zeros over C and
that there are at least three singularities p1, p2, p3 of F such that ord asypi (Y,C) = 0for i = 1, 2, 3. Then the regular orbits of Y possess two linearly independent periods.
Since Y vanishes identically on C, it follows from Theorem 3.4 of “Part I” that none
of the singularities p1, . . . , pr is a saddle-node for F . The eigenvalues of F at pi are
then denoted by mi, ni and, by hypothesis, their ratio is not a positive integer. Using
again that Y vanishes on C, we conclude that mi, , ni are, actually, integers. More
precisely, there are local coordinates (xi, yi) around pi ({yi = 0} ⊂ C) where Y is
given by
Y = xai yb(mix(1+ h.o.t.)/x − niy(1+ h.o.t.)/y), (16)
where mi, ni, b ∈ N∗ and ai ∈ Z. It follows in particular that the self-intersection of
C is strictly negative. From now on, let us denote by −k, k ∈ N∗, the self-intersection
of C. Next we resume the notations of Section 3 and consider both Y and the global
(meromorphic) vector ﬁeld Y∞ deﬁned on Fk . Note that the foliation F∞ associated
to Y∞ has the same singularities p1, . . . , pr as F . Furthermore the eigenvalues of F∞
at pi are mi, ni as well.
Set i = bni − aimi so that i ∈ {−1, 0, 1}. Now Proposition (3.7) provides
r∑
i=1
(1− i/ni) = 2.
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On the other hand, there are at least three values of i for which 1− i/ni is different
from zero (and hence positive). It is then clear that the only possible solutions (up to
renaming p1, . . . , pr ) for the above equation are:
• n1 = n2 = n3 = n4 = 2 and the remainder ni’s are equal to 1.
• n1 = n2 = n3 = 3 and the remainder ni’s are equal to 1.
• n1 = 2, n2 = n3 = 4 and the remainder ni’s are equal to 1.
• n1 = 2, n2 = 3, n3 = 6 and the remainder ni’s are equal to 1.
Proof of Proposition 5.2. We consider the vector ﬁeld Y∞ and its associated foliation
F∞. We shall prove ﬁrst that the orbits of Y∞ have two linearly independent periods.
In fact, this will follow from the fact that they are elliptic curves.
To check that the orbits of Y∞ (or rather the leaves of F∞) are elliptic curves,
notice that these (afﬁne) leaves are (Abelian) coverings of C \ p1, . . . , pr . The degree
of this covering is 2 in the ﬁrst case (resp. 3 in the second, 4 in the third and 6 in the
fourth). The entire leaf of F∞ is obtained by completing its afﬁne part with the points
in the section at inﬁnity Fk . The number of these points correspond to the number of
“branches” of the leaf at each singularity of F∞ in the section at inﬁnity. Since F∞
has r singularities p˜i , . . . , p˜r in the section at inﬁnity (which are “dual” to p1, . . . , pr )
a straightforward calculation shows that the Euler characteristic of such a leaf is zero
and the claim follows.
On the other hand, F∞ is invariant by automorphisms of Fk \ Fk consisting of
multiplying vectors in the ﬁbers by a scalar. This implies that the periods of a generic
orbit of Y∞ can be detected in arbitrarily small neighborhoods of D. Thus to complete
the proof of the proposition it sufﬁces to check that F and F∞ are holomorphically
conjugate on a neighborhood of C. Indeed, in this case Y and Y∞ are conjugate up to
an inversible function (since they have the same order of vanishing on C) so that the
statement results at once.
Recall that F and F∞ have the same singularities on C. Moreover if pi is one
(common) singularity, then the eigenvalues of F and F∞ at pi are the same and have
negative rational ratio. Using then a standard method of construction of conjugacies
between foliations (which relies on a lemma of [M-M] to go through the singularities,
cf. [Re-4] for details), it is enough to verify that the holonomy groups of C\{p1, . . . , pr}
with respect to F and to F∞ are holomorphically conjugate.
Let us consider the ﬁrst solution obtained above, i.e. n1 = n2 = n3 = n4 = 2
and the remainder ni’s are equal to 1. The holonomy group F of C \ {p1, . . . , pr}
with respect to F is generated by small loops around the singularities p1, . . . , p4.
Each of these loops gives rise to a local diffeomorphism hi of C (ﬁxing 0 ∈ C)
whose second iterate h2 is the identity (cf. Proposition (2.3)). To prove that F is
conjugate to F∞ (the analogous holonomy group corresponding to F∞), we just
need to check that F is Abelian. Thus we suppose for a contradiction that F is
not Abelian. We claim that F is, in fact, non-solvable. This is a consequence of the
well-known formal classiﬁcation of solvable groups. More precisely a solvable (non-
Abelian) group as above has to be formally conjugate to a subgroup of the semi-direct
product of C∗ and C. Since all the hi’s have the same derivative at 0 ∈ C (namely −1),
J.C. Rebelo / J. Differential Equations 216 (2005) 32–77 59
they cannot ﬁt into one such subgroup unless they all coincide thus producing an ob-
vious contradiction. Finally, the fact that F is non-solvable promptly contradicts
the assumption that Y is semi-complete thanks to the results of Shcherbakov and
Nakai [Sh,Na].
The other three solutions found above are such that the corresponding holonomy
groups are solvable. Actually they are obtained by considering ramiﬁed coverings of
their natural representation on the plane afﬁne group (associated to special tilings of the
plane by triangles, cf. [Lo]). This leads to a ﬁnal contradiction (cf. [Re-4] for details).
The proof of the proposition is over. 
The preceding proof has the following by-product already used in the Section 4.
Corollary 5.3. Assume that Y is a semi-complete vector ﬁeld deﬁned on a neighborhood
of a rational curve C. Denoting by F the foliation associated to Y, we assume that F
leaves C invariant and that all the singularities of F have two eigenvalues different
from zero. Suppose also that Y has poles over C and that there are at least three
singularities p1, p2, p3 of F such that ord asypi (Y,C) = 0 for i = 1, 2, 3. Then the
regular orbits of Y possess two linearly independent periods.
We are now ready to prove Proposition (5.1).
Proof of Proposition (5.1). Suppose for a contradiction that the statement is false.
Then there are components Di, Di+1 of E , with Di ∩Di+1 = q, such that
(1) The restriction of Y to Di is regular.
(2) Y has zeros over Di+1.
In fact, the existence of Di, Di+1 as above follows from the fact that a component
on which Y has zeros cannot intersect a component on which Y has poles. In fact, the
intersection point of such two components cannot be a saddle-node (Theorem 3.4 of
“Part I”). Thus it must have two eigenvalues different from zero whose quotient is not
a positive integer. This is clearly impossible since Y is semi-complete.
Without loss of generality we can now set Di = D1 and Di+1 = D2. Let q1,2 denote
D1 ∩D2 and note that q1,2 cannot be a saddle-node singularity of F (Y has zeros over
D2, cf. Theorem 3.4 of “Part I”). Thus F has two eigenvalues different from zero at
q1,2. Next the asymptotic order of Y over D2 at q1,2 satisﬁes
0ord asyq1,2(Y,D
2) < 1
as a consequence of the deﬁnition of asymptotic order (and of the fact that Indq1,2(F,D2)
is negative since so is the ratio of the eigenvalues of F at q1,2). Given Propositions
(3.7) and (5.2), it results in the existence of a singular point of F , say q, belonging
to D2 where one has
ord asyq(Y,D2) > 1. (17)
60 J.C. Rebelo / J. Differential Equations 216 (2005) 32–77
In fact, if such singularity does not exist, then there are at least three singularities on
D2 whose corresponding asymptotic order (w.r.t. D2) is different from zero. In this
case Proposition (5.2) implies that the orbits of Y have two linearly independent periods
which is impossible.
Going back to the singularity q as in (17), we conclude that F must have two
eigenvalues different from zero at q. In particular F admits a separatrix S which
is transverse to D2 at q. Because ord asyq(Y,D2) > 1, Y must have zeros along
S3 since it does along D2. Therefore, Condition B.3 implies that S3 is contained
in an irreducible component of E which we denote by D3. From now on we set
q = q2,3.
To arrive to a contradiction we shall prove the existence of another component D4
of E which intersects D3 and belongs to the zero-divisor of Y. Continuing the argument
inductively we shall then conclude that E must have inﬁnitely many components which
is obviously impossible.
Thanks to Estimate (17) and Proposition (2.3), we know that 0ord asyq(Y,D3) < 1.
If ord asyq(Y,D3) > 0, then the same argument employed above yields the existence
of D4. So we just need to discuss the case in which ord asyq(Y,D3) = 0. Here one
has only two non-trivial possibilities:
(A) F has a singularity q = q2,3 in D3 at which ord asyq(Y,D3) = 2.
(B) F has two singularities q ′, q ′′ in D3 at which ord asyq ′(Y,D3) =
ord asyq ′′(Y,D3) = 1.
In all the above cases, the fact that Y has zeros over D3 guarantees that F has
two eigenvalues different from zero at each of the singularities in question. In Case
(A), Y must have zeros over the separatrix of F which is transverse to D3 at q. The
conclusion then follows.
As to Case (B), let us consider for example the singularity q ′. Let S ′ denote
the transverse separatrix to D3 of F at q ′. Then we must have ord asyq ′(Y,D3)
= ord asyq ′(Y,S ′) = 1. Thus the orders of Y over D3 and over S ′ coincide. In
other words Y has zeros over S ′ and hence S ′ is contained in another component
of E .
As observed the proof of the proposition now results from repeated iterations of the
arguments above. 
The second main result in this section, which still regards contractibility of divisors,
is Proposition (5.4). The assumptions involved in this proposition are as follows. First
E still is a normal crossing divisor whose irreducible components are rational curves
D1, . . . , Ds . For i = 1, s, let us assume that Di intersects only Di−1 and Di+1. Besides
D1 (resp. Ds) intersects only D2 (resp. Ds−1). For i = 1, . . . , s − 1, we denote by
qi,i+1 the intersection point of Di and Di+1. In other words, E is linear. Again let Y be
a meromorphic semi-complete vector ﬁeld deﬁned on a neighborhood of E . Denoting
by F the foliation associated to Y, let us also suppose that E is left invariant by F .
Besides these standard assumptions, we shall require that Y, F, E satisfy the following
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conditions:
(C.1) Y is regular on D1, Ds and has poles on D2, . . . , Ds−1.
(C.2) For i = 2, . . . , s − 1, the only singularities of F in Di are qi−1,i and qi,i+1.
(C.3) The singularities of F in E are reduced (i.e. they satisfy condition 2 of Section
3).
(C.4) ord asyqi,i+1(Y,Di) = 1 for all i = 1, . . . , s − 1.
Proposition 5.4. Let Y, F, E be as above and suppose that the pair F, E is mini-
mal (in the sense of Section 3). Then s = 3 and the self-intersection of D2 is zero.
Furthermore, q12 and q23 are saddle-node singularities of F .
Lemma 5.5. Suppose the existence of i0 ∈ {2, . . . , s − 1} such that Di0 has self-
intersection zero. Then s = 3 and i0 = 2. Furthermore, q12 and q23 are saddle-node
singularities of F .
Proof. By assumption the only singularities of F in Di0 are qi0−1,i0 and qi0,i0+1.
Note that none of these singularities can be a saddle-node whose weak invariant man-
ifold coincides with Di0 since Y has poles on Di0 . Thus Indqi0−1,i0 (F,Di0)0 (resp.
Indqi0,i0+1(F,Di0)0). In fact, observe ﬁrst that the inequality holds if qi0−1,i0 (resp.
qi0,i0+1) is a saddle-node singularity for, in this case, Di0 must coincide with its strong
invariant manifold. On the other hand, if F has two eigenvalues different from zero
at qi0−1,i0 (resp. qi0,i0+1), then their ratio is strictly negative and we conclude that
Indqi0−1,i0 (F,Di0) (resp. Indqi0,i0+1(F,Di0)) is strictly negative as well.
We now claim that both qi0−1,i0 , qi0,i0+1 are saddle-nodes singularities. Indeed, For-
mula (11) implies that
Indqi0−1,i0 (F,Di0)+ Indqi0,i0+1(F,Di0) = Di0 .Di0 = 0,
where Di0 .Di0 stands for the self-intersection of Di0 . It then follows from the preceding
discussion that Indqi0−1,i0 (F,Di0) = Indqi0,i0+1(F,Di0) = 0. Therefore qi0−1,i0 , qi0,i0+1
are saddle-nodes whose strong invariant manifolds are contained in Di0 .
To ﬁnish the proof of the lemma let us observe that Di0−1 (resp. Di0+1) must
coincide with the weak invariant manifold of qi0−1,i0 (resp. qi0,i0+1). Hence Y must be
regular on Di0−1 (resp. Di0+1). In other words, one has Di0−1 = D1 and Di0+1 = D3.
The lemma is proved. 
Given Lemma (5.5), to prove Proposition (5.4), we can suppose for a contradiction
that none of the irreducible components Di , i = 2, . . . , s− 1 of E has self-intersection
zero. We then consider one such component Di0 , i0 ∈ {2, . . . , s − 1}. As mentioned,
Formula (11) yields
Indqi0−1,i0 (F,Di0)+ Indqi0,i0+1(F,Di0) = Di0 .Di0 .
Again the fact that F cannot possess a saddle-node singularity in Di0 for which
Di0 coincides with the weak invariant manifold ensures that both Indqi0−1,i0 (F,Di0),
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Indqi0,i0+1(F,Di0) are non-positive (cf. Condition C.3). Thus Di0 .Di00. However we
have supposed for a contradiction that the self-intersection of Di0 is not zero. This
self-intersection cannot be −1 either since the pair F, E is minimal (recall Formula
(2) and Condition C.2). Summarizing we have concluded that
Di.Di − 2 (18)
for all i ∈ {2, . . . , s − 1}.
Here is a simple lemma summarizing some information necessary for the Proof of
Proposition (5.4).
Lemma 5.6. The singularities q1,2 and qs−1,s are saddle-nodes with strong invariant
manifolds contained respectively in D2 and Ds−1. Furthermore F has two eigenvalues
different from zero at each of the remaining singularities q2,3, . . . , qs−2,s−1.
Proof. Let us ﬁrst check that q1,2 is a saddle-node singularity whose strong invariant
manifold is contained in D2 (the case of qs−2,s−1 is analogous). Since Y has poles
on D2, it is enough to verify that F does not have two eigenvalues different from
zero at q1,2. Hence we suppose for a contradiction that F has eigenvalues 1, 2,
1.2 = 0, at q1,2. Consider local coordinates (x, y) around q1,2 with {x = 0} ⊂ D1
and {y = 0} ⊂ D2. In these coordinates Y becomes
yb[1x(1+ h.o.t.)/x − 2y(1+ h.o.t.)/y],
where b < 0 since Y has poles on D2 (and Y is regular on D1). Now the deﬁnition
of asymptotic order gives us that ord asyq1,2(0,0)(Y, {y = 0}) = 1− b2/1. It follows
from Condition (C.4) that b2/1 = 0 what is obviously impossible.
To ﬁnish the proof we just need to observe that F has two eigenvalues different from
zero at qi,i+1 for i = 2, . . . , s−2. Notice that F has two separatrizes at qi,i+1, namely
those induced by the curves Di and Di+1. Besides Y has poles on both separatrizes so
that the fact that Y is semi-complete prevents qi,i+1 from being a saddle-node. Therefore
the statement results from Condition (C.3). 
Proof of Proposition (5.4). Consider the component D2 (resp. Ds−1) of E and the
singularity q2,3 ∈ D2 (resp. qs−2,s−1 ∈ Ds−1). Formula (11) applied to D2, Ds−1
implies that both Indq2,3(F,D2) and Indqs−2,s−1(F,Ds−1) are integers (strictly smaller
than −1, cf. Estimate (18)). This is actually a consequence of the fact that the index of
the strong invariant manifold of a saddle-node is zero combined to Lemma (5.6) which
states that q1,2 (resp. qs−1,s) is a saddle-node with strong invariant manifold contained
in D2 (resp. Ds−1). Now we let
Indq2,3(F,D2) = −n0 with n02.
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To obtain the desired contradiction we are going to prove the claim below which asserts
that Indqs−2,s−1(F,Ds−1) is not an integer.
Claim. Indqs−2,s−1(F,Ds−1) cannot be an integer.
Proof. The proof consists of computing Indqs−2,s−1(F,Ds−1) by means of successive
applications of Formula (11). This calculation is based on the following remark. For a
moment let F be a foliation deﬁned on a neighborhood of (0, 0) ∈ C2 and having two
non-zero eigenvalues whose quotient is not a positive integer. If S1, S2 denote the two
(smooth and transverse) separatrizes of F , then one has
Ind(0,0)(F,S1) = 1Ind(0,0)(F,S2) .
Now let us go back to our setting. Recall that, at each singularity q2,3, . . . , qs−2,s−1,
F has two eigenvalues different from zero whose quotient is not a positive integer (cf.
Lemma (5.6)). Therefore Eq. (5) applies to these singularities. Since Indq2,3(F,D2) =
−n0, we obtain Indq2,3(F,D3) = −1/n0. Now Formula (11) provides
Indq3,4(F,D3) = D3.D3 + 1/n0 =
n0D3.D3 + 1
n0
= −n1
n0
.
Note that n0D3.D3+ 1 is relatively prime with n0 so that n1/n0 cannot be simpliﬁed.
Also n1 = −n0D3.D3 − 1 > n0 since D3.D3 − 2 and n02. Using again Formula
(5), we conclude that Indq3,4(F,D4) = −n0/n1 /∈ Z. In particular s > 5.
We continue inductively. Formula (11) now implies that
Indq4,5(F,D4) = D4.D4 + n0/n1 = −n2/n1,
where n2 = −n1D4.D4 − n0 > n1 since D4.D4 − 2 and n1 > n0. Besides n2, n1
are relatively prime since n1, n0 are so. Thus n2/n1 cannot be simpliﬁed. Furthermore,
Indq4,5(F,D5) = −n1/n2 does not belong to Z. Thus s > 6. After ﬁnitely many
repetitions of this argument the claim follows. The proof of the proposition is also
over. 
6. The structure of resolution trees
Let us consider a meromorphic semi-complete vector ﬁeld Y deﬁned around (0, 0) ∈
C2 and denote by F the foliation associated to Y. We assume that Y,F are as in the
statement of Theorem (2.4).
Following [Se], we consider a resolution tree for F as in (5). Recall that each i is
a punctual blow-up centered at a reducible singularity of F . Besides all singularities
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of F˜ s are reduced (i.e. they are saddle-nodes or have two eigenvalues different from
zero whose ratio is not a positive integer). In the sequel we suppose that the resolution
tree and the corresponding exceptional divisor are minimal in the sense of Section 4.
As a consequence, if we denote by Y˜ = Y˜ 1, . . . , Y˜ s the corresponding blow-ups of Y,
then Y˜ s , F˜ s and the corresponding (total) exceptional divisor satisfy all the conditions
(from 1 to 8) of Section 4. To abridge notations, sometimes we are going to make no
distinction between a curve and its proper transform.
Note also that Condition (d) (in Section 2) guarantees that Y˜ , and therefore Y˜ i for
all i ∈ {1, . . . , s}, has poles on −1(0) (cf. Formula (4)). Therefore the resolution tree
of Y,F mentioned above is such that Y˜ s has poles on at least one component of the
corresponding exceptional divisor. Since the zero-divisor of Y˜ s is entirely contained in
the exceptional divisor in question (cf. Condition a), it follows from Proposition (5.1)
that the zero-divisor of Y˜ s is, in fact, empty. For reference we state:
Lemma 6.1. For every i = 1, . . . , s, the vector ﬁeld Y˜ i does not have zeros over any
component of the exceptional divisor Ei .
Lemma 6.2. The foliation F˜1 possesses exactly 2 singularities in −1(0). Furthermore,
the asymptotic order of Y˜ over −1(0) at these singularities is 1.
Proof. First we suppose for a contradiction that F˜1 has more than two singularities.
Denoting them by p1, . . . , pr , Propositions (3.7) and (2.3) allow us to suppose without
loss of generality that 0 < ord asyp1(Y,
−1(0)) < 1 (strictly).
Claim. p1 is a reduced singularity.
Proof. Suppose for a contradiction that the claim is false. Then the resolution tree
(5) contains a (minimal) subtree sitting over p1 and having an irreducible compo-
nent with self-intersection −1. Consider the exceptional divisor corresponding to this
subtree and denote by D2 its irreducible component meeting −1(0) at p1. Since
ord asyp1(Y˜
s,−1(0)) = ord asyp1(Y˜ 1,−1(0)) < 1 and Y˜ s has poles of −1(0), it fol-
lows that p1 cannot be a saddle-node singularity for F˜ s (the weak invariant manifold of
a saddle-node cannot be contained in −1(0) since Y˜ s has poles on it; if −1(0) were the
strong invariant manifold then one would have ord asyp1(Y˜
s,−1(0)) = 1). Therefore
F˜ s has two eigenvalues different from zero at p1 and thus it admits the normal form (13)
on a neighborhood of p1 (cf. Lemma (4.4)). Now, recalling that ord asyp1(Y˜ s,−1(0)) =
ord asyp1(Y˜
1,−1(0)) < 1, we conclude that ord asyp1(Y˜
s,D2) > 1 (strictly). It also
follows that Y˜ s has poles over D2, cf. Lemma (4.3). Now Proposition (4.1) yields a
contradiction proving our claim. 
The above proof actually shows that F˜1 has two eigenvalues different from zero at
p1. In fact, Lemma (4.4) ensures the existence of local coordinates (x, t) around p1
in which Y˜ becomes Y˜ = xatb[mt(1 + h.o.t.)/t − nx(1 + h.o.t.)/x] with {x =
0} ⊂ −1(0). Note also that a is strictly negative (Y˜ s has poles on −1(0)). The fact
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that ord asyp1(Y˜
1,−1(0)) < 1 then implies that b is negative as well. Furthermore,
ord asyp1(Y˜
1, {t = 0}) > 1. This gives us the desired contradiction. In fact, ﬁrst note
that the axis {t = 0} is not contained in the exceptional divisor of (5) since p1 is
reduced. On the other hand, it is contained in the divisor of poles of Y˜ 1 so that it must
be contained in the proper transform of the separatrix {y = 0} of F . This is however
impossible since ord asy(0,0)(Y, {y = 0})1.
Finally we notice that the above contradiction was obtained by using only the exis-
tence of a singularity p1 ∈ −1(0) such that ord asyp1(Y˜ 1,−1(0)) < 1. Thus the same
argument shows that, when F˜1 has two singularities on −1(0), the asymptotic order
of each of them over −1(0) has to be 1.
To conclude the proof, we need to show that F˜1 cannot have a unique singularity
in −1(0) either. This is however an immediate consequence of Proposition (4.8). The
lemma is proved. 
After the above lemma, we denote by p11, p12 the singularities of F˜1 in −1(0). We
set p11 = −1(0)∩˜{y = 0}, where ˜{y = 0} stands for the proper transform of {y = 0}. It
results that at least one between p11, p21 is not reduced, otherwise Y would have adapted
poles at (0, 0) hence contradicting Condition (e). We then continue the procedure as
follows.
Lemma 6.3. Suppose that one of the following holds:
(A) 2 consists of blowing-up p12 and, furthermore, Y˜ 2 has poles on the exceptional
divisor D2 = −12 (p12). Then F˜2 has at most 2 singularities in D2. Furthermore, if
F˜2 has 2 singularities, then the asymptotic order of Y˜ 2 w.r.t. D2 is 1 at each of
these singularities.
(B) 2 consists of blowing-up p12. Then F˜2 has at most 2 singularities in D2. Moreover,
if F˜2 has 2 singularities, then the asymptotic order of Y˜ 2 w.r.t. D2 is 1 at each of
these singularities.
Proof. Once we have supposed that Y˜ 2 has poles on D2, the same argument of Lemma
(6.2) allows us to conclude that F˜2 cannot have more then two singularities on D2
(whose corresponding asymptotic orders must, in addition, be equal to 1).
In case (B), we just have to observe that Y˜ 2 necessarily has poles on D2 because of
Condition (C). Then the argument is again the same. 
The next lemma sharpens the statement above in both cases (A) and (B).
Lemma 6.4. Suppose that Y˜ 2 has poles on D2 (recall that this is always true in the
case (B)). Then F˜2 has exactly two singularities on D2 each of them having asymptotic
order w.r.t. D2 equal to 1.
Proof. Given Lemma (6.3), the statement amounts to say that F˜ cannot have a unique
singularity in D2 provided that Y˜ 2 has poles over D2. Therefore, we suppose for a
contradiction that F˜2 has a unique singularity q1,2 = D1 ∩D2 (D1 = −1(0)) in D2.
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Let us ﬁrst check that q1,2 cannot be a reduced singularity of F˜2. Notice that F˜2
has two (smooth and transverse) separatrizes at q1,2 which are contained in the rational
curves D1 and D2. Since Y˜ 2 has poles on both these separatrizes, it results that q1,2
cannot be a saddle-node singularity of F˜2. Assuming for a contradiction that q1,2 is a
reduced singularity of F˜2, it results that F˜2 has two eigenvalues different from zero
at q1,2. Since q1,2 is the unique singularity of F˜2 in D2 (and given that the divisor
of poles/zeros of Y is invariant by F), Proposition (3.7) yields ord asyq1,2(Y˜ 2,D2) = 2.
Thus ord asyq1,2(Y˜
2,D1) < 1 (strictly) which contradicts Lemma (6.3).
We now consider the resolution tree (5). Since q1,2 is not a reduced singularity,
this tree contains a subtree sitting over the (unique) singularity of F˜ s over the proper
transform D˜2 of D2 (note that D˜2 and the proper transform D˜1 of D1 do not intersect
each other). We claim that Y˜ s is not regular over any irreducible component of the
subtree in question. This is, in fact, a direct consequence of Proposition (4.8) for,
otherwise, this proposition would imply that F˜ s had to have two singularities in D˜2.
It follows that Y˜ 2 has adapted poles and q1,2. Theorem 6.8 of “Part I” then ensures
that Y˜ 2 has a local normal form around q1,2 which belongs to the family Z(n)1,00 or
to the family Z(n)0,12. However, since F˜2 has two separatrizes (D1,D2) over which Y˜ 2
has poles, we conclude that the family in question is Z(n)0,12 and that the asymptotic
order of Y˜ 2 w.r.t. D1 at q1,2 is 2. This gives us the ﬁnal contradiction proving the
lemma. 
If Y˜ 2 has poles on D2 then our resolution tree is not yet completed since Y does not
have adapted poles. Thus, by blowing up a non-reduced singularity of F˜2, we obtain
a new rational curve D3 along with a vector ﬁeld Y˜ 3 and a foliation F˜3.
Lemma 6.5. Suppose that Y˜ 3 has poles over D3. Then F˜3 has exactly two singularities
over D3 each of them having asymptotic order w.r.t. D3 equal to 1.
Proof. The statement follows immediately from the preceding arguments unless D3 is
obtained by blowing up the point q1,2 = D1∩D2. We shall discuss only this case. The
proper transforms of D1,D2 will still be denoted by D1,D2. However we now have
D1 ∩D2 = ∅. Moreover D1 (resp. D2) intersects D3 at a point p31 (resp. p32). Given
Lemmas (6.2) and (6.4), one also has ord asyp31 (Y˜
3,D1) = ord asyp32 (Y˜
3,D2) = 1.
Since Y˜ 3 has poles on D3 (as well as on D1, D2), we conclude that F˜3 has two
eigenvalues different from zero at p31 (resp. p32). Therefore it follows that
ord asyp31 (Y˜
3,D3) = ord asyp32 (Y˜
3,D3) = 1.
Next we suppose for a contradiction that the statement is false. Then there is a
third singularity p33 ∈ D3 of F˜3 which necessarily satisﬁes ord asyp33 (Y˜
3,D3) = 0 (cf.
Propositions (2.3) and (3.7)). Now we claim that p33 is a reduced singularity. Otherwise
we can consider the resolution tree of p33 alone and Proposition (4.1) will lead to a
contradiction. Similarly, we also conclude that F˜3 must have two eigenvalues different
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from zero at p33. In particular there is a separatrix S of F˜3 at p33 which is transverse to
D3. Clearly S is not contained in D1 ∪D2 ∪D3. The fact that ord asyp33 (Y˜
3,D3) = 0
implies that Y˜ 3 has poles over S and that ord asyp33 (Y˜
3,S) > 1. Because Y˜ 3 has poles
on S and S is not contained in the exceptional divisor, it results that S must be
the proper transform of the divisor of poles of Y. This is however impossible due to
Condition (f). The resulting contradiction proves the lemma. 
Let us continue our reduction procedure until the moment at which a rational curve
Dk0 where the restriction of the corresponding vector ﬁeld Y˜ k0 is regular arises. Imme-
diately before this step, we have a vector ﬁeld Y˜ k0−1 along with its associated foliation
F˜k0−1. The total exceptional divisor D1 ∪ · · · ∪Dk0−1 is going to be denoted also by
Ek0−1. The proper transform of the divisor of poles of the original vector ﬁeld Y is al-
ways denoted by ˜{y = 0}. A standard induction argument combined with the preceding
lemmata yields:
Lemma 6.6. Up to renaming D1, . . . , Dk0−1, the divisor Ek0−1 has the following struc-
ture:
• The intersection of ˜{y = 0} with Ek0−1 occurs at a point p0 ∈ D1.
• D1 (resp. Dk0−1) intersects only D2 (resp. Dk0−2) at a point q1,2 (resp. qk0−2,k0−1).
• For i ∈ {2, . . . , k0−2}, each component Di intersects only Di−1 and Di+1 at points
respectively denoted by qi−1,i , qi,i+1.
• The divisor of poles of Y˜ k0−1 consists of ˜{y = 0} ∪ Ek0−1.
• Besides qk0−2,k0−1, F˜k0−1 has exactly another singularity, denoted by p1, over Dk0−1.
• The asymptotic order of Y˜ k0−1 w.r.t. Di , i = 1, . . . , k0−1, at a singularity of F˜k0−1
in Di is 1.
The lemma below adds a remark to Lemma (6.6).
Lemma 6.7. Without loss of generality we can suppose that p0 is reduced.
Proof. Clearly we can construct the resolution tree by concentrating the initial blow-
ups at the singularities belonging to the proper transform ˜{y = 0} of {y = 0}. These
blow-ups will always produce vector ﬁelds having poles over the exceptional curve
added since the order of the foliation in question at one such singularity cannot be
greater than the order of the original foliation F at (0, 0). In fact, recall from the Proof
of Proposition (2.8) that the order of a foliation can increase under a blow-up only
if the blown-up foliation has a unique singularity on the exceptional curve introduced
by the blow-up map under consideration. However, in the present case, Lemma (6.6)
ensures that each such blown-up foliation has two singularities on the new exceptional
(rational) curve so that the claim follows. The statement now results immediately from
Formula (4) and Condition (d). 
Next we consider the center of the blow-up giving rise to Dk0 . This center
is a singularity of F˜k0−1 necessarily different from p0 thanks to Lemma (6.7).
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Therefore only two situations may occur.
(1) The center of the blow-up is p1.
(2) The center is the intersection point of two irreducible components Di, Di+1 of
Ek0−1.
The discussion of the possibilities above will be the object of the next section where
Theorem (2.4) will ﬁnally be proved.
7. Proof of Theorem (2.4)
In this section we shall provide a detailed analyses of the possibilities 1 and 2
mentioned after the statement of Lemma (6.7) in Section 6. Theorem (2.4) will result
as a consequence of our discussion. Let us resume the notations of Section 6.
First we are going to study the possibility number 1. Note that, modulo having
the second case, we can assume without loss of generality that all the singularities
p0, q1,2, . . . , qk0−2,k0−1 are reduced. Indeed, this can always be obtained by modifying
our choice for the sequence of punctual blow-ups. The combination of Proposition (7.1)
below with Lemma (6.6) and the preceding remark produces part of the statement of
Theorem (2.4), namely:
Proposition 7.1. On a neighborhood of p1 ∈ Dk0−1, the vector ﬁeld Y˜ k0−1 admits a
normal form in family F1.
The proof of Proposition (7.1) is clearly reduced to check that Y˜ k0−1 has t.d.o.p.
(at p1). To abridge notations, let us identify p1 with (0, 0) and denote by Z the re-
striction of Y˜ k0−1 to a neighborhood of p1 ( (0, 0)). Also let F be the foliation
associated to Z and, in appropriate coordinates, set Z = y−nZ where Z is a holomor-
phic vector ﬁeld having an isolated singularity at (0, 0) ∈ C2. Clearly the separatrix
{y = 0} of Z is induced by the rational curve Dk0−1 so that Lemma (6.6) guarantees
ord asy(0,0)(Z, {y = 0}) = 1.
Proof of Proposition (7.1). Keeping the preceding notations, we recall that it is suf-
ﬁcient to verify that Z has t.d.o.p. at (0, 0). Therefore we consider a resolution tree
F = F0 =0←− F˜1 1←− · · · s−1←− F˜ s (19)
for F . Let Z˜1, . . . , Z˜s be the corresponding proper transforms of Z. According to
Lemma (6.1) all these vector ﬁelds have empty divisor of zeros. Now we suppose for
a contradiction that Z does not have t.d.o.p. Let i0 denote the ﬁrst blow-up in the
resolution tree (19) for which the corresponding vector ﬁeld Z˜i0 has poles over the
rational curve introduced. Denote by pi0 the center of this blow-up and by i0 the
(punctual) blow-up map in question. Finally let D1 be the rational curve contained in
the exceptional divisor −1i0 ◦ · · · ◦ −1(0) to which pi0 belongs.
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Consider the vector ﬁeld Z˜i0 on a neighborhood of pi0 . By the assumption on i0, the
divisor of poles of Z˜i0 consists of the proper transform ˜{y = 0} of {y = 0}. Therefore
we must have pi0 ∈ D1∩˜{y = 0}. Also by assumption, pi0 is not a reduced singularity
of F˜ i0 . We claim that Z˜i0 does not have adapted poles at pi0 . Otherwise Theorem 6.8
of “Part I” would imply, in particular, that ord asy(0,0)(Z, {y = 0}) = 2 contradicting
Lemma (6.6).
Next we consider the subtree of (19) sitting over pi0 (which is itself a resolution tree
for F˜ i0 on a neighborhood of pi0 ). Clearly the restriction of Z˜i0 to a neighborhood of
pi0 satisﬁes all the assumptions of Theorem (2.4). Thus the conclusions of Lemma (6.6)
applies to Z˜i0 and to the subtree mentioned above. In other words, modulo changing
the order of the punctual blow-up maps in (19), one has the subtree
F˜ i0 i0←− · · · i1−1←− F˜ i1
such that the following holds:
(1) The vector ﬁeld Z˜i1 is regular on (the proper transform of) D1 and on the (last)
irreducible component of −1i1−1 ◦ · · · ◦ −1i0 (pi0) introduced by i1−1.
(2) Z˜i1 has poles over the remaining components of −1i1−1 ◦ · · · ◦ −1i0 (pi0).
(3) The structure of the divisor D1 ∪ (−1i1−1 ◦ · · · ◦ −1i0 (pi0)) is the one described in
Lemma (6.6) (i.e. this divisor is linear).
Furthermore, modulo changing again the order of blow-ups and repeating our arguments,
we can suppose that all the singularities of F˜ i0 lying in −1i1−2 ◦ · · · ◦ −1i0 (pi0) are
reduced.
It follows from the preceding that the vector ﬁeld Z˜i1 and the divisor D1 ∪ (−1i1−1 ◦
· · · ◦ −1i0 (pi0)) satisfy conditions (C.1), (C.2), (C.3), (C.4) of Section 5. Therefore
Proposition (5.4) states that this divisor should be contractible to either a point or to
the divisor described in its statement. Both alternatives are obviously impossible in the
present case. The resulting contradiction proves the statement. 
The remainder of this section is devoted to the analyses of the second possibil-
ity and prove that, in fact, it cannot occur. In this way the proof of Theorem (2.4)
will be completed. To prove that the possibility in question cannot take place, we
shall argument by contradiction. Therefore we suppose from now on that the blow-
up map giving rise to Dk0 is centered at qi0,i0+1 where the components Di0 , Di0+1
intersect each other (i0 ∈ {1, . . . , k0 − 2}). After Lemma (6.7) we can suppose that
p0 is a reduced singularity. Thus, by reorganizing the sequence of blow-ups, we
can suppose without loss of generality that all the singularities p0, . . . , qi0−1,i0 are
reduced.
Let us now consider the vector ﬁeld Y˜ k0 (resp. foliation F˜k0 ) on a neighborhood
of Dk0 . The pole divisor of Y˜ k0 (restricted to such neighborhood) consists of two
curves (the proper transforms of Di0 and Di0+1) intersecting Dk0 at points p˜1 = p˜2
(p˜1 = Dk0 ∩ D˜i0 and p˜2 = Dk0 ∩ D˜i0+1 where D˜i0 , D˜i0+1 stand respectively for the
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proper transforms if Di0 , Di0+1). The remaining singularities of F˜k0 over Dk0 are
reduced since the restrictions of Y˜ k0 to small neighborhoods of them are holomorphic.
Furthermore one has the lemma below.
Lemma 7.2. The singularities p1, qk0−2,k0−1, . . . , qi0+1,i0+2 of F˜k0−1 are all reduced.
Proof. Suppose for a contradiction that the statement is false. Let qj be the ﬁrst
singularity (going from qi0+1,i0+2 to p1) which is not reduced. Clearly F˜k0−1 admits
at qj at least one separatrix over which Y˜ k0−1 has poles. If we denote by S such
separatrix, Lemma (6.6) tells us that ord asyqj (Y˜ k0−1,S) = 1. Hence Theorem 6.8 of
“Part I” implies that Y˜ k0−1 does not have adapted poles at qj .
The rest of the proof is similar to the proof of Proposition (7.1). We continue the
reduction procedure by performing blow-ups at qj and at p˜2 (if needed). We also
observe the following facts concerning the vector ﬁelds (resp. foliations) obtained in
this way:
(A) A singularity that does not belong to the divisor of poles of the corresponding
vector ﬁeld has to be reduced for the associated foliation.
(B) The restriction of a vector ﬁeld to a non-reduced singularity where it does not have
adapted poles satisfy the assumptions of Theorem (2.4) or is as in the proof of
Lemma (6.5).
Obviously the statement (A)—follows from the fact that the vector ﬁeld is holomor-
phic on such neighborhood. The statement (B) is clear. The consequence of (B) is that
the arguments of Section 6 can be repeated inductively in order to obtain the following
claim:
Claim. Let Y˜ J be a certain blow-up of Y and denote by F˜J its associated foliation.
Suppose that C is an irreducible component of the corresponding exceptional divi-
sor over which Y˜ J has poles. Then F˜J has exactly two singularities a1,a2 over C.
Furthermore, ord asyq1(Y˜ J ,C) = ord asyq2(Y˜ J ,C) = 1.
In view of the preceding claim we conclude the proof as follows. By performing
blow-ups at qj and at p˜2 we arrive to a linear subdivisor EJ together with a vector
ﬁeld Y˜ J (resp. foliation F˜J ). Moreover, the triple Y˜ J , F˜J , EJ satisfy conditions (C.1),
(C.2), (C.3) and (C.4) of Section 5. Since we can suppose that this divisor is minimal,
it follows that it must have the structure described in Proposition (5.4). This is clearly
impossible in our case so that we obtain the desired contradiction.
As a corollary of Lemma (7.2), we conclude that p1 is a saddle-node singularity
whose strong invariant manifold is contained in Dk0−1. In fact, if F˜k0−1 had two
eigenvalues different from zero at p1, then it would also have a separatrix S transverse
to Dk0−1 at p1. The fact that ord asyp1(Y˜
k0−1,Dk0−1) = 1 (cf. Lemma (6.6)) would
imply that ord asyp1(Y˜
k0−1,S) = 1 as well. Therefore Y˜ k0−1 would have poles over
S since it does over Dk0−1. This however is impossible since the proper transform of
{y = 0} does not meet Dk0−1.
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Proof of Theorem (2.4). As mentioned the proof now consists of showing that the
second case stated after Lemma (6.7) in Section 6 is actually impossible. Denote by
Ek0 the exceptional divisor relative to F˜k0 , Y˜ k0 . Next consider the subdivisor Ek01 of Ek0
consisting of the union of the proper transforms of Di0+1, . . . , Dk0−1 which are going
to be respectively denoted by D˜i0−1, . . . , D˜k0−1. Note that each irreducible component
of this divisor must have self-intersection less than or equal to −2. Indeed, this is clear
to D˜i0−1 since it is the proper transform of Di0−1 (a curve of negative self-intersection)
under a blow-up map centered at a point belonging to this curve (namely qi0,i0+1). For
the other components the claim results from the combination of the fact that the divisor
in question can be supposed to be minimal for F˜k0 with Lemma (7.2) which states
that the singularities lying in these components are all reduced.
Suppose now that the singularity p˜2 is reduced for F˜k0 . The same argument em-
ployed in Lemma (7.2) (which concerned p1) also ensures that p˜2 must be a saddle-
node whose strong invariant manifold is contained in D˜i0−1. The remaining singularities
qi0+1,i0+2, . . . , qk0−2,k0−1 have two eigenvalues different from zero whose ratio is nega-
tive rational. Now the same argument of computing self-intersections used in the Proof
of Proposition (5.4) leads to a contradiction.
The general case in which p˜2 is not reduced can be handled in a similar way. More
precisely it can be shown by using the same arguments of Proposition (7.1) that Y˜ k0
admits a normal form in family F1 on a neighborhood of p˜2. Thus, modulo applying
ﬁnitely many further blow-ups, we shall arrive to the case treated above. The theorem
is proved. 
8. Application to complete polynomial vector ﬁelds
Here we are going to provide a proof for the theorem stated in the introduction
along the lines of Theorem (2.4). This proof will not require the full force of Theorem
(2.4) but it will make considerable use of the tools developed in Sections 4 and 5.
In the sequel polynomial vector ﬁelds of degree 1 are excluded. Let X be a complete
polynomial vector ﬁeld on C2 and recall that X can also be viewed as a meromorphic
vector ﬁeld on CP(2) with poles on the line at inﬁnity . As usual let F stand for
the foliation induced by X on CP(2). The line at inﬁnity  is necessarily invariant by
F as it is easy to see.
From now on we suppose that the typical orbit of X is of type C. Let us suppose for
a contradiction that the ﬂow of X does not preserve a rational pencil in CP(2). Note
that we can also assume the existence of a singularity of F in  at which X does not
have adapted poles (cf. “Part I”).
The strategy of proof is as follows: consider a polynomial P deﬁning a rational
pencil on CP(2). Clearly P must have indeterminacy points in . However it might
happen that, after ﬁnitely many blow-ups/blow-downs, all the indeterminacy points of
(the proper transform of) P lies in curves where (the proper transform of) X does
not have poles. In other words, up to birational transformations, it is possible that a
generic curve in the pencil of P does not meet the divisor of poles of X. In such
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case, the classical Blanchard Lemma guarantees that the ﬂow induced by X must
preserve the pencil in question. The purpose of the present discussion is to show that,
indeed, this situation always occurs. Notice that it is precisely the fact that X does
not have adapted poles at a singularity in  that gives this procedure a chance to be
successful.
Remark 8.1. Let p ∈  be a singularity of F . Denoting by X˜ the blow-up of X
centered at p, we observe that X˜ necessarily has poles on −1(p). To verify this claim,
up to a change of coordinates, we can suppose that p is the intersection of  and the
line given in afﬁne coordinates by {y = 0}. Now we notice that the proper transform
of the polynomial P = y does not have indeterminacy points any longer. Besides the
generic curves of the pencil induced by P intersects only −1(p) and not the proper
transform of . If X˜ does not have poles on −1(p) it results that these generic
leaves do not intersect the divisor of poles of X˜. Therefore Blanchard Lemma yields
a contradiction.
Remark 8.2. Here we are going to provide an additional information concerning
saddle-nodes. Modulo applying a sequence of blow-ups (-processus) assume that
p is a saddle-node singularity of F . Suppose also that both the strong and the
weak invariant manifolds are contained in the divisor at inﬁnity.
The fact that X is complete on the complement of this divisor then implies that
ordp(X,S) = ord asyp(X,S)1 where S stands for the weak invariant manifold
of p. In fact, the other possibility would be ordp(X,S) = ord asyp(X,S) = 0.
In this case, however, the ﬂow induced on S would reach p in ﬁnite time. Since
there are real trajectories of X (contained in the complement of the divisor at in-
ﬁnity) converging to p, it would follow that such trajectories reach p in ﬁnite time
as well. This is impossible since X is complete in the complement of the divisor
at inﬁnity.
Lemma 8.3. Up to birational transformation, assume that all the singularities of the
foliation F associated to X are reduced. If D is a rational curve over which X has
poles then the self-intersection of D is strictly negative.
Proof. Let p1, . . . , pr be the singularities of F over D. Note that none of the pi’s can
be a saddle-node with weak invariant manifold contained in D since X has poles over
D. Therefore, for every i = 1, . . . , r , we have Indpi (F,D)0. Thus, supposing for a
contradiction that the statement is false, it follows that
Indp1(F,D) = · · · = Indpr (F,D) = 0.
We conclude that all the pi’s are saddle-nodes whose strong invariant manifold coin-
cides with D. In particular, the self-intersection of D is zero. Besides D is an isolated
component of the divisor of poles of X i.e. on a small neighborhood of D, the divisor
of poles of X coincides with D.
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Next we observe that D is a regular ﬁber of a rational ﬁbration since its self-
intersection is zero (and the ambient manifold is birationally equivalent to CP(2)).
Therefore the regular ﬁbers of this ﬁbration which are sufﬁciently close to D cannot
intersect the divisor of poles of X since it coincides with D on a neighborhood of D. It
follows from Blanchard Lemma that the ﬂow of X must preserve the rational ﬁbration
in question (cf. above). The resulting contradiction proves the lemma. 
Case 1: Suppose that F has more than one singularity in the line at inﬁnity .
Lemma 8.4. F has exactly two singularities p1, p2 in . Furthermore ord asyp1(X,)= ord asyp2(X,) = 1.
Proof. Suppose ﬁrstly the existence of a singularity p ∈  of F such that
ord asyp(X,) < 1 (strictly). Since X has poles on  it is clear that p cannot be
a reduced singularity. On the other hand, considering the resolution tree of p [Se],
Proposition (4.1) (or rather Corollary (4.6)) allows us to conclude that the correspond-
ing proper transform of X has poles over all the components of the exceptional divisor
introduced by this tree. Hence Theorem 6.8 of “Part I” implies that X admits a normal
form in family Z(n)0,12 or in family Z
(n)
1,00 on a neighborhood of p. In particular, one has
ord asyp(X,) = 2 what contradicts our assumption and proves the lemma. 
Given Lemma (8.4) we consider the singularity p1 (resp. p2) of F in the line at
inﬁnity . If p1 (resp. p2) is reduced, then it is a saddle-node whose strong invariant
manifold is contained in . On the other hand, if p1 (resp. p2) is not reduced, then
X cannot have adapted poles at p1 (resp. p2). Indeed, if X had adapted poles at, say,
p1, then Theorem 6.8 of “Part I” would provide a contradiction again.
Of course we want to apply Theorem (2.4) to describe the structure of X around
p1, p2. It is then necessary to check that X satisfy all the assumption of the theo-
rem in question on a neighborhood of p1, p2. Note that all these assumptions are
clearly veriﬁed with exception of the fact that the divisor of zeros of X (on a neigh-
borhood of p1, p2) must be empty. This however is precisely the content of the next
lemma.
Lemma 8.5. The divisor of zeros of X does not intersect a small neighborhood of p1
(resp. p2).
Proof. Suppose for a contradiction that the statement is false and denote by S a
component of the zero divisor of X containing p1. Clearly p1 cannot be a saddle-node
so that it is not an irreducible singularity of F . Hence we can consider a resolution
tree for F at p1. Let E1 be the exceptional divisor introduced by the blow-up maps
involved in this resolution tree. Finally, let Di0 be a component of E1 intersecting (the
proper transform of) S.
Consider the Dynkin diagram of the divisor E1 ∪  (where  actually stands for
the proper transform of the line at inﬁnity). Fix an embedded path  in this Dynkin
diagram which starts at  and ends at Di0 . The path  clearly meets a component Di1
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of E1 verifying the following:
(A) The restriction of the proper transform X˜ of X to Di1 is regular.
(B) Di1 intersects a component of the divisor of zeros of X˜ at a point p (which is
obviously singular for the proper transform F˜ of F).
(C) Di1 is the ﬁrst component in  satisfying conditions (A) and (B) above.
Since p ∈ Di1 is a reduced singularity contained in the divisor of zeros of X˜,
we conclude that F˜ has two eigenvalues different from zero at p. In particular one
has ord asyp(X˜,Di1) = ordp(X˜,Di1) = 2. Therefore, if p1, . . . , pl are the remaining
singularities of F˜ over Di1 , one must have
ord asyp1(X˜,D
i1) = · · · = ord asypl (X˜,Di1) = 0.
As a consequence of the preceding X˜ has poles over all the remaining components of
E1 ∪  intersecting Di1 .
Now let Di2 be the component immediate before Di1 in the sense of . Note that
Condition (C) above guarantees that Di1 is well-deﬁned. It follows that X˜ has poles over
Di2 . Also pi = Di1 ∩Di2 cannot be a saddle-node due to Remark (8.2). Thus F˜ has
two eigenvalues different from zero at pi and hence ord asypi (X˜,D
i2) > 1 (strictly).
Using Corollary (4.6), we conclude the existence of a singularity p of F˜ lying in 
and satisfying ord asyp(X˜,) > 1 (strictly). This however contradicts Lemma (8.4)
thus completing our proof. 
We are ﬁnally ready to prove the theorem stated in the introduction.
Proof (Classiﬁcation of complete polynomial vector ﬁelds on C2 having typical orbit
of type C in Case 1). Keep the preceding notations. Recall that we have supposed
for a contradiction that the ﬂow of X does not preserve a rational pencil in CP(2).
As already explained, to obtain the desired contradiction we are going to construct
a rational pencil in a surface bimeromorphically equivalent to CP(2) whose generic
leaves are disjoint of the pole divisor of the corresponding proper transform of X.
Suppose ﬁrst that neither p1 nor p2 is a reduced singularity of F . Then consider
a resolution tree for F at p1 (resp. p2) and denote by E1 (resp. E2) the resulting
exceptional divisor. Applying Theorem (2.4) to these resolution tree, we see that E1
(resp. E2) starts with a linear divisor E lin1 (resp. E lin2 ) consisting of rational curves
D11, . . . , D
r1
1 (resp. D12, . . . , Dr22 ) such that the proper transform X˜ of X has poles over
D11, . . . , D
r1−1
1 (resp. D12, . . . , Dr2−12 ) and is regular on Dr11 (resp. Dr22 ).
Now we consider the divisor E lin1 ∪∪E lin2 . This divisor clearly satisﬁes the conditions
of Proposition (5.4) so that it can be contracted (in the sense of Condition 2 of Section
4). After collapsing all the inessential components of it we have two possibilities,
namely either the divisor was contracted to a point or to the conﬁguration described in
the statement of Proposition (5.4). The ﬁrst case however is not possible: clearly we
can consider rational pencils on CP(2) whose indeterminacy points (of their proper
transforms) are contained in E lin1 ∪  ∪ E lin2 . After the total contraction of this divisor,
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these points will not anymore intersect the divisor of poles of the corresponding proper
transform of X. As mentioned this would lead us to a contradiction. We then consider
the second possibility and denote by E ′ the ﬁnal divisor. This divisor is as described in
Proposition (5.4): a linear divisor consisting of three rational curves D1,D2,D3. The
proper transform of X has poles over D2 and is regular over D1,D3 with D2 being
of self-intersection zero. Lemma (8.3) then produces the ﬁnal contradiction.
To conclude the proof we just have to analyze the case where, say p2, is a saddle-
node. Obviously p1 cannot be reduced as well so that it is possible to consider a
resolution tree for F at p1. Denoting by E the resulting exceptional divisor we consider
the divisor E ∪ . Now a routine inspection in the Proof of Proposition (5.4) makes
it clear that the fact that  contains a saddle-node singularity at p2 is sufﬁcient to
apply this proposition. The only difference is that the ﬁnal minimal divisor obtained
either will be a point or consist of components D1 (over which the vector ﬁeld will
be regular) and D2 (over which the vector ﬁeld has poles). We then proceed as above.
The theorem is proved in Case 1.
Case 2: Suppose that F has a unique singularity p in .
Clearly p cannot be a reduced singularity of F . Thus we consider a resolution tree
F = F0 =0←− F˜1 1←− · · · s−1←− F˜ s
for F at p. We denote by Es the exceptional divisor corresponding to F˜ s and set
E = Es ∪  where  stands for the proper transform of the line at inﬁnity. Here
we ﬁx an ordering for the blow-ups: we start by taking blow-ups at the singularities
of the corresponding foliations which belong to the proper transform of . In other
words, only after the singularity belonging to the proper transform of the line at inﬁnity
becomes irreducible is that we begin reducing other singularities.
Let D1 denote the (unique) component of Es intersecting . Suppose that neither 
nor D1 has self-intersection −1. Then the divisor E (together with F˜ s and the proper
transform X˜s of X) satisﬁes all the assumptions of Proposition (4.8) so that we obtain
a contradiction.
Proof (Classiﬁcation of complete polynomial vector ﬁelds on C2 having typical orbit
of type C in Case 2). First suppose that the self-intersection of  is not −1. In
particular, 1 > ord asyp(X˜s,D1) > 0 (strictly) where p =  ∩ D1. In view of the
preceding, we can suppose that the self-intersection of D1 is−1. Collapsing D1, the
resulting singularity is either irreducible or of type Z0,12 (cf. Proposition 5.2 of “Part
I”). If the singularity is irreducible we re-start the argument as before. Thus we can
suppose it is of type Z0,12. It immediately follows that  has now self-intersection
−1. Also there is another rational curve D2 over which the vector ﬁeld has poles
(it corresponds to the other separatrix on which Z0,12 has poles). Recalling that the
asymptotic order of Z0,12 over its separatrizes belonging to its pole divisor is 2, we
conclude that D2 has self-intersection −1 as well (otherwise we apply Proposition (4.1)
to the “subdivisor” sitting over D2). The contraction of  makes D2 into a curve with
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self-intersection zero which is isolated in the pole divisor of the proper transform of
X (as in the statement of Lemma (8.3)). The proof of Lemma (8.3) then applies to
produce the desired contradiction.
Finally we suppose that  has self-intersection −1. Therefore ord asyp(X˜s,D1) = 0
and the collapsing of  produces a regular point for the proper transform of F . The
resulting divisor is nothing but E1. If the proper transform of F has two or more
singularities on D1, we can (thanks to our choice of the order of the blow-ups) replace
 by D1 in the preceding discussion and repeat the same arguments involved in Case
1. On the other hand, if the new foliation has a unique singularity over D1 then we
repeat the argument above (Case 2). After ﬁnitely many steps either we will end-up
with Case 1 or the pole divisor of the new vector ﬁeld will disappear. The proof of
the theorem will then be concluded. 
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