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Abstract
The remarkable values for polynomial vector fields in the plane having a rational first integral were
introduced by Poincaré. He was mainly interested in their algebraic aspects. Here we are interested in
their dynamic aspects; i.e. how they contribute to the phase portrait of the system, to its separatrices, to its
singular points, etc. The relationship between remarkable values and dynamics mainly takes place through
the inverse integrating factor.
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1. Introduction and statement of the main results
A polynomial vector field of degree m defined on C2 (respectively R2) is a vector field of the
form
X(x,y) = P(x, y) ∂
∂x
+Q(x,y) ∂
∂y
, (1)
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we shall write X = (P,Q). In the whole paper we will assume that the polynomials P and Q are
coprime in the ring of the complex polynomials C[x, y]. If they are not coprime, then by easy
arguments we can extend all the results to that case.
We remark that since the real polynomial vector fields are particular cases of the complex
ones, the results for the complex are also true for the reals. In what follows we shall give sev-
eral definitions for polynomial vector fields in C2, but in a similar way they can be given for
polynomial vector fields in R2.
Let U be an open subset of C2. If there exists a non-constant C1 function H :U → C, even-
tually multi-valued, which is constant on all the solutions of X contained in U , then we say that
H is a first integral of X on U , and that X is integrable on U . We have XH = 0 on U .
If R :U → C is a function satisfying the linear partial differential equation div(RP,RQ) = 0
on U , then R is called an integrating factor of the vector field X on U .
If V :U → C is a function satisfying the linear partial differential equation div(P/V,Q/V ) =
0 on U ; that is
P
∂V
∂x
+Q∂V
∂y
=
(
∂P
∂x
+ ∂Q
∂y
)
V (2)
on U , then V is called an inverse integrating factor of the vector field X on U . From its defin-
ition it follows that the vanishing set of V , that is, the set V −1(0) = {(x, y) ∈ U : V (x, y) = 0},
is formed by trajectories of the system. Of course, the function 1/V is an integrating factor
of X.
We say that the inverse integrating factor V is associated to the first integral H of the vector
field (1) on U if
∂H
∂x
= Q
V
,
∂H
∂y
= −P
V
(3)
on U \ {V = 0}.
One of the main open problems in the qualitative theory of planar polynomial vector fields X
is to characterize the integrable ones. A good way to study integrable vector fields is through the
inverse integrating factor V , for more details see [2]. If X is a real vector field and V :U → R is
an inverse integrating factor of X on the open subset U of R2, then V becomes very important
because V −1(0) contains a lot of information about the skeleton or separatrices of the phase
portrait of X in U , see [1,9,10,13].
If f ∈ C[x, y], then f = f (x, y) = 0 is an algebraic curve. We say that f = 0 is invariant if
Xf/f = K ∈ C[x, y]. In this case K is called the cofactor of f . Its degree is lower than m. The
expression which defines K is often written as
∂f
∂x
P + ∂f
∂y
Q = Kf.
Let fi, g,h be complex polynomials in the variables x and y and let λi ∈ C, ni ∈ N ∪ {0},
for i = 1, . . . , p. A (multi-valued) function of the form f λ11 · · ·f
λp
p exp(g/h) is called Darboux.
For a definition of Liouvillian function see Singer [17], roughly speaking a Liouvillian function
comes from the integral of a Darboux function.
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first integral and a degenerated infinity, i.e. the infinity is fulfilled of singular points. We define
f˜ as the homogeneous part of maximum degree of the polynomial f . We remark that given a
rational first integral H , the numerator and the denominator of the rational first integral c2 +
1/(H + c1) have the same degree for convenient c1, c2 ∈ C.
Theorem 1. Let H = f/g be a rational first integral of a polynomial vector field X. Assume that
degf = degg. Then the infinity is degenerated if and only if f˜ /g˜ is not a constant.
Theorem 2. Let X be a polynomial vector field of degree m. Let H be a Darboux first integral
of X which is not rational. Then the following statements hold:
(a) The function H can be written as
p∏
i=1
f
λi
i exp
(
g∏p
i=1 f
ni
i
)
,
where, for i = 1, . . . , p, fi and g are polynomials, λi ∈ C and ni ∈ N ∪ {0}.
(b) The infinity is degenerated if and only if ∑pi=1 λi degfi = 0.
Statement (a) of Theorem 2 is proved in [12]. Theorem 1 and statement (b) of Theorem 2 are
proved in Section 2.
Before continuing with our study we need some definitions. Let H = f/g be a rational first
integral of the polynomial vector field X. We say that H has degree n if n is the maximum of
the degrees of f and g. We say that the degree of H is minimal between all the degrees of the
rational first integrals of X if any other rational first integral of X has degree at least n.
Let H = f/g be a rational first integral of X. According to Poincaré [15] we say that c ∈
C ∪ {∞} is a remarkable value of H if f + cg is a reducible polynomial in C[x, y]. Here, if
c = ∞, then f + cg denotes g. Note that for all c ∈ C the algebraic curve f + cg = 0 is invariant.
The curves in the factorization of f + cg, when c is a remarkable value, are called remarkable
curves. It is proved in [3] that there are finitely many remarkable values for a given rational first
integral H .
Now suppose that c is a remarkable value of a rational first integral H and that uα11 · · ·uαrr is
the factorization of the polynomial f + cg into irreducible factors in C[x, y]. If at least one of
the αi is larger than 1 then we say, following again to Poincaré, that c is a critical remarkable
value of H , and that ui = 0 having αi > 1 is a critical remarkable curve of X with exponent αi .
The polynomial R =∏uαi−1i defined as the product of all remarkable curves powered to their
respective exponent minus one, is called the remarkable factor.
Since Poincaré’s time almost no results are published about the remarkable values (with the
exception of [3]). Mainly Poincaré was interested in their algebraic aspects. Here we are inter-
ested in their dynamic aspects. Thus in the next we study the role of the remarkable values and
the remarkable curves and their relation with the inverse integrating factor (see Theorems 3, 4, 6
and 7), with the singular points of the system (see Theorem 5), and later on with Hamiltonian sys-
tems (see Theorem 8). As we mention after the introduction of the notion of inverse integrating
factor, it is strongly related with the main objects for controlling the phase portrait of the system
(i.e. its dynamics) as the separatrices and in particular its limit cycles. Hence the dynamics of the
remarkable curves appears mainly through the inverse integrating factor.
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Theorem 3. Let X be a polynomial vector field. Suppose that H = f/g is a rational first integral
of X. Then, the rational function VH = g2/R, where R is the remarkable factor, is an inverse
integrating factor of X. Moreover if X has no polynomial first integrals, then X has a polynomial
inverse integrating factor if and only if the number of critical remarkable values is at most two.
The following result gives a relation between the remarkable curves and the zero set of the
inverse integrating factor.
Theorem 4. Let X be a polynomial vector field having a rational first integral H . Then
(a) there exists a rational inverse integrating factor V1 of X such that the set V −11 (0) coincides
with the set of all the remarkable curves of H , and
(b) there exists a rational inverse integrating factor V2 of X such that the set V −12 (0) contains
all the critical remarkable curves of H . If the number of critical remarkable values of H is
at most two, then V2 is a polynomial.
The next result gives a relation between the exponents of the remarkable curves and the eigen-
values of certain singular points of the polynomial vector field.
Theorem 5. Let X be a real polynomial vector field having a rational first integral H . Suppose
that two and only two remarkable curves ui = 0 and uj = 0 (with respective exponents αi and αj )
vanish at p0.
(a) If the two remarkable curves vanish at p0 with no transversal intersection, then both eigen-
values at p0 are 0.
(b) If the two remarkable curves vanish at p0 with transversal intersection, then
(b.1) if both curves correspond to the same remarkable value, then p0 is a saddle and the
quotient of the eigenvalues at p0 is −αi/αj , and
(b.2) if the curves correspond to different remarkable values, then p0 is a node and the
quotient of the eigenvalues at p0 is αi/αj .
In the following theorem we characterize the polynomial vector fields having a rational first
integral and no critical remarkable values.
Theorem 6. Let H = f/g be a rational first integral of a polynomial vector field X of degree m.
Let R be the remarkable factor. Then
(a) degf + degg = degR +m+ 1, and
(b) H has no critical remarkable values if and only if the polynomial fg is an inverse integrating
factor of X of degree m+ 1.
Theorems 4–6 are proved in Section 4 where we also provide an algorithm to compute the
critical remarkable values and the critical remarkable curves of a given rational first integral H
of a polynomial vector field X.
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field X having a first integral has an inverse integrating factor with an easier expression. In what
follows we are more precise.
(i) If X has a Liouvillian first integral, then it has a Darboux inverse integrating factor.
(ii) If X has a Darboux first integral, then it has a rational inverse integrating factor.
(iii) If X has a rational first integral and has no polynomial first integrals, then it has a polynomial
inverse integrating factor if and only if the first integral has at most two critical remarkable
values.
(iv) If X has a polynomial first integral, then it has a polynomial inverse integrating factor.
Statement (i) was proved in [17] (see also [5]). Statement (ii) was proved in [16] (see also
[3]). Statement (iii) was proved in [3]. In [8] it is given an example of a polynomial vector field
having a rational first integral and having neither a polynomial first integral nor a polynomial
inverse integrating factor. Statement (iv) was proved in [8].
A polynomial first integral of degree n of X is minimal if the degree of any other polynomial
first integral of X is at least n. The definitions of remarkable values, critical remarkable values
and critical remarkable curves can be naturally adapted to polynomial first integrals taking g = 1
in the definitions given above.
Note that in cases (i)–(iii) the expression of the inverse integrating factor is easier than the
expression of the first integral. In these cases the study of the integrability of such systems can
be easier from the inverse integrating factor than from the first integral. A natural question arises
from case (iv): can we always find a polynomial inverse integrating factor V of lower degree
than a minimal polynomial first integral H ? If the answer is no, which conditions do we need to
assume for its existence?
From Theorem 3 if H is a polynomial first integral, then the remarkable factor R is a poly-
nomial integrating factor of X. Moreover R|∏(H + ci) where ci are all the critical remarkable
values of H . Thus the polynomial VR =∏(H + ci)/R is an inverse integrating factor. This is a
new proof of statement (iv).
In the case of vector fields X having a rational first integral and having no polynomial first
integrals, the number of critical remarkable values is useful to determine the existence of a poly-
nomial inverse integrating factor, see Theorem 3. If X has a polynomial first integral H , we show
how the number of critical remarkable values is useful to solve the question about the degrees
of the polynomials V and H (see (iv)), and also to determine if X is a Hamiltonian vector field
or not. Indeed we provide the following two theorems, proved in Section 5. Theorem 8 is due to
Javier Chavarriga.
Theorem 7. Let X be a polynomial vector field of degree m and let H be a minimal polynomial
first integral of X. Consider the remarkable factor R and the polynomial inverse integrating
factor VR . Let k be the number of critical remarkable values. Then
(a) k(k +m) degVR = k degH − degR  k(degH − 1) degR(degR +m), and
(b) degVR < degH if and only if k = 1. Moreover in this case degVR = m+ 1.
Theorem 8. Let X be a polynomial vector field of degree m. If X has a polynomial first integral,
then X is Hamiltonian if and only if there exists a polynomial first integral of X having no critical
remarkable values.
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In this section we deal with polynomial vector fields having the infinity degenerated. We prove
Theorems 1 and 2.
Proof of Theorem 1. Assume that f˜ /g˜ is not a constant. As H is a first integral of X, H˜ is a
first integral of X˜ = (P˜ , Q˜). Then P˜ H˜x + Q˜H˜y = 0. Here H˜x denotes ∂H˜/∂x. Multiplying this
equation by yg˜2, it becomes
yP˜ (f˜x g˜ − f˜ g˜x)+ yQ˜(f˜y g˜ − f˜ g˜y) = 0. (4)
So we obtain yP˜ = −yQ˜(f˜y g˜ − f˜ g˜y)/(f˜x g˜ − f˜ g˜x). Observe that the previous denominator
cannot vanish; otherwise, from (4) we would get f˜y g˜ − f˜ g˜y = 0, and then f˜ /g˜ would be a
constant, in contradiction with the assumption. Now after some easy computations and using the
Euler Theorem for homogeneous functions we obtain
xQ˜− yP˜ = (degf − degg) f˜ g˜Q˜
f˜x g˜ − f˜ g˜x
. (5)
As degf = degg the infinity is degenerated.
If f˜ = cg˜ then we take H − c instead of H above and repeat the same argument. In this case
the degrees of f and g are different, and the infinity is not degenerated. This ends the proof of
the theorem. 
Proof of Theorem 2. Let l = max{degg,∑pi=1 ni degfi}. As H is a Darboux first integral of X,
from Theorem 1 of [12] we have l +∑pi=1 degfi m+ 1 and
X = 1
F
(
p∏
i=1
f
ni
i
p∑
i=1
λi
p∏
j=1
j =i
fjXfi − g
p∑
i=1
ni
p∏
j=1
j =i
fjXfi +
(
p∏
i=1
fi
)
Xg
)
,
where Xf is the Hamiltonian vector field (−fy,fx) and F is the greatest common divisor be-
tween the two components of the previous vector field between parenthesis. Write X = (P,Q).
Then
xQ− yP =
∏p
i=1 fi
F
(
p∑
i=1
[
λi
p∏
j=1
f
nj
j − nig
]
xfix + yfiy
fi
+ xgx + ygy
)
.
Let S be the expression inside the parenthesis. We distinguish the following three cases:
(i) If degg <∑pi=1 ni degfi , then xQ˜− yP˜ = 0 if and only if
S˜ =
p∑
i=1
λi degfi
p∏
j=1
f˜
nj
j = 0,
that is if and only if
∑p
λi degfi = 0.i=1
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S˜ =
p∑
i=1
λi degfi
p∏
j=1
f˜
nj
j +
(
degg −
p∑
i=1
ni degfi
)
g˜
=
p∑
i=1
λi degfi
p∏
j=1
f˜
nj
j = 0,
that is if and only if
∑p
i=1 λi degfi = 0.
(iii) If degg >∑pi=1 ni degfi , then xQ˜− yP˜ = 0 if and only if
S˜ =
(
degg −
p∑
i=1
ni degfi
)
g˜ = 0,
that is if and only if g is a constant, which is a contradiction with the hypothesis.
Therefore xQ˜− yP˜ = 0 if and only if∑pi=1 λi degfi = 0 and the proof is finished. 
3. Algebraic multiplicity
Let X be a vector field in C2. Following [6] (see also [14]) the nth extactic curve of X, En(X),
is given by
En(X) = det
⎛⎜⎜⎝
v1 v2 · · · vl
X(v1) X(v2) · · · X(vl)
...
...
. . .
...
Xl−1(v1) Xl−1(v2) · · · Xl−1(vl)
⎞⎟⎟⎠ , (6)
where v1, . . . , vl is a basis of Cn[x, y] (the C vector space of all polynomials of C[x, y] with
degree at most n) and l = (n+22 ), X0(vi) = vi and Xj(vi) = Xj−1(X(vi)). Observe that the
definition of an extactic curve is independent of the chosen basis of Cn[x, y]. In [6] the following
two results are proved.
Proposition 9. Every invariant algebraic curve of degree n of X is a factor of En(X).
Theorem 10. Let X be a vector field on C2. We have En(X) ≡ 0 and En−1(X) ≡ 0 if and only if
X admits a rational first integral of degree n.
The previous two results are improved slightly in the next corollary.
Corollary 11. Let X be a vector field on C2. Then the following statements hold.
(a) Every invariant algebraic curve of degree n of X is a factor of Ek(X) for k  n.
(b) X admits a minimal rational first integral of degree n if and only if Ek(X) ≡ 0 for 0 < k < n
and Ek(X) ≡ 0 for k  n.
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we can take v1 = f in the definition of the extactic curve Ek(X), for k  n. Since f divides
Xi(f ) for all i, statement (a) follows.
Now assume that X has a rational first integral of degree n. The level curves of the first integral
have degree at most n. Since the invariant algebraic curves of degree n must be a factor of Ek(X)
for all k  n and there are an infinite number of them, it follows that Ek(X) ≡ 0 for k  n.
Statement (b) is proved. 
From this result if X has a rational first integral of degree n, then all the invariant algebraic
curves appearing in the factorization of the extactic curves Ek(X) with k < n are remarkable.
Nevertheless we do not know how to distinguish between critical and non-critical remarkable
curves from the exponents of the curves in the factorization of Ek(X).
An invariant algebraic curve f = 0 of degree n of X has algebraic multiplicity k if k is the
greatest positive integer such that the k-power of f divides En(X).
Example 1. The polynomial system X of degree four
x˙ = 2x3(9x + 7y), y˙ = −y2(5x + 3y)(11x + 3y)
has a rational first integral of degree seven given by
H(x,y) = (2x + y)(x + 3y)
3
x3y3(3x + y) .
The five straight lines appearing as factors of H are the only remarkable curves of the system.
As we can see from the expression of H , three of them are critical, with exponent 3, and the other
two are non-critical. Table 1 shows the exponents of the remarkable curves in the factorization
of Ek(X), for k = 1, . . . ,5. The row corresponding to E1(X) shows the algebraic multiplicity of
the curves. So we can see that the straight line x +3y = 0 is critical but his algebraic multiplicity
is one.
4. Remarkable invariant algebraic curves of rational first integrals
In this section we first deal with the set of zeros of an inverse integrating factor V defined
on an open set U ; that is, the set {(x, y) ∈ U : V (x, y) = 0}. As we know from system (3),
the existence of an inverse integrating factor V on an open set U implies the existence of a
first integral defined in the set U \ {V = 0}. Thus, as the domain of definition of a Hamiltonian
system cannot contain regions such that its flow does not preserve the area, these regions must
Table 1
The exponents of the remarkable curves of Example 1 in the factorization of Ek(X), for k = 1, . . . ,5
x y 2x + y 3x + y x + 3y
E1(X) 3 2 1 1 1
E2(X) 12 11 4 4 7
E3(X) 35 35 10 13 25
E4(X) 85 85 25 31 65
E5(X) 175 175 52 61 140
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the vanishing set of the inverse integrating factor can be found in [1,9,10,13]. Next we prove
Theorem 4, which is a new result related to the vanishing set of V . We will need the following
very well-known result, for a proof see [11].
Proposition 12. If X is a polynomial vector field having an inverse integrating factor V and a
first integral H , both defined in an open set U , then the function VH is another inverse integrat-
ing factor defined in U .
Proof of Theorem 4. Let c1, . . . , ck be the critical remarkable values of H and let c1, . . . , cr be
the remarkable values of H . By Theorem 3, VH = g2/R is an inverse integrating factor, where
R is the remarkable factor. Write R =∏uαi−1i . By Proposition 12 the function
V1 = VH
r∏
j=1
(H + cj ) = g
2∏
u
αi−1
i
∏
u
αi
i
gr
=
∏
ui
gr−2
,
where the product in the last numerator contains the non-critical remarkable curves coming from
the non-critical remarkable values ck+1, . . . , cr , is a rational inverse integrating factor. Its numer-
ator is the product of the remarkable curves of H . Statement (a) follows.
In the same way, the function
V2 = VH
k∏
j=1
(H + cj ) = g
2∏
u
αi−1
i
∏
u
αi
i
gk
=
∏
ui
gk−2
,
where the product in the last numerator does not contain the non-critical remarkable curves com-
ing from the non-critical remarkable values ck+1, . . . , cr , is a rational inverse integrating factor.
Its numerator contains the critical remarkable curves of H . If k  2 then V2 is a polynomial.
Statement (b) is proved. 
Remark 1. With the proof of Theorem 4 we are giving an easier proof of Proposition 2.3 appear-
ing in [8].
The vector fields of the following examples appear in [7].
Example 2. The quadratic vector field (xy,−2/3 + x − y/3 − 6x2/25 + xy + y2/3) has the
rational first integral
H(x,y) = f1(x, y)
2
f2(x, y)2f3(x, y)
,
where
f1(x, y) = 36x2 − 15x(4y + 7)+ 25(y + 1)(y − 2),
f2(x, y) = 6x − 5y − 5,
f3(x, y) = 36x2 − 30x(2y + 5)+ 25(y − 2)2.
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This first integral has two critical remarkable values c = 0 and c = ∞ and two critical remark-
able invariant algebraic curves f1(x, y) = 0 and f2(x, y) = 0. The vector field has the polynomial
inverse integrating factor V (x, y) = f1(x, y)f2(x, y)f3(x, y). Hence, V −1(0) contains all the
critical remarkable invariant algebraic curves. The phase portrait of this vector field is shown in
Fig. 1(a).
Observe that the curve f3 = 0 is not critical but f3 appears in the factorization of V . The
intersection {f2 = 0} ∩ {f3 = 0} is the finite saddle at (5/6,0), and f3 = 0 contains two of the
four separatrices of this saddle.
There is one more (non-critical) remarkable value c = −1. Its associated remarkable curves
are x = 0 and 3x − 10(y + 1) = 0. This two curves are important because they contain the
separatrices of two infinite saddles.
Example 3. The quadratic vector field (y + x2, x(a − y)) with a ∈ R has the polynomial first
integral
H(x,y) = f1(x, y)f2(x, y)2,
where f1(x, y) = a + 2y + 3x2 and f2(x, y) = a − y, and the polynomial inverse integrating
factor V (x, y) = f1(x, y)f2(x, y). This first integral has only one critical remarkable value c = 0
and the critical remarkable curve f2 = 0 with exponent 2. The curve f1 = 0 is not critical, but it
plays an important role when a = 0, because it contains two separatrices of the origin (a weak
saddle), and when a < 0, since it contains separatrices of two saddles.
Example 4. Consider the polynomial vector field (xy,−1 + x2 + y2/2). This vector field has
the rational first integral H(x,y) = f/g = (y2 − 2(x2 + 1))/x and the polynomial inverse
integrating factor V (x, y) = x2. As V = g2, the first integral H has no critical remarkable
values. It has two (non-critical) remarkable values c1 = 4 and c2 = −4. The corresponding (non-
critical) remarkable curves are the four straight lines y ±√2(x ± 1) = 0. Moreover, the function
V (H + 4)(H − 4) is the polynomial inverse integrating factor ∏(y ± √2(x ± 1)). In the phase
portrait of this vector field (see Fig. 1(b)), the four straight lines {V = 0} contain the separatrices
of the two finite saddles. The separatrices of the infinite saddles are contained into the invariant
curve x = 0, that is, V −1(0). The other points of intersection of the non-critical curves are nodes.
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can assume that this value is 0. If the remarkable curves correspond to different remarkable
values, we can assume that these two values are 0 and ∞.
Let VH = g2/R be the rational inverse integrating factor associated to H = f/g, with R the
remarkable factor. Then,
P = −VHHy = −fyg − fgy
R
, Q = VHHx = fxg − fgx
R
.
Write H = f/g =∏vnii , where ni ∈ Z+ (respectively ni ∈ Z−) if vi appears in the factorization
of f (respectively g). We assume that v1 = 0 and v2 = 0 are remarkable curves and that v1(p0) =
v2(p0) = 0 and vi(p0) = 0 if i > 2. Let F = R/∏v|ni |−1i and Fi = ∏j =i vj . Observe that
F(p0) = 0. Using this notation, the expressions of P and Q become
P = −
∑
i niFiviy
F
, Q =
∑
i niFivix
F
.
We compute the derivatives of P and Q with respect to x and y and we evaluate them at p0 to
obtain
Px +Qy = 1
F
∑
i
∑
k =i
niFi,k(vixvky − viyvkx)
and
PxQy − PyQx = − 1
F 2
(∑
i
∑
k =i
nivkxviyFi,k
∑
i
∑
k =i
nivkyvixFi,k
−
∑
i
∑
k =i
nivkyviyFi,k
∑
i
∑
k =i
nivkxvixFi,k
)
,
where Fi,k =∏j =i,k vj and both equations are to be evaluated at p0. By hypothesis, Fi,k(p0) = 0
if and only if {i, k} = {1,2}. Then,
d1 = (Px +Qy)(p0) = (n1 − n2)F1,2(p0)
F (p0)
(v1xv2y − v1yv2x)(p0)
and
d2 = (PxQy − PyQx)(p0) = −
n1n2F
2
1,2(p0)
F 2(p0)
(v1xv2y − v1yv2x)2(p0).
The eigenvalues of p0 are the solutions of the equation λ2 − d1λ+ d2 = 0, that is,
λ1,2 = (n1 − n2)± (n1 + n2)2 (v1xv2y − v1yv2x)(p0)F1,2(p0).
Note that v1xv2y − v1yv2x is zero at p0 if and only if the remarkable curves v1 = 0 and v2 = 0
are not transversal at p0. So statement (a) follows.
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and then
λ1
λ2
= −n1
n2
.
If v1 = 0 and v2 = 0 are not related to the same remarkable value, that is, n1n2 < 0, then
λ1/λ2 > 0 and therefore p0 is a node. If v1 = 0 and v2 = 0 are related to the same remark-
able value, that is, n1n2 > 0, then λ1/λ2 < 0 and therefore p0 is a saddle. Hence statement (b) is
proved. 
Let V = V1/V2 be a rational function. We define V˜ = V˜1/V˜2 and ord V˜ = deg V˜1 − deg V˜2.
Finally we prove Theorem 6. We shall use the following lemma.
Lemma 13. Let V be a rational inverse integrating factor of a polynomial vector field X =
(P,Q) of degree m. Let F(x, y) = xQ˜− yP˜ . Then,
(ord V˜ −m− 1)Q˜V˜ = V˜ ∂F
∂x
− ∂V˜
∂x
F,
where ordf is the order of a homogeneous function f . In particular, if the infinity is degenerated
then ord V˜ = m+ 1.
Proof. As V is an inverse integrating factor of X, the function V˜ is an inverse integrating factor
of X˜ = (P˜ , Q˜). Then,
P˜
∂V˜
∂x
+ Q˜∂V˜
∂y
=
(
∂P˜
∂x
+ ∂Q˜
∂y
)
V˜ .
From the definition of F we have Fx = Q˜+ xQ˜x − yP˜x . Multiplying the above expression by y
and substituting yP˜ and yP˜x we get
xQ˜V˜x − FV˜x + yQ˜V˜y = Q˜V˜ + xQ˜xV˜ − V˜ Fx + yQ˜yV˜ .
Using the Euler Theorem for homogeneous functions for Q and V , we obtain (ord V˜ −
m− 1)Q˜V˜ = FV˜x − V˜ Fx and the lemma follows. 
Proof of Theorem 6. As VH = g2/R is the inverse integrating factor associated to H = f/g,
we can write
P = −fyg − fgy
R
, Q = fxg − fgx
R
.
Then
xQ− yP = (xfx + yfy)g − f (xgx + ygy)
R
.
If the infinity is not degenerated, then
xQ˜− yP˜ = (degf − degg) f˜ g˜ ≡ 0,
R˜
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degenerated, then degf = degg and, by Lemma 13, we have 2 degg−degR = ordVH = m+1.
This proves the first part of the theorem. The second part is an immediate consequence of the
first part, taking into account that HVH = fg/R is another inverse integrating factor of X and
that H has no critical remarkable values if and only if R is a constant. 
The vector field in the following example appears in [4].
Example 5. The cubic vector field(−y + x(x2 − y2), x + y(x2 − y2))
has the rational first integral given by H = (x2 + y2)/(1 + 2xy). The number of critical remark-
able values of H is zero and V1 = (x2 + y2)(1 + 2xy) is a polynomial inverse integrating factor
of degree 4.
Proposition 14. Let H = f/g be a rational first integral of degree n of a polynomial vector
field X. Suppose that X has no polynomial first integrals and that H has k > 0 critical remark-
able values. If k = 1,2, then there exists a polynomial inverse integrating factor of X of degree
lower than 2n. If k > 2, there exists a rational inverse integrating factor of X of degree lower
than kn.
Proof. From the proof of Theorem 4, if k = 1 or k = 2 there is a polynomial inverse integrating
factor of the form g
∏
ui or
∏
ui , respectively. In the case k = 1, we have f + cg =∏uαii . As
deg(
∏
ui) < deg(
∏
u
αi
i ) = deg(f + cg) because at least one αi is greater than one, the degree of
the inverse integrating factor g
∏
ui is lower than 2n. The case k = 2 is proved in a similar way.
If k > 2, then V1 =∏ui/gk−2 is a rational inverse integrating factor of X. The denominator
of V1 has degree at most (k−2)n. The numerator of V has degree deg(∏ui) < deg(∏uαii ) kn.
Then, the proposition follows. 
Example 6. The quadratic vector field (x2,1 + xy) has the rational first integral given by H =
(1+2xy)/x2 and has only one critical remarkable value given by c = ∞. The polynomial V = x3
is an inverse integrating factor of this vector field of degree 3 < 4.
If H = f/g is a minimal rational first integral of X of degree n which is not polynomial, then
H1 = 1
c1 + f/g + c2 =
g + c2(f + c1g)
f + c1g =
f1
g1
, (7)
for any c1, c2 ∈ C, is also a rational first integral of X. Next we prove that there exist complex
values c1 and c2 for which the numerator and the denominator of H1 are irreducible polynomials
of degree n. We claim that there are finitely many values of c1 and c2 such that g + c2(f + c1g)
and f + c1g are reducible. In order to prove the claim assume that this is not true. Then there are
infinitely many values of c1 and c2 for which g+c2(f +c1g) and f +c1g factorize in polynomial
factors of smaller degree than n. Consequently the rational first integral H1 has infinitely many
remarkable values, and this is a contradiction.
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is minimal and f and g are irreducible polynomials in C[x, y] having the same degree. Note that
the previous arguments show that if a polynomial vector field has a rational first integral, then it
has a canonical rational first integral.
Let H = f/g be a canonical rational first integral of a polynomial vector field X. Consider
the first integral Ĥ = logH . Then,
Ĥx = S
x
fg
, Ĥy = S
y
fg
,
where
Sx = fxg − fgx, Sy = fyg − dgy.
As Ĥ is a first integral, we have
0 = XĤ = PĤx +QĤy = PS
x +QSy
fg
.
Then, PSx + QSy = 0. As (P,Q) = 1, we can write Sx = R̂Q and Sy = −R̂P , where R̂ =
gcd(Sx, Sy). Finally from (3) the function
VĤ =
Q
Ĥx
= fg
R̂
is a rational inverse integrating factor.
On the other side, let {(ui, αi)}i∈I be the set of pairs formed by all the remarkable
curves ui = 0 of H and their corresponding exponent αi  1. As we know from Theo-
rem 3, VH = g2/∏i∈I uαi−1i is a rational inverse integrating factor associated to H . Then,
VHH = fg/∏i∈I uαi−1i is another inverse integrating factor. As VH is associated to H , we
have VH = Q/Hx . Then the inverse integrating factor associated to Ĥ is VĤ = Q/(logH)x =
QH/Hx = VHH . Moreover,
fg∏
i∈I u
αi−1
i
= VHH = VĤ =
fg
R̂
.
Therefore the greatest common divisor of Sx and Sy is the remarkable factor R = R̂.
Next we provide an algorithm to compute the critical remarkable values and the critical re-
markable curves of a given rational first integral H :
(1) Start with X = (P,Q) and H = f/g.
(2) Compute Ĥ = logH and
R = fg
Q
Ĥx = −fg
P
Ĥy.
The function V = g2/R = g2/∏i∈I uαi−1i is an inverse integrating factor of X (see Theo-
rem 3).
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f + cg − uαii vc = 0,
provided that c ∈ C and degvc  max{degf,degg} − αi degui . The polynomials powered
to one in the factorization of vc correspond to remarkable curves. The others correspond to
critical remarkable curves.
Let c1, . . . , ck be all the critical remarkable values of H and let wi = 0 be the corresponding
remarkable curves (critical or not).
(4) The function V1 = ∏ki=1(H + ci)V = ∏wi/gk−2 is a rational inverse integrating factor
of X. It is a polynomial if and only if k  2. The set V −11 (0) contains the set of critical
remarkable curves of H .
Example 7. Consider the polynomial vector field(
2x
(
5 + 30x + 40x2 + 8y2), y(5 + 44x + 80x2 + 16y2)) (8)
appearing in [3] (take a = 1 in Eq. (23) there). It is proved in [8] that this vector field has a rational
first integral and has neither a polynomial first integral nor a polynomial inverse integrating
factor. A rational first integral is given by
H(x,y) = (3x + 12x
2 − 4y2)2(x + 2x2 + 2y2)3
y10
. (9)
We apply the algorithm given above to this vector field:
(1) Take h1 = 3x + 12x2 − 4y2 and h2 = x + 2x2 + 2y2. Then, H = h21h32y−10. Let H1 =
c2 + 1/(H + c1) = F1/F2 be a canonical first integral. Let Ĥ = logH1.
(2) We have R = xy9h1h22 and V = F 22 /R.
(3) We solve the equation
F1 + cF2 − uαii vc = 0 (10)
for the pairs (ui, αi) given by (h1,2), (h2,3), (y,10) and (x,2). We get the solutions shown
in Table 2. So we obtain k = 3 critical remarkable values.
(4) V1 = xyh1h2v−128/F2 is a rational inverse integrating factor. As k > 2, it is not a polyno-
mial.
Table 2
The solutions of Eq. (10) for every pair (ui , αi ). Here C is a real non-zero constant and
v−128 is a polynomial of degree 8 in x and y
ui αi c vc
h1 2 −c2 − 1/c1 h32
h2 3 −c2 − 1/c1 h21
h3 10 −c2 C
x 2 −c2 − 1/(c1 + 128) v−128
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In the phase portrait of this vector field (see Fig. 2), h1 = 0 and h2 = 0 form the separatrices
of the two finite saddles. The three points of intersection of the curves h1 = 0 and h2 = 0 with the
curve y = 0 are nodes. There are no more finite singular points and the infinity is degenerated.
5. On the number of critical remarkable values of polynomial first integrals
As we saw in Theorem 3 if a vector field X has a rational first integral H and a polynomial
inverse integrating factor V , then the number k of critical remarkable values of H is bounded
by 2. This result was proved in [3] assuming that X has no polynomial first integrals. This
assumption is very important in that proof to ensure that k  2. Next we state and prove some
results on vector fields having a polynomial first integral.
Proposition 15. If H1 and H2 are irreducible polynomial first integrals of a polynomial vector
field X, then degH1 = degH2.
Proof. Since H2 = 0 is a particular solution of X and H1 is a first integral, there exist a constant c
and a polynomial A such that H1 + c = H2A. Therefore degH2  degH1. Analogous arguments
show that degH1  degH2. Therefore the proposition follows. 
Corollary 16. Every irreducible polynomial first integral of X is minimal.
Proof. As the number of remarkable values of a minimal first integral is finite, we can choose a
minimal first integral that is irreducible and apply Proposition 15. 
Corollary 17. Two irreducible polynomial first integrals of X differ only in an additive or multi-
plicative constant.
Proof. We use analogous arguments as in Proposition 15. 
Corollary 18. If H is a minimal polynomial first integral of X and H˜ is another polynomial
first integral, then H˜ = C∏ri=1(H + di)mi , where C and di are constants and mi ∈ N, for
i ∈ {1, . . . , r}.
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fore, there exist a constant c and a polynomial A such that H˜ + c = HA. Furthermore, A is a
polynomial first integral. We can apply the same argument to A and so the corollary follows. 
Assume that H is a polynomial first integral of X having at least one critical remarkable value.
Let c1, . . . , ck be the critical remarkable values of H and let R =∏uαi−1i be the remarkable fac-
tor. Since H is polynomial, R is a polynomial integrating factor. Thus there exists a polynomial
first integral HR such that HRx = RQ and HRy = −RP , and therefore degHR = degR+m+1.
Proposition 19. Let X be a polynomial vector field having a polynomial first integral H . Then
HR is minimal.
Proof. Let c be a critical remarkable value of H such that H + c =∏uαii . Since Hx = (H + c)x
and Hy = (H + c)y , the factors uαi−1i are divisors of Hx and Hy . Therefore, Hx = RA and
Hy = RB , for certain polynomials A and B . As H is a first integral, it verifies 0 = PHx +QHy =
R(PA + QB), and then P |B , Q|A. Consequently, Hx = A′RQ and Hy = −B ′RP , for certain
polynomial A′ and B ′. Therefore, degH  degHR and the proposition follows. 
Remark 2. Let H be a minimal polynomial first integral of X having k > 0 critical remarkable
values. Let R =∏uαi−1i be the remarkable factor. Then, degR  k and degH = degR + m +
1 >m+ 1.
Proof of Theorem 7. From the expression H˜ =∏ki=1(H + ci) = RVR , we get
k degH = degR + degVR. (11)
Then using Remark 2 we have
degVR = k degH − degR  k(degH − 1) degR(degR +m), and
degVR = k degH − degR = degR(k − 1)+ k(m+ 1) k(k +m).
This proves (a). Next we prove (b).
Suppose that degVR < degH . Then from Eq. (11) we have
k = degR + degVR
degH
= degR + degVR
degR +m+ 1 =
degR
degR +m+ 1 +
degVR
degH
< 2.
As k ∈ N, we have k = 1. Moreover, degVR = m+ 1. On the other side, if k = 1 then
degVR = degH − degR = degH − (degH −m− 1) = m+ 1 < degH. 
Remark 3. Under the conditions of Theorem 7, we can prove that degVR m+ 1 if and only if
k  1. Since k(k +m) degVR , degVR m+ 1 is equivalent to k2 + km− (m+ 1) 0, which
is true if and only if k ∈ [−(m+ 1),1]. As k ∈ N ∪ {0} this is true if and only if k = 0,1.
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of an inverse integrating factor for a polynomial vector field X. In general, the expression of
the inverse integrating factor is easier than the expression of the first integral. On statement (iv)
there we saw that there are cases where both polynomial first integral and polynomial inverse
integrating factor may exist. In the following example we show a quadratic system having a
polynomial first integral H such that degH  degV , for any polynomial inverse integrating
factor V . The vector field presented appears in [7].
Example 8. Consider the polynomial vector field Xp = (1 + x2,1 − 2pxy), p ∈ N \ {1}. This
vector field has a polynomial first integral of degree 2p + 1 given by
H(x,y) = (1 + x2)py − p−1∑
i=0
(
p − 1
i
)
x2i+1
2i + 1 .
To show that it is minimal, let Hn be the homogeneous part of degree n of a polynomial first
integral of degree n of Xp . From XH = 0 we obtain x2Hnx − 2pxyHny = 0, and therefore
Hn(x, y) = f (x2py), where f is a homogeneous polynomial. Hence, n 2p + 1.
The polynomial
V (x, y) = 1
(1 + x2)p−1
(
H(x,y)2 + π(p)
2
4(p + 12 )2
)
(12)
is an inverse integrating factor of Xp of degree 2p + 4. Moreover, R = (1 + x2)p−1 is the (poly-
nomial) remarkable (integrating) factor of Xp . Similar arguments as those for the first integral
show that V is minimal. Applying Theorem 7, we get the relations k(k + 2)  2p + 4  2kp,
and therefore 2 k 
√
2p + 5 − 1. In fact, in this case we have k = 2. The critical remarkable
values are
c1,2 = ±(p)2
√
π
(p + 12 )2
i ∈ C.
The corresponding critical curves are x ∓ i = 0, both with exponent p. From (12), we have
H˜ =
(
H + (p)
2
√
π
(p + 12 )2
i
)(
H − (p)
2
√
π
(p + 12 )2
i
)
= H 2 + π(p)
2
4(p + 12 )2
= RV.
Proof of Theorem 8. First suppose that H is a Hamiltonian function of X and that there exists
a critical remarkable value of H such that ui is a critical remarkable curve of H of exponent
αi > 1. Then uαi−1i divides both Hx = Q and Hy = −P , in contradiction with the fact that P
and Q are coprime. Then H has no critical remarkable values.
Suppose now that X is not Hamiltonian and that H is a polynomial first integral of X. As
PHx +QHy = 0 and P and Q are coprime, there exists a non-constant polynomial R such that
Hx = RQ and Hy = −RP , and hence R is a polynomial integrating factor. Let ∏uαi be thei
A. Ferragut, J. Llibre / J. Differential Equations 241 (2007) 399–417 417factorization of R. Then ui = 0 is a solution of (1), and therefore there exists ci ∈ C such that
H +ci = uki A, where k ∈ N and A is a polynomial. Since uαii divides both Hx and Hy , we deduce
that k  2, and then ci is a critical remarkable value of H . 
Remark 4. We state here another proof of Theorem 8. Let H be a polynomial first integral
of X and let R be the remarkable factor. Then H has no critical remarkable values if and only
if R is a constant function. From the definition of integrating factor this is equivalent to have
div(P,Q) = 0, which means that X is Hamiltonian.
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