ABSTRACT
INTRODUCTION
Recently, [8] introduced Second derivative multistep methods for stiff ODEs (1) . The general form of the second derivative discrete LMM discussed in [8] is (2) 
A Continuous Formulation of A(α)-Stable Second Derivative Linear Multistep Methods for Stiff IVPs in ODEs
The stiff stability of a specific methods in (2) was investigated in [8] by the means of boundary locus method. The method was found to be stiffly stable for k ≤ 7 and unstable for k > 8. In the spirit of [8] , we investigate a another class of second derivative linear multistep methods (SDLMM) for the numerical solution of ordinary differential equations (ODEs) in (1) . Continuous linear multistep methods (CLMM) form a super class of LMM with properties that embed the characteristics of LMM and hybrid methods. The motivation lies in the fact that the new formulation offers the advantage of a continuous solution of the initial value problems (IVPs) unlike the discrete solution generated from the methods in [8] . The success of these methods is in their attainable stiff stability characteristics useful for resolving the problem posed by stiffness in the IVPs. Until now, some classes of methods have been developed and used successfully in the numerical solution of (1) such include that of [1, 2, 3, 4] , [7] , [8, 9] , [11, 12] , [13, 14] , [18] [21], [23, 24] and [31] if (1) is stiff. Other methods for nonstiff IVPs include that of [5] , [6] , [17] , [25] , [26] , [28, 29, 30] , [32] , [33] and for singularity IVPs, see [19, 20] and etc. The hybrid counter part of (2) is (3) For any given k, the parameter may be chosen in a variety of ways, but usually the objective is to make the order as high as possible, subject to the condition of stability, while also desiring small error constant and minimum number of functions evaluation. Interestingly, special cases of these methods in [8] , [13] , [14] , [21] and [31] are known to be stiffly stable for the numerical solution of the IVP (1) . We seek the solution of this problem by second derivative CLMM and its hybrid counterpart obtained by reformulation of the discrete second derivative method in (2) into its continuous methods. The second derivative CLMM form a super class of [8] and the classical second derivative methods (2) in general. Now consider the second derivative CLMM 
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In this paper, continuous collocation methods for the solution of (1) are proposed such that the collocation is done at all grid point {x n+j } j k = 0 and one off grid point x n+v with . This paper is arranged as follows, sections 2 and 3 will contain a discussion of the derivation of the methods. The way the methods are derived differs from Taylor's series expansion approach demonstrated in [11] , [17] , [18] , [23] , and [24] . Section 4 contains the derivation of the interval of absolute stability of the schemes, see [23] . In section 5, we present the results of some numerical experiments using one of the methods.
DERIVATION OF THE SECOND DERIVATIVE CONTINUOUS LINEAR MULTISTEP METHODS (CLMM)
The CLMM which incorporate analytic property of the second derivative like the second derivative methods discussed in [8] , we wish to derive is given in (4) . Let the continuous solution to the IVPs be in the form
with m = k+3, where are polynomial basis function given by α j (x) = x j , and the a j 's are the real parameter constants to be determined. From (6), we have (7) Differentiating (6) with respect to x give (8) Collocating (7) and (8) at , and interpolating (6) at x = x n and x = x n+1 , we obtain the linear system of equations (9) Solving equation (9) by Gaussian elimination methods the values of a j 's are determined and substituting the resulting values a j 's into (6) with t = (x − x n+1 )/h, α k (t) = 1 and setting x = x t+1 on the left hand side of (6), a specific scheme will emerge for a fixed value of k. For example, for case k=1, in (3), the value of the continuous coefficients {β j (t)} k j=0 , β v (t), γ k (t), the continuous method and the continuous error constant C p+1 (t) and the order p of the CLMM in (4) 
Fixing t = k − 1 into (10), (11), (12), (13) and (14) gives the discrete coefficients, the method and error c p+1 and the order, p of the CLMM in (4) to be
For k = 2, the value again yields
Inserting t = k − 1 into (18), (19) , (20) , and (21) gives 
, 
Substituting t = k − 1 into (26), (27) , (28), (29), (30), (31), (32) and (34) gives (35) (36)
Following the procedure described in (10)- (18), and the examples for k = 1,2,3, , and t = k − 1 above, the continuous coefficients, the continuous methods, the continuous error constants, the discrete coefficients, the discrete methods and the discrete error constants of the SDCLMM in (4) for k = 4,5,6,7,8,9,10, 11,12,13,14,15 are obtained, see [31] .
THE DERIVATION OF THE SECOND DERIVATIVE CONTINUOUS HYBRID PREDICTOR
Similarly, let the continuous solution of (5) be (37) with degree m = k + 2, where variable b j 's are the real parameter constants to be determined. Differentiating (37) with respect to x twice, gives (38) 
. . 
For k = 2, and in (5) 
Following the approach above for k = 1,2,3, and in (5), we obtained the continuous coefficients, the continuous hybrid predictor, the continuous error constants, the discrete coefficients, the discrete hybrid solution formula and the discrete error constants of the hybrid predictor in (5) for k = 4(1)15.
STABILITY OF THE METHODS BY PLOTTING THE BOUNDARY LOCUS
In this section, we investigate the stability properties of the second derivative continuous linear multistep method (SDCLMM) defined in (4) for a given value of k ≤ 14. In examine the stability property of (2), we give the following definitions: Definition 1: A numerical integrator is said to be zero stable if the roots of are ρ(r) = 0 inside the unit circle or simple on the unit circle, where is the first characteristics polynomial for the numerical integrator.
Definition 2:
A numerical integrator is said to be A-stable if absolute value of the root(s) of the stability polynomial of the numerical integrator lies in the open left half of the z-plane of the stability region.
Definition 3: A numerical algorithm is said to be A(α) stable for some if the wedge is contained in its region of absolute stability. The largest α (α max ) is regarded as the angle of absolute stability on the argument of stability. The definition of stiffly stability given in the spirit of Gear 
128
, ′ + f n t t k * = = 3 2 − [13, 14] show that stiff stability implies A(α)-stability. Applying methods (4) for a given k to the scalar test problem y' = λy, Re(λ) < 0, and substituting the hybrid solution (5) , y n+v at point x n+v for a corresponding k at the hybrid point we obtain the continuous stability polynomials to be (63) for which the boundary locus are plotted to reveal the stability interval. Methods (4) is computed using .
Again, see Fatunla [11] . Table ( Figure 2 . Boundary locus for the second derivative LMM in (4) for k = 14 shows that the method in (4) has small interval of absolute stability and such methods are not suitable for solving stiff IVPs. At k = 15, the algorithm in (4) and (5) are observed to be unstable. the algorithm in (4) . Figure 1 , below shows the boundary of the stability region of each method for k ≤ 13.
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The angle of interval of absolute stability of method in (4) for given value of is given in Table (1) .
The angle of interval of absolute stability of Gear's method (Backward differentiation formula) and Enright's method in for k ≤ 8 is given in Table ( 2).
Comparing Table (1) and Table ( 2), observe that the new scheme in (4) step number terminate at k = 14, while that of BDF and SDLMM step number terminate respectively at k = 6 and k = 7. Also, the order of the algorithm in (4) [15] and the SDLMM in [8] . Infact, these properties show that the new scheme in ( (4) and (5)) have significants advantage over the BDF in [15] and the SDLMM in [8] respectively.
NUMERICAL EXPERIMENTS
Our aim in this section is to see how well our methods compare with Ode15s of MATLAB code in [16] when solving the following initial value problems: Problem [1] : Linear problem discussed in [8] and [16] Problem [2] : Nonlinear chemical problem solved in [8] and [16] Problem [3] : Oscillatory problem in [10] For problem [1] , x0(0.0001)5, and for problem [2] , we have x0(0.0001)3. In problem 3, eigenvalues are (−0.1, −0.5, −1, −4, −10, +iα), α = 3 and x0(0.0001)2. In solving the initial value problems above, the implicitness in the methods has been resolved using the Newton Raphson iterative scheme as suggested by [8] , [11] and [23] , while the inverse Euler method in [11, 12] is used to generate the starting values for the iterative schemes. The results of the discrete version of the A(α)-stable LMM of order 8 on the stiff problems above are shown below in Tables (3) , (4) and (5) Note that absolute error (| Error |) is the modulus of the exact solution minus the computed solution. Our aim is not to optimize the code with respect to the computing time but to rather consider the performance of the methods with respect to stability for a fixed step size h and t respectively.
CONCLUSION
In this paper, we described the construction of a class of A(α)-stable LMM for step number k ≤ 15 of order p = k + 3 which are appropriate for the numerical solution of stiff differential systems. The scheme was found to be A(α)-stable for k ≤ 13, but have a small region of absolute stability at k =14 and unstable for k ∅15 as revealed by the boundary locus in figures (1, 2, and 3) respectively. The numerical results are from codes written in MATLAB using a Dell Laptop of processor of 730MHz, RAM of 250MB and hard disk space of 40 Gb. The numerical solutions in Table ( 3), Table (4) and Table ( 5) show that the methods are promising and indicate that the A(α)-stable LMM in (4) are competitive with the state-of the-art of MATLAB ode15s code in [16] and [8] , while Tables (6) and (7) show that the A(α)-stable LMM outperform the MATLAB ode15s code in [16] for stiff differential equations.
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APPENDIX: EXAMPLE OF THE MATLAB CODE FOR PLOTTING THE STABILITY REGION OF THE SCHEME IN (4).
