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Abstract
We introduce an improved variational autoen-
coder (VAE) for text modeling with topic infor-
mation explicitly modeled as a Dirichlet latent
variable. By providing the proposed model
topic awareness, it is more superior at recon-
structing input texts. Furthermore, due to the
inherent interactions between the newly intro-
duced Dirichlet variable and the conventional
multivariate Gaussian variable, the model is
less prone to KL divergence vanishing. We de-
rive the variational lower bound for the new
model and conduct experiments on four differ-
ent data sets. The results show that the pro-
posed model is superior at text reconstruction
across the latent space and classifications on
learned representations have higher test accu-
racies.
1 Introduction
The variational autoencoder (VAE) (Kingma and
Welling, 2013; Rezende and Mohamed, 2015) is
a generative model that can be seen as a regu-
larized version of the standard autoencoder. VAE
models are able to learn meaningful representa-
tions from the data in an unsupervised fashion.
A typical VAE samples latent representations of
the data from a multivariate Gaussian (continu-
ous) or a multi-way categorical (discrete), and pa-
rameterizes the generator with a deep neural net-
work. With the variational objective, the latent
representations learned with VAE are encouraged
to be smoothly transitioned instead of isolated in
the latent space. Using the reparameterization
trick (Kingma and Welling, 2013; Rezende and
Mohamed, 2015), the inference network could be
trained with back-propagation. VAE has been suc-
cessfully applied to train generative models on im-
age data (Gregor et al., 2015; Yan et al., 2016).
The application of VAE on text data are explored
but less successful (Bowman et al., 2015; Miao
et al., 2016; Yang et al., 2017; Zhao et al., 2017).
One key issue when training VAE on text data is a
phenomenon called Kullback-Leibler (KL) diver-
gence vanishing. With a long short-term mem-
ory (LSTM) (Hochreiter and Schmidhuber, 1997)
decoder, the KL divergence term in the training
objective quickly collapses to zero. This phe-
nomenon leads to an obsolete encoder which pro-
duces random representations regardless of the in-
puts and a well-trained decoder which is essen-
tially a language model.
Many efforts were made to address the issue
of KL divergence vanishing. These efforts were
mostly made by trying different neural structures
(Yang et al., 2017; Semeniuta et al., 2017) or
modifying the objective functions (Bowman et al.,
2015; Zhao et al., 2017, 2018). We propose a new
VAE model for text that incorporates topic distri-
butions into the framework. A Dirichlet latent
variable is introduced to represent the topic dis-
tributions of the input documents and the decoder
has to make use of both the multivariate Gaus-
sian variable and the Dirichlet variable to recon-
struct the documents. Intuitively, the generative
part of the model is similar to how human con-
struct a sentence: we determine the sentence top-
ics based on our abstract thoughts; and words are
selected and arranged given the topics and abstract
beliefs to construct the sentence. The formula-
tion of the model requires it to predict the topic
distributions based on the multivariate Gaussian
variable. The KL divergence vanishing problem is
hence effectively handled because topics can not
be accurately predicted if latent representations do
not contain enough information of the input docu-
ment. We derived the variational lower bound for
the proposed model and conducted experiments on
datasets with and without labels. Our contribu-
tions are:
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1. We present a novel variational autoencoder
for text modeling with topic awareness.
2. We experiment both VAE and conditional
variational autoencoder (CVAE) based on the
proposed model on several datasets. The pro-
posed model outperforms baselines with re-
spect to reconstruction, representation learn-
ing, and random sample quality.
3. Further model analysis shows that the pro-
posed model is able to generate convincing
topic distributions for unseen test data.
2 Related Work
2.1 Variational Autoencoder
Variational autoencoders have been widely ex-
plored for various machine learning tasks, e.g.,
image generation (Gregor et al., 2015; Mansimov
et al., 2015; Yan et al., 2016), machine translation
(Zhang et al., 2016), knowledge graph reasoning
(Zhang et al., 2017; Chen et al., 2018), conver-
sational models (Serban et al., 2017; Zhao et al.,
2017) and text style-transfer (Hu et al., 2017). VAE
can also be applied in semi-supervised learning
(Kingma et al., 2014) by treating the class label as
a variable and marginalizing over it whenever the
label is not present. With Gumbel-softmax (Jang
et al., 2016; Maddison et al., 2016), the marginal-
ization can be approximated with sampling over
the categorical distribution. This study does not
involve extensions of the proposed model in the
semi-supervised setting.
Many studies observed that the KL divergence
term of the VAE objective often vanishes when
trained on text data. The posterior of the latent
code q(z|x) is almost identical to the prior p(z).
This leads to a decoder which completely ignores
the latent code z and trained solely to minimize the
perplexity of the corpus. In this case, the model
collapses to a language model.
There are two main categories of solutions to
mitigate the issue. The first category is to weaken
the decoder which includes randomly dropping
words when feeding the decoder (Bowman et al.,
2015), and using convolutional neural networks
(CNN) in the decoder (Yang et al., 2017; Semeni-
uta et al., 2017). This category tackles the problem
mostly in the model architecture level. The sec-
ond category is to modify the original variational
learning objective. KL divergence term annealing
(Bowman et al., 2015) can be seen as gradually
adding the KL divergence term into the objective
function. Bag-of-word (BOW) loss introduced in
(Zhao et al., 2017) is an auxiliary loss which mea-
sures how well predictions of words can be made
from the latent code z. By rewriting the objective,
Zhao et al. (2018) found that the original vari-
ational lower bound is anti-information and pro-
posed to compensate the objective function with
an added mutual information term. The model
proposed in this study does not explicitly attack
KL divergence vanishing, but the interaction be-
tween the Dirichlet topic variable and the multi-
variate Gaussian variable makes it less prone to the
issue. Furthermore, the proposed model is derived
within the variational inference framework and ag-
nostic to any structure choices and loss modifica-
tions mentioned above.
2.2 Topic Modeling
Topic models (Blei, 2012) aim to learn unsuper-
vised representations of text data, and have been
applied in various settings from scientific literature
(Blei and Lafferty, 2007) to natural scenes (Fei-
Fei and Perona, 2005). There are recent studies
focusing on learning topic models within the vari-
ational inference framework (Srivastava and Sut-
ton, 2017). Although our model is able to predict
topic distributions for unseen data, it is not de-
signed to learn topic distributions. It utilizes topics
generated from an external or internal topic model
to learn better representations of the input texts.
Therefore, we do not compare with recent studies
on topic modeling.
3 Our Approach
In this section, we introduce the model and its
corresponding training objectives. The proposed
model incorporates topic modeling results into
training and is more robust against KL divergence
vanishing. For convenience and clarity, subscripts
θ,φ and superscripts i are dropped when there is
no ambiguity.
3.1 Background
Consider the dataset X = {x(i)}Ni=1 which are
i.i.d. samples from a random variable x. Assume
that x is dependent on some unobserved continu-
ous random variable z. Then the marginal distri-
bution of x can be written as:
pθ(x) =
∫
pθ(z)pθ(x|z)dz (1)
(a) (b) (c)
Figure 1: Graphical illustration of (a) the genera-
tive model (b) the joint recognition model and (c)
the marginal recognition model. Solid lines are the
shared generative model; dashed lines are the respec-
tive recognition model; shaded nodes represent ob-
served variables.
In practice this integral is intractable. Varia-
tional autoencoders (Kingma and Welling, 2013;
Rezende and Mohamed, 2015) propose to use
a recognition model qφ(z|x) to approximate the
true posterior pθ(z|x). Instead of maximizing
the marginal likelihood directly, the objective be-
comes the variation lower bound (also called evi-
dence lower bound (ELBO)) of the marginal:
log pθ(x
(i)) ≥L(θ,φ;x(i))
=Eqφ(z|x(i))[log pθ(x
(i)|z)]
− DKL(qφ(z|x(i))||pθ(z)) (2)
The family of the prior pθ(z) and posterior
qφ(z|x) is often chosen so that the KL di-
vergence term can be analytically calculated.
Eqφ(z|x)[log pθ(x|z)] can be approximated by
sampling from qφ(z|x). We could then optimize
the objective with any gradient-based algorithms.
Conditional variational autoencoder (CVAE)
(Sohn et al., 2015) is a straightforward extension
within the VAE framework. If every input x is ac-
companied with a discrete label y, we might be in-
terested in modeling the conditional probability of
p(x|y). The variational lower bound can be easily
adapted from Equation 2:
L(θ,φ;x(i), y(i)) =
Eqφ(z|x(i),y(i))[log pθ(x
(i)|z, y(i))]
− DKL(qφ(z|x(i), y(i))||pθ(z|y(i))) (3)
3.2 Proposed Model
Our formulation of the model involves three ran-
dom variables: the sentence/document x, the la-
tent code z, and a newly introduced topic distribu-
tion variable t. p(z), the prior of z, is a standard
multivariate Gaussian with mean 0 and identity co-
variance matrix; p(t|z) is the conditional distribu-
tions of t given the latent code z which follows a
Dirichlet distribution. Note here we make the nat-
ural choice to model t as a dependent variable on z
because we perceive topics in a sentence as depen-
dent on the abstract meaning. Finally, p(x|z, t) is
the text generator. Intuitively, the model mimics a
process of generating a sentence: abstract mean-
ing is firstly determined with z; then a distribution
of topics t is used depending on z; finally the sen-
tence x is generated by selecting words and con-
structing a sentence based on both z and t. The
base generative model is illustrated in Figure 1 (a).
There are two options when modeling the infer-
ence network. As we could obtain topic distribu-
tions for all documents using unsupervised topic
modeling algorithms such as the latent Dirichlet
allocation (LDA) (Blei et al., 2003), the first op-
tion is to model the joint probability of p(x, t).
For the second option, we could incorporate the
topic modeling component into the model, treat
topic latent as unseen for all training examples,
and model p(x) directly. We name these two op-
tions joint model and marginal model respectively.
The recognition models for both the joint and the
marginal model are depicted in Figure 1 (b), (c).
Note that they share the same generative model il-
lustrated in Figure 1 (a).
Joint model Joint model treats t as an observed
variable. Therefore we need to maximize the joint
probability of an input text x and its corresponding
topic distribution t. The variational lower bound
for the joint model is:
log p(x, t) ≥LJ(θ,φ;x, t)
=Eq(z|x,t) [log p(x|z, t) + log p(t|z)]
− DKL(q(z|x, t)||p(z)) (4)
Marginal model We could also choose to treat
t as unobserved and directly model the marginal
distribution of p(x). We can derive the ELBO of
the marginal distribution similarly to Equation 2:
log p(x) ≥LM(θ,φ;x)
=Eq(z,t|x) [log p(x|z, t)]
− DKL(q(z, t|x)||p(z, t))
=Eq(z|x)
[
Eq(t|x,z)[log p(x|z, t)]
]
− Eq(z|x) [DKL(q(t|x, z)||p(t|z))]
− DKL(q(z|x)||p(z)) (5)
++
recognition model
generative model
(a)
+
recognition model
generative model
(b)
Figure 2: Neural network structure for (a) the joint model and (b) the marginal model during training. Area
above the dotted line is the recognition model and below is the generative model. Circle with plus sign denotes
concatenation operation.
During training, the loss function is defined as
the negative ELBO. Reparameterizable samples
from q(z|x, t) (the joint model) or q(z, t|x) (the
marginal model) are used to approximate the ex-
pectation terms, and KL divergence terms are ana-
lytically computed. The gradients could be calcu-
lated and the objective can then be optimized with
gradient-based optimization methods.
3.3 Model Specification
Our choice for the shared generative model is
specified as follows:
p(z) ∼ N (0, I)
log(α) = MLPα(z)
p(t|z) ∼ Dir(α)
p(x|z, t) = LSTMd(MLPh([z, t]))
where MLPα is a multi-layer perceptron that takes
the latent code z and produces the logarithm of
the α to parameterize the Dirichlet prior distribu-
tion; [z, t] denotes the concatenation of the two
variables z and t; MLPh takes the concatenation
and generates the initial hidden state for the de-
coder LSTMd. x is then generated sequentially
with LSTMd.
The specifications for the joint recognition
model are:
h = LSTMe(x)
µ, log(σ2) = MLPµ([h, t]),MLPσ([h, t])
q(z|x, t) ∼ N (µ, diag(σ2))
where the input x is fed into the encoder LSTMe;
the last hidden state h is then concatenated with
t and jointly determines the mean and log covari-
ance matrix of the posterior distribution for z with
MLPµ and MLPσ. The neural network structure for
the joint model in the training phase is illustrated
in Figure 2 (a).
Similarly, the specifications for the marginal
recognition model are:
h = LSTMe(x)
µ, log(σ2) = MLPµ(h),MLPσ(h)
q(z|x) ∼ N (µ, diag(σ2))
log (α′) = MLPα′(x)
q(t|x, z) ∼ Dir(α′)
where MLPα′ takes the input x and calculates
the logarithm of the α′ parameterizing the poste-
rior distribution for t. The differences from the
joint model include: 1. Posterior distribution of z
does not depend on t, therefore MLPµ and MLPσ
takes input of only the last hidden state of the en-
coder LSTMe; 2. Posterior distribution of t is ap-
proximated by making inference given the input
x. Because of the fact that posterior of z does not
depend on t, a benefit of the marginal model over
the joint model is that we do not need a separate
topic modeling component to calculate the topic
distributions for the input. The marginal model
is also capable of making inference of the topic t
given input x. The neural network structure for the
marginal model in the training phase is illustrated
in Figure 2 (b).
The Eq(t|x,z)[log p(x|z, t)] term in the varia-
tional lower bound of the marginal model requires
us to sample from a Dirichlet distribution. There
are some recent efforts to make the reparame-
terization trick viable (Ruiz et al., 2016; Srivas-
tava and Sutton, 2017; Figurnov et al., 2018) for
Dirichlet distribution. We follow the method in-
troduced in (Jankowiak and Obermeyer, 2018).
4 Experiments and Results
We experiment both the joint and marginal models
in VAE and CVAE settings. In the following sec-
tions, we describe the data sets, detailed setups,
and experimental results. Results for the joint and
marginal models are combined due to their sim-
ilar performances. The advantage of not requir-
ing an external topic model component makes the
marginal model a preferable choice in practice.
4.1 Data Sets
We want to explore how effective the topic dis-
tributions along with the latent variable help to re-
construct inputs and generate new samples. There-
fore we choose to adopt four different datasets,
two with relatively short sentences (the Penn Tree-
bank (PTB) (Marcus et al., 1993) and the Book-
Corpus (BC) (Zhu et al., 2015)), and two with rel-
atively long documents (Yahoo Answer (YAHOO)
and Yelp15 review (YELP)) in the VAE setting to
see whether the latent representations contribute
to a better reconstruction of the inputs. We fur-
ther extract the latent features of the YAHOO and
YELP data sets learned by their corresponding VAE
models and train classifiers with various amount of
training data to evaluate the qualities of the learned
representations. We also train CVAE versions of
the proposed model on YAHOO and YELP data sets
to evaluate the conditional generation capabilities
of the proposed model. Notice we do not compare
with topic modeling studies because topic mod-
eling component is only present in the marginal
model and is not the focus of this study.
For BC, we randomly sample 200k sentences
for training, 10k for validation and 10k for test.
Subsets of YAHOO and YELP used in (Yang et al.,
2017) are adopted. Each subset contains 100k
documents for training, 10k for validation and 10k
for test. YAHOO contains ten different classes rep-
resenting topics for each document; YELP has five
levels of ratings for each document. In both data
sets, the class labels are balanced.
4.2 Experiment Setup
For the inputs, we set a maximum vocabulary size
of 20k and a maximum length of 200 across all
data sets. We train LDA models for each data set
using only the training data portion with number
of topics in [8, 16, 32, 64]. These LDA models
are then used to process all splits of data to obtain
topic distributions for use in the joint models.
We use one-layer LSTM with hidden size [200,
512] for both the encoder and the decoder. Word
embeddings are shared and size is set to 200. Em-
bedding size for the class labels is 8 in the CVAE
setting. We choose the dimension of z from [16,
32]. MLPµ, MLPσ and MLPh are two-layer fully
connected neural networks with hidden size same
as the encoder/decoder. MLPα and MLPα′ are also
two-layer MLPs with outputs exponentiated to en-
sure positivity of the Dirichlet parameters.
All models are trained with Adam (Kingma and
Ba, 2014) with learning rate 1e-3. Weight decay
is chosen from [1e-3, 3e-3, 1e-2]. Dropout ra-
tio for both the encoder and the decoder is 0.2.
We use batch size of 32 and models are trained
for 48 epochs. KL annealing is used with a linear
scheduling from 0 at step 2k to 1 at step 42k. No
word dropping is applied.
We also conduct experiments of classification
with learned representations. We train VAE mod-
els on both YAHOO and YELP data sets and extract
latent features for all data splits. We randomly
choose 500, 2000 training samples to train a linear
support vector machine (SVM) on the latent repre-
sentations and test performances on the test sets.
4.3 Language Modeling Results
The language modeling results are shown in Table
1. We report the negative log-likelihood (NLL), the
KL divergence term between the posterior and the
prior of z, as well as the perplexity (PPL).
We compare with LSTM language model, stan-
dard VAE, standard VAE with bag-of-word loss
(BOW) (Zhao et al., 2017), and dilated convolu-
tional VAE (Yang et al., 2017). DI-VAE (Zhao et al.,
2018) uses multi-way categorical instead of mul-
tivariate Gaussian for the latent variable, therefore
the results are not directly comparable. We also
want to stress that PPL only measures one aspect
of the model and should not be considered the only
Model PTB BC YAHOO YELP
NLL (KL) PPL NLL (KL) PPL NLL (KL) PPL NLL (KL) PPL
LSTM-LM 116.2 104.2 37.4 64.0 334.9 66.2 362.7 42.6
VAE 96.0 (9.6) 79.8 28.0 (6.9) 22.5 337.2 (0.4) 65.6 369.1 (0.5) 45.5
VAE w/ BOW 93.2 (12.9) 70.2 17.9 (17.2) 7.3 310.3 (32.0) 48.7 343.3 (31.5) 34.9
CNN-VAE - - - - 332.1 (10.0) 63.9 359.1 (7.6) 41.1
Ours 91.9 (2.7) 66.2 23.5 (6.6) 13.6 327.8 (2.9) 60.6 360.3 (2.5) 41.6
Ours w/ BOW 76.9 (23.3) 33.4 15.8 (16.2) 5.8 308.5 (31.9) 47.6 342.9 (30.5) 34.7
Table 1: Language modeling results on the test sets. BOW represents the auxiliary bag-of-words loss (Zhao et al.,
2017). Lowest combined NLL+KL and lowest PPL for each data set are highlighted.
Model YAHOO YELP
500 2000 500 2000
VAE 51.6 53.2 25.1 27.2
VAE w/ BOW 52.1 54.4 38.2 40.0
Ours 52.5 55.2 32.2 34.6
Ours w/ BOW 53.3 57.6 39.8 42.4
Table 2: Test set accuracy (%) of classifiers trained
with learned representations from different VAE mod-
els. Numbers reported are averaged over five experi-
ments.
Model YAHOO YELP
CNN LR CNN LR
STD SAMPS.
CVAE 15.8 14.5 30.4 24.9
CVAE w/ BOW 50.9 58.5 44.7 45.9
Ours 37.0 50.6 37.6 38.9
Ours w/ BOW 50.0 59.0 43.2 46.0
LP SAMPS.
CVAE 20.8 18.7 32.2 29.2
CVAE w/ BOW 37.8 54.8 21.2 20.4
Ours 38.7 51.5 37.4 39.2
Ours w/ BOW 33.8 52.7 42.0 46.3
Table 3: Test set accuracy (%) of classifiers trained
with generated data from different CVAE models. LP
SAMPS. stands for low-probability samples. Numbers
reported are averaged over five experiments.
metric for this task. Our model achieves best com-
bined results (NLL+KL) across all data sets. We
observe from Table 1 that when trained with BOW
loss, NLL is noticeably reduced while the KL diver-
gence is much larger. The combined loss NLL+KL
is always larger compared to model trained with-
out BOW. Compared to the baseline VAE model,
the proposed model achieves better NLL and KL
values at the same time. One possible reason is
the multi-modality of the Dirichlet variable t help
ease the labor for z which is a unimodal distribu-
tion.
It is worth noting that for YAHOO and YELP data
sets, the original VAE fails to learn latents with rea-
sonably large KL divergence (0.4 for YAHOO and
0.5 for YELP) even with the KL annealing trick.
This, we conjecture, could be due to the relatively
long document lengths in the two data sets. It is
more rewarding for the model to learn a powerful
decoder to maximize the overall data probability.
Whereas our model learns latents with non-trivial
KL divergence across all data sets.
4.4 Classification on Learned
Representations
For YAHOO and YELP data sets, we train both VAE
without the label information and CVAE with la-
bel information. We use the trained VAE mod-
els to extract latent representations for all the data
splits and randomly choose 500 and 2000 exam-
ples from the training split to train a linear SVM on
the feature space. Model selections are done with
a validation set and test performances are shown
in Table 2. Evaluation of the trained CVAE models
are described in the next section.
From the results we can tell that using the la-
tent representations learned with topic-aware VAE
models, we get better classification performances
compared to standard VAE models. This indicates
that the proposed models learn better representa-
tions when used for classification. We can also see
from Table 2 that models trained with BOW loss
extract better features.
4.5 Conditional Generation Results
We adopt an evaluation approach for CVAE de-
tailed as follows: 1. Generate random samples
conditioned on different label classes with the
INPUT Tears filled his eyes. He takes a sharp breath, and opens his eyes.
MEAN Tears welled his eyes. He got a seat and reached for the door.
z SAMP. 1 Sofia rubbed her eyes. He pulled his head and continued to stare at me.
z SAMP. 2 His eyes widened in anticipation. The captain scowled and took a seat in the courtyard.
z SAMP. 3 Haleton ignored his eyes. She pulled a hand on the ground and turned.
t SAMP. 1 Jason asks his voice. He looked at the boy, sitting on his shoulder.
t SAMP. 2 The young ninja nodded. He asked, a little shocked, raising his eyebrows.
t SAMP. 3 Frank shook his head. He offered a seat and pressed the ground in his face.
Table 4: Examples of generated sentences from the posterior distributions of z and t. t is fixed to the mean when
sampling from z and vice versa. We can observe that t to some extent controls the word choices and topics while
z relates to the sentence structures.
trained model; 2. Train a classifier with the gener-
ated data to predict the document labels. Select the
best classifier based on performances on the origi-
nal validation set; 3. Evaluate the classifier on the
original test set.
This evaluation protocol considers both the re-
construction quality and the learned latent space.
If the reconstructions are not good enough, the
generated examples would be too deviated from
the true data distribution and the supervision they
provide to the classifier is unreliable. On the other
hand, if the model memorize perfectly each exam-
ple by encoding them into disjoint points in the la-
tent space, random samples from this latent space
are highly unlikely to fall into non-zero density ar-
eas (for a discussion on the NLL/KL trade-off, see
the model analysis section).
We use both a CNN classifier described in (Kim,
2014) and a logistic regression model with tf-idf
features. Same number of examples as the orig-
inal training set are generated with each CVAE
model and all experiments are repeated five times
to account for randomness during sample gener-
ation and classifier training. We include results
for standard samples and low-probability samples.
Low-probability samples are generated by scaling
the standard samples by 2 from the correspond-
ing mean value. The results are shown in Table
3. Models trained with auxiliary BOW loss are fa-
vorable by this evaluation protocol with their stan-
dard samples. When generating from the low-
probability areas, however, CVAE with BOW de-
grades sharply while the proposed model is able
to maintain similar if not better samples.
5 Model Analysis
In this section, we qualitatively evaluate properties
of the model by analyzing the generated samples
in different scenarios. We also include a discus-
sion on the trade-off between KL and NLL terms in
both
He looked at the small buildings and smiled.
I looked at the picture, confused.
I frown at the young man.
I knew what the man was hearing.
I knew what was going on.
z
He looked at the small buildings and smiled.
I looked at the bar, stunned.
I looked at the bar, stunned.
I thought he was a bad friend.
I thought he was a teenager.
t
He looked at the small buildings and smiled.
He looked at the young man and listened intently.
He straightened his face and saw the agents.
He straightened his face and saw the voice.
He glanced at the young man and stood.
Table 5: Generated sentences from interpolations of
points in the latent space. Three interpolation types
are: interpolate both z and t (top), interpolate z only
(middle), and interpolate t only (bottom). Notice how
sentence structure barely varies when z is kept fixed
and how varying t affects the word choices.
the training objective.
5.1 Reconstruction
The model is able to reconstruct input documents
by first encode them into latent space and then
decode from the mean or samples of the poste-
rior distribution of z. For the marginal model,
we could also sample from the t space. Table 4
shows two examples of generated sentences with
a greedy decoder from means and samples of the
posteriors of z and t. The model does not memo-
rize exactly the inputs as we can see from the ex-
amples. Instead, sentences with similar structures
and tenses are generated. Notably, in the first ex-
ample, all three z samples preserve the topic word
“eyes” because they share the same t value.
5.2 Interpolation
One property of VAE models is that the models are
able to generate smoothly transitioned sentences
from interpolations of points in the latent space
Topic Top words
1 sushi, fast, food, rolls, roll, hair, egg
2 place, like, great, just, time, ve
3 la, taking, die, le, dr, et, son, est
4 room, hotel, vegas, stay, strip, guys
5 did, service, minutes, got, time, said
6 food, great, place, good, service, bar
7 good, food, place, great, chicken
8 like, breakfast, coffee, good, buffet
Table 6: Top words for each topic from an LDA model
trained on the YELP data with 8 topics.
(Bowman et al., 2015). For our proposed model,
interpolations can be done on both z and t. Ta-
ble 5 shows examples of interpolation of all three
types. We could observe from the examples that
the model is able to generate smoothly transitioned
sentences in both z and t spaces. More specifi-
cally, t space is somehow independent of the gen-
eral sentence structure: all five sentences have the
same pronoun and similar structures. This is true
for most of the interpolations generated. While
the effect of t seems to be determining the gen-
eral topics and choice of words in the sentences,
the effect of z is harder to isolate and is possibly
entangled with the effect of t.
5.3 Topics Generated by the Marginal Model
As mentioned in previous sections, the marginal
model is able to generate topic distributions based
on the input text at test time. We examine the topic
distributions generated from a marginal model
trained on the YELP data set with 8 topics. Top
words for each topic are listed in Table 6. No-
tably, topic 1 contains words for Japanese restau-
rants; topic 3 contains words used by non-English
reviewers; topic 4 is about hotels; topic 5 relates
to descriptions of service time; topic 8 is about
breakfast.
Five examples of the generated topic distribu-
tions are shown in Figure 3. We can see that the
generated topic distributions in most cases are rep-
resentative of the reviews. There are other docu-
ments with more uniformly distributed topics. We
want to stress here that the proposed model is not
designed to generate high-quality topic distribu-
tions. This functionality is a side-product of the
proposed marginal model.
5.4 Trade-offs Between KL and NLL
By the nature of the VAE model, there is a trade-off
between the NLL, which measures the reconstruc-
tion quality, and the KL term, which prevent the
Doc 1: Beer was fantastic! The music was so loud that I could not enjoy the conversation 
            with my friends. I will not return as my idea of a pub is one where you talk, not 
            shout at your friends. Makes it tough to enjoy the beer.
Doc 2: For fattening donuts they make it worthwhile get the Elvis donut. With chocolate 
            peanut butter and banana. Mmm. Mmm good. Only 1 time a month unless you w-
            -ant to gain weight. Mmm still.
Doc 3: The Hilton hotel in not what it looks like in the pictures. The pool is tiny and the 
            rooms are disgusting! I would recommend a place like _unk bay or the Belagio.
Doc 4: I had 8 watches that needed batteries... He was done in less than 10 minutes! Gre-
            -at customer service and prices! Cash only!
Doc 5: Terrible service. Booked a room with two beds, deluxe strip view. I go to check in
            and they don't have anything available that meets my request and am forced to do-
            -wngrade my room.
Topic 1 Topic 2 Topic 3 Topic 4 Topic 5 Topic 6 Topic 7
Doc 1
Doc 2
Doc 3
Doc 4
Doc 5
Topic 8
Figure 3: Examples of generated topic distributions.
Color changes linearly with the probability density.
Darker means higher probability.
model from simply memorizing training samples.
We conduct a experiment on a synthetic data set
to better understand the behavior of VAE when KL
divergence is at different levels.
The synthetic data set is constructed with 100
unique tokens. Token transition probabilities are
randomly initialized. 12k examples are sampled
with maximum length 8. 10k are used as training,
1k for validation and 1k for test. We set the em-
bedding size and hidden size as 16 and the code
size as 2. Three models are trained with different
levels of weights on the KL divergence term. The
NLL (KL) performances are 34.0 (0.2), 32.2 (1.9),
and 28.2 (9.9). We term these three models SM-
KL, MD-KL, and LG-KL. Distributions of the latent
code z for 100 randomly selected test samples are
averaged and shown in Figure 4.
We can see that when KL term is very small, al-
most all samples get encoded into the same uni-
form Gaussian. When KL term is at a medium
level, encoded samples are more scattered but still
have non-zero densities when transitioning from
the mean value of a sample to another. When KL
term is very large, the mean values of the encoded
samples are still not far away from each other in
the latent space. What is different is that samples
are encoded into disjoint areas with very small co-
variances. This indicates that the model achieves
higher reconstruction qualities by trying to mem-
orize each sample. Figure 4 indicates that there is
an optimal level of KL divergence for VAE models.
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Figure 4: Averaged latent code z distributions for SM-
KL (left), MD-KL (middle), and LG-KL (right) repre-
senting models with different scales of KL values. Plus
symbols are latent variable means. When KL value is
too small, learned representations are random; when
KL is too large, the model encodes each training exam-
ple into a single point essentially memorizing the input.
However, how to determine this optimal level of
KL divergence remains an open problem.
6 Conclusion
We present a novel variational autoencoder with
a Dirichlet latent variable representing text topic
distributions. Learning objectives of the proposed
model in two different settings are derived and
experiments on four different data sets are con-
ducted. The model is more robust against KL di-
vergence vanishing and learns better latent rep-
resentations compared to a standard VAE model
with respect to classification performances. It also
generates higher quality samples across the latent
space, even from low-probability areas. Interpola-
tions of points in the latent space can be used to
generate plausible sentences with smoothly tran-
sitioned semantics. As a side product of the pro-
posed formulation, the model can generate topic
distributions of unseen documents. We discuss the
KL/NLL loss term trade-off and experiment on a
toy data set which shows that there is an appropri-
ate level of KL divergence depending on the appli-
cation and model settings. Our findings also sug-
gest some promising future research directions, in-
cluding systematically determination of the proper
KL divergence level based on model settings, learn
disentangled representations of z and t.
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