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1. INTRODUCTION 
1-1, The Genera l  Problem 
The development and usage  of  wa t e r  r e s o u r c e s  sys tems  c o n s i s t  of 
t h r e e  b a s i c  phases :  (1)  t h e  p l a nn i ng  2hase  i n  which t h e  l o c a t i o n  and e x t e n t  
of t h e  d i f f e r e n t  sys tem components are de te rmined ,  ( 2 )  t h e  a l l o c a t i o n  pha se  
i n  which t h e  p r o p o r t i o n  o f  r e s o u r c e s  t o  b e  a l l o c a t e d  t o  e ach  purpose  i s  
de t e rm ined ,  and (3)  t h e  o p e r a t i o n  phase  i n  which t h e  o p e r a t i o n  of  t h e  sy s t em  
i s  s p e c i f i e d  f o r  a c h i e v i n g  t h e  a l l o c a t i o n  o f  r e s o u r c e s  i n  o r d e r  t o  s a t i s f y  
p a r t i c u l a r  demands d u r i n g  p a r t i c u l a r  t ime  p e r i o d s .  The o p e r a t i n g  p o l i c i e s  
o f  a mu l t i p l e - un i t  and mu l t i p l e -pu rpose  wa t e r  r e sou r ce s ,  s y s t em  p l a y  a major  
r o l e  i n  t h e  o v e r a l l  p r o d u c t i v i t y  o f  t h e  sys tem.  A wrong p l ann ing  approach  
i n  t h e  f i r s t  phase  may j e o p a r d i z e  t h e  e f f i c i e n c y  of  t h e  a l l o c a t i o n  and oper -  
a t i o n  pha se s .  An u n r e a l i s t i c  a l l o c a t i o n  of  w a t e r  t o  some purpose  may c on t r a -
d i c t  t h e  p l ann ing  and o p e r a t i n g  i -u les .  At tempts  t o  f i n d  t h e  b e s t  o p e r a t i n g  
r u l e s ,  s u b j e c t  t o  s e v e r e  p h y s i c a l  and a l l o c a t i o n  c o n s t r a i n t s  s e t  i n  t h e  
p l a n n i n g  and a l l o c a t i o n  p h a s e s ,  may l e a d  t o  r e s u l t s  which do n o t  p r o j e c t  
t h e  t r u e  p o t e n t i a l  o f  t h e  sy s t em  a s  a  whole. I n  b r i e f ,  c o n s i d e r a t i o n  o f  
o n l y  one o f  t h e s e  pha se s  f o r  o p t im i z a t i o n  may l e a d  t o  sub -op t im iza t i on .  
T h e r e f o r e ,  a n  o p t im i z a t i o n  o f  t h e  sys tem must i n c o r p o r a t e  a l l  t h r e e  
p h a s e s  s imu l t aneous ly .  
I n  such  an o p t im i z a t i o n ,  t h e  b a s i c  q u e s t i o n s  a r e :  where t o  s t a r t ,  
i.e., which phase  i n  con junc t i o i l  w i t h  t h e  r e s u l t s  of  t h e  o t h e r  two ph a s e s  
must  b e  cons ide r ed  f i r s t ,  and,  s i n c e  t h e  n a t u r e  o f  t h e s e  pha se s  d i f f e r  from 
each  o t h e r ,  which o p t im i z a t i o n  t e c hn i qu e  must b e  used f o r  e ach  phase?  
It i s  pe rhaps  r e a s on ab l e  t o  assume t h a t  t h e  answer  t o  t h e  f i r s t  
q u e s t i o n  i s  t h a t  t h e  t h i r d  phase  can  b e  more e a s i l y  c a r r i e d  o u t  w i t h  r e g a r d  
t o  t h e  r e s u l t s  o f  t h e  o t h e r  two pha se s .  Th e r e f o r e ,  one  may s t a r t  by assuming 
r e s u l t s  f o r  pha se s  one and two, and u s i n g  them i n  pha se  t h r e e .  Then, based 
.on t h e  r e s u l t s  of  phase  t h r e e ,  i t  i s  p o s s i b l e  t o  improve on t h e  r e s u l t s  of 
t h e  f i r s t  two pha se s  and r e p e a t  t h e  l a s t  pha se  a g a i n .  Con t i nu ing  i n  t h i s  
manner, a s e t  o f  e f f e c t i v e  r e s u l t s  may b e  o b t a i n ed  f o r  t h e  t h r e e  pha se s .  
The answer  t o  t h e  second q u e s t i o n  must depend on t h e  c h a r a c t e r i s t i c s  
o f  w a t e r  r e s o u r c e s  sys tems .  Some of t h e s e  c h a r a c t e r i s t i c s  are: (1)  t h e  
s t o c h a s t i c  n a t u r e  o f  i n f l ow  d a t a ;  ( 2 )  t h e  e x i s t e n c e  o f  r e l a t i v e l y  s e v e r e  
c o n s t r a i n t s ; (3) t h e  n o n - l i n e a r i t y  of  o b j e c t i v e  f u n c t i o n s ;  and ( 4 )  t h e  
mu l t i p l e - s t a g e  n a t u r e  o f  t h e  o p e r a t i o n  p rocedu re  o f  t h e  sy s t ems .  Th e r e f o r e ,  
a n  o p t im i z a t i o n  t e c hn i qu e  which can hand l e  t h e  above c h a r a c t e r i s t i c s  p r op e r l y  
must b e  s e l e c t e d  f o r  t h e  a n a l y s i s  o f  t h e  sys tems .  Op t im i z a t i o n  t e c hn i qu e s  
such  as t h e  c on j ug a t e  g r a d i e n t  [ F l e t c h e r  and Powel l ,  1963; F l e t c h e r  and Reeves, 
19641 and t h e  second  v a r i a t i o n  method [Bryson and Ho, 19691 may be  adop ted  t o  
s e a r c h  among a sequence  o f  f e a s i b l e  d e c i s i o n s  f o r  t h e  o p t im a l  s e t  o f  d e c i s i o n s .  
However, t h e s e  t e c hn i qu e s  r e q u i r e  a s u f f i c i e n t l y  d i f f e r e n t i a b l e  o b j e c t i v e  
f u n c t i o n ,  c a nno t  h a nd l e  c o n s t r a i n t s  w i t h ou t  c rea ' t  i n g  d i f f i c u l t i e s  , and r e q u i r e  
a major  mod i f i c a t i o n  o f  t h e  a l g o r i t hm  i n  o r d e r  t o  i n c o r p o r a t e  t h e  s t o c h a s t i c  
d i s t u r b a n c e s .  
In  c o n s t r a s t ,  dynamic programming does n o t  have  t h e  above l i m i t a -  
t i o n s .  When e xp r e s s e d  i n  d i s c r e t e  form, i t s  r e c u r s i v e  e q u a t i o n  can even 
hand l e  f u n c t i o n s  d e f i n e d  by t a b l e s .  C o n s t r a i n t s  on s ta tes  and d e c i s i o n s  
reduce  t h e  computa t ion  e f f o r t s ,  and  s t o c h a s t i c  d i s t u r b a n c e s  oav  be i n c o r -
po r a t e d  with l i t t l e  mod i f i c a t i o n  i n  the a l g o r i t hm  excep t  w i t h  an  i n c r e a s e  
i n  computer  t ime .  It i s  a t e c hn i qu e  s p e c i f i c a l l y  de s i gned  f o r  a n a l y s i n g  
mu l t i p l e - s t a g e  p r o c e s s e s .  
1-2, Ob j e c t i v e  o f  t h e  Study 
S ev e r a l  a t t emp t s  h a v e  been made t o  de t e rm ine  t h e  optimum o p e r a t i n g  
r u l e s  f o r  wa t e r  r e s ou r c e s  sys tems  u s i n g  Be l lman i s  p r i n c i p l e  o f  o p t im a l i t y  
[Chow and Mered i th ,  1 969a l .  The c ho i c e  of  t h i s  p r i n c i p l e  seems t o  b e  a l o g i -
c a l  one .  However, ir! u s i ng  Be l lman ' s  p r i n c i p l e  o f  o p t im a l i t y ,  which i s  a 
powe r fu l  o p t im i z a t i o n  t e c hn i qu e  f o r  low-dimensional  s y s t ems ,  t h e  i n v e s t i -  
g a t o r s  have  g e n e r a l l y  concluded t h a t  w i t h  t h e  p r e s e n t  s ta te  o f  computer t e c h -  
no logy  a r i g o r ou s  a n a l y s i s  o f  mu l t i p l e - u n i t  and  mu l t i p l e -pu rpose  sys tems  i s  
n o t  p o s s i b l e .  Th i s  conc lu s i on  r e s u l t s  from t h e  need  f o r  l a r g e  h igh-speed  
computer  s t o r a g e  r equ i r emen t s  f o r  t h e  s o l u t i o n  o f  t h e  r e c u r s i v e  e q u a t i o n  o f  
dynamic programming, 
I n  s p i t e  o f  t h i s  p r o h i b i t i v e  l i m i t a t i o n ,  dynamic programming i s  
found  t o  b e  u s e f u l  f o r  t h e  a n a l y s i s  o f  many w a t e r  r e s ou r c e s  sy s t ems ,  There-
f o r e ,  t e c hn i qu e s  ba sed  on t h i s  p r i n c i p l e  must b e  sough t  t o  overcome t h e  
above d i f  f i t c u l t y e  S e v e r a l  i n v e s t i g a t o r s  , i n c l u d i n g  Bellman [1969] ,  h a v e  
a t t emp t e d  t o  deve lop  modi f i ed  a l g o r i t hms  of  dynamic programming which c ou l d  
c*rb wiat Bellman i 1 9 j T j  calls the I f  
c u r s e  o f  dimensionaiity." Some of the 
a t t em p t s  have  been r a t h e r  s u c c e s s f u l  [Mayne, 1966 ;  Larson ,  1968;  Wong and  
Luenbe rge r ,  1968; Jacobson,  1968a ,  b ,  c ;  and Lee ,  19691. However, t h e  
a p p l i c a t i o n  of  t h e s e  modi f i ed  a l g o r i t hms  t o  w a t e r  r e s ou r c e s  sys tems h a s  been  
made on l y  by Larson [ I9681  and Larson  and Keck l e r  11967, 19691.  
The r e fo r e ,  t h e  o b j e c t i v e  of  t h i s  s t u d y  i s  t o  deve lop  an approach  
b a s e d  upon t h e  dynamic programming t e chn ique  which can b e  used  t o  d e t e rm i n e  
t h e  optimum o p e r a t i n g  p o l i c i e s  f o r  mu l t i p l e - u n i t ,  mu l t i p l e -pu rpose ,  d i s c r e t e  
w a t e r  r e s o u r c e s  sy s t ems  u s i n g  a v a i l a b l e  computer f a c i l i t i e s ,  
1-3.  Scope o f  t h e  Study 
The approach  proposed f o r  t h e  a n a l y s i s  o f  d i s c r e t e  wa t e r  r e s ou r c e s  
sys tems  may b e  c on s i d e r e d  an  e x t e n s i o n  o f  t h e  d i f f e r e n t i a l  dynamic program- 
ming approach  t h a t  Mayne [ I9661  and Jacobson [1968a,  b ,  c ]  have developed 
f o r  con t i nuous  sy s t ems ,  Ffrs t ,  the advan t age s  and l i m i t a t i o n s  of dynamic 
programming are reviewed a l o ng  w i t h  t h e  a v a i l a b l e  t e c hn i qu e s  f o r  overcoming 
some of  t h e  l i m i t a t i o n s .  Second, t h e  d i s c r e t e  d i f f e r e n t i a l  dynamic program- 
ming t e c hn i qu e  and t h e  computat ion s t e p s  o f  t h e  p roposed  approach a re  g iven .  
The approach  i s  t h e n  employed t o  o b t a i n  t h e  b e s t  o p e r a t i n g  p o l i c i e s  of  two 
mu l t i p l e - u n i t  and mu l t i p l e -pu rpose  w a t e r  r e s ou r c e s  s y s t e m s  whose s o l u t i o n s  
cannot  b e  de t e rm ined  w i t h  r e g u l a r  dynamic programming, The f i r s t  s y s t em  i s  
a  h y p o t h e t i c a l  c a s e  which was f o rmu l a t ed  by Larson  [ I9681  and f o r  which t h e  
e x a c t  s o l u t i o n  h a s  been found by l i n e a r  programming and by  s u c c e s s i v e  approxi-  
ma t i on  dynamic programming. The o t h e r  sy s t em  i s  t h e  C l e a rwa t e r  R i v e r  System 
p r e s e n t e d  by Maass, -- [1962], and i s  cons ide r ed  much c l o s e r  t o  ae t  a l .  r e a l  
s y s t em  than t h e  f i r s t  c a s e .  I n  o r d e r  t o  s a v e  computer t i m e  t h e s e  sys tems  
a r e  a n a l y s e d  d e t e r m i n i s t i c a l l y .  The p o s s i b l i t y  of  e x t e nd i ng  t h e  proposed 
approach t o  s t o c h a s t i c  sys tems  i s  d i s c u s s e d .  I t  i s  demons t ra ted  t h a t  t h e  
proposed approach  can s u b s t a n t i a l l y  r educe  t h e  h i gh  speed  computer s t o r a g e  
and computer t i m e  r equ i r emen t s .  
2 ,  A. REVIEW OF DYNAMIC PROGRAMMING 
Dynamic Programming 
Bellman [1953j pub l i s h ed  t h e  f i r s t  fo rmal  p r e s e n t a t i o n  of  a n  o p t i -  
m i z a t i o n  t e chn ique  c a l l e d  dynamic programming. The p r i n c i p l e  of dynamic 
programming, i t s  advan t age s ,  and i t s  d i s a dv an t a g e s  f o r  a n a l y s i n g  wa t e r  r e -
s o u r c e s  sys tems  and a t t emp t s  t o  r educe  t h e  d i s a dv an t a g e s  a r e  reviewed below.  
2-1-1. D e f i n i t i o n s  
Dynamic programming i s  a t o o l  f o r  o p t im i z i n g  mathemat ica l  r e p r e s e n -  
t a t i o n s  o f  mu l t i p l e - s t a g e  p r o c e s s e s .  The f o rmu l a t i o n  of  dynamic programming 
i s  b a s ed  on Bel lman 's  p r i n c i p l e  o f  o p t im a l i t y  [Bel lman,  19571 which s t a t e s :  
"An op t ima l  p o l i c y  has  t h e  p r o p e r t y  t h a t  wha t eve r  t h e  i n i t i a l  s t a t e  and 
d e c i s i o n  a r e ,  t h e  remain ing  d e c i s i o n s  must c o n s t i t u t e  an  o p t ima l  p o l i c y  w i t h  
r e g a r d  t o  t h e  s t a t e  r e s u l t i n g  f rom t h e  f i r s t  d e c i s i o n .  " Befo r e  f o rmu l a t i n g  
t h e  f u n c t i o n a l  e qu a t i o n  on t h e  b a s i s  o f  t h e  p r i n c i p l e  o f  o p t im a l i t y ,  some 
d e f i n i t i o n s  a r e  n e c e s s a r y .  These  d e f i n i t i o n s  can  b e  g iven  by d e s c r i b i s g  
t h e  f e a t u r e s  which c h a r a c t e r i z e  t h e  problems t o  which t h e  dynamic programming 
app roach  can b e  a pp l i e d .  These  f o u r  f e a t u r e s  are: 
(1)  The problem must b e  one  which can b e  d i v i d e d  i n t o  s t a g e s  w i t h  a 
d e c i s i o n  r e qu i r e d  a t  e ach  s t a g e .  The s t a g e s  may r e p r e s e n t  d i f f e r e n t  p o i n t s  
i n  s p a c e ,  a s  f o r  example i n  s e l e c t i n g  a  r o u t e  f o r  a new p i p e l i n e ,  o r  t h e y  
may r e p r e s e n t  d i f f e r e n t  p o i n t s  i n  t ime ,  as f o r  example i n  de t e rm in ing  t h e  
o p t im a l  r e l e a s e s  each month from a r e s e r v o i r ,  
( 2 )  Each s t a g e  o f  t h e  problem must h ave  a f i n i t e  number o f  s t a t e s  
a s s o c i a t e d  w i t h  i t .  The s t a t e s  d e s c r i b e  t h e  p o s s i b l e  c o n d i t i o n s  i n  which 
t h e  sy s t em  might f i n d  i t s e l f  a t  any s t a g e  o f  t h e  problem. In r e s e r v o i r  
o p e r a t i o n  s t u d i e s ,  t h e  s t a t e s  may r e p r e s e n t  t h e  amount o f  w a t e r  s t o r e d  i n  
t h e  r e s e r v o i r  a t  t h a t  s t a g e .  
(3 )  The e f f e c t  o f  a d e c i s i o n  a t  each  s t a g e  of t h e  problem i s  t o  t r a n s -
form t h e  c u r r e n t  s t a t e  of  t h e  sy s t em  i n t o  a s t a t e  a s s o c i a t e d  w i t h  t h e  n ex t  
s t a g e ,  The d e c i s i o n  may r e p r e s e n t  how much wa t e r  t o  r e l e a s e  from t h e  rese r - .  
v o i r  a t  t h e  c u r r e n t  t i m e ,  and t h i s  d e c i s i o n  w i l l  t r a n s f o rm  t h e  amount of 
w a t e r  s t o r e d  i n  t h e  r e s e r v o i r  f rom t h e  c u r r e n t  amount t o  a new amount f o r  
t h e  n e x t  s t a g e .  As soc i a t ed  w i t h  each  p o t e n t i a l  s t a t e  t r a n s f o rma t i o n  i s  a 
r e t u r n ,  a  b e n e f i t  o r  a c o s t ,  which i n d i c a t e s  t h e  e f f e c t i v e n e s s  o f  t h e  
t r a n s f o rma t i o n ,  
(4) For  a  g iven  c u r r e n t  s t a t e  and s t a g e  of t h e  problem t h e  o p t ima l  
s equence  o f  d e c i s i o n s  i s  independen t  o f  t h e  d e c i s i o n s  made i n  p r e v i ou s  s t a g e s .  
A p o l i c y  i s  a se t  o f  d e c i s i o n s  which c o n t a i n s  one d e c i s i o n  f o r  e ach  s t a t e  
v a r i a b l e  f o r  each  s t a g e ,  A p o l i c y  may a l s o  b e  c a l l e d  a d e c i s i o n  t r a j e c t o r y ,  
The s e t  o f  s t a t e s  which r e s u l t s  from t h e  a p p l i c a t i o n  o f  a  p o l i c y  i s  c a l l e d  a 
s t a t e  t r a j e c t o r y  o r  s imply  t r a j e c t o r y .  An op t ima l  p o l i c y  i s  t h e  se t  o f  dec i -  
s i o n s  t h a t  o p t im i z e s  t h e  o b j e c t i v e  f u n c t i o n  which i s  a measure o f  e f f e c t i v e -  
n e s s  o f  t h e  s t a t e  t r a n s f o rma t i o n s  and hence  t h e  p o l i c y .  
2-1-2. Development o f  Recu r s i ve  Equa t ion  and Computat ional  P rocedu re s  
I n  most  d i s c u s s i o n s  o f  dynamic p r o g r am i n g  compu t a t i ona l  p rocedures ,  
t h e  computations b eg i n  a t  t h e  final t i m e  aiid work backwards toward t h e  i n i t i a l  
t i m e .  T h i s  p r o c e s s  i s  known a s  t h e  backward dynamic p r o g r am i n g  a l go r i t hm .  
It i s  p o s s i b l e  t o  s t a r t  i n s t e a d  w i t h  t h e  i n i t i a l  t i m e  and work towards  t h e  
f i n a l  t ime  u s i n g  a p rocedure  c a l l e d  fo rward  dynamic programming. By i n t e r -
p r e t i n g  t h e  computat ions  i n  a  s u i t a b l e  manner, i t  can  b e  shown t h a t  t h i s  
procedure  i s  more u s e f u l  i n  wa te r  r e sou rce s  sys tem s t u d i e s  than  t h e  backwar 
method. IJe s h a l l  con f ine  o u r s e l v e s  t o  t h e  forward a lgo r i t hm which i s  g iven  
below. 

Le t  us cons ide r  t h e  dynamic equa t ion  of a d i s c r e t e  system i n  t h e  

t ime  i n t e r v a l t  < t < t ( i . e . ,  t E [ t O ,  tf]). I f  t h i s  t ime  i n t e r v a l - i s  
0 - - f 
d i v i d e d  i n t o  N equa l  segments of s m a l l  l e n g t h  A t ,  and a t  t h e  beg inn ing  of  
each t ime  i n t e r v a l ,  c a l l e d  s t a g e ,  on ly  d i s c r e t e  va lues  of s t a t e s  and dec i -  
s i o n s  a r e  cons idered ,  t hen  t h e  d i f f e r e n c e  e q u a t i o n  d e s c r i b i n g  t he  dynamics 
o f  t h e  system is: 
s ( n )  = $[ s (n - l ) , u (n -1 )  ,n-11 f o r  n  = 1, 2 ,  . . ., N 
where n i s  t h e  i ndex  of s t a g e  v a r i a b l e ;  s (n) i s  an m-dimensional s t a t e  v e c t o r  
a t  s t a g e  n ;  u(n)  i s  q-dimensional d e c i s i o n  v e c t o r  a t  s t a g e  n  which t rans forms  
t h e  s t a t e  o f  t h e  sys tem from s (n) t o  s (n+l) ; and 
where S(n) i s  t h e  admis s ib l e  domain i n  t h e  s t a t e  space  a.t s t a g e  n ;  and U(n) 
i s  t h e  admiss ib le  domain i n  t h e  d e c i s i o n  space  a t  s t a g e  n .  From equa t ion  (1) 
we may w r i t e :  
If t h e  s t a t e  of t h e  system a t  s t a g e  n  = 0 i s  a (O) ,  t h e  a p p l i c a t i o n  of a  
sequence  of  d e c i s i o n  v e c t o r s  t o  t h i s  system i n  t h e  t ime span  between n = 0 
and n  = N w i l l  t r ans fo rm t h e  s t a t e  of t h e  system t o  some s (N) E S (N) a t  s t a g e  
N and produce  some measure of  e f f e c t i v e n e s s  of  p o l i c y ;  i . e . ,  a r e t u r n  
F[s(N) ,IT]. I f  t h e  o b j e c t i v e  c r i t e r i o n  i s  t o  maximize t h e  r e t u r n  from the  
system, t h e  o b j e c t i v e  f u n c t i o n  may b e  w r i t t e n  as :  
N 

Maximize F [ s  (N) ,N] = 1 R[s (n-1) ,u(n-1) , n - l ]  

n=1 

where F[s(N) ,N] i s  t h e  sum of  t h e  r e t u r n s  which r e s u l t s  from s e r i e s  of t r ans -
fo rma t ions  from some i n i t i a l  s t a t e  a t  n  = 0 t o  some f i n a l  s t a t e  a t  n = N; and 
R[S ( n - l ) ,  u(n-1) , n - l ]  i s  t h e  r e t u r n  from t h e  system due t o  t h e  sys tem being i n  
s t a t e  s (n -1 )  a t  s t a g e  n-l and t h e  a p p l i c a t i o n  of  a d e c i s i o n  v e c t o r  u(n-1) i n  
t h e  t i m e  i n t e r v a l  s t a r t i n g  a t  s t a g e  n-1 and l a s t i n g  A t .  
* * 
Assume t h a t  t h e  i n i t i a l  va lue s  of  F [s(O),O] ( t h e  s u p e r s c r i p t  
s i g n i f i e s  t h e  optimum) f o r  a l l  s ( 0 )  E S (0 )  a r e  known and t h a t  computations a r e  
be ing  performed f o r  a  s t a g e  r e p r e s e n t i n g  t = t 0 + A t ,  i.e . ,  s t a g e  n  = 1. The 
* 
p o r t i o n  of equa t i on  ( 4 )  f o r  t h i s  t ime i s  des igna ted  by F [ s ( l ) , l ]  and may be  
w r i t t e n  a s :  
~ * [ s ( l ) , l ]= max F'[s (1) , 1 1  
u(O)~U(O> 
S u b s t i t u t i n g  equa t ion  (3) i n t o  equa t i on  (5b) we o b t a i n  
which f o r  every d i s c r e t e  l e v e l  of s t a t e  a t  n = 1, s ( l ) ,  may be  so lved  as a 
f u n c t i o n  of u(0)  on ly .  The re fo re ,  f i r s t  t h e  admis s ib l e  s t a t e  domain a t  n = 1, 
~ ( 1 1 ,i s  d i s c r e t i z e d  i n t o  L l e v e l s  i n  t h e  i - t h  component of t h e  s t a t e  v e c t o r ,  i 
i = 1, 2 ,  . . . , m, and t h e  admis s ib l e  d e c i s i o n  domain a t  n = 0,U(0) , i s  
d i v i d e d  i n t o  H d j s e r e t e  l e v e l s  i n  t h e  j - t h  component o f  t h e  d e c i s i o n  v e c t o r ,  j 
j = 1, 2 ,  ..., 4.  Now, a l a t t i c e  p o i n t ,  s ( l ) ,  i n  t h e  d i s c r e t i z e d  s t a t e  domain 
may b e  chosen and a l l  of t h e  admis s ib l e  d i s c r e t e  l e v e l s  of  t h e  d e c i s i o n  v e c t o r  
may b e  a p p l i e d  t o  t h i s  l e v e l  of t h e  s t a t e  v e c t o r  t o  de te rmine  which d e c i s i o n  
v e c t o r  maximizes equa t i on  ( 6 ) .  For  each u ( 0 )  i n  t h e  d e c i s i o n  domain U(0) t h e  
f i r s t  term on t h e  r i g h t  s i d e  of  equa t i on  ( 6 )  i s  c a l c u l a t e d  d i r e c t l y  and t h e  
* 
second  term i s  u s u a l l y  ob t a ined  by i n t e r p o l a t i o n  i n  F [ s  (0) , O ]  . The v a l u e s  
of t h e  s u m  ob t a ined  f o r  t h e  v a r i o u s  u(0) a r e  compared t o  determine t h e  maxi- 
mum. This procedure i s  t hen  r epea t ed  f o r  each d i s c r e t e  v a l u e  of s ( 1 ) .  
I n  F igure  1, which r e p r e s e n t s  t h e  s t a t e  domain f o r  m = 1 and q = 1, 
such  a s t a t e  l a t t i c e  p o i n t  a t  s t a g e  n  = 1 i s  shown as  cl. D i s c r e t e  l e v e l s  of 
S t a g e  
FIGURE 1. 	 Schematic Rep re sen t a t i on  of P o s s i b l e  Decisions which b r i n g  
t h e  S t a t e  of t h e  System t o  c1 a t  n = l .  (Forward Algorithm) 
t h e  d e c i s i o n  v e c t o r ,  u(O),  shown as  zI' 5 3 ZH 3  a r e  a pp l i e d  t o  va r ious  " ' 3  
s t a t e s  ( d i s c r e t e  o r  nond i s c r e t e )  , s ( 0 ) ,  a t  n = 0 such t h a t  t h e  s t a t e  of t h e  
sys tem i s  transformed t o  c1 a t  n = 1. There may be o t h e r  admis s ib l e  d i s c r e t e  
d e c i s i on  l e v e l s  which would b r i n g  t h e  s t a t e  o f  t h e  sys tem t o  c1 but t h e  or ig -  
i n a t i n g  s t a t e ,  s (O), may no t  be  a member of t h e  admis s ib l e  s t a t e  domain a t  . 
?t 
n = 0. There fo re ,  t h e s e  d e c i s i on s  a r e  excluded from t h e  a n a l y s i s .  u [ c l  ,0] 
is  then  t h e  d e c i s i on  which causes  t h e  maximum va lue  of F [ s  (1 ) ,l] when 
s (1) = C1. 
Th i s  procedure i s  t hen  r epea t ed  f o r  Li-1, 1' = 1, 2 ,  ..., m g  o t h e r  
Jc 
d i s c r e t e  s t a t e s  a t  s t a g e  n  = 1, and f o r  each s t a t e ,  s ( l ) E S ( l ) ,  u [ ~ ( l ),0] 
>t. 
and F [ s ( l )  , l ]  a r e  c a l c u l a t e d  a s  a f unc t i on  of  s ( l ) .  I n  F igu re  1 t h e  Li-1 
o t h e r  s t a t e s  a r e  des igna ted  by c2 c3,  . . . c6 .  Then, t h e  optimum dec i s i on  
v e c t o r  and r e t u r n  c a l c u l a t e d  f o r  each s t a t e  a t  s t a g e  1 i s  s t o r e d  e i t h e r  a s  
a  con t inuous  f unc t i on  of s (1) o r  i n  t h e  d i s c r e t e  form f o r  f u r t h e r  use. 
Now, t h e  c a l c u l a t i o n s  may b e  performed f o r  s t a g e  n  = 2 r e p r e s en t i ng  
t = t + 2A t .  Th i s  procedure c o n s i s t s  of s im i l a r  s t eps ,  except  t h e r e  a r e  now 0 
two d e c i s i o n  v e c t o r s  which must b e  cons ide red  i n  sequence: t h e  d e c i s i on  
v e c t o r  a p p l i e d  t o  t h e  system i n  t h e  t ime span  between s t a g e s  n  = 0 and n  = 1 
and t h e  d e c i s i o n  v e c t o r  app l i ed  between s t a g e s  ri = 1 and n = 2 .  Wr i t ing  t he  
maximum of equa t i on  (4 )  f o r  n  = 2 w e  have 
= max {~[e[~(2),~(1),11,u(l)~1] 
u(l)EU(1) 
[ s ( 2 ) . ? u ( l ) ,1 1J] 1 
which  f o r  eve ry  d i s c r e t e  l e v e l  o f  t h e  s t a te  v e c t o r  a t  n = 2 may be so lved  
as a f u n c t i o n  o f  u ( l )EU ( l )  on ly .  Th i s  i s  done e x a c t l y  a s  above w i t h  n = 1 
and n = 2 r e p l a c i n g  n  = 0 and n  = 1 r e s p e c t i v e l y .  I n  an  ana logous  manner 
we may c on t i n u e  t h e  computat ion t o  n s t a g e s .  Th e r e f o r e ,  t h e  g e n e r a l  form 
of the e q u a t i o n  f o r  s t a t e  s (n)  a t  s t a g e  n  may b e  w r i t t e n  as 
?t * 
F [ s ( n )  + I  = max { ~ [ s  + F 1s(n-1) ,n-111 (n-1) , u ( n - l ]  (8)  
u(n-l)ELJ(n-1) 
?'c 
where  F [ s  (n)  ,n] is  t h e  o p t ima l  r e t u r n  ove r  n s t a g e s  l e a d i n g  t o  s t a t e  s (n)  . 
Equa t i on  (8) i s  t h e  r e c u r s i v e  e qu a t i o n  o r  f u n c t i o n a l  e q u a t i o n  o f  dynamic 
programming. 
The s o l u t i o n  o f  e q u a t i o n  (8)  o v e r  N s t a g e s  p r ov i d e s  t h e  v a l u e  o f  
t he  maximum r e t u r n  from t h e  sys tem.  It i s  on l y  a t  t h e  end o f  t h e  a n a l y s i s  
t h a t  we a r e  a b l e  t o  e v a l u a t e  t h e  e n t i r e  p r o c e s s .  W e  may now t r a c e  b a c k  from 
s t a g e  N t o  s t a g e  0 t o  r e t r i e v e  t h e  optimum p o l i c y  which s a t i s f i e s  s p e c i f i c  
i n i t i a l  and f i n a l  s t a t e s .  Th i s  o p t ima l  p o l i c y  i s  r e t r i e v e d  from among t h e  
optimum d e c i s i o n  v e c t o r s  p r e v i o u s l y  de te rmined  f o r  each  s t a t e  of each s t a g e .  
The d e c i s i o n  v e c t o r s  o f  t h e  optimum p o l i c y  are t h e n  i n t r o d u c e d  i n t o  t h e  sys tem 
e q u a t i o n s  t o  o b t a i n  t h e  r e l a t e d  optimum states which d e f i n e  t h e  optimum 
t r a j e c t o r y .  
The above analysis i s  g e n e r a l  and assumes t h a t  t h e  i n i t i a l  and f i n a l  
s t a tes  can  b e  any a dm i s s i b l e  s t a t e s  a t  s t a g e s  n = 0  and n  = N, r e s p e c t i v e l y .  
I f  we h a v e  a sys tem w i t h  t h e  i n i t i a l  and f i n a l  s tates f i x e d  w e  can s t i l l  u s e  
t h e  above a n a l y s i s .  F o r  example,  t o  o b t a i n  a t r a j e c t o r y  which s t a r t s  w i t h  
s t a t e  a ( 0 )  and ends a t  s t a t e  a(N) we exc lude  a l l  states a t  n = 0 from t h e  
a dm i s s i b l e  s t a t e  domain excep t  a ( 0 ) .  We, t h e n ,  d e t e rm ine  o u r  optimum p o l i c y  
by beginning t he  backward t r ac ing  a t  s t a t e  a(N) f o r  n = N. This allows us t o  
determine t h e  optimum policy f o r  a two point  boundarv value oroblem. 
The extension of equation (8) t o  processes with random elements 
i s  a s t r a igh t fo rward  manipulation. Let us assume t h a t  the  s t a t e  of the  
.system a t  any s t age ,  n, may be a f fec ted  by a decision ufn-1) and a random 
dis turbance  y  (n-1). Then, t h e  dynamic equation (1) may be wr i t t en  as: 
where y(n-1) i s  t h e  d i s c r e t e  value of t h e  random disturbance a f f e c t i ng  the  
system i n  t h e  time increment s t a r t i n g  a t  n-1. The in t roduct ion o f  y(n-1) 
i n t o  equation (1) transforms s (n )  i n t o  a random var iab le .  Therefore, i n  
evaluat ing t h e  c r i t e r i o n  of equation (4)  we should search f o r  i t s  mathe- 
mat ica l  expecta t ion.  The new ob jec t ive  c r i t e r i o n  may be  presented by: 
where E{*) denotes the  expected value of t h e  terms i n  t h e  bracket .  Assuming 
t h a t  t h e  disturbances a t  s tage  n ,  n-1, and n+l a r e  independent from each o t h e r ,  
and the  p robab i l i t y  densi ty funct ion f o r  y(0) ,y (1) , ... y (N-1) a r e  known f o r  
V d i s c r e t e  l e v e l s  i n  the  range of t o  +m, the  recurs ive  equation, equation (8),  
f o r  a d i s c r e t e  l e v e l  o f  s t a t e  a t  s t age  n with random disturbances may be 
wr i t t en  as: 
. . . 
where  ~ [ y  	 t h e  V-th ran-(n-1) , v] i s  t h e  p r o b a b i l i t y  o f  d i s c r e t e  v a l u e  of t h e  
dom d i s t u r b a n c e  y  a f f e c t i n g  t h e  s y s t e m  i n  t h e  t i m e  i n t e r v a l  s t a r t i n g  a t  n-1. 
For  s t o c h a s t i c  d i s t u r b a n c e s ,  t h e  c o n d i t i o n a l  p r o b a b i l i t y  d e n s i t y  
o f  d i s t u r b a n c e s  must r e p l a c e  t h e  independen t  p r o b a b i l i t y  d e n s i t y  i n  e q u a t i o n  
( l l b ) ,  and t h e  summation must b e  performed t w i c e  o r  pe rhaps  more. -
I n  t h e  a p p l i c a t i o n  o f  dynamic programming t o  w a t e r  r e s o u r c e s  
p rob lems ,  i t  seems t h a t  t h e  fo rward  a l g o r i t h m  i s  more r e l e v a n t  t h a n  t h e  
backward a l g o r i t h m .  I n  t h e s e  s y s t e m s ,  t h e  e v e n t s  o f  t h e  p a s t ,  such a s  r e -
c h a r g e  o r  i r r i g a t i o n  a c t i v i t i e s ,  u s u a l l y  i n f l u e n c e  t h e  s t a t e  of t h e  s y s t e m  
i n  t h e  c u r r e n t  t i m e  o r  f u t u r e .  For  example,  a p o r t i o n  of a  r e c h a r g e  i n t o  an  
a q u i f e r  which t o o k ' p l a c e  i n  t h e  t i m e  s p a n  between s t a g e s  n-2 and n-1 may 
a f f e c t  t h e . s t a t e  o f  t h e  s y s t e m  d u r i n g  t h e  t i m e  between s t a g e s  n and 1191. 
T h e r e f o r e g  a  knowledge of  t h e  p a s t  a c t i v i t i e s  must  b e  a v a i l a b l e  f o r  t h e  
known o r  a l r e a d y  made. 
2-1-3, A p p l i c a t i o n s  o f  Dynamic Programming 
Due t o  i t s  f l e x i b i l i t y  and s i m p l i c i t y ,  d i s c r e t e  dynamic programming 
/f 	 h a s  been  used t o  i n v e s t i g a t e  a v a r i e e y  o f  w a t e r  r e s o u r c e s  problems.  Among 
t h e s e  problems t h e  f o l l o w i n g  may b e  mentioned: aqueduc t  p l a n n i n g ,  s t o r a g e  
d e s i g n  and o p e r a t i o n  o f  m u l t i p l e - p u r p o s e  r e s e r v o i r s ,  b r a n c h i n g  m u l t i p l e - s t a g e  
w a t e r  r e s o u r c e s  sys tems ,  c o n j u n c t i v e  o p e r a t i o n  o f  dams and a q u i f e r s ,  and  
w a t e r  q u a l i t y  s t u d i e s .  (See  Chow and Mered i th  [1969a,  b ]  f o r  a more comple te  
l i s t  o f  a p p l i c a t i o n s  o f  t h e  dynamic programming approach t o  w a t e r  r e s o u r c e s  
s y s t e m s  a n a l y s i s .  ) 
2-2. Advantages of  Dynamic Programming 
The major  advantages  f o r  u s ing  t h e  dynamic programming approach i n  
wa t e r  r e s ou r c e s  systems a n a l y s i s  a r e  summarized below, 
2-2-1. Ana lys i s  o f  Mul t ip le -S tage  Processes  
Dynamic programming i s  e s p e c i a l l y  s u i t a b l e  f o r  t h e  a n a l y s i s  of  mu l t i p i e -  
s t a g e  p r o c e s s e s  and most wa t e r  r e sou rce s  systems can b e  viewed a s  mu l t i p l e - s t a g e  
p roces se s .  
2-2-2. I n co r po r a t i on  of S t o c h a s t i c  Dis turbances  
One of  t h e  advantages of  dynamic programming i s  t h a t  i t  o f f e r s  a way 
of s o l v i n g  d e t e rm i n i s t i c  and s t o c h a s t i c  problems wi thou t  s i g n i f i c a n t  changes 
i n  t h e  a l go r i t hm .  This  u n i v e r s a l i t y  i s  p a r t i c u l a r l y  impor tan t  i n  setting up 
l a r g e  problems where t h e  d e t e rm i n i s t i c  a lgo r i t hm wi th  s l i g h t  mod i f i ca t i on  can 
b e  a p p l i e d  t o  a problem wi th  s t o c h a s t i c  d i s t u rbances .  The d e r i v a t i o n  of t he  
p r o b a b i l i s t i c  r e c u r s i v e  equa t ion  from a d e t e rm i n i s t i c  one has  been demonstrated 
i n  S e c t i o n  2-1-2. Fur thermore,  i t  was mentioned t h a t  t h i s  d e r i v a t i o n  may b e  
extended t o  problems which con t a in  c ond i t i on a l  p r o b a b i l i t y  d i s t r i b u t i o n s .  This 
e x t en s i on  i s  p a r t i c u l a r l y  a pp l i c ab l e  t o  wa te r  r e sou rce s  systems where t h e  prob-
a b i l i t y  d i s t r i b u t i o n  of  r uno f f s  du r ing  two consecu t ive  t ime  p e r i od s  may bes t  b e  
r e p r e s en t ed  by a j o i n t  p r o b a b i l i t y  d i s t r i b u t i o n  from which t h e  c ond i t i on a l  
p r o b a b i l i t y  d i s t r i b u t i o n  o f  each event  may be  c a l c u l a t e d .  
It should  be  no t ed ,  t h a t  t h e  i nco rpo ra t i on  of  s t o c h a s t i c  d i s t u rbances  
i n  o t h e r  op t im i z a t i on  models i s  e i t h e r  imp r a c t i c a l  o r  s u b s t a n t i a l  mod i f i ca t i ons  
must be made i n  the d e t e rm i n i s t i c  model, A r e c en t  s t u dy  by Gabl inger  and 
Loucks [1970]  i n d i c a t e s  t h a t  f o r  a s i n g l e - s t a t e  wa t e r  sys tem a s t o c h a s t i c  
l i n e a r  programming problem r equ i r e s  20 t imes  as  much computer t i m e  as a  s t o -  
chas t i c  dynamic programming problem (2 hours  vs . l e s s  than  5 min,utes).  However, 
t h e  a u t ho r s  concluded t h a t  t h e  c o s t  of developing a dynamic programming computer 
program as opposed t o  t h e  a l r e ady  a v a i l a b l e  l i n e a r  p r o g r am i n g  r o u t i n e s ,  such 
a s  IBM  PEPS, should  b e  considered i n  such comparison. 
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2-2-3. I n co r po r a t i on  of  Con s t r a i n t s  
The s o l u t i o n  of  dynamic programming problems i s  u su a l l y  p r e sen t ed  
in numer ica l  form. Due t o  t h e  f a c t  t h a t  a t  every  s t a g e  the range  and 
quan t i z ed  l e v e l s  of s t a t e s  and d e c i s i on s  may e a s i l y  be  predetermined o r  a 
t e s t  may b e  performed t o  s e e  if a c o n s t r a i n t  i s  v i o l a t e d ,  hand l ing  con-
s t r a i n t s  r a i s e s  no mathematical  o r  computat ional  d i f f i c u l t i e s .  
The t r e a tmen t  of c o n s t r a i n t s  i n  o t h e r  op t im i z a t i on  techniques  is  
by no  means t r i v i a l .  In some techniques  a p ena l t y  f unc t i on  is  in t roduced  
;q$2 
i n  t h e  o b j e c t i v e  c r i t e r i o n  o f  equa t i on  ( 4 ) .  The Lagrange mu l t i p l i e r ,  A ,  
i s  frequently used t o  append t h e  c o n s t r a i n t s  and, t h u s ,  c r e a t e  an e qu i v a l en t  
op t im i z a t i on  problem wi thou t  c o n s t r a i n t s  which can b e  so lved  d i r e c t l y  a s  a 
"B~  
8. 
f u n c t i o n  of  A. Eveleigh [ I 9 6 7 1  p r e s e n t s  t h e  t h e o r e t i c a l  founda t ion  of t h i s  
approach based  on Lagrange 's  work. He a l s o  p r e s e n t s  t echniques  f o r  h and l i ng  
e q u a l i t y  and i n e q u a l i t y  c o n s t r a i n t s  i n  t h e  s t e e p e s t  a s c en t  t echnique .  
f;"g; 
?++ 
2-2-4. I n co r po r a t i on  of  Non l inea r i t y  
I n  the  development of  t h e  r e c u r s i v e  e qua t i on ,  equa t i on  (8 ) ,  t h e r e  
;G was no mention of  the  n a t u r e  of t h e  o b j e c t i v e  f u n c t i o n .  This  i s  because i t s  
iyQ 
b
p
ti nature i s  of  no consequence t o  t h i s  development. Therefore ,  this equa t ion
kt&j 

may be  .--,,ed f o r  l i n e a r  as w e l l  a s  non- l inear  o b j e c t i v e  f unc t i on s .  S ince  i n  a *  I 
linear problems t h e  optimum va lues  l i e  a t  t h e  extreme po i n t s  o f  t h e  convex 
p o l i c y  se t ,  t h e  knowledge o£ l i n e a r i t y  may be  e f f e c i e n t l y  used i n  dynamic 
programming t o  s ea r ch  on ly  f o r  e x t r em i t i e s  of l i n e a r  c o n s t r a i n t s .  r" 
2-3.  Disadvantages  of Dynamic Programming 
The disadvantages  of the recursive equa t ion ,  equa t i on  (8), a r e  
d i s cu s s ed  below. 
2-3-1. Dimens iona l i ty  
The d imens iona l i t y  requirement  o f  dynamic programming i s  t h e  amount of 
high-speed computer s t o r a g e  memory which i s  r e q u i r e d  t o  s o l v e  t h e  r e c u r s i v e  equa- 
t i o n ,  e q u a t i o n  (8 ) ,  f o r  a s t a t e  v e c t o r  of m dimensions and a d e c i s i o n  v e c t o r  
of  q  dimensions.  I n  o r d e r  t o  perform t h e  c a l c u l a t i o n s  r e q u i r e d  f o r  t h i s  
e q u a t i o n  a t  s t a g e  n  one must have a t  least  ready acces s  t o  s t o r a g e  l o c a t i o n s  
a s s o c i a t e d  w i t h  t h e  fo l l owing  terms : 
* 
E s ( n > , n l  	 f o r  a l l  l a t t i c e  p o i n t s  s ( ~ ) E S(n) ; 
f o r  a l l  l a t t i c e  p o i n t s  s(n- l )ES(n-1) ;  and 
f o r  a l l  l a t t i c e  p o i n t s  s (n-l)CS (n-1), 
Assuming t h a t  s (n)  and s (n-1) a r e  quan t i zed  w i th  L q u a n t i z a t i o n  l e v e l s  i n  i 
c o o r d i n a t e  i, i = 1, 2 ,  .. . , m, t hen  t h e  t o t a l  s t o r a g e ,  LT, r e q u i r e d  f o r  t h e  
above terms i s  
This  s t o r a g e  requirement  grows geome t r i ca l l y  w i th  t h e  dimension of t h e  s t a t e  
domain, m, and t h e  quant ized  l e v e l s  of s t a t e s ,  F o r  example, f o r  a  water  Li 

r e s o u r c e s  sys tem c o n s i s t i n g  of f o u r  r e s e r v o i r s  ( f o u r  s t a t e  v a r i a b l e s ,  i . e . ,  
m = 4 ) ,  if each s t a t e  i s  quan t i zed  i n t o  only 15 quan t i zed  l e v e l s  ( i . e . ,  Li = 1 5 ,  
i = 1 , 2 , 3 , 4 )  t h e n  a t  least a t o t a l  of  151,875, ( 3 ( 1 5 ) ~ ) ,  h ighspeed s to rage  
memory u n i t s  i s  r equ i r ed .  It should  b e  mentioned t h a t  f o r  most r e s e r v o i r s  
d i v i d i n g  t h e  a c t i v e  s t o r a g e  i n t o  on ly  15 l e v e l s  w i l l  n o t  g ive  conc lu s ive  re- 
s u l t s .  Even if we could s a t i s f y  o u r s e l v e s  w i t h  such u n r e l i a b l e  r e s u l t s ,  t h e  
r e q u i r e d  amount o f  s t o r a g e  i s  beyond t h e  c a p a c i t y  of a v a i l a b l e  computers. 
2-3-2. Computer Time Requirements  
Th i s  d i s a dv an t a g e  may even  b e  more s e v e r e  t h a n  t h e  p r ev ious  one ,  
computer  t ime  r equ i r emen t s  f o r  a r e a l i s t i c  h i gh -d imens iona l  s y s t em  can p u t  
a s e v e r e  r e s t r a i n t  on t h e  budge t  a l l o c a t e d  f o r  s y s t em  a n a l y s i s .  . 
The s a v i ng s  ga ined  by dynamic programming as compared t o  d i r e c t  
enumera t ion  i n c r e a s e s  a s  t h e  number o f  s t a g e s  i n c r e a s e s ,  Bellman and Dreyf us 
[ I 9 6 2 1  demons t r a t e  t h i s  p o i n t  by t h e  f o l l ow i ng  example .  Cons ide r  an N s t a g e  
p r o c e s s  w i t h  q  d e c i s i o n  v a r i a b l e s  and m s t a t e  v a r i a b l e s  p e r  s t a g e .  I f  e a c h  
s t a t e  and d e c i s i o n  v a r i a b l e  i s  d i v i d ed  i n t o  1 0  q u a n t i z e d  l e v e l s ,  i.e,, 
Li = H = 10  f o r  i = 1, . .. , m and j = 1, ..., q ,  t h e n  by d i r e c t  enumerat ion j 
t h e  o b j e c t i v e  c r i t e r i o n  must b e  e v a l u a t e d  10  n'q+m t im e s .  The same problem 
by dynamic programming r e q u i r e s  t h e  e v a l u a t i o n  of  t h e  o b j e c t i v e  c r i t e r i o n  
1 0(N-1)q 
~ ~ 1 0 ~ ' ~ ~t i m e s ,  v h i c h  i s  by a f a c t o r  of  more e f f i c i e n t  t h an  d i r e c t  
enumera t ion .  It shou ld  b e  n o t i c e d  t h a t  as M i n c r e a s e s  t h e  v a l u e  of  t h e  above 
f a c t o r  i n c r e a s e s  more r a p i d l y  t h a n  N. 
The comparison o f  t h e  e f f i c i e n c y  o f  dynamic programming wi th  d i r e c t  
enumera t i on ,  a l t hough  r a t h e r  imp r e s s i v e ,  does  n o t  t e l l  t h e  f u l l  s t o r y .  The 
o p t im i z a t i o n  by t r a d i t i o n a l  dynamic programming can  i ndeed  b e  computer t ine  
consuming and expens ive .  Assume t h a t  i n  t h e  above example N = 100,  and 
q = m = 4 ,  S ince  f o r  each l a t t i c e  p o i n t  f o u r  o p e r a t i o n s  must  t a k e  p l a c e  i n  
e q u a t i o n  (8) f o r  eve ry  s e t  o f  d e c i s i o n s ,  namely;  c a l c u l a t i o n  o f  t h e  f i r s t  
t e rm  on t h e  r igh t -hand  s i d e ,  r e t r i e v a l  o r  i n t e r p o l a t i o n  t o  o b t a i n  t h e  s e c ond  
t e rm  on t h e  r igh t -hand  s i d e ,  a d d i t i o n  o f  t h e s e  two t e r m s ,  and  comparison o f  
t h e  sum w i t h  t h e  r e s u l t s  o f  t h e  p r e v i ou s  set o f  d e c i s i o n s ,  a t o t a l  o f  
o p e r a t i o n s  must b e  performed by dynamic programming. A t  t h e  ra te  
6
of abou t  10  o p e r a t i o n s  p e r  second  f o r  t h e  IBM 3 6 0 / 7 5 ,  t h i s  o p t im i z a t i o n  would  
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r e q u i r e  about  11 .2  hours  of computer t ime .  The op t im i z a t i on  by d i r e c t  
enumerat ion would r e q u i r e  an a s t ronomica l  amount o f  t ime .  However, 1 1 . 2  
hours  of  t ime  on t h e  IBM  360/75 i s  n o t  cons idered  f e a s i b l e  f o r  many p r o j e c t s .  
2-4.  Techniques  t o  Reduce t h e  Dimens iona l i ty  of Dynamic Programming 
The p r o h i b i t i v e  d imens iona l i t y  of dynamic programming f o r  mu l t i p l e -  
d imens iona l  s y s  tems w i t h  sma l l  g r i d  s i z e s  has  been d i s cu s s ed  p rev ious ly .  
Some of  t h e  a t t emp t s  t o  reduce t h e  d imens iona l i t y  o f  dynamic programming a r e  
reviewed below,  i n  a d d i t i o n  t o  t h e  techniques  reviewed h e r e  Bellman and 
Kalaba [1961 ] ,  Rober t s  [1964] ,  T!ong and Luenberger [1968] ,  Lee [1969] ,  and 
H a l l  --a l .e t  [ I9691 have sugges ted  o t h e r  t echniques .  
2-4-1. Succes s ive  Approximation 
Larson [I9681 has  p r e s en t ed  a n  a lgo r i t hm f o r  Bel lman's  [I9611 
s u c c e s s i v e  approximat ion,  which h a s  been shown t o  be  very  e f f i c i e n t  both i n  
high-speed memory and i n  computer t ime requi rements .  The b a s i c  approach i n  
t h i s  algorithm is t he  d c c ~ ~ p c s i t i o r .of  a ~rshlemwith an m-dimensional s t a t e  
v e c t o r  and a  q-dimensional d e c i s i on  v e c t o r  i n t o  a s e r i e s  of problems w i t h  
on ly  one d e c i s i o n  v a r i a b l e .  Larson found t h a t  t h i s  approach works b e s t  when 
m = q .  
Assume a d i s c r e t e  sys tem such  a s  t h e  one d e s c r i b ed  by equa t ions  
(1) and ( 8 ) .  The op t imiza t i on  s t a r t s  w i t h  t h e  s e l e c t i o n  of any t r i a l  t r a -
j e c t o r y  which s a t i s f i e s  a l l  c o n s t r a i n t s  imposed upon t h e  system. S ince  t h e  
o r d e r  o f  t h e  sys tem is  m, t h e  o r d e r  of  t h e  t r i a l  t r a j e c t o r y  w i l l  b e  m. Now, 
one of t h e  members of  t h e  s t a t e  v e c t o r  i s  s e l e c t e d  and,  wh i l e  t h e  o t h e r  m-1 
s t a t e  v a r i a b l e s  i n  t h e  s t a t e  v e c t o r  are k ep t  c on s t an t ,  i t  i s  al lowed t o  vary 
w i t h i n  i t s  admis s ib l e  range. Th i s  c o n s t r a i n t  on m-1 s t a t e  v a r i a b l e s  imposes 
an e q u a l i t y  c o n s t r a i n t  on m-1 d e c i s i o n  v a r i a b l e s  and  on l y  one  d e c i s i o n  v a r i a b l e  
w i l l  b e  s u b j e c t  t o  an  i n e q u a l i t y  c o n s t r a i n t .  Having reduced  t h e  problem t o  a 
one-d imen s i on a l  problem, a r e g u l a r  one-dimensional  dynamic p r o g r am i n g  problem 
i s  s o l v ed  f o r  t h e  performance c r i t e r i o n  w i t h  t h e  s e l e c t e d  s t a t e . ~ ~ a r i a b l e  and 
i t s  r e s p e c t i v e  d e c i s i o n  v a r i a b l e  as v a r i a b l e s ,  and t h e  r e s t  of t h e  s t a t e  v a r i -  
a b l e s  are k e p t  e qu a l  t o  t h e i r  t r i a l  v a l u e s .  Th i s  o p t im i z a t i o n  l e a d s  t o  a n  
improvernont o f  t h e  t r a j e c t o r y  o f  t h e  s e l e c t e d  s t a t e  v a r i a b l e .  Then, a n o t h e r  
s t a t e  v a r i a b l e  i s  s e l e c t e d  and t h e  above s t e p s  a r e  r e p e a t e d .  The s e l e c t i o n  
of  t h e  s t a t e  v a r i a b l e s  c on t i n u e s  u n t i l  no  more improvement can  b e  made as a 
r e s u l t  o f  o p t im i z a t i o n .  
The s t r u c t u r e  of  t h e  above t e c hn i qu e  i n d i c a t e s  a l i n e a r  i n c r e a s e  
o f  t h e  s t o r a g e  and computer t ime  r equ i r emen t s  w i t h  a n  i n c r e a s e  i n  m,  t h e  
number o f  components i n  t h e  s t a t e  space .  For  a r e g u l a r  dynamic p r o g r am i n g  
p rob lem t h e  s t o r a g e  and computer  t ime  r equ i r emen t s  i n c r e a s e  expone i7 t i a l ly .  
Korsak and Larson  [ I9701  have  g iven  convergence p r o o f s  of  t h i s  
t e c h n i q u e  f o r  t h r e e  t y p e s  o f  problems: (1)  problems i n  which t h e  s t a t e s  a r e  
bounded,  t h e  d e c i s i o n s  a r e  unbounded, and t h e  e l i m i n a t i o n  o f  d e c i s i o n s  
( u s i n g  t h e  i n v e r t i b i l i t y  o f  t h e  e qu a t i o n s )  p roduces  an  obj e c t i v e  f u n c t i o n  which 
i s  convex and a f u n c t i o n  o f  t h e  s t a t e s ;  ( 2 )  problems i n  which  t h e  d e c i s i o n s  a r e  
bounded,  t h e  s t a t e s  are unbounded, and t h e  e l i m i n a t i o n  of  s t a t e s  r e s u l t s  i n  a 
convex o b j e c t i v e  f u n c t i o n  o f  d e c i s i o n s  (and i n i t i a l  s t a t e )  ; and (3) problems 
i n  which b o t h  t h e  s t a t e s  and t h e  d e c i s i o n s  a r e  bounded,  and t h e  o b j e c t i v e  
f u n c t i o n  i s  q u a d r a t i c .  
The convergence t o  . t h e  g l o b a l  maximum f o r  o t h e r  t y p e s  of problems 
c anno t  b e  guaran teed  by t h i s  t e chn ique .  Larson  [ I9681  p roposed  s e v e r a l  t ech-  
n i q u e s  f o r  a r r i v i n g  a t  a set o f  t r i a l  t r a j e c t o r i e s  which are c l o s e  t o  the t r u e  
o p t im a l  t r a j e c t o r i e s .  The u s e  of  t h e s e  t r a j e c t o r i e s  w i l l  improve t h e  chances  
of o b t a i n i n g  the g l o b a l  optimum. 
Us ing  t h i s  t e c hn i qu e ,  a problem w i t h  f o u r  s t a t e s  and f o u r  d e c i s i o n  
v a r i a b l e s  i s  s o l v ed*  Th i s  problem is  p r e s e n t e d  i n  Chap t e r  4.  
2-4-2. S t a t e  Increment  Dynamic P r o ~ r a m m i n ~  
La r son  [I9681 h a s  proposed s t a t e  inc rement  dynamic programming a s  
a means o f  r educ ing  t h e  amount o f  computer s t o r a g e  memory r e q u i r e d  because  
o f  t h e  d im e n s i o n a l i t y  o f  dynamic programming. Th i s  t e c hn i qu e  i s  ba sed  on 
d e t e rm i n i ng  i nc r emen t s  o f  t ime  6 t  a t  s t a g e  n ,  which,  when used t o  e v a l u a t e  
t h e  e f f e c t  o f  d e c i s i o n s  on t h e  s t a t e s ,  t h e  t r an s fo rmed  s t a t e  a t  s t a g e  n  f 1 
w i l l  n o t  b e  more t h a n  one l a t t i c e  p o i n t  above o r  below t h e  s t a t e  a t  s t a g e  n .  
Th i s  may b e  f o rmu l a t ed  a s  f o l l ows :  
Given a con t inuous  sys tem w i t h  a  s e t  of  n on - l i n e a r  t ime-varying 
A <  4=4=~.,"--4-< -1 *,-,.7.-,t4 n - m  aULLLCLCLLLLCLL  C = ~ U Q L L U L L ~  
where  s i s  a n  m-dimensional s t a t e  v e c t o r ;  u i s  :a q-dimensional  d e c i s i o n  
v e c t o r ;  t i s  a con t inuous  v a r i a b l e  deno t i ng  t ime;  4 is  an  m-dimensional 
v e c t o r  f u n c t i o n a l ;  and s = - Le t  i t  be  r e q u i r e d  t o  maximize a performancea t o  
c r i t e r i o n  such as 
where  F [ s ( t  ) , t  ] i s  t h e  sum of  t h e  r e t u r n s  due t o  t r a n s f o rm i ng  t h e  sys tem f f 
f rom some i n i t i a l  s t a t e  a t  t ime  t t o  some f i n a l  s t a t e  a t  t i m e  f0 f; 
i s  t h e  i n i t i a l  t ime;  t f  i s  t h e  f i n a l  t i m e ;  R i s  t h e  r e t u r n  func t i on  p e r  
u n i t  t i m e ;  and Q i s  a dummy v a r i a b l e  r e p r e s en t i ng  t ime.  Equat ion (14) i s  
s u b j e c t  t o :  
where S ( t )  i s  t h e  admis s ib l e  s t a t e  domain a t  t ime  t ;  and U( t )  i s  t h e  
a dm i s s i b l e  d e c i s i on  domain a t  t i m e  t ,  Note t h a t  t h i s  i s  t h e  continuous 
form of  t h e  problem de f ined  p r ev i ou s l y .  Thus t h e  s o l u t i o n  t o  i t  i s  a 
* 
cont inuous  d e c i s i on  v e c t o r  u ( t )  , t E [ t O ,tf 1, and i s  c a l l e d  t h e  opt imal  
p o l i c y .  
I n  s t a t e  increment  dynamic programming i t  i s  assumed t h a t  u ( t ) ,  
t E [  to t f ]  i s  p iecewise  c on s t an t  ove r  an increment  of  t ime 6 t .  Theref o r e ,  
e qua t i on  (13) may be  approximated by: 
The performance c r i t e r i o n ,  equa t ion  (14) ,  f o r  t ime i n t e r v a l  t t o  
t + 6t may b e  w r i t t e n  a s :  
Now i f  we were dea l i ng  w i t h  t r a d i t i o n a l  dynamic programming, b t  would remain 
c on s t an t  ove r  t h e  e n t i r e  t ime ho r i z on ,  i . e . ,  t h e  t ime  ho r i z on  would  b e  d i -
v ided  i n t o  hi t ime  i n t e r v a l s  of  A t ,  ( A t  = 6 t ) .  I n  s t a t e  increment  dynamic 
programming t h e s e  two t ime  i n t e r v a l s  a r e  c a l c u l a t e d  s e p a r a t e l y .  A t  is 
d e f i n e d  as i n  t r a d i a t i o n a l  dynamic programming, But 8 t  i s  t h e  i n t e r v a l  of  
t i m e  less t h a n  o r  e q u a l  t o  A t  which any o f  t h e  m s t a te  v a r i a b l e s  r e q u i r e s  
t o  change a t  most  by one inc rement  A s  ( i n t e r v a l  between two a d j a c e n t  s t a t e  
l a t t i c e  p o i n t s ) ,  w i t h  each  d e c i s i o n  a p p l i e d .  I n  e f f e c t  t h i s  t e c h n i q u e  s t a t e s  
t h a t ,  i n s t e a d  o f  a p p l y i n g  a d e c i s i o n  o v e r  t i m e  i n c r e m e n t  A t ,  i t  s h o u l d  b e  
a p p l i e d  l o n g  enough, B t ,  t o  t r a n s f o r m  t h e  s t a t e  o f  t h e  s y s t e m  by at  most A s ,  
To demons t ra te  t h i s ,  l e t  us assume t h a t  a s y s t e m  w i t h  m = 1 and 
q = 1 a t  t i m e  t - A t  and t can b e  a t  s t a t e s  c c3 and  e1' e2 9  e3 r e s p e c t i v e l y .1 c 2  
I f  t h e  a d m i s s i b l e  d e c i s i o n  domain i s  d i v i d e d  i n t o  4 l e v e l s ,  z l ,  ... , z4 '  and 
i f  we want 	t o  r e a c h  s t a t e  e a t  t i m e  t ,  t h e n  t h e  a p p l i c a t i o n  05 t h e  4 l e v e l s2 
o f  d e c i s i o n  t o  t h e  sys tem may b e  as shown i n  F i g u r e  2 ,  In  t h i s  f i g u r e  a p p l i -  
c a t i o n  of  e a c h  d e c i s i o n  i s  c o n t i n u e d  l o n g  enough t o  c r e a t e  a change o f  one  
t -At 
S t a g e  ( t ime 
FIGURE 2.  	 D e t e r m i n a t i o n  of 6t f o r  S t a t e  Increment  Dynamic 
P r o g r a m i n g  (Forward Algor i thm)  
The r e f o r e ,  d e c i s i o n s  and a r e  c on t i n u ed  f o r  t ime 
g t  and B t  r e s p e c t i v e l y ,  and d e c i s i o n  z and z are con t i nued  f o r  a  t i m e  
1 2 2 3 
i n c r emen t  6 t  = A t .3 
Wr i t i n g  e qu a t i o n  (8)  f o r  s t a t e  e  w e  have:
2 
where  j i s  t h e  i n d ex  of  z j = 1, 2 ,  3,  4 ;  and i s  any one of  t h e  j' 
* 
p o s s i b l e  s ta tes  a t  t - A t .  Assuming t h a t  F t -A t ]  f o r  t h r e e  
p o s s i b l e  s t a t e s  a t  t - A t  have  been c a l c u l a t e d  i n  t h e  p r e v i ou s  o p t im i z a t i o n  
s t a g e ,  a p p l i c a t i o n  o f  z j = 1, 2 ,  3 ,  4 w i l l  p r o v i d e  t h e  f i r s t  t e rm on t h e  j '  
r i g h t  s i d e  o f  e qu a t i o n  ( 18 ) ,  i.e .  , :![e z . ]  and pe rhaps  t h e  second t e rm on 
* 
2 '  J 
t h e  r i g h t  s i d e ;  namely, F t -A t ] .  F o r  t h e  d e c i s i o n s  shown i n  F i g u r e  2 
a p p l i c a t i o n  o f  z  p rov ide s  b o t h  terms on t h e  r i gh t - hand  s i d e  of  e qu a t i o n  (18),2 

b u t  t h e  a p p l i c a t i o n  of  z z o r  z p rov ide s  R[e2  ,z ] on ly .  The r e fo r e ,  t h e1' 3' 4 J 
;'c 
second  t e r m ,  F [ sV t eA t,t -At ]  , (where t h e  pr ime s i g n  i n d i c a t e s  t h a t  t h e  s t a t e  
i s  n o t  one  o f  t h e  q u an t i z e d  s t a t e s )  h a s  t o  b e  o b t a i n e d  by i n t e r p o l a t i o n  among 
t h e  n e i g hbo r i n g  quan t i z ed  s t a t e s  a t  t - A t  and t -2At .  
Th i s  i s  t h e  b a s i c  i d e a  beh ind  ' t h e  s t a t e  i nc r emen t  dynamic p r o g r am i n g  
The advan t age  of  i t  i s  t h a t  a t  e v e r y  s t a t e ,  such  as e 2 on ly  t h e  maximum re-
t u r n s  o f  t h e  t h r e e  d i s c r e t e  s t a t e s  a t  t - A t ,  and pe rhaps  t-2A t have  t o  b e  
s t o r e d .  Th i s  r educes  t h e  computer s t o r a g e  r equ i r emen t s  f o r  dynamic program- 
ming t o  a p o i n t  t h a t  h igh-d imens iona l  sys tems  c an  b e  hand l ed .  Larson [ I 9681  
h a s  p r e s e n t e d  an a l g o r i t hm  of  t h i s  t e chn ique  which can h and l e  up t o  f o u r  s t a t e  
v a r i a b l e s .  He concludes  t h a t  i t  r educe s  t h e  s t o r a g e  r equ i r emen t s  of a 
4 -d imens iona l  s t a t e  v e c t o r  w i t h  100 qu an t i z e d  l e v e l s  i n  e ach  s t a t e  from 10 
words  t o  799 words and reduces  t h e  computer t i m e  r e q u i r e d  s u b s t a n t i a l l y .  
6 
Pe r h ap s  i t  shou ld  b e  ment ioned t h a t  t h e  a ccu r acy  of  t h e  i n t e r p o l a -  
t i o n  f o r  a mul t ip le -d imens ion  s t a t e  v a r i a b l e  cannot  b e  gua r an t e ed .  Also  t h e  
t ime  r e q u i r e d  f o r  s uch  i n t e r p o l a t i o n s  can  b e  s u b s t a n t i a l .  
H a l l  --a l .  [I9691 have  a p p l i e d  t h e  concept  o f  i n c r emen t a l  dynamice t  
p r o g r am i n g  t o  w a t e r  r e s ou r c e s  problems.  This  approach  i s  ba sed  on t h e  sug- 
g e s t i o n  by Larson  [1968]  f o r  state i n c r emen t  dynamic programming. However, 
t h e  t h e o r e t i c a l  a n l a y s i s  f o r  s t a t e  i n c r emen t a l  dynamic programming was n o t  
p r e s e n t e d  and t h e  e f f e c t i v e n e s s  of t h e  conergency of  t h i s  approach was n o t  
s a t i s f a c t o r i l y  demons t ra ted .  
2-4-3. D i f f e r e n t i a l  Dynamic Programming 
D i f f e r e n t i a l  dynamic programming i s  a  s u c c e s s i v e  approx imat ion  t ech-  
nique f o r  d e t e rm i n i ng  t h e  o p t ima l  p o l i c y  f o r  n o n l i n e a r  sy s t ems .  Th i s  t e chn ique  
r educe s  t h e  computer  s t o r a g e  requ i rement  s u ch  t h a t  l a r g e  sys tems  can  b e  ana-
lyzed on a v a i l a b l e  equipment ( I BM  360 /75) .  Th e r e f o r e ,  t h e  t e c hn i qu e  was chosen 
f o r  a p p l i c a t i o n  t o  water r e s ou r c e s  sys tems  a n a l y s i s  and i s  p r e s e n t e d  i n  
Chap t e r  3 .  
3. 	 A DISCRETE DIFFERENTIAL DYNAMIC PROGRAPQIING (DDDP) 
APPROACH FOR WATER RESOURCES SYSTEMS ANALYSIS 
3-1. D i f f e r e n t i a l  Dynamic Programming 
D i f f e r e n t i a l  dynamic programming is a s u c c e s s i v e  appro:imation 
t e c h n i q u e  f o r  d e t e r m i n i n g  t h e  o p t i m a l  p o l i c y  f o r  n o n l i n e a r  s y s t e m s .  It was 
f i r s t  i n t r o d u c e d  i n t o  o p t i m a l  c o n t r o l  t h e o r y  by Mayne [ I9661  and was,  t h e n  
f u r t h e r  developed by  Jacobson [1968a ,  b ,  c ]  and Jacobson  and Mayne [ 1 9 7 0 ] .  
The approach  p r e s e n t e d  i n  t h i s  c h a p t e r  i s  a d i s c r e t e  d i f f e r e n t i a l  dynamic 
programming (DDDP) approach f o r  w a t e r  r e s o u r c e s  s y s t e m s  a n a l y s i s .  It is  the 
e x t e n s i o n  o f  t h e  work of  Mayne and Jacobson .  
3-1-1. D i f f e r e n t i a l  Dynamic Programming-Theory 
&! 
12 F e l '  dbaum [ I9651  p r e s e n t s  a fo rmal  d e r i v a t i o n  o f  Bellman k p a r t i a l  
I 
&$ d i f f e r e n t i a l  e q u a t i o n  from t h e  p r i n c i p a l  o f  o p t i m a l i t y  f o r  con t inuous  s y s t e m s .8 

w*y 
t The e q u a t i o n  i s  a f i r s t  o r d e r  n o n - l i n e a r  p a r t i a l  d i f f e r e n t i a l  e q u a t i o n  o f  t h e  g 
form 
* 	 3'; 
where  F [ s ( t )  , t ]  i s  t h e  g r a d i e n t  o f  t h e  f u n c t i o n  F [ s  ( t )  , t ]  and is  e q u a l  t o  
S 
a ~ "  a ~ . .  
..., -)aF and t h e  n o t a t i o n  ( ,) s i g n i f i e s  t h e  s c a l a r  p roduc t  o f  two 
as 
( 5	 9 as 2 5  m 
- -  
* 

Equa t ion  (19) may b e  s o l v ed  w i t h  a boundary c o n d i t i o n  t o  de t e rm ine  F [ s ( t ) ,  t ]  
f o r  a l l  t t 5 [ t o , t , ]  [Bryson and Ho, 19691. 
D i f f e r e n t i a l  dynamic programming i s  a t e c hn i qu e  ba sed  on e qu a t i o n  ( 19 )  
i n  which t h e  r e t u r n  f u n c t i o n  i s  n o t  c on s i d e r e d  g l o b a l l y .  
Cons ide r  t h e  con t inuous  sy s t em  p r e s e n t e d  i n  e q u a t i o n  ( 1 3 ) .  Let  it 
b e  r e q u i r e d  t o  maximize t h e  performance c r i t e r i o n  o f  e q u a t i o n  (14) s u b j e c t  t o  
e qu a t i o n s  ( 1 5 a , b ,  c )  . . I n  t h e  development o f  e qu a t i o n  (19) t h e  major  assumpt ion 
>k 
i s  t h a t  t h e  o p t im a l  r e t u r n  f u n c t i o n  F h a s  con t inuous  p a r t i a l  d e r i v a t i v e s  w i t h  
r e s p e c t  t o  a l l  s t a t e  v a r i a b l e s .  Now, l e t  us  assume a t r i a l  p o l i c y  u ( t ) ,  
t E [  t o ,t f ]  which s a t i s f i e s  e qu a t i o n  (15b) . I n t r o d u c t i o n  o f  t h i s  p o l i c y  i n t o  
e qu a t i o n  (13) w i l l  ~ r o v i d e  t ~ [a t r i a l  t r a j e c t o r y  s ( t ) ,  to,t f ]  , which e i t h e r  
must s a t i s f y  e q u a t i o n  (15a) o r  u ( t )  must b e  changed.  The r e t u r n  f rom t h e  
sys tem,  due  t o  u ( t )  and s ( t ) ,  c a l c u l a t e d  by e qu a t i o n  (14)  and deno ted  by 
F ( s , t  ) may n o t  b e  t h e  op t ima l  r e t u r n .  bhen a g iven  p o l i c y  such as u ( t ) ,  i s0 
a p p l i e d ,  t h e  sy s t em  can on ly  occupy t h e  s t a t e s  d e f i n e d  by t h e  t r a j e c t o r y  s ( t ) .  
I f  we now p e rm i t  t h e  p o l i c y  t o  va ry  by 6 u ( t ) ,  t E l to,tf] , t h e n  a new p o l i c y  
g i ven  by 
w i l l  i n f l u e n c e  t h e  t r a j e c t o r y  th rough  e qu a t i o n  (13)- The new t r a j e c t o r y  w i l l  
b e  g iven  by :  
where h(t)and 6 s ( t )  a r e  changes i n  t h e  t r i a l  p o l i c y  and t h e  t r i a l  t r a j e c t o r y  
r e s p e c t i v e l y  f o r  t E [ t  o 3t f 1.  I n t r o d u c t i o n  o f  equa t i on  (21) and (22 )  i n t o  equa- 
t i o n s  (13) , (14) , and (19) w i l l  p roduce  a set  o f  e qu a t f  on s  such a s : 
tn 
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m-dimensional  v e c t o r ;  and h .  0 .  t , s t a n d s  f o r  h i g h e r  o r d e r  t e rms .  S im i l a r l y  
?';. -
F [ s + 6 s , t ]  may b e  exp r e s s ed  by 
S 
S u b s t i t u t i n g  e qu a t i o n s  ( 26 ) ,  ( 2 7 ) ,  and (28) i n t o  e q u a t i o n  (25)  and ,  f o r  t h e  
s a k e  of  compac tnessy  d ropp ing  [ s ,  t ]  wherever  p o s s i b l e  
Js 
The s o l u t i o n  o f  e qu a t i o n  ( 29 ) ,  i f  p o s s i b l e ,  w i l l  p r o v i d e  6u ( t ) ,  t E [ t O  , t f1 ,  
which is t h e  amount t h a t  t h e  t r i a l  p o l i c y  must b e  i n c r emen t ed  a t  t i m e  t t o  
o b t a i n  t h e  optimum p o l i c y .  Thus,  
u.' ( t )  = u ( t )  + 6 u ' . ( t ) ,  f o r  t E [  to,t f ]  
Js 
where u ( t )  i s  t h e  optimum p o l i c y .  But ,  t h e  s o l u t i o n  of  e qu a t i o n  (29)  re-
q u i r e s  " p o s s i b l y  i n f i n i t e  computing t i m e  and s t o r a g e  r equ i r emen t s  f o r  t h e  
pa r ame t e r s  o f  t h e  power - se r i e s  expansion"  [ Jacobson ,  1968b 1 .  
In  o r d e r  t o  make t h e  s o l u t i o n  o f  equa t i on  (28) p o s s i b l e ,  Jacobson 
[1968b]  p ropose s  t r u n c a t i o n  o f  the h i g h e r  o r d e r  t e rms .  This p r opo s a l  can 
on ly  b e  j u s t i f i e d  i f  6s i s  small enough t o  make t h e s e  t e rms  n e g l i g i b l e .  
Assuming t h a t  8s i s  k ep t  s m a l l  enough s o  t h a t  t h e  h i g h e s t  o r d e r  t e rms  i n  
e q u a t i o n  ( 2 9 )  are quad r a t i c :  
where  
Th i s  p r o c e s s  r educe s  t h e  g l o b a l  o p t im i z a t i o n  of  e q u a t i o n  (29)  t o  
a l o c a l  o p t im i z a t i o n ,  i,e., o p t im i z a t i o n  t a k e s  p l a c e  i n  t h e  neighborhood o f  
the t r i a l  t r a j e c t o r y .  Th e r e f o r e ,  s o l u t i o n  o f  e q u a t i o n  (31) i s  on ly  an im -
provement  o v e r  t h a t  o f  t h e  t r i a l  t r a j e c t o r y  and n o t  a n  optimum one.  It i s  
Jc . 
be c au s e  o f  t h i s  t h a t  F h a s  r e p l a c e d  F i n  e qu a t i o n  ( 3 1 ) ,  However, i f  t h e  
improved t r a j e c t o r y  i s  op t im ized  a g a i n  i n  i t s  ne ighborhood ,  i t  may p rov ide  
a s t i l l  b e t t e r  t r a j e c t o r y .  Con t inu ing  i n  t h i s  manner ,  t h e  t r a j e c t o r y  gradu-  
a l l y  converges  t o  t h e  o p t ima l  t r a j e c t o r y .  
Based on e qu a t i o n  (31)  Jacobson  [1968a] h a s  set up a l go r i t hms  f o r  
s e cond  o r d e r  and f i r s t  o r d e r  uncons t r , a ined  and i n e q u a l i t y  c o n s t r a i n e d  problems.  
The a l g o r i t hm  op t im ize s  t h e  Hami l ton ian  i n  t h e  ne ighborhood  of t h e  t i r a l  t r a -
j e c t o r y .  It con t a i n s  a s t e p  t o  c a l c u l a t e  a r e a s o n a b l e  6s which may improve 
t h e  r a t e  o f  convergence.  
This t echn ique  reduces  t h e  "almost i n f i n i t e 7 '  s t o r a g e  requirement  
of e q u a t i o n  (31) t o  a l e v e l  which can be  handled w i t h  a v a i l a b l e  equipment.  
%is i s  done by l i m i t i n g  t h e  o p t i m i z a t i o n  process  t o  t h e  neighborhood o f  
t h e  t r i a l  t r a j e c t o r y .  For  systems i n  which only c e r t a i n  t r a j e c t o r i e s  a r e  
t o  be  i n v e s t i g a t e d ,  t h i s  t echnique  can b e  q u i t e  t ime s a v i n g  from t h e  compu-
t a t i o n a l  p o i n t  of  view. 
3-1-2. D i s c r e t e  D i f f e r e n t i a l  Dynamic Programming 
Le t  us assume t h a t  t h e  o b j e c t i v e  func t i on ,  equa t i on  ( 4 ) ,  	f o r  t h e  
system o f  e q u a t i o n  (1) i s  t o  be  op t imized  s u b j e c t  t o  e q u a t i o n  ( 2 )  and t h a t  
t h e  m-dimensional s t a t e  v e c t o r s  at  t h e  i n i t i a l  and f i n a l  s t a g e s  a r e  spec i -  
f i e d  such  t h a t  
s ( 0 )  = a ( 0 )  
s(N) = a ( N )  
In t h e  proposed DDDP approach a t r i a l  sequence of admis s ib l e  
-
d e c i s i o n  v e c t o r s ,  u ( n ) ,  n = 0 ,  1, ..., N-1,  c a l l e d  t h e  t r i a l  p o l i c y ,  s a t i s -
f y i n g  e q u a t i o n  ( 2 )  i s  assumed and t h e  s t a t e  vec to r s  a t  d i f f e r e n t  s t a g e s  a r e  
determined.  The sequence of va lue s  of  t h e  s t a t e  v e c t o r  s a t i s f y i n g  equa t ions  
( 2 )  and (34) i s  c a l l e d  t h e  t r i a l  t r a j e c t o r y  and i s  de s igna t ed  by s ( n ) ,  
n 	= 0 ,  1, ..., N. For i n v e r t i b l e  systems which w i l l  b e  de f ined  l a te r ,  i t  is  
-
p o s s i b l e  t o  f i r s t  assume an admis s ib l e  t r i a l  t r a j e c t o r y ,  s ( n ) ,  n = 0 ,  1, .. . , N, 
-
and t hen  use  i t  t o  c a l c u l a t e  t h e  t r i a l  p o l i c y  u ( n ) ,  n = 0,  1, . . ., N-1.  
I n t roduc ing  u ( n )  and s ( n )  i n t o  equa t ion  (4)  we o b t a i n  
-where  F i s  t h e  t o t a l  r e t u r n  due t o  thc: trial t r a j e c t o r y  and t r i a l  p o l i c y  o v e r  
tile e n t i r e  t ime  h o r i z o n .  F may n o t  b e  t h e  optimum r e u t r n .  
blow, c o n s i d e r  a s e t  of  i n c r emen t a l  m-dimensional v e c t o r s  
whose j - t h  component 6s . ( n ) ,  j = 1, 2 ,  . . . , m,  can  t a k e  any one v a l u e  
i , ~  
0 t = 1, 2 ,  . . ., T, from a se t  o f  assumed i n c r emen t a l  v a l u e s  of  t h e  j,t 9  

j - th  s t a t e  domain. Thus,  assuming t h a t  from each  s t a t e  domain a f i x e d  
number,  T, o f  i n c r emen t a l  v a l u e s  a r e  cons ide r ed  a t  each  s t a g e ,  t h e  t3 ta l  
number o f  Asi v e c t o r s  a t  t h a t  p a r t i c u l a r  s t a g e  i s  Tm . I'Jhen added t o  t h e  
t r i a l  t r a j e c t o r y  a t  a s t a g e ,  t h e s e  v e c t o r s  form a n  m-dimensional sub-domain 
d e s i g n a t e d  by D(n) ,  
I t  s h o u l d  b e  n o t e d  t h a t  one v a l u e  o f  must b e  z e r o  s i n c e  t h e  t r i a l  j,t 

t r a j e c t o r y  i s  always i n  t h e  sub-domain. I n  F i g u r e  3 two such  sub-domains 
.3 7f o r  m =  2 ,  T = 4 and m =  3,  T = 3 a r e  p r e s e n t e d .  A l l  D(n) ,  n = 0 ,  1, . . . ,  :I 
t o g e t h e r  a r e  c a l l e d  a " c o r r i d o r "  and d e s i g n a t e d  by C a s  shown i n  F igu r e  4 
by  t h e  s p a c e  between two s o l i d  l i n e s  f o r  a sy s t em  w i t h  m = 1, T = 3, and 
A s t a t e  sub-domain D(n) d e f i n e d  by 1 6  l a t t i c e  p o i n t s  i n  t h e  
ne ighborhood  o f  s ( n )  f o r  a 2-dimensional  s t a t e  v e c t o r  and 
T = 4(0*?1= +2.0, Oj ,2  = +1.09 0j33 = 0, O j y 4  = -1.0 f o r  
j = 1 , 2 3  
A s t a t e  sub-domain D(n) d e f i n e d  by 2 7  l a t t i c e  p o i n t s  i n  t h e  
-
ne ighborhood  o f  s ( n )  f o r  a 3-dimensional  s t a t e  v e c t o r  and 
T = 3 ( 0 ~ ~ ~ = + 1 . 0 ,  = O , ~ ~ , ~ = - l . O f o r j = 1 , 2 , 3 )G j$ 2  
FIGURE 3. Examples of S t a t e  Sub-domains a t  S t a g e  n 

I n  DDDP a c o r r i d o r  C i s  used  as a s e t  of a d m i s s i b l e  s t a t e s  and 
t h e  o p t i m i z a t i o n  c o n s t r a i n e d  t o  t h e s e  s t a t e s  i s  performed employing t h e  re -
c u r s i v e  r e l a t i o n ,  e q u a t i o n  ( 8 ) .  The v a l u e  o f  r e t u r n  F o b t a i n e d  is  a t  l e a s t  
e q u a l  t o  o r  g r e a t e r  t h a n  F i n  e q u a t i o n  ( 3 5 ) .  I f  F i s  g r e a t e r  t h a n  7,t h e  
c o r r e s p o n d i n g  t r a j e c t o r y  and p o l i c y  o b t a i n e d  from c o r r i d o r  C a r e  used i n  t h e  
n e x t  i t e r a t i o n  s t e p  a s  t h e  t r i a l  t r a j e c t o r y  and t r i a l  p o l i c y .  Thus t h e  k-th 
i t e r a t i o n  s t e p  i s  as f o l l o w s :  
* 	 ;'c
1. 	 U s e  t h e  r e s u l t s  [ s  and [ U  (n) lkwl o f  t h e  (k-1)-st  
i t e r a t i o n  s t e p  as t h e  t r i a l  t r a j e c t o r y  and p o l i c y  f o r  t h e  k-th 
i t e r a t i o n  s t e p ,  i . e . ,  
2 .  	 S e l e c t  [ a  j , l  ] k 3  [ a j , 2 1 k 9  [ o j 3 T l k 3  j = 1, 2 '  . m, t o  d e f i n e  
t h e  k - th  c o r r i d o r  Ckg and u s e ' e q u a t i o n  (8) t o  maximize F  s u b j e c t  t o  
3, 	 I n  c o r r i d o r  Z t r a c e  the optimum t r a j e c t o r y  s a t i s f y i n g  t h e  boundary k '  

cond i t io i i a  oz q u a t i o i ;  (34) I s X ( - \ 111 7
J 	 ULLU L I L L  n n v r n c n n m r l i n rr n n t i m h r nWLJ L.LIIIWLL--.' 	t h o  L U L L  L L I P U L L U A L L ~  
;k * 9: 
4 .  Determine F i f  Fk - Fk-l < E whers  E i s  some p r e s p e c i f i e d  con-k;  
s t a n t ,  s t o p  t h e  i t e r a t i o n ,  o t h e r w i s e  go t o  s t e p  1. 
F i g u r e  5 s h o r ~ s  t h e  f low c h a r t  o f  t h i s  p rocedure .  
S i n c e  t h e  boundary c o n d i t i o n s  of e q u a t i o n  (34) must b e  s a t i s f i e d ,  
one may e x c l u d e  from t h e  a n a l y s i s  a l l  t h e  s t a t e s  i n  t h e  sub-domain a t  s t a g e  
Read Data: Trace optimum pol 
g, N, rn, T, a optimum trajectory 
satisfying a(0) and 
Retr ieve F~~ 
CI ( N ) ,  
Form A si(n), i=1,2,---, T: 
(n]*n=o*l*---8N8 
i = / 823 -= - j  
Let a l l  D(n), n=O, l , - - - ,  N, be 

corridor Ck 

I Optimize by dynamic programming
I f o r  states in Gk I 

FIGURE 5. Flow Chart Showing Steps o f  the DDDP Approach 
n = 0 except s (0 )  = a ( 0 ) .  If i n  s t e p  3 t he  t r a j e c to ry  having a f i n a l  s t a t e  
a ( ~ )i s  t r aced ,  the  preservation of the  boundary condit ions of equation (34) 
i s  guaranteed. 
Note t h a t  i n  the  course of the  i t e r a t i o n  process ,  the  corr idor  
s i z e  may be var ied  gradually by choosing d i f f e r en t  [ oj , t  7k' t = 1, 2 ,  . . . 9 - T ,  
j = 1, 2 ,  ..., m, i n  s t ep  2 .  I f  t h e  corr idor  s i z e  i s  kept constant  f o r  every 
i t e r a t i o n  and l i t t l e  o r  no improvement can be achieved a f t e r  t h e  k-th i t e r a -
t i o n ,  it is  thensugges ted  t ha t  [oj , t  ]k9 t = 1, 2 ,  ..., T, j = 1, 2 ,  ..., m, 
t o  be reduced s t a r t i n g  a t  the  (k-t-1)-st i t e r a t i o n  and the  process be continued 
with t h e  new corr idor  s i z e  u n t i l  another i t e r a t i o n ,  which behaves l i k e  the 
k--th i t e r a t i o n ,  i s  reached. Then, t h e  corr idor  s i z e  i s  fu r t he r  reduced 
s t a r t i n g  a t  t h e  next i t e r a t i o n  and the  procedure i s  repeated u n t i l  the  condi- 
t i o n  i n  s t e p  4 i s  s a t i s f i e d .  
3-2. Extension of the  Proposed Approach t o  Systems with S tochas t i c  Inflows 
The above algorithm may be  adapted to rese rvo i r  systems with random 
or  s t o ch a s t i c  inflows. This may be accomplished i n  t h e  manner described i n  
Section 2-1-2 which requires  an in te rpo la t ion  technique. Iiowever, i f  the 
i n v e r t i b i l i t y  of the  system equations,  which w i l l  b e  described i n  the  next 
chapter ,  i s  used the formulation of t he  p r obab i l i s t i c  recurs ive  equation, 
equa t i on  ( I l b ) ,  should be  s l i g h t l y  modified. 
lqhen using the  i n v e r t i b i l i t y  of system equations the  s t a t e s  of t h e  
system at n - l  and n a r e  known. Therefore, the  second term on t h e  right-hand 
s i d e  of equation ( l lb )  becomes determinis t i c .  The random disturbance in- 
f luences j u s t  t h e  f i r s t  term on the  right-hand s i de  of t h i s  equation. Thus, 
t he  recurs ive  equation with a random component becomes 
v 
max { 1 P[y(n-l),v]*~[s(n-l),$[s(n-l),s(n)~~(n-l),vl,n-~ 
s (n-1) f S (n-1) v = l  
where P [y (n-1) ,v] i s  t h e  v- th  l e v e l  of t h e  random v a r i a b l e  y  which occurs 
in the span  of t ime between s t a g e s  n-1 and n ;  and + i s  desc r ibed  i n  Chapter 4 .  
For  s y s  tems w i t h  s t o c h a s t i c  d i s t u rbances  t h e  independent  p r o b a b i l i t y  
e n s i t y  f u n c t i o n  i n  equa t i on  (39) must b e  rep laced  by t h e  c o n d i t i o n a l  proba- 
b i l i t y  d e n s i t y  f unc t i on  a s  s t a t e d  i n  Sec t i on  2-1-2. 
4 .  INVERTIBILITY OF SYSTEM EQUATLONS IN WATER RESOURCES SYSTEMS 
AS de sc r ibed  p r ev i ou s l y ,  dynamic programming r e qu i r e s  i n t e rpo l a -
t i o n  t o  r e t r i e v e  t h e  second term on t h e  r ight-hand s i d e  of  equa t i on  (8) .  
For high-dimensional  systems t h i s  i n t e r p o l a t i o n  u su a l l y  produces i n a c cu r a t e  
r e s u l t s  and r e q u i r e s  a l a r g e  amount of  computer t ime .  It can b e  shown, 
however, t h a t  i n  the case  of i n v e r t i b l e  systems i n t e r p o l a t i o n  may b e  
avoided i n  t h e  above procedure.  
A sys tem i s  s a i d  t o  b e  i n v e r t i b l e  i f  t h e  o r d e r  of t h e  s t a t e  v e c t o r  
i s  e qua l  t o  t h e  o rde r  of t h e  d e c i s i on  v e c t o r ,  i . e . ,  m = q ,  and t h e  ma t r i x  
a+i /au j  i3 j = 1, . . ., m of t h e  system: 
i s  non - s ingu l a r  f o r  every n ,  u(n)<U(n),  and s (n)ES(n) .  Assuming t h a t  
equa t i on  (40) i s  an i n v e r t i b l e  system,  t h e  dec i s ion  v a r i a b l e s  can b e  so lved  
i n  terms of t h e  s t a t e  v a r i a b l e s :  
I n  t h e  c a s e  o f  w a t e r  r e s o u r c e s  sys tems  i t  w i l l  b e  demons t ra ted  t h z t  
t h e  above assumpt ion i s  n o t  r e s t r i c t i v e .  The i - t h  component o f  t h e  v e c t o r  
e q u a t i o n  (40)  f o r  a  w a t e r  r e s o u r c e s  sys tem may b e  w r i t t e n  a s  
where  s .  (n)  i s  t h e  s t o r a g e  a t  s t a g e  n ;  yi(n-1) i s  t h e  i n f l ow  du r i n g  t h e  t ime  
1 

p e r i o d  s t a r t i n g  a t  s t a g e  n-1 and l a s t i n g  u n t i l  s t a g e  n ;  u . (n -1 )  i s  r e l e a s e  
1 

and L . (n -1 )  i s  l o s s e s  due t o  s e epage ,  e t c .  i n  t h e  same t i m e  p e r i o d .  S i n c e ,  
1 

f o r  a sy s t em  c o n s i s t i n g  of  m components such a s  e qu a t i o n  (42 )  
-= -1 o r  non-zero i =j = 1, 2 ,  ..., m 
a ui 
o r  a $ .  / a u j  i j = 1 2 ,  . . ., m, i s  non - s i ngu l a r ,  t h e  water r e s ou r c e s  sy s t em  1 

is  i n v e r t i b l e .  Yote t h a t  i n v e r t i b i l i t y  i s  due t o  t h e  f a c t  t h a t  i n  most con-
t r o l l e d  r e s e r v o i r  sys tems a r e l e a s e  i s  a s s o c i a t e d  w i t h  each  s t o r a g e  u n i t .  
I g n o r i n g  t h e  l o s s e s ,  u . ( n -1 )  i n  e qu a t i o n  (42)  may b e  w r i t t e n  i n  terms o f  i n -
1 

f l ow  and s t a t e s  as 
Assume t h a t  e qu a t i o n  (4)  i s  t o  be  op t imized  w i t h  t h e  forward 
dynamic programming a l g o r i t hm  f o r  s t a t e  s (n)  . I n s t e a d  of  u s i n g  t h e  s t a t e  
s ( n )  and  a d e c i s i o n  u(n)CU(n-1) i n  e qu a t i o n  (3) t o  c a l c u l a t e  s ( n - l ) ,  one 
may u s e  e q u a t i o n  (44) t o  c a l c u l a t e  t h e  d e c i s i o n s  t h a t  would be  r e q u i r e d  
* 
f o r  t h e  s ta tes  a t  s t a g e  n-1 f o r  which F [ s  (n-1) ,n - l ]  h a s  a l r e a d y  been  ca l -  
c u l a t e d  t o  go forward t o  s t a t e  s ( n ) .  These d e c i s i o n s  can t h e n  b e  t e s t e d  
t o  d e t e rm i n e  i f  t h ey  v i o l a t e  t h e  c o n s t r a i n t s  of e qu a t i o n  ( 2 ) .  I f  t h e  
o p t im i z a t i o n  i s  b e i ng  c a r r i e d  o u t  f o r  t h e  s t a t e s  i n  t h e  c o r r i d o r  a s  d e f i n e d  
f o r  t h e  DDDP, t h e n  t h e  u s e  of i n v e r t i b i l i t y  p rov ide s  T~ p o s s i b l e  d e c i s i o n s  
which when a p p l i e d  t o  t h e  s t a t e s  i n  D(n-1) w i l l  b r i n g  t h e  sy s t em  t o  s ( n ) .  
F i g u r e  6 shows t h e  p o s s i b l e  d e c i s i o n s  f o r  a sys tem w i t h  m = 1 and T = 3. 
* 
The T~ d e c i s i o n s  t h en  may b e  used  i n  e qu a t i o n  (8) t o  de t e rm ine  u  [ s (n) , n - l ]  
>'c >k 
and F [ s ( n ) , n ]  w i t hou t  i n t e r p o l a t i o n  t o  r e t r i e v e  F [ s ( n - l ) , n -11 .  The same 
p rocedu re  may b e  r e p e a t e d  f o r  o t h e r  s t a t e s  i n  t h e  sub-domain D(n) as d e f i n ed  
i n  F i gu r e  3. 
Us ing  t h e  i n v e r t i b i l i t y  o f  t h e  sys tem e q u a t i o n s ,  e q u a t i o n  (8) may b e  
w r i t t e n  a s  
~ * [ s ( n ) , n ]= max { ~ [ ~ ( n - l )  1 ~ n - 1 1, $ l s ( n - l )  d n )  , ~ ( n - l )  
s (n-1)ED (n-1) 
where D(n-1) i s  t h e  s t a t e  sub-domain l o c a t e d  i n  t h e  neighborhood o f  t h e  t r i a l  
t r a j e c t o r y  a t  s t a g e  n-1. 
It must b e  emphasized t h a t  the j u s t i f i c a t i o n  o f  this p r o c e s s  lies 
i n  t h e  a s sump t i on  t h a t  0 t = 1, 2 ,  T j = 1 2 ..., m, a r e  chosen j, t 9  
p r o p e r l y .  I f  t h i s  were  n o t  t h e  c a s e ,  most o f  t h e  d e c i s i o n s  c a l c u l a t e d  by 
equ a t i o n  (44)  f o r  s t a t e  s (n) may b e  i n a dm i s s i b l e .  3y keep ing  v a l u e s  of 
w i t h i n  an  a dm i s s i b l e  r a ng e  t h e  p o l i c y  s l ow ly  converges  t o  t h e  o p t im a l  j,t 
one i n  t h e  DDDP approach .  
The u s e  o f  i n v e r t i b i l i t y  o f  t h e  sys tems e qu a t i o n s  e l im i n a t e s  t h e  
i n a c c u r a t e  and t ime  consuming i n t e r p o l a t i o n  r e q u i r e d  t o  r e t r i e v e  t h e  t e rm  
>? 
F [ s  (n-1) , n - l ]  i n  e q u a t i o n  ( 8 ) .  Th i s  i s - d o n e  by f o r c i n g  t h e  t r a j e c t o r i e s  
?'c 
t o  go t h rough  t h e  s ta tes  a t  s t a g e  n-1 f o r  which F [ s  (n-1) , n - l ]  h a s  a l r e a d y  
been  c a l c u l a t e d  and s t o r e d .  I n  c a s e  o f  i n v e r t i b l e  mu l t i p l e -d imens iona l  
s y s t ems  t h e  a ccu r acy  and speed  of t h i s  p rocedu re  are much g r e a t e r  t h an  the 
i n t e r p o l a t i o n  p rocedu re ,  
FIGURE 6 .  P o s s i b l e  Dec i s i on  P a t h s  Leading t o  S t a t e  s ( n )  + from 
S t age  n-1 f o r  a System w i t h  m = 1 and T = 3 
5. 	 APPLICATION OF THE DISCRETE DIFFERENTIAL 
D Y N M I C  PROGRAMMING (DDDP) APPROACH 
I n  t h i s  chapter  t h e  DDDP approach  i s  a p p l i e d  t o  two w a t e r  r e s o u r c e s  
sys tems  ( a  s i m p l i e d  w a t e r  r e s o u r c e s  s y s t e m  and C l e a r w a t e r  R i v e r  System) and 
i t s  a d v a n t a g e s  and d i s a d v a n t a g e s  a r e  e v a l u a t e d .  These sys tems  a r e  ana lyzed  
d e t e r m i n i s t i c a l l y  t o  a v o i d  t h e  h i g h  computer t ime  demand which i s  beyond t h e  
means o f  t h i s  s t u d y .  
5-1. A S i m p l i f i e d  Water Resources  System 
The f o l l o w i n g  s i m p l i f i e d  s y s t e m  which was f o r m u l a t e d  and s o l v e d  by 
Larson 119681 u s i n g  l i n e a r  programming and s u c c e s s i v e  approx imat ion  dynamic 
programming was s o l v e d  u s i n g  t h e  p roposed  approach.  
5-1-1. The Problem and I t s  S o l u t i o n  by O t h e r  Techniques  
Tne o p e r a t i n g  p o l i c y  o f  t h e  four -d imens iona l  (m=4) r e s e r v o i r  n e t -  
work p r e s e n t e d  i n  F i g u r e  7 i s  t o  b e  o p t i m i z e d  o v e r  1 2  o p e r a t i n g - p e r i o d s  
(N=12). The i n f l o w s  i n t o  r e s e r v o i r s  1 and 2 d u r i n g  any o p e r a t i n g  p e r i o d  a r e  
y1 and y  r e s p e c t i v e l y .  The ou t f lows  o r  r e l e a s e s  ( d e c i s i o n s )  , ui (n)2 
i = 1, 2 ,  3 ,  4 ,  n = 0 ,  1, . .., 11 from t h e  r e , s e r v o i r s  are used t o  g e n e r a t e  
hydropower,  and u  (n) a f t e r  p a s s i n g  th rough  t h e  t u r b i n e s  i s  d i v e r t e d  towards4 

an i r r i g a t i o n  p r o j e c t .  The s t o r a g e s  o f  t h e  f o u r  r e s e r v o i r s  r e p r e s e n t  a four-
d i m e n s i o n a l  s t a t e  v e c t o r  whose c o n s t r a i n t s  d u r i n g  any o p e r a t i n g  p e r i o d  were 
s e t  as: 
0  5 s l ( n )  -< 1 0  
0 < s 2 ( n )  <- 10 
f o r  	n = 0 ,  1, ..., 1 2  (46) 
0 < 	s (n)  < 10
-
- 3 
0 5 s 4 ( n )  5 15 
Legend 
Reservoir 
To Farm 
FIGURE 7 .  Reservoir Network o f  the Simplified System 
The c o n s t r a i n t s  on d e c i s i on s  du r ing  any ope r a t i ng  p e r i od  a r e :  
0 < ul (n) 5 3
-
0 I_ U2 ( 4  < 4 
f o r  n = 0 ,  1, ,,,, 11 
The system equa t ions  exp re s s ing  t h e  dynamic behavior  of  each component a t  
any s t a g e  n a r e :  
s l  (n) = sl(n-1) + y1 - u1 ("-1) 
s2(n) = s2(n-1) + y2 - u2 (n-1) 
s3 (n )  = s3(n-1) + u2 (n-1) - u3(n-1) 
s 4 ( n )  = s4 (n-1) + u3(n-1) + ul(n-1) - u4(n-1) 
f o r  n = 1, 2 ,  ..., 12 
The i n f lows  were s e t  a t :  
yl = 2 and y2 = 3 f o r  a l l  t ime increments  
A l l  t h e  above v a r i a b l e s  and con s t an t s  have u n i t s  of volume. 
The performance c r i t e r i o n  t o  be maximized i s  t h e  sum of t h e  r e t u r n s  
due t o  power genera ted  by t h e  f ou r  power p l a n t s  and t h e  r e t u r n  from t h e  d iver -  
s i o n  of u (n) t o  t h e  i r r i g a t i o n  p r o j e c t ;  4 
where F i s  t h e  t o t a l  r e t u r n  from t h e  system f o r  t h e  12  t ime  pe r iods ;  bi(n) 
i s  t h e  u n i t  r e t u r n  due t o  a c t i v i t y  i, i = 1, ,.., 5,  du r i ng  a per iod  s t a r t i n g  
a t  s t a g e  n  and l a s t i n g  u n t i l  s t a g e  n + 1; and g i [ s i (N) ,a i (N) ]  is  a f u n c t i o n  
which a s s e s s e s  a  p e n a l t y  t o  t h e  sys tem when t h e  f i n a l  s t a t e  o f  t h e  i - t h  
component o f  t h e  sy s t em  a t  s t a g e  N i s  s . (N)  i n s t e a d  o f  t h e  d e s i r e d  s t a t e  
1 

ai (N) ,  i = 1, 2 ,  3 ,  4 .  Such a p e n a l t y  f u n c t i o n  f o r  t r a d i t i o n a l  dynamic 
programming where boundary c o n d i t i o n s  may n o t  b e  s a t i s f i e d  i s  n e c e s s a r y .  
The p e n a l t y  f u n c t i o n  i n  e qu a t i o n  (50) was assumed t o  b e  
k Otherwise  
The d e s i r e d  s t a t e  v e c t o r s  o f  t h e  i n i t i a l  and f i n a l  s t a g e s  f o r  i = 1, 2 ,  3 ,  4 
were assumed t o  b e  
and 
There  a r e  a t o t a l  of f i v e  a c t i v i t i e s  i n  t h e  above c r i t e r i o n :  f o u r  hydro- 
power g e n e r a t i o n  a c t i v i t i e s  and one i r r i g a t i o n  a c t i v i t y .  The u n i t  r e t u r n  
f u n c t i o n s  o f  t h e s e  a c t i v i t i e s  b  ( n ) ,  i = 1, 2 ,  . . . ,  5 ,  a r e  g i v en  i n  Tab le  1,1 
TABLE 1. Return  Func t ions  Used t o  C a l c u l a t e  Opt imal  P o l i c i e s  o f  System 
i n  F i gu r e  7 
n bl (n )  b2 (n )  b3 (n) b4 (n) b5 (n) 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
Lar son  [ I9681  s o l v ed  t h i s  problem u s i n g  l i n e a r  progranming and 
s u c c e s s i v e  approx imat ion  dynamic programming. The l i n e a r  n a t u r e  of t h e  
o b j e c t i v e  f u n c t i o n s  of  Tab l e  1 makes t h e  s o l u t i o n  of  a mu l t i p l e - s t a g e  
l i n e a r  programming problem p o s s i b l e .  The s o l u t i o n  by  t h i s  a l g o r i t hm ,  
a c co r d i ng  t o  Larson ,  i s  t h a t  o f  Tab l e  2 .  
I n  t h e  a p p l i c a t i o n  o f  s u c c e s s i v e  approx imat ion  dynamic programming, 
which was d e s c r i b e d  i n  S e c t i o n  2-4-1, t o  t h i s  problem, Larson u sed  t h e  t r i a l  
t r a j e c t o r y  of  Tab l e  3 ( t h i s  t r a j e c t o r y  i s  denoted I b e c au s e  l a t e r  on o t h e r  
t r a j e c t o r i e s  w i l l  b e  t r i e d  u s i n g  t h e  proposed t e c hn i qu e )  w i t h  a t o t a l  r e t u r n  
of  362.5. Using a B-5500 computer i t  t ook  30 seconds  o f  computer t ime ,  and 
9 i t e r a t i o n s  ( i t e r a t i o n  i n  s u c c e s s i v e  approx imat ion  dynamic programming i s  
d e f i n ed  a s  keep ing  a l l  s t a t e  v a r i a b l e s ,  excep t  one,  c o n s t a n t  and o p t im i z i n g  
?k 

I TABLE 2. Opt imal  T r a j e c t o r y  and P o l i c y  f o r  System i n  F i g u r e  7 1 
I 
I T o t a l  Re tu rn  = 401.3  
0 5 5 5 5 I 4 0 0 
6 4 9 6 0 1 0 2 
8 6 10 4 0 2 4 7 
10 7 8 1 2 .O 4 7 
10 10 4 0 3 ' 3  4 "I 
3 LO 3 0 3 4 4 7 
8 9 3 0 3 4 4 7 
7 8 3 0 3 4 4 7 
6 7 3 0 3 4 7q. 

5 6 3 0 3 4 4 7 
4 5 3 0 3 4 4 0 
3 4 3 7 0 2 0 0 
5 5 5 7 
* 
Note:  Opt imal  T r a j e c t o r y  and p o l i c y  p r e s e n t e d  i n  T ab l e  12 .11  o f  
Larson  219681 a r e  s l i g h t l y  i n  e r r o r  as no t ed  th rough  p r i v a t e  
communication w i t h  R. E .  Larson ,  1 969 .  
TABLE T r i a l  T r a j e c t o r y  I and T r i a l  P o l i c y  f o r  System F i g u r e  7 
Tot  a 1  Re tu rn  = 362 . 5  
i n  t h e  a dm i s s i b l e  domain o f  t h e  v a r i a b l e s  s t a t e )  t o  a r r i v e  a t  t h e  op t ima l  
t r a j e c t o r y  l i s t e d  i n  Tab l e  2 w i t h  a  t o t a l  r e t u r n  o f  401.3 .  
5-1-2. App l i c a t i o n  o f  t h e  Proposed Approach t o  t h e  Problem 
Llpp l i ca t ion  o f  t h e  proposed approach t o  t h i s  sys tem,  which i s  
i n v e r t i b l e ,  s t a r t s  w i t h  t h e  assumpt ion o f  a t r i a l  t r a j e c t o r y  s ( n ) ,  n = 0 ,  
1, .. . , 1 2 ,  s a t i s f y i n g  e qu a t i o n s  (46) and (52) .  When s u b s t i t u t e d  i n  
e q u a t i o n  (48)  t o g e t h e r  w i t h  c o n s t a n t s  i n  e qu a t i o n  (49)  t h e  t r i a l  t r a j e c t o r y  
w i l l  p roduce  a t r i a l  p o l i c y  u ( n ) ,  n = 0 ,  1, . . ., 11, which s hou l d  be  checked 
f o r  c o n s t r a i n t s  of  e qu a t i o n  ( 4 7 ) .  It i s  c on s i d e r a b l y  e a s i e r  t o  t r e a t  t h i s  
problem a s  a f ree-end p o i n t  problem, i . e . ,  n o t  t o  s a t i s f y  t h e  i n i t i a l  o r  
f i n a l  boundary c ond i t i o n .  However, t h e  s i m p l i c i t y  o f  the ,  s y s  tern equa t i on s  
i n  t h i s  example makes i t  p o s s i b l e  t o  s a t i s f y  bo th  boundary c o n d i t i o n s  i n  
e q u a t i o n  ( 5 2 ) .  The p e n a l t y  f u n c t i o n  of  e qu a t i o n  (51) i s  t h e r e f o r e  n o t  
needed i n  t h e  DDDP a s  boundary c o n d i t i o n s  of  e qu a t i o n  (52) a r e  always 
s a t i s f i e d .  T r i a l  t r a j e c t o r y  I of  Tab l e  3  was chosen and shown i n  
F i gu r e s  8. Nex t ,  t h r e e  v a l u e s  .of a a r e  assumed, S 9 t  
0 = 1 . 0 ,  a = 0 ,  and a = 1 , Oj j , 2  j 7 3  
f o r  j = 1, 2 ,  3, 4 
4

and a se t  o f  T~ = 3  i n c r emen t a l  v e c t o r s  i s  formed which when added t o  t h e  
t r i a l  t r a j e c t o r y  I produces  a sub-domain c o n s i s t i n g  o f  8 1  l a t t i c e  p o i n t s  
a t  each s t a g e .  
It took  7 i t e r a t i o n s  f o r  t r i a l  t r a j e c t o r y  I i n  Tab le  3 t o  converge 
e x a c t l y  t o  t h e  op t ima l  t r a j e c t o r y  i n  Tab le  2 .  These i t e r a t i o n s  a r e  i l l u s -
t r a t e d  i n  F i g u r e s  8 .  In i t e r a t i o n  1 of  t h e s e  f i g u r e s ,  t h e  t r i a l  t r a j e c t o r y  I 
of  T ab l e  3 i s  shown w i t h  dashed l i n e s ,  t h e  c o r r i d o r  d e f i n e d  by e qu a t i o n  (53) 
i s  shown i n  b l a n k  s t r i p s ,  and t h e  improved t r a j e c t o r y  w i t h i n  t h e  c o r r i d o r  is  
shown i n  s o l i d  l i n e s .  I n  i t e r a t i o n  2 t h e  improved t r a j e c t o r y  o f  i t e r a t i o n  1 
i s  c on s i d e r e d  a s  t h e  t r i a l  t r a j e c t o r y  (shown i n  dashed l i n e s ) ,  t h e  c o r r i d o r  
d e f i n e d  by e q u a t i o n  (53) is  shown i n  b l a nk  s t r i p s ,  and t h e  improved t r a j e c t o r y  
i s  p r e s e n t e d  i n  s o l i d  l i n e s .  
A t  i t e r a t i o n  8 i t  was n o t i c e d  t h a t  no more improvement cou ld  be made 
on t h e  improved t r a j e c t o r y  o f  i t e r a t i o n  7 ,  i . e . ,  t h e  improved t r a j e c t o r y  i n  
i t e r a t i o n  8 co inc ided  w i t h  t h e  t r i a l  t r a j e c o t r y  i n  t h a t  i t e r a t i o n .  There-
f o r e ,  i t  was concluded t h a t  t h e  improved t r a j e c t o r y  o f  i t e r a t i o n  7 i s  t h e  
op t ima l  t r a j e c t o r y  and convergency had been  ach ieved .  . 
- - - - - - - -  
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5-1-3. E f f e c t  of D i f f e r e n t  T r a i l  T r a j e c t o r i e s  
I n  an  e f f o r t  t o  s t udy  t h e  e f f e c t  of va r ious  t r i a l  t r a j e c t o r i e s  on 
t h e  r a t e  of convergence t o  t h e  op t ima l  t r a j e c t o r y ,  two o t h e r  t r i a l  t r a j e c t o -  
r i e s  (I1 and 111) were assumed and he BDDB approach r epea t ed  w i th  t h e  cor -
r i d o r  d e f i n e d  by equa t i on  (53) .  A l l  t r i a l  t r a j e c t o r i e s  and t h e  op t imal  
t r a j e c t o r y  a r e  p r e sen t ed  i n  F i g u r e  9 .  Trial t r a j e c t o r y  I1 t ook  1 2  i t e r a -
t i o n s ,  and t r i a l  t r a j e c t o r y  111 took 7 i t e r a t i o n s  t o  converge t o  t h e  op t ima l  
t r a j e c t o r y .  
F igu re  10 shows t h e  r a t e  of  improvement of  t h e  t r a i l  t r a j e c t o r y  
w i t h  t h e  number of  i t e r a t i o n s  f o r  each o f  t h e  t h r e e  t r i a l  t r a j e c t o r i e s .  
5-1-4. Expansion of  Time Horizon 
The t ime ho r i zon  of  t h e  o p e r a t i o n  of  t h e  system was exanded from 12  
t o  24  s t a g e s  t o  i n v e s t i g a t e  t h e  response  of  t h e  sys tem t o  t h e  same inf lows  and 
o b j e c t i v e  f u n c t i o n  over  a l o n g e r  p e r i o d  of  t ime.  The r e s u l t s  t o g e t h e r  w i t h  t he  
t r ia l  t r a j e c t o r y  I V  a r e  p r e sen t ed  i n  F igure  11. Comparison of F igure  9 w i t h  
F i g u r e  11 i n d i c a t e s  n o t i c a b l e  s i m i l a r i t y  between them. I f  F igu re  9 i s  cons idered  
as one c y c l e ,  F igu re  11 may b e  cons idered  almost  two cyc l e s  of the pa t te rns  i n  
F i g u r e  9 .  
Th i s  t e n t a t i v e  conc lus ion  i s  reached w i t h  t h e  unders tanding  t h a t  
a l l  t h e  f u n c t i o n s  t o  which t h e  system responds are k e p t  c o n s t a n t  over t h e  
t i m e  of  a n a l y s i s .  This  r e s u l t  may a l low one t o  expand t h e  o p e r a t i n g  p e r i o d s  
o f  t he  s y s t e m  wi thout  r e p e a t i n g  t h e  computations.  The re tu rn  due t o  t h e  
op t ima l  t r a j e c t o r i e s  i n  F igu re s  11 is 810.60. 
I 
5-1-5. E f f e c t  of  Change of t h e  S t a t e  Sub-Domains 
I n  t h e  s o l u t i o n  of  t h i s  problem t h e  i n v e r t i b i l i t y  o f  system equa- 
t i o n s ,  equation ( 4 8 ) ,  were used ,  and the  width of  a l l  c o r r i d o r s  were de f ined  
by e q u a t i o n  (53) .  Therefore ,  a t  every s t a g e  t h e r e  were 3  l a t t i c e  p o i n t s  i n  
each c o r r i d o r .  Using t h e s e  d a t a  and cons t an t  i n f l ows  of e q u a t i o n  (49)  i n  
e q u a t i o n  (44) t o  c a l c u l a t e  t h e  d e c i s i o n  u ,  one shou ld  expec t  t h a t  t he  s e t  of  
53 
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 decision^ f o r  a t r a j e c t o r y  which cannot  b e  improved f u r t h e r  may be  n e a r  0 
mum r a t h e r  than  optimum. T h i s  i s  s imp ly  due t o  t h e  f a c t  that- wi ' th  t he  abo 
s e t  o f  c o n s t r a i n t s ,  t h e  change of  d e c i s i o n  pe r  i t e r a t i o n ,  Au, i s  a l s o  c o n s t a n t .  
This  change may n o t  b e  t h e  optimum change. 
I n  o rde r  t o  overcome t h i s  d i f f i c u l t y ,  i t  i s  sugges t ed  t h a t  a b e  j,t 
reduced a t  c e r t a i n  i t e r a t i o n s  a s  de sc r ibed  below. A change i n  o a t  eve ryj , t  . 
i t e r a t i o n  may n o t  b e  e f f i c i e n t  a s  f a r  a s  t h e  r a t e  o f  convergence i s  concerned. 
In  f a c t ,  a f a s t  change of  o w i t h  every i t e r a t i o n  may reduce  t h e  width of j , t  
t h e  c o r r i d o r  t o  n e a r  ze ro ,  and t hus  make t h e  i t e r a t i o n  p roces s  very i n s u f f i -  
c i e n t .  I n s t e a d  of changing cr a t  every  i t e r a t i o n ,  one may f i x  t h e  wid th  of Q d t  
the c o r r i d o r  and con t inue  i t e r a t i n g  u n t i l  no more improvements can be  made i n  
a c o r r i d o r  of t h a t  wid th .  This  means t h a t  any more changes i n  dec i s ions  caused 
through equa t ion  (44)  by changing t h e  s t a t e  a t  s t a g e  n  and n-1 w i l l  v i o l a t e  t h e  
! c o n s t r a i n t s  of  equa t ion  ( 4 7 )  . Now, a r educ t i on  i n  o9 9 t  may be  made which w i l l  n o t  g
, 
a f f e c t  d e c i s i o n s  a s  much a s  t h e  p r ev ious  a Again i t e r a t i o n s  a r e  con t inued  in-  j , t q  
s i d e  t h e  c o r r i d o r  w i t h  new f i x e d  wid ths  u n t i l  no more improvements can b e  made. 
&f This  p roces s  of  reduc ing  0 a t  i t e r a t i o n s  beyond which no improve-ii: Q 9 t 3  
% 
$ ments a r e  p o s s i b l e ,  may b e  cont inued  u n t i l  t h e  w id th s  of t h e  c o r r i d o r  i s  s m a l l e r  
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5 t han  some p re - spec i f i ed  c o n s t r a i n t ,$Ei The r educ t i on  o f  c o r r i d o r  wid ths  i n  t h e  o p t i m i z a t i o n  of  t h e  example of 
iii?g> 
f Figu re  7 d i d  n o t  produce any improvement on the op t ima l  t r a j e c t o r y .  The reasons  
k a re :  (1) t h e  op t imal  t r a j e c t o r y  of t h i s  system fo l l ows  f u l l  i n t e g e r  s t a t e s ,  
6 

Q 
UQ ( 2 )  t h e  t r i a l  t r a j e c t o r i e s  of  F igu re s  9 and 11 were  chosen s o  t h a t  they f o l l o w  
< It. 
Er? f u l l  i n t e g e r  s t a t e s  a l s o ,  and (3) t h e  va lues  of  o t = 1, 2 ,  3 ,  and g j
@ j = 1, 2 ,  3,  4 a r e  s e t  a t  f u l l  i n t e g e r s .  
I n  a s e p a r a t e  t r y ,  t r i a l  t r a j e c t o r y  I i s  sub j ec t ed  t o  t h e  i n t e r a t i o n  
p roces s  u s ing
if 
a = 1 . 3 ,  a = 0 ,  a n d a  = - 1 . 3  j,l j , 2  j ,3 
f o r  j = 1, 2, 3 ,  4 
f o r  a l l  s t a g e s  s t a r t i n g  w i t h  i t e r a t i o n  1, and t h e  i d e a  o f  r e d u c i n g  o j 
t = 1, 2 ,  3 and j = 1, 2 ,  3 ,  4 i s  employed, A f t e r  a t o t a l  o f  1 8  i t e r a t i o n s  
i n  4 c o r r i d o r s  t h e  s t a t e s  shown by s o l i d  c i r c l e s  i n  F i g u r e  1 2  a r e  o b t a i n e d ,  
p roduc ing  a r e t u r n  o f  399 . 06  a s  compared t o  t h e  o p t i m a l  r e t u r n  of  401.3.  
T h i s  l e a d s  one  t o  conc lude  t h a t  when. t h e  o p t i m a l  v a l u e s  o f  o a r e  n o t  j , t  

known, t h e  r e s u l t  may o n l y  b e  c o n s i d e r e d  as an approx imat ion  t o  optimum, 

5-2. Advantages  and Disadvan tages  o f  t h e  Proposed Approach 
The major  f a c t o r s  which i n s p i r e d  t h e  DDDP approach  are t h e  drawbacks 
which a r e  i n h e r e n t  i n  t h e  r e g u l a r  dynamic programming, namely; s t o r a g e  s p a c e  
and computer t i m e  r e q u i r e m e n t s .  
By l i m i t i n g  t h e  o p t i m i z a t i o n  t o  t h e  few l a t t i c e  p o i n t s  a round  a 
t r i a l  t r a j e c t o r y ,  t h e  s t o r a g e  r e q u i r e m e n t s  appear  t o  have been curbed  sub- 
s t a n t i a l l y .  To i l l u s t r a t e  t h i s  n u m e r i c a l l y ,  c o n s i d e r  t h e  s t o r a g e  r e q u i r e m e n t s  
o f  t h e  p rob lem p r e s e n t e d  i n  S e c t i o n  5-1. 
T h i s  problem h a s  f o u r  s t a t e  v a r i a b l e s ,  whose a d m i s s i b l e  r a n g e s  a r e  
g i v e n  i n  e q u a t i o n  ( 4 6 ) .  With v a l u e s  o f - o  g iven  i n  e q u a t i o n  (53) t h e  DDDP 
j 9 t  
r e q u i r e s  2 4 3  words o f  computer memory w h i l e  t h e  memory r e q u i r e m e n t  o f  tra-
d i t i o n a l  dynamic programming u s i n g  t h e  same g r i d  s i z e  would b e  63,888 words.  
Pe rhaps  i t  i s  r e l e v a n t  t o  ment ion t h a t  t h e  s t o r a g e  r e q u i r e m e n t s  o f  t h e  same 
problem by s u c c e s s i v e  approx imat ion  dynamic programming i s  even less. How-
e v e r ,  a t t e r n t p s  t o  o b t a i n  t h e  convergence o f  t h i s  problem by s u c c e s s i v e  
a p p r o x i m a t i o n  dynamic programming f a i l e d  i n  t h i s  s t u d y .  
A n o t h e r  ma jor  d i f f i c u l t y  i n  a p p l y i n g  t r a d i t i o n a l  dynamic programming 
i s  t h e  computer  t ime  requ i rement .  Th i s  is  due t o  t h e  number o f  computat ions  
and compar isons  which must b e  performed a t  each l a t t i c e  p o i n t .  I n  t h e  above 
example,  a t  e a c h  s t a g e  t h e r e  are 2 1 , 2 9 6  l a t t i c e  p o i n t s .  I f  t h e  domain o f  
t h e  d e c i s i o n s  g i v e n  i n  e q u a t i o n  (47) i s  d i v i d e d  i n t o  l a t t i c e  p o i n t s  w i t h  
Au = 1 u n i t ,  a t  each  s t a t e  l a t t i c e  p o i n t  o f  each s t a g e  a t o t a l  o f  
58 

4 x 5 x 5 	x 8 = 800 combina t ions  o f  d e c i s i o n s  must b e  t e s t e d .  By l i m i t i n g  
t h e  o p t i m i z a t i o n  t o  t h e  neighborhood o f  a t r i a l  t r a j e c t o r y ,  t h e  number o f  
l a t t i c e  p o i n t s  a r e  r educed ,  and t h e r e f o r e ,  fewer  tests  w i l l  have  t o  b e  made 
p e r  s t a t e  o f  e a c h  s t a g e ,  Fur the rmore ,  i f  t h e  sys tem i s  i n v e r t i b l e ,  t h i s  
e f f i c i e n c y  may even b e  i n c r e a s e d ,  F o r  example,  i f  T = 3 a t  each s t a g e ,  t h e n  
f o r  a f o u r - d i m e n s i o n a l  i n v e r t i b l e  problem t h e r e  are o n l y  34 = 8 1  p o s s i b l i t i e s  
t h a t  s tates a t  s t a g e  n-1 may l e a d  t o  a p a r t i c u l a r  s t a t e  a t  s t a g e  n. There-
fo re - ,  i n s t e a d  of 800 t e s t s  a t  a p a r t i c u l a r  s t a t e  of  s t a g e  n only  8 1  tests 
may b e  made. 
T a b l e  4 s u m a r i z e s  t h e  computer ( I B M  360/75) p r o c e s s i n g  t i m e  f o r  
t h e  s o l u t i o n  o f  t h e  example o f  S e c t i o n  5-1 u s i n g  t h e  DDDP approach ,  The number 
o f  i t e r a t i o n s  i n  t h i s  t a b l e  i s  one more t h a n  what i s  needed t o  a r r i v e  a t  
optimum r e s u l t s .  The l a s t  i t e r a t i o n  i s  r e q u i r e d  t o  c o n f i r m  t h a t  t h e  optimum 
r e s u l t s  h a v e  been  r e a c h e d  i n  t h e  p r e v i o u s  i t e r a t i o n ?  
TABLE 4 .  	 Computer (IBM 350/75) Time Requirements o f  t h e  Proposed 
Approach f o r  t h e  S o l u t i o n  o f  System i n  F i g u r e  7 
T r i a l  O p e r a t i n g  No, o f  T o t a l  Pro- P r o c e s s i n g  
T r a j e c t o r i e s  P e r i o d s  I t e r a t i o n s  c e s s i n g  Time P e r  
Time ( s e c )  I t e r a t i o n  ( s e c )  
I 1 2  8 35.32 4 .42  
I1 12  1 3  48.39 3.72 
I11 12  8  31.04 3 .88 
IV 24  8 68,70 8.58 
The p r o c e s s i n g  t ime  o f  t r i a l  t r a j e c t o r i e s  I and LV may b e  compared 
t o  arrive a t  an  i m p o r t a n t  c o n c l u s i o n .  T r i a l  t r a j e c t o r y  IV i s  an  e x t e n s i o n  
of  I t o  24 t i m e  p e r i o d s ,  T h e r e f o r e ,  one  would e x p e c t  t h a t  t h e  p r o c e s s i n g  
t i m e  would doub le .  A s  s e e n  i n  T a b l e  4 ,  t h e  p r o c e s s i n g '  t i m e  o f  t r a j e c t o r y  I V  
i s  somewhat less t h a n  double  t h a t  of I. 
60 
Selieved, cou ld  hand l e  the h i g h  speed s t o r a g e  requ i rement  o f  a 7 t o  9 dimen-
s i o n a l  sys tem u s i n g  t h e  IBM  360/75.  However, t h e  o p t im i z a t i o n  of such  a 
s y s t em  may r e q u i r e  c o n s i d e r a b l e  amount o f  computer t ime  which c r e a t e s  a 
budge t a r y  c o n s t r a i n t  f o r  t h e  s t u dy .  F i n a l l y ,  t h e  l a s t  c r i t e r i o n ,  i . e . ,  t h e  
r e l e v a n c e  of  t h e  model, s hou ld  s a t i s f y  t h e  mu l t i p l e -pu rpose  o b j e c t i v e  of 
b t z  Ref e r e ~ e e&io..i 
Dniversity 02 1l l i i x j i d  
13186 BCZZ, 
t h i s  s t u d y .  Eased on t h e s e  c r i t e r i a ,  t h e  f o l l o w i n g  s y s t e m  was a d o p t e d  from 

Maass, --
et al. [1962] .  
5-3-2. The System 
The s y s t e m  p r e s e n t e d  i n  F i g u r e  1 3  c o n s i s t s  o f  f i v e  streams, f o u r  
r e s e r v o i r s ,  two hydropower p l a n t s  and a farm. T h i s  s y s t e m  i s  t o  b e  o p e r a t e d  
f o r  N i n t e r v a l s  o f  t i m e  t o  p r o v i d e  i r r i g a t i o n  w a t e r ,  and h y d r o e l e c t r i c  power, 
The o p e r a t i n g  p r o c e d u r e  o f  t h e  s y s t e m  d u r i n g  t h e  t i m e  i n t e r v a l  between s t a g e  
n and n + l ,  (n  and nSlCN), may b e  sumar ized  a s  f o l l o w s :  
y i ( n )  = volume of  i n f l o w  i n t o  r e s e r v o i r  i d u r i n g  t h e  t i m e  i n t e r v a l  
s t a r t i n g  at  ' s t a g e  n ;  and 
u i (n )  = volume of  o u t f l o w  from r e s e r v o i r  i d u r i n g  t i m e  i n t e r v a l  s t a r t i n g  
a t  s t a g e  n ;  f o r  
The o u t f l o w  from r e s e r v o i r  1, u1(n)? a f t e r  p a s s i n g  t h r o u g h  power 
p l a n t  1, PP1, j o i n s  the o u t f l o w  from r e s e r v o i r  2 ,  u 2 ( n ) ,  and r iver  i n f l o w i n  the 
reach  be tween  t h e  two r e s e r v o i r s ,  y (n)  t o  form t h e  f l o w  a t  node 1. T h e r e f o r e ,4 

F L l ( n )  = ul (n)  + u2 (n)  + y4  ( n )  
where F L l ( n )  i s  t h e  volume of  f l o w  a t  node 1 d u r i n g  t h e  t i m e  i n t e r v a l  s t a r t i n g  
a t  s t a g e  n. Here and i n  t h e  f o l l o w i n g  mass b a l a n c e  e q u a t i o n s  the l o s s e s  due 
t o  e v a p o r a t i o n ,  seepage ,  e t c .  are i g n o r e d .  
Depending on i r r i g a t i o n  demand p a r t  o r  a l l  o f  t h i s  f low,  u 5 ( n ) ,  may 
b e  d i v e r t e d  a t  node 2 towards t h e  farm. The rest of  F L l ( n ) ,  i f  any ,  j o i n s  
with the i r r i g a t i o n  w a t e r  r e t u r n  from t h e  farm, a ( n ) u  - 1 a t  node  3 t o  f o r m  5 

FL1(n) 
FLl(n) - u5 (n) 
3 
FL3 (n) 
FIGURE 13, Schemat ic  Rep re sen t a t i on  the Clearwate r  River  Sy s t em  
t h e  i n f l ow  i n t o  r e s e r v o i r  4.  E e r e  a ( n )  r e p r e s e n t s  t h e  p o r t i o n  of  t h e  wa t e r  
d i v e r t e d  f o r  i r r i g a t i o n  d u r i n g  t h e  p r e v i ou s  t i m e  i n t e r v a l  t h a t  e n t e r s  node 3 
du r i n g  t h e  p r e s e n t  t i m e  i n t e r v a l .  Th e r e f o r e ,  f low a t  node  3  i s :  
where FL3(n) i s  t h e  volume of  f low a t  node 3 du r i n g  t im e  i n t e r v a l  s t a r t i n g  
a t  s t a g e  n ;  u5 (n-1) i s  t h e  t o t a l  volume of  d i v e r t e d  f l ow  f o r  i r r i g a t i o n  d u r i n g  
t h e  p r e v i o u s  t ime  i n t e r v a l ;  and a ( n )  i s  a c on s t a n t  between 0 and 1 f o r  t h e  
t ime  i n t e r v a l  s t a r t i n g  a t  s t a g e  n o  
I n t r o d u c t i o n  o f  u5 (n-1) i n t o  e qu a t i o n  (56) c r e a t e s  a  t i m e  l a g  i n  
one of  t h e  i n p u t  e l ements  of  t h e  sys tem.  For  t h i s  s y s t em  a l a g  o f  one r ep r e -  
s e n t s  o n e  month,  
Outf lows from r e s e r v o i r s  3 and 4 ,  u3(n)  and u  4  (n), j o i n  w i t h  t h e  
r i v e r  i n f l ow  y (n )  a t  node 4  t o  form t h e  i n f l ow  i n t o  power p l a n t  2 ,  PP2.5 

The r e f o r e ,  
FL4 (n )  = u3(n)  + u4 (n)  + y5(n) (57) 
where F ~ 4 ( n )  i s  t h e  volume o f  f low a t  node 4 du r i ng  the t ime  i n t e r v a l  s t a r t i n g  
a t  s t a g e  n .  Th i s  f low,  FL4(n) ,  p a s s e s  th rough  t h e  power p l a n t  2 ,  PP2, t o  
g e n e r a t e  power,  
It i s  assumed t h a t  t h e  e v en t s  and a c t i v i t i e s  r e l a t e d  t o  wa t e r  
downstream*from power p l a n t  2 do n o t  i n f l u e n c e  t h e  o p e r a t i o n  of t h e  system. 
c@ 

Th i s  a s sump t i on  e s s e n t i a l l y  i s o l a t e s  t h e  sys tem and makes t h e  a n a l y s i s  
s imp l e r .  
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where B(n) i s  t h e  monthly i r r i g a t i o n  demand r e l a t i v e  t o  t h e  annua l  i r r i g a t i o n  
demand and is computed from Table  5; and 4 . 0  X 106 a c  f t  i s  t h e  y e a r l y  
i r r i g a t i o n  demand, 
The parameters  f o r  power gene ra t i on  a r e :  
where E i s  t h e  t o t a l  energy t o  b e  genera ted  pe r  y e a r ;  CPPl  i s  t h e  i n s t a l l e d  
c a p a c i t y  of Power P l a n t  1; and CPP2 i s  t h e  i n s t a l l e d  c a p a c i t y  of Power P l a n t  
P l a n t  2 ,  
The t o t a l  r e t u r n  du r ing  a  t i m e  i n t e r v a l  s t a r t i n g  a t  s t a g e  n  is:  
where R ( n )  i s  t h e  t o t a l  retu-m from t h e  system; DIR(n) i s  t he  g ros s  r e t u r n  
from irrigation ac t iv i t i e s ;  and BPR(n) i s  t h e  gross  r e t u r n  from hydropower 
gene ra t i on .  
m e r e f o r e ,  f o r  N pe r iods  of ope ra t i on  the t o t a l  r e t u r n  from t h e  
system o r  performance c r i t e r i o n  is:  
The o b j e c t i v e  of  t h i s  a n a l y s i s  i s  t o  o p t im i z e  e q u a t i o n  ( 6 3 )  by 
choos ing  a s e t  of ui(n) i = 1, . .., 4 and hence  u ( n ) ,  f o r  n = 0, 1, .. ., N-1,5 

where  t h e  t i m e  i n t e r v a l  between s t a g e s  i s  one month, s u b j e c t  t o  equa t i on s  (60) ,  
(G I ) ,  and ( 6 2 ) ,  A s  w i l l  b e  s e e n  l a t e r  t h e  r e s u l t s  o f  t h i s  a n a l y s i s  may on l y  
b e  c on s i d e r e d  a s  sub-op timum. 
5-3-4 .  Return  and Cost  Fun c t i o n s  
Most of t h e  r e t u r n  and c o s t  f u n c t i o n s  p r e s e n t e d  below a r e  adop ted  
f rom Maass,  -e t  -a l e  [1962] .  Some of  t h e  assumpt ions  made i n  t h e  development 
o f  t h e s e  f u n c t i o n s  are n o t  as r e a l i s t i c  as t h e y  s hou l d  b e ,  However, s i n c e  
t h e  emphasis  i n  t h i s  s t u d y  i s  p u t  on t h e  development o f  a n  approach  f o r  w a t e r  
r e s o u r c e s  sys tem a n a l y s i s ,  t h e s e  assumpt ions  do n o t  a f f e c t  t h e  method o f  
a n a l y s i s .  For  t h e  a n a l y s i s  o f  a n  a c t u a l  sys tem,  t h e s e  f u n c t i o n s  have t o  b e  
deve loped  by e x t e n s i v e  and t ime  consuming s t u d i e s  and su rveys  d i r e c t e d  by  
s p e c i a l i s t s  i n  s e v e r a l  d i s c i p l i n e s  o f  s c i e n c e  and e ng i n e e r i n g .  
5-3-4-1. I r r i g a t i o n  
Demand. One o f  t h e  major  a c t i v i t i e s  o f  t h e  sys tem is  t o  supp ly  
i r r i g a t i o n  wa t e r .  The consumptive  u s e  and d i v e r s i o n  r equ i r emen t s  f o r  i rr i-
g a t i o n  were  c a l c u l a t e d  f rom t h e  ~ l i m a t i o l o ~ i c a l  d a t a  f o r  i r r i g a t i o n  p r a c t i c e s  
i n  t h e  Lewis ton r e g i on  of  Idaho  -- 19621. This a r e a  i s  cons ide r ed[Maass, e t  a l .  
a s em i a r i d  a r e a  w i t h  a growing s e a s on  of  205 days .  *Tne c rops  grown i n  this 
a r e a  c o n s i s t  of  a l f a l f a ,  p a s t u r e  g r a s s ,  s u g a r  b e e t s ,  p o t a t o e s ,  sma l l  g r a i n s ,  
a nd  f r u i t s .  I n  t h i s  problem i t  i s  assumed that t h e  c r o p  p a t t e r n  remains t h e  
same from y e a r  t o  y e a r ,  b u t  the amount o f  l a n d  a l l o c a t e d  t o  f a rming  can v a r y  
depend ing  on t h e  annua l  t a r g e t  i r r i g a t i o n  wa t e r  and l a nd  a v a i l a b i l i t y .  Maass ,  
-
e t  
-
a l .  119621 c a l c u l a t e d  t h e  u n i t  n e t  consumpt ive  use du r i n g  e ach  i r r i g a t i o n  
s e a s o n  b y  a p p l y i n g  t h e  method p r e s e n t e d  by Blaney and C r i d d l e  [ I9521  f o r  
d e t e r m i n i n g  w a t e r  r e q u i r e m e n t s  i n  i r r i g a t e d  a r e a s  t o  a f i x e d  crop p a t t e r n  
and found i t  t o  b e  abou t  2.0 f e e t  (2.0 acre f e e t  p e r  a c r e ) .  Then, asumming 
t h a t  t h e  consumptive  use  o f  t h e  cropped a r e a  d u r i n g  t h e  n o n i r r i g a t i o n  s e a s o n s  
was e q u a l e d  by t h e  a v e r a g e  p r e c i p i t a t i o n  d u r i n g  t h a t  p a r t  of t h e  y e a r ,  and -
assuming an  a v e r a g e  conveyance ( seepage  and  deep p e r c u l a t i o n )  l o s s  of 30 
p e r c e n t  of t h e  a n n u a l  d i v e r s i o n  r e q u i r e m e n t ,  t h e  u n i t  i r r i g a t i o n  d i v e r s i o n  
r e q u i r e m e n t  was c a l c u l a t e d  t o  b e  5 . 0  f e e t  (5 a c r e  f e e t  p e r  a c r e )  y e a r l y .  Th i s  
u n i t  i r r i g a t i o n - d i v e r s i o n  requ i rement  d i s t r i b u t e d  by months i s  shown i n  
T a b l e  5. 
TABLE 5.  Assumed Monthly D i s t r i b u t i o n  o f* t h e  Annual T a r g e t  I r r i g a t i o n  
D i v e r s i o n  Requirements 
P e r c e n t a g e  of  
Month T a r g e t  Annual D i v e r s i o n  
f o r  I r r i g a t i o n  
A p r i l  

May 

J u n e  

J u l y  

August  

September 

O c t o b e r  

Wove& er-March 

T o t a l  100.0 
* 
Source:  Maass, e t  a l .  [ I9621 
The d i s t r i b u t i o n  of  i r r i g a t i o n  d i v e r s i o n  requ i rements  o f  Tab le  5 i n h e r e n t l y  
assumes t h a t  t h e  m a r g i n a l c o s t  of  t h e  fa rm f a c i l i t i e s ,  l a b o r ,  and o t h e r  
r e s o u r c e s  r e q u i r e d  t o  o p e r a t e  t h e  fa rm a r e  equa l  t o  t h e  m a r g i n a l  b e n e f i t  of 
i r r i g a t i o n  w a t e r  d i v e r s i o n .  I n  b r i e f ,  i t  i s  assumed t h a t  f o r  e a c h  month of 
t h e  i r r i g a t i o n  s e a s o n  t h e  fa rm i r r i g a t i o n  sys tem h a s  been  des igned  and 
o p e r a t e d  a t  t h e  o p t i m a l  economic p o i n t .  
- - 
I r r i g a t i o n  Re tu rn  Flow I n t o  the System. The i r r i g a t i o n  r e t u r n  
f l ow  may b e  e s t ima t e d  by s u b t r a c t i n g  t h e  sum of t h e  n e t  consumptive u s e  and 
l o s s e s  d u r i n g  a  s e a s on  f rom the t o t a l  wa t e r  d i v e r t e d  f o r  i r r i g a t i o n  d u r i n g  
t h e  same s e a s on .  Assuming t h a t  o u t  of  eve ry  5 . 0  f e e t  i r r i g a t i o n  d i v e r s i o n  
40% ( 2 . 0  f e e t )  i s  t h e  n e t  consumpt ive  u s e  and 30% ( 1 . 5  f e e t )  i s  l o s t -  t o  t h e  
a d j a c e n t  b a s i n s  and deep p e r c u l a t i o n ,  i t  may b e  e s t ima t e d  t h a t  d u r i n g  e v e r y  
o p e r a t i n g  p e r i o d  abou t  30% ( 1 . 5  f e e t )  of t h e  t o t a l  i r r i g a t i o n  d i v e r s i o n  o f  
t h e  p r e v i ou s  o p e r a t i n g  p e r i o d  w i l l  e n t e r  t h e  sy s t em  a t  node 3 .  
I n  t h i s  problem a  t i m e  l a g  o f  one t i m e  p e r i o d  (one month) was 
assumed. f i t  t h e  expense  o f  some high-speed memory a t i m e  l a g  o f  more t h a n  
one  may e a s i l y  b e  i n t r o du c ed  i n t o  t h e  sys tem by c a r r y i n g  a l o ng  i n  t h e  compu- 
t a t i o n s  t h e  op t ima l  d e c i s i o n s  o f  any number o f  t h e  p r ev ious  t i m e  p e r i o d s  
d e s i r e d .  A set  o f  c o e f f i c i e n t s ,  s p e c i f y i n g  t h e  p e r c e n t a g e  o f  a l l o c a t e d  
w a t e r s  t h a t  w i l l  r e t u r n  t o  t h e  sys tem,  must a l s o  b e  a v a i l a b l e .  Fc r  a t ime  
l a g  o f  one  t h e r e  i s  on ly  one c o e f f i c i e n t  a t  every s t a g e  of coxiputation. 
T h e r e f o r e  i n  e qu a t i o n  (56) a ( n )  = .30 f o r  n  = 0 ,  1, a a I{-1 
I r r i g a t i o n  Re tu rn s .  The u n i t  g ro s s  i r r i g a t i o n  r e t u r n  f o r  t h i s  
s y s t em  i s  assumed t o  b e  a f u n c t i o n  of t h e  annua l  t a r g e t  o u t pu t  f o r  i r r i g a -  
t i o n .  Th e r e f o r e ,  as t h e  annua l  t a r g e t  'output  f o r  i r r i g a t i o n  i n c r e a s e s ,  t h e  
demand f o r  i r r i g a t i o n  w a t e r  and subsequen t l y  the u n i t  g r o s s  i r r i g a t i o n  
r e t u r n  d e c r e a s e s .  Th i s  r e l a t i o n s h i p  i s  shown i n  F i gu r e  1 4  and i t s  e qu a t i o n s  
are g i v en  i n  Maass e t  a l .  [ I9621  as: 
UIR = 0 . 0 5 2 7 ~ ~- 0.6412A + 6.44924 i f  A -< 5 .5  
UIR = 4 .5  
where  UIR .  i s  t h e  u n i t  g r o s s  i r r i g a t i o n  r e t u r n  i n  d o l l a r s  p e r  a c r e  f o o t  and 
6A i s  t h e  a nnua l  t a r g e t  o u t pu t  f o r  i r r i g a t i o n  wa t e r  i n  10  a c r e  f e e t .  The 
maximum annua l  t a r g e t  ou tpu t  f o r  i r r i g a t i o n  i s  t o  b e  f o r  1 . 2  X 1 06 a c r e s  
b
o f  i r r i g a b l e  l a n d  which demands 6  X 10  a c r e - f e e t  ( a c .  f t . )  a n n u a l l y  
(5 .0  a c ,  ft. of  wa t e r  p e r  a c r e ) .  F o r  t h i s  amount o f  w a t e r  a u n i t  g r o s s  
i r r i g a t i o n  r e t u r n  i s  4 .5  d o l l a r s / a c r e - f e e t .  S im i l a r l y ,  f o r  lesser annua l  . 
t a r g e t  o u t p u t s  f o r  i r r i g a t i o n  t h e  u n i t  g r o s s  r e t u r n s  may b e  o b t a i n e d  from 
e q u a t i o n  ( 6 4 ) .  
Due t o  t h e  dynamic and mu l t i p l e -pu rpose  n a t u r e  o f  t h e  sy s t em ,  i t  
i s  q u i t e  p o s s i b l e  t h a t  d u r i n g  one o r  s e v e r a l  o p e r a t i n g  p e r i o d s  t h e r e  a r e  
i r r i g a t i o n  s h o r t a g e s .  Depending on t h e  s e v e r i t y  of t h e s e  s h o r t a g e s ,  t h e  
o p e r a t o r s  o f  t h e  farm may . l o s e  p a r t  o r  a l l  o f  t h e i r  c r o p s .  F o r  example,  
s e v e r e  s h o r t a g e  o f  wa t e r  f o r  i r r i g a t i o n  d u r i n g  t h e  ge rmina t i ng  s e a s on  of 
t h e  s m a l l  g r a i n s ,  when t h e  p r e s e n c e  o f  mo i s t u r e  i s  o f  g r e a t  impor tance ,  can 
comp le t e l y  d e s t r o y  t h e  c rop .  I f  s h o r t a g e  occu r s  d u r i n g  t h e  ma tu r i ng  season ,  
t h e  damage may b e  p a r t i a l .  
Th e r e f o r e ,  a p e n a l t y  f u n c t i o n  i s  needed t o  c a l c u l a t e  t h e  damages 
r e s u l t i n g  f rom c e r t a i n  i r r i g a t i o n  s h o r t a g e s .  F i g u r e  1 5  shows t h e  assumed 
i r r i g a t i o n  s h o r t a g e  p e n a l t y  f u n c t i o n  used  i n  t h i s  a n a l y s i s .  The p e r c e n t  
l o s s  o f  monthly  g r o s s  i r r i g a t i o n  r e t u r n s  p a s s e s  t h e  100% mark a t  a s h o r t a g e  
o f  abou t  80%.  Th i s  s e v e r e  p e n a l t y  f o r c e s  t h e  o p t im i z i n g  model t o  choose ,  if 
p o s s i b l e ,  t h e  p o l i c y  which a l l o c a t e s  more w a t e r  f o r  i r r i g a t i o n .  The h i g h e s t  
p e r c e n t a g e  o f  s h o r t a g e  beyond which  no  r e t u r n  is  expec t ed  f o r  t h e  e n t i r e  y e a r  
( t o t a l  d e s t r u c t i o n  o f  c rops )  was a r b i t r a r i l y  set a t  80%; i . e .  when du r i ng  any 
month o f  i r r i g a t i o n  season the s h o r t a g e  s u r p a s s e d  80% o f  that month ' s  demand, 
t h e  e n t i r e  i r r i g a t i o n  r e t u r n  d u r i n g  t h e  s e a s on  was assumed l o s t .  
-- 
Annual Target Irrigstirnr Diversion Requirement ( lo6  bc.ft.1 
FIGURE 1 4 .  Assumed Un i t  Gross  I r r i g a t i o n  &turn Func t i on  
(Source:  Maass, e t  al., 1962) 
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Irrigation Shortage ( X  Monthly Target Demand for Irrigation) 
FIGURE 15. Assumed P e n a l t y  Fun c t i o n  f o r  I r r i g a t i o n  Sho r t age  
The f u n c t i o n  i n  F i gu r e  15 imp l i e s  t h a t  t h e  impo r t ance  o f  w a t e r  
f o r  i r r i g a t i o n  d u r i n g  any month o f  the y e a r  is  t h e  same. I n  o r d e r  t o  
c o r r e c t  this shor tcoming  a we igh t  e v a l u a t i n g  t h e  impor tance  of  a s p e c i f i c  
o p e r a t i n g  p e r i o d  was a s s i g n ed  t o  e ach  o f  t h e  months i n  t h e  i r r i g a t i o n  s e a son .  
Thus ,  by m u l t i p l y i n g  t h e  l o s s  o b t a i n ed  from F i gu r e  1 5 ,  f o r  a c e r t a i n  per-  
c en t age  o f  s h o r t a g e ,  by t h e  we igh t  a s s i g n e d  t o  t h e  month i n  o p e r a t i o n ,  the 
impo r t ance  o f  t h e  i r r i g a t i o n  w a t e r  d u r i n g  d i f f e r e n t  months was p r o j e c t e d  
i n  t h e  a n a l y s i s .  The we igh t  d e s c r i b i n g  t h e  impor tance  o f  any month of 
i r r i g a t i o n  s e a s o n  was c a l c u l a t e d  by d i v i d i n g  t h e  demand f o r  i r r i g a t i o n  
d u r i n g  t h a t  month by t h e  maximum i r r i g a t i o n  demand d u r i n g  any month o f  t h e  
i r r i g a t i o n  s e a s on .  Th e r e f o r e ,  
y (n )  = IR(n) /1R n = 0 ,  1, ..., N-1  (65)max 
where y ( n )  i s  t h e  we igh t  a s s i g n ed  t o  i r r i g a t i o n  l o s s e s  o f  t h e  p e r i o d  s t a r t i n g  
a t  s t a g e  n ;  IR(n)  i s  t h e  demand f o r  i r r i g a t i o n  f o r  t h e  p e r i o d  s t a r t i n g  a t  
s t a g e  n; and IRmax i s  t h e  maximum demand f o r  i r r i g a t i o n  w a t e r  d u r i n g  any 
p e r i o d .  
5 -3-4-2. Hydropower 
Demand. Another main a c t i v i t y  o f  t h e  sy s t em  i s  hydropower genera- 
t i o n .  The g en e r a t e d  energy  i s  t o  b e  d i s t r i b u t e d  among domes t i c ,  r u r a l ,  
i n d u s t r i a l ,  commercial ,  and i r r i g a t i o n  a c t i v i t i e s .  The su rvey  o f  t h e  demand 
s c h edu l e  p r e p a r e d  by Maass, -- [ I9621 f o r  C l ea rwa t e r  R ive r  Bas in ,  e t  a l .  Idaho 
showed the monthly  demand d i s t r i b u t i o n  p r e s e n t e d  i n  T a b l e  6. 
* 

TABLE 6 .  Assumed Monthly D i s t r i b u t i o n  o f  Annual T o t a l  Energy Output 
Month % of  T o t a l  Annual Energy 
Requirement 
A p r i l  
May 
June  
J u l y  
Augus t 
September 
October 
No vemb e r 
December 
January  
February  
March 
T o t a l  100 .0  
I\ 
Source :  l l a a s s ,  al. [I9621
-~~~ 
Th i s  s t u dy  assumed t h a t  t h e  monthly d i s t r i b u t i o n  o f  energy demands, 
p r e s e n t e d  i n  Table  6 ,  does n o t  v a r y  w i t h  t h e  magni tude o f  t a r g e t  annua l  ene rgy  
o u t p u t .  The r e fo r e ,  a t a r g e t  annua l  energy o u t p u t ,  compat ib le  w i t h  t h e  sy s t em ,  
was assumed and ba sed  on t h e  d i s t r i b u t i o n  o f  T ab l e  6 t h e  monthly energy demands 
were computed. Due t o  t h e  monthly o p e r a t i o n a l  p o l i c i e s ,  t h e r e  may b e  s e v e r a l  
months d u r i n g  which t h e r e  i s  e i t h e r  a s u r p l u s  o r  a s h o r t a g e  o f  ene rgy .  In 
such  c a s e s ,  s t e p s  must b e  t aken  t o  import  o r  e x p o r t  power t o  t h e  demand a r e a s .  
The d e c i s i o n  as t o  what  s i z e s  o f  t u r b i n e s  must b e  cons ide r ed  Eor power p l a n t  1, 
PP l ,  and power p l a n t  2 ,  PP2, was based on t h e  annua l  t a r g e t  energy o u t p u t  and 
t h e  f o l l ow i ng  assumpt ions  : 
(I) The r e t u r n  from u n i t  power gene r a t ed  by b o t h  p l a n t s  a r e  t h e  s a m e .  
mis assumpt ion  enab l e s  t h e  i n c o r p o r a t i o n  of t h e  energy  ou t pu t s  from t h e  two 
p l a n t s  i n t o  a s i n g l e  ne twork  f o r  d i s t r i b u t i o n .  
( 2 )  The t u r b i n e s  are t o  g e n e r a t e  energy a t  r e l a t i v e l y  c on s t a n t  rates 
t h roughou t  t h e  month. No s tand-by u n i t  was c on s i d e r e d  f o r  r e s e r v e  ca  
The r e f o r e ,  f i r s t  an  a nnua l  t a r g e t  energy o u t p u t  was assumed, and 
u s i n g  a l o a d  f a c t o r  of 0 . 6 ,  the combined i n s t a l l e d  c a p a c i t y  of t h e  t u r b i n e s  
i s  c a l c u l a t e d  by: 
where  CT i s  t h e  r e q u i r e d  i n s t a l l e d  c a p a c i t y  i n  kw; f i s  t h e  l o a d  f a c t o r ;  
hy  i s  t h e  number of hou r s  i n  a y e a r ;  and EO is  t h e  annua l  t a r g e t  ene rgy  
ou t pu t  i n  kw-hr. The r e q u i r e d  i n s t a l l e d  t u r b i n e  c a p a c i t y ,  CT, s h ou l d  b e  
d i v i d ed  be tween  t h e  two p l a n t s  i n  such  a  way t h a t  t h e y  c o n t r i b u t e  t o  t h e  
o v e r a l l  max imiza t ion  o f  t h e  n e t  r e t u r n  from t h e  sys tem.  Fo r  s i m p l i c i t y ,  
i t  was assumed t h a t  each power p l a n t  can h and l e  h a l f  o f  t h e  r e q u i r e d  i n s t a l l e d  
t u r b i n e  c a p a c i t y .  
Re tu rn s  from Hydropower. A s  mentioned b e f o r e ,  r e l e a s e s  f rom t h e  
r e s e r v o i r s  d u r i n g  any p e r i o d  g e n e r a t e  hydropower which may b e  g r e a t e r  o r  
less t h a n  t h e  demand du r i n g  t h e  p e r i o d .  Surp lus  energy  gene r a t ed  d u r i n g  any 
p e r i o d ,  c a l l e d  dump energy ,  may b e  e xpo r t e d  from t h e  sys tem,  and ene rgy  may 
b e  impor ted  i n t o  t h e  demand a r e a  d u r i n g  p e r i o d s  when t h e  amount o f  ene rgy  
g en e r a t e d  by t h e  sy s t em  i s  l e s s  t h a n  t h e  demand. 
I n  t h i s  s t u dy  i t  was assumed t h a t  the u n i t  r e t u r n  from t h e  energy 
g en e r a t e d  by t h e  sys tem and used i n  t h e  demand a r e a  i s  c on s t a n t  a t  7 m i l l s  
p e r  k i l owa t t - h ou r .  The dump energy was assumed t o  have  a n  u n l im i t e d  market  
demand w i t h  a r e t u r n  o f  1 . 5  m i l l s  p e r  k i l owa t t - hou r  and t h e  energy purchased 
t o  overcome any d e f i c i t s  was assumed t o  be  a v a i l a b l e  i n  u n l im i t e d  supp ly  a t  
9 m i l l s  p e r  k i l owa t t - hou r .  
The f u n c t i o n s  which were  used t o  c a l c u l a t e  t h e  energy o u t p u t  of 
t h e  two power p l a n t s  a r e  g iven  i n  Maass -- [I9621 as shown i n  Tab l e  7 .e t  a l .  
- - -  
TABLE 7 .  Power and Energy R e l a t i o n s h i p s  Used i n  A n a l y s i s  of Clear 
River s s tern" 
PI?1 	 E f f e c t i v e  
h e a d h ( f t . )  
PP1 and Energy out -  
'PP2 p u t ,  E(Mw h r )  
PP1 	 Energy out -  
pu t  pe r  
month, Em 
(Mw hrlmonth) 
PP1 	 Maximum 
energy  out -  
pu t  pe r  
month, b, 
(Mw hrlmonth) 
PP? Ernax 
PP1 	 Water 
c a p a c i t y  
of t u rb ine s  
WCPPl 
(102 a c . f t . 1  
month) 
PP1 	 Maximum 
wa te r  
c a p a c i t y  of 
t u r b i n e s  
W C P P ~ ,  
s t o r a g e  i n  r e s e r v o i r  l , x  
( 1 0 6 a c , f t , )  
u = 	waterflow through t u rb ine8  
( l o 2  a c ,  f t  ./month) 
H = 	e f f e c t i v e  head ( f t . )  
e = 	t u r b i n e  e f f i c i e n o y  = .85 
c L  = 	convers ion  f a c t o r  equa l  t o  
,001024, conve r t s  from f t  x 
a c . f t .  t o  Mw h r  
= 	average head dur ing  month ( f t )  
- .  . 
Assumed Rela t ionship  
h  = 0.76040039EOl + 0,15802026E03x 
- 0 . 3 1 9 2 3 0 1 9 ~ 0 2 ~ ~  
E = 	c euh1 
Em = c  h2  a v U l  
Emax = C2hmaxumax 
Emax = c3CPP1 
112 1 /2
WCPPl = c4CPP1 x hav /hmax 
I f  F U  WCPP2, E = c5FZk 

I f  FL4 2 WCPP2, Em = c5WCPP2 

-
WCPP2 = c6CPP2 
hav 
u1 = 
c2  = 
hmax 
u 
"X 
c2  = 
CPPl 
c3 = 
f low through t u rb ine s  
( l o 2  a c .  f t . /month) 
convers ion  f a c t o r  equa l  
0 ,0871 which con t a in s  c  
and conve r t s  from ft X 
a c . f t .  t o  Mw h r .  
= maximum head ( f t )  
t o  
, e ,
t o 2  
=maximumwater  c a p a c i t y o f  
t u rb inee  (102 ac .  f t . /month)  
a s  above 
= 	r a t ed  power c apac i t y  of 
PP1 (Mw) 
convers ion  f a c t o r  equa l  t o  
730.56,  conver t8  months t o  
LA..--

L I U U I =, 
CPP1, haV, hmax and c4 = con-
v e r s i o n  f a c t o r  equa l  t o  
8387.6,  conve r t s  from (Ew/ft)  
t o  (102 a c .  f t  . /month) 
cpp1, hmax, 	 c4 
(Mw hr/month) 
c5 = 
PP2 Water CBP2 
c a p a c i t y  of  
tsrbines 
c6  = (102 a c . f t . 1  
month) 
*source:  & a s s ,  e t  a l .  [1962] 
(102 ac .  f t  . /month) 
PP2 	 Energy out -  FIX = 
p u t  pe r  
month, E, WCPP2 
flow a t  node 4  i n  Figure 13,  
( l o 2  a c .  f t  . ) 
= water c a p a c i t y  of  t u rb ine s  
(102 a c . f t . )  
convers ion  f a c t o r  equa l  t o  
14 .4 ,  conve r t s  from 102 a c . f t .  
t o  f$r h r  
= r a t e d  p m e r  capac i t y  of PP2 
convereion f a c t o r  equa l  t o  
50.73,  conve r t s  from f$J t o  
102 a c . f t . / m ~ n t h  
5-3-5. Hydrology of t h e  System 
The s y s t e m  i n  F i g u r e  1 3  c o n t a i n s  f i v e  i n f l o w s  f o r  which a t  l e a s t  
3 1  y e a r s  o f  monthly f lows  a r e  a v a i l a b l e .  These f lows a r e  measured a t  t h e  
f o l l o w i n g  p o i n t s :  
Flow i n t o  r e s e r v o i r  1: The sum of  r u n o f f  r e c o r d s  a t  Selway 
R i v e r  and Lachsa  R i v e r  n e a r  Lowel, Idaho .  
Flow i n t o  r e s e r v o i r  2: The s o u t h  f o r k  o f  t h e  C l e a r w a t e r  R i v e r  
n e a r  G r a n g e v i l l e ,  Idaho.  
Flow i n t o  r e s e r v o i r  3: The n o r t h  f o r k  of  t h e  C l e a r w a t e r  R i v e r  
n e a r  Ahsahka, Idaho ,  

Flow a t  node 1: The C l e a r w a t e r  R i v e r  a t  Kamiah, Idaho ,  

Flow a t  node 4: The C l e a r w a t e r  R i v e r  a t  S p a l d i n g ,  Idaho.  

These  f lows  p r o v i d e  y1 y 2 ,  y3  f o r  t h e  s y s t e m  e q u a t i o n s ,  e q u a t i o n  
(58 ) .  To c a l c u l a t e  y  t h e  sum of  t h e  n a t u r a l  f lows y  and y w e r e  sub-4 '  1 2 
t r a c t e d  f rom t h e  f low a t  node 1. The f low y  was c a l c u l a t e d  by s u b t r a c t i n g  5 

t h e  sum of  t h e  n a t u r a l  f lows a t  node 1 and y from t h e  n a t u r a l  -flow measured 3 
a t  node 4 .  These  f i v e  i n f l o w s  c o n s t i t u t e  t h e  s t o c h a s t i c  d i s t u r b a n c e s  i n  t h e  
sys tem.  Any a c t i v i t y  of  t h e  s y s t e m  must b e  r e l a t e d  t o  t h e  j o i n t  p r o b a b i l i t y  
of  t h e s e  s t o c h a s t i c  e l ements .  These j o i n t  may b e  d e s c r i b e d  
by m u l t i - v a r i a b l e  s t a t i s t i c a l  models s u c h  as t h e  ones p r e s e n t e d  b y  
Anderson [1966] .  
The a n a l y s i s  i n  t h i s  s t u d y  used d e t e r m i n i s t i c  d a t a ,  i . e . ,  t h e  
mean monthly  f lows  p r e s e n t e d  i n  T a b l e  8 .  Such d e t e r m i n i s t i c  d a t a ,  n a t u r a l l y ,  
l i m l t  the a p p l i c z h i l i t y  of  t h e  r e s u l t s .  The r e s p o n s e s  o f  t h e  s y s t e m  t o  t h e  
mean monthly  i n f l o w s  may b e  c o n s i d e r e d  a s  mean o r  a v e r a g e  r e s p o n s e s .  
. i-i 
kl 
S i n c e  i r r i g a t i o n  a c t i v i t i e s  s t a r t  i n  A p r i l  and l a s t  u n t i l  t h e  
end o f  O c t o b e r ,  i t  was d e c i d e d  t a  s t a r t  t h e  o p e r a t i o n  o f  t h e  s y s t e m  i n  
A p r i l .  T h i s  p r o c e d u r e  g u a r a n t e e s  t h a t  no  i r r i g a t i o n  w a t e r  is  l e f t  i n  t h e  
s y s t e m  at  A p r i l  a s  a  r e s u l t  of  p r e v i o u s  y e a r ' s  i r r i g a t i o n  a c t i v i t i e s ;  
5-3-6. 	 Computer Program 
The computer program was w r i t t e n  i n  FORTRAN I V  and is p r e s e n t e d  
i n  Appendix A which c o n t a i n s  t h e  n o t a t i o n s  used i n  t h e  i n p u t  d a t a ,  t h e  
program, and sample  o u t p u t s .  The program c o n s i s t s  o f  one  main r o u t i n e  
and n i n e  s u b r o u t i n e s .  Some of  t h e  s u b r o u t i n e s  may b e  i n t e g r a t e d  w i t h  t h e  
o t h e r s  t o  make t h e  compi l ing  t i m e  s h o r t e r .  Fo l lowing  i s  a  b r i e f  d e s c r i p -
t i o n  o f  each  p a r t :  
M A I N :  T h i s  i s  t h e  r o u t i n e  i n  which most o t h e r  r o u t i n e s  a r e  c a l l e d .  
INPUT: T h i s  s u b r o u t i n e  r e a d s  a l l  t h e  i n p u t  d a t a ,  a n d ,  i f  n e c e s s a r y ,  
l i s t s  them. 
DETAIL: 	 Given a t r a j e c o t r y  and p o l i c y ,  t h i s  s u b r o u t i n e  e v a l u a t e s  and 
l i s t s  t h e  energy ,  and i r r i g a t i o n  a c t i v i t i e s  f o r  each o p e r a t i n g  
p e r i o d ,  and sums them f o r  t h e  e n t i r e  o p e r a t i n g  h o r i z o n .  
POWER: 	 Given a  se t  o f  o u t f l o w s  f rom r e s e r v o i r  1 and a t  node 4 d u r i n g  
any p e r i o d ,  t h i s  s u b r o u t i n g  c a l c u l a t e s  t h e  t o t a l  ene rgy  gen- 
e r a t e d ,  compares i t  w i t h  t h e  demand, and e v a l u a t e s  t h e  r e t u r n s  
and d e f i c i t s .  
IRRIG: T h i s  s u b r o u t i n e  e v a l u a t e s  t h e  r e t u r n s  due t o  i r r i g a t i o n  a c t i v i -  
t i e s  u s i n g  the f u n c t i o n s  d e s c r i b e d  by F i g u r e s  14 and 15. 
STATE: T h i s  s u b r o u t i n e  u s e s  t h e  o. provided i n  i n p u t  d a t a  t o  set  up a 
J 3 t -
c o r r i d o r  around t h e  t r i a l  t r a j e c t o r y .  
DPD: T h i s  s u b r o u t i n e  u s e s  t h e  forward d e t e r m i n i s t i c  a l g o r i t h m  of  
dynamic programming t o  maximize t h e  performance c r i t e r i o n  of  
e q u a t i o n  (63)  s u b j e c t  t o  e q u a t i o n s  ( 5 8 ) ,  (59) ,  (60) ,  and (61) 
f o r  t h e  s t a t e s  i n s i d e  the c o r r i d o r ,  
TRACE: 	Given a f i n a l  s t a t e  l o c a t e d  i n s i d e  t h e  c o r r i d o r  t h i s  s u b r o u t i n e  
t r a c e s  t h e  t r a j e c t o r y  which s t a r t s  w i t h  t h e  i n i t i a l  s t a t e  and 
ends w i t h  t h e  f i n a l  s t a t e .  
PLOT 1: 	 Given a  t r a j e c t o r y  t h i s  r o u t i n e  p l o t s  s t a t e  vs. s t a g e  f o r  e a c h  
r e s e r v o i r  u s i n g  a Calcomp p l o t t e r .  
5-3-7. C o n s t r a i n t s  and P a r a m e t e r s  Used i n  t h e  A n a l y s i s  
I n  t h e  a n a l y s i s  o f  t h i s  s y s t e m  by t h e  DDDP approach ,  t h e  f o l l o w i n g  
c o n s t r a i n t s  and pa ramete r s  were  assumed: 
b1. 	 I r r i g a t i o n  t a r g e t  demand was s e t  a t  4 . 0  X 10 a c . f t . / y r . ,  and 
monthly t a r g e t  demands were  c a l c u l a t e d  u s i n g  Tab le  5.  The per -
c e n t a g e  of  i r r i g a t i o n  r e t u r n  was se t  a t  a ( n )  = . 3 ,  f o r  
n = o 9  l9 * a e 9  N - l a  
2. 	Power t a r g e t  demand and i n s t a l l e d  power p l a n t  c a p a c i t i e s  a r e  
g iven  by e q u a t i o n  (61 )  and t h e  monthly t a r g e t  power demands 
were  c a l c u l a t e d  u s i n g  T a b l e  6.  
3. 	The maximum and minimum c a p a c i t y  o f  r e s e r v o i r s  a r e  g i v e n  by 
e q u a t i o n s  (59). 
4 .  	 The d e s i r e d  i n i t i a l  and f i n a l  s t a t e  v e c t o r s  were  set  a s  f o l l o w s :  
5. The s t a t e  sub-domain a t  e a c h  s t a g e  was computed f rom t h e  f o l l o w i n g  
assumed inc rements  from t h e  s t a t e  v a r i a b l e s  : 
6 	 Based on t h e  above p a r a m e t e r s  and c o n s t a n t s  two t r i a l  t r a j e c t o r i e s ,  
A and  B, o f  F i g u r e s  16 and 1 7  were  c a l c u l a t e d .  
5 - 3 4 .  D i s c u s s i o n  o f  A n a l y s i s  
U s i n g  t h e  t r i a l  t r a j e c t o r i e s  A and B o f  F i g u r e s  1 6  and 1 7 ,  t h e  
s y s t e m  was a n a l y z e d  f o r  12  monthly o p e r a t i n g  p e r i o d s .  I n  o r d e r  t o  a c h i e v e  
n e a r  optimum r e s u l t s  t h e  t e c h n i q u e  o f  v a r i a b l e  c o r r i d o r  w i d t h  d e s c r i b e d  i n  
S e c t i o n  5-1-5 was used .  F i r s t  a s e t  o f  s t a t e  sub-domains computed f rom 
e q u a t i o n s  ( 6 7 )  were  adop ted ,  and i t e r a t i o n s  con t inued  i n  s i x  c o r r i d o r s  each 
w i t h  a  w i d t h  e q u a l  t o  0 . 7  t h a t  o f  t h e  p r e v i o u s  c o r r i d o r .  A t  t h e  end o f  
e a c h  i t e r a t i o n  a t r a j e c t o r y  s a t i s f y i n g  t h e  boundary c o n d i t i o n s  i n  e q u a t i o n  (66 )  
was t r a c e d .  F i g u r e s  1 6  and 1 7  p r e s e n t  t h e  t r i a l  t r a j e c t o r i e s  and t h e i r  
r e s p e c t i v e  f i n a l  t r a j e c t o r i e s  o b t a i n e d  a f t e r  30 i t e r a t i o n s ,  F i g u r e s  1 8  and 
1 9  show t h e  rate of  convergence t o  t h e  f i n a l  t r a j e c t o r y  f o r  d i f f e r e n t  t r i a l  
t r a j e c t o r i e s .  F i g u r e s  20 and 2 1  show t h e  r e s u l t s  f o r  t r a j e c t o r y  C which i s  
t h e  e x t e n s i o n  of t r a j e c t o r y  B t o  24 months o f  o p e r a t i o n .  Tab le  9 summarizes 
t h e  r e s u l t s  of o p t i m i z a t i o n  f o r  t h e  t h r e e  t r i a l  t r a j e c t o r i e s .  
Comparison of t h e  f i n a l  t r a j e c t o r i e s  A and B r e v e a l s  t h a t  even 
though t h e y  a r e  r a t h e r  s i m i l a r ,  d i f f e r e n c e s  e x i s t  between them. R e s u l t s  of  
T a b l e  9 i n d i c a t e  t h a t  f i n a l  t r a j e c t o r y  B p r o v i d e s  about  $57,000 (abou t  0.17%) 
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FIGURE 21 .  Re tu rn  vs. I t e r a t i o n  N u d e r  f o r  24 Ope ra t i ng  P e r i o d s  of 
System i n  F i g u r e  13  Using T r i a l  T r a j e c t o r y  C 
p e r  y e a r  more r e t u r n  t h a n  A .  The d i f f e r e n c e s  between t h e s e  two f i n a l  t ra-
j e c t o r i e s  may b e  a t t r i b u t e d  t o  t h e  cho ice  o f  t h e  t r i a l  t r a j e c t o r y  and the 
s t a t e  sub-domains. I n  b o t h  c a s e s  a s t a t e  sub-domain computed f rom equa- 
t i o n s  (67)  was used f o r  t h e  t r i a l  t r a j e c t o r y .  It may b e  more e f f e c i e n t  
c ompu t a t i o n a l l y  t o  de t e rm ine  t h e  s t a t e  sub-domain a s  a f u n c t i o n  of  s t a g e  
and  i t e r a t i o n  number a s  s u gg e s t e d  by Mayne [ I9661 and Jacobson  [1968a] .  
See  S e c t i o n  6-2-1 f o r  d i s c u s s i o n  r e g a r d i ng  computat ions  of t h e  s t a t e  
sub-domain.  
T ab l e  9  shows t h a t  a l l  f i n a l  t r a j e c t o r i e s  s a t i s f i e d  t h e  annua l  
t a r g e t  i r r i g a t i o n  and power demands, and t h a t  t h e r e  was a s u r p l u s  power 
o f  abou t  2 7 . 2% ,  29.1%,  and 28 .5% w i t h  r e s p e c t  t o  t h e  demand f o r  f i n a l  tra-
j e c t o r i e s  A,  B, and C r e s p e c t i v e l y .  Tab les  A-1,  2 ,  3,  4 ,  5 ,  6  i n  Apendix A 
show t h a t  monthly i r r i g a t i o n  and power demands a r e  s a t i s f i e d .  I n  a d d i t i o n ,  
s u r p l u s  power was s o l d  a s  dump energy  ( p r i c e d  a t  1 . 5  m i l l s  p e r  k i l ow a t t  h ou r )  
and ,  t h e r e f o r e ,  t h e  t o t a l  r e t u r n  would have  been  more had t h e  annua l  ene rgy  
demand been  set  h i g h e r  t h a n  2.0 X 10' kw h r .  T h i s  conc lu s i on  s ugg e s t s  t h a t  
t h e  pa r ame t e r s  and demands s e t  i n  t h i s  a n a l y s i s  do n o t  r e p r e s e n t  t h e  optimum 
c a p a b i l i t y  o f  t h e  sys tem.  The r e f o r e ,  i n  f u r t h e r  a n a l y s i s ,  t h e  r e sponse  o f  
t h e  sy s t em  t o  h i g h e r  demands must  b e  e v a l u a t e d .  
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6 .  CONCLIJDING REMARKS 
6-1. Summary and Conc lus ions  
Th i s  s t u dy  h a s  been  p r i m a r i l y  aimed a t  t h e  p r e s e n t a t i o n  of an 
approach  (based  on e x i s t i n g  o p t im i z a t i o n  t e c hn i qu e s )  which i s  s u i ' t a b l e  
f o r  a n a l y s i s  of o p e r a t i o n  p o l i c i e s  o f  mu l t i p l e -pu rpose  and mu l t i p l e - u n i t  
w a t e r  r e s o u r c e s  sys tems .  While  i n v e s t i g a t i n g  t h e  c h a r a c t e r i s t i c s  of t h e s e  
s y s t ems ,  i t  was concluded t h a t  dynamic programming i s  a p p l i c a b l e  f o r  t h e  
o p t im i z a t i o n  of t h e i r  o p e r a t i n g  p o l i c i e s .  However, f u r t h e r  i n v e s t i g a t i o n  
of s t a n d a r d  dynamic programming r e v e a l e d  a d imen s i on a l i t y  problem which 
l i m i t s  i t s  a p p l i c a t i o n  t o  low-order  sy s t ems .  At tempts  t o  cu rb  t h e  dimen- 
s i o n a l i t y  of  t h e  s t a nd a r d  dynamic programming l e d  t o  a n  approach  which 
o r i g i n a l l y  had  been i n s p i r e d  by L a r s o n ' s  [I9681 s t a t e  i n c r emen t  dynamic 
programming, b u t  whose t h e o r e t i c a l  j u s t i f i c a t i o n  was found t o  b e  t h a t  of  
d i f f e r e n t i a l  dynamic programming p r e s e n t e d  by Mayne [I9661 and Jacboson 
[1968a, b ,  c ]  , The proposed DDDP .approach which d e a l s  w i t h  t h e  o p t im i z a t i o n  
of t r ~ j e c t c r i e s ,  -rr---- +ye f ~ ~ ~ - d L m e ~ g i ~ ~ ~ lwa s  annli 0"s reservoir systems (a 
s i m p l i f i e d  sys tem,  and C l e a rwa t e r  ~ i v e r  System) whose s o l u t i o n s  cou ld  n o t  
b e  o b t a i n e d  u s i n g  s t a nd a r d  dynamic programming w i t h  t h e  a v a i l a b l e  computer 
f a c i l i t i e s  and budget  a l l o c a t e d  f o r  computer t i m e .  I n  t h e  a n a l y s i s  o f  
t h e s e  sys tems  i t  was d i s c ov e r e d  t h a t  t h e  i n v e r t i b i l i t y  of sys tem equ a t i o n s  
i n  w a t e r  r e s ou r c e s  can b e  u s ed  t o  r e du c e  computa t ion  t ime ,  
For  t h e  f i r s t  sys tem t h e  s o l u t i o n  by t h e  proposed approach w i t h  
t h r e e  d i f f e r e n t  t r i a l  t r a j e c t o r i e s  was found t o  b e  t h e  e x a c t  s o l u t i o n s  
o b t a i n e d  by two o t h e r  t e c hn i qu e s .  However, i t  was concluded t h a t  t h i s  
e x a c t n e s s  i n  r e s u l t s  i s  due t o  t h e  c ho i c e  of t h e  t r i a l  t ~ a j e c t o r y  and t h e  
s t a t e  sub-domains. The s e l e c t i o n  of  a d i f f e r e n t  se t  of s t a t e  sub-domains 
p roved  t o  ~ r o v i d e  n e a r  optimum r e s u l t s .  
The d i f f i c u l t i e s  i n  t h e  choice  of t h e  t r i a l  t r a j e c t o r y  and t h e  
s t a t e  sub-domains became more apparen t  i n  t h e  s o l u t i o n  of t h e  second system 
which i s  much more r e a l i s t i c  than  t h e  p r ev ious  one, b u t  which must s t i l l  
b e  cons ide red  a s imp l i f i e d  system w i t h  r e s p e c t  t o  a c t u a l  systems.  It was 
observed t h a t  t h e  choice  of two d i f f e r e n t  t r i a l  t r a j e c t o r i e s  l e d  t o  two 
d i f f e r e n t  b u t  c l o s e  f i n a l  t r a j e c t o r i e s .  The t o t a l  r e t u r n  of f i n a l  t r a j e c -  
t o r y  A i s  about  0.17% less than  t h a t  of f i n a l  t r a j e c t o r y  B e  This  d i f f e r e n c e  
was a t t r i b u t e d .  t o  t h e  choice  of t h e  t r i a l  t r a j e c t o r i e s  and t h e  s t a t e  sub- 
L' domains which remained the same f o r  bo th  t r i a l  t r a j e c t o r i e s .  
Extens ions  of t h e  t ime ho r i zons  of t h e  above sys tems ,  w i t hou t  
any changes i n  demand and o b j e c t i v e  f u n c t i o n ,  from 12 t o  24 t ime p e r i od s  
produced o p e r a t i n g  p o l i c i e s  i n  each of t h e  two s e t s  of 12  t ime p e r i od s  very  
s i m i l a r  t o  t ho s e  ob ta ined  i n  t h e  a n a l y s i s  f o r  a time ho r i zon  of on ly  12  
t ime p e r i o d s ,  The r e s u l t s  of t h e  a n a l y s i s  of t h e  Clearwate r  River  system 
i n d i c a t e  t h a t  i t  i s  capable  of answering h ighe r  demands than  a r e  set i n  
t h e  a n a l y s i s .  
It must be  mentioned t h a t  t h e  s o l u t i o n  of t h e s e  systems became 
p o s s i b l e  by reduc ing  them t o  a  c l a s s  of problems g ene r a l l y  r e f e r r e d  t o  a s  
two-point boundary-valued problems. This  approach n a t u r a l l y  exc ludes  many 
o t h e r  s o l u t i o n s .  However, i n  wate r  r e sou rce s  a n a l y s i s  many of t h e s e  
s o l u t i o n s  a r e  n o t  considered ope r a t i on a l l y  f e a s i b l e .  For example, the 
s o l u t i o n  of  c a s e s  where t h e  r e s e r v o i r s  a r e  f u l l  o r  empty a t  t h e  beg inn ing  
and end o f  a c e r t a i n  t ime pe r iod  may never  be ope r a t i on a l l y  f e a s i b l e  and 
t h e r e f o r e  may be excluded from the  a n a l y s i s .  There a r e  ca se s  due t o  system 
c o n s t r a i n t s ,  such  a s  f l ood  c o n t r o l  pool ,  r e c r e a t i o n a l ,  and power head 
requi rements  which make t h e  s o l u t i o n  of a gene ra l  problem wa s t e f u l ,  i . e . ,  
a problem which prov ides  answers f o r  every  i n i t i a l  and f i n a l  s t a t e ,  
6-2. Recommendations f o r  Fu tu re  S t u d i e s  
The fo l lowing  recommendations and suggestLons a r e  t h e  d i r e c t  r e s u l t  
of t h e  r e a l i z a t i o n  t h a t  t h i s  s t u d y  has no t  i n v e s t i g a t e d  a l l  of t h e  p o s s i b l e  
improvements t h a t  can be  made t o  t he  proposed approach and i t s  a p p l i c a t i o n s  
t o  a c t u a l  systems.  
6-2-1. Regarding t h e  Amroach 
I n  t h e  a p p l i c a t i o n  of t h e  proposed approach two major d i f f i c u l t i e s  
were  observed  which may be  improved a s  fo l l ows .  
6-2-1-1. Choice of T r i a l  T r a i e c t o r v  
The cho i ce  of  t h e  t r i a l  t a a j e c t o r y  can reduce t h e  computing t i m e  
n o t i c e a b l y ,  simply because t h e  c l o s e r  t h e  t r i a l  t r a j e c t o r y  i s  t o  t h e  op t ima l  
t r a j e c t o r y ,  t h e  fewer a r e  t h e  i t e r a t i o n s  t h a t  a r e  r e q u i r e d  t o  a r r i v e  a t  o r  
n e a r  t h e  op t ima l  t r a j e c t o r y .  arson's [1968] s u c c e s s i v e  approximation 
dynamic programming a lgo r i t hm based  on Bel1manss u957, 19611 work may be  
employed t o  a r r i v e  a t  a t r i a l  t r a j e c t o r y ,  I n  f a c t ,  i n  app ly ing  t h i s  
t e chn ique  ( succes s ive  approximat ion dynamic programming) t o  t h e  problem 
p r e s e n t e d  i n  S e c t i o n  5-1 a n e a r  op t ima l  t r a j e c t o r y  was ob t a ined  i n  t h i s  
s t u d y .  Another approach i n  s e t t i n g  up tb.e t r i a l  t r a j e c t o r y  i s  t h e  use of  
e n g i n e e r i n g  judgment . This  approach i s  p a r t i c u l a r l y  a p p l i c a b l e  t o  wate r  
r e s o u r c e s  systems where most of t h e m , a r e  p r e s e n t l y  being ope ra t ed  on t h e  
b a s i s  o f  such  engineer ing  judgment, 
6-2-1-2. Choice of  t h e  S t a t e  Sub-Domains 
The choice  of a s e t  of s t a t e  sub-domains a t  the s t a r t  of each 
i t e r a t i o n  a s  a f u n c t i o n  of s t a g e s  may be cons idered  a s  t he .mos t  important  
s i n g l e  f a c t o r  i n  t h e  r a t e  of convergence. I n  s e l e c t i o n  of t h e s e  sub-domains 
works of Mayne [1966],  Jacobson [1968a] ,  and Jacobson and Mayne [I9701 
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may b e  employed,  These works form t h e  Hami l ton ian  of  t h e  r e t u r n  f u n c t i o n  
and op t im i z e  i t  by c a l c u l u s  of v a r i a t i o n  t o  e s t i m a t e  t h e  b e s t  changes  i n  
d e c i s i o n  and s t a t e s  a s  f u n c t i o n s  o f  t i m e  i n  t h e  neighborhood of  t h e  t r i a l  
t r a j e c t o r y .  Both  of  t h e s e  a l g o r i t hms  r e q u i r e  t h a t  t h e  second  d e r i v a t i v e  
of  t h e  Hami l t on i an  w i t h  r e s p e c t  t o  t h e  d e c i s i o n  v a r i a b l e  be nega t i ve -
d e f i n i t e  f o r  a maximiza t ion  problem. Th i s  r equ i rement  may be d i f f i c u l t  t o  
f u l f i l l  i n  w a t e r  r e s ou r c e s  sys tems where  some o b j e c t i v e  f u n c t i o n s ,  s uch  a s  
f l o o d  c o n t r o l  r e t u r n  f u n c t i o n s ,  a r e  n o t  con t i nuous ly  d i f f e r e n t i a b l e .  However, 
app rox ima t i on  of  t h e s e  f u n c t i o n s  by a p r op e r  o r d e r  po lynomia l  f u n c t i o n  
which s a t i s f i e s  t h e  above requ i rement  may g e n e r a t e  a c l o s e  approx imat ion  
t o  t h e  o p t im a l  6 u ( t )  and 6 s  ( t)  i n  e qu a t i o n s  ( 2 1 )  and ( 2 2 )  . ~ a y n e ' s  
a l g o r i t hm ,  which  i s  an approx imat ion  t o  ~ a c o b s o n ' s ,  e x h i b i t s  one s t e p  con-
ve rgence  f o r  c o n t r o l  problems w i t h  l i n e a r  e qu a t i o n s  and q u a d r a t i c  performance 
c r i t e r i o n .  I n  t h i s  c on t e x t ,  Mayne's a l g o r i t hm  i s  found t o  b e  c on s i d e r a b l y  
more e f f i c i e n t  t h a n  ~ a c o b s o n ' s  a l g o r i t hm  [ Jacobson ,  1968a I .  Th e r e f o r e ,  
pe rhaps  an  app rox ima t i on  of  t h e  o b j e c t i v e  f u n c t i o n  by a second  o r d e r  poly-  
nomial  i s  s u i t a b l e  f o r  an  approx imat ion  of t h e  s t a t e  sub-domains. 
6-2-2. Choice  of Re tu rn  Func t ions  
In t h e  c ou r s e  of  t h i s  s t u d y  i t  was obse rved  t h a t  t h e  c omp a t i b i l i t y  
of r e t u r n  f u n c t i o n s  p l a y  an impo r t an t  r o l e  i n  t h e  f i n a l  r e s u l t s .  Assume 
t h a t  s t o r a g e  i n  a r e s e r v o i r  p rov ide s  r e c r e a t i o n ,  and o u t f l ow  from i t  
g en e r a t e s  hydropower and may cause  f l o o d  damage. If t h e  r e t u r n  and damage 
f u n c t i o n s  are assumed w i t hou t  s u b s t a n t i a l  amount of  economic and e ng i n e e r i n g  
s t u d i e s ,  t h e  r e s u l t  of o p t im i z a t i o n  may n o t  show any l o g i c a l  conc lu s i on .  
~ b rexample, i f  a n  u n j u s t i f i a b l y  h i gh  p e n a l t y  i s  a s s ~m e d  f o r  L L L ~  hydropower+'-
s ho r t a g e ,  t h e  o p t im i z i n g  model s e l e c t s  d e c i s i o n s  which may n o t  be  r e a l i s t i c  
a s  f a r  a s  f l o o d  c o n t r o l  and r e c r e a t i o n  p r o j e c t s  are concerned .  Th e r e f o r e ,  
one o f  t h e  pr ime o b j e c t i v e s  of any f u t u r e  s t u dy  s hou l d  b e  t h e  development 
of r e a l i s t i c  r e t u r n  f u n c t i o n s  f o r  t h e  w a t e r  r e s o u r c e s  sys tem under  s t u d y ,  
6-2-3. Regarding t h e  Hydrology 
I n  t h i s  s t u d y  t h e  economic r e sponse  of t h e  p h y s i c a l  sys tem was 
measured i n  t e rms  o f  t h e  mean monthly  f l ows ,  However, i n  a  more r e a l i s t i c  
a n a l y s i s ,  s t a t i s t i c a l  and s t o c h a s t i c  models d e s c r i b i n g  t h e  j o i n t  p r o b a b i l i t y  
d i s t r i b u t i o n s  of t h e  d i f f e r e n t  r i v e r  f lows  must be  f o rmu l a t ed  and i nco r -  
p o r a t e d  i n t o  t h e  r e c u r s i v e  e q u a t i o n  of dynamic programming. Pe rhaps  one 
s hou l d  b e  warned o f  t h e  s h a r p  i n c r e a s e  i n  t h e  computer t ime r equ i r emen t s  
w i t h  t h i s  t y p e  of  d a t a ,  
6-2-4. Regarding t h e  System Op t im iza t i on  
I n  a complete  o p t im i z a t i o n  of  t h e  wa t e r  r e s o u r c e s  sy s t em ,  t h e  
o p e r a t i n g  pha se  must  b e  op t im ized  i n  con junc t i on  w i t h  t h e  p l a nn i ng  and 
a l l o c a t i o n  pha se s .  The proposed op t im i z a t i o n  p rocedu re  may b e  r e p e a t e d  f o r  
d i f f e r e n t  combina t ions  of p l ann ing  and a l l o c a t i o n  d e c i s i o n s  t o  form a  
maximum r e t u r n  r e s pon s e  s u r f a c e .  Then, t h i s  s u r f a c e  may b e  op t im ized  by 
a s t a t i c  o p t im i z a t i o n  t e chn ique  such  a s  t h e  s t e e p e s t  a s c e n t  i n  a n  a t t emp t  
t o  o b t a i n  t h e  most s u i t a b l e  combina t ion  of d e c i s i o n s ,  i . e . ,  p l a nn i ng ,  
a l l o c a t i o n ,  and o p e r a t i o n e  
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-
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Wong, P. J., and D. G .  Luenberger ,  Reducing t h e  memory r equ i r emen t  of  
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December, 1968 ,  
A-1.  N o t a t i o n  Used t o  I n p u t  Da ta  f o r  Program t o  Analyze  C l e a n ~ a t e r  
R i v e r  Svs t em 
IUNIT = Low-speed s t o r a g e  u n i t  used t o  s t o r e  computed-da ta  
of  t h e  p r e v i o u s  s t a g e s .  
KN = Number of  s t a g e s  i n  a n a l y s i s .  
ITER = Maximum number o f  i t e r a t i o n s  t o  b e  performed i n  each 
c o r r i d o r  w i d t h ,  
NCOR = Number o f  c o r r i d o r s  t o  b e  c o n s i d e r e d  i n  t h e  a n a l y s i s .  
IFLAG = A f l a g  which s p e c i f i e d  whe the r  s t o c h a s t i c  dynamic 
programming o r  d e t e r m i n i s t i c  dynamic programming 

s h o u l d  b e  u s e d ,  

I f  IFLAG = 1, t h e n  a n a l y z e  s t o c h a s t i c a l l y ,  

I f  IFLAG = 2 ,  t h e n  a n a l y z e  d e t e r m i n i s t i c a l l y .  

Note: 	 S i n c e  t h e  s u b r o u t i n e  f o r  s t o c h a s t i c  dynamic 
programming i s  n o t  i n c l u d e d  i n  t h e  f o l l o w i n g  
program, t h i s  f l a g  s h o u l d  always b e  s e t  e q u a l  
t o  2 i n  t h e  i n p u t  d a t a .  
IPRINT = A f i a g  s p e c i f y i n g  whether  o r  n o t  a l i s t i n g  o f  t h e  
i n p u t  d a t a  i s  r e q u i r e d .  
I f  IPRINT = 0 ,  t h e n  no l i s t i n g  o f  i n p u t  d a t a  w i l l  
b e  produced.  
I f  IPRINT = 1, t h e n  t h e  i n p u t  d a t a  w i l l  b e  l i s t e d .  
IPLOT = A f l a g  s p e c i f y i n g  whether  o r  n o t  a  p l o t  o f  t r a j e c t o r y  
i s  r e q u i r e d .  
I f  IPLOT = 0 ,  t h e n  no p l o t  w i l l  b e  produced.  
I f  IPLOT = 1, t h e n  p l o t s  w i l l  b e  produced.  
ALPHA = A c o n s t a n t  e q u a l  t o  0 . 3  s p e c i f y i n g  t h e  p e r c e n t a g e  of  
i r r i g a t i o n  w a t e r  r e t u r n .  
CONST = 	A n e g a t i v e  c o n s t a n t , such as -1000000, r e p l a c i n g  a l l  
t h e  v a r i a b l e s  t o  b e  c a l c u l a t e d  a t  t h e  s ta r t  o f  
computa t ions .  
= Capac i ty  of  r e s e r v o i r  I, I = 1 , 2 , 3 , 4 ,  ( l o Y  a c - f t . ) .  
CPPl = Capac i ty  of  power p l a n t  1 (Mw), 
CPP2 = Capac i ty  o f  power p l a n t  2  1:Mw). 
6 
T IRR = Targe t  i r r i g a t i o n  w a t e r  demand (10 a c . f t . ) .  

TPWR = Targe t  power demand (Mw h r . ) .  

BPUFE = Return  p e r  u n i t  o f  f i r m  energy  ($/Mw h r . ) ,  

CPUDEF = Cost  p e r  u n i t  o f  d e f i c i t  ene rgy  ($/Mw h r . )  . 

EPUDUP = Return p e r  u n i t  of  dump energy  ($/Mw h r . )  . 

6
S I ( 1 )  = I n i t i a l  storage o f  r e s e r v o i r  I ,  I = i 9 2 , 3 , 4  (16 a c . f t . 1 .  
SF ( I )  = F i n a l  s t o r a g e  o f  r e s e r v o i r  I ,  I = 1 , 2 , 3 , 4  (10 6 a c . f t . ) .  
DS (1 )  = One h a l f  o f  t h e  i n i t i a l  c o r r i d o r ' s  w i d t h  f o r  r e s e r v o i r  
I, I = 1 , 2 , 3 , 4  ( l o 6  a c . f t . ) .  
= I n i t i a l  t r a j e c t o r y  o f  r e s e r v o i r  I S ,  I S  = 1 , 2 , 3 , 4  a t  
s t a g e  N, T? = 1 , 2 ,  ..., NN ( l o 6  a c . f t . ) .  
IZY ( I , N)  = Expected i n f l o w  of  s t r e a m  I ,  I = 1 , 2 ,  , , ,, (NN-1) 
(106 a c . £ t . ) .  
= Lower bound on d e c i s i o n  I S ,  I S  = 1 , 2 , 3 , 4  d u r i n g  month 
N,  N = 1 , 2 ,  ..., 12 (1.06 a c . f t . ) .  
SMIN(IS,N) = Lower bound on s t o r a g e  I S ,  IS = 1 , ? , 3  4 a t  t h e  beg in -  
n i n g  o f  month M, N = 1 , 2 ,  .. ., 1 2  (10' a c .  ft. ) .  
S P M ( I S , N)  = Upper bound on s t o r a g e  I S ,  IS  = 1,2,3 4  a t  t h e  beg in -  6n i n g  o f  month N,  M = 1 , 2 ,  ..., 12 (10 a c . f t . ) .  
PPR(M0) = 	Percen tage  of  t h e  power demand d u r i n g  month MO, 
KO = 1 , 2 ,  . . * ,  1 2 ,  
PIR (MO) = 	Percen tage  o f  t h e  i r r i g a t i o n  w a t e r  demand d u r i n g  month MO, 
M O =  1, 2 ,  ..., 12 .  
A ( 1 , I )  = 	C o e f f i c i e n t s  of t h e  polynomial  d e s c r i b i n g  t h e  e f f e c t i v e  
power head-s to rage  r e l a t i o n s h i p  f o r  r e s e r v o i r  1 in Table  7 ,  
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1 0 4  	@ I K = O ,2 T 1 2 0 ) q Y L ( 5 9 1 2 q 3 ) 9 D M I ~ ( 4 p 1 2 ) 7 ~ ~ ~ ~ ( 4 9 1 2 ) ~ ~ 1 ~ ( 1 2 ) 7 ~ ~ ~ ( 1 2 ) q ~ ~ ~ ~ ( 1 

F L A G l ( M O ) = l ,3 2 ) 9 S ( 4 q 1 2 1 ) q D S ( 4 ) r S M I V ( 4 p 1 3 ) ~ ~ ~ ~ ( 4 ~ l 3 ) 9 ~ ( ~ ~ 6 ) 9 ~ ( 5 9 ~ 2 ~ ) 9 ~ ~ ~ ( l  

4 2 ) ~ R F P W R ( 1 2 ) r P ~ ~ ( 1 2 ) , R ~ T U R ~ ( 1 3 ) ~ C R ( 4 i p A ~ P H A 9 C 0 N S T 9 C P P 1 9 C P P 2 ~ H  1 0 5  C O N T I N l J E  
5 1 M A X T W C P P 2 q B P U F E 9 C P U D E F 9 ~ P ~ l ~ ~ P r U P I R 9 P R J O ( 2 4 3 )  

D I M E N S I O N  F L A G 1 4  1 2 )  

P R I N T  l O O O 9 I T z I C  

FLAG2=O.  

MO=O 

SBPRY R=O, 

SBPRHR=O. 

SB IRYR=O,  

SB IRHR=O.  

SW IRYR=O,  

SWIRHR=O*  

SPRYR=O, 

SPRHR=O. 

SBPYR=O, 

SBHR=O, 

DO 9 9  M O = l q l 2  

9 9  	F L A G l (  MD)=O. 
DO 110 N=ZqNM 
NHl=RI -1  
HO=MO+l  
I F ( M O o G T . 1 2 ) H O = l  

I F ( I F L A G I E Q . l ) N M 1 = M O  

D (  l p N - l 1 = S ( l p N - l ) + E Y ( l ~ N M l ) - S ( l ~ N )  

IDE= 1 

IF(D(BpN-I.)eLTeDMIN(lpkqO))GO TO 111 

D(29N-1)=562eN-L)+EY~2pNM11-S~2~N) 

ID E = 2  

I F ( D ( 2 9 M - 1 )  - L T , D H I N ( 2 v W O )  )GO T O  111 

D ( 3 ~ N - l ) = S ( 3 y N - 1 ) + E \ I ( 3 q N M l ) - S ( 3 q b I )  

I D E = 3  

I F ( D ( 3 ~ N - I ) e L T ~ D M I N ( 3 ~ M O ~ ) G O111
T O  
FL02=D(lpW-l)+D{2qN-l)+EY(4pNMl) 

I F ( F L O Z . G E . D I R ( M O ) ) G O  TO 1 0 0  

D ( 5 9 N - l ) = F L 0 2  

D E F I R = D I R ( M O ) - F L O 2  

P I R S H = ( D E F I R / D I R ( M O ) ~ ~ l O O .  

GO 	 TO 1 0 1  
1 0 0  	D (  S r N - L ) = D I R ( M O )  
D E F I R = O .  
P IRSH=O.  
101 	C O N T I N U E  
lF (N .GT.2 )GO TO 1 0 2  
RUNOFF=O,. 
GO T O  1 0 3  
1 0 2  	RUNOFF=ALPHA*D(  5 9  N-2 
1 0 3  	D ( 4 q N - 1 ) = S ( 4 . N - 1 ) - S ( 4 q N ) + F L 0 2 - D ( 5 9 N - 1 ) + R U N O F F  
ID E = 4  
I F (  D ( 4 p N - 1 )  - L T e D M I N ( 4 9 M O )  )GO T O  111 
F L O ~ = D ( ~ ~ N - ~ ) + D ( ~ ~ N - ~ ) + E Y ( ~ O N M ~ )  
C A L L  P O W E R ( S ( 1 p N - l ) p S ( 1 ~ N ) ~ D ( 1 o N - l ) p . F L 0 4 p M O e C P P 1 r t I 1 M A X r W C P P 2 ~  
l C P U D E F I B P U D U P 9 B P R q T O T P p A p D P R ~ R F P W R q P P R S H v P P R S P )  
DO 1 0 6  M = l p M O  

I F ( F L A G L ( M ) . E Q , l . ) G D  T O  1 0 7  

1 0 6  	C O N T I N U E  

S B P Y R = S B P Y R + B I R + B P R  

S B I R Y R = S B I R Y R + B I R  

GO TO 1 0 8  

1 0 7  	SBPYR=SBPYR+BPR-SBIRYR ' 
SB IRYR=O,  
1 0 8  	CDNT I N l l E  
S W I R Y R = S W I R Y R + D ( 5 9 N - 1 )  
SPRYR=SPRYR+TOTP 
SBPRYK=SBPRYR+BPR 
P R I N T  1 O O 1 ~ N ~ M O ~ D ( 5 q l \ l - l ) ~ P I R S H ~ S W I K Y R t B 1 R q S B I R Y R ~ T O T P ~ P P R S P p P  
1 P K S H 9 S P R Y R 7 B P R ~ S B P R Y R 9 S B P Y R  

I F ( M 0 , L T m 1 2 ) G 0  TO 1 1 0  

DO 1 0 9  M z I . 7 1 2  

1 0 9  	F L A G l ( M ) = O ,  

S B I R H R = S B I R H R + S B I R Y R  

SBPRHR=SBPRHR+SBPRYR 

SWIRHR=SWPRHR+SWIRYR , 

SPRHR=SPRHR+SPRYR 

SBHR=SBHR+SBPYR 

SBIRYR=O,  

SBPRYR=O, 

SW IRYR=O, 

, SPRYR=O, , 
SBPYR=O, 
1 1 0  C O N T I N U E  
-RETU,RN( IC)=SBHR -

P R I N T  1 0 0 3 9 S W I ' R H K s S B I R H R  

P R I N T  1 0 0 4 p S P R H R q S B P K H R  

GO TO 1 1 2  

111 P R I N T  1 0 0 2 9 N p M O q I D E  
F L A G 2 = 1 ,  
1 0 0 0  F O R M A T (  l H l q / /  p l O X  9' StJMMARY OF I R R I G A T I O N v  PWERp AND FLOOD. A C T  . .  
1 I V I T I E S  ( T R A J ,  OF I T E R  ' 9 1 2 ~ '  I N  CORR- D 9 1 Z q s ) B q / / p Z X 9 0 N R . , 2 X 7  , 
2 B M O ' ~ 3 X q ' D 5 ' q 3 X ~ o P I R S H 8 ~ 1 X ~ ~ S W I R / Y R ' p S X ~ o 8 I R ' ~ 4 X ~ ' S B I R / Y R 4 ~ 5 X 
' 
3 ~ ' T O T P ' q 3 X q ' P P R S P B q l X . t s P P R S H ' q 2 X ~ ' S P K / Y R ' q 7 X q ' B P P , ' ~ 4 X q 3 B P R / Y, " 
4 R  , r 3 X r ' S T B / Y R - 8 q / ~ 8 X ~ ' ( M - A F ) , ' p 2 X r o ( % ) % 2 X 9 0 ( ( M - A F )  . . 
5 0 q , 5 X s ' ~ K - $ ) ' 9 4 X ~ D ( K - 8 ) 0 ~ 3 X 7 8 ( M W - H R ) ' , 3 X 9 ' ( % ) ' ~ 3 X ~ ' ( ~ ) ' 9 3 X 7 ' ( . M  
6W-HR)\5X7'(K-$)'y4Xp8(K-$)'q 5 X e V K - $ ) " ~ r /  ' 
1 0 0 1  F O R M A T ( l X , I 3 q l X ~ I 2 ~ F 7 , 4 9 F 6 ~ 2 o F 8 ~ 4 9 3 F 1 0 1 1F 6 . 2 9 5 F 1 O o 1 )  

1 0 0 2  F O R M A T ( l X 9 ' A T  N = ' r 1 3 q 0  AND M O = ' r 1 2 r E  D o p I l s e  I S  L T ,  D M I N O  

1 0 0 3  F O R M A T ( / / 9 5 X 9  ' S W I R H R  ( M - A F ) s a  q F 1 O 1 4 s l ' 0 X p  ' S B I R H R  ( K - $ ) = " ?  

1 F 1 0 . 1 )  

, 1 0 0 4  F O R M A T ( / q 5 X 9 ' S P R H R  ( K - $ ) = ' , F 1 0 , 1 ) . 
( M W - H R ) = ' ~ F ~ O ~ ~ ~ ~ O X ~ ~ S B P R H R  
1 1 2  	C O N T I N U E  

RET lJKN 

END 


S 2 h l M l ( M 2 ) = S L ( Z y N - l  tJ1 )  	 SI)RRniJTINE T R P C E ( N M 9 1  I J N I T  rlvlNN91\lhlW yb'hlP1, I F L A G )  
S 3 N M l ( M 2 ) = S L ( 3 v N - l r K l )  	 C TRACE TKPJECTOKY WHICH S 4 T I S F I E S  THE HOlJ i \ lBARY CCJNDITIONS 
S 4 N M l ( M 2 ) = S L ( 4 , N - l r L l I  C S I  AND SF 
D 5 N  ( M 2  =115N COMMON N N S ( 4 q 1 2 1 ) 9 S I ( 4 ) 9 S F ( 4 ) , S L ( 4 ~ l 2 1 q 3 ) ~ s ~ h ~ 1 " 1 1 ( 8 l ) ~ ~ 2 ~ l M ~ ( 8 l )  
0 5 N M 1 ( 2 9 M 2 ) = D 5 N M l ( l r M 1 )  l 9 S 3 N M l ( 8 l ) , S 4 N M l ( R l ) r F h l ( 8 l ) p F ~ l ~ l ( R l ) 9 ~ 5 N ( R l ) ~ D 5 N M l ( 2 ~ 8 l ) 9 E Y ( 5  
F L A G 1 ( 2 r M 2 ) = T A G M 2  2 o 1 2 0 ) ~ Y L ( 5 9 1 2 7 3 ) r D M I I \ 1 ( 4 7 1 2 ) 7 I 1 M A X ~ 4 , 1 2 ) ~ D I R ~ 1 2 ) 7 D P R ( 1 2 ) 9 H E T A ( 1  
S R I R 1 2 q M 2 ) = S H 1 R M 2  3 2 ) 9 S ! 4 9 1 2 1 ) r D S ( 4 ) q S ~ ( 4 ~ 1 3 ) ~ ~ M A X ( 4 p l ? ) ~ A ( ~ ~ b ) ~ ~ ( ~ ~ ~ 2 ~ ) 9 P P ~ ( ~  
2 4  CONTINLJE 4 2 ) 1 R F P W R ( 1 2 ) r P 1 R ( 1 2 ) ~ R E T I J K ~ ( 1 3 ) r C K ( 4 ) p A L P I - i A 9 C O N S T t C P P 1 q C P P 2 9 H  

2 5  C O N T l N l J E  5 1 M A X 9 \ . ) C P P 2 q R P U F E 7 C P l l D E F 9 B P ( I D I I P q O P I K  y P K J O  ( 2 4 3  ) 

2 6  C O N T I N U E  D I M E N S I O N  N O D ( 4 )  

2 7  	CONTINLIE on l o  1 s = 1 , 4  
2 H  CONTIN lJE 1 0  S (  I S 9 I \ l N ) = S F (  I S )  

29 C O N T I N t I E  Yn=NN 

3 0  C O N T I N U E  DO 1 5  N H = l ? N N M l  

3 1  CONT IF.IlJE N=NMP 1-NR 

32 COhlTIr\lIJE MO=MO- 1 

I F ( M O , L T . l ) M f l = 1 2  

1 ) , D 5 h l M 1 ( 2 r M 2 ) q M 2 = l ~ N D I C 1 2 )  I F (  I F L A G - E O ,  1) N M l = V O  

00 33 M 2 = 1 v N D I M 2  hIMl=M-1 

F N M l ( M Z ) = F N ( M Z )  NDIM=NMS(  1 9 N ) * N N S ( 2 9 N ) ' F N N S ( 3 7 h i ) * N h l s ( 4 y N )  

D 5 N M l  ( l p M 2 ) = D T N ( M 2 )  D f l  1 3  I S = 1 , 4  

F L A G l ( l r M 2 ) = F L A G l ( Z , M 2 )  NNOD=NNS( I S 9 N )  

S B I R ( l p M Z I = S B I R ( 2 9 M 2 )  DO 11 I=19h lNOD 

3 3  	C O N T I N U E  I I = I  

I F ( M O . L T . 1 2 ) G O  TO 3 4  I F ( S ( l S ~ N ) , E O o S L ( I S p N q I ~ ) G f lTO 1 2  

. 	 DO 3 3 1  M 2 = 1 v N D I M 2  11 CONTINUE 

F L A G 1  ( l r M 2 ) . = 0 .  1 2  N O D ( I S ) = I I  

S B I R ( l s M 2 ) = O a  I 1 3  CONTINlJE 

3 3 1  C n N T I N t l E  	 M=(NflD(11-l)*NNS(29N)*NNS(39~N)*NNS(4qN)+~NOD(2)-l)*NNS(3~N)*N 
34 	C O N T I N U E  1NS(4rN)t(NOD13)-1)+NNS(49N)+NOD~4) 

E N O F I L E  I l l N I T  IF(NBEQINN)MNN=M 

RETURN DO 14 I P . = l 7 2  

END BACKSPACE I O N I T  

1 4  CONTINUE 
R E A D ( I I J N I T ) N P ~ ( S ~ N P ~ ~ ~ ( M ~ ) ~ S ~ N M ~ ( M ~ ) ~ S ~ N M ~ ( M ~ ) ~ S ~ N M ~ ( F ~ ~ ) ~ D ~ N ( M ~  
l ) r D 5 N M 1 ( 2 ~ M 2 ) r M Z = l , N D I M )  
S (  l r N - l ) = S l A I M l ( M )  
S ( 2 p N - - l ) = S 2 N M l ( M I  
S ( 3 9 N - l ) = S 3 N M l ( M )  
S ( 4 q N - l ) = S 4 N M l ( M )  
D ~ l r h l - l ) = S ( l T N - l  1 - S (  l p h l ) . k E Y ( l r N M l )  
W R I T E ( I I I N I T ) N ~ ( S ~ N M ~ ( M ~ ) ~ S ~ ~ ~ N ~ ( M ~ ) ~ S ~ N M ~ ( M ~ ) ~ S ~ M M ~ ( M ~ ) ~ D ~ N ( M Z  

D(2,N-1)=5(2,N-l)-S(2tN)+EY(2pNM1) 

S U R R O l l T l N E  I R R I G ( P I R S H q R I R 7 M 0 9 0 1 R 9 R E T A p l l P I R )  D ( 3 , N - l ) = S ( 3 9 N - l ) - S  ( 3 ~ h l ) + E Y( 3 p h I M 1 )  

D I M E N S I O N  D I R ( l Z ) , R E T A ( l Z )  D(47N-1)=S(49N-1)-S(4~N)+D(l,N-l)+DI2qN-l)+EY(4~NMl)+ALPHA*D5 

C CALCULATE GROSS I R R I G A T I O h l  B E N E F I T S  I h l ( 8 1 0 0 0 , )  l N M 1 ( 2 y M ) - D S N ( M )  
I F I P I R S H - G T .  10. )GO TO 1 5  D ( 5 7 N - l ) = D 5 N ( M )  
PLGR=O.A*PIRSH 1 5  CONT I N I I E  
GO  TO 1 8  l h  CONTIh l l lE  

1 5  I F ( P I H S H . G T . 7 0 . ) G f l  TO 1 6  RETtJRN 

PLGB=l ,45*PIRSH-h .  5 ENn 

Gn TO 18 

l h  PLGB=0.5*PIRSH+bO,O 

1 8  B I K = ( D I R ( M 0 ) * I J P I K - ( D I K ( M r 3 ) : ~ l l P I K ~ : P L G B / l 0 0 .  ) + B E T A ( M O )  ) / 1 0 0 0 .  

1 9  CONTINIJE 

RETIJ KN 

END 
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A-3.  N o t a t i o n  Used i n  Output  Tab les  f o r  C l e a r w a t e r  R i v e r  System 
N = S t a g e  
MO = Month 
b 
= S t o r a g e  ( s t a t e )  o r  r e s e r v o i r  i ,  i = 1 , 2 , 3 , 4  i n  10 ac.ft. 
6 
= Outf low ( d e c i s i o n )  from r e s e r v o i r  i, i = 1 , 2 , 3 , 4  i n  10 a c . f t .  
U5 = I r r i g a t i o n  d i v e r s i o n  i n  1 0  
b 
a c , f t .  
PIRSH = P e r c e n t  monthly i r r i g a t i o n  s h o r t a g e .  
SWIR/YR = Sum of  t h e  i r r i g a t i o n  d i v e r s i o n  p e r  y e a r  from t h e  b e g i n 2 i n g  o f  t h e  
i r r i g a t i o n  season  t o  t h e  end of month i n  q u e s t i o n  i n  10" a c .  f t .  
B I R  = Monthly r e t u r n  due t o  i r r i g a t i o n  a c t i v i t i e s  i n  $1000. 
SBIR/YR = Sum o f  t h e  r e t u r n s  p e r  y e a r  f rom t h e  b e g i n n i n g  o f  t h e  i r r i g a t i o n  
s e a s o n  t o  t h e  end of  t h e  month i n  q u e s t i o n  i n  $1000. 
TOTP = T o t a l  monthly power g e n e r a t e d  by PP1 and PP2 i n  Mw h r .  
PPRSP = P e r c e n t  monthly power s u r p l u s ,  
PPRSH = P e r c e n t  monthly power s h o r t a g e .  

SPR/YR = T o t a l  power p e r  y e a r  from t h e  b e g i n n i n g  of  t h e  o p e r a t i n g  

y e a r  t o  t h e  end of  t h e  month i n  q u e s t i o n  i n  PIw h r ,  
BPR = Monthly r e t u r n  from hydropower. 
SBPR/YR = T o t a l  r e t u r n  p e r  y e a r  from hydropower from t h e  b e g i n n i n g  o f  t h e  
o p e r a t i n g  y e a r  t o  t h e  end of  t h e  month i n  q u e s t i o n  i n ' $ 1 0 0 0 .  
STB/YR = Sum o f  t h e  t o t a l  r e t u r n s  p e r  y e a r  from t h e  b e g i n n i n g  of t h e  
o p e r a t i n g  y e a r  t o  t h e  end o f  t h e  month i n  q u e s t i o n  i n  $100. 
SWIRHR = 	Sum o f  t h e  t o t a l  w a t e r  d i v e r t e d  f o r  i r r i g a t i o n  d u r i n g  t h e  
e n t i r e  t ime  h o r i z o n  i n  l o 6  a c . f t .  
SBIRHR . = 	Sum o f  t h e  t o t a l  r e t u r n s  due t o  i r r i g a t i o n  a c t i v i t i e s  d u r i n g  
t h e  e n t i r e  t ime h o r i z o n  i n  106  ac. f t .  
SPRHR = 	Sum o f  t h e  t o t a l  power g e n e r a t e d  d u r i n g  t h e  e n t i r e  t ime  h o r i z o n  
i n  Nw h r .  
SBPRHR = 	Sum o f  t h e  t o t a l  r e t u r n s  due t o  power g e n e r a t e d  d u r i n g  t h e  e n t i r e  
t i m e  h o r i z o n  i n  $1000. 
TABLE A-1. Trial Trajectory A and Detailed List of Activities 
T r i a l  T r a j e c t o r y  A ( a l l  u n i t s  i n  l o 6  ac. f t . )  
1 10.0000 
2 10.5000 
3 11.5000 
4 11.. 5000 
5 10.5000 
6 9.3000 
7 9.3000 
8 9.4000 
9 9.5000 
10  9.6000 
11 9.7000 
12 9.8000 
13 10.0000 
Return ($1000) =. 
Summary oT' Irrigation and Power Generation Activities (Trial Trajectory A) 
-4 
N MO ' D5  
(M-AF) 
PLRSH 
(%) 
SWIR/YR 
(M-AF) 
B I R  
(I<- $ ) 
SBIR/YR 
(K- $ :) 
TOTP 
(MW-HR) 
PPRSP 
(%) 
PPRSH 
(%I 
SPR/YR 
(MW-HR) 
BPR 
(K-$) 
SBPR/YR 
(K-$)  
SWIRHR (M-AT) = 3.2367 SBIRHR ($1000) = 0.0  
6) 

'PI 
O O O O O O Q O O O O O
u 3 0 ~ ~ 4 0 0 0 0 0 0 0  
m m 4 0 N M 0 0 0 0 ~ 0  
4 0 b ~ € ' 4 b 0 6 0 0 0 0  
f-i 
.rl 

TABLE A-5. Trail Trajectory C and Detailed List of Activities 
T r i a l  T r a j e c t o r y  C ( d l  units i n  l o 6  ac.f r . )  
1 

2 

3 

4 

5 

6 

7 

8 

9 

10 

11 

12 

13 

14 

15 

16 

17 

18 

19 

20 

21 

22 

23 

24 

25 

Re turn 
Summary of I r r i g a t i o n  and Power Genera t ion  A c t i v i t i e s  ( T r i a l  T r a j e c t o r y  C )  
N M D5 PIRSH SWTR/YR BLR SBLR/YR TOTP PPRSP PPRStI SPR/YR BPR SBPR/YR 
(M-AF) (%) (M-AF) (K-$) (K-$1 (W-HR) (%) (%) (W-HR) (K-$1 (K-$) 
2 1 0.4960 0.0 

3 2 0.5840 0.0 

4 3 0.6640 0.0 

5 4 0.3508 53.84 

6 5 0.1076 85.06 

7 6 0.0838 83.11 

8 7 0.1310 53 .21  
9 8 0.0 0.0 

10 9 0.0 Of0 

11 10 0.0 0,o 

12 11 0.0 0.0 

13 12 0.0 0.0 

14 1 0.4960 0.0 

15 2 0,5840 0.0 

16 3 0.6640 0.0 

17 4 0.3508 53.84 

18 5 0.1076 85.06 

19 6 0.0838 83.11 

20 7 0,1310 53.21 

21 8 0.0 0.0 

22 9 0.0 0.0 

23 10 0.0 0.0 

24 11 0.0 0.0 

25 12 0.0 0.0 

SWIRHR (M-AF) = 4.8344 

S?RHR (IN-HR) = 3606694.0 

TABLE A-6.  Final Trajectory C and Detai led L i s t  of Activities 
F ina l  T r a j e c t o r y  C ( a l l  u n i t s  i n  l o 6  ac.Et.)  
1 10 .0000  
2 10 .3720  
3 11 ,4820  
4 12.0820 
5 11.7820 
6 11.1820 
7 10 .8820  
8 LO, 7290 
9 10 .8011  
10 10,8382 
11 10.6282 
12  10.4182 
13 10 , 3153  
14  1.0.6153 
15  11 .8153  
16 12.3253 
17 12 .0253 .  
18 11.4253 
19  11 .1253  
20 10 .8911  
21  10 .6811  
22 10.5152 
23 10 .3090  
24 10.1029 
2 5 10 .0000  
Return ($1000) = 
Sumnary of I r r i g a t i o n  and Power Generat ion A c t i v i t i e s  ( F i n a l  T r a j e c t o r y  C) 
N M C  05 PIRSH SWIR/YR BIR SBIR/YR T o ~ p  p p ~ s p  PPRSH SPR/YR BPR SBPR/YR STB/Y4 
(M-AF) (%) (M-AF) (K-$) (K-$) (MW-HR) (%) ( %  (MW-HR) (K-$1 (K-$) (K-$) 
2 1 0.4960 0 . 0  0.4960 2345.5 2345.5 264578.1 71 ,80  0 .0  264578.1 1243,9 1243 ,g  3589.4 
3 2 0.5840 0 . 0  1.0800 2761.7 5107.2 272731.0 64.30 0 . 0  537309.1 1322.1 2566.0 7673.2 
4 3 0 ,6640  0 . 0  1,7440 3140.0 8247.2 274841,6 54.41 0.0 812150.7 1391.3 3957.2 12204.4 
5 4 0.7600 0 . 0  2.5040 3594.0 11841.2 279921.6 53.80 0 .0  1092072.0 1420.9 5378 .1  17219.3 
6 5 0.7200 0 . 0  3,2240 3404.8 15246.0 271089.3 45.75 0.0 1363161,O 1429.6 6807.7 - 22053,8 
7 6 0.4960 0 . 0  3.7200 2345.5 17591.6 244121.3 34.13 0 . 0  1607282.0 1367.2 8174.9 25766.5 
8 7 0.2800 0 . 0  4.0000 1324.1 18915.7 230245.8 . 40 . 39  0 . 0  1837527.0 1247.4 9422.3 28337.9 
9 8 0 ,O 0 . 0  4.0000 0 . 0  18915,7 166430.8 2,74 0 . 0  2003957.0 1140.6 10562.9 29478.6 
10 9 0 . 0  0 . 0  4.0000 0 . 0  18915,7 172643,4 4.00 0 . 0  2176600.0 1172.0 11734.9 30650.5 
11 10 0 , 0  0 . 0  4.0000 0 . 0  18915.7 244028.7 48.80 0 . 0  2420628.0 1268.0 13002.9 31918.6 
12  11 0 . 0  0 . 0  4.0000 0 . 0  18915.7 247444.8 64.96 0 . 0  2668072.0 1196.2 14199.1 33114.7 
1 3  12 0 . 0  0 . 0  4.0000 0,O 18915.7 154864.3 6.07 0 . 0  2822936.0 1035.3 15234.4 34150.0 
14 1 0.4960 0 . 0  0.4960 2345,5 2345 ,s  256724,5 66,713 0 . 0  256724.5 1232.1 1232 .1  3577.6 
15  2 0 ,5840  0 . 0  1.0800 2761.7 5107.2 183765.9 10.70 0 . 0  440490.4 1188,6 2420.7 7528.0 
16 3 0.6640 0 . 0  1.7440 3140.0 8247.2 206503.4 16 .01  0 . 0  646993.8 1288.8 3709.5 11956.7 
17 4 0.7600 0 . 0  2.5040 3594.0 11841.2 185653.7 2 . 01  0 . 0  832647.4 1279 ,5  4989.0 16830.2 
18  5 0.7200 0 . 0  3.2240 3404.8 15246.0 187281.6 0 , 6 9  0 . 0  1019929.0 1303.9 6292.9 21538.9 
19  6 0,4960 0 . 0  3 ,7200  2345 ,s  1759%,6 191215,4 5.06 , O . O  1211144.0 1287.8 7580.7 25172 3 
20 7 0.2800 0 . 0  4.0000 1324.1 18915,7 210274.3 28.22 ' 0 . 0  1421418.0 1917.4 8798 .1  27713.8 
2 1  8 0 . 0  0 . 0  4.0000 0 .0  18915.7 199227.2 22.98 0 .0  1620645.0 1189.8 9987.9 28903.6 
22 9 0 . 0  0 . 0  ~.OOOO 0 . 0  18915.7 169246.1 1.96 0 . 0  1789891.0 1166.9 11154.8 30070.5 
23 10 0 . 0  0 . 0  4.0000 0 .0  18915,7 215517.9 31 .61  0 . 0  2005408.0 1225.3 12380 .1  31295.7 
24 11 0 ' 0  0 . 0  4.0000 0 , 0  18915.7 157800.6 5 .20  0 .0  2163208.0 1061.7 13441.8 32357.4 
25 12 0 . 0  0 . 0  4.0000 0 . 0  18915,7 153715.4 5.28 0 .0  2316923.0 1033.6 14475.4 33391.0 
SWrRHR (M-AF) = 8 .0000  SBIRHR ($1000) = 37831,3 
S P W  (MW-HR) = 5139859.0 SBPRHR ($1000) = 29709.7 
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APPENDIX B. NOTATIONS 
= 	m-dimensional v e c t o r s  s p e c i f y i n g  t h e  d e s i r e d  s t a t e s  o f  
sys tem a t  t and t r e s p e c t i v e l y0 f 
= r e t u r n  f u n c t i o n  f o r  a t ime  inc rement  s t a r t i n g  a t  s t a g e  n  
= r e t u r n  from i r r i g a t i o n  a c t i v i t i e s  d u r i n g  a t ime  increment  
s t a r t i n g  a t  s t a g e  n  
BPR (n)  = r e t u r n  f rom hydropower g en e r a t i o n  d u r i n g  a  t ime  inc rement  
s t a r t i n g  a t  s t a g e  n  
= d i s c r e t e  l e v e l s  i n  s t a t e  v e c t o r  
= c o r r i d o r  formed by a l l  D(n), n = 0,1, ..., N f o r  k-th. 
i t e r a t i o n  
= c ap a c i t y  o f  t u r b i n e s  i n  kw 
= c a p a c i t i e s  of  power p l a n t s  1 and 2 i n  Mw 
= sub-domain formed a t  s t a g e  n  
= expec ted  v a l u e  o f  t h e  terms i n  t h e  b r a c k e t  
= annua l  t a r g e t  ene rgy  ou tpu t  i n  Kw h r  
= l o a d  f a c t o r  
= sum of  t h e  r e t u r n s  f o r  N t ime  i nc r emen t s  
= optimum sum o f  t h e  r e t u r n s  f o r  N time inc rements  
= sum of  t h e  r e t u r n s  f o r  N t i m e  i n c r emen t s  due t o  'i; and s 
= a p en a l t y  f u n c t i o n  
= number o f  hou r s  i n  a  y e a r  
1 
= 	h i g h e r  o r d e r  terms 
= 	number of  d i s c r e t e  l e v e l s  i n  t h e  j-th component o f  
d e c i s i o n  v e c t o r  
= number o f  d i s c r e t e  l e v e l s  i n  t h e  i-th component o f  
s t a t e  v e c t o r  
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= t h e  o r d e r  of  t h e  sys tem,  i . e . ,  t h e  number o f  s t a t e  v a r i a b l e s  
= beg inn ing  o f  a t i m e  inc rement  c a l l e d  a  s t a g e  
= t o t a l  number o f  t ime  i nc r emen t s  i n  t h e  t ime  ho r i zon  
= p r o b a b i l i t y  o f  t h e  v- th  d i s c r e t e  l eve l  o f  y du r i ng  a t i m e  
inc rement  s t a r t i n g  a t  s t a g e  n  
= number of  d e c i s i o n  v a r i a b l e s  i n  t h e  sy s t em  
= r e t u r n  from t h e  sy s t em  i n  one t i m e  inc rement  
= an m-dimensional s t a t e  ( s t o r a g e )  v e c t o r  a t  s t a g e  n  
= v e c t o r  of  t h e  o p t ima l  s t a t e  a t  s t a g e  n  
= v e c t o r  o f  t h e  t r i a l .  s t a t e  a t  s t a g e  n  
= an m-dimensional v e c t o r  r e p r e s e n t i n g  t h e  a dm i s s i b l e  s t a t e  
domain a t  s t a g e  n  
= t ime  
= beg inn ing  o f  t h e  t ime  ho r i z on  
= end o f  t h e  t i m e  h o r i z on  
= t o t a l  number o f  assumed i nc r emen t s  from t h e  s t a t e  domain 
= a q-dimensional  d e c i s i o n  ( r e l e a s e )  v e c t o r  a t  s t a g e  n  
= v e c t o r  o f  t h e  o p t ima l  d e c i s i o n  a t  s tage n 
= v e c t o r  of t h e  t r i a l  de ' c i s ion  a t  s t a g e  n  
= q-dimen . s i o n a l  v e c t o r  r e p r e  
domain a t  s t a g e  n  
= number o f  d i s c r e t e  l e v e l s  i n  t h e  p r o b a b i l i t y  s p a  
= i n f l ow  du r i n g  t h e  t i m e  inc rement  s t a r t i n g  a t  
= a d i s c r, e t e  l e v e l  i n  d e c i s i o n  v e c t o r  
a n t  between 0 t o  1 r e p r e s e n t i n g  t 
i r r i g a t i o n  w a t e r  r e t u r n  t o  t h e  sy s t em  
= i r r i g a t i o n  demand r e l a t i v e  t o  t h e  ann 
du r i ng  a t i m e  inc rement  s t a r t i n g  a t  
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= 	a v a l u e  between 0 and 1 d e s c r i b i n g  t h e  impor tance  o r  
i r r i g a t i o n  w a t e r  demand du r i n g  a t ime  inc rement  s t a r t i n g  
a t  s t a g e  n  a s  compared t o  t h e  maximum i r r i g a t i o n  demand 
du r i n g  any p e r i o d  
= 	J-th component o f  t h e  m-dimensional i n c r emen t a l  v e c t o r  
Asi(n) a t  s t a g e  n  
= 	change i n  d e c i s i o n  v e c t o r  a t  t ime  t 
= 	an inc rement  o f  t i m e  
= 	t h e  i - t h  m-dimensional i n c r emen t a l  v e c t o r  formed a t  
s t a g e  n  
= a dummy v a r i a b l e  r e p r e s e n t i n g  t i m e  
= f u n c t i o n  d e s c r i b i n g  t h e  dynamic b eh av i o r  o f  t h e  sy s t em  
= va l u e  o f  t - t h  assumed inc rement  f o r  j - t h  s t a t e  v a r i a b l e  
i n  t h e  s t a t e  domain 
= a f u n c t i o n  p r e s e n t i n g  d e c i s i o n  a s  a f u n c t i o n  of  s t a t e s  only  
