We report calculations of the electronic and atomic structures of neutral and charged divacancies in GaAs using the first-principles Car-Parrinello method. It is found that the divacancy relaxes inwards in all charge states (2Ϫ,1Ϫ,0,1ϩ) studied. The defect-induced electron levels lie in the lower half of the fundamental band gap. The doubly negative divacancy is the most stable one for nearly all values of the electron chemical potential within the band gap. The deep-level electron density is localized at the Ga-vacancy end of the divacancy and the ionic relaxation is stronger there than at the As-vacancy end. We have also calculated the thermodynamic concentrations for several different native defects in GaAs, and the implications for selfdiffusion are discussed.
I. INTRODUCTION
To a great extent the electrical and optical properties of semiconductors are governed by defects, which also exhibit interesting physics of their own. During the recent years point defects in III-V compound semiconductors have been intensively studied both theoretically and experimentally. Among the native defects the main theoretical interest has been oriented towards monovacancies, antisites, and interstitials, [1] [2] [3] [4] but also vacancy complexes such as divacancies have been studied. [5] [6] [7] 3 Electronic structure calculations indicate that for a Fermilevel position around the midgap the As vacancy is in the singly positive charge state, whereas the Ga vacancy is in the triply negative charge state. 1, 3, 4 Therefore vacancies in different sublattices feel a mutual Coulomb attraction and the possibility for vacancy pairing arises. The combination of the two vacancies in the above-mentioned charge states leads to the doubly negative divacancy. Indeed, the doubly negative charge state is according to our detailed electronic-structure calculations ͑see below͒ the most stable one for the divacancy.
A few experimental results have been used to identify divacancies in GaAs. These works include localized vibrational mode ͑LVM͒ spectroscopy ͑oxygen-related divacancies͒ ͑Ref. 8͒ and positron lifetime measurements. 9 The fact that vacancies created by electron irradiation are associated with the corresponding interstitials ͑Ga i , As i ) hampers the divacancy formation: the attraction between the As and Ga vacancies has to compete with the vacancy-interstitial recombination. For example, the pair V Ga -Ga i is unstable even at the lowest temperatures. 10 Theoretical studies of divacancies in GaAs ͑Refs. 5-7͒ have usually been performed for the ideal divacancy, i.e., by neglecting the ionic relaxation around the defect. For example, Xu 7 has calculated with the semiempirical tightbinding method properties of ideal divacancies in III-V compounds. Very recently, Northrup and Zhang have done a calculation for the divacancy in GaAs with lattice relaxations taken into account, 3 but only for the neutral charge state. Monovacancy studies 2 clearly indicate that lattice relaxation is important and cannot be ruled out even in the case of the simplest point defects. The divacancy has a much larger open volume and therefore it is expected that lattice relaxation is even more important than for a monovacancy. For example, we find that the lattice relaxation lowers the total energy of the divacancy by 0.5-1.0 eV.
Our aim in this work is to study the electronic and ionic structure of the divacancy in GaAs. Especially, we want to check if the divacancy becomes an important defect in GaAs for certain experimental conditions defined by the position of the Fermi level ͑doping͒ and the stoichiometry ͑growing conditions͒. For these purposes we perform ab initio electronic-structure calculations for the divacancy at different charge states. We also need to calculate the properties of the other native point defects which are known to have small formation energies. 1, 3, 4 This information is necessary in order to estimate the thermal equilibrium concentrations of divacancies and other defects in a consistent way.
The paper is organized in the following way. In Sec. II we discuss the basic theoretical and computational methods used in calculations. In Sec. III we give a detailed analysis of our results and, finally, the conclusions are given in Sec. IV.
II. THEORY

A. Basic computational methods
Our calculations are made using the Car-Parrinello ͑CP͒ method. 11 It is a full ab initio method with respect to both electronic and ionic degrees of freedom which are optimized simultaneously by the use of the density functional theory 12 and molecular dynamics. For the valence-electron-ion-core interaction we use the norm-conserving, Bachelet-HamannSchlüter-type pseudopotentials. 13 Pseudopotentials are fully separable 14 and the d component is used as a local one for both Ga and As. The valence-electron wave functions are expanded in a plane-wave ͑PW͒ basis set and terms corresponding to kinetic energies up to 17 Ry are included, so that for each electron state we have approximately 11 000 PW's. For the Brillouin-zone sampling only the ⌫ point is used, although some test calculations have been made with larger k-point sets. The exchange-correlation energy E xc is calculated within the local density approximation ͑LDA͒. 15 In our calculations a supercell with 64 atomic sites is used. The divacancy is created by leaving two nearest-neighbor sites empty.
We have performed the calculations in two stages. First, static calculations have been made, i.e., ions are kept in their ideal-lattice positions and electrons are relaxed to the corresponding Born-Oppenheimer ͑BO͒ surface. After relaxing the electrons to the BO surface the ions are left free to move. Special care is taken in order to keep the electrons close to the BO surface so that the errors in the Hellmann-Feynman forces are small enough to ensure a rapid convergence. We do this by monitoring the fictitious kinetic energy of the electrons: If it is larger than a given cutoff value, the ionic movement is stopped for a while and the electrons are relaxed back to the BO surface. Thereafter the ionic motion is continued in the normal CP fashion. In the beginning of each ionic relaxation process the forces acting on ions are quite large and small errors due to the lack of adiabaticity are not important. When the ions are close to their final positions the Hellmann-Feynman forces are small and errors of the same magnitude may lead to harmful oscillations of the ions around their equilibrium sites. We have implemented an automatic control of the adiabaticity to our code using a relatively small cutoff value for the fictitious kinetic energy of the electrons so that in average after a couple ͑three to five͒ of CP steps the electronic structure is corrected by doing a couple ͑one to three͒ of purely electronic steps. When these purely electronic steps are taken the forces acting on the ions are not computed, which reduces the time consumption of the calculation. We have found that this small modification to the CP method is very efficient: the number of time steps needed to find the equilibrium configuration is reduced significantly in comparison with the traditional CP method. As a matter of fact, the number of time steps needed for the relaxation of both the ions and electrons is comparable to the number of steps needed to relax the electronic system alone. The efficiency is due to the fact that there is an energy transfer between the electronic and the ionic degrees of freedom and by stopping the ionic motion occasionally and cooling the electronic system we actually cool the ionic system as well.
In Fig. 1 we demonstrate the efficiency of the new adiabatic Car-Parrinello relaxation. The figure shows the evolution of the total energy of the doubly negative divacancy during the ionic relaxation. The iterations start from an ideal divacancy with fully converged electronic structure. In the beginning of the relaxation we use the traditional CarParrinello method. The procedure does not lead to a rapid convergence because the ions begin to oscillate around their equilibrium positions and also the total energy oscillates. In order to accelerate the convergence we switch to the procedure where the steepest-descent minimization is employed if the velocity v i of an ion and the force F i acting on it obey
Parrinello method is used. As seen in the figure, this combined Car-Parrinello steepest-descent method does not lead to a fast convergence. Finally, we switch to the above described adiabatic Car-Parrinello relaxation leading rapidly and without oscillations to the ground state of the system.
The electronic time step used in our calculations is 1.2ϫ10 Ϫ16 s, the fictitious electron mass is 400 a.u., and the ion masses are between 5 and 8 amu. The equilibrium lattice constant we obtain is 5.56 Å, i.e., about 2% less than the experimental one, in good agreement with other similar LDA calculations.
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B. Energy levels and defect formation energies in supercell calculations
We will now consider the determination of the thermodynamic concentrations for the native defects in GaAs. First, it is necessary to identify the defects with low formation energies for every position of the Fermi level and every possible stoichiometry. We adopt here the formalism by Zhang and Northrup 1 in which the formation energy ⍀ D (Q) of a defect in the charge state Q is considered. In this formalism,
where E D (Q) is the total energy of the defect supercell in question. n Ga and n As are the numbers of Ga and As atoms in the supercell, respectively. e is the electron chemical potential measured relative to the valence-band maximum E V . Ga(bulk) and As(bulk) are the chemical potentials of the Ga and As atoms in the bulk Ga and As lattices, respectively. GaAs(bulk) is the chemical potential of the GaAs pair in the bulk GaAs compound. Actually it is possible to know only
͑2.3͒
The allowed range of ⌬ is determined from the calculated heat of formation for GaAs ⌬H defined as
͑2.4͒
The chemical potential difference ⌬ determines the deviation from the ideal stoichiometry; it can vary from Ϫ⌬H ͑As-rich͒ to ⌬H ͑Ga-rich͒. According to Eq. ͑2.1͒ the formation energy of a defect at a ͑non-neutral͒ charge state Q depends on the position of the valence-band maximum ͑VBM͒ E V in the defect supercell. In a supercell calculation, due to the finite size effects, the position of the VBM differs in the defect supercell from the position in the perfect crystal. Therefore it is necessary to estimate the proper lineup of the energy levels in order to get the position of the VBM in the defect supercell. Following Garcia and Northrup, 17 we use as the VBM its value from the bulk supercell calculation corrected by the difference between the average potential in a bulklike environment of the defect supercell and the average potential in the ideal bulk supercell, i.e.,
In principle, the last two terms in Eq. ͑2.5͒ would cancel each other in the case of a very large supercell. It is, however, impossible to use such a large supercell in the present calculations. In practice, the potential is stored in a threedimensional ͑3D͒ point grid and when calculating the average potentials for Eq. ͑2.5͒ one has to choose such points that the averages are calculated over ͑at least͒ one conventional ͑or primitive͒ unit cell. Finally, we define
and write Eq. ͑2.1͒ in the short form,
͑2.7͒
Using this equation it is easy to calculate the defect formation energies for different material conditions. The ionization level ([Qϩ1]/Q) of a given defect is defined for a constant ⌬ as the position of the Fermi level e at which the charge state of the defect changes from Qϩ1 to Q. This position follows from the fact that for a given e the charge state is determined by minimizing the formation energy. Thus, using Eq. ͑2.7͒ one has to solve
for the Fermi level e .
The thermodynamic concentrations of the different types of defects are calculated from the defect formation energies by using the charge neutrality condition. 1 We neglect the effects due to the formation entropy. The entropy differences can reach the value of ϳ3k B , which corresponds to ϳ0.20 eV at the temperature of 850 K, 18 and are thus not expected to change the relative defect abundancies qualitatively.
The where N s is the number of the sublattice sites per unit volume, and z D is the number of different possible configurations for a defect per sublattice site. The concentrations of electrons (n e ) and holes (n h ) at a given temperature are calculated from the effective conduction-band and valenceband densities. 19 The determination of the Fermi level e for a given stoichiometry ⌬ and doping N d requires the selfconsistent solution of Eqs. ͑2.7͒ and ͑2.9͒. The charge state Q of the defect is determined in this process by comparing the Fermi level with the ionization levels. Finally, the concentration of a given defect is given by
͑2.10͒
III. RESULTS AND DISCUSSION
A. Electronic structure
First we give a qualitative model for describing the electronic structure of the divacancy in GaAs. 7 The model is based on the hybridization of the six dangling-bond orbitals corresponding to the nearest-neighbor atoms of the divacancy. For the ideal divacancy the point-symmetry group is C 3V and therefore the resulting defect states are a 1 singlets and e doublets. Let us assume that the dangling-bond orbitals first hybridize at the two ends of the divacancy (V Ga , V As ), separately. As a result, nondegenerate a 1 and doubly degenerate e states corresponding, respectively, to the a 1 and the t 2 states of the isolated vacancy are formed at the Ga and As vacancies. In accordance with the corresponding isolatedvacancy states the e state for the Ga-vacancy end lies in the lower half of the band gap, whereas the a 1 is located in the valence band. Similarly, for the As-vacancy end the e state lies in the upper half of the band gap and the a 1 state lies near the VBM. Next, the a 1 states belonging to the opposite ends of the divacancy hybridize and form bonding and antibonding nondegenerate -like a 1 states. The hybridization of the e states belonging to the opposite ends of the divacancy leads to doubly degenerate -like e states. The schematic view of this model is shown in the inset of Fig. 2 . This scheme will be further refined due to the Jahn-Teller-type lifting of the degeneracy of the e states in the case of their partial filling.
In Fig. 2 the actual positions of the occupied singleparticle energy levels from our calculations are given for different charge states. The number of electrons on each level is also shown. The electronic structures obtained follow the qualitative model explained above. The doubly negative divacancy has a fully occupied bonding (-like͒ e state in the lower half of the band gap and a fully occupied antibonding (-like͒ a 1 state just above the VBM. Due to the full occupancy of the e state the ionic relaxation conserves the C 3V symmetry of the ideal divacancy and the degeneracy of the e state. The electron density on the deep levels is mainly localized at the Ga-vacancy end as shown in Fig. 3 . In the case of the neutral divacancy this leads to a dipole moment of ϳ3 a.u. Because the bond distance in GaAs is 4.63 a.u., the magnitude of the dipole moment indicates a charge transfer of the order of one electron from the surroundings of the As vacancy to that of the Ga vacancy. This dipole moment should lead to optically activated ionic vibrations localized around the divacancy. The positions of the deep levels in the band gap sink when the divacancy becomes more positive. At the same time the Jahn-Teller effect lifts the degeneracy of the e state. As a result the defect-induced levels for the neutral and singly positive divacancies are very close to the VBM. Therefore the existence of any higher positive charge states for the GaAs divacancy is very unlikely.
According to our calculations a divacancy has only neutral and negative charge states. The ionization levels for the defects are calculated using Eq. ͑2.8͒. The divacancy has two ionization levels just above the VBM. The charge state changes from 0 to 1Ϫ when the Fermi level is 0.12 eV above the VBM and from 1Ϫ to 2Ϫ at 0.19 eV above the VBM.
B. Lattice relaxations
The ionic relaxation patterns for the GaAs divacancy in different charge states can be inferred from Table I, which gives the distances between the Ga atoms and between the As atoms neighboring the divacancy. On the average the distances become shorter and thus the open volume at the divacancy smaller when the number of bound electrons increases. In the case of the doubly negative divacancy the relaxation pattern conserves the C 3V symmetry. The interatomic distances between the As atoms ͑at the Ga-vacancy end͒ are slightly shorter than those between the Ga atoms ͑at the Asvacancy end͒. This pattern reflects the localization of the deep-level electron density at the Ga-vacancy end ͑see Fig.  3͒ . It is also in accordance with the results for the monovacancies given for comparison in Table II . Namely, the ionic relaxation is stronger for the isolated triply negative Ga vacancy with six localized electrons than for the isolated singly positive As vacancy with no localized electrons.
For other than the doubly negative charge state of the divacancy the symmetry is lower, 1V . This means that, as shown in Fig. 4 , there is only one mirror plane and it is vertical with respect to the axis of the divacancy. According to Table I the relaxation pattern at the Ga-vacancy end is of the usual Jahn-Teller type, i.e., one of the distances between the neighboring As atoms is shorter than the two others which are equal. At the As-vacancy end it is interesting to note that one of the distances between the Ga atoms is longer than the two equal ones. This kind of relaxation pattern has been recently found in the calculations for the singly negative divacancy in Si. 20 The pattern is called the resonating bond model, because it corresponds to two equal bonds within two pairs of atoms. The model can explain experimental results obtained by the electron paramagnetic resonance method. 20 In the present case the importance of the resonating bond character at the As-vacancy end is small and its possible verification might be quite difficult because the deep-level electron density is mainly localized at the Gavacancy end.
The relaxation amplitudes of the nearest-neighbor atoms for some important point defects are given in Table II . The exact definition of the relaxation components can be found in the paper by Laasonen, Nieminen, and Puska.
2 Briefly, the negative breathing mode amplitudes indicate that for the monovacancies and the Ga As antisite the nearest-neighbor atoms relax inwards, towards the center of the defect. The positive breathing mode amplitude in the case of the As Ga antisite means that the nearest neighbors relax outwards from the center of the defect. In the case of the neutral and singly negative As vacancy the Jahn-Teller effect lowers the symmetry so that a pairing component appears. For the singly negative As vacancy this pairing component causes the four atoms neighboring the vacancy to move in pairs closer to each other; for the neutral As vacancy the effect is not so strong. The relaxation patterns given in Table II are in good  qualitative agreement with similar recent pseudopotential  calculations  2,16,21 and also with recent tight-binding calculations. 4 
C. Formation energies and thermodynamic concentrations
In order to study the importance of the divacancy in GaAs as a thermal equilibrium defect we have determined its formation energy and concentration for various material conditions. The calculations for the other native point defects are needed for the determination of the divacancy concentration.
The formation energies of the simple native defects and of the divacancies in different charge states can be determined according to Eq. ͑2.7͒ and the calculated values of E D Ј (Q) given in Table III . For the range of the electron chemical potential e we use the experimental width of the band gap. The range of the parameter ⌬ is determined by the heat of formation ⌬H of the GaAs compound from pure Ga and As solids. According to our calculations, ⌬H for GaAs is 1.11 eV. This is slightly larger than the experimental value of 0.74 eV ͑Ref. 22͒, but close to the value ͑1.05 eV͒ obtained by Northrup and Zhang. 1 TABLE I. Nearest-neighbor-ion relaxations for the GaAs divacancy in different charge states. An inward relaxation is found in all charge states studied. The ideal distance between nearest neighbors is 3.93 Å. The numbering of the atoms corresponds to the geometries shown in Fig. 4 Relaxation modes for the divacancy in GaAs. The view is along the axis of the divacancy. ͑a͒ The symmetry-conserving relaxation mode. The As ions neighboring the Ga-vacancy end relax more strongly inwards than the Ga ions neighboring the As-vacancy end. ͑b͒ The symmetry-lowering relaxation mode. The relaxation at the Ga-vacancy end is of the Jahn-Teller type, i.e., the As 1 -As 2 and As 2 -As 3 distances are equal and longer than the As 1 -As 3 distance. The relaxation at the As-vacancy end is of the resonant-bond type, i.e., the Ga 1 -Ga 2 and Ga 1 -Ga 3 distances are equal and shorter than the Ga 2 -Ga 3 distance. The mirror plane is indicated as a dashed line.
The total energies used in calculating ⌬H are also needed for the determination of the energies E D Ј (Q)͓Eq. ͑2.6͔͒. The present defect formation energies given in Table III are, with the exception of As Ga 2ϩ , somewhat lower than the values reported by Northrup and Zhang. 23 The calculations by Northrup and Zhang differ from the present one in that they have used a smaller supercell of 32 atoms, a lower cutoff energy of 8 Ry but two special k points. The absolute values of the formation energies are, however, less important; what really matters in estimating the thermodynamic concentrations are the formation energy differences. The formation energy differences calculated from the results by Northrup and Zhang are quite close to ours in the case of simple point defects.
From the formation energies given in Table III one can directly calculate that the binding energy of the doubly negative divacancy relative to the triply negative Ga vacancy and singly positive As vacancy is 1.44 eV. Thus, if the migrating Ga and As vacancies come close to each other, they are strongly bound as a divacancy. The attractive Coulomb interaction between the monovacancies of different charges also favors the divacancy formation. The binding energy is, however, much larger than the electrostatic Coulomb interaction between two point charges placed in neighboring lattice sites, indicating that the binding mechanism is not due to a Coulomb force, but due to a covalent one. The strong binding may increase the divacancy concentration in nonequilibrium conditions, such as in electron irradiation.
The formation energies together with the charge neutrality condition can be used to estimate the equilibrium concentration of defects under various conditions. We find that the formation of divacancies is most favorable in n-type materials. For example, in Fig. 5 we show the equilibrium defect concentrations for n-type GaAs with the donor concentration of N d ϭ10
cm
Ϫ3 at the temperature of 853 K, which is a typical growing temperature for GaAs. It is seen that the triply negative Ga vacancy dominates at the As-rich conditions whereas the doubly negative Ga As antisite is the most abundant defect for Ga-rich samples. The maximum thermodynamic concentration of the divacancy is, however, several orders of magnitude smaller than the concentrations of the simpler point defects.
The atomistic picture of self-diffusion in compound semiconductors poses interesting questions. The usual vacancy mechanism with nearest-neighbor jumps seems to be ruled out, as it would lead to a string of antisites following the atomic motion. 24 Divacancy motion would avoid this. However, our results predict such low equilibrium divacancy concentrations that they cannot have a large effect on selfdiffusion.
IV. CONCLUSIONS
We have performed first-principles calculations for the electronic and ionic structures of the divacancy in GaAs. The dominant charge state of the divacancy is the doubly negative one and the electronic structure is characterized by deep electron states close to the top of the valence band and localized at the Ga-vacancy end of the divacancy. The distribution of the deep electrons is also reflected in the ionic relaxation, which for the nearest-neighbor ions is inwards to the defect center, and is stronger at the Ga-vacancy end than at the As-vacancy end. Under typical experimental conditions the formation energy for the divacancy in bulk GaAs is higher than that for the simpler native defects. Therefore the equilibrium divacancy concentrations are relatively low. On the other hand, Ga and As monovacancies present in the crystal can form bound pairs with the binding energy of 1.44 eV. 
