Abshuct-This paper describes a novel tool for running distributed experiments on the Internet. The possible applications include simple load balancing, parallel evolutionary computation, agent-based simulation and artificial Life. Our environment is based on cutting-edge peer-to-peer (PZP) technology. We demonstrate the potentials of the framework by analyzing a simple distributed multistart hillclimber application. We present theoretical and empirical evidence that our approach is scalable, effective and robust.
I. INTRODUCTION
This paper describes a novel tool for running distributed experiments on the Internet. It is being developed as part of the DREAM project (see project statement [I]). In a nutshell, the aim of the DREAM project is to develop a complete environment for developing and running distributed evolutionary computation experiments on the Internet in a robust and scalable fashion. Accordingly, the project involves developing different libraries, user interfaces and tools to support application development and execution. The present work focuses on the network engine, i.e. the overlay network on which these experiments will eventually be run.
Although our project focuses on evolutionary computation the environment supports any application which a is massively parallelizable a is asynchronous a has little communication between its subprocesses a has large resource requirements a and is robust (the success of the application does not depend on the success of any given subprocess). This list might seem quite restrictive but in fact it includes many interesting fields. Good examples are running independent tasks with load balancing, island models in evolutionary computation (EC), heuristic optimization, modeling swarm intelligence and other systems with emergent behaviour, etc.
The above assumptions essentially involve the relaxation of the strict reliability requirement and the burden of synchronizing and controlling subprocesses. This allows us to apply P2P technology, i.e. technology which does not assume any central This work is funded as part of the European Commission Information Society Technologies Programme (Future and Emerging Technologies). The authors have sole responsibility for this work, it does not represent the opinion of the European Community, and the European Community is not responsible for any use that may be made of the data appearing herein. and guaranteed control mechanism or database. Instead it is based only on local information and local communication between the components of the network. ' P2P approaches provide only statistical guarantees for reliability but work on wide area networks (WANs) where the costs of communication are much higher than within a parallel machine (cluster) or local network. The advantage of targeting WANs is the huge amount ofresources that is available in the form of e.g. the idle CPU time of computers with an Internet connection. Another advantage of applying P2P technology is scalability: the environment can easily grow with the rapid growth of the amount of resources connected to the Internet without any further investment.
To the authors' knowledge, such an application of P2P technology for distributed computation is new. Existing P2P systems are used only to maintain discussion groups or to distribute information or data (e.g. ). The java platform offers a natural possibility to distribute computational tasks through allowing runtime linking of executable code to an application. It provides rich security features and at last but not least complete platform independence. This made Java an obvious choice for us.
To summarize: our environment can be thought of as a virtual machine or distributed resource machine (DRM) made up of computers anywhere on the Internet. The actual set of machines can constantly change and can also grow to a (very huge) theoretical limit discussed in Section I1 without any special intervention. Apart from security considerations, anyone having access to the Internet can connect to the DRM and can either run hisher own experiments or simply donate the spare capacity of his or her machine.
The outline of the paper is as follows: Section I1 discusses the DRM from an algorithmic and theoretical point of view. We will illustrate the scalability and robustness of the underlying epidemic protocol.
lNote that there are broader interpretations of P2P technology, with emphasis on only resource-sharing or on the existance of some local communication between participants. For example Napster [2] Section I11 describes an application developed for this framework. In this application the multistart stochastic hillclimbing (MSHC) algorithm is parallelized; hillclimbers from random starting points are distributed over our network using an algorithm developed by us. While this is only a simple application and does not make use of all the possibilities it is suitable for illustrating the features of the DRM. We should note that in spite of its simplicity the MSHC algorithm is sometimes surprisingly successful so this example has considerable practical relevance as well [9] , [ 101. The section contains the algorithmic description and also theoretical analysis of the effectiveness of the applied distribution scheme.
Section IV describes the results of our experiments on a real DRM under different circumstances: in a stable, in an unstable, and in a suddenly changing environment. Finally Section V concludes the paper.
THE DISTRIBUTED RESOURCE MACHINE
The DRM is a P2P overlay network on the Internet forming an autonomous agent environment. The applications are implemented as multi-agent applications. The exact way an application is implemented in the multi-agent framework is not restricted in any way (only by the available features and functionality of course), although we intend to suggest templates and examples in the future (one of which is discussed in Section 111) to facilitate development.
For example in the EC domain a natural choice is to implement island models via a set of agents, each running an island of evolution, and the information exchange (migration) can be implemented on top of the communication functionality (messaging) of the DRM. The extension libraries being developed by our project support such higher level programming templates.
A . Self-organizing Structure
The DRM is a network of DRM nodes. In the DRM every node is completely equivalent. There are no nodes that possess special information or have special functions. In other words in the DRM there are no servers. Yet the nodes must be able to know enough about the rest of the network in order to be able to remain connected to it and to provide information about it to the agents. The mechanism that allows this is a so called epidemic protocol [ 1 11. Every node maintains an incomplete database about the rest of the network. This database contains entries on some other nodes (see Table I ). We call these nodes the neighbours of the node. The database is refreshed using a push-pull anti-entropy epidemic algorithm. This algorithm works as follows: every node s chooses a living address from its database regularly once within a time interval. An address is living if there is a working node s' at that address (not necessarily the same node as in the entry with the living address: it might be a new node started on the same address). Then any differences between s and s' are resolved so that after the communication s and s' will both have the union of the two original databases (choosing the fresher item if both contained items with a given key). Besides this s will receive a fresh item on s' (with a new timestamp of course) and s' will also receive an item on s with the actual timestamp.
The idea behind such algorithms is that in this way new information "infects" the network by getting in contact with an (initially) exponentially growing front of the nodes (see also Section 11-B).
Two additions have to be made to this algorithm. The first is that entries older than a given age have to be removed from the database. The second is that the size of the database has to be limited, otherwise, in the case of huge networks, the database also becomes huge making the anti-entropy algorithm impractical. Fortunately the theoretical and practical results discussed below show that both can be done without sacrificing the power of the epidemic algorithm.
To connect a new node to the DRM one needs only one living address. The database of the new node is initialized with the entry containing the living address only, and the rest is taken care of by the epidemic algorithm described above. Removal of a node does not need any administration at all. Note that a node might even change its IP address and/or port while running, so computers with dynamic IP addresses are also automatically supported without any special modification of the algorithm.
B. Theoretical Properties
Since the epidemic algorithm is essentially statistical in nature it is important to understand its behaviour well. The following paragraphs will give answers to naturally arising questions.
An important assumption of the following results will be that a given node has an equal probability of being in the database of any other node. We will not analyse this assumption in this paper. Let us mention however that the protocol is completely location blind which would prove this assumption if the network connections were reliable. Unfortunately they are not thus the exact effect of the degree of reliability (and possibly the topology of the underlying networks) should be studied in the future.
In all the following discussions the following notation will be used: n is the number of nodes in the network, IC is the size of the database in each node and a node initiates exactly one information exchange session in every t seconds.
B.l How long does it take for a new entry to reach a given Let us assume that new information emerges in the system, e.g. a new agent arrives at one of the nodes. Let the time be 0 when introducing the new information in the system. Let p ; be the probability that at time point it the fixed node s has not yet received the information. If we consider the pull version of the epidemic algorithm then pi+l = p: clearly holds since s did not know the information at time it and in step i + 1 contacted another node which has not yet learned about it either [ll] . It is elementary to show that for any given constant c there is an node? 0-7803-7282-4/02/$10.00 02002 JEEE io = i(c, n) index such that (highest) layer is the subset sum problem-the actual problem to be solved-discussed in Section 111-B.
A. The Load Balancing Algorithm
In this paper we chose to consider the simplest possible application on the DRM, a load balancing framework. This framework does not make use of the messaging features of the DRM (at least not on the application level) i.e. the tasks do not communicate with each other. The reason for this choice is that this work focuses on the DRM and this application suffices for illustrating the reliability, scalability and robustness of the system. We assume that our application is composed of T tasks that have to be run independently of each other as fast as possible. The tasks have to be distributed efficiently over the available resources in a way that tolerates the unreliability and high communication costs of WANs, and the dynamic nature of the DRM, i.e. that machines can come and go at any time.
Load balancing is based on epidemic algorithms just like the DRM itself. The application starts by starting a so called island which is in fact an autonomous agent. This island can be started on any node within the DRM. The goal of this island is to complete T tasks. The island achieves this goal by starting to work on a task and at the same time listening to the communications of its host node. When the node exchanges information with another (according to the epidemic protocol of the DRM) the island checks if the peer node has an island already (recall that the database item of a node contains information about the agents running there). If not it sends half of its remaining tasks to the peer node in the form of a new island which then runs the same distribution mechanism on the peer node in order to complete its tasks. In this way the tasks "infect" the network. Note that it means that there is at most one island on every node.
When an island arrives at its host node it sends a confirmation message back. This is the only communication that is taking place. It ensures that the processing of the set of tasks sent to another node was at least started. Confirmation of finishing tasks does not make sense since the sender island might not exist anymore at that time. This might result in loosing tasks but this is not a serious disadvantage under our assumptions described in Section I.
Let us briefly mention two notable properties of this algorithm. Firstly, the performance of the nodes does not have to be taken into account when sending out tasks since if the machine is too slow, it will send most of its tasks on anyway to nodes that finish earlier. Secondly, no mechanism is needed to indicate that free resources are available because those resources will be infected very quickly anyway by simply communicating with peers. These properties are possible due to the epidemic protocol underlying the DRM discussed earlier.
Finally note that the push-pull version used in our system is of course at least as fast as the plain pull variant.
B.2 How large the database must be to ensure connectivity?
We know already that information spreads very fast over the network ifthe network is connected. But what is the probability that the network is connected? The answer is given in [ 121 using results and techniques from random graph theory.
Let G(n, k) denote a random directed graph of n nodes in which the outdegree of each node is exactly k and these k arcs go to random nodes. Let x(k,n) denote the probability that there is a directed path from a given node to any other node in G(n, k). The following theorem holds: 
B.3 Is it possible to have a "traffic jam"?
A given node s initiates exactly one information exchange session in every t seconds. However one might suspect that since other nodes can initiate sessions to s as well, in case of large networks we can have a congestion if too many other nodes want to talk to s at the same time. Fortunately this has a very low probability. Let z be a random variable denoting the incoming requests during a fixed time interval o f t seconds. Assuming random distribution of the connections in our network it is easy to see that the distribution of z is binomial with the parameters n -1 andp = l / ( n -1). Accordingly, the expected value and variance are n -1 n -2 n -1 n -1
From around n > 50 this distribution can be very closely approximated by the Poisson distribution with parameter X = 1 (independently of n). For this distribution we have e.g. Pr(z > 6) < and Pr(z > 12) < 10-l'. Given the relatively small required size of the databases at each node (as proved above) this can be easily handled. Chosing a large value for t (say one minute) can reduce communication even further. Recall that this bounds are independent of n so scalability is not damaged.
THE TEST APPLICATION
The application itself has two layers. One layer is an abstract load balancing framework on top of the DRM which has very interesting characteristics in spite of its simplicity. The second
A. 1 Some Theoretical Properties
Let T be the number of tasks and n the number of nodes. We have to differentiate between three cases.
A. 1 .a Huge network: T << n. Here the probability p* that an island with more than one task can send some of its tasks on when contacting (or being contacted by) another node is p* 2 p = ( n -T ) / n which is close to 1. Assuming p* = p the distribution of the number of communications needed to find a 0-1803-7282-4/02/% 10.00 02002 IEEE free node follows a geometric distribution with the parameter p with the expected value and variance
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These are close to 1 and 0 respectively. This-together with the fact that the islands send half of their tasks every time they can-means that the tasks literally explode into the space of the DRM resources. The time needed to completely distribute the tasks is O(1og T ) . Recall that we had huge networks in mind when designing the DRM.
A. 1 .b Small network: T >> n. In this case the expected number of tasks an island has is much more than one. When in such a network an empty node connects to a random peer (according to the epidemic algorithm) it is very likely that this peer will have some tasks to send. Thus it is very unlikely that any node remains empty for a long time. This situation is analogous to the end-phase of the pull version of the epidemic algorithm when most of the nodes already know some piece of new information. A more exact formulation can be found in [ 1 11. A.1.c T m n. This case (unlike the first two) is not optimal. The reason is that a point comes when a considerable number of islands work only on one task. At this point these islands occupy a considerable proportion of the DRM. Because of this the islandss with more tasks find the islands which have none slower. However in the first phase the growth is fast, it slows down only at the end phase. But even in this case if the completion time of an average task is much longer than the time between two information exchanges between the nodes then this disadvantage becomes almost invisible.
B. The Subset Sum Problem
Even though the actual problem we solve does not play a major part we chose to use a real problem instead of running sleeping cycles or benchmarking code. We would like to emphasize however that this paper is not about solving the subset sum problem. For that purpose metaheuristics like evolutionary algorithms or different hillclimbers are not the best choice anyway as specific algorithms based on interesting mathematical results are known [14] , [15] . For the sake of completeness we give the description of a task.
In the case of the subset sum problem we are given a set W = { w~, w2, . . . , tun} of n positive integers and a positive integer M. We would like to find a V g W such that the sum of the elements in V is closest to, without exceeding, M. This problem is NP-complete. This does not mean that every instance is hard. When the elements of W are relatively large the instances become harder. In particular, when the elements of W are uniformly drawn from (0,2") and M is close to the average of the set elements, the instance is very hard [ 141. We used such an instance with n = 100. A task was running a stochastic multistart hillclimber (SMHC) for a given number of evaluations. The result of a task is the best solution found. A solution (which is always a subset) was encoded as a binary vector of length n. The neighborhood for the hillclimber was defined by a usual mutation operator: every bit is flipped with a probability of 2/n. In every step a new solution is generated. The new solution is accepted if it is not worse than the actual solution (for evaluation the approach used in [16] was adopted). The search is restarted from a random solution if there is no improvement within a given number of evaluations.
IV. EMPIRICAL RESULTS
We designed three different scenarios to show that what has been claimed concerning DRM and epidemic load balancing properties holds when run on a cluster of real machines. For each of them, a fixed number of tasks (here: 1500) was computed.
Optimistic scenario: The experiment is running on an undisturbed cluster, no node is added, deleted or restarted. Cluster addition scenario: After the experiment has been running for a time, a huge number of nodes is added to and deleted from the DRM several times. The added nodes are always empty, i.e. they have no tasks. Intensified real-world scenario: A number of nodes is intentionally made unstable. Each of the modified nodes resets and starts all over again several times.
We are interested in the performance behaviour of the DRM under these different conditions, and would like to see a speedup factor that does not vary much over the three scenarios. Note that we do not want to show robustness in the sense of getting all of the tasks done, this is hindered by the layout of the load balancing system and would in any case be very difficult to achieve on a large-scale distributed p2p system. From our experiments, we cannot conclude much about scalability of the performance behaviour because the number of machines available for testing has been quite limited. It must be stated that even for the optimistic scenario it is very difficult, if not impossible, to repeat an experiment in excactly the same way. However, we consider the average results over many experiments relatively stable.
A . Optimistic Scenario
The number of nodes is stable for this scenario, the experiment runs undisturbed by external influences. This can easily be confirmed visually from Fig. 1 . It also shows that the number of working nodes varies between 9 and 11 until most of the tasks are done. At around 3500 seconds, the task distribution seems to get more difficult, so that rebalancing the system begins to take longer and more nodes remain without work. At this point, 83% of the tasks are done. But as long as the number of tasks available exceeds the number of nodes by far, the DRM can recover from this situation. Near the end, the number of tasks left to compute approaches the number of nodes and the suboptimal behaviour described in Section 111-A. 1 (T M n) appears as predicted. The slowest of the nodes that still have one task to compute determines the end of the experiment. In this case, all of the 1500 tasks have been executed. Note that the number of active islands differs slightly from the working nodes. That is because islands performing task setup and distribution are considered active, but their node is not considered working during this administration time. Figure 2 shows a very similar structure. It displays the used resources relative to the available capacity in terms of tasks per hour. These numbers are determined by using the tasks themselves as a benchmark and computing the approximate maximum speed of a node via the average time needed to finish a task. The accumulated power usage shown as seperate line proves that the available total capacity of all nodes in the experiment is used to more than 86%.
B. Cluster Addition Scenario
It can be visually perceived from fig. 3 that 9 additional nodes have been added to the DRM after around 300 seconds. They are quickly found and exploited by placing new islands on them. After 750 seconds have elapsed, the nodes are removed again by shutting them down. This is repeated with 10 nodes later on, this time removing them step by step and not at once. Despite the expectation that this scenario depicts a very extreme course, the DRM copes quite well with the situation. Available resources are utilised rapidly and even the deletion of half of the nodes does not hinder the experiment from continuing.
For this experiment, the difference between the two types of chart ( Figures 3 and 4) is clearer. The reason is that the capacity of the added nodes is lower than the capacity of the starting nodes. This is indicated by the smaller steps visible in Fig. 4 . Both charts suggest however that most of the available resources are used. At the end, the accumulated power usage is 80%. It is however important to note that not all tasks are actually completed in this scenario. As the islands own their tasks after confirmation (they are not memorized anywhere else in the DRM), the tasks of a prematurely shut down island are lost. Thus, the number of tasks completed in this experiment is only 1104 of 1500. This result would have been different if only the network connection of the additional nodes had been disabled. But after restart, they have no knowledge of any previous task or island.
C. IntensiJied Real-World Scenario
In this scenario, 10 of the 19 used nodes are made unreliable (Figures 5 and 6 ). This is modelled by enforcing a restart at a randomly chosen time Gaussian distributed around 600 seconds. Thus we assume that every one of the unreliable nodes is restarted several times during the experiment. As stated before, a node restart means loss of the actual tasks concluded in its island and therefore the number of finished tasks at the end of the experiment is expected to be quite low. In fact, only 661 of 1500 tasks are computed. But it should be noted that this scenario really is extremely intensified.
Nevertheless, the DRM again proves the ability to cope well with the situation. One example may illustrate this behaviour. After 1800 seconds, a difficult task redistribution becomes necessary, indicated by the number of working nodes going down to 7. At this time, only 38 tasks are left in the system, thus the suboptimal behaviour described in Section 111-A. 1 (T M n) is near. But the load balancing algorithm places tasks on another 3 nodes. In the end, the accumulated power usage is 75%.
D. Results
For the sake of completeness we give the results of the optimization. For the meaning of the values below please refer to [16] . Over all the experiments performed the mean of the best objective function values found in the single hillclimbing runs vary from 1.41825 to 1.53E25 and the best value we found is 8.5 1E20.
V. CONCLUSIONS
In this paper we discussed a distributed P2P environment for running special distributed applications from domains like evolutionary computation, social modeling, artificial life, etc. We focused on the scalability and robustness of the environment.
Theoretical properties of the epidemic algorithm responsible for information flow and the connectivity of the system were discussed. These results show that under certain assumptions the required scalability and reliability are present. Large scale empirical simulations of the DRM are currently being conducted in order to gain more insight into the dynamics of the network. Empirical results on a real network were also presented. Probably the simplest possible application (load balancing of a given number of independent MSHC optimizations) was chosen to illustrate the potentials of the system. The application reacted well to extreme conditions like fluctuation and sudden changes of the available resources.
