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Abstract—Among the classes of LDPC codes that have been
constructed and designed, the only class of LDPC codes that are
cyclic is the class of codes constructed based on the incidence
vectors of lines of ﬁnite geometries, called ﬁnite geometry LDPC
codes. Cyclic ﬁnite geometry LDPC codes are known to have large
minimum distances and can provide good error performance
with very low error-ﬂoors using iterative decoding based on
belief propagation. Their cyclic structure allows them to be
efﬁciently and systematically encoded with simple shift-registers
in linear time with linear complexity. An obvious question is
whether, besides cyclic ﬁnite geometry LDPC codes, there are
other cyclic codes with large minimum distances that can be
efﬁciently decoded iteratively using channel soft information. In
this paper, we present one such class of cyclic codes. Codes in
this class are two-step majority-logic decodable and they are also
constructed based on ﬁnite geometries. Two iterative decoding
algorithms are devised for this class of cyclic codes and they
provide signiﬁcant coding gain over the two-step majority-logic
decoding of codes in this class.
I. INTRODUCTION
Cyclic codes form an important subclass of linear block
codes. Their structures are well understood and many classes
of good cyclic codes in terms of minimum distances have been
constructed. Among the existing cyclic codes, the most well
known classes of cyclic codes in terms of practical applications
are BCH, RS and majority-logic decodable ﬁnite geometry
(FG) codes. One of the major advantages of cyclic codes
over the other types of linear block codes is that they can
be encoded with simple shift-registers in linear time with
linear complexity. Furthermore, due to their considerable in-
herent algebraic or geometric structures, effective and practical
methods for decoding BCH, RS and FG codes have been
devised and widely used for error control in communication
and data storage systems. However, these classes of cyclic
codes with hard decision decoding become insufﬁcient for
error control in future high-speed communication and high
density data storage systems as the demand of lower error rates
and larger coding gains increases. This demand forces coding
researchers to seek effective means for decoding BCH, RS
and other good cyclic codes with soft information to meet the
requirements of low error performance and large coding gains.
Even though many reliability-based decoding algorithms have
been proposed, so far none of them really meets requirements
for the next generations of high-speed communication and
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high-density data storage systems. They either fail to provide
the needed performance and coding gain requirements or are
not practically implementable.
Ever since the resurrection of LDPC codes [1] in the middle
of 1990’s [2], [3] and discovery that these codes can achieve
error performances close to the Shannon limit over a wide
range of channels with practically implementable decoders
using iterative decoding algorithms, the classes of cyclic codes
that have been widely used for error control over the last
four decades face the possibility being totally replaced by
LDPC codes (if not possible distinction) unless efﬁcient soft-
decision decoding algorithms are devised in time. However,
if efﬁcient soft-decision decoding algorithms can be devised
for BCH and RS codes, then LDPC codes would be in no
position to replace them due to their large minimum distances
and well understood structures. Until then, LDPC codes will
dominate the role of error control for the next generations of
communication and data storage systems.
Often, some coding researchers wonder whether BCH or
RS cyclic codes can be iteratively decoded with practically
implementatable decoders. There are two obvious approaches.
One is to ﬁnd parity-check matrices for these codes that are
suitable for iterative decoding (obviously, not the conventional
parity-check matrices that are used for algebraic hard-decision
decoding of these codes). This approach requires that the
parity-check matrices must be relatively sparse and their
associated Tanner graphs [4] are free of short cycles such as
cycles of length 4. Short cycles prevent iterative decoding to
converge and signiﬁcantly degrade the performance. So far,
no clue has been revealed to indicate that this approach is
plausible. Another approach is to devise iterative algorithms
to avoid the degrading effect of short cycles in the process of
decoding. One such algorithm is proposed in [5] for decoding
RS codes. Unfortunately, the computational complexity of
this algorithm is simply too high for practical applications.
Furthermore, it requires changing the decoding parity-check
matrix of a code in every decoding iteration.
The objective of this paper is to show that for certain
cyclic codes, iterative decoding can be devised to avoid the
degrading effect of short cycles to achieve reasonably good
error performance while maintaining the same order of com-
putational complexity as the conventional iterative decoding
algorithms such as the sum-product algorithm (SPA) or min-
sum algorithm (MSA). The implication is that the second
approach may be plausible for decoding other classes of
cyclic codes by taking advantage of their inherent algebraic2
structures.
Among the classes of LDPC codes that have been con-
structed or designed, the only class of LDPC codes that are
cyclic is the class of ﬁnite geometry (FG) LDPC codes [6]. The
parity-check matrices of cyclic FG-LDPC codes are formed
by the incidence vectors of lines in ﬁnite geometries, such
as Euclidean or projective geometries. The associated Tanner
graphs of these parity-check matrices are free of cycles of
length 4 and hence have girths of at least 6. Cyclic EG-
LDPC codes have shown to have large minimum distances and
perform well with iterative decoding [6]. For a special subclass
of cyclic FG-LDPC codes, it has been proved that their Tanner
graphs do not have trapping sets (or pseudo codewords) of
sizes (or weights) smaller than their minimum distances [7].
As a result, their error-ﬂoors are primarily determined by their
minimum distances. Since they have large minimum distances,
their error-ﬂoors are expected to be very low. For example,
there is a (4095,3367) cyclic Euclidean geometry (EG) LDPC
code with minimum distance 65 and its Tanner graph does not
have any trapping set with size less than 65. This means that
this code has an error-ﬂoor way below the requirement of any
communication or storage system, current or next generation.
Unfortunately, cyclic FG-LDPC codes form a small class of
cyclic LDPC codes. For a given ﬁnite geometry, only one or
a small number of cyclic LDPC codes can be constructed.
In this paper, we present another class of cyclic codes
that can be iteratively decoded. This class of cyclic codes
is also constructed based on ﬁnite geometries. They are two-
step majority-logic decodable [8]. The Tanner graphs of codes
in this class have many 4-cycles. To avoid the degrading
effect of these 4-cycles in performance, two-step iterative
decoding algorithms are devised. They are devised based on
the orthogonal concepts of two-step majority-logic decoding
(TS-MLGD)[8]. These two-step iterative decoding algorithms
(TS-IDAs) can be generalized to multi-step to decode more
majority-logic decodable cyclic codes.
II. A CLASS OF CYCLIC EG CODES
In this section, we present a simple class of two-step
majority-logic decodable cyclic codes constructed based on
the parallel structure of lines of Euclidean geometries. Codes
in this class will be used to develop the main concepts of the
iterative decoding algorithms to be presented in Section IV to
VI.
Consider an m-dimensional Euclidean geometry EG(m,q)
over the ﬁeld GF(q) where q is a power of a prime [8],[9]. This
geometry consists of qm points and qm−1 (qm − 1)
 
(q − 1)
lines. A point in EG(m,q) is simply an m-tuple over GF(q)
and the zero m-tuple is called the origin. A line in EG(m,q)
is simply a one-dimensional subspace or its coset of the vector
space of all the qm m-tuples over GF(q). A line contains q
points. If a point p is on a line L in EG(m,q), we say the line
L passes through the point p. Any two points in EG(m,q) are
connected by one and only one line in EG(m,q). For every
point p in EG(m,q), there are (qm − 1)/(q − 1) lines that
intersect at (or pass through) the point. These lines are called
an intersecting bundle of lines at the point p and said to be
orthogonal on p. Any point in EG(m,q) other than p can
only appear on at most one of these orthogonal lines. For
each line in EG(m,q), there are qm−1 − 1 lines parallel to
it. Two parallel lines do not have any point in common. The
lines in EG(m,q) can be partitioned into (qm − 1)/(q − 1)
groups, each consisting of qm−1 parallel lines, which is called
a parallel bundle of lines.
The ﬁeld GF(qm) as an extension ﬁeld of the ﬁeld GF(q)
is a realization of EG(m,q) [8]. Let α be a primitive element
of GF(qm). Then, the powers of α, i.e., α−∞ = 0, α0 = 1, α,
α2,..., αq
m−2, give all the qm elements of GF(qm) and they
represent the qm points of EG(m,q).
Let EG*(m,q) be the subgeometry obtained from EG(m,q)
by removing the origin and all the lines passing through the
origin. This subgeometry consists of qm−1 non-origin points
and
 
qm−1 − 1
 
(qm − 1)
 
(q − 1) lines not passing through
the origin. Each line in EG*(m,q) has only qm−1 − 2 lines
parallel to it. Hence, each parallel bundle of lines in EG*(m,q)
consists of qm−1 − 1 parallel lines not passing through the
origin. Each intersecting bundle of lines at a non-origin point
consists of (qm − 1)/(q − 1) − 1 lines.
Let L =
 
αj1,αj2,...,αjq 
be a line in EG*(m,q). For
0 ≤ i < qm − 1, let αiL =
 
αj1+i,αj2+i,...,αjq+i 
. Then,
αiL is also a line in EG*(m,q) [8]. The lines, α0L = L, αL,
... , αq
m−2L are qm−1 different lines in EG*(m,q) and they
are said to form a cyclic class. The lines in EG*(m,q) can be
partitioned into
 
qm−1 − 1
  
(q − 1) cyclic classes.
For 0 ≤ i,j < qm−1 − 1, let Li and Lj be two different
parallel lines in a parallel bundle P of EG*(m,q). We say that
{Li,Lj} forms a (1,2)-frame of EG*(m,q) which consists of
2q points of EG*(m,q). For 0 ≤ k < qm−1 − 1, let Lk be
another line in the parallel bundle P. Then, the two (1,2)-
frames {Li,Lj} and {Li,Lk} intersect on the line Li (i.e.,
they have the q points of Li in common). For any line Li
in a parallel bundle P of EG*(m,q), we can form qm−1 − 2
(1,2)-frames that intersect on Li. We say that these qm−1 −2
(1,2)-frames are orthogonal on Li. A point not on Li can
appear on at most one of these orthogonal (1,2)-frames. For
each parallel bundle P of lines,
 
qm−1 − 1
  
qm−1 − 2
  
2
distinct (1,2)-frames can be formed. Consequently, there are a
total of
r = (qm − 1)
 
qm−1 − 1
  
qm−1 − 2
  
2(q − 1)
(1,2)-frames in EG*(m,q).
Let Q = {Li,Lj} be a (1,2)-frame in EG*(m,q). Based
on Q, we deﬁne the following (qm − 1)-tuple over GF(2),
v(Q) = (v0,v1,...,vqm−2), whose components correspond
to the (qm − 1) non-origin points α0,α,α2,...,αq
m−2 of
EG*(m,q), where vi = 1 if αi is a point on Q and vi = 0
otherwise. This (qm − 1)-tuple v(Q) is called the incidence
vector of the (1,2)-frame Q. Due to the cyclic structure of
lines in EG*(m,q) (i.e., if L is a line, αL is also a line),
αQ = {αLi,αLj} is also a (1,2)-frame in EG*(m,q). This
implies that the cyclic-shift (one place to the right) of the
incidence vector v(Q) of the (1,2)-frame Q is the incidence
vector of the (1,2)-frame of αQ.
Let n = qm − 1. Form an r × n matrix H over GF(2)
with the incidence vectors of the (1,2)-frames of EG*(m,q)3
as rows. Then the null space of H gives a cyclic code of
length n, called a two-fold EG code, denoted C2−f,EG. Since
this code is cyclic, it is speciﬁed by its generator polynomial
g(X). The two-fold EG codes constructed based on parallel
lines of EG*(m,q) form a special subclass of the multi-fold
EG codes in [10].
For q = 2s, the roots of g(X) can be determined. Let
α be a primitive element of the ﬁeld GF(2ms). Let h be a
nonnegativeinteger less than 2ms. It can be expressed in radix-
2s form as follows: h = b0+b12s+b222s+...+bm−12(m−1)s
where 0 ≤ bi < 2s for 0 ≤ i < m. The 2s-weight
of h, denoted W2s (h), is deﬁned as W2s (h) =
 m−1
i=0 bi.
Let h(l) be the remainder resulting from dividing 2lh by
2ms − 1. It is clear that 0 ≤ h(l) < 2ms − 1. Then αh
is a root of the generator polynomial g(X) if and only if
0 < max
0≤l<s
W2s
 
h(l) 
< (m − 1)(2s − 1)[10]. Once the roots
of g(X) are found, then g(X) is the least common multiple of
the minimum polynomials of its roots [8]. For m = 2, g(X)
has α, α2,..., α2
s−2 as roots (consecutive powers of α). It
follows from the BCH bound [8] that the minimum distance
of the code is at least 2s − 1. It was proved in [10] that the
minimum distance for this special case is exactly 2s − 1 and
its number of parity symbols is given by (m+1)s −ms −1.
III. TWO-STEP MAJORITY-LOGIC DECODING
A two-fold EG code, C2−f,EG, is two-step majority-
decodable [8]. Let u = (u0,u1,...,uqm−2) be a codeword
in C2−f,EG to be transmitted over the binary-input AWGN
channel with two-sided power spectral density N0/2. Assume
transmission using BPSK signaling with unit energy per signal.
Then the codeword u is mapped into a sequence of BPSK
signals for transmission. This sequence of BPSK signals is
commonly represented by a bi-polar code sequence, (1 −
2u0,1 − 2u1,...,1 − 2uqm−2), where the jth component
1 − 2uj = +1 for uj = 0 and 1 − 2uj = −1 for uj = 1.
Let y = (y0,y1,...,yqm−2) be the sequence of samples at
the output of the channel receiver sampler. This sequence is
commonly referred to as a soft-decision received sequence.
The samples of y are real numbers with yj = (1−2uj)+xj
for 0 ≤ j < qm − 1, where xj is an independent Gaussian
random variable with zero-mean and variance σ2 = N0/2. If
the samples of y are two-level quantized, we obtain a binary
sequence z = (z0,z1,...,zqm−2), where zj = 0 if yj > 0 and
zj = 1 if yj ≤ 0. This binary sequence is commonly called the
hard-decision received sequence. This hard-decision received
sequence is a codeword of C2−f,EG if and only if zTH = 0
(or the polynomial representation z(X) of z is divisible by
the generator polynomial of the code [8]). In decoding, we
ﬁrst form all the check-sums from z and the incidence vectors
of all the (1,2)-frames of EG*(m,q) (they are rows of the
parity-check matrix H). Each check-sum is the inner product
of z and the incidence vector v(Q) of a (1,2)-frame Q in
EG*(m,q) (a row of the parity-check matrix H).
Let L be a line in EG*(m,q). As shown earlier, there
are J1 = qm−1 − 2 (1,2)-frames orthogonal on L. Each of
these (1,2)-frames is of the form of Qi = {L,Li} where
Li is a line parallel to L with 0 ≤ i < J1. The check-sum
S (Qi) computed from z and the incidence vector v(Qi) of
Qi consists of two parts S (L) and S (Li), where S (L) is the
sum of the received bits of z at the locations corresponding to
the points on L and S (Li) is the sum of the received bits of
z at the locations corresponding to the points on Li. Clearly,
S (Qi) = S (L) + S (Li). Both S (L) and S (Li) are either
0 or 1. All the J1 check-sums computed from the received
sequence z and the incidence vectors of the J1 (1,2)-frames
of EG*(m,q) orthogonal on L contain the sum S (L). We say
that these J1 check-sums are orthogonal on the sum S (L). A
received bit in z that is not contained in the sum S (L) can
appear in at most one of the sums, S (Li)’s, with 0 ≤ i < J1.
Based on this fact, with majority-logic decoding [8], we can
decode the value of S (L) correctly from the J1 check-sums
orthogonal on S (L) provided that there are no more than
⌊J1/2⌋ errors in z. In this manner, we can determine the
sums S (L)’s that correspond to all the lines in EG*(m,q).
This completes the ﬁrst step of the decoding.
Let Ω(L) denote the set of J1 check-sums orthogonal on
S (L), i.e., Ω(L) = {S (Qi) : Qi = {L,Li},0 ≤ i < J1}.
In decoding the sum S (L) with majority-logic decoding, the
information contributed by the received bits of z contained in
the sums, S (L0),S (L1),...,S (LJ1−1), is actually the total
extrinsic information in decoding the sum S (L). The sum
S (L) computed from the received bits of z at the positions
corresponding to the points on L is the intrinsic information
for decoding S (L). Here, we divide the information for
decoding a sum S (L) corresponding to a line L into two
parts, the intrinsic and extrinsic information.
At the second step of the decoding, we ﬁnd all the decoded
sums S(L)’s obtained at the ﬁrst step of decoding that contain
the received bit zj. These sums correspond to the lines that
intersect at the point αj. Therefore, these sums are orthogonal
on zj. There are J2 = (qm −1)/(q−1)−1 such sums which
correspond to the J2 lines in EG*(m,q) that intersect at the
point αj. Any received bit of z other than zj can appear in
at most one of these J2 sums. We say that these J2 sums are
orthogonal on zj. Note that J2 > J1. Then, with majority-
logic decoding based on these J2 sums S(L)’s orthogonal on
zj, the value of zj can be correctly decoded provided that there
are no more than ⌊J1/2⌋ errors in z. Since the code is cyclic,
all the received bits can be decoded with a single circuit in
serial manner [8]. Decoding is carried out one bit at a time
from zqm−2 to z0.
In decoding zj, the information contributed by the received
bits of z, excluding zj, that are contained in the sums, S(L)’s,
orthogonal on zj, is the extrinsic information. The hard-
decision value of zj is the intrinsic information.
Example 1: Let m = 2 and s = 3. Consider the 2-
dimensional Euclidean geometry EG
 
2,23 
over the ﬁeld
GF
 
23 
. Based on the parallel bundles of lines in this geom-
etry, a (63,45) two-fold cyclic EG code can be constructed.
The minimum distance of this code is 7. Let α be a primi-
tive element of GF(26). The generator polynomial g(X) has
α,α2,...,α6 and their conjugates as roots. This code is
actually a primitive BCH code. For this code, J1 = 6 and
J2 = 8. Hence, the code with TS-MLGD can correct 3 or
fewer errors.4
IV. A TWO-STEP ITERATIVE DECODING ALGORITHM FOR
TWO-FOLD CYCLIC EG CODES
The performance of the TS-MLGD of the two-fold EG code
can be signiﬁcantly improvedif soft reliability information of a
received bit is included in its decoding and an iterative process
is employed to improve its extrinsic information contributed
by other received bits and its reliability in each iteration.
Since two intersecting (1,2)-framesin EG*(m,q) have q points
in common, their incidence vectors have q 1-components in
common. This implies that the Tanner graph of the parity-
check matrix of a two-fold EG code has 4-cycles, in fact, many
4-cycles due to the large number of intersecting (1,2)-frames
in EG*(m,q). When we decode two-fold EG codes with the
conventionalSPA, too many 4-cycles may severely degrade the
performance of the codes. In this and next sections, we devise
two TS-IDAs for decoding two-fold EG codes to avoid (or
reduce) the performance degrading effect of 4-cycles. These
two algorithms are devised based on the concept of two-step
orthogonality used in the TS-MLGD of two-fold EG codes.
The log likelihood ratio (LLR) of a received bit zj is
deﬁned by LLRj , ln(P(uj = 0|yj)/P(uj = 1|yj)). The
hard decision of the received bit zj is based on the following
decision rule: zj = (1 − sgn(LLRj))/2, where sgn denotes
the sign function.
For 0 ≤ i < r, deﬁne the following index set Mi = {j :
hi,j = 1,0 ≤ j < qm − 1}. The indices in Mi are simply
the locations of 1-components in the ith row of H. For 0 ≤
j < qm − 1, deﬁne the index set Nj = {i : hi,j = 1,0 ≤
i < r}. The indices in Nj are simply the locations of the
1-components in the jth column of H. Suppose we decode a
two-fold EG code with the conventional SPA. Let Kmax be
maximum number of iterations to be performed. For 0 ≤ k ≤
Kmax, the LLR update of the jth received bit z
(k)
j in the kth
iteration of decoding is given by [1]
LLR
(k+1)
j = LLRchn,j
+
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(1)
where ϕ(x) = ln
exp(x) + 1
exp(x) − 1
and LLRchn,j is computed from
the channel information. If all the LLR’s in (1) are inde-
pendent, the update process is a local maximum a posteriori
algorithm. On the right-side of (1), the ﬁrst and the second
terms are simply the intrinsic and extrinsic information for
the jth received bit z
(k)
j in the kth iteration of the SPA.
For our proposed TS-IDA, LLR update of a received bit
comes in two steps based on the two-step orthogonality in
decoding a received bit in TS-MLGD. The updating process
for a received bit zj is best explained by using a message
passing tree (MPT) with root node corresponding to zj, as
shown in Figure 1. There are three types of nodes, variable-
, super variable- and check-nodes. As usual, the variable-
nodes (VN’s) correspond to code bits, the check-nodes (CN’s)
correspond to the check-sums. A super variable node (SVN)
is a node created to collect extrinsic information contributed
by the VN’s of the upper layer.
Suppose we consider updating the LLR
(k)
j of the jth
received bit z
(k)
j in the kth iteration. This received bit
corresponds to the point αj. Suppose this point is on the
line L of EG*(m,q). Hence, it is on the (1,2)-frames,
{L,L0},{L,L1},...,{L,LJ1−1}, where L0,...,LJ1−1 are
lines parallel to L. The MPT consists of J2 sub-trees from
left to right, called sub-trees 0,1,...,J2−1. The J2 sub-trees
of the MPT correspond to the J2 lines that intersect at the
point αj (or the sums S(L)’s orthogonal on z
(k)
j ). Consider
the 0th sub-tree of the MPT, enclosed by dashed box. Each
group of VN’s at the upper level of the 0th sub-tree of MPT
corresponds to the q points on line Li for 0 ≤ i < J1. Each
CN at the 2nd level of the 0th sub-tree of MPT computes the
sum S(Li) and its reliability. The group of VN’s next to the
SVN at the 3rd level of the 0th sub-tree of MPT corresponds to
q−1 points on L, excluding the point αj, denoted L\αj. The
SVN at the 3rd level of 0th sub-tree collects all the extrinsic
information from the CN’s at the second level of the sub-tree.
The single CN at 4th level collects the extrinsic information
from the VN’s corresponding to the points in L\αj and the
SVN. Then, this extrinsic information is passed to the VN
zj. The VN zj receives extrinsic information from J2 sub-
trees (or J2 CN’s at the 4th level of MPT). The total extrinsic
information is then used to update the LLR
(k)
j of the VN
zj in the kth iteration. Initially, all VN’s receive channel
information, however the SVN receives no information from
the channel, i.e., LLRchn,svn = 0. Note that there are q
points on a given line L in EG*(m,q). In updating the LLR’s
of the received bits corresponding to the points on L, the
computations required down to the SVN can be shared. The
updating of LLR’s for all the received bits can be carried out
in the same manner. At the end of the kth iteration, hard-
decisions of all the received bits must be made based on
their updated LLR’s. This results in a new received sequence
z(k+1). We then need to determine whether the next iteration is
needed. This requires to check whether z(k+1) is a codeword.
This can be done easily by dividing the code polynomial
z(k+1)(X) by the generator polynomial g(X) of the 2-fold
EG code being decoded. This requires a division circuit, a
shift-register with feedback connections based on g(X) [8].
The above updating the LLR of a received bit zj consists
of two steps. The ﬁrst step is to update the LLR’s of the
J2 SVN’s and the second step is to update the LLR of the
received bit zj. Based on the above LLR updating process, a
TS-IDA can be formulated.
Recall that there are J0 =
 
2(m−1)s − 1
 
(2ms − 1)/
(2s − 1) lines in EG*(m,2s). We label all the lines with
indices from 0 to J0 −1. In each iteration, we ﬁrst update the
LLR’s of all the lines, where the LLR of the line with index
u is denoted by LLRline,u. For 0 ≤ u < J0, let Cu be the
set of indices of the received bits corresponding to the points
on the uth line Lu. For 0 ≤ j < qm − 2, let Ai,j = {ai,j}
be the indices of the J2 lines that intersect at the point αj.
For 0 ≤ l < J1, let Bp,l,i,j = {bp,l,i,j} the set of indices of
the lines parallel to line Li,j that passes through the point αj.5
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Fig. 1. Message Passing Tree.
The subscript “p” stands for “parallel”.
As shown in Figure 1, to update the LLR of a received bit
zj, J1J2 +J2 lines participate in the updating process. At the
ﬁrst update step, for each SVN, we sum up J1 LLR’s of lines
to form the LLR of the SVN. In the second update step, we
form LLR’s for the J2 lines Li,j\j intersecting on the point
αj, excluding the LLR of zj that corresponds to αj. Then,
combining the LLR’s of the SVN’s, the LLR’s of lines Li,j\j
and the LLRchn,j, we update the LLR of zj.
Based on the above description of the LLR updating
process of a received bit and deﬁnitions, the TS-IDA can be
formulated as given in Table I. Note that the scaling factor λ
is used to reduce the positive feedback between consecutive
iterations [11]. It varies for different codes and different BER
(bit error rate) targets.
The computational complexity of the TS-IDA can be an-
alyzed based on expressions (2) to (5). From (2), we see
that to compute the LLR of a line, q + 1 ϕ operations,
q − 1 real additions and q − 1 logical AND operations are
required. Since there are J0 = (qm−1 − 1)(qm − 1)/(q −
1) lines in the subgeometry EG*(m,q), then for one itera-
tion, J0(q + 1) ϕ operations, J0(q − 1) real additions and
J0(q − 1) logical AND operations are needed to update the
LLRs of all the lines in EG*(m,q). At Step 4 of each
iteration, 6J2(qm − 1) ϕ operations, (J1J2 + J2 + 1)(qm −
1) real additions and 2J2(qm − 1) AND operations are
needed. Since J1 = qm−1 − 2 and J2 = (qm − 1)/(q −
1) − 1, therefore, to perform one iteration, we need: 1)
J0 (q + 1) + 6J2 (qm − 1) ≈ 7qm−1 (qm − 1) ϕ operations;
2) J0 (q − 1) + (J1J2 + J2 + 1)(qm − 1) ≈ qm (qm − 1)
real additions; and 3) J0 (q − 1) + 2J2 (qm − 1) ≈
3qm−1 (qm − 1) AND operations. Since the code length is
n = qm−1, both the number of ϕ operations and the number
of AND operations are in the order of n, denoted O(n), but
the the number of real additions required is of O(n2). The
computational load mostly lies on the ϕ operations which
include both logarithmic and exponential operations. In the
next section, we present a simpliﬁed algorithm which avoids
the ϕ operations. The simpliﬁcation only results in a small
performance degradation.
Example 2: Consider the (63,45) cyclic two-fold EG code
given in Example 1. The bit and block performances of this
code decoded using the TS-IDA with 3 and 5 iterations over
the binary-input AWGN channel are shown in Figure 2. Also
included in Figure 2 are bit and block error performances
of the code decoded using the conventional SPA with 50
iterations, the TS-MLGD- and the Berlekamp-Massey (BM)-
algorithms. For a target BER of 10−6, the required SNR
(Eb/N0) vs the scaling factor λ is shown in Figure 3. We
see that the SNR varies very little and has its minimum at
the λ = 0.5. Therefore, we choose λ = 0.5. First, we notice
the TS-IDA converges very fast. At the BER of 10−6, the
performance gap between 3 and 5 iterations is about 0.1dB.
Next we notice that the conventional SPA performs poorly due
to the large number of short cycles. At the BER of 10−6, we
ﬁnd that the TS-IDA with 5 iterations achieves 1.8 dB coding
gain over the TS-MLGD- and the BM-algorithms, and 1.1 dB
coding gain over the conventional SPA. The union bound for
the BER of the (63,45) BCH code is also included in Figure
2 for comparison. We see that at the BER of 10−6, the gap
between the performance of the TS-IDA and the union bound
is about 0.2 dB. At the BLER (block error rate) of 10−5, the
code decoded with 5 iterations of TS-IDA performs 0.9dB
from the sphere packing bound. △△
Example 3: Let the two-dimensional Euclidean geometry
EG(2,24) over GF(24) be the code construction geometry.6
TABLE I
TS-IDA
Initialization: Label all the J0 lines in EG*(m,q). Determine the index sets Cu, for 0 ≤ u < J0. For 0 ≤ j < n, determine
the line indices ai,j of Ai,j and bp,l,i,j of Bp,l,i,j with 0 ≤ i < J2 and 0 ≤ l < J1. Set z(0) = z. For 0 ≤ j < n, compute
the initial LLR
(0)
j = LLRchn,j of the received bits of z(0) based on the channel information. Set the maximum number of
iterations to Kmax.
1) Compute the syndrome s(k) by the received polynomial z(k). If s(k) = 0, stop decoding and output z(k) as the decoded
codeword.
2) If k = Kmax, stop decoding and declare a decoding failure.
3) For 0 ≤ u < J0,
LLRline,u =


 
g∈Cu
sgn(LLR(k)
g )

ϕ


 
g∈Cu
ϕ
 
|LLR(k)
g |
 

. (2)
4) For 0 ≤ j < n
a) For 0 ≤ i < J2, compute
LLRsvn,i =
J1−1  
l=0
LLRline,bp,l,i,j; (3)
LLRLi,j\j =
 
sgn
 
LLRline,ai,j
 
  sgn
 
LLR
(k)
j
  
  ϕ
 
ϕ
 
|LLRline,ai,j|
 
− ϕ
 
|LLR
(k)
j |
  
. (4)
b) Update the reliabilities of all the bits in z(k),
LLR
(k+1)
j = LLRchn,j +
J2−1  
i=0
 
sgn
 
LLRLi,j\j
 
sgn(LLRsvn,i)
 ϕ
 
ϕ
 
|LLRLi,j\j|
 
+ ϕ(|LLRsvn,i|)
 
 
(5)
5) k ← k+1. Form a new received vector z(k) based on the components of LLR vector R(k) =
 
LLR
(k)
0 ,...,LLR
(k)
n−1
 
.
Scale R(k) by λ, i.e., λR(k) and go to Step 1.
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Fig. 2. Performance of the two-fold code (63,45) given in Example 2.
Based on (1,2)-frames not passing through the origin of this
geometry, we can construct a (255,191) cyclic two-fold EG
code with minimum distance 15. For a target BER of 10−6,
the required SNR (Eb/N0) vs the scaling factor λ is shown in
Figure 3. We see that the SNR has its minimum at λ = 0.5.
0.35 0.4 0.45 0.5 0.55 0.6 0.65 0.7
4.2
4.4
4.6
4.8
5
5.2
5.4
5.6
E
b
/
N
0
(
d
B
)
λ
 
 
(63,45), BER=10
−6, 5 Iterations TS−IDA
(255,191), BER=10
−6, 5 Iterations TS−IDA
(1023,813), BER=10
−6, 5 Iterations TS−IDA
Fig. 3. The effects of the scaling factor λ for different codes with the target
BER of 10−6.
The bit and block error performances of this code decoded
using the TS-IDA with 3 and 5 iterations and the TS-MLGD
algorithm are shown in Figure 4. Again, we see that the
performance gap between 3 and 5 iterations is small, about 0.17
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Fig. 4. Performance of the two-fold code (255,191) given in Example 3.
dB. The TS-IDA with 5 iterations achieves 1.8 dB gain over
the TS-MLGD algorithm. Next we notice that the conventional
SPA performs poorly due to the large number of short cycles.
At the BER of 10−6, we ﬁnd that the TS-IDA with 5 iterations
achieves 1.4 dB coding gain over the conventional SPA with
50 iterations. Also included in Figure 4 is the performance of
a (255,191) BCH code with minimum distance 17 decoded
with the BM-algorithm. At the BER of 10−6, we see that
the (255,191) two-fold EG code decoded with the TS-IDA
also achieves a 1.8 dB coding gain over the (255,191) BCH
code decoded with the BM-algorithm. At the BLER of 10−5,
the code decoded with 5 iterations of TS-IDA performs only
1.15dB from the sphere packing bound. △△
V. MIN-SUM TS-IDA FOR TWO-FOLD CYCLIC EG CODES
As pointed out in the last section, the computational load
of the TS-IDA lies on executing the ϕ operations. In this
section, we present a simpliﬁed version of the TS-IDA that
avoids the ϕ operations. This simpliﬁed algorithm is devised
based on the min-sum technique [12]. We call this simpliﬁed
algorithm, the min-sum (MS) TS-IDA (MS-TS-IDA). This
algorithm signiﬁcantly reduces the computational complexity
of the TS-IDA with only a small performance degradation as
will be shown later in an example.
In computing the LLR of a line using expression (2), it
follows from the property of ϕ(x) function that the largest
term in the sum part corresponds to the smallest |LLR
(k)
g |. By
introducing attenuation factor τ with 0 < τ < 1, expression
(2) can be simpliﬁed as follows:
LLRline,u =


 
g∈Cu
sgn
 
LLR
(k)
g
 

 τ min
g∈Cu
|LLR
(k)
g |. (6)
A very convenient attenuation factor is τ = 0.5, since it can
be easily implemented by a shift-register.
In the 4th step of the TS-IDA, we need to compute
LLRLi,j\j. Using the same method, LLRLi,j\j given by (4)
can be expressed as follows:
LLRLi,j\j =


 
g∈Cai,j\j
sgn
 
LLR(k)
g
 

 τ  min
g∈Cai,j \j
|LLR(k)
g |.
(7)
Note that extrinsic information LLRline,ai,j of the line Li,j
has already been calculated in (6), therefore, if |LLR
(k)
j |
is not the minimum absolute value among all the ab-
solute values |LLR
(k)
g |,g ∈ Cai,j, then LLRLi,j\j =
sgn
 
LLR
(k)
j
 
LLRline,ai,j. However, if |LLR
(k)
j | happens
to be the minimum absolute value among all the absolute
values |LLR
(k)
g |,g ∈ Cai,j, we need to ﬁnd the second
minimum value of |LLR
(k)
g |,g ∈ Cai,j. Suppose |LLR
(k)
v |
is the second minimum value in this case, then LLRLi,j\j =
sgn
 
LLRline,ai,j
 
sgn
 
LLR
(k)
j
 
 τ  |LLR
(k)
v |. Based on the
description above, the MS-TS-IDA can be formulated as given
in Table II.
From expressions (8) to (11), we see that the MS-TS-IDA
requires only AND, real comparison and addition operations.
In Step 3, we need to ﬁnd the minimum and second minimum
absolute value among q |LLR
(k)
g |’s. If q = 2s, a simple way to
implement the comparison procedure needs only q +log2 q −
2 = 2s+s−2 comparisons. Like tournament sort [13], we ﬁrst
organize the comparisons between adjacent pairs and move the
smaller one to the next round until the minimum one is found.
To obtain this minimum value, we need q − 1 comparisons.
In the last round, we not only get the minimum one, but also
another larger value. By comparing this value with the values
which have been compared with the minimum value in each
round, we can obtain the second minimum value. This process
requires log2 q − 1 comparisons. For one iteration, we need:
1) J0 (q + log2q − 2) +2J2 (qm − 1) ≈ 3qm−1 (qm − 1) real
comparisons; 2) J1J2 (qm − 1) ≈ qm (qm − 1) real additions;
and 3) J0 (q − 1) + 2J2 (qm − 1) ≈ 3qm−1 (qm − 1) AND
operations. Compared with the TS-IDA, it is clear that, the
MS-TS-IDA signiﬁcantly reduces the computational complex-
ity.
Example 4: Let the two-dimensional Euclidean geometry
EG(2,25) over GF(25) be the code construction geometry.
Based on the (1,2)-frames not passing through the origin of
this geometry, we can construct a (1023,813) cyclic two-fold
EG code with minimum distance 31. For a target BER of 10−6,
the required SNR (Eb/N0) vs the scaling factor λ is shown in
Figure 3. We see that the SNR has its minimum at λ = 0.6. For
TS-IDA, we set λ = 0.6. For simplicity, with the MS-TS-IDA,
we set τ = λ = 0.5. The bit and block error performances
of this code decoded using the TS-IDA, MS-TS-IDA with 5
iterations and the TS-MLGD algorithm are shown in Figure 5.
We see that the performance gap between TS-IDA and MS-
TS-IDA with 5 iterations is very small, about 0.05 dB. At
the BER of 10−6, the MS-TS-IDA with 5 iterations achieves
1.5 dB gain over the TS-MLGD algorithm. Also included
in Figure 5 is the performance of a (1023,818) BCH code
with minimum distance 43 decoded with the BM-algorithm.
At the BER of 10−6, we see that the (1023,813) two-fold8
TABLE II
MS-TS-IDA
Initialization: Label all the J0 lines in EG*(m,q). Determine the index sets Cu, for 0 ≤ u < J0. For 0 ≤ j < n, determine
the line indices ai,j and bp,l,i,j of Ai,j and Bp,l,i,j with 0 ≤ i < J2 and 0 ≤ l < J1. Set z(0) = z. For 0 ≤ j < n, compute
the initial LLR
(0)
j = LLRchn,j of each received bit of z(0) based on the channel information. Set the maximum number of
iterations to Kmax.
1) Compute the syndrome s(k)(X) of z(k). If s(k)(X) = 0, stop decoding and output z(k)(X) as the decoded codeword.
2) If k = Kmax, stop decoding and declare a decoding failure.
3) For 0 ≤ u < J0, ﬁnd the minimum absolute value |LLRline,u|min and the second minimum absolute value
|LLRline,u|sec−min among |LLR
(k)
g |,g ∈ Cu, then
LLRline,u =


 
g∈Cu
sgn
 
LLR(k)
g
 

   τ   |LLRline,u|min. (8)
4) For 0 ≤ j < n
a) For 0 ≤ i < J2, compute
LLRsvn,i =
J1−1  
l=0
LLRline,bp,l,i,j, (9)
and
LLRLi,j\j =

  
  
sgn
 
LLR
(k)
j
 
LLRline,ai,j, if
 
 
 LLR
(k)
j
 
 
   =
 
 LLRline,ai,j
 
 ,
sgn
 
LLRline,ai,j
 
sgn
 
LLR
(k)
j
 
 τ  
 
 LLRline,ai,j
 
 
sec−min,
if
 
   LLR
(k)
j
 
    =
 
 LLRline,ai,j
 
 .
(10)
b) Compute
LLR
(k+1)
j = LLRchn,j +
J2−1  
i=0
 
sgn
 
LLRLi,j\j
 
sgn(LLRsvn,i)
 min
 
|LLRLi,j\j|,τ|LLRsvn,i|
 
 
. (11)
5) k ← k + 1. For a new received vector z(k) based on the components of R(k). Scale R(k) by λ, i.e., λR(k) and go to
Step 1.
EG code decoded with the MS-TS-IDA achieves a 1.35 dB
coding gain over the (1023,818) BCH code decoded with the
BM-algorithm. At the BLER of 10−5, the code decoded with
5 iterations of TS-IDA performs only 1.35dB from the sphere
packing bound. Surprisingly, we ﬁnd that at the BER of 10−6,
the (1023,818) with minimum distance 43 decoded with the
BM-algorithm performs only slightly better (less than 0.15 dB)
than the (1023,813) two-fold EG code with minimum distance
31 decoded with the TS-MLGD. △△
VI. OTHER TWO-STEP ITERATIVELY DECODABLE CYCLIC
CODES
Besides the two-fold EG codes presented in Section II,
there are other cyclic codes which are two-step majority-logic
decodable and can be decoded with the two-step iterative
decoding algorithms presented in the last two sections. These
codes are also constructed based on ﬁnite geometries. In this
section, we give a brief description of a class of these codes.
Again, we use the m-dimensional Euclidean geometry
EG(m,q) over GF(q) as the code construction geometry. For
m ≥ 2, EG(m,q) contains qm−2(qm − 1)(qm−1 − 1)/(q2 −
1)(q − 1) 2-ﬂats, each consisting of q2 points. Among these
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Fig. 5. Performance of the two-fold code (1023,813) given in Example 4.
2-ﬂats, there are (qm − 1)(qm−1 − 1)/(q2 − 1)(q − 1) 2-ﬂats9
that contains (or passes through) the origin. Hence, there are
J3 = (q
m − 1)(q
m−1 − 1)(q
m−2 − 1)/(q
2 − 1)(q − 1) (12)
2-ﬂats do not contain the origin. For a given line L not passing
through the origin, there are
J4 =
 
(qm−1 − 1)/(q − 1)
 
− 1 (13)
2-ﬂats not passing through the origin that intersect on L. These
2-ﬂats are said to be orthogonal on L. The 2-ﬂats not passing
through the origin of EG(m,q) also have the cyclic structure.
For a given a 2-ﬂat F = {αj1,αj2,...,α
jq2},
αF = {αj1+1,αj2+1,...,α
jq2+1}
is also a 2-ﬂat not passing through the origin of EG(m,q).
For a given 2-ﬂat F not passing through the origin, we
deﬁne its incident vector as a (qm − 1)-tuple over GF(2) as
follows: v(F) = (v0,v1,...,vqm−2), where vi = 1 if αi is
a point on F and vi = 0, otherwise. Form a J3 × (qm − 1)
matrix H2,EG over GF(2) with the incidence vectors of the
J3 2-ﬂats not passing the origin of EG(m,q) as rows. Due
the cyclic structure of 2-ﬂats not passing through the origin of
EG(m,q), the cyclic-shift of an incidence vector of a 2-ﬂat is
also the incidence vector of another 2-ﬂat. As a result, the null
space of H2,EG gives cyclic code C2,EG of length n = qm−1.
C2,EG is two-step majority-logic decodable. The decoding is
based on orthogonal structures of 2-ﬂats on lines and lines on
points just like a two-fold EG code. It is capable of correcting
⌊J4/2⌋ or fewer random errors.
Consider the case for which q = 2s. Let g(X) be the
generator polynomial of the EG code C2,EG. Then, for 0 ≤
h < 2ms, αh is a root of g(X) if and only if the radix-2s
weight of h satisﬁes the condition [8]
0 < max
0≤l<s
W2s
 
h(l)
 
≤ (m − 2)(2s − 1).
The two TS-IDAs devised in the last two sections can be
applied to decoding of a two-step majority-logic decodable
EG code just like the decoding of a two-fold EG code. In
the decoding process, we use 2-ﬂats instead of (1,2)-frames to
form check-sums and to compute LLRs.
Other two-step majority-logic decodable codes based on
Euclidean geometries can be found in [10].
VII. CONCLUSION AND REMARKS
In this paper we have shown that two classes of two-
step majority-logic decodable cyclic codes constructed based
on Euclidean geometries are iteratively decodable. Two two-
step iterative algorithms have been devised for decoding these
cyclic codes. The results in this paper enlarge the repertoire of
iteratively decodable cyclic codes, besides the ﬁnite geometry
LDPC codes [6]. A major advantage of cyclic codes is their
simple systematic encoding which can be implemented with a
simple feedback shift-register. The other advantage is that it is
relatively easy to construct cyclic codes with good minimum
distances. Furthermore, the ample algebraic or combinatorial
structures of cyclic codes may allow us to analyze the trapping
sets in their Tanner graphs and to devise decoding algorithms
to reduce the performance degrading effect (error-ﬂoor).
In this paper, we only considered the two-step majority-
logic decodable EG codes. However, two-step majority-logic
decodable projective geometry (PG) codes [8] can also be de-
coded with the two-step iterative decoding algorithms devised
in this paper. Since projective geometries do not have parallel
structure, multi-fold PG codes do not exist.
One possible generalization of the two-step iterative de-
coding algorithms is to develop multi-step (more than two
steps) iterative decoding algorithms for multi-step majority-
logic decodable EG codes using the orthogonal structure of
ﬂats of one dimension over the ﬂats of next lower dimension
[8]. Further work to be done is to improve the iterative
decoding algorithms devised in this paper, either in terms of
performance or computational complexity.
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