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Contemporary Mathematics
On automorphisms of algebraic curves
A. Broughton, T. Shaska, and A. Wootton
Abstract. An irreducible, algebraic curve Xg of genus g ≥ 2 defined over an
algebraically closed field k of characteristic char k = p ≥ 0, has finite auto-
morphism group Aut(Xg). In this paper we describe methods of determining
the list of groups Aut(Xg) for a fixed g ≥ 2. Moreover, equations of the
corresponding families of curves are given when possible.
1. Introduction
Algebraic curves are some of the most studied mathematical objects. One of
the first questions asked about algebraic curves was if they had any symmetries
(automorphisms) and if so how many of them? It was noticed early in XIX-century
that if g = 0, 1, then the curve could have infinitely many automorphisms. However,
if g ≥ 2 then the set of automorphisms is finite, this was first proved by Schwartz.
Given a genus g ≥ 2 curve Xg defined over a perfect field k, char k = p ≥ 0, let
F := k(Xg) be its function field and denote by Aut(Xg) := Aut(F/k). Historically,
the main questions addressed when it comes to automorphisms of curves have been
the following.
i) What is the order |Aut(Xg)| ?
ii) What is the list of groups G = Aut(Xg), for a fixed g?
iii) For a given G = Aut(Xg), can one determine an equation for Xg?
The answer to each of the above questions becomes simpler if we assume that
the curve Xg is a smooth, irreducible algebraic curve defined over an algebraically
closed field k, which will be the focus of this paper.
The answer to question i) is well-known and has been long established. When
p = 0 then |Aut(Xg)| ≤ 84(g − 1) (the so called Hurwitz bound) and when p > 0
then |Aut(Xg)| ≤ 16g
4. In the case p = 0 the bound is sharp and curves which
achieve this bound are called Hurwitz curves. The first example of a Hurwitz curve
occurs in genus g = 3 and is the celebrated Klein’s quartic with group PSL(2, 7).
The next Hurwitz curve occurs for g = 7. It was first discovered by Fricke and later
by Macbeath [46]. The next two Hurwitz curves occur for g = 14, 17. If p > 0
the bound is naturally higher, even though cases with |G| > 8g3 are very special
though well-known (cf. Thm. 18).
The answer to question ii) is known for p = 0 for small genus due to recent
advances in computational group theory. There is a huge amount of literature for
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p = 0 from the analytic point of view via Fuchsian groups and Riemann surfaces.
In [14] Breuer computed all possible signatures of Riemann surfaces up to genus
g = 48. The restriction on the genus was simply a restriction on the GAP’s Small-
GroupLibrary which included all groups of order ≤ 1000. This bound has been
extended recently to all groups of order < 2000 and therefore Breuer’s result can
be easily extended. In [49] the authors, using previous results of Singerman [67],
Ries [53], et al., and their moduli dimension gave a method of how to pick from
all Breuer’s signatures those signatures which occur as full automorphism groups.
Moreover, all the signatures of groups of size ≥ 4(g− 1), also called “large groups”,
and g ≤ 10 are given in [49]. Hence, for p = 0 we can explicitly determine the list
of all groups G = Aut(Xg) for any reasonably chosen g ≥ 2.
In the case of char k = p > 0 we are not aware of any comparable results.
However, the list of groups for p > 2g + 1 is the same as for p = 0. Hence, for
any given genus g the fields that need to be checked are those with characteristic
2 ≤ p ≤ 2g + 1. Thm. 18 shows that there are very few families of curves with
|G| ≥ 8g3. They are all of moduli dimension 0 and are superelliptic curves or
cyclic curves. (A superelliptic curve (or cyclic curve) has an equation of the form
yn = f(x) with some restrictions. See Section 5 for background literature and
Section 2.2 for a definition in terms of the automorphism group). So for all practical
purposes, if we want to find a list of groups G for p > 0, then |G| < 8g3 is the
practical bound.
As previously remarked, the special cases of Thm. 18 are well known falling
into the family of superelliptic curves (or cyclic curves). Such curves are the best
understood families of curves and interesting from many points of view; see [8], [52]
for more details. In [54] all groups which occur as automorphism groups Aut(Xg)
over any field k of char k = p 6= 2 are determined.
The well-known hyperelliptic curves are a special case of superelliptic curves.
They are the best understood among all families of algebraic curves and were the
first examples used to understand Jacobians, theta-functions, etc in algebraic ge-
ometry. In [61], [59], [19], [13], [63] one can find complete details of groups that
occur as automorphism groups of hyperelliptic curves, the corresponding locus in
the moduli space for each such group, and invariants parameterizing some of these
spaces.
The answer to question iii) is not yet completely answered. The only families
of curves for which we fully understand how to write down equations and even
determine such equations over a field of moduli are the superelliptic curves. Such
equations are given in [55] for all superelliptic curves over a field of characteristic
p 6= 2. In [33] conditions are given when such equations are defined over a field of
moduli. It is still an open problem, even for characteristic p = 0, to determine such
equations for all curves.
The main goal of this paper is to give a comprehensive survey of the main
results of the topic and more importantly to provide complete results for small
genus g or for known families of curves. We prefer the algebraic approach which
makes it possible to give a more unified approach for any p ≥ 0, but we also briefly
describe the analytic approach via Riemann surfaces, Fuchsian groups, etc. We
give a very brief review of definitions of the main results and refer the reader to
more complete works in this topic such as [70], [35].
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Throughout the paper we highlight what can be accomplished with superellip-
tic curves in terms of Weierstrass points, automorphism groups, and equations of
curves. We give precise lists of groups for such curves in all characteristics.
Notation: By a curve Xg we always mean a smooth, irreducible, projective curve
of genus g ≥ 2 defined over a perfect field k. ΣX (k) will denote the set of k-points
of X . By F := k(Xg) we denote its function field. For any function field F , a place
in F is denoted by p and the set of places of F by PF (see Section 2.2 for definition
of place). A finite field will be denoted by Fq and the characteristic of a field k by
char k = p.
For a curve Xg defined over k, we denote by Autk(Xg) the automorphism group
of Xg. Since we will only consider such groups for curves defined over algebraically
closed fields, then Aut(Xg) will be used instead. The cyclic group of order n will be
denoted by Cn, the dihedral group of order 2n will be Dn and the symmetric and
alternating groups on n letters by Sn and An respectively. In many of our results
the GAP identity of a group will be used. A group G with GAP identity (m,n)
means that |G| = m and that the group is the n-th in the list of SmallGroup library
in GAP.
2. Algebraic curves and their function fields
We assume that the reader is familiar with the basic definitions of field exten-
sions. This part is intended more to settle the notation used in the rest of the paper
than as an introduction to algebraic curves. Throughout k is a perfect field. For
more details the reader is encouraged to see [70] or [35] among other places.
Let us establish some notation and basic facts about algebraic curves and their
function fields.
2.1. Algebraic curves. The following definitions are easily extended to any
algebraic variety, but we will stick with curves. Let k be a perfect field and
X an algebraic curve defined over k. Then there is a homogeneous ideal IX ⊂
k[X0, X1, . . . , Xn] defining X , and the curve X is irreducible if and only if IX is
a prime ideal in k[X0, X1, . . . , Xn]. The (homogenous) coordinate ring of X is
Γh(X ) := k[X0, X1, . . . , Xn]/IX , which is an integral domain. The function field
of X is the quotient field of Γh(X ) and denoted by k(X ). Since X is an algebraic
variety of dimension one, then k(X ) is an algebraic function field of one variable.
Let P = (a0, a1, . . . , an) ∈ X . The ring
OP (X ) = {f ∈ k(X ) | f is defined at P} ⊂ k(X )
is a local ring with maximal ideal
MP (X ) = {f ∈ OP (X ) | f(P ) = 0}.
The point P ∈ X is a non-singular point if the local ring OP (X ) is a discrete
valuation ring. There is a 1-1 correspondence between points P ∈ X and the
places of k(X )/k, given by P 7→ MP (X ). This correspondence makes it possible
to translate definitions from algebraic function fields to algebraic curves and vice-
versa.
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2.2. Algebraic extensions of function fields. An algebraic function field
F/k of one variable over k is a finite algebraic extension of k(x) for some x ∈ F
which is transcendental over k. A place p of the function field F/k is the maximal
ideal for some valuation ring O of F/k. We will denote by PF the set of all places
of F/k. Equivalently ΣX (k) will denote the set of k-points of X .
An algebraic function field F ′/k′ is called an algebraic extension of F/k if F ′
is an algebraic extension of F and k ⊂ k′.
A place p′ ∈ PF ′ is said to lie over p ∈ PF if p ⊂ p
′. We write p′|p. In this
case there exists an integer e ≥ 1 such that vp′(x) = e · vp(x), for all x ∈ F . This
integer is denoted by e(p′|p) := e and is called the ramification index of p′ over
p. We say that p′|p is ramified when e(p′|p) > 1 and otherwise unramified.
For any place p ∈ PF denote by Fp := O/p. The integer f(p
′|p) := [F ′
p′
: Fp] is
called the relative degree of p′|p.
Theorem 1 (Fundamental Equality). Let F ′/k′ be a finite extension of F/k
and p a place of F/k. Let p1, . . . , pm be all the places in F
′/k′ lying over p and
ei := e(pi|p) and fi := f(pi|p) the relative degree of pi|p. Then
m∑
i=1
eifi = [F
′ : F ].
For a place p ∈ PF let O
′
p be the integral closure of Op in F
′. The comple-
mentary module over Op is given by t · O
′
p. Then for p
′|p we define the different
exponent of p′ over p as
d(p′|p) := −vp′(t).
By [70, Prop. 3.4.2] d(p′|p) is well-defined and d(p′|p) ≥ 0. Moreover, d(p′|p) = 0
for almost all p ∈ PF . The different divisor is defined as
Diff(F ′/F ) :=
∑
p∈PF
∑
p′|p
d(p′|p) · p′.
The following well-known formula for Riemann surfaces can now be generalized
for function fields as follows.
Theorem 2 (Hurwitz Genus Formula). Let F/k be an algebraic function field
of genus g and F ′/F a finite separable extension. Let k′ denote the constant field
of F ′ and g′ the genus of F ′/k′. Then,
(1) 2(g′ − 1) =
[F ′ : F ]
[k′ : k]
(2g − 2) + degDiff(F ′/F )
For a proof see [70, Thm. 3.4.13]. A special case of the above is the following:
Corollary 1. Let F/k be a function field of genus g and x ∈ F \ k such that
F/k(x) is separable. Then,
2g − 2 = −2[F : k(x)] + degDiff(F/k(x))
The ramification index and the different exponent are closely related, as made
precise by the Dedekind theorem.
Theorem 3 (Dedekind Different Theorem). For all p′|p we have:
i) d(p′|p) ≥ e(p′|p)− 1.
ii) d(p′|p) = e(p′|p)− 1 if and only if e(p′|p) is not divisible by the char k.
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An extension p′|p is said to be tamely ramified if e(p′|p) > 1 and char k does
not divide e(p′|p). If e(p′|p) > 1 and char k does divide e(p′|p) we say that p′|p is
wildly ramified.
The extension F ′/F is called ramified if there is at least one place p ∈ PF
which is ramified in F ′/F . The extension F ′/F is called tame if there is no place
p ∈ PF which is wildly ramified in F
′/F .
Lemma 1. Let F ′/F be a finite separable extension of algebraic function fields.
Then
a) p′|p is ramified if and only if p′ ≤ Diff(F ′/F ). Moreover, if p′/p is ramified
then:
i) d(p′|p) = e(p′|p)− 1 if and only if p′|p is tamely ramified
ii) d(p′|p) > e(p′|p)− 1 if and only if p′|p is wildly ramified
b) Almost all places p ∈ PF are unramified in F
′/F .
From now on we will use the term ”curve” and its function field interchangeably,
depending on the context. It is more convenient to talk about function fields than
curves in most cases.
2.3. Divisors and the Riemann-Roch theorem. For a given curve X de-
fined over k, a divisor D is called the formal finite sum
D =
∑
p∈ΣX (k)
zp P.
The set of all divisors of X is denoted by DivX (k).
2.3.1. Riemann-Roch Spaces. Define a partial ordering of elements in DivX (k)
as follows; D is effective (D ≥ 0) if zp ≥ 0 for every p, and D1 ≥ D2 if D1−D2 ≥ 0.
The Riemann-Roch space associated to D is
L(D) = {f ∈ k(X )∗ with (f) ≥ −D} ∪ {0}.
So the elements x ∈ L(D) are defined by the property that wp(x) ≥ −zp for all
p ∈ ΣX (k). Basic properties of valuations imply immediately that L(D) is a vector
space over k. This vector space has positive dimension if and only if there is a
function f ∈ k(X )∗ with D + (f) ≥ 0, or equivalently, D ∼ D1 with D1 ≥ 0.
Here are some immediately obtained facts: L(0) = k and if deg(D) < 0 then
L(D) = {0}. If deg(D) = 0 then either D is a principal divisor or L(D) = {0}.
The following result is easy to prove but fundamental.
Proposition 1. Let D = D1 −D2 with Di ≥ 0. Then
dim(L(D)) ≤ deg(D1) + 1.
We remark that for D ∼ D′ we have L(D) ∼ L(D′). In particular L(D) is
a finite-dimensional k-vector space. We follow traditional conventions and denote
the dimension of L(D) by
(2) ℓ(D) := dimk(L(D)).
Computing ℓ(D) is a fundamental problem which is solved by the Riemann-Roch
Theorem. A first estimate is a generalization of the proposition above:
For all divisors D we have the inequality
ℓ(D) ≤ deg(D) + 1.
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For a proof one can assume that ℓ(D) > 0 and so D ∼ D′ > 0. The important fact
is that one can estimate the interval given by the inequality.
Theorem 4 (Riemann). For given curve X there is a minimal number gX ∈
N ∪ {0} such that for all D ∈ DivX we have
ℓ(D) ≥ deg(D) + 1− gX .
For a proof see [70, Proposition 1.4.14]. Therefore,
gX = max{degD − ℓ(D) + 1; D ∈ DivX (k)}
exists and is a non-negative integer independent of D. The integer gX is called the
genus of X .
The genus does not change under constant field extensions because we have
assumed that k is perfect. This can be wrong in general if the constant field of X
has inseparable algebraic extensions. There is a corollary of the theorem.
Corollary 2. There is a number nX such that for deg(D) > nX we get
equality
ℓ(D) = deg(D) + 1− gX .
Thm. 4 together with its corollary is the ”Riemann part” of the Theorem of
Riemann-Roch for curves. To determine nX and to get more information about the
inequality for small degrees one needs canonical divisors.
2.3.2. Canonical Divisors. Let k(X ) be the function field of a curve X defined
over k. To every f ∈ k(X ) we attach a symbol df , the differential of f lying in
a k(X )-vector space Ω(k(X )) generated by the symbols df modulo the following
relations:
For f, g ∈ k(X ) and λ ∈ k we have:
i) d(λf + g) = λdf + dg
ii) d(f · g) = fdg + gdf .
The relation between derivations and differentials is given by the
Definition 5 (Chain rule). Let x be as above and f ∈ k(X ). Then df = (∂f/∂x)dx.
The k(X )-vector space of differentials Ω(k(X )) has dimension 1 and it is gen-
erated by dx for any x ∈ k(X ) for which k(X )/k(x) is finite and separable. We use
a well known fact from the theory of function fields F in one variable.
Let p be a place of F , i.e. an equivalence class of discrete rank one valuations
of F trivial on k). Then there exist a function tp ∈ F with wp(tP) = 1 and F/k(tp)
separable.
We apply this to F = k(X ). For all p ∈ ΣX (k) we choose a function tp as
above. For a differential 0 6= ω ∈ Ω(k(X )) we get ω = fp · dtp. The divisor (ω) is
given by
(ω) :=
∑
p∈Σp
wp(fp) · p
and is a called a canonical divisor of X . The chain rule implies that this definition
is independent of the choices, and the relation to differentials yields that (ω) is a
divisor. Since Ω(k(X )) is one-dimensional over k(X ) it follows that the set of
canonical divisors of X form a divisor class KX ∈ PicX (k) called the canonical
class of X . We are now ready to formulate the Riemann-Roch Theorem.
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Theorem 6 (Riemann-Roch Theorem). Let (W ) be a canonical divisor of
X . For all D ∈ DivX (k) we have
ℓ(D) = deg(D) + 1− gX + ℓ(W −D).
For a proof see [70, Section 1.5].
A differential ω is holomorphic if (ω) is an effective divisor. The set of holo-
morphic differentials is a k-vector space denoted by Ω0X which is equal to L(W ). If
we take D = 0 respectively D = W in the theorem of Riemann-Roch we get the
following:
Corollary 3. Ω0X is a gX -dimensional k-vector space and deg(W ) = 2gX −2.
For our applications there are two further important consequences of the Riemann-
Roch theorem.
Corollary 4. The following are true:
(1) If deg(D) > 2gX − 2 then ℓ(D) = deg(D) + 1− gX .
(2) In every divisor class of degree g there is a positive divisor.
Proof. TakeD with deg(D) ≥ 2gX−1. Then deg(W−D) ≤ −1 and therefore
ℓ(W −D) = 0. Take D with deg(D) = gX . Then ℓ(D) = 1+ ℓ(W −D) ≥ 1 and so
there is a positive divisor in the class of D. 
2.4. Function fields and branched covers. We continue to assume that
X = Xg is a smooth, irreducible, curve of genus g = gX over an algebraically closed
field k, with function field k(X ). Correspondingly, given a field K of transcendence
degree 1 over k, thenK ⋍ k(X ′) for some curve X ′. As k is algebraically closed, each
place of k(X )/k may be identified with a geometric point P on a smooth model
of X . For P ∈ X , let OP (X ) and MP (X ) be as previously defined. Since X is
smooth at P and one dimensional, there is a local parameter z ∈MP (X ) such that
MP (X ) = zOP (X ). We may write every f ∈ k(X ) as f = z
ev, v ∈ O∗P (X ). The
number e = eP (f) = νP (f) is the valuation, also called the order of vanishing.
We are particularly interested in the relationship between the non-constant
morphisms π : X → Y of curves, which we shall call branched coverings, and the
function fields k(X ) and k(Y). Let π : X → Y be a branched covering. Then the
induced map π∗ : k(Y)→ k(X ), f → f ◦π is an embedding of fields, realizing k(X )
as a finite degree extension of k(Y). Conversely, if L is a finite extension of k(Y)
then there is an X and a morphism π : X → Y such that the extension is induced
via π∗. If n = [k(X ) : k(Y)] is the degree of the extension, and the extension is
separable, then for all but finitely many points Q ∈ Y, π−1(Q) has n points. The
correspondence π ↔ π∗ is contravariant.
We can give a more precise statement of description of “
∣∣π−1(Q)∣∣ = n gener-
ically” using the notion of ramification degree. Given π : X → Y, let P ∈
X , Q = π(P ), and z ∈ MP (X ), w ∈ MQ(Y) be local parameters. The function
π∗(w) ∈ MP (X ), so we can define the ramification degree of π at P to be epi(P )
= eP (π
∗(w)). The integer epi(P ) ≥ 1 and we say that π is ramified at P if epi(P ) > 1.
Note that epi(P ) > 1 if and only if dπP = 0. We have the following proposition.
Proposition 2. Let π : X → Y be a branched covering of degree n. Then for
Q ∈ Y we have
(3) n =
∑
pi(P )=Q
epi(P )
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If π : X → Y is induced by a G-action and the field extension is separable, then
for each Q ∈ Y number of points lying over Q is |G| / |GP | for any P ∈ π
−1(Q). It
follows then that
(4) n = epi(P )
|G|
|GP |
,
where epi(P ) = |GP | (See equation (5)).
Equation (3) is simply Thm. 1.
Example 1. Let k = Fp, and consider the Frobenius morphism π : P
1(k) →
P
1(k), given by x→ xp. The map is an injective but not invertible morphism. The
induced maps on fields k(y)→ k(x) is given by y = xp, and has degree p. By direct
calculation it can be shown that epi(x) = p for all x ∈ P
1(k), or alternatively dπ = 0.
Thus equation (3) is satisfied. This strange behavior is linked to the fact that the
extension k(y) = k(xp)→ k(x) is purely inseparable.
From now on we will consider only separable extensions.
A branched cover π : X → Y is called tamely ramified if all branching orders
epi(P ), P ∈ X are relatively prime to the characteristic p. In characteristic p = 0 all
branched covers are considered to be tamely ramified. A cover is wildly ramified
if it is not tamely ramified.
2.5. Automorphism groups, G-actions, stabilizers. Let Xg be an irre-
ducible and non-singular algebraic curve defined over k of genus g ≥ 2. We denote
its function field by F := k(Xg). The automorphism group of Xg is the group
G := Aut(F/k) (i.e., all field automorphisms of F fixing k). We will denote it by
Autk(Xg). When k is algebraically closed then we will simply use Aut(Xg). The
rest of this paper will focus on determining Aut(Xg), for any given g ≥ 2.
We say that a finite group G acts (birationally, conformally) on X if there is
a monomorphism ǫ : G → Aut(X ). There is an induced action on function fields
given by ǫ∗ : h→
(
h−1
)∗
. Assuming G is finite, then the field of invariant functions
k(X )G is a subfield such that k(X ) is an extension of k(X )G of degree |G|. The
subfield k(X )G corresponds to some k(Y) and there is a morphism πG : X → Y.
We denote Y by X/G. It can be shown that G acts transitively on the fibers of
πG, so that Y is an orbit space, as a set, so that degree of πG is |G|. The set of
branch points or branch locus is denoted BG. The covering πG : X
◦ → Y◦,
where Y◦ = Y − BG and X
◦ = X − π−1G (BG) is an unramified Galois covering of
affine curves.
A first difference that we see in positive characteristic is the structure and
action of stabilizers. Given G acting on X and P ∈ X , the stabilizer at P is
defined by
(5) GP = {g ∈ G : gP = P} ,
also known as the decomposition group. In the characteristic 0 case GP is cyclic,
and acts faithfully on the tangent space TP (X ). This may fail in the p > 0 case.
The action of stabilizers on MP (X )/M
s+1
P (X ) is faithful for some s. Indeed,
if x is a local parameter at P , and g∗ is the identity on MP (X )/M
s+1
P (X ) then
g∗x − x ∈ M s+1P (X ) for all s. It follows that g
∗x − x = 0 as
⋂
s≥0
M s+1P (X ) = {0}.
Now let f ∈ OP (X ) be arbitrary. By considering a Taylor series expansion in x
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at P we see that g∗f = f . It follows that g∗ is trivial on all of k(X ) and hence
g is trivial on all of X . From the format of the matrix for g∗ it follows that the
action on GLk
(
MP (X )/M
2
P (X )
)
⋍ k∗ is trivial on elements of order p, so that the
map GP → k
∗ has cyclic image and the kernel is a p-group. It then follows that
GP ⋍ Cm ⋉ H where H is a p-group and that epi(P ) = m × q where q is some
p-power. For g ∈ GP we call the image of g
∗ in k∗ the rotation number of g at
P .
2.6. Cyclic n-gonal curves. A cyclic n-gonal curve has a cyclic G = Cn
action for which the genus of X/G is zero. A defining equation is of the form
yn = f(x), where f(x) is a rational function. The curve can be put in a canonical
form:
yn = (x− a1)
n1 · · · (x− at)
nt ,
where n, n1, . . . , nt ∈ Z
+, a1, . . . , at ∈ k satisfy:
(1) a1, . . . , at are distinct,
(2) 0 < ni < n,
(3) n divides n1 + · · ·+ nt
(4) gcd(n1, . . . , nt) = 1.
The conditions 1 and 2 simplify the model and eliminate degeneracies, condition
3 ensures that curve is not ramified over ∞, and condition 4 ensures that curve
is irreducible. The curve needs to be normalized to make it smooth. There is a
G-action, where G = Un = {u ∈ k : u
n = 1}, given by (x, y) → (x, uy). We must
assume the p does not divide n otherwise the field extension will be inseparable.
The quotient map is (x, y)→ x, and is branched over a1, . . . , at. The local equation
is yn = b(x)(x − ai)
ni , where b(ai) 6= 0. There are di = gcd(n, ni) branches of
the curve meeting at (ai, 0), and in the normalization the ramification degree is
mi = n/di. For a discussion of the p = 0 case, which extends in many ways to the
p > 0 case see [18],[16]. In the complex case, the vector (n1, . . . , nt) is a generating
vector (see Section 6.1) for G = Cn by the conditions 2, 3, 4. In the p > 0 case
(n1, . . . , nt) is a classifier for the Cn action and may be thought of as a generating
vector for Galois covers of Y = P1(k), ramified exactly over B = {a1, . . . , at}, with
Galois group G = Cn. It plays the role of generating vector, though it is not
constructed topologically. We will look at such curves in more detail in Section 5.
3. Weierstrass Gap Theorem and Weierstrass points
We assume that the reader is familiar with basic definitions on divisors on
curves. For a short introduction see [27] in this volume or [70].
Let P be a point on Xg and consider the vector spaces L(nP ) for n = 0, 1, . . . , 2g−
1. These vector spaces contain functions with poles only at P up to a specific order.
This leads to a chain of inclusions
L(0) ⊆ L(P ) ⊆ L(2P ) ⊆ · · · ⊆ L((2g − 1)P )
with a corresponding non-decreasing sequence of dimensions
ℓ(0) ≤ ℓ(P ) ≤ ℓ(2P ) ≤ · · · ≤ ℓ((2g − 1)P ).
The following proposition shows that the dimension goes up by at most 1 in each
step.
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Proposition 3. For any n > 0,
ℓ((n− 1)P ) ≤ ℓ(nP ) ≤ ℓ((n− 1)P ) + 1.
Proof. It suffices to show ℓ(nP ) ≤ ℓ((n − 1)P ) + 1. To do this, suppose
f1, f2 ∈ L(nP ) \ L((n − 1)P ). Since f1 and f2 have the same pole order at P ,
using the series expansions of f1 and f2 with a local coordinate, one can find a
linear combination of f1 and f2 to eliminate their leading terms. That is, there are
constants c1, c2 ∈ k such that c1f1 + c2f2 has a strictly smaller pole order at P ,
so c1f1 + c2f2 ∈ L((n − 1)P ). Then f2 is in the vector space generated by a basis
of L((n − 1)P ) along with f1. Since this is true for any two functions f1, f2, we
conclude ℓ(nP ) ≤ ℓ((n− 1)P ) + 1, as desired. 
For any integer n > 0, we call n a Weierstrass gap number of P if ℓ(nP ) =
ℓ((n − 1)P ); that is, if there is no function f ∈ k(Xg)
× such that (f)∞ = nP .
Weierstrass stated and proved the Gap theorem, or Lu¨ckensatz, on gap numbers
in the 19th century, likely in the 1860s.
Theorem 7 (The Weierstrass Gap Theorem). For any point P , there are ex-
actly g gap numbers αi(P ) with
1 = α1(P ) < α2(P ) < · · · < αg(P ) ≤ 2g − 1.
This theorem is a special case of the Noether Gap theorem, which we state and
prove below.
The set of gap numbers, denoted byGP , forms theWeierstrass gap sequence
for P . The non-gap numbers form a semi-group under addition since they corre-
spond to pole orders of functions. For any curve the gap sequence is the same for all
points with finitely many exceptional points. All curves in characteristic 0 and most
curves in positive characteristic have the classical gap sequence {1, 2, . . . , g} for
the generic gap sequence. In this section we discuss only curves with a classical gap
sequence. See [57] for examples of curves with a non-classical gap sequence.
Definition 8 (Weierstrass point). If the gap sequence at P is anything other than
{1, 2, . . . , g}, then P is called a Weierstrass point.
Equivalently, P is a Weierstrass point if ℓ(gP ) > 1; that is, if there is a function
f with (f)∞ = mP for some m with 1 < m ≤ g. The following was proved by F.
K. Schmidt (1939).
Theorem 9 (Schmidt [57]). Every algebraic curve of genus g ≥ 2 has at least
one Weierstrass point.
The notion of gaps can be generalized, which we briefly describe. Let P1, P2, . . . ,
be a sequence of (not necessarily distinct) points on Xg. Let D0 = 0 and, for n ≥ 1,
let Dn = Dn−1 + Pn. One constructs a similar sequence of vector spaces
L(D0) ⊆ L(D1) ⊆ L(D2) ⊆ · · · ⊆ L(Dn) ⊆ · · ·
with a corresponding non-decreasing sequence of dimensions
ℓ(D0) ≤ ℓ(D1) ≤ ℓ(D2) ≤ · · · ≤ ℓ(Dn) ≤ · · · .
If ℓ(Dn) = ℓ(Dn−1), then n is a Noether gap number of the sequence P1, P2, . . . .
Theorem 10 (The Noether GAP Theorem). For any sequence P1, P2, . . . , there
are exactly g Noether gap numbers ni with
1 = n1 < n2 < · · · < ng ≤ 2g − 1.
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Proof. In analog with Prop. 3, one can show the dimension goes up by at
most 1 in each step; that is,
ℓ(Dn−1) ≤ ℓ(Dn) ≤ ℓ(Dn−1) + 1
for all n > 0. First, note that the Riemann-Roch theorem is an equality for n >
2g − 1, so the dimension goes up by 1 in each step, so there are no gap numbers
greater than 2g − 1.
Now, consider the chain L(D0) ⊆ · · · ⊆ L(D2g−1). By Riemann-Roch, ℓ(D0) =
1 and ℓ(D2g−1) = g, so in this chain of vector spaces, the dimension must increase
by 1 exactly g − 1 times in 2g − 1 steps. Thus, for n ∈ {1, 2, . . . , 2g − 1}, there
are g values of n such that ℓ(Dn) = ℓ(Dn−1). These g values are the Noether gap
numbers. 
For a complete treatment of Weierstrass points and their weights for p = 0 see
[65].
3.1. Weierstrass points via holomorphic differentials. Continuing with
a point P on a curve Xg, recall that n is a gap number precisely when ℓ(nP ) =
ℓ((n− 1)P ). By Riemann-Roch, this occurs exactly when
ℓ(K − (n− 1)P )− ℓ(K − nP ) = 1
for a canonical divisor K, which is the divisor associated to some differential dx.
Thus there is f ∈ k(Xg)
× such that (f)+K− (n− 1)P ≥ 0 and (f)+K−nP 6≥ 0,
which implies that ordP (f · dx) = n− 1. Since (f)+K ≥ (n− 1)P ≥ 0 (for n ≥ 1),
n is a gap number of P exactly when there is a holomorphic differential f · dx such
that ordP (f · dx) = n− 1.
ForH0(Xg,Ω
1) the space of holomorphic differentials on Xg, by Riemann-Roch,
the dimension of H0(Xg,Ω
1) is g. Let {ψi}, for i = 1, . . . , g, be a basis, chosen in
such a way that
ordP (ψ1) < ordP (ψ2) < · · · < ordP (ψg).
Let ni = ordP (ψi) + 1. The 1-gap sequence at P is {n1, n2, . . . , ng}. We then
have the following equivalent definition of a Weierstrass point.
Definition 11 (Weierstrass point). If the 1-gap sequence at P is anything other
than {1, 2, . . . , g}, then P is a Weierstrass point.
With this formulation, we see P is a Weierstrass point exactly when there is a
holomorphic differential f · dx with ordP (f · dx) ≥ g.
Definition 12 (Weierstrass weight). The Weierstrass weight of a point P is
w(P ) =
g∑
i=1
(ni − i).
In particular, P is a Weierstrass point if and only if w(P ) > 0.
3.2. Bounds for weights of Weierstrass points. Suppose Xg is a curve of
genus g ≥ 1, P ∈ Xg, and consider the 1-gap sequence of P {n1, n2, . . . , ng}. We
will refer to the non-gap sequence of P as the complement of this set within the set
{1, 2, . . . , 2g}. That is, the non-gap sequence is the sequence {α1, . . . , αg} where
1 < α1 < · · · < αg = 2g.
Proposition 4. For each integer j with 0 < j < g, αj + αg−j ≥ 2g.
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Proposition 5. For P ∈ Xg, w(P ) ≤ g(g − 1)/2, with equality if and only if
P is a branch point on a hyperelliptic curve Xg.
Corollary 5. For a curve of genus g ≥ 2, there are between 2g+2 and g3−g
Weierstrass points. The lower bound of 2g+2 occurs only in the hyperelliptic case.
Proof. The total weight of the Weierstrass points is g3−g. In Prop. 5, we see
that the maximum weight of a point is g(g−1)/2, which occurs in the hyperelliptic
case. Thus, there must be at least
g3 − g
g(g − 1)/2
= 2g + 2 Weierstrass points. On
the other hand, the minimum weight of a point is 1, so there are at most g3 − g
Weierstrass points. 
Theorem 13 (Weierstrass Normal Form). Let X be an irreducible curve of
genus g ≥ 1 defined over k. For a place p ∈ k(X ) let m be the first non-gap at p
and n be the least non-gap which is prime to m. Then
i) X has affine equation
(6) f(x, y) = ym + u1(x)y
m−1 + · · ·+ um−1(x)y + um(x),
where ui(x) ∈ k[x], deg um = n and deg ui(x) < in/m, for i = 1, . . . ,m− 1.
ii) p = (x, y) is a generic point of X for div(x)∞ = mp and div(y)∞ = np.
iii) the branch of X associated to p is the unique branch of X with centre at
y∞.
The following is a well-known result.
Lemma 2. Let X be a genus g curve in Weierstrass normal form as in Eq. (6).
Then
i) g ≤ 12 (n− 1)(m− 1)
ii) If no point of X other than y∞ is singular, then g =
1
2 (n− 1)(m− 1)
For more details about Weierstrass points and their weights see [64], [65] where
Weierstrass points of superelliptic curves are studied.
4. Automorphisms of curves
Let X be an irreducible and non-singular algebraic curve defined over k. We
denote its function field by F := k(X ). The automorphism group of X is the group
G := Aut(F/k) (i.e., all field automorphisms of F fixing k).
4.1. The action of k-automorphisms on places. G acts on the places of
F/k. Since there is a 1-1 correspondence between places of F/k and points of X ,
this action naturally extends to the points of X . For α ∈ G and P ∈ X , we denote
its image under α by Pα. In a natural way we extend this G-action to Divk(X ).
Let D ∈ Divk(X ), say D =
∑
nP · P . Then
Dα =
∑
np · P
α.
Lemma 3. G acts on the set W of Weierstrass points.
Proof. The set W of Weierstrass points do not depend on the choice of the
local coordinate and so it is invariant under any σ ∈ Aut(Xg). 
Hence, in order to determine the automorphism group we can just study the
action of the group on the set of Weierstrass point of the curve. Then we have the
following.
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Proposition 6. Let α ∈ Aut(X ) be a non-identity element. Then α has at
most 2g + 2 fixed places.
Proof. Let α be a non-trivial element of Aut(F/k). Since α is not the identity,
there is some place p ∈ PF not fixed by α. Take g + 1 distinct places p1, . . . , pg+1
in PF such that D = p1 + · · ·+ pg+1 and D
α share no place. By [35, Thm. 6.82]
there is z ∈ F \ k such that div(z)∞ = D. Then consider w = z − α(z). Since z
and α(z) have different poles then w 6= 0. Hence, w has exactly 2g+2 poles. Then
w has exactly 2g+2 zeroes. But every fixed place of α is a zero of w. Hence α has
at most 2g + 2 fixed places. 
Let W be the set of Weierstrass points. From Cor. 5 we know that W is finite.
Since for every α ∈ Aut(X ), from Lem. 3 we have α(W) = W . Then we have the
following; see [35, Thm. 11.24] for the proof.
Theorem 14. Let X be a genus g ≥ 2 irreducible, non-hyperelliptic curve
defined over k such that char k = p and α ∈ Aut(X ). If p = 0 or p > 2g − 2 then
α has finite order.
Then we have the following; see [35, Lemma 11.25].
Lemma 4. If p = 0 and g ≥ 2 then every automorphism is finite.
In the case of p = 0 Hurwitz [37] showed |α| ≤ 10(g − 1). In 1895, Wiman
improved this bound to be |α| ≤ 2(2g + 1) and showed this is best possible. If |α|
is a prime then |α| ≤ 2g+1. Homma [36] (1980) shows that this bound is achieved
for a prime q 6= p if and only if the curve is birationally equivalent to
ym−s(y − 1)s = xq, for 1 ≤ s < m ≤ g + 1.
If p > 0 then we have the following; see [35, Thm. 11.34].
Theorem 15. Let X be a genus g ≥ 2, irreducible curve defined over k, with
char k = p > 0 and α ∈ Aut(X ) which fixes a place p ∈ PF . Then the order of α
is bounded by
|α| ≤ 2p(g + 1)(2g + 1)2.
4.2. Finiteness of Aut(X ). The main difference for g = 0, 1 and g ≥ 2 is
that for g ≥ 2 the automorphism group is a finite group. This result was proved
first by Schmid (1938).
Theorem 16 (Schmid [56]). Let X be a genus g ≥ 2, irreducible curve defined
over a field k, char k = p ≥ 0. Then Aut(X ) is finite.
4.2.1. Characteristic p = 0. As an immediate consequence of the Hurwitz the-
orem for char k = p = 0 we have that
|Aut(X )| ≤ 84(g − 1).
Curves which obtain this bound are called Hurwitz curves. Klein’s quartic is the
only Hurwitz curve of genus g ≤ 3. Fricke showed that the next Hurwitz group
occurs for g = 7 and has order 504. Its group is SL(2, 8), and an equation for it
was computed by Macbeath [46] in 1965. Further Hurwitz curves occur for g = 14
and g = 17 (and for no other values of g ≤ 19).
For a fixed g ≥ 2 denote by N(g) the maximum of the |Aut(Xg)|. Accola [1]
and Maclachlan [47] independently show that N(g) ≥ 8(g + 1) and this bound is
sharp for infinitely many g’s. If g is divisible by 3 then N(g) ≥ 8(g + 3).
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The following terminology is rather standard. We say G ≤ Aut(Xg) is a large
automorphism group in genus g if
|G| > 4(g − 1).
Then the quotient of Xg by G is a curve of genus 0, and the number of points of this
quotient ramified in Xg is 3 or 4 (see [14], Lemma 3.18, or [26], pages 258-260).
Singerman [68] (1974) shows that Riemann surfaces with large cyclic, Abelian,
or Hurwitz groups are symmetric (admit an anti-conformal involution). Kulkarni
[40](1997) classifies Riemann surfaces admitting large cyclic automorphism groups
and works out full automorphism groups of these surfaces. Matsuno [50](1999) in-
vestigates the Galois covering of the projective line from compact Riemann surfaces
with large automorphism groups.
4.2.2. Characteristic p > 0. In the case of positive characteristic the bound is
higher due to possibly wild ramifications. The following was proved by Stichtenoth
(1973) by extending previous results of P. Roquette and others.
Theorem 17 (Stichtenoth [69]). Let X be a genus g ≥ 2, irreducible curve
defined over a field k, char k = p > 0. Then
|Aut(X )| < 16 · g4,
unless X is the curve with equation
yp
n
+ y = xp
n+1
,
in which case it has genus g = 12p
n(pn − 1) and |Aut(X )| = p3n(p3n + 1)(p2n − 1).
Hence we have a bound for curves of genus g ≥ 2 even in characteristic p > 0. It
turns out that all curves with large groups of automorphisms are special curves. So
getting “better” bounds while such curves are left out has always been interesting.
There is a huge amount of literature on this topic due to the interest of such
bounds in coding theory. Perhaps the following theorem, which is due to Henn
[32], provides a better bound if the following four families of curves are left out. As
Henn points out in a footnote, this result may be sharpened to show that the order
of Aut(X ) is less than 3 · (2g)5/2 except when k(X ) belongs to one of five types of
function fields.
Theorem 18 (Henn [32]). Let X be an irreducible curve of genus g ≥ 2. If
|G| ≥ 8g3, then X is isomorphic to one of the following:
i) The hyperelliptic curve
y2 + y + x2
k+1 = 0,
defined over a field of characteristic p = 2. In this case the genus is g = 2k−1 and
|G| = 22k+1(2k + 1).
ii) The hyperelliptic curve
y2 = xq − x,
defined over a field of characteristic p > 2 such that q is a power of p. In this case
g = 12 (q − 1) and the reduced group G¯ is isomorphic to PSL(2, q) or PGL(2, q).
iii) The Hermitian curve
yq + y = xq+1,
defined over a field of characteristic p ≥ 2 such that q is a power of p. In this case
g = 12 (q
2 − q) and G is isomorphic to PSU(3, q) or PGU(3, q).
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iv) The curve
yq + y = xq0(xq + x),
for p = 2, q0 = 2
r, and q = 2q20. In this case, g = q0(q − 1) and G
∼=Sz(q).
4.2.3. Bounds for p = 0. Next we will consider some special curves, namely
superelliptic or cyclic curves. Most of the groups of automorphisms for a fixed
g ≥ 2 correspond to such curves and they have large automorphism groups. A
more general interesting problem which we do not consider here is the following.
Problem 1. Let X be an irreducible, smooth algebraic curve of genus g ≥ 2
which is not superelliptic. Determine a bound for |Aut(X )|.
5. Superelliptic curves
There is a lot of literature published on superelliptic curves in the last two
decades. We mostly follow the terminology from [9], [51], or [34].
Let k be a field of characteristic p and Xg be a genus g ≥ 2 cyclic curve
given by the equation yn = f(x) for some f ∈ k[x]. Then k(x) is degree n genus
zero subfield of K = k(X ). Let G = Aut(K/k). We are going to assume that
Cn := Gal(K/k(x)) = 〈w〉, with w
n = 1 and which satisfies 〈w〉 ✁ G. (This is
assumed in the literature cited above, and is the definition we take in Section 6.4.)
Then, the reduced group G¯ := G/Cn acts on P
1(k), and so satisfies G¯ ≤ PGL(2, k).
Hence G¯ is isomorphic to one of the following: Cm, Dm, A4, S4, A5, semidirect
product of an elementary Abelian group with cyclic group, PSL(2, q) and PGL(2, q),
see [72].
The group G¯ acts on k(x) naturally. The fixed field is a genus 0 field, say
k(z). Thus z is a degree |G¯| rational function in x, say z = φ(x), yielding a Galois
branched covering φ : P1 → P1.
Let φ0 : Xg → P
1 be the cover which corresponds to the degree n extension
K/k(x). Then Φ := φ ◦ φ0 has monodromy group G := Aut(Xg). From basic
covering theory, the group G is embedded in the group Sl where l = degΦ. There
is an r-tuple σ := (σ1, . . . , σr), where σi ∈ Sl such that σ1, . . . , σr generate G
and σ1 · · ·σr = 1. The signature of Φ is an r-tuple of conjugacy classes C :=
(C1, . . . , Cr) in Sl such that Ci is the conjugacy class of σi. We use the notation n
to denote the conjugacy class of permutations which is cycle of length n. Using the
signature of φ : P1 → P1 one finds out the signature of Φ : Xg → P
1 for any given
g ≥ 2 and G.
Let E be the fixed field of G, the Hurwitz genus formula states that
(7) 2(gK − 1) = 2(gE − 1)|G|+ deg(DiffK/E)
with gK and gE the genera of K and E respectively and DiffK/E the different of
K/E. Let p1, p2, ..., pr be ramified primes of E. If we set di = deg(pi), let ei be the
ramification index of the pi and βi be the exponent of pi in DiffK/E . Hence, the
above equation may be written as
(8) 2(gK − 1) = 2(gE − 1)|G|+ |G|
r∑
i=1
βi
ei
di
If pi is tamely ramified then βi = ei − 1 or if pi is wildly ramified then βi =
e∗i qi + qi − 2 with ei = e
∗
i qi, e
∗
i relatively prime to p, qi a power of p and e
∗
i |qi − 1.
For fixed G, C the family of covers Φ : Xg → P
1 is a Hurwitz space H(G,C).
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The space H(G,C) is an irreducible algebraic variety of dimension δ(G,C). Using
equation (8) and signature C one can find out the dimension for each G.
Next we want to determine the cover z = φ(x) : P1 → P1 for all characteristics.
Notice that the case of char k = 0 is already worked out in [59] and for char k =
p 6= 2 is done in [54] which we are following here.
We define a semidirect product of elementary Abelian group with cyclic group
as follows.
Km := 〈{σa, t| a ∈ Um}〉
where t(x) = ξ2x, σa(x) = x+ a, for each a ∈ Um,
Um := {a ∈ k | (a
pt−1
m
−1∏
j=0
(am − bj)) = 0}
bj ∈ F
∗
q , m|p
t − 1 and ξ is a primitive 2m-th root of unity. Obviously Um is a
subgroup of the additive group of k.
Lemma 5. Let k be an algebraically closed field of characteristic p, G¯ be a finite
subgroup of PGL(2, k) acting on the field k(x). Then, G¯ is isomorphic to one of
the following groups Cm, Dm, A4, S4, A5, U = C
t
p, Km, PSL(2, q) and PGL(2, q),
where q = pf and (m, p) = 1. Moreover, the fixed subfield k(x)G¯ = k(z) is given
by Table 1, where α = q(q−1)2 , β =
q+1
2 . The subgroup Ht is a subgroup of the
additive group of k with |Ht| = p
t and bj ∈ k
∗.
Next we want to determine groups which occur as automorphism group G of
genus g ≥ 2 cyclic curves, their signatures and the dimension of the corresponding
locus. We know that G¯ := G/G0, where G0 := Gal(k(x, y)/k(x)) and G¯ is isomor-
phic to Cm, Dm, A4, S4, A5, U , Km, PSL(2, q), PGL(2, q). By considering the
lifting of ramified points in each G¯, we divide each G¯ into subcases. We determine
the signature of each subcase by looking at the behavior of lifting and ramification
of G¯. Using the signature and Eq. (8) we calculate δ for each case. We list all
possible automorphism groups G as separate theorems for each G¯.
We assume that 5 < p ≤ 2g+1. The case p > 2g+1 is same as p = 0; see [59]
Theorem 19. Let g ≥ 2 be a fixed integer, X a genus g cyclic curve, G =
Aut(X ) and Cn ⊳ G such that g(X
Cn) = 0. The signature of cover Φ : X → XG
and dimension δ is given in [54, Table 2], where m = |PSL(2, q)| for cases 38-41
and m = |PGL(2, q)| for cases 42-45.
There are 45 signatures from the above theorem (not all occur in every genus
g ≥ 2). The following theorem gives us all possible automorphism groups of genus
g ≥ 2 cyclic curves defined over the finite field of characteristic p.
Theorem 20. Let Xg be a genus g ≥ 2 irreducible cyclic curve defined over
an algebraically closed field k, char k = p 6= 2. Assume the cyclic group Cn ✁G =
Aut(Xg) and let G¯ = Aut(Xg)/Cn be its reduced automorphism group.
(1) If G¯ ∼= Cm then G ∼= Cmn or
〈r, σ| rn = 1, σm = 1, σrσ−1 = rl〉
where (l,n)=1 and lm ≡ 1 (mod n).
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Case G¯ z Ramification
1 Cm, (m, p) = 1 x
m (m,m)
2 D2m, (m, p) = 1 x
m + 1xm (2, 2,m)
3 A4, p 6= 2, 3
x12−33x8−33x4+1
x2(x4−1)2 (2, 3, 3)
4 S4, p 6= 2, 3
(x8+14x4+1)3
108(x(x4−1))4 (2, 3, 4)
5 A5, p 6= 2, 3, 5
(−x20+228x15−494x10−228x5−1)3
(x(x10+11x5−1))5 (2, 3, 5)
A5, p = 3
(x10−1)6
(x(x10+2ix5+1))5 (6, 5)
6 U
∏
a∈Ht
(x+ a) (pt)
7 Km (x
pt−1
m
−1∏
j=0
(xm − bj))
m (mpt,m)
8 PSL(2, q), p 6= 2 ((x
q−x)q−1+1)
q+1
2
(xq−x)
q(q−1)
2
(α, β)
9 PGL(2, q) ((x
q−x)q−1+1)q+1
(xq−x)q(q−1)
(2α, 2β)
Table 1. Rational functions corresponding to each G¯
(2) If G¯ ∼= D2m then G ∼= D2m × Cn or
G5 = 〈r, σ, t| r
n = 1, σ2 = r, t2 = 1, (σt)m = 1, σrσ−1 = r, trt−1 = rn−1〉
G6 =D2mn
G7 = 〈r, σ, t| r
n = 1, σ2 = r, t2 = rn−1, (σt)m = 1, σrσ−1 = r, trt−1 = r〉
G8 = 〈r, σ, t| r
n = 1, σ2 = r, t2 = 1, (σt)m = r
n
2 , σrσ−1 = r, trt−1 = rn−1〉
G9 = 〈r, σ, t| r
n = 1, σ2 = r, t2 = rn−1, (σt)m = r
n
2 , σrσ−1 = r, trt−1 = r〉
(3) If G¯ ∼= A4 and p 6= 3 then G ∼= A4 × Cn or
G′10 = 〈r, σ, t| r
n = 1, σ2 = 1, t3 = 1, (σt)3 = 1, σrσ−1 = r, trt−1 = rl〉
G′12 = 〈r, σ, t| r
n = 1, σ2 = 1, t3 = r
n
3 , (σt)3 = r
n
3 , σrσ−1 = r, trt−1 = rl〉
where (l, n) = 1 and l3 ≡ 1 (mod n) or
〈r, σ, t| rn = 1, σ2 = r
n
2 , t3 = r
n
2 , (σt)5 = r
n
2 , σrσ−1 = r, trt−1 = r〉
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or
G10 = 〈r, σ, t| r
n = 1, σ2 = 1, t3 = 1, (σt)3 = 1, σrσ−1 = r, trt−1 = rk〉
G13 = 〈r, σ, t| r
n = 1, σ2 = r
n
2 , t3 = 1, (σt)3 = 1, σrσ−1 = r, trt−1 = rk〉
where (k, n) = 1 and k3 ≡ 1 (mod n).
(4) If G¯ ∼= S4 and p 6= 3 then G ∼= S4 × Cn or
G16 = 〈r, σ, t| r
n = 1, σ2 = 1, t3 = 1, (σt)4 = 1, σrσ−1 = rl, trt−1 = r〉
G18 = 〈r, σ, t| r
n = 1, σ2 = 1, t3 = 1, (σt)4 = r
n
2 , σrσ−1 = rl, trt−1 = r〉
G20 = 〈r, σ, t| r
n = 1, σ2 = r
n
2 , t3 = 1, (σt)4 = 1, σrσ−1 = rl, trt−1 = r〉
G22 = 〈r, σ, t| r
n = 1, σ2 = r
n
2 , t3 = 1, (σt)4 = r
n
2 , σrσ−1 = rl, trt−1 = r〉
where (l, n) = 1 and l2 ≡ 1 (mod n).
(5) If G¯ ∼= A5 and p 6= 5 then G ∼= A5 × Cn or
〈r, σ, t| rn = 1, σ2 = r
n
2 , t3 = r
n
2 , (σt)5 = r
n
2 , σrσ−1 = r, trt−1 = r〉
(6) If G¯ ∼= U then G ∼= U × Cn or
< r, σ1, σ2, ..., σt|r
n = σp1 = σ
p
2 = ... = σ
p
t = 1,
σiσj = σjσi, σirσ
−1
i = r
l, 1 ≤ i, j ≤ t >
where (l, n) = 1 and lp ≡ 1 (mod n).
(7) If G¯ ∼= Km then G ∼=
< r, σ1, ..., σt, v|r
n = σp1 = ... = σ
p
t = v
m = 1, σiσj = σjσi,
vrv−1 = r, σirσ
−1
i = r
l, σivσ
−1
i = v
k, 1 ≤ i, j ≤ t >
where (l, n) = 1 and lp ≡ 1 (mod n), (k,m) = 1 and kp ≡ 1 (mod m) or〈
r, σ1, ..., σt|r
nm = σp1 = ... = σ
p
t = 1, σiσj = σjσi, σirσ
−1
i = r
l, 1 ≤ i, j ≤ t
〉
where (l, nm) = 1 and lp ≡ 1 (mod nm).
(8) If G¯ ∼= PSL(2, q) then G ∼= PSL(2, q)× Cn or SL2(3).
(9) If G¯ ∼= PGL(2, q) then G ∼= PGL(2, q)× Cn.
In [55] the corresponding equations are given for each case. In [33] for each
group, it is discussed if the corresponding curve is defined over its field of moduli.
Applying Thm. 20 we obtain the automorphism groups of all genus 3 superel-
liptic curves defined over algebraically closed field of characteristic p 6= 2. Below
we list the GAP group ID’s of each of those groups.
Lemma 6. Let Xg be a genus 3 superelliptic curve defined over a field of char-
acteristic p 6= 2. Then the automorphism groups of Xg is one of the following.
i): p = 3 : (2, 1), (4, 2), (3, 1), (4, 1), (8, 2), (8, 3), (7, 1), (14, 2), (6, 2),
(8, 1), (8, 5), (16, 11), (16, 10), (32, 9), (30, 2), (16, 7), (16, 8), (6, 2).
ii): p = 5 : (2, 1), (4, 2), (3, 1), (4, 1), (8, 2), (8, 3), (7, 1), (21, 1), (14, 2),
(6, 2), (12, 2), (9, 1), (8, 1), (8, 5), (16, 11), (16, 10), (32, 9), (42, 3), (12, 4),
(16, 7), (24, 5), (18, 3), (16, 8), (48, 33), (48, 48).
iii): p = 7 : (2, 1), (4, 2), (3, 1), (4, 1), (8, 2), (8, 3), (7, 1), (21, 1), (6, 2),
(12, 2), (9, 1), (8, 1), (8, 5), (16, 11), (16, 10), (32, 9), (30, 2), (42, 3), (12, 4),
(16, 7), (24, 5), (18, 3), (16, 8), (48, 33), (48, 48).
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iv): p = 0 or p ≥ 11 : (2, 1), (4, 2), (3, 1), (4, 1), (8, 2), (8, 3), (7, 1), (21, 1),
(14, 2), (6, 2), (12, 2), (9, 1), (8, 1), (8, 5), (16, 11), (16, 10), (32, 9), (30, 2),
(42, 3), (12, 4), (16, 7), (24, 5), (18, 3), (16, 8), (48, 33), (48, 48).
Recall that the list for p = 0 is the same as for p > 7.
Again applying Thm. 20, we obtain the possible automorphism groups of genus
4 cyclic curves defined over an algebraically closed field of characteristic 0,3,5,7 and
bigger than 7. We list the GAP group ID of these groups in following theorem.
Lemma 7. Let Xg be a genus 4 cyclic curve defined over a field of characteristic
p. Then the automorphism group of Xg is one of the following.
i): p = 3 : (2, 1), (4, 2), (3, 1), (6, 2), (5, 1), (10, 2), (20, 1), (9, 1), (18, 2),
(15, 1), (4, 1), (20, 4), (8, 3), (40, 8), (12, 5), (16, 7), (20, 5), (32, 19), (24, 10),
(8, 4), (9, 2), (18, 5).
ii): p = 5 : (2, 1), (4, 2), (3, 1), (6, 2), (9, 2), (5, 1), (10, 2), (20, 1), (9, 1),
(27, 4), (18, 2), (4, 1), (18, 3), (8, 3), (12, 5), (36, 12), (54, 4), (16, 7), (20, 5),
(32, 19), (24, 10), (8, 4), (60, 9), (36, 11), (24, 3), (72, 42), (10, 2), (18, 5).
iii): p = 7 : (2, 1), (4, 2), (3, 1), (6, 2), (9, 2), (5, 1), (10, 2), (20, 1), (9, 1),
(27, 4), (18, 2), (15, 1), (4, 1), (20, 4), (18, 3), (8, 3), (40, 8), (12, 5), (36, 12),
(54, 4), (16, 7), (20, 5), (32, 19), (24, 10), (8, 4), (60, 9), (36, 11), (24, 3),
(72, 42).
iv): p = 0 or p ≥ 11 : (2, 1), (4, 2), (3, 1), (6, 2), (9, 2), (5, 1), (10, 2), (20, 1),
(9, 1), (27, 4), (18, 2), (15, 1), (4, 1), (20, 4), (18, 3), (8, 3), (40, 8), (12, 5),
(36, 12), (54, 4), (16, 7), (20, 5), (32, 19), (24, 10), (8, 4), (60, 9), (36, 11),
(24, 3), (72, 42).
The above two lemmas are a simple search going through all the cases of the
theorem, but they illustrate the idea that for cyclic (superelliptic curves) all iso-
morphism classes of curves can be written out (including a parametric equation in
each case).
There is one case missing from all the results of this section, namely p = 2.
Next we will try to explain that case.
A hyperelliptic curve over an algebraically closed field k of characteristic 2
admits an Artin-Schreier model
X : y2 + y = R(x)
where R(x) is a rational function with no poles of even order. An isomorphism to
another curve X ′ : y2+y = Q(x) induces an automorphism of the projective x-line.
One can then determine possible normal forms for R(x), work out which fractional
linear transformations preserve each form and see how these lift to X and interact
with the hyperelliptic involution.
Now the details. Let X ′ be a hyperelliptic curve of genus g over an algebraically
closed field k of characteristic 2. We use an Artin-Schreier model y′
2
+ y′ = R′(x).
As a consequence of Hasse’s theory we can find a rational function Q(x) ∈ k(x)
such that the rational function R′(x)+Q(x)+Q(x)
2
has no poles of even order. Let
R(x) = R′(x)+Q(x)+Q(x)
2
and y = y′+Q(x) to get a curve X in normalized form
y2+ y = R(x). Then y is unique up to transformations of the form y 7−→ y+B(x),
where B(x) is a rational function of x.
Now, take two hyperelliptic curves, X : y2 + y = R(x) and X ′ : y2 + y = Q(x).
Then, given an isomorphism φ : X 7−→ X ′ and the finite morphisms f1 : X 7−→ P
1,
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and f2 : X
′ 7−→ P1 of degree 2, there exists a unique automorphism σ of P1 such
that f2 ◦ φ = σ ◦ f1. Any isomorphism between these curves has the form
(x, y) 7−→ (σ(x), y + S(x)) =
(
ax+ b
cx+ d
, y + S(x)
)
for some S(x) ∈ k(x). Hence, these curves are isomorphic if and only if
Q(x) = R
(
ax+ b
cx+ d
)
+ S(x) + S(x)
2
.
Let div(R)∞ = Σna(a) be the polar divisor of R(x) on the projective line P
1.
X is ramified at each a and if Pa is the unique point of X over a then the curve
y2 + y = R(x) has the different
Diff(X/P1) = Σ(na + 1)Pa,
where the na are odd ([70], Prop III.7.8)
2g − 2 = −2[F : k(x)] + deg(Diff(X/P1)) =⇒ deg(Diff(X/P1)) = 2g + 2
The ramification types determine the isomorphism classes of the hyperelliptic curves.
The solutions of the equation Σ(na + 1) = 2g + 2 in the unknown odd positive in-
tegers give us the following ramification types: (1, 1, 1, 1), (3, 1, 1), (3, 3), (5, 1), (7)
for genus g = 3. Therefore we get the following normal forms.
y2 + y =


α1x+ α2x
−1 + α3(x− 1)
−1 + α4(x− λ)
−1
x3 + αx+ βx−1 + γ(x− 1)−1
x3 + αx+ βx−3 + γx−1
x5 + αx3 + βx−1
x7 + αx5 + βx3
(9)
For genus g = 4 we have (1, 1, 1, 1, 1), (3, 1, 1, 1), (3, 3, 1), (5, 1, 1), (5, 3), (7, 1),
(9) and therefore we get the following normal forms for genus 3 and 4 respectively.
y2 + y =


α1x+ α2x
−1 + α3(x − 1)
−1 + α4(x − λ)
−1 + α5(x− µ)
−1
x3 + αx+ β1x
−1 + β2(x− 1)
−1 + β3(x− λ)
−1
x3 + αx+ βx−3 + γx−1 + σ(x− 1)−1
x5 + αx3 + βx−1 + γ(x− 1)−1
x5 + αx3 + βx−3 + γx−1
x7 + αx5 + βx3 + γx−1
x9 + α1x
7 + α2x
5 + α3x
3
(10)
Using a case by case analysis in [23] it is proved that
Theorem 21. Let C be a genus g ≥ 2 hyperelliptic curve defined over a field
k such that char k = 2. Then
i) if g = 3 then Aut(X ) is isomorphic to C2, C4, V4, C
3
2 , C6, C14, D12
ii) if g = 4 then Aut(X ) is isomorphic to C2, V4, C4, C
3
2 , C6, C18, D20.
The corresponding equations are given in each case. The higher genus cases
can be determined in similar way.
Remark 1. It seems as the above methods can be extended to determine com-
plete lists of automorphism groups of any superelliptic curve of genus g ≥ 2 and
any 2 ≤ p ≤ 2g + 1. We are not aware if such lists are determined for p = 2, 3, 5
for large g.
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We still have to consider the case p = 0 and equivalently p > 2g+ 1. However,
here we can use the theory of compact Riemann surfaces and Fuchsian groups to
give a complete answer to the question of determining the list of automorphism
groups for any g ≥ 2.
Remark 2. Isomorphism classes of superelliptic curves are determined by in-
variants of binary forms. For superelliptic curves with extra automorphisms other
invariants are introduced in [29], [3]. Finding equations of such superelliptic curves
over a field of moduli is interesting on its own right; see [33].
6. Automorphism groups of compact Riemann surfaces
To contrast with the case p > 0, and to provide some historical footing, we
now turn our attention to the classical case: compact Riemann surfaces. Due to a
contemporary adaptation of Riemann’s Existence Theorem, see Thm. 23, and its
amenability to computational group theory, in modern work one of the most utilized
tools for classification of automorphism groups of compact Riemann surfaces is also
one of the more classical ones: uniformization and Fuchsian groups. In this section,
we provide a short exposition outlining this traditional approach, describe some of
the current results and how, with a little further direction, this method can be used
to help determine full automorphism groups.
6.1. Fuchsian Groups and Signatures. The Uniformization Theorem states
that any compact Riemann surface X of genus g ≥ 2 is conformally equivalent to
a quotient of its universal cover, the upper half plane H, by a torsion free discrete
subgroup Λ of Aut(H) = PSL(2,R). The group Λ is isomorphic to Πg, the fun-
damental group of X , and is called a surface group for X . For a given surface
X , surface groups are unique up to conjugacy in PSL(2,R) meaning two compact
Riemann surfaces X and X ′ are conformally equivalent if and only if surface groups
for X and X ′ are conjugate in PSL(2,R).
Now if φ : X → X is an automorphism of X , then it can be lifted to an automor-
phism φΛ of H which normalizes Λ. In particular, if G is a group of automorphisms
of X , then G can be lifted to a discrete subgroup Γ of PSL(2,R), called a Fuchsian
group, containing Λ with index |G| and which normalizes Λ. We call Γ the Fuchsian
group corresponding to G, and if Λ has been fixed, we call G the automorphism
group corresponding to Γ.
Conversely, if Γ is a Fuchsian group and Λ is a normal subgroup of Γ which is
isomorphic to Πg, then there is a natural action of the quotient group Γ/Λ on the
quotient surface H/Λ which is a surface of genus g.
These observations illustrate the primary basic tool for determining group ac-
tions on compact Riemann surfaces of genus g ≥ 2: for a given genus, determine
all Fuchsian groups (up to isomorphism) for which there exists a normal subgroup
isomorphic to Πg. To explain this process in more detail, we need some additional
preliminary results.
For a cocompact Fuchsian group Γ, the quotient surface H/Γ is a compact
Riemann surface and the quotient map πΓ : H → H/Γ is a conformal, possibly
branched, map. We define the signature of Γ to be the tuple (gΓ;m1,m2, . . . ,mr)
where gΓ is the genus of H/Γ and the quotient map πΓ branches over r points with
ramification indices mi for 1 ≤ i ≤ r. We call gΓ the orbit genus of Γ and the
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numbers m1, . . . ,mr the periods of Γ. The signature of Γ provides information
regarding a presentation for Γ:
Theorem 22. If Γ is a Fuchsian group with signature (gΓ;m1, . . . ,mr) then
there exist group elements α1, β1, . . . , αgΓ , βgΓ , γ1, . . . γr ∈ PSL(2,R), such that;
(1) Γ = 〈α1, β1, . . . , αgΓ , βgΓ , γ1, . . . γr〉.
(2) Defining relations for Γ are
γm11 , γ
m2
2 , . . . , γ
mr
r ,
gΓ∏
i=1
[αi, βi]
r∏
j=1
γj.
(3) Each elliptic element (the elements of finite order) lies in a unique con-
jugate of 〈γi〉 for suitable i. Furthermore, the cyclic groups 〈γi〉 are self-
normalizing in Γ.
(4) Each elliptic element of Γ has a unique fixed point in H. All other elements
(the hyperbolic elements) act fixed point freely on H.
We call a set of elements of Γ satisfying Thm. 22 canonical generators for Γ.
Notice that if Γ is a surface group for a surface of genus g, since it is torsion free,
it must have signature (g;−).
Now, if G acts conformally on X , Λ is surface group for X , and Γ is the Fuchsian
group corresponding to G with signature (gΓ;m1, . . . ,mr), then there exists an
epimorphism, called a surface kernel epimorphism, ρ : Γ → G with kernel Λ.
This epimorphism can be neatly summarized in the context of finite groups by
a generating vector. Specifically, if α1, β1, . . . , αgΓ , βgΓ , γ1, . . . γr ∈ PSL(2,R)
are canonical generators for Γ, then we get a (2gΓ + r)-tuple of elements from G,
(a1, . . . agΓ , b1, . . . bgΓ , c1, . . . cr) where ρ(αi) = ai, ρ(βi) = bi and ρ(γi) = ci called
a (gΓ;m1, . . . ,mr)-generating vector for G. Moreover, since ρ is an epimorphism
with torsion free kernel, we have:
•
gΓ∏
i=1
[ai, bi]
r∏
j=1
cj = 1 (the identity)
• O(ci) = mi where O denotes element order
Moreover, provided a set of canonical generators of Γ have been fixed, there is a
one to one correspondence between the set of (gΓ;m1, . . . ,mr) - generating vectors
of G and Epi(Γ,G), epimorphisms Γ→ G preserving the orders of the γj .
Now suppose that Γ is a Fuchsian group with signature (gΓ;m1, . . . ,mr) and
suppose that Λ is a normal surface subgroup of Γ for a surface of genus g. Letting
G = Γ/Λ and identifying the orbit spaces H/Γ and X/G we get the tower of covers
and quotient maps given in Fig. 1.
H
piΓ
**
piΛ
// H/Λ = X piG
// H/Γ = X/G
Figure 1. Holomorphic Quotient Maps and Surface Identifications
Since the universal covering map πΛ is unramified, it follows that the quotient
map πG : X → X/G is branched over the same points as πΓ : H → H/Γ with the
same ramification indices. In particular, X/G has genus gΓ and πG is a degree |G|
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map branched over r points with ramification indices m1, . . .mr. Consequently, we
often say that G acts or has the same signature as Γ.
Now since the map πG is between compact Riemann surfaces, the Riemann-
Hurwitz formula holds, giving:
g − 1 = |G|(gΓ − 1) +
|G|
2
r∑
j=1
(
1−
1
mj
)
.
Combining our observations, we get the following modern adaption of Riemann’s
existence theorem which provides necessary and sufficient conditions for the exis-
tence of the action of a group G on a compact Riemann surface of genus g with
signature (gΓ;m1, . . . ,mr):
Theorem 23. A finite group G acts on a compact Riemann surface S of genus
g ≥ 2 with signature (gΓ;m1, . . . ,mr) if and only if:
(1) the Riemann–Hurwitz formula is satisfied:
g − 1 = |G|(gΓ − 1) +
|G|
2
r∑
j=1
(
1−
1
mj
)
.
(2) there exists an (gΓ;m1, . . . ,mr)-generating vector for G.
Remark 3. Let Y denote the orbit surface X/G = H/Γ and πG : X → Y the
quotient morphism. The set of branch points over which πG is ramified is denoted
B = BG. The covering πG : X
◦ → Y◦, where Y◦ = Y −BG and X
◦ = X − π−1G (BG)
is an unramified Galois covering of affine curves. The fundamental group π1(Y
◦)
has a presentation
π1(Y
◦) = 〈α1, β1, . . . , αgΓ , βgΓ , γ1, . . . γr :
gΓ∏
i=1
[αi, βi]
r∏
j=1
γj = 1〉.
Any Galois cover X → Y , ramified exactly over BG, with Galois group G, is defined
by an epimorphism η : π1(Y
◦) → G, and, hence, defined by a generating vector,
where we do not impose specific orders on the cj . The generating vectors classify
(not uniquely) the finite covers of Y , branched over B. There are only finitely
many covers for a given pair (Y,B) and group order |G| . This surface construction
approach allows us adopt a similar, though unwieldy, approach for p > 0 using the
e´tale fundamental group πet1 (Y
◦), discussed in ??
6.2. Translating the Problem into Finite Group Theory. The impor-
tance of Thm. 23 is that it translates the problem of determining group actions
of compact Riemann surfaces from a problem about infinite discrete groups into
a problem about finite groups through the introduction of generating vectors. In
particular, it makes the problem amenable to computational group theory and ac-
cordingly, classification results have significantly improved over the last few decades.
There are many different approaches to classifying automorphism groups, but
perhaps the most common approach is to do so by genus; that is, fix a genus g
and then find all possible automorphism groups that can act on a surface of that
genus and the signatures with which they act. The basic approach to this form of
classification for a fixed genus g is as follows:
(1) Find all possible signatures for each possible group order which satisfy the
Riemann-Hurwitz formula.
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(2) For each group order and signature, run over all groups of that possi-
ble order to either construct a generating vector, or show that no such
generating vector exists.
We illustrate with a couple of examples.
Example 2. Suppose that g = 2 and consider the group order |G| = 2. Then
the Riemann-Hurwitz formula gives:
2− 1 = 1 = 2(gΓ − 1) +
2
2
r∑
j=1
(
1−
1
mj
)
.
Since |G| = 2, and the mi’s are all element orders of G, it follows that mi = 2 for
all i, so simplifying, we get
3 = 2gΓ +
r
2
.
Solving, we get gΓ = 0 and r = 6 or gΓ = 1 and r = 2, so the signatures
(0; 2, 2, 2, 2, 2, 2) and (1; 2, 2). Now the only group G of order 2 is cyclic, so let x
be a generator of a group G of order 2. Then (x, x, x, x, x, x) is a (0; 2, 2, 2, 2, 2, 2)
and (x, x, x, x) is a (1; 2, 2)-generating vector for G, and hence G acts on a surface
of genus 2 with signatures (0; 2, 2, 2, 2, 2, 2) and (1; 2, 2) but no other signatures.
As illustrated in Example 2, for a fixed group order and genus g, after sim-
plification we obtain a linear equality in k + 1 variables where k is the number
of distinct element orders in G. However, since all the variables in the equality
are non-negative integers, since we have fixed g and the group order |G|, there are
just finitely many solutions and hence the problem can be solved fairly easily by
computer (or even by hand). Of course, complete classification relies on running
over all possible group orders in a given genus, but from the Hurwitz bound, we
know there are only finitely many possibilities. In particular, the problem of classi-
fication can be solved completely computationally through an algorithm similar to
the following:
Algorithm 1. For 2 ≤ n ≤ 84(g − 1), we do the following:
(1) Solve for all signatures satisfying
g − 1 = n(gΓ − 1) +
n
2
r∑
j=1
(
1−
1
mj
)
where the mj are divisors of n.
(2) For each signature (gΓ;m1, . . .mr) found in (a), we do the following:
(a) For each group G of order n with elements of orders m1, . . . ,mr,
construct all vectors of elements of G of length 2gΓ+r where the first
2gΓ elements are any elements of G, and the 2gΓ + ith element has
order mi.
(b) For each vector (a1, b1, . . . , agΓ , bgΓ , c1, . . . , cr), test the relation
gΓ∏
i=1
[ai, bi]
r∏
j=1
cj = 1.
If there exists a vector for which this relation holds, we have con-
structed a generating vector and hence an action of G exists with this
signature. If no such vector satisfies this relation, G does not act
with this signature.
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Using essentially Algorithm 1, one can determine all possible signatures for a
given genus g ≥ 2. There is a huge amount of literature on this; see [49] and
[35] for a complete list of references. As previously mentioned, some of the most
comprehensive results are from [14] where Breuer was able to determine all possible
signatures of genus up to 48 using GAP.
6.3. Full automorphism groups.
6.3.1. Candidates for Non-Maximal Automorphism Groups and Singerman’s
List. For each group and signature in most of the classification data available, all
subgroups are also in the list. This raises the question how to pick out those groups
that occur as the full automorphism group of some surface of genus g. One
way to answer this question is to translate the problem back into a problem about
Fuchsian groups. Specifically, suppose that G acts as a group of automorphisms on
X with signature (gΓ;m1, . . .mr) and that for the surface group Λ, Γ is the Fuchsian
group corresponding to G. Then G is not the full automorphism group of X if and
only if there exists a Fuchsian overgroup Γ1 of Γ which also contains Λ as a normal
subgroup. Therefore, we need to understand the subgroup and overgroup structure
of Fuchsian groups based on signature, and in particular when, for a given Fuchsian
group Γ, there is an overgroup Γ1. This exact problem was solved by Singerman in
[67], and we summarize his results.
Theorem 24. If Γ is a Fuchsian group whose signature does not appear in
the second column of Table 2, then Γ is isomorphic to a finitely-maximal Fuchsian
group, that is, a group that is not contained with finite index in any other Fuchsian
group. If the signature of Γ does appear in the second column of Table 2, then Γ is
a subgroup of a Fuchsian group Γ1 with signature from the third column with finite
index given in the last column.
The importance of Thm. 24 is that it tells us that unless G acts with one of
the signatures in the second column of Table 2, then there always exists a Fuchsian
group with that signature that is not contained with finite index in any other
Fuchsian group Γ1. In particular, the surface X = Γ/Ker(ρ) where ρ is the surface
kernel epimorphism from ρ to G given by the generating vector of G has G as its
full group of automorphisms.
Alternatively, there is a moduli dimension argument in [49] which determines
which signatures give full automorphism groups. Moreover, from methods in [49]
for any fixed g ≥ 2 one can determine completely inclusion among the subloci of
the moduli spaceMg for all the groups. See for example such diagrams for g = 3, 4
in [8]. It is noted in [8] that the majority of cases come from (cyclic) superelliptic
curves, and as previously discussed, such curves are well understood.
6.3.2. Conditions for when a Group is not a Full Automorphism Group. Now,
just because a signature does appear in Singerman’s list does not necessarily mean
that a corresponding automorphism group is always contained in some larger auto-
morphism group – just that it might. By considering containments of the Fuchsian
groups given in Singerman’s list however, it is possible to determine necessary and
sufficient conditions in terms of generating vectors or surface kernel epimorphisms
for when a group does extend to some larger group. This was the primary goal of
[20] which we summarize in the following two theorems.
Theorem 25. Let G be a finite group acting with a non-maximal and non-
triangular Fuchsian signature on a compact Riemann surface X of genus g.
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Case Signature Γ Signature Γ1 [Γ1 : Γ]
N1 (2;−) (0; 2, 2, 2, 2, 2, 2) 2
N2 (1; t, t) (0; 2, 2, 2, 2, t) 2
N3 (1; t) (0; 2, 2, 2, 2t) 2
N4 (0; t, t, t, t), t ≥ 3 (0; 2, 2, 2, t) 4
N5 (0; t, t, u, u), t+ u ≥ 5 (0; 2, 2, t, u) 2
N6 (0; t, t, t), t ≥ 4 (0; 3, 3, t) 3
N7 (0; t, t, t), t ≥ 4 (0; 2, 3, 2t) 6
N8 (0; t, t, u), t ≥ 3,t+ u ≥ 7 (0; 2, t, 2u) 2
T1 (0; 7, 7, 7) (0; 2, 3, 7) 24
T2 (0; 2, 7, 7) (0; 2, 3, 7) 9
T3 (0; 3, 3, 7) (0; 2, 3, 7) 8
T4 (0; 4, 8, 8) (0; 2, 3, 8) 12
T5 (0; 3, 8, 8) (0; 2, 3, 8) 10
T6 (0; 9, 9, 9) (0; 2, 3, 9) 12
T7 (0; 4, 4, 5) (0; 2, 4, 5) 6
T8 (0;n, 4n, 4n), n ≥ 2 (0; 2, 3, 4n) 6
T9 (0;n, 2n, 2n), n ≥ 3 (0; 2, 4, 2n) 4
T10 (0; 3, n, 3n), n ≥ 3 (0; 2, 3, 3n) 4
T11 (0; 2, n, 2n), n ≥ 4 (0; 2, 3, 2n) 3
Table 2. Singerman’s List.
(1) Suppose G acts with signature (2;−) and has corresponding (2;−)-generating
vector (a1, b1, a2, b2). Then G is contained in some larger group of auto-
morphisms with corresponding signature (0; 2, 2, 2, 2, 2, 2) if and only if the
assignment a1 → a
−1
1 , b1 → a1b
−1
1 a
−1
1 , a2 → (b
−1
1 a2b2)a
−1
2 (b
−1
1 a2b2)
−1
and b2 → (b
−1
1 a2)b
−1
2 (b
−1
1 a2)
−1 is an automorphism of G.
(2) Suppose G acts with signature (1; t, t) and has corresponding (1; t, t)-generating
vector (a1, b1, c1, ([a1, b1]x)
−1). Then G is contained in some larger group
of automorphisms with corresponding signature (0; 2, 2, 2, 2, t) if and only
if the assignment a1 → a
−1
1 , b1 → b
−1
1 and c1 → (a1b1)
−1c−11 (ba) is an
automorphism of G.
(3) Suppose G acts with signature (1; t) and has corresponding (1, t)-generating
vector (a1, b1, [a1, b1]
−1). Then G is contained in some larger group of au-
tomorphisms with corresponding signature (0; 2, 2, 2, 2t) if and only if the
assignment a1 → a
−1
1 , b1 → b
−1
1 is an of G.
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(4) Suppose G acts with signature (0; t, t, u, u), where t + u > 5 and has cor-
responding (0; t, t, u, u)-generating vector (c1, c2, c3, c4). Then G is con-
tained in some larger group of automorphisms with corresponding sig-
nature (0; 2, 2, t, u) if and only if the assignment c1 → c2, c2 → c1,
c3 → c
−1
1 c4c1 and c4 → c2c3c
−1
2 is an automorphism of G.
Theorem 26. Let G be a finite group acting on a compact Riemann sur-
face X of genus g with a triangular signature (0;m1,m2,m3) with corresponding
(0;m1,m2,m3)-generating vector (c1, c2, c3). Then G is not the full automorphism
group of X if and only if at least one of the following conditions is satisfied (up to
permutation of the periods m1, m2, m3).
(1) G acts with signature (0; t, t, t) where t > 4, and the assignment c1 → c2,
c2 → c3 and c3 → c1 induces an automorphism of G.
(2) G acts with signature (0; t, t, u) where t > 3 and t + u > 7, and the
assignment c1 → c2, c2 → c1, c3 → c2c3c
−1
2 induces an automorphism of
G.
(3) G acts with signature (0; 2, 7, 7), the conjugates of c2c
−1
3 c2c1c
3
3 generate
a normal subgroup K of index 56 in G, and G is extendable to a group
G′ containing G as a subgroup of index 9 such that G′ is generated by c1
and an element α which normalizes K and satisfies α3 = 1, (c1α)
7 = 1,
c2 = (αc1α)
−1c1α(αc1α) and c3 = (αc1α
−1)c1α(αc1α
−1).
(4) G acts with signature (0; 3, 3, 7), the conjugates of c2c1c
2
3 generate a nor-
mal subgroup K of index 21 in G, and G is extendable to a group G′
containing G as a subgroup of index 8 such that G′ is generated by c3
and an element α which normalizes K and satisfies α3 = 1, (αc3)
2 = 1,
c1 = αc
−2
3 αc
2
3α
−1 and c2 = α
−1c23αc
−2
3 α.
(5) G acts with signature (0; 3, 8, 8), conjugates of c22c1c
2
3 and c
−1
3 c2c
−1
1 c
−1
2 c1c
−1
2
generate a normal subgroup K of index 72 in G, and G is extendable to
a group G′ containing G as a subgroup of index 10 such that G′ is gen-
erated by c3 and an element α which normalizes K and satisfies α
3 = 1,
(αc3)
2 = 1, c1 = αc
−2
3 αc
2
3α
−1 and c2 = α
−1c23α
−1c3αc
−2
3 α.
(6) G acts with signature (0; 4, 4, 5), the conjugates of c−11 c
−1
2 c
2
3 generate a
normal subgroup K of index 20 in G, and G is extendable to a group G′
containing G as a subgroup of index 6 such that G′ is generated by c3
and an element α which normalises K and satisfies α4 = 1, (αc3)
2 = 1,
c1 = α
2c3αc
−1
3 α
2 and c2 = α
−1c3αc
−1
3 α
(7) G acts with signature (0; 3, n, 3n) where n > 3, the conjugates of c2 gener-
ate a normal subgroup K of index 3 in G, and G is extendable to a group
G′ containing G as a subgroup of index 4 such that G′ is generated by c3
and an element α which normalizes K and satisfies α2 = 1, (c3α)
3 = 1,
c1 = αc3(c3α)
−1c−13 α and c2 = αc
3
3α
(8) G acts with signature (0; 2, n, 2n) where n > 4, the conjugates of c2 gen-
erate a normal subgroup K of index 2 in G, and G is extendable to a
group G′ containing G as a subgroup of index 3 such that G′ is gener-
ated by c3 and an element α which normalizes K and satisfies α
3 = 1,
c1 = α(αc3)α
−1 and c2 = α
−1c23α.
We illustrate with an example.
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Example 3. The vector (x, x, x3) is a (0; 5, 5, 5)-generating vector for the cyclic
group C5 = 〈x〉, so applying the Riemann-Hurwitz formula, we get a C5 action on
a surface X of genus g = 2 with signature (0; 5, 5, 5). Letting (a, b, c) = (x, x, x3),
we see that the assignment c1 → c2, c2 → c1 and c3 → c2c3c
−1
1 induces an auto-
morphism of G (the trivial automorphism), so it follows by (2) of Thm. 26 that C5
is not the full automorphism group of X .
6.3.3. Finding Full Automorphism Groups Using Counting Methods. Thm. 25
and Thm. 26 provide explicit ways to determine whether or not a given group is
the full automorphism group of a compact Riemann surface by looking at the cor-
responding generating vectors and possible the overgroup structures. In certain
cases, we can avoid the actual explicit computation of a generating vector to deter-
mine full automorphism groups by using a different method that relies on counting
epimorphisms instead. An advantage to this alternate method is that the process
is somewhat iterative and uses the existing lists (such as Breuer’s) – something
Thm. 25 and Thm. 26 do not do. The main disadvantage to this alternate methods
is that it does not work in all cases, and in some cases, we still need to return to
generating vectors.
A Fuchsian group Γ with a signature of the form (0;m1,m2,m3) is unique up to
conjugation in PSL(2,R). It follows that if we fix a Fuchsian group Γ with signature
(0;m1,m2,m3) and X is any surface on which a finite group G acts with signature
(0;m1,m2,m3), then there is a surface group Λ for X which is normal in Γ with
Γ/Λ = G. In particular, the number of distinct surfaces with such a G-action will
be equal to the number of non-PSL(2,R)-conjugate torsion free normal subgroups
of Γ with quotient G. Of course, in general it is difficult to determine whether two
subgroups of PSL(2,R) are conjugate, but for triangle groups we have the following
proved in [28]:
Theorem 27. If the PSL(2,R)-conjugate surface groups Λ and Λ′ are both
normal subgroups of the triangle group Γ, then Λ′ = αΛα−1 for some α ∈ N(Γ) or
α ∈ N(N(Λ)) (where N(.) denotes normalizer).
In particular, two normal surface subgroups of a triangle group Γ will be
PSL(2,R)-conjugate if and only if they are conjugate within some triangle group
Γ1 containing Γ, and we know all possible such pairs of triangle groups from Singer-
man’s list. Thus, for a given triangle group Γ with signature (0;m1,m2,m3) and
finite group G, we can count the number of distinct surfaces (up to conformal equiv-
alence) on which G acts with signature (0;m1,m2,m3) by doing the following:
(1) Count the number of epimorphisms from Γ onto G.
(2) Divide this number by |Aut(G)|, the size of the automorphism group of G.
This will give the number of distinct surface subgroups of Γ with quotient
G.
(3) For each triangle group Γ1 containing Γ, sort the surface subgroups of Γ
with quotient G into Γ1-conjugacy classes.
We discuss these steps in a little more detail, and explain how they can help with
the problem of determining full automorphism groups.
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First, at least currently, there is no straightforward way to calculate the number
of epimorphisms from Γ onto G without constructing generating vectors. Fortu-
nately, there is a way to use the characters of G to count torsion free homomor-
phisms. Specifically the following is a consequence of the more general main result
from [38]:
Theorem 28. Suppose that Γ has signature (0;m1,m2,m3) and denote by Li
for 1 ≤ i ≤ 3 the union of all conjugacy classes of G of elements of orders mi
respectively. The number of homomorphisms from ∆ to G with torsion free kernel,
denoted |Hom(∆, G)|, is given by:
(11)
1
|G|
∑
χ
{
χ(1)−1[
∑
x1∈L1
χ(x1)][
∑
x2∈L2
χ(x2)][
∑
x3∈L3
χ(x3)]
}
where χ runs over the irreducible characters of G.
Of course, we need to be a little careful as some of the homomorphisms counted
in Thm. 28 may not be surjective onto G, but rather define an epimorphism onto a
strict subgroup H of G. However, if this is the case, the Riemann-Hurwitz formula
ensures a corresponding action ofH on some surface of smaller genus. In particular,
if we are working iteratively through a list, then we already know the number
of epimorphisms of Γ onto H . Thus to refine the number of homomorphisms to
epimorphisms given in Thm. 28, we simply subtract off the number of epimorphisms
onto the subgroups of G which we have determined already earlier in our list.
For step (3), for many triangle groups, there are only a few containments, so it
is often fairly straightforward to reason when different groups have to be conjugate.
We illustrate with an example.
Example 4. The cyclic group C5 acts with signature (0; 5, 5, 5) on a surface
of genus 2. Using Thm. 28, the number of homomorphisms from Γ with signature
(0; 5, 5, 5) onto C5 is 12. Since there are no non-trivial normal subgroups of C5,
all of these must be epimorphisms, and thus there are 12/|Aut(C5)| = 12/4 = 3
distinct surface subgroups of Γ with quotient C5. From Breuer’s lists, we know
there is no group action on a surface of genus 2 with signature (0; 3, 3, 5). In
particular, none of these surface subgroups are normal in the Fuchsian overgroup
Γ1 with signature (0; 3, 3, 5). Since Γ is normal in Γ1, the three surface subgroups
must all be conjugate within Γ1 (since [Γ1 : Γ] = 3). In particular, there is exactly
one surface of genus 2 up to conformal equivalence on which the group C5 acts with
signature (0; 5, 5, 5).
We use this information to determine full automorphism groups in the following
way. Suppose we know a particular containment of Fuchsian triangle groups Γ ≤ Γ1,
both of which appear in a list such as Breuer’s with corresponding finite groups
G and G1. Then if we know that G1 contains a subgroup isomorphic to G, it is
possible that G is not the full automorphism group of a given surface on which G
acts. In order to decide this, we can count the number of distinct surfaces whose
surface subgroup is contained in Γ normally with quotient G, and compare that to
the number of distinct surfaces whose surface subgroup is contained in Γ1 normally
with quotient G1 – if there are more subgroups inside Γ, then we know for sure
there exists at least one surface X for which G acts but does not extend to G1. Of
course, this doesn’t mean it doesn’t extend to other actions given by other Fuchsian
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group containments, but we can check each containment individually (and many
are unique anyway).
Things are trickier if there are the same number or less than the same number
of normal surface subgroups of Γ with quotient G than normal surface subgroups of
Γ1 with quotient G1. The difficulty lies in the fact that it is not always guaranteed
if G1 acts on X then the subgroup G corresponds to Γ – it could correspond to
a completely different Fuchsian group which may not even be a triangle group.
Fortunately, it is easy to determine signatures of Fuchsian subgroups of a given
index using the following result of Singerman:
Theorem 29. Let Γ1 have signature (gΓ1 ;m1, . . . ,mr). Then Γ1 contains a
subgroup Γ of finite index with signature (gΓ;n1,1, n1,2, . . . , n1,θ1 , . . . nr,θr) if and
only if
(1) There exists a finite permutation group G transitive on [Γ1 : Γ] points and
an epimorphism Φ: Γ1 → G such that the permutation Φ(ζj) has precisely
θj cycles of length less then mj, the lengths of these cycles being
mj/nj,1, . . .mj/nj,θj .
(2) [Γ1 : Γ] = (2gΓ − 2 +
r∑
j=1
θj∑
i=1
(1− 1ni,θj
))/(2gΓ1 − 2 +
r∑
i=1
(1 − 1mi )).
Now, if Γ is the unique subgroup of a given index, then each surface subgroup
of Γ1 with quotient G1 will also be a surface subgroup of Γ with quotient G. In
particular, if there are the same number of surface subgroups, then all such surfaces
have G1 as their full automorphism group and not G. If Γ is not unique the problem
becomes much more difficult, and we need to start looking at generating vectors
for G1 corresponding to each of the different surfaces to determine the signature of
the subgroups corresponding to G using Thm. 29. Rather than present complete
details, we illustrate with an explicit example below, and then use these techniques
to explain how to classify full automorphism groups of superelliptic surfaces in the
next section.
Example 5. In Example 4, we saw that there is exactly one surface of genus 2
up to conformal equivalence on which the group C5 acts with signature (0; 5, 5, 5).
In Breuer’s list for genus 2, there is also an action by the cyclic group C10 with
signature (0; 2, 5, 10). Using Thm. 28, the number of homomorphisms from Γ1 with
signature (0; 2, 5, 10) onto C10 is 4. Since there are no non-trivial normal subgroups
of C10 containing an element of order 10, all of these must be epimorphisms, and
thus there is 4/|Aut(C10)| = 4/4 = 1 distinct surface subgroup of Γ1 with quotient
C10. Now, using Thm. 29, it is easy to see that Γ1 has a unique subgroup of index 2,
this subgroup having signature (0; 5, 5, 5). In particular, it follows that corresponding
unique surface of genus 2 on which C5 acts with signature (0; 5, 5, 5) has a larger
automorphism group – at least C10. In particular, since this is the unique surface
on which C5 acts with this signature, it cannot possibly be the full automorphism
group of a genus 2 surface.
6.4. Superelliptic curves revisited. In order to illustrate the methods we
have outlined for finding full automorphism groups, we conclude our discussion
on compact Riemann surfaces by describing how to use the techniques we have
described to find the full automorphism group of all superelliptic surfaces of level n
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(henceforth just superelliptic surfaces). By superelliptic surface, we mean a compact
Riemann surface X with a cyclic group of automorphisms H of order n, called
a superelliptic group, with the property that X/H has genus 0 and that every
branch point of the map πH : X → X/H has order n. Such surfaces are natural
generalizations of hyperelliptic surfaces, where n = 2 whose full automorphism
groups were completely classified in [19]. It can be shown that, assuming the
above definition of superelliptic, the curve has an equation of the form yn = f(x)
with some restrictions on the factors of f(x). See the references at the beginning
Section 5.
6.5. Preliminaries on Superelliptic Surfaces. Before we start our anal-
ysis, we shall first introduce some basic terminology, notation and facts about
superelliptic surfaces from the point of view of Fuchsian groups. Henceforth, for
our analysis, X will denote a superelliptic surface and H a superelliptic group with
generator τ . Now since X/H has genus 0 and every branch point of the map
πH : X → X/H has order n, it follows that H has signature (0;n, . . . , n).
Now, if Aut(X ) > H , then using the notation we have introduced, after ap-
propriate identifications, we have the tower of groups and epimorphisms illustrated
in Fig. 2 and corresponding to this, the tower of surfaces and holomorphic maps
between them illustrated in Fig. 3.
ΓAut(X ) ρΓAut(X)
//
`

Aut(X ) ρK
//
`

K
ΓH ρΓAut(X)
//
`

H ρK
//
`

1
Λ ρΓAut(X)
// 1
Figure 2. Groups and Quotients
H
piΓAut(X)
!!
piΓH
%%
piΛ
// H/Λ
piAut(X)
77piH
// H/ΓH piK
// H/ΓAut(X )
Figure 3. Maps and Quotient Spaces
Observe that the map πK is a finite Galois map with covering group K from
the Riemann sphere to itself, and all such maps are well known. We summarize
the possibilities for K and the ramification data of the map πK in Table 3. The
importance of these observations is that we can use it to help find Aut(X ) and
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the possible signatures of ΓAut(X ). Specifically, since H is normal in Aut(X ) with
quotient K, Aut(X ) will be a group satisfying the short exact sequence
1→ H → Aut(X )→ K → 1
and all such groups are relatively easy to find. For our purposes, we can take the
more general list of such groups in any characteristic given in Thm. 20 and refine
this list to the admissible K for characteristic p = 0.
Group Branching Data
Cn (n, n)
Dn (2, 2, n)
A4 (2, 3, 3)
S4 (2, 3, 4)
A5 (2, 3, 5)
Table 3. Groups of Automorphisms of the Riemann Sphere and
Branching Data
Now the signature of ΓAut(X ) depends only on which branch points of the map
πH are also ramification points of the map πK . We summarize (see for example
Proposition 3 in [76] for details).
Theorem 30. The signature of ΓAut(X ) takes one of the following forms:
(1) If K = Cm and b1, b2 ∈ X/Aut(X ) are the branch points of πK , the
signature of ΓAut(X ) is (0; a1m, a2m,n, . . . , n) where ai = n if π
−1
K (bi)
contains a branch point of the map πH and ai = 1 else.
(2) If K 6= Cm and (d1, d2, d3) is the branching data of the quotient map
πK with corresponding branch points b1, b2, b3 ∈ X/Aut(X ) respectively,
the signature of ΓAut(X ) is (0; a1d1, a2d2, a3d3, n, . . . , n) where ai = n if
π−1K (bi) contains a branch point of the map πH and ai = 1 else.
6.6. Finding Full Automorphism Groups of Superelliptic Surfaces.
With the necessary terminology and notation introduced, we can now formalize the
problem and explain how to solve it. First, we recall the problem: for a valid group
signature pair (G,S) for a superelliptic surface, we want to know if there exists
a superelliptic surface X on which G acts with signature S as the full automor-
phism group of X , or conversely, if for every such superelliptic surface, G is always
contained in some larger group.
Two immediate observations. First, clearly if the signature S does not appear
in Singerman’s list, then there always exists a superelliptic surface X on which G
acts with signature S as the full automorphism group of X . Therefore, to solve
this problem, we just need to consider possible group signature pairs for which the
signature appears in Singerman’s list. Second, since we are assuming H < G, the
orbit genus of the signature of ΓG must be 0, so we can eliminate cases N1 through
N4 from Singerman’s list as possibilities for S.
Next, we can eliminate further possibilities using the fact that our surface is
superelliptic. Specifically, if an extension of G′ of G exists then H would also be
central in G′ and would therefore be isomorphic to one of the groups appearing
in Thm. 20 (with appropriate K) with corresponding quotient K ′ = G′/H being
an extension of K = G/H with corresponding ramification data from Table 3. In
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particular, when K = S4 or A5, there are no possible extensions, so in either of
these cases, G acts as the full automorphism group. There are also restrictions to
which groups a given K can extend to for the three remaining cases, A4, Dm and
Cm which we shall use in our analysis below.
At this point, we have enough information to tabulate all possibilities for the
signatures which might arise as signatures for non-maximal groups of automor-
phisms of superelliptic surfaces. We shall tabulate these signatures organizing them
by isomorphism classes of K. For a given signature of ΓG in each such table, we
also include the signature for any Fuchsian group ∆ with ∆ ≥ ΓG with signature
coming from Singerman’s list together with K ′, the corresponding extension of K
which is needed to test for the maximality of G. The arguments for why we can
eliminate each group and signature is a little different for each of the possible K ′s,
so we break up our arguments accordingly.
Suppose first that K = Cm and suppose that K
′ is some extension correspond-
ing to G′, an extension of G. Now, it is not possible for K = Cms since using
Thm. 29, the number of branch points of ΓG would be strictly bigger than that
of ΓG′ , and so the signatures would not appear in Singerman’s list. Next, it is
always possible for K ′ = Dm with corresponding signature (0; 2, 2,m). Moreover,
if K is contained in some larger dihedral group, it will necessarily also be contained
in Dm, so to check for maximality, we just need to check extension to Dm. For
K ′ = S4 or A5, each cyclic subgroup Cm is also a subgroup of Dm within K
′, so in
particular, to check for maximality, we just need to check extension to Dm. Finally,
for K = A4, any C2 is contained in D2, so to check for maximality, we just need to
check extension to D2. For C3 ≤ A4 however, there are no intermediate subgroups,
so to check for maximality, we need to check extension to A4.
K Signature of ΓG K
′ Signature of ∆ Further Conditions
Cm (m,m, n, n) Dm (0; 2, 2,m, n)
Cm (mn,mn, n, n) Dm (0; 2, 2,mn, n)
Cm (m,m, n) Dm (0, 2,m, 2n)
C3 (3, n, 3n) A4 (0; 2, 3, 3n) m = 3
Cm (mn,mn, n) Dm (0; 2,mn, 2n)
Table 4. Potential Non-Maximal Signatures with K = Cm
Now suppose that K = Dm and suppose that K
′ is some extension correspond-
ing to G′, an extension of G. Using Thm. 29 to find the corresponding signature of
the surface group for Λ in ΓG and ΓG′ , we see that if K
′ = Dms, then either s = 2
or s = 4. In particular, in each case, it will necessarily be contained in D2m, so to
check for maximality, we just need to check extension to D2m. The only dihedral
subgroup of K ′ = A4 is D2 with m = 2, and in this case we need to check for
extension to A4. For K
′ = S4, there are three different dihedral subgroups – D2,
D3 and D4. If a given D2 extends to S4, then it also extends to D4, so to check
maximality, we only need to check maximality in D4. The group D3 has index 4
in S4. Neither of the signatures T 9 or T 10 with index 4 are valid signatures for D3
and S4 actions, so in this case we do not need to check maximality. Finally, the
group D4 has index 3 in S4. Of the two signatures in Singerman’s list with index
3, only T 11 is valid for D4 and S4 with (0; 2, 2n, 4n) and (0; 2, 3, 4n) respectively,
so this is the only case where we need to check maximality of D4 in S4.
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K Signature of ΓG K
′ Signature of ∆ Further Conditions
Dm (0; 2n, 2n, n, n) D2m (0; 2, 2, n, 2n) m = n
Dm (0; 2n, 2n,m) D2m (0; 2, 2n, 2m)
Dm (0; 2n, 2n,mn) D2m (0; 2, 2n, 2nm)
D2 (0; 2n, 2n, 2n) A4 (0; 2n, 3, 3) m = 2
D4 (0; 2, 2n, 4n) S4 (0; 2, 3, 4n) m = 4
Table 5. Potential Non-Maximal Signatures
Lastly, now suppose that K = A4 and suppose that K
′ is some extension
corresponding to G′, an extension of G. The only possibilities for K ′ are S4 and
A5, so we look at each of these cases individually. If K
′ = S4, then A4 has index
2 in S4, and in this case there are multiple signatures from Singerman’s list of the
form N8 which we need to check to determine maximality. When K ′ = A5, then
K = A4 is non-normal and has index 6 in K
′. This leaves T 7 and T 8 as the only
possible signature pairs, but neither of these work for the inclusion of A4 in A5.
We summarize in Table 6.
K Signature of ΓG K
′ Signature of ∆ Further Conditions
A4 (0; 2, 3n, 3n) S4 (0; 2, 3n, 4)
A4 (0; 2n, 3, 3) S4 (0; 2, 3, 4n)
A4 (0; 2n, 3n, 3n) S4 (0; 2, 3n, 4n)
Table 6. Potential Non-Maximal Signatures
At this point, we now have enough information that to finish the problem we
can either apply Thm. 25 and Thm. 26 to the different possible generating vectors
for each group and signature pair, or alternatively apply the counting methods
developed in Section 6.3.3. Rather than go through every individual case, we illus-
trate with an explicit example. The other signature pairs given in Table 4, Table 5
and Table 6 yield results with similar congruence conditions given in Example 6.
Example 6. Consider the signature (0;mn,mn, n). Since the signature has
periods of order mn, the only possible quotient group in this case is Cnm. If Cnm =
〈x〉, then after appropriate automorphism of Cnm, any (0;mn,mn, n)-generating
vector of Cnm will have the form (x, x
a, xnm−a−1) where (a, nm) = 1 and (nm, nm−
a− 1) = m.
Applying (2) of Thm. 25, this group extends to a group with signature (0; 2,mn,
2n) if and only if the maps x → xa and xa → x induce an automorphism of Cnm
(note that the condition on the third generator is trivially satisfied since the group
is Abelian). However, this happens only if xa
2
= x i.e. a2 ≡ 1 mod nm. In partic-
ular, unless a2 ≡ 1 mod nm for every a satisfying the two different congruences,
then there exists at least one surface on which Cnm acts as the full automorphism
group with signature (0;mn,mn, n)
We note that there are examples from Example 6 for which the group is never
maximal, such as when n = 4 and m = 10, and when there exist maximal actions
such as m = n = 8.
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