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Abstract
It was conjectured by Á. Elbert in J. Comput. Appl. Math. 133 (2001) 65–83 that, given two
consecutive real zeros of a Bessel function Cν of order ν, jν,κ and jν,κ+1, the zero of the derivative
between such two zeros j ′ν,κ satisfies j ′ν,κ >
√
jν,κjν,κ+1. We prove that this inequality holds for
any Bessel function of any real order. In addition to these lower bounds, upper bounds are obtained.
In this way we bracket the zeros of the derivative. It is discussed how similar relations can be obtained
for other special functions which are solutions of a second order ODE; in particular, the case of the
zeros of αCν + xC′ν is considered.
 2003 Elsevier Science (USA). All rights reserved.
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0. Introduction
Sturm’s comparison theorem is a useful tool for analyzing spacing properties of zeros
of functions satisfying a second order ODE. A classical illustration of this method is the
derivation of bounds for the distance between consecutive zeros of Bessel functions by
comparing the ODE satisfied by Ricatti–Bessel functions with the sin(x) function [6].
A variant of Sturm’s comparison theorem was considered in [3] in order to establish
bounds for the differences of adjacent zeros of Bessel functions Cν,Cν±1. The method
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singularities and satisfy non-linear first order ODEs, and the comparison of these func-
tions with the tan(x) function. In [4] it is discussed how to obtain similar bounds for a
considerable number of special functions and orthogonal polynomials satisfying differ-
ence–differential equations of first order.
For the problem under consideration, a similar approach will be used. Given that we
want to relate the positions of the zeros of the function and the derivative, the choice of
function will be the logarithmic derivative, to be compared with the tan(x) function. In
order to motivate the proof of the conjecture [1], in Section 1 we will use an intuitive
argument which is explicitly proved in Section 2. Section 3 discusses the application of
these results to the zeros of (xαCν)′.
1. Proving the conjecture
The starting point is the second order differential equation satisfied by Bessel functions:
y ′′ν +
1
x
y ′ν +
(
1− ν
2
x2
)
yν = 0. (1)
It is more convenient to write an equivalent equation in normal form in order to analyze
the oscillatory behavior. The choice here is a change of the independent variable (never
a change of the dependent variable, because the extrema would not be the same after the
change).
For an equation
y ′′(x)+ B˜(x)y ′(x)+ A˜(x)y(x)= 0 (2)
this transformation is accomplished by a change of variables
z(x)=
∫
exp
(
−
∫
B˜(x) dx
)
dx. (3)
We arrive at
y¨
(
x(z)
)+A(z)y(x(z))= 0 (4)
with
A(z)= A˜(x(z))x˙2, (5)
and the dots represent derivatives with respect to z.
For the case of Bessel functions, with the change of variables
z(x)= logx, (6)
Eq. (1) is transformed to
y¨ν
(
x(z)
)+ (e2z − ν2)yν(x(z))= 0,
that is
A(z)= e2z − ν2, (7)
which is increasing in z. The fact that A is increasing has the following implication:
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uously differentiable solution. Let zi, zi+1 be two consecutive zeros of y(z) and z′i the zero
of y˙ between such two zeros. Then:
(1) If A is constant then z′i = (zi + zi+1)/2;
(2) If A is strictly increasing then z′i > (zi + zi+1)/2;
(3) If A is strictly decreasing then z′i < (zi + zi+1)/2.
This theorem follows immediately from Lemma 2.4, which will be proved in Section 2.
This result is a consequence of two basic facts. First, between two consecutive zeros of
y(z), zi and zi+1 (zi < zi+1), there is one and only one zero of the derivative (Lemma 2.2).
Second, it is evident that if A is constant (and positive), the extremum of y(z) in (zi, zi+1)
lies in the middle point between these zeros; if A is strictly increasing, we expect that the
zero of y˙ in (zi , zi+1) shifts towards zi+1 given that the oscillations become faster as z
increases; contrary, if A is strictly decreasing the zero of y˙ will shift towards zi . This fact
is proved in Lemma 2.4.
Therefore, coming back to the case of Bessel functions and given that A(z) is increasing
we have that
z′i >
zi + zi+1
2
.
Turning back to the x variable we find:
Theorem 1.2. Let xi and xi+1 be two consecutive zeros of a Bessel function and x ′i the
extremum between these two zeros. Then
x ′i >
√
xi xi+1.
In fact, this type of relation turns out to be general for certain Euler–Cauchy type
differential equations. Considering the change of variables z(x) = logx , together with
Lemma 1.1 it is straightforward to check the following
Theorem 1.3. Let x2y ′′ + xy ′ + a(x)y = 0, x > 0, with a(x) continuous and monotone.
Let y(x) be a twice continuously differentiable solution. Let xi, xi+1 be two consecutive
zeros of y(x) and x ′i the zero of y ′(x) between them. Then:
(1) If a(x) is constant then x ′i =
√
xixi+1;
(2) If a(x) is strictly increasing then x ′i >
√
xixi+1;
(3) If a(x) is strictly decreasing then x ′i <
√
xixi+1.
Of course, there are many other examples for which Theorem 1.1, together with the
change of variable (3), can be applied to obtain bounds on the turning points of the solutions
of a second order ODE. For example, for the case of the Airy equation
y¨(z)+ zy(z)= 0, (8)
no change of variable is necessary because the equation is already in normal form. We have
that A(z)= z is an increasing function and therefore z′ > (zi + zi+1)/2. These bounds arei
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because y(z)= ζ 1/3C1/3(ζ ), ζ = 2z3/2/3 (z > 0), is a solution of Eq. (8) for any C1/3(x)
which is solution of Eq. (1) with ν = 1/3.
In Section 2, Theorem 1.1 is rigorously proved, being an immediate consequence of
Lemma 2.4. In addition, we complement these lower (upper) bounds with upper (lower)
bounds in such a way that the zeros of the derivative can be accurately bracketed (Lem-
ma 2.6 and Corollary 2.1).
2. General setup
As explained earlier, a second order ODE with continuous coefficients A˜ and B˜ can
always be transformed to a normal form preserving the zeros and turning points up to a
change of variables. For this reason we only need to consider equations in normal form in
order to study relations between turning points and zeros.
We restrict our study to normal equations y¨ + A(z) y = 0, A(z) being continuous in
the interval under consideration (z1, z2), where the solutions have several zeros; z1 or z2
or both may be infinite. We consider non-trivial solutions of this equation y(z), which are
twice continuously differentiable. In addition, we consider that A(z) may change sign at
most once, which is certainly true if A(z) is a monotone function. Finally, we assume that
A(z) is never negative if A(z) does not change sign (otherwise, the solutions y(z) could
have one zero at most).
In Lemma 2.1 and the proof of Lemma 2.2, we assume (without loss of generality) that
A(z) is positive on the right side of the interval. This means that a value za exists such
that A(z) > 0, ∀z > za (if A(z) is positive on the left side, we would change of variable by
reversing its sign).
Under these conditions, it is immediate to prove
Lemma 2.1. If zi is a zero of y(z), zi  za , then y˙(z) = 0, ∀z za .
Proof. Let us notice that y(z)y¨(z) = −A(z)(y(z))2 > 0 for z < za , z = zi ; in addition,
y˙(zi ) = 0 because y(z) is not a trivial solution. Therefore, if y˙(zi ) > 0 then y˙(z) > 0,
∀z  za , because the derivative is increasing for z ∈ (zi, za) and decreasing for z < zi .
Similarly, if y˙(zi) < 0 then y˙(z) < 0, ∀z za . ✷
This lemma implies
Lemma 2.2. Between two consecutive zeros of y(z), zi and zi+1, there is one and only one
zero of y˙, z′i , and A(z′i ) > 0.
Proof. Because y(zi) = y(zi+1) and y(z) is differentiable, there is necessarily a zero
of y˙(z) in (zi , zi+1). Let us now prove that there is exactly one zero of y˙(z) in this interval.
Let assume that there are two zeros of y˙ (z′1 and z′2) in (zi, zi+1) and we will arrive at a
contradiction.
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y¨(z′′)= 0= A(z′′)y(z′′). But y(z′′) = 0 because zi < z′1 < z′′ < z′2 < zi+1, and zi and zi+1
are consecutive zeros of y(z); therefore z′′ = za . But then zi < z′1 < za is in contradiction
with Lemma 2.1.
In conclusion, there is exactly one zero of y˙(z) in (zi , zi+1), which we will denote as z′i .
Furthermore, necessarily A(z′i ) > 0 (Lemma 2.1). ✷
Remark 2.1. Notice that it is possible that two consecutive zeros of y˙ exist which do
not have a zero of y between them. These two consecutive turning points can not not lie
between two zeros of y and one of them must be smaller than za . This is the only possibility
for which a turning point z′i may exist such that A(z′i ) < 0.
As explained earlier, we will study the behavior of the logarithmic derivative in order
to obtain relations between zeros and turning points. The following lemma tells us that the
logarithmic derivative (with reversed sign) has a tan(z)-like behavior between two zeros
of y .
Lemma 2.3. Let h(z)=−y˙(z)/y(z) and let zi, zi+1 be two consecutive zeros of y and z′i
the extremum between them. Then:
(1) h˙=A+ h2;
(2) (z− z′i )h(z) > 0, ∀z ∈ (zi, zi+1) \ {z′i};
(3) limz→z+i h(z)=−∞, limz→z−i+1 h(z)=+∞.
Proof. (1) Take the derivative of h and use the second order ODE.
(2) Because A(z′i ) > 0, we have h˙(z′i ) > 0. Thus, (2) follows from the fact that z′i is the
only zero of y˙ in (zi, zi+1).
(3) zi, zi+1 are simple poles of h; therefore (3) follows from (2) and the continuity of h
in (zi , zi+1). ✷
Now we can proceed to compare h with tan(kz) in order to obtain information regarding
the spacing between extrema and zeros. The following result can be derived by applying
Lemma 2.3:
Lemma 2.4. Let
ki = π
2
√
A(z′i )
.
Then:
(1) If A is strictly increasing then z′i−zi > ki , zi+1−z′i < ki; therefore z′i > (zi+zi+1)/2;
(2) If A is strictly decreasing then z′i−zi < ki , zi+1−z′i > ki; therefore z′i < (zi+zi+1)/2.
Proof. Let us consider that A is strictly increasing. The case of A strictly decreasing can
be proved in the same way. Let us denote ai =A(z′i ); ai > 0 according to Lemma 2.2. We
have that ai > A(z), ∀z ∈ (zi , z′), and ai < A(z), ∀z ∈ (z′ , zi+1).i i
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h˙=A+ h2 < ai + h2,
and then
h˙
ai + h2 − 1 < 0.
Therefore
z∫
z′i
(
h˙
ai + h2 − 1
)
dz > 0, ∀z ∈ (zi, z′i),
and integrating
1√
ai
arctan
(
h(z)√
ai
)
− (z− z′i)> 0.
Now taking the lateral limit z→ z+i and on account of Lemma 2.3, we arrive at z′i−zi > ki .
In the same way we can prove that zi+1 − z′i < ki and therefore z′i > (zi + zi+1)/2. ✷
This result implies Theorem 1.1, which was used to prove Elbert’s conjecture regarding
Bessel functions. Other results that can be obtained in a similar way are:
Lemma 2.5. If z is a zero of y adjacent to a zero of y˙, z′, then:
(1) If 0 <A<K between z and z′ then |z− z′|> π/(2√K);
(2) If 0 < k <A between z and z′ then |z− z′|< π/(2√k).
These results can be combined to bracket the roots of y˙:
Lemma 2.6. Let z′i ∈ (zi , zi+1) be such that A(zi) > 0 and let 0 < k <A<K in (zi , zi+1).
Then z′i ∈ (zm − λ, zm + λ) with zm = (zi + zi+1)/2, λ = (π/4)(k−1/2 − K−1/2). If
K/k < 9 then (zm − λ, zm + λ)⊂ (zi , zi+1).
Corollary 2.1.
(1) If A is increasing and A(zi) > 0 then z′i ∈ (zm, zm + λ);
(2) If A is decreasing and A(zi) > 0 then z′i ∈ (zm − λ, zm),
where λ= (π/4)|A(zi)−1/2 −A(zi+1)−1/2|.
For instance, using these relations for the Bessel functions and undoing the change of
variables (6) we find, assuming that xi ≡ x(zi) > ν (so that A(zi) > 0), and using the
notation xi = x(zi)= jν,κ , xi+1 = x(zi+1)= jν,κ , and x ′i = x(z′i )= j ′ν,κ :
1 <
j ′ν,κ√
j j
< exp
(
π
4
[
f (jν,κ)− f (jν,κ+1)
])
, (9)ν,κ ν,κ+1
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jν,κ and jν,κ+1.
This provides a bracketing which can be used to efficiently compute the roots of
C ′ν(x) [5] when the roots of Cν(x) are known [4]. As κ grows, the length of the bracketing
intervals lν,k goes to zero in such a way that limκ→+∞ jν,κ lν,κ = π2/4 (see Section 3).
Remark 2.2. The lower bound (Elbert’s conjecture) applies to any extremum between two
consecutive zeros. However, the upper bound may fail for the first extremum between the
smallest consecutive zeros. This is so when the first zero is smaller than za (A(z < za) < 0,
A(z > za) > 0), with x(za)= ν for the case of Bessel functions. This failure may only take
place for the one extremum described (there can be no more than one zero of the function
in z za ). This limitation is not particular for the case of Bessel functions.
This kind of bracketing properties can be obtained for any special function which is
solution of a second order ODE with continuous coefficients.
3. Zeros of αCν + xC′ν
We choose as a further illustration of the methods described the case of the extrema
of xαCν(x), that is, the zeros of αCν + xC ′ν , which are important zeros in several applica-
tions [2]. Particular cases are the turning points of Bessel functions (α = 0), Airy functions
(α = ν = 1/3) and Ricatti–Bessel functions (α = 1/2). In this last case, the bracketing
properties are straightforward to obtain because the differential equation is in normal form:
y ′′ν +
(
1− ν
2 − 1/4
x2
)
yν = 0. (10)
In particular, we see that x ′i > (xi + xi+1)/2 if |ν|> 1/2 and the contrary happens when|ν|< 1/2. This is in contrast with the case α = 0 for which we have x ′i >
√
xi xi+1 for all
real orders.
We now turn to the more general case of bracketing the zeros of αCν + xC ′ν for real α.
The starting point is the second order ODE for yν := xαCν :
y ′′ν +
1− 2α
x
y ′ν +
(
1− ν
2 − α2
x2
)
yν = 0, (11)
which we can transform to normal form by a change of variables z(x)= b(x2α/2α) with b
constant and α = 0. We take
z(x)= x
2α
|2α| , (12)
which allows us to study the monotonicity of A both in the z or the x variable (z′ > 0 for
x > 0). The case α = 0 was previously discussed.
With this change, the coefficient A(z) for the equation in normal form is such that
A
(
z(x)
)= (x2 − (ν2 − α2))x−4α. (13)
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the parameters, namely when α(α− 1/2)(ν2 − α2) > 0. The monotonicity properties of A
can be summarized as follows.
Lemma 3.1. When α(α − 1/2)(ν2 − α2)  0, A(z(x)) is monotone for x > 0, strictly
increasing for α < 1/2, and strictly decreasing for α > 1/2. If α(α − 1/2)(ν2 − α2) > 0,
the same holds when x > xe :=
√
α(ν2 − α2)/(α − 1/2). If α = 1/2, A is strictly
increasing when |n|> |α|, strictly decreasing when |n|< |α|, and constant for |n| = |α|.
If α = 0, A is strictly increasing.
Then, using these monotonicity properties together with the change of variables (12)
and applying Lemma 2.4 in the variable z we obtain the following result:
Theorem 3.1. Let xi, xi+1 be two consecutive zeros of a cylinder function Cν and x ′i the
zero of xCν + αC ′ν between them. If α(α − 1/2)(ν2 − α2) 0 then:
(1) If α ∈ (0,1/2) (or α = 1/2 and |ν|> 1/2) then
x ′i >
(
x2αi + x2αi+1
2
)1/2α
,
and this holds continuously as α→ 0; if α = 0 then x ′i >
√
xixi+1.
(2) If α /∈ [0,1/2] (or α = 1/2 and |ν|< 1/2) then
x ′i <
(
x2αi + x2αi+1
2
)1/2α
.
(3) If α = ν = 1/2 then x ′i = (xi + xi+1)/2.
These inequalities hold only for xi > xe (Lemma 3.1) when α(α− 1/2)(ν2 − α2) > 0, that
is:
(1) α ∈ (0,1/2) and |ν|< |α|;
(2) α /∈ [0,1/2] and |ν|> |α|.
The roots of xCν + αC ′ν can be bracketed similarly as we did for the zeros of C ′ν . For
instance, in the case 0 < α < 1/2 (with xi > xe or A monotone ∀x > 0), we would have
xi < xi,1 ≡
(
x2αi + x2αi+1
2
)1/2α
< x ′i <
(
x2αi + x2αi+1
2
+ λi
)1/2α
≡ xi,2 (14)
with λi = (πα/2)|f (xi) − f (xi+1)| and f (x) = A(z(x))−1/2. We will have, according
to Lemma 2.6, that xi,2 < xi+1 when K/k < 9, which, considering the monotonicity
properties of A, holds (assuming x > xe or that A is always monotone) if(
xi+1
)4|α−1/2|
< 9
(
f (xi+1)
)sign(α−1/2)
xi f (xi)
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always met for large enough xi . Furthermore, the bracketing becomes finer as higher i is
considered; given that limi→∞(xi+1 − xi)= π and limi→∞ xi =+∞ we have that
λi = x2αi
( |α(α − 1/2)|π2
x2i
+O(x−3i )
)
,
and then(
x2αi + x2αi+1
2
+ λi
)1/2α
=
(
x2αi + x2αi+1
2
)1/2α[
1+ |α − 1/2|π
2
2x2i
+O(x−3i )
]
,
which also holds as α→ 0. Therefore the length of the bracketing interval goes as 1/xi for
large i and we have that
lim
i→∞ xi(xi,2 − xi,1)=
|α− 1/2|π2
2
.
An analogous bracketing of the roots can be obtained for the case α /∈ [0,1/2] (assuming
xi > xe or A monotone ∀x > 0). In this case(
x2αi + x2αi+1
2
− λi
)1/2α
< x ′i <
(
x2αi + x2αi+1
2
)1/2α
(15)
and, as before, the length of the bracketing interval goes as 1/xi for large i .
For the cases for which A has an extremum at xe and xi+1 < xe, either Eq. (14)
(A is increasing for x < xe) or (15) (A decreasing) holds, with the possible exception
discussed in Remark 2.2. Finally, if xe ∈ (xi, xi+1) we are left with Lemma 2.6 to provide
a bracketing of the extremum inside this interval.
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