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SUMMARIES 
La premibre d&nonstration du th&or&me fondamental de 
l'alggbre, propos6e par D'Alembert en 1746 et pratique- 
ment inconnue jusqu'au present,a provoqu8 une sbrie de 
d&monstrations "analytiques," dans lesquelles sont 
essentiellement utilisges les propri&ds d'un polyname 
comme fonction analytique. Les d&nonstrations de telle 
sorte ont amend 2 ce que le th&r&me fondamental de 
l'algsbre ait trouvd sa place dans la th&rie des fonc- 
tions analytiques. Une des plus simples d&nonstrations 
modernes et en m&e temps une des plus r&andues du 
th.&r&me fondamental de l'alg&bre fut formge des d&non- 
strations "analytiques" de Gauss, d'drgand, de Legendre 
et de Cauchy, dans lesquelles avaient &tg utilisees et 
d&velopp&es des id&es de D'Alembert. 
The first proof of the fundamental theorem of algebra, 
proposed by D'Alembert in 1746 and practically unknown 
to this day, stimulated a series of "analytic" proofs 
which made essential use of the properties of polynomials 
as analytic functions and placed the theorem within 
complex analysis. One of the simplest and most widely 
known modern proofs is formed from the "analytic" proofs 
of Gauss, Argand, Legendre and Cauchy, which used and 
developed the ideas of D'Alembert. 
IIepBoe aoKa3aTenbcTBo OCHOBHOR Teopem anrebpb$ 
npem'xomessoe JlanaM6epoM B 1746 r. H npaKTuvecKH 
He H3BeCTHOe a0 HaCTORMerO BpeMeHH l-IOnO)KHno 
HarIano uenoft cepmi "aHantiTmecKHx" ,qoKa3aTenbcTB, 
B KOTOpblX CyrrleCTBeHHo HCllOnb3YlOTCR CBOtiCTBa 
MHoroVneHa KaK aHanuTwvecKoR @yHKWiH. #qoKasaT- 
enbCTBa TaKOrO pOJ(a IIpHBenH K eCTeCTBeHHOMY BKnTIIU' 
rIeHmo OCHOBHO~~ Teoperm anredpbl B Teopm @YHKUH~~ 
KomneKcHoro nepeMeHHor0. H3 'aHamTwiecK5ixn 
AOKa3aTenbCTB rayCCa, ApraHa, JIemaHnpa H KOWH, 
B KOTOpblX dw-ui WCllOnb30BaHM H pa3BHThl UAeEi 
AanaMGepa, c@opMwpoBanocb 0~~0 w3 Haa6onee 
paCl-IpOCTaH@HHhlX H IlpOCTbXX AOKa3aTenbCTB OCHOBHOft 
Teopem anre6obI. 
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I. 
11 existe beaucoup de demonstrations du theor??me fondamental 
de l’algebre: tout polyname aux coefficients numdriques a au 
moins une racine complexe. Ces demonstrations sont convention- 
nellement divisees en “algebriques” ou “analytiques,” dont les 
premieres utilisent la thdorie des fonctions symmetriques, et 
les deuxiemes s’appuyent sur les proprii%& du polynBme comme 
fonction analytique. 
L’histoire des demonstrations algebriques a Bte largement 
mis en lumi&re dans la litterature sur l’histoire des mathbma- 
tiques [bamMaKoBa 19571. Quant a l’histoire de demonstrations 
analytiques il n’y en a pas d’aperqus complets quoiqu’on en 
trouve des remarques particulibres chez certains auteurs 
[Encyclop&die; Kyporrl 1968, 160; Ilanspo 1936, 1231. 
Les demonstrations analytiques peuvent Qtre divisees a leur 
tour en deux classes. La premiere comprend les demonstrations 
basQes sur l’etude de la topologie des courbes algebriques. La 
deuxieme contient celles qui s’appuient dans une certaine m&sure 
sur le principe du module maximal de la fonction analytique. 
II. 
C’est d’apres les demonstrations du deuxieme groupe que s’est 
forme finalement la demonstration moderne presentee dans la 
plupart des manuels de l’algebre. Nous donnons son expose som- 
maire. 
Soit w = P(z) = a9zn + yzn-1 + a2Zn-2 f . . . + d,-lZ + an 
un polyname aux coefficients complexes. L’existence de la 
racine P(Z) se d6montre en deux &apes: 1. 11 existe le minimum 
du module IP(z 2. Si z = z0 est un point, oh 1 P(z) 1 atteint 
le minimum et (P(zO)( # 0 , il existe z dans un voisinage suffi- 
samment petit du point z0 , tel que IP(z) 1 < 
suit que P(z,) = 0. 
IP(zo) I. D’oh 
La deuxisme partie de la demonstration, connue plus souvent 
sous le nom de “lemme D’Alembert” [ Kypon~ 1936, 1521 est la 
plus importante. Quant a la premiQre partie de la demonstration, 
c’est trbs longtemps, presque jusqu’au milieu du XIX siecle que 
l’existence du minimum de la fonction continue a tM consideree 
comme Bvidente. Notre recherche, portant sur les travaux de la 
deuxibme moiti6 du XVIII sikle et le d&but du XIX n’examine 
pas ce sujet. Nous analysons l’histoire de la formation de 
l’id8e principale. 
III. 
Cette id&e remonte a D’Alembert [1748] qui proposa en 1146 
la premiere dgmonstration du theorZ?me fondamental de l’algebre. 
Nous allons exposer ses &apes principales. Nous employons 
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le langage mathhmatique moderne, saris changer pourtant le sens 
des raisonnements de D’Alembert. [L’analyse detaillee de la 
d6monstration de D’Alembert est donn6e dans Derposa 19701. 
D’Alembert envisage l’bquation w - P(z) = 0, ou P(z) = aOzn 
+ a zn-l + . . . + a . Ddsignons w - P(Z) l’image du point z. 
admettant que le prdint (z 
En 
w ) satisfait a l’Equation, 
D’Alembert affirme que da% 18 voisinage de ce point a lieu le 
developpement 
(1) 2 - z. = Cak(w - woJrfc 
k 
ou (rk) eSt une suite croissante des nombres rationnels. 11 en 
r6sulte que tout point w d’un voisinage suffisamment petit de 
w0 est ainsi l’image de quelque z. Dans ce cas la demonstration 
du th6or8me fondamental se trouve rammenee 2 dCmontrer que le 
point w = 0 est l’image de quelque z, reel ou imaginaire. 
D’Alembert raisonne par l’absurde. 11 examine l’ensemble 
d’images reelles en prenant l’image w = w0 la plus proche au 
zero. Mais alors, comme il suit du developpement (l), tout reel 
w du voisinage de w0 sera aussi une image, c’est-a-dire il 
existe une image plus proche au z&o que w La contradiction 
dQmontre le th6or8me. 0’ 
La demonstration de D’Alembert a, comme nous voyons, deux 
points priv& de fondements. Premierement, il n’a pas demontre 
que le developpement (1) est juste. Deuxiemement, en supposant 
l’existence de l’image minimale en module, il s’appuie implicite- 
ment sur l’idbe que l’ensemble d’images est ferme. Malgre ces 
lacunes, la demonstration de D’Alembert ne contient pas de 
defauts logiques. 
Selon l’opinion de MapKyLueBw’Z [1958, 1201, la dkmonstration 
de la validit du d6veloppement (1) doit ^etre bas6e sur le 
th6orbme fondamental, c’est-a-dire que dans ce cas D’Alembert 
se trouve dans un cercle vicieux. Nous ne sommes pas de cet 
avis. L’existence de la racine est un probleme de caractere 
global, mais le d6veloppement (1) a un caractere local. La 
methode du “parallelogramme” de Newton, qui permettait de trouver 
les coefficients du d6veloppement (1) par recurrence a Bt6 deja 
connue et bien travaillee vers le milieu du XVIII siecle. La 
convergence de cette sQrie ne se demontrait pas, bien &r. 
Notons, qu’on peut montrer qu’il existe dans le voisinage du 
point (z,,wo) au moins une branche de fonction, inverse de 
w = P(z), par la methode d’application contractante et cette 
demonstration n’est pas de tout li6 au problbme de l’existence 
de la racine. 
I1 est digne de remarquer que la demonstration de D’Alembert 
contient un fait plus g&&al que la proposition nom6e “lemme 
de D’Alembert.” I1 y est montrd en effet que l’ensemble 
d’images est ouvert, c’est-a-dire chaque image est munie d’un 
voisinage quelconque qui fait partie de l’ensemble. 
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IV. 
La demonstration de D’Alembert n’6tait pas Comprise par ses 
contemporains qui croyaient nt5cessaire de dbmontrer le th6orsme 
fondamental par les moyens de l’algsbre m&me. Les d&nonstra- 
tions algebriques, proposees par Euler, Lagrange, LaplaCe et 
d’autres, dominerent jusqu’8 la fin du XVIII sibcle. 
En 1799 Gauss [1878] a donn6, dans sa these de doctorat, une 
nouvelle d6monstration, basbe sur 1’Btude de la topologie des 
courbes algebriques. Dans la conclusion il revient a l’id6e de 
D’Alembert en tracant une autre voie de la rf%liSatiOn de cette 
idee. Gauss prr%ente le polyndme w(z) = PI fx,Y) + ip, (x,Y) I 
z = x + iy; et considere la parti r6elle P (x,Y) sur la courbe 
P2fXtY) = 0. 11 montre que la valeur j~~]rx,y)] sur cette courbe 
doit absolument s’annuler. Si dans un point de cette courbe 
IpI (x,y)] atteint le minimum, different de z&o, ce point sera 
un point multiple de la courbe P2(x,y) = 0 et on peut diminuer 
(Pl(x,y) 1 en passant sur une autre branche de cette cow-be. 
En effet, si sur la courbe P2(x,y) = 0, jPl(x,y) 1 dans le 
point (x,, y,) atteint un minimum, autre que z&o, il n’est pas 
difficile de montrer que dans ce point P'(z,) = 0, z0 = x,, + iyO, 
c’est-a-dire dans le voisinage de ce point, P(z) s A(z - ~0)~. 
Mais alors PI (x,y) - P1 (xo,yg) 2, 
QJ /4[&sin (k4 + a) 06 z - zo = 11 en resulte 
que par ce point (xo,yo) dans les directions @ = fim - a)/k 
m = 0, 1, 2 . . . k - 1, passent k branches de la courbe P2(x,y) = 0, 
et sur ces branches cos(k$ + a) est Bgal, tour a tour, tantat 
3 +1, tantat 3 -1. Autrement dit, si sur une branche la fonction 
PI (x,y) atteint un minimum, elle atteint un maximum sur la branche 
voisine, et on peut diminuer I~~(x,y) I en passant sur cette 
branche. Pourtant Gauss Bprouve, justement un doute qu’en tout 
diminuant la valeur Ipl(x,y) ( on atteint le minimum. En effet, 
nous pouvons admettre, a priori, que la courbe alggbrique 
p2 (X/Y) = 0 dans un domaine born6 a une &endue infinie, et 
dans ce cas l’existence du minimum I~~(x,y) 1 n’est pas Bvidente. 
Nous voyons que D’Alembert et Gauss ont cherch6 par des 
voies differentes B r6aliser la m$me idee. L’imperfection de 
leurs raisonnements s’explique, considerablement, par ce qu’ils 
n’ont examine que les valeurs r6elles du polyni5me sans sortir 
dans le plan complexe de la variable z. 
V. 
La dgmonstration du thgorC!me fondamental est don&e, presque 
sous sa forme moderne, dans l’ouvrage anonyme du mathgmaticien 
suisse R. Argand [publie en 18061 consacr6 au problZ?me de la 
reprgsentation geometrique des nombres complexes. Argand montre, 
par cette di3monstration (laquelle n’&ait pas le but principal 
de ce travail) les avantages de sa nouvelle theorie. Pr&sentons 
presque integralement cette d&!monstration [Argand 18741. 
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Argand represente les nombres complexes comme vecteurs dans 
le plan. 11 considere le polyname P(z) = a 
+ aa et suppose que OA, est le vecteur a,, 
zn + alznB1 + . . . 
x ,A, le vecteur 
anB1z, et AnAn+ le vecteur a,,zn. Alors, le vecteur OAn+l est 
P(Z), et la demonstration du theorZ?me fondamental est ramenee B 
montrer qu’on peut determiner z = z. de manibre que le point 
A n+l coincide avec le point 0. Au cas contraire, il y a un 
point z = z. ou [P(Z) 1 atteint le minimum, et Argand montre que 
dans le voisinage de ce point z. il existe un point z = zo + AZ 
tel que IP(zo + AZ) 1 < IWz,~ I. 11 le deduit du developpement 
peg + AZ) = P(z ) + RAzk + sAzs + . . . + A@, ou les coefficients 
R,S,... sont dif Brent du z&o. P Argand choisit l’accroissement 
de l’argument AZ de sorte que le vecteur RAzk soit opposQ au 
vecteur P (z,) , ce qui est toujours possible. Par exemple, si 
R > 0 et a est 1 ‘argument du vecteur Plzo) , on peut prendre 
l’angle 4 = (a - a)/k comme argument de RAzk. Le module de AZ, 
ui 
1 
reste arbitraire, est choisi par Argand de maniere 
p(zo) 1 > IRAzkl > )sA#t + . . . + IAznI, d’ou suit que f 
ue 
P(zo + AZ) 
> IP(z~J~ - IRA&I + ISAZS~ + . . . + IAZ~] > IPCZ~J~. 11 est 
convaincu par la contradition gag&e que le minimum IP (2) 1 ne 
peut pas ‘dtre different du z&o. 
Argand donne ses raisonnements en langue g&om&rique ce qui 
fait sa d&monstration compacte et Claire. Par contraste avec 
D’Alembert et Gauss, il considbre w = P(Z) dans tout le plan 
complexe et non pas seulement aux points oh le polynbme prend 
des valeurs r6elles ce qui simplifie consid6rablement sa dgmon- 
stration. Nous voyons que la mdthode utilisee par Argand est 
tout B fait diffQrente de la m$thode d D’Alembert. C’est pour- 
quoi l’opinion que la demonstration d’Argand est une variante de 
celle de D’Alembert est sans fondement [bYp6aKH 1963, 1631. 
Notons qu’Argand a don& en 1806 la premiere d6monstration 
rigoureuse de la partie principale du theoreme fondamental, 
nomme plus haut “lemme de D’Alembert .” Quant 51 1 ‘existence du 
minimum P(Z), Argand avait eu a ce sujet quelques idles assez 
vagues . L’essentiel est qu’il avait compris la n&cessite de 
cette demonstration. 
Bien qu*apr& la deuxieme publication (avec le nom de 
l’auteur) Argand ait suscite une vive discussion, sa demonstra- 
tion du thi5orbme fondamental de l’algebre n’a pas Qt6 reconnue 
et fut, dans la suite, pratiquement oubliee. Cela s’explique 
en grande partie par ce que l’interprbtation gi5ometrique des 
quantites complexes et les raisonnements qui en decoulent 
Btaient insolites pour les math&naticiens de cette Bpoque. 
Dix ans plus tard Cauchy [1817b] a publiA la diSmonstration, 
analogue par conception mais moins parfaite en forme, qui a 
r$u une large reconnaissance. A cette Bpoque Cauchy ne 
connaissait pas le memoire dlArgand, et c’est une petite remarque 
de Legendre sur la m&hode approximative B trouver des racines 
complexes de 1’6quation donnee dans sa monographie sur la 
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theorie des nombres qui a pousse Cauchy B faire ce travail. En 
1847 Cauchy a donni? encore unedemonstration du theorbme, en 
redisant exactement sous une forme plus &endue la deduction 
geometrique d’Argand. 
Les raisonnements de Legendre ne contiennent rien de nouveau 
par comparaison avec ceux d’Argand. En donnant B l’arg’ument 
z=z 0’ z(j = x0 du polyn8me P(Z) un assez petit accrois 
sement w, 
+ Liy* 
Legendre obtlent P(zo f  w) i P(z,-,) + UP’. En 
posant .w = -nP(zo)/P (zO), oh n est un petit.nombre positif, il 
trouve que P(Z c’est-a-dire dans le point 
En continuant ce processus 
Zk pour lesquels IP(zo) 1 
> . . . . cette SUite Zk, 
selon Legendre, doit converger vers la racine de l’bquation 
P(z) = 0. Legendre remarque que cet algorithme est valable au 
cas oti p(Zk) = 0. D’oh suit que P(z + id) P P(z ) + wSs.A, 
et il faut prendre w = [-nP(zk)/A] 4. 
Pourtant dans les deductions de Legendre il y a une s&ie 
des questions contestables. Avant tout, il n’est pas clair si 
la suite des points Zk converge. Mais me^me dans le cas de la 
convergence, la suite IF(zk) I peut ne pas tendre vers z&o. La 
substitution de l’accroissement par la differentielle est aussi 
douteuse. 
Nous voyons que la demonstration d’:.rgand est beaucoup plus 
parfaite et rigoureuse que la deduction de Legendre, bien qu’il 
y a des raisons b supposer que Legendre connaissait l’ouvrage 
d’Argand [ IIJanapo 1936, 961. 
L’ouvrage de Legendre a attire l’attention de Cauchy qui, 
analiste par disposition, cherchait une demonstration purement 
analytique. C’est ainsi qu’en 1817 il a fait une tentative de 
traduire en langue analytique les raisonnements analogues 2 
ceux qui Gauss avait utilisee dans sa thbse de doctorat. Le 
resultat Btait trop gauche [Cauchy 18171. C’est justement chez 
Legendre que Cauchy a trouve 1’6lement qui lui a permis de 
trouver une demonstration analytique trbs simple. Cette 
derniere, publie en 1817, est reprise plus tard par Cauchy 
dans son celebre Analyse Alggbbrique. 
Comme deja note, l’id8e de la demonstration de Cauchy reprend 
exactement celle d’Argand. Pourtant, en contraste avec Argand, 
il n’ose pas designer la variable complexe par une seule lettre, 
ce qui complique sa deduction. En considerant le car& du 
module de polyncme A = Ip(z) pf(x,y) + pz(x,y) = F (x,y) dans 
le point (xO,yO) ou * F(x,y) atteint le minimum il ddveloppe 
l’accroissement de cette fonction suivant les puissance de IAZ]. 
Alors AF(xp,yO) = CAlI cos(K$ + a) + . . ., C > 0. Si A # 0 
il existe ‘angle $ tel que cos(K$ + 
ce qui est impossible. 
a) = -1 et &F(xo,y,,) < 0, 
de msme 
D’ou suit que A = IP(z,) 12 = 0. Cauchy 
ue ses predecesseurs estimait Bvidente l’existence du 
minimum P(z) I . Mais il a remarque que ?a decoule du fait que 
le module du poly&me s’accroit indefiniment 2 l’infini. 
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VI. 
La dGmonstration d’Argand, plus ancienne, plus rigoureuse et 
plus proche a la demonstration moderne, ne se fait pas remarquee, 
tandis que celle de Cauchy a Qtait tout de suite reconnue et 
ins6rQe sous une forme un peu simplifiee dans tous les manuels 
de l’algbbre. La lacune qui y restait encore, a savoir, le 
problbme de l’existence du minimum, a 6t6 resolu beaucoup plus 
tard sur la base de la thdorie rigoureuse du nombre reel. 
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