Diode in vivo dosimetry is widely considered to be an important tool for quality improvement of patient care in external radiotherapy. In vivo dose measurements for wedged photon beams require correction factor estimation for difference in wedge angles and field sizes. The diode dosimeters that were used in this study were two different models of PTW products; T60010L and T60010M models were used for 60 Co and 6-MV photon beams, respectively. The values of off-axis wedge correction factor were determined at two different physical situations in the wedged and non-wedged directions on the entrance surface of the polystyrene phantom. The wedge correction factor at various depths was then estimated by a proposed method. Results show that the absorbed dose at each depth can be estimated by applying accurate wedge correction factor at depth, on entrance surface dose with negligible probable errors (below 1.2%).
Introduction
In vivo dosimetry performed with diodes is a reliable method for patient dose control [1] . The major advantage of diode dosimeter compared with TLD dosimeter is that the results of the measurements are immediately available [2, 3] . Uncertainty in dose delivery should, in general, fall within ±5% of the prescribed dose as recommended by the International Commission of Radiological Units and Measurements [4] .
It is important to know the dosimetric characteristics of diode dosimeters before choosing them to be used in clinical measurements. Therefore, a set of correction factors has to be established to account for the variations of diode response in situations deviating from the reference conditions [5] [6] [7] .
Wedge filters are routinely used to modify photon intensities to obtain uniformity of dose in the target volume [5, 8, 9] . According to previous studies, wedge correction factors of ionization chamber dosimeters in different wedge directions at various off-axis distances were different from those at central beam axis [9, 10] , while in other studies performed by entrance surface diode dosimeters, no differences between them were considered [3, 5, 11, 12] . Thus, it is necessary to investigate the manner of diode reading variations at different directions of externally wedged fields. In clinical situations, sometimes, it is necessary to determine the delivered dose to the organ at risk placed out of the central beam axis for wedged photon beams. Thus, applying a proper wedge correction factor at depth is obligatory for the estimation of organ-at-risk dose value.
In this paper, the off-axis wedge correction factor (OAWCF) was evaluated in different modes: two modes in the wedged direction (thin and thick edges of wedge) and in the non-wedged direction positions. In previous research, utilization of two dosimeters is mandatory for depth dose evaluation in externally wedged beams [10] . However, this paper presents a systematic study of the influences of external off-axis wedge correction factors on dose value for two ranges of photon energies and then suggests a method for estimating the value of dose in each depth of tissue employment in a single diode dosimeter. These estimated absorbed doses are actual values for comparison with the prescribed dose values at each depth of patient tissue. Therefore, our new method can be applied to predict the delivered dose to patient clinical position.
Experimental setup
The investigations were performed using 60 Co and 6-MV photon beams generated by Theratron 780C 60 Co (Best Theratronics, Ontario, Canada) and Varian Clinac 2100C (Varian Medical Systems, Palo Alto, CA, USA) machines, respectively. T60010L model (p-type diodes for 1 to 5 MV of photon energies range) and T60010M model (p-type diodes for 5 to 13 MV of photon energies range) of PTW diode dosimeter products (PTW, Freiburg, Germany) were used for 60 Co and 6-MV photon beams, respectively. Calibration process was done individually for each diode against an ionization chamber dosimeter (TM31013 and TM30010 models of PTW ionization chamber products were used as the reference dosimeters for 60 Co and 6MV photon beams, respectively). In order to calibrate the p-type diodes, the procedure reported by previous papers was followed [2, 3, 5, [13] [14] [15] . The calibration was performed with the diode positioned on the entrance surface of the polystyrene phantom, with a 15-cm thickness at the center of a 10 × 10-cm 2 field size. The ionization chamber was then inserted into the phantom at the buildup depth (d m,en ).
60
Co and 6-MV photon beams were used at source-to-skin distances of 80 and 100 cm, respectively. The dose calibration factor (F cal ) was determined as the ratio of the absorbed dose measured by the ionization chamber (D) at the buildup depth and the reading of the surface diode (R) under reference conditions:
The correction factors (CF) for nonstandard irradiation conditions at the entrance surface of the phantom were defined as follows:
where (D/R) meas was the calibration factor measured in the actual geometry and (D/R) ref was the calibration factor under reference conditions [2, 3, 6] . Therefore, the OAWCF was determined as follows: For non-reference conditions of field size (a × a), the OAWCF was given as follows:
Depth transmission (T d ) was estimated as the ratio of absorbed dose measured at any depth (D d ) and absorbed dose that was measured at buildup depth (D m ) [8, 10, 16] . Therefore,
To obtain OAWCF at any depth, OAWCF can be multiplied by T d , and it is now called OAWCF d [10] : In the dose calculation process, the target dose was deduced from the diode reading with the application of a proper calibration factor (F cal ) which is corrected with OAWCF d [4] .
In this study, all diode and ionization chamber measurements were done three times, and their average values were reported as the dose number to reduce statistical errors.
To check the accuracy of the proposed method, depth dose values at different off-axis points inside the phantom were measured directly with an ionization chamber dosimeter. Calculated doses were acquired from surface diode readings corresponding to each point (after applying required OAWCF d ), and dose verification was done by comparison of these dose values [10] .
Results
Off-axis wedge correction factor OAWCF was determined for 60 Co and 6-MV photon beams. Firstly, the data for 30°, 45°, and 60°wedged fields of 60 Co energy in a maximum square field size were adjusted such that they can be opened using these wedges (10 × 10-cm 2 field size). Figure 1 shows the estimated OAWCF as a function of the off-axis distance in the wedged direction and in the nonwedged direction for the mentioned wedges, using a 10×10-cm 2 field size for 60 Co photon beams (similar to results in [10] ). The data in this figure were determined at two different positions, in the wedged directions, x (positive x is toward the thick edge, while negative x is toward the thin edge) and in the non-wedged direction y. 
Also, OAWCF was determined for 15°, 30°, 45°, and 60°w edged fields for 6-MV photon beams with a maximum square field size that can be opened using these wedges (15 × 15-cm 2 field size) and with a reference field size (10 × 10-cm 2 field size). In Figure 2 (similar to results in [10] ) and Figure 3 , the estimated OAWCF was shown as a function of the off-axis distance in the wedged and in the non-wedged directions using 15 × 15-cm 2 and 10 × 10-cm 2 field sizes for 6-MV photon beams.
Field size correction factor Figure 4 shows various open field size correction factor (CF f.s ) using 60 Co and 6-MV beams that have been calculated from Equation 2.
Depth transmission
The T d for 60 Co photon beams with 10 × 10-cm 2 fields under reference conditions and for 6-MV photon beams with 15 × 15-cm 2 fields under reference conditions are shown at buildup, d m,en = 5 and 10 cm, and at build down (d m,ex ) depths in Table 1 .
Off-axis wedge correction factor at depth
The OAWCF d was obtained from Equation 2 in each stage. Co beams in all three wedge angles, using 10 × 10 cm 2 -fields in the wedged direction x (positive x is toward the thick edge, while negative x is toward the thin edge) and in the non-wedged direction ±y at depths of 5, 10, d m,en = 0.5, and d m,ex = 14.5 cm. Also, Table 3 displays the variations of OAWCF d employing a 6-MV beam for all four wedge angles, using 15 × 15-cm 2 fields in the wedged direction x (positive x is toward the thick edge, while negative x is toward the thin edge) and in the non-wedged direction ±y at depths of 5,10, d m,en = 1.6, and d m,ex = 13.4 cm.
Accuracy of method
The results of dose measurements and calculated doses from the proposed method with 60 Co photon beams for mentioned wedge angles at three typical positions were presented in Table 4 . Also, Comparison of dose measurements and calculated doses from the proposed method with 6-MV photon beams, employing mentioned wedge angles at four typical positions, was presented in Table 5 . The results show that the maximum differences between measured and calculated dose values for different ranges of photon energy at all point measurements were less than 1.2%.
Discussion
Comparing the results of OAWCF for field sizes of 15 × 15 and 10 × 10 cm 2 ( Figures 2 and 3 ) with CF f.s for a 15 × 15-cm 2 field size ( Figure 4 ) under 6-MV photon irradiation, it can be deduced that an OAWCF at a nonreference field size is approximated by multiplying the given correction factor at a reference field size by the corresponding correction factor at a non-reference field size. In other words, CF f.s is necessary to account for the diode response difference between the 10 × 10-cm 2 field 
size and any other field sizes. This conclusion confirms other published studies [13, 14] .
As shown in Figure 4 , variations of CF f.s in 60 Co and 6-MV energies have different trends. The results indicate that variations of this correction factor for 60 Co energy significantly are less than those for 6-MV energy. It can be attributed to the fact that beam scattering for 60 Co photons is more than that for 6-MV photons.
In some previous studies, measurements of absorbed doses with diode dosimeters were done to calculate target dose using arithmetic mean and geometric methods [3, 14, 18] . In these cases, the arithmetic mean method and geometric method errors were reported within 4% and 1.5%, respectively. In comparison, the error of our method is within 1.2%.
This can be attributed to the fact that in our proposed method, the estimation of delivered dose at exact depth is considered with a single diode dosimeter, and using approximated depth for the target is avoided. On the other hand, in past investigations wherein a single diode in vivo dosimetry was implemented, only wedge correction factors on central beam axis have been used [3, 5, 11, 12] , whereas the results in Tables 2 and 3 illustrate that measurements of dose value without applying the related OAWCF d , which may be lead to a major inaccuracy of about 6%. All in all, it is clear that in a diode in vivo dosimetry process, varying physical parameters of beam radiation may cause non-negligible variations on accuracy of diode dosimeter readings.
Conclusions
The in vivo dosimetry system using p-type diode dosimeters on the entrance surface for wedged beams was characterized for clinical use. In summary, it can be concluded from the results of this work that the magnitude of wedge correction factor depends on the specific wedge, off-axis distance, and depth in the phantom; it is within 6%. The estimated absorbed doses from the proposed method are actual values for comparison with the prescribed dose values at each depth of tissue homogeneities. Comparison of calculated and measured dose values out of central beam axis in the wedged direction (toward the thick edge (+x) and toward the thin edge (−x) of wedge) and in the non-wedged direction (±y) at four positions for 15 × 15-cm 2 field sizes of a 6-MV photon energy with 15°, 30°, 45°, and 60°wedges.
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