We investigate the complexity of query processing in the logical data model (LDM). We use two measures: data complexity, which is complexity with respect to the size of the data, and expression complexity, which is complexity with respect to the size of the expressions denoting the queries. Our investigation shows that while the operations of product and union are essentially rst-order operations, the power set operation is inherently a higher-order operation and is exponentially expensive. We de ne a hierarchy of queries based on the depth of nesting of power set operations and show that this hierarchy corresponds to a natural hierarchy of Turing machines that run in multiply exponential time.
Introduction
Research in database theory during the 1970's and the early 1980's has focused mainly on the relational model Co70], probably due to its elegance and mathematical simplicity. This very simplicity, however, has gradually been recognized as one of the major disadvantages of the relational model: it forces the stored data to have a at structure that real data does not always have SS77, Co79] . This has motivated a great deal of research during the past decade on structured data models: the so-called semantic data models (cf. AH87, HM81, Sh81]), nested relations (cf. FT83,JS82]), and complex objects (cf. BK86]).
Continuing in this spirit, we introduced in KV84, Ku85] the Logical Data Model (LDM), which combines and extends Jacobs' database logic Ja82] and Hull and Yap's format model HY82]. This model uses three basic operations to structure data: product, union, and power set. 1 These operations can be combined not only hierarchically but also in a cyclic manner; LDM allows cyclicity both at the schema level and at the data level. An essential feature of the model is the separation between the data space and the address space. This separation guarantees that cyclic data has a well-de ned semantics. The model also consists of a logic, in which integrity constraints can be speci ed, and a query facility, consisting of equivalent procedural (algebraic) and nonprocedural (calculuslike) query languages. An attractive feature of this query facility is that answers to queries need not be at, i.e., relations, but can have semantically motivated structure as well. Thus, for example, the answer to a query over a network database can also have a network structure.
Recognizing that the expressiveness of LDM may not come for free, we set in a KV85] to investigate the expressive power of the model. We showed there that even though the model is semantically powerful, it is not overly powerful so as to be intractable. This was demonstrated from three aspects. First, we studied the complexity of checking integrity constraints, and showed that it is no more di cult than checking integrity constraints in the relational model. Secondly, we showed that the logic of integrity constraints is essentially rst-order. Finally, we proved the somewhat surprising result that in a certain precise sense, the ability to de ne cycles does not add any power to the model. Thus, any cyclic schema can be converted to an \equivalent" acyclic schema.
In this paper we continue our investigation of the expressiveness of LDM by studying the complexity of query processing. We use the two measures de ned in Va82]: data complexity, which is complexity with respect to the size of the data, and expression complexity, which is complexity with respect to the size of the expressions denoting the queries. Our investigation shows that while the operations of product and union are essentially rst-order operations, the power set operation is inherently a higher-order operation and is exponentially expensive. We de ne a hierarchy of queries based on the depth of nesting of power set operations and show that this hierarchy corresponds to a natural hierarchy of Turing machines that run in multiply exponential time.
Our result here should be contrasted with the results in KV85], where it is shown that the logic of integrity constraints is essentially rst-order even in the presence of power nodes. The reason for the contrast is that the logic of integrity constraints deals with existing values of power nodes, whereas the logical query language tries to create new values of power nodes.
Our investigation is independent but closely related to that of Hull and Su HS88]. They de ned a hierarchy of queries similar to ours and established upper complexity bounds, but provided lower complexity bounds only to the lower levels of the hierarchy. We completely characterize the complexity of our hierarchy in terms of tight lower and upper bounds. Our investigation is also loosely related to that of Bennet Be62] , who characterized the models of higher-order logic in terms of constructive arithmetics. A more recent paper by Hull and Su HS89] also provides lower bounds for their model.
Basic De nitions 2.1 LDM Schemas and Instances
In the Logical Data Model (LDM), schemas are directed labeled multigraphs, with an additional ordering imposed on the multiset of the children of each node (y is a child of x if there is an edge from x to y). Each node is labelled by a type. There are four types: basic, denoted graphically by , product, denoted graphically by h , union, denoted graphically by h , and power, denoted graphically by h . The domains of basic nodes are the basic data domains of the database. The domains of product nodes are the cross product of the domains of successor nodes. The domains of union nodes contain disjoint unions of the domains of child nodes. The domains of power nodes contain the power sets of the domains of child nodes. Accordingly, basic nodes must be leaves, i.e., they must have no children, union nodes must have distinct children, and power nodes must have unique children.
An instance of a schema is an assignment of a nite set of addresses to each node. We use the notation I(u) for the set of addresses assigned to a node u by an instance I. The addresses are taken from a set A, which is disjoint from the set D of atomic data elements. We require that the instances of distinct nodes be disjoint. Every address l points to a data value, denoted data(l). We require that the data value be of the correct form, depending on the type of the node, as follows. If l 2 I(v), then 1. if v is a basic node, then data(l) has to be an element of D, 2 . if v is a product node with successors v 1 ; : : : ; v n , data(l) has to be a tuple hl 1 ; : : :; l n i, where l j 2 I(v j ), for 1 j n, 3 . if v is a union node with successors v 1 ; : : :; v n , then data(l) has to be a member of n j=1 I(v j ), and 4. if v is a power node with successor w, then data(l) has to be a subset of I(w).
For more formal de nitions and several examples the reader is referred to KV84,Ku85].
LDM Logic
Let S be a schema. We de ne a many-sorted logic L(S) over S. Each variable in L(S) has a sort, where the sorts are the nodes of S. The sorts restrict the possible values that the variables can take. For example, if x is a variable of type v, then x can assume values only from I(v). We shall usually subscript a variable with its sort, e.g., x v . We also use the elements of D as constants of L(S), with the convention that these constants always denote themselves.
The atomic formulas of L(S) are of the following types:
1. x v t y w , where w is a product node and v is its t-th child, meaning that x v is the t-th component of y w 's data value, 2. x v y w , where w is a union node and v is one of its children, meaning that x v is y w 's data value, 
Logical Query Language
In the relational model the result of a query is a relation. By analogy, we expect that in LDM, the result of a query will be an LDM instance. The de nitions that follow are guided by this intuition. For the result of the query to be an LDM instance, the query has to have a schema. Let S and S 0 be schemas with node sets V and V 0 , respectively. We say that S 0 extends S if V is a subset of V 0 , and the restriction of S 0 to V is equal to S (i.e., S 0 does not contain \new" edges between nodes of S). Also, an instance I 0 on S 0 extends an instance I on S if it agrees with I on V . A query Q over a schema S with node set V consists of a schema S 0 with node set V 0 that extends S, a linear order on V 0 ? V and an assignment of a formula ' v to each node v in V 0 ? V such that:
1 In other words, the result of the query is a minimal set of addresses that point to all candidate data values.
To de ne the semantics of non-simple queries we use the fact that, because of the order that is part of the query, we can view a non-simple query as a chain of simple queries. The result of the query can now be de ned by induction on the length of the chain.
We de ne several measures for syntactic complexity of queries. For simplicity we assume that the formulas associated with nodes in the query schema are in prenex normal form.
De nition 2.2: The alternation depth of a formula ' is the number of alternations of quanti ers in the formula.
For example, the sequence 9 has one alternation, and the sequence 9899 has three. De nition 2.3: Let v 1 ,: : :, v n be the new nodes of a query Q, and let v k be the top power node (i.e., v 1 ; : : :; v k?1 are not power nodes).
2. M accepts in k alternations if for every x accepted by M there is an acceptance of alternation depth at most k. 3. M accepts in a linear number of alternations if there is a constant c such that for every x accepted by M there is an acceptance of alternation depth at most cjxj.
A computation of M is a sequence of successive con gurations. A starting computation is a computation such that the rst con guration is the starting con guration. An accepting computation is a computation such that the last con guration is an accepting con guration.
We de ne a sequence of families of functions G l as follows: G 0 is the family of all polynomial functions. Inductively, G i+1 is the family of all functions 2 g where g 2 G i . Thus, G 1 is the family of all exponential functions, G 2 is the family of all doubly exponential functions, etc..
De nition 2.7:
1. l k denotes the class of languages accepted by alternating Turing machines in time g(n) for some g 2 G l and in k alternations starting from an existential con guration.
2. l k denotes the class of languages accepted by alternating Turing machines in time g(n) for g 2 G l and in k alternations starting from a universal con guration.
In particular, the sequences 0 i , i 1 and 0 i , i 1 are known as the polynomial hierarchy St76]. It is known that l 1 is strictly contained in l+1 1 , and, similarly, l 1 is strictly contained in l+1 1 HU79]. Thus, the hierarchies l k and l k are at least of height !.
De nition 2.8: Alt l lin denotes the class of languages accepted by alternating Turing machines in time g(n) for g 2 G l in a linear number of alternations Vo83].
The next two de nitions are needed for the proofs of our theorems.
De nition 2.9: f l (n) is the family of functions de ned as follows. f 0 (n) = n, and f l+1 (n) = 2 f l (n) .
De nition 2.10: Let M be an ATM.
1. A symbol is either a tape symbol or a composite symbol, i.e. a pair consisting of a state of M and a tape symbol. 2. A con guration of M is a sequence of symbols, one of which is a composite symbol that represents the state of M and the location of its head.
3. Let R M be a 4-ary relation over symbols, with the property that that whenever a = a 1 ; : : :; a m and b = b 1 ; : : :; b m encode con gurations of M, b is a successor of a i ha i?1 ; a i ; a i+1 ; b i i 2 R M for 1 < i < m. To see why such an R M must exist, see St74].
4. 8 M denotes the set of universal symbols, i.e., pairs of universal states of M and tape symbols. Similarly, 9 M denotes the set of existential symbols, and accepting denotes the set of accepting symbols.
Complexity of Queries
The complexity of query evaluation can be measured in three di erent ways Va82]. First, one can x a query Q and ask about the complexity of evaluating Q on di erent databases, where the complexity is measured with respect to the size of the data. This complexity measure is called data complexity. (We assume some standard encoding for database instances so it is meaningful to talk about the size of an instance.) Second, one can x an instance I and ask about the complexity of evaluating di erent queries on I, where the complexity is measured with respect to the size of the expressions denoting the queries. This complexity measure is called expression complexity. Finally, combined complexity is measured with respect to the combined size of the data and the expressions denoting the queries. We focus here on data and expression complexity.
As an illustration, let us rst focus on evaluation of simple queries. To study the data complexity we x a simple query Q with new node v. We then consider the set cand(Q) = fhr; Ii : r is a candidate data value for Q and Ig:
The following proposition follows from the results in KV85] (see also CH82]).
Proposition 3.1: For every simple query Q, the set cand(Q) is in LOGSPACE.
Thus, the data complexity of simple queries is LOGSPACE.
To study expression complexity we x a database schema S and an instance I. We then consider the set cand(I) = fhr; Qi : Q is a simple query and r is a candidate data value for Q and Ig:
The following proposition follows from the results in KV85].
Proposition 3.2: For every database schema S and every instance I, the set cand(I) is in PSPACE. Furthermore, there is a database schema S and an instance I such that cand(I) is PSPACE-complete.
Thus, the expression complexity of simple queries is PSPACE.
Note that by considering the sets cand(Q) and cand(I) we have converted the query evaluation problem to a language membership problem. This enables us to talk about the complexity of query evaluation of simple queries independently of the size of the result of the query. This technique will not work for general queries, since the candidate data values for new nodes are de ned in terms of the values of preceding nodes. Thus, it is not meaningful to talk about the sets cand(Q) and cand(I). To be able to talk about the complexity of query evaluation in a way that is independent of the size of the result of the query, we restrict our attention to Boolean queries CH82]. The result of a Boolean query is a yes/no answer. We can view an arbitrary query as a Boolean query in the following manner. Let Q be a query, let v be the maximal new node, and let I 0 is the result of applying Q to an instance I. If I 0 (v) is nonempty, then we say that the result is positive. If I 0 (v) is empty, then the result is negative.
De nition 3.3: Let Q be a query, let be a class of queries, and let C be a complexity class.
1. answer(Q) is the set of instances I such that the result of applying Q to I is positive.
2. The data complexity of is in C if if for every Q in the set answer(Q) is in C.
3. is data-complete for C if (i) the data complexity of is in C and (ii) there is a query Q in such that answer(Q) is logspace-complete for C.
De nition 3.4: Let I be an instance, and let be a class of queries.
1. answer (I) is the set of queries Q in such that the result of applying Q to I is positive.
2. The expression complexity of is in C if for every instance I the set answer (I) is in C. 3. is expression-complete for C if (i) the expression complexity of is in C and (ii) there is an instance I such that answer (I) is logspace-complete for C.
The Data Complexity of LDM Queries
We rst consider queries without power nodes. A straightforward generalization of the proof in KV85] shows that:
Theorem 4.1: The data complexity of the class power(0) is in LOGSPACE.
Thus, product and union nodes do not increase the data complexity of query evaluation; essentially, both product and union are rst-order operations. We now consider queries with power nodes. We rst prove the upper bound (which holds for all k). We prove this bound by induction on l, the number of power nodes in the query.
We start with the base case, when l = 1. Let Q be a query with exactly one power node, whose top formula starts with an existential quanti er. We show how to construct an ATM that tests whether the result of Q is empty in polynomial time with k alternations, starting from an existential con guration.
Let v k be the unique power node in Q. We rst evaluate Q at all the nodes v k+1 , : : : , v n that precede v in Q. Since the data complexity of Q restricted to these nodes is LOGSPACE, and since the number of possible values for an instance of a non-power node is at most polynomial in the size of the instances of its children, it follows that this restricted query can be evaluated in (non-alternating) polynomial time.
Our ATM tests whether the result of Q at v 1 is empty as follows. For each quanti er in the quanti er pre x of ' v 1 , we do the following. If the quanti ed variable x v ranges over a node that precedes v k (including database nodes), pick an arbitrary element in I(v) as the value of x v . On the other hand, if v is the v k , or if v is a node that succeeds v k , construct an arbitrary object that is a candidate data-value for I(x v ). This can be done in polynomial time, since such a candidate data-value consists of iterations of the tuple constructor, together with constructing a xed number of subsets of I(v k ). The machine now enters a universal or existential state, depending on the quanti er in ' v 1 , and proceeds to the next quanti er.
After reaching the last quanti er, we must check that the objects that we constructed at the nodes x v , for v > v k , satisfy the query formulas ' v (x v ). This is done essentially is the same way. However, if we test each object at a time, the number of quanti er alternations would be too high. We therefore test all objects at v 2 in parallel, then all objects at v 3 (including those constructed while testing the objects at v 2 ), and continue in this way until we reach v k .
If all these constructed objects satisfy the query formulas, we then evaluate the quanti er-free part of ' v 1 . The output of the machine is the result of this formula. It then follows that the output of the ATM is true i the result of Q is nonempty.
We now assume that the result holds for all l 0 < l. If Q has l power nodes, we rst evaluate the query on all the nodes that precede the top power node v. The 
For the lower bound, we focus on the proof for 9 ? power(k; l), where k is even. The proof for 8 ? power(k; l) is similar. Let M be an ATM that runs in time f l (n) and in k alternations, such that the language accepted by M is l k -complete. Let a = a 1 ; : : :; a n be an input of length n.
We construct an LDM schema and query, together with a logspace mapping of the input tape into an instance of the schema, such that the result of the query is nonempty precisely when the ATM accepts the given input.
The database schema consists of the nodes u 1 , u 2 , u 3 and u 4 in Figure 1 , and the query schema consists of the remaining nodes in the gure. The domain D is the set of integers together with all the symbols of M. We map the input a into an instance I of S as follows. We now de ne the query formulas. As we do so, we also show what the result of the query at each node means in terms of the original ATM.
The maximum number of steps, f l (n), that M is allowed to take, is a bound on the size of the tape. We rst show how to count up to f l (n).
If v 1 , : : : , v l , are as in Figure 1 , and each ' v i (x v i ) is a tautology, then I(v l ) contains exactly f l (n) elements. In order to simulate an ATM, we need an ordering of these elements, which is constructed as follows. From the de nition of the database instance, I(u 2 ) contains a total order on the elements of I(u 1 ). By induction, we construct a total order on the elements of each I(v i ), and store this order at I(v i ). For uniformity, we use v 0 and v 0 to refer to the nodes u 1 and u 2 . We shall use x 1 v i < x 2 v i as an abbreviation for ( 
v i ))))) Intuitively, this formula says that a pair (l 1 ; l 2 ) is in I(v i ) (i.e. l 1 < l 2 ) whenever (a) the sets that they represent are not singletons, (b) these sets are equal for all elements less than y v i and (c) the rst element for which they di er is in the second set, but not in the rst. We require, however, that all singleton sets precede all other sets in the order. The reason for the special treatment of singleton sets is to enable us to easily embed the input string in the tape. ' w 1 is a tautology. The data values in I(w 1 ) are all tuples of the form (i; j; i 0 ; j 0 ; c; b). Such a tuple will be interpreted as saying that tape cell j contains symbol c at time i. i 0 and j 0 are used to store the beginning and ending times of an (alternation-free) computation. b encodes information about this computation, as explained above. We compute and store this information explicitly at this node (even though it could be derived from the values of i, j and c) in order to reduce the number of alternations of quanti ers at the top node w 3 .
The data elements in I(w 2 ) represent valid alternation-free computations of length at most f l (n). To de ne ' w 2 , we rst de ne the formulas universal(x 1 v l ; x 2 v l ; z w 2 ) and existential (x 1 v l ; x 2 v l ; z w 2 ). These formulas mean that z w 2 encodes a computation from time x 1 v l to time x 2 v l , all of whose states (except possibly the last one) are universal or existential, respectively. It is important to note that all the tuples in such a set have the same third, fourth and sixth components (i 0 , j 0 and b) above. universal(x 1 v l ; x 2 v l ; z w 2 ) is the conjunction of the following formulas. niversal (x 1 w 0 ) ). This means that all the w 0 -values in a computation are equal. Furthermore, they all represent universal computations. Note that the last state in such a computation may be existential, but the value of x 1 w 0 for such a computation is still universal, since this node contains information about the entire computation, not this speci c state. To complete the proof, we want I(w 3 ) to be nonempty i M accepts the input a in time f l (n) and k alternations. The formula ' w 3 (x w 3 ) has the form (9y 1 w 2 )(8y 2 w 2 ) (8y k w 2 ) (x w 3 ; y 1 w 2 ; : : : ; y k w 2 );
(Since k is even, the last quanti er is 8.)
The formula is the conjunction of x w 0 ) ). This means that y k w 2 encodes an accepting computation, 3. y i+1 w 2 encodes a computation that continues the computation encoded by y i w 2 , i.e., (8y 0 w 1 ; y 00 w 1 ; x v l ; x 0 v l ; x 0 u 3 x 00 u 3 )(y 0 Note that the last con guration of a universal computation can match the rst con guration of an existential one, since we de ned a universal con guration as one such that all its states, except possibly the last one, are universal. Finally, note that can be written in prenex normal form, using only universal quantiers. Therefore the alternation depth of the query is k.
The upper bound in Theorem 1 holds for all k. However for odd k (the 9-classes) and even k (the 8-classes) we still have a gap between upper and lower bounds.
The following corollary follows immediately by counting the number of product nodes in Figure 1 . Let M be an ATM that runs in time f 1 (n) (i.e., 2 n ) and in k alternations, such that the language accepted by M is 1 k -complete. We observe that testing whether an ATM accepts the empty tape in f 1 (n) steps and k alternations will prove that the problem is complete for 1 k . We therefore do not have to deal with the input to M.
We describe a logspace mapping of M into a query (on the empty database) such that the result of the query is nonempty precisely when the ATM accepts the empty tape.
The rst two nodes in Q are the nodes u 1 and u 2 in Figure 2 . The domain D will be the set containing the numbers 0 and 1, and all the symbols of M. The nodes v 1 ,: : :, v n?1 form a stack of product nodes of height n, where v 1 is a product of u 1 with itself, and v i is a product of u 1 and v i?1 for 1 < i < n. Thus, an element in I(v m ) can be viewed as a m + 1-tuple over 0; 1, i.e., a binary number between 0 and 2 m+1 ? 1.
We need a successor relation between elements of I(v n?1 ). We do not need a node to store this order, since we can express the order directly as an LDM formula, as follows. . This could be improved to a linear size formula, using standard techniques.
The nodes w 1 ; : : :; w 2n form a stack of product nodes of height 2n, where w 1 is a product of u 2 with itself, and w i is a product of w i?1 with itself for 1 < i n (w n+1 , : : : , w 2n are described below). Thus, an element in I(w m ) can be viewed as a 2 m -tuple of symbols of M.
The nodes p 1 , : : :, p n are meant to describe the content of the con gurations described by w 1 , : : : , w n . Intuitively, if ( ; ; ), is a data value in I(p m ), then the con guration described by contains the data value of in the position described by .
The node p 1 is a product node of w 1 , u 1 , and u 2 , and p i , 1 < i n is a product node of w i , v i?1 , and u 2 (in that order). The query formulas for the p i 's are as follows. Lemma 5.2: Let l be a member of I(p m ), and let data(l) = ( ; ; ), where 2 I(w m ), 2 I(v m?1 ) and 2 I(u 2 ). Then the con guration described by contains the data value of in the position described by .
Since a con guration of M can be described by a sequence of 2 n symbols, we can view an element in I(w n+m ) as a sequence of 2 m con gurations. These nodes will be used to describe legal computations of M. The third component, w 0 tells us what type of computation (existential or universal) we are considering. Since, ultimately, our goal is to \piece together" alternation-free computations (of length less than 2 n ), and since each w n+m holds sequences of length precisely 2 m , we shall allow repeating states in the computation, to \pad" it out to the desired length.
The node w describes legal transitions of M. Intuitively, ' w asserts that if l 2 I(w), where data(l) = ( ; ), l 1 ; : : : ; l 4 2 I(p n ), where data(l i ) = ( ; i ; a i ), for 1 i 3, and data(l 4 ) = ( ; 2 ; b), and 1 Lemma 5.3: Let l be a member of I(w) with data(l) = ( ; ). Then the con guration is a legal successor to the con guration , or = .
The nodes w n+1 , : : : , w 2n are used to encode legal alternation-free con guration sequences. The node w 0 says whether these sequences are universal or existential. ' w 0 (x w 0 ) is therefore (x w 0 = d 9) _ (x w 0 = d 8). The nodes s n+1 , : : :, s 2n describe the rst con gurations of the con guration sequences described by the corresponding w i 's. Similarly, the nodes t n+1 , : : : , t 2n describe the last con gurations of the sequences described by the w i 's. The order in which we de ne the formulas for these nodes is w n+1 , s n+1 , t n+1 , : : :, w 2n , s 2n , t 2n .
' w n+1 (x w n+1 ) is the conjunction of two parts. The rst part says that the computation at w n+1 is valid. The second part of ' w n+1 says that the computation is alternation free. x u 2 2 universal M and x u 2 2 existential M will be an abbreviations for the disjunction of x u 2 = d s over all universal or existential symbols s, as before. For simplicity, we assume that all symbols that do not include the machine states are both universal and existential. The Proof: The upper bound is again similar to the data complexity proof, and we focus on the lower bound. Let M be an ATM that runs in time f l (n) and in k alternations, such that the language accepted by M is l k -complete. We describe a polynomial-time mapping of M onto a query (on the empty database), such that the result of the query is nonempty precisely when the ATM accepts the empty tape. The query schema consists of the nodes in Figure 3 . The domain D contains the numbers 0 and 1 and all of the symbols of M. The machine M is allowed to take up to f l (n) steps. If v 1 is the product of n \copies" of u 1 , and v i+1 is the powerset of v i , it is clear that v l has f l (n) elements. A total order on v i is stored at the node v i , and is based on the order stored at the node v i? 1 Intuitively, the addresses in v 1 encode n-bit numbers, and ' v 1 (x v 1 ) de nes the standard order on these numbers. The de nition of ' v 2 , : : :, ' v l is identical to Theorem 4.2. We then de ne an order < as in that Theorem, which also satis es Lemma 4.3.
The rest of the construction is almost identical to the construction in Theorem 4.2. We only have to change that part of the de nition of universal(x 1 v l ; x 2 v l ; z w 2 ) that deals with starting computations (clause 8), to say that the input tape is empty, instead of saying that it encodes the input to M.
We now look at expression complexity for queries with unbounded product depth.
Theorem 5.6: For any k > 0 and l > 0, 1. When k is even, the class 9 ? power(k; l) is expression-complete for l+1 k . 2. When k is odd, the class 8 ? power(k; l) is expression-complete for l+1 k . Proof: The intuition behind this result is that using a stack of l ? 2 power nodes on top of a stack of n product nodes we can count up to f l (n). The schema is in Figure 4 . u 1 and u 2 are de ned as in Theorem 5.5. v 1 then has 2 n elements, v 2 has 2 n 2 , etc. Therefore, v n has 2 n n elements, which is greater than f 2 (n). From this, it follows that v n+l?2 has at least f l (n) elements. The order on this node can be de ned by a straightforward modi cation of the ideas in Theorem 5.1, and the rest of the query is then de ned in an analogous way to Theorems 4.2 and 5.5.
In Va82] it was observed that expression complexity tends to be exponentially higher than data complexity. Here we see that the situation can be more complicated. For the classes 9 ? power ? product(k; l; m) and 8 ? power ? product(k; l; m) we indeed have an exponential gap. But for the classes 9?power(k; l) and 8?power(k; l) we have a doubly exponential gap.
