Using the Kalman filter method, the following steps are performed in each simulation step:  Based upon the specified sampling period of the radio signal envelope sampl f , a set of input samples   n Z is generated over the time T ;  Based on the input data   n Z , Kalman filter predicts the future state of the radio signal envelope  
where L denotes the prediction range, i.e. the number of future samples for which the prediction is defined;  The prediction error is evaluated using the formula
, i.e. calculating the difference between the predicted value and the real one of the radio signal envelope level;  Prediction error is evaluated after the time T (adaptation period) elapses, in our simulation T is the size of the UMTS time slot, i. e. 0.667 ms;  Optimal setting of the prediction range scale L , i.e. the defined time of prediction, and radio channel envelope sampling frequency sampl f to guarantee the required prediction error level allow  .
To be able to objectively evaluate obtained simulation results, the first simulations were carried out without adaptation of parameters of the prediction range and 24 kHz), for which the best quality of prediction, i.e. the lowest value of the prediction error was achieved [7] ( Fig. 1) . With regard to simultaneous utilization of predictors in the link adaptation loop it is important to know properties of the predictor with Kalman filter also for various prediction intervals, i.e. prediction range scale L . The received signal processing, generating of the related TPC link adaptation command and its transmission through the control channel takes certain time, hence the control station works with a relatively out-dated information about the radio channel state.
Elimination of the total delay total n is the main objective of implementation of prediction methods for radio channel state estimation into transmission power control algorithms. ms (minimum prediction error).
In this way, limits for the simulation without adaptation have been obtained, that can be further compared with results from simulation with prediction range adaptation (FSPRA and VSPRA algorithms).
From simulations results that the smaller is the sampling period of the radio signal envelope, the better prediction is achieved [8] . A drawback of a small radio signal envelope sampling period consists in hardware demands for computation unit and prediction possibility over a very small prediction interval; this lowers its applicability in the link adaptation loop. It is quite complicated to carry out real-time simulation using sampling frequency 24 kHz to guarantee the required QoS criterion in various types of communication environment and for various speeds of the mobile terminal.
Similar results can be achieved using methods for optimal tuning of the prediction range scale L and the sampling frequency sampl f (algorithms FSPRA and VSPRA with adaptation).
Fixed step prediction range adaptation

Realization of the Fix
Step Prediction Range Adaptation (FSPRA) algorithm consists in guaranteeing minimum value of the adaptation criterion error  by changing the prediction range parameter scale L . The FSPRA algorithm is based upon evaluation of the current value of prediction error error  and consecutive increasing/decreasing of the prediction range scale L by a fix adaptation step step L . In our case, the prediction range step corresponds to time between two subsequent samples of the radio signal envelope, which corresponds to the sampling period of the radio signal fading envelope.
To objectively compare simulation results, the mobile station moved in heterogeneous environment. Because the environment parameters depend on the time-varying mobile station velocity, the system has to periodically update the adaptation process with the period of the UMTS time window, i.e. every 0.667 ms. Simulation was performed for two sampling frequencies of the radio signal 
The objective evaluation of simulations requires securing equal conditions, hence also in these simulations the mobile station moved in a heterogeneous environment. The adaptation process was periodically updated with the period of UMTS frame time window (0.667 ms). Simulation was carried out for two sampling frequencies of the radio signal envelope sampl 
Evaluation of simulation results
Results of the radio channel state prediction simulation without prediction range adaptation, with fix step adaptation (FSPRA algorithm) and with variable step adaptation (VSPRA algorithm) are compared in Fig. 2 using cumulative distribution function CDF.
Comparison of FSPRA and VSPRA adaptation algorithms shows reduction of the prediction error error  when using the variable step prediction range adaptation arison of the p ction range a RA and VSPRA on gain of t ror [8] [9] [10] 
