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ABSTRACT The signal-to-noise ratio (SNR) gap approximation provides a closed-form expression for
the SNR required for a coded modulation system to achieve a given target error performance for a given
constellation size. This approximation has been widely used for resource allocation in the context of
trellis-coded multicarrier systems (e.g., for digital subscriber line communication). In this contribution,
we show that the SNR gap approximation does not accurately model the relation between constellation
size and required SNR in low-density parity-check (LDPC) coded multicarrier systems. We solve this
problem by using a simple modification of the SNR gap approximation instead, which fully retains
the analytical convenience of the former approximation. The performance advantage resulting from the
proposed modification is illustrated for single-user digital subscriber line transmission.
INDEX TERMS LDPC codes, Resource Allocation, Channel Coding, Information Theory, Wireless
Networks, OFDM
I. INTRODUCTION
Resource allocation (RA) improves the performance of mul-
ticarrier systems by adapting the transmission parameters
to the actual channel conditions. In this contribution we
consider multicarrier modulation which maintains subcar-
rier orthogonality on dispersive channels; this orthogonality
can be achieved by means of a cyclic prefix, in which
case the resulting modulation is referred to as orthogo-
nal frequency-division multiplexing (OFDM) and discrete
multi-tone (DMT) in wireless and wireline applications,
respectively.
In these multicarrier systems, an RA algorithm deter-
mines the number of coded bits per symbol µn and the
transmit energy En for each subcarrier n ∈ {1, ... , N}.
The considered RA algorithm aims at solving the rate-
adaptive RA problem, consisting of maximizing the data rate
subject to both a maximum aggregate transmit power (ATP)
constraint and a maximum bit error rate (BER) constraint.
As µn can only take on integer values, the rate-adaptive
RA problem is a mixed integer program. Furthermore, the
BER constraint will be enforced by imposing a lower bound
γthr(µ) on the signal-to-noise ratio (SNR), that depends on
the constellation size (expressed in bits) µ, allowing the
BER constraint to be replaced by a simple per-subcarrier
minimum SNR constraint γn ≥ γthr(µn).
Many algorithms have been proposed that optimally solve
this rate-adaptive RA problem. Early RA algorithms focused
on single-user multicarrier systems and relied on greedy bit
adding (subtracting) [1, 2]. These bit adding (subtracting)
algorithms were shown to be optimal in [3, 4]. A com-
putationally more efficient RA algorithm was proposed in
[5], which relied on solving the Lagrange dual of the rate-
adaptive RA problem.
When extended to more involved multi-user systems,
such Lagrange dual-based RA algorithms are still able to
find the optimal solution to the rate-adaptive RA prob-
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lem [6, 7, 8]. However, the computational complexity of
these Lagrange dual-based algorithms scales badly with
an increasing number of users. On the other hand, the
computational complexity of the multi-user extension of
the greedy bit adding (subtracting) algorithms does scale
well with an increasing number of users [9, 10]. This low
computational cost however comes at the expense of opti-
mality, as greedy multi-user RA algorithms cannot guarantee
a globally optimal solution.
Another set of methods to solve the RA problem are based
on the SNR gap approximation (SGA), originally introduced
in [11]. These algorithms consider the bit loading µn to be
a continuous variable, and employ a smooth approximation
of the SNR threshold constraint γn ≥ γstgap(µn), where
γstgap(µn) is the standard SGA of γthr(µn). An early
single-user RA algorithm employing the SGA can be found
in [12]. The SGA simplifies the mathematical structure
of the RA problem, thereby enabling the design of low-
complexity multi-user RA algorithms achieving close-to-
optimal performance [13, 14, 15, 16, 17, 18].
As SGA-based algorithms yield non-integer values for
µn, they require a discretization method to map the ob-
tained continuous RA to a discrete RA. One such dis-
cretization method consists of rounding µn with a custom
threshold α and recalculating En such that the minimum
SNR constraints γn ≥ γstgap(µn) are strictly satisfied
[3], where α is chosen such that the ATP constraints are
tight. Another common discretization method consists of
rounding µn to the nearest integer, recalculating En, and
employing bit adding (subtracting) to tighten the ATP con-
straints [19, 20, 21]. When applied to single-user systems,
this discretization method finds the optimal solution to the
discrete rate-adaptive RA problem with SGA-based SNR
threshold constraints γn ≥ γstgap(µn) [22].
While the standard SGA γstgap(µn) from literature is
sufficiently accurate for multicarrier systems with uncoded
transmission or trellis-coded modulation (TCM), we show
in this contribution that its use in RA for low-density parity-
check (LDPC) codes gives rise to a considerable violation of
the BER constraint at large SNR, and to a rate loss at small
SNR. To avoid these shortcomings, we present a modified
SGA which is suitable for LDPC-coded modulation, and
retains the analytical flexibility of the conventional approx-
imation.
This contribution is organized as follows. In section II the
multicarrier system and the main transmission parameters
are presented. In section III, several SGAs are introduced,
and their accuracy is assessed for LDPC-coded modulation.
The RA algorithms based on the SNR thresholds and on the
SGAs are outlined in section IV. The numerical results in
section V show the effect of the various RA algorithms on
the resulting information bitrate and BER performance of
a single-user digital subscriber line (DSL) communication
system. Finally, conclusions are drawn in section VI.
Throughout this contribution, XdB represents the value
in dB of a power ratio X , i.e. , XdB = 10 log10(X); 1N
denotes the all-ones vector with N components.
II. SYSTEM DESCRIPTION
We consider the single-user transmission of coded QAM
data symbols over a time-invariant channel using multi-
carrier modulation with N subcarriers. The QAM sym-
bols result from applying a sequence of information bits
to a binary encoder, and mapping the coded bits to the
proper constellation points. In the k-th multicarrier sym-
bol x(k) = (x1(k), ..., xN (k)), the n-th subcarrier (n ∈
{1, ..., N}) conveys a symbol xn(k) from a normalized
(i.e. E
[|xn(k)|2] = 1) Mn-QAM constellation, representing
µn = log2(Mn) coded bits, with µn ∈ {1, 2, ..., µmax}.† We
refer to µ = (µ1, ..., µN ) as the bitloading vector.
The corresponding received signal is given by
yn(k) = hnxn(k) + wn(k) (1)
where wn(k) is complex-valued zero-mean Gaussian noise
with E
[|wn(k)|2] = N0,n, and hn represents the channel
gain on the n-th subcarrier. We express the SNR (linear
scale) γn as γn = βnEn, where βn = |hn|2/N0,n and En
are the power gain-to-noise ratio and transmitted symbol
energy on the n-th subcarrier. The vector E = (E1, ..., EN )
represents the transmitted symbol energies and the vector
γ = (γ1, ..., γN ) denotes the SNR profile. To limit latency,
practical multicarrier systems apply coding across subcarri-
ers; hence, in general the QAM symbols that correspond to
a codeword have different constellation sizes and different
SNRs, as they are sent over different subcarriers.
Although the prime focus is on LDPC codes, we will also
briefly revisit TCM and uncoded modulation, as the SGA is
widely used in RA algorithms for systems employing these
modulations.
III. SNR GAP APPROXIMATIONS
For multicarrier modulation with uniform bitloading and
uniform SNR profile (µ = µ1N and γ = γ1N ), we
define the SNR thresholds {γthr(µ), µ = 1, ..., µmax} for
a given code such that the BER equals some target value
BERref when γ = γthr(µ). These thresholds will be used
in section IV-A to perform RA for given power gain-to-
noise ratios (β1, ..., βN ), yielding non-uniform bitloading
and non-uniform SNR profile in general.
The SNR gap (in dB) to capacity for a given code and
given values of γ and µ is defined as
Γgap,dB(µ) = γdB − 10 log 10(2µinfo − 1) (2)
where µinfo denotes the number of information bits trans-
mitted per channel use, the value of which depends on µ
and on the considered code. The factor (2µinfo − 1) in (2)
equals the SNR needed to support the transmission without
†We restrict our attention to the M -QAM constellations from the G.fast
standard [23], which are 2-QAM (equivalent to BPSK), 8-QAM (containing
the 8 even-numbered constellation points from 16-QAM), square-QAM
(M = 22, 24, 26, ...) and cross-QAM (M = 25, 27, 29, ...).
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Figure 1: The LS standard SGA provides a good fit with
the SNR thresholds for uncoded transmission and for TCM.
errors at a rate of µinfo bits per channel use, according to
the Shannon capacity formula. This definition of Γgap,dB
corresponds to the “normalized SNR” introduced in [11].
For given µ, the SNR gap at BER = BERref is obtained
by substituting in (2) γdB by γthr,dB(µ); this gap depends
on µ. The standard SGA [24] is an approximation of the
SNR thresholds γthr(µ) for various µ using (2), under the
assumption that Γgap,dB(µ) is not a function of µ, i.e,
Γgap,dB(µ) = Γstgap,dB irrespective of µ. The resulting
standard SGA is denoted γstgap,dB(µ), and is given by
γstgap,dB(µ) = Γstgap,dB + 10 log10 (2
µinfo − 1) (3)
When 2µinfo  1, (3) can be approximated as
γstgap,dB(µ) ≈ Γstgap,dB + 3µinfo, indicating a linear
increase of 3 dB per information bit. In the following, we
investigate the accuracy of this approximation for uncoded
transmission, TCM and LDPC-coded modulation.
We determined by means of Monte Carlo (MC) simula-
tions the SNR thresholds γthr,dB (in dB) at BERref = 10−5
for uncoded transmission, the 16-state 4-dimensional trellis
code from [23, p. 106], and the rate-2/3 (1440, 960) LDPC
code from the G.hn standard [25], for µ = 1, ..., 12. The
relation between µ and µinfo is µinfo = µ for uncoded
transmission, µinfo = µ − 12 for the trellis code, and
µinfo =
2
3µ for the LDPC code. We show in Fig. 1 (for
uncoded transmission and TCM) and Fig. 2 (for LDPC-
coded modulation) the SNR thresholds along with the SNR
according to the Shannon capacity formula, all as a function
of µinfo. Also displayed is the least-squares (LS) standard
SGA (3), where Γstgap,dB is selected such that γstgap,dB
is a least-squares (LS) approximation of γthr,dB for µ =
1, ..., 12; this yields Γstgap,dB ≈7.67 dB, 4.60 dB and 4.02
dB, for uncoded transmission and for the considered TCM
and LDPC-coded modulation, respectively.
It follows from Fig. 1 that, for uncoded transmission and
TCM, the threshold values γthr,dB exhibit an SNR gap to
capacity which is nearly independent of µinfo. The threshold
values are well approximated by the LS standard SGA
(3), especially for µ ≥ 2, where the approximation error
magnitudes for uncoded transmission and TCM are less
than 0.5 dB and 0.25 dB, respectively. The good agreement
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Figure 2: For LDPC coding, the LS modified SGA outper-
forms the LS standard SGA in terms of fitting the SNR
thresholds.
between the threshold values and the standard SNR gap
approximation for uncoded transmission and TCM can be
shown to result from their error performance being mainly
determined by the minimum Euclidean distance between
symbol sequences [24, 26].
It is seen from Fig. 2 that the situation is drastically
different for LDPC coding. We observe that the SNR gap
to capacity cannot be considered constant, but instead gets
larger with increasing µinfo; this behavior can be attributed
to the fact that the error performance of LDPC codes is
mainly governed by the mutual information between a coded
bit and its corresponding log-likelihood ratio [27, 26], rather
than the minimum Euclidean distance between symbol
sequences. The LS standard SGA (3) fails to accurately
describe the relation between γthr,dB and µinfo, basically
because (3) underestimates the actual slope of γthr,dB versus
µinfo. The LS standard SGA yields too small constellations
at low SNR (giving rise to reduced information bitrate) and
too large constellations at high SNR (giving rise to increased
BER).
For LDPC-coded modulation we propose to include in
(3) a slope correction factor a, such that a better fit to the
SNR thresholds results; more specifically, we introduce
γmodgap,dB = Γmodgap,dB + 10 log10(2
µinfoa − 1) (4)
which we refer to as the modified SGA; for a = 1, (4)
reduces to the standard SGA (3). For 2µinfoa  1, (4)
is approximated as γmodgap,dB(µ) ≈ Γstgap,dB + 3aµinfo
indicating a linear increase of 3a dB per information bit.
The slope correction factor a can be selected to obtain
a better match to γthr,dB for the considered LDPC code.
With (Γmodgap,dB, a) ≈ (1.5 dB, 1.18) providing the LS
fit of the modified SGA to the SNR thresholds for the
considered LDPC code, we observe from Fig. 2 that the
resulting LS modified SGA (4) is much more accurate than
the LS standard SGA (3).
For some constellation sizes, the LS standard SGA and
LS modified SGA yields SNR values that are smaller than
the actual SNR threshold. Hence, when the bitloading is
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2/3 LDPC coding
µ Number of coded bits in QAM symbol
µinfo Number of information bits in QAM symbol
γthr(µ) SNR threshold corresponding to BER =
BERref
γstgap(µ) SNR threshold corresponding to standard SGA
(3) (*)
γmodgap(µ) SNR threshold corresponding to modified
SGA (4) (*)
Γstgap,dB Parameter determining the standard SGA (*)
(Γmodgap,dB,a) Parameters determining the modified SGA (*)
(*) a subscript ”LS” or ”LB” can be added
to indicate how the SGA has been fitted to
γthr(µ), µ = 1, ..., µmax
Table 1: SGA symbols summary
based on these LS SGAs, an increased BER for these
constellations results. This BER increase can be avoided by
selecting the values of Γstgap,dB and (Γmodgap,dB, a) such
that (3) and (4) are LS approximations under the restriction
that for each value of µ the SNR threshold is a lower bound
(LB) on the corresponding approximation. This results in
what we call the LB standard SGA and LB modified SGA;
the LB standard SGA has been used in [27]. For the
considered LDPC code, the LB SGAs are characterized by
Γstgap,dB ≈ 6.1 dB in (3) and (Γmodgap,dB, a) ≈ (2.6 dB,
1.14) in (4), respectively. However, compared to the case
where the bitloading is based on the true SNR thresholds,
this approach gives rise to smaller constellation sizes (and,
hence, to a reduced information bitrate). Fig. 3 shows the
deviation of the considered approximations from the SNR
threshold, as a function of the bitloading µ. We observe that
the LB SGAs by construction give rise to a non-negative
deviation, and that the deviations are much larger for the
standard than for the modified SGAs. The main symbols
related to the various SGAs are listed in Table 1.
Table 2 shows the parameters Γstgap,dB and (Γmodgap,dB, a)
for different LDPC codes from the G.hn standard, where we
introduced the subscripts LS and LB to refer to the corre-
sponding type of SGA. We observe that aLS increases with
decreasing code rate, which indicates that the mismatch,
between the actual SNR thresholds and those resulting
from the standard SGAs, gets larger for smaller code rates.
Consequently, when the standard SGA is used, smaller code
rates require a larger difference ΓLB,stgap,dB−ΓLS,stgap,dB
(Nc,Kc) (1152, 960) (1440, 960) (1920, 960)
Code rate 5/6 2/3 1/2
ΓLS,stgap,dB 3.76 4.02 4.23
ΓLB,stgap,dB 4.70 6.02 6.79
ΓLS,modgap,dB 2.95 1.55 0.42
aLS 1.05 1.18 1.35
ΓLB,modgap,dB 4.24 2.64 1.34
aLB 1.02 1.14 1.32
Table 2: SGA parameters for (Nc,Kc) LDPC code
to avoid that the BER exceeds BERref .
IV. RESOURCE ALLOCATION FOR LDPC CODING
We now consider the RA problem for LDPC-coded mul-
ticarrier transmission operating on a channel with arbitrary
power gain-to-noise ratios (β1, ..., βN ). We aim to maximize
the information bitrate associated with the multicarrier sys-
tem, under maximum BER and maximum transmit energy
constraints. As for a (Nc,Kc) LDPC code the ratio of
information bits to coded bits is given by rc = Kc/Nc,
the RA problem is formulated as:
maximize
µ, 0E
Ninfo (5a)
subject to µn ≤ fb(βnEn), ∀n ∈ {1, . . . , N} (5b)
N∑
n=1
En ≤ Emaxtot (5c)
where Ninfo = rc
∑N
n=1 µn is the number of information
bits in the multicarrier symbol, and 0  E indicates
that all components of E must be nonnegative. In (5c),∑N
n=1En and E
max
tot denote the aggregate transmit energy
per multicarrier symbol, and its maximum allowed value,
respectively; in (5b), fb is the bitloading function defining
the maximum number of coded bits as a function of the
SNR. This bitloading function fb is then chosen such that
BER 6 BERref , and can be obtained either from the exact
SNR thresholds γthr(µ) or from the modified SGA (4), with
µinfo replaced by rcµ. The choice of bitloading function
directly determines which algorithms are available to solve
problem (5).
A. THRESHOLD-BASED RA
When considering the exact SNR thresholds, fb in (5b)
is the maximum value of µ satisfying γthr(µ) ≤ γ. The
resulting optimization problem is a mixed integer program,
which can be solved by means of a greedy algorithm
[1, 3]; however, convergence will typically be rather slow.
Considerably faster algorithms are available which are based
on Lagrange dual decomposition; the solution method is
detailed in [5].
A major advantage of threshold-based RA is that one
can expect the resulting BER to be very close to the target
value BERref , as will be confirmed in Section V. Moreover,
threshold-based RA methods are available for many other
settings, e.g., multi-user settings for the interference channel
[6], the multiple access channel [7] and the broadcast
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channel [8]. However, these methods tend to scale badly
in multi-user settings, as their numerical complexity grows
exponentially with the number of users.
B. MODIFIED SGA-BASED RA
When performing RA based on the SGA, the compo-
nents of the bitloading vector µ are considered continuous
(rather than discrete) variables, which allows using efficient
analytical optimization methods. The bitloading function
corresponding to the modified SGA (4) is
fb(γ) = (rca)
−1 log2
(
1 + Γ−1modgapγ
)
(6)
Replacing in (6) the parameters (a,Γmodgap) by
(1,Γstgap), we obtain the bitloading function associated
with the standard SGA as a special case. As a appears
merely as a proportionality factor in (6), the solution method
and the computational complexity for the modified SGA are
the same as for the standard SGA, which is well documented
in literature.
First, problem (5) with fb(γ) given by (6) is solved
using the well-known water-filling algorithm [24], yielding
the optimum continuous bit allocation. Next, the globally
optimal solution to the modified SGA-based discrete bit-
loading problem can be obtained by rounding the water-
filling solution to the nearest integer and applying greedy
bit adding/subtracting until the power constraints are tight
[22].
Compared to the threshold-based methods from Sec-
tion IV-A, it is to be expected that the obtained RA will
result in a BER that is further away from the target value
BERref , because γmodgap(µ) 6= γthr(µ). Moreover, when
using the continuous approximation as in (6) as the basis
for RA algorithms in a multi-user setting, global optimality
cannot always be guaranteed. However, the strength of these
SGA-based RA algorithms lies in the fact that they achieve
close-to-optimal results while exhibiting exceedingly low
complexity and being highly parallelizable [13, 15, 28].
Multi-user RA algorithms based on the standard SGA typi-
cally maximize the weighted sum of the per user information
bitrates, and can be applied without modification to RA
problems using the modified SGA as in (4). Finally, it is
noted that the employed discretization method for obtaining
an integer-valued bitloading can be readily generalized to
multi-user settings [19].
V. NUMERICAL RESULTS
For the three LDPC codes from section III, we compare the
RA performances (information bitrate and BER) resulting
from using the SNR thresholds at BERref = 10−5 and the
four SGAs introduced above.
We consider single-user LDPC-coded multicarrier trans-
mission over a twisted-pair (TP) access cable. The mul-
ticarrier system is according to the G.fast standard [23]:
the multicarrier symbol rate Rsy and the subcarrier spacing
Fsub equal 48 kHz and 51.75 kHz, respectively, and the
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Figure 4: Power gain-to-noise ratios for the twelve TPs from
[29]. Thick red line represents the 1st TP.
available subcarriers span the frequency interval (2.2 MHz,
212 MHz). We assume no crosstalk is present, and take
only additive white Gaussian noise (with one-sided power
spectral density of -140 dBm/Hz) into account. Transfer
function measurements for twelve 104 m long TPs from
the Dutch telecom operator KPN are available from [29];
Fig. 4 shows the corresponding power gain-to-noise ratios.
The RA algorithms from section IV are executed under
the constraint (5c) (which is equivalent to the ATP not
exceeding a maximum value denoted Pmaxtot = E
max
tot Fsub)
and the constraint µn ≤ 12 for n = 1, ..., N on the
constelllation sizes. This rather simple scenario is effective
in illustrating the differences in BER performance and in-
formation bitrate among the various RA algorithms. Similar
trends are expected to occur in more involved multi-user
scenarios.
A. INFORMATION BITRATE OF SGA-BASED AND
THRESHOLD-BASED RA
Fig. 5 shows the average (over all 12 TPs) information
bitrate versus the maximum allowed ATP Pmaxtot for the
threshold-based RA, using the LDPC code of rates 1/2, 2/3
or 5/6. The following observations can be made.
• In the limit for infinitely large Pmaxtot , the average
information bitrate becomes independent of Pmaxtot . All
subcarriers on all TPs are loaded with the µmax-bit
constellation, and the energy E(l)n on the nth subcarrier
from the lth TP is selected such that β(l)n E
(l)
n =
γthr(µmax), where β
(l)
n is the corresponding power
gain-to-noise ratio. The resulting ATP P (l)tot on the lth
TP is given by
P
(l)
tot = γthr(µmax)Fsub
N∑
n=1
1
β
(l)
n
(7)
The corresponding number of information bits per sub-
carrier equals µmaxrc; hence, the information bitrate
increases with the code rate. This asymtotic behavior
occurs for Pmaxtot ≥ maxl P (l)tot, with P (l)tot given by (7).
As γthr(µmax) is increasing with rc, the asymptotic
behavior starts at larger Pmaxtot when higher-rate codes
are used.
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Figure 5: Average information bitrate for RA based on SNR
thresholds.
• In the limit for small Pmaxtot , the average information
bitrate is essentialy proportional with Pmaxtot . Denoting
by N (l)info the number of information bits per multicar-
rier symbol on the lth TP, and assuming that the power
gain-to-noise ratio profile is essentially flat around its
maximum, we show in appendix A that N (l)info can be
approximated for small Pmaxtot as
N
(l)
info ≈ rc
β
(l)
maxEmaxtot
γthr(1)
(8)
where β(l)max = maxn β
(l)
n . Fig. 6 shows that the
dashed lines, which correspond to the approximation
(8), are close to the average information bitrate at low
Pmaxtot , for all three coderates. For the considered LDPC
codes with rates 1/2, 2/3 and 5/6, the ratio rc/γthr(1)
equals 0.6389, 0.5232 and 0.3933, respectively, which
indicates that, at small Pmaxtot , the rate-1/2 code yields
the larger information bitrate among these codes. Tak-
ing the information bitrate of the rate-1/2 code as
a reference, the rate-2/3 and rate-5/6 codes perform
worse by about 18% and 38 %, respectively.
• The rate-2/3 code provides a higher information bitrate
than the other two codes only in the interval Pmaxtot ∈
(−49 dBm, −35 dBm), where its performance is close
to that of the other codes. The rate-1/2 and rate-5/6
codes outperform the rate-2/3 code for Pmaxtot < -49
dBm and Pmaxtot > -35 dBm, respectively.
When the RA is based on the SGA, the behavior of
the average information bitrate versus Pmaxtot is similar to
the case of threshold-based RA, the only difference being
the substitution of the SNR thresholds by their LS/LB
standard/modified SGA. Denoting by Rthr and RSGA the
average information bitrates resulting from threshold-based
RA and SGA-based RA for a given code, Figs. 9-7 show
the relative rate loss 1 − RSGARthr as a function of Pmaxtot for
the different SGAs considered, for the LDPC codes with
rates 1/2, 2/3 and 5/6, respectively. A positive rate loss
(i.e., RSGA < Rthr) for a given Pmaxtot and given SGA
indicates that the RA using the considered Pmaxtot and SGA
yielded a lower average information bitrate compared to
the RA using the exact SNR thresholds γthr(µ). When the
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Figure 6: Average information bitrate at very small Pmaxtot ,
for RA based on SNR thresholds. The dashed lines, cor-
responding to the approximation (8), are close to the true
curves.
average information bitrate resulting from SGA-based RA is
larger than the one resulting from threshold-based RA (i.e.,
RSGA > Rthr), the rate loss is positive.
• In the limit for large Pmaxtot , the rate loss converges to
zero, because all subcarriers on all TPs are loaded with
12-bit constellations, irrespective of whether the RA is
based on the SNR thresholds or on their SGA.
• In the limit for small Pmaxtot , if follows from (8) that
the rate loss converges to 1− γthr(1)γSGA(1) , where γSGA(1)
represents γstgap,LS(1), γstgap,LB(1), γmodgap,LS(1) or
γmodgap,LB(1), depending on the considered SGA.
Hence, the rate loss at small Pmaxtot is positive when
γSGA(1) > γthr(1), and negative when γSGA(1) <
γthr(1). For the rate-2/3 code, it is easily verified from
Fig. 8 that the sign of the rate loss at small Pmaxtot
for the different SGAs is in agreement with the sign
of the corresponding γSGA(1)− γthr(1). Fig. 3 shows
that the latter sign is positive for the LB standard and
LB modified SGAs, negative for the LS standard SGA,
and that γmodgap,LB(1) = γthr(1) (which indicates that
the rate loss for the LB modified SGA goes to zero for
very small Pmaxtot ). The signs of the rate losses at small
Pmaxtot , corresponding to the various SGAs for the rate-
1/2 and rate-5/6 codes, are the same as for the rate
2/3 code; the only exception is the LS standard SGA,
giving rise to a negative rate loss for the rate-5/6 code
(this code yields γstgap,LS(1) < γthr(1)), whereas the
loss is positive for the other two codes.
• For intermediate values of Pmaxtot , the behavior of the
rate loss versus Pmaxtot depends on the constellation
sizes µn and the corresponding values of the considered
γSGA(µn) on all subcarriers. As the SGA deviates from
the SNR threshold (see Fig. 3), the SGA-based RA and
the threshold-based RA in general yield different bit-
loadings, and, therefore, different information bitrates.
When, on a given subcarrier, the former RA gives
rise to a constellation size which is smaller (larger)
than with the latter RA, this subcarrier provides a
smaller (larger) contribution to the information bitrate,
compared to threshold-based RA. A positive (negative)
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Figure 7: Relative rate loss (compared to threshold-based
RA) for LDPC(1920, 960).
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Figure 8: Relative rate loss (compared to threshold-based
RA) for LDPC(1440, 960).
rate loss indicates that the dominant effect on the
information bitrate comes from the constellations with
a smaller (larger) size, compared to threshold-based
RA.
• As γthr(µ) ≤ γmodgap,LB(µ) ≤ γstgap,LB(µ) by con-
struction, both the standard LB SGA and the modified
LB SGA give rise to a positive rate loss over the entire
range of Pmaxtot , with the standard LB SGA yielding the
larger loss.
• As aLS is decreasing with the code rate (see Table
2), the smaller code rates have SNR threshold values
γthr,dB(µ) exhibiting a larger slope when plotted versus
µinfo. Hence, the deviations of the LS standard SGA
and the LB standard SGA from the SNR thresholds
get larger for smaller code rates. As a consequence,
the magnitudes of the rate losses associated with the
LS standard SGA and the LB standard SGA are larger
for the smaller code rates.
B. BER PERFORMANCE OF SGA-BASED AND
THRESHOLD-BASED RA
To avoid time-consuming simulations associated with very
low BER values, the BER performance is estimated by
means of a semi-analytical method, outlined in Appendix B.
The accuracy of this method is assessed in Fig. 10, which
compares the BERs obtained by MC simulations (markers)
and by the semi-analytical method (solid lines), for the case
where the rate-2/3 LDPC code is used, and the RA is based
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Figure 9: Relative rate loss (compared to threshold-based
RA) for LDPC(1152, 960).
on the SNR thresholds and on the various SGAs; to limit
the simulation time, we only considered a range of Pmaxtot
where the BER is near 10−5 or larger.
For the considered LDPC codes with rates 1/2, 2/3 and
5/6, Figs. 11-13 display the (semi-analytical) BER versus
the maximum ATP, Pmaxtot , resulting from RA based on the
SNR thresholds and on the various SGAs.
• For threshold-based RA, the BER essentially equals the
reference value of 10−5 over the entire range of Pmaxtot .
• For very large Pmaxtot , the energy E
(l)
n on the nth
subcarrier from the lth TP is selected such that
β
(l)
n E
(l)
n = γ(µmax), where β
(l)
n is the corresponding
power gain-to-noise ratio, and γ(µ) stands for γthr(µ)
(in the case of threshold-based RA) or γSGA(µ) (in
the case of SGA-based RA). The BER for both the
LB standard SGA and the LB modified SGA equals
10−5, because the corresponding γSGA(µmax) equals
γthr(µmax) (see Fig. 3 for the rate-2/3 LDPC code).
The BER for both the LS standard SGA and the
LS modified SGA is larger than 10−5, because the
corresponding γSGA(µmax) is less than γthr(µmax)
(see Fig. 3 for the rate-2/3 LDPC code): E(l)n is
too small to achieve BER = 10−5 for µ = µmax.
The LS standard SGA yields the larger BER (larger
than 10−5 by several orders of magnitude), because
γstgap,LS(µmax) < γmodgap,LS(µmax).
• For very small Pmaxtot , we have BER > 10
−5 when
γSGA(1) < γthr(1). This is the case for (i) the LS mod-
ified SGA for all three codes, and (ii) the LS standard
SGA for the rate-5/6 code), all giving rise to a BER
which exceeds 10−5 by several orders of magnitude.
We obtain BER < 10−5 when γSGA(1) > γthr(1),
which is is the case for (i) the LB standard SGA
for all three codes, and (ii) the LS standard SGA for
the rate-1/2 and rate-2/3 codes. For all three codes,
γmodgap,LB(1) = γthr(1), so that the BER associated
with the LB modified SGA converges to 10−5 in the
limit for very small Pmaxtot .
• For intermediate values of Pmaxtot , the behavior of the
BER versus Pmaxtot depends on the constellation sizes
µn and the corresponding values of the considered
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Figure 10: BER on the 1st TP for LDPC(1440, 960). MC
simulations (markers) agree with the semi-analytical BER
(lines).
γSGA(µn) on all subcarriers. For the LS standard and
LS modified SGAs, a BER larger (smaller) than 10−5
for a given Pmaxtot and given SGA indicates that, for the
considered Pmaxtot , the majority of the constellations in
the multicarrier symbol have a SNR threshold which
is larger (smaller) that the considered SGA.
• As γthr(µ) ≤ γmodgap,LB(µ) ≤ γstgap,LB(µ) by
construction, both the LB standard SGA and the LB
modified SGA give rise to smaller constellations com-
pared to threshold-based RA, which results in BER
≤ 10−5; the LB standard SGA yields the smaller BER.
C. CONCLUDING REMARKS
If can be verified from Figs. 7-9 and Figs. 11-13 that there
are no intervals of Pmaxtot where simultaneously the rate loss
for a given SGA is negative (i.e., RSGA > Rthr) and the
corresponding BER is below 10−5; this illustrates that no
performance gain can be obtained by using SGA-based RA
instead of threshold-based RA.
However, SGA-based RA might be preferred over
threshold-based RA, because of the higher mathematical
flexibility of the former. A major disadvantage of the LS
standard SGA and the LS modified SGA is the considerable
violation of the BER constraint, as shown in Figs. 11-13. No
BER violation occurs for the LB standard SGA and the LB
modified SGA, but the drawback is a rate loss compared
to threshold-based RA, especially at low Pmaxtot (see Figs.
9-7); the LB modified SGA is to be preferred, because of
its smaller rate loss. For the considered codes, the rate loss
resulting from the LB modified SGA is limited to about
15%, while rate losses up to about 60% are observed for
the LB standard SGA.
VI. CONCLUSIONS
RA in multicarrier systems is commonly based on SNR
thresholds. While the SNR thresholds for TCM (and for un-
coded transmission) are well approximated by the standard
SGA, we have demonstrated that this is no longer the case
for LDPC-coded modulation. Therefore, we have proposed a
modified SGA for LDPC-coded modulation, which provides
a substantially better fit to the SNR thresholds.
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Figure 11: Average (semi-analytical) BER for LDPC(1920,
960)
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Figure 12: Average (semi-analytical) BER for LDPC(1440,
960)
Selecting the parameters of the standard and modified
SGA to provide a LS fit to the SNR thresholds for LDPC-
coded modulation can give rise to a considerable violation
(by a few orderes of magnitude) of the BER constraint.
To avoid the increased BER, we have introduced the LB
standard and LB modified SGA, which are lower-bounded
by the SNR thresholds. However, the drawback of these LB
SGAs is a reduction of the information bitrate, compared to
the RA based on the SNR thresholds. Numerical results, per-
taining to a single-user scenario involving the transmission
of a G.fast multicarrier signal over a TP, indicates that the
rate loss resulting from the LB SGAs is very small at high
TX power levels (with essentially all subcarriers carrying the
largest allowed constellation). In contrast, at low TX power
-70 -60 -50 -40 -30 -20 -10 0 10 20
maximum ATP (dBm)
10-10
10-8
10-6
10-4
10-2
100
BE
R
SNR thresholds
LS standard SNR approx
LS modified SNR approx
LB standard SNR approx
LB modified SNR approx
Figure 13: Average (semi-analytical) BER for LDPC(1152,
960)
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levels (with mainly small constellations being used) the LB
SGAs exhibit rate losses of several tens of percent; the LB
modified SGA yields the smaller loss, which is limited to
about 15%.
.
APPENDIX A INFORMATION BITRATES FOR SMALL
ATP
Let β′ = (β′1, ..., β
′
N ) be the permutation of β =
(β1, ..., βN ), such that the elements of β′ are in descending
order, i.e., β′1 ≥ β′2 ≥ ... ≥ β′N . We denote by γ(µ) either
the actual SNR threshold γthr(µ) or its SGA γSGA(µ); the
latter represents γstgap,LS(µ), γstgap,LB(µ), γmodgap,LS(µ)
or γmodgap,LB(µ). Considering that Ninfo versus Emaxtot is
an increasing staircase function (which we represent as
Ninfo = gstep(E
max
tot )) with vertical steps of size rc, we
denote by Emaxtot (i) the minimal value of E
max
tot yielding
Ninfo = irc. We introduce the piece-wise linear function
glin(E
max
tot ), obtained by connecting the successive points
((Emaxtot (1), rc), (E
max
tot (2), 2rc), ....). When the number N
of subcarriers is large, the vertical steps of gstep(Emaxtot )
are very small, considering the scale in Figs. 5 and 6 (a
stepsize rc in Ninfo corresponds to a stepsize rcRsy < Rsy
= 48 · 103 bps in information bitrate in Figs. 5 and 6), so
that gstep(Emaxtot ) ≈ glin(Emaxtot ).
Achieving Ninfo = rc with minimal energy corresponds
to placing one coded bit on the subcarrier associated with
β′1; this yields E
max
tot (1) =
1
β′1
γ(1).
For SGA-based RA, it can be verified from (4) that
γSGA(2) > 2γSGA(1). With N1 denoting the largest integer
satisfying γSGA(2)−γSGA(1)β′1 >
γSGA(1)
β′N1
, we have N1 ≥ 1.
When N1 > 1, it takes less energy to place a single bit
on the subcarrier corresponding to β′n (with n = 2, ..., N1),
than to place a second bit on the subcarrier corresponding
to β′1. Hence, we obtain
Emaxtot (i) = γSGA(1)
i∑
n=1
1
β′n
(9)
for i = 1, ..., N1, which is achieved by placing a single bit
on the subcarriers corresponding to β′1, ..., β
′
i.
For RA based on the SNR thresholds, one has γthr(2) =
2γthr(1) (because the 1-bit and 2-bit constellations are (a
rotated version of) BPSK and 4-QAM, respectively) and
γthr(3) > 3γthr(1). With N2 denoting the largest integer
satisfying γthr(3)−2γthr(1)β′1 >
γthr(1)
β′N2
, we have N2 ≥ 1. When
N2 > 1, it takes less energy to place a first bit or add
a second bit on the subcarrier corresponding to β′n (with
n = 2, ..., N2), than to place a third bit on the subcarrier
corresponding to β′1. This yields
Emaxtot (2i) = 2γthr(1)
i∑
n=1
1
β′n
(10)
for i = 1, ..., N2, and
Emaxtot (2i+ 1) = 2γthr(1)
i∑
n=1
1
β′n
+ γthr(1)
1
β′i+1
(11)
for i = 1, ..., N2 − 1. We achieve (10) by placing two
bits on the subcarriers corresponding to β′1, ..., β
′
i; (11) is
achieved by additionally placing one bit on the subcarrier
corresponding to β′i+1.
When the power gain-to-noise ratio profile is essentially
flat around its maximum value, inside an interval of Nfl
subcarrier spacings, we have β′n ≈ β′1 for n = 2, ..., Nfl +1;
as a consequence, N1 ≥ Nfl + 1 and N2 ≥ Nfl + 1. In this
case, (9) and (10)-(11) reduce to Emaxtot (i) ≈ iγ(1)β′1 , for i =
1, ..., Nfl + 1 and for i = 1, ..., 2(Nfl + 1), respectively. This
yields glin(Emaxtot ) ≈ rcβ
′
1
γ(1)E
max
tot for E
max
tot ≤ γ(1)β′1 (Nfl + 1)
(SGA-based RA) or Emaxtot ≤ 2γ(1)β′1 (Nfl + 1) (threshold-
based RA).
APPENDIX B SEMI-ANALYTICAL BER ESTIMATION FOR
LDPC CODING
For the case of a uniform bitloading and SNR profile (µ =
µ1N and γ = γ1N ), the following tables are constructed
for µ ∈ {1, 2, ..., µmax}: (i) the BER versus γ, resulting
from MC simulation of the LDPC decoder for given µ, i.e.,
log10(BER) = fµ(γ); (ii) the average MI (between a coded
bit and its log-likelihood ratio [26]) per bit versus γ for given
µ, i.e., Ibit = gµ(γ); and (iii) the BER versus the MI per bit
for given µ, i.e., log10(BER) = hµ(Ibit), which is obtained
from the tables (i) and (ii) as log10(BER) = fµ(g
−1
µ (Ibit)),
with g−1µ (.) denoting the inverse function of gµ(.). As shown
empirically in [27], the function hµ(.) depends only weakly
on µ.
The BER estimate resulting from a bitloading µ =
(µ1, ..., µN ) and SNR profile γ = (γ1, ..., γN ) is obtained
in two steps. First, the average MI per bit for the considered
µ and γ is computed as
Ibit,avg =
∑N
n=1 µngµn(γn)∑N
n=1 µn
(12)
Next, the BER estimate BERest is obtained from
log10(BERest) =
∑N
n=1 µnhµn(Ibit,avg)∑N
n=1 µn
(13)
Note that (13) provides the exact BER value when the
bitloading and the SNR profile are uniform: indeed, in
this case, (12) and (13) reduce to Ibit,avg = gµ(γ) and
log10(BERest) = hµ(gµ(γ)) = fµ(γ), respectively, so that
log10(BERest) = log10(BER).
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