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ABSTRACT 
We give a solution to the question: given matrices A and A’ in GL(2, 21, when is 
there a third matrix C in GL(2, Z) such that AC = CA’? It is shown that any 
A E GL(2, Z) is similar to one of a certain “standard” form, nonuniquely. Standard 
matrices can be factored uniquely into a product of “elementary” matrices 
c 1 ( 1 10’ 
as done by van der Poorten. Using the theory of continued fractions, we then show 
that two standard matrices are similar if and only if their factorizations are equal up to 
a cyclical permutation of the factors. 0 Elsevier Science Inc., 1997 
1. INTRODUCTION 
The question when two matrices are similar in GL(2,2>, the group of 2 
by 2 matrices with integral entries and of determinant + 1, is apparently 
subtle, and has implications in other areas of mathematics. In GL(n, R), the 
group of n X n matrices with real entries and determinant f 1, two elements 
are similar if and only if they have the same Jordan normal form, given some 
ordering of the eigenvalues. It is an exercise in elementary matrix algebra to 
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show that if two matrices are similar then they have the same trace t and 
determinant D. An oft quoted example of two matrices in GL(2, Z) with the 
same trace and determinant, but which are not similar over GL(2, Z), is 
The reader may easily check for him- or herself that there is no C E GL(2, Z) 
such that AC = CA’, or see [3, 41 for details. 
This problem was first considered by Latimer and MacDuffee in 1932 [7], 
who showed that A and A’ are similar in GL(n, Z) if and only if they 
correspond to the same ideal in the ring of polynomials in A with rational 
integral coefficients. In the case n = 2, the characteristic polynomial of both 
is 31’ - tx + D, and thus they have the same eigenvalues (5, D/l}. In 
Section 2 we show that A and A’ are similar if and only if a certain ideal in 
Z( 5) associated with A [the ideal is given by {m(a - 5 ) + nb: (m, n) E Z”}] 
is a scalar multiple of the ideal associated with A’. It might be possible to use 
Ono’s description of the ideal class group of a real quadratic field to arrive 
at our results (see [S]), but we give instead a direct treatment in terms 
of matrices, in which the reader may detect parallels to parts of Ono’s 
description. 
The question at hand is of importance in dynamics on the torus, since the 
group of automorphisms of the n-dimensional torus T” may be identified 
with GL(n, Z). Two maps 4 and 4’ on a topological space X are topologi- 
tally conjugate if there is a homeomorphism 0 of X such that (PO = 04’. In 
[l, 21 it was shown that two automorphisms of T2 are topologically conjugate 
if and only if they are similar as elements in GL(2, Z). Accounts of the 
dynamics of the automorphisms of the torus are given in [5, 31. 
The closely related group PSL(2, Z) 1s well known to be the free product 
{T} * {R} of a cyclic group of order 2 and a cyclic group of order 3, and given 
any element of this group, it is a routine matter to express it in terms of T 
and R, and then to reduce it cyclically. The criterion for similarity is then that 
two elements A, B of PSL(2, Z) are similar over PSL(2, Z) if and only if they 
have the same cyclic reduction. 
Campbell and Trouy [4] exploit this fact to develop an algorithm to 
determine when two given matrices in GL(2, Z) are similar over GL(2, Z). 
The reader will find further references in that very readable paper. 
Our method utilizes the theory of continued fractions to obtain factoriza- 
tions into what we shall call elementary matrices. According to our method 
the reason why the above matrices A, A’ are not similar is that they have 
FACTORIZATION AND SIMILARITY IN GL(2, Z) 
factorizations 
225 
A=(: i)(: :) and A’ = (T i)(T i) 
into elementary matrices which cannot be made equal by a cyclical reorder- 
ing of the factors. The elementary factors are obtained from the continued 
fraction expansions T = [4,1] and $ = [2,2] of the fractions obtained from the 
first columns of A and A’ respectively (see [9], where this connection 
between continued fractions and GL(2,Z) is exploited to considerable effect 
in number theoretic questions). In this case A and A’ are already in a certain 
standard form, defined in Section 3, to which, however, any element in 
GL(2,Z) may be reduced by similarity operations. 
It will be evident from our method that a matrix is usually not similar to 
its transpose, but that it will always be similar to its transpose if its factoriza- 
tion consists of only two factors, as in the above cases. 
2. ALGEBRAIC CONSIDERATIONS 
Let 
E GL(2, Z) 
have trace t > 0 (if A has negative trace, consider -A). Because the 
reduction scheme in the next section makes it clear when two matrices are 
similar in the cases of trace 0, 1, or 2, we confine ourselves to the case 
tr A > 2. In this case the eigenvalues of A are real: one is C = (t + 
-)/2 > 1, where D denotes det A, and the other is D/l = l= 
(t - ->/2, h w ere E denotes the algebraic conjugate of X. The 
number 5 is irrational, since the distance from t2 to the nearest square is 
> 4 for t > 2. An eigenvector corresponding to C is v = (b, 5 - a), and we 
consider the additive group generated by this eigenvector as follows: 
.%=((b,l-a) =((m,n).v:m,nEZ}. (1) 
5%? is clearly an additive subgroup of the integral domain Z( 5 ) = (m + n{: 
m, n E Z}. In fact 9 is an ideal, as we now show. 
Wq$ q3ns (2 ‘Z)TB 3 3 x!.WXu F s! aJay pm ‘z Jai\0 ,g JOJ sast?q am {,v - 
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or Cv’ = cv. Recalling that v is an eigenvector of A, we get ACv’ = ccv, 
and C-‘ACv’ = clCP’v = ccc-iv’ = 5~‘. Thus v’ is an eigenvector of 
C- ‘AC corresponding to the eigenvalue 5. 
Similarly, w = (b, i - ) a 1s an eigenvector of A corresponding to c. If 
we let also w’ = (6’, S - a’), then taking the algebraic conjugate of both 
sides of (2), we get Cw’ = Ew, since taking the algebraic conjugate is a 
multiplicative operation. Then, exactly as above, we get K’AC w’ = 5~‘. 
Thus v’ and w’ are eigenvectors of both A’ and C-‘A’C corresponding to 
the eigenvalues 5 and z respectively. Since a diagonalizable matrix is 
uniquely determined by its eigenvalues and corresponding eigenvectors, we 
must have A’ = C-‘AC. 
A * B: Now suppose that AC = CA’ for some C E GL(2, Z). With the 
above notation we have A(Cv’) = CA’v’ = Cbv’, so that Cv’ is an eigen- 
vector of A corresponding to the eigenvalue 6, and thus Cv’ = cv for some 
c # 0. It follows that 
9’ = {(m, n) -v’: (m, fl) E z*} 
= {(m, n)C * v’: (m, n) E z*} (since multiplying by C is a bijection) 
= {(m, n) . Cv’: (m, 7l) E z2) 
= {c( m, n) . v: (m, n) E z*} 
= cs?, 
as required. 
A e C: The proof so far shows that statement A is equivalent to (2) being 
true for some c. This in turn is equivalent to 
Cllb’ + c,*( 5 - a’) b 
=- 
C*1b’ + c**( 4 - a’) 5 - n ’ 
since c cannot be 0, that is, equivalent to C, since 5 - a’ # 0. n 
Condition C implies that the continued fraction expansions of b’/( 5 - a’) 
and b/( 5 - a> eventually have the same tails, and since the numbers are 
quadratic irrationals, this implies that they eventually have the same periods 
in their continued fraction expansions (and conversely). We next introduce 
the standard form of a matrix, and in section 5 we identify these periods in 
terms of the first column of the standard matrices corresponding to A and 
A’. 
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3. REDUCTION SCHEME 
In this section we exhibit (nonunique) standard forms for elements in 
GL(2, Z) with positive trace, in the sense that any A E GL(2, Z) is similar to 
a standard matrix. We shall use repeatedly the similarity transformations in 
Table 1: if 
then for the given value of C we get the corresponding value of C-‘AC. 
Here, for example, b* = b - n(a - d) - n’c. The matrix resulting in case 
(d) is called the double transpose of A. 
DEFINITION 1. A matrix A with nonnegative trace is a standard matrix 
if 
with O<ddb,c<a (3) 
in the cases that tr A > 2, and tr A = 2 with det A = - 1, or A is one of the 
matrices 
(4 
where b > 0, in the cases tr A = 2 with det A = 1, and tr A = 1, and 
tr A = 0 respectively. 
TABLE 1 
Case c C_‘AC 
(a) (; -y) (_“, -:) 
(b) (,t ;) (n;:b dbtlb) 
cc> (i ;L) (Tc db’,J 
Cd) 
FACTORIZATION AND SIMILARITY IN GL(2,Z) 229 
THEOREM 3. Any matrix in GL(2, 2) with nonnegative trace is similar 
over GL(2, 2) to a standard matrix. 
Proof. Let the matrix be 
and suppose first that t = tr A > 1. 
We begin by showing that A is similar to a matrix with nonnegative 
diagonal elements. For if one of them is negative, we may assume it is d 
(otherwise take the double transpose), so that a = t - d > t. One of lb1 or 
ICI is less than a, since otherwise lbcj 2 a2 = a(t - d) > t2 - ad 2 1 - 
ad > det A - ad = Ibcl, a contradiction. If [bl < a, we may suppose 0 < b 
< a, using the similarity (a) if necessary. Using the similarity (b) for 
some choice of n, we may conjugate A to a matrix 
with 0 <a’ <b = b’ 6 a - 1. 
If on the other hand IcJ < a instead of (bl < a, use (a) and (c) to achieve 
0 < a’ < c = c’ < a - 1. While a > t we may repeat this process, decreas- 
ing a each time by at least 1, until we arrive at a’ < t, so that d’ 2 0. Thus 
A is similar to a matrix with nonnegative diagonal elements, as claimed, and 
we may now assume that a > 0, d 2 0, and a < b V c. 
We have bc = ad - det A > - 1. We consider the possible cases for bc: 
1. bc = - 1. In this case 
a = 1, det A = 1, ad=O, and A=(;, 5’). 
This is standard, after using (a) if necessary. 
2. bc = 0. In this case 
ad = 1 and A = 
which is standard, and we may take b > 0 because of (a). 
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3. bc = 1. Using (a) if necessary, we have b = c = 1, and the only 
possible cases are 
A = (k t) and [I ,!j). 
which are standard and represent the cases det A = 1 and - 1 respectively. 
4. bc > 1. We now have ad > 1, and we may assume a 2 cl > 0 
(otherwise take the double transpose), and h, c > 0 in view of (a). 
(a) b A c = 1. Using (b) or L 1 necessary, we can get d = 1, and if ( *> ‘f ’ . . 
det A = 1 we must have 
or its transpose, both of which are standard. If det A = - 1, we must have 
A=(‘;’ ;), 
which can be transformed via (c) to the standard matrix 
t 1 
i i 10’ 
(b) b A c > 1. Since gcdca, b) = gcd(a, c> = gcd(d, b) = gcd(d, c> 
= 1, we have in this case {a, d} n {b, c} = 0. The reduction process in the 
second paragraph of the proof left us with cl 2 0 and 0 < a < b V c. If 
a < b A c then d > b V c [otherwise bc > (a + l)(d + 1) > ad + 1 > bc]. 
The double transpose of this case is standard. 
We are thus left with the case 0 < a < b and a > c, and the case 
0 < a < c and a > b. We deal with the first case (the second is done in a 
parallel fashion). Using similarity Cc) with n < - 1 chosen so that 0 < a + 
nc < c, we obtain a similar matrix A’ with 0 < a’ < c’ = c and d’ > d > 1 
and d’ > cl. Then b’ < d’, since b’ > d’ would imply a’d’ < Cc - 1) 
(b’ - 1) < b’c’ - 1 < b’c’ - det A’ = a’d’. Also, a’ < b’, since a’ > b’ 
and d’ > c’ would imply a’d’ > (b’ + l)(c’ + 1) > b’c’ + 1 2 b’c’ + 
det A’ = a’d’. We thus have obtained 
and thus the double transpose of A’ is standard. 
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By similar means one may show that if tr A = 0 then A is similar to 
0 fl ( 1 10’ n 
The reader may check that c > b > 0 and 
where 
implies that z = 0, xw = rf: 1, and b = kc. Thus 
if c>b>O. 
This fact together with the fact that similarity preserves trace and determi- 
nant shows that the matrices in (4) of Definition 1 are nonsimilar, and in turn 
are not similar to any in (3). 
We note also that two matrices are similar if and only if their standard 
matrices are similar. 
4. FACTORIZATION OF STANDARD MATRICES 
We now use the connection between continued fractions and matrices as 
used by van der Poorten [9] to factor uniquely any standard matrix into 
“elementary” matrices, namely those of the form 
c 1 ( i 10’ 
Van der Poorten begins his paper by proving the following result, and for the 
reader’s convenience we give a proof. 
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(5) 
for 12 = 0, 1,2. . . and if cj # 0 f;x-j > 0, then 
P" -= 
q,, 
[COJ,>..., c,] := co + 
1 
1 . 
Cl + 
c2 + . 
. 1 
Proof. This is trivially true for one factor, that is, for n = 0, if one takes 
p _, = 1, q_ I = 0. For purposes of induction we assume it true for the 
product of k factors, in the form 
where 
rk 1 
--cc,+ 
sk c2 + . 
1 
+L 
c k 
Then 
where 
'Ork + sk 1 1 
=c,+ - 
rk rk/sk 
= co + 
1 . 
Cl + 
c2 + . 
. 1 
+- 
ck 
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This completes the inductive step from k to k + 1 factors, and thus the 
lemma is proved for n = 0, 1,2 _ _ . . n 
We claim that the matrix 
on the right side of(S) is a standard matrix. This is clear from the definitions 
if n = 0. For n > 0 we obtain from (5) the relations 
Also y. = 1 < c,) = p. and q, = c, < c,,c, + 1 = p,, so that using the 
above inequalities one can show by induction that q,, < p, for II = 1,2.. . . 
These inequalities show that the above matrix is standard. 
Conversely, if 
is a standard matrix of the form (3) so that c > 0, it can be factored as in (5). 
To see this, let a/c have a continued fraction expansion [c,,, c,, . . . , c,,] 
where co, . . . , c,, are integers 2 1. Now n may be chosen so that (- 1)“’ ’ 
= det A, since [c,,, c,, . . . , c,,] = [ccl, c,, . . . , c,, _ , + l] if c,, = 1, and 
1 C(], c ,, . .., c,,] = [co, c,, . . ., c,, - 1, l] if c,, > 1. Otherwise the continued 
fraction expansion of a/c is unique, as guaranteed by the continued fraction 
algorithm. Thus if 
is given by (5), then det P = det A, and the first columns of P and A are the 
same, since a/c = p,,/y,,, and the fractions are in reduced terms (since 
net - bc = p,q_, - p,_ Lqrl = k 1). The following lemma allows us to con- 
clude that A = P. 
LEMMA 2. A standard matrix is uniquely determined by its first column 
and d.eterminant. 
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Proof. Clearly we need only consider matrices of the type (3). Let 
with determinant D = + 1 be such a matrix, so that c > 0, and 
also be standard with determinant D. Then x and y must satisfy the 
conditions 
cx-ay= -D 
and I < x < a, 0 < y < c. All solutions to the equation 
b + ta, y = d + tc. Now x = b is the only solution for 
are given by x = 
x in the required 
range, since 0 < b < a. If c > 1, then y must be actually less than c since 
gcd( y, c> = 1 so that y = d is the only solution in the range 0 < y < c. If 
c = 1 then d = 1 or 0, and in each case it is easy to check that y must be 
equal to d. Thus B = A as required. 4 
We have proved the stated aim of this section, 
THEOREM 4. 1f 
is a standard matrix with c > 0, then 
A=(; ;j(‘,’ ;j.$’ ;j (6) 
where a/c has the continuedfraction expansion [co, cl,. . . , c,] chosen in the 
above manner so that ( - l)“+ ’ = det A. This expansion is unique. 
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5. SIMILARITY OF STANDARD MATRICES 
Let us denote the factorization in (6) by A = (c,,, c,, . . . , c,,) and the 
“elementary” matrix 
c 1 
i 1 1 0 
by E(c). Other standard matrices similar to A are E(c,,)~‘AE(c,,) = 
cc,> c.2,. . . , C,), co), and likewise (c,, cg, . . . , co, c,), . . . , (c,~, cc,, . . . , c,, _ ,). 
In this section we show that these matrices, obtained by cyclically reordering 
the elementary factors of A, are the only standard matrices similar to A. 
In order to do this we need to consider the purely periodic continued 
fractions [cg , cl, . . . , c,,] = [cc), . . _ , c,,, ccl, . . . , c,,, . . . 1, and the numbers 
h/( C - a) introduced in Theorem 2. 
THEOREM 5. If 
=(c,,,c ,,..., c,,) 
is standard, so that a/c = [cc,, . . . , c,,], then 
a = A- = [ C,), C,) . . . , c,, 1. 
C-a 
Proof In Lemma 1 the only condition places on the c, was that they 
must be nonzero for j > 0. If x = [co, c, , . . . , c,,] then x = [cg, c,, . . . , 
C,,>C()> Cl>. . . > c,,] = [c,, . . . , c,!, x]. By Lemma 1, 
(‘; i)(T ii---(y tIJ(; b) = (1 I), where b =s, 
that is, 
(z r;)(I :,) = (Ii t). 
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From this we read (ax + h)/(c~ + d) = r/s = x. This yields the quadratic 
equation 
cX2+(&a)x--=o. 
But cr = b/( 5 - n) = ( [ - d)/c satisfies this equation also: 
= (<-d)‘+(d-a)({-d)-bc 
C 
[‘-tl+D det( A - 5 Id) 
=p = 0. 
C C 
Since 
5-d 
x>l and IX=-= 
a - D/5 
>I 
C C 
(since 5 + D/c = t), we must have x = LY, as required. 4 
Now let A and A’ be in standard form. By Theorem 2, C-‘AC = A’ if 
and only if A and A’ have the same eigenvalue 5, and ~(a’) = CY, where 
’ = b'/(l - a’). By a well known 
fS.,ctions [6, Theorem 175, p. 1421, CY’ 
theorem in the theory of continued 
= y( a) if and only if the continued 
fraction expansions of cr and (Y ’ have the same tails, i.e., c; = ck + n for some 
n and all k > K for some K sufficiently large. Since LY = [co, cl, . . . , c,,], and 
ff ‘= &, , . . . , CT:,], say, for some m, this implies that n = m and (c’,, . . . , cl,> 
is a cyclical reordering of (c,, . . . , CT,,). This establishes the claim made at the 
beginning of this section, which we state as our final theorem. 
THEOREM 6. Two matrices in GL(2, Z), A and A’, are similar over 
GL(2, 2) ifand only $th e a f ct orizations of the standard matrices of A and A’ 
into elementary matrices are cyclical reordetings of one another. 
It is now easy to see when a matrix is similar to its transpose. Because the 
elementary matrices are symmetric, the transpose of A = (c,, . . . , c,) is 
(C”, . . . , co). A is symmetric if and only if (c,, . . . , c,) is a palindrome. A is 
similar to its transpose if (c,, . . . , c,)) can be made equal to (c,, . . . , c,,) by a 
cyclical permutation of its factors. This is always the case if n = 1, but if 
n > 1 is clearly not usually the case. 
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I am grateful to the referee for his valuable c0mment.y regarding the 
introduction. 
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