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談話関係を持った談話片対は，その談話片間に接続表現 (becauseやon the other
handなど) が含まれているか否かで 2つに分類することができる．接続表現を含
む談話関係をExplicitな談話関係，含まない談話関係を Implicitな談話関係と





(1) S1: John pushed Paul toward a hole.
S2: He didn’t get hurt,
S3: because he is a tough guy.
近年，大規模な世界知識を用いて文章に明示されていない情報を推論し (談話解













(2) S1:The bank had forced the family to have an auction.





























Given: 背景知識 B, 観測 O．ただしB は一階述語論理式の集合，O はリテラル
の集合．
Find: 仮説 (または説明) H．ただしHはH ∪B |= O,H ∪B 6|=⊥ を満たすリテ
ラルの集合．
仮説推論では，観測に対して次の 2つの操作を再帰的に適用し，候補仮説 (上記の
条件を満たす復数の仮説H) の集合を生成する: (1) 後向き推論: 背景知識と観測
から新しい仮説を導く操作である．例えばH = q(x)に対して，∀x(p(x)→ q(x))
という知識を用いて，候補仮説H ′ = q(x), p(x)を生成する．(2) 単一化: 仮説内
の同一の述語を持つ 2 つのリテラルを合成し，互いの項が等価であるという仮説
を置く操作である．例えば，H = p(x), p(y), q(y)の p(x)と p(y)に単一化を適用
すると，候補仮説H ′ = p(x), q(y), x = y を得る．これらの操作により生成された
候補仮説から最良の仮説を求めるためには候補仮説の “良さ”を評価する関数 (ス
コア関数) が必要であり，これまでに確率やコストなど様々な指標が用いられて











解析が試みられてきた [9, 10, 11, 12, 13, 8] ．例えば，Linら [13, 8]は 2つの談
話片に存在する単語の対を素性として，機械学習を用いて談話関係を認識してい
る．このような表層的な情報を用いた学習では implicitな談話関係についての認
識性能は F値で 0.40の性能しか得られていない．また，Pitlerら [10] は表層的
な情報に加えて，外部知識を解析の手がかりに用いることを提案しているが (二
























以下に挙げる．WordNet3.0 [16], FrameNet1.5 [17], ConceptNet51, YAGO2 [18],












1つ目はRhetorical Structure Theory (RST) をもとにしたRST Corpus [24], 2つ
目は Pennsylvania大学により開発されている大規模な談話関係コーパスである









































































family(x1) ∧ auction(e1, x1, x2) ∧ they(y1) ∧ keep(e2, y1, y2) ∧ thing(y2) ∧ Coherent(S1, S2) ∧ !
modality(e1, Must) ∧ fact(e1, Future, +) ∧ value(e2, Positive) ∧!
Seg(e1, S1) ∧ Seg(e2, S2) 
give(ue1, y1, y2) ∧ inhibit(ue1, e2) 
sell(ue3, uy1, uy2) ∧ cause(ue3, ue2) 










inhibit(e1, e2) ∧ 
fact(e1, t, +) ∧ 
value(e2, Positive) ∧ 
Seg(e1, S1) ∧ Seg(e2, S2) 







give(ue2, uy1, uy2) 
sell(ue4, uy3, y4) 
ue2=ue1, y1=uy2, y1=uy2 









ア語 [29]，中国語 [30],チェコ語 [31]，オランダ語 [32]，ドイツ語 [33]，ヒンディー
語 [34]，トルコ語 [35]) や，あるいは文書の分野を絞った談話関係コーパス構築の

























大学センター試験の長文読解問題 (小説問題) の問題文から 30個 (順接 15, 逆
接 15) の談話片対を抽出し，調査の対象とした．談話関係の定義としては Pen-
nDiscourseTreeBank (PDTB) Annotation Manual[37]の関係セット (図 1)を参考





























例 (1)に対する記録を図 2に示す．図 2では，オークション (auction) はなにか売
ること (sell) の一部であり (hypornym)，それがなにか手放すこと (give) を引き
起こし (cause), それが最終的に thingsを保持しておくことを阻害して (inhibit)，
逆接関係が導かれることが記録されている．図 2では，例えば「事象 keep から，















inhibit(e1, e2) ∧ fact(e1, P resent, +) ∧
value(e2, Positive) ⇒
Adversative(S1, S2) ∧ Seg(e1, S1) ∧
Seg(e2, S2)
EVOKE EVENT 事象 E1から E1と関係 Rに
ある別の事象 E2 を連想
sell(e1, x)∧cause(e1, e2)⇒ give(e2, x),
give(e1, x) ∧ inhibit(e1, e2)
⇒ keep(e2, x)
EVOKE TRANS 事象E1と事象E2の関係R12
と，事象 E2 と事象 E3 の関
係 R23 から事象 E1 と E3 の
関係 R13 を推論
cause(e1, e2) ∧ inhibit(e2, e3) ⇒
inhibit(e1, e3), cause(e1, e2) ∧
cause(e2, e3)⇒ cause(e1, e3)
COREFERENCE 2つの mention m1, m2 が共
参照になりうることを推測 ∗
japan(x) ⇒ country(x),
shoot(e, x1, x2) ⇒ hit(e, x1, x2),
x = y ⇒ as(x, y)
* mention はモノと事象の両方を含む
2. hyponym(auction, sell), cause(sell, give), inhibit(give, keep)といった，イ
ベントとイベントの間にある関係の知識



















性 (fact or non-fact), 近未来の事実性 (future-fact or future-non-fact)，価値




(b) 事象から事象の想起 (EVOKE EVENT)
事象の連想に関する推論パターンである．Xから関係RによりY を連想す
ることを仮説推論の後ろ向き推論に対応させ，仮説推論の背景知識として
Y ∧ R ⇒ X のように表現する．Rは，どのような種類の情報を推論した
かを記録するために用いられる．例えば事象から事象の想起では，give か
ら causeの関係にある sell が想起されるよう，sell(e1, x) ∧ cause(e1, e2)⇒
give(e2, y)という公理を書く．これらの公理は既存の語彙資源 (WordNet
3.0[16], FrameNet 1.5[17], VerbOcean[41])から獲得することができる．
(c) 事象間の推移関係の推論 (EVOKE TRANS)
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事象間の関係と事象間の関係から新たな関係を推論する推論パターンであ
る．事象 E1 と事象 E2 の間に関係 R12 が存在し，事象 E2 と事象 E3 の間
に関係R23が存在する時，事象E1と事象E3の間にも推移的に関係R13を
推論する，という形で仮説推論の背景として公理を記述している．例えば
















• 談話内で関連語 (部分全体関係など)の関係にある2つのmention m1,m2
を間接照応関係と認識する．仮説推論では，関係Rの関連語 r1, r2を
r1(x) ∧ R(x, y) ⇒ r2(x)で記述し，後ろ向き推論により同一の述語を
導き，xm1と xm2の単一化を行う．
• 事象のmention m1, m2の共参照が分かったとき，それらの事象が持つ
第 i項のmention xi, yiの共参照関係を認識する．仮説推論では，これ












(3) S1:Jerry watched his mother go,
S2:(then) began swimming.
談話例 3では，「母を見送った後，泳ぎ始めた」といった時間的な関係 (temporal関























































































































score(H) = w・Φ (S1, S2, HS1S2) (1)

















の談話片 S1，S2および連想H の特徴ベクトル Φ (S1, S2, HS1S2)との内積で表さ
れる (式 1) ．さらに，4.1節で示した表層情報と連想情報を同時に考慮しもっと
もらしい談話関係を捉えるという方針に沿うよう，式 1は，談話片S1，S2から得
られる表層情報によって求まるスコア部分ws・Φsurface (S1, S2)と，情報の連想に

















素性タイプ 例 (図 2)
S1:The bank had forced the family to have an auction.
S2: They wanted to keep their all things.
説明に用いられた
公理の集合 inhibit(e1, e2) ∧ fact(e1, P resent, +) ∧
value(e2, Positive)⇒ Adversative(S1, S2)∧Seg(e1, S1)∧
Seg(e2, S2),
sell(e1, x) ∧ cause(e1, e2)⇒ give(e2, x),
give(e1, x) ∧ inhibit(e1, e2)⇒ keep(e2, x), ...
説明・単一化され Adversative(S1, S2),
たリテラルの集合 give(e1, x, y)keep(e1, x, y),
inhibit(e1, e2)cause(e1, e2), ...
一方，表層情報の特徴ベクトルΦsurface (S1, S2)には認識性能が最も高い先行研
究の 1つである Linら [13]のモデルに用いられている 4種類の素性を実装した．
実装した 4種類の素性の概略とその素性抽出例を表 3に示した．
単語ペア 談話片 S1, S2に存在する単語 w1i, w2j の，談話片間における全組み合
わせペアを表す素性 (w1i, w2j)
依存構造木 入力談話片の依存構造木における，各ノード (単語wi) とそれに付随
するエッジ (依存関係 d1, d2, ...)，さらにそれぞれが談話片 S1，S2のどち
らに存在するか，あるいは両方に存在するか (Sx∈1,2,12) との組み合わせを
表す素性 (wi ← d1 d2 ..., Sx)
統語構造木 入力談話片の統語構造木における，親ノード (品詞タグ spi)とそれに
付随する子ノード (品詞タグまたは下端は単語 sc1, sc2, ...)，さらに依存構






S2: John pushed him.
単語ペア (Max, John), (Max, pushed), …
依存構造木 (fell ← nsubj, S1), (pushed ← nsubj dobj, S2)
統語構造木 (S → NP VP . , S12), (NP → NNP, S12),
(NNP → Max, S1), …
隣り合った談話片対と
の埋め込み関係
(CurrS2 = NextS1), (CurrS12 in PrevS2)
の前後の談話片あるいは談話片対をSx,y∈Curr,Prev,Nextとするとき，隣り合っ
た談話片対に対し一方の談話片 (対) が他方の談話片 (対) を共有あるいは





































































知識の種類 公理の例 資源 ∗ 公理の数
談話関係成立条件 inhibit(e1, e2) ∧






順接 20, 逆接 26




















同義/上位下位関係 catch(e1, x, y) ⇒
get(e1, x, y)
WN, FN 18万












-1.2, 報酬については 1.0 を与えた．
実験は談話片対を入力に，順接関係か逆接関係かの 2値分類を行い，分類性能
を評価した．実験用データは，談話片対とその間に存在する談話関係が付与され
た大規模なコーパスであるPenn Discourse Treebank (PDTB) 2.0を用いた．関係
分類については，PDTBの定義する関係分類 (図 1) において最上位である 4クラ











談話関係認識を行った．それぞれの精度 (Precision), 再現率 (Recall), F値，正
解率 (Accuracy) を測定した結果を表 5，表 6に示した．表 5，表 6はそれぞれ，




表 5: 談話関係認識性能の比較結果 1 (Adversative Base)
表層情報のみ + 連想情報
Precision 0.204 (21/103) 0.127 (10/79)
Recall 0.808 (21/26) 0.385 (10/26)
F値 0.326 0.190
Accuracy 0.584 (122/209) 0.593 (124/209)
表 6: 談話関係認識性能の比較結果 2 (Resultative Base)
表層情報のみ + 連想情報
Precision 0.953 (101/106) 0.877 (114/130)
Recall 0.552 (101/183) 0.623 (114/183)
F値 0.699 0.728























• 観測 ＝ {L1, L2}
• 背景知識 ＝ {axiom1 : L1 ∧ A ∧B ∧ C → L2, axiom2 : L1 → L2}
axiom1の適用にかかるコストと axiom2の適用にかかるコストの重みを -1.2，リ
テラルの説明報酬の重みを 1.0と仮定する．まず，観測 L2 に対して axiom2 を適
用し，L1と単一化した場合の説明 H1のスコアは score(H1) = 1+(−1.2)+1 = 0.8
24
である．一方，L2 に対して axiom1 を適用し，L1 との単一化を行った場合の説
明 H2 のスコアは score(H2) = 1 + (−1.2) + 1 = 0.8 となる．2つの説明のスコア
を比較した場合には，H1 と H2 は同様の良さを持つ説明となるが，実際には H1




この例では，axiom1 を適用して得られた L1 に対しても，axiom2 を適用して得
られた L1 に対しても同じ報酬を与えてしまっているが，本来は公理に応じて説









axiom1 により生成された L1 の説明報酬は 1.0/1 = 1.0，axiom2 により生成さ















例えば，{cause(e1, e2), cause(e2, e3), john(x), run(e1, x), tom(y), run(e2, y),
mary(z), run(e3, z)}という説明において，2つのリテラル cause(e1, e2), cause(e2, e3)
を単一化し，{cause(e1, e2), john(x), run(e1, x), tom(y), mary(z), e1 = e2, e2 =
e3} としてしまう事例である．単一化後の説明では，“John runs”というイベン
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