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Programmazione Lineare Intera (ILP) 
(P) min (x), x  F∩Z 
 
 
:  Rn ->R è lineare:  (x)  = c ,x = c1x1 + c2x2 + . . . + cn xn 
 
F  Rn è definito da :  gi(x) ≥  0  (i = 1, . . . ,m),  
 con gi : R
n  R lineare  i 
 
Z insieme dei numeri interi 
 
(P) si può esprimere come: 
    min c ,x  
            Ax ≥ b 
                x  Z 
 
Programmazione Lineare Intera (ILP) 
- La Programmazione Lineare Intera è convessa? 
 
- Dove sono le soluzioni ottime? 
 
- E’ possibile approssimare la soluzione frazionaria per 







ILP – problema di Minimo 
Soluzione ottima intera  
Soluzione ammissibile intera (Upper Bound) 
Soluzione ottima rilassamento continuo - LP 
(Lower Bound) 
Metodi risolutivi per ILP (min) 
• Branch and Bound (metodo generale, non solo ILP). 
 
Consiste nell’enumerazione implicita di un albero decisionale.  
Ad ogni nodo dell’albero (sottoproblema), è associato un Lower 
Bound (LB) che rappresenta il valore della miglior soluzione 
ottenibile da quel  nodo.  
In ogni momento è noto anche un Upper Bound (UB) che è il 
valore della miglior soluzione nota. 
Inizialmente,  
LB = - ∞ 
UB = + ∞ 
 
Metodi risolutivi per ILP (min) 
• Branch and Bound (metodo generale, non solo ILP). 
 
Consiste nell’enumerazione implicita di un albero decisionale.  
Ad ogni nodo dell’albero (sottoproblema), è associato un Lower 
Bound (LB) che rappresenta il valore della miglior soluzione 
ottenibile da quel  nodo.  
In ogni momento è noto anche un Upper Bound (UB) che è il 
valore della miglior soluzione nota. 
Inizialmente,  
LB = - ∞ 
UB = + ∞ 
 
Branch and Bound per ILP (min) 
Algoritmo: 
0 – Aggiungi l’LP alla lista dei problemi attivi; 
while (ci sono problemi attivi) { 
1 – Scegli un problema dalla lista dei problemi attivi e 
risolvine il rilassamento continuo (LP), ottenendo un Lower 
Bound LP (Bounding); 
2 – Se la soluzione è intera e migliore di UB, aggiorna UB; 
3 – Se la soluzione è intera return; 
4 – Se LB >= UB return (infeasible: LB = + ∞); 
3 – Suddividi il problema in sottoproblemi (Branching) e 
aggiungili alla lista dei problemi attivi; 
}  // endwhile 
 
Branch and Bound 
altezza  i: 
2i -1 nodi 
(branching 
binario) 
nodo radice (root) 
Branching 
Il branching consiste nella suddivisione del problema corrente in 
due o più sottoproblemi. 
- problema combinatorio (es. KP01): prendo/non prendo un 
oggetto; 
- ILP: scelta della variabile frazionaria di branching: es. variabile 
con la massima parte frazionaria (sia x1); 
 
- creazione dei sottoproblemi: 
 
   (P1) : LP, 
 
   (P2) : LP,  
Search Strategy 
Secondo quale criterio esploro l’albero, ovvero come scelgo il 
prossimo problema dalla lista dei problemi attivi? 
 
- Depth first 1 
2 
4 
3 6 10 13 
9 
5 8 7 12 11 15 14 
Search Strategy 
 




7 6 5 4 
2 
14 12 13 10 11 8 9 
Metodi risolutivi per ILP (min) 
• Cutting Planes 
 
Consiste nel risolvere il rilassamento continuo (LP) del problema, 
aggiungendo iterativamente vincoli (tagli) che: 
1 – siano violati dalla soluzione frazionaria corrente (‘taglino la 
sol. frazionaria’); 
2 – non siano violati da nessuna soluzione intera (‘diseguaglianze 
valide’); 
finché non si ottiene una soluzione intera. 
(esistono famiglie di disuguaglianze che convergono a una 
soluzione intera in tempo finito) 
Cutting Planes per ILP (min) 
Algoritmo: 
 
1 – Risolvi il rilassamento continuo LP del problema, sia x* la 
soluzione;  
2 – Se x* intera stop; 
3 – Aggiungi una disuguaglianza valida che tagli x*, vai a (1); 
 
min 
Cutting Planes per ILP (min) 
 
 
Aggiungendo tagli al rilassamento continuo si riduce la 
regione ammissibile -> cerco il min di un sottoinsieme della 
regione ammissibile. 
 
Anche se il metodo non converge ad una soluzione intera, dal 
rilassamento continuo si ottiene un lower bound più grande 
(migliore!) 
 
ILP – problema di Minimo 
Soluzione ottima intera  
Soluzione ammissibile intera (Upper Bound) 
Soluzione ottima rilassamento continuo - LP 
(Lower Bound) 
Soluzione ottima rilassamento continuo + 
disuguaglianze valide  (Lower Bound) 
Cutting Planes per ILP (es. - max) 
max x1 + x2 + x3 
s.t. 
x1 + x2 ≤ 1 
x2 + x3 ≤ 1 
x3 + x4 ≤ 1 
x1, x2, x3  Z   (ILP) 
 
1) x1≥0,  x2 ≥0, x3 ≥0   (LP) -> x1*=1/2, x2*= 1/2, x3*= 1/2 
3) aggiungo la disequazione: x1 + x2 +x3 ≤ 1 (clique inequality) 






Branch and Bound + Cutting Planes: 
Branch and Cut 
Cutting Planes: convergenza molto lenta 
 
Idea: ad ogni nodo del Branch and Bound, aggiungo alcune 
disuguaglianze valide: 
 
 - ottengo lower bound migliori; 
             - se sono fortunato ottengo soluzione intera al nodo. 
 
I migliori risolutori di ILP implementano algoritmi di Branch 
and Cut. 
Risolutori LP – ILP  
Freeware:  
GLPK (GNU Linear Programming Kit),  










Problema decisionale formulato in termini descrittivi ma univoci; 
 
Es. Bin Packing Problem (BPP) 
 
Dato un insieme di oggetti, ognuno con un peso positivo, ed un 
insieme di infiniti contenitori identici di capacità definita, inserire 
gli oggetti nel minor numero di contenitori senza eccedere la 




• Istanza di un Problema 
Problema per il quale siano specificate le dimensioni e tutti i 




Numero di oggetti n=5; 
Pesi p = (7, 4, 1, 4, 4); 




• Modello di un Problema 
Problema decisionale formulato mediante relazioni matematiche 
(es. disequazioni lineari -> modello lineare). 
 















Es. BPP modello 2 
Sia S la famiglia di tutti i riempimenti ammissibili di un 
contenitore, xs una variabile binaria che vale 1 se il riempimento 













Modelli diversi dello stesso problema hanno: 
 
- Lo stesso valore della soluzione ottima (ma un 
modello può avere più soluzioni equivalenti); 
- Diverso numero di variabili e vincoli; 
- Diverse soluzioni del rilassamento continuo; 
 









Modelli per BPP 
La soluzione ottima del rilassamento continuo del modello 1 per 
BPP vale:  
 
Data una soluzione, una soluzione equivalente si ottiene 
permutando l’ordine dei contenitori (simmetria). 
 
Per il modello 2 del BPP, si conoscono esempi per cui il LB del 
rilassamento continuo dista 1 dalla soluzione ottima. Non si 
conoscono esempi (non esistono?) per cui questa distanza è 2. 
L’ordine dei contenitori non è specificato dalla soluzione. 
 
