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Abstract 
MEMS actuators and their effect on boundary layers is investigated using nu- 
merical simulation. The thesis is specifically focussed on jet actuators and their 
application to the targeted control of turbulent boundary layers. 
A complete numerical model of jet-type actuators, including the popular 
synthetic-jet actuator, is developed. The assumed input is the voltage signal to 
the piezoceramic driver and the calculated output is the exit jet velocity. Thor- 
ough validation of the numerical code is presented and simulations performed to 
highlight the key issues in MEMS-actuator design. 
The three-dimensional boundary-layer disturbance created by the MEMS ac- 
tuator is modelled using a velocity-vorticity formulation of the Navier-Stokes 
equations. The parallel code is rigorously validated against results from linear 
stability theory and transitional-streak measurements. The boundary-layer code 
is used to determine a performance criterion for MEMS jets; it is shown that the 
net mass flow from a jet best determines its effectiveness. The code is also used to 
demonstrate the macro-scale capabilities of MEMS-scale actuators; a grid-scaling 
method is described and employed to facilitate this calculation. 
A method is presented that enables high- and low-speed streaks to be mod- 
elled economically in otherwise undisturbed mean flows. Using this model, the 
fundamental principles of targeted control using MEMS actuation are explored. 
The MEMS-actuator and boundary-layer models are coupled, and an inves- 
tigation into the interactive effects of the two systems is described. Using the 
coupled code, disturbances in the boundary layer are shown to induce velocities 
in inactive devices. One special case occurs when an oscillating pressure field 
creates Helmholtz resonance within the cavity of a MEMS actuator, thus caus- 
ing large mass flow rates in and out of the device. It is also suggested that the 
MEMS device could strongly interact with the random fluctuations of a turbulent 
boundary layer, leading to highly unpredictable actuator responses. 
Chapter I 
Introduction and Background 
Microelectromechanical systems (MEMS) are devices with both electrical and 
mechanical components, fabricated to micron scale using integrated-circuit batch- 
processing techniques. This relatively new tethnology has already produced many 
'MEMS devices' of practical significance. Such examples include the fabrication 
of micro grippers for medical applications, miniature sensors for airbag control, 
and micron-sized neuron probes. In particular, the application of MEMS in 
turbulence control has inspired much interest. Reviews of the state of MEMS 
technology in relation to flow control are given in Mehregany et al. (1996), Ho 
and Tai (1996), (1998), Gad-el-Hak (1999), and L6fdahl and Gad-el-Hak (1999). 
Potentially, there are many benefits from the successful control of turbulence 
including: improved combustion efficiency, suppression of flow-related noise, and 
most popularly, the reduction of skin-friction drag on airfoils. The latter example 
is perhaps the strongest motivational force behind research, as even the slightest 
reduction in skin-friction drag could lead to huge savings in air-transport fuel 
costs. 
Another benefit of an active control scheme is that it would provide a tool 
to help understand the mysteries of turbulence. However, many people believe 
that turbulence is already sufficiently well understood to enable its control. The 
popular opinion is that the coherent structures observable in turbulent flows are 
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directly or indirectly responsible for the chaotic, non-deterministic nature of the 
turbulence. If this is true then a simple method for control exists - to target the 
coherent structures. Unfortunately, the size of these structures, in most flows of 
interest, are too small for conventional sensing and actuation. For this reason 
MEMS, with characteristic lengths of one to one hundred microns, are keenly 
favoured for use in turbulence control. 
The current research is focussed on the actuators that would be used in con- 
trol, but does not address any microfabrication issues. A review by L8fdahl and 
Gad-el-Hak (1999) provides a detailed description of the microfabrication tech- 
niques, MEMS sensors, and control schemes relevant to turbulence control. 
Detailed reviews on the subject of turbulence control (active and passive) are 
given in Bushnell and McGinley (1989) and Fielder and Fernholz (1990), although 
most of the work relevant to this thesis has been performed since their publication. 
What follows is an overview of the recent research in active turbulence control 
in boundary layers (§1.1). Focus is then placed on a specific actuator that is 
thought to be a good candidate for turbulence control schemes - the synthetic 
jet (§1.2). This provides a background to the current research project which is 
then finally introduced (§1.3). 
1.1 Targeted Control of 7brbulence 
1.1 Targeted Control of Mirbulence 
1.1.1 Coherent Structures 
It is widely thought that the non-deterministic nature of a turbulent flat-plate 
boundary layer is governed or triggered by coherent structures in the near-wall 
region. These structures are the famous 'hairpin' vortices and 'low-speed' streaks, 
observed by, amongst others, Kline et al. (1967) (streaks' are often associated 
with 'streamwise vortices'). The relationship between these two structures and 
their role in turbulence production is still open to some interpretation (Acarlar 
and Smith 1987, Smith et al. 1991, review: Robinson 1991), although it is 
generally conjectured that the lift-off and subsequent breakdown of low-speed 
streaks is fundamental to the quasi-cyclic regeneration of turbulence (Kline et al. 
1967, Swearingen and Blackwelder 1987). If this is truly the case, interrupting 
or provoking this sequence (collectively termed as the bursting process) would 
reduce or increase the generation of turbulence. This simple idea of targeting 
coherent structures forms the basis of most methods in the active control of 
turbulence. The scheme has been advocated by many authors including Gad- 
el-Hak and Blackwelder (1989), Gad-el-Hak (1993), Rathnasingharn and Breuer 
(1997b), Jacobson and Reynolds (1998), and Carlson and Lumley (1996a, b), and 
is here referred to as targeted control. 
Drag Reduction 
The pursuit of net drag reduction has been a strong motivational force in active 
control, since it is estimated that even marginal drag reduction could translate 
to enormous savings in air-transport fuel costs. Passive control methods, such 
as global suction, have enjoyed limited success, since they often expend more 
energy than they save. The advantage of a targeted control scheme is that it 
can apply actuation only to the areas within the turbulent flow that contribute 
directly or indirectly to high skin-friction - the coherent structures. What follows 
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is a description of the main experimental and numerical research aimed at the 
negation of coherent structures and at the reduction of drag. 
Experimental studies 
Several experiments have been performed that investigate the effect of actuation 
on the coherent structures. These studies are all idealised proof-of-concept inves- 
tigations, and tend to be concerned with how basic actuation can affect isolated 
streaks and streamwise vortices. 
In experiment these structures have to be generated artificially so that their 
position can be reasonably controlled. Suction through a pair of minute holes 
was employed by Gad-el-Hak and Hussain (1986) to generate streaks and hairpin 
vortices in a turbulent boundary layer (a pitched delta wing was also used to 
generate the same structures). Gad-el-Hak and Blackwelder (1989) applied this 
method in a laminar boundary layer and used a suction slot positioned underneath 
the low-speed streaks to successfully stabilise the bursting phenomenon (a few 
results were also obtained in a turbulent boundary layer). At the very least this 
work demonstrates that the structures can be controlled by localised disturbances, 
although it is hard to tell how much energy was exerted in the suction. 
Jacobson and Reynolds (1998) used a cylinder (and also suction holes) in their 
laminar-flow experiments to generate streamwise vortices and streaks which they 
controlled using a type of synthetic-jet actuator (synthetic jets will be discussed 
in some detail in §1.2). The actuator was itself capable of creating low-speed 
streaks that were utilised to cancel artificially generated high-speed streaks. This 
research is an advance on the work of Gad-el-Hak and Blackwelder (1989), since 
it demonstrates the control of coherent structures using a self-contained actuator 
-a step towards MEMS-based turbulent control. As yet, however, the actual 
devices are too inefficient and too large to be used as the actual drag-reducing 
actuators. 
In a similar way, Ho and Tai (1996) reduced the shear stress underneath 
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a stationary artificial high-speed streak using an oscillatory flap actuator. In 
addition to this they developed an array of micro-sensors capable of detecting 
the location of non-artificial streaks. 
All the previously mentioned studies of actuation were performed using artifi- 
cial streaks within laminar boundary layers. Rathnasingham and Breuer (1997b), 
on the other hand, demonstrated active control within a fully-developed turbu- 
lent boundary layer. Their method used a linear feed-forward control algorithm 
to detect the randomly occurring streaks. The control scheme managed to reduce 
the streamwise velocity fluctuations by 31%, although reductions in skin-friction 
drag could not be confidently estimated. A more detailed account of this work is 
given in Rathnasingham (1997). This work is an advance on the likes of Gad-el- 
Hak and Blackwelder (1989) and Jacobson and Reynolds (1998), but only three 
shear-stress sensors and a single synthetic-jet actuator were involved in the ex- 
periment - many more sensors and actuators are needed to fully demonstrate the 
viability of active control. 
Numerical Studies 
The success of drag reduction relies upon the ability of an array of sensors and 
actuators to control many streaks simultaneously; this is referred to as distributed 
control. Experimental investigation is not yet at the point where distributed 
control can be realised, but with the aid of numerical simulations the potential 
can be demonstrated. 
The most significant contribution to research in this field has come from Choi 
et al. (1994). Their direct numerical simulation (DNS) of turbulent channel 
flow was used as a testing ground for a simple distributed control scheme. In an 
attempt to cancel the high- and low-speed streaks, wall velocities (spanwise and 
normal) were set equal and opposite to the fluid velocities at a predetermined 
height in the channel. A drag reduction between 20-30% was obtained. When 
the wall velocities were set equal and in phase with the off-wall velocities, an 
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increase in drag was achieved. 
These simulations, although impressive, are very idealised. The control ap- 
plied at the wall is directly based on 'off-wall' information which in practice is 
unobtainable. In acknowledgement of this Choi et at. (1994) attempted to corre- 
late the presence of streaks with 'wall' information only. The drag reduction from 
such simulations was as little as 6%. This is disappointing when considering that 
passive control devices, such as riblets, can achieve comparable drag reductions. 
In response to this work, Lee et al. (1997) trained a neural network to find a 
more accurate correlation between wall values (shear stress in this case) and the 
position of streaks and strearnwise vortices. This research was also performed in 
turbulent channel flow (DNS). The trained network was used to derive a simple 
and efficient control scheme capable of producing 20% drag reduction. This is a 
significant improvement on the previous attempts of Choi et al. (1994). 
Koumoutsakos (1997), also furthering the work of Choi et al. (1994), de- 
scribed a method of calculating the wall vorticity flux by wall pressure measure- 
ments. The level of vorticity flux at the wall can be used to directly prescribe the 
level of blowing and suction required from an actuator. The method was success- 
ful in recreating some two-dimensional vortex control, previously demonstrated 
by Choi et al. (1994) using 'off-wall' information only. Later, this method was 
tested in DNS turbulent channel flow and was shown to be capable of reducing 
the drag by an impressive 40% (Koumoutsakos 1999). 
Turning away from the numerical investigations of distributed control, the 
DNS work of Carlson and Lumley (1996a) examined the effects of raising a bump- 
type actuator underneath individual streaks. These channel-flow computations 
were performed within a minimal flow unit, defined by Jimenez and Moin (1991) 
as the smallest computational box capable of sustaining turbulent flow. This 
research enabled an investigation into how actuation can affect isolated but 'nat- 
ural' streaks rather than isolated streaks that have been 'artificially' generated 
(Gad-el-Hak and Hussain 1986). The findings of the study support the general 
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hypothesis that redistributing the fluid in high-speed streaks away from the wall, 
reduces skin-friction. However, an inherent problem was found with the bump- 
type actuator; namely, that the lowering of the bump, increases the skin friction 
by dragging high-momentum fluid near to the wall. Also, the final actuation 
position protruded some way above the viscous sublayer, and was as such, not 
hydraulically smooth. Deflected-boundary actuation is perhaps more suited to 
transitional control, such as that in Breuer et al. (1989), where the benefits of 
delaying transition would outweigh the immediate skin-friction penalty. 
Discussion 
There is still slight doubt as to the exact cause of the high skin friction associated 
with the turbulent boundary layer. Orlandi and Jimenez (1994) suggest that the 
high skin friction is a consequence of the nonlinear nature of the turbulence and is 
directly linked to the low-speed, and intermittent high-speed, streaks that cover 
the near-wall region. Alternatively, some stage of the bursting process (perhaps 
the 'sweep' that follows the 'ejection') could be responsible for a high-skin-friction 
event. Both these ideas were acknowledged by Jacobson and Reynolds (1998) who 
noted that, for the purposes of control, it was not essential to know the exact 
mechanism, since the target for control (the streaks and associated streamwise 
vortices) were the same in both cases. 
In this section accounts of two types of control have been given: blowing (or 
upward motion) under high-speed streaks, and suction under low-speed streaks. 
Both types of actuation reduce the spanwise variation of streamwise velocity 
and hence delay the associated secondary instability that is possibly responsible 
for high-skin-friction events and the production of turbulence (Swearingen and 
Blackwelder 1987). The disadvantage with suction, however, is that it directly 
increases the skin friction, since it draws high-momentum fluid nearer the wall. 
This would suggest that blowing underneath high-speed streaks is the most effi- 
cient mode of operation for net drag reduction. It should be recognised, however, 
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that suction applied to stabilise the low-speed streaks may be more effective at 
controlling the overall level of turbulence, owing to the low-speed streaks' more 
prominent role in bursting. 
In light of this it seems appropriate to make a distinction between drag- 
reduction schemes that are primarily concerned with reducing high shear stress 
at the wall (direct), and drag-reduction schemes that are focussed on inhibiting 
an instability (indirect). The two types of targeted control are analogous to 
a treatment of the symptom and the cause - the latter is less immediate but 
probably more effective. 
It should finally be noted that the belief in targeted control for active drag 
reduction is not without objection. For example, Schoppa and Hussain (1998) 
have proposed a method by which the development of streaks is subdued by 
large-scale non-targeted forcing. However, this particular method has not been 
implemented experimentally. 
1.1.3 Targeted Separation Control 
The findings detailed in §1.1.2 can also be applied to the control of turbulent 
boundary-layer separation. For example, using opposite methods to those pre- 
viously described, the overall level of turbulence could be increased rather than 
decreased, thus increasing the boundary-layer's propensity to remain attached to 
its surface. 
It could be argued that for separation delay a non-targeted scheme, such as 
that demonstrated by Seifert et al. (1993) would be as, if not more, efficient than 
a targeted scheme. Gad-el-Hak and Hussain (1986) have generated streaks in a 
controlled manner; in addition to this a tendency has been demonstrated for a 
wide class of three-dimensional disturbances to generate streaks in shear flows 
(Breuer and Haritonidis 1990, Landahl 1990, Henningson et al. 1993, Bech et al. 
1998, Berlin and Henningson 1999). If streaks can be so readily generated in the 
flow, then it seems unnecessary to target the same naturally occurring structures. 
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However, it is known that not all streaks generate bursts, and therefore the in- 
put energy might be more efficiently spent selectively enhancing existing streaks 
to increase the overall rate of bursting. If the latter method is adopted, blow- 
ing underneath low-speed streaks and providing suction underneath high-speed 
streaks would -appear to be a suitable choice of actuation to delay separation. 
This control is indirect and aims to provoke an instability that will in turn create 
turbulence. 
1.1.4 Actuator Specification 
The turbulent control application dictates a very challenging sensor and actuator 
specification. Here only the demands on the actuator's dimensions and response 
rate are considered (for sensor requirements see L8fdahl and Gad-el-Hak 1999, 
pp 121-122) 
Before actuator dimensions can be proposed, typical flight conditions must 
be defined. For an aircraft at cruise speed (at sea level) the following values can 
be estimated: U,,. (free-stream velocity)=300 rn s-1, v* (friction velocity)=10 m 
S-11 v (kinematic viscosity)=15 MM2 s-1 and vlv* (the wall unit)=1.5 Am. For 
the rest of this thesis these values will be referred to as flight-scale conditions. 
The average spanwise spacing of the low-speed streaks is widely quoted as 
being 100vlv* (Kline et aL 1967), and the length of streaks up to ten times this 
(Blackwelder and Eckelmann 1979). In flight conditions this equates to a 150 Am 
streak spacing and a 1.5 mrn streak length. An actuator employed to directly 
manipulate these structures would be a fraction of their average spanwise spacing. 
For a circular jet, a suitable orifice diameter would be no greater than 40vlv* 
(60 Am). Devices of such scale were not even a possibility until the fabrication 
technologies of MEMS, and even so, no such device has yet been employed as a 
flow-control actuator. 
Temporal demands are also placed on the actuators by the streak characteris- 
tics. Here, the bursting frequency of the streaks defines a minimum requirement 
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of actuator duration (the time taken to administer its actuation). However, there 
has been some speculation as to whether the bursting frequency scales with in- 
ner variables (v*'Iv) or outer variables (U ... /J*). Rao et al. (1971) presented 
convincing results to support the suggestion that bursting frequency scales with 
the outer variables. More recently, Blackwelder and Haritonidis (1983) opposed 
this idea by noting that the sensors used in the experiments of Rao et al. (1971) 
(and similar studies) had insufficient spatial resolution. Here the frequency will 
be assumed to scale with inner variables; the average bursting frequency is then 
approximately f +=0.04 (Blackwelder and Haritonidis, 1983). At flight scale this 
relates to an average time between bursts of 24 ps (f=260 kHz). 
If an actuator is to be successful in controlling single coherent structures its 
duration should be no longer than the average period between bursts. It is likely, 
however, that the time a fixed actuator has to control a streak would be much 
less than this, since the streaks travel quickly downstream and can also move in 
the spanwise direction. A reasonable actuator duration would be around a fifth of 
the average time between bursts - 5ps. A similar estimate can be obtained by a 
simple analysis of the streak length and speed. The length of streaks is observed 
as being no less than 500vlV*, and their convection speed approximately 10v* 
(Johansson et al. 1987). Therefore, the time that a streak is directly overhead 
a fixed actuator and in controllable territory, is roughly 50VIV*2 (7.5/1s). What 
is conclusive from both estimates is that the time scale on which a device must 
administer actuation is very short. 
In an array where each actuator is separated by 150 jim in the spanwise di- 
rection (the average streak spacing) and 0.5 mm in the streamwise direction (the 
average streak length), the amount of actuators required to cover a1 m2 surface 
area would be well in excess of ten million. Also note, that if each actuator per- 
formed control every one hundred burst periods then in total (for the 1 M2 array) 
there would be more than eight billion actuations per second. This is a colos- 
sal number, and helps to visualise the difficulty there will be in implementing a 
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MEMS-based turbulent control scheme. However, intelligent control of whatever 
kind, should reduce the density of the array and frequency of actuation needed 
to achieve beneficial effects on aerodynamic performance. 
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1.2 The Synthetic-Jet Actuator 
It is known that oscillating velocity fields can generate jets via a mechanism akin 
to acoustic streaming (review: Lighthill 1978). Davidson and Riley (1972), for 
example, produced a jet through oscillation of a cylinder perpendicular to its 
axis; in this case the streaming was driven by viscous dissipation. Jets generated 
by such streaming mechanisms are referred to as synthetic jets, also known as 
massless or zero-mass jets. 
The synthetic-jet phenomenon was exploited by Jacobs et al. (1993) and 
James et al. (1994) who forced, at resonance, a surface-mounted piezo-electric 
disc to synthesise a turbulent jet via a train of vortex puffs. The streaming 
mechanism was also, no doubt, involved in the work of Wiltse and Glezer (1993), 
who used resonantly driven cantilevers to manipulate a square-conduit jet. This 
body of research demonstrated the flow-control potential of synthetic jets and 
piezo-electric actuators, and inspired further effort into the design of synthetic- 
jet actuators. 
It was Glezer and his co-workers (Coe et al. 1994) who designed the micro- 
scale synthetic-jet actuator shown in Figure 1.1; referred to here as the diaphragm- 
cavity design (note: in this thesis there is a clear distinction made between 
MEMS-scale devices, 11Lm <1<100fLm, and micro-scale devices, 100/. Im<1<10mm; 
where I is a characteristic length scale). This design of synthetic-jet actuator has 
received most research attention. The device consists of a diaphragm, set within 
a cavity, that is driven by a piezo-electric (or electro-static) force at its resonant 
frequency. An orifice in the lid of the device allows fluid to be drawn into, and 
forced out of, the cavity. 
Smith and Glezer (1998) performed a detailed experimental investigation into 
the synthetic jet created by these devices (also reported in Smith and Glezer 
1997). It is claimed, that during the outflow cycle a vortex ring is formed at the 
orifice. This ring then travels away from the device under its own self-induced 
velocity. By the time the fluid is drawn into the cavity, the vortex ring has 
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moved sufficiently far away so as to be relatively unaffected; consequently a train 
of vortices traveling away from the orifice is generated. In their experiments 
the vortices rapidly undergo transition and lose their coherence. The resulting 
synthetic Jet is turbulent. 
Z 
Orifice 
Figure 1.1: A schematic of a synthetic-jet actuator; the diaphragm-cavity design. 
The experimental findings of Smith and Glezer (1997,1998) were supported 
by Kral et al. (1997) who performed a two-dimensional numerical study of a 
laminar synthetic-jet. Even though the reality is three-dimensional and turbulent, 
the flow visualisations of Kral et al. (1997) provide a powerful demonstration of 
how the streaming is produced. 
Rathiiasingharn and Breuer (1997a) drew attention away from the jet and 
instead focussed on the physics within the cavity. It was demonstrated, by the 
use of experimental and simple numerical models, that there was significant fluid- 
structure interaction between the resonant diaphragm and the fluid pressure in 
the cavity. Interest in the cavity was continued by Rizzetta et al. (1999) who 
solved the three-dimensional compressible Navier-Stokes equations both inside 
and outside of the cavity. It was shown that significant vortical disturbances could 
be created in the cavity during the inflow cycle of the actuator. The dimensions 
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Figure 1.2: A schematic of the cant ilever-cavity design. 
of the cavity also influenced the velocity profile of the jet at the orifice exit. 
The diaphragin-cavity actuator was slightly modified by Bryant et al. (1999) 
to demonstrate the potential benefits of high-displacement piezoelectric actuators 
(HGA's) in synthetic-jet actuation. These prestressed devices have the advantage 
of durability and being able to produce large deflections at non-resonant driving 
frequencies. Unfortunately, the HGA-driven synthetic-jet actuator cannot yet 
compete with the standard diaphragm and piezo-electric configuration. 
A different synthetic-jet actuator, as shown in Figure 1.2, was designed and 
fabricated by Jacobson and Reynolds (1993) (as cited in Jacobson and Reynolds 
1998). This design has a piezo-electric cantilever that is driven at resonance and 
suspended over a cavity. In between the cantilever and the cavity there are gaps 
of unequal width that allow unsteady flow into, and out of, the cavity. This device 
is referred to as the cant ilever-cavi ty actuator (also known as the Jet and Vortex 
Actuator, or JaVA - Lachowicz et al. 1999). The types of jet generated from this 
device can vary dramatically with different dimensions, and thus significant effort 
has been spent in understanding the more complicated flow physics of the design 
(experimental: Saddoughi 1994 - as cited in Rathnasingham 1997, Lachowicz et 
al. 1998,1999; numerical: Koumoutsakos 1995, Joslin et al. 1998 - as cited in 
Lachowicz et al. 1999). 
The popularity of synthetic-jet actuators for flow-control, stems from their 
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self-contained design; no fluid source or ducting is required, only an applied 
voltage. In the following section, recent research into the use of synthetic-jet 
actuators for flow control is described. 
1.2.1 Synthetic Jets - Applications in Flow Control. 
The effectiveness of oscillatory blowing in separation control has been established 
experimentally (Seifert et al. 1993, Nishri and Wygnanski 1998, Seifert and Pack 
1999, Bera et al. 2000) and numerically (Hassan and JanakiRam. 1997, Hassan 
1998, Donovan et al. 1998). In light of this, it would seem that synthetic-jet 
actuators are ideally suited to separation control, owing to their oscillatory op- 
erating mode. It should be noted that there are possibly two synthetic operating 
modes within a cross flow: a mixing mode where, compared to the cross flow, 
the oscillations are too infrequent for a jet to be synthesised and a continuous-jet 
mode, where the actuator is fast enough to synthesise, and be equivalent to, a 
continuous jet in a cross flow. 
Similar fundamental uncertainties encouraged the investigation of the effect 
of synthetic-jet actuators on simple two-dimensional cylinder flow. Amitay et al. 
(1997,1998) installed a pair of planar diaphragm-cavity actuators on a cylinder - 
these were successful in controlling the cylinder lift and drag forces. In their ex- 
periments it was found that the interaction of the synthetic jet and the cross flow 
resulted in a closed recirculation region and an apparent modification to the flow 
boundary. This substantially changed the surface pressure and could be utilised 
to influence separation. Mallinson et al. (1999) investigated similar control on a 
cylinder (although less thoroughly) and instead used a single diaphragm-cavity 
actuator with a circular orifice. Again, control over a cylinder was performed 
by Crook et al. 1999 (see also Wood et al. 2000), using a spanwise array of 
diaphragm-cavity actuators to delay separation. 
Smith et al. (1998) fitted the cylinder model of Amitay et al. (1997,1998) 
with an aerodynamic fairing designed to be comparable in proportion to the 
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NACA four-digit-series airfoils (the NACA-0015 airfoil was used in the compu- 
tations/experiments of Seifert et al. 1993, Donovan et al. 1998, and Seifert and 
Pack 1999; and the NACA-0012 airfoil was used in the computations of Hassan 
and JanakiRam 1997, Hassan 1998, and Donovan et al. 1998). The pair of planar 
diaphragm-cavity actuators were capable of reattaching the flow on the simplified 
airfoil for angles of attack up to 18". 
Other types of flow control have been demonstrated using synthetic-jet actu- 
ators. For example, a pair of small-scale diaphragm-cavity actuators have been 
employed to vector a large-scale jet (Smith and Glezer 1997). Also, the control 
of vortex asymmetry on a hemisphere-cylinder forebody has been successfully 
demonstrated (Roos 1997). 
The flow-control demonstrations most relevant to the focus of this thesis are 
those performed on strearnwise vortices and streaks. Jacobson and Reynolds 
(1998) used a cantilever-cavity actuator to reduce the strength of high-speed 
streaks, and Rathnasingharn and Breuer(1997b) used a diaphragm-cavity ac- 
tuator to produce a similar result (more detail was given in §1.1). Although 
these experiments were successful, they both employed micro-scale (as opposed 
to MEMS scale) actuators within low-speed boundary layers. In the next section 
it will be discussed why synthetic jets would not be as suitable for streaks of the 
scale encountered in flight conditions. 
1.2.2 Synthetic Jets and Targeted Control 
As observed in the previous section, the flow-control potential of synthetic jets 
is already well established. However, this need not necessarily mean that the 
devices are suitable for targeted control in a turbulent boundary layer. Perhaps 
the most obvious concern is how the oscillatory synthetic jet will be able to affect 
single coherent structures in a controlled manner. 
In §1.1.4 it was estimated that the actuator at flight scale should have a du- 
ration of no longer than t+=50 (7.5ps). A reasonable demand on the synthetic- 
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jet actuator would be to synthesise a jet within at least a fifth of this period 
(t+=10). Now considering that the synthetic jet must have several diaphragm 
cycles to establish itself (approx. five - Rathnasingharn 1997) a fair approxima- 
tion of diaphragm frequency would be around f +=3; this allows 25 diaphragm 
cycles in the actuation period of t+=50. This frequency in flight conditions is an 
incredibly high figure, roughly 20 MHz. Even with only five diaphragm cycles per 
actuation period the resulting driving frequency of 4 MHz would be very difficult 
to achieve. This presents a major case against the viability of using synthetic-jet 
actuators for targeted control. 
Another practical disadvantage with the MEMS-scale synthetic-actuator con- 
cept is that there is a risk of dust clogging the device during the inflow cycle. 
Aircraft manufacturers see this as a serious issue, since cleaning MEMS would 
be a very demanding operation. Not all MEMS designs need suffer from this 
drawback. For example, the microvalves of Vandelli et at. (1998) and Yang and 
Kao (2000), close automatically after operation. Microvalves, however, require a 
fluid source and a ducting network. 
Two main points have been made in this section that suggest that synthetic- 
jet actuators are unsuitable for targeted control. Firstly, owing to the inflow cycle 
of the synthetic jet, the MEMS-scale device would be likely to clog with dust. 
Secondly, the jet frequency would need to be around two orders of magnitude 
greater than the bursting frequency, so that the synthetic jet could be formed 
in time to control the streaks. This places tough demands on the diaphragm's 
driving frequency. 
The successful applications demonstrated in the previous section have mainly 
been examples of large-scale control using smaller-scale actuators. Targeted con- 
trol is different in this respect, as the coherent structures would be much more 
comparable to the actuator in size. An ideal actuator for targeted control would 
exploit the advantages of the self-contained diaphragm-cavity design but not rely 
on resonant or oscillatory forcing. This is considered in §1.3. 
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1.3 The Current Research Project 
The current research project is a numerical study, and as such, allows the in- 
vestigation of many issues regarding MEMS actuators'and their interaction with 
boundary layers and streaks. This section outlines the structure of the thesis 
and highlights the main aspects of the current work that depart from previous 
research approaches. 
The type of actuator that has been the focus of the project is the synthetic 
jet proposed by Coe et aL (1994) since its self-contained design is a particularly 
attractive feature for flow control (see Figure 1.1). Rathnasingharn and Breuer 
(1997a) provided a starting point for the modelling of this device, but the tech- 
niques employed in this thesis are a considerable improvement on theirs and far 
wider in scope. The numerical model is detailed and complete; it is based on the 
premise that it should be capable of predicting the time-varying output given the 
input voltage signal to the piezoceramic driver. This modelling is described in 
Chapter 2. 
Owing to the unsuitability of the synthetic-jet actuator for targeted control 
described in §1.2.2, an alternative forcing mechanism has been adopted; contin- 
uous rather than sinusoidal. The resulting jet has a puff-type response that does 
not have the disadvantages of the MEMS-scale synthetic jet. The model of the 
diaphragm-cavity actuator is tested and investigated in Chapter 3. 
In this thesis, a vorticity-velocity formulation of the Navier-Stokes equations 
(Davies and Carpenter 1997,1999) has been used to model the boundary-layer 
disturbances generated by actuation. In Chapter 4 the mathematical formulation 
and numerical implementation are described, followed by a code validation. 
In Chapter 5, the boundary-layer code is used to investigate issues of prac- 
tical concern for MEMS actuation. A large number of simulations in this thesis 
have been performed with undisturbed laminar boundary layers, even though 
the intended operating environment is turbulent. Laminar simulations are still 
relevant, however, since the interest lies in the near-wall region of the turbulent 
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boundary layer where viscous effects dominate. Also, research into MEMS actu- 
ation is still at a preliminary stage, and so information on how the devices affect 
boundary layers in general is still useful. 
The numerical simulation of actuation within a boundary layer has been per- 
formed by Choi et al. (1994), Carlson and Lumley (1996a, b), Hoffman and Her- 
bert (1997a, b), Lee et al. (1997), Hassan and JanakiRarn (1997), Hassan (1998), 
and Donovan et al. (1998). In all of these simulations the actuation has been 
predetermined and imposed as a boundary condition to the flow field; the interac- 
tion between the flow disturbance and the actuator has not been modelled. One 
of the most novel aspects of the current research is that both the actuator and 
the boundary-layer disturbances are calculated simultaneously, allowing an inter- 
active simulation to be performed. The nature of the interaction is investigated 
in Chapter 6. 
In Chapter 7a theoretical model is developed for the high- and low-speed 
streaks. This is used to undertake a study of the control of these structures using 
MEMS actuation with interactive and non-interactive simulations. 
Finally, in Chapter 8, the main conclusions of the thesis are surnmarised and 
recommendations for further research are given. 
Chapter 2 
Modelling the Actuator 
2.1 Introduction 
Several actuator designs have been proposed for the turbulent control application, 
but one, first designed and micro-fabricated by Coe et al. (1994), has received 
significant research attention (Rathnasingham and Breuer 1997a, b, Smith and 
Glezer 1998, Rizzetta et al. 1999, Crook et al. 1999). Figure 2.1 shows a 
schematic of the design (there are slight design variations between references). 
The diaphragm, perhaps made of silicon or brass, is mounted within a sunken 
cavity. The diaphragm's motion, induced by the electrostrictive force of an ad- 
hered piezo-electric device (PZT), produces pressure fluctuations inside the cav- 
ity. These pressure variations force fluid in and out of the cavity via an orifice 
in the device's cap. The jet actuator modelling in this thesis is aimed at this 
'diaphragm-cavity' design. 
The modelling approach adopted here, is based and built upon a method 
described by Rathnasingham and Breuer (1997a) (also adopted by Crook et al. 
1999). Their strategy involved separating the actuator into three subsystems: 
the diaphragm, the cavity, and the orifice (see Figure 2.1). The relationship and 
behaviour of the subsystems was described using a set of differential equations, 
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Figure 2.1: A schematic of the jet actuator 
which could be solved using a Runge-Kutta, or similar numerical method. In this 
thesis, however, the orifice and diaphragm are modelled more accurately, and the 
dynamics of a circular PZT can be simulated. Although several improvements 
to the Rathnasingharn and Breuer model have been made, the simulations of the 
actuator are still intended to be computationally inexpensive. The numerical 
economy of the model makes the coupling with a boundary-layer code feasible, 
and also allows many more simulations to be performed. 
The current chapter details the modelling and numerical implementation of 
the four main components of the actuator system: The diaphragm (§2.2), the 
PZT (§2.3), the orifice (§2.4), and the cavity (§2.5). 
A= maximum magnitude of pressure gradient II_, (M S-2) 
Ac = cap area of cavity (m 2) 
Ad = area of diaphragm 
(M2) 
Ao = orifice area (m 
2) 
B= flexural rigidity (N m) 
B1, B2 = flexural rigidity of material 1/2 (N m) 
B, = effective flexural rigidity (N m) 
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d= structural damping (kg s-1 M-2) 
d3j, d32 = radial/azimuthal piezo-electric constant (m V-1) 
E= elastic modulus (N M-2) 
Ed, Ep = elastic modulus of diaphragm, PZT (N M-2) 
El, E2 = elastic modulus of material 1/2 (N M-2) 
fl, f2 - implicit functions 
F. = applied force per unit area (N M-2) 
i= complex variable 
I= second moment of area (M4) 
I,, = modified Bessel functions 
J,, = Bessel functions of the first kind 
A= mean free path (m) 
k,,, k., ý = dimensionless constants 
K,, = the Knudsen number 
I= length of orifice (m) 
L= characteristic length (m) 
M, M. = applied moment per unit length (N) 
M, = mass of fluid in cavity (kg) 
Ai,,, t = rate of mass flow through the orifice (kg s-1) 
M, My = moment per unit length (N) 
P= pressure (N M-2) 
P1, P2 = pressure at station 1/2 (N M-2) 
P,, = applied pressure (N M-2) 
P, = cavity pressure (N M-2) 
q= force per unit area (N M-2) 
r= radial coordinate (m) 
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rd, r,, = radial coordinate for diaphragm/orifice (m) 
rin = radial position of material join (m) 
R= radius of orifice (m) in §2.4, gas constant (J kg-1 K-1) in §2.5 
Rdi Rv = radius of diaphragm/PZT (m) 
t= time (s) in §2.2, §2.4, and §2.5; thickness (m) in §2.3 
t1) t2 = thickness of material 1/2 (m) 
td) tp = thickness of diaphragm/PZT (m) 
T= temperature (K) 
u= strearnwise orifice velocity (m s-1) 
UI i U2 = strearnwise orifice velocity at station 1/2 (m. s-1) 
Udi fto = average diaphragm/orifice-flow velocity (m s-1) 
Uo, inc = average incompressible orifice-flow velocity (m s-1) 
up, u, = potential/viscous flow solution (m s-1) 
u, uo = radial/azimuthal orifice velocity (m s-1) 
u. = steady-state velocity (m s-1) 
U, = steady-state velocity at centre line (m s-1) 
V= applied voltage (V) 
V, = volume of cavity (m 3) 
w,? b, fb = deflection/velocity/acceleration of diaphragm (m, m s-1, M S-2) 
x, y, z= cartesian coordinates (m) 
zn = distance to neutral surface from material join (m) 
z' = coordinate with neutral surface as origin (m) 
6= small length (m) 
Jr = radial grid spacing (m) 
A, Ar = radial grid spacing (m) 
ft = time step (s) 
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At = time step (s) 
Au = velocity increment over time step (m s-1) 
cp = piezo-electric strain 
e, ý = longitudinal strain 
C= dimensionless radial coordinate 
0= azimuthal coordinate 
d= angular acceleration (S-2) 
r. = curvature (m-1) 
A= mean free path (m) 
An = roots of Bessel functions 
p= dynamic viscosity (kg m-1 s-1) 
v= Poisson's ratio in §2.2, §2.3; kinematic viscosity (M2 S-1) in §2.4 
vj, v2= Poisson's ratio of material 1/2 
v, = effective Poisson's ratio 
11., = oscillating pressure gradient (11p) dpldx (m s-2) 
p= density (kg M-3) 
p, = cavity fluid density (kg M-3) 
pi, p2= density at station 1/2 (kg M-3) 
pd= diaphragm density (kg M-3) 
o, e = deformation stress (N M-2) 
up = piezo-electric stress (N M-2) 
o,, ý = longitudinal stress (N M-2) 
O'x, li O'x, 2= longitudinal stress in material 1/2 (N M-2) 
, cD = mode shape of diaphragm deflection 
w= frequency of pressure gradient (s-1) 
Wn= natural frequency (s-1) 
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V2, V2 = the biharmonic operator (M-4) 
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2.2 The Diaphragm 
The diaphragm is the forcing mechanism for the actuator. Its motion, induced 
by an attached PZT (see Section 2.3), affects the cavity pressure directly. If the 
exit jet is to be calculated accurately, then an accurate description of the cavity 
pressure variations, and consequently the diaphragm's motion, is needed. 
Rathnasingham. and Breuer (1997a) modelled the diaphragm as a piston, 
which described volumetric changes to the cavity similar to those resulting from 
an oscillating diaphragm. This method worked by assuming a sinusoidal forcing 
mechanism, enabling the use of a known solution for the diaphragm's response. 
With this analytical foreknowledge, a 2D spring and piston model was calibrated 
to give a fair approximation of the diaphragm's effect on the pressure in the 
cavity. This approach could not, however, accommodate arbitrary forcing meth- 
ods, and would not guarantee an accurate description of the volumetric changes. 
More importantly, because the model needs to be calibrated, the method would 
not be of much use for designing actuators, or predicting the performance of 
actuator designs. In the present simulations, a time-dependent finite-difference 
approximation of the classical plate equation has been implemented, in order to 
overcome the aforementioned shortcomings. 
2.2.1 Mathematical Modelling 
The governing equations for a thin elastic plate are partial differential equations of 
the fourth order (see Jaeger 1964, Leissa 1969, Marguerre & Woernle 1969). For 
modelling circular diaphragms in polar co-ordinates the system can be simplified 
to one spatial dimension, if azimuthal symmetry is assumed; in this application 
there is unlikely to be significant azimuthal variation. The equation of motion 
for vertical, axi-symmetric, deflection of the diaphragm, w(r, t), is as such: 
V2V2W Pdtd7b + dib +Ba 
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where w is the diaphragm's deflection (the dot notation refers to time derivatives), 
pd is the diaphragm's density, td is the diaphragm thickness, B is the flexural 
rigidity, d is the structural damping, P,, is the applied force, and P, is the force 
due to the pressure in the cavity. For axi-symmetric disturbances, the biharmonic 
operator (VIVI) and the flexural rigidity (B), are defined as follows: 
t3 
B= 
Ed 
12 (1 - 
v2 v2 
a4 2 a3 1 a2 1a I[ OH +r5; a ;a5; a + ;a 
(2.2) 
(2.3) 
where r is the radial coordinate, E is the elastic modulus, and v is Poisson's 
ratio. 
In this thesis, all of the diaphragm modelling is linear; this is unrealistic for 
large amplitude deflections where radial tension is significant. A nonlinear model, 
such as that used in Lucey et al. (1997), could be used as an improvement. 
2.2.2 Numerical Solution of the Plate Equation 
A second-order finite-difference form of equation (2.1) is solved using a Crank- 
Nicolson numerical scheme (see Ferziger, 1998 p. 196). The finite-difference equa- 
tion and the two basis equations are similar to those detailed in Lucey and Car- 
penter (1993), and are here stated: 
W! +6t = W! + 
bt (tbý + tbý+& 9s2s 
it 
2 
c 
(dibit+jt + BV2V2W! +Jt _ pt-tJt + pt+6t) Pdtd a, % 
(2.4) 
(2.5) 
(2.6) 
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The variable w! is the deflection at the finite-difference grid point i, at a discrete S 
time t. Similarly, tb! and V correspond to the velocity and acceleration of the 21 
plate at the grid point i, at a discrete time t. The time step is equal to R, and 
variables are evaluated at t+Jt for the new time step. The biharmonic operator, 
(V2V2), is approximated using centred differences by: 
v2v2 Wi = Wi 
62 ( 
? -Jr-)4 + 
r2(jr)2 
wi+l 
( 
ý-Jjr)4 + 
r(jr)3 
+ 
r2(jr)2 2r3Jr 
wi_l 
(++ )+ 
Fjr-)4 - 
r(jr)3 r2(jr)2 2r3Jr 
Wi+2 
(11 )+Wi-2( 11 
(2.7) 
Tjrý + T(-jr)3 (Jr)4 ý-(&)3 
Boundary Conditions 
The diaphragm is clamped at its edges, which constitutes two boundary con- 
ditions: w=O and dwldr=O. The first can be enforced by simply setting the 
deflection equal to zero at r=R: 
0 (2.8) 
(r=R at the nth grid point). The second boundary condition can be satisfied 
by introducing a dummy variable at r=R+Jr, the (n+l)th grid point. The first 
derivative at the clamped edge can be expressed in terms of w,, -, and wn+l 
(the 
dummy) by a second-order finite-difference approximation: 
dw Wn+l - Wn-I 
Tr = 2(Jr)2 
The boundary condition is therefore enforced by 
(2.9) 
Wn+l ý Wn-1 (2.10) 
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The third boundary condition is a symmetry condition at r=O, and is not 
as straightforward as the first two to implement. The first grid point at which 
equation (2.6) can be applied is i=1 (at r=Jr not at r=O). To accommodate 
the width of the finite-difference molecule, a dummy variable is created at i= -1 
(r=-Jr). This necessitates the definition of two more boundary conditions (or 
at least two different ways of expressing the same condition). The condition to 
be satisfied is rotational symmetry, i. e. all the odd derivatives of deflection must 
equal zero at r=O. This is achieved by expressing Taylor expansions at r=Jr and 
r=-Jr: 
' tJr) i Wi(o) w(Jr) = w(O) + (2.11) 
w(-Jr) = w(O) + 
00 (-Jr)'w'(0) 
(2.12) 
If all odd derivatives are equal to zero at r=O, equations (2.11) and (2.12) can be 
reduced to: 
21 21 Jr 'w '0 
w(Jr) = w(O) + (2i)! 
w(-Jr) = w(O) + 
00 (Jr) 2i w 2i(o) E 
(2i)! 
Equation (2.14) can now be subtracted from equation (2.13) to leave 
w(Jr) - w(-Jr) = 
Wl = W-1 
(2.13) 
(2.14) 
(2.15) 
This is the first statement, and enforcement, of rotational symmetry. The second 
boundary condition is also an enforcement of symmetry, however, it is imple- 
mented using a non-centred finite-difference scheme. Fourth-order Taylor expan- 
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sions are stated for r= Sr and r= 25r with odd derivatives omitted: 
w(är) = w(0) +r w"(O) +0 
«&r)4) (2.16) 
w(28r) = w(0) + 2(8r)2W, 
1(0) +0 «dr)4) (2.17) 
The final condition is obtained by combination of equation (2.16) and (2.17): 
3w(O) - 4w(Jr) + w(2Jr) =0 
3wo - 4w, + W2 =0 (2.18) 
Initial Conditions 
The conditions of the diaphragm at t=O, are zero deflection, velocity and accel- 
eration. If there is a suddenly applied load, a smoothing function is used so that 
the acceleration at t'=O is zero. This acts over as small a time as possible and is 
similar to the quintic function in §2.3.2 - equation (2.50). 
Forming and Solving the Matrix of Equations 
For an implicit solution, equation (2.6) can be rearranged to leave the deflection 
at the new time step (0+61) on the left-hand side of the equation. Equations 
(2.4) and (2.5) can then be used to eliminate any reference to velocity (? b) and 
acceleration (fb) at the updated time (t + U). The remaining equation is eval- 
uated at grid points from i=1 to N-1, which provides (N-1) equations with 
(N+3) unknowns. The four boundary conditions, equations (2.8), (2.10), (2.15) 
and (2.18), provide the necessary constraints for a unique solution. The set of 
(N + 3) equations can be constructed in matrix form (Ax=b), and arranged such 
that there are no time-dependent coefficients on the left-hand side (A). Compu- 
tationally this is very efficient, because during a transient solution the factorised 
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matrix will not need to be re-calculated at every time step. The set of linear 
equations is solved using LU decomposition (see Ferziger p3,1998). The LU 
factorisation is performed at the beginning of a computation, using a specialised 
Nag library (FO7ADF). Back substitutions (F07AEF) are then performed at each 
time step. 
2.2.3 Checking the Integrity of the Diaphragm Code 
The diaphragm code can be validated against known solutions from thin plate 
theory (for elastic plate theory refer to Jaeger 1964, Leissa 1969, and Marguerre & 
Woernle 1969). These simulations do not take into account any pressure feedback 
from the cavity, such interactive effects are investigated in Chapter 3. 
The Diaphragm's Natural Frequency 
The first code check is performed by comparing the numerically-calculated nat- 
ural frequency with the known analytical solution from plate theory. The axi- 
symmetric harmonic frequencies for a thin plate are given by: 
t2 
Wn kn 
Ed4 
ý 12 (1 - V2) pRd 
(2.19) 
where n is equal to the number of nodal circles, Rd is the radius of the diaphragm, 
and the first four harmonics are given by kj = 10.2158, k2 = 39.771, k3 = 89.104, 
and k4 = 158.183 (values from Leissa 1969). 
In order to extract the fundamental frequency from the numerical simula- 
tion, the diaphragm is given a 'kick' or 'impulse' at time zero. The diaphragm 
is allowed to oscillate freely and a fast Fourier transform is performed on the 
output. Figure 2.2 shows the comparison of the FFT results (solid line) and the 
analytical value (vertical dashed line) of the fundamental mode of vibration. The 
result demonstrates conclusively the code's accuracy in determining the natural 
2.2 The Diaphragm 32 
frequency. Note that the ability to predict higher harmonics is dependent on the 
number of grid points in the finite-difference model and the size of time step rel- 
ative to the harmonic's period. In this calculation twenty grid points have been 
used and a time step that is one hundred times smaller than the natural time 
period. 
400 600 Boo 1000 1200 1400 
Frequency (Hz) 
1600 1800 2000 
Figure 2.2: Comparison of analytically (--) and numerically (-) obtained natural 
frequency. 
The Deflected Diaphragm 
A second validation can be made against the steady-state response a plate would 
experience from a continuous and evenly distributed force. The analytical solu- 
tion for this configuration is: 
qR2-r22 (2.20) 
64B d 
where w is the deflection at r, and q is the load per unit area. Figure (2.3) shows 
the comparison of equation (2.20) with an equivalent numerical simulation. The 
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comparison shows exact agreement. 
0 0.2 0.4 0.6 
r1R 
0.8 I 
Figure 2.3: Comparison of analytical (-) and numerical (*) steady-state solutions 
resulting from an evenly distributed load. 
The Mode Shape of Diaphragm Vibration 
The final diaphragm code check is against the mode shapes of deflection generated 
by different frequency forcings. Axi-symmetric mode shapes for a circular plate 
with a clamped edge are described by: 
V"k-n 
kn) 
In-1 
( 
%vf n k-r 'Pn " Jn-l -Rd 
Jn-l (Vf 
2Rd 
(2.21) 
In-I (-/k-n) 
where J,, are Bessel functions of the first kind, I,, are modified Bessel functions, 
and the constants k,, are the same as for equation (2.19). Figure (2.4) shows the 
comparison between the first four solutions (n=1 to 4) of equation (2.21) and 
a ten-point finite-difference scheme. The solution accurately predicts the first 
two mode shapes, but begins to fail as the complexity increases on the third and 
fourth. Figure (2.5) shows the same comparisons, but with a finite-difference 
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scheme of twenty grid points. The numerical solution handles the complexity of 
the third harmonic comfortably, from which it can be inferred that all degrees 
of complexity are resolvable given a sufficiently large number of grid points. It 
is, however, important to decide what level is appropriate, and when additional 
grid points are superfluous. 
The analytical cases that have been chosen to check the integrity of the di- 
aphragm code, have compared very closely, if not exactly, with the numerical 
simulations; both static, and dynamic, agreement has been found. It is not un- 
expected that the validations have been so decisive, because the numerical and 
analytical solutions are based on the same linear theory. However, the purpose 
of this section has been to demonstrate the code's accuracy and integrity. 
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Figure 2.4: The mode shape of the ith harmonic frequency. (a) i=1, (b) i=2, (c) i=3 
and (d) i=4. Comparison of the analytical solution (-) and a ten-point finite-difference 
scheme (A). 
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Figure 2.5: The mode shape of the ith harmonic frequency. (a) i=1, (b) i=2, (c) 
i=3 and (d) i=4. Comparison of the analytical solution (-) and a twenty-point finite- 
difference scheme (*). 
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2.3 The PZT 
Many diaphragm-driven jet actuators have been fabricated with a PZT adhered 
to their underside such as that shown in Figure 2.6. The Lead Zirconium Ti- 
tanate (PZT) experiences a lateral expansion /contraction when subjected to all 
electric field. It is its tendency towards a new strain level, while at the same 
time being adhered to the diaphragm, which generates a moment, and conse- 
quently a downward acceleration of both diaphragm and PZT. The PZT also 
affects the overall stiffness and mass of the diaphragm, this can significantly alter 
the system's behaviour. 
This section will firstly detail the method by which the stiffnesses of the PZT 
and diaphragm are combined (§2.3.1), and secondly, how the moment generated 
by the PZT is calculated (§2.3.2). 
Side Front 
Figure 2.6: The PZT and diaphragm configuration. 
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2.3.1 The Composite PZT and Diaphragm 
The relationship between moment and curvature is important in plate theory, 
since it is a direct reflection of the plate's rigidity. For homogeneous plates the 
curvature is related to monient by the following equations: 
M. 
Et3 ()271) 1927V 
12(1- ,, 2) OX2 ay2 
Et3 a271) a2W 
MY +v- 
12(1- 1/2) Igy2 IqX2 
(2.22) 
Where t is the plate's thickness, w is the deflection, E is the elastic modulus, 
and v is Poisson's ratio. For composite plates, however, it is not so simple. 
The standard plate equations (2.22) assume that the elastic modulus is constant 
throughout the plate; this is not true in the composite case. As a consequence, 
equations (2.22) automatically assume that the neutral surface (the surface at 
which there is no stress or strain) lies exactly mid-way through the section; again 
this is not necessarily true for composite plates. 
Composite Plate Theory 
Figure 2.7 shows a composite plate subject to distributed moments along its 
edges. A small section of the plate is considered (Figure 2.81) and it is assumed 
that the faces of the deformed section (Figure 2.8Z'%*) are perfectly flat. From this 
MY 
1, 
Figure 2.7: A composite plate subjected to distributed moments. 
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741 
(i) 
w 
(ii) 
Figure 2.8: A small section of a composite plate before (i) and after (ii) bending. 
assumption it can be inferred that both the x and y components of longitudinal 
strain are proportional to the distance from the neutral surface, z'. The linear 
relationship between z' and longitudinal strain is simply expressed: 
Ex, z-- k, z' =: k, (z - z1, ) (2.23) 
where k., is a constant, z is the distance from the material join, and z,, is the 
distance from the material join to the neutral surface (see Figure 2.8ZZ'). The 
internal moment of resistance in the plate can be evaluated about the neutral 
surface: (it is only necessary to consider one of the components of moment per 
unit length - M., in this case) 
(2.24) 
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where o,,, is the longitudinal stress, and tj andt2 are the thicknesses of the two 
materials. Since the two materials have different material properties (EI, E2), the 
longitudinal stress variations (o, -, 
) in the two materials are considered separately: 
u,, j = Eic., = 
ax, 2= E2cx = E2k,,, (z - z,, ) 
(2.25) 
(2.26) 
Substituting these expressions into equation (2.24) and separating the integral 
gives 
ti 0 
Mý = Ei k.  
1 (z - z )2 dz + E2k«, ý 
1 (z - z, )2 dz 
-t2 
k 3 
3 
(Ei (ti _ Zn )3 + E2 (t2 + Zn)3 + Zý (Ei - E2» (2.27) 
For thin plates the strain can be related to curvature, r., by the following expres- 
sion: 
a2W 192 2) 
=r 1 (1 -vW z 
(-5ý 
+ V-5y-. 2 
) 
(2.28) 
The linear definition of strain (, -x = kxz') can be substituted into equation (2.28) 
to obtain: 
a, w a2W + V- 
V2) 
( 
YX2 
(qy2 
(2.29) 
Combining equations (2.27) and (2.29) yields the relationship between moment 
and curvature for the composite plate: 
El (tl - Zn) 
3+ E2 (t2 + Zn)' + Zn' (El - E2) 82W a2 w mx =-3 (1 - V2) 
( 
5ý7 +V ay2 
) 
(2.30) 
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The effective flexural rigidity, B,, can be extracted from equation (2.30): 
B, = 
Ei (ti - 43 + E2 (t2 + Zn)3 + Zn3 (EI - 
E2) 
3 (1 - V2) 
The Position of the Neutral Surface 
(2.31) 
The position of the neutral surface, z,,, has yet to be evaluated in terms of the 
known variables (El, E2, tj, and t2). This is achieved by imposing the condition 
of zero net horizontal force: ti 
o,. dz =0 (2.32) 
-t2 
The integral in equation (2.32) is separated for the two materials, with equations 
(2.25) and (2.26) substituted for a,,: 
ti 
Eik. ý 
f (z - z, ) dz + E2k., 
1(z-z, )dz=0 - (2.33) 
0 -t2 
Equation (2-33) can be evaluated and rearranged for z,,: 
1 (Eit', - 
E2t2 
Zn =2 
Elt, + E2t2) 
The Effective Poisson's Ratio 
(2.34) 
The value for Poisson's ratio, v, must be an effective value which takes into 
account the different ratios of the two materials. A varying Poisson's ratio cannot 
exist as this would contravene the condition of zero net force in the perpendicular 
direction. This effective value is calculated by equating the perpendicular internal 
energy generated by the individual materials being allowed to adopt their own 
Poisson's ratio with the internal energy generated by the composite plate with 
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an effective Poisson's ratio. This expression takes the form: 
tj 20 Ve2 
t' 
Ve2 
0 Elvl' E2vi 2 Ei E2 2 
- c2dz +6 dz -2 E2 dz +6 dz (2.35) 21x2fx1x21x 
0 -t2 0 -t2 
Substituting equation (2-23) into equation (2.35) and then evaluating the integrals 
yields, after some rearrangement, an expression for the 'effective' Poisson's ratio: 
2 (tl 2+ Zn)3 + Zn' (E1V2 _ E2V22) 
Ve 
Elv, - ZJ3 + E2V2 
(t2 
1 
3 Ei (ti - Zn)3 + E2 
(t2 + Zn)3 + Zn (Ei - E2) 
The Numerical Implications of the Composite Diaphragm 
(2.36) 
The PZT discs work most effectively when they are slightly smaller than the 
diaphragm (see §3.1.4). This means that at some point in the evaluation of the 
discretised plate equation (2.6)-(2.7), the flexural rigidity must switch between 
the normal and the combined effective value. This in itself, is not difficult to 
implement, but it does necessitate the inclusion of 'internal' boundary conditions 
at the interface between the composite section and the single material section 
(for simplicity's sake, the combined PZT and diaphragm is assumed to be a 
continuous material with a thickness equal to that of the single material section). 
The first condition that must be satisfied is the continuity of the gradient of 
deflection: 
dw dw 
2 
when r= rp, (2.37) dr Tr 
where rj,, is the radial position of the join between materials, the subscript 1 
denotes the effective material of the combined PZT and diaphragm, and the 
subscript 2 denotes the material of the diaphragm alone. 
To include the boundary condition stated in equation (2.37) within the present 
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numerical scheme, dummy points are introduced either side of the material join 
as shown in Figure 2.9. Using these dummy points, equation (2.37) can be 
approximated using centred differences: 
)wl+, 
=( WD2 +( D3 
(2Ar) 
wI-l + 
(2Ar 
TA-r 
) 
ýA-r 
)w (2.38) 
where Ar is the grid spacing, and wi are the deflections of the points as denoted 
in Figure 2.9. 
Figure 2.9: A finite-difference representation of the join of two distinct materials. 
The second condition to be enforced using the dummy points is the continuity 
of moment, i. e. the internal moment in material 1 at the join must equal the 
internal moment in material 2 at the join: 
B1 
(dw 
+ vi 
dw) 
= B2 
(d2w 
+ 
v2 dw) 
when r= rjn (2.39) Tr ýr-2 r dr 
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this is also approximated using centred differences to give 
Bivi B, ) 
wj_j + 
(2BI 2B2) 
Wr + 
(B2V2 
+ 
B2 ) 
2rAr Ar2 Ar2 Ar2 2rAr Ar2 
WI+l + 
( B2 B2 V2 B BI 
Ar2 WD2 
131 Vl 
+ 'lj 
) 
WD3= 0 (2.40) 
2rAr) 2rAr Ar2 
The final internal boundary condition arises from enforcing continuity of 
shear, i. e. the shear force experienced in material 1 at the join must equal the 
shear force experienced in material 2 at the join: 
B, 
d'w 1 dw ( 
Tr3 +r dr2 
1- Lw 
= B2 
d 3W 1 d2w 
72 dr) 
(-Wr-3 
+ -r dr2 
1 dw (2.41) 
r2Tr) 
when r= rj,,. The centred-difference approximation of equation (2.41) is 
0 =( 
2B, 2B2 ) 
WI 
rAr2 rAr2 
_(++ wi-i +(3 Ar3 rAr2 2r2Ar) 2Ar 
WI-2 
_(B2 
B2 
+ 
B2 
WI+l + 
B2 ) 
WI+2 Ar3 rArý 2r2Ar 2Ar3 
+(B2 + 
B2 
+ 
B2 
WD2 
B2 ) 
WD1 Ar3 rAr2 2r2Ar 2Ar3 
+( 
B, B, B, B, 
Ar3 rAr2 
+ 2r2 Ar) 
WD3 
2Ar3 
WD4 (2.42) 
A Sample Calculation 
To illustrate the potential differences of composite and homogeneous diaphragms, 
a sample simulation has been performed. Figure 2.10 shows the comparison of a 
statically-deflected homogeneous plate with a statically-deflected composite plate. 
In the simulation, the PZT, which is approximately half the size of the diaphragm, 
has a flexural rigidity that is sixty times greater than that for the diaphragm. 
The presence of the stiff PZT has, in this case, drastically altered the static mode 
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shape (the maximum deflection has also been seriously reduced in the composite 
case - the deflections in Figure 2.10 have been normalised). The relative stiff- 
nesses used in this example, although exaggerated for illustrative purposes, may 
be applicable to MEMS-scale diaphragms that are purposely fabricated using 
materials with low stiffness in order to reduce their high natural frequency (see 
§3.2.1). 
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Figure 2.10: A comparison of the statically-deflected mode shapes of homogeneous 
(--) and composite (-) plates. 
2.3.2 The PZT Force 
The force that is generated by the PZT is lateral, it is therefore clear that to fully 
model the PZT and diaphragm system, lateral motion would need to be encorpo- 
rated within the equations of motion. Such a model would be three-dimensional 
(2-D in symmetrical polar coordinates) and would require much greater compu- 
tational effort as a consequence. Some approximations can be made to model 
the motion of the PZT and diaphragm using the classic plate theory described in 
§2.2. 
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The first main assumption is that any lateral motion occurs instantaneously 
as a response to an applied electric field. This assumes that the electrostriction 
effect, which is a polarisation phenomenon (Askeland 1990, p697), is immedi- 
ate. Also, it assumes that the lateral response of the PZT is much faster than 
the induced vertical response, and can therefore be treated as being instanta- 
neous. This can be shown to be a fair assumption by the analysis of a simpler 
configuration to that of the PZT and diaphragm (see Appendix §B. 1). 
The second main assumption that enables the use of the two-dimensional plate 
equations is that the vertical motion is only dependent on the moment that the 
quasi-instantaneous lateral deflections produce. This is a statement of linearity 
which is in keeping with the plate model used in §2.2. 
The Lateral Deflection of the PZT and Diaphragm 
If it can be accepted that the lateral (radial) deflection is instantaneous, the 
steady-state result can be used to calculate the generated moment. The steady- 
state strain that is produced in a free-standing PZT is given by 
E- = 
d3lV 
(2.43) 
r tp 
where d3l is the piezo-electric constant for strain perpendicular to polarisation, 
V is the applied voltage, and tp is the PZT thickness (Askeland 1990, p697). The 
stress that electrostriction is responsible for is given by 
UP = 
Epd3lV 
tp 
(2.44) 
where Ep is the elastic modulus of the PZT. Note that the elastic stress (stress 
generated as a result of deformation a, ) is equal and opposite to the PZT stress 
(o, p) which means there is zero net stress. (Contributions from bending to net hor- 
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izontal force. are equivalently zero and so lateral deformations can be considered 
independent of vertical deflection). 
cE' 
0. cl 
Figure 2.11: (a) A radial section of the diaphragm and PZT configuration, (b) The 
variation of moment per unit length applied by the PZT. 
Figure 2.11 shows a radial section of the PZT and diaphragm configuration. 
There is only one degree of freedom laterally, and this is the deflection (ý) at 
the join between composite and non-composite material. A condition of zero net 
force is imposed on this configuration in order to attain the steady-state solution, 
which when rearranged in terms of ý (lateral deflection) gives 
orp tp 
Eptp 
+ 
Edtd 
+_ 
Edtd ( 
Rp Rp Rd - Rp) 
(2.45) 
where Ed is the elastic modulus of the diaphragm, td is the thickness of the 
diaphragm, Rd is the radius of the diaphragm, and Rp is the radius of the PZT. To 
estimate the generated moment from the extension ý, the position of the neutral 
surface (z,, ) must be known. This is dependent upon the nature of bending only, 
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and can be evaluated using equation (2.34). The total moment generated within 
the composite region, is given by 
0, 
_ : 
ýde Ee0 
M, = (1 - ve) 
1 (z - z, ) dz 41 
(z - z) dz -'1 (z - z) dz (UP 
tp 0 4p _tp 
22 e (td 
V, ) 
(-Up (tp 
+ tpZn) tdZn) + 
Epe (LP 
+ tpzn) 
) 
(2.46) 
2 
2 Rp 2 Rp 2 
where v, is the effective Poisson's ratio. This expression defines the applied 
moment per unit length which is used to evaluate the vertical response; it is 
independent of time and radial position. The factor (1 - v, ) arises from the 
azimuthal electrostriction and elastic forces which counteracts the directly gen- 
erated moment (it is assumed that d3l=d32, and that v, is the effective Poisson's 
ratio of the combined PZT and diaphragm). 
Numerical Implementation 
The radial variation of applied moment per unit length is constant, this is illus- 
trated in Figure 2.11 (b). This cannot be imposed directly on the plate equations 
as the applied moment cannot be separated from the total bending moment; how- 
ever, the applied moment can be created by a fictitious vertical forcing. To do 
this the relationship between the second derivative of applied moment per unit 
length (M) and force per unit area (q) is used: 
d'M 
7 rT 
(2.47) 
In order for the second derivative to be calculated some approximation to the 
step function shown in Figure 2.11 (b) must be made. A quintic approximation 
is used for the applied moment over a small length 5 where the value jumps from 
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m', to 0: 
M(x) = Ax 
5+ Bx 4+ Cx 3+ Dx 2 +Ex+F (2.48) 
here x= r-14, and the coefficients are found by imposing the following boundary 
conditions: 
M(O) = M,, and M(J) 0 
M'(0) =0 and M'(S) 0 
M" (0) =0 and M" (5) 0 
The function including the evaluated coefficients is 
(2.49) 
M(X) - 
6M,, x' + 
15M,, x' 10M. xl + M, (2.50) 65 ý4 63 
Figure 2.12 (a)-(c) shows plots of the function and its first two derivatives. The 
second derivative of equation (2.50) is substituted into equation (2.47) to give the 
variation in vertical force that would induce the desired step in moment. This 
vertical forcing function is 
q(x) - 
120M 
a X3 
1 
l80McX2 60Max 
65 J4 J3 
(2.51) 
Figure 2.12 (c) is a plot of equation (2.51), from which it is clear that the function 
is in the form of a forcing couple. 
There is, however, a difficulty in implementing this forcing function as its 
accuracy depends on J being small. This requires more grid points, and hence, 
increases the computational time. It is therefore in the interest of the numerical 
scheme to implement this couple with as few grid points as possible. An extreme 
case would be to apply the couple using only two grid points: the first qj = -F", 
and the second qj+1 = F,,, where i denotes the grid position. The problem is 
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(a) (b) (c) 
Figure 2.12: The function and first two derivatives of equation (2.50). 
now, finding the value of F,, that will give the desired moment step M.. Figure 
2.13 shows the moment step that is implied by the two-grid-point couple. The 
values in the figure are calculated by integration of the couple using the following 
finite-difference approximation: 
MI(i + 1) = MI(i) + 
Ar 
(Mll(i + 1) + Mll(i)) 2 
M(i + 1) = M(i) + 
Ar (m, (i + 1) + M, W) 
2 
(2.52) 
The moment step is equal to the applied moment per unit length, and therefore 
M. is related to F. by: 
Ma 
(2.53) 
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Figure 2.13: The moment step (c) implied by the integration of the two-point forcing 
couple (a). The integration is performed using the finite-difference equations (2.52). 
Analytical Validation of the Two-Point Couple 
For validation purposes, a finite-difference approximation of a cantilever beam 
subjected to a two-point couple, is compared against the known analytical solu- 
tion with an internal moment. The analytical solution is simple as the applied 
moment is directly related to curvature as follows: 
d 277 bM. 
Tx2 -": El 
(2.54) 
where 77 is the vertical deflection, x is the distance along the beam, M,, is the 
applied moment per unit length, b is the beam breadth, I is the second moment 
of area, and E is the elastic modulus. This can be integrated twice and solved 
...................................... -F, (Ar/2) 
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for the two boundary conditions to give the following solution: 
71 
I 
-1 2EI (2.55) 
The numerical solution uses a two-point couple (F. = MaIAX2) that is ap- 
plied to the end of the beam. Figure 2.14 shows the comparison between the 
analytically- and numerically-calculated deflection. The comparison is exact 
which implies that the two-point couple method is sound. 
For the circular plate this two-point method needs a small additional force 
at the centre of the diaphragm to ensure zero net vertical force, otherwise this 
condition is not satisfied and the applied moment will not be constant. The 
balancing is required because in polar coordinates a point force (per unit length) 
more distant from the origin provides a slightly larger total force than a nearer 
point force. 
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Figure 2.14: The deflection of a cantilever beam with a constant applied moment. A 
comparison of the analytical (-) and finite-difference approximation (o). 
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2.3.3 Section Summary 
In this section the effects of the expanding/contracting PZT on the diaphragm 
have been modelled. It has been shown that, given certain assumptions, the 
electrostrictive force in the PZT applies a constant moment per unit length to 
the PZT and diaphragm section; it is this moment that drives the entire di- 
aphragm. To model this moment a vertical-force couple is required, which can 
be numerically implemented using only two grid points. 
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2.4 The Orifice Flow 
The pressure fluctuations in and outside of the cavity exert a pressure gradient 
across the orifice; this pressure differential drives fluid out of the orifice in the 
form of a jet. In the model of Rathnasingham and Breuer (1997a) the orifice flow 
was approximated using the one-dimensional inviscid unsteady Bernoulli equa- 
tion. In contrast to this, Crook et aL (1999) employed a quasi-steady Poiseuille 
solution for the orifice flow. A 'best of both worlds' model that captures the 
viscous and unsteady phenomena can be found by a more general treatment of 
the governing equations. However, before methods of the solution of the Navier- 
Stokes equations can be proposed, it must be established that the continuum 
assumption is valid at the scale of the current MEMS application. 
2.4.1 Micro-Fluidic Considerations 
An increasing amount of effort is being dedicated to the research of micro-fluidic 
effects in the field of MEMS (Piekos and Breuer 1996, review: Gad-el-Hak 1999). 
The main concern for modelling purposes is whether or not the continuum ap- 
proximation is valid, and if not, how does the 'rarefied' flow behave? The point 
at which such considerations are necessary is when the mean free path of the 
gas (A) (the average distance between particle collisions) is comparable to the 
characteristic length of the flow (L). The degree of gas rarefaction is expressed 
by the Knudsen number (K,, ) as the ratio of the characteristic length and the 
mean free path: 
K (2.56) A L 
The continuum assumption and the Navier-Stokes equations are valid only when 
K,, < 0.01, beyond this the 'slip flow' regime is encountered (0.01 <K,, < 0.1), 
here the no-slip condition at wall interfaces is no longer satisfied. The 'transition' 
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regime is when 0.1 <K,, < 3, and then completely rarefied or 'free-molecular' flow 
occurs for K,, > 3 (Schaaf and Chambr6,1958). 
The characteristic length of the flow for this application is taken as the orifice 
diameter, and the mean free path of air to be A=0.065 pm. The orifice diameter 
need not be any smaller than one tenth of the spanwise spacing of the turbulent 
structures that the MEMS is to control. In a turbulent boundary layer the mean 
streak spacing is widely reported to be around 100 wall units, which at flight 
conditions is roughly equal to 100pm. This spacing suggests an appropriate 
characteristic length scale (orifice diameter) of no less than 10 Jim. The Knudsen 
number for the turbulent control application, based on equation (2.56), is in the 
region of &=0.0065. This value satisfies the continuum criterion safely, which 
implies that the Navier-Stokes equations are indeed valid for the turbulent control 
application. 
For strongly compressed flows it might be the case that a more accurate Knud- 
sen number based on the gradient of density is higher than that just calculated 
(see Gad-el-Hak, 1999). This is, however, difficult to assess without modelling 
the compressible fluid dynamics of the cavity. 
2.4.2 Navier-Stokes Approximations 
Perhaps the most extreme numerical simulation would involve solving the com- 
plete compressible Navier-Stokes equations in the orifice as well as inside the 
cavity (Rizzetta et al. 1999). This is a very demanding computation and would 
not be commensurate with the effort expended on the solution of the boundary 
layer, with which this code will ultimately be coupled. Inevitably, some approx- 
imation to the Navier-Stokes equations must be made. The main assumption is 
that of parallel flow in the exit nozzle; in cylindrical coordinates this is stated as: 
uo = 0, u,. = 0, and 
au 
-0. (2.57) -F0 
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where u is the velocity, r is the radial coordinate, and 0 is the azimuthal coordi- 
nate. 
Even though flow speeds in the orifice will be much less than the spýed of 
sound, incompressible flow is not a good assumption. The inlet and outlet of 
the orifice impose density, as well as pressure, boundary conditions. If there is 
an imposed density difference there will be an expansion/compression over the 
orifice; this prevents any further simplification of the two-dimensional Navier- 
Stokes equations. To enable a calculation of one-dimensional order, as would be 
the case if incompressibility were valid, it is assumed that the variations with 
respect to the axial coordinate (x) of density, pressure and velocity are linear. 
This given, the continuity and x-momenturn equation are as follows: 
continuity 
ap 
+ C, 
(Pu) 
at ax 
momentum 
(2.58) 
19(pu) P += _2_ + tV2U (2.59) 
at ax ax 
where p is the density, p is the pressure, t is time, it is the dynamic viscosity, and 
V2 is the Laplacian operator given by: 
, 72 = 
je 02 [r 
är + ä; 7i] (2.60) 
Combining the continuity equation (2.58) and the x-momenturn equation (2.59) 
gives 
au au op 
xx 
p ät + PU äx äx + 1, V2U (2.61) 
Equation (2.61) can be simplified further when linear definitions for u, p, and p, 
with respect to x, are introduced: 
(2.62) 
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x 
PI +T(P2 - Pl) 
p -,: -- Pi +x (P2 - Pl) I 
(2.63) 
(2.64) 
where I is the orifice length, the subscript 1 denotes a value inside the cavity, 
and the subscript 2 denotes a value outside of the cavity. Substituting equa- 
tions (2.62)-(2.64) into equation (2.61), and evaluating at x=O, yields a one- 
dimensional equation with only two unknown variables ul (r, t) and U2 (r, t): (the 
variables pl, P21 pi, and p2 are known boundary conditions) 
P-1 
au, 
+ P1U1 
(U2 - Ul) 
_ 
Pl - P2 j_ tV2U, (2.65) 
19t 11 
Integrating the continuity equation (2.58) with respect to x over the length of 
the orifice gives an expression for U2 in terms of u, and the known variables: 
U2 -"' 
plul 
P2 
(9pi 
at 
(2.66) 
(There are no compressible-flow effects in the boundary layer so the density at 
station 2. P2, is constant with respect to time). Substituting equation (2.66) into 
(2.65) gives a single expression for the variable ul: 
+(11 aul I Ul 19pl PI -P2 + -L_ 1) 
U2 
_LV2U, (2.67) 
, 
at P2 I 2p2 at lp, P, 1 11 111 IV v 
Equation (2.67) is the governing equation for the orifice, it has five distinct 
terms which contribute uniquely to the overall behaviour of the system. Term I is 
the inertial term and is responsible for the unsteadiness of the fluid flow; Term II 
is a non-linear damping term arising from the spatial expansion/compression of 
the fluid from station 1 to station 2; Term III is also a non-linear damping term 
which results from the time-dependent compression of fluid inside the cavity; 
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Term IV is the forcing term, which is in the form of a pressure gradient; and 
Term V is a linear damping term - the source of viscous resistance. 
2.4.3 Numerical Solution of the Orifice Equation 
When disregarding the nonlinear terms (II) and (III) from the orifice equation 
(2.67) an implicit solution is quite straightforward to obtain. Firstly, the equation 
is evaluated half way between the new and the current time step. The linear form 
is then as follows 
1_ 11 
V2 u n+l = 
fil - P2 ++A V2 un 
(zt- 
2fil All 
(At 
2fil 
(2.68) 
where a superscript n+1 denotes a variable at the new time step, a superscript 
n at the current time step, and a bar denotes a mean value between n and n+1. 
The Laplacian operator, defined in equation (2.60), can be approximated using 
centred differences. The set of equations produced for each time step can be 
expressed in tri-diagonal form and solved using a Thomas algorithm, also known 
as the tri-diagonal matrix algorithm (TDMA) (see Ferziger 1998, p8). 
The full orifice equation is not as easy to solve, as there are nonlinear terms 
preventing the organisation into the linear tri-diagonal form. This problem can 
be overcome by expressing the equation in A-form (Ferziger 1998, p 225). The 
values at the new time step are replaced by values at the old plus an increment, 
AU: 
U'i + Aui (2.69) 
where i refers to the radial grid point. The benefit arises from the ability to 
neglect terms of the order AU2; these are of the same order as the finite-difference 
scheme's truncation error. Evaluating the orifice equation at t= tI + (At/2) and 
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expressing in A-form gives the following numerical approximation: 
11 ap, 
+ 
P', 
- 
Ul 
_ _. 
L_V2 Auj zt- 4P2 19t 
(92 
1 2g, 
) 
A- P2 1 Op, fil 
_ 1) 
U1 
+ 
11 V2) U, (2.70) 
fill 
+ 
(2h 
i9t 
- 
(P2 
I Pi 
where a bar denotes a mean value between the new and current time step. The 
centred finite-difference approximation for the Laplacian operator is given by 
2AU, 
1 19 192 Aui+l - Aui-I Aui+l + Aui-i - 2Aui v -r ýTr 
+ 5-r2 
) 
Auj = 2rAr + Ar2 
1 (2.71) 
Equations (2.70) and (2.71) can now be put into tri-diagonal form and solved 
using the Thomas algorithm. The Thomas algorithm is famously efficient using 
only an order of m operations to forward multiply an (m x m) tri-diagonal matrix. 
Boundary and Initial Conditions 
The boundary conditions for the system are that the velocity at the wall is zero 
(Dirichlet condition) and that there is radial symmetry at the centre of the orifice 
(von Neumann condition). To describe how these are incorporated into the tri- 
diagonal matrix the radial position of each grid point is defined: 
r= 
(i - 1)R 
1) 
for i=1 to N (2.72) 
where i is the grid point number, R is the radius of the orifice, and N is the total 
number of grid points. 
The Dirichlet condition is easilY implemented: 
UN -,: -- 
0 (2.73) 
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where the subscript denotes the grid point number. Equation 2.73 is simply an 
enforcement of the no-slip condition at the wall. 
The second boundary condition, that of symmetry at the centre of the ori- 
fice, can be enforced using Taylor expansions. The Taylor expansions are here 
stated for velocities near the centre of the orifice in terms of the velocity (u) and 
derivatives (u, u", and u') at r=O: 
A2 A3 
U(A) = U(O) + Au'(O) + -Ull(O) + ul"(0) + OW) (2.74) 26 
u(2A) = u(O) + 2Au'(0) + 2A2U/1(0) + 
8A3 
U111(o) + O(A4) (2.75) 
6 
where A is the radial grid spacing. From these expansions we can immediately 
enforce the symmetry condition, i. e. u'(0) =u... (0) = 0. Equations (2.74) and 
(2.75) can now be combined to give 
U(O) =4 U(A) -1 u(2A) + 
O(A4) (2.76) 
33 
This can be expressed as a boundary condition on velocity: 
Ul - U2 + U3 33 
(2.77) 
An additional complication arises from the need to modify the Thomas algo- 
rithm in order to deal with the non-tri-diagonal form of the boundary condition 
(2.77). For an example, a small matrix with a non-tri-diagonal boundary condi- 
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tion is shown: (-1 
31 - 
13 
ab cO 
Odef 
Ul 
U2 
Ri 
R2 
ýh)ý U3 )ý R3 ) 
The off tri-diagonal term is eliminated from line 1 by adding to it an appropriate 
factorisation of line 2. This simple modification recovers the tri-diagonal. form: 
3c) 
(1+ 1) 
(R 
3 3c 
I 
oo uo 3c 
0 
0d ef 
Ul 
U2 
R1 
R2 
U3 jý R3 ) 
2.4.4 Integrity of the Orifice Code 
Validation of the orifice code's integrity is reasonably straightforward as well- 
known analytical solutions to the governing equations exist. However, some of 
the facets of the orifice equation, namely the nonlinear ones, cannot be readily 
validated. 
Startup Flow 
The first analytical solution of the Navier-Stokes equations considered here, is 
that of the pipe flow resulting from a suddenly applied uniform pressure gradient 
(dpldx). This classical problem was first solved by Szymanski (1932) and is 
known as startup or starting flow (White 1991, p133). The steady-state result, 
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towards which the transient solution tends, is given by: 
I- I 
Us = _LP-L 
(R 2-r2 
dx 4M 
The complete solution is 
u= us _1 
dp 2Jo (Anr/R) 
exp T, -; A3 14 n=l nJI(An) R2 
(2.78) 
(2.79) 
where JO and J, are Bessel functions of the first kind and A,, are their roots. The 
velocity history of the theoretical solution and numerical code are compared in 
Figure (2.15). The dashed and solid lines are barely distinguishable. Figure (2.16) 
shows the development of the profile during startup at three different moments 
in time. Here again the code successfully resolves the details with only a few 
finite-difference grid points. 
The second orifice code validation is also a celebrated analytical solution of 
the Navier-Stokes: equations. The pipe flow resulting from an oscillating pressure 
gradient was first solved by Sexl (1930), and the solution consists of a potential 
and viscous component u= up + u,, (Sherman 1990). The potential flow com- 
ponent is associated with an oscillating pressure gradient (II., =-Asin(Wt)) and is 
given by 
up (t) 
A 
cos(wt) 
w 
(2.80) 
Where w and A are the frequency and amplitude of the pressure gradient, respec- 
tively. The second part of the solution is assumed to be harmonic: 
u,, ((, t) = Rjf (C)ewt} (2.81) 
where C= r/R. The function f is chosen such that the no-slip condition at the 
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Figure 2.15: The centre-line velocity history of flow in a pipe subject to a suddenly 
applied, constant, pressure gradient. Comparison of analytical solution (-) with a 
numerical simulation (--). The staxtup time, t., is the time taken for u/U$ to be 
greater then 0.99. 
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wall is satisfied when added to the potential component. The final solution is 
U(C' t) 
Io (CrWR21v) A 
exp(iwt) (2.82) 10 (Izw 21V W 
Where 10 is a modified Bessel function and v is the kinematic viscosity. 
Figure 2.17 shows the comparison of the analytical solution and a five-point 
finite-difference approximation, at different times during the flow cycle. Figure 
2.18 shows the same result compared against a finite-difference scheme with a 
finer discretisation; convergence towards the analytical solution is clearly shown. 
The results in Figures 2.17 and 2.18 exhibit 'near-wall velocity overshoot' 
(also known as Richardson's annular effect), which is what occurs when the point 
of maximum velocity does not lie on the pipe's centre-line. This phenomenon is 
characteristic of oscillatory pipe flows, and was first observed experimentally by 
Richardson and Tyler (1929). 
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Figure 2.16: The velocity profile at three different times during startup. Comparison 
of analytical solution (-) with a ten-point finite-difference scheme (--o--). 
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Figure 2.17: The velocity profile development of a pipe subject to an oscillating 
pressure gradient. Comparison of the analytical solution (-) with a five-point finite- 
difference scheme (--o--). 
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Figure 2.18: The velocity profile development of a pipe subject to an oscillating 
pressure gradient. Comparison of the analytical solution (-) with a ten-point finite- 
difference scheme (--o--). 
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2.5 The Cavity 
2.5.1 Modelling the Cavity 
The cavity is the lever between the plate motion and jet expulsion - its behaviour 
is central to the system. Unfortunately, accurate modelling of the cavity would 
be computationally extortionate, requiring the solution of the full compressible 
Navier-Stokes equations at every time step. Such a calculation has been per- 
formed by Rizzetta et al. (1999), but this is not in line with the desire to produce 
a solution that is numerically economical. The method used by Rathnasingham 
and Breuer (1997a), which has been adopted here, defines pressure variations in 
the cavity by density changes. This is simply achieved by the equation of state: 
P,, = pRT (2.83) 
where R is the gas constant, T is the temperature, p, is the density of fluid in 
the cavity, and P, is the fluid pressure in the cavity. The density is assumed to 
be uniform within the cavity and any changes to it are felt instantaneously: 
PC = Mc/Vc (2.84) 
where M. is the mass of fluid in the cavity and V,, is the volume of the cavity. 
The evolution of V, is governed by the diaphragm, whereas the evolution of M, 
is governed by mass conservation: 
dMe 
dt = Mo, t (2-85) 
where M. t is the rate of mass flow through the orifice. These, equations are the 
hub of the MEMS model. There are, however, inherent approximations in their 
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use. Firstly, no account of particle motion in the cavity is taken into consider- 
ation. Rizzetta et aL (1999) have shown that, for some configurations, internal 
flow structures similar to external ones can be observed in the cavity. 
To establish when it is safe to apply the approximation of a static cavity, some 
rules of thumb have been developed. 
Limits of the Static-Compressible Approximation 
When the cap area of the cavity is of comparable order to the orifice area, and 
incompressible fluid dynamics are assumed, the flow rates in the orifice and cavity 
will also be comparable. If, therefore, the cavity fluid dynamics are to be safely 
neglected, the orifice area must be at least an order of magnitude smaller than 
the area of the cavity cap. This constraint is stated algebraically: 
A,, 
< 0.1 TC (2.86) 
where A,, is the orifice area, and Ac is the cap area of the cavity. 
Another rule of thumb arises from comparing the static and compressible 
model of this chapter with an incompressible dynamic solution. The incompress- 
ible dynamic solution is very easily obtained from mass conservation; the mass 
flow induced by the diaphragm is equal to the mass flow out of the orifice. The 
average velocity in the orifice (U,,, j,, c .) 
is given by 
- 
Ad 
ilo, inc -": Ud- Ao 
(2.87) 
where Ad is the diaphragm area, and ild is the average diaphragm velocity. If 
in a simulation the velocity out using the static-compressible model is greater 
than that calculated by the dynamic-incompressible solution (equation (2.87)), 
it is likely that the static approximation is no longer valid. This can be inferred 
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on the assumption that a lesser energy solution will be preferred by the system. 
This limit to the static-compressible model can be expressed algebraically as: 
A, Ifld 
A,, U,, >1 
(2.88) 
Uniform and Immediate Compressibility 
The second major assumption in the model, as defined by equations (2.83)-(2.85), 
is that all density and pressure variations are felt uniformly and instantaneously 
throughout the cavity. This assumes that flow inside the cavity is not dynamically 
compressible. This is a reasonable assumption near the diaphragm, provided that 
the diaphragm velocity is at least an order of magnitude less than the speed of 
sound; this is easily the case for the MEMS application. There may, however, be 
significant density variations around the orifice. In this model it is assumed that 
all expansion acts over the length of the orifice with complete uniformity in the 
cavity, this will not be true in many cases. 
The Governing Equations in Differential Form 
The mass and the volume of the cavity are the 'cavity variables' and to calculate 
them requires the expression of their evolution in differential form. Firstly, we 
can say that the rate of change of mass in the cavity is equal to the mass flow 
rate into the cavity through the orifice. This expressed algebraically is: 
dM, 
- _Pi 
f 
ul dA (2-89) dt 
A, 
where A,, is the orifice area and the subscript 1 denotes values at the cavity orifice 
interface. The integration of the jet velocity profile (ul) is performed numerically 
at each evaluation of equation (2.89) using the first Newton-Cotes formula - the 
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simple trapezoidal rule (Chapra and Canale 1990). 
The other cavity variable, cavity volume, is also expressed in differential form. 
The rate of change of cavity volume is equal to the average velocity of the di- 
aphragm multiplied by its area. Again, stated algebraically: 
dV, f 
tbdA (2.90) dt 
Ad 
where Ad is the area of the diaphragm and tb is the diaphragm's velocity. The 
numerical integration in equation (2.90) is also performed using the trapezoidal 
rule. 
2.5.2 The Predictor- Corrector Scheme 
Nomenclature used in §2.5.2 
xn=a superscript n denotes a value at the current time step 
x n+I =a superscript n+1 denotes a value at the next time step 
M, = total mass in the cavity (kg) 
V, = cavity volume 
(M3) 
u, = velocity at cavity-orifice interface (m s-1) 
w, tb,? D = deflection (m), velocity (m s-1), acceleration (M S-2) of diaphragm 
r,, = radial distance from orifice centroid (m) 
r, j = radial distance from diaphragm centroid (m) 
Ao = area of the orifice (0) 
Ad = area of the diaphragm (m 
2) 
F= force per unit area applied to diaphragm (N M-2) 
At = time-step incremement (s) 
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pe = density of cavity fluid (kg M-3) 
fl, 2 = implicit functions for the diaphragm and orifice 
The cavity variables are expressed as a pair of ordinary differential equations, 
(2.89) and (2.90). These can be solved using a predictor-corrector scheme that 
is second-order accurate in time (Ferziger 1998 p109). The predictor-corrector 
works by evaluating the time derivative of the variable at the current time step 
to extrapolate a predicted value at the next time step. If predicted values of 
all the variables are known, then the time derivative at the new time step can 
be estimated. Finally, the two derivatives at the current and new time step are 
averaged and the corrected value is obtained by extrapolation using this mean 
time derivative. For clarity, the whole process has been mapped symbolically: 
The Predictor Stage 
Firstly the time derivatives of the cavity variables are calculated from equations 
(2.89) and (2.90): 
dM n cn dA nf ul dt -ýc 
A, 
dV, ' 
-Tt = _f tbndA (2.91) 
Ad 
By using a first-order approximation, these derivatives can be used to estimate 
the cavity variables at the next time step: 
Mn+l = Mn 
dM n 
cc 
+-- Tt 
c At 
n 
c At Vn+l = Vn + 
dV, 
cc dt (2.92) 
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At this point the implicit functions for the orifice and diaphragm are evaluated: 
, b(rd)n+l = f, n )n+l, )n, )n, )n, Mn, Vn, Mn+l, Vn+l (F(rd) , F(rd w(rd th 
(rd (rd 
cc c. c 
ýPc 
nn n+l n+l I MCI V 
)n+l = f2 
(Ul(r. 
)n, 
, 'M IV cc u1 (r,, dt c 
(2.93) 
where the bar denotes a mean value between the new and the current time step. 
For the predictor stage the term dpldt is estimated as such (this is also used to 
predict a value for 4+'): 
dp, 1 (d pcn d pcn+l d pcn 1 (ýMcn dV n gn c + -Tt == Vn --c 
(2.94) 
dt dt c Ft c 
dt dt 
) 
At the end of this stage, values for the orifice velocity, diaphragm velocity, cavity 
volume, cavity-fluid density and cavity mass, have been predicted. 
The Corrector Stage 
The corrector stage starts by calculating the time derivatives of the cavity vari- 
ables at the new time step using the predicted values. 
dM, n+l n4-1 f n4.1 vA 
dt -Pi u, --aA 
A, 
V n+l fIA 
dt =-i w- - aii 
(2.95) 
Ad 
Average time derivatives are found for the cavity variables between the two time 
steps, using the derivatives calculated in equations (2-91) and those calculated 
in equations (2.95). These mean derivatives are used to calculate the corrected 
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cavity values: 
Mn+l = Mn + 
dM, At cc wt 
Vn+l = Vn + 
dVcAt 
cc dt 
(2.96) 
The final stage of the time step is to calculate corrected orifice and diaphragm 
values using the implicit functions: 
)n+l = f, n )n+l, W(r )n, lb(r )n, )n, Mn, Vn, Mn+l, Vn+l (F(rd) , F(rd ib 
(rd 
cc tb(rd ddcc 
, 
Mc )n+l = f2 Ul(ro)nl 
dpc 
n, Vn, Mcn+l, Vn+l Uj(ro dt cc 
(2.97) 
2.6 Chapter Summary 75 
2.6 Chapter Summary 
In this chapter the modelling of the MEMS actuator has been separated into four 
parts; the diaphragm (§2.2), the PZT (§2.3), the orifice (§2.4), and the cavity 
(§2.5). For each of these, various assumptions and approximations have been 
made and then discussed. Some validation exercises against known analytical 
solutions have been performed successfully. It is fair to conclude that, although 
approximate methods have been employed, an accurate and economical code has 
been developed. 
Chapter 3 
Actuator Simulations 
In this chapter the mathematical actuator model is tested and investigated. In 
§3.1 the model is compared to experimental data from a micro-scale synthetic-jet 
actuator. The validated model is used to explore several issues in MEMS-actuator 
design, including: actuator scaling (§3.2), synthetic-jet alternatives (§3.4), and 
the optimum actuator dimensions (§3.6). 
Nomenclature 
c= correction factor 
d= diaphragm damping (N sM-3) 
d3j, d32 = radial/azimuthal piezoelectric constant (m V-') 
Ed = elastic modulus of diaphragm material (N M-2) 
Ep = elastic modulus of PZT material (N M-2) 
F= constant load (N) 
g= parameter used to characterise actuator scale (m) 
H, = cavity height (m) 
i=/ ---j 
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k= gas constant (J kg-1 K-1) 
K, = effective spring constant (N m-1) 
I= orifice length/cap thickness (m) 
M, = effective mass (kg) 
Nd = number of grid points in diaphragm finite-difference scheme 
N,, = number of grid points in orifice finite-difference scheme 
P, = cavity pressure (N m-') 
P,, = ambient pressure outside cavity (N M-2) 
Q= mass flow rate (kg s-1) 
r= radial distance from centroid (m) 
R,, = orifice radius (m) 
Rd = diaphragm radius (m) 
4= PZT disc radius (m) 
St = Stokes parameter 
t= time (s) 
td = diaphragm thickness (m) 
tp = PZT disc thickness (m) 
T= air temperature (K) 
U, = centre-line jet velocity (m s-1) 
Uc, max = maximum centre-line jet velocity 
(m s-1) 
U= average velocity of jet profile (m s-1) 
Umax = maximum average velocity of jet profile (m s-1) 
minimum average velocity of jet profile (m s-1) 
U,, pt = optimised average velocity 
(m s-1) 
V= cavity volume (ml) or voltage (V) 
w= diaphragm deflection (m) 
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w,,,,,, = maximum diaphragm deflection (m) 
t7v = average diaphragm deflection (m) 
w, = diaphragm deflection at central point (m) 
AP=P, -R 2) ý, 
(N m- 
At = time step (s) 
A= decay rate (s-1) 
p= dynamic viscosity (kg m-1 s-1) 
v= kinematic viscosity (m 2 S-1) 
vd = Poisson's ratio of the diaphragm material 
vp = Poisson's ratio of the PZT material 
rl = pressure gradient APIpI 
(M S-2) 
p= density (kg M-3) 
pý = ambient air density (kg M-3) 
pd = density of diaphragm material (kg M-3) 
pp = density of PZT material (kg M-3) 
w= frequency of orifice flow or Helmholtz frequency (rad s-1) 
Wd = driving frequency (s-1) 
w,, = natural frequency of diaphragm (s-1) 
w, = resonant frequency of diaphragm (s-1) 
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3.1 Model Validation 
For the purposes of separation control, Crook et al. (1999) fabricated an actuator 
based on the design of Coe et al. (1994). The actuator had a diaphragm of 12.7 
mm in radius and produced jet velocities of up to 20 m s-1. This device, referred 
to here as the Manchester actuator (the location of the experiments of Crook 
et al. 1999) produced a 'synthetic' or 'massless' jet. To generate the synthetic 
jet the diaphragm is driven sinusoidally, this produces an oscillatory flow which 
eventually generates a continuous jet away from the orifice via a mechanism 
similar to acoustic streaming (see Lighthill 1978). 
The bulk of calculations in this thesis are for actuators with non-oscillatory 
forcing. However, the experimental data from Crook et al. (1999) are used in 
this section to validate the mathematical model. 
The Manchester actuator differs slightly in design to that in Figure 2.1, with 
the diaphragm oriented on its side as shown in Figure 3.1 (this was also the 
case in the actuator of Rathnasingham 1997). This design maximises the size of 
the diaphragm while minimising spanwise spacing between actuators -a larger 
diaphragm improves the performance of the actuator (see §3.6.4). 
The numerical model described in Chapter 2 can be applied to the Manchester 
actuator without any significant adjustments. The model, however, is limited by 
its inability to account for the fluid dynamics inside and outside the cavity; in 
a synthetic-jet flow this can be a serious issue. Rizzetta et al. (1999) have per- 
formed direct numerical simulations of the compressible Navier-Stokes equations 
for a synthetic-jet flow field, and have shown that during the inflow cycle a vor- 
tical recirculation occurs within the cavity; this cannot be taken into account in 
the current model. A second serious issue is that the synthetic-jet mechanism 
cannot be modelled without taking into account the fluid dynamics outside the 
cavity; in the simulations of this chapter the device is effectively issuing into still 
air. For these reasons, only rough quantitative comparison can be made between 
the numerical model and the experiments of Crook et al. (1999). 
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Cavity 
HI. 
Side View Front View 
Figure 3.1: The Manchester Actuator 
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3.1.1 Orifice Optimisation 
The system, as defined by the modelling in Chapter 2, has some general axioms 
of design for velocity optimisation (these will be supported in §3.6.4). Firstly, 
that the diaphragm should be as large as possible, and secondly, that the volume 
of the cavity should be as small as possible. This, generally speaking, increases 
the potential compression and increases the net mass flow and the volumetric 
flow rate. 
In the Manchester actuator (Figure 3.1) these two rules can be seen to be 
applied; the diaphragm is oriented to maximise its size and the cavity height is 
shallow. There are obviously upper and lower design limits for the diaphragm 
size and cavity volume, such as manufacturing capabilities; however, these are 
not incorporated in the model. 
The current modelling predicts that the orifice length, 1, should be minimised 
in order to reduce viscous effects and to increase the pressure gradient over the 
orifice. However, the actual orifice and cap thickness is likely to be set by the 
need for a level of robustness and rigidity. 
Given that there are general rules defining the overall actuator shape, the 
parameter left undetermined, and in need of optimisation, is the orifice radius. 
Crook et aL (1999) performed such an optimisation for the Manchester actua- 
tor and an optimum orifice radius (R,, ) of 0.5 mm ± 0.05 mm was found. The 
dimensions of the actuator were as follows: cavity height H, =2 mm; orifice thick- 
ness 1=1.6 mm; cavity and diaphragm radius Rd=12.7 mm; diaphragm driving 
frequency wd=1366 Hz. 
A numerical emulation of this optimisation experiment was performed and 
Figure 3.2 shows the variation of maximum centre-line velocity M, max) plotted 
against orifice radius (R,, ) (simulation parameters §A. 1.1). The data show a sharp 
optimum around an orifice radius of 0.7 mm. This is misleading, however, as it 
is the optimum that would occur if flow within the cavity were negligible; for the 
synthetic-jet configuration this is not the case. 
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Figure 3.2: Vaxiation of maximum centre-line velocity (U,, m,,,., ) with orifice radius (R. ). 
The result is a static-compressible solution, i. e. one that neglects the fluid 
dynamics in the cavity and assumes perfect compressibility. A simple dynamic- 
incompressible solution was derived in §2.5 and Figure 3.3 shows this analytical 
solution (--) juxtaposed with the static-compressible results (-) (the velocity is 
an average of the maximum velocity profile, Um,,. as opposed to a centre-line 
velocity, U,, m. ). 
In reality the system is compressible and the cavity fluid dynamics are sig- 
nificant. In this case, the most accurate of the two approximate solutions, for 
a given R,,, will be the one that produces the lowest jet velocity (it is assumed 
that the least energy output will be preferred by the system). The point of max- 
imum velocity will therefore be approximately coincident with the intersection 
between the compressible and dynamic solutions; this is used to provide a bet- 
ter estimation of the optimum orifice radius than the static-compressible model 
alone. (Rathnasingham and Breuer (1997a) also equate an incompressible so- 
lution with a viscous-compressible solution to successfully predict an optimum 
Stoke's parameter for their actuator - see §C. 1). 
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Figure 3.3: Variation of maximum average velocity (Um,, _, 
) with orifice radius 
The static-compressible solution (-); the dynamic-incompressible solution (--). 
This intersection method estimates an optimum orifice radius of 0.51 mm, 
which is in nearly exact agreement to that observed experimentally. Optimised 
velocity magnitudes cannot be compared to the numerical model as values around 
the optimum radius are likely to be significantly overestimated. 
3.1.2 Cavity Height Optimisation 
Experimental data showing the effect of varying cavity height on jet velocity have 
also been published (Crook et al. 1999). The dimensions of the device for this 
experiment were the same as those in §3.1.1, apart from the cavity height (H, ) 
was varied, and the orifice radius was fixed at R,, =0.6 mm. 
Again, an emulation of this procedure was performed numerically (simulation 
parameters §A. 1.2). Figure 3.4 shows the variation of maximum average velocity 
(U,,,,,. ) with cavity height (H, ) . The solid line is the static-compressible nu- 
merical model and the dashed line is the dynamic-incompressible solution. The 
optimum, which is at the intersection of the two curves, occurs at H, =2.8 mm. 
This compares very closely with the experimental optimum, H, =3 mm ± 0.5 
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Figure 3.4: Variation of maximum average velocity (Uma. ) with cavity height (H, ); 
The static-compressible solution (-); the dynamic-incompressible solution (--). 
This is a one-dimensional optimisation for a specific orifice width, and not an 
overall optimisation. If the orifice radius were re-optimised at each distinct cavity 
height, the numerical model would not predict an optimum. In reality, however, 
an optimum cavity height would exist, when viscous forces in the cavity become 
comparable to those in the orifice. 
3.1.3 Diaphragm Dynamics 
The Manchester actuator consists of a diaphragm with a PZT attached to its 
underside (see Figure 3.1). Crook et aL (1999) performed a frequency analysis 
on the combined PZT and brass diaphragm; a resonant frequency of 1366 Hz was 
observed. 
To calculate the resonant frequency of the numerical model a single pulsed 
force is used to excite the diaphragm and a fast Fourier transform is used to 
calculate the most dominant mode of vibration. The results of the spectral de- 
composition are shown in Figure 3.5 (simulation parameters §A. 1.3). The solid 
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line is the numerical prediction and the dashed vertical line is the experimentally 
identified resonant frequency of 1366 Hz. The results agree very well with the 
experimental data. 
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Figure 3.5: The resonant frequency of the PZT and diaphragm. Experimental data 
(---) and numerical simulation (-). 
3.1.4 Diaphragm and PZT Optimisation 
The relative size of the PZT to the diaphragm plays an important role in deter- 
mining the overall electrostrictively induced deflection. Figure 3.6 demonstrates 
how varying PZT radii can seriously affect the deflected mode shape. 
There is, in fact, an optimum PZT size. Here, this is defined as the PZT 
thickness and radius which, for a given diaphragm size, produces the greatest 
overall deflection. The brass diaphragms and PZT discs that were used in the 
Crook et aL (1999) experiments were factory made and presumably optimised 
to some extent for performance. In this section such an optimisation has been 
numerically replicated. 
A simple iterative process has been adopted for this two-dimensional optimi- 
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sation. Firstly the optimum radius is found for an arbitrarily chosen thickness 
(here tp = 50 Am), this optimum radius is then fixed and a new optimum thick- 
ness found. The procedure continues until the optimum values of radius and 
thickness no longer vary outside a chosen tolerance (to three significant figures in 
this case). Table 3.1 shows the progression of the PZT optimisation for a brass 
diaphragm with the following dimensions: Rd=12.7 mm, td=100 Am (simulation 
parameters §A. 1.4). 
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Figure 3.6: The statically deflected mode shape for diaphragms with different radii 
PZT discs. RpIRd=O. l (--); RpIRd=0.5 (-----); I? p1Rd--`0-9 
H 
The simulations that correspond to the sequence of optimisations (A)-(F) are 
shown in Figures 3.7 and 3.8 (the solid lines are polynomials that have been 
fitted to the data in order to produce better estimates for the next stage of 
optimisation). 
The final oPtimised PZT thickness is 126 jum, 
this is fairly close to the thick- 
ness of 100 pm of the manufactured device. This optimal thickness occurs when 
the flexural rigidity of the PZT is comparable to that of the diaphragm. A bal- 
ance such as this is perhaps most conducive to the production of moment from a 
given electric field. 
The optimum PZT radius was found at 10.9 mm, this is very close to the 
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Optimisation Stage tp Rp 
A fixed @ 50 tim optimised - 10.2 mm 
B optimised - 113 pm fixed @ 10.2 mm 
c fixed @ 113 pm optimised - 10.9 mm 
D optimised - 126 pm fixed @ 10.9 mm 
E fixed @ 126 pm optimised - 10.9 mm 
F optimised - 126 pm fixed @ 10.9 mm 
Table 3.1: PZT optimisation 
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actual PZT dimension of 11 mm. The existence of this optimum is due to a trade 
off between increasing total moment by increasing Rp, but ensuring that RP is 
not so large that it inhibits the fundamental mode shape of deflection. The mode 
shape of a deflected diaphragm with clamped edges has a curvature which turns 
from negative near the centre to positive near the edge. If the PZT radius is very 
big then there will be a conflict between the forcing, which asserts a constant 
moment, and the mode shape, which has a moment that changes sign. 
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Figure 3.7: The stages (A)-(C) in the PZT optimisation procedure of Table 3.1. Plots 
(A) and (C) are radius (Rp) optimisations with fixed thickness (tp); Plot (B) is a 
thickness optimisation with fixed radius. 
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Figure 3.8: The stages (D)-(F) in the PZT optimisation procedure of Table 3.1. Plot 
(E) is a radius (Iýp) optimisation with fixed thickness (tp); Plots (D) and (F) are 
thickness optimisations with fixed radius. 
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3.1.5 Velocity Magnitude 
In this section a comparison between the velocity magnitude observed in exper- 
iment and numerical simulation is performed. The model has been compared 
with experimental data using an actuator which has the following dimensions: 
H, =2 mm, R, 1=12.7 mm, and R,, =300 pm. In Crook et al. (1999) this design is 
reported to have produced synthetic-jet velocities of around 20 m s-'. However, 
peak fluctuations were as much as four times larger than the synthetic mean in 
some cases, and so here the orifice exit velocity is estimated at around 80 m s-1. 
An applied voltage of 40 V has been used for the numerical simulations which, 
if the experiment behaved linearly, would produce peak fluctuation velocities of 
approximately 40 rn s-1. 
Figure 3.9(a) and 3.9(b) show the exit jet-velocity history and the plate- 
deflection history, respectively (simulation parameters §A. 1.5). The maximum 
central deflection of the plate is 36 tim and the maximum centre-line velocity 
at the orifice is 57 m s-1, which is significantly higher than the predicted peak 
fluctuation of 40 m s-1 based on the experimental data. 
The inaccuracies in the comparison come from many sources but mainly from 
the inability to model the fluid dynamics in or outside of the cavity. This is largely 
an issue because of the sinusoidal diaphragm forcing; other modes of diaphragm 
forcing will not tax the model so severely (see §3.4.1). Crook et al. (1999) also 
suggest the possibility of actual velocities being higher than those measured owing 
to the large size of the hot wire in comparison to the orifice radius; it is possible 
that this is a factor in the overestimation. 
The deflection of the diaphragm is also likely to be inaccurate because of the 
model's simplified treatment of electrostriction and its inability to account for 
nonlinearities. 
The success of the numerical and experimental comparison of velocity magni- 
tude is only modest. However, the model is close enough for rough quantitative 
predictions of velocity magnitude to be made. 
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Figure 3.9: (a) Centre-line velocity history at the orifice exit; (b) deflection history of 
the diaphragm at its central point. 
3.1.6 Section Summary 
Overall, the model validation has been successful with good predictions having 
been made for optimum orifice radius, cavity height, and the diaphragm/PZT 
resonant frequency. Also, the design of the diaphragm and PZT has been emu- 
lated by an optimisation simulation that obtained an optimum Rp-to-Rd ratio of 
0.858; this compares very well with the actual device ratio of 0.866. 
There are, however, some areas that need to be improved to achieve a good 
quantitative comparison between experiment and simulation. Firstly, some ac- 
count of fluid motion inside and outside the cavity must be made. Secondly, 
i 
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the electrostrictive force must be modelled properly and integrated into the plate 
equations (including any transient effect, as this will strongly influence the maxi- 
mum deflection possible in sinusoidal operation). Finally, a nonlinear plate model 
should be used (see Lucey et al. 1997); Crook et al. (1999) have demonstrated the 
nonlinearities of the plate and PZT system, with different resonant frequencies 
being measured for different applied voltages. 
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3.2 The Effects of Actuator Scaling 
A micro-scale device (of the order of mm) such as the Manchester actuator, will 
not necessarily behave in the same way as a scaled-down version of the same 
design. This section investigates how different properties, such as maximum ve- 
locity and optimum orifice radius, scale with the overall size of the actuator. This 
is of interest as it may help to establish when it is possible to draw comparisons 
between large-scale prototypes and the actual MEMS devices. 
3.2.1 Natural frequency 
Probably the most predictable result of scaling down the actuator is on the nat- 
ural frequency of the diaphragm. The following mathematical reasoning demon- 
strates the effect. 
The first harmonic frequency of a thin circular plate, clamped at its edge, is 
given by: 
Et2 
12(l - V2)pR4 
(3.1) 
where K=10.2158, t is the thickness, R is the radius, E is the elastic modulus, 
v is Poisson's ratio, and p is the density of the plate. From equation (3.1) the 
following relationship can be obtained: 
t 
Wn OC T2- (3.2) 
If the entire diaphragm is scaled equally, then t will always be a constant factor 
of R, therefore equation (3.2) can be simplified further: 
1 
W, oc W (3.3) 
This simple inverse relationship has serious ramifications for the design of MEMS- 
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scale synthetic jets, which require sinusoidal operation at the diaphragm's reso- 
nant frequency. For example, a diaphragm that is scaled from 50 mm to 50 Am 
will have a resonant frequency one thousand times greater as a result. This may 
prove to be an impossibly-high driving frequency. 
Numerical simulations of the Manchester diaphragm and PZT have been per- 
formed at different scales using a parameter 9 to characterise the overall size 
of the device. The actuator dimensions are expressed here in terms of g: di- 
aphragm radius Rd: ---12.7g; diaphragm thickness td`0,19, PZT radius I? P=llg; 
PZT thickness tp=O. lg. (for the Manchester actuator g=1 mm). 
Figure 3.10 shows the variation of natural frequency with g, which clearly 
exhibits the inversely proportional relationship of equation (3.3), and shows a 
natural frequency in excess of 100 kHz for g=10 ILm (simulation parameters 
§A. 1.6) 
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Figure 3.10: The effect of scale (g) on natural frequency (w,, ) 
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3.2.2 Velocity Magnitude 
The effect that scaling an actuator has on the jet velocity attainable, is of serious 
interest when considering the feasibility of MEMS jets for turbulence control. If 
the viscous effects at micron scale are so severe that only minimal velocities can 
be achieved, then the success of a turbulent control scheme would seem less likely. 
In order to investigate the variation of velocity magnitude with scale, the 
design dimensions that have been used in §3.1.5 are expressed in terms of g- 
the scale parameter. The actuator dimensions are: Rd=12.7g; tp=O. lg; Rv=11g; 
tp=O. lg; R,, =0.3g; and H=2g. Simulations have been performed at seven scales, 
between g=10 pm and g=1 mm. In each case the electric field strength is held 
constant, and the driving frequency is adjusted to maximise the diaphragm's 
deflection (simulation parameters §A. 1.7). 
Figure 3.11 shows the variation of maximum diaphragm deflection with the 
scale parameter g (0); the fitted solid line is the function w,, ',, _, =0.0365g. 
These 
results demonstrate the proportionality of the diaphragm deflection, w,,,,.,, with 
scale, g. 
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Figure 3.11: The effect of scale (g) on maximum diaphragm deflection (Wmax)- 
3.2 The Effects of Actuator Scaling 96 
Figure 3.12 shows the variation of resonant frequency with the scale parameter 
g; The fitted solid line is the function w, = 10.25/g. These results are different 
to those presented in §3.2.1, as here the diaphragm is coupled with the cavity 
pressure. The results demonstrate that the inversely proportional relationship 
between resonant frequency and scale predicted by equation (3.3) is maintained 
regardless of the significant pressure feedback. 
Figure 3.13 shows the variation of maximum center-line velocity magnitude 
with the scale parameter g. A general trend appears to be a reduced velocity 
at smaller scales; the large-scale magnitudes are at least five times greater than 
those at MEMS scale. What is also noticeable from Figure 3.13 is that there is 
an optimum scale g for the design being considered. If this were a plot of average 
velocity (as opposed to centre-line) the graph would tend to an asymptotic value 
and no optimum would occur (see Figure 3.22). The optimum exists because 
the ratio of centre-line to average velocity falls at larger scales, and hence the 
centre-line velocity falls. 
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Figure 3.12: The effect of scale (g) on resonant frequency (w,. ). 
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Figure 3.13: The effect of scale (g) on jet velocity 
The results shown in this section suggest that the velocities produced by 
MEMS-scale devices are likely to be less than predictions based on large-scale 
prototypes. This is due to the larger surface-to-volume ratio, and hence stronger 
viscous effects in the smaller devices. 
It is, however, important to remember that maximum velocity may not be 
the most important feature of an actuator's output (see Chapter 5). If, for 
example, the mass flow rate of the jet was more important than average velocity 
for providing effective flow control, the MEMS would be at a severe disadvantage. 
If you compare the design at scale g= 1 mm with that of g=10,4m, the maximum 
mass flow rate of the larger design is roughly 70,000 times greater than that of the 
smaller design. Also, in synthetic operation the stroke length, (defined by Smith 
and Glezer (1998) as half the period of oscillation), is much reduced at MEMS 
scale because of the large natural frequency of the diaphragm. If there is any 
correlation between the overall effectiveness of the synthetic jet, and the mass or 
energy imparted to the boundary layer over the period of one stroke length, then 
again, MEMS are at a disadvantage as the stroke length is so much shorter. 
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It may, however, not be so important to generate large velocities or mass flow 
rates if the actuation is sufficiently sophisticated so as to only excite (or suppress) 
the structures in a turbulent boundary layer that are responsible for turbulent 
reproduction. 
3.2.3 Optimum PZT Design 
A lot of MEMS prototyping is performed at larger than MEMS scale, it is there- 
fore essential to know whether a large-scale optimum is the same, or similar, 
to the MEMS-scale optimum. Numerical simulations have been performed to 
investigate how optimum dimensions are altered by scaling. 
The effect of scale on optimum PZT dimensions is investigated by simulations 
similar to those in §3.1.4. The same optimisation procedure has been performed 
but at MEMS scale and with different diaphragm proportions and material prop- 
erties. The diaphragm thickness and radius are set at 1 Mm and 254 pm, respec- 
tively. 
The results for the optimisation of PZT thickness and radius are shown in 
Table 3.2, and the individual one-dimensional stages of the optimisation can be 
seen in Figures 3.14-3.16 (simulation parameters §A. 1.8). The optimum PZT 
radius is found at 218 pm, which is a PZT-to-diaphragm radius ratio of 0.858, 
this is exactly equal to the optimum ratio found in the larger device. This result 
shows that the optimum is independent of scale, device proportions, and material 
properties. It was suggested in §3.1.4 that the optimum PZT radius was influ- 
enced by the mode shape of deflection, this is constant, and therefore an invariant 
optimum PZT radius is not unexpected. 
The optimum value of PZT thickness at this small scale is 1.1 Pm, which 
means that the PZT-to-diaphragm thickness ratio has changed from 1.26 to 1.1. 
In order to establish what one of the three variants (properties, proportion or 
scale) has caused this change, the same simulation has been performed, but with 
3.2 The Effects of Actuator Scaling 
Optimisation Stage tp Rv 
A fixed @ 0.5 jim optimised - 205 pm 
B optimised - 1.01 pm fixed @ 205 pm 
c fixed @ 1.01 pm optimised - 217 pm 
D optimised - 1.09 pm fixed @ 217 pm 
E fixed @ 1.09 pm optimised - 218 pm 
F optimised - 1.1 pm fixed @ 218 pm 
G fixed @ 1.1 pm optimised - 218 ILm 
Table 3.2: PZT optimisation 
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constant material properties. In this simulation the optimum radius remained 
unchanged, whereas the optimum PZT thickness changed to 126 Prn - the same 
thickness (relative to the diaphragm thickness) as the large-scale device. This 
implies that the optimum PZT thickness is scale and proportion invariant, but 
not independent of material property. 
It was suggested in §3.1.4 that the optimum thickness occurs when the di- 
aphragm and PZT have similar flexural rigidities. It follows then, that a change 
in material property would alter the PZT thickness that achieves this balance. 
This varying optimum PZT thickness is an important consideration for MEMS 
designs that might employ less rigid materials in order to reduce the natural 
frequency of the diaphragm. 
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3.2.4 Optimum Orifice Radius 
An investigation into the effect of scale on optimum orifice radius (R,, ) has also 
been made. The parameter g is again used to characterise the overall scale of 
the device. In terms of g, the dimensions of the device are as follows: H, =2g, 
1=1.6g, and Rd=12.7g (for the Manchester actuator g=1 mm). 
For these optimisation runs the diaphragm's deflection has been prescribed 
proportionally to scale (the results in §3.2.2 have shown this to be a reasonable 
estimation) and the driving frequency is set at resonance for each simulation (see 
Figure 3.10). 
Figure 3.17 shows the optimum orifice radius R,, (non-dimensionalised with 
respect to half the cavity height), against the scale parameter g. The individual 
optimisations at the seven different scales can be seen in Figure 3.18 (simulation 
parameters §A. 1-9). 
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Figure 3.17: Variation of non-dimensionalised optimum orifice radius (2R,, IH) with 
the scale parameter g 
It is clear from the results that, unlike the optimum PZT radius, the optimum 
orifice size (relative to the characteristic length of the device) is dependent on 
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Figure 3.18: The individual orifice radius optimisations in Figure 3.17. The static- 
compressible simulation (-) and the dynamic-incompressible solution (- -) 
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scale. At MEMS scale (g=10 pm) the optimum orifice diameter is over 90% of 
the cavity height, as opposed to just 50% at micro scale (g=1 mm). (The ratio 
of cavity cap area (A, ) to orifice area (7rR') is greater than ten in all cases and 0 
is therefore within the limits of the model defined in §2.5 - in the Manchester 
configuration A,, ; ý-, RdH). 
This variation in optimum radius with g, is due to the increased presence of 
viscosity at the smaller scales. To further this discussion and understanding of 
the system, the Stokes parameter (St) is introduced, this characterises the level 
of viscosity in an oscillating orifice flow: 
IwR2 
St =20 v -V (3.4) 
where R,, is the orifice radius, w is the frequency of oscillation, and v is the 
kinematic viscosity. 
Simulations have been performed to demonstrate the effect of varying the 
Stokes parameter on the orifice flow. Figure 3.19(a) shows the variation of the 
ratio of maximum centre-line velocity to maximum average velocity, with the 
Stokes parameter. This ratio, U,, max/Umax, reflects how much viscous retarda- 
tion exists in the flow. 
Figures 3.19 (b) to (d) show the velocity profiles (at the maximum point 
in their cycles) for Stokes parameters of 5,10, and 20, as indicated on Figure 
3.19(a). Figure 3.19(b) is a viscous-dominated flow, whereas 3.19(d) is mainly 
inviscid with thin boundary layers at the orifice walls. Using Figure 3.19(a), 
general regimes can be quantified; St< 5 viscous dominated; 5 <St< 20 viscous- 
unsteady; St> 20 effectively inviscid. 
The effect of scaling the Manchester actuator on the Stokes parameter is 
investigated, this can demonstrate whether the flow regime in the miniaturised 
devices will be typically viscous or inviscid. 
Figure 3.20 shows the variation of the Stokes parameter with the scale pa- 
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rameter g; the profile shapes shown in Figure 3.19 (b)-(d) are referenced on the 
St scale. It can be seen that the Manchester actuator at micro-scale is in the 
inviscid regime, whereas the actuator at MEMS scale is viscous dominated. 
Analytical Optimisation 
Rathnasingham and Breuer (1998) proposed a method by which the optimum 
Stokes parameter could be predicted analytically. It involved equating a viscous- 
dominated static-compressible solution with a dynamic-incompressible solution. 
By making some approximations to the system, an expression was found for the 
optimum Stokes parameter: (derived here for optimum orifice radius - see §C. 1) 
R. - = -u I 
2 8P, WdlRý-'H, ( 
PO 
(3.5) 
where H, is the cavity height, Rd is the radius of the diaphragm and cavity, I is 
the orifice length, p is the dynamic viscosity, Od is the driving frequency, and P. 
is the ambient pressure. 
1-0 
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Figure 3.21 shows the value of optimum orifice radius calculated from equation 
(3.5) compared with the numerical simulations from §3.2.4. The values compare 
well with the numerical results at MEMS scale, but not at larger values of g. 
This is because the quasi-steady flow solution used in the analytical solution is 
only valid for Stokes parameters of less than 5. Figure 3.20 shows that the Stokes 
parameter exceeds 5 at scales greater than g=20pm, therefore the analytical 
optimum radius is only applicable for g <20pm. 
The closest agreement in Figure 3.21, occurs when g=20pm and not at 9=10pm. 
This unexpected divergence at the MEMS scales arises because the constant mass 
approximation in the analytical solution begins to break down at large orifice-to- 
cavity area ratios (see §C. 1). 
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Figure 3.21: Variation of non-dimensionalised optimum orifice radius (2R,, IH) with 
the scale parameter g; numerical results (-[]-); analytical solution (--). 
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3.2.5 Optimised Velocity 
Even though the predicted optimised velocity magnitudes are not precise, the 
variation of the optimised velocity with scale is at least qualitatively accurate. 
In §3.2.2, Figure 3.13 showed the general decrease in velocity magnitude that 
is attainable when all design dimensions are scaled-down equally. The results 
in the current section are obtained from the simulations in §3.2.4, which have 
been optimised at each scale by varying the orifice radius. The results show that 
at larger scales, larger average velocities can be achieved; however, even with 
optimisation an upper limit seems to exist. 
3.2.6 Section Summary 
In section §3.2.1 it was demonstrated analytically and numerically that minia- 
turisation results in very large diaphragm and PZT natural frequencies. This 
presents a major difficulty for synthetic-jet operation at MEMS scale. In section 
§3.2.3 it was shown that the optimum size of the PZT, relative to the diaphragm, 
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is independent of scale. Conversely, section §3.2.4 showed that the optimum ori- 
fice radius (relative to the scale of the device) is not independent of scale. In 
sections §3.2.2 and §3.2.5 it has been illustrated that at smaller scales lower max- 
imum velocities are achievable. It has also been observed that potentially crucial 
jet features such as maximum mass flow rate are seriously reduced in a MEMS 
device. The miniaturisation effects discussed in this section suggest that any 
control scheme must be highly sophisticated and possess the ability to enhance 
or negate turbulent structures with minimal mass flow. 
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3.3 Diaphragm- Cavity Interaction 
Pressure changes in the cavity directly influence the motion of the diaphragm. 
The extent to which the diaphragm's motion is affected is investigated in this 
section. 
3.3.1 A Closed Cavity 
The natural frequency of the diaphragm is quite sensitive to cavity-pressure feed- 
back. Numerical simulations have been performed using the Manchester actu- 
ator design (§3.2.1) inside a closed cavity (R,, =O) of varying height (simulation 
parameters §A. 1.10). Figure 3.23 shows how the resonant frequency (w,, ) of the 
diaphragm is increased when within a cavity of height (H, ); the isolated di- 
aphragm's resonant frequency is indicated by the dashed line. 
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Figure 3.23: The resonant frequency of the Manchester diaphragm and PZT set inside 
a closed cavity of height H,; the analytical model (-); the numerical simulations (0); 
the isolated diaphragm's natural frequency (--). 
Rathnasingham. and Breuer (1997a) derived a simple analytical expression to 
predict the effect on natural frequency of a diaphragm within a closed cavity. 
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The diaphragm was modelled as a piston, with an effective spring stiffness (K. ), 
and an effective mass (M,, ). The resonant frequency (w,, ) of the piston model in 
a closed cavity was given by: 
Wr 
Ký + P,, AdlHc (3.6) me 
where P,, is the ambient pressure, Ad is the area of the diaphragm, and H, is the 
height of the cavity. 
Values for K, and M, have been obtained from the numerical model by ap- 
plying a constant load (F) and using the average deflection (T) to calculate the 
effective stiffness: 
F 
K, == (3.7) w 
M, is obtained from: 
me (3.8) K, 
Wn 2 
where w,, =1366 Hz for the Manchester actuator. The solid line in Figure 3.12 is 
calculated from equation (3.6). Exact agreement between the model and analyt- 
ical expression is found; however, this is only the case for closed cavities. 
3.3.2 A Cavity with an Orifice 
The resonant frequency is also dependent upon the orifice radius. Figure 3.24 
illustrates how a small orifice radius can increase the resonant frequency of the 
diaphragm (simulation parameters §A. 1.11). This is due to the fact that for small 
orifice radii, the outflow lags at least 90 degrees out of phase with the velocity of 
the diaphragm. This means that the maximum rate of change of cavity density 
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Figure 3.24: The resonant frequency (w,, ) of the Manchester diaphragm and PZT set 
inside a cavity with a small orifice radius, R,,. 
and pressure are actually increased when there is a small orifice. 
Only small orifices are considered here, since the current model overestimates 
pressure fluctuations when the orifice radius is large relative to ihe cavity area; 
at larger radii the pressure fluctuations can be expected to fall. 
3.3.3 Deflected Diaphragms 
The effect of cavity pressure on the diaphragm operated at resonance is signifi- 
cant. When, however, a constant force or couple is applied, very little effect is 
observed. This is because the cavity pressure can only affect the dynamic re- 
sponse of the diaphragm and not the steady-state deflection. Figure 3.25 shows 
the comparison of responses for an isolated diaphragm and one within a cavity 
(simulation parameters §A. 1.12). 
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Figure 3.25: The response of a damped diaphragm subjected to a constant load. 
Central deflection (w, ) against time (t) for an isolated diaphragm and for a 
cavity-set diaphragm (-) 
3.3.4 Section Summary 
The results in §3.3.1 have demonstrated that the cavity increases the resonant 
frequency of the diaphragm. For closed cavities, numerical simulations have been 
compared with a semi-analytical calibrated solution, and good agreement found. 
In §3.3.2 it has also been illustrated that the existence of a small orifice can 
increase the resonant frequency further. Finally, in §3.3.3 it has been shown that 
the cavity pressure feedback only has an effect on the dynamic behaviour of the 
diaphragm and not the steady-state deflection. 
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3.4 Pressure-Jump Actuators 
Synthetic jets have received significant attention for their potential as flow con- 
trollers. There are, however, many drawbacks with this configuration, especially 
for the turbulent-control application. Firstly, resonance of the diaphragm may 
not be feasible at the high natural frequencies found at MEMS scale (see §3.2.1). 
Secondly, aircraft manufacturers are loathe to contemplate a cavity actuator with 
a strong inflow cycle for fear of ingesting dust. And finally, the synthetic jet may 
not be suitable for targeting coherent structures since they need to be controlled 
quickly and selectively. For these reasons an alternative style of actuator has 
been sought. 
A rapidly-deflecting diaphragm can produce a sudden jump in the cavity 
pressure. Such a pressure jump will, in some cases, produce a single puff of fluid 
out through the orifice. Such a response does not have the drawbacks of the 
synthetic-jet configuration, and this is investigated in the current section. 
3.4.1 The Step Force 
To generate a rapid deflection a step force (or voltage), is applied to the di- 
aphragm (after the actuation the diaphragm can be relaxed back slowly to its 
non-deflected state). In an undamped diaphragm this causes strong oscillation 
at many frequencies. Figure 3.26 (a) shows the response to a step force of three 
diaphragms with different damping factors (simulation parameters §A. 1.13). Fig- 
ure 3.26 (b) shows, for a given actuator, the velocities produced in each case. To 
generate the most suitable jet actuation (one with a high velocity and with no os- 
cillation) a damping that only just suppresses the diaphragm oscillation appears 
to be most desirable. 
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3.4.2 The Pressure-Jump Actuator Design 
The pressure-jump actuator's dimensions are expressed here in terms of the scale 
parameter g: height of the cavity H, =50g, radius of the diaphragm Rd=509) 
thickness of the diaphragm tdý19, optimum PZT radius R, =43g, optimum PZT 
thickness tp=1.22g, and orifice length 1=10g. The diaphragm is made of single- 
crystal silicon, a popular material in MEMS fabrication (see §A. 1.14 for a full 
parameter list) - 
Figure 3.27 shows velocity outputs from a pressure-pulse actuator (g=1 Am) 
with varying orifice radii (a)-(d). The strong viscous forces developed in a small 
orifice (Figure 3.27 (a) Rd=3.8 Am) reduce the maximum velocity and lengthen 
the period of actuation. A large orifice (Figure 3.27 (d) Rd=9.8 Am) produces a 
greater velocity but also exhibits an oscillation that is not generated by diaphragm 
motion. The oscillation is a Helmholtz-resonance effect and will be discussed in 
§3.5. 
3.4.3 Pressure Valves 
Pressure-jump actuators, as described in this section, do not necessarily have to 
be driven by a rapidly-deflecting diaphragm. A micro valve, for example, could 
raise the cavity pressure rapidly by introducing pressurised air. 
The micro-valve input can be modelled as an instantaneous pressure rise in the 
cavity (this pressure is only imposed as an initial condition, and not continuously). 
Figure 3.28 shows the variation of maximum jet velocity with an input AP, where 
AP is the initial difference between ambient and cavity pressure (the actuator 
parameters are the same as for the diaphragm-driven pressure-jump device with 
Ro=7.8g and g=1 tLm - simulation parameters §A. 1.15). 
Figure 3.28 shows a linear relationship between applied pressure and maxi- 
mum velocity up until average velocities of 30-40 m s-1, at which point nonlinear 
terms in the orifice equation (2.67) start to have an effect. 
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3.5 Helmholtz Oscillation 
In the results of the previous section a pressure-jump actuator was shown to 
produce an oscillating jet (see Figure 3.27(d)). The oscillation, which is not a 
consequence of diaphragm motion, can be predicted using simple analytical rea- 
soning. The following analysis is similar to that in Dowling and Ffowcs Williams 
(1983). 
3.5.1 Calculating the Helmholtz Frequency 
If the diaphragm is ignored and the flow through the orifice is simplified (treated 
inviscidly), then it is possible to obtain a single equation to describe the temporal 
variation of pressure in the cavity. 
For inviscid flows the relationship between the cavity pressure (P, ) and the 
mass flow rate out of the cavity (Q) is: 
PC ýRý2 dt 
, ), 
+Po (3.9) 
where I is the orifice length, R,, is the orifice radius, and P,, is the ambient pressure 
outside the cavity. The rate of change of cavity density (dp/dt) and the mass 
flow rate (Q) are related by: 
Q=-v 
dp dV 
Tt P dt 
(3.10) 
where V is the volume of the cavity, and p is the density of the cavity fluid. Since 
the diaphragm's deflection is ignored the volume of the cavity is constant, and 
so equation (3.10) can be simplified to: 
dp Q 
dt V 
(3.11) 
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Substituting the equation of state into equation (3.11), and assuming an isother- 
mal process, yields: 
dP, QkT 
dt 
(3.12) 
where k is the gas constant for air and T is the air temperature. If equation 
(3.12) is differentiated with respect to t, then the resulting dQ/dt term can be 
substituted with a rearranged version of equation (3.9). This leaves a single 
second-order differential equation for the cavity pressure: 
d'Pc 7rR, 'kT 
7t2 =- iv 
(PO 
- PC) 
This has a solution in the form of 
(3.13) 
Pc =P ,+ Aewt (3.14) 
where A is a constant of integration and w is the preferred or fundamental fre- 
quency at which the pressure oscillates - the Helmholtz frequency. The Helmholtz 
frequency can be found by substituting equation (3.14) into (3.13): 
FLR2kT 
(3.15) 
Unforced pressure fluctuation at this frequency, such as that demonstrated in 
Figure 3.27 (c)-(d), will be referred to as Helmholtz oscillation. 
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3.5.2 The Helmholtz Condition 
Figures 3.27 (a)-(b) are examples of when viscous forces introduced by the orifice 
dampen the system sufficiently to prevent Helmholtz oscillation. The viscous 
threshold after which Helmholtz can occur, is important to quantify for two 
reasons. Firstly, if strong Helmholtz oscillation occurs, there will be a significant 
flow into the cavity. This is undesirable because of the increased risk of inhaled 
dust clogging the system. The second concern is that the device would have 
the potential for Helmholtz resonance. This phenomenon occurs when imposed 
pressure variations, perhaps from the boundary layer, coincide with the Helmholtz 
frequency causing large mass flow rates in and out of the cavity (see Chapter 6). 
The analysis here is similar to that performed in §3.5.1 apart from the treat- 
ment of the orifice flow. At the viscous threshold, the flow will be fully developed 
but will also have the potential for unsteadiness. This flow regime can be de- 
scribed by unsteady Poiseuille flow (this equation can be derived from equation 
(2.67) if compressible effects are neglected and a parabolic velocity profile is as- 
sumed) 
dU, KI 6vU,, 
dt 2 R2 0 
(3.16) 
where U, is the center-line velocity, II is the unsteady pressure gradient, and v is 
the kinematic viscosity. Equation (3.16) can be expressed in terms of mass flow 
rate and pressure inside and outside the cavity. 
dQ 37rR 0 (P p 6vQ 41 c 0) R2 (3.17) 
As in §3.5.1, the relationship between cavity pressure and the mass flow rate is 
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given by 
dP, QkT 
dt v 
(3.18) 
Equation (3.18), and its derivative with respect to t, can be substituted into equa- 
tion (3.17) to obtain a second-order differential equation describing the temporal 
variation in cavity pressure: 
d 2p 2 
c= _31rR'kT (P _p 
6v dP, 
dt2 41V - R, 2, dt 
which has a solution in the form of 
Pc = P, + Ae" 
Substituting equation (3.20) into (3.19) yields the auxiliary equation: 
2_ 6v iw 0 R2 41V 
and the roots of equation (3.21) are 
3v 
. 
13rRý2, kT 9V2 
W1,2 -: ý -Z R2 i1v Mo 
0 
(3.19) 
(3.20) 
(3.21) 
(3.22) 
Helmholtz oscillation can only occur when the roots of equation (3.21) have a 
real component, Le when 
37rRokT 
> 
9VI 
0 
41V R! 
(3.23) 
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This can be rearranged in terms of R,,: 
I 
R, 12v 
21V ( 
7rkT 
(3.24) 
This is the Helmholtz condition. If this condition is satisfied then the Helmholtz 
frequency at the threshold is given by: 
37rR2kT 9V2 
a= 0 41V R4 0 
and the decay rate is 
(3.25) 
A= 
3v (3.26) 
R2 
0 
where the solution is in the form 
P, = P,, + Ae-\teiat (3.27) 
(initial conditions must be satisfied for a complete solution). 
A series of numerical simulations have been performed to check the prediction 
of the Helmholtz condition given by equation (3.24). This was achieved by varying 
the orifice radius and measuring the minimum velocity output over the actuation 
period. If a negative minimum velocity was obtained it could be assumed that 
Helmholtz oscillation was occurring. Figure 3.29 shows the variation of minimum 
average velocity with orifice radius, for g=625/-tm. The numerical results (-D-) 
suggest that the Helmholtz condition is satisfied at R,, =430/. Im - the analytically 
obtained value (-. -) is in exact agreement with this. 
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3.6 Velocity Optimisation 126 
3.6 Velocity Optimisation 
In Chapter 5 it will be demonstrated that for pressure-jump devices the most 
important jet characteristic, in terms of its ability to affect the boundary layer, 
is the total mass outflow during the actuation period (net mass flow). This is 
maximised by making the net volume displacement of the diaphragm or pressure 
valve as large as possible. This section details how the remaining design parame- 
ters, such as orifice radius, can be set to achieve maximum velocity for the given 
mass flux. The optimisation in this section is relevant to both diaphragm-driven 
and microvalve-driven pressure-jump actuators. 
3.6.1 Optimum Orifice Radius 
In this section orifice-radius optimisation is performed for the pressure-jump de- 
sign (see §3.4.2) at varying scales. Figure 3.30 shows the optimisation for different 
scale parameters, g; in all cases the optimum occurs within the static-compressible 
limit for the model (§2.5). Figure 3.31 shows the variation of optimum orifice 
radius with scale (g) in which there are two main points of interest. Firstly, the 
orifice radius when optimised for maximum average velocity is greater than when 
it is optimised for maximum centre-line velocity. Secondly, there seems to be a 
clear power-law relationship between optimum orifice radius and scale. 
3.6.2 Optimisation for a Generalised Design 
Some simplifications to the system can be made to derive an analytical expression 
for optimum orifice radius (R,, ) for a generalised pressure-jump actuator design. 
The method is similar to the analytical optimisation described in Rathnasingharn 
and Breuer (1997a) (see §C. 1). The pressure jump (AP) can induce one of 
two extreme flow regimes; for small R,, a viscous-dominated flow, and for large 
R, an inviscid Helmholtz oscillation. The unsimplified flow is a combination 
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Figure 3.31: The vaxiation of optimum orifice radius (Rý) with scale (g); optimised for 
maximum average velocity optimised for maximum centre-line velocity (-*-) 
of both regimes. However, a good estimate for optimum orifice radius can be 
obtained if it is assumed that the flow switches abruptly between regimes at 
some intermediate R.. The regime that is chosen at a particular R. is that which 
produces the minimum energy/velocity output, therefore the maximum velocity 
of the combined flow occurs when the regimes intersect. The equations defining 
the velocity output from each regime are equated in order to find the optimum 
orifice radius. 
The Inviscid Regime 
The maximum average velocity in the inviscid regime can be obtained by firstly 
stating the inviscid and unsteady flow equation: 
dU 
= ri (3.28) dt 
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where U is the average velocity and II is the pressure gradient. If a sinusoidal 
Helmholtz oscillation is assumed, the variation of cavity pressure (P, ) will be in 
the form given by equation (3.14): 
P,, + Aewt (3.29) 
where P,, is the ambient pressure, A is a constant of integration, and w is the 
Helmholtz frequency. The constant A can be found by enforcing the pressure 
jump (AP) at time zero: 
P, - R,, =A= AP at t=O (3.30) 
The solution equation (3.29) can be substituted into equation (3.28) to give 
dU 
= 
AP 
e'wt dt P,, l 
(3.31) 
where 1 is the orifice length and p,, is the ambient density. The solution for average 
velocity, U, will also be in harmonic form: 
Umax 
iwt U=-. e 2 
(3.32) 
Equation (3.32) can be substituted into equation (3.31) to obtain a relationship 
between initial pressure jump (AP) and maximum average velocity (-Um. ): 
AP Umax ý TO -1w (3.33) 
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In the inviscid regime the Helmholtz frequency, w, is defined by equation (3.15) 
and can be substituted into (3.33): 
v Umax 
pot 
ViTrR02 
(3.34) 
where V is the volume of the cavity, T is the air temperature, k is the gas constant 
for air, and R,, is the orifice radius. 
The Viscous-Dominated Regime 
In the viscous-dominated regime, flow is governed by the quasi-steady Poiseuille 
equation: 
12 RO 
8v 
(3.35) 
where v is the kinematic viscosity. The pressure variation following the initial 
jump, AP, will be 'over damped'. This means that the pressure, and the average 
velocity, will be greatest at time zero - the point of pressure-jump application. 
Equation (3.21) can be evaluated at t=O to obtain a relationship between AP 
and maximum average velocity, -Umax: 
2Ap 
Umax = 
ROAJ 
8povl 
(3.36) 
The maximum velocity in both inviscid and viscous regimes (given by equa- 
tions (3.34) and (3-36)) can be equated and rearranged to provide an estimate 
for the optimum orifice radius: 
Ro 64v'IV 
6 
7rkT 
) 
(3.37) 
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Figure 3.32 shows the comparison between the analytically-obtained opti- 
mum orifice radius and the numerical optimisation results from §3.6.1. Good 
agreement is found for all scales (g); the analytical prediction for optimum R. 
under-estimates by 14% at all values. 
A correction factor (c=1.14) is introduced into equation (3.37) in order to 
obtain an exact agreement at all scales: (In §C. 2 it is verified that c=1.14 is 
effectively design independent) 
, 
(6401Vý 1 
Ro c 
10, 
le 
le 
..................... ................................................................. .......... 
.......... 
................ 
4.;; ::; - -ý .;.; ý- ý; ::;. 4.; 4 4-ý; : :.. I 
............. 
.... .... ..... 
> .......... 
........... ... . .......... 
. 
&TO 
; -, 4-: ::::::: ::::;::::::::::::: 
................. 
............. 
........... .................. 
........... ... ............ ................... 
le le 
g 
i oý, 10, 
(3.38) 
Figure 3.32: The variation of optimum R,, (optimised for maximum average velocity) 
with the scale parameter g. Compaxison of optimum from numerical simulations 
-0- -) and analytically obtained optimum (-) 
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3.6.3 Optimised Velocity 
132 
After having established the optimum orifice radius for a given design, it is of 
interest to calculate the magnitude of the optimised velocity. Figure 3.33 shows 
the variation of optimised average velocity with the scale parameter g (0). The 
i solid line is the function Upt OC g3; this cube-root relationship between optimised 
velocity and scale can be predicted analytically. 
10, 
U-pt 
id, 
- 4.4.; -,; ;; ý- -ý ...; -ý ".: 
v. 
.............. ...... 
..................................... . ... . 
.............. ......... 
le 16, 
g 
V. 
le le 
Figure 3.33: Variation of optimised average velocity (U. pt) with scale (g). 
If the analytically evaluated optimum R,, (equation 3.38), is substituted into 
the maximum velocity from the quasi-steady flow solution (equation 3.35) the 
following expression for optimised velocity can be obtained: 
U-pt oc AP 
v 
(3.39) 
( 
T2- 
) 
(note that, a quantitatively accurate analytical expression cannot be derived in 
this way). The most obvious conclusion to be drawn from equation (3.39) is that 
the maximum velocity obtainable (average and centre-line) is proportional to the 
...................... 
: jj: i.:: 
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pressure jump (AP). This linear relationship has already been demonstrated in 
the non-optimised pressure-valve simulations presented in §3.4.3. 
If the diaphragm is approximated as being instantaneously deflected, the pres- 
sure jump can be given by: 
P, Tmax L11- = 
H 
(3.40) 
where is the maximum mean deflection of the diaphragm, and H, is the 
cavity height. Equation (3.40) can be substituted into equation (3.39) to obtain 
the optimised velocity solely in terms of and the actuator dimensions: cavity 
height H,, orifice length 1, and cavity and diaphragm radius Rd: 
2 
-Uopt oc lum.. 
(Rd) 3 
1H 
(3.41) 
(an identical expression is obtained for maximum centre-line velocity) - If all the 
dimensions of the actutator and the deflection are re-expressed in terms of g and 
substituted into equation (3.41), a relationship between the optimised velocity 
and the scale parameter can be obtained: (note that for a fixed applied pressure 
the steaddy-state deflection is linearly related to scale - see equation (2.20)) 
U'pt oc (g) (3.42) 
The cube-root relationship between optimised velocity and scale observed in Fig- 
ure 3.33 is predicted by equation (3.42). 
3.6.4 Actuator Design 
Equation (3.41) is particularly insightful and corroborates the general guidelines 
of design described at the beginning of this chapter, §3.1.1. Firstly, it is clear 
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that a linear relationship between maximum diaphragm deflection and maximum 
velocity exists. Therefore a primary design objective is to make the diaphragm's 
deflection as large as possible for a given diaphragm size. This is also a primary 
objective for net-mass-flow optimisation, which will be discussed in Chapter 5. 
Secondly, it can be inferred that maximisation of diaphragm size (Rd) should 
also be sought to maximise the velocity and the net mass flow. This principle 
can be seen in the design of Manchester's actuator which has the diaphragm 
oriented on its side (see Figure 3.1). The maximum-diaphragm design precept 
is reinforced by the fact that if the diaphragm's radius (Rd) is increased, then 
the potential deflection will also be greater. There is, however, a limit 
to the optimisation of design in this way; nonlinearities obviously prohibit the 
indefinite increase of maximum velocity with diaphragm deflection, and maximum 
deflection with input voltage. 
It was also suggested in §3.1.1 that the cavity volume should be minimised in 
order to achieve maximum potential compression from a given deflection. Equa- 
tion 3.41 shows this to be true provided that the minimisation of volume is not 
at the expense of diaphragm size. In other words, the cavity height (H, ) should 
be minimised, but not the diaphragm radius (Rd). This principle can also be 
seen in the Manchester design which has a very shallow cavity in comparison to 
the diaphragm's radius. An optimum must occur at some small cavity height 
H, when increased cavity viscous effects and compressive nonlinearities start to 
become significant. 
Finally, from equation (3.41), the minimisation of orifice length (1) is sug- 
gested, in order to maximise the pressure gradient for a given pressure jump. 
This design rule is slightly misleading because at small orifice lengths (1< 2R,, ) 
the pipe theory used in the derivation of equation (3-41) becomes inappropriate. 
It is also probable that this design parameter will be fixed by the need to have a 
robust actuator cap. 
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3.6.5 Satisfying the Helmholtz Condition 
In §3.5.2 an expression was derived to evaluate the orifice radius at which Helmholtz 
oscillation could occur: 
Ro > 
12v2jV ( 
-7rkT -) 
(3.43) 
Equation (3.43), the Helmholtz condition, is of serious interest as it provides 
information as to whether or not undesirable phenomena, such as Helmholtz 
resonance, are possible for a chosen design. 
Substituting the OPtimum-R, solution (equation 3.38) into the Helmholtz con- 
dition (equation 3.43) can determine whether Helmholtz oscillation will occur for 
velocity-optimised actuators: 
c 
(64V21V) 16 
> 
(12V2IV 6 
7rkT rkT 
) 
1.5 >1 (3.44) 
The condition is clearly satisfied and therefore Helmholtz oscillation will occur 
in velocity-optimised devices, and potentially, Helmholtz resonance also. It may 
be more appropriate to optimise net mass flow via diaphragm maximisation, as 
suggested earlier, but to optimise velocity only up until the Helmholtz condition 
is met. These measures would dictate an orifice radius of 1.5 times less than the 
velocity-optimised orifice radius. 
3.6.6 Section Summary 
In sections §3.6.1 and §3.6.2 an analytical solution has been calibrated to numeri- 
cal simulations using a linear correction factor c. This equation provides a means 
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of accurately estimating the optimum orifice radius for any given pressure-jump 
actuator design. In section §3.6.3, numerical and analytical investigation has 
shown that the attainable optimised velocity is proportional to the cube root of 
scale (g). General actuator design guidelines have been discussed in section §3.6.4 
and finally, in section §3.6.5 it has been demonstrated that Helmholtz oscillation 
will occur in velocity-optimised pressure-jump actuators. 
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3.7 Chapter Summary 
In section §3.1 the mathematical model described in Chapter 2 has been validated 
against experimental data for a synthetic jet (Crook et al. 1999). In section §3.2 
the device dimensions that were used in section §3.1 have been scaled down 
to investigate the differences between MEMS-scale and micro-scale actuators. In 
section §3.3 the effect of cavity pressure on the diaphragm's motion is considered. 
In section §3.4 a more suitable operating mode is suggested for the turbulence- 
control application - the pressure-jump actuator. The phenomenon of Helmholtz 
oscillation that is resident in some pressure-jump actuators, and the potential for 
any cavity actuator to experience Helmholtz resonance, is investigated in section 
§3.5. The optimal pressure-jump actuator design is discussed in section §3.6. 
Chapter 4 
Modelling the Dynamics of 
Boundary-Layer Disturbances 
This chapter describes the numerical modelling of the dynamics of boundary-layer 
disturbances. The mathematical method is described in §4.1 and the numerical 
strategy detailed in §4.2. Simulations from the computer code are compared to 
results from linear stability theory (§4.3.1) and results from the experiments of 
Klebanoff (§4.3-2). 
Nomenclature for Chapter 4 
Unless otherwise indicated, lengths and velocities have been non-dimensionalised 
using P and U,,., respectively. 
-= an over bar denotes a dimensional quantity 
a, b= forcing function constants 
F2 (M S-2) Fy = Fy L. /J spanwise body force per unit mass 
U02 O=G 
0/j*2 magnitude of vorticity forcing function (S-2) 
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i= complex variable 
L= dimensionless mapped-domain stretching factor 
N, = number of Chebyshev polynomials 
N= (N,,,, Ny, N, ) = convective terms in the vorticity transport equations 
R=U ... J*1v = Reynolds number 
T=T J*1U... = total simulation time (s) 
U,,,, = free-stream velocity (m s-1) 
u= (u, v, w) dimensionless perturbation velocity 
U= (U, 0,0) dimensionless undisturbed-flow velocity (mean flow) 
V,,, = maximum jet-actuator velocity (m s-1) 
x, y, z= dimensionless strearnwise, spanwise and wall-normal directions 
xf, zf = dimensionless strearnwise and wall-normal position of body force 
Xd = dimensionless strearnwise domain length 
Xb, X, = dimensionless streamwise position of actuator 
ax = ax /J* = strearnwise wave number (m-1) 
P=P /J* = spanwise wave number (m-1) 
P= boundary layer thickness (m) 
At = At J*IU,,. = time step (s) 
Ax = dimensionless streamwise grid spacing 
C= mapped variable 
v= kinematic viscosity (M2 S-1) 
C, jf = wf U,,. IJ* = actuator forcing frequency (s-1) 
Co = (w.,, wy, w, ) U,,. IJ* = perturbation vorticity (s-1) 
0= (0,0, Q.. ) Uoo/J* = undisturbed flow vorticity (s-1) 
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4.1 The Novel Velocity-Vorticity Formulation 
In order to determine the effect a jet actuator will have on a boundary layer, the 
fluid dynamics of the flow must be modelled accurately. To do this the Navier- 
Stokes equations must be solved in some form. 
The method that has been adopted here, originally described by Davies and 
Carpenter (1997), solves the Navier-Stokes equations in velocity-vorticity form. 
This method is specifically designed for the simulation of the evolution of distur- 
bances in a boundary layer, and is also capable of solving interactive and elliptic 
flow problems such as that presented by the MEMS application. 
The novel velocity-vorticity formulation of the Navier-Stokes equations is fully 
detailed in Davies and Carpenter (1997) and (1999). What follows is an overview 
of the technique, and details of how it has been applied to the MEMS application. 
4.1.1 Variables and the Co-ordinate System 
One of the advantages of this velocity-vorticity method is that it can use simplified 
undisturbed states that are not strictly solutions of the Navier-Stokes equations. 
This can allow simplifications that make the simulations less computationally 
demanding. For example, in this thesis, the boundary layer is modelled as a 
constant-thickness7 incompressible shear flow, with an undisturbed-flow solution 
(mean flow) with the following vorticity and velocity fields: 
(U, 0,0) 9= (0,0, (4.2) 
If it is assumed that the undisturbed solution is known, such as the Blasius profile, 
only perturbations away from this mean need to be calculated. Hence, the total 
solution is decomposed into the specified undisturbed flow and a perturbation: 
UT = U+uq nT = fl+w (4.3) 
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where the perturbations fields are 
(U) 
V7 W), Lo = (W, WY) L,;, ). 
I'll 
(4.4) 
The co-ordinate system (XIYIZ) corresponds respectively to the streunwIsC, sPan- 
wise and wall-normal directions - see Figure 4.1. 
Figure 4.1: The boundary-layer co-ordinate system. 
4.1.2 Governing Equations 
In the velocity-vorticity formulation used here, the variables are divided into 
two sets; the primary variables Jwwy, wj and the secondary variables jw,, u, vj- 
Davies and Carpenter (1997,1999) have shown that the evolution of the primary 
variables is governed by the following three equations only: 
Ow,, 
+ 
ON, 
_ 
ONy 
-1 V2Wx at Oy az R 
awy 
+ 
ONx 
_ 
ONz 
-1 V2W y at Oz Ox R 
V2W = 
OWX awy 
ay Ox 
(4.5) 
(4.6) 
(4.7) 
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where N=fl x u+w x fJ+w xu (4.8) 
The Reynolds number is given by R=U. J*lv, and the freestrearn flow speed 
(U ... ) and the displacement thickness (P) are used as reference values for non- 
dimensionalisation. Equations (4.5) and (4.6) are referred to as the vorticity 
transport equations, and equation (4.7) is the Poisson equation. 
The convective quantity N (equation 4.8) can only be evaluated by firstly 
calculating the secondary variables. However, if rather general conditions are 
satisfied as z -+ oo (namely u=v=O) the secondary variables can be defined in 
terms of the primary variables: 
U=- 
zoo (Ujy + 
119wx 
) 
dz (4.9) 
v 
foo (w. 
- 
ow) 
dz (4.10) 
ay 
wz 
f 00 (2-w-t + 
awy ) 
dz (4.11) 
z ax ay 
Equations (4.9) and (4.10) are obtained directly from the definition of vorticity, 
and equation (4-11) is derived from the solenoidal condition of the vorticity field. 
These definitions can be used to express N explicitly in terms of the primary 
variables, therefore the governing equations (4.5)-(4.7) can be viewed as a system 
of three equations for three primary variables; all reference to the secondary 
variables is eliminated. The reduction in governing equations from six to three 
affords significant reduction in computational expense. This and other advantages 
over existing velocity-vorticity methods are fully detailed in Davies and Carpenter 
(1997) and (1999). 
For the simulations presented in this thesis the governing equations are lin- 
earised in order to make the simulation times more manageable. Linearisation 
can be achieved by neglecting the nonlinear convective terms in equation (4.8) 
(w x u). Strictly then, this approach is only valid for perturbations and jet veloc- 
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ities of small amplitude. 
4.1.3 Boundary Conditions 
The boundary conditions at the wall (z=O) take the form: 
u(x, Y, 0, t) =0 (4.12) 
v(x, Y, 0, t) =0 (4.13) 
W(X, y) 0, t) =fY, t) (4.14) 
where f =0, except at the actuator exit where it equals the instantaneous veloc- 
ity profile. Substituting the secondary-variable boundary-conditions (4.12)-(4.13) 
into equations (4.9)-(4.10) yields equivalent integral conditions in terms of pri- 
mary variables: 
f 00 wydz =- 00 
aw 
dz (4.15) 
o 
fo 
ax 
f 00 wdz = 00 
Ow 
dz (4.16) 
o 
fo 
-5-y 
These equations may be viewed as constraints on the evolution of the primary 
variables w.:,; and wy, respectively, and each constraint may be associated with one 
of the vorticity transport equations (4.5)-(4.6) to provide a way of satisfying the 
no-slip conditions (4.12)-(4.13). This ensures that the problem remains well-posed 
even though non-parallel and non-linear terms are neglected from the vorticity 
transport equations. 
The inflow boundary conditions take the form of undisturbed flow so that 
the perturbations at x=O are null. The computational domains in this thesis 
are sufficiently large so that flow perturbations at the downstream boundary are 
negligible and can therefore also be treated as null. 
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In Davies and Carpenter (1999) the system (4.5)-(4.7) is shown to be fully 
equivalent to the Navier-Stokes equations provided that fairly weak conditions 
are satisfied as z -+ oo (u=v=O, as mentioned earlier). These conditions pose 
no practical difficulty for the present application and explicit enforcement can 
be circumvented by making a judicious choice of co-ordinate mapping in the z 
direction. 
4.2 Numerical Scheme 
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A full description of the numerical method for an application in cylindrical co- 
ordinates is given in Davies and Carpenter (1999). The details of the present 
numerical scheme are similar, and are summarised in this section. 
4.2.1 Spatial Discretisation 
A hybrid spectral and finite-difference scheme has been employed to discretise 
the governing equations; strearnwise variations are discretised using a second- 
order centred-difference scheme; spanwise variations are discretised using Fourier 
expansions; and wall-normal variations are discretised using Chebyshev polyno- 
mials. 
The wall-normal domain is semi-infinite with the solid boundary and actuator 
surface at z=0. A co-ordinate transformation of the form 
z+L 
(4.17) 
is used to map the semi-infinite physical domain zE [0, oo) on to the finite com- 
putational domain CE (0,1] (the parameter L is a stretching factor). The vortic- 
ity transport equations (4.5)-(4.6) and the Poisson equation (4.7) are integrated 
twice with respect to the mapped variable C. This removes the z-derivative op- 
erators and replaces them with (-integral operators. The resulting equations are 
pentadiagonal in form which facilitates the use of efficient line iteration schemes, 
and hence, spectral accuracy is achieved without a computational penalty. 
4.2.2 Temporal Discretisation 
L 
The convective terms (N) in the transport equations (4.5)-(4.6) are calculated 
explicitly using a predictor-corrector scheme. This uses an Adams-Bashforth 
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time stepping for the predictor stage and a Crank-Nicolson time stepping for the 
corrector stage. In order to calculate the convective terms the secondary variables 
must be evaluated, and therefore some wall-normal integration of the primary 
variables performed (see equations (4.9)-(4.11) for secondary variable definitions). 
This integration of the Chebyshev polynomials produces a tri-diagonal set of 
equations which can be solved using the highly efficient Thomas algorithm. 
To calculate the product terms in equation (4.8), an FFT is used to convert 
the primary perturbations into the spatial domain. Here the multiplication with 
the mean flow can be performed efficiently, and then the FFT can be re-applied 
to convert the product back to the spectral domain. 
The wall-normal viscous components in the transport equations (492W/C9Z2) are 
solved implicitly, whereas the spanwise and strearnwise viscous terms are treated 
explicitly. 
The updated velocity field is calculated in between the predictor and correc- 
tor stage by the solution of the Poisson equation (4.7). The viscous terms of 
the Poisson equation are all solved implicitly with values of vorticity from the 
predictor stage being used to calculate the velocity field at the new time step. 
The strearnwise viscous component (a2W1aX2) is evaluated by iterative solution. 
4.2.3 Interactive Simulations 
A major interest of the research is to investigate the interaction between the 
boundary layer and the MEMS device. Interactive calculations can be performed 
by coupling the boundary-layer code with the actuator code. This coupling is 
achieved by enforcing continuity of pressure and velocity at the boundary-layer 
and actuator interface. The actuator code is introduced as a velocity bound- 
ary condition within the Poisson equation, and the pressure distribution over 
the actuator is calculated by integrating the linearised z-momentum component 
of the Navier-Stokes equations (see Davies and Carpenter 1999, p 17). As the 
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Poisson equation is solved iteratively, a mechanism for the convergence of a pres- 
sure/velocity coupling is already in place. However, slightly more iterations are 
required than when non-interactive prescribed velocities are used. 
4.2.4 Parallelisation 
The spanwise variations are discretised using a series of Fourier modes which, 
in linear calculations such as these, can be decoupled and calculated separately. 
This enables a highly efficient parallelisation scheme to be implemented relatively 
simply. When non-interactive calculations are performed the modes (or groups 
of modes) can be ascribed to individual processors and run completely indepen- 
dently. The modes only need to be combined when an output is required. When 
interactive simulations are performed, however, the individual modes need to be 
combined in order to calculate the pressure distribution over the actuator. Fortu- 
nately, the FFT required to convert the Fourier modes into physical space, need 
only be performed over the small area of the complete domain that the actuator 
occupies. 
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4.3 Code Validation 
In this section the integrity of the numerical boundary-layer code is tested. In 
order to do this, simulations have been performed and compared against equiva- 
lent results from linear stability theory (values obtained from Fasel et al. 1990) 
and Klebanoff's transitional boundary-layer investigations (data obtained from 
Bertolotti 1997). For all the results in this section a Blasius velocity profile has 
been used (see §5.1 for details). 
4.3.1 Linear Stability Theory 
For a given Reynolds number and forcing frequency, the form of disturbance 
propagating from an oscillatory point force (Tollmien-Schlichting wave) can be 
determined via solution of the Orr-Sommerfeld equations (also known as linear 
stability theory). Such solutions can be used to test the current boundary-layer 
code. 
For these numerical simulations an oscillating jet actuator has been prescribed 
at the wall to excite a single spanwise Fourier mode. This forcing produces a 
Tollmien-Schlichting wave train emanating downstream from the actuator. Fig- 
ure 4.2 shows contours at y=O of the three components of velocity perturbation 
after several periods of the actuator's cycle (the computational domain extends 
further than that shown). 
The streamwise wave number of the generated wave train can be compared 
to that predicted by linear stability theory. Figure 4.3 shows a comparison 
for two-dimensional and three-dimensional Tollmien-Schlichting waves at varying 
Reynolds numbers (simulation parameters §A. 2.2). The streamwise wavelengths 
obtained in the numerical simulations are in all cases within 0.5% of the values 
predicted by linear stability theory. 
The velocity profiles of the three velocity components are also used to compare 
simulation with theory. Figure 4.4 shows a very close agreement for each of the 
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velocity components (simulation parameters §A. 2.1). In Figure 4.4 maximum 
magnitudes over a streamwise wavelength have been gathered at each normal 
position in order to compensate for the phase shifting in the wave train. 
4.3.2 The Klebanoff Mode 
The Klebanoff mode is associated with the streaks observed in a transitional 
boundary layer. The streaks are discernible owing to the spanwise modulation 
of streamwise velocity and these velocity variations are thought to be caused 
by low-frequency free-stream vortical disturbances to which the boundary layer 
responds in a large-scale motion. Although Klebanoff's work on the subject 
is mainly unpublished, the phenomenon has been investigated by many other 
researchers since (see for example Westin et al. 1994, Kendall 1985, Andersson 
et al. 1999, and Leib et al. 1999). 
The method by which excitation of the Klebanoff mode has been numerically 
replicated was inspired by the work of Meitz (1996). In this reference a free- 
stream spanwise body force was used to generate streamwise vorticity, and as a 
result, streamwise velocity streaks. A similar method is employed here; however, 
the forcing function differs slightly. 
Implementing the Body Force 
The spanwise body force can be introduced directly into the Navier-Stokes mo- 
mentum equations. To include them in the vorticity transport equations, the curl 
of the forcing components is taken. In the case of solely spanwise forcing this is 
relatively simple and leaves the transport equations as follows: 
Ow. 
+ 
ONz 
- 
aNy 
=1 V2 wx - 
aFly 
at ay az 7i az 
awy + aNx - 
aNz 
=1 
V2W 
at az ax Ry 
(4.18) 
(4.19) 
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(4.20) 
where N= fl xu+wxG+wxu. In the current formulation, equation 
(4.20) is not calculated directly, which leaves one component of the body force 
seemingly unaccounted for. This is not the case and it can be shown that the 
augmented wall-normal transport equation (4-20) can be derived explicitly from 
the primary transport equations (4.18)-(4.19). Firstly, equations (4.18) and (4.19) 
are differentiated with respect to x and y respectively and then summed together: 
19WX + 
aWY 
+ 
(92NX 
_ 
192NY 
=1 V2 
i9wx + 
awy) 
_ 
i9Fy (4.21) 
ax 19Y 
) 
ayaz axl9z W( ax ay axaz 
The solenoidal property of the vorticity pertubation field requires that 
awý; + awy aw, ax ey (9z 
which when substituted into equation (4.21) gives 
O'w, 
- 
a'N-, 
+ 
i92Ny 
=1 V2aWz + 
a2FY 
atc9z 5y-az axc9z W -Tz axl9z 
(4.22) 
(4.23) 
After integration with respect to z the wall-normal vorticity transport is obtained 
with the additional body force component: 
OwZ ON ON., 1 V2WZ + 
My 
-+ 
'Y 
- -ýT =w at Ox ax 
The Body Forcing Function 
(4.24) 
In these simulations the body force is continuous and hence only spatial variation 
is described by the forcing function. The forcing chosen produces a spanwise array 
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of counter rotating streamwise vortices that are terminated by spanwise vortices 
downstream and upstream of the disturbance. This type of forcing produces 
cleaner streaks than a single-point body force which would create counter-rotating 
vortices in the streamwise and wall-normal directions. The function is in the form 
Fv =1G exp{-a (x - xf)2 +ißy- b(z _ Zf 
)2 1 dz (4.25) 
where G is the magnitude, xf is the strearnwise position of the body force, zf 
is the normal position of the body force, P is the spanwise wave number, and a 
and b determine the sharpness of the numerically-approximated strearnwise and 
wall-normal delta functions, respectively. A body forcing in the form of equation 
(4.25) results in a delta-type strearnwise vorticity production: 
My 
=0 exp{-a (x _ Xf)2 + ißy -b (z _ Zf 
)21 (4.26) 
az 
Streak Generation 
Simulations have been performed with body forces as described by equation 
(4.25). Some time after the application of the time-invariant force the perturba- 
tions reach a steady-state; Figure 4.5 shows a typical streamwise-velocity streak 
that is generated (simulation parameters A. 2.3). 
In experiments a dominant spanwise vortical mode is observed, and for the 
Blasius boundary layer this is the Klebanoff mode. A series of simulations have 
been performed to calculate the dominant mode in the numerical boundary layer. 
This is assumed to be the spanwise forcing that generates streaks most receptively 
(simulation parameters A. 2.4). Figure 4.6 shows the results of the simulations; 
they identify a dominant spanwise wave number (0) that is very close to the 
spanwise mode observed by Klebanoff (value reported in Herbert and Lin 1993 
and Bertolotti 1997). 
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Figure 4.2: Streamwise (a), spanwise (b), and wall-normal (c) velocity perturbation 
contours (at y=O) for a three-dimensional Tollmien-Schlichting wave. The nth contour 
is at a non-dimensional velocity -±(0.05+0.1(n-1)); (-) positive; (--) negative. R=770, 
@f =6000 and P=400. For a full parameter list see §A. 2.1. 
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lineax stability theory (-. - , --); numerical simulations (o, *). @f=6000. For a full 
parameter list see §A-2-2. 
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Figure 4.4: Streamwise (- -, o), spanwise and normal (-, *) velocity pertur- 
bation profiles for a three-dimensional Tollmien-Schlichting wave train; linear stabil- 
ity theory (--, -. -, -); numerical simulations (o, A, *). All components have been 
normalised with maximum streamwise velocity. R=770, Co=6000, ý=400. For a full 
parameter list see §A-2-1. 
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Figure 4.6: Maximum streak velocity (u,,.,, ) as a function of spanwise wavenumber 
(P). The vertical dashed line from the Klebanoff experiments as reported in Herbert 
and Lin (1993) and Bertolotti (1997); R=1720.7. For a full paxameter list see §A. 2.4. 
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4.4 Chapter Summary 
In this chapter the method by which the Navier-Stokes equations have been nu- 
merically solved has been described. A velocity-vorticity formulation, pioneered 
by Davies and Carpenter (1997), has been adopted and details of the scheme are 
given in §4.1. This method is particularly suited to the MEMS application as it 
can deal with the interactive and elliptic nature of the flow problem, as well as 
allowing economical linearised simulations. The numerical implementation of this 
method is summarised in §4.2, and details of the parallelisation and the coupling 
of the MEMS code are also described. To test the integrity of the computer code, 
simulations have been compared to linear stability theory and experiment in §4.3 
- very close agreement was found in both cases. 
Chapter 5 
0 Prescribed-Jet Simulations 
In this chapter, boundary-layer simulations are performed that use prescribed 
velocity boundary-conditions as a simplified means of modelling the impact of a 
jet actuator. This allows cheaper computations and can help answer generalised 
questions about the MEMS disturbance. 
In §5.2 the qualitative differences between MEMS- and micro-scale distur- 
bances are investigated within a Blasius boundary layer. In §5.3 the investigation 
is continued, but with a turbulent mean-flow profile as an undisturbed flow solu- 
tion. Then, in §5.4 the prescribed-jet simulations are used as a means of judging 
the performance of different jet designs. Lastly, §5.5 attempts to establish if 
MEMS can have a macro-scale impact. 
Results from the coupled boundary-layer and MEMS actuator code are shown 
in Chapter 6. 
Nomenclature 
Unless otherwise indicated, lengths and velocities have been non-dimensionalised 
using P and U., respectively. A superscript Y denotes non-dimensionalisation 
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using the friction velocity, v*, and the viscous length scale, vlv*. 
-= an over bar denotes a dimensional quantity 
Aj = area of orifice (ml) or slot width (m) in 2D simulations 
B= turbulent velocity-profile constant 
fl = Blasius velocity profile 
L= mapped domain stretching factor (non dim. ) 
N, = number of Chebyshev polynomials 
Ny = number of spanwise Fourier modes 
r= radial distance from jet centre (m) 
rj = radius of jet or half slot width (m) 
R= Uc,, J*lv = Reynolds number 
f= time (s) 
tj = duration of jet (s) 
T=T J*IU,,. = T+ VIV*2 = total simulation time (s) 
u+ = streamwise velocity of turbulent profile (non dim. ) 
U,,. = free-stream velocity (m s-1) 
v* = friction velocity (m s-1) 
V= instantaneous jet velocity (m. s-1) 
V,,, = maximum jet-actuator velocity (m s-1) 
x, y, z= streamwise, spanwise, and wall-normal directions (non dim. ) 
Xd = streamwise domain length (non dim. ) 
Xb, X, = streamwise position of actuator (non dim. ) 
Yd = extent of spanwise domain (non dim. ) 
P= boundary layer thickness (m) 
At = At j*IUo = At+ VIV*2 = time step (s) 
160 
Ax = strearnwise grid spacing (non dim. ) 
= wall-normal coordinate for Blasius equation (non dim. ) 
= mapped variable (non dim. ) 
x= turbulent velocity-profile constant 
v= kinematic viscosity (M2 S-1) 
p= density (kg M-3) 
(D = WYUOO/j* = W+V *2 1v = spanwise vorticity perturbation (s-1) YY 
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5.1 The Blasius Velocity Profile 
As research into MEMS for boundary-layer control is still at a preliminary stage, 
this thesis firstly investigates the effect of MEMS-jet actuation on a laminar 
boundary layer. The undisturbed-flow solution that is used in the boundary- 
layer code can be chosen freely (see §4.1.1); for much of these calculations a 
Blasius velocity profile has been used. 
In order to generate the velocity profile the Blasius equation is solved numer- 
ically: 
f "t +f fl, =O (5.2) 
with the boundary conditions f (0)=f'(O)=O and f (oo)=1. (equation 5.2 is with 
respect to the Blasius coordinate 77, this can be transformed into the z domain 
using a simple factorisation). Figure 5.1 shows plots of the Blasius velocity profile 
(against z) and its first two z-derivatives. 
5.2 MEMS- and Micro-Scale Comparison 
Describing the scale of a device is not straightforward, as characteristic lengths 
can be chosen arbitrarily and clear definitions of scales, such as 'MEMS' and 
'micro', are somewhat illusive. Gad-el-Hak (1999, p 6, fig. 1) defines MEMS-scale 
devices to be in the range of 10' rn to 10' m, compared to typical man-made 
devices 10-2 M to 102 m. The range in between these two is here defined as micro 
scale (10-4 to 10-2). In this thesis the characteristic length scale of an actuator 
is chosen to be the orifice radius. 
Rathnasingham and Breuer (1997b), Jacobson and Reynolds (1998), Crook 
et al. (1999) and Wood et al. (2000), have all demonstrated some form of 
boundary-layer manipulation using micro-scale jet actuators (10-4<RO<10-2). 
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Figure 5.1: The mean-flow profile as generated from the Blasius equation (5.2). The 
velocity profile (a), and its first two derivatives with respect to z (b)-(c). The z- 
coordinate has been non-dimensionalised with P and velocities non-dimensionalised 
with Uc,. 
It is important, therefore, to establish when comparisons between these devices 
and MEMS can be made. The simulations of this section aim to investigate the 
scalability of Blasius boundary-layer disturbances caused by a jet actuator. 
5.2.1 The Prescribed Jet 
So that the scaled jet can be standardised, a prescribed actuation has been used. 
The chosen function resembles the jet responses from the pressure-jump actuators 
of Chapter 3, §3.4 (without Helmholtz oscillation). The temporal and spatial jet 
variations a re described by: 
2/r2) V(r, ý = V.. (1 -rj sin (5.3) 
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where r is the radial distance from the jet centre, rj is the radius of the jet, T 
is time, tj is the duration of the jet actuation, and V,,, is the maximum velocity 
of the jet. The shape of the velocity profile is parabolic at all times, and the 
variation of jet velocity with time is shown in Figure 5.2. 
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Figure 5.2: The variation of velocity (at r=O) with time for the prescribed jet. 
5.2.2 Results 
Figure 5.3 shows contour plots of spanwise vorticity perturbation generated within 
a Blasius boundary layer (R=2000, UOO=30 m s-1, J*=1 mm) from a three- 
dimensional jet as described by equation (5-3). The contour plots on the left- 
hand side of Figure 5.3 are for a MEMS-scale device at different times during 
its actuation period (rj=8 pm, tj=3.33 ps). The times (A)-(D) are referenced 
on a jet-history sketch at the bottom of the figure. The contour plots on the 
right-hand side of Figure 5.3 are for a micro-scale device (rj=8 mm, tj=3.33 ms) 
at times also referenced on the jet-history sketch. The time between successive 
contour plots, non-dimensionalised with respect to the jet duration, is the same 
for both the MEMS- and the micro-scale simulation. 
The qualitative difference in the results is obvious, with little or no resem- 
blance between the MEMS and micro disturbances. The MEMS disturbance 
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begins with a pair of counter-rotating vortices seemingly unaffected by the shear 
flow. This structure persists until the jet velocity decelerates, beginning the de- 
tachment of this vortex pair from the wall. When the jet has finished the original 
vortex pair is replaced by a pair with opposite polarity. 
The micro-scale jet produces disturbances that are strikingly different at every 
stage. At time A (referenced on Figure 5.3) only negative vorticity is produced 
at the wall by the action of the jet. The positive vorticity that would have been 
present in a slower boundary layer has been absorbed by the negative vortic- 
ity that has swept downstream. The negative vorticity moves downstream and 
produces the start of a Tollmien-Schlichting wave packet. 
Figure 5.4 shows a continuation of the simulations presented in Figure 5.3, 
with the calculations being extended to longer times. The results demonstrate 
further divergence between the MEMS and micro-scale disturbances. The MEMS- 
scale disturbance diffuses and is not greatly affected by the shear flow. This is 
because of the slow velocity of the Blasius profile near the wall and the short 
time scale of the MEMS simulation. On the other hand, the micro-scale dis- 
turbance continues to travel downstream and grow in magnitude at the head of 
the Tollmien-Schlichting wave packet. It would be expected, in accordance with 
the classic theoretical and experimental study of Gaster (1975) and Gaster and 
Grant (1975), that the MEMS-scale disturbance would also generate a Tollmien- 
Schlichting wave, eventually. This is considered further in §5.5. 
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tions caused by a MEMS and a micro actuator. For the MEMS-scale simulations 
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Figure 5.4: A compaxison between the evolution of boundary-layer perturba- 
tions caused by a MEMS and a micro actuator. For the MEMS-scale simulations 
rj=0.008J*1 and for the micro-scale simulations rj=8J*. In both cases V,.,, =O. lU,,. and 
tj=12.5rj/U,,.. The plots are of spanwise vorticity perturbation (wy). For the micro- 
scale simulations the nth contour is at ± 0.5 + (n-1) and for the MEMS-scale the nth 
contour is at ± (2.5 + 5(n-1))xlO-3; the solid lines indicate positive values and the 
dashed lines indicate negative values. The labels (A)-(C) refer to the following non- 
dimensional times: iftj=2.5 at A; T/tj=3.5 at B; and 1/tj=4.5 at C. The plan-view 
contours at time C are at z=O for both MEMS and micro scale. R =2000; U,,. =30 m 
s-1; J*=1 mm. For a full parameter list see §A. 3.2 
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5.2.3 Comparing Simulations of Different Scale 
In §5.2.2, Figures 5.3 and 5.4 have clearly shown that a large-scale device can- 
not be directly compared to a smaller device within the same boundary layer. 
These results highlight the importance of knowing how to draw safe comparisons 
between simulations or experiments of different scales. This is particularly rele- 
vant to experimentalists who use large-scale models to investigate the impact of 
MEMS-scale devices on a boundary layer. 
The non-dimensionalisation of the Navier-Stokes equations provides sufficient 
insight into the general applicability of any single simulation or experiment. Pro- 
vided that the length and time scales of the jet are non-dimensionalised with 
boundary-layer characteristics (J*, U,, O, J*IUO,, 
) the results for a simulation or 
experiment are valid for any combination of J* and U,,. that keep R= J*U.,, Iv 
invariant (where R is the Reynolds number for the simulation/experiment). 
In the simulations of §5.2.2 the radius of the two jets were different proportions 
of the boundary-layer length scale (rj=8J* and rj=0.0085*) and were therefore 
not directly comparable. The following values need to be held constant if dynamic 
similarity is to be maintained: 
6*uo 
= Reynolds number (5.4) v 
tiuoo 
rj 
= non-dimensional jet radius. (5.5) T. 
= non-dimpnsinnal ipt diirAtinin- (A A) 
V7 
= non-dimensional jet velocity. (5.7) U0, 
(In linearised simulations, equation (5.7) does not act as a restriction on the 
general applicability of a solution). If these four non-dimensional parameters 
are held constant between simulations or experiments of different scales, then the 
results are fully equivalent. For an example, the MEMS-scale results in §5.2.2 can 
be related to a micro-scale simulation having the following parameters: The jet 
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- ri=8 mm, tj = 33.3 s, V,,, =4 mm s-1; The 
boundary layer - R=2000, U.,, =300 
mm s-1, J*=lm. This suggests that to model a MEMS-scale device using a 
micro-scale device, a particularly large boundary layer would be required. 
To summarise, this means that any non-dimensional simulation is equivalent 
to an infinite number of dimensional simulations, but valid for only one relative 
jet radius, jet velocity, and jet duration with respect to the boundary-layer scales. 
Although the method described in this section provides a good guide as to 
how safe comparisons should be performed, many more dimensionless parameters 
would need to be fixed if a non-prescribed actuation were considered. 
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5.3 The Turbulent Boundary Layer 
169 
So far in this thesis only the Blasius velocity profile has been used as an undis- 
turbed-flow solution. In this section a turbulent velocity profile is introduced. 
The eddies and random fluctuations that exist in turbulent flows cannot be 
modelled using a mean-flow profile. However, valuable information can be ob- 
tained regarding the qualitative behaviour of MEMS in the near-wall region of 
the boundary layer; here the turbulent non-deterministic nature of the boundary 
layer is less predominant. In fact, all the attention in this thesis is focused on the 
near-wall region, as it is generally believed that this is where the building blocks 
of turbulence reside. 
5.3.1 The Semi-Empirical Velocity Profile 
The inner regions of the turbulent boundary layer have been modelled using 
Spalding's law of the wall (Spalding 1961). Using this method the viscous, buffer, 
and log layers, can all be expressed with a single formula: 
2 
z+ = u+ + e`B 
[eKu+ 
-1- ru+ 
(ru+) (ru+)' 
(5-8) 
where z+ is the distance from the wall, u+ is the strearnwise velocity, and r. (=0.4) 
and B (=5.5) are near-universal constants for turbulent flow past smooth walls. 
The superscript Y denotes non-dimensionalisation in terms of wall variables. 
Namely, friction velocity, v*, and the viscous length scale (the wall unit), vlv*. 
The wall layers (or inner regions) of the velocity profile can be seen in Figure 5.5. 
This is where all the disturbances considered in this thesis are generated. 
For completeness sake, the outer layer of the boundary layer is modelled using 
Coles' law of the wake (Coles 1956). The entire flow profile can be seen in the 
logarithmic plot of Figure 5.6; the boundary-layer thickness is approximately 
1000 wall units. 
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Figure 5.5: The wall layers of the turbulent velocity profile as described by Spalding's 
equation (5-8). 
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'5.3 - .2 Results 
In this section the same simulation as presented in Figure 5.3 (§5.2.2) is performed 
using the turbulent velocity profile as the undisturbed flow solution. 
Figure 5.7 shows contour plots of spanwise vorticity perturbation generated 
within the turbulent boundary layer for MEMS- and micro-scale jet actuators 
(v*=1.186 m s-1). The dimensions and characteristics of the prescribed MEMS- 
and micro-scale jets are identical to those in Figure 5.3. 
The results show that, as with the Blasius boundary layer, the MEMS and 
micro actuators produce significantly different disturbances. Also, it is shown 
that at MEMS scale the Blasius and turbulent simulations are quite similar. The 
reason for the differences in the micro-scale simulations is that, unlike the Blasius 
case, the turbulent boundary layer is not susceptible to Tollmien-Schlichting wave 
instabilities. 
5.3.3 Scale Comparison 
The results in Figure 5.3 have shown that drawing comparison between simula- 
tions of different scale can be as problematic for the turbulent boundary layer as 
it is for the Blasius boundary layer. 
As in §5.2.3 a non-dimensionalisation method is used to ensure valid compar- 
ison between results of different scales. Here, friction velocities and the viscous 
length scale are used for non-dimensionalisation (rather than displacement thick- 
ness and free-stream velocity). Also, owing to interest only in the inner regions 
(see Figure 5-5), the Reynolds number based on outer variables (R=J*U,,. Iv) 
does not need to be constant in order for simulations or experiments to be com- 
pared. The non-dimensional parameters to be held constant between equivalent 
simulations are as follows: 
riv 
*- 
--- : -, 
I, 
ý LLUIL-UHIMUDIUALCLL jut, Luulus. (5.9) 
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tiv *2 
V- 
non-dimensional jet duration. (5.10) 
VM dimensional jet velocity. (5.11) 
V* 
(In linearised simulations, equation (5.11) does not act as a restriction on the 
general applicability of a solution). The dimensional parameters used in the 
simulations of Figure 5.7 can be altered so that the calculation is equivalent to 
one at flight-scale. If the results are dimensionalised using a flight-scale friction 
velocity (v*e-w1O m s-1) the micro-scale simulation in the slow boundary layer can 
be shown to be equivalent to a smaller, shorter, and faster jet at flight scale: 
v*=10 m s-1, rj=950 pm, tj=46.9 ps, and V,,, =25.3 m s-1. 
Being able to draw a comparison in this way, between large-scale jets in slow 
boundary layers and small-scale jets in fast boundary layers, is particularly useful 
for experimentalists who find it more practical to use large-scale prototypes in 
low-speed turbulent wind tunnels. However, this method is only applicable when 
the disturbance is well within the wall layers of the turbulent profile (z+<100). 
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Figure 5.7: A comparison between the evolution of perturbations caused by a MEMS 
and a micro actuator in a turbulent boundary layer. The plots axe of spanwise vorticity 
perturbation (wý+)j and the nth contour is at ± 0.248x2n-1; the solid lines indicate 
positive values and the dashed lines indicate negative values. The labels (A)-(D) refer 
to the following non-dimensional times: 1/tj=0.25 at A; f/tj=0.5 at B; 1/tj=0.75 at C; 
and fltj=l at D. The plan-view contours at time D are at z+=0.49 for the MEMS-scale 
and at z+=21 for the micro-scale. v*=1.186 m s-1, Uw=30 m s-1, P ý- 2.6 mm. For 
a full parameter list see §A. 3.3 
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The jet that an actuator produces can be characterised by any number of quan- 
tities, such as maximum velocity, total momentum, or energy. It has not yet 
been established which such quality makes for efficient actuation in terms of the 
disturbance generated in the boundary layer. In Chapter 2 it has been implied 
that maximum velocity (V,,, ) is the most important jet characteristic. The results 
in the current section show that this is not necessarily the case. It will, however, 
be shown that the velocity optimisation in Chapter 2 is still relevant. 
In this section different designs of jet are tested and their performance judged 
in terms of their ability to generate Tollmien-Schlichting wave instabilities in the 
Blasius boundary layer. Althoilgh the Blasius boundary layer is not the intended 
operating environment for the MEMS jet, it serves as a good starting point for 
evaluating jet-design guidelines. 
5.4.1 Jet Characteristics 
The prescribed jet (see equation 5-3) has been used so that different jet character- 
istics can be carefully controlled - these can be directly calculated from equation 
(5.3): 
Instantaneous Quantities 
V,,, = maximum velocity (5.12) 
pAiV.. = maximum mass flow rate (5.13) 
pAjV, 2,, = maximum impulse (5.14) 
pAjV,, 3, = maximum power (5.15) 
Net-FlowlFlux Quantities 
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pAjV,,, 
tj 
sin 
( f7r ) 
df = pAjV,, tjl7r = net mass flow/flux (5.16) 
f 
0 
tj 
ýr2 
tj 
2 
(f7r) 
df = pAjV,, 2, tjl2 = net momentum flux (5.17) pAj If sin Tj 
0 
1 V3 
tj 
3 
(f7r) 
3tj2/37r = net kinetic-energy flux (5-18) 2 pAj Mf sin tj 
df = pAjVm' 
0 
where Aj is the area of the jet (or the slot width in the two-dimensional case). 
At first sight, all of these quantities seem reasonable goals for optimisation. 
However, here it is assumed that only one of these quantities is most appropri- 
ate as a performance criterion for characterizing overall actuator effectiveness - 
finding which one is the objective of this section. 
5.4.2 Tollmien-Schlichting Wave Receptivity 
As previously mentioned, the potential for the generation of Tollmien- Schlicht- 
ing waves is used here to gauge the performance of the jet design. The re- 
ceptivity mechanism for Tollmien-Schlichting waves is not directly applicable to 
the turbulence-control application. However, the method is still valid in general 
terms, since the jet is being rated on its ability to generate a disturbance in a 
boundary layer. 
To measure this potential, the temporal evolution of total wall enstrophy has 
been calculated after the jet actuation has been completed. The level of enstro- 
phy at which the Tollmien-Schlichting wave begins to grow is used to quantify 
performance. Figure 5.8 shows a typical evolution of total wall enstrophy for a 
prescribed actuation (see simulation parameters §A. 3-4). These simulations are 
for a two-dimensional slot-type actuator; however, the principle and qualitative 
findings are transferable to the three-dimensional jet. 
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Figure 5.8: Evolution of total wall enstrophy resulting from a prescribed jet. R=2000; 
tj=10 J*IU.,,; V,,, =O. l U,,. ; Aj=10J*. See §A. 3.4 for a full parameter list. 
5.4.3 Results 
It has been assumed that only one of the previously-identified quantities is an 
appropriate performance criterion. This allows a simple process of deduction to 
be applied. For example, if a comparison is made between two jets that have the 
same maximum impulse, and one of the jets produces a much stronger enstro- 
phy evolution, it can be inferred that maximum impulse is not an appropriate 
performance criterion. 
The results in Figure 5.8 are used as a control in the deduction process, with 
the velocity and duration of the jet (V,,,, tj) varied for comparison (the width 
of the slot, Aj, is held constant). The elimination starts with the instantaneous 
quantities (equations 5.12 to 5.15). Figure 5.9 shows the wall-enstrophy evolution 
for the control and the design variant. The maximum velocity of both jets are 
the same, and therefore all of the quantities described by equations (5.12)-(5.15) 
are held constant. What is apparent from the results is that, even though the 
instantaneous quantities are held constant, the disturbances in the boundary layer 
are significantly different. Hence, none of the instantaneous quantities would 
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make a good choice of performance criterion. 
The deduction process now continues with the net-flow/flux quantities de- 
scribed in equations (5.16)-(5.18); these are the instantaneous quantities inte- 
grated over the actuation period. Figure 5.10 shows three different simulations 
against the control (-). In each of the three new simulations the velocity (V,,, ) 
and the jet duration (tj) have been varied so as to keep one of the three net- 
flux quantities constant (mass, momentum, energy). The results indicate that 
only when net mass flow is held constant does the enstrophy growth remain rel- 
atively unaffected. It is therefore the net mass flow out of the actuator that is 
the key quantity in terms of efficient Tollmien-Schlichting wave generation, and 
the parameter that should be the focus of optimisation. 
In Chapter 3 (§3.6) a velocity optimisation was performed for similar puff- 
type jet actuators. The results from that study are still relevant as they assumed 
a constant net mass flow (dictated by the diaphragm's deflection), and so can be 
thought of as a complementary, or a secondary, optimisation. 
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Figure 5.9: A comparison of the evolutions of total wall enstrophy resulting from 
prescribed jets of different design. For the control case (-) tj=10 S*IU,,. and V,,, =O. l 
U,,.. For the design variation (--) tj=15 J*IU,,. and V .. =0.1 U(,.. In both simulations 
Aj=106* and R=2000. See §A. 3.5 for a full parameter list. 
t (yj 
Figure 5.10: A comparison of the evolutions of total wall enstrophy resulting from 
prescribed jets of different design. The control design (-) N"10 J*1UOO) Vmý0-1 Uco) 
is used for comparison. The following quantities have been held constant between the 
control and the design variation: net mass flow (*) tj=12.5 PIU., V,. =0.08 U,,.; net 
momentum flux (o) tj=12.5 6*IU,,, ), Vm=0.0894 UO,,; and net kinetic-energy flux (A) 
tj=12.5 J*/Uoo, Vm=0.0928 UO, In all simulations Aj=10S* and R=2000. See §A. 3.6 
for a full parameter list. 
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5.5 Macro-Scale Impact of MEMS 
Any proposed MEMS-based turbulence control scheme must assume that MEMS- 
scale disturbances have the ability to have macro-scale impact. If this were 
not the case potentially advantageous effects such as reduced skin friction or 
delayed separation would not be a possibility. It is therefore important that 
the aforementioned assumption is justified; attempts are made in this section to 
demonstrate some macro-scale boundary-layer control using a MEMS jet. As yet, 
no experimental research has shown any form of boundary-layer control using a 
truly MEMS-scale device. 
5.5.1 Grid Scaling 
The main calculation of §5.5.2 is a simulation of a MEMS slot issuing a two- 
dimensional jet into a Blasius boundary layer. An inherent problem with such 
simulations is the vast range of temporal and spatial scales that need to be 
resolved at different stages of the disturbance evolution. At the beginning of the 
calculation very fine grid resolution is required. The disturbance then disperses 
and the detail is diffused. Later in the calculation large-scale structures evolve 
over large time scales (Tollmien-Schlichting waves). To avoid the phenomenally 
expensive computations that would otherwise be required, the grid and time step 
are scaled at several stages during the simulation to track the disturbance. This 
takes advantage of the fact that that only fine grid resolution and time stepping 
are required at early times, and not for the entire calculation. 
The sketch in Figure 5.11 illustrates the method of interpolating the small 
domain of a fine grid onto the coarse grid of a larger domain. The scaling in 
the wall-normal direction is performed by re-mapping the z-domain onto the 
(-domain using a coordinate transformation with a larger stretching factor, L 
(see §4.2.1 for details of the co-ordinate transformation). Spanwise scaling has 
also been attempted, but in some calculations this produces a numerical inac- 
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curacy leading to a non-physical solution. The results presented in §5.5.2 are 
two-dimensional and are not prone to such instabilities. 
The calculation of the disturbance produced by a prescribed MEMS jet has 
been performed using the grid-scaling method. These results are compared to 
those from a simulation using a large fine grid throughout the calculation. Figure 
5.12 shows the comparison of the grid-scaling method (-) with the straightforward 
method (--). The results show close agreement despite the grid-scaling method 
having used half the number of time steps and half the number of grid points, for 
half of the calculation. This means that the saving in computational time from 
the grid scaling has not been at the expense of an accurate solution. 
z 
x 
Small Domain - Fine Discretization. 
Large Domain - Coarse Discretization. 
Figure 5.11: The method of grid scaling. 
5.5.2 Tracking MEMS- to Micro-Scale Disturbances 
The grid-scaling method described in the previous section has been used to track 
the disturbance produced from a MEMS slot in a Blasius boundary layer from 
MEMS to micro scale. This would not have been possible on a single grid. In this 
simulation approximately twenty gradual grid scalings have been performed - the 
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more often the grid adapts the more accurate the solution at each stage. Figures 
5.13 and 5.14 show contour plots of spanwise vorticity (wy) at different scales and 
times. The position of the MEMS is marked on each plot by the dashed lines 
immediately beneath the x-axis; the temporal and spatial variation of the jet is 
described using equation 5.3 (in the 2D case, r is the distance from the slot centre, 
and 2rj is the slot width). The results show that after the 10 Am slot has finished 
its actuation (T=tj) an initial double vortex pair is generated very close to the 
wall. This disturbance spreads and becomes progressively weaker; the magnitude 
of the contours are different for each time, and the exact values of which are 
given in the figure caption. After a period of 21 jet durations the disturbance 
that had previously been unaffected by the mean flow, begins to become sheared 
at points furthest from the wall. After approximately 100 jet durations the centre 
of the disturbance has traveled 70 slot widths (03P) downstream from the slot 
location, and a pool of negative vorticity is gathered at the back end of the 
disturbance. This negative vorticity continues to become larger and stronger 
relative to the initial disturbance structure, and after 600 jet durations completely 
dominates. Eventually a Tollmien-Schlichting wave packet is formed; in a non- 
linear simulation this disturbance would eventually initiate laminar-to-turbulent 
transition. This is a crucial result as it affirms the assumption that MEMS-scale 
devices can, and in this case will, have macro-scale impact. 
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Figure 5.12: The spanwise vorticity perturbation (wy) produced by a prescribed three- 
dimensional MEMS jet. The continuous lines axe for a simulation that has employed 
grid scaling to reduce computational time; the broken lines are for a simulation that 
has used a large fine grid. The MEMS devices issues from x=0.3 to 0.316 and begins 
at t=0; the plots here axe at a time T=2tj. (a) streamwise variation of wy at z=0 and 
y=0; (b) streamwise variation of wy at z=0.03 and y=O; (c) wall-normal variation of 
wy at x=0.3 and y=O; (d) wall-normal variation of wy at x=0.323 and y=O. R=2000, 
U,,. =30 m s-1, and 6*=1 mm. See §A-3-7 for a full parameter list. 
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Figure 5.13: The disturbance produced by a two-dimensional MEMS slot actua- 
tor: early stages. Plots axe of spanwise vorticity (wy), and the nth contour is at 
±An: (a) A=4.73X 10-2; (b) A=8.4x 10-4; (c) A=4.05xlO-5; (d) A=3.52xlO-6; (e) 
A=9.52 x 10-7; (f) A=2.53x 10-7. The continuous and broken lines denote positive 
and negative values respectively. R=2000, U,,,, =30 m s-1, J*=l mm, Vm=O. JUO,, 
2rj=0.01J*, and tj=0. l6*1U(, See §A. 3.8 for a full parameter list. 
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Figure 5.14: The disturbance produced by a two-dimensional MEMS slot actua- 
tor: late stages. Plots are of spanwise vorticity (wy), and the nth contour is at 
±An: (a) A=2.53X 10-7; (b) A=1.37xlO-7; (c) A=1. Olxlo-7; (d) A=7.33xlo-8 i 
(e) A=5.97X 10-8; (f) A=6.02X 10-8. The continuous and broken lines denote posi- 
tive and negative values respectively. R=2000, Uw=30 m s-1, J*=1 mm, VM=O-lUOO, 
2rj=0.01J*, and tj=O. lJ*IU,,.. See §A. 3.8 for a full parameter list. 
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The numerical simulations of this chapter have all been performed using a pre- 
scribed boundary condition to model the jet-actuator. This enables relatively 
cheap computations and allows investigations into boundary-layer disturbances 
generated from standardised inputs. Using these simulations, issues of practical 
interest have been investigated and general qualitative solutions have been sug- 
gested for some of the problems that face designers and experimentalists in the 
field of MEMS for boundary-layer control. 
Specifically, in §5.4 and §5.7, the difference between MEMS- and micro-scale 
disturbances are investigated in both a Blasius and a turbulent boundary layer. 
Striking differences were present in the results, and a method was suggested 
in §5.2.3 and §5.3.3 to avoid making similar erroneous comparisons. This is 
especially relevant to preliminary experimental investigations that use large-scale 
MEMS models in low-speed wind tunnels. 
In §5.4 efficient actuation is defined as that which can produce a strong total 
disturbances in the boundary layer, and in the context of the Blasius case, an 
actuation which can most effectively generate a Tollmien-Schlichting wave insta- 
bility. By a deductive process it has been shown that the net mass flow from a 
jet actuator is the most appropriate design criterion, and it is this that should 
be the focus of a design optimisation. 
Finally in §5.5 a numerical method is described that can calculate disturbances 
that exhibit a wide range of time and length scales during their evolution. This 
method is used to demonstrate how a MEMS slot actuator is capable of producing 
a Tollmien-Schlichting wave train. 
Chapter 6 
Interactive Simulations 
In Chapter 5, prescribed boundary conditions were used to model the effect of 
the jet actuator on the boundary layer. This was also the approach of Carlson 
and Lumley (1996a, b), Kral et al. (1997), Hofmann and Herbert (1997,1998), 
who modelled similar actuators. The simulations in this chapter represent the 
first time the interactive behaviour of an actuator and a boundary layer has been 
investigated. This is performed by coupling the actuator code of Chapter 2 with 
the boundary-layer code of Chapter 4. 
Note that Rizzetta et al. (1999), who modelled the fluid dynamics inside 
and outside of the cavity, and therefore the interaction between the two, did not 
investigate the actuation within a boundary layer. Also, in their simulations, the 
plate motion was prescribed and not 'compliant' to pressure changes in the cavity 
as it is here (see Chapter 3 §3.3). 
Nomenclature 
Unless otherwise indicated, lengths and velocities have been non-dimensionalised 
using P and U,,,,, respectively. A superscript W denotes non-dimensionalisation 
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using the friction velocity, v*, and the viscous length scale, vlv*. 
-= an over bar denotes a dimensional quantity 
d= diaphragm damping (N s M-3) 
d3l, d32 = radial/azimuthal piezoelectric constant (m V-1) 
Ed = elastic modulus of diaphragm material (N M-2) 
Ep = elastic modulus of PZT material (N M-2) 
g= parameter used to characterise actuator scale (m) 
Hc = cavity height (m) 
1= orifice length (m) 
L= mapped domain stretching factor (non dim. ) 
N, = number of Chebyshev polynomials 
Nd = number of grid points in diaphragm finite-difference scheme 
N,, = number of grid points in orifice finite-difference scheme 
NY = number of spanwise Fourier modes 
R,, = radius of orifice or half slot width (m) 
Rd = diaphragm radius (m) 
R, p = PZT disc radius 
(m) 
R=U,,,, b*lv = Reynolds number 
t= time (s) 
td = diaphragm thickness (m) 
tp = PZT disc thickness (m) 
T=T PIU.. = TI VIV*2 = total simulation time (s) 
U, = centre-line jet velocity(m s-1) 
U,, max = maximum centre-line jet velocity 
(m s-1) 
U,,,, = free-stream velocity (m s-1) 
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v* = friction velocity (m s-1) 
V= voltage (V) 
x, y, z= streamwise, spanwise and wall-normal directions (non dim. ) 
Xd = strearnwise domain length (non dim. ) 
Xb, X, = strearnwise position of actuator (non dim. ) 
Yd = extent of spanwise domain (non dim. ) 
V= boundary layer thickness (m) 
, ýSt = 
At j*IU" = At+ VIV*2 = time step (s) 
Ax = strearnwise grid spacing (non dim. ) 
v= kinematic viscosity (m 2 S_ 1) 
vlv* = the wall unit (m) 
vd = Poisson's ratio of the diaphragm material 
vp = Poisson's ratio of the PZT material 
p= density (kg m-') 
pd = density of diaphragm material (kg M-3) 
pp = density of PZT material (kg M-3) 
cots = wt,, UoIJ* = Tollmien-Schlichting wave excitation frequency (s-1) 
JX =U lj* = 
+V*21V = C WX 00 WX streamwise vorticity perturbation (s-1) 
+ *2 Cjy = wyUooIJ = wý v 1v = spanwise vorticity perturbation (s-1) 
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6.1 The Damping Effect 
In this section the interaction of a MEMS actuator with a Blasius boundary 
layer is investigated. Figure 6.1 shows the variation of exit velocity with time 
for pressure-jump actuators (g=1 pm - see Chapter 3 §3.4.2 for specification 
of actuator design) with varying orifice radii acting within a Blasius boundary 
layer (R=2000, b*=1 mm, U,,,, =30 m S-1). The dashed lines are the velocities that 
would occur if the MEMS were issuing into still air (at all times). The continuous 
lines, on the other hand, are the velocities that are generated in the presence of a 
boundary layer. There is clearly a damping effect caused by the interaction of the 
jet and the boundary-layer disturbance it produces. In Figure 6.1(c) Helmholtz 
oscillation occurs (see Chapter 3 §3.5) and in the interactive case, the damping 
effect has caused the velocity to oscillate almost ninety degrees out of phase with 
the non-interactive velocity. 
To further investigate the damping effect, a number of simulations are per- 
formed at different scales of actuator (g=1 pm, g=25 pm, and g=625 pm). The 
velocity optimisations at these scales (Chapter 3 §3.6) have been used to deter- 
mine how the damping might affect optimised velocity magnitude. Figure 6.2 
shows the results from the interactive simulations (-*-) compared with the non- 
interactive equivalents (-). The damping at MEMS scale (Figure 6.2(a), g=1 
pm) has reduced the optimised velocity magnitude by more than ten percent, 
whereas at micro scale (Figure 6.2(c), g=625 pm) the damping is much weaker. 
The presence of the damping might arise from the viscous dissipation of the 
disturbance in the boundary layer. The increased damping in the MEMS case 
would therefore be explained by the comparatively stronger viscous forces that 
exist at smaller scales. Regardless of the reason, the presence of this MEMS-scale 
damping is important to be aware of when extrapolating from micro-scale models 
to flight-scale devices. 
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In this section the dependency of the results in Figures 6.1-6.2 on numerical 
factors is investigated. Firstly, the number of iterations that are involved in 
solving the Poisson equation (equation (4.7)) and converging the coupled codes is 
varied (see Chapter 4, §4.2). This makes sure that the chosen iteration number is 
sufficient for code convergence. Figure 6.3 shows the same simulations of MEMS 
and boundary layer with different number of Poisson-equation iterations. The 
results of the three runs are nearly identical which indicates that convergence is 
achieved at early iteration numbers. 
The results of Figures 6.1-6.2 are obtained on fairly coarse grids and small 
domains to keep computational costs low. Here, parameters such as grid spacing 
and domain length are varied to check that these computationally-cheap sim- 
ulations are not significantly less accurate than simulations on finer grids with 
longer domains. Figures (6.4)-(6.7) show the results of such dependency studies, 
and there is little or no discernible difference between the simulations of each 
group, demonstrating conclusively that simulations of this type are grid- and 
domain-size independent. 
The very satisfactory results of this section are largely owing to the nature 
of the numerical scheme, which tends to produce a numerical instability before 
any significant error. The discretisation is therefore set by stability requirements, 
and at such a level that is more than sufficient for an accurate solution. Also, 
the boundary conditions, which are effectively null, are robust enough to deal 
with small perturbations upstream and downstream, allowing reasonably small 
domain lengths and finer discretisations. 
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Figure 6.1: Time-history plots of centre-line velocity (U, ) produced from a MEMS- 
scale pressure-jump actuator. Interactive (-) and non-interactive (--) simulations. (a) 
R,, =5 pm, (b) R,, =8 pm, (c) R,, =ll pm. Boundary-layer characteristics: R=2000, 
U,,, )=30 m s-1, 
P =1 mm. See §A. 4.1 for a full parameter list. 
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Figure 6.2: Maximum centre-line velocity (Uc, max) against orifice radius (R,, ) for dif- 
ferent size MEMS actuators. Interactive (- * -) and non-interactive (-) simulations. (a) 
a small MEMS actuator, g=1 pm; (b) a laxge MEMS actuator, g=25 pm (c) a micro 
actuator, g= 625 pm. Boundary-layer chaxacteristics: R=2000, U,,. =30 m s-1, V =1 
mm. See §A. 4.2 for a full paxameter list. 
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time step 
Figure 6.3: The effect of the number of Poisson-equation iterations on jet velocity. 
Number of iterations: 8 (--); 12 (-); 16 See §A. 4.3 for a full parameter list. 
time step 
Figure 6.4: The effect of the number of Chebyshev polynomials on jet velocity. Number 
of Chebyshev polynomials: 16 (--); 32 (-); 64 See §A. 4.4 for a full parameter 
list. 
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Figure 6.5: The effect of streamwise domain length (Xd) on jet velocity. Domain 
length: 0.1 (--); 0.2 (-); 0.3 See §A. 4.5 for a full parameter list. 
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Figure 6.6: The effect of spanwise domain length (Yd) on jet velocity. Domain length: 
0.06 (--); 0.08 (-); 0.1 See §A. 4.6 for a full parameter list. 
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Figure 6.7: The effect of streamwise grid spacing (Ax) on jet velocity. Grid spacing: 
0.002 (--); 0.0015 (-); 0.001 See §A. 4.7 for a full parameter list. 
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This section concentrates on the disturbances created in the boundary layer dur- 
ing interactive calculations. The boundary conditions are not prescribed, as they 
were in Chapter 5, but are obtained directly from the actuator code with which 
the boundary-layer code is coupled. 
Firstly, disturbances in a Blasius boundary layer are investigated. Figure 
6.8 shows the results from an interactive simulation in a Blasius boundary layer 
(R=2000, U,,. =30 m s-1, J*=1 mm) at different times during a MEMS' actuation 
period (g=1 ym). The results show the familiar double vortex pair (of spanwise 
vorticity) that was exhibited in some of the prescribed-jet results in Chapter 5. 
Plan-view plots of streamwise vorticity are also shown. The main point of interest 
from the results of Figure 6.8 is that the disturbance is seemingly unaffected by 
the boundary-layer flow. As a contrast, disturbances in a high-speed boundary 
layer are investigated in §6.3. 
6.2.1 Grid Refinement 
A grid-refinement study has been performed, to check the integrity of the results 
from Figure 6.8 and similar simulations. Figure 6.9 shows a comparison of results 
from a coarse grid and time stepping (the typical resolution used in this thesis) 
against results from a fine grid and time stepping (one and a half times as many 
grid and collocation points, and five times as many time steps). It is obvious from 
the results that the solutions are grid and time-step independent. Again, the 
reason for the apparent lack of numerical error is because, for stability reasons, 
quite a fine discretisation is a minimum requirement. This means that a bad 
choice of grid spacing or time step is easily detectable. 
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6.2.2 Altering the Actuator Design 
In this section the effect of changing the actuator design on the boundary-layer 
disturbance is demonstrated. Figure 6.10 shows a comparison between the dis- 
turbances produced by a MEMS with a6 jim orifice radius and a MEMS with an 
8 pm orifice radius. The left-hand column of spanwise-vorticity contour plots are 
the same as those from Figure 6.8, whereas the right-hand column of contours 
have been generated using a MEMS with a larger orifice radius. The increase 
in orifice radius occasions the onset of Helmholtz oscillation in the device (see 
Chapter 3, §3.5). This causes significantly different disturbances during the ac- 
tuation period. This example demonstrates how quite subtle changes in actuator 
design can drastically affect the flow field that it produces. 
6.2.3 Varying the Reynolds Number 
In an attempt to understand the effect of the boundary-layer flow on the dis- 
turbance, calculations have been performed in boundary layers with varying 
Reynolds numbers. Figure 6.11 shows how the Reynolds number influences the 
non-dimensional and dimensional solution (J* is fixed and U,,. varied in the dimen- 
sional results). The figure indicates that the Reynolds number has no observable 
influence on the dimensionalised results. This result goes further to highlight the 
benign state of the boundary layer on such small spatial and temporal scales. 
The results in the following section demonstrate how this is not the case when 
using a high-speed turbulent profile in the calculations. 
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Figure 6-8: The boundaxy-layer disturbance generated by a MEMS jet at different 
times (A-E) during the actuation period. (a) spanwise vorticity (Wy) at y=O. (b) 
streamwise vorticity (wx) at z=0.007. The nth contour is at ± 0.01 x 2n-1 where the 
solid and dashed lines denote positive and negative values respectively. The MEMS jet 
issues from x=O-1 to 0.112 (R,, =6/zm, g=lpm). A time-history plot of the jet velocity 
is shown beneath the contour series. R=2000, Ux)=30 m S-1, and 6*=1 mm. See 
§A. 4.8 for a full parameter list. 
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times (A-E) during the actuation period. A comparison of coarse (a) and fine (b) 
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denote positive and negative values respectively. The MEMS jet issues from X=O. 1 to 
0.112 (R,, =6pm). A time-history plot of the jet velocity is shown beneath the contour 
series. R=2000, U,,. =30 m s-1, and b*=1 mm. See §A. 4.9 for a full parameter list. 
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Figure 6.10: A comparison of the boundary-layer disturbances generated by MEMS 
jets with different orifice radii. Plots axe of spanwise vorticity (wy) at y=0, at times 
A-E during their actuation periods. (a) R,, =G um; the MEMS is positioned at x=O. l 
to 0.112, (b) R,, =8 pm; the MEMS is positioned at x=O. l to 0.116. The nth contour is 
at ± 0.01 x 2`1 where the solid and dashed lines denote positive and negative values 
respectively. Time-history plots of the jet velocities axe shown beneath the contour 
series. R=2000, U,,,, =30 m s-1, and J*=1 mm. See §A. 4.10 for a full parameter list. 
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Figure 6.11: The effect of Reynolds number on the boundary-layer disturbance gen- 
erated by a MEMS jet. (a) non-dimensionalised results, (b) dimensionalised results. 
Plots axe of spanwise vorticity (wy) at y=O and t=0.125. The nth contour is at J: 0.01 x 
2n-1 where the solid and dashed lines denote positive and negative values respectively. 
The MEMS jet issues from x=O-1 to 0.112 (R,, =6pm). R=2000, U. =30 m s-1, and 
b*=l mm. See §A. 4.11 for a full parameter list. 
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The turbulent profile is characterised by the friction velocity, v*, which in this 
section is equal to 10 m s-1; this is comparable to flight-scale conditions. This 
turbulent boundary layer has a shear force at the wall 400 times greater than 
that of the Blasius boundary layer used in this chapter (R=2000, U,,. =30 rn s-1, 
b*=1 mm), and 70 times greater than the turbulent boundary layer of Chapter 
5, §5.3.2 (v*=1.186 in s-1). 
Figure 6.12 shows the evolution of the spanwise-vorticity perturbations (at 
y=0) in the high-speed boundary layer. The disturbance is rapidly sheared and 
generates structures very different to those in the slow-moving boundary layer (see 
Figure 6.8). The negative vorticity downstream of the actuator in Figure 6.12 is 
not seen until much later times in the low-speed simulations. Also, the positive 
vorticity, that in the low-speed simulations maintains a reflection of the negative 
vorticity, is sucked away from the wall and subsequently stretched downstream. 
Figure 6.13 shows contour plots of streamwise velocity from the same sim- 
ulation. These show that the puff-type actuation has in fact caused a streaky 
disturbance of negative streamwise velocity perturbation which extends much 
further downstream than the actuator itself (when superposed onto the undis- 
turbed flow field this produces a low-speed streak). This is an encouraging result 
for MEMS-based turbulence control, based on the premise that a MEMS will 
have a much greater chance of cancelling or enhancing a 'coherent structure' if it 
produces a similar structure itself. 
Figure 6.14 shows the magnitude of the damped jet velocity in the high-speed 
turbulent boundary layer (x) compared to those in a low-speed Blasius boundary 
layer (-*-), and equivalent non-interactive simulations (-). The damping effect 
in the turbulent case is slightly stronger, and from this it can be inferred that 
the increased shear in the high-speed boundary layer somehow influences the 
damping phenomenon discussed in §6.1. 
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Figure 6.12: The disturbance generated in a turbulent boundary layer by a MEMS 
jet. Contours of spanwise vorticity (W+) at y+=O, at times (A-E) during the actuation Y 
10-3 period. The nth contour is at ± 2.43 xx 21-1 where the solid and dashed lines 
denote positive and negative values respectively. The MEMS jet issues from x+=414 
to 422 (R,, =6pm) -A time-history plot of the 
jet velocity is shown beneath the contour 
series. v*=10 m s-1, vlv*=1.5 lim, R=5161, Uoo=253 m s-1, and P ý- 3.06 x 10-4 
See §A. 4.12 for a full paxameter list. 
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Figure 6.13: The disturbance generated in a turbulent boundary layer by a MEMS jet. 
Contours of strearawise velocity (u+) at y+=O, at times (A-E) during the actuation 
period. The nth contour is at ± 5.06 x 10-3 x 2`1 where the solid and dashed lines 
denote positive and negative values respectively. The MEMS jet issues from x+=414 
to 422 (RO=6pm). A time-history plot of the jet velocity is shown beneath the contour 
series. v*=10 m s-1, vlv*=1.5 pm, R=5161, U. =253 m, s-1, and P ; zý 3.06 x 10-4. 
See §A. 4.12 for a full parameter list. 
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Figure 6.14: The maximum centre-line velocity (Uc,,,,.. ) against orifice radius (&) 
for MEMS-scale actuators (g=1 jAm). Non-interactive simulations, (-); interactive 
simulations in a Blasius boundaxy layer, R=2000, Uc,. =30 m s-1,6*= 1 mm, (-*-); 
and an interactive simulation in a high-speed turbulent boundary layer, v*=10 m s-1, 
(x). See §A. 4.12 for a full parameter list. 
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In Chapter 3, §3.5, it was shown that some jet actuators of the diaphragm-cavity 
design have a Helmholtz frequency at which pressure fluctuations will tend to 
oscillate. It was also suggested that an external pressure could force the actuator 
at this frequency producing Helmholtz resonance. Only interactive simulations, 
of the kind shown in this chapter, are capable of demonstrating this phenomenon 
- such a simulation is performed in this section. 
For this demonstration a quasi-two-dimensional Tollmien-Schlichting wave is 
generated upstream of an inactive micro-scale actuator. As the wave train passes 
over the site of the actuator, pressure fluctuations within the disturbance provoke 
Helmholtz resonance. Figures 6.15 (a) and (b) are side and plan views of the sim- 
ulation after some time has elapsed. These clearly show a strong disturbance be- 
ing created by the 'inactive' actuator, that produces further Tollmien-Schlichting 
waves of increased amplitude. Probably more importantly for practical purposes 
is Figure 6.15 (c), which shows the velocity history of the actuator experienc- 
ing rapidly-increasing amplitudes (nonlinear effects would prevent the continual 
growth of the velocity) - In this example the frequency of the Tollmien-Schlichting 
wave is comparable to the Helmholtz frequency, but it was not necessary to finely 
tune the two frequencies to get this resonant effect. 
This result has serious implications. Specifically, that any actuator made with 
a cavity may have the potential to act as a Helmholtz resonator. Spontaneous 
and uncontrolled Helmholtz resonance of this sort will have detrimental effects 
in operating, as well as non-operating, modes. 
An acknowledgement should be made to Cullen, who inspired this section of 
work by originally suggesting that actuators of this type could act as Helmholtz 
resonators. His recent work includes a receptivity study for a laminar flat-plate 
boundary layer passing over Helmholtz resonators (Cullen 1999). 
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Figure 6.15: An inactive actuator exhibiting Helmholtz resonance caused by an in- 
cident quasi-two-dimensional Tollmien-Schlichting wave. (a) Side view - contours of 
spanwise vorticity perturbation (wy) at y=O. (b) Plan view - contours of spanwise 
vorticity (wy) perturbation at z=O. The nth contour is at ±1+ 3(n-1) where solid 
and dashed lines denote positive and negative values respectively; dotted lines are zero- 
level contours. (c) The corresponding variation with time of the centre-line exit velocity 
from the inactive actuator. R=2000, Uo,, =30 m s-1 and b*=1 mm. See §A. 4.13 for a 
full parameter list 
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In this chapter, simulations have been performed using the coupled boundary- 
layer and actuator code. This code is capable of simulating the interaction be- 
tween the boundary layer and the actuator. 
In §6.1 MEMS- and micro-actuators were tested in a Blasius boundary layer. 
In the MEMS case, significant damping of the actuator's jet velocity was observed 
(around 10%). There was little effect on the micro-scale actuator's output. In 
§6.1.1 a numerical refinement study demonstrated the independence of the results 
in §6.1 to parameters such as grid spacing and domain length. 
The disturbances created by a MEMS pressure-jump actuator in a Blasius 
boundary layer were shown in §6.2, and a grid-refinement study was performed 
in §6.2.1. The effect of altering the actuator design was investigated in §6.2.2, 
where it was illustrated that small changes in orifice radius can seriously affect 
the boundary-layer disturbance that is generated. In §6.2.3 the Reynolds num- 
ber of the Blasius boundary layer was varied, although this had no appreciable 
effect on the dimensionalised results. This demonstrates that the MEMS-scale 
disturbances are effectively independent of the Blasius boundary layer being con- 
sidered. 
In contrast to this, in §6.3 a MEMS pressure-jump actuator was simulated 
within a high-speed turbulent boundary layer. Here the disturbance was strongly 
sheared and a low-speed streamwise-velocity streak was produced downstream 
of the actuator. The damping effect was shown to be slightly stronger in the 
turbulent boundary layer. 
Finally, in §6.4 the potential for cavity-driven devices to exhibit Helmholtz 
resonance was demonstrated. This phenomenon occurs as a result of strong in- 
teraction between the boundary layer and the MEMS actuator. Such interactive 
behaviour could not have been simulated by using pre-determined boundary con- 
ditions to model the actuator. 
Chapter 7 
Modelling the Effect of MEMS 
Actuation on Streaks 
In this chapter the principle of targeted control is demonstrated using MEMS- 
scale jet actuators. In §7.1 the streamwise streaks associated with turbulence 
reproduction are modelled - these are the targets for control. In §7.2, prescribed 
simulations (simulations that use prescribed boundary conditions to model the 
actuator) demonstrate and investigate the basic concept of streak control. Finally, 
in §7.3, simulations are performed that model the interactive behaviour of the 
MEMS and the streaks. 
Nomenclature 
A superscript Y denotes non-dimensionalisation using the friction velocity, V*, 
and the viscous length scale, vlv*. 
-- an over bar denotes a dimensional quantity 
a+, b+ = forcing function constants 
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d= diaphragm damping (N s M-3) 
d3l, d32 = radial/azimuthal piezoelectric constant (m V-1) 
Ed = elastic modulus of diaphragm material (N M-2) 
Ep = elastic modulus of PZT material (N M-2) 
H, = cavity height (m) 
1= orifice length (m) 
L= mapped domain stretching factor (dimensionless) 
N, = number of Chebyshev polynomials 
Nd = number of grid points in diaphragm finite-difference scheme 
N,, = number of grid points in orifice finite-difference scheme 
Ny = number of spanwise Fourier modes 
Rd = diaphragm radius (m) 
Rv = PZT disc radius (m) 
Ro = radius of jet/orifice (m) 
R=U,,. 5*lv = Reynolds number (dimensionless) 
tj = duration of prescribed jet (s) 
t+ =T V*21V = time (dimensionless) 
T+ - duration of body forcing (dimensionless) f- 
T= T+ VIV*2 = total simulation time (s) 
u+ = strearnwise velocity (dimensionless) 
u+ = maximum strearnwise velocity of streak (dimensionless) max 
U,,. = free-stream velocity (m s-1) 
v* = friction velocity (m s-1) 
V= voltage (V) 
Vm = maximum prescribed-jet velocity (m s-1) 
X+ Y +, z+ = strearnwise, spanwise and wall-normal directions (dimensionless) 
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X+ = streamwise domain length (dimensionless) d 
Xb+, X,, + = streamwise position of actuator (dimensionless) 
Yd+ = extent of spanwise domain (dimensionless) 
Y+- the wall-normal position of the body force (dimensionless) j- 
J* = boundary layer thickness (m) 
A+ = the optimum spanwise wavelength (dimensionless) opt 
v= kinematic viscosity (m 2 S-1) 
vlv* = the wall unit (m) 
vd = Poisson's ratio of the diaphragm material 
vp = Poisson's ratio of the PZT material 
Pd = density of diaphragm material (kg M-3) 
pp = density of PZT material (kg M-3) 
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7.1 Streak Generation 
It is known that three-dimensional disturbances in any shear flow can grow via 
an algebraic instability, termed as such to distinguish it from exponential insta- 
bilities. This has been demonstrated by Ellingson and Palm (1975) and Landahl 
(1980) for three-dimensional perturbations in an inviscid shear flow. The inviscid 
algebraic growth, together with a viscous-induced damping, constitutes what is 
sometimes called transient growth. This phenomenon has been demonstrated in 
viscous shear flows by Hultgren and Gustavsson (1981), Butler and Farrell (1992), 
and Henningson et al. (1993). Transient or algebraic growth is believed to be the 
cause of 'bypass' transition in boundary layers. It is thought that small pertur- 
bations might grow sufficiently during the transient growth period for non-linear 
effects or secondary instabilities to induce transition, hence bypassing traditional 
mechanisms. The Klebanoff mode (Westin et al. 1994, Kendall 1985, Andersson 
et al. 1999, Leib et al. 1999), generated by free-stream turbulence, could be 
a manifestation of algebraic/transient growth (Herbert and Lin 1993, Bertolotti 
1997, Goldstein and Wundrow 1998). This hypothesis is in support of the find- 
ings of Landahl (1980,1990), Breuer and Haritonidis (1990), and Henningson 
et al. (1993), who have demonstrated how the lift-up effect (a phrase coined 
by Landahl to describe the mechanism of algebraic growth) leads to longitudi- 
nal streaky structures similar to that observed in the Klebanoff mode. Landahl 
(1980,1990) and Butler and Farrell (1992) made a connection between the lon- 
gitudinal streaks and vortices in a fully-turbulent boundary layer and algebraic 
growth. There is, therefore, an implied equivalence of the Klebanoff mode in the 
transitional boundary layer to the strearnwise vortices in a fully-turbulent bound- 
ary layer. The algebraic growth mechanism induces streaks in both cases, and 
is forced by free-stream turbulence in the transitional case, and inner-boundary- 
layer turbulence in the developed case. This furthers the analogy between the 
transitional and the turbulent boundary layer (see Blackwelder 1983). 
Here, this analogy has been used to guide the modelling of the turbulent 
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streaks. Meitz (1996) developed a method of modelling the Klebanoff mode using 
body forces to emulate the free-stream turbulence. A variatioLn on this approach 
was used in Chapter 4 to validate the three-dimensional boundary-layer code. 
Given the apparent similarity between the Klebanoff mode and the streaks in a 
turbulent boundary layer, it seems reasonable to use similar methods to model 
them. So in a similar way to that described in §4.3.2, body forces have been 
used to generate streaks and find the optimum spanwise vortical mode for the 
turbulent mean-flow profile. There are, however, two main differences from the 
Klebanoff case. Firstly, an optimum normal position for the body force is also 
sought, whereas in the Klebanoff case the forcing is free-stream and fixed at a 
distance from the wall. Secondly, the body forcing acts for a discrete time rather 
than continuously. This time has been chosen to match the non-dimensional 
period (t+=15) of suction used by Gad-el-Hak and Hussain (1986) to artificially 
generate streaks. 
The method used here is similar to that employed by Butler and Farrell (1992) 
who sought an optimum perturbation to a turbulent profile. They achieved some 
success by defining the optimum as the disturbance that grows the most in energy 
during a particular period. The choice of this period was the turbulent eddy 
turnover time (t+;: tý100). Recently, Kim and Lim (2000) suggested that this 
approximation was incorrect, and that the time for optimum growth is, in fact, 
much shorter. 
Here the optimum streak is not restricted to growth during a predetermined 
period, but is defined as the streak with the largest strearnwise velocity at any 
time during its evolution (it turns out that the optimum streak reaches its max- 
imum at around t+=50, which is significantly shorter than the eddy turnover 
time, and therefore in agreement with Kim and Lim 2000). 
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Results 
The turbulent velocity profile used here, is described in Chapter 5 (§5.3.1) and the 
following flight-scale boundary-layer characteristics hold for all simulations in this 
chapter: v*=10 rn s-1; vlv*=1.5 jim; R-ý5161; U,,. =253 m s-1; and J*; ý'-300 11m. 
The body-forcing function used to generate the streaks is described in Chapter 
4, equation (4.25). 
Figure 7.1 shows an example of the algebraic growth initiated by the body 
force. The same result, in logarithmic form, is shown in Figure 7.2. This high- 
lights the algebraic nature of the growth and the onset of viscous-induced decay 
at later times. 
A series of these simulations were performed to find the optimum spanwise 
wavelength of the perturbation for a given wall-normal position (note that at 
different heights, the body force is normalised to generate the same strength 
of vorticity at the point of application). Figure 7.3 shows how the optimum 
spanwise wavelength varies linearly with wall-normal position. Butler and Farrell 
(1992) also observed an increase in optimum spanwise wavelength with wall- 
normal position. Figure 7.4 shows the maximum strearnwise velocity against 
optimised spanwise wavenumber; an optimum of optimums is clearly shown at 
around 100 vlv*. This result is in agreement with the average streak spacing 
observed in many experiments, including those of Kline et aL (1967). 
The spatial and temporal development of the optimum streak are shown in 
Figure (7.5), and side-, plan-, and front-view contours of the streak (at t+=50) 
are shown in Figure 7.6. The streaks do continue to elongate after this time, 
although the magnitude of the strearnwise velocity reduces. At the later times 
the strearnwise convection velocity of the streak is approximately 11v*. This 
is in very close agreement with the experimental observations of Johansson et 
aL (1987), 13v* (as cited in Rathnasingharn 1997) and the numerical results of 
Johansson et aL (1991), 10.6v*. 
The negative perturbations in Figure 7.6, indicated by the dashed lines, are 
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Figure 7.1: The variation of maximum streamwise velocity with time of. a three- 
dimensional perturbation generated by a body force. See §A-5.2 for simulation param- 
eters. 
the low-speed streaks. In reality these have a more active role in turbulence 
reproduction, but in these linear simulations they behave identically to the high- 
speed streaks. This is not a serious limitation of the model as it is not necessarily 
the breakdown stages of the streak that are of interest to targeted control - if 
the streak is already breaking down, control might be too late or superfluous. 
Linearity in itself, is not a flaw of the current simulations, since many authors 
have supported and demonstrated the role of linear mechanisms in turbulence 
production (Landahl 1980,1990, Johansson et al. 1987, Rathnasingham 1997, 
Rathnasingham and Breuer 1997b). 
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Figure 7.4: The maximum streak magnitude (Umax) versus the optimum spanwise 
wavelength of the body force (A+ t) for the particular wall-normal position. See §A. 5.1 OP 
for simulation parameters. 
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7.2 Streak Control: Prescribed Simulations 
The streaks modelled in the previous section are used here to test the effective- 
ness of MEMS actuation in targeted control. There are two main concepts to be 
investigated: streak enhancement and streak cancellation. The motive of streak 
enhancement is to increase the bursting frequency, and thereby turbulence pro- 
duction. This is achieved by making the structure more prone to the spanwise 
inflectional instability (Swearingen and Blackwelder 1987) or to the onset of non- 
linear effects. Either way, this means increasing the magnitude of the streaks. 
The motive of streak cancellation is to reduce the bursting frequency, thereby 
inhibiting the production of turbulence. This is achieved by reducing the mag- 
nitude of the streaks (direct skin-friction reduction schemes are only interested 
in reducing the magnitude of the high-speed streaks near the wall - Carlson and 
Lumley 1996). 
The actuation is modelled as prescribed boundary conditions as in Chapter 5 
(see equation (5.3) for the prescribed function). Because the boundary-layer code 
is linear, superposition makes it easy for different configurations of a jet distur- 
bance to be applied to the streak with relatively few numerical simulations. In this 
section, only two computations have been performed: The disturbances created 
from a long-duration MEMS jet (simulation parameters §A. 5.3) and the distur- 
bance created from a short-duration MEMS jet (simulation parameters §A. 5.4). 
The results from each case are superposed onto the streak (simulation parameters 
§A. 5.2) in various ways to investigate the basic concepts of streak control. 
7.2.1 The General Principle 
Figure 7.7 is a demonstration of the control of a high-speed streak using posi- 
tive actuation (blowing as opposed to suction). The streak has been reduced in 
magnitude owing to the negative strearnwise-velo city perturbation caused by the 
blowing. Similar effects were observed by Carlson and Lumley (1996a) and Ja- 
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cobson and Reynolds (1998). Note that all the linear simulations shown here, are 
equivalent to simulations of opposite sign; for example, in this case, the results 
can be inverted to represent the effect of suction on a low-speed streak. 
The disturbance created by the jet is very localised and Figure 7.8 demon- 
strates a better positioning of the MEMS device. A slightly greater reduction in 
streak magnitude is achieved along with a reduction of shear stress at the wall 
(at t+=50). 
Figure 7.9 shows front-view contours of the streaks and actuation. The central 
high-speed streak is pushed away from the wall, although the effect is limited to 
the spanwise extent of the device itself. This suggests that to efficiently reduce 
the drag associated with the high-speed streaks, devices should be made as wide 
(or diameter as large) as the streak width. However, as with streak spacing, there 
is likely to be significant variation in the streak width. The stronger actuation 
generates a negative perturbation underneath the high-speed streak, and is per- 
haps more likely to make the structure unstable than to reduce its chances of 
breakdown. There will certainly be some point at which increasing the velocity 
of the jet will fail to yield further rewards. 
The high-speed streak in Figure 7.10 is controlled with negative actuation 
(suction). The aim of such control is to increase the magnitude of the streak 
and this is clearly demonstrated in the figure. Figure 7.11 shows the front view 
of the streak at its maximum magnitude. Here it can be seen that the point 
of maximum streak magnitude is brought closer to the wall and that there is a 
significant increase in wall shear. These suction results are also equivalent to a 
simulation of blowing underneath low-speed streaks. In fact, since there is not 
the risk of ingesting dust, blowing in this way is perhaps a better method of 
enhancing bursting. 
It is envisaged that arrays of MEMS will be used to control large numbers of 
streaks randomly distributed in space and in time. An idealised demonstration 
of this is shown in Figure 7.12. The method for turbulence enhancement is to 
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apply blowing under high-speed streaks and suction under low-speed streaks; the 
opposite configuration is used for cancellation. A similar scheme was applied 
in Choi et al. (1994), referred to as out-of-phase control for cancellation, and 
in-phase control for enhancement. 
7.2.2 Actuator Effectiveness 
So far, considerable attention has been drawn to the optimisation of actuators 
and the jets they produce. In Chapter 5 it was conjectured that the net mass flow 
from a jet was the most appropriate performance criterion for the actuators be- 
ing considered (pressure-jump actuators - see Chapter 3, §3.4). To test whether 
or not the conjecture holds for streak control, a definition of effective actuation 
in terms of streak control must be established. The most obvious measure of 
the success of control is the reduction in maximum streak velocity. However, a 
reduction in velocity magnitude over the entire streak is more desirable than a 
very localised velocity reduction. Hence, the chosen measure of actuator effec- 
tiveness is the integrated velocity reduction over the entire streak area (this is 
only performed at the wall-normal position where the streak velocity is maximum 
- where velocity reduction/enhancement is most crucial). 
Two jets of different durations, but with the same jet velocity, are tested sepa- 
rately on the streaks. Their actuation is timed and positioned for maximum effect 
(at t+=50); the results are shown in Figure 7.13. The long-duration jet, which 
is twice as long as the short-duration jet, has certainly been more effective at 
reducing the maximum streak velocity. To get a clearer picture, the disturbances 
from the two jets are shown in Figure 7.14 without the presence of the streaks. 
The long-duration jet produces a low-speed streak that is much longer (spatially) 
than the short-duration jet. Figure 7.15 compares the velocity reductions of the 
two jets on the centre-line of the streak regions. As the spanwise extent of the 
disturbances are almost the same in both cases, integration of the curves in Fig- 
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ure 7.15 provide suitable estimations for the performance - the longer jet is found 
to be twice as effective as the shorter jet. This is in agreement with the net-mass- 
flow performance criterion, as the long-duration jet has twice the net mass flow 
of the short-duration jet. 
Although it does depend on how you define effective actuation, this result 
suggests that the net mass flow from an actuator is a key feature in the design 
of devices for targeted control. It is also relevant to other actuators, such as the 
rising bump of Carlson and Lumley (1996a, b). According to the net-mass-flow 
performance criterion the effectiveness of the bump is governed by its area and 
its maximum displacement, not necessarily by its velocity. 
7.2.3 Distributed Control 
The results in §7.2.1 have shown that the bulk of the disturbance tends to stay 
localised around the orifice of the actuator. If it is desirable to strengthen or 
weaken the streak at all times during the evolution, the single actuation method 
is very inefficient. In this section, eight weaker and shorter actuators are used to 
follow the streak and apply the actuation at appropriate times. Figure 7.16 shows 
the cancellation of a high-speed streak using an array of actuators distributed in 
the strearnwise direction that are triggered at different times. Figure 7.17 shows 
the enhancement of a low-speed streak using the same method. The combined 
net mass flow of the shorter and weaker jets is the same as the net mass flow 
in a single long-duration jet of §7.2.1 (Figures 7.7 and 7.8). For the given mass 
flux this is a much more effective means of control, albeit more complicated to 
implement. 
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Figure 7.7: The effect of actuation on the development of a high-speed streak. Side- 
view contours (y+=O) of streamwise velocity at times leading to the point of the streak's 
maximum magnitude. The MEMS jet issues during the period t+=10-50, and its 
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Figure 7.9: The effect of actuation on the magnitude of a high-speed streak. Front- 
view contours of streamwise velocity (u+) at t+ = 50 and x+ = 528; the nth contour 
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and §A. 5.3 for simulation paxameters. This simulation is also equivalent to negative 
actuation (suction) on a low-speed streak; in this case contour values would be inverted. 
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tj=6ps) 
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Figure 7.13: The effect of jet duration on the magnitude reduction of a high-speed 
streak. Plan-view contours of streamwise velocity at t+=50 and z+=13.8; the nth 
contour is at u+=± (0.019 + 0.038(n-1)) where solid and broken lines denote positive 
and negative values, respectively. (a) No actuation: V,, =O; (b) short-duration jet: 
period of actuation t+=30-50, MEMS location x+=357-377 (R,, =15Am), V,,, =5.06 ra 
s-1; (c) long-duration jet: period of actuation t+=10-50, MEMS location x+=360-380 
(R,, =15pm), V,, =5.06 m s-1 - See §A. 5.2, §A. 5.3, and §A. 5.4 for simulation parameters. 
This simulation is also equivalent to negative actuation (suction) on a low-speed streak; 
in this case contour values would be inverted. 
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Figure 7.14: The streamwise velocity perturbation generated by a MEMS jet in the 
absence of streaks. Plan-view contours of streamwise velocity at t+=50 and Z+=13.8; 
the broken contour is at u+=-0.019. (a) short-duration jet: period of actuation t+=30- 
50, MEMS location x+=357-377 (R,, =15pm), V,. =5.06 m s-1; (b) long-duration jet: 
period of actuation t+=10-50, MEMS location x+=360-380 (R,, =15pm), Vm=5.06 m 
s-1. See §A. 5.2, §A. 5.3, and §A. 5.4 for simulation paxameters. 
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Figure 7.15: The streamwise velocity perturbation generated by a MEMS jet in the 
absence of streaks (t+=50, y+=O and z+=13.8). Short-duration jet (--): period 
of actuation t+=30-50, MEMS location x+=357-377 (R. =15pm), V, -,, =5.06 m s-1; 
long-duration jet (-): period of actuation t+=10-50, MEMS location x+=360-380 
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Figure 7.16: The effect of distributed actuation on the development of a high-speed 
streak. Side-view contours (y+=O) of streamwise velocity at times leading to the point 
of the streak's maximum magnitude; the nth contour is at u+=: L (0-019 + 0.038(n-1)) 
where solid and broken lines denote positive and negative values, respectively. There 
are eight actuators in total each with V,, = 0.63 m s-1. The mth actuator is positioned 
at x+=100+50m, 120+50m (&=15pm) and its period of actuation is from &=iom to 
10+10m (tj=31-ts). See §A. 5.2 and §A. 5.4 for simulation paxameters. This simulation 
is also equivalent to negative actuation (suction) on a low-speed streak; in this case 
contour values would be inverted. 
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Figure 7.17: The effect of distributed actuation on the development of a low-speed 
streak. Side-view contours (y+=O) of streamwise velocity at times leading to the point 
of the streak's maximum magnitude; the nth contour is at u+=-(0.019 + 0.038(n- 
1)) where solid lines denote negative values. There axe eight actuators in total, each 
with Vm = 0.63 m s-1. The mth actuator is positioned at x+=100+50m, 120+50m 
(Ro=15pm) and its period of actuation is from t+=10m to 10+10m (tj=311s). See 
§A. 5.2 and §A. 5-4 for simulation parameters. This simulation is also equivalent to 
negative actuation (suction) on a high-speed streak; in this case contour values would 
be inverted. 
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7.3 Streak Control: Interactive Simulations 
All previous studies based on numerical simulation have disregarded the inter- 
active effects between the actuator and the external flow to be controlled (apart 
from Rizzetta, et al. 1999, although only synthetic-jet flow into still air was inves- 
tigated). In this section attempts are made to model the interactive behaviour 
of actuators and streaks. 
7.3.1 Numerical Method 
In the last section many scenarios were investigated with only a few prescribed 
simulations having been performed. However, the same superposition method 
cannot be exercised for interactive simulations. Another advantage of prescribed 
simulations is that the streaks and the jets can be simulated separately on differ- 
ent grids, with grid resolutions set to appropriate levels for resolving the separate 
flow structure's details. The problem with combining the two onto a mutual grid 
for a coupled simulation is that the combination of the maximum grid spacing, 
defined by the jet, and the minimum domain length, defined by the streak, creates 
a very demanding computation. However, with some assumptions, this problem 
can be circumvented. 
As the streak is much larger than the actuator it can be safely assumed that 
the pressure variations over the orifice due to the streak disturbance do not need 
to be resolved to the same scale as the actuator. If this is accepted then an inter- 
active simulation can be performed in an undisturbed turbulent boundary layer 
(with a grid of reasonable size) by superposing the pressure resulting from the 
streak (calculated earlier on a larger and coarser domain) onto the pressure due 
to the actuator disturbances. The final result is then obtained by interpolating 
and superposing both streak and streak/actuator results onto a common grid. 
It is in fact slightly more economical to simulate the interaction of a streak and 
an inactive actuator, and separately simulate an active actuator in an undisturbed 
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boundary layer. This way three qualitatively different results can be obtained us- 
ing superposition: the interaction of positive actuation with a high-speed streak 
(or negative actuation on a low-speed streak); the interaction of positive interac- 
tion with a low-speed streak (or negative actuation on a high-speed streak); and 
the interaction of an inactive actuator with a high- or low-speed streak. 
The actuator model is in fact slightly nonlinear, but these effects are negligible 
for the magnitudes of velocity being considered. 
7.3.2 Results 
Figure 7.18 shows the effect of interaction on the jet velocity of the MEMS actu- 
ator. The difference between the interactive cases and the still-air case is quite 
significant. What this effectively means, is that streaks that are weak enough to 
be controlled by MEMS jets (see the previous sections) can still strongly influence 
the outputs of some MEMS actuators. However, what these simulations cannot 
model is the pressure fluctuations that would arise from the turbulent nature of 
the boundary layer - this would increase the interactive effect and could make 
the devices as unpredictable as the boundary layer itself. 
The effect on the high-speed streak is shown in Figure 7.19. As with the 
prescribed simulations, the actuation successfully reduces the magnitude of the 
streak but is very localised in comparison. The effect of the MEMS on the low- 
speed streak (Figure 7.20) is more significant as the interaction makes the jet 
stronger. However, in general, the actuation in this section is less effective than 
that of §7.2, owing to the difference in net mass flow out of the devices. The 
strongest jet in this section has ten times less mass output than the average jet 
of section §7.2. The distributed scheme in §7.2.3 would perhaps be required to 
generate efficient actuation. 
Finally, the interaction of the streaks with an 'inactive' actuator is shown in 
Figure 7.21. Although the effect of the inactive MEMS is quite weak in compar- 
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ison to the devices of §7.2, relative to the actuation in Figures 7.19 and 7.20 the 
disturbance is significant. The combined effect of a streamwise array of inactive 
MEMS could be enough to alter the bursting of the streaks in an uncontrolled 
manner. It is very difficult to know exactly how the streaks would be affected in 
this way, as the pressure perturbations over the MEMS will be strongly influenced 
by non-deterministic motions. 
7.3 Streak Control: Interactive Simulations 
0.8 
0.6 ................. ................. ................. 
\" 
::: 
.' 
"\. \' 
0.4 ........... ................. ................. 
0.2 
................ 
:N 
"" 
"" 
................. 
1 
0.8 
........................... ............ ................. 
1 
0.2 -0.2 
L 
0 
1 
0.4 0.6 
t (s) Xle 
237 
Figure 7.18: The vaxiation of jet velocity with time. A MEMS actuator (R,, =10/4m) 
issuing into still air (-); a MEMS actuator interacting with a high-speed streak (---); 
a MEMS actuator interacting with a low-speed streak (--). See §A. 5.5 for simulation 
parameters. 
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Figure 7.19: The effect of actuation on the development of a high-speed streak. Side- 
view contours (y+=O) of streamwise velocity at times leading to the point of the streak's 
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Figure 7.20: The effect of actuation on the development of a low-speed streak. Side- 
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neath the contour plots. See §A. 5.5 for simulation parameters. This simulation is also 
equivalent to a MEMS driven by a low-speed streak; in this case contour values and 
the velocity plot would be inverted. 
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7.4 Chapter Summary 
In this chapter, streak control has been demonstrated using MEMS-jet actuators. 
The streaks were generated in §7.1 using an optimum body force. The spanwise 
wavelength of the optimum body force was found to be equal to the average 
streak spacing observed in experiments. 
In §7.2 prescribed simulations were used to study streak control, and a number 
of different combinations and placements of MEMS jets were investigated (§7.2.1). 
The basic rules for actuation are as follows: to increase the level of turbulence, 
blowing should be applied to low-speed streaks and/or suction applied to high- 
speed streaks; to decrease the level of turbulence, blowing should be applied to 
high-speed streaks and/or suction applied to low-speed streaks. 
The results in §7.2.2 reinforce the net-mass-flow performance criterion estab- 
lished in Chapter 5, and those in §7.2.3 demonstrate the efficiency of streamwise 
distributed control. 
In §7.3 the interactive effects between the MEMS and the streaks were con- 
sidered. Potentially, the interaction between the chaotic motions of the turbulent 
boundary layer and an inactive MEMS could produce severe actuator responses. 
Chapter 8 
Conclusions and 
Recommendations 
In this final chapter the main conclusions of the thesis are summarised (§8.1). 
This is followed by some recommendations for future research (§8.2). 
8.1 Conclusions 
The main findings from the research can be listed as follows: 
1. Synthetic jets are unsuitable for MEMS-based targeted control for two reasons: 
a) they would need to operate at incredibly-high driving frequencies in order to 
control the coherent structures, (b) at MEMS scale there is a risk of dust clogging 
the system during the inflow cycle. A modified design is proposed in Chapter 3 
that does not have the aforementioned drawbacks. 
2. The net mass flow has been shown to be the most appropriate choice of 
performance criterion for a pressure-jump diaphragm-cavity actuator. This was 
deduced by examining the ability of jets of different design to generate Tollmien- 
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Schlichting waves (§5.4) and to reduce/increase the magnitude of turbulent streaks 
(§7.2.2). This has implications for many types of flow actuator, not only the par- 
ticular design considered here. For example, it implies that microflaps (Ho and 
Tai 1996) and microbumps (Carlson and Lumley 1996a, b) should be designed 
to generate maximum net deflection (maximum mass displacement), and not, as 
sometimes thought, maximum velocity. 
3. Predicting the behaviour of scaled-down actuators is not a trivial matter. 
Chapter 3 has shown that many features of the system, such as optimum orifice 
radius and maximum velocity, are greatly affected by actuator size. 
The disturbances generated from the actuators are also scale dependent, and 
can differ greatly from MEMS- to micro-scale (§5.2). This is of particular impor- 
tance to researchers wishing to draw comparison between super-scale experiments 
and flight-scale conditions. For this reason a method is described by which, under 
certain circumstances, scale comparisons can be made safely (§5.2.3, §5.3.3). 
4. In Chapter 5, §5.5, MEMS actuation was shown to eventually produce a 
Tollmien-Schlichting wave packet. This is a crucial result regarding the viability 
of MEMS-based control, as it demonstrates the ability of MEMS actuators to 
have macro impact. 
5. It has been shown in Chapter 6, §6.4, that cavity-driven actuators (Coe et al. 
(1994), Rathnasingham 1997, Roos 1997, Smith and Glezer 1998, Jacobson and 
Reynolds (1998), Lachowicz et al. 2000) can experience Helmholtz resonance. 
Accordingly, if the pressure perturbations in a boundary layer are comparable 
to the Helmholtz frequency of a cavity-driven device, large mass flow rates in 
and out of the cavity will occur. If supposedly inactive devices have the poten- 
tial to amplify flow instabilities, this could produce unpredictable effects to the 
boundary layer such as premature transition to turbulence. For an active con- 
trol actuator this is a very negative effect, and a design condition is described in 
Chapter 3, §3.6.5, that will avoid uncontrolled Helmholtz resonance. 
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6. In Chapter 7a method for modelling streaks (streamwise vortices) has been 
developed. Using this model it has been demonstrated that flight-scale turbu- 
lent streaks can be controlled by MEMS-scale actuation. However, the MEMS 
disturbance is quite localised in comparison to the developing streak and to ac- 
commodate this, a method of strearnwise distributed control has been proposed 
and demonstrated that is more efficient (§7.2.3). 
7. It has been shown that the interaction between cavity-driven devices and the 
boundary layer within which they perform is not negligible; Helmholtz resonance 
is an example of this. The interaction is also responsible for a significant damping 
effect which occurs in MEMS-scale devices (§6.1). Finally, some of the interactive 
simulations in Chapter 7 suggest that there is potential for the device to strongly 
interact with the pressure fluctuations in a turbulent boundary layer. 
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8.2 Recommendations for Further Work 
As yet our knowledge of turbulence, and the technology of MEMS, is not suffi- 
ciently developed to enable a MEMS-based active control scheme to be developed. 
There is much work to be done in all areas before this becomes possible. In this 
section, recommendations for further research that can build on the current work 
are detailed. 
8.2.1 Improved Actuator Modelling 
In Chapter 2, the modelling of a MEMS actuator was described. It was estab- 
lished that several improvements could be made to the model. Firstly, that the 
diaphragm and PZT system should be modelled more comprehensively. In this 
thesis the PZT is incorporated into the linear plate model using an effective stiff- 
ness, a mid-plate boundary condition, and a vertical-force couple. To test or 
improve this method, governing equations for the active PZT should be estab- 
lished and solved; these would include all facets of the electrostrictive effect. The 
PZT model could then be coupled with a nonlinear plate model (see for example 
Lucey et al. 1997) to achieve an accurate description of the PZT and diaphragm 
system. Equally important, however, is the accurate estimation of structural 
damping for the system at MEMS scale - this may prove to be very difficult to 
obtain as estimating damping is problematic for many mechanical systems. 
The essential two pieces of information to be obtained from an improved model 
are as follows: the maximum deflection that can be produced (this determines 
the maximum net mass flow of the device), and the speed at which the diaphragm 
can deflect (this affects the velocity and the duration of the jet). If this infor- 
mation can be calculated using an accurate model, then a simpler model, such 
as that described in Chapter 2, could be calibrated for use in the full application 
simulations. 
The most limiting aspect of the current actuator model is the assumption 
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that the fluid is static in the cavity; it has been demonstrated that this is not an 
appropriate assumption in all cases. It seems that the only way to overcome this 
difficulty would be to solve the compressible Navier-Stokes equations in the cavity 
and the orifice in a similar fashion to Rizzetta et al. 1999. The compressible 
cavity/orifice code could be coupled to the existing incompressible boundary- 
layer code by enforcing continuity of pressure, velocity, and density at the orifice 
exit. Also, the compressible code could be used to help define more clearly the 
appropriate range for the more-economical model described in Chapter 2. 
Finally, a compressible code could help evaluate an accurate Knusden num- 
ber for the cavity-driven MEMS devices. It may be the case that at the small 
scales and high density variations, the continuum assumption is invalid. If so, 
research into the micro-fluidic effects and 'rarefied' modelling techniques would 
be of paramount importance. 
8.2.2 A Simulated Control Scheme 
One of the major successes of the current project has been the ability to model 
streaks without compromising the economy of the computations. This method 
could also be used in simulating a single-streak control scheme with various sens- 
ing/actuator configurations and control algorithms. Since the method of control 
is far from decided, an economical model, that can allow many ideas to be tested, 
is perhaps more relevant than a computationally-expensive DNS experiment. 
8.2.3 The Suitability of Synthetic Jets 
Many of the arguments and findings of this thesis have built a strong case against 
using synthetic-jet technology for targeted control. However, further simulations 
could be performed to establish this point more conclusively. Streak-control sim- 
ulations, such as those in Chapter 7, could be used to demonstrate the difficulties 
of using a synthetic-jet mechanism to control single streaks. 
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8.2.4 Other Types of Flow Control and Actuator 
The actuator and boundary-layer code could be used to investigate other types 
of flow control. In transition control, for example; large-scale jet devices could be 
used to cancel Tollmien-Schlichting waves or algebraically growing disturbances. 
Different actuator types could also be simulated. Devices such as surface 
bumps or microvalves, could be modelled by a minimal adaption of the current 
techniques. There is much flexibility in both the boundary-layer and the actuator 
model. 
8.2.5 The Nonlinear Behaviour of Streaks 
The simulations of the streaks in this thesis have been completely linear. In reality 
of course, nonlinearities will occur at some point in the streak's development 
leading to breakdown and perhaps turbulent production. It is the promotion or 
delay of the breakdown that is the purpose of control. A serious limitation of the 
linear research is that it has to guess the property of the streak that determines the 
onset of the nonlinear instability (for example, maximum strearnwise velocity). 
It would be particularly insightful to incorporate the key nonlinear terms 
in the simulation of the evolution of the streaks, using the method of Chapter 
7. Firstly, the breakdown process can be observed in isolation. Secondly, with 
nonlinear simulations, quantitative information can be extracted, in contrast to 
the qualitative results obtained in the linear simulations of Chapter 7. Finally, 
the effect of actuation can be judged in terms of its ability to delay or promote 
breakdown. In this way the optimum type, and configuration, of actuation could 
be established. This would be a very important piece of information for the 
progression of MEMS-based targeted control. 
The nonlinear simulations, including the improvements to the actuator model 
suggested in §8.2.1, would be far more computationally demanding than those 
performed in this thesis. It can be expected, however, that future researchers will 
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have the advantage of greater computing power. 
Appendix A 
Simulation Parameters 
A. 1 Parameters for Chapter 3 
The following parameters are constant for all simulations performed in Chapter 
3: gas constant for air k=287.1 J kg-I K-1; air temperature T=293 K, the 
kinematic viscosity of air v=15 x10-1 M2 s-1; ambient air density p,, =1.196 kg 
M-3; piezoelectric constant d3l=d32=220 x 10-12 M V-1. For nomenclature, refer 
to the beginning of Chapter 3. 
Parameters for §3.1.1 
H, =2 mm; Rd 12.7 mm; w=5 pm; 1=1.6 mm; wd=1366 Hz; &=0.1-1 mm; 
N, >-20; At=10 ps 
A. 1.2 Parameters for §3.1.2 
H, =1.2-5.25 mm; Rd=12.7 mm; w,., =5 pm; 1=1.6 mm; wd=1366 Hz; R=O. 6 
mm; N=20; At=10 ps 
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A. 1.3 Parameters for §3.1.3 
Rd=12.7 mm; I? p=ll mm; ti=O. 1 mm; tp=0.1 mm; Nd=80; Ed=110 GPa; Ep=63 
GPa; vd=0.35; vp=0.3; pd=8520 kg M-3 ; pp= 7600 kg m-'; d=7 kN S M-3 
A. 1.4 Parameters for §3.1.4 
R, i=12.7 mm; td=0.1 mm; Nd=180; V/tp=constant; Ed=110 GPa; E, =63 GPa; 
vd=0.35; vp=0.3; p=8520 kg m-3; pp= 7600 kg In-3. 
A. 1.5 Parameters for §3.1.5 
H, =2mm; R=0.3 mm; 1=1.6 mm; N=20; At=10 ps; wd=1366 Hz; V=40 V; 
Rd=12.7 mm; Rp=ll mm; td=0.1 mm; tp=0.1 mm; Nd=80; Ed=110 GPa; Ep=63 
GPa; vd=0.35; vp=0.3; pd=8520 kg M-3; pp= 7600 kg M-3 ; d=7 kN s M-3. 
A. 1.6 Parameters for §3.2.1 
Rdý12.7g; Iýp==119; td-=0-19; tp=O. lg; Nd=80; Ed=110 GPa; Ep=63 GPa; vd=0.35; 
vp=0.3; pd=8520 kg M-3; pp= 7600 kg m-'; d=7 kN S M-3. 
A. 1.7 Parameters for §3.2.2 
Hý, =2g; R=0.3g; 1=1.6g; N=20; V/tp-400 kV m-l; Rd=12.7g; Rp=llg; td=()-19; 
tp=O. lg; Nd=80; Ed=110 GPa; Ep=63 GPa; vd=0.35; vp=0.3; pd=8520 kg m-3; 
33 
pp= 7600 kg m- ; d=7 kN s m- . 
A. 1.8 Parameters for §3.2.3 
Rd=254 Mm; td=l mm; Nd=180; V/tp=constant; Ed=80 GPa; Ep=63 GPa; 
vd=0.35; vp=0.3; pd=8520 kg M-3; pp= 7600 kg M-3. 
A. 1 Parameters for Chapter 3 251 
A. 1.9 Parameters for §3.2.4 
Hý, =2g; 1=1.6g; N=20; wý.. ý=. 005g; Rd=12.7g; Rp=llg; 
td=0-19; tp=0-19; 
Nd=80; Ed=110 GPa; Ep=63 GPa; vd=0.35; vp=0.3; pd=8520 kg M-3; pp= 7600 
3 kg m- . 
A. 1.10 Parameters for §3.3.1 
H, =1-50 mm; R=0; Rd=12.7 mm; I? p=ll mm; t=0.1 mm; tp=0.1 mm; Nd=80; 
Ed=110 GPa; Ep=63 GPa; vd=0.35; vp=0.3; Pd=8520 kg M-3; pp= 7600 kg M-3. 
A. 1.11 Parameters for §3.3.2 
R=0-0.4 mm; H, =2mm Rd=12.7 mm; '7P=11 MM; td=0-1 MM; tp=0.1 MM; 
Nd=80; Ed=110 GPa; E, =63 GPa; vd=0.35; vp=0.3; pd=8520 kg m-3; pj, = 7600 
3 kg M-. 
A. 1.12 Parameters for §3.3.3 
H=50pm; R=5 um; 1=10 Mm; N=20; At=0.02 ps; Vltp=400 kVm-l; Rd=50 
Mm; 4=40 Mm; td=l Mm; tp=l Mm; Nd=80; Ed=100 GPa; Ep=63 GPa; vd=0.27; 
vp=0.3; pd=2300 kg M-3; pp= 7600 kg M-3 ; d=100 kN S M-3. 
A. 1.13 Parameters for §3.4.1 
d=10-1000 kN S M-3 ; H, =50/, tm; R,, =5 pm; 1=10 pm; N,, =20; At=0.02 us; 
Vltp=400 kVm-1; Rd=50 pm; Rp=40 pm; td=l AM; tp=lpm; Nd=80; Ed=100 
GPa; Ep=63 GPa; vd=0.27; vp=0.3; Pd=2300 kg M-3 ; pp= 7600 kg M-3. 
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A. 1.14 Parameters for §3.4.2 
R,, =3.8-9.8 pm; H, =501im; 1=10 AM; N,, =20; At=0.02 ps; Vltp=400 kVm-1; 
Rd=50 AM; Rp=43 AM; td=l AM; tp=1.22 Am; Nd=80; Ed=100 GPa; Ep=63 
GPa; vd=0.27; vp=0.3; pd=2300 kg M-3 ; pp= 7600 kg M-3; d=100 kN S M-3. 
A. 1.15 Parameters for §3.4.3 
Ro=7.8 pm; H, =50/. Lm; 1=10 jim; No=20; Rd=50 AM- 
A. 1.16 Parameters for §3.5.2 
R=250-450 ßm; H=31.25 mm; 1=6.25 mm; N=20; Rd=31.25 mm; Nd=80. 
A. 1.17 Parameters for §3.6.1 
H, =50g; 1=lOg; N=20; V/tp=400 kVm-; Rd=50g; 4=43g; td=lg; tp=1.22g; 
Nd=80; Ed=100 GPa; E, =63 GPa; vd=0.27; vp=0.3; pd=2300 kg m-3; pp= 7600 
kg m-3; d=100 kN s m-3. 
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A. 2 Parameters for Chapter 4 
Unless otherwise indicated all variables in Chapter 4 are non-dimensionalised us- 
ing the length scale J* and the time scale J*IU,.. In all simulations the kinematic 
viscosity is given by v= 15 mm2 s-1. For nomenclature, refer to the beginning of 
Chapter 4. 
A. 2.1 Parameters for §4.3.1, Figures 4.2 and 4.4 
R=769-56 (J*U,,,, Iv); P=0.15391; wf=0.076956; Xd=600; Ax=l; N, =64; L=4; 
T=653.17; At=0.50244; Xb-X, =100-110; V,,, =O. lU.,,. 
A. 2.2 Parameters for §4.3.1, Figure 4.3 
R=666.4-719.86-769.56 (J*U,,. Iv); U,, =30 m s-1; P=0-400; wf =60003*IU,,.; 
Xd=600; Ax=l; N, =32; L=4; T=167rlwf; Xb-X, =100-110; V,,, =O. lU,,.; 
A. 2.3 Parameters for §4.3.2, Figure 4.5 
R=1720.8 (6"U,,. Iv); P=0.4; Xd=6400; Ax=32; N, =64; L=2.4814; At=16; xf =1600; 
zf =2.485; a=64, b=0.08. 
A. 2.4 Parameters for §4.3.2, Figure 4.6 
R=1720.8 (J"U,,. Iv); 0=0.1-0.7; Xd=6400; Ax=32; N, =64; L=2.4814; At=16; 
xf=1600; zf=2.485; a=64, b=0.08. 
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A. 3 Parameters for Chapter 5 
Unless otherwise indicated all variables in Chapter 5 are non-dimensionalised 
with the length scale J* and the time scale J*1U.. Variables with a superscript 
Y are non-dimensionalised with friction velocity, v*, and the viscous length scale 
(wall unit), vlv*. In all simulations the kinematic viscosity is given by v= 15 
mm 2 s-1. For nomenclature, refer to the beginning of Chapter 5. 
A. 3.1 Parameters for §5.2, Figure 5.3 
For variables with MEMS- and Micro- scale alternatives the MEMS value is 
quoted first. R=2000 (J*U,,. Iv); J*= 1 mm; U. =30 m s-1; rj=0.008j* and 8s'; 
tj=12.5 rjlU,,.; V,,, =O. lU,,.; Xd=0.3 and 300; Ax=0.001 and 1; N, =32; L=0.05 
and 2; Ny=16; Yd= 0.12 and 120; T=tj; At= 0.0005 and 0.5; Xb-X. =0.15-0.166 
and 150-166. 
A. 3.2 Parameters for §5.2, Figure 5.4 
For variables'with MEMS- and Micro- scale alternatives the MEMS value is 
quoted first. R=2000 (6*U,,. Iv); 6*= 1 mm; U,,. =30 m s-1; rj=0.0085* and 
85*; tj=12.5 rj1U.; V,,, =O. lU ... ; Xd=1.5 and 400; Ax=0.005 and 1; N, =32 and 
48; L=0.05 and 2; Ny=16; Yd= 0.2 and 120; P=4.5tj; At= 0.002 and 0.5; Xb- 
X, =0.735-0.751 and 100-116. 
A. 3.3 Parameters for §5.3, Figure 5.7 
For variables with MEMS- and Micro- scale alternatives the MEMS value is 
quoted first. v*=1.186 m s-1, U,,,, =30 m s-1; J* -ý 2.6 mm; rj=8 pm and 8 
mm; tj=3.33 ps and 3.33 ms; V,,, =3 m s-1; Xd+=21.82 and 2182; Ax+=0.0727 
and 72.7; N, =32 and 64; L+=10.2 and 816; Ny=16; Yd+= 4.743 and 4743; T=tj; 
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At+= 0.00121 and 1.21; Xb+-Xý=8.16-9.324 and 8160-9324. 
A. 3.4 Parameters for §5.4, Figure 5.8 
R=2000, U,,. =30 m s-1; J*= 1 mm; Aj=10J*; tj= 10 b*1U.; V,,, = Olu ... ; 
Xd=300; Ax=l; N, =32 and 64; L=4; T=180; At= 0.5; Xb-X, =60-70. 
A. 3.5 Parameters for §5.4, Figure 5.9 
R=2000, U,,,, =30 rn s-1; 6*= 1 mm; Aj=106*; tj= 10-15 6*IUOO; Vm= O. JUOO; 
X, 1=300; Ax=l; N, =32 and 64; L=4; T=180; At= 0.5; Xb-Xt=60-70. 
A. 3.6 Parameters for §5.4, Figure 5.10 
R=2000, U,,,, =30 rn s-1; 5*= 1 MM; Aj=105*; tj= 10-12.5 6*IUOO; Vm= 0.08-0.1 
U,,.; Xd=300; Ax=l; N,, =32 and 64; L=4; T=180; At= 0.5; Xb-Xe=60-70. 
A. 3.7 Parameters for §5.5, Figure 5.12 
R=2000, U,,, =30 rn s-1; 6*= 1 mm; rj=0.0086*; tj= 0.16*lUcýo; Vm=o. l U00; 
Xd=0.3 and 0.6; Ax=0.001 and 0.002; N, =32; L=0.1; P=2tj; At=0.0005 and 
0.001; Xb-Xý=0-3-0-316- 
A. 3.8 Parameters for §5.5, Figures 5.13 and 5.14 
R=2000, U,,. =30 m s-1; 6*= 1 mm; 2 rj=0.016*; tj= 0.16*IU,,.; V,,, =o. 1 u.; 
Xd=0.8 to 480; Ax=0.001 to 0.96; N, =32; L=0.05 to 2; P=2045tj; At=0.0005 
to 0.48; Xb-X,, =9.775-9.785. 
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A. 4 Parameters for Chapter 6 
Unless otherwise indicated all variables in Chapter 6 are non-dimensionalised 
with the length scale P and the time scale J*IU,,.. Variables with a superscript 
'+' are non-dimensionalised with friction velocity, v*, and the viscous length scale 
(wall unit), vlv*. In all simulations the kinematic viscosity is v= 15 mm' s-1 
and the piezoelectric constant d3l=d32=220 x 10-12 M V-1. For nomenclature, 
refer to the beginning of Chapter 6. 
A. 4.1 Parameters for §6.1, Figure 6.1 
Boundary-layer code (interactive runs only): R=2000; J*= 1 mra; U. =30 rn s-1; 
Xd=0.2; Ax=1 x 10-3 ; N, =32; L=0.02,1,2.5; Ny=16; Yd= 0.08; T=0.2; At=5 
X 10-4. 
MEMS code: g=1 pm; Hc=50g; 1=10 g; N,, =20; V/tp=400 kVm-1; R,, =5g- 
11g; Rd=50 g; I? p=43 g; td=l 9; tp=1.22 g; 
Nd=80; Ed=100 GPa; E, =63 GPa; 
333 vd=0.27; vp=0.3; pd=2300 kg m- ; pp= 7600 kg m- ; d=100 kN s m- . 
A. 4.2 Parameters for §6.1, Figure 6.2 
For variables with more than one alternative the values are quoted in order of 
actuator scale (smallest first). 
Boundary-layer code (interactive runs only): R=2000; 6*= 1 mm; U,,. =30 m s-1; 
Xd=0.2,3,40; Ax=1 x 10-3 ,2x 
10-2,0.2; N, =32; L=0.02,1,2.5; NV=16; Yd= 
0.08,0.8,12; T=0.2,5,150; At=5 x 10-4,0.01,0.1 . 
MEMS code: g=1 pm, 25 pm, 625 pm; H, =50g; 1=10 g; N,, =20; Vltp=400 
kVm-1; R,, =5g to 11g, 2g to 4.4g, 0.64g to 1.6g; Rd=50 g; Rp=43 g; td=l g; 
tp=1.22 g; Nd=80; Ed=100 GPa; Ep=63 GPa; vd=0.27; vp=0.3; Pd=2300 kg 
M-3; pp= 7600 kg M-3; d=100 kN S M-3. 
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A. 4.3 Parameters for §6.1.1, Figure 6.3 
Boundary-layer code: R=2000; &*= 1 mm; U,,. =30 m s-1; Xd=0.3; Ax=1 x 10-1; 
N, =32; L=0.5; Ny=16; Yd=0.08; T=0.2; At= 5x 10-4; Xb-X, =0.15-0.162. 
MEMS code: H, =50 Am; 1=10 AM; N,, =20; Vlt, =800 kVm-1; R,, =6 pm; Rd=50 
Am; Rp=43 AM; td=l AM; tp=1.22 Am; Nd=80; Ed=100 GPa; Ep=63 GPa; 
vd=0.27; vp=0.3; pd=2300 kg M-3 ; pp= 7600 kg M-3 ; d=100 kN s M-3. 
A. 4.4 Parameters for §6.1.1, Figure 6.4 
Boundary-layer code: R=2000; 6*= 1 mm; U,,. =30 m s-1; Xd=0.3; Ax=1 x 10-1; 
Nc=16,32,64; L=0.5; Ny=16; Yd=0.08; T=0.2; At= 5x 10-4; Xb-Xe=0-15- 
0.162. 
MEMS code: H, =50 pm; 1=10 pm; N,, =20; Vltp=800 kVm-1; &=6 pm; Rd=50 
pm; Rp=43 pm; td=l PM; tp=1.22 pm; Nd=80; Ed=100 GPa; Ep=63 GPa; 
vd=0.27; vp=0.3; Pd=2300 kg M-3 ; pp= 7600 kg M-3 ; d=100 kN S M-3. 
A. 4.5 Parameters for §6.1.1, Figure 6.5 
Boundary-layer code: R=2000; J*= 1 mm; U. =30 m s-1; Xd=0.1,0.2,0.3; 
AX=l X 10-3 ; N, =32; L=0.5; Ny=16; Yd=0.08; T=0.2; At= 5x 10-4; Xb- 
X, =0.05-0.62,0.1-0.112,0.15-0.162. 
MEMS code: H,, =50 pm; 1=10 pm; N,, =20; V/tp=800 kVm-1; R,, =6 pm; Rd=50 
pm; Rp=43 pm; td=l PM; tp=1.22 pm; Nd=80; Ed=100 GPa; Ep=63 GPa; 
333 vd=0.27; vp=0.3; pd=2300 kg m- ; pp= 7600 kg m- ; d=100 kN s m- . 
A. 4.6 Parameters for §6.1.1, Figure 6.6 
Boundary-layer code: R=2000; J*= 1 mm; U,,. =30 m s-1; Xd=0.2; Ax=1 x 
10-3; N, =32; L=0.5; Ny=16; Yd=0.06,0.08,0.1; T=0.2; At= 5x 10-4 ; Xb- 
X, =0.1-0.116. 
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MEMS code: H, =50 tim; 1=10 pm; N,, =20; Vltp=400 kVm-1; R,, =8 14m; Rd=50 
pm; I? p=43 tim; td=l PM; tp=1.22 pm; Nd=80; Ed=100 GPa; Ep=63 GPa; 
vd=0.27; vp=0.3; pd=2300 kg M-3 ; pp= 7600 kg M-3 ; d=100 kN S M-3. 
A. 4.7 Parameters for §6.1.1, Figure 6.7 
Boundary-layer code: R=2000; J*= 1 mm; U. =30 m s-1; Xd=0.2; Ax=1 x 
10-3 
11.5 x 
10-3 2x 10-3 ; N, =32; L=0.5; Ny=16; Yd=0.08; T=0.2; At= 5x 
10-4; Xb-X, =0.1-0.116. 
MEMS code: H, =50 pm; 1=10 pm; N,, =20; V/tp=400 kVm-'; &=8 pm; Rd=50 
pm; I? p=43 jim; td=l ILM; tp=1.22 pm; Nd=80; Ed=100 GPa; Ep=63 GPa; 
vd=0.27; vp=0.3; pd=2300 kg M-3; pp= 7600 kg M-3 ; d=100 kN s M-3. 
A. 4.8 - Parameters for §6.2, Figure 6.8 
Boundary-layer code: R=2000; 6*= 1 mm; U. =30 m s-1; Xd=0.2; AX=l X 10-3 
N, =32; L=0.02; Ny=16; Yd=0.08; T=0.225; At= 5x 10-4; Xb-X,! =0.1-0.112. 
MEMS code: H, _=50 jim; 
1=10 pm; N,, =20; V/tp=400 kVm-1; &=6 pm; Rd=50 
pm; Rp=43 jim; td=l AM; tp=1.22 pm; Nd=80; Ed=100 GPa; Ep=63 GPa; 
vd=0.27; vp=0.3; pd=2300 kg M-3 ; pp= 7600 kg M-3 ; d=100 kN s M-3. 
A. 4.9 Parameters for §6.2.1, Figure 6.9 
For variables with alternatives, fine-discretisation values are quoted first. 
Boundary-layer code: R=2000; J*= 1 mm; U,,. =30 m s-1; Xd=0.2; Ax=6.66 x 
10-4 11X 10-3 ; 
N, =48,32; L=0.019,0.02; Ny=24,16; Yd= 0.12,0.08; T=0.125; 
At= 1X 10-4 ,5x 10-4; 
Xb-X, =0.1-0.112. 
MEMS code: H, =50 pm; 1=10 pm; N,, =20; V/tp=400 kVm-1; X=6 pm; Rd=50 
pm; Rp=43 pm; td=l PM; tp=1.22 pm; Nd=80; Ed=100 GPa; Ep=63 GPa; 
vd=0.27; vp=0.3; pd=2300 kg M-3 ; pp= 7600 kg M-3; d=100 kN S M-3. 
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A. 4.10 Parameters for §6.2.2, Figure 6.10 
Boundary-layer code: R=2000; 6*= 1 mm; U,,. =30 m s-1; Xd=0.2; Ax=1 x 10-3; 
N,, =32; L=0.02; Ny=16; Yd=0.08; T=0.225; At= 5x 10-1; Xb-X, =0.1-0.112, 
0.1-0.116. 
MEMS code: H, =50 pm; 1=10 pm; N,, =20; V/tp=400 kVm-1; R,, =6 jim, 8 t1m; 
Rd=50 tim; Rp=43 pm; td=l PM; tp=1.22 jim; Nd=80; Ed=100 GPa; Ep=63 
GPa; vd=0.27; vp=0.3; Pd=2300 kg M-3 ; pp= 7600 kg M-3; d=100 kN S M-3. 
A. 4.11 Parameters for §6.2.3, Figure 6.11 
Boundary-layer code: R=2000; 6*= 1 mm; U.,, =30 m s-1; Xd=0.2; Ax=1 X 10-3; 
N, =32; L=0.02; Ny=16; Yd=0.08; T=0.125; At= 5x 10-4; Xb-Xe=0.1-0.112. 
MEMS code: H, =50 pm; 1=10 Am; N,, =20; Vltp=400 kVm-1; R,, =6 Am; Rd=50 
Am; R, =43 pm; td=l AM; tp=1.22 Am; Nd=80; Ed=100 GPa; Ep=63 GPa; 
vd=0.27; vp=0.3; pd=2300 kg M-3; pp= 7600 kg M-3 ; d=100 kN s M-3. 
A. 4.12 Parameters for §6.3 
Boundary-layer code: v*=10 m s-1; vlv*=1.5 pm, R=5161; U ... =253 m s-1; 
P ý- 3x 10-4 ; Xd+=1067; Ax+=1.333; N, =32; L+=10.2; Ny=16; Yd+=53-33; 
T+=28.26; At+= 0.0262; Xb+-X, +=414-422. 
MEMS code: H, =50 pm; 1=10 pm; N,, =20; Vltp=400 kVm-1; R,, =6 pm; Rd=50 
pm; Rp=43 pm; td=l PM; tp=1.22 pm; Nd=80; Ed=100 GPa; Ep=63 GPa; 
333 vd=0.27; vp=0.3; pd=2300 kg m- ; pp= 7600 kg m- ; d=100 kN s m- . 
A. 4.13 Parameters for §6.4, Figure 6.15 
Boundary-layer code: R=2000; C= 1 mm; U. =30 m s-'; Xd=400; Ax=l; 
N, =64; L=8; NV=16; Yd=60; T=640; At=O. 5; Xb-X=200-210; wt, =0.06. 
MEMS code: H, =50 mm; 1=10 mm; N=20; R=5 mm; Rd=30 mm. 
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A. 5 Parameters for Chapter 7 
Variables with a superscript Y are non-dimensionalised with friction velocity, 
V*, and the viscous length scale (wall unit), vlv*. In all simulations the kinematic 
viscosity is taken as v= 15 MM2 s-1 and the piezoelectric constant d3l=d32=220 
X 10-12 M V-1. For nomenclature, refer to the beginning of Chapter 7. 
A. 5.1 Parameters for Streak Generation Simulations 
The body force magnitude is varied to ensure that equal strengths of vorticity 
are created at the application point. 
v*=10 rn s-1; vlv*=1.5 pm; R;:: M61; U,,. =253 rn s-1; J*; ý-, 3 x 10-' m; Xd+=4080; 
Ax+=20.4; N, =64; L+=40.8; T+=120; At+=0.4; A+= 80-160; x+=1020 in do- ff 
main, 125 in §7.1, and 100 in §7.2; zf+--13-30, afl=81.6; bf+=2.04; T+-15 f-I 
The body force is only applied at wall-normal positions equivalent to even- 
numbered collocation points; i. e. +=L+/cos((i-1) 0.5 7r/64)-L+ for i=30,32,.., 40. Zi 
A. 5.2 Parameters for Optimum Streak 
v*=10 m s-1; vlv*=1.5 pm; R; z: M61; U,,. =253 m s-1; 6*; ý'-, 3 X10-4 M; Xd=4080; 
Ax+=20.4; N, =64; L+=40.8; T+=80; At+=0.4; A+= 100; x+=1020 in domain, ff 
125 in §7.1, and 100 in §7.2 ; zf+--18.4, af+=81.6; bf-2 04- T+-15 f- *If-* 
A. 5.3 Parameters for Long Prescribed Jet Simulation 
v*=10 m s-1; vlv*=1.5 jim; R; zý-, 5161; U,,. =253 m s-1; J*ý-3 X 10-4 m; rj=15, am; 
tj=6 ps (tj+=40); Xd+=1000; Ax+=3.33; N, =32; L+=10.2; Ny=16; 
Yd+=100; 
T+=40; At+=0.0645. 
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A. 5.4 Parameters for Short Prescribed Jet Simulation 
v*=10 m s-1; vlv*=1.5 pm; R;:: M61; U,,. =253 m s-1; 6*ý-3 X 10-4 M; r j=15. Um; 
tj=3 ps (tj+=20); Xd+=1000; Ax+=3.33; N, =32; L+=10.2; Ny=16; Yd+=100; 
T+=40; At+=0.0645. 
A. 5.5 Parameters for interactive simulations 
Interaction between MEMS and undisturbed boundary layer 
Boundary-layer code: v*=10 m s-1; vlv*=1.5 pm; R; z: M61; U,,. =253 m s-1; 
P ý- 3.06 x 10-4 ; Xd+=444.44-666.66; Ax+=2.222; N, =32; L+=10.2; Ny=16; 
Y+=100; T+=85.7; At+= 0.0439; Xb+-X, +=340.13-353.47. d 
MEMS code: H,, =250 jim; 1=20 pm; N,, =20; V/tp=800 kVm-1; R,, =10 pm; 
Rd-=50 pm; R, =43 pm; td=l PM; tp=1.22 pm; Nd=80; Ed=100 GPa; Ep=63 
GPa; vd=0.27; vp=0.3; pd=2300 kg M-3; pp= 7600 kg M-3; d=100 kN S M-3. 
Interaction between streak and 'inactive' MEMS 
Boundary-layer code: v*=10 m s-1; vlv*=1.5 pm; Rý-5161; U,,. =253 m s-1; 
J* ; z-, 3.06 x 10-4 ; Xd+=444.44-666.66; Ax+=2.222; N, =32; L+=10.2; Ny=16; 
Yd+-100; T+=85.7; At+= 0.0439; Xb+-Xý+=340.13-353.47. 
MEMS code: H,, =250 tim; 1=20 pm; N,, =20; Vltp=O kVm-1; R. =10 jim; Rd=50 
pm; Rp=43 jim; td=l AM; tp=1.22 pm; Nd=80; Ed=100 GPa; Ep=63 GPa; 
vd=0.27; vp=0.3; pd=2300 kg M-3 ; pp= 7600 kg M-3 ; d=100 kN S M-3. 
Appendix B 
Chapter 2 
B. 1 The Eccentrically Loaded Beam 
This section demonstrates the difference in magnitude of lateral and vertical, 
deflections and accelerations, produced by a configuration similar to that of the 
PZT and diaphragm. This is used to justify the assumption that the lateral 
deflection of the PZT is effectively instantaneous. The example configuration is 
an axially and eccentrically loaded beam, and is shown in Figure B. I. 
Firstly we can compare, assuming linearity, the magnitudes of static deflec- 
tions in the lateral and vertical directions. The lateral strain, (E), experienced by 
m 
I 
m 
L 
Figure B. I: An axially loaded cantilever with eccentricity. 
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the beam is expressed as 
F 
Ebt 
(B. 1) 
where E is the elastic modulus, F is the applied load, and b and t are the breadth 
and thickness of the beam respectively. The lateral extension (ý) is then simply 
FL 
Ebt 
(B. 2) 
where L is the beam's length. By calculating the moment generated, the ver- 
tical deflection can be estimated and compared with the lateral extension from 
equation (B. 2). The applied moment per unit length is M. = Ftl4b, and its 
relationship to the curvature of bending is given by 
d277 12M. 3F 
ýX-2 "= -Tt-3 = Ebt2 (B. 3) 
The vertical deflection at the end point (, q) can be calculated by integrating 
equation (B. 3) twice: 
3FL 
77 = 2Ebt2 
(B. 4) 
Now equations (B. 2) and (B. 4) can be combined to compare the magnitudes of 
lateral (ý) and vertical (q) deflections: 
3L 
77 = Tt (B. 5) 
As L>t it follows from equation (B. 5) that C<q. And so to conclude the first 
section of this example; in configurations similar to this, such as the PZT and 
diaphragm, the lateral extension (ý) caused by a lateral force, will be significantly 
less than the vertical deflection (77) caused by the induced moment. 
The second part of this example compares the lateral and vertical accelerations 
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at time zero; at this point the beam will not have deflected. The lateral force per 
unit area at time zero is given by 
2Fx 
bL2 
(B. 6) 
where x is the distance along the beam. This gives an end of'beam lateral 
acceleration of 
2F 
Upt 
(B. 7) 
where p is the density of the plate and the double-dot notation refers to a second 
derivative with respect to time. 
To calculate the angular acceleration due to the torque, the second moment 
of mass (I,,, ) must be calculated: 
I, = bL 3 pt (B. 8) 
The angular acceleration is then 
.. TF 0 7.. 4bL3p 
(B. 9) 
where the torque is given by T= R14. The linear acceleration at x=L can be 
obtained from equation (B. 9): 
F 
77 = 4bL2 
(B. 10) 
Now the vertical (ý) and lateral (ý) accelerations can be compared by combining 
equations (B. 7) and (B-10) 
77 (B. 11) 
as L>t it follows from equation (B. 11) that ý>ý; i. e. the lateral acceleration 
is much greater than the vertical acceleration. Since it has already been shown 
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that the lateral deflection is likely to be much less than the vertical deflection, it 
can be safely assumed that lateral motion is instantaneous. 
Appendix C 
Chapter 3 
CA Optimum R,, for Synthetic Jets 
Rathnasingham and Breuer (1997a) derived an expression for the optimum Stokes 
parameter for any given design. This can be used to determine the optimum 
orifice width if the frequency of oscillation is already determined. 
The method equates the maximum average jet velocity in two flow regimes; a 
viscous-dominated regime, where fluid is driven out through pressure fluctuations, 
and an incompressible regime, which allows velocities to be assumed in the cavity. 
Firstly, mass conservation is used to calculate the average jet velocity (U) that 
occurs when incompressibilty is assumed: 
- 
AdU 
U 
7rR2 0 
(C. 1) 
where Ad is the area of the diaphragm, R,, is the radius of the orifice, and is 
the average diaphragm velocity. 
For the viscous-dominated regime the equation for quasi-steady Poiseuille flow 
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is used: 
R2 0 
8v 
where v is the kinematic viscosity, and n is the pressure gradient approximately 
given by: 
11 -- POW 11 R4 
plH, 
(C. 2) 
(C. 3) 
where P,, is the ambient pressure, p is the density, H, is the cavity height, and I 
is the length of the orifice. 
It is assumed that the pressure in the cavity is unaffected by the mass ex- 
traction that U is responsible for, and governed only by the average diaphragm 
deflection (U). In other words, the mass of the fluid in the cavity is assumed to 
be constant. 
In order to estimate the optimum orifice width, the maximum average velocity 
in the two regimes are equated. If a sinusoidal diaphragm motion is assumed 
Gsin(wt)) the maximum velocity in each regime can be estimated. For the 
incompressible solution (equation C. 1) the maximum average velocity is given by: 
Umax = wAdG 
7rjR2 0 
(C. 4) 
For the quasi-steady Poiseuille flow (equation C. 2) the maximum average velocity 
is given by: 
It--- = 
2 GP,, Ro (C. 5) 
-Mý 8plH,, 
where p is the dynamic visosity. Equations (C. 4) and (C. 5) are equated and the 
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optimum orifice radius is obtained: 
8WIAdH,, 
(C. 6) 
Irp" 
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C. 2 The Correction Factor 
In Section §3.6.2 the optimum orifice radius for a pressure-jump actuator was 
analytically estimated and compared with numerical simulations. The analytical 
solution under-estimated the optimum by 14% at all scales. A linear correction 
factor, c=1.14, was introduced to offset this constant error. In this section, an 
actuator of different proportions has been modelled, to test whether or not c is 
design independent. Figure CA shows the variation of maximum average velocity 
with orifice radius for the alternative design - the simulation parameters are as 
follows: H, =100 Am; 1=20 Am; N,, =20; AP=1000; Rd=50 Am; 14=43 Am; 
td=l AM; tp=1.22 Am; Nd=120; Ed=100 GPa; Ep=63 GPa; vd=0.27; vp=0.3; 
pd=2300 kg m-3; pp= 7600 kg M-3 ; d=100 kN s M-3 (for nomenclature see the 
beginning of Chapter 3). The dashed line is the uncorrected analytical optimum, 
and the dashed/dotted line is the corrected optimum where c--1.14. The corrected 
analytical optimum is equal to the numerical optimum despite the dimensional 
changes, which implies that c is design independent. 
Figure CA: The variation of maximum average velocity (U,,. x) with orifice radius 
(R,, ); analytical optimum (- -); corrected analytical optimum with c=1.14 (---) 
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