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Abstract
One of the data structures generated by medical imaging technology is high res-
olution point clouds representing anatomical surfaces. Stereo-photogrammetry and
laser-scanning are two widely available sources of this kind of data. Raw images
are in the form of triangulated surfaces and the first step is to create a standard-
ised representation of surface shape which provides a meaningful correspondence
across different images, to provide a basis for statistical analysis. Point locations
with anatomical definitions, referred to as landmarks, have been the traditional ap-
proach, with analysis and interpretation which is widely used and well understood.
Landmarks can also be taken as the starting point for more general surface repre-
sentations, often using templates which are warped on to an observed surface by
matching landmark positions and subsequent local adjustment of the surface. The
aim of the present paper is to use the intermediate structures of ridge and valley
curves to capture the principal features of the manifold (surface) of interest. Land-
marks are used as anchoring points, as usual, but curvature information across the
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surface is used to guide the curve locations. Once the ridges and valleys have been
located, the intervening surface patches are relatively flat and can be represented in
a standardised manner by appropriate surface transects, to give a complete surface
model. However, the intermediate curve representation is of considerable interest
in its own right, as it captures the principal features of the surface and therefore
embodies much of the shape information on the object of interest.
Methods of identifying these curves are described and evaluated. While the
methods are generic, the human face is used as an important application. In partic-
ular, the models are used to investigate sexual dimorphism (the differences in shape
between male and female faces). The curve representation is shown to capture a
major component of the relevant information.
Keywords: anatomy, curves, manifold, p-splines, shape analysis, smoothing.
1 Introduction
One of the interesting types of data generated by medical imaging is in the form of
anatomical surfaces. These can arise through the thresholding of three-dimensional voxel
data, for example to identify the transition between soft tissue and bone. They can also
be generated through techniques such as laser scanning or stereo-photogrammetry, where
surface locations are measured directly through optical methods. Each observational
unit consists of a three-dimensional point cloud, with an associated triangulation, which
provides a discrete, and to some extent noisy, representation of the target surface or
manifold.
An immediate issue in the analysis of manifold data is the need to create standard-
ised (homologous) representations which have anatomical and geometrical correspondence
across images. A traditional approach to this has been through landmarks, which identify
key point locations; see, for example, Farkas (1994) for a discussion of this in the context
of the human face. There is, necessarily, substantial loss of information in reducing the
representation to a small number of points, however well chosen, but the wide availability
of statistical tools for the analysis of this type of shape information has given landmarks
a central role in the study of shape. Dryden and Mardia (1998) give an authoritative
account of this topic.
At the other end of the spectrum, a variety of approaches can be taken to build full
surface representations. The majority of these take landmarks as a starting point. A
common approach employs a surface template which is deformed, or warped, so that
landmark positions on the template match exactly those on the manifold of interest.
Hammond et al. (2004) used this approach to develop a dense point correspondence model
where standardised non-landmark locations on the image of interest are identified as the
closest points to the corresponding positions on the warped template. This approach was
developed further by Zhao et al. (2011) by adding information on local surface curvature to
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guide further deformation of the template and increase the quality of the match with the
manifold in geometrical terms. In a different approach, applied to human faces, Srivastava
et al. (2009) use a Riemannian framework to produce a co-ordinate system which allows
both deformation and comparison using a single elastic metric. A Darcyan curvilinear
co-ordinate system, based on the geodesic distance function from a fixed reference point,
allows the facial surface to be represented as an indexed collection of level curves.
The present paper tackles the problem from a different perspective by focusing at-
tention on anatomical curves which identify ridges and valleys. These are intermediate
structures which provide a richer description of manifold data than landmarks but which,
as inherently one-dimensional objects, provide simpler representations than a full surface
approach. Ridge and valley curves often capture many of the key features of a manifold,
as discussed by Koenderink (1990) and many other authors. For example, in the context
of the human face a large proportion of the information on shape is captured in the loca-
tions of the ridges, such as the nose profile, and valleys, such as where closed lips meet.
Curves may incorporate anatomical landmarks; indeed, Katina et al. (2016) argue that
the definitions of anatomical landmarks should be based on anatomical curves, through
crossing points or the locations with maximum curvature. Full surface representations
can be approached by relatively straightforward in-filling of areas between curves, as the
curvature of these intervening regions will be relatively low. There are therefore strong
arguments that ridge and valley curves are the key features to target in constructing
representations of shape for manifolds.
In general, the estimation of the locations of ridge and valley curves on a manifold is
a difficult problem, in the absence of prior information on the nature of the curves to
be located. One broad approach is to exploit the definition of ridge or valley points in
terms of locally extreme curvature and then to combine candidate points into a curve.
Ohtake et al. (2004), Stylianou and Farin (2004) and Che et al. (2011) provide examples
of this approach from the extensive computer vision literature on this topic. Bowman
et al. (2015) used repeated scans along surface transects to locate points of discontinuity
in first derivatives, or sharp change in direction, using statistical methods. Again, ridge
and valley curves were created by combining candidate points, although the principal
curve Hastie and Stuetzle (1989) methods employed do not guarantee a curve which lies
on the manifold.
The problem of ridge and valley curve estimation is tackled in the present paper by a new
approach which uses basic information on surface curvature to identify regions of interest,
transforms these locally to a two-dimensional space, and exploits the expected smoothness
of the curves to estimate these directly in this new domain. Although the underlying
methods have considerable generality, the human face is used as a significant application.
This is a context where anatomical landmarks are widely available through trained manual
identification or through more automatic methods, as described for example by Sukno
et al. (2014). The problem of estimating ridge and valley curves is therefore tackled in
the setting where landmarks are available to provide end points of each curve of interest.
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Elementary ideas of differential geometry are reviewed in Section 2 to provide some
basic tools for characterising manifolds. Methods for the estimation of ridge and valley
curves are described in detail in Section 3, using the human face as an important example.
The construction of a full surface model is then addressed in Section 4, where the concept
of ‘sliding’ to ensure geometric matching with a template is discussed. The properties of
the method are evaluated computationally, and in a simulation study, in Section 5. The
resulting models are used to explore human sexual dimorphism in Section 6. Some final
discussion is given in Section 7.
2 Tools from differential geometry
The local shape at a three-dimensional location m = (x, y, z) on a differentiable manifold
M can be characterised through the quadratic surface
z =
1
2
(
κ1x
2 + κ2y
2
)
, (1)
where z lies in the normal direction to the surface and the orthogonal axes x and y lie
on the tangent plane, associated with the directions of maximum (κ1) and minimum (κ2)
curvature. This is clearly described by Koenderink (1990) and many others, along with
a wide variety of other key tools for studying surface shape. The principal curvatures, κ1
and κ2, and their associated directions, provide the essential information for characterising
curvature across the manifold.
An observation of a manifold consists of a three-dimensional point cloud plus an associ-
ated triangulation. In order to estimate the principal curvatures at an observed point m,
a surface normal direction can be constructed as the average of the normal vectors asso-
ciated with the set of triangles which contain m; see Koenderink and van Doorn (1992).
By fitting a quadratic model of the form (1) to a local neighbourhood of points through
ordinary least squares, with arbitrary orthogonal axes in the tangent plane, the principal
curvatures and directions can be estimated through the eigen-decomposition of the Wein-
garten matrix. Goldfeather and Interrante (2004) provide all the details. An important
choice is the size of the neighbourhood to which the quadratic surface is fitted. In general,
this needs to be adapted to the characteristics of the manifolds being studied. Working
with human faces which, at a broad level, have very strong shape correspondences across
people, allows the effects of different neighbourhood size to be explored. This resulted in
the recommendation of using connected triangulation points within a radius of 1 cm of
the point of interest.
There are many useful ways in which the principal curvatures can be condensed into a
single number, to express particular curvature properties. For example, Gaussian curva-
ture, defined as κ1κ2, is a very commonly used measure where positive values correspond
to peaks, wells, ridges or valleys, while negative values correspond to saddle points. A
particularly useful summary in the present setting is the shape index (Koenderink and
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van Doorn, 1992) which gives a helpful characterisation of the type of curvature at any
point. This is defined as
S(m) =
1
2
− 1
pi
tan−1
(
κ1(m) + κ2(m)
κ1(m)− κ2(m)
)
, (2)
where the notation emphasises that the principal curvatures vary with the point of interest
m. Values of S close to −1 indicate a ‘spherical cup’ where both principal curvatures are
positive. As S increases the corresponding surface shape bends smoothly through ‘trough’
and ‘rut’, reaching ‘saddle’ shapes around 0. The process is reversed as S increases and
the associated surfaces move through ‘ridge’ and ‘dome’ to arrive at a ’spherical cap’
when S reaches 1. This helpful typology of surface shape is illustrated in the upper part
of Figure 1, which is modelled on a similar figure in Koenderink and van Doorn (1992)
and uses the same verbal descriptors and colour coding. Notice that the shape index S is
a function of the ratio of κ1 and κ2, so that it describes the type of local curvature, but
not its strength.
The lower images of Figure 1 show a human face with the right hand image coloured
by shape index. This highlights key features of the face, such as the ridge of the nose and
the valleys and wells around the eyes. The positions of manually placed landmarks and
curves align well with key curvature features. This provides encouragement for the use of
the shape index, and principal curvatures more generally, in the estimation of anatomical
curves. This topic is developed in the following section.
3 Estimation of ridge and valley curves
Working in a space defined by a manifold requires careful adaptation of the standard
procedures used in linear spaces. Patrangenaru and Ellingson (2015) discuss this in detail.
A simple example is the calculation of an empirical mean over a manifoldM represented
by a set of three-dimensional points {mi = (xi, yi, zi); i = 1, . . . , n} and the associated
triangulation. An empirical Fre´chet mean is defined implicitly as arg min
∀m
∑n
i=1 d(m,mi)
2,
where m lies in the manifold and the function d measures distance within the manifold
(not in Euclidean space). So, in seeking to estimate curves, the methods adopted should
also seek to ensure that these estimates lie within the given manifold.
To establish notation, it will be useful to refer to a curved path over a manifold as
p(s) = {x(s), y(s), z(s)}, where the functions x, y, z describe the movement of the three-
dimensional co-ordinates as functions of an arc length argument s. In terms of the ob-
served manifold, this is expressed in the set of locations {pj = (xpj, ypj, zpj); j = 1, . . . , np}
where the curve intersects the triangulation. It is also helpful to provide a characterisation
of a ridge (or valley) curve. Kent et al. (1996) provides a clear approach to this through
the concept of ‘principal curves’ on a surface, meaning curves where, at every point, the
tangential directions coincide with a direction of principal curvature of the surface. The
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Figure 1: The upper plot illustrates the local surfaces associated with the shape index
on the scale from −1 to 1, with colour coding to identify each shape category. The lower
images show manually placed anatomical landmarks (23 points), and anatomical curves
(467 points), on facial surfaces coloured by natural texture (left) and shape index (right).
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points along these principal curves at which the curvature is locally extreme are called
ridge points. The set of all such points forms ridge curves.
In order to illustrate the issues involved, consider the case of estimating the valley
curve where closed lips meet in a human face, illustrated in Figure 2, with two standard
landmarks locating the corners of the mouth.
Figure 2: The upper plots show a three-dimensional manifold of lips coloured by texture
(left), shape index (middle) and maximum curvature values (right). The lower plots show
three plane cuts to determine the linear path which maximises the length-standardised
integral of maximum curvature.
3.1 A linear reference path
There is no natural co-ordinate system on the manifold, so the creation of a reference path
between the two landmarks (l1, l2) is a helpful first step. The strategy, defined below in
detail, is to identify a local region of interest, use shape index to identify the location of
relevant surface shapes, and then identify the planar surface cut whose path maximises
the curvature across the transect.
1. Localisation by distance. The presence of two reference landmarks allows attention
to be focussed on a local region of the manifold. For human faces, a strong degree of
smoothness in ridge and valley curves is to be expected, quantified in the requirement
that all points on the curve between l1 and l2 should lie within the cylinder with axis
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(l2 − l1) and radius r. Empirical investigations with human faces led to the choice
r = ||l2− l1||/2 as an effective method of identifying the local region of interest. The
top left panel of Figure 2 gives an example of the localised region for the lips.
2. Localisation by surface shape. The shape index S over the manifold, illustrated in
the top middle panel of Figure 2, can now be used to identify those points within
the local manifold which indicate valley behaviour. In order to be inclusive at this
stage, all points with negative shape index, corresponding to blue-green colour in
the standardised scale of Koenderink and van Doorn (1992), are included.
3. Localisation by curvature. As observed above, shape index describes the type of
surface shape but not its strength. For a valley, strength can be quantified by
ν = max(κ1, κ2) which we know will be positive. Non-valley points, with positive
shape index, can be assigned the value 0. The top right hand panel of Figure 2
illustrates the result using topographic colour coding.
A reference path can now be identified by considering the set of planes containing l1 and
l2, indexed by an angle of orientation γ. The lower panels of Figure 2 illustrate this. For
each γ, the intersection of the plane with the manifold describes a path pγ from l1 to l2. In
view of the characterisation of ridge points as positions of locally extreme curvature, the
integral along a ridge curve inherits this locally extreme property. The integral along any
other nearby curve of the same length must be smaller. This provides a mechanism for
identifying a reference path through optimising integrated curvature. The standardised
integral of the maximum curvature along the path pγ is{∫
pγ
ν(s)ds
}
/
{∫
pγ
1 ds
}
≈
{
np∑
j=2
wjν(pj)
}
/
{
np∑
j=2
wj
}
,
where the right hand expression shows the discrete approximation based on the path
intersection points {pj; j = 1, . . . , np} on the observed manifold and the weights wj =
||pj − pj−1|| measure the distances between successive intersection points. The curve
associated with the γ which maximises this expression then ‘mops up’ as much curvature
as possible. The standardisation by curve length
∫
pγ
1 ds is required to penalise curves
which ‘pick up’ large amounts of curvature by travelling long distances.
The resulting curve is ‘linear’ in the sense that it lies in a two-dimensional plane em-
bedded in three-dimensional space, but it describes a curved path over the manifold. The
black points in the left hand panel of Figure 3 illustrate the resulting path for the lip
valley example.
There are occasions when it is useful to identify a curve across a region which has
little strong curvature, such as the cheek from ear to nose landmarks. A linear reference
path can easily be constructed simply by minimising over
∫
pγ
1 ds ≈∑npj=2wj to locate the
planar cut with minimum length.
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Figure 3: The left hand image shows lips with anatomical landmarks (yellow), a linear ref-
erence curve (black), some illustrative points on the manifold (red), and the corresponding
closest (perpendicular) distances to the reference curve (blue). The middle image shows
the points from the manifold in the two-dimensional space defined by signed distance to
the closest point on the reference curve and arc length along the reference curve to the
location of the closest point. The colour coding of the points shows the relative strengths
of the maximum curvature at each location, on a topographic scale. The right hand image
shows a smooth surface representation, with the flexible estimate of the ridge curve in
this two-dimensional space indicated by the red line.
3.2 A more flexible estimate
The planar constraint on the reference path described above means that it can only be
regarded as a first approximation to an estimate of the valley curve of interest. However,
the existence of this reference allows the construction of a more flexible estimate through
the creation of a local co-ordinate system which uses the reference path as a baseline.
The intrinsically two-dimensional nature of the manifold can be represented by two co-
ordinate axes: one relates to the signed distance of each point on the manifold from its
closest point on the reference path (d), while the other describes the arc length along
the reference path of these closest points (s). This is illustrated in the left hand panel
of Figure 3. The distance of a manifold point to the closest point on the reference path
can be measured along the manifold but on this occasion the simple Euclidean distance
is a very good substitute because of the localisation to a region of the manifold very close
to the valley curve of interest. The middle panel of Figure 3 gives an example of the
manifold points represented in this new two-dimensional space.
In earlier discussion, a valley point was characterised as a location of maximal curva-
ture along the direction of principal curvature. In more informal language, the curvature
‘across’ the valley is maximised at the valley points. The two-dimensional axes created
through the reference curve, as described above, then give the opportunity of identifying
the valley by locating the positions of these maximum curvatures. The vertical axis, cor-
responding to the distance of each mesh point from the reference curve, will not be aligned
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exactly with the direction of maximum principal curvature for each point. Consider the
baseline case of a valley formed from the surface z = f(x, y) = βy2. It is straightforward
to derive the two principal curvatures at the point (x, y) as κ1 = 2β/(1 + 4β
2y2)
3
2 and
κ2 = 0. It is then clear that the valley points remain the locations of maximum local cur-
vature along any direction other than the valley curve itself (y = 0). More generally, the
curvature patterns are affected by changes in the strength of the quadratic shape across
the valley and by the movement of the position of the valley curve in the (x, y) plane
and in the z-axis. Modest changes in these features, such as those exhibited in human
faces, will not dislodge the valley points as positions of local maximum curvature. This
is explored quantitatively in the Supplementary Material.
In order to estimate the location of the valley curve at any particular arc length, it
is therefore necessary to estimate where the curvature ν is maximised across the d-axis
in the new (s, d) domain. (Recall that s is arc length and d is perpendicular distance.)
The middle panel of Figure 3 uses colour shading to display the values of the larger
principal curvature (νi), using the two-dimensional locations (si, di) for each mesh point
(i = 1, . . . , n) where the shape index is negative. This shows strong valley curvature in
the central region with weaker curvature near the corners of the mouth.
The curvature surface can be conveniently represented in two-dimensional p-spline form
(Eilers and Marx, 1996) as
ν(s, d) =
∑
i
∑
j
βˆijφi(s)φj(d),
constructed from the product of two one-dimensional cubic b-spline bases {φi; i = 1, . . . , b}
and a set of basis weights {βˆij; i, j = 1, . . . , b}. The presence of the ‘hat’ symbol on each
βˆij reflects the fact that these have been estimated by fixing the equivalent degrees of the
estimator to be 12, which allows a good degree of flexibility for the fitted surface. The aim
is to locate the surface ridge curve, for which a one-dimensional p-spline representation
could also be used. However, an even simpler approach is to represent the ridge curve r
at a grid of arc length positions {sk; k = 1, . . . , ng} as
r(sk) = αk, k = 1, . . . , ng.
Following the earlier principle that the integral of curvature along a ridge curve is locally
maximal, the aim is to identify r(s) to maximise∫
ν(s, r(s))ds.
By adopting a discrete approximation, and by exploiting the assumption of smoothness in
the ridge curve through a penalty function, this translates into the problem of identifying
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the α (the vector of αk values) which maximises the penalised discrete integral
M =
1
ng
∑
k
ν(sk, αk)− λαTPα
=
1
ng
∑
k
∑
i
∑
j
βˆijφi(sk)φj(αk)− λαTPα,
where λ denotes a penalty parameter and P = DTD denotes the penalty matrix con-
structed from the matrix D which generates second-order differences of the elements of
α as Dα. As the expression M is not linear in α, Newton’s method provides a suitable
solution. This requires the evaluation of the derivatives
∂M
∂αk
=
∑
i
∑
j
βˆijφi(sk)φ
′
j(αk)− 2λ(Pα)k,
∂2M
∂α2k
=
∑
i
∑
j
βˆijφi(sk)φ
′′
j (αk)− 2λ(P )k,k,
∂2M
∂αk∂αl
= −2λ(P )k,l, (k 6= l),
where the notation (v)k denotes the lth element of the vector v and (A)k,l denotes the
(k, l)th element of the matrix A. B-splines have the very convenient property that their
derivatives are scaled b-splines of lower order. Specifically,
φ′i,a(x) = (φi,a−1(x)− φi+1,a−1(x))/b,
where the second subscript on φ denotes the order of the b-spline function and b de-
notes the distance between the (regularly spaced) knots. Second derivatives can then be
computed by a further application of this formula.
The anchoring points correspond to α1 = 0 and αnk = 0, so these two elements are
fixed. From a starting point which sets all αk = 0, Newton’s method then employs the
iterations
α(m+1) = α(m) −H−1(α(m))f(α(m)),
where f denotes the vector of first derivatives and H denotes the matrix of second deriva-
tives. The iterations converge very quickly.
After experimentation on a variety of images, the penalty parameter was set to λ = 0.5
as this achieves a good compromise between fidelity and smoothness for the relatively
simple curves in human faces. The right hand panels of Figure 3 show the end result
of this process on the illustrative example of a lip valley curve. The resulting curve has
a flexibility which is modest, but sufficient to adapt to the curvature information which
suggests that the true valley curve deviates a little from the earlier linear reference path.
11
Figure 4: The left hand panel shows a Delaunay triangulation which forms the basis of
barycentric interpolation. The right hand images show the final estimate of the lip valley
curve, on surfaces coloured by natural texture, shape index and maximum curvature.
3.3 Interpolation back to three-dimensional space
The final step is to transfer the estimate of the valley curve from the (s, d) domain back to
three-dimensional space. The existence of a triangulation on the observed manifold means
that barycentric interpolation can provide a simple solution. The observed manifold usu-
ally has an associated triangulation and where this does not exist Delaunay triangulation
(De Berg et al., 2000) can be used. Any interior point m in the (s, d) domain can be
expressed as a linear combination of the vertices v1, v2, v3 of its enclosing triangle, so that
m =
∑3
i=1 δivi. As each vertex has an associated location in three-dimensional space,
the x-coordinate of m can be interpolated as xm =
∑3
i=1 δixi, where x1, x2, x3 are the
x-coordinates of v1, v2, v3 in three-dimensional space. This can then be repeated for the y
and z-coordinates. Meyer et al. (2002) provide the details. The locations of any points on
the valley curve identified in the (s, d) domain can therefore easily be interpolated back
to three-dimensional space.
Figure 4 illustrates this process. The images on the right hand side display the result-
ing estimate of the lip valley curve on surfaces which are coloured by shape index and
maximum curvature, as well as by natural texture, in order to highlight the information
which has been used in the construction of the estimate. This process can be repeated
across all the curves of the face displayed in Figure 1. In fact, this Figure shows the curves
estimated by the methods described in this section.
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4 Construction of a facial surface model
A set of anatomical curves across the face creates a structure which already captures a
considerable amount of the information on shape. A full representation of the facial surface
can then be produced by characterising the patches which have these curves as boundaries.
As the construction of the curves targets locations of high curvature, these patches will
necessarily have lower curvature but they may still express important biological signals.
Discrete representation of the anatomical curves, using suitably spaced points along each,
then allows a description through linear transects between these boundary points, using
plane cuts minimised over length as described in Section 3.1.
However, care must be taken in the construction of a discrete representation. This is
an issue which often occurs in functional data analysis, for example where growth curves
exhibit peaks at different times across individuals. Naive averaging across curves at each
time point blurs the signals displayed in each individual curve. Kneip and Ramsay (2008)
show how ‘structural averaging’ can be achieved by employing a transformation of the
timescale for each curve to align on key features. In the context of shape, corresponding
issues arise and Bookstein (1997) describes a related idea of ‘sliding landmarks’ where
the positions of points are successively adjusted along the curve to minimise bending
energy with respect to a template curve. This is a widely used technique in geometric
morphometrics and Rohr (2001) discusses the connection with principal curvatures.
These ideas are now adapted to the present context. In contrast to earlier work, the
adjusted discrete approximation always remains on the manifold rather than using tangent
approximations and back-projection. A template is used to adjust curves successively, to
create a full facial surface model. Adjustments are then iterated across the sample of
images, using the mean shape as a reference, to ensure that the locations of the adjusted
points have the same interpretation across the images with respect to the geometrical
features of the shapes. This is what is meant by geometric homology.
The starting point is a template shape consisting of a completely symmetric, dense
facial surface. Figure 5 shows examples, separately for males and females to respect
potential differences in shape between the sexes for visualisation purposes. A template
can be created by adopting a particular image, using the methods described in Section 3
to locate anatomical and intermediate curves, and hence a discrete representation through
points which are equally spaced along the arc length of each curve. Perfect symmetry
is then imposed by averaging the new image representation and its Procrustes aligned
relabelled reflection. This provides a reference to guide the adjustment of the discrete
representation of other images.
The ideas behind adjustment are described first with a single curve denoted by pI(s) =
(xI(s), yI(s), zI(s)) and the corresponding template curve by pT (s) = (xT (s), yT (s), zT (s)).
If the mapping from the template curve to the target curve is denoted by pI(s) = f(pT (s))
13
Figure 5: Created template facial triangulation for males (left) and females (right) scaled
for visualisation purposes.
then the bending energy of the function f = (fx, fy, fz) is
J (f) =
∑
k=x,y,z
∫ ∫ ∫
R3
[ ∑
a,b=x,y,z
(
∂2fk
∂a∂b
)2]
dxdydz.
Bookstein et al. (1989) discuss this in detail in the two-dimensional case, while Gunz et al.
(2005) discuss the three-dimensional case. As it is based on second derivatives, bending
energy is unaffected by translation or orientation. J (f) will be large if the function f
exhibits high local curvature, because this will result in large second derivatives. Any
transformation ν(s) on the arc length parameter scale s for the image, so that pI(ν(s)) =
f(pT (s)), will affect the bending energy of f . The aim is therefore to identify the function
ν(s) which minimises this bending energy, with the aim of making the curvature of the
two curves as close as possible on this new scale. The image and the template are then
geometrically homologous.
The starting point is a set of interpolated values which are equally spaced along the im-
age curve {pIj = (xIj, yIj, zIj) ; j = 1, . . . , nI} and the corresponding set of equally spaced
points {pTj = (xTj, yTj, zTj) ; j = 1, . . . , nI} on the template curve. The use of a thin-plate
spline (tps) to encapsulate the mapping between these sets of points is particularly conve-
nient because this is designed specifically to minimise the bending energy J (f) associated
with interpolation of the observed data. The aim is then to minimise this bending energy
J (f) at a further level by adjusting the locations {pIj}. In an iterative algorithm, each
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location pIj on the image curve (other than the anchoring end-points) is allowed to move
along the curve, with its new location p∗Ij defined by
p∗Ij = arg min
p∗Ij
J (f∗) ,
where f∗ denotes the tps function based on the adjusted observations. This process is
repeated successively across all the points on the image curve until convergence. After all
anatomical curves have been adjusted, intermediate curves are then computed as plane
cuts using the new anatomical curve locations as end-points. These intermediate curves
are then also adjusted by sliding with respect to the template.
An example of sliding across the nasal profile is shown in the top panels of Figure 6.
For clarity of illustration, a two-dimensional curve projected onto the x-z plane is shown,
and an unequally-spaced discrete representation has been used. The red points highlight
those whose position in the ordered sequence on the template corresponds to the nasal
tip region but which here lie much higher up on the nasal ridge. The bending energy of
the transformation between the image and the template is 7.37. The right hand panel
shows the effects of iterative sliding, with the associated bending energy between the new
image representation and the template considerably reduced to 0.68. Most importantly,
the highlighted points now lie at the nasal tip and so a consistent interpretation of the
curve shape has been constructed.
Any subsequent analysis will place central focus on the mean shape of the sample.
There is therefore particularly strong appeal in using the mean shape as the template
against which the discrete representation of other images are adjusted. This requires an
iterative procedure where the Procrustes mean of the current set of images is used as the
template for a second round of adjustment, the Procrustes mean is recomputed and the
process repeated until convergence. In practice, convergence is achieved very quickly after
a few iterations. In fact, the templates shown in Figure 5 are mean shapes produced by
this method.
The lower plots of Figure 6 show the end result of this process for an example image.
Notice that the eye area has been omitted due to the difficulties of locating curves in a
region where image quality is often poor because of high reflectivity of the eyeball and
the presence of eyelashes. This problem could be addressed by warping curves onto the
image from the template or by changing the data collection protocol to closed eyes.
5 Evaluation of the performance of curve estimation
The key step in the construction of the facial model described above is the estimation of
the ridge and valley curves. In order to evaluate the proposed method, three different
approaches were employed. The first uses Taylor’s theorem and numerical methods to
investigate the bias in estimating surface curvature, as this is the foundation of subsequent
analysis. The second method uses a simulation study to assess the performance of the
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Figure 6: The top panels show representations of the mid-line nasal profile curve, showing
the template (left) and image before (centre) and after (right) sliding. The red points
show the nasal tip area on the template and the corresponding points on the image which
sliding moves to the nasal tip area. The lower images show the final facial model in 922
discrete points (left) and fully rendered (right) forms.
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estimated curves against known ridges. In the third approach, estimated curves are
compared with curves identified manually by a trained observer on a set of real images.
5.1 Bias in the estimation of surface curvature
As surface curvature is a function of eigenvalues and eigenvectors, there is little prospect of
achieving an analytic description of the properties of estimators. However, some theoreti-
cal investigation is feasible by numerical methods. Consider a surface which has minimum
(negative) curvature across a ridge and maximal (mildly positive or negative) curvature
along the ridge. The general parametric form for a surface, indexed by the parameters
(t1, t2) ∈ [0, 1]2, can be expressed in simple additive form as (x(t1), y(t2), z1(t1) + z2(t2)),
where z1(t1) defines the cross-section (east-west) of the ridge and z2(t2) defines the vertical
movement (north-south) of the ridge curve. The minimal curvature is generated by the
curve x(t1), z1(t1)) and has the form
κ1(t1) =
x′z′′1 − z′1x′′
(x′2 + z′21 )
3
2
.
Koenderink and Doorn (1992) give the details. The maximal curvature is generated by
the curve (y(t2), z2(t2)) in the same manner. A further simplification reduces the surface
to the form (t1, t2, z1(t1)), which specifies a curve across the ridge and imposes a constant
path along it. The minimal curvature across the ridge is then
κ1(t1) =
z′′1
(1 + z′21 )
3
2
,
while the maximal curvature is zero everywhere.
The estimation of local surface curvature described in Section 3 involves fitting a
quadratic surface to a local neighbourhood. The mean value of the parameter estimates
from a linear model Y = Xβ fitted to observed data y with true underlying regres-
sion function y = h(x) is (X ′X)−1X ′h(x). The bias properties of curvature estimation
are therefore provided by applying quadratic fitting to the true surface rather than the
observed data. Bias was therefore investigated by computing the true curvature numeri-
cally and comparing this with the curvature derived from fitting a local quadratic patch.
Different surface shapes, neighbourhood sizes and mesh resolutions were considered.
Figure 7 shows examples of cross-sectional curvature based on the surfaces z = −x2
(left) and z = −x3 (right), where x and y lie on a regularly spaced grid of 1,681 points
in [0, 10]2 and a neighbourhood radius of 0.5 was employed. The differences between the
true curvatures (red dashed lines) and those computed from quadratic patches (full black
lines) are very minor, corresponding to small edge effects and to a slight underestimation
of peak and trough curvature in the cubic example. This example is typical of the cases
considered, corresponding to surfaces and mesh resolutions similar to those encountered
in facial surfaces.
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Figure 7: Plots of arc length and curvature for z = −x2 (left) z = −x3 (right) where
the red dashed line represents the true curvature and the black full line represents the
curvature computed from local quadratic patches.
5.2 Simulation study
Simulation studies were carried out to quantify the performance of ridge and valley curve
estimation, using the surface construction described in subsection 5.1. This is based on the
surface z = −b{x−c(y)}2, where x and y lie on a regularly spaced grid of 41×41 = 1, 681
points in [0, 10]2 and c(y) describes the location of the ridge curve in the x − y plane.
The particular form c(y) = (y/a)
1
3 was used, so that the parameters a and b control the
curvature of the ridge curve and the strength of the curvature across the ridge respectively.
Multiple neighbourhood radii were also employed. The settings considered include:
ridge movement a curvature of the ridge curve, (0 – 0.5)
ridge curvature b curvature of the ridge cross-section, (0 – 0.5)
landmark inaccuracy li distance off the ridge curve, (0 – 0.1)
mesh size ms distance between mesh points, (0.05 – 0.1)
noise δ uniform, added on the z-axis (0 – 0.05)
The first three of these factors are displayed in Figure 8. In each case, 500 simulations
were generated and then each calculated curve represented by 21 equally-spaced points
along the ridge. These were then compared with 21 equally-spaced points along the true
ridge curve and the separation quantified by average Euclidean distance. The full results
are available in the Supplementary material. In summary, the simulations show very good
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performance in estimation with, as expected, a slight deterioration with increases in each
of the factors listed above.
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Figure 8: Ridge curve movement (left), cross-sectional ridge curvature (middle) and land-
mark inaccuracy from a 0 reference (right).
5.3 Manual Comparison
Manual identification by trained individuals has been regarded as the ‘gold standard’ for
the production of anatomical landmarks. It needs to be recognised that manual methods
are also subject to variation and inaccuracy, and that this will undoubtedly increase in the
manual identification of curves rather than points. Nonetheless, it is valuable to compare
the curves produced by the facial model described above with those identified manually,
here using the Landmark c©IDAV software. The facial model curves and the manually
marked curves were constructed on 55 images and represented by sets of discrete points to
allow Procrustes matching of each pair of curves. This gave an overall root mean square
distance between points of 1.70 mm. Differences between the curves were strongest in the
lip borders and the nasal bridge. When these regions are omitted, the overall root mean
square distance between curves drops to 0.60 mm.
It is instructive to consider the reasons why these two areas show the largest differences.
When marking lips, manual observers are likely to be strongly influenced by colour change
at the so-called ‘vermillion border’. However, it is not always the case that the ridge of
the lips coincides exactly with this colour change. At the nasal bridge, there is a tendency
for manual observers to mark positions which are slightly ‘north’ of the ridge curve. It can
be very difficult to make a visual judgement on where this ridge lies, with a great deal of
examination of the image required at different orientations. In contrast, the facial model
employs direct information on surface curvature, unaffected by perceptual considerations.
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6 An application to sexual dimorphism
The differences in facial shape between males and females have been studied from a
variety of perspectives. For example, research in psychology (Bruce et al., 1993; Armann
and Balthoff, 2012) has used reported male/female visual judgement to identify both
the key facial features which differentiate the sexes as well as those features used to
make gender classifications. Shape information has traditionally been quantified through
distances, angles and ratios computed from landmarks in two- and three-dimensional
images. Classification algorithms are estimated to be 94% accurate when combining two-
and three-dimensional information. However, the faces misclassified by the algorithms are
not the same ones as those misclassified by the human observers. Kramer et al. (2012)
used two-dimensional photographs and three-dimensional scans to measure facial width-
to-height ratio for men and women, using landmarks in the middle of the face, but found
no evidence of sexual dimorphism.
The manner in which shape is quantified clearly has a very big influence on the infor-
mation which is then available for analysis. In particular, the shape information present
in landmarks is necessarily limited. Recent examples of full three-dimensional surface
representations of faces include Srivastava et al. (2011), who use elastic deformations and
level curves, and Claes et al. (2012) who map a ‘facial mask’ onto the images and fo-
cus particularly on symmetric/asymmetric components of sexual dimorphism. The facial
model developed in the present paper was used to tackle the general question of sexual
dimorphism, with particular interest in the information exploited by the different levels
of representations in landmarks, curves and surfaces.
A sample of 250 facial images was used. All statistical tests reported in this section
compare males and females through a permutation approach, with 1000 permutations of
sex labels, to avoid reliance on distributional assumptions for very high-dimensional data.
A larger mean size should be expected for males and this was confirmed by a two sample
t-test (p = 0.011). Further analysis was based on principal components, which provide a
standard mechanism to describe the main modes of shape variation in a smaller number
of dimensions, as discussed by Dryden and Mardia (1998) for example. The first 10
principal components were used here are this captures around 90% of the shape variation.
A Hotelling’s T 2 test of differences in mean facial shape between males and females, based
on these component, found a marginally significant difference of p = 0.048. However, this
was based on the full facial mesh and a more informative analysis is likely to be achieved
by examination of the individual components.
The first few principal components capture large-scale variation, for example in height-
width ratio, which is common to males and females. However, the upper plots of Figure 9
show clear evidence of sexual dimorphism in the 4th and 5th principal components derived
from the facial surface models (p-values 0.009 and 0.008 respectively). When these compo-
nents are re-expressed as shape changes, they correspond to protrusion of the brow ridge
(stronger in males) and protrusion of the cheekbones (stronger in females). The mean
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surface shape models for males and females are displayed in Figure 9, using transparent
surface representations. The cheek protrusion in females is particularly noticeable with a
compensating protrusion in the nasal and mandible regions in males. Differences in the
brow ridge are also evident, with males exhibiting a lower ridge with greater protrusion.
If analysis is based on the facial curves then again the fourth principal component is
associated with the protrusion of the brow ridge, and this is significantly different for
males and females. There is no natural ridge or valley curve across the cheek so this
manifestation of sexual dimorphism cannot be captured. However, if landmarks alone
are used for analysis then no significant differences are identified. This highlights the
additional information expressed in the full facial surface model in contrast with the
traditional landmark approach. It also signals the key role played by the facial curves,
where much of the information in facial shape resides.
7 Discussion
The model described in the paper gives a full description of a three-dimensional manifold
through estimation of its ridge and valley curves and subsequent ‘in-filling’ of the inter-
vening surface patches. The methods used respect the inherently two-dimensional nature
of the manifold by operating in relevant two-dimensional spaces. The maximisation of
curvature along path integrals is used as the guiding principle for the estimation of the
ridge and valley curves, with efficient implementation through p-spline representations.
The application to facial surfaces illustrates the additional information present in a sur-
face, rather than landmark, representation. The fact that a substantial component of this
additional information is captured by the facial curves highlights the central role played
by this key shape structure.
The analysis here has exploited the presence of traditional landmarks by using these
to ‘seed’ the construction of the ridge and valley curves. The existence of methods of
estimating these curves opens up the possibility of informing on the location of landmarks,
which can be defined in terms of curve crossings or points of extreme geodesic curvature.
The combined estimation of curves and landmarks is therefore a natural topic for further
research.
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Figure 9: The upper panels show boxplots and means (red point) of the 4th (brow) and
5th (cheek) principal components, separated by males and females. The lower images
illustrate sexual dimorphism through the mean facial shapes of males (blue) and females
(pink).
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