Exact analytical solutions are presented for the time evolution of the density of pairs produced in the QED vacuum by a uniform electric field that is adiabatically switched on starting at −∞. Pair production is described by the Dirac-Heisenberg-Wigner function introduced before [Phys. Rev. D 44, 1825Rev. D 44, (1991]. The explicit solution is obtained by an extension of the method of the spinorial decomposition to deal with a time-varying electric field. The main result of this work is that the pair density as a function of the field strength can be expanded into a power series. The essential singularity present in the Schwinger formula must be, therefore, attributed to the infinitely long duration of the process of pair creation by a time-independent field or alternatively by an abrupt switching of the field.
I. INTRODUCTION
The process of pair creation by the time independent and uniform electric field as described in our previous publication [1] suffers from a serious drawback. The instantaneous switching on of the field leads to unphysical transient effects clearly seen in Fig. 1 of [1] . In the present paper we solve analytically the problem of pair production by a uniform electric field that is switched on adiabatically.
To explain what this means in physical terms, let us consider a large (boundary conditions are disregarded) capacitor charged so that the electric field is E. We shall compare two cases. In the first case, the electric field is primordial, it existed always. In the second case, the capacitor has been continuously charged until at t = 0 the field reached the desired value E. The creation of pairs in the first case, i.e. for the time-independent electric field, was calculated by Schwinger [2] whose analytical formula has a characteristic essential singularity as a function of the field strength E.
The removal of the Schwinger singularity appearing in the title has the following meaning. Consider the observer who at time t = 0 can measure the strength of the electric field and the number of pairs but does not have information about the past history. This observer can plot the number of pairs as a function of the field strength and find out whether this dependence shows the singular behavior characteristic for the Schwinger solution. We show with the help of exact analytic solutions that the singularity will not be found if the field has been turned on adiabatically.
The formulas that describe the total pair production for an adiabatically switched field are analytic in the field strength-they can be expanded in the field strength into a convergent power series-for every finite value of the * birula@cft.edu.pl † rudnicki@cft.edu.pl parameter b, that sets the time scale of the charging process. The Schwinger singularity in the field strength appears now as a singularity in b. Thus, the essential singularity found by Schwinger is to be attributed entirely to rather unphysical assumptions that the field has infinite duration or that it has been suddenly switched on. The production of pairs by an adiabatic perturbation may seem impossible since there is an energy gap of 2mc 2 between the vacuum state and the state with one pair. Therefore, it would seem that under an adiabatic perturbation the vacuum will not change. However, these doubts should disappear when one realizes that pair production by a constant electric field is due to tunneling. Arbitrarily weak electric field can produce an arbitrarily large difference in potential energy for a sufficiently large separation. When this difference in potential energy exceeds the value 2mc 2 , pairs are created.
The problem of pair production will be formulated in terms of a field-theoretic generalization of the standard, nonrelativistic, Wigner function. The generalization was introduced in [3] and called the Dirac-Heisenberg-Wigner (DHW) function. This formulation was further developed in [4] [5] [6] [7] [8] [9] [10] [11] [12] . It allows for a description of pair creation as a time evolution of the vacuum state. The advantage of using the DHW function is its applicability to the expectation values of field operators and not only to the one-particle wave functions that are solutions of the Dirac equation. However, the analytic solutions of the oneparticle Dirac equation are still very useful. The method of spinorial decomposition introduced in [1] enables one to construct from these solutions the components of the DHW function. We shall describe two exactly soluble examples.
In the first example the field is switched on at a constant rate b-the time dependence is governed by a simple exponential. In the second example the field is switched on at a decreasing rate-the time dependence is governed by the hyperbolic secant squared. In both cases the signature of the emerging Schwinger singularity is the shrinking of the radius of convergence to zero when b tends to zero. We also show that in the first case the power expansion of the exact solution coincides with the straightforward perturbation theory.
The evolution equation for the DHW function has many solutions, most of them do not represent physical states. The DHW function shares this property with the standard Wigner function in nonrelativistic quantum mechanics-not every function over the phase-space is a Wigner function. For example, the Wigner function cannot be concentrated too much in position and momentum since this would contradict the uncertainty relations. There is, however, a class of problems for which one can be sure that the Wigner function represents a physically admissible state. These are the problems of time evolution with the initial value being a genuine Wigner function. The DHW function that is the solution of the evolution equation will correspond to a physical state-the one that evolved from the initial state according to the Schrödinger equation. This is precisely the method that is used in this work. To describe the time evolution under the influence of adiabatically switched on fields we shall always start with the easily computable exact DHW function-the one that describes the free vacuum state.
In nonrelativistic quantum mechanics the Wigner function is defined as a Fourier integral of a product of wave functions and in many cases this integral can be explicitly evaluated. In contrast, the calculation of the DHW function in quantum field theory requires the summation of contributions from an infinite number of states of virtual particles in the vacuum. The only case where this can be easily done is the vacuum state of the free field. For that reason in our analysis of the time evolution we shall choose the DHW function of the vacuum as the initial value.
In general, the evolution equations for the components of the DHW function, even in the approximation where all radiative corrections are neglected, form a set of 16 integro-differential equations and their analytic solution is a hopeless task. However, in the case of a spatially uniform electromagnetic field the evolution equations become tractable since they reduce to linear partial differential equations. These equations allow for the application of the method of characteristics leading to ordinary differential equations. In turn, these ordinary differential equations in certain cases can be solved analytically by spinorial decomposition introduced in Ref. [1] .
In the present paper we construct a complete set of solutions of the evolution equations for the DHW function describing the evolution of the vacuum in the presence of a uniform but time-dependent electric field. With the use of these solutions we find the evolution when the initial state is the free-field vacuum. Our solution clarifies the mechanism responsible for pair production and may explain some details of the vacuum decay studied recently.
In Sec. II we recall basic definitions and we derive a simplified form of the evolution equations best suited for our analysis. In Sec. III we exhibit the underlying O(3) symmetry that enables us to express the solutions of the evolution equations in terms of spinors. The method of spinorial decomposition is extended in this section to cover a time-dependent field. In Sec. IV, using this method, we find an analytic solution of the spinorial equations when the electric field is turned on exponentially. In Sec. VII we construct the analytic solution from the solutions of the Dirac equation found by Sauter [13] . Finally, in Sec. VIII we compare the time evolution of the QED vacuum in both cases underscoring the main features.
II. EVOLUTION OF THE DHW FUNCTION IN A TIME-VARYING ELECTRIC FIELD
The DHW function is defined as follows [3] :
where the square bracket denotes the commutator of the quantized Dirac field operatorΨ with its hermitian conjugate and the phase ϕ is the line integral of the vector potential
The physical meaning of this phase factor is best seen by rewriting Eq. (1) with the use of the gauge covariant shift operator
where D = ∇−ie/ A(r, t). The equivalence of this form of W and the previous one follows from the relations
The phase factor has been introduced in [3] to secure gauge invariance of the DHW function. That is why only the electromagnetic fields and not the potentials appear in the evolution equations. This also means that the argument p of the DHW function is the kinetic not the canonical momentum.
The most general DHW function has 16 real components. The 4 × 4 matrix W αβ can be decomposed into 16 matrices [3] . We found it convenient to use the matrices introduced originally by Dirac [14] ,
In the special case when the initial state is the vacuum state and the applied electric field is spatially uniform, only the following quantities do not vanish: the mass density f 3 (r, p, t), the spin density g 0 (r, p, t), the electric current density g 1 (r, p, t), and the magnetic moment density g 2 (r, p, t). Moreover, as shown in [1, 3] , only three independent coefficients (w 1 , w 2 , w 3 ) are needed to express all these quantities, namely
where n is the unit vector in the direction of the electric field, p ⊥ is the component of p perpendicular to the field, and E ⊥ is the transverse energy, E ⊥ = m 2 c 4 + c 2 p 2 ⊥ . The factor -1/2 has been introduced to have the vector (w 1 , w 2 , w 3 ) normalized to 1.
The evolution equations for the three coefficients were derived in [1] and they are:
These equations differ from Eqs. (11) of Ref. [1] only by the time-dependence of the electric field. We introduced here the dimensionless variables, namely
where p is the component of p in the direction of the electric field. We shall expose the group-theoretic content of the evolution equations for the vector w(q, τ ) by writing them with the use of the spin-one matrices S in the Cartesian basis,
where
In this way we may interpret the evolution as a rotation in the three-dimensional vector space [15] . In order to convert partial differential equations into ordinary differential equations we use an extension of the method of characteristics to systems of equations. However, this time the conversion goes in opposite direction as compared to our previous work. Namely, we shall eliminate the derivative with respect to q, not the time derivative. This is achieved by replacing the vector w(q, τ ) by a new vector X (q, τ ) with the momentum variable q displaced by the vector potential A(τ ),
Formally, this is accomplished by the following substitution:
When this expression is inserted into Eqs. (9) we find that the components of this new vector satisfy ordinary differential equations with q playing the role of a fixed parameter,
This equation was obtained with the use of the relation
. (14) The solution of the initial value problem will proceed by construction of the fundamental matrixF (q, τ ) for the set of equations (13). This matrix is built (cf., for example, [16] ) from a set of three linearly independent solutions (X 1 (q, τ ), X 2 (q, τ ), X 3 (q, τ )) of Eqs. (13),
The fundamental matrix normalized to the unit matrix at τ 0 isF
The solution of the initial value problem for the vector X with an arbitrary initial condition X (q, τ 0 ) set at τ = τ 0 is therefore
Our aim is to find the time evolution of the vacuum state. The DHW function for this state is built from the following set of w i functions [3] :
where E p = m 2 c 4 + c 2 p 2 is the total energy. Thus, in our dimensionless units the vector describing the vacuum has the form:
where E q = 1 + q 2 represents the dimensionless total energy. Choosing X (q, τ 0 ) = V (q) as the initial state we obtain the time evolved DHW function by inserting the formula (17) into Eq. (12)
All we need now to solve the initial value problem is the fundamental matrix. In the next section we show how to construct this matrix using the method of spinorial decomposition.
III. SPINORIAL DECOMPOSITION
The set of three differential equations leads to third order equations for each component studied in Ref. [6] . As we have shown in [1] , one may replace third order equations with second order equations by employing the method of spinorial decomposition that exploits the O(3) group symmetry. We shall extend this method here to cover the case of the time-varying field. To this end, we introduce the following representation for the components of the vector X in terms of a two-component spinor Ψ and the Pauli matrices,
One may check by inspection that the evolution equations (13) for the vector X follow from the evolution equations for the spinor Ψ and its conjugate,
These two coupled equations
can be transformed to the following two separate second order equations for the upper ψ − and lower ψ + components of the spinor,
These equations coincide with the second order equations obtained from the Dirac equation in the time-dependent potential A(τ ) along the z axis after the separation of the spatial variables through the following substitution
Therefore, known analytic solutions of the reduced Dirac equation (24) will lead to analytic solutions for the Wigner function. Linearly independent solutions of Eqs. (24) serve as building blocks in the construction of the spinors from which we shall construct the fundamental matrix (16) . The most convenient choice of two spinorial solutions is when they are orthonormal. Let us suppose that we found one solution Ψ 1 (q, τ ) of Eqs. (22a),
The minus sign in the lower component is chosen for future convenience. Then, the second solution of Eqs. (22a) can always be chosen in the form
It is automatically orthogonal to the first solution and it is normalized if the first solution was normalized.
The following formulas, introduced in [1] , show how to produce three orthonormal vectors X k from two orthonormal spinors Ψ 1 and Ψ 2 :
The orthonormality of these vectors is a result of the following identity valid for every set of four spinors,
The fundamental matrix built from orthonormal vectors (28) is orthogonal. Therefore, in the formula (16) we may replace the inverse matrix by the transposed matrix.
We have chosen the minus sign in the definition (28) to have the vectors (X 1 , X 2 , X 3 ) forming a right-handed set, X 1 · (X 2 × X 3 ) = 1. Therefore, the determinant of the fundamental matrix is equal to 1 (F describes a pure rotation).
We may now use the three orthonormal vectors (28) to build the matrixF . The components of this matrix [17] are real and imaginary parts of various quadratic expressions of the two functions f and g,
We need a specific form of the function A(τ ) to proceed any further. This will be done in next sections.
IV. ELECTRIC FIELD SWITCHED ON AT A CONSTANT RATE
The adiabatic switching on of the electric field will be described by an exponential prefactor. Thus, the electric field will be given by the formula E(τ ) = E exp(bτ )n with b > 0. It follows from the Maxwell equations that this field is produced by the current bE(τ ). For sufficiently small values of b this current can be neglected in comparison with the current associated with the produced pairs.
Assuming that the initial time τ 0 lies in the remote past (τ 0 = −∞), we obtain
This choice of the time dependence results in the following second order equations (24) for the upper and lower spinor components:
These equations are solvable in terms of confluent hypergeometric functions. The two independent solutions for ψ − have the form
where s = 2Eb −2 e bτ . The lower components are, in general, linear combinations of both f * (q, τ ) and g(q, τ ). However, for our choice (33) of the upper components the lower components ψ + contain only one term and the two orthonormal solutions of Eqs. (22) are (26) and (27). This is the simplest pair of solutions because each component contains only one confluent hypergeometric function. Orthogonality of the two spinors is self-evident but the check of normalization requires the use of the evolution equations (22) . Since these equations preserve scalar products of spinors, it is sufficient to check the normalization at any value of τ and we choose τ = −∞ or s = 0. At this value, the confluent hypergeometric functions reduce to 1 and the normalization |f | 2 + |g| 2 = 1 follows immediately. It may be worth noticing that the normalization condition for an arbitrary time generates some quadratic identities for the confluent functions that seem to be unknown. The matrixF N will be used in Sec. V to determine from Eq. (20) the time evolution of the vacuum state.
To elucidate the connection between the results obtained for the time-independent field in [1] and the timedependent field in the present case, we concoct one "super" equation that encompasses these two cases. The evolution equation (22a) will have the form:
where τ 0 specifies the initial moment at which Ψ describes the field-free vacuum. The exact solution of this equation can still be found. All we have to do is to replace q by q − exp(bτ 0 )/b in (33). There are two mutually exclusive limiting procedures that lead either to the solution of Eqs. (22) in [1] or to the time-dependent solution given by (33). The first limit is when τ 0 = 0 and b = 0 and it leads to a solution singular at E = 0. This solution reproduces the Schwinger singularity as shown in [1] . The second limit is when τ 0 → −∞. This solution is analytic in E but it has a singularity when b → 0. Thus, there is no direct connection between these two limiting cases.
V. TIME EVOLUTION OF THE QED VACUUM
One must be careful with taking the limit τ 0 → −∞ in Eq. (20) because of the oscillatory terms present in the fundamental matrix even in the limit of vanishing field. However, these terms cancel out when the initial state is the vacuum,
The final expression for the vector w v (q, τ ) that evolved from the vacuum at τ 0 = −∞ is obtained by combining the formulas (20), (30), and (35),
). This vector satisfies the evolution equations (7) and the vacuum initial condition. The validity of these statements follows from our general procedure but it can also be checked by a direct (albeit tedious) calculation. The density of pairs n(q, τ ) produced by the electric field [18] was shown in [3] to be
where O(q, τ ) is the overlap between the DHW vector at time τ given by (36) and the initial vacuum vector (19) ,
Since both vectors V (q) and w v (q, τ ) are normalized, 1 − O(q, τ ) is simply one-half of the squared difference between the initial and the evolved vectors. The relation (37) has been guessed from numerical calculations in Ref. [3] . In the Appendix we give a derivation of this important formula and show that it is valid for an arbitrary electromagnetic field. In the present case f 0 vanishes because the charge density in a state that evolved from the vacuum under the action of a uniform field vanishes at all times. Therefore, the general formula (A8) reduces to
With the use of Eqs. (6) and (18) the second term can be identified with (minus) the overlap function and the formula (37) is thus proven. The number of pairs should not change under the simultaneous reversal of the field and the parallel momentum because it is only the relative orientation of these two vectors that matters. This property directly follows from the fact that under the change of signs E → −E, q → −q the functionsf andg are interchangedf → −g,g → −f .
In Fig. 1 we show the pair density as a function of q for different values of the field strength E. In contrast to the results of Ref. [1] , there are no transients. The number of pairs is a smooth function of q.
The most striking result is the absence of an essential singularity in the dependence of the number of produced pairs on the field strength E. All functions appearing in the formula (38), as long as b = 0, can be expanded into a convergent power series in E because the confluent hypergeometric function 1 F 1 (a, c; z) is an analytic function of its three arguments. However, it has poles in c at all negative integers −n (including 0). Since in the formulas (33) the parameter c is a function of E,
the radius of convergence R of the series in E can be determined from the conditions c = 0 and it reads
Thus, the perturbative expansion is convergent only for E smaller than the R. In the limiting case, when b → 0, the radius of convergence goes to zero as it must because of the essential singularity that reappears in this limit. The expansion in E for τ = 0 gives the following formula up to the sixth order in E:
whereb = b/E q and In Fig. 2 we show that the six terms of this series reproduce reasonably well the exact results.
The structure of the denominators in Eq. (42) is a direct consequence of the series expansion of the confluent hypergeometric function
In our case c is given by Eq. (40) and the expansion of the expressions 1/(n + c) into powers of E gives
Substituting here the consecutive values of n we reproduce the factors in the denominators of (42).
Even though each term of the expansion into powers of E is finite, for b = 0 the series becomes only an asymptotic one. In order to make this point absolutely clear, we calculated for q = 0 the first 8 terms of the perturbation series for the number of produced pairs for two values of b. 
These expansions leave no doubt that the first series is convergent for E < 1 (the coefficients tend to zero) while the second is only asymptotic (the coefficients grow exponentially). The transition from the convergent series to the asymptotic series is the mechanism for the reappearance of the Schwinger singularity when the adiabatic switching is removed.
VI. PERTURBATION THEORY
The solution of the evolution equation (13) for the vector X (q, τ ) in perturbation theory is most easily obtained by expanding this vector in the eigenbasis of the matrix appearing in (7) . This matrix has eigenvalues 0 and ±2iE q . Its orthonormal eigenvectors are:
We shall seek the solutions of equations (13) in the form
The evolution equations for the expansion coefficients are
whereÃ(τ ) = A(τ )/E q . In order to prepare these equations for the perturbative solution we shall multiply the second equation by exp(−2iE q τ ) and the third equation by exp(2iE q τ ) and then integrate all three equation with respect to τ from −∞ to τ . Assuming that initially at τ = −∞ the system is in the vacuum state, i.e. x 0 (q, −∞) = 1, x ± (q, −∞) = 0, we obtain after integration by parts the following set of three coupled integral equations:
The solution of these equations by iteration produces the perturbative series in powers of the field strength which coincides with the power expansion of the analytic solution. We checked that perturbation theory reproduces the formula (42). Note that the function A(τ ) blows up for b = 0. Hence, the integral equations (50) become invalid which is another manifestation of the Schwinger singularity in the absence of adiabatic switching.
VII. ELECTRIC FIELD SWITCHED ON AT A DECREASING RATE
To complete our study we shall show now that the main conclusion of our investigation-the removal of the essential singularity-holds also when the time dependence of the electric field is different. To this end we use analytic solutions of the Dirac equation in a uniform time-dependent field discovered by Sauter [13] and analyzed in more detail by Sommerfeld [19] . The time dependence of the electric field in the Sauter solution is E(τ ) = Esech 2 (bτ /2)n so that A(τ ) = −2E(1 + tanh(bτ /2)). In this case, as in the previous one, the electric field is turned on gradually, starting from the zero value at t = −∞.
The second order equations (24) for the Sauter field have the following form:
Following Sauter and Sommerfeld we replace the time variable by u = (1 + tanh(bτ /2))/2 and write down the solutions in terms of hypergeometric functions. Two orthonormal solutions (26) and (27) of the first order equations (23) are constructed this time from the following two solutions of the second order equation for ψ − :
The number of pairs constructed according to Eqs. (37) and (38) is an analytic function of E but this time the radius of convergence is four times smaller than the value (41) for the exponential field. For the Sauter field we reproduce the formula for the number of produced pairs at t = +∞ that were obtained by Narozhnyi and Nikishov [20] ,
whereβ differs from β by having the sign of E reversed.
VIII. COMMON PROPERTIES OF THE TWO SOLUTIONS
The two exactly solvable cases differ considerably but they share common features confirming the main message of our work. We have chosen the parameters in such a way that at τ = 0 the electric field in both cases attains the same value E and the rate of growth of the field in the remote past is b. In this way we will be able to compare directly the results for the two choices of E(t). In Fig. 4 we show the time dependence of the electric field in the two cases.
There is a direct correspondence between the functions that solve the Dirac equation. The hypergeometric functions (33) are related to the confluent hypergeometric functions by the following limiting procedure τ → −∞, E → ∞, 8Ee bτ = const = b 2 s.
Since at τ = 0 the electric field attains in both cases the same value E, we expect that the number of produced pairs will not differ significantly. Indeed, the results of the numerical calculations shown in Figs. 5 and 6 fully confirm this expectation. The number of produced pairs is slightly higher for the Sauter field because, as shown in Fig. 4 , this field dominates over the exponentially growing field.
The analytic character of the number of pairs function is seen in Fig. 6 where we plotted the dependence on E in the neighborhood of zero. The parabolic character of both curves clearly shows that the expansion in powers of E begins in both cases with the quadratic term. The difference between the two cases diminishes with decreasing b.
IX. CONCLUSIONS
We have shown with the help of exact analytic solutions that adiabatic switching of the electric field removes the essential singularity which is present in the Schwinger formula for pair creation. This observation opened the way to a perturbative treatment which gives the results coinciding with the power expansion of the exact solution. The method of spinorial decomposition that en- abled us to find exact solutions is quite general and might be applicable to a class of similar problems.
The number of antiparticles calculated in the same manner is n(r, p, t) = 1 + mf 3 (r, p, t) + p·g 1 (r, p, t) − E p f 0 (r, p, t) 2E p .
The difference between the two expressions is the charge density n(r, p, t) −n(r, p, t) = f 0 (r, p, t),
as was to be expected.
