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Abstract. In this paper we study critial isometric and minimal isometric em-
beddings of classes of Riemannian metrics which we call quasi-κ-curved metrics.
Quasi-κ-curved metrics generalize the metrics of space forms. We construct explicit
examples and prove results about existence and rigidity.
Introduction
Definition: Let (Mn, g˜) be a Riemannian manifold. We will say g˜ is a quasi-κ-
curved metric if there exists a smooth positive definite quadratic form Q on M
such that for all x ∈M
(1) Rx = −γ(Qx, Qx) + (κ+ 1)γ(g˜x, g˜x)
where γ : S2T ∗ → S2(Λ2T ∗) denotes the algebraic Gauss mapping and Rx the
Riemann curvature tensor. (See §1. for more details.)
Quasi-κ-curved metrics are a generalization of quasi-hyperbolic metrics defined
in [BBG], which correspond to κ = −1. We will also refer to the case κ = 0 as
quasi-flat metrics. We will assume that n ≥ 3. When n = 3, the quasi-κ-curved
condition is an open condition on the metric, and thus in this case the class of
metrics we study is quite general. The condition is stronger in higher dimensions.
In this paper we study local isometric embeddings and minimal isometric em-
beddings of quasi-κ-curved manifolds. Before giving our results, it will be useful
to review some of what is known:
1991 Mathematics Subject Classification. 53C42, 53C25, 58A15.
Key words and phrases. minimal submanifolds, isometric embedding, moving frames, exte-
rior differential systems.
The second author is partially supported by NSF grant DMS-9303704.
Typeset by AMS-TEX
1
2 THOMAS IVEY AND J.M. LANDSBERG
Local isometric embeddings
Given a Riemannian manifold (Mn, g˜), one may ask if it admits a local isometric
embedding into a Euclidean space Rn+r or more generally a space form X(ǫ)n+r
of constant sectional curvature ǫ. If M is more positively curved than X , one
expects to have local isometric embeddings (e.g. the embedding of Sn into Rn+1).
We will be concerned with the case M is less positively curved than X .
The critical codimension for the isometric embedding problem is r =
(
n
2
)
. The
Cartan-Janet theorem states that local isometric embeddings of analytic Riemann-
ian n-folds into Rn+(
n
2) exist and depend locally on a choice of n arbitrary functions
of n− 1 variables. (These “dimension counts” come from the Cartan-Ka¨hler The-
orem [Car2].) In this paper, we will be interested in the overdetermined case
r <
(
n
2
)
.
In the most overdetermined case (r = 1), Thomas [T] observed that the Co-
dazzi equations of a hypersurface with non-degenerate second fundamental form
are consequences of the Gauss equations when dim(M) ≥ 4. Thus codimension
one questions reduce to questions in multi-linear algebra. (See [CO] for a clear
exposition.)
For r ≤ n, Cartan [Car1] studied the isometric immersions of a flat space into
a Euclidean space, showing that if r ≤ n−1 there is no local isometric embedding
(other than the totally geodesic one) and that when r = n such embeddings
depend on
(
n
2
)
functions of 2 variables. In the course of his proof, Cartan proved
a basic theorem about exteriorly orthogonal symmetric bilinear forms (see e.g.
[Spivak], V.11.5). Using a reduction to the flat case (see §1), Cartan went on to
show that hyperbolic space Hn admits no local isometric embedding into R2n−2
but admits local isometric embeddings into R2n−1. Moreover, these embeddings
depend on a choice of n2 − n functions of one variable, which is the most possible
for local isometric embeddings (with nondegenerate second fundamental form) for
any n-fold into R2n−1.
Cartan’s work implies that for such isometric embeddings of hyperbolic space
there is, at each point, an orthonormal basis of the tangent space under which
the second fundamental form II is diagonalized with respect to the metric. Thus,
for such embeddings there are principal tangent directions and princial normal
vectors, in analogy with the case of hypersurfaces.
Quasi-κ-curved metrics share the property that, for immersions to X(κ+ 1) in
the critical codimension, the tangent space admits a basis for which the second
fundamental form is diagonalized, but the basis is Q-orthonormal instead of g˜
orthonormal. We will refer to these vectors as the principal tangents, and the
corresponding values of II as principal normal vectors.
Cartan’s results for hyperbolic space were generalized by Berger, Bryant and
Griffiths [BBG] to quasi-hyperbolic metrics. They showed that no quasi-hyperbolic
metric admits a local isometric embedding to Euclidean space when r < n−1, and
characterized the quasi-hyperbolic metrics that admit local isometric embeddings
in the critical case r = n− 1.
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To understand this characterization, note that the Riemann curvature tensor
for a quasi-hyperbolic metric is like that of a hypersurface in Euclidean space
but the sign is wrong. If instead one considers spacelike hypersurfaces in Lorentz
space, one obtains quasi-hyperbolic metrics where Q = II. In [BBG] they assert
that all quasi-hyperbolic metrics arise in this way (at least when n > 3).
The sub-class of quasi-hyperbolic metrics satisfying the integrability conditions
to admit a critical isometric embedding are precisely the spacelike hypersurfaces
satisfying the condition
(2) ∇IIL = L · IIL,
where IIL denotes the second fundamental form of the hypersurface embedding, ∇
is the connection form of the metric g˜ and L ∈ Ω1(M) is some linear form. (This
is in fact an intrinsic condition because IIL = Q.) A result in projective geometry
([GH], B.16), which specializes to affine geometry, shows that (2) occurs if and only
if Mn is embedded as a patch of a quadric hypersurface in affine space. In [BBG]
they also assert that in the n = 3 case all quasi-hyperbolic 3-folds satisfying the
integrability conditions occur as quadric hypersurfaces in L4. Metrics satisfying
(2) admit local isometric embeddings into R2n−1 which depend on a choice of
n2 − n functions of one variable, as in the case of hyperbolic space.
The [BBG] result generalizes to quasi-κ-curved metrics:
Theorem A. Let (Mn, g), n ≥ 3, be a quasi-κ-curved Riemannian manifold.
Let X2n−1(κ + 1) be a space form with constant sectional curvature κ + 1. Then
there exist local isometric embeddings Mn →֒ X2n−1(κ + 1), with local solutions
depending on n2 − n functions of one variable, if and only if ∇Q is a symmetric
cubic form on M and
∇Q = L ·Q
for some linear form L ∈ Ω1(M).
To produce quasi-hyperbolic metrics, it was natural to look at hypersurfaces in
L
n+1. To study quasi-κ-curved metrics, it is natural to look for codimension two
spacelike submanifolds of Ln+2 having a spacelike section σ of the unit normal
bundle such that σ II =
√
κ+ 1g. Such M are quasi-κ-curved with quadratic
form Q = σ⊥ II, where σ⊥ is the timelike section of length −1 normal to σ. (We
do not know whether or not all quasi-κ-curved metrics arise in this way.) Using
methods developed in [Lan], we first show any such spacelike submanifold is in
fact a hypersurface inside a sphere:
Lemma. Let Mn ⊂ Ln+2 be a spacelike submanifold of Lorentz space. Suppose
there exists a section σ of the unit normal bundle of M , such that
σ II = cg,
where c is some constant and g is the induced metric. Then M is conguent to a
submanifold of the Lorentzian sphere of radius 1/c.
Remark: The lemma is valid in more general contexts which will be suggested in
the proof.
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Corollary. Spacelike hypersurfaces of the Lorentzian sphere of radius 1√
κ+1
in
Ln+2 are quasi-κ-curved.
Let x0, x1, · · · , xn+1 be coordinates on Ln+2 such that
< x, x >= −(x0)2 + (x1)2 + · · ·+ (xn+1)2.
Then the sphere our computations will produce has the equation:
(3) −(x0)2 + (x1)2 + · · ·+ (xn)2 + (xn+1 − 1
2
√
κ+ 1
)2 =
1
κ+ 1
with σ(0,...,0) = ∂/∂x
n+1 and T ∗(0,...,0)M = {dxi}, 1 ≤ i ≤ n. Note that for the
quasi-hyperbolic case, (3) specializes to the linear subspace xn+1 = 0; the sphere
of radius infinity.
We also classify those hypersurfaces that satisfy the isometric embedding crite-
ria, depending on the multiplicity of the eigenvalues of Q with respect to g.
Theorem B. Let Mn ⊂ Ln+2 be quasi-κ-curved with nondegenerate quadratic
form Q.
Case 1. If, on an open set of M , there exists an eigenvalue of Q of multiplicity
one, then ∇Q = LQ for some linear form L if and only if M is the intersection
of (3) and the quadric
(4) 0 = x0 − qijxixj − λjx0xj − b(x0)2 − (κ+ 1)x0xn+1
where qij , λj are respectively the coefficients of Q and L at (0, . . . , 0) with respect
to the orthonormal basis dxi, and b is a constant.
Case 2. If, on an open set of M , there are no eigenvalues of muliplicity one,
then ∇Q = LQ if and only if ∇Q = 0, in which case M is a product of space
forms and is the intersection of (3) with the quadric
(5) 0 = x0 − qijxixj − b(x0)2 − (κ+ 1)x0xn+1
where qij are the coefficients of Q at (0, . . . , 0) with respect to the orthonormal
basis dxi, and b is a constant.
Minimal isometric embeddings
Thanks to the work of Calabi, there is a reasonable understanding of the Rie-
mannian metrics of minimal surfaces. However in higher dimensions, almost noth-
ing is known beyond algebraic restrictions coming from the Gauss equations and
restrictions coming from the isometric embedding alone.
Calabi showed that any surface M2 ⊂ Rn that is minimally and isometrically
embedded must arise as a projection from some Hermitian isometric embedding
of M into some Cm, where m ≤ n ≤ 2m (see [Law]). From this description, it
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follows that any such M always admits some number of constants’ worth (again,
in the Cartan-Ka¨hler language) of noncongruent minimal isometric embeddings,
but never any functions’ worth. For example, non-planar minimal surfaces in R3
always admit a one parameter family of minimal isometric deformations, the most
famous of which is the family connecting catenoids and helicoids. One may wish
to contrast this situation with the isometric embedding problem for surfaces in R3,
without the requirement of minimality, where, as stated above, a generic metric
admits two functions of one variable’s worth of noncongruent isometric embeddings
([Car1]). (In fact, one can pose a Cauchy problem with a space curve as initial
data and realize these two functions as the curvature and torsion of the curve.)
It follows from Calabi’s work that no patch of the hyperbolic plane admits a
minimal isometric embedding to any finite dimensional Euclidean space. On the
other hand, Calabi showed that all finite dimensional hyperbolic spaces admit a
minimal isometric embedding into a Hilbert space ([Cal]).
Moore [M] proved that the only ways in which an n-dimensional space formMn
can be locally isometrically embedded as a minimal submanifold in a space form
XN (ǫ) with N ≤ 2n − 1 are if the image is totally geodesic, or Mn is flat and its
image is a piece of the Clifford torus Tn in S2n−1. In particular, Hn admits no
local minimal isometric embeddings into R2n−1.
Define the rank of an embedding as the dimension of the image of the second
fundamental form as a linear map
II : S2TxM −→ NxM.
In other words, the dimension of the second osculating space of M at a point is n
plus the rank. We obtain the following extensions of Moore’s theorem:
Theorem C.
1. If (Mn, g˜) is a quasi-κ-curved manifold and Q is g˜-parallel, then M does not
admit any local embedding of rank less than n into XN (ǫ), with ǫ < κ, which is
isometric and minimal, or which is isometric with parallel mean curvature vector,
except when M is flat and its image is a piece of the Clifford torus.
2. If an n-dimensional space form Mn(κ) is locally isometrically embedded as
a minimal submanifold of constant rank in an N -dimensional space form XN (ǫ),
then either M is totally geodesic, or the rank is at least n−1. If the rank is exactly
n− 1, then either M is totally geodesic or M is flat and its image is a piece of the
Clifford torus Tn in S2n−1. (In particular, Hn admits no local minimal isometric
embeddings of constant rank n− 1 into RN .)
We also obtain the following rigidity theorem:
Theorem D. Let Mn be a quasi-κ-curved Riemannian manifold. Let ℓ be the
dimension of the principal orbits of the identity component of the isotropy group of
M , at a generic point p ∈M , acting on the Q-orthonormal frames of TpM . Then
the minimal isometric embeddings, and more generally the isometric embeddings
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with parallel mean curvature vector, of M into a space form X2n−1(κ+1) depend,
up to rigid motions, on at most a choice of
(
n
2
)− ℓ constants.
(Note that, when γ is followed by the Ricci trace, the result is a map of full
rank on the space of quadratic forms at a positive definite Q. Hence the identity
component of the isometry group of M preserves Q.)
The minimality condition imposes additional integrability conditions on the
metric; these take the form of an overdetermined set of polynomials involving Q,
the curvature tensor, and their covariant derivatives. Because of Theorem C, we
know these additional conditions are non-trivial, and so we obtain
Theorem E. A non-empty Zariski-open subset of the space of quasi-κ-curved
manifolds Mn that admit a local isometric embedding into a space form X2n−1(κ+
1) does not admit any minimal isometric embedding.
Outline of the paper
In §1 we review the algebraic form of the Gauss equations of a submanifold of a
space form and explain the quasi-κ-curved condition in more detail. In §2 we set
up the isometric embedding problem following [BBG] and prove Theorem A. In §3
we describe what happens to the system when we add the minimality condition,
and we prove Theorems C and D in the case of minmality. In §4 these results
are extended to the case of parallel mean curvature vector. In §5 we construct
quasi-κ-curved n-folds as submanifolds of spheres in Ln+2, proving the Lemma
and Theorem B.
§1. The Gauss equations
The class of Riemannian metrics we will be dealing with have a special property
that is best described in terms of the algebraic form of the Gauss equations of a
submanifold of a space form.
Throughout this paper, let V = Rn and W = Rr; we endow W with the
standard inner product.
Let K be the kernel of the skew-symmetrization map:
0 −→ K −→ Λ2V ∗⊗Λ2V ∗ −→ V ∗ ⊗ Λ3V ∗.
Note that actually K ⊂ S2(Λ2V ∗). (This is often called the first Bianchi identity.)
K is the space of tensors with the symmetries of the Riemann curvature tensor.
Let
γ : S2V ∗⊗W → K
be the Gl(n)×O(r)-equivariant quadratic map defined as follows: in terms of an
arbitrary basis {ei} for V ∗ and an orthonormal basis {wµ} for W , γ is given by
hµije
iej⊗wµ 7→ Σµ(hµikhµjl − hµilhµjk)(ei ∧ ej)⊗ (ek ∧ el).
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For a submanifoldMn ⊂ Xn+r(ǫ) with the induced metric, we will have V = TxM ,
W = NxM (the fibre of the normal bundle at x), and
(6) R = γ(II, II) + ǫγ(g, g)
where here and in what follows, to apply γ to an element of S2V ∗, just take
W = R.
As mentioned in the introduction, Cartan realized that one could study iso-
metric embeddings of hyperbolic space via the isometric embeddings of flat space.
For, the curvature tensor R0 of hyperbolic space has the property that it is minus
the image of the metric g0 ∈ S2V ∗ under the map γ:
(7) R0 = −γ(g0, g0).
Letting Wˆ =W ⊕R and ÎI = II⊕g0, in the case of hyperbolic space, one obtains
(8) 0 = γ(ÎI, ÎI),
the Gauss equations for an isometric embedding of a flat metric into Rn+r+1.
The Gauss equations for embedding a quasi-κ-curved metric g˜ into a space form
of curvature κ+ 1 have the form
−γ(Q,Q) + (κ+ 1)γ(g˜, g˜) = γ(II, II) + (κ+ 1)γ(g˜, g˜)
When one defines ÎI = II ⊕Q, once again the Gauss equations take the form (8).
§2. Moving frames and the isometric embedding system
In this section we summarize what we will need from [BBG].
Let (M, g˜) be a Riemannian manifold. Let π˜ : F˜ →M denote the bundle of all
frames of TM , i.e., the fiber over a point x ∈ M is the set of all bases e˜1, . . . , e˜n
of TxM . On F˜ , write dx = ω˜ie˜i where the one-forms ω˜i are semi-basic to the
projection π˜. Let g˜ij = g˜(e˜i, e˜j). On F˜ we have structure equations
dg˜ij = g˜ikω˜
k
j + g˜kjω˜
k
i
dω˜i = −ω˜ij ∧ ω˜j
dω˜ij + ω˜
i
k ∧ ω˜kj = Ω˜ij ,
where the forms ω˜ij are connection forms for the Levi-Civita connection associated
to g˜ and the forms Ω˜ij are the curvature two-forms for this connection.
We will set up an isometric embedding system for quasi-κ-curved metrics fol-
lowing [BBG]. Let ǫ = κ + 1 and let X(ǫ)n+r denote the space form of constant
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sectional curvature ǫ. Let F → X(ǫ)n+r denoted the frame bundle adapted such
that for x ∈ X the fibre of F consists of bases (ei, eµ) for TxX , such that
ei · eµ = 0, eµ · eν = δµν
(We will use index ranges 1 ≤ i, j, k ≤ n and n+ 1 ≤ µ, ν ≤ n+ r. The “·” is the
standard inner product.) Let gij = ei · ej and let gij be the components of g−1.
If we treat f = (x, ei, eµ) as a matrix-valued function on F , and write df = fΩ,
then Ω is a matrix-valued 1-form, the Maurer-Cartan form. We will denote the
entries of Ω as follows:
Ω =
 0 −ǫωj −ǫωνωi ωij ωiν
ωµ ωµj ω
µ
ν

where we have symmetries
ωµν = −ωνµ, ωkν = −gkiωνi .
It follows from the definition of Ω that
dgij = gikω
k
j + gjkω
k
i .
The Maurer-Cartan equation, dΩ = −Ω ∧ Ω enables us to compute the exterior
derivatives of the components of Ω.
On the submanifold Σ ⊂ F×F˜×(S2V ∗⊗W ) defined by the equations g˜ij−gij =
0, define the Pfaffian system
Istd = {ωi − ω˜i, ωµ, ωij − ω˜ij , ωµi − hµijωj}.
with independence condition ω˜1 ∧ . . . ∧ ω˜n 6= 0. Integral n-manifolds of this
system are graphs, on the level of frames, of isometric embeddings of (M, g˜). By
differentiating the last set of forms in Istd, one sees that integral manifolds can only
lie in the subset Σ′ ⊂ Σ where the Gauss equations (6) are satisfied. Also, note
that this EDS is invariant under the group GL(n)×O(r), acting by orthonormal
changes of basis among the eµ and arbitrary but simultaneous changes of basis
among e˜1, . . . , e˜n and among e1, . . . , en.
Henceforth we will assume that r = n − 1 and that the metric g˜ is quasi-κ
curved with respect to a positive definite quadratic form Q.
Now the Gauss equations take the form (8). By an application of Cartan’s
theorem on exteriorly orthogonal forms, there exists at each point a Q-orthonormal
basis for TM such that:
(9) hµij = δijb
µ
i ,
and the n vectors bi = (b
µ
i ) ∈W satisfy
(10) bi · bj = −1 for i 6= j.
(See [BBG], §§4.2ff for details.) Note that such a basis is unique up to permutation.
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Let πQ : F˜Q →M denote the bundle of Q-orthonormal frames of TM , to which
we restrict all the forms defined on F˜ .
LetW be the smooth submanifold of V ∗⊗W defined by (10). On the subman-
ifold Σ′′ ⊂ F˜Q ×F ×W defined by the equations g˜ij − gij = 0, define the Pfaffian
system
(11) I = {ω˜i − ωi, ωµ, ω˜ij − ωij , ωµi − bµi ωi}.
(There is no sum on i in the last group.)
We will need to compute the derivatives of these forms modulo I. For all but
the last group of forms in (11), the exterior derivatives are zero modulo I. The
exterior derivatives of the forms in the last group provide the coefficients of the
covariant derivative of the second fundamental form, ∇II. Following [BBG], to
facilitate computations we write
(12) dbµi − ωµν bνi =
∑
j
(bµi − bµj )πij .
(12) defines the one forms πij . (12) is possible because it follows from (10) that
for any i the vectors bi − bj are a basis for W . By convention, πii = 0 for any i.
It is also convenient to keep track of the difference between the connections
defined by g and Q. To this end, write
(13) ω˜ij = µ˜
i
j + ν˜
i
j ,
where µ˜ij = µ˜
j
i and ν˜
i
j = −ν˜ji . The µ˜ij measure the difference between the Levi-
Civita connections of g˜ and Q. Accordingly, there are tensor components µ˜ijk such
that µ˜ij = Σ
k
µ˜ijkω˜
k on F˜ . The contraction
∇Q = (Qilµ˜ljk +Qjlµ˜lik)ω˜iω˜j ⊗ ω˜k
is the covariant derivative of Q with respect to the connection of g˜. ∇Q, denoted
by III in [BBG], will play a role in what follows.
There is a (relatively harmless) error in [BBG] in computing d(ωµi − bµi ωi)
modulo I. (See the equation above (4.33) in that paper.) We are grateful to Robert
Bryant for indicating how to make a correction. For the sake of completeness, we
include it here:
d(ωµi − bµi ωi) = −
∑
j
ωµj ∧ ωji −
∑
ν
ωµν ∧ ωνi − dbµi ∧ ωi +
∑
j
bµi ω
i
j ∧ ωj
≡ −(dbµi + ωµν bνi ) ∧ ωi +
∑
j
(bµi ω˜
i
j ∧ ωj + bµj ω˜ji ∧ ωj) mod I(14)
≡
∑
j
(bµi − bµj )
(−πij ∧ ωi + ω˜ij ∧ ωj)+ 2∑
j
bµj µ˜
i
j ∧ ω˜j mod I(15)
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(Note that there is no sum on the index i.) Define the functions
Bi = bi · bi + 1
on W; then
(16) bi · bj = −1 + δijBi
for any i, j. Dotting (15) with bk, k 6= i, shows that the two-forms in the system
are
(17) Bk(πik ∧ ω˜i − ν˜ik ∧ ω˜k + µ˜ik ∧ ω˜k)− 2
∑
j
µ˜ij ∧ ω˜j , i 6= k
Compared with [BBG], our formula has an extra term (the one with the sum
over j) at the end. Nevertheless we will derive the same integrability condition:
(18) µ˜ij ≡ 0 mod ω˜i, ω˜j for i 6= j.
This condition places additional restrictions on the metric g˜. In fact, there must
be contravariant tensor components λk on F˜ such that
(19) µ˜ij = λiω˜
j + λjω˜
i + δij
∑
k
λkω˜
k.
(See pp. 866-867 in [BBG] for details.) This in turn implies that the extra term
in (17) is zero, and the rest of the argument in [BBG], from (4.35) onwards, goes
through with µ˜ij replaced by −µ˜ij .
To derive (18) from our correction, first note that (10) implies that
(20)
∑
i
1
Bi
= 1.
For any i and j, let
Θij = ω˜
i
j ∧ ω˜j ∧ ω˜i.
Then wedging the two-form (14) with ω˜i gives Σ
j
(biΘ
i
j−bjΘji ). Dotting with bk for
k 6= i gives the three-form −BkΘki +Σ
j
(Θji −Θij). Thus, on any integral manifold
of I,
(21) Θki = Σ
j
(Θji −Θij)/Bk.
Summing over k 6= i, using (20) and solving gives∑
j
Θij = (1 +Bi)
∑
j
Θji .
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Substituting this into (21) and summing both sides over k gives∑
j
Θji = (1−Bi)
∑
j
Θji .
Since Bi 6= 0, it follows that, on any integral manifold, Θij = 0 for every i and j.
The integrability condition now follows using the decomposition (13).
Having shown that there exist quasi-hyperbolic metrics for which this integra-
bility condition holds, [BBG] go on to determine whether or not the system is
involutive. Its tableau has characters s1 = n(n − 1), s2 = . . . = sn = 0. Integral
elements are obtained by setting all forms in I equal to zero, choosing n(n − 1)
constants {Aij |i 6= j} and setting
(22)
ν˜ij = −λiω˜j + λjω˜i +AijBjω˜j − AjiBiω˜i
πij = A
j
iBiω˜
j −AijBiω˜i.
Since the space of integral elements is n(n−1) dimensional, the system is involutive
and local solutions depend on n(n− 1) functions of one variable.
§3. The minimality condition
Now we add the requirement that the image of the isometric embedding be a
minimal submanifold. The minimality condition Σ
i,j
gijhµij = 0 and (9) imply that
(23)
∑
i
big
ii = 0.
Our system for minimal isometric immersions will be I restricted to the subman-
ifold Σ′′′ ⊂ Σ′′ where (23) holds.
Any set of vectors bi satisfying (10) have exactly one linear relation among
them, and up to multiple this must be
(24)
∑
i
bi
Bi
= 0.
Using (24) and (20), one gets an equivalent minimality condition,
(25)
1
Bi
=
gii
Σ
j
gjj
.
In order to see if any integral elements now exist for I, we will need to see if
(22) is compatible with the additional linear relations on the one-forms πij and ω˜
i
j
introduced by the restriction to Σ′′′.
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On Σ′′, the relations (10) implied dBi = 2BiΣ
j
πij . We already had the relations
(26) Bjπij +Biπji = 0, i 6= j.
We also note that
dgij = −gikω˜jk − gjkω˜ik.
Now, differentiating (25) gives
(27)
∑
j
πij
Bi
= (
∑
j
gijω˜ij − gii
∑
j,k
gjkω˜jk)/(Σ
j
gjj).
These constitute n − 1 additional linearly independent relations on the πij . Sub-
stituting (19) and (22) into (27) gives
Big
ii
∑
j
(Aji ω˜
j −Aijω˜i) =
∑
j
gij(AijBjω˜
j −AjiBiω˜i + 2λiω˜j)− 2
1
Bi
∑
j,k
gjkλjω˜
k,
where for convenience we set Aii = 0 for all i. For k 6= i, taking the coefficient of
ω˜k on each side gives
Big
iiAki = g
ik(AikBk + 2λi)− 2
1
Bi
∑
j
gjkλj .
(The equations obtained by taking the coefficient of ω˜i will be linearly dependent
on the last set.) This equation, together with that obtained by interchanging i
and k, gives a pair of linear equations for Aki and A
i
k,
(28)
Big
iiAki −BkgikAik = 2gikλi − 2
1
Bi
∑
j
gjkλj
Bkg
kkAik −BigikAki = 2gikλk − 2
1
Bk
∑
j
gijλj .
Since the coefficient matrix on the left has determinant BiBk(g
iigkk− (gik)2), and
this is clearly nonzero, these equations determine the coefficients Aij uniquely in
terms of functions defined on F˜ . We conclude that there is a unique integral n-
plane satisfying the independence condition at each point of Σ′′′. In fact, we may
define a new Pfaffian system on Σ′′′ by adding more generator 1-forms to I:
(29) J = I ⊕ {ν˜ij + λiω˜j − λjω˜i − AijBjω˜j + AjiBiω˜i, πij − AjiBiω˜j + AijBiω˜i},
where the Aij are determined by (28). At each point of Σ
′′′, J annihilates our
distribution of n-planes. Any integral manifold of I in Σ′′′ satisfying the inde-
pendence condition will be an integral manifold of J . At this point we see that
solutions depend at most on constants.
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Proof of Theorem C. When (M, g˜) is itself a space form of constant sectional
curvature k, a trace of the Gauss equations implies (as in the proof of [M], Thm.
2) that ǫ ≥ k. If ǫ = k then M is totally geodesic. If ǫ > k, the Gauss equations
take the form (8) with ÎI = II ⊕ √ǫ− k g˜. Then Cartan’s theorem implies the
rank is at least n− 1.
Now assume the rank is n−1; if the codimension exceeds the rank, extra 1-forms
are present in the system I, but the 2-forms are unchanged, so we add the same
1-forms as in (29) to obtain system J . When we take Q =
√
ǫ− k g˜, the forms µ˜ij
are automatically zero, as are the right-hand sides in (28). Now J takes the form
J = I ⊕ {ν˜ij , πij}.
However, because
dν˜ij = −ν˜ik ∧ ν˜kj − ω˜i ∧ ω˜j
≡ −kω˜i ∧ ω˜j mod J,
we see that unless k = 0, J satisfies the Frobenius condition nowhere on Σ′′′.
Uniqueness in the flat case now follows by the argument given at the end of the
proof of Theorem D.
More generally, if Q is g˜-parallel, then the forms µ˜ij and tensor components λi
must vanish. Once again, J = I ⊕ {ν˜ij , πij}, and the argument proceeds as above.
Returning to the general case, we assume now that (Mn, g˜) is a quasi-κ curved
Riemannian manifold with respect to a positive-definite Q, such that (19) holds.
Any integral n-manifold of J will push down to an integral n-manifold in F˜ for
the system
J˜ = {ν˜ij + λiω˜j − λjω˜i − AijBjω˜j +AjiBiω˜i},
where Bi and A
i
j now are determined by by the functions g˜
ij and λi on F˜ . So,
the half of the Frobenius condition for J that involves dν˜ij will only require the
vanishing of certain functions on F˜Q, and these are intrinsic integrability conditions
that depend only on the metric g˜ and on Q. In order to examine the other half,
we need to compute dπij modulo I.
Differentiating (12) gives
∑
j,k
bµj g˜
jk(bi · bk)ω˜j ∧ ω˜k
≡
∑
j
[(∑
k
(bµi − bµk)πik −
∑
k
(bµj − bµk)πjk
)
∧ πij + (bµi − bµj )dπij
]
mod I.
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Dotting with bp, p 6= i, gives∑
j,k
g˜jk(bj · bp)(bi · bk)ω˜j ∧ ω˜k
≡
∑
j
(
Bpπip −
∑
k
((bj · bp)− (bk · bp))πjk
)
∧ πij +Bpdπip mod I.
Using (16), we see that the value of dπij modulo I can be expressed in terms of
the πij ’s themselves and functions and forms defined on F˜Q, so these integrability
conditions also are intrinsic. In other words, the Frobenius condition for J can be
expressed solely in terms of the vanishing of certain functions on F˜Q.
Proposition. Given a section {e˜i} of F˜Q along which the aforementioned func-
tions vanish, there exists a minimal isometric embedding of M into X, unique up
to rigid motion, under which {e˜i} are the principal tangent directions.
Proof. Existence follows from the Frobenius theorem. Suppose now there are two
such embeddings f, F . Fixing a point p ∈ M , we can arrange by rigid motions
that f(p) = F (p) = x and f∗(TpM) = F∗(TpM) = Tx. Now we have
gij =< f∗e˜i, f∗e˜j >=< F∗e˜i, F∗e˜j >
and it follows that we can arrange, by rotations of X acting on the plane Tx, that
f∗e˜i = F∗e˜j . We can also arrange that the principal normal vectors
bi =
∑
µ
bµi eµ ∈ Nx
also coincide. (For, the bi are n vectors with bi · bj = −1+ δij
∑
k g˜
kk/g˜ii, and the
set of such vectors is acted on simply transitively by rotations in Nx.) To each
of f and F there is associated a “graph”, a section of Σ′′′ ⊂ F˜Q × F ×W which
covers the embedding, and which is an integral manifold of J . By using the action
of O(n − 1) along the Cauchy characteristics of J , i.e. the action by orthogonal
substitions among the frame vectors eµ, we can arrange that the frames associated
to f and F coincide at x. Then the vectors bµi must coincide there as well. This
means that the integral manifolds of J associated to f and F go through the same
point of Σ′′′ above p, and so the embeddings must coincide everywhere else.
Proof of Theorem D. Again, fix a generic point p ∈ M , and let G be the identity
component of the group of isometries of M fixing p. Then, because G fixes the
Ricci tensor at p, it also fixes Q. The argument of the above proposition could
be used to prove that a minimal isometric embedding of M is unique up to rigid
motion if we knew that G acted simply transitively on Q-orthonormal frames
{e˜i}. (This is the case, of course, when Q = g˜.) For, if f and F are two such
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embeddings, and the associated sections of F˜Q are, at p, in the same orbit of G,
then we can arrange by isometries of M that they are the same at p, and (as
in the proposition) arrange by rigid motions of X that the embeddings coincide.
Hence the embeddings depend, up to rigid motions, only on the value of {e˜i} at
p, modulo the action of G.
§4. Isometric Embeddings with Parallel Mean Curvature
Suppose (M, g˜) is a quasi-κ-curved Riemannian manifold, and M is isometri-
cally embedded in space form X2n−1(κ+1). In terms of the usual adapted framing
(see §2), the mean curvature vector is
H =
∑
µ,i,j
eµg
ijhµij =
∑
µ,i
eµg
iibµi .
Using (12) and the structure equations of F , the normal component of ∇H is
∇NH =
∑
µ,i,j
eµ
(
gii(bµi − bµj )πij − 2gijbµi ωij
)
.
Thus, requiring that the mean curvature vector be parallel amounts to requiring
that the vector-valued 1-forms∑
i,j
(
gii(bi − bj)πij − 2gijbiωij
)
vanish, in addition to the forms in the system I defined by (11). Dotting with
vector bk gives the equivalent condition
(30) 0 =
∑
j
(
πkjg
kk − πjkgjj − 2gjkω˜kj
)
+
2
Bk
∑
i,j
gijω˜ij .
Thus, such isometric embeddings will arise as integral manifolds of the following
Pfaffian system on Σ′′:
K = I ⊕ {
∑
j
(
πkjg
kk − πjkgjj − 2gjkω˜kj
)
+
2
Bk
∑
i,j
gijω˜ij}.
Now we may substitute in (30) the values of πij and ω˜
i
j = µ˜
i
j + ν˜
i
j on a typical
integral element of I, as given by (19) and (22), to get the condition∑
j
Ajk(Bkg
kk +Bjg
jj)ω˜j −Akj (Bkgkk +Bjgjj)ω˜k − 2gjk(AkjBjω˜j −AjkBkω˜k)
= 4(Σ
j
gjkλjω˜
k − 1
Bk
Σ
i,j
gijλjω˜
i) + 2(gkk − 1
Bk
Σ
j
gjj)(Σ
l
λlω˜
l)
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For i 6= k, equating the coefficients of ω˜i on both sides gives
(Bkg
kk +Big
ii)Aik − 2gikBiAki = 2λi(gkk −
1
Bk
Σ
j
gjj)− 4
Bk
Σ
j
gijλj
−2gikBkAik + (Bkgkk +Bigii)Aki = 2λk(gii −
1
Bi
Σ
j
gjj)− 4
Bi
Σ
j
gkjλj
(The second equation comes from the first by interchanging i and k.) This gives
two linear equations for Aik and A
k
i , and the determinant of the coefficient matrix
is
(Bkg
kk +Big
ii)2 − 4BiBk(gik)2 = (Bkgkk −Bigii)2 +4BiBk(giigkk − (gik)2) > 0.
So, as happened with the minimality condition in §3, at each point of Σ′′ there is
a unique integral n-plane for K. Now the arguments in the proofs of Theorems
C and D apply as before. (Note, however, that tracing the Gauss equations, as
we do in the proof of Theorem C, does not yield any useful inequalities for the
curvature of M and X in this case.)
§5. Construction of quasi-κ-curved metrics
Let e0, . . . , en+1 be an orthornormal frame of L
n+2 with e0 a timelike direction.
On the orthonormal frame bundle FL of Ln+2, we have the Maurer-Cartan form
Ω =

0 0 0 0
ω0 0 ω0i ω
0
n+1
ωj ωj0 ω
i
j ω
j
n+1
ωn+1 ωn+10 ω
n+1
j 0

where ωij = −ωji , ω0i = ωi0, ω0n+1 = ωn+10 , ωjn+1 = −ωn+1j .
Assume Mn ⊂ Ln+2 is spacelike. Let F1
L
denote the subbundle of the restric-
tion of FL to M consisting of frames such that at each point x ∈ M , TxM =
{e1, . . . , en}. On F1L , one has
ω0i = qijω
j , ωn+1i = hijω
j
for some functions qij , hij symmetric in their lower indices. The curvature tensor
of M is
R = γ(h, h)− γ(q, q)
To construct quasi-κ-curved metrics, we want
h =
√
κ+ 1g
where g is the induced metric on M . Since we are working with g-orthonormal
frames, we need hij =
√
κ+ 1δij .
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In what follows, we will repeatedly differentiate the above conditions, using
the Maurer-Cartan structure equations. Since we will be using the results of
[Lan], we will generally use formulae and notation from there, except that the
indices i, j, k will index the tangent directions, instead of α, β, γ. µ, ν will index
normal directions, in this case just 0 and n+ 1. In particular, rµijk will denote the
coefficients of F3, which in our situation is a tensor on M , namely ∇II. Similarly,
Fk = ∇k−2II.
The coefficients of F3, F4, F5 are obtained by differentiating ω
µ
j − qµjkωk. They
are given as follows:
rµijkω
k = −dqµij − qνijωµν + qµilωlj + qµjlωli
rµijklω
l = −drµijk − rνijkωµν +Sijkrµijlωlk −Sijkqµilqνjkωlν
rµijklmω
m = −drµijkl − rνijklωµν +Sijklrµijkmωml −Sijkl(rµijmqνkl + qµimrµjkl)ωmν ,
where Sijk denotes a cyclic sum over i, j, k and SSijkl denotes summing to sym-
metrize the expression over i, j, k, l.
Finally, because results in [Lan] are phrased in terms of submanifolds of complex
projective space, we will consider Ln+2 ⊂ RPn+2 ⊂ CPn+2 and FL ⊂ FCPn+2 .
Proof of Lemma. To indicate how the proof applies to more general signatures,
we will let ǫµ = − < eµ, eµ >= ±1; then ωµj = ǫµωjµ.
Using ([Lan], 2.15), or by differentiating the equation ωn+1j −
√
κ+ 1ωj = 0, we
obtain
rn+1ijk ω
k = −qijωn+10 and ωn+10 ∧ ǫ0qijωj = 0 ∀i.
Since Q is nondegenerate, this implies that
rn+1ijk = 0 and ω
n+1
0 = 0
which proves the assertion σ ∇II = 0. (Note that the normal bundle splits into
parallel sub-bundles spanned by σ and σ⊥.) Now
rn+1ijkl ω
l = Sijkq
n+1
im q
µ
jkω
m
µ
= ǫµ
√
κ+ 1Sijkq
µ
imq
µ
jkω
m
so that
rn+1ijkl = ǫµ
√
κ+ 1SSijklq
µ
ilq
µ
jk,
which implies that ([Lan], 4.13) holds with bn+1µν = δµνǫµ
√
κ+ 1.
Now to compute coefficients of F5:
rn+1ijklmω
m = −drn+1ijkl +Sijklrn+1ijkmωml −Sijklqn+1im rµjklωmµ
= ǫµ
√
κ+ 1SSijkld(q
µ
ijq
µ
kl)−Sijk(SSijkmqµijkqµkm)ωml )− ǫµSijklrµjklqµimωm
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When we substitute
dqµij = −rµijmωm + qµimωmj + qµjmωmi − qνijωµν ,
everything in rn+1ijklmω
m cancels except a term of the form ǫµr
µ
ijkq
µ
lmω
m, which
implies that ([Lan], 4.16) holds as well. This implies that at each point there is a
quadric, whose tangent space is en+1
⊥, osculating to order five. Since we are in
codimension two, Q is nonzero, and there is at least one quadric of rank at least
three, we know there are no linear syzygies among the quadrics in II. We thus
conclude by ([Lan], 4.20) that the quadric actually contains M . Computing at the
point (0, . . . , 0), following ([Lan], 4.18) we find that the equation of the quadric is:
xn+1 −√k + 1((x1)2 + · · ·+ (xn)2 − (x0)2) + (xn+1)2) = 0
and completing the square yields (3).
We now examine the quasi-κ-curved metrics satisfying the integrability condi-
tions; i.e., we want metrics such that
(31) e0 ∇II = L ◦ (e0 II).
This implies that at each point ofM there is a quadric hypersurface having tangent
plane e0
⊥ osculating to order three. Having a quadric osculate to order three at a
general point is not enough to imply containment; but our additional conditions
will imply containment.
We will generally follow [Lan] in the remainder of this section with one excep-
tion: in what follows 0 will denote a normal index, and what is denoted x0 in
[Lan] should be taken to be a homogeneous coordinate which we set equal to 1 in
restricting to an affine space.
What follows is actually a result in projective geometry; only one needs the
hypotheses that one has two sections σ and τ of the normal bundle NM which
have the property that σ F3 = 0 and τ F3 = L ◦ (τ II). Then one can restrict
to σ II-orthonormal frames in TM and to frames in NM where σ and τ form
pointwise a Minkowski orthonormal basis, and then restrict further to an affine
open subset. For simplicity, we will work in Lorentz space.
In frames, our hypothesis is that
(32) r0ijk = Sijkλiq
0
jk
i.e. that
(33) −dq0ij + q0ilωlj + q0jlωli = Σ
k
(λiq
0
jk + λjq
0
ik + λkq
0
ij)ω
k
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Computing the coefficients of F4 (i.e. differentiating (32)) we obtain
r0ijklω
l = −dr0ijk +Sijkr0ijmωmk −Sijkq0imq0jkωm0 −Sijkq0imqn+1jk ωmn+1
= Sijk
{
−q0jkdλi + λlq0ijωlk + [λi(Sjklλjq0kl) + (κ+ 1)q0ilδjk − Σ
m
q0imq
0
mlq
0
jk]ω
l
}(34)
Note that (34) includes a term LF3, which is necessary for the Monge system,
a term of potential torsion (obstruction to integrability), and a term of Cauchy
characteristics.
To simplify computations, at this point we restrict to frames where q0 is diagonal
and write qi for q
0
ii. Then (33) becomes
(qi − qj)ωij = λiqjωj + λjqiωi(35)
d(log(qi)) = −Σ
k
λkω
k − 2λiωi.(36)
If qi 6= qj we get
(37) ωij =
λiqj
qi − qj ω
j +
λjqi
qi − qj ω
i
If none of i, j, k are equal, (34) simplifies to
(38) r0ijklω
l = 2qkλiλjω
k + 2qjλkλiω
j + 2qiλjλkω
i
Note that this is the fourth order Monge condition ([Lan], 4.17) for these indices.
For simplicity, we first assume that the eigenvalues qi of Q are distinct on an
open set in M . (38) implies that
r0ijkl = 0 if ijkl are all distinct,
r0iijk = 2λjλkqi if ijk are all distinct.(39)
On the other hand, when i 6= k, from (34) we get
r0iiklω
l = −qidλk + (4λiλkqi)ωi
+ [2λ2i qk + λ
2
kqi + (κ+ 1)qk − q2kqi + qiqk( Σ
l6=k
λ2l
ql − qk )]ω
k
+ Σ
l6=k
[λlλkqi(
ql
ql − qk + 1)]ω
l(40)
The symmetry of r0ijkl in the lower indicies places restrictions on dλi. If we let
dλk = λklω
l, then (40) implies, for i, k, l distinct,
r0iikl = −qiλkl + λkλlqi(
ql
ql − qk + 1)
(41)
r0iikk = qi
(
−λkk + λ2k − q2k + qk( Σ
l6=k
λ2l
ql − qk )
)
+ (κ+ 1)qk + 2λ
2
i qk
(42)
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Combining (39) and (41) we obtain
λkl =
λkλlqk
ql − qk , k 6= l.
Using the symmetry r0iikk = r
0
kkii, we obtain
qi(λkk+λ
2
k+(κ+1)+q
2
k−qk Σ
l6=k
λ2l
ql − qk ) = qk(λii+λ
2
i +(κ+1)+q
2
i −qi Σ
l6=i
λ2l
ql − qi ).
Hence
(43)
1
qk
(λkk + λ
2
k + (κ+ 1) + q
2
k − qk Σ
l6=k
λ2l
ql − qk )
is independent of k; call this quantity −b000 and set b00,n+1 = κ+ 1. Then
r0iikk = 2λ
2
i qk + 2λ
2
kqi + b
0
00qiqk + b
0
0,n+1(qi + qk),
and thus the remaining fourth order Monge conditions in the e0 direction hold as
well:
(44) F 04 = LF
0
3 + b
0
00F
0
2 F
0
2 + b
0
0,n+1F
0
2 F
n+1
2 .
Differentiating again, one sees that the fifth order Monge condition ([Lan],4.18)
holds as well. Setting b = b000 and using ([Lan], 4.18) one gets (4).
Now assume that some eigenvalues of Q have multiplicity one and some have
multiplicity greater than one on an open set in M ; let ξ, η index the former and
α, β index the latter. Then (35) implies λα = 0 and
ωξα =
λξqα
qξ − qαω
α.
Differentiating this gives the analogous results:
λξα = 0, λξη =
λξληqξ
qη − qξ , ξ 6= η,
and
1
qξ
(λξξ+λ
2
ξ+(κ+1)+q
2
ξ−qξ Σ
η 6=ξ
λ2η
qη − qξ ) =
1
qα
((κ+1)+q2α−qαΣ
η
λ2η
qη − qα ) = −b
0
00,
independent of α and ξ. Now the fourth-order Monge condition (44) holds without
change, as does the fifth-order condition.
The case where the eigenvalues of Q all have multiplicity greater than one is
simple: (35) implies that λi = 0 for all i, hence the qi are constant, and M is a
product of space forms given by the intersection of (3) and (5).
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