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Характерной особенностью XXI в. являет-
ся быстрое изменение климата, ведущее к из-
менению параметров многих природных объ-
ектов, включая реки, озера, ледники, леса, пу-
стыни. Этот факт признается Организацией 
объединенных наций [1] и большинством уче-
ных [2]. Для адаптации к изменениям прави-
тельства развитых стран формируют програм-
мные документы [3], государственные и част-
ные компании разрабатываются методы и тех-
нологии для их практической реализации [4].
Одно из важнейших изменений – макси-
мальное за время наблюдений повышение тем-
пературы в планетарном масштабе, которое 
привело к таянию ледников, увеличению коли-
чества ливней, тайфунов и других природных 
катастроф. 
В число наиболее опасных изменений вхо-
дит увеличение количества и масштаба павод-
ков рек. Даже небольшие реки в результате 
разлива после ливней и таяния снега приводят 
к значительным разрушениям, что периодиче-
ски наблюдается в Забайкалье, на Кавказе, Са-
халине и других местах. Известный пример – 
катастрофическое наводнение в г. Крымске 
(Россия) 6 июня 2012 г. В результате население 
и экономика терпят существенный убытки, уве-
личивается количество разрушений. Для ми-
нимизации последствий паводков необходимо 
обеспечить оперативное решение ряда задач, 
включая: наблюдение за водными объектами, 
диагностику их состояния, синтез управляю-
щего решения и оперативное оповещение на-
селения и эффективное устранение послед-
ствий [2]. Для достижения этих целей исполь-
зуются специализированные компьютерные 
системы мониторинга гидрообъектов, которые 
подразделяются на глобальные (государствен-
ные) и локальные (районные, областные). 
Глобальные системы метеонаблюдения не 
всегда эффективны, так как их предупрежде-
ния и реакция административных органов на 
местах могут запаздывать, особенно в горных 
районах с большим количеством рек [2]. Одна 
из основных причин запаздывания – недоста-
точное количество локальных систем монито-
ринга и доминирование субъективизма (чело-
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веческого фактора) в принятии решений на 
местах [4]. 
Для устранения этих недостатков необхо-
димо разрабатывать недорогие и простые 
в эксплуатации областные и районные систе-
мы наблюдения и предупреждения на основе 
искусственного интеллекта [5]. Однако они 
развиваются недостаточно быстро, в частно-
сти, по причине отсутствия унифицированных 
технологий мониторинга, использующих ин-
тероперабельные программные модули и не-
дорогое отечественное оборудование, включая 
интеллектуальные датчики и станции метеона-
блюдения. 
В статье обсуждаются результаты разра-
ботки интеллектуальной локальной системы 
для автоматической фиксации аварийных си-
туаций на гидрообъектах и оперативного син-
теза управляющих решений для уменьшения 
ущерба. Такие системы можно рассматривать 
как дополнение государственной метеослуж-
бы, образующее сеть локальных региональных 
систем. Особенность предлагаемого решения: 
использование детализованной базы знаний 
о местных условиях и делегирование процес-
сов мониторинга и принятия решений системе 
искусственного интеллекта, минимизирующей 
роль человеческого фактора.
Понятийный базис
Прежде всего, сформируем понятийный 
базис, обеспечивающий однозначное понима-
ние сущностей задачи для ЛПР, проектиров-
щиков и программистов.
Гидрообъект (R) – природный или искус-
ственный водный объект (река, озеро, море, 
водохранилище), параметры которого могут 
быть зафиксированы датчиками. 
Датчик (dt) – устройство для измерения 
параметров объекта. Включает набор сенсоров 
и контроллер для обработки полученных сиг-
налов. 
Автоматическая  метеостанция (aws) – 
устройство для измерения конечного множества 
параметров гидрообъекта (температуру, осадки, 
энергию солнца на квадратный метр и т. д.).
Внешнее воздействие (Z) – любое внешнее 
физическое воздействие на объект наблюде-
ния, приводящий к изменению его гомеостаза. 
Например, ливень может катастрофически по-
высить уровень реки.
ЛПР – лицо (или группа лиц) в админи-
страции региона, принимающее решения для 
минимизации последствий катастрофических 
явлений и организации спасательно-восстано-
вительных работ.
Искусственный  интеллект (ai) – обучае-
мый аппаратно-программный комплекс, реша-
ющий интеллектуальные задачи быстрее 
и лучше человека.
Помощь (H) – комплекс мероприятий для 
сокращения последствий от природных и дру-
гих катастроф.
aiC – система поддержки принятия реше-
ний на уровне администрации региона.
aiR – специализированная система наблю-
дения, оценки и синтеза управляющих реше-
ний на уровне гидрообъектов.
Постановка задачи
Пусть имеется административный регион, 
где проживает значительное количество насе-
ления (P) и находятся промышленные и сель-
скохозяйственные предприятия (I). На терри-
тории региона имеются потенциально опасные 
гидрообъекты R1, R2, ..., Rk. Под влиянием 
внешних факторов (Z) уровень воды в R может 
увеличиваться. Регионом управляет админи-
страция (С1), аварийные ситуации устраняют 
подразделения МЧС (С2). Обе структуры свя-
заны с Гидрометеорологической службой. В слу-
чае опасности население оповещается с помо-
щью массмедиа, по кабельным телефонам 
и смартфонам, номера которых находятся в ба-
зах данных DBt и DBs. 
Требуется разработать систему, фиксирую-
щую параметры водных объектов, оцениваю-
щую ситуацию, формирующую соответствую-
щее решение и оповещающее о нем ЛПР, на-
селение и предприятия.
Требования к системе уточняют общие тре-
бования организаций, разрабатывающих меры 
борьбы с паводками:
-	 минимизация человеческого фактора 
в принятии решений;
-	 мобильность, оперативная доставка и раз-
вертывание в любых природных ландшафтах 
за счет простоты и надежности оборудования 
и программного обеспечения;
-	 минимальная стоимость за счет примене-
ние отечественного оборудования и программ-
ного обеспечения;
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-	 высокий уровень автономности функци-
онирования компонентов. 
Решение поставленной задачи включает 
два этапа: построение теоретических моделей 
сущностей проблемы, алгоритмов их обработ-
ки и разработку системы мониторинга в форме 
аппаратно-программного комплекса. 
Модели и алгоритмы решения
Модели. Согласно [5], на первом этапе раз-
работки систем управления КМС строится 
схематическая иерархическая модель сцены, 
где отображены участники решения задачи 
и отношения между ними. Предлагается рас-
пределенный вариант сцены, основная особен-
ность которой заключается в делегировании 
основных наблюдательных и аналитических 
функций системе с искусственным интеллек-
том, что снижает характерную для людей субъ-
ективность и неоднозначность решений и по-
зволит в будущем автоматизировать монито-
ринг (рис. 1).
На втором этапе строятся концептуальные 
(онтологические) модели сцены и каждого из 
участников, допускающие уточнение вплоть 
до программного кода [6].
Модель сцены: 
  scene = (C, aiС, R, aiR, I, N, ais, com)   (1) 
где: C – центр; aiC – система уровня центра; R – 
гидрообъекты; aiR – система уровня объектов; 




где: idR – идентификатор объекта; X – параме-
тры объекта; V – состояние объекта; U – управ-
ляющее решение.
Модель датчика:
  dt = (idD, sen, con, <X>, crd, com)  (3)
где: idD – идентификатор датчика; sen – сен-
сор; con – контроллер; <X> – измеряемые па-
раметры; crd – географические координаты; 
com – коммуникации.
Модель интеллектуальной системы:
  ai = (M, mOb, mD, mDM, mKD, mOb)  (4)
где: M – мастер; mD – блок работы с данными; 
mDM – модуль получения информации; mKD – 




где: X – значение параметров для объекта 
с идентификатором idR; V – множество воз-
можных состояния объекта; E – прецеденты 
(эталонные значения для каждого состояния); 
U – управляющие решения, направленные на 
минимизацию потерь; L – алгоритм поиска 
прецедента Ej, наиболее близкого к X. Мощ-
ность и значения множеств X, V, E, U задает 
эксперт. 
Для практического применения моделей 
необходимо разработать алгоритмы оценки 
объекта, синтеза состояния и решения. 
Алгоритмы. Алгоритмы реализуют две за-




Рис. 1. Сцена мониторинга КМС
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Шаг 01. Выбор объектов наблюдения.
Шаг 02. Формирование базы знаний X, E, 
V, U на основе знаний экспертов, изучающих 
реки и знающих состав и возможности средств 
противодействия стихии. 
Шаг 03. Установка системы aiR.
Шаг 04. Наведение и проверка работоспо-
собности коммуникаций dt-aiR-aiC.
Шаг 05. Проверка работоспособности си-
стемы в тестовом режиме.
Шаг 06. Запуск системы в режиме постоян-
ного мониторинга объектов.
После выполнения алгоритма система го-
това к эксплуатации.
Алгоритм мониторинга представляет со-
бой многошаговый процесс переработки пер-
вичных данных в знания:
Шаг 01. Фиксация датчиками значений па-
раметров объекта <X>.
Шаг 02. Преобразование сигналов в удоб-
ную для математической обработки цифровую 
форму <X> à X.
Шаг 03. Анализ X, отображение в нечеткое 
множество Xà b.
Шаг 04. Принятие решений на основе зна-






Шаг 05. Принятие решения об оповещении 
населения. Например, если значение b оказа-
лось в третьем диапазоне, то активизируется 
управляющее решение U3. В данной версии 
используется проактивный принцип выбора [7].
Шаг 06. Переход на шаг 01.
Представленные выше модели и алгорит-
мы достаточны для построения прототипа си-
стемы мониторинга.
Реализация и апробация системы
Архитектура системы мониторинга пред-
ставлена на рис. 1 фигурами с выделенным 
фоном [8]. Консольный вариант реализации 
архитектуры выполнен на языке C# MS Visual 
Studio и легко переписывается на любой дру-
гой язык программирования, включая С и Ас-
семблер. Базы данных номеров телефонов 
и смартфонов сторонних вендоров представ-
лены в виде отдельных XML-файлов. 
В качестве устройств фиксации первичных 
сигналов использовались датчики ETS компа-
нии «Горнэлектроникс», произведенные в Ре-
спублике Беларусь [9].
Рассмотрим пример применения разрабо-
танной системы для мониторинга городов, 
примыкающим к горным ландшафтам. Один 
из таких городов – Сочи, которому постоянно 
угрожают разливы более пятидесяти рек, ос-
новные из них: Мзымта, Сочи, Чвижепсе, 
Шахе. Пусть система развернута на этих ре-
ках, установлены датчики ETS1,  ETS2,  ETS3, 
RTS4, которые постоянно измеряют уровень 
воды. После каждого замера формируется век-
тор исходных данных о реках и выполняется 
его анализ. Если ситуация штатная (т. е. нет 
значимого внешнего воздействия), вектор име-
ет вид: 
0.00   0.00   0.00   0.00
Результат анализа представлен на рис. 3.
Позднее возникла проблемная ситуация: 
на горе Чура в результате таяния льда произо-
шел прорыв озера, в результате датчик ETS4 
зафиксировал резкое повышение уровня воды 
в реке Шахе. Соответственно, aiR получил 
вектор текущего состояния рек:
0.00   0.00   0.00   0.76
Система должна идентифицировать воз-
никшую ситуацию и выдать управляющее 
решения для администрации, МЧС, населе-
ния, промышленных и сельскохозяйствен-
ных предприятия. Результат обработки вход-
ного вектора в консольном режиме показан 
на рис. 4.
Таким образом, имея интеллектуальную 
систему наблюдения и недорогие датчики для 
каждой реки, можно повысить оперативность 
Рис.2. Датчик ETS
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оповещения населения и уменьшить ущерб от 
стихийных бедствий. 
Заключение
Обобщая полученные результаты, можно 
сделать следующие выводы:
-	 предложенный комплекс концептуаль-
ных моделей носит унифицированный харак-
тер и может быть использован для стационар-
ных объектов различного типа;
-	 применение проактивного принципа в ал-
горитме мониторинга позволяет фиксировать 
возникновение аварийных ситуаций на началь-
ной стадии их развития и оперативно форми-
ровать управляющие решения;
-	 использование экспертных знаний умень-
шает субъективизм решений ЛПР; 
-	 построение программной системы из ин-
тероперабельных модулей позволяет усовер-
шенствовать программный код каждого из них 
без изменения кода других;
-	 невысокая стоимость отечественного 
оборудования и программной системы делают 
мониторинг доступным для регионов любого 
масштаба.
Рис. 3. Результат анализа штатной ситуации
Рис. 4. Результат анализа нештатной ситуации
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