The Hilbert Space Representations for SO_q(3)-symmetric quantum
  mechanics by Weich, Wolfgang
ar
X
iv
:h
ep
-th
/9
40
40
29
v1
  6
 A
pr
 1
99
4
March 1994 LMU-TPW 1994-5
The Hilbert Space Representations for
SOq(3)-symmetric Quantum Mechanics
Wolfgang Weich
Sektion Physik der Universita¨t Mu¨nchen,
Theresienstraße 37, D-80333 Mu¨nchen, Germany
Abstract: The observable algebra O of SOq(3)-symmetric quantum mechanics is
generated by the coordinates Pi and Xi of momentum and position spaces (which
are both isomorphic to the SOq(3)-covariant real quantum space IR
3
q). Their interre-
lations are determined with the quantum group covariant differential calculus. For a
quantum mechanical representation of O on a Hilbert space essential self-adjointness
of specified observables and compatibility of the covariance of the observable algebra
with the action of the unitary continuous corepresentation operator of the compact
quantum matrix group SOq(3) are required. It is shown that each such quantum
mechanical representation extends uniquely to a self-adjoint representation of O.
All these self-adjoint representations are constructed. As an example an SOq(3)-
invariant Coulomb potential is introduced, the corresponding Hamiltonian proved
to be essentially self-adjoint and its negative eigenvalues calculated with the help of
a q-deformed Lenz vector.
1. Introduction
Symmetries play an important role in physics. Quantum groups as symmetries of
physics had been discovered in the context of integrable systems. They are how-
ever expected to play a more general role [1] and are investigated as symmetries of
some non-commutative spacetime [2, 3, 4]. It is hoped that there will be a quan-
tum group symmetric formulation of four-dimensional quantum field theory. On the
way to quantum field theory with q-deformed symmetry first one-particle quantum
mechanics has to be understood. In this paper the quantum mechanics of one parti-
cle, moving in some q-deformed IRq(3)-space with the configuration space symmetry
SOq(3), is formulated and investigated.
The outline of this paper is as follows.
In section 2 the compact matrix quantum group SOq(3) is introduced. To fix the
notation also the notions of quantum group covariance, corepresentation and co-
variant algebras are recalled. The quantum space IR3q is described by the algebra
generated by its three coordinates Xi.
In the next section the observable algebra is introduced as covariant differential
operators acting on the functions over the quantum space IR3q . While Xi act by
multiplication the momenta Pi are constructed from the SOq(3)-covariant partial
derivative operators and shown to describe also a real quantum space IR3q which
is henceforth understood as momentum space. The relations between position and
momentum operators involve a scaling operator µ and the quantized universal en-
veloping algebra dual to SOq(3) represented as angular momentum algebra. Its
operators can be characterized as those commuting with both scalar observables X2
and P 2. The observable algebra exhibits a manifest symmetry between position and
momentum coordinates.
The observable algebra has to be represented on a Hilbert space. And the symme-
try has to be given by a unitary operator. It is also required that the topological
structure of the compact quantum matrix group SOq(3) shows up in this represen-
tation. Therefore some facts about unitary continuous corepresentations of compact
quantum matrix groups are recalled in this section 4.
In section 5 some basic notions on Hilbert space representations of unbounded op-
erator algebras are recalled. Then the quantum mechanical representation of O is
defined and motivated. This definition guarantees the compatibility between the
topological structure of the compact matrix quantum group and the covariance of
the observable algebra. The scalar operators P 2 and X2 are required to be observ-
able, i. e. represented by essentially self-adjoint operators. In the rest of this section
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the consequences of this definition are studied. It comes out that quantum mechan-
ical representation can always be uniquely extended to a self-adjoint representation.
And all these self-adjoint representations can be constructed.
Finally in section 6 a basic result on the self-adjointness of operators of the formH =
P 2 + V — to be understood as Hamilton operators of SOq(3)-quantum mechanics
— is derived and applied as SOq(3)-symmetric Coulomb potential problem.
2. The SOq(3)-symmetry
Geometrical manifolds can be characterized by algebras of complex functions over
these manifolds which are (in usual geometry) commutative. Quantum space alge-
bras are obtained as deformations of polynomial algebras over manifolds where the
parameter q governs the non-commutativity of the quantum space algebras. The
reality of the manifold leads to a ∗-algebra structure for the quantum space algebra.
Specializing the manifolds to algebraic Lie groups the polynomial algebra generated
by the Matrix entries of the fundamental representation are q-deformed. The group
structure becomes encoded in an additional Hopf algebra structure realized on these
polynomials. In this way the quantum groups can be defined. This will be reviewed
here for the Lie group SO(3) which has a standard q-deformation [5, 6]. Consider-
ing q-deformations of polynomials of representation spaces of Lie groups one obtains
comodule algebras on which the quantum group algebras coact.
For the definition of the quantum group SOq(3) one chooses usually the irreducible
representation of SO(3) generated by the orthonormal vectors 1√
2
(~ex + i~ey), ~ez and
1√
2
(~ex − i~ey) in lC3.
The definition of the quantum group SOq(3) is based on the fundamental invariant
tensors which are q-deformations of the corresponding invariant tensors of the Lie
group SO(3).
2.1. Fundamental tensors of SOq(3). The deformation parameter q is restricted
by q ≥ 1. The q-antisymmetric tensor {ǫijk}ijk=1,2,3 and the metric tensor {γij}ij=1,2,3
are defined by
ǫ1jk =


0 0 0
0 1 1
q
0 −1 0


jk
, ǫ2jk =


0 0 −1
0 1√
q
−√q 0
1 0 0


jk
,
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ǫ3jk =

 0 1 0−q 0 0
0 0 0


jk
and γjk =


0 0 1√
q
0 1 0√
q 0 0


jk
.
Further the tensors with upper indices {γij}ij=1,2,3 and {ǫijk}ijk=1,2,3 are defined by
γij := γij and ǫ
ijk := ǫijk.
For q = 1 the above defined tensors coincide with their usual counterparts and are
q-deformations of the completely antisymmetric tensor (however multiplied by i)
and the canonical metric on lC3 (in the above chosen basis).
If not otherwise stated the sum convention for repeated indices (one lower, one up-
per) is always implied. It can be easily checked that ǫijk = ǫabc γ
ciγbjγak and ǫibc γ
bc =
ǫabi γ
ab = 0 hold. The obvious abbreviations ǫn
ab := γnmǫ
mab = ǫnmpγ
paγmb and
ǫab
k := ǫablγ
lk are introduced. They fulfill ǫn
abǫab
m = (q + 1
q
)δmn and ǫ
lknǫn
abǫka
m =
(q − 1 + 1
q
)ǫlmb.
These equations imply that the matrices ( 1
q+ 1
q
ǫijaǫakl) and (
1
q+1+ 1
q
γijγkl) are orthog-
onal projectors on lC⊗ lC with three- and one-dimensional ranges respectively. They
are understood as the q-deformed antisymmetrizer and metric projector.
The Rˆ-matrix
Rˆijkl := qδ
i
kδ
j
l − ǫijaǫakl + (
1
q
− 1)γijγkl
with inverse
Rˆ−1ijkl =
1
q
δikδ
j
l − ǫijaǫakl + (q − 1)γijγkl
obeys the Yang-Baxter-equation Rˆijab Rˆ
bk
cn Rˆ
ac
lm = Rˆ
jk
de Rˆ
id
lf Rˆ
fe
mn which states
that this Rˆ-matrix provides a representation of the braid group on tensor products
of lC3 [5, 6] and should be understood as the deformed permutation action on these
tensor products.
This preparation suggests the definition of a q-deformation of the polynomial algebra
over the Lie group SO(3):
2.2. Definition: The (unital, associative) lC-algebra ASOq(3) is generated by the
matrix elements {M ij}i,j=1,2,3 of the Matrix M with relations
ǫijkM
i
aM
j
bM
k
c = ǫabc,
γij M
i
aM
j
b = γab,
M iaM
j
b γ
ab = γij.
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On these generators the lC-antilinear and antimultilicative involution ∗ is defined by
(
M ij
)∗
:= γjbMab γai
making ASOq(3) a ∗-algebra. The tensor product ASOq(3) ⊗ ASOq(3) becomes also a
∗-algebra with (a ⊗ b)(c ⊗ d) = ac ⊗ bd and (a ⊗ b)∗ = a∗ ⊗ b∗ and the unit 1 ⊗ 1.
On ASOq(3) one defines the comultiplication ∆ : ASOq(3) → ASOq(3) ⊗ ASOq(3) and
the counit e : ASOq(3) → lC as ∗-algebra homomorphisms by
∆(M ij) =M
i
k ⊗Mkj
e(M ij) = δ
i
j
and the lC-linear antimultiplicative antipode S : ASOq(3) → ASOq(3) by
S(M ij) = (M
j
i)
∗.
Thus ASOq(3) becomes a ∗-Hopf algebra [7], the Hopf algebra ASOq(3) of the quantum
group SOq(3).
For q = 1, in the case of the undeformed group, one finds immediately that in
this definition ASO1(3) coincides with the polynomials of the matrix elements of
the fundamental representation of SO(3). For the Hopf algebra mappings one gets
for g, h ∈ SO(3) and a polynomial F : ∆(F )(g ⊗ h) = F (gh), e(F ) = F (e) and
S(F )(g) = F (g−1). In the case q = 1 one can also see that all the structure of
the algebraic group SO(3) is completely contained in the ∗-Hopf algebra ASOq(3) as
defined in 2.2.
2.3. The compact matrix quantum group (ASOq(3),M). There exists a C
∗-
algebra ASOq(3) in which the ∗-algebra ASOq(3) is densely imbedded and the comulti-
plication ∆ can be extended on ASOq(3) as a C
∗-homomorphism. Then (ASOq(3),M)
is a compact matrix quantum group [8].
Proof: ASOq(3) is the sub-∗-Hopf algebra of even degree polynomials of the ∗-Hopf
algebra of SU√q(2) which has been proved to belong to a compact matrix quantum
group [9, 8]. ✷
2.4. Corepresentations and covariant algebras. The usual notion of repre-
sentation can now be formulated for quantum groups. For a Hopf algebra A an A-
corepresentation (V,∆R) consists of a lC-vector space V with a coaction ∆R : V →
V ⊗A obeying (∆R⊗id)◦∆R = (id⊗∆)◦∆R (coassociativity) and (id⊗e)◦∆R = id
(counit). If V is a Hilbert space with v† := 〈v|.〉 compatible with the coaction,
(† ⊗ ∗) ◦∆R = ∆R ◦ †, then (V,∆R) is called unitary. W ⊂ V is an A-invariant sub-
space if the restriction of ∆R to W defines an A-corepresentation (W,∆R|W ). The
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A-corepresentation (V,∆R) is called A-irreducible if the only A-invariant subspaces
are V and {0} [8, 15]. If the A-corepresentation space V is an algebra and the
coaction ∆R is an algebra homomorphism (V,∆R) is called an A-covariant algebra.
If V is in addition a ∗-algebra and (∗ ⊗ ∗) ◦∆R = ∆R ◦ ∗, then (V,∆R) is called an
A-covariant ∗-algebra.
For ASOq(3) one has special corepresentations: The scalar corepresentation is given
by a one-dimensional vector space and the coaction ∆R(.) = .⊗ 1. A vector corep-
resentation consists of a 3-dimensional lC-vector space V with basis {Ai}i=1,2,3 and
the coaction ∆R(Ai) = Aj ⊗M j i on them. This basis {Ai} is called an SOq(3)-
triplet. If the triplet {Ai} is contained in an ASOq(3)-covariant ∗-algebra and fulfills
A∗i = γ
ikAk then {Ai} is called a real triplet. The real linear combinations will also
be used later, they are denoted XiR
i
α =: X
R
α for α = 1, 2, 3 with the matrix
Riα :=


√
q+1
2(q+ 1
q
)
0
√
1
q
+1
2(q+ 1
q
)
0 1 0
i
√
q+1
2(q+ 1
q
)
0 −i
√
1
q
+1
2(q+ 1
q
)


iα
.
Two (real) SOq(3)-triplets contained in a ASOq(3)-covariant (∗-)algebra give rise to
the (real) SOq(3)-scalar A ·B := AiBjγij and the (real) SOq(3)-triplet [A×B]k :=
ǫk
ij AiBj.
Having now defined the symmetry and its corepresentation one needs still the notion
of quantum space, the space on which these symmetries act. It will be constructed
from the fundamental corepresentation of the quantum group. Again it is described
by the polynomials of its coordinates.
2.5. The quantum space algebra AX
IR3q
. Let {Xi} be a real triplet. Then the
ASOq(3)-covariant ∗-algebra AXIR3q is generated by {Xi}i=1,2,3 with relations
[X×X ]k = 0 and X∗i = γijXj. (1)
In AX
IR3q
the scalar X2 := X·X is central and real, i. e. (X2)∗ = X2. In the real basis
it is X2 =
q+ 1
q
2
∑3
α=1(X
R
α )
2.
3. Differential calculus and Observable algebra
In non-commutative geometry differential calculus is defined purely algebraically.
For a covariant differential calculus on a quantum space [10, 2] one requires the exis-
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tence of covariant operators as deformations of partial derivatives. For the quantum
space IR3q this had been worked out in [4].
3.1. Partial derivatives and scaling operator. The partial derivatives
{∂¯i}i=1,2,3, linear operators acting on AXIR3q , are defined by ∂¯i(1) = 0 and the gen-
eralized Leibniz rule ∂¯i(Xj f) = γij f + Xa∂¯b
(
1
q
Rˆabij f
)
for each f ∈ AX
IR3q
. The
scaling operator µ : AX
IR3q
→ AX
IR3q
is the linear operator defined by µ(1) = 1 and
µ(Xi f) = q XiΛ(f) for each f ∈ AXIR3q . The partial derivatives are covariant opera-
tors, ∆R
(
∂¯k (f)
)
= (∂¯m⊗Mmk) (∆R(f)), the scaling operator acts as a scalar opera-
tor, ∆R (µ(f)) = (µ⊗ id) (∆R(f)). The elements Xi,∂¯j and µ act as linear operators
on AX
IR3q
by left multiplication and left action respectively. They generate an algebra
of operators on AX
IR3q
which is denoted by DX
IR3q
. The partial derivatives fulfill [∂¯×∂¯]k =
0, the relations with the scaling operator are given by µ∂¯i =
1
q
∂¯iµ. The scaling opera-
tor is invertible in DX
IR3q
with µ−1 := µ
(
1 + q−2(1− q2)X ·∂¯ + q−3(1− q)2X ·X ∂¯ ·∂¯
)
.
Defining ∂i := µ
2
(
∂¯i + (q
−2 − q−1Xi ∂¯ ·∂¯
)
one gets a second triplet {∂i} of partial
derivatives [11]. It obeys ∂iXj = γij + Xa ∂b q Rˆ
−1ab
ij . Introducing on DXIR3q the
∗-involution defined on the generators by (Xi)∗ = γij Xj, (∂¯i)∗ = −q3γij ∂j and
µ∗ = q−3µ−1, the differential operator algebra DX
IR3q
becomes an ASOq(3)-covariant
∗-algebra [4, 12].
3.2. The momentum coordinates. In DX
IR3q
one finds the real triplet {Pi} with
Pi :=
1
i (1 + q−3)
(
∂i + q
−3∂¯i
)
.
which fulfills
[P×P ]k = 0 and P ∗i = γijPj (2)
and generates in DX
IR3q
a covariant ∗-subalgebra which is isomorphic to AX
IR3q
. (At
this stage one finds only that the Pi fulfill all the defining relations for AXIR3q . The
isomorphy can be read off from the symmetry 3.7 or the representations of this
algebra discussed later.) This new quantum space will be understood as the quantum
mechanical momentum space. This leads to the definition of the observable algebra
below in 3.6.
The relations between position and momentum coordinates, i. e. the q-Heisenberg
relations, still have to be investigated:
i
(
PaXb −Xc Pd q Rˆ−1cdab
)
=: µ−1
(
γabW + ǫab
m q−1
q2−q+1 Lm
)
,
−i
(
Xa Pb − PcXd q Rˆ−1cdab
)
= µ∗−1
(
γabW + ǫab
m q−1
q2−q+1 Lm
)
(3)
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with the real vector triplet {Li} and the real scalar W in DXIR3q . The commutation
relations with the coordinates and momenta are
Li Zj = −ǫicdǫdje Zc Le + ǫija ZaW, L·Z = Z ·L = 0,
W Zj = (q − 1 + 1q )ZjW − (
√
q − 1√
q
)
2
ǫj
rs Zr Ls (4)
with Zi = Xi, Pi. In particular it holds LiZ
2 = Z2Li and WZ
2 = Z2W . This
suggests already the name angular momentum algebra for the algebra generated by
{Li,W} with the relations
L·L = W
2 − 1
(
√
q− 1√
q
)2
, [L×L]k = LkW, LkW = WLk (5)
and becomes justified by the following result 3.5. The relations involving µ =
q−3µ∗−1 are
µPi =
1
q
Piµ, µXi = qXiµ, µLi = Liµ, µW = Wµ. (6)
For the representation theory the following relations are crucial.
3.3. Considering the equation [X×[X× ∂¯]]k = −XkX · ∂¯ + X ·X ∂¯k and the ∗-
conjugated equation one derives in DX
IR3q
X2Pi =
Cq
i (q − 1)
[
q−1XiWµ−1 − qWµ−1Xi + q2XiWµ−WµXi
]
(7)
resulting in
X2P 2 = C2q
[
(1 + q)2
q
W 2 − qµ2 − 2− q−1µ−2
]
(8)
with the constant Cq := q
2 (1 + q3)−1 (1− q)−1.
3.4. The dual algebra A′SOq(3) of ASOq(3). The space A′SOq(3) of linear functionals
on ASOq(3) becomes a ∗-algebra with multiplication ρ˜, ζ˜ 7→ (ρ˜⊗ ζ˜) ◦∆, unit 1˜ := e
and involution ρ˜∗(.) = ρ˜ ((S(.))∗). The quantized universal enveloping algebra of
SO(3). [5, 13, 6] is the ∗-subalgebra USOq(3) of A′SOq(3) generated by {K˜±1, S˜±}.
These linear functionals on ASOq(3) are defined on the generators of ASOq(3) by
K˜±1(M ij) =


q∓1 0 0
0 1 0
0 0 q±1


ij
,
L˜+(M ij) =


0 1√
q
0
0 0 −1
0 0 0


ij
, L˜−(M ij) =

 0 0 01 0 0
0 −√q 0


ij
,
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while their action on elements of higher order of ASOq(3) is defined inductively by
K˜±1(ab) = K˜±1(a) K˜±1(b),
L˜±(ab) = e(a)L˜±(b) + L˜±(a)K˜(b).
They fulfill L˜± K˜ = q±1 K˜ L˜±, 1√
q
S˜+S˜− − √qS˜−S˜+ = e−K˜2
q− 1
q
, K˜∗ = K˜ and (S˜−)∗ =
√
q S˜+. This algebra possesses the real central element
W˜ :=
q
1 + q
K˜−1 +
1
1 + q
K˜ + q−
1
2 (q−1)2 K˜−1 L˜− L˜+.
Each (unitary) corepresentation (V ; ∆R) ofASOq(3) is canonically a (∗-)representation
of A′SOq(3) with A′SOq(3) ∋ ρ˜ 7→ (id⊗ ρ˜) ◦∆R.
It is clear from this construction that operators ρ˜ thus lead always to operators on
AXSOq(3) which commute with the action of the scalar operators, in particular X2 and
P 2. As examples one identifies as operators on AX
IR3q
:
(W,L1, L2, L3) =
(
id⊗
(
W˜ , L˜+, 1√
q− 1√
q
(K˜ − W˜ ), L˜−
))
◦∆R
preserving the ∗-structure.
The converse is also true, the property of commuting with P 2 and X2 characterizes
the elements of the symmetry algebra completely:
3.5. Proposition. The algebra of linear operators on AX
IR3q
commuting with the
action of the operators X2, P 2 ∈ DX
IR3q
is as an algebra isomorphic to the ∗-algebra
A′SOq(3) of linear functionals on ASOq(3): For each operator ρ : AXIR3q → A
X
IR3q
with
[ρ,X2] = [ρ, P 2] = 0 there exists a unique ρ˜ ∈ A′SOq(3) such that ρ = (id⊗ ρ˜) ◦∆R.
Proof: The vector space AX
IR3q
can be decomposed as AX
IR3q
=
⊕
n,l∈IN0,l(X
2)n Zl
where Zl consists of homogeneous harmonic polynomials of degree l in the kernel
of P 2 [14]. From 3.3 one reads off that Zl is eigenspace of W with eigenvalue
cl =
q1+l+q−l
q+1
. Since the homogeneous polynomials of AX
IR3q
carry a corepresentation
of ASOq(3) and X2 transforms trivially it follows that Zl is an invariant space in
AX
IR3q
, therefore also a representation space of USOq(3). One proves at once that
an irreducible representation of USOq(3) with W˜ 7→ cl is 2l + 1-dimensional like
Zl. Choosing an orthonormal basis {|lm〉} according to 4.3 this representation
becomes a ∗-representation of USOq(3). That means that (Zl,∆R|ZL) becomes an
irreducible unitary corepresentation of ASOq(3) with ∆R : |lm〉 7→ |lm′〉 ⊗ tlm′m with
tlm′m ∈ ASOq(3) homogeneous of degree l. [16] states that all the set {tlm′m}l,m,m′ is
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linearly independent. From dimension counting one finds also that this set spans
already ASOq(3). {X2α |lm〉} is a basis of AXIR3q . From the action of X
2 and P 2 (using
the relation in 3.3) on this basis one derives for ρ with the properties required that
ρ(X2α |lm〉) = ∑m′ X2α |lm′〉Rlm′m with some matrix coefficients Rlm′m. The linear
operator ρ˜ ∈ A′SOq(3): tlm′m 7→ Rlm′m is then the solution. ✷
Summarizing the above the algebra of observables of quantum mechanics on IR3q
should be defined as follows.
3.6. Definition: The observable algebra O of SOq(3)-symmetric quantum mechan-
ics is defined to be the ASOq(3)-covariant ∗-algebra which is generated by the phase
space coordinates Xi and Pi.
The position coordinates Xi and the momentum coordinates Pi generate momentum
and postition quantum spaces isomorphic to AX
IR3q
(equations (1,2)). Their ASOq(3)-
covariant q-commutator closes upto the scaling operator µ into the angular momen-
tum algebra, generated by the real triplet {Li} and the real scalar W , a subalgebra
of the quantized universal enveloping algebra USOq(3), according to equations (3–6).
3.7. A ∗-automorphism of O. The symmetry between momentum and position
coordinates appears as the ∗-algebra automorphism compatible with the quantum
group covariance defined by
Pi 7→ −Xi, Xi 7→ Pi
which lets the angular momentum algebra invariant, Si 7→ Si, W 7→ W , and maps
the scaling operator on its ∗-conjugate, µ 7→ µ∗.
It should be noticed that µ±2 ∈ O but µ 6∈ O. Accordingly the operators µ±1W ,
µ±1Si, W 2, WSi, WK, ... ∈ O but W,Si 6∈ O. However it will turn out that in each
representation in a Hilbert space to be considered later a bounded Hilbert space
operator µ can be uniquely defined which fulfills all the algebraic relations above.
4. ASOq(3)-covariant Hilbert space
In quantum mechanics a symmetry is given by unitary transformations on the
Hilbert space of states and a covariant transformation law for the observables [1].
A continuous symmetry is described by a topological (more special a Lie) group G.
This topological group is then represented on the Hilbert space H by a continuous
mapping U : G×H → H which is also a group homomorphism.
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Let us denote with B(H) the bounded operators on the Hilbert space H , let CB(H)
be the compact operators on H . Further let M(A) be the multiplier algebra of the
C∗-algebra A.
4.1. Unitary continuous corepresentation. A unitary continuous corepresen-
tation (U,H) of the compact quantum matrix group (A, u) on the Hilbert space
H is given by a unitary operator U ∈ M(CB(H) ⊗ A) ⊂ B(H ⊗ ℓ) (where ℓ is
a Hilbert space on which A is faithfully represented) fulfilling the coaction prop-
erty U12U13 = (id ⊗ ∆)(U). (U12 := U ⊗ 1, U13 := (id ⊗ σ)(U12) with the linear
transposition operator σ : A⊗ B 7→ B ⊗ A.) [17].
For a usual compact group G a unitary continuous representation would be a con-
tinuous mapping u : G×H → H , g, v 7→ u(g)v or U : G → B(H), g 7→ U(g), i. e.
an operator valued continuous (in the strong operator topology) function on G, and
one could prove that this definition reproduces the above definition.
4.2. Proposition: Let (U,H) be a unitary continuous corepresentation of (A, u).
Then it decomposes in finite dimensional irreducible corepresentations (Uρ, Kρ), i. e.
H =
⊕
ρ∈I Kρ with finite dimensional subspaces of H for a certain index set I. If
Eρ is the orthogonal projector on Kρ then the restriction Uρ := U (Eρ ⊗ 1) belongs
to B(Kρ)⊗A where A is the ∗-algebra generated by the matrix entries of u.
Proof: This was proved first in [17]. A derivation going along the proof of the
classical result for usual compact groups [18] has been given in [19]. ✷
This can now be applied to the compact matrix quantum group SOq(3).
4.3. Hilbert space ∗-representations of USOq(3). Let (U,H) be a unitary
continuous corepresentation of (ASOq(3),M). Let (Uρ, Hρ) be as in 4.2. Then
one defines on the domain Span(∪ρ∈IHρ) ⊂
dense
H a ∗-representation of A′SOq(3) by
χ˜ 7→ ∑ρ(id ⊗ χ˜)(Uρ) by (possibly unbounded) closable operators on this domain.
Let their closures be denoted by
χ˜U :=
∑
ρ
(id⊗ χ˜)(Uρ).
The attention is restricted now to USOq(3). The operators K˜U and W˜U restricted
to some Hρ are self-adjoint and commuting, hence K˜
U and W˜U are self-adjoint
and simultanously diagonalizable on the whole Hilbert space H . From these ∗-
representation properties one derives: The Hilbert space decomposes in irreducible
representations of USOq(3) which are classified by l ∈ 12IN0 and σ = ±1: Hl,σ =
11
Span{|l, m〉 |m = −l,−l + 1, ..., l} is the finite-dimensional Hilbert space with or-
thonormal basis vectors |l, m〉 [20],
K˜U |l, m〉 = σq−l |l, m〉 ,
W˜U |l, m〉 = σcl |l, m〉
with cl =
q1+l + q−l
q + 1
= 1 + [l+1]√q[l]√q(
√
q− 1√
q
)2,
(L˜±)U |l, m〉 = αl,m±1 q∓ 12 |l, m± 1〉
with αl,m±1 =
q−
m±1
2
[2]√q
√
[l]√q[l + 1]√q − [m]√q[m± 1]√q .
Here the symmetric q-numbers had been introduced
[x]p :=
px − p−x
p− p−1 .
After this preparation the operator U can be given explicitly. From the proof of 3.5
the inequivalent unitary corepresentations of ASOq(3) are known. They correspond
to the integer values for l. Furthermore this fixes σ = +1. Thus there exists an
orthonormal Hilbert space basis of H consisting of simultanous eigenvectors of W˜U
and K˜U : {|α, l,m〉 : α ∈ Al; |m|, l ∈ IN0; |m| ≤ l} with an l-dependent index set Al.
The unitary operator U becomes
U =
∑
α,l,m,m′
|α, l,m′〉 〈α, l,m| ⊗ tlm′m
=
∑
l,m,m′
l−m′∏
µ=0
(
(L˜−)U
αl,l−µ
)
P˜Ull
l−m∏
µ=0
(
(L˜−)U
αl,l−µ
)†
⊗ tlm′m
with the orthogonal Hilbert space projector P˜Ull projecting on the simultanous
eigenspaces of W˜U and K˜U with eigenvalues cl and q
−l. The sum has to be un-
derstood in the strong operator topology. The matrices (tl)m′m belong to the 2l+1-
dimensional corepresentation of ASOq(3), the unitarity is reflected by S(tlmm′) =
tlm′m
∗
.
5. Hilbert space of SOq(3)-symmetric quantumme-
chanics
To formulate the definition of SOq(3)-quantum mechanics some further points need
to be mentioned. The operators in O are like in the undeformed case (q = 1) not
12
bounded. Since they are to be represented on a Hilbert space their domain can
not be the full Hilbert space. Instead a domain is to be defined for each operator,
and symmetric operators (i. e. those operators O which coincide with their Hilbert
space adjoints restricted to the domain of O) need not be diagonalizable, i. e. have
a projector valued spectral measure.
On the other hand the most fundamental property of an observable is its measura-
bility. That means that a measurement projects any state vector on an eigenspace
(or approximate eigenspace in the case of an observable with continuous spectrum)
of the measured observable, and the spectrum is real. This property of diagonal-
izability is fulfilled by self-adjoint operators, i. e. those which coincide with their
Hilbert space adjoints.
To represent the observable algebra there must be a common dense domain D of
all the operators where the algebra relations of O are fulfilled [21], the involution ∗
becomes represented by the Hilbert space adjoint. The observables are essentially
self-adjoint on this domain.
5.1. Hilbert space representations. Let D be a pre-Hilbert space with Hilbert
space closure H = D. Let π be an algebra homomorphism of the ∗-algebra A into
the linear operators on D, π : A ∋ a 7→ π(a) such that 1 7→ 1|D = idD. Then
(π,D) will be called a Hilbert space representation of A. If the algebra involution ∗
becomes represented by the Hilbert space adjoint (the Hilbert space adjoint of the
operator A will always be denoted by A†), π(a∗) = π(a)†|D, then (π,D) will be called
a ∗-representation of the ∗-algebra A in the Hilbert space H [21].
For each ∗-representation (π,D) of a ∗-algebra A in a Hilbert space H one defines
its adjoint representation (π†,D†) with
D† = D(π†) := ⋂
a∈A
D
(
π(a)†
)
and π†(a) := π(a∗)†|D†
which is a representation of A but not necessary a ∗-representation. If a ∗-represent-
ation π fulfills π = π† then it is called a self-adjoint representation [22, 21].
5.2. Definition. The state space of SOq(3)-symmetric quantum mechanics is a
separable Hilbert space H with the following additional structure:
(i) H carries a unitary continuous corepresentation (U,H) of the compact
matrix quantum group (ASOq(3),M).
(ii) H carries a ∗-representation (π,D) of the observable algebra O with
D ⊂
dense
H.
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(iii) The scalars X2 := X ·X and P 2 := P ·P in O become represented by
observables:
π(X2), π(P 2) are essentially self-adjoint operators in H.
(iv) The elements of O are represented by covariant operators:
U
(
π(a)⊗ 1ASOq(3)
)
U∗ = ∆R(a)
for each element a ∈ O.
(v) The SOq(3)-symmetry manifests itself completely in the observable alge-
bra:
All elements a ∈ O in the angular momentum algebra, i. e. [a, P 2] =
[a,X2] = 0, belong to the ∗-representation of A′SOq(3) induced by (H, U):
a˜U|D = π(a).
If all these requirements are fulfilled, then (π,D) is called a quantum mechanical
representation of O.
5.3. Spin degrees of freedom. For the vector operators {Xi, Pi} the covariance
means certainly U(π(Xi)⊗ 1ASOq(3))U∗ = π(Xj)⊗M j i and U(π(Pi)⊗ 1ASOq(3))U∗ =
π(Pj) ⊗ M j i. This implies that the operators WSi and W 2 can be identified to
belong to the representation of USOq(3) on the observable algebra. But (v) is not
implied by (iv) which only states that the SOq(3)-covariance manifests itself on the
observable algebra by the angular momentum algebra as orbital angular momentum.
There could be hidden, i. e. internal, degrees of freedom also transforming under
the symmetry perhaps even under the quantum group SU√q. Let (u, h) be some
finite-dimensional irreducible continuous corepresentation of (ASU√q(2), m) (m being
the matrix of the fundamental representation). Let H˜ := H ⊗ h and define the
unitary operator U˜ := (id ⊗ id ⊗ m) ◦ σ23(U ⊗ u). Let the observable algebra
O˜ := O ⊗ UUSOq(3) be extended by the representation of USOq(3) on H ⊗ h. Then
also half-integer values for l arise. In this way spin degrees of freedom have to be
introduced in the observable algebra to characterize a quantum mechanical state
completely. However these possibility is from now on excluded by 5.2 (v).
Because of 5.2 (iv) the π-representatives of the scalar operators P 2 and X2 of O
commute onD with the unitary corepresentation operator U and hence also, because
of (v), with operators χ˜U derived from χ˜ ∈ A′SOq(3). Then one may hope that
the operators π(X2) (or π(P 2) respectively), W˜U and K˜U can be simultanously
diagonalized on H. For such problems the following theorem will be used.
5.4. Proposition: Let D ⊂
dense
H be a common domain for the symmetric Hilbert
space operators a, c and c′. Let all three operators mutually commute on D. Let
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a be essentially self-adjoint, and a ≥ 1. Let c and c′ be a-bounded (i. e. ∃λ > 0 :
‖cφ‖ ≤ λ(‖φ‖+ ‖aφ‖) for all φ ∈ D).
Then c and c′ are essentially self-adjoint on D. Any other core for a is a core for c
and c′. All three operators mutually commute strongly.
A core of a closed Hilbert space operator A with domain DA is a linear subspace
D′ ⊂ DA such that A|D′ = A. The notion of strong commuting of operators used
here is borrowed from [21] and coincides with the notion of commuting in [23].
Proof: That c and c′ are self-adjoint on any core for a is a direct consequence of
[24] with N = a and A = c, c′. That c and c′ commute strongly is contents of [25]
That a and c or c′ respectively commute strongly is contents of [26]. ✷
5.5. Proposition: In each quantum mechanical representation (π,D) the operators
π(X2), K˜U and W˜U commute strongly and can be simultanously diagonalized. This
holds also for the operators π(P 2), K˜U and W˜U .
Proof: The algebraA′SOq(3) acts onASOq(3) by ρ˜ 7→ (id⊗ρ˜)◦∆ and the spaceASOq(3)
decomposes in eigenspaces ASOq(3)(l, m) := Span{tln,m : n = −l,−l+1, ..., l} of K˜ and
W˜ with eigenvalues q−m, cl > 0. One defines the linear functionals P˜lm ∈ A′SOq(3)
by
P˜lm|ASOq(3)(l′, m′) = δll′ δmm′ .
Then the operators P˜Ulm constructed according to 4.3 are the simultanous spectral
projectors of K˜U and W˜U . They are bounded operators on H which commute
with π(X2) =
∑
i π(Xi)π(X
∗
i ) on D. Then 5.4 applies with c = P˜Ulm|D and a =
1|D + π(X2). It states that π(X2), K˜U and W˜U commute strongly. Using the
symmetry P 2 ↔ X2 one proves the statement for P 2. ✷
From the above proof the definition of the simultanous spectral projectors P˜Ulm of
K˜U and W˜U derived from the corepresentation operator U will be used also in the
sequel.
5.6. Proposition: In each quantum mechanical representation (π,D) the repre-
sentatives of the real generators XRα and P
R
α of O are essentially self-adjoint. The
adjoint representation (π†,D†) is self-adjoint.
Proof: Proposition 5.4 with c = π(XRα ) and a = 1|D+π(X2) with λ = 2q+ 1
q
applies.
It states that π(XRα ) is essentially self-adjoint for any core of π(X
2). The symmetry
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X ↔ P proves the same for the momenta. This implies the self-adjointness of π† as
proved in [27]. ✷
That means that every quantum mechanical representation can be uniquely extended
to a self-adjoint representation by simply taking the adjoint representation. In
all the following only the self-adjoint quantum mechanical representations will be
considered.
5.7. In a quantum mechanical representation (π,D) the self-adjoint operators
π(X2) and π(P 2) are positive, and their kernels are trivial.
Proof: Suppose 0 6= |ψ〉 ∈ H is in the kernel of π(X2). Without restriction |ψ〉 =
P˜Ulm |ψ〉. Let |f〉 ∈ D. Then it is 0 = 〈ψ|π(X2)π(P 2)|f〉 =
−C2q
〈
ψ|(q2l − π(µ2))(q2l+2 − π(µ2))π(µ−2)|f
〉
. For all l ≥ 0 this is in contradic-
tion with µ∗2µ2 = q−6. The positivity follows from X2 = XiX∗i . ✷
5.8. Spectral measures. Since π(X2) and π(P 2) are self-adjoint in a quantum
mechanical representation (π,D) the spectral theorem (e. g. [28]) applies and one
can introduce the projection-valued measures {PXΩ } and {PPΩ} of π(X2) and π(P 2)
which fulfill
π(X2) =
∫
x∈IR+ x
2 dPXx with P
X
Ω =
∫
Ω
dPXx ,
π(P 2) =
∫
p∈IR+ p
2 dPPp with P
P
Ω =
∫
Ω
dPPp .
Because of 5.5 the spectral projectors of either of the sets {π(X2), W˜U , K˜U} or
{π(P 2), W˜U , K˜U} commute and the spaces
HXΩ,l,m := PXΩ P˜UlmH and HPΩ,l,m := PPΩ P˜UlmH
(to be thought of as approximate simultanous eigenspaces) span dense subspaces
EˆX := ∑
0<a≤b<∞
|m|≤l∈IN0
HX[a,b],l,m and EˆP :=
∑
0<a≤b<∞
|m|≤l∈IN0
HP[a,b],l,m
in the Hilbert space H.
5.9. Let (π,H) be a self-adjoint quantum mechanical representation of O on
H = D. Then the following statements hold:
(i) EˆX ⊂ D is invariant under π. I. e. the restricted representation (π|EˆX , Eˆ
X)
is a ∗-representation of O.
(ii) Dˆ := EˆX + EˆP is invariant under π. The ∗-representation (πˆ, Dˆ) :=
(π|Dˆ, Dˆ) determines the representation π completely with (π,D) = (πˆ
†, Dˆ†).
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Proof: Since EˆX is a core of π(X2), 5.4 can be applied with c = π(XRα ), and
one concludes that EˆX ⊂ D(π(XRα )†) is a core for π(XRα ) and that EˆX is invariant,
since the eigenvalues of the operators K˜U and W˜U are changed by at most one unit.
The action of the operators π(µ±1Li)† and π(µ±1W )† can be derived from 4.3 and
π(µW )H[a,b],l,m = H[q∓1a,q∓1b],l,m proving the invariance of EˆX under these operators.
Finally, observing π(X2)†EˆX = EX , the same conclusions can be drawn for π(Pi)
when 3.3 is taken into account. This proves EˆX ⊂ D† = D. The symmetry P ↔ X
assures the same conclusions for EˆP . Thus Dˆ ⊂ D is an invariant subset of the
domain of π. Since the real generators {XRα , PRα } of O are represented by essentially
self-adjoint operators on Dˆ the last assertion follows [29]. ✷
5.10. Proposition: Let the conditions and definitions be as in 5.9. Let EˆXlm :=
P˜UlmEˆX ⊂
dense
P˜UlmH. Then the restriction π(P 2)|EˆXlm is an essentially self-adjoint op-
erator in the Hilbert space P˜UlmH. Its spectral measure is given by
dPPp P˜
U
lm =
∑
k,k′∈ZZ
q6(k+k
′) N−2l Fl(q
1
2
+l+2k)Fl(q
1
2
+l+2k′) ×
× π(µ∗2k)dPX[
q
1
2
+lCqp
−1
]P˜Ulmπ(µ2k′)
with the q-deformed Bessel functions
Fl(y) = y
l
∞∑
k=0
y2k(−1)k q
−2k(k−1)q−k(2l+5)
(q−4; q−2(2l+3))k(q−4; q−4)k
,
the definitions (a; p)k :=
∏k−1
j=0(1 − apj) and Nl := q−l(l+
1
2
) (q−4;q−2(2l+3))∞
(q−4;q−4)∞ and the
constant Cq =
q2
(1+q3)(1−q) introduced in 3.3.
The function Fl can also be expressed with the help of the q-hypergeometric functions
discussed in [30]: Fl(y) = y
l Φ1 1
(
0; q−2(3+2l); q−4, y2q−2l−5
)
. [31] states then
δnm = N
2
l q
3(m+n)
∑
k∈ZZ
q6k Fl(q
1
2
+l+2(k+m))Fl(q
1
2
+l+2(k+n))
when l ≥ −1. Introducing the operators (Klf)(y) := q−lf(qy) − qlf(q−1y), and
∆lf(y) :=
C2q
y2
K−l−1Klf(y) the functions Fl fulfill the following difference equations
(l ∈ IN0):
1
y
(KlFl)(y) =
q−2l−3
1−q−2(2l+3) Fl+1(y),
C−2q ∆Fl(y) =
1
y2
K−l−1KlFl(y) = Fl(y)
which should be compared with 3.3.
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Proof: To prove the essential self-adjointness of π(P 2)|EˆXl its defect indices are
investigated. Let Ψ be a ±i-eigenvector of π(P 2)|EˆXl
†. Then 0 = (π(P 2)±i)PXΩ |Ψ〉.
Thus, using the formulas 3.3, almost everywhere 0 = (−∆l ± i)dΨy with dΨy :=
y−
3
2dPXy Ψ This difference equation gives a dependence between dΨq2ny for y ∈
[1, q2), but does not correlate different y ∈ [1, q2). Hence for each y ∈ [1, q2) it leads
to a recursion relations which has a two-parametric solution space. The general solu-
tion is thus dΨq2ny =
(
AyFl(±i1cyq2n) +ByF−l−1(±i1cyq2n)
)
dΨy with measurable Ay
and By for y ∈ [1, q2). However there is still the norm squared of Ψ given by 〈Ψ|Ψ〉 =∫
y∈[1,q2)
〈
Ψ|y−3dPXy |Ψ
〉∑
n∈ZZ q
6k
∣∣∣AyFl(±√i1cyq2n) +ByF−l−1(±√i1cyq2n)
∣∣∣2 . Hence
the sums must be finite almost everywhere. For l ≥ 1 it is now easy to see that By
has to vanish almost everywhere. Otherwise the partial sums above would diverge for
n→∞. On the other hand one sees that the n→ −∞-limit gives no conditions for
Ay. But it will be shown that |Fl(±iy)| → ∞ for y →∞ which proves that also Ay
has to vanish almost everywhere thus implying that |Ψ〉 = 0. A strongly related anal-
ysis is in [32]. f(r) := i
l
2 q−l(l+
1
2
)Fl(
±i
c
y) = rl
∑
k(±i)kq−2k(k+1)r2kGk,1 with Gk,m :=(
(q−4; q−4(l+m)+
1
2 )(k−m+1) (q−4; q−4m+4)(k−m+1)
)−1
and r = q
−l(l+1
2
)
c
y. To investigate
the limit r → ∞ one chooses r = q2(t+α) with t ∈ 4IN0, α ∈ IR. Substituting
into f this gives f(r) = Φ1 + Φ2 with Φ2 = q
2l(t+α)∑∞
k= t
2
+1Gk,1q
−2k(k+1−2t−2α)(±i)k
=: G t
2
,1q
2l(α+t)+2(α+t− 1
2
)2ψ
(i)
t (α). Using the limit Gt+k, t
2
+1 → 1 for t → ∞ one
has limt→∞ ψ
(i)
t (α) = ψ
(i)(α) :=
∑∞
k=−∞(±i)kq−2(k+
1
2
−α)2 . For large t, the absolute
terms of the individual terms of the alternating sums of real and imaginary part of
Φ1 grow monotonously with k and the sum can be estimated using the last term:
|Φ1| < 2G t
2
,1q
3
2
t2−t(q−2α−l)+2αl. Then one arrives at
lim
t→∞
t∈4IN0
|f(q2(t+α))|
φ(t, α)
= ψ(i)(α)
with the monotonously growing function φ(t, α) = q2t
2−2t(1−2α−l)+2αl+2( 1
2
−α)2 . The
function ψ(i) is continuous and periodic with period 4. Let ψ′ be its real part,
then ψ(i)(α) = ψ′(α) ± iψ′(α − 1). In [14] it is proved that ψ′(α) = 0 implies
α = −1
2
+ 2ZZ. Thus |ψ(i)| is strictly positive. Hence the sum above would diverge
for n→∞. Therefore Ay has to vanish almost everywhere.
Doing the same analysis as in [14] or using the results of [30] cited above gives the
explicit spectral representation. ✷
Since the image of dPPp P˜
U
lm belongs to the domain Dˆ ⊂ D the operators π(Pi) can
be applied. Therefore the term P˜U00
1
p
π(Pi)P˜
U
1m dP
P
p P˜
U
1m′
1
p
π(Pj)P˜
U
00 leads to the still
missing spectral representation of π(P 2) for l = 0, and one gets the following:
5.11. Corollary: The spaces EˆP and hence Dˆ are uniquely determined by EˆX,
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since the equation
dPPp P˜
U
lm =
∑
k,k′∈ZZ
q6(k+k
′) N−2l Fl(q
1
2
+l+2k)Fl(q
1
2
+l+2k′) ×
× π(µ∗2k)dPX[
q
1
2
+lCqp
−1
]P˜Ulmπ(µ2k′) (9)
is valid for all l ∈ IN0.
Thus to classify all the self-adjoint quantum mechanical representations it is suffi-
cient to construct the spaces EˆX representing O.
5.12. Each nontrivial self-adjoint representation of O contains some vector 0 6=
|Ψ〉 ∈ H[1,q),0,0.
Proof: There exists 0 6= |Φ〉 ∈ H[a,b],l,l. One observes that the reducible multiplet
π(X3) |Φ〉 ∈ H[a,b],l+1,l−1 + H[a,b],l−1,l−1 with Φ ∈ H[a,b],l,l because of 0 = P˜Ull π(X ·
L) |Φ〉 = q−1/2 P˜Ull π(L1X3) |Φ〉+P˜Ull π(L2X2) |Φ〉 = −q−
1
2 [l+1]q P˜
U
ll π(X2) |Φ〉. Then
one compares the vectors constructed as π(X3) |r, l, l〉 and π(L3X2) |r, l, l〉.
‖π(X3) |Φ〉‖2 ‖π(L3X2) |Φ〉‖2
|〈Φ|π(L3X2)† π(X3)|Φ〉|2
= ql [2l + 1]√q
(
1 + q−2l
[2l]√q
[2]√q
)
≥ 1.
One concludes that they are linearly independent for l > 0, and HX[a,b],l−1,l−1 is
nontrivial if l > 0. Since the operator u := q
3
2 (W˜U)−1 π(µW ) provides an isometry
between the spaces HX[qna,qnb] for n ∈ ZZ the lemma is proved. ✷
5.13. Irreducible representations. Defining EˆΨ := π(O) |ψ〉, HΨ := EˆΨ, πΨ :=
π|HΨ one gets now a self-adjoint quantum mechanical representation of O on the
Hilbert space HΨ. Then its complement is also a self-adjoint quantum mechan-
ical representation [33]. One observes also at once that this subrepresentation is
irreducible if, and only if, |Ψ〉 ∈ PX[1,q) is an eigenvector of π(X2).
Let us suppose now that (π,D) is irreducible. Take |Ψ〉 as before and suppose that
it is normalized, 〈Ψ|Ψ〉 = 1, and obeys π(X2) |Ψ〉 = x20 |Ψ〉 with x0 ∈ [1, q). This
irreducible representation will be called from now on (πx0,Dx0). Then one defines
the following orthonormal basis of EˆXx0{
|xn, l, m〉
∣∣∣∣n ∈ ZZ, l, |m| ∈ IN0, |m| ≤ l
}
of simultanous eigenvectors of the commuting observable πx0(X
2) with eigenvalues
x2n = x
2
0q
2n and πx0(W
2) and πx0(L2W ) by
|xn, 0, 0〉 = u†n |Ψ〉 := π(q− 32µ−1W )n |Ψ〉
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|xn, l, l〉 :=
√√√√ [2]√q
qnx0
[2l + 3]√q
[2l + 2]√q
πx0(X1) |xn, l − 1, l − 1〉
|xn, l, m〉 := q− 12α−1l,m−1 |xn, l, m+ 1〉 .
In this irreducible representation also πx0(P
2) has exactly one eigenvalue in [1, q2).
To complement EˆXx0 one has still to determine all the eigenvectors of πx0(P 2). Defin-
ing
p0 :=
√
qCq
x0
the simultanous eigenvectors |pn, l, m〉 of πx0(P 2) with eigenvalues p20q2n and πx0(W 2)
and πx0(WL2) in the same manner which span EˆPx0 one has still only to give the
matrix elements between these both bases. But this can be read off from 5.10:
〈xn, l, m|pn′, l′, m′〉 = δll′ δmm′ 1
Nl
Fl(q
n+n′+l+ 1
2 )δ
(2)
n+n′+l
with 2δ(2)a := (−1)a + 1.
Now the results 5.5, 5.6 and 5.13 can be summarized as a theorem:
5.14. Theorem: Each quantum mechanical representation of O can be uniquely
extended to a self-adjoint quantum mechanical representation by taking the adjoint
representation. Each self-adjoint quantum mechanical representation (π,D) is a
direct integral sum of the irreducible quantum mechanical representations (πx0 ,Dx0)
parametrized by x0 ∈ [1, q), and it holds upto unitary equivalence
D ∼
∫ ⊕
x0∈[1,q)
Dx0 ⊗ dPXx0P˜U00H, π(a) ∼
∫ ⊕
x0∈[1,q)
πx0(a)⊗ iddPXx0 P˜U00H
for a ∈ O. The operator sets {π(X2), π(W 2), π(L2)} and {π(P 2), π(W 2), π(L2)}
respectively are complete sets of commuting observables.
Thus after having characterized a quantum mechanical representation by very nat-
ural requirements on the observability of certain operators and the covariance under
the quantum group all representations are found. In opposite to the usual quantum
mechanical situation where von Neumann’s arguments show the uniqueness of the
Schro¨dinger representation for the Heisenberg algebra [35], in the q-deformed case a
one-parametric set of inequivalent irreducible quantum mechanical representations
arise which however have the property that eigenvectors of position and momentum
exist.
These results can in the same way be obtained also for SOq(N)-symmetric quantum
mechanics. The special case N = 1 is treated in [34] where the fact that π(P 2) is
not essentially self-adjoint on EX leads to a lot of ambiguities.
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6. Application: Potential Problems
In analogy to usual quantum mechanics one can now consider properties of operators
of the form H = π(P 2) + V and solve the corresponding eigenvalue equations.
6.1. Let (πx0 ,Dx0) be the irreducible self-adjoint quantum mechanical representa-
tion of O with πx0(X2)-eigenvalues x20q2n = x2n.
For sequences f : ZZ → lC the mappings f 7→ ||f ||∞, f 7→ ||f ||2, f 7→ ||f ||∞ are
defined by ||f ||∞ := supn∈ZZ |fn|, ||f ||1 :=
∑
n∈ZZ q
3n|fn|, ||f ||2 :=
√
||f 2||1. These
sequences can be understood as multiplication operators in the x0-representation
with the definition πx0(f) |xn, l, m〉 := fn |xn, l, m〉 with domain to be specified.
Certainly the sequences f with ||f ||∞ < ∞ act as bounded operators. Then in the
spirit of [36] one can prove the following result.
6.2. Proposition: Let (πx0,Dx0) be the irreducible quantum mechanical repre-
sentation of O as before. Let v and w be sequences ZZ → lC, ||v||∞ < ∞ and
||w||2 < ∞ acting as multiplication operators in the x0-representation. In addition
let b be a bounded operator on Hx0 which commutes with the corepresentation op-
erator U such that bπx0(v + w) is a symmetric operator on Dx0 (which commutes
then strongly with the operator K˜U and W˜U). Then H := πx0(P
2) + bπx0(v +w) is
essentially self-adjoint on Dx0.
Proof: Let H := Dx0. That H is essentially self-adjoint will be proven sep-
arately for the subspaces P˜UlmH. The vectors in |φ〉 ∈ P˜UlmH define sequences
φn := q
− 3
2
n 〈xn, l, m|φ〉 and φˆn := q− 32n 〈pn, l, m|φ〉 with ||φ||2 = ||φˆ||2 <∞. Then
||φ||∞ ≤
∑
k∈ZZ
sup
n+k
∣∣∣q 32 (n+k) 〈xn+k, l, m|p0, l, m〉∣∣∣ q3k|φˆk| ≤ dl||φˆ||1
with the positive constant dl.
On the other side the sequence Π : n 7→ 1
p2n+1
has finite norm ||Π||2. Let |φ〉 ∈
P˜UlmDpix0(P 2)† be in the domain where πx0(P 2)† restricted to P˜UlmH is self-adjoint.
Then (1 + πx0(P
2)) |φ〉 ∈ H lets define the sequence Π−1φˆ. With Schwarz’s in-
equality ||φˆ||1 ≤ ||Π||2 ||Π−1φˆ||2 ≤ ||Π||2 (||πx0(P 2) |φ〉 ||+ || |φ〉 ||). Applying these
inequalities to the vectors µr |φ〉 results in
||φˆ||1 ≤ q 12n||Π||2 || |φ〉 ||+ q− 32n||Π||2 ||πx0(P 2) |φ〉 ||.
This formula implies that for each φ ∈ Hl and each e > 0 one can find gl > 0
(depending on l and e but not on the vector |φ〉) such that
||φ||∞ ≤ e||πx0(P 2) |φ〉 ||+ gl|| |φ〉 ||.
Let the operator norm of b be ||b||. Then one proves straight forwardly that choosing
e := τ ||w||−12 ||b||−1 and γ := gl||w||2||b|| + ||v||∞||b|| with 0 < τ < 1 leads to the
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inequality
||b(v + w) |φ〉 || ≤ τ ||πx0(P 2) |φ〉 ||+ γ|| |φ〉 ||.
Then the Kato-Rellich Theorem [37] proves that H|P˜UlmH is essentially self-adjoint
on any core of πx0(P
2)|P˜UlmH
†. Thus H is essentially self-adjoint. ✷
6.3. Example: The SOq(3)-symmetric Coulomb problem. Let (πx0 ,Dx0)
be as before. Identify a ∈ O with πx0(a). Define the bounded operator b by
b := −µ − q−1µ∗ where the bounded linear operator µ is defined by µ |xn, l, m〉 =
q−
3
2 |xn−1, l, m〉 (i. e. this µ represents µ ∈ DXIR3q). The operator
1
R
= πx0(v + w) is
defined by the sequences v and w acting in the X-representation and (v+w)n :=
1
xn
and vm = 0 for m < 0. (The such defined operator is uniquely defined by the
equation ( 1
R
)2X2 = 1 and its positivity.) Then
H := P 2 + b
1
R
= P 2 − (µ 1
R
+
1
R
µ∗)
is essentially self-adjoint on Dx0 . (It is obvious that the potential −µ 1R − 1Rµ∗ is a
q-deformation of the usual Coulomb potential.)
Like in the undeformed case one can find the Lenz-vector consisting of the real triplet
{Ai} with
Ai := −iq2Cq [Pi, W˜U ] + Xi
R
which commutes with the Hamiltonian, [H,Ai] = 0, and closes on constant energy
spaces together with the angular momentum algebra in a q-deformed SO(4)-angular
momentum algebra:
[A×A]k = −LkW H,
A·A = q − 1 +
1
q
q − 2 + 1
q
W 2H − 1
q − 2 + 1
q
H + 1,
A·L = L·A = 0,
[L×A]k + [A×L]k =WAk + AkW,
[L×A]k − [A×L]k = [2]q
(
√
q − 1√
q
)2
[W,Ak].
The negative spectrum is given by
{
En
∣∣∣∣ n ∈ IN , ∃m ∈ ZZ : q2(q−n−qn)En = x0qm
}
with
En = −
(
1+q−3
1+q
)2 1
[n]2q
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where the angular momentum is restricted like in the undeformed case by l+1 ≤ n.
Negative energies arise only for special representations (πx0 ,Dx0). This comes from
the fact that the corresponding wave functions are of the form
xn−1
∑
k
q−k(k+1)
(q−2;q−2)k
(−q2(qn−q−n)En x)k which are only normalizable for special values
of x0.
In this paper a complete framework for SOq(3)-symmetric one-particle quantum
mechanics is provided and the representations studied. The observable algebra is a
deformation of the usual Heisenberg algebra of coordinates and momenta covariant
under the Lie group SO(3) which is obtained by canonical quantization. However
if quantization also changed the symmetry as a second order effect but conserved
the corepresentation properties then the canonical quantization would have to be
modified. Considering q = 1+O(h¯2) the above found algebra would be nothing else
than a noncanonical h¯-deformation covariant under the h¯2-quantized group.
The author thanks Bernhard Drabant, Moritz Fichtmu¨ller, Silke Grosholz, Herna´n
Ocampo, Joachim Seifert and Julius Wess for their interest and numerous discus-
sions.
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