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Abstract
In this note we study restrictions on the recently introduced super-additive and
sub-additive transformations, A 7→ A∗ and A 7→ A∗, of an aggregation function A.
We prove that if A∗ has a slightly stronger property of being strictly directionally
convex, then A = A∗ and A∗ is linear; dually, if A∗ is strictly directionally concave,
then A = A∗ and A∗ is linear. This implies, for example, the existence of pairs of
functions f ≤ g sub-additive and super-additive on [0,∞[n, respectively, with zero
value at the origin and satisfying relatively mild extra conditions, for which there
exists no aggregation function A on [0,∞[n such that A∗ = f and A∗ = g.
Keywords: aggregation function, sub-additive and super-additive transformation
1 Introduction
A mapping A : [0,∞[n→ [0,∞[ is called an aggregation function if A(0) = A(0, . . . , 0) = 0
and A is increasing in each coordinate. Literature on aggregation functions is abundant and
we refer only to [2, 4] for basic facts. We will focus on a pair of mutually dual fundamental
transformations of aggregation functions, which have been introduced in [5], motivated by
interesting applications in economics.
Definition 1 Let A : [0,∞[n→ [0,∞[ be an aggregation function. The sub-additive trans-
formation A∗ : [0,∞[n→ [0,∞] of A is given by
A∗(x) = inf {
k∑
i=1
A(x(i)) |
k∑
i=1
x(i) ≥ x} (1)
Similarly, the super-additive transformation A∗ : [0,∞[n→ [0,∞] of A is defined by
A∗(x) = sup {
k∑
j=1
A(x(j)) |
k∑
j=1
x(j) ≤ x} . (2)
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We note that the transformations (1) and (2) were originally introduced in [5] for
aggregation functions as defined above and with the property that A∗ and A∗ do not
attain the value ∞.
It easy to show [5] that the functions A∗ and A∗ are indeed, as their names suggest,
sub-additive and super-additive, respectively, that is, A∗(u + v) ≤ A∗(u) + A∗(v) and
A∗(u + v) ≥ A∗(u) +A∗(v) for every u, v ∈ [0,∞[n, where addition is defined coordinate-
wise in the usual manner.
This suggests the question of whether or not for every pair f, g : [0,∞[n→ [0,∞] such
that f(0) = g(0) = 0, f(x) ≤ g(x) for every x ∈ [0,∞[n, with f sub-additive and g
super-additive, there exists an aggregation function A on [0,∞[n such that A∗ = f and
A∗ = g.
In this paper we show that the answer to this question is negative if relatively mild extra
conditions are imposed on f and g. This is a consequence of our findings stemming from
a more detailed study of replacing the super- and sub- additivity properties of the above
transformations by the slightly stronger properties of directional convexity and concavity.
Our main results say in a nutshell that if an aggregation function A is such that A∗ is
strictly directionally convex, then necessarily A = A∗ and A∗ is linear; dually, if A∗ is
strictly directionally concave, then A = A∗ and A∗ is linear.
We explain our tools in section 2 on the one-dimensional case first, as it clearly distin-
guishes what hurdles one needs to overcome in extending the result to the multi-dimensional
case, which is done in section 3. We conclude in section 4 by a discussion.
2 The one-dimensional case
We consider here the one-dimensional case, a preliminary report on which can be found in
[10]. We recall that a function h : [0,∞[→ [0,∞[ is strictly convex if for every distinct
u, v ∈ [0,∞[ and every t ∈ ]0, 1[ we have h(tu + (1 − t)v) < th(u) + (1 − t)h(v); the
usual concept of convexity s obtained by replacing the strict inequality with a non-strict
one. A function h : [0,∞[→ [0,∞[ is called directionally convex if its increments are
non-decreasing, that is, if h(x + t) − h(x) ≤ h(y + t) − h(y) whenever 0 ≤ x ≤ y and
h ≥ 0. It is easy to see that this condition is equivalent to h(x) + h(y) ≤ h(u) + h(v)
for every u, v, x, y ∈ [0,∞[ with u ≤ x, y ≤ v and u + v = x + y; we will call h strictly
directionally convex if all the inequalities in the are replaced with strict ones. Recall also
that h is strictly super-additive if h(x) + h(y) < h(x + y) for every distinct x, y ∈ [0,∞[;
allowing non-strict inequality gives back the concept of super-additivity.
As we shall see in the next lemma, directional convexity is equivalent to convexity
for functions locally bounded at some point on the real axis. We prefer, however, using
directional convexity in the statement of our main result of this section, because this turns
out to be the way to extend our findings to the multi-dimensional case later. We will
restrict our attention here to functions defined on [0,∞[, as only these are of our concern,
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and we will say that such a function h is locally bounded at some point if there exists an
x0 ∈]0,∞[ such that h is bounded in some open neighbourhood of x0.
Lemma 1 Let h : [0,∞[→ [0,∞[ be a function locally bounded at some point. Then:
(a) The function h is directionally convex if and only if it is convex, and h is strictly
directionally convex if and only if it is strictly convex; moreover, any of these properties
imply continuity of h on [0,∞[.
(b) If h is directionally convex and h(0) = 0, then h is super-additive, and if h is strictly
directionally convex with h(0) = 0, then it is strictly super-additive.
(c) If h is directionally convex and h(0) = 0, then for every u, v ∈]0,∞[ such that
0 < u < v we have h(u)/u ≤ h(v)/v; in particular, h(ε) ≤ εh(1) for every ε ∈]0, 1].
Proof. For (a), taking x = y = (u+ v)/2 in the definition of directional convexity of h
implies that h(1
2
(u + v)) ≤ 1
2
h(u) + 1
2
h(v); this property is known as midpoint convexity.
Since h is assumed to be locally bounded at some point, midpoint convexity of h implies its
convexity and continuity by the Bernstein-Doetsch theorem [3]. This shows that under our
assumptions, directional convexity of h implies its convexity. Conversely, if u ≤ x, y ≤ v
are such that u + v = x + y, then there exists a t ∈ [0, 1] such that x = tu + (1 − t)v
and y = (1 − t)u + tv. Applying convexity of h gives h(x) ≤ th(u) + (1 − t)h(v) and
h(y) ≤ (1−t)h(u)+th(v), and adding the last two inequalities together gives h(x)+h(y) ≤
h(u) + h(v). It follows that convexity of h implies its directional convexity. The “strict”
versions of the two implications are obvious.
Item (b) follows from directional convexity of h with h(0) = 0 by letting u = 0 and
v = x+ y and using strict inequalities if h is strictly directionally convex.
To prove (c) it is sufficient to apply (a), and hence convexity of h, to the equation
u = (1− t)0 + tv for t = u/v, by which h(u) ≤ (1− t)h(0) + th(v) = uh(v)/v; the last part
of (c) follows by letting u = ε and v = 1. 2
We note that if the assumption of h being locally bounded at some point on is dropped,
then directional convexity need not imply convexity. Counterexamples constructed with
the help of Hamel bases of the vector space of the real numbers over the field of rational
numbers are identical to those showing that midpoint convexity need not imply convexity;
we refer to [6] for details together with accompanying theory.
We are now ready to prove our main result in the one-dimensional case and we will do
so in the directional convexity setting.
Theorem 1 Let A : [0,∞[→ [0,∞] be an aggregation function. If A∗ is strictly direc-
tionally convex, then A(x) = A∗(x) for every x ∈ [0,∞[. Moreover, in such a case we have
A∗(x) = cx for every x ∈ [0,∞[, where c = limt→0+ A(t)/t.
Proof. Let A : [0,∞[→ [0,∞] be an aggregation function such that A∗ is strictly
directionally convex; note that this automatically implies that A∗ is locally bounded at
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some (in fact, at every) point in ]0,∞[. Clearly, A(x) ≤ A∗(x) and A∗(x) > 0 for every
x ∈ ]0,∞[, and A(0) = A∗(0) = 0; moreover, both A and A∗ are increasing functions.
Suppose for a contradiction that there exists an x¯ > 0 such that A(x¯) < A∗(x¯), where,
using an equivalent form of the definition of a super-additive transformation,
A∗(x¯) = sup
{
k∑
j=1
A(xj) | x1≥x2≥. . .≥xk>0 and
k∑
j=1
xj = x¯
}
. (3)
If the sums in (3) consist of just one element, A(x¯) and x¯, then we have A(x¯) < A∗(x¯) by
our assumption, and so we may let k ≥ 2 throughout. Let δ1 = (A∗(x¯)−A(x¯))/2 > 0 and
define ε > 0 by ε = min { δ1/A∗(1) , x¯/3 , 1 }. We will distinguish two cases.
Case 1: x1 ∈ ]x¯−ε, x¯[, so that
∑k
j=2 < ε. Since A is increasing, we have A(x1) < A(x¯),
and the way δ1 was introduced then implies that A(x1) < A(x¯) = A
∗(x¯) − 2δ1. Further,
by earlier inequalities, the facts that A∗ is super-additive and increasing, and by the last
statement of part (c) of Lemma 1 we have
k∑
j=2
A(xj) ≤
k∑
j=2
A∗(xj) ≤ A∗(
k∑
j=2
xj) ≤ A∗(ε) ≤ εA∗(1) .
These findings together with ε ≤ δ1/A∗(1) lead to the estimate
k∑
j=1
A(xj) = A(x1) +
k∑
j=2
A(xj) ≤ A∗(x¯)− 2δ1 + εA∗(1) ≤ A∗(x¯)− δ1 . (4)
Case 2: x1 ≤ x¯ − ε. Let δ2 = A∗(x¯) − A∗(x¯ − ε) − A∗(ε); by strict super-additivity
of A∗ (a consequence of strict directional convexity by parts (a) and (b) of Lemma 1) we
have δ2 > 0. Let ` be the smallest subscript for which
∑`
j=1 xj ∈ [ε, x¯ − ε]; note that ` is
well defined and 1 ≤ ` ≤ k− 1, since xj ≤ x1 (1 ≤ j ≤ k) and ε < x¯/3 by our choice of m.
Let u =
∑`
j=1 xj and v =
∑k
j=`+1 xj, with u + v = x¯. The facts that A
∗ is increasing and
super-additive now imply
k∑
j=1
A(xj) =
∑`
j=1
A(xj) +
k∑
j=`+1
A(xj) ≤
∑`
j=1
A∗(xj) +
k∑
j=`+1
A∗(xj) ≤ A∗(u) + A∗(v) .
We proceed by applying (not necessarily strict) directional convexity of A∗ to the four
values u ≥ ε and v ≤ x¯− ε, by which A∗(u) +A∗(v) ≤ A∗(x¯− ε) +A∗(ε). Combining this
with the previous inequality in conjunction with the definition of δ2 we obtain
k∑
j=1
A(xj) ≤ A∗(x¯− ε) + A∗(ε) = A∗(x¯)− δ2 . (5)
But now, letting δ = min{δ1, δ2} > 0 one sees that by (4) and (5) we have in (3)
the inequality
∑k
j=1A(xj) ≤ A∗(x¯)− δ whenever k ≥ 2, and we know that A(x¯) < A∗(x¯).
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Therefore, by (3) we arrive at the absurd conclusion thatA∗(x¯) < A∗(x¯). This contradiction
completes the proof of the fact that A(x) = A∗(x) for every x ∈ [0,∞[.
It follows that A (being equal to A∗) is convex. By part (b) of Lemma 1 the func-
tion A(t)/t is increasing on ]0,∞[ and so the limit of A(t)/t as t → 0+ exists. If
c = limt→0+ A(t)/t, we have A∗(x) = cx by Corollary 1 of [9]. 2
Note that no part of the proof refers to any other assumptions that one often makes
about functions, in particular, to continuity, although our assumptions on A∗ imply that
A∗ is continuous, by the Bernstein-Doetsch theorem [3]; cf. part (a) of Lemma 1.
By the obvious duality we have the following result the proof of which is left to the
reader. To have a corresponding companion to the notion of strict directional convexity, a
function h : [0,∞[→ [0,∞[ is said to be strictly directionally concave if for every distinct
u, v, x, y ∈ [0,∞[ such that u < x, y < v and u+v = x+y we have h(u)+h(v) < h(x)+h(y).
Theorem 2 Let A : [0,∞[→ [0,∞] be an aggregation function. If A∗ is strictly direction-
ally concave, then A(x) = A∗(x) for every x ∈ [0,∞[. Moreover, in such a case we have
A∗(x) = cx for every x ∈ [0,∞[, where c = limt→0+ A(t)/t. 2
A contrapositive version of the two theorems gives, in general, a negative answer to the
question of existence of one-dimensional aggregation functions with arbitrary preassigned
sub-additive and super-additive transformations.
Theorem 3 Let f, g : [0,∞[→ [0,∞] be such that f(0) = g(0) = 0 and f(x) ≤ g(x)
for every x ∈ [0,∞[. If f is strictly directionally concave and g is super-additive but not
linear, or else if f is sub-additive but not linear and g is strictly directionally convex, then
there is no aggregation function A on [0,∞[ such that A∗(x) = f(x) and A∗(x) = g(x) for
every x ∈ [0,∞[. 2
3 The multi-dimensional case
We will use the standard notation x = (x1, x2, . . . , xn), y = (y1, y2, . . . , yn), and so on, for
points in [0,∞[n; in particular, 0 and 1 stand for the points (0, 0, . . . , 0) and (1, 1, . . . , 1).
We will write x ≤ y if y − x ∈ [0,∞[n, and x < y if x ≤ y but x 6= y. As usual, ei
will denote the i-th unit vector, so that for every x = (x1, x2, . . . , xn) ∈ [0,∞[n we have
x =
∑n
i=1 xiei.
Extending the concept of directional convexity introduced in section 2 to the multidi-
mensional case, we will say that a function h : [0,∞[n→ [0,∞[ is directionally convex if
h(x) + h(y) ≤ h(u) + h(v) whenever u,v,x,y ∈ [0,∞[n are such that u ≤ x,y ≤ v and
u + v = x + y. Moreover, such a function h will be said to be strictly directionally convex
if all three inequalities in the preceding definition are strict. For an equivalent definition
with the help of increments (mentioned in the one-dimensional case) we refer, for instance,
to [1]. An alternative term for directional convexity is ultra-modularity, cf. [7]. We also
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note without going into details that directional convexity of an aggregation function is
equivalent to its super-modularity (see e.g. [1]) and coordinate-wise convexity.
The relationship between directional convexity, super-additivity and convexity is more
delicate in two or more dimensions compared with the one-dimensional case. Clearly, if h
is a function as above such that h(0) = 0, then directional convexity of h implies its super-
additivity. Directional convexity of h also implies its midpoint convexity in each coordinate,
meaning that for every fixed i ∈ {1, 2, . . . , n} and every (n − 1)-tuple of non-negative
real numbers x1, . . . , xi−1, xi+1, . . . , xn the function z 7→ h(x1, . . . , xi−1, z, xi+1, . . . , xn) for
z ∈ [0,∞[ is midpoint convex. To see this it is sufficient to consider four points u,v,x,y as
above such that uj = xj and vj = yj for and all j 6=, 1 ≤ j ≤ n and xi = yi = (ui + vi)/2.
Hence, by Lemma 1, if every restriction of h to one coordinate (fixing the value of other
n− 1 coordinates arbitrarily) is locally bounded at some point, then h is continuous when
restricted to an arbitrary coordinate, and also coordinate-wise convex. Recall that he latter
means that or every i ∈ {1, 2, . . . , n} and for every pair of x,y ∈ [0,∞[n such that x − y
is a scalar multiple of ei we have h(tx + (1− t)y) ≤ th(x) + (1− t)h(y) for every t ∈ [0, 1].
However, directional convexity in two or more dimensions does not imply convexity, as one
may see for n = 2 on a trivial example of an aggregation function h : [0,∞[2→ [0,∞[
given by h(x1, x2) = (x1 + 1)(x2 + 1)− 1. For completeness, note also that convexity of an
aggregation function in two or more dimensions does not imply super-additivity; consider,
for instance, n = 2 and h : [0,∞[2→ [0,∞[ given by h(x1, x2) = (x1 − x2)2 + 4x22.
We will summarize and slightly extend the above discussion in the form of an auxiliary
result. To avoid using multidimensional versions of the Bernstein-Doetsch theorem (see
e.g. [8]) we replace the local boundedness assumption mentioned above with a global one
as we will only be dealing with ‘tame’ functions later in our main results.
Lemma 2 Let h : [0,∞[n→ [0,∞[ be a function bounded on every bounded subset of
[0,∞[n. Then:
(a) Directional convexity of h implies its coordinate-wise convexity and continuity in
every coordinate.
(b) If h is directionally convex and h(0) = 0, then h is super-additive, and if h is strictly
directionally convex with h(0) = 0, then it is strictly super-additive.
(c) If h is directionally convex and h(0) = 0, then h(ε1) ≤ εh(1) for every ε ∈ [0, 1].
Proof. Items (a) and (b) have been proved in the discussion preceding the lemma.
Regarding (c), let f(x) = h(x, x, . . . , x) for every x ∈ [0,∞[. Since f(0) = 0 and f is
obviously directionally convex as a function of one variable, part (c) of Lemma 1 implies
that f(ε) ≤ εf(1), which means that h(ε1) ≤ εh(1) for every ε ∈ [0, 1]. 2
We are now ready to state and prove the main result of this section.
Theorem 4 Let A : [0,∞[n→ [0,∞] be an aggregation function. If A∗ is strictly direc-
tionally convex, then A(x) = A∗(x) for every x ∈ [0,∞[n. Moreover, in such a case we
have A∗(x) = ∇ · x for every x ∈ [0,∞[n, where ∇i = limt→0+ A(tei)/t.
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Proof. Let A : [0,∞[n→ [0,∞] be an aggregation function such that A∗ is strictly
directionally convex. We obviously have A(x) ≤ A∗(x) < ∞, the second inequality being
a consequence of strict directional convexity. We also have A∗(x) > 0 for every x ∈
[0,∞[n\{0}, and A(0) = A∗(0) = 0; moreover, both A and A∗ are increasing in every
coordinate. Note that super-additivity (a consequence of directional convexity, by Lemma
2) of A∗ implies its boundedness on every bounded set.
Suppose for a contradiction that there exists an x 6= 0 such that A(x¯) < A∗(x¯), where,
using an equivalent form of the definition of a super-additive transformation,
A∗(x) = sup
{
k∑
j=1
A(x(j)) | 0 6= x(j) ∈ [0,∞[n (1 ≤ j ≤ k),
k∑
j=1
x(j) = x
}
. (6)
If both sums consist of just one element, A(x) and x, then we have A(x) < A∗(x), and so
we will assume that k ≥ 2 in forthcoming considerations. Also, we may assume that all
coordinates of x are positive. Indeed, if, say, without loss of generality, x¯n = 0, then we
would have x
(j)
n = 0 for all j ∈ {1, 2, . . . , k} in the points entering (6), which just means
reducing the dimension from n to n− 1.
Before we proceed we need to introduce several parameters. Let ξ > 0 be the smallest
value of the coordinates xi of the point x. Further, let δ1 > 0 be defined by 2δ1 =
A∗(x) − A(x). For every proper subset I ⊂ {1, 2, . . . , n} and every η ≥ 0 we let xI,η
denote the point whose i-th coordinate is equal to x¯i for every i ∈ I and to η for every
i ∈ J = {1, . . . , n}\I. Now, for every such non-trivial partition {I, J} of {1, 2, . . . , n},
strict directional convexity of A∗ implies that A∗(xI,0) + A∗(xJ,0) < A∗(x). This strict
inequality together with the fact that A∗ is coordinate-wise continuous by Lemma 2 imply
that there exist µ > 0 and δ2 > 0 such that for every ν ∈ [0, µ] and every non-trivial
partition {I, J} of {1, 2, . . . , n} we have
A∗(xI,ν) + A∗(xJ,ν) < A∗(x)− δ2 . (7)
Finally, we introduce ε > 0 by letting
ε = min
{
ξ
3
,
δ1
A∗(1)
, µ , 1
}
. (8)
We will distinguish three cases.
Case 1: Suppose that in the k-tuple x(j) (1 ≤ j ≤ k) entering (6) there exists a
superscript j ∈ {1, 2, . . . , k} such that x(j) ≥ x − ε1. Without loss of generality we may
assume that j = 1 and then, obviously,
∑k
j=2 x
(j) ≤ ε1.
In order to estimate
∑k
j=1A(x
(j)) in the Case 1 we make a few observations. By our
choice of δ1 and the fact that A is increasing in every coordinate we have A(x
(1)) ≤ A(x) =
A∗(x) − 2δ1. Moreover, the facts that A∗ is increasing and super-additive applied to the
inequality
∑k
j=2 x
(j) ≤ ε1 implies that ∑kj=2A(x(j)) ≤∑kj=2A∗(x(j)) ≤ A∗(ε1). Applying
part (c) of Lemma 2 we obtain A∗(ε1) ≤ εA∗(1). Putting the pieces together and using
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our choice of ε ≤ δ1/A∗(1) we arrive at our first partial conclusion: If
∑k
j=1 x
(j) is as in
the Case 1, then
k∑
j=1
A(x(j)) = A(x(1)) +
k∑
j=2
A(x(j)) ≤ A∗(x)− 2δ1 + εA∗(1) ≤ A∗(x)− δ1 . (9)
Case 2: Suppose that the k-tuple x(j) (1 ≤ j ≤ k) appearing in (6) has the property
that for every i ∈ {1, 2, . . . , n} there exists a j = ji ∈ {1, 2, . . . , k} such that x(j)i ≥ x¯i − ε
but we do not have x(j) ≥ x − ε1. We thus may suppose without loss of generality that
there is an r ∈ {1, . . . , n − 1} for which j1 = . . . = jr = 1 but ji ≥ 2 for all i such that
r + 1 ≤ i ≤ n.
Let y = x(1) and z =
∑k
j=2 x
(j). With the help of the dominance of A by A∗ and
super-additivity of A∗ we obtain
k∑
j=1
A(x(j)) ≤ A∗(x(1)) +
k∑
j=2
A∗(x(j)) ≤ A∗(x(1)) + A∗(
k∑
j=2
x(j)) = A∗(y) + A∗(z) . (10)
For the partition {I, J} of {1, 2, . . . , n} given by I = {1, . . . , r} and J = {r+ 1, . . . , n}, let
xI,ε and xJ,ε be points as introduced earlier when defining the values of δ2 and ε. By the
assumptions of Case 2 and the way r has been introduced we have y ≤ xI,ε and z ≤ xJ,ε.
But by (7) we know that A∗(xI,ε) + A∗(xJ,ε) ≤ A∗(x) − δ2. Coupling these inequalities
with (10) yields our second partial conclusion: If
∑k
j=1 x
(j) is as in the Case 2, then
k∑
j=1
A(x(j)) ≤ A∗(y) + A∗(z) ≤ A∗(xI,ε) + A∗(xJ,ε) ≤ A∗(x)− δ2 . (11)
Case 3: Suppose that the k-tuple x(j) (1 ≤ j ≤ k) entering (6) has the property that
there exists an i ∈ {1, . . . , n} such that for each j ∈ {1, . . . , k} we have x(j)i ≤ x¯i − ε.
We may, of course, assume that i = 1 and that the notation is chosen in such a way that
x
(1)
1 ≥ x(2)1 ≥ . . . ≥ x(k)1 . Let ` be the smallest index such that
∑`
j=1 x
(j)
1 ≥ ε. Our Case 3
assumptions imply that 1 ≤ ` ≤ n − 1 and that both sums ∑`j=1 x(j)1 and ∑nj=`+1 x(j)1 are
in the interval [ε, x¯1 − ε].
Let x =
∑`
j=1 x
(j) and y =
∑n
j=`+1 x
(j), and let u = εe1 and v = x − εe1. It is clear
that x + y = u + v = x, and by our choice of ` we have u ≤ x,y ≤ v. Applying the
assumed directional convexity to the four points just introduced gives A∗(x) + A∗(y) ≤
A∗(u)+A∗(v), and the sum on the right-hand side is always away from A∗(x). To formalize
this, let δ3 = min {A∗(x)−A∗(εei)−A∗(x− εei); 1 ≤ i ≤ n}; observe that δ3 > 0 because
of our choice of ε and our assumption that x¯i > 0, 1 ≤ i ≤ n. The inequalities we have
obtained in passing imply that if
∑k
j=1 x
(j) is as in the Case 3, then, for some i (which was
assumed to be 1 above),
k∑
j=1
A(x(j)) ≤ A∗(x) + A∗(y) ≤ A∗(εei) + A∗(x− εei) ≤ A∗(x)− δ3 . (12)
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The conclusion regarding A∗ is now immediate. It is clear that for every k ≥ 2 a k-tuple
x(j), 1 ≤ j ≤ k, such that ∑kj=1 x(j) = x, falls under one of the three cases considered
above. Moreover, letting δ = min{δ1, δ2, δ3} > 0 one sees that by (9), (11) and (12) we
have in (6) the inequality
∑k
j=1A(x
(j)) ≤ A∗(x) − δ whenever k ≥ 2, and we know that
A(x) < A∗(x). By (6) we thus have A∗(x) < A∗(x), a contradiction. This proves that
A(x) = A∗(x) for every x ∈ [0,∞[n.
It remains to deal with the statement on A∗. By part (a) of Lemma 2 applied to
A = A∗ one sees that A is coordinate-wise convex. Consider an arbitrary i ∈ {1, 2, . . . , n}.
By part (b) of Lemma 1 the function t 7→ A(tei)/t is increasing on ]0,∞[ and so the limit
of A(tei)/t as t → 0+ exists. Let ∇ be the vector with ∇i = limt→0+ A(tei)/t. Applying
Theorem 1 of [9] to the function xi 7→ A(xiei) of one variable xi ∈ [0,∞[ we obtain the
inequality A∗(xiei) ≤ ∇ixi for every xi ∈ [0,∞[. Since A∗ is sub-additive [5], for every
x ∈ [0,∞[n we have
A∗(x) = A∗(
n∑
i=1
xiei) ≤
n∑
i=1
A∗(xiei) ≤ ∇ · x . (13)
We now prove the reverse inequality. By super-additivity of A∗ = A and the inequality
A∗(xiei) ≥ δixi, which again is a consequence of Theorem 1 of [9] applied to the function
xi 7→ A(xiei), we obtain
A(x) = A∗(x) = A∗(
k∑
i=1
xiei) ≥
n∑
i=1
A∗(xiei) ≥
k∑
i=1
∇ixi = ∇ · x (14)
for every x ∈ [0,∞[n. But (14) implies that A∗(x) ≥ (∇ · x)∗ and since for linear functions
of x ∈ [0,∞[n such as ∇ · x we have (∇ · x)∗ = ∇ · x, it follows that A∗(x) ≥ ∇ · x for
every x ∈ [0,∞[n. This together with (13) implies that A∗(x) = ∇ · x for every x ∈ [0,∞[n,
completing the proof. 2
The reader may have noticed that it is the case 2 of the above proof which covers a
situation that does not appear in the one-dimensional case, while handling the cases 1 and
3 is an extension of the way the corresponding instances have been treated previously.
A dual version of Theorem 4 is obtained in an obvious way. A function h : [0,∞[n→
[0,∞[ is said to be strictly directionally concave if for every distinct u,v,x,y ∈ [0,∞[n
such that u < x,y < v and u + v = x + y we have h(u) + h(v) < h(x) + h(y). An
appropriate modification of the above proof gives:
Theorem 5 Let A : [0,∞[n→ [0,∞] be an aggregation function. If A∗ is strictly direc-
tionally concave, then A(x) = A∗(x) for every x ∈ [0,∞[n. Moreover, in such a case we
have A∗(x) = ∇ · x for every x ∈ [0,∞[n, where ∇i = limt→0+ A(tei)/t. 2
Again, we state a contrapositive version of the two theorems which, in general, provide
a negative answer to the question of existence of multi-dimensional aggregation functions
with arbitrary preassigned sub-additive and super-additive transformations.
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Theorem 6 Let f, g : [0,∞[n→ [0,∞] be such that f(0) = g(0) = 0 and f(x) ≤ g(x)
for every x ∈ [0,∞[n. If f is strictly directionally concave and g is super-additive but not
linear, or else if f is sub-additive but not linear and g is strictly directionally convex, then
there is no aggregation function A on [0,∞[n such that A∗(x) = f(x) and A∗(x) = g(x)
for every x ∈ [0,∞[n. 2
4 Concluding remarks
The question of whether (or what kind of) further relaxations of assumptions in our main
results can be made remains open. Here we just point out that, in general, the assumptions
of strict directional convexity or concavity cannot be completely dropped. We illustrate
this by an example in dimension 1 where, as we saw in section 2, strict directional convexity
is equivalent to strict convexity.
Example 1 Consider a function A : [0,∞[→ [0,∞[ defined by
A(x) =

x, if x ∈ [0, 4];
1
2
x+ 2, if x ∈ [4, 6];
5
6
x, if x ∈ [6, 12];
5
4
x− 5 if x ∈ [12,∞[.
Further, let us introduce functions f, g : [0∞[→ [0,∞[ given by
f(x) =

x if x ∈ [0, 4];
1
2
x+ 2 if x ∈ [4, 6];
5
6
x if x ∈ [6,∞[;
g(x) =
{
x if x ∈ [0, 20];
5
4
x− 5 if x ∈ [20,∞[.
The functions A, f and g are depicted in Fig. 1. It is obvious that g is convex (but, of
course, not strictly convex) and hence super-additive, and it is an easy exercise to show that
the (obviously non-linear) function f is sub-additive. From [5] it follows that A∗(x) ≤ g(x)
and A∗(x) ≥ f(x) for every x ∈ [0,∞[. Then, clearly, A∗(x) = g(x) for every x ∈ [0, 4],
and by the proof of Theorem 1 in [9] we have A∗(x) = g(x) also for every x ∈ [4, 20]; note
that (20, 20) is the point of intersection of the lines y = x and y = 5
4
x− 5. Moreover, for
every x ∈ [20,∞[ we have A∗(x) = g(x) = A(x) since for every such x the supremum in
(3) is equal to A(x), attained for the trivial sum (for ` = 1) when x1 = x. In an entirely
similar way we clearly have A∗(x) = f(x) for every x ∈ [0, 12]. To determine the values
of A∗ for x ∈ [12,∞[ it is sufficient to realize that every such x can be expressed as a
sum of elements lying in the interval [6, 12]. This together with the fact that f is linear in
the interval [6,∞[ and f(0) = 0 implies that the value of A∗(x) is equal to f(x) for every
x ∈ [12,∞[. Thus, A∗ = f and A∗g on [0,∞[.
This example shows that there is an abundance of pairs of functions f, g : [0,∞[ with
f(0) = g(0), f(x) ≤ g(x) for every x ∈ [0,∞[, such that f is sub-additive and not linear,
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f = A*
g = A*
y = A(x)
4
4
6
5
10
12 20
20
Figure 1: A function A with non-linear A∗ and non-strictly convex A∗.
g is convex (but not strictly convex) and not linear, and yet there exists an aggregation
function A : [0,∞[→ [0,∞[ such that A∗ = f and A∗ = g on [0,∞[. It is clear that
one can construct similar examples in the dual version, that is, when f is convex (but not
strictly convex) and not linear, and g is super-additive but not linear.
Of course, multi-dimensional examples showing that the assumption of strict directional
convexity or concavity cannot be dropped in general can now easily be constructed. A
trivial way to do this is to take fˆ , gˆ : [0,∞[n→ [0,∞[ such that fˆ(x1, x2, . . . , xn) =
f(x1) + x2 + . . . + xn and gˆ(x1, x2, . . . , xn) = g(x1) + x2 + . . . + xn, where f and g are as
above. Since fˆ and gˆ have been obtained from f and g by ‘adding’ a linear function in the
remaining variables, the preceding analysis carries through and shows that the function Aˆ
defined by Aˆ(x1, x2, . . . , xn) = A(x1) + x2 + . . . + xn with A as above is an aggregation
function on [0,∞[n such that Aˆ∗ = fˆ and Aˆ∗ = gˆ.
It is quite likely, however, that the assumptions on directional convexity and concavity
in our main results can still be relaxed in some sensible way. We leave this question as an
open problem for further research.
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