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1. Introduction. The objective, of this paper is to describe a remarkable duality which can be established between the concept of sufficient statistics and the problem of identifiability. "Identifiability" is an intrinsic property of a statistical model which makes it possible to distinguish between different parametric structures from observed samples. Though it is especially important in dynamic modeling, the problem of identifiability has been explicitly mentioned and studied in classical statistical inference at least since 1950. Rothenberg [16] gives an historical account of the statistical literature as well as the basic ideas in a finite dimensional setting.
Using duality and the concept of sufficiency we prove alternative characterizations of identifiability as well as criteria for finding "maximal identifiable statistics" which are useful in a dynamic context. The derivation of some classical results of the theory of sufficient statistics can also be simplified and put in a more natural light (compare e.g. the characterization of minimal sufficient c--algebras and the extension of Dynkin's theorem, for the exponential family).
A few applications are also presented. These are selected from the most commonly encountered identifiability problems in system theory. These examples point out that a "deterministic" approach (implicit for example in [5] , [6] ) used to find identifiable parametrizations may not be the correct approach to the problem. Somewhat different answers may be obtained when proper recognition is given to the stochastic coupling between observations and parameters. Some related results for discrete time systems can be found in [17] and [18] .
2. Sufficient and unresolvable statistics. Let us consider two measurable mappings y and u defined on a common probability space {Ql, X, P}, Referring to the customary setup of statistical inference, we will agree to interpret y as the observation variable and u as the inaccessible variable (or parameter). For applications to identifiability, typically y will be a random process (taking values on an appropriate space of time functions) and u a random vector taking values in a finite dimensional space. Let us suppose that the probabilistic interaction between y and u is specified by assigning a transition probability 1 P on (ON x U) and an "a priori" probability measure Ho on O/ satisfying the compatibility conditions: (2.3) P(A, u) = P(y_1(A)i9), AA, (2.4) Ho(B) = P(u (B)), B E 9/.
For (2.3) to make sense, one ought to prove that the conditional probability in the second member admits a regular version (see Loeve [13] ). This can be done, but, as far as possible, we will try not to get too involved in technicalities of measure theoretical nature. For details we refer the reader to the report [14] . DEFINITION 2.1. The Bayesian dual of P is a transition probability H on (9/ x Y) with values H(B, q), B E 9/, r? E Y, satisfying (2.5) H(B, y) = P(u (B)I03) a.s.
In the statistical literature H is usually referred to as the "a posteriori" probability measure. It reflects how the a priori knowledge about u (i.e. the measure Ho on 9/) is modified as a consequence of the observation of the sample value q = y (w).
The computation of H can be carried out via "Bayes rule" as shown by the following theorem, proved in [10] . THEOREM 2.2. Define the set function PB, B E 9/,. as (2.6)
Then PB is a finite measure on O/ which is absolutely continuous with respect to Po, the probability distribution induced by P on the space {U, 9/}. Its Radon-Nikodym derivative satisfies dPB where Po is given by the formula (2.8)
Po(A)= J P(A, e)Ho(de), A E 9/. u Quite often in applications the data provided by the observation of y are redundant, in the sense that a smaller c--algebra than O/ may provide the same amount of information about u. The following is an abstract procedure to eliminate this redundancy.
Let us introduce the equivalence relation " '-" on Y, by setting (2.9)
11 -772 if and only if H(B, i7) = H(B, f72), VB E 9.
A transition probability P on (IN x U) is a family of measures {P( *), -E U} such that (i) P( *, ) is a probability measure on ON for each 6 E U, [20] . It seems that the approach followed here is more direct and intuitive. At least it has the merit of clarifying the essential equivalence between sufficiency and the concept of conditional independence (c.f. the above proof). This does not seem to have been noticed before.
The main motivation for the different approach we have taken comes, however, from the duality which can be established between the data reduction problem (origin of the concept of sufficiency) and the identifiability problem (which will produce the dual concept of unresolvable statistic).
Let us define another equivalence relation on the parameter space U, by defining
if and only if P(A, 1) P(A,42), VA E 9
(since in the future we will refer only to the equivalence (2.21), we continue to use the same symbol -). We denote by 10 the quotient set Ul -and consider the canonical surjection
mapping U onto 0. As before we consider also the smallest sub o--algebra of 91 with respect to which all random variables {P(A, * ), A E 9/} are measurable: A E 9}. Then:
(1) P is a transition probability on (/ x lo).
(2) The factorization (2.25)
holding for all A E 09, f E U is canonical (i.e., 00 is surjective and P is injective). (3) 0o is a (M, g"o) measurable mapping, (4) The smallest sub o--algebra of 91 with respect to which 00 is measurable is precisely Wo * W0 and g'o are o-isomorphic.
The canonical factorization property (2.25) brings into evidence the way the probability law governing the observations is affected by the parameter values 4. The dependence is not in general one to one (unless 0o reduces to the identity); thus, if we are to infer about u, we cannot expect that the observation of y would permit an arbitrarily fine discrimination on the set U.
The equivalence classes [f] might be called maximally unresolvable for y. Actually, if two parameter values 41, 42 belong to the same equivalence class then (Go(41) = Oo(f2) and so) P(A, 4l) = P(A, f2) for all A E ON. Thus we cannot hope to distinguish 41 from f2 by observing y. Conversely, each observation class corresponds to a different probability distribution of the variable y; i.e. el and f2 belong to different equivalence classes if for at least one event A E 9/, P(A, 41) $ P(A, 42 Remarks. We may interpret Theorem 2.10 as follows. Suppose the unresolvable statistic 0 is known. Then formula (2.28) says that the observed sample ,q = y(w) does not help in improving our a priori knowledge of u. This is because the a posteriori probability given 0 and y (w) = q is actually independent of q. Thus an unresolvable statistic gives a resolution on the parameter space which cannot be improved (refined) by the observations. Accordingly, a maximal unresolvable statistic 00, defines the coarsest partition of U which is left "invariant" (in the above specified sense) by the observation of y.
As previously pointed out, a maximal unresolvable statistic, 00, is the unique (modulo isomorphisms) unresolvable statistic for which P in (2.27) is one to one. This is also equivalent to saying that 00 defines the best possible discrimination on U allowed by the observational scheme. Of course there is a whole class of statistics on {U, O1} giving a "worse" resolution on the parameter values than 00. For an estimation problem on u to be well-posed one has to restrict oneself to this class. DEFINITION By definition the identifiable statistic which gives the maximal attainable information about u is precisely 00. (On the other hand, "trivial" statistics exist which can always be identified, e.g. any constant function on U).
Identifiability and unresolvability correspond to dual concepts of necessity and sufficiency in the classical theory of sufficient statistics (Bahadur [2] ); just as epo is both necessary and sufficient, similarly 00 is at the same time identifiable and unresolvable. 00 will also be called maximal identifiable statistic.
In order to determine the maximal identifiable statistic we need a sharper form of the factorization theorem 2.11. The following lemma plays a basic role. The proof is somewhat lengthy and will be omitted. It can be found in [14] . Notice that {P( , ) {e U} and {H( *, r, E Y} are then equivalent (almost surely) to P0 and Ho respectively. This follows from (2.7) and from the (dual) relationship (2.34) Ho(B) = H(B, i7)Po(dq7), B E 91.
Since P( , ) can be modified to an arbitrary probability measure for all 4
belonging to a Ho null set, there is the possibility of selecting a version for which the equivalence to Po holds without exceptional sets. From now on we will always assume that we are working with such a version of P. The same applies to H( ,)
By Lemma 2.13 there exist densities m', m" such that The proof of this theorem is in [14] . Remarks. Formula (2.37) is reminiscent of the well known recipe of HalmosSavage [7] (see also Bahadur [2, Thm. 6.2]) for generating the minimal sufficient o-algebra go. The interesting point for our purposes is that, by (2.38), the maximal unresolvable o--algebra is induced by the same density m. Thus 'o can be determined directly from the original description of the inference problem (i.e. P and Ho) without computing the dual measure.
We now give an application of this result which will be used in the sequel. Assume that P( *, )6 is absolutely continuous with respect to some o-finite measure W, for all 6 e U. Let further the density f: = dP/d W have the structure n (2.40) f(i, e) = q(-)g(0) exp E ci(Zsj(71), 1 with real valued random variables q, g, ci, si, i = 1, , n; q and g positive Po and
Ho almost surely, respectively. Proof. Define co(e) = log g(e), so(??) = log r(rl), and rewrite m(r, O as (2.43) m (, e) = exp { ci(e)si(n?)+co(e)+so(n)} Let now xi = si(7), i = 1 , n; then so can be rewritten as so = s (x1, *, Xn) for a suitable s. Consider now the mapping m: (x1,. **, Xn) exp {c1S( )x +co( ) + (x1, ,xA)}. If (cl,... and since no nontrivial linear combination of the ci can be a constant independent of e (like the term between square brackets), we have x = x", i = 1, * * , n, as required. By Theorem 2.14 (iii), (sl, .
*, sO) form a minimal sufficient statistic.
The dual result for (c1 *, cO) can be obtained following the same line of reasoning. Q.E.D.
This result generalizes a classical characterization of the minimal sufficient statistic for a distribution belonging to the exponential family, due to Dynkin [4, Thm. 3 .a].
3. Applications to identifiability. The applications we shall deal, with in this section will be concerned with particularly simple (but important) cases where the observation process y is of the type "signal plus white noise". Assume that the observation process y = {y (t)}tE1 is generated by an equation of the following type: (3.2) dy(t) = h(u, t) dt+ dw(t), tE I, where: 1. h is an Rm-valued function (in general random), jointly measurable in (t, w) and adapted to a given increasing family of sub o--algebras of i, ( We assume h to be square integrable over I, i.e.
(3.3)
I h (u, t)J2 dt < c, a.s.
2. w is a Rm valued separable standard Wiener process, with respect to the family (St) and the measure P.
3. u is the random parameter ranging over some nice topological manifold U (the relative Borel o--algebra will be denoted by the symbol IC). We assume u to be independent of ( We are interested in computing the conditional probability measure induced by y on (Y, ON), given u. According to the general notations introduced at the beginning of ? 2 we shall denote its values by P(A, e).
Since u is independent of (a), we can compute P( , ) for each e E U, simply by considering the measure induced on (Y, O/) by the process (3.4) dy (t)= h (, t) dt + dw (t), t E, corresponding to fixed value f in U. Let W denote the Wiener measure on (Y, ON), then it is well known [8] , [9] that, under (3.3), (3.5) P( , ) is absolutely continuous with respect to W.
In order to give an explicit expression for the Radon-Nikodym derivative f = dP( *, 6)/dW we need some supplementary assumptions. LEMMA 3.1 [8] , [9] . If, in addition to the preceding assumptions, h(g, t is measurable with respect to ON, (the c--algebra induced by y(s), s ' t) for each t E I, and w is a Wiener process with respect to (0/t)I,, then (3.6) d
W= exp{ h (e,t)' d??(t) -2 -h(e, t)1 t d W Iexp
We can obtain an important conclusion from this formula. Since f( , e= f(*,e2) a.s., iff h(el, t) = h(e2, t) a.s. for all t E I, we deduce PROPOSITION 3.2. Under the same hypotheses as in Lemma 3.1, e1 -2 if and only if h(el, t) = h(e2, t), a.s., for all t ElI.
Linear dynamical systems. Suppose we observe a linear dynamical system over the interval [0, T],
The input path is assumed to be accessible to the experimenter, i.e. v is a known function of time with values in R' which we assume bounded and measurable. The state x (t) ER Rn is an n dimensional vector and w(t) an m dimensional standard Wiener process. The matrices F, G, H, are of appropriate dimension.
A. Stochastic observability. Let H, F, G, be known matrices and suppose that the initial state xo is an unknown random vector, independent of w, which we would like to reconstruct from the noisy observations (3.8). The problem is to determine the best possible reconstruction of x0 allowed by the measurements.
The obvious identifications to be made are U = R n, U = q 'n (the Borel o--algebra on Rn), u = xo. The function h can be easily written down as (3 .9) h (e, t) = HeFte + ho(t), O -< t -<T where ho is a zero state response, which does not depend on e. Since h is a nonrandom function we may apply Lemma 3.1, getting the following expression for f(n. e):
T rT
We show that f is of the exponential family type. First, notice that only the first term between square brackets depends jointly on 7t and . By standard linear algebra we can write rT n-i CT so that the first member in (3.1 1) can be expressed as a sum, Z1m Ck(e)Sk(q). With the obvious identifications, we see that f is precisely of the form (2.40).
We can check at once that the nm functions Sk are linearly independent (almost surely) on (Y, O', W). Hence, the system of, functions (3.12) form a maximal identifiable statistic O0.
Since everything is linear, X0 can be written as U/ker 00 and el -e2 if and only if el -e2 belongs to the linear subspace, ker 00, of U. On the other hand 00, as a mapping between the vector spaces Rn and R nm is represented by the observability matrix.
H( (3.14) O= :
thus the equivalence classes reduce to points in U, if and only if ker 00= ker 0 is zero, in other words if and only if rank 0 = n. Let us agree to call stochastically completely observable the system (337), (3.8) , if the equivalence classes reduce to points in U. Then we may summarize the above discussion in the following proposition, PROPOSITION 3.3. The maximal identifiable statistic for the initial state of the linear system described by (3.7), (3.8) , is the linear mapping defined by the observability matrix 0. The system is completely observable if and only if rank O = n.
It is of some interest to give an interpretation of the above discussion from the point of view of invariant theory (see Popov [15] or Denham [3] for the basic concepts).
From the general definition (2.22) we see that 00 is always a complete invariant for the equivalence relation -, defined by (2.2 1). 4 Here, using equivalent terminology we might say that the family of mappings Ck, k -1, ** , nm, defined by (3.12) is a complete system of invariants for our problem.
Recall that a set of invariants is said to be independent if "none of the functions of the family can be expressed as a function of the others and hence eliminated". This rather loose definition can be made precise in the present linear setting by requiring linearly independent invariants. But, a trivial check shows that the Ck defined before do not meet this condition, in general. Even though in the present context, it is rather obvious how to extract an independent family out from the Ck'S, the general situation is that a maximal identifiable statistic is defined by a highly "redundant" family of functions. This may happen even if 60 has linearly independent components, as we will see below.
B. Identifiability with known input. We consider again the linear system (3.7), (3.8), but we now assume xo= 0 and H, F, G are unknown matrices.
In the deterministic case (i.e., with no additive noise in 3.8), the maximum we can hope to reconstruct from observations of y and v is the transfer function of the system, that is, only the "completely reachable and completely observable" part.
For this reason, we assume from the beginning that our unknown parameter u ranges over the manifold U of completely reachable and completely observable triples (H, F, G). This manifold can be partitioned into disjoint (finite dimensional) subsets, Un, including only those triples (H, F, G) for which F has dimension n x n. Let us denote by (3.15) M(6, t) = HeFtG, the impulse response matrix of the linear system, corresponding to a particular value 6 = (H, F, G) taken by the random vector u. We identify the function h in (3.4) with the output, t (3.16) h(e, t)= J M(e, t-s)v(s) ds, and (since h is nonrandom) use formula (3.6) C. Identifiability of a stationary time series. Assume that we observe a Gaussian m dimensional stationary process (zt) plus an additive white noise term, The identifiability problem is to determine how much of the "internal structure" of z can be inferred from the observations (3.27). Let f = (H, F, Q, S) and write z, as z( , t). We may assume F strictly stable, L: =Jo-0 eFtQ eFt dt, positive definite and (H, F) completely observable (these are the so-called "globally minimal" realizations [1] with z adapted to (%'t). From Proposition 3.2 the equivalence classes [4] are determined as the subsets of all 4' for which the conditional means z( , t) and z({', t) coincide a.s. over the observation interval I.
If we take I= (-x, T) (i.e. we have been observing z from the "remote past"), then zt can be explicitly computed as the output of the "steady state" Kalman filter Notice that the solution is now significantly different from the "deterministic" case, in which we observe (zt) directly. In the latter case, by using (3.25b), we can check that el -62 if and only if (3.34) hold with A = 0. This corresponds to a much better resolution.
