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ABSTRACT 
Parallel chaotic schemes based on the extrapolated Jacobi method and a sec- 
ond degree stationary method are studied. Sufficient conditions for the conver- 
gence of the above methods for the synchronous and asynchronous models are 
given. These sufficient conditions are related to properties of the block Jacobi ma- 
trix. The schemes are illustrated by computational results on a shared memory 
multiprocessor vector computer. 
1. INTRODUCTION 
Consider a linear system 
Ax = b, (1) 
where A is a nonsingular n x n matrix. The multisplitting technique has 
been widely utilized to study the convergence of iterative parallel methods 
for the solution of that linear system. O’Leary and White [14] investigated 
the convergence for different matrices and multisplittings. Bru, Elsner, and 
Neumann [5], motivated by the works of Ostrowski [15] and Chazan and 
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Miranker [7], studied two chaotic iterative models in parallel on the basis 
of the multisplitting technique. One of the models given in [5] includes the 
usual block Jacobi iteration executed in parallel, but its chaotic version 
coincides with the nonchaotic one. It is well known that there are cases 
where the extrapolated Jacobi method attains a better rate of convergence 
than the nonextrapolated one (see [l]); see also [8, 11, 171, where relaxed 
(or extrapolated) algorithms are considered. A chaotic synchronous and 
extrapolated version of the Jacobi method was studied by Bru and Fuster 
in [6]. They give sufficient conditions which assure the convergence of this 
method in relation to the convergence of the Jacobi matrix when the re- 
laxation parameter w is bounded between 0 and 1. They use the chaotic 
term in the same way as in [5], i.e., each processor computes its vector an 
arbitrary number of times before updating the new global approximation. 
Numerical experiments (see [13, 161) have shown that the chaotic mod- 
els have better performance than the corresponding standard (nonchaotic) 
model in multiprocessors, provided good load balance among the processors 
is achieved. 
Lei [12] studied the convergence of some asynchronous iterations con- 
taining the extrapolated Jacobi method. On the other hand, to accelerate 
the convergence of an iterative method, not only a relaxation parameter 
but also second degree schemes can be used (see [l]). 
In this paper we study chaotic synchronous and asynchronous versions 
of extrapolated Jacobi-like methods. More precisely, we give conditions 
for the convergence of the parallel extrapolated Jacobi method and the 
parallel second degree method. The synchronous versions are studied in 
Section 2, and the asynchronous versions in Section 3. The last section 
contains computational experiments on these methods. These experiments 
were carried out on the Alliant FX/80 multiprocessor vector computer. 
Now, we give some remarks and a result needed in the following sections. 
For a vector 2 E R”, we will denote by z > 0 (z > 0) that all the 
components of z are nonnegative (positive). Similarly, for z, y E Rn, x 2 y 
(x > y) will mean that z - y > 0 (z - y > 0). For a vector z E R”, 1x1 
will denote the vector whose components are the absolute values of the 
corresponding components of x. 
We shall use some matrix norms to prove the convergence of the iterative 
methods. Let x E Rn be a vector all whose components are positive, and 
consider the monotonic vector norm 
llyllz=inf{cr>O: -c~x<y<c~X}= 1rnnn 5 
1 I -- z 
Let B be an n x rz matrix. It is well known that ]] ]B]z]]~ = ]]B]]z, where 
]]B]lz denotes the matrix norm of B induced by the vector norm (2). 
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Let Il.lla be a matrix norm on M,,,. Let M be a 2n x 2n matrix 
partitioned in four n x n blocks, i.e., M = [Mzj]lsz,jsz such that Mij is an 
n x n matrix. For our purpose, we define the matrix norm 
IIMII = 
- - J=l 
(3) 
on Mznxzn. 
We now prove a lemma which gives a numerical bound and will be used 
frequently in the sequel. 
LEMMA 1.1. Let w, CY, p E R such that 1 < w -c CY c 2, 0 5 p < 1. If 
p=l-w andkisapositiveinteger, thenIl-~Lkl@+I~Lkj<cz(/?+l)-l. 
Proof. Consider two cases: 
(a) k is even, then 1 - cy < p” = 1~1” < 11 - elk < 1, and we can write 
that II- pkJp-t- 1~~1 < cyp + II- alk < C@ + (1 - CY( = c~(p + 1) - 1. 
(b) k is odd, then 0 > pk = -_IpIk > -I1 - oJlc > -11 - cyl = 1 - (y, and 
so I1 - p”Ip + Ipkl < cyp + (1 -- (YI = a@ + 1) - 1. ??
2. SYNCHRONOUS ALGORITHMS 
Consider the linear system (1) where A is a partitioned matrix with 
identity blocks in the diagonal. Therefore the system (1) can be written as 
Ill ... Al, ... A IT Xl bl 
A,1 . I,j . Ai,. 
“i = b, , 
A;1 ... A, ‘. IiT XT_ _i-_ 
(4) 
where x and b are partitioned according to the size of the blocks of A. 
In this section we study two chaotic synchronous iterative methods to 
solve the linear system (4), based on the Jacobi extrapolated method and 
on a second degree stationary method respectively. 
2.1. The Chaotic Synchronous Extrapolated Jacobz Method 
Consider the extrapolated Jacobi method 
$+l) = w&r(‘) + (1 - w):c(‘) + wb, 1=0,1,2 )“.) (5) 
240 R. FUSTER ET AL. 
where B is the block Jacobi matrix 
B = [Bij], where Bij = m&j, i # .i, 
0, i =j, 
1 5 i,j 5 T. 
The parallel chaotic synchronous scheme can be defined as 
T 
xu+l) = c EjFy(q(l) 1=0,1,2 ,...) (6) 
j=l 
where the block matrix Ej is partitioned according to the size of the blocks 
of A, with the jth diagonal block equal to Ijj and O’s elsewhere. The chaotic 
parameter q(l, j) is the number of times that the jth processor updates its 
vector in the lth iteration (i.e., xi.‘)). Finally, Fj are T operators; each one 
assigns the task to the jth processor, defined as 
Fjx = Jjx + w,(j), j=1,2 ,.‘.) T, (7) 
where w is the relaxation parameter, II(~) = (0,. . , b?, . . , O)T, and 
Ill 
. . 
Jj = WB~I . 
0 . . 
0 . . . 
(1 -W)Ijj 
0 . . . 
According to the iteration scheme (6), for computing the iterate vector 
x@+‘), the jth processor updates the corresponding vector z(l), q(l, j) times, 
by 
Once these operations are accomplished, then one computes x(‘+r) by (6), 
synchronizing the updates of all processors. 
Set p = 1 - w; then the iteration matrices of the scheme (6) are 
p4u”)I11 . . (1 - pq("l))Blj . . (1 - pq(l’l))B1, - 
T(l) zz (1 - pqw)Bjl . /y7WIjj . (1 - /z&j)) BjT . 
(1 - p'J("'))Brl . . (1 - pq+Brj . . p4WI,, 
(8) 
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In the following theorem we extend the convergence results given in 
[6], enlarging the convergence interval of the relaxation parameter to an 
interval (0, wc), with wa > 1. 
THEOREM 2.1. Either of the following conditions is suficient for the 
convergence of the iteration scheme (6) to the solution < of (1): 
(a) p(B) < 1, 0 < w < 2/[1 + p(B)], and q(l,i) = q(l,j), 1 = O,l, 2.. ~ 
1 5 i,j < r. 
(b) ]]B(], (1, 0 < w < 2/(1 + ]jB(j03), and q(l,j) 2 1, 1 = 0,1,2.. , 
l<j<r. 
Proof. Consider the sequence of error vectors 
&l+l) = #+l) _ < = ,.w,,o,, 1=0,1,2 )...’ 
GO 
Hence, the iteration scheme (6) converges if and only if liml,, n”,=, 7’(‘) = 
0. We need to show that there exists a real constant y such that /]r(‘)/] 5 
*y < 1, 1 = 0, 1,2,. . . , for a matrix norm. 
(a) Let q(1) = q(l,i) = q(l,j), 1 5 i,j 5 T. Then from (8) we can write 
T(‘) = /F(l)1 + (1 - @))B, 1 = 0,1,2,. 
If 0 < w < 1, then Theorem 3 of [6] is applied. 
If 1 5 w < 2/[1+ p(B)], then take a real cy such that w < Q < 
2/[1 + p(B)]. Let 0 < E < min(1 - p(B),2/(r - [l + p(B)]). It is well 
known that- there exists a compatible matrix norm 
such that p(B) 5 ]]B]le 5 p(B) + t. By Lemma 1.1 
1 =0,1,2 ,..., that 
lP% L lPqcL)l + 11 - LW IlBlle < 4llBll6 + 1) 
(see [W I/./It 
we obtain, for 
-l<l. 
(b) From (8), wehave IJT(‘)I/, L maxl~,<,{/~q(‘lj)l+(l-~LQ(1,3)j IIBllm}. 
Reasoning as in case (a), with ]]B]loo instead of ]]B1]E, it is easy to 
complete the proof. ??
2.2. The Chaotzc Synchronous Second Degree Method 
Next, we consider the following second degree method to solve the linear 
system (4): 
&+‘) = w&l) + (1 - w)#‘) + wb, 1= 1,2,..., (9) 
where B is again the block Jacobi matrix. 
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The acceleration of the Jacobi extrapolated method was studied by 
Avdelas, de Pillis, Hadjidimos, and Neumann [l] when the matrix B is 
nonnegative. They showed that it is possible to accelerate this method by 
the second degree method (9). These considerations suggest the construc- 
tion of a chaotic parallel iterative scheme based on that method. 
Consider r processors, and define the following iteration scheme: 
I- 
z(l+l) = c ,?$G?(‘~j)Z(~) 3 3 > 1 = 1,2,. . ) (10) 
j=l 
where z(l) is the 2n-dimensional vector z(‘) = ((x(‘))~, (x(‘-‘))~)~, 1 = 1, 
2,. . . The matrix Ej is a 2n x 2n block matrix partitioned in 2r blocks 
according to the size of the blocks of A, and has the jth and (j + r)th 
diagonal blocks equal to Ijj, 1 < j 5 T, and the remaining blocks zero. We 
define r operators Gj in C2” as 
Gjz = Hjt + WV(j), (11) 
where w(j) = (0,. . . , b?, . . ,O, 0,. . . ,0, . . . , O)*, w is the relaxation param- 
eter, and 
1 III ... 0 .‘. 0 
wBjl . . . 0 . . . WBjr 
Hi = ’ ” ’ 0 ” 1; 
Ill . . . 0 . . . 
0 . . . Iij . . . 0 1: : : 0 . 0 . . . I,, 
0 . . . 0 . ..o 
. (12) 
The chaotic parameters q(l,j) again denote the numbers of times that 
the jth processor works in the lth iteration. 
It is simple to show that the vector [<*, rTIT, where t is the exact so- 
lution of the linear system (l), is a fixed point of the operators G(l) = 
Cg=i EjGT”“), 1 = 1,2,. . . . Then the error vector can be written as 
c(l+i) = z(l+i) _ ~(1) = flf=, p(i),(i), where p(l) = C,‘=, E,H;(‘+j),l = 
1,2,. , are the iteration matrices. Hence, the iteration scheme (10) con- 
verges if and only if liml,, l-If=, Pti) = 0. 
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It suffices to prove that llP(‘)ll 6 y for 1 = 1,2,. . . , for some y less 
than 1, where 11.11 is a matrix norm. 
To evaluate the matrices P(l) we need the expression for the powers of 
Kj, j = 1,2,. ,r. Let p = 1 - w; for k 2 1 we obtain 
H?” = 
3 
Ill 0 0 O... 0 . ..0- 
(1 - &Bjl .” PkI,j ._ (1 -,jk)q, 0 0 0 
0 0 I r~ A... 0 . ..O 
Ill 0 0 O... 0 . ..O’ 
(l_/ik)Bjl “’ 0 (l-;k)B,,O pkIjj ... 0 
0 0 I ,, &.. 0 . . . . 
(13) 
H2k-1 
3 
I 
Ill 0 0 0 0 0’ 
(1 _&Bjl .‘. 0 1.. (l-pk)B,, 6 ... fibi,, ... 0 
0 0 I TT O... 0 . ..O = 
Ill 0 0 O... 0 . ..O 
(1 -@‘)jjjl &‘lljj (1 -pk-‘)+, 0 0 ,.. 0 
0 0 
Now, we give sufficient conditions which 
scheme (lo), when the chaotic parameters 
a fixed iteration. 
I’ PT o... 0 . ..o 
(14) 
assure the convergence of the 
of each processor are equal for 
THEOREM 2.2. Suppose that p(B) < 1. If 0 < w < 2/[1+ p(B)] and 
q(1,i) = q(l,j) > 1, 1 = 1,2 ,...) 1 5 i, j 2 r, then the iteration scheme 
(10) converges to the vector [rT,ETIT, where [ is the solution of the linear 
system (1). 
Proof. Consider two cases depending on the relaxation parameter w. 
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0 < w < 1. Since the spectral radius of B is less than one, there 
exists a compatible matrix norm Il.ljs such that 11B116 < 1. Let ,B 
be a real constant such that I/B/Is < p < 1. Let q(1) = q(1, l), 
1= 1,2,.... Clearly, by (13) and (14) we have 
if q(1) = 21c(l) 
and 
(1 - /J”(~))B PW)I 
(1 - j~“(~)-l)B + ,uk(l)-lI 0 1 if q(1) = 21c(l) - 1. 
Using the matrix norm (3) in both cases, it follows that llP(‘)ll < 
(l-p)P+p<l, 1=1,2 ).... 
1 5 w < 2/[1 + p(B)]. T a k e cx E R such that w < (Y < 2/(1 + p(B)]. 
Let 
2 - 4l+ P(B)I 
a! 
Since p(B) < 1, there exists a compatible matrix norm Il.llt such 
that p(B) 5 ~~B~~~ 5 p(B) + E < 1. Using the matrix norm (3) and 
Lemma 1, we have that IIP(l)II < cx (~~B~~~ + 1) - 1 < 1. ??
For arbitrary chaotic parameters we have the following result. 
THEOREM 2.3. Suppose that llBllW < 1. IjO <w < 2/[1 + llBlloo], and 
q(l,j) > 1 for all1 = 1,2 ,..., 1 5 j 5 T, then the scheme (10) converges to 
the vector [CT, tTIT, where [ is the solution of the linear system (1). 
Proof. It suffices to prove that IIP(l)llca < y, 1 = 1,2,. . , for some y 
less than 1. 
Since II BjlW < 1, there exists a real constant ,B such that II Bllm < p < 1. 
It is clear that IIP(‘)llM = maxi<jcr llE~Hig’““‘lloo. We consider two -- 
cases. 
(i) O<w<l. Wehave 
when q(1, j) = 2k(l,j), or 0 PI E,H,y(“‘j) = $(l>j)--1q I o [+-I 
(1 _ p”(ld)B 0 
(1 _ pk(l,+l)B 0 1 (16) 
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when q(l,j) = 21c(l,j) - 1. In both cases ](P(‘)/], can be bounded 
by y = P + (1 - ~)/3 < 1. 
(ii) 1 I w < 2/(1 + ]]B]]oo). T a eaERsuchthatw<cu<2/(1+]]B]],). k 
Reasoning as above and by Lemma 1, we obtain that ](P(‘) ]lo3 < y < 
1, 1 = 1,2,. . , with y = cr(@ + 1) - 1. ??
3. ASYNCHRONOUS ALGORITHMS 
The characteristic of asynchronous models is that the processors may 
carry out their calculations without any synchronization among them. 
Then, each processor can update some components of the approximation 
to the global solution at any time. 
A natural condition for the convergence of asynchronous schemes is that 
in a suitable finite time interval any processor updates its vector at least 
once. In this connection we recall from [5] the following definition. 
DEFINITION 3.1. A sequence of integers {j~}~c, 1 I j, < T, with T 
fixed, is called regulated if there exists a positive A4 such that each of the 
integers 1,2, , T appears at least once in any consecutive M elements of 
the sequence. 
Given the regulated sequence {jl}&, 1 5 j, 5 T, we construct the asyn- 
chronous models corresponding to the chaotic schemes (6) and (10) respec- 
tively as follows: 
Z(l+rl) = (1 _ ,Z$#+Q-1) + ,I+, c E,F;(“‘“).#, 1=0,1,2 ,...) (17) 
a.nd 
~(‘+~f) = (1 _ E,.&(l+“-l) + Ei, e EjG;(““)2(~); 1=0,1,2 . . . . . (18) 
The matrices Ej, of the schemes (17) and (18) are defined as in (6) and as 
in (lo), respectively. The corresponding operators Fj and Gj are defined 
in (7) and (ll), and r-l is the smallest positive integer such that j, = jl+,.!. 
Since {jl}za is regulated, then 0 5 ~1 - 1 < M. Moreover, ~1 - 1 is the 
number of times that the global approximation is updated by processors 
other than the jlth during the time interval in which the jlth processor 
computes the local iteration. 
These asynchronous models are analogous to Model B of Bru, Elsner, 
and Neumann [5]. However, we allow every processor to update some 
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components of the vector several times independently, before contribut- 
ing to the global approximation. In this connection we have introduced 
the chaotic parameters q(l,j), 1 = 0, 1,2,. . ,j = 1,2,. . , T, in the asyn- 
chronous schemes (17) and (18). 
Bru, Elsner, and Neumann [5] showed the convergence of their models 
when A is a monotone matrix and all splittings are weak regular. However, 
our results on convergence depend upon properties of the Jacobi matrix B. 
THEOREM 3.1. Suppose that lj131100 < 1. IjO <w < 2/(1 + ]]B]]03) and 
q(l, j) 2 1, then for any regulated sequence of integers {jl}Eo, 1 5 jl 5 
r, the sequence of vectors generated by the scheme (17) converges to the 
solution vector < of the linear system (1). 
Proof. From the proof of Theorem 2.1 it follows that there exists p E R 
such that, (IT(‘)]], 5 p < 1 for all 1 = O,l, 2,. So, setting 
Z = (l,l,...,l)T, (19) 
it is obvious that 
pya: < /3x 7 1=0,1,2 ).... (20) 
To show the convergence of the scheme (17) we work as in [5], embedding 
this iteration procedure in an iteration procedure in RnM. Consider the 
following notation: 
c(r) = 50) - ,c, Q = ((E(l))T, (c(l-l))T,. . , ($--Mfl))T)T E RnM, 
T 
(21) 
and : = [x~,z~,...,zI?] E RnM, where J: is given in (19). Clearly 
e(l) = slZl+r,_i, where S’l is an n x nM matrix, with an n x n identity 
block in the suitable position and all other entries zero. Since < is a fixed 
point of the operators F(l) = ci=i E,PJy(““), 1 = 0, 1,2,. . . , it is easy to 
show that 
Therefore, we can write Zl+rl = BL+~~s~+~~-~, where Bl+rL is the (nM) x 
(nM) matrix given by 
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Then 
Cf2M-1 = &+2A4-1&+2A4-2 ” &+16. 
With (20), some tedious manipulation yields 
(22) 
Hence 
I&+zM-1&+2M-2 ” h,lla: L m. 
lI&+2M-1&+2M-2 . &+11/, I P < 1, (23) 
where /) /If is the monotonic matrix norm induced by the vector norm (2). 
Then by the expressions (22) and (23) it is clear that limv_m Ey = 0. ??
For the asynchronous second degree model (18) we obtain a similar con- 
vergence result. 
THEOREM 3.2. Suppose that IIBII, < 1. IjO <w < 2/(1 + llBlloo) and 
q(l,j) > 1, then for any regulated sequence of integers {jl}&, 1 < j, 5 r. 
the sequence of vectors generated by the scheme (18) converges to the vector 
[tT, cTIT, where < is the solution of the linear system (1). 
The proof of this result is analogous to the proof of Theorem 3.1. 
4. COMPUTATIONAL EXPERIMENTS 
The methods given in the last sections were implemented and studied on 
a shared memory Alliant FX/80 computer. This multiprocessor has eight 
vector processors which access the four way interleaved shared memory 
through a 512 Kbyte cache memory organized into four quadrants. The 
clock period of the computer is 85 ns. Each processor has two chainable 
pipelined units accessing data through eight vector registers of length 32. 
Experiments were performed with dense matrices of different orders, 
generated with the structure of the expression (4). These matrices have 
random entries such that the block Jacobi matrix B satisfies that jjBlla 
<: 1, assuring the convergence, and also B is nonnegative and irreducible. 
The stopping criterion was CL,, 1x2) - z:-‘) ] < 5 x 10-l’. 
The results were similar for all tested matrices (see [13]), and therefore 
we only present here results for a matrix A of order 1024. This matrix has 
eight identity blocks on the diagonal; we chose the first four blocks of size 
64, the following two blocks of size 128 and the rest of size 256, to study 
the effect of different numbers of nonzeros in Ej, j = 1,2,. ,8. With this 
choice, we can obtain a good load balance by having processors l-4 perform 
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four times more iterations than processors 7-8 and by having processors 
5-6 perform twice as many iterations as processors 7-8. 
We compared some chaotic synchronous schemes [q(l, j) > l] with the 
asynchronous scheme [q(l, j) = l] and with the nonchaotic scheme. Figures 1 
and 2 show, for different w’s, the CPU time (in seconds) in concurrent 
execution for the extrapolated Jacobi method and the second degree method 
respectively. 
28 I I I I I 
26- *. Chaotic synchronous scheme 442a12 - - 
Chaotic synchronous scheme 3414 - _ 
Asynchronous scheme . . ??
Non chaotic scheme la * * ’ - 
Time 18 - 
14 - 
12 - 
10 - 
8 1 
0.4 
I I I I I 
0.6 0.8 1 1.2 1.4 1.6 
Relaxation parameter 
FIG. 1. Parallel extrapolated Jacobi schemes, n = 1024, wo = 1.07. 
45, . I I I I I 
. 
40- * Chaotic synchronous scheme 442212 - _ 
Chaotic synchronous scheme 3414 - 
Asynchronous scheme 9 8 9 - 
Non chaotic scheme la * * * 
Time 25 - 
. . 
. 
10 - . . 5 I I I ,..’ , 
0.4 0.6 0.8 1 1.2 1.4 1.6 
Relaxation parameter 
FIG. 2. Parallel second degree schemes, n = 1024, wo = 1.07 
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40 * 
35 - 
30 - 
25 - 
20 - 
15 - 
10 - 
5 
0.4 0.6 
Chaotic Jacobi scheme 2414 - 
0.8 1 1.2 1.4 1.6 
Relaxation parameter 
FIG. 3. Synchronous Jacobi and second degree (SD) schemes, n = 1024 
The chaotic parameters 3414 mean that the first four processors update 
their vector three times and the last four processors update the corre- 
sponding vector once, in any global iteration; this notation is similar for all 
chaotic schemes in all figures. By wg we denote the theorical bound of the 
relaxation parameter (see, e.g., Theorem 3.1.). 
In Figures 1 and 2, we observe that, for w E (O,wo), the CPU time 
for the nonchaotic model (the classical parallel model) is greater than the 
CPU time for the considered chaotic synchronous schemes and for the asyn- 
chronous scheme. Thus the studied chaotic models are better than the 
corresponding nonchaotic ones when we use relaxation parameters which 
assure the convergence. However, when w > wg the use of chaotic models 
is self-defeating, when the matrix A is defined as in (4). 
On the other hand, we observed that the parallel chaotic second degree 
methods converge faster than the parallel chaotic extrapolated Jacobi meth- 
ods when w is greater than one. Figure 3 displays this fact for the respec- 
tive chaotic schemes 2414. We obtained similar results for asynchronous 
schemes. Note that Avdelas et al. (11 showed a similar acceleration for the 
basic nonchaotic sequential models (5) and (9), when B is a nonnegative 
irreducible matrix. 
The authors would like to thank A. Hadjidimos and D. Szyld for thezr helpful 
comments on some parts of this work, and especially R. Bru for hzs very ~laluablr 
advice. 
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