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Abstract
We consider the adversarial convex bandit problem and we build the first poly(T )-time
algorithm with poly(n)
√
T -regret for this problem. To do so we introduce three new ideas in
the derivative-free optimization literature: (i) kernel methods, (ii) a generalization of Bernoulli
convolutions, and (iii) a new annealing schedule for exponential weights (with increasing
learning rate). The basic version of our algorithm achieves O˜(n9.5√T )-regret, and we show
that a simple variant of this algorithm can be run in poly(n log(T ))-time per step at the cost
of an additional poly(n)T o(1) factor in the regret. These results improve upon the O˜(n11
√
T )-
regret and exp(poly(T ))-time result of the first two authors, and the log(T )poly(n)
√
T -regret
and log(T )poly(n)-time result of Hazan and Li. Furthermore we conjecture that another variant
of the algorithm could achieve O˜(n1.5
√
T )-regret, and moreover that this regret is unimprov-
able (the current best lower bound being Ω(n√T ) and it is achieved with linear functions).
For the simpler situation of zeroth order stochastic convex optimization this corresponds to the
conjecture that the optimal query complexity is of order n3/ε2.
1 Introduction
Derivative-free optimization has a long history, going back at least to Rosenbrock [1960] (see
Conn et al. [2009] for more on its history and applications). Perhaps surprisingly, the information-
theoretic limits for this problem are not yet understood even for bounded convex functions. In
the noiseless case Protasov [1996] (improving upon a result of Nemirovski and Yudin [1983])
shows that O(n2 log(n/ε)) function value queries are sufficient to find an ε-approximate mini-
mizer of a convex function (for comparison it is known that Θ(n log(1/ε)) gradient queries are
necessary/sufficient, Levin [1965], Newman [1965]). On the other hand with noisy function evalu-
ation the current state of the art in Belloni et al. [2015] is that O(n7.5/ε2) queries are sufficient, and
that Ω(n2/ε2) queries are necessary (this lower bound holds even for linear functions, Dani et al.
[2008]). An even more difficult scenario (where much less is known) is the robust setting where
an adversary can arbitrarily corrupt an ε-fraction of the queries. It is only recently that methods
with the optimal ε-scaling for the number of queries (i.e., 1/ε2) were discovered for the robust
setting Bubeck and Eldan [2016], Hazan and Li [2016]. However those methods are inherently
exponential-time (more precisely Bubeck and Eldan [2016] is poly(n log(1/ε))/ε2 for the number
of queries and exp(poly(n/ε))-time while Hazan and Li [2016] is log(1/ε)poly(n)/ε2 for both the
query and time complexity). We note that in Singer and Vondra´k [2015] it is shown for another
model of corrupted queries (namely each query can be adversarially modified by at most ε) that the
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exponential dependency on the dimension is unavoidable for some values of ε = Ω(1/poly(n)). A
key contribution of this paper is to give a polynomial-time method for the robust setting described
above. Furthermore we conjecture that a modification of our new algorithm (whose pseudo-code is
given on the last page) could need as few as O(n3/ε2) queries, which we conjecture to be optimal
even without adversarial noise. Our results hold in the more general context of bandit convex opti-
mization which we describe next in Section 1.1. We give a primer of our contributions in Section
1.2. More related works are described in Section 1.3. Finally the introduction is concluded in
Section 1.4 with some open problems that our work raises.
1.1 Bandit convex optimization
We study adversarial bandit convex optimization on a convex bodyK ⊂ Rn. It can be described as
the following sequential game: at each time step t = 1, . . . , T , a player selects an action xt ∈ K,
and simultaneously an adversary selects a convex loss function ℓt : K → [0, 1]. The player’s
feedback is its suffered loss, ℓt(xt). The player has access to external randomness, and can select
her action xt based on the history (xs, ℓs(xs))s<t. The player’s perfomance at the end of the game
is measured through the regret
RT =
T∑
t=1
ℓt(xt)−min
x∈K
T∑
t=1
ℓt(x),
which compares her cumulative loss to the smallest cumulative loss she could have obtained had
she known the sequence of loss functions. Without loss of generality we assume that K contains
a unit ball1 and for normalization purposes we assume that the diameter2 of K is at most T . Fur-
thermore without loss of generality we can also assume that the losses ℓt are T -Lipschitz (one can
simply restrict to a slightly smaller subset of K).
Our main contribution is to give the first O˜(poly(n)
√
T )-regret and poly(T )-time algorithm
for bandit convex optimization:
Theorem 1 Algorithm 1 (pseudo-code on last page) satisfies with probability at least 1−1/T , for
some universal constant c > 0, 3
RT ≤ c n9.5 log7.5(T )
√
T .
Furthermore the algorithm can be modified, at the cost of an additional poly(n) factor (respec-
tively a poly(n)T o(1) factor) in the regret, such that each step can be run in poly(n log(T ))T -time
(respectively poly(n log(T ))-time), provided thatK is a polytope described by poly(n) constraints
whose coeffcients are rational numbers with absolute values of numerators and denominators
bounded by poly(T ).
We conjecture that in fact a much stronger statement holds true (see Section 1.4 for more on
this conjecture).
1Since we have not yet made any assumptions on the Lipschitz constant of ℓt one can simply rescale K.
2The diameter only appears logarithmically in our bound. We choose a concrete upper bound on it only to simplify
the upcoming equations.
3Throughout the paper, we assume T > n, for otherwise Theorem 1 is trivially true.
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Conjecture 1 There exists an algorithm such that each step takes poly(n log(T ))-time (under the
same assumption on K as in Theorem 1) and which achieves ERT = O˜(n1.5
√
T ). Furthermore no
algorithm can achieve a better regret bound for large n and T .
1.2 Contributions
Theorem 1 is the first O˜(poly(n)
√
T )-regret and poly(T )-time guarantee for bandit convex opti-
mization. We develop several new ideas to achieve this result. We give a brief summary of these
ideas below.
Let M be the set of probability measures on K, and let F be the set of measurable functions
from K to R. In order to avoid overloading notation we will use the same symbol for a measure
p ∈ M and for its density with respect to the Lebesgue measure. For p ∈ M, f ∈ F we denote
〈p, f〉 = ∫ f(x)dp(x). A Dirac mass at x is denoted by δx.
1.2.1 Kernel methods
A major difficulty of the convex bandit problem compared to the linear bandit case is that there
is no obvious unbiased estimator of ℓt based only on the observation of ℓt(xt) (while in the linear
case one gets an estimator via a one-point linear regression). We go around this issue as follows.
Let us fix a kernel K : K×K → [0,∞) such that ∫ K(x, y)dx = 1. With a slight abuse of notation
the kernel K acts on probability measures p ∈ M as Kp(x) = ∫ K(x, y)dp(y) and on functions
f ∈ F via the adjoint operator K∗ defined by K∗f(y) = ∫ f(x)K(x, y)dx. In words K∗f is a
linear combination of functions K(x, ·) with weights given by the function values of f , and thus
one has an obvious unbiased estimator for K∗f based on bandit feedback! More precisely, using
f(x) where x was sampled from some probability distribution q, one has that f(x)K(x, ·)/q(x) is
an unbiased estimator of K∗f (since ∫ q(x)f(x)K(x, ·)/q(x)dx = K∗f ).
By playing a no-regret strategy with the unbiased estimator described above one can hope to
control instantaneous regrets of the form 〈p− δx, K∗f〉 (this represents the regret of playing from
p –which would be the distribution recommended by the no-regret strategy– instead of playing x
when the loss is K∗f ). A key observation is that, by definition of the adjoint, the latter quantity is
equal to 〈K(p− δx), f〉. Since one is interested in controlling the regret when the loss is f (rather
than K∗f ) this idendity suggests that instead of playing a point sampled from p one should play
from Kp. It then only remains to relate 〈Kp− δx, f〉 (which is the instantaneous regret of playing
from Kp instead of playing x when the loss was f ) to 〈K(p − δx), f〉 (which is the term that we
hope to be able to control when p comes from a no-regret strategy with the estimator described in
the previous paragraph).
The above idea is detailed in Section 2 (we use continuous exponential weights as the no-regret
strategy).
1.2.2 Generalized Bernoulli convolutions
As we just explained in Section 1.2.1 we want to find a kernel K such that 〈Kp − δx, f〉 .
〈K(p − δx), f〉 for all convex functions f and all points x ∈ K. We note that for any λ ∈ (0, 1)
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one has
〈Kp− δx, f〉 ≤ 1
λ
〈K(p− δx), f〉 ⇔ K∗f(x) ≤ (1− λ)〈Kp, f〉+ λf(x). (1)
Leveraging the fact that f is convex we see that a natural kernel to consider is such that Kδx is the
distribution of (1 − λ)Z + λx for some random variable Z to be defined. Indeed in this case one
has
K∗f(x) = Ef((1− λ)Z + λx) ≤ (1− λ)Ef(Z) + λf(x).
Thus this kernel satisfies the right hand side of (1) if Z is defined to be equal to Kp, that is Z
satisfies the following distributional identity, where X ∼ p,
Z
D
= (1− λ)Z + λX. (2)
If (2) holds true we say that Z is the core of p. It is easy to see that the core always exists and is
unique by taking Z =
∑+∞
k=0(1 − λ)kλXk where X0, X1, . . . are i.i.d. copies of X . Interestingly
such random variables have a long history for the special case of a random sign X where they are
called Bernoulli convolutions, Erdo¨s [1939]. Our notion of core can thus be viewed as a gener-
alized Bernoulli convolution. We refer the reader to Peres et al. [2000] for a survey on Bernoulli
convolutions, and we simply mention that the main objective in this literature is to understand for
which values of λ is the random variable Z “smooth” (say for instance absolutely continuous with
respect to the Lebesgue measure). As we will see the smoothness of the core will also be key for us
(it will allow to control the variance of the unbiased estimator described in Section 1.2.1). In order
to avoid the difficulties underlying Bernoulli convolutions we will in fact build a kernel based on
a Gaussian core (which can be viewed as some Gaussian approximation of the real core). These
ideas are detailed in Section 4.1.
We emphasize that the kernel K proposed above depends on the distribution p which in our
application will change over time (this will be the exponential weights distribution). Having an
adaptive kernel is key for low regret. Indeed for any fixed kernel there is a tradeoff between
making K∗f very smooth (in which case the corresponding estimator will have a small variance)
and on the other hand having K∗f faithfully represent where the minimum of f is. As time goes
by and the exponential weights distribution focuses on a smaller region of space, the kernel should
trade off some smoothness far from this region for more accuracy in the approximation of f by
K∗f in this region. Naive ideas such as simply taking a convolution with a fixed Gaussian cannot
achieve this tradeoff and could not lead to small regret.
Finally the dimension 1 case turns out to be special and we were able to design a much simpler
kernel for this situation: we replace the core of p by a Dirac at the mean of p, and instead of a fixed
λ we take it to be uniformly distributed in [0, 1]. The analysis of this kernel is described in Section
3 where we prove a slightly better regret bound than the one given by Theorem 1 for n = 1, namely
we prove a (pseudo-)regret upper bound of order log(T )
√
T .
1.2.3 Focus region, restart, and annealing schedule
The high-dimensional algorithm (described in Section 4.2) needs to deal with one more difficulty.
In dimension 1 we will see that our kernelized loss estimator has a controlled variance. On the
other hand in higher dimensions the variance will only be controlled within a certain focus region
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which depends on p, and in particular we can only control the regret with respect to points in this
focus region. Taking inspiration from Hazan and Li [2016] we then add a testing condition to the
algorithm which ensures that, at any round, if the test succeeds then the optimum is within the
focus region, and if the test fails then we have negative regret and thus we can safely restart the
algorithm. In order to ensure the negative regret property we devise a new adaptive learning rate
for exponential weights: basically each time the covariance of the exponential weights changes
scale we increase the learning rate so as to make sure that we can quickly adapt to any movement
of the adversary, see Section 5.4 and Section 5.5.
1.2.4 Polynomial time version
In Section 6 we briefly describe how to modify Algorithm 1 to make it a polynomial-time method.
The modification mainly relies on existing results concerning sampling/optimization of approxi-
mately log-concave functions, but will also require a few tweaks to the parameters of the algorithm,
as well as a slightly different constructions of the kernel and the focus region we alluded to above.
1.3 Related work
The study of bandit convex optimization was initiated in Kleinberg [2004], Flaxman et al. [2005].
These papers proved that a gradient descent-type strategy with a one-point estimate of the gradi-
ent achieves O˜(poly(n)T 3/4)-regret. Without further assumptions on the problem this remained
the state of the art bound for a decade, until Bubeck and Eldan [2016] proved via an information
theoretic argument that there exists a strategy with O˜(poly(n)
√
T )-regret (in particular by approx-
imately solving the minimax problem this also gives a exp(poly(T ))-time algorithm). Many sub-
cases of bandit convex optimization were investigated during that decade with no progress on the
general problem. Most notably the minimax regret for the linear bandit problem (with the bounded
loss assumption) is known to be Θ˜(n√T ) thanks to Dani et al. [2008], Abernethy et al. [2008],
Bubeck et al. [2012] (this linear case is especially important in practical applications of bandit al-
gorithms because of its connection to the contextual bandit problem, see Bubeck and Cesa-Bianchi
[2012]). Beyond the linear case there were three other subcases of bandit convex optimization with√
T -regret known before Bubeck and Eldan [2016]: (i) O˜(n16
√
T )-regret in Agarwal et al. [2011]
for the so-called stochastic case where the losses ℓt form an i.i.d. sequence, (ii) O˜(n1.5
√
T )-regret
in Hazan and Levy [2014] for the strongly-convex and smooth case (see Agarwal et al. [2010],
Saha and Tewari [2011], Dekel et al. [2015] for some improvements on the T 3/4-regret with either
only strong convexity or only smoothness), and finally (iii) O˜(√T )-regret in Bubeck et al. [2015]
for the case n = 1 (this paper was the first one to propose the information theoretic approach to
control the minimax regret for bandit convex optimization). The first “explicit”
√
T -regret algo-
rithm for general bandit convex optimization was recently proposed in Hazan and Li [2016]. The
drawback of the latter result is that the regret (as well as the time complexity) is exponential in the
dimension n (while Bubeck and Eldan [2016] shows that a poly(n) guarantee is achievable).
As we alluded to in the introduction, a closely related problem is the one of zeroth order
stochastic convex optimization: the losses ℓt form an i.i.d. sequence and one is only interested in
the optimization error (also known as simple regret): rT = EℓT (xT ) − minx∈K EℓT (x) (note that
a bound on the cumulative regret RT implies a bound on the simple regret by taking the center
of mass of the points played). One important application of bandit convex optimization is to give
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algorithms for zeroth order stochastic convex optimization which are robust to some amount of
adversarial noise. Without adversarial noise the current state of the art is Belloni et al. [2015] which
gives a O˜(n3.25/
√
T )-simple regret algorithm, while Shamir [2013] shows that the simple regret
has to be Ω˜(n/
√
T ) even under the strong convexity assumption. We believe that an appropriate
modification of Algorithm 1 should be robust to some adversarial noise and have a O˜(n1.5/
√
T )-
simple regret for any bounded convex function, and furthermore that this might be the optimal
guarantee for this problem (see Conjecture 1). We also note that the general O˜(n3.25/√T ) bound
can be improved for various subclasses of convex functions using the known results mentioned
above for the bandit optimization setting (e.g., O˜(n/
√
T ) for linear functions or O˜(n3/2/
√
T ) for
strongly-convex and smooth functions). Another improvement (which also applies with adversarial
noise, though it does not extend to the bandit setting) due to Bach and Perchet [2016] is that the
bound O˜(n/
√
T ) for linear functions can be generalized to infinitely smooth convex functions
(interestingly their algorithm is “kernel-based” too, although their version is quite different from
ours, and in particular their loss estimator is always a linear function).
1.4 Open problems
The main open problem that remains is to prove Conjecture 1 (or otherwise find the optimal de-
pendence on the dimension). The proposed dimension dependency n1.5 comes from the following
heuristic calculation. Instead of taking the Gaussian core to define the high-dimensional kernel one
can take the real core and assume (heuristically) that the core is Gaussian. Furthermore instead of
applying Azuma-Hoeffding one can use Bernstein-Freedman, which essentially allows in Lemma
3 to remove the term R1R2 in ζ (in this case ζ would be an upper bound on the variance rather
than an upper bound on the magnitude of the loss estimate). Ignoring the whole issue of the focus
region (i.e., the fact that we only control the variance within a small region) this leads to a regret
scaling in n1.5. We also note that the same dimension dependency is obtained in Hazan and Levy
[2014] for strongly-convex and smooth functions, and there too it seems impossible to improve the
dimension dependency without fundamentally new ideas.
It is quite plausible that Conjecture 1 is wrong and that in fact a O˜(n√T )-regret is attainable
for all convex functions. An interesting direction to gain confidence in Conjecture 1 would be to
prove that Ω(n3/2
√
T )-regret is unavoidable. The difficulty there is the following: given a query
point xt the best the adversary could have done is to play a linear function (since this would give a
smaller loss at all other points), yet if the player knew that the adversary plays linear functions then
she can do one-point linear regression and get a O˜(n
√
T )-regret. Thus to show the lower bound in
Conjecture 1 one needs to quantify precisely the relation between the player’s information gain and
the non-linearity in the loss (this in turn would allow to write explicitly the adversary’s trade-off
between loss and information).
Besides proving Conjecture 1 there are several opportunities to reduce the current dimension
dependency. We essentially lose in the dimension in three places: (i) Gaussian core instead of real
core (Section 4.1), (ii) Hoeffding instead of Bernstein (Section 5.3), and (iii) to prove negative re-
gret when one restarts (Section 5.5) the focus region (and in particular the value of α) is larger than
what it should be to merely contain most of the mass of the exponential weights which in turn lead
to a larger magnitude for the loss estimate. Improving any of these points seem difficult. For ex-
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ample for (i) (but not (i) and (ii) together) it would be sufficient to show that EX∼c(λ|∇ log c(X)|)
is finite for λ small enough and c the core of an approximately log-concave measure. Replacing
the map s 7→ exp(s) by s 7→ s2 in the previous expression one gets the Fisher information of
the core. A lot of machinery has been developed to control the Fisher information of repeated
convolution of log-concave random variables (note that the core can be viewed as a sort a repeated
convolution), see e.g. Ball et al. [2003], Johnson and Barron [2004]. It would interesting to see if
some of those techniques can be used here. We also note that to avoid some of the basic number
theoretic obstructions of Bernoulli convolutions one might want to take a randomized value of λ
in the definition of the core.
Another natural question that our work raises is whether the focus region (and the restart idea)
is really necessary. Perhaps the strategy described in Section 2 together with the high-dimensional
kernel (Section 4.1) could be enough to prove Theorem 1. At least for the so-called stochastic case
(where ℓ1, . . . , ℓT is an i.i.d. sequence) it seems like the restart should not play any role (as we
explain in Section 4.2 the restart takes care of the situation where the adversary makes us zoom in
on a small region and then moves the optimal point far away from this region). A basic question
is whether one can prove that the restart condition is never satisfied (with high probability) in the
stochastic case.
Finally we wonder if one could use gradient descent instead of exponential weights in our
kernelized framework. Intuitively in our high-dimensional algorithm (Section 4) the distribution
pt is concentrated around its centroid and ℓ˜t is not far from a linear function so that when we
multiply pt by exp(−ηℓ˜t) it basically moves the centroid in the direction whose expectation is
approximately the gradient. A gradient descent type strategy could be beneficial from a “ational
point of view (for example it would perhaps remove the need to use a log-concave sampler, see
Section 6) and furthermore one might use the many tools that were developed to improve gradient
descent for various subclasses of convex functions (e.g. smooth or strongly convex, see Section
1.3) and improve the dimension dependency of Theorem 1 in those cases.
2 Kernelized exponential weights
The central objects in our strategy are a linear map K : M → M, and its adjoint K∗ : F → F
defined by: for any p ∈ M, f ∈ F , 〈Kp, f〉 = 〈p,K∗f〉. We will focus on linear maps which
can be written as follows (with a slight abuse of notation, writing K : K × K → R for the kernel
corresponding to the linear map K):
Kp(x) =
∫
K(x, y)dp(y), ∀x ∈ K, p ∈M. (3)
Here, we assume that for every y ∈ K one has that K(·, y) is a measurable function satisfying∫
KK(x, y)dx = 1. In particular we then have:
K∗f(y) =
∫
K
f(x)K(x, y)dx, ∀y ∈ K, f ∈ F .
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We will also need a slightly non-standard notion of the “square” of K, which we define as follows:
K(2)p(x) =
∫
K(x, y)2dp(y), ∀x ∈ K, p ∈M.
We consider the following strategy, which is a kernelized version of continuous exponential weights
with bandit feedback: Let p1 be the uniform measure on K. For any t ≥ 1 let Kt be a kernel
that depends on pt, which we denote as Kt := K[pt] (see the result below for more on the map
p 7→ K[p]). Then one plays xt at random from Ktpt, observes ℓt(xt), and updates pt+1 with the
standard continuous exponential weights scheme on the estimated function
ℓ˜t(y) :=
ℓt(xt)
Ktpt(xt)
Kt(xt, y), ∀y ∈ K,
that is
pt+1(x) =
pt(x) exp
(
−ηℓ˜t(x)
)
∫
pt(y) exp
(
−ηℓ˜t(y)
)
dy
, ∀x ∈ K.
Note in particular (see also (8)) that Ext∼Ktpt ℓ˜t(y) = K∗t ℓt(y) which one should understand as a
coarse approximation of ℓt (where the coarseness depends on Kt). The following result shows that
under appropriate conditions on the map p 7→ K[p] this strategy achieves√T -regret. In dimension
1 we will be able to find such a map that exactly satisfies these conditions (see Section 3) but in
higher dimensions (Section 4) the situation is more delicate and we won’t apply the theorem below
directly. For the sake of simplicity, we focus here on the pseudo-regret:
RT = E
T∑
t=1
ℓt(xt)−min
x∈K
E
T∑
t=1
ℓt(x).
Theorem 2 Assume that M ∋ p 7→ K[p] satisfies the following three conditions. There exists
ε, λ > 0 such that for any convex and T -Lipschitz function f ∈ F , any x ∈ K, and any p ∈M,
K[p]∗f(x) ≤ (1− λ)〈K[p]p, f〉+ λf(x) + ε. (4)
There exists C > 0 such that for any p ∈M,∫
K[p](2)p(x)
K[p]p(x)
dx ≤ C. (5)
Finally there exists L > 0 such that for any convex and 1-Lipschitz function f ∈ F and any
p ∈M, one has that K[p]∗f is L-Lipschitz.
Then the strategy described above satisfies, with η =
√
2n log(LT 3)
CT
,
RT ≤ Tε+ 2
λ
+
1
λ
√
2nCT log(LT 3). (6)
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Proof Let x∗ ∈ argminx∈K E
∑T
t=1 ℓt(x). Note that (4) is equivalent to
〈K[p]p− δx, f〉 ≤ 1
λ
〈K[p](p− δx), f〉+ ε
λ
and thus one can write
RT = E
T∑
t=1
(ℓt(xt)− ℓt(x∗)) = E
T∑
t=1
〈Ktpt − δx∗ , ℓt〉 ≤ Tε
λ
+
1
λ
E
T∑
t=1
〈pt − δx∗ , K∗t ℓt〉. (7)
Next, we note that the estimated loss ℓ˜t is an unbiased estimator of K∗t ℓt since for any y ∈ K,
Ext∼Ktpt ℓ˜t(y) = Ext∼Ktpt
ℓt(xt)
Ktpt(xt)
K(xt, y) =
∫
ℓt(x)Kt(x, y)dx = K
∗
t ℓt(y). (8)
Thus, the inequality (7) can be rewritten as
RT ≤ Tε
λ
+
1
λ
E
T∑
t=1
〈pt − δx∗ , ℓ˜t〉. (9)
In words, inequality (9) shows that the pseudo-regret of our strategy is controlled (up to a multi-
plicative factor 1/λ) by the pseudo-regret of playing basic continuous exponential weights on the
sequence of losses ℓ˜1, . . . , ℓ˜T . In particular a straightforward calculation used in standard analysis
of exponential weights (see below for more details) gives
T∑
t=1
〈pt − δx∗ , ℓ˜t〉 ≤ 2 + n log(LT
2diam(K))
η
+
η
2
T∑
t=1
〈pt, ℓ˜2t 〉. (10)
It only remains to observe that thanks to (5):
Ext∼Ktpt〈pt, ℓ˜2t 〉 =
∫
Ktpt(x)pt(y)
ℓt(x)
2
(Ktpt(x))2
Kt(x, y)
2dydx ≤
∫
K
(2)
t pt(x)
Ktpt(x)
dx ≤ C.
Combining the above inequality with (9) and (10) easily concludes the proof.
For sake of completeness we now give some details on the derivation of (10). An elementary
calculation yields for any q ∈M,
T∑
t=1
〈pt−q, ℓ˜t〉 = Ent(q‖p1)− Ent(q‖pT+1)
η
+
1
η
T∑
t=1
logEX∼pt exp
(
−η(ℓ˜t(X)− EX′∼pt ℓ˜t(X ′))
)
.
Using that ℓ˜(x) ≥ 0 for any x ∈ K, and that log(1 + s) ≤ s and exp(−s) ≤ 1 − s + s2
2
for any
s ≥ 0 one has
logEX∼pt exp
(
−η(ℓ˜t(X)− EX′∼pt ℓ˜t(X ′))
)
≤ η
2
2
EX∼pt ℓ˜t(X)
2.
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Now let q be the uniform measure on (1 − s)x∗ + sK. Then since ℓ˜t is LT -Lipschitz (recall that
without loss of generality we assume that ℓt is T -Lipschitz) one has (recall also that we assume
diam(K) ≤ T ):
T∑
t=1
〈pt − δx∗ , ℓ˜t〉 ≤ 2sLT 3 +
T∑
t=1
〈pt − q, ℓ˜t〉
and furthermore Ent(q‖p1) = n log(1/s). This concludes the proof of (10) by taking s = 1/(LT 3).
3 Construction of a kernel in dimension 1
In this section we assume that K = [0, 1] and let p ∈ M be fixed. The objective is to construct a
kernel K : [0, 1]× [0, 1] → R which satisfies the three conditions of Theorem 2. We propose the
following simple kernel. Define µ = EX∼pX (we assume that µ ≥ ε, the whole argument is easily
modified if one instead assumes µ ≤ 1 − ε) and denote by [a, b] the segment between a and b. We
set
K(x, y) =

1{x∈[y,µ]}
|y−µ| if |y − µ| ≥ ε,
1{x∈[µ−ε,µ]}
ε
if |y − µ| < ε
(11)
and define the linear map K : M → M using equation (3). In other words, if |y − µ| ≥ ε then
Kδy is the uniform distribution on the segment [y, µ], while otherwise it is the uniform distribution
on [µ − ε, µ]. The adjoint also has a simple description: Using U to denote a uniform random
variable in [0, 1], we have
K∗f(y) = 〈Kδy, f〉 =

E f(Uµ + (1− U)y) if |y − µ| ≥ ε,
E f(µ− εU) if |y − µ| < ε.
It is clear that if f is 1-Lipschitz then so is K∗f on [0, µ + ε) and [µ + ε, 1], and thus with the
notation of Theorem 2 one can take4 L = 1. Let us now check condition (4). First observe that if
|x− µ| < ε then the T -Lipschitzness of f implies (4) with λ = 1 and with Tε instead of ε. On the
other if |x− µ| ≥ ε we use the convexity of f as follows:
K∗f(x) = E f(Uµ+ (1− U)x) ≤ f(µ) + f(x)
2
≤ 〈Kp, f〉+ f(x)
2
+ ε,
where the second inequality follows from Jensen’s inequality and the fact that the mean µ˜ of Kp
verifies |µ − µ˜| ≤ 2ε. This directly implies (4) with λ = 1/2. Thus it only remains to check (5).
For this we use K(x, y) ≤ 1
max(|x−µ|,ε) which implies K
(2)q(x) ≤ Kq(x)
max(|x−µ|,ε) and in particular∫
K(2)p(x)
Kp(x)
dx ≤
∫
1
max(|x− µ|, ε)dx ≤ 2(1 + log(1/ε)).
4One needs to adapt the proof of Theorem 2 to deal with the small discontinuity of K∗f . In fact since the discon-
tinuity gap at m+ ε is smaller than ε it is easy to see that one only needs to replace Tε in (6) by 2Tε.
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Thus with ε = 1/T 2, L = 1, λ = 1/2 and C = 2 log(eT 2) one finally obtains the following upper
bound on the pseudo-regret of our kernel-based strategy with the kernel described in (11):
RT ≤ 12 log(T )
√
T .
4 The high-dimensional case
As we already mentioned the case n ≥ 2 turns out to be much more challenging than the one-
dimensional case. Here we won’t be able to use Theorem 2 directly (however we will verify similar
properties to those mentioned in Theorem 2). In this section we describe the high-dimensional
kernel and the high-dimensional algorithm. In Section 5 we give the regret analysis of the algorithm
and in Section 6 we explain how to modify the algorithm to make it polynomial-time.
Let us first introduce a few additional notations. We denote by µ(p) and Cov(p) the mean and
covariance of p, and Ep(r) := {x ∈ Rn : ‖x−µ(p)‖Cov(p)−1 ≤ r}where for a positive semidefinite
matrix A we denote ‖x‖A :=
√
x⊤Ax. We say that p is ε-approximately log-concave if there
exists a log-concave function f such that for any x, εf(x) ≤ p(x) ≤ 1
ε
f(x). Also for a function
f : Ω→ R we denote f ∗ = minx∈Ω f(x).
4.1 The high-dimensional kernel
We describe here our proposed kernel map p 7→ K[p] which depends on two parameters ε ∈ (0, 1)
and λ ∈ (0, 1/2) to be specified later (eventually ε will be a small numerical constant and λ will
be O˜(1/poly(n))). Let us fix a measure p and let
c[p] = N
(
µ(p),
ε2
n log(T )
λ
2− λCov(p)
)
be the Gaussian core of p (this terminology will be explained in Section 4.1.1). The linear map
K[p] is then defined by: for any q ∈M, K[p]q is the distribution of (1−λ)C+λX where C ∼ c[p]
and X ∼ q. In other words,
K[p]q
D
= (1− λ)c[p] + λq.
We note that K[p]q is not necessarily supported on K and this will lead to a minor technical issues.
In Section 4.1.1 we prove the first key property of this kernel map which is that for an (1/e)-
approximately log-concave p, K[p]p convexly dominates5 c[p] (approximately). We conclude the
study of K[p] in Section 4.1.2 with its smoothness properties when p is appropriately truncated.
4.1.1 Convex domination
The goal of this section is to prove the following lemma.
Lemma 1 Let p ∈ M be an (1/e)-approximately log-concave measure supported on a convex
body K of diameter at most T . Let f : Rn → [0,∞) be a convex function satisfying f(x) ∈ [0, 1]
for all x ∈ K and such that f is non-negative and T -Lipschitz on Rn. Then,
〈c[p], f〉 ≤ 〈K[p]p, f〉+ 1
T 2
. (12)
5Recall that a measure p convexly dominates a measure q if for any convex function f , one has 〈q, f〉 ≤ 〈p, f〉.
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Our first step to prove (12) is the following result proven in the appendix:
Lemma 2 Let p be an isotropic (1/e)-approximately log-concave measure, and let r be a centered
measure supported on
{
x ∈ Rn : |x| ≤ 1
80e
}
. Then one has that r is convexly dominated by p (i.e.,
for any convex function f , 〈r, f〉 ≤ 〈p, f〉).
We take r[p] = N
(
µ(p), ε
2
n log(T )
Cov(p)
)
(we think of r[p] as some sort of Gaussian approximation
of p). One cannot apply Lemma 19 directly to r[p] since its support is all of Rn. However it is easy
to see that, if one chooses
ε =
1
80e · 20 ,
then by Lemma 19, we have for any non-negative convex function g,
〈r[p], g˜〉 ≤ 〈p, g˜〉 ≤ 〈p, g〉
where g˜(x) := g(x)1{x ∈ Ep(1/(80e)}. Moreover, an application of Lemma 12 gives that (pro-
vided that g is T -Lipschitz and such that g(µ(p)) ∈ [0, 2])
〈r[p], g − g˜〉 ≤ Tε
T 3
√
n log T
≤ 1
T 2
where we have used the fact that diam(K) ≤ T which implies that ‖Cov(r[p])1/2‖OP ≤ Tε√n log T .
Thus, we have that
〈r[p], g〉 ≤ 〈p, g〉+ 1
T 2
. (13)
Next we recall the notion of the core of a distribution introduced in Section 1.2.2: we say that q′ is
the core of q if the following distributional equality is satisfied, where X ∼ q, Y ∼ q′,
Y
D
= (1− λ)Y + λX.
A key observation is that the core of a Gaussian is a Gaussian with smaller variance, more precisely
for q = N (0, In) one has q′ = N
(
0, λ
2−λIn
)
. In particular we see that c[p] is the core of r[p] (since
r[p] is a Gaussian approximation of p this justifies the terminology of Gaussian core of p for c[p]).
In other words,
c[p]
D
= (1− λ)c[p] + λr[p] (14)
Proof [Proof of lemma 1] Observe that the function
g(x) := EC∼c[p]f((1− λ)C + λx)
is convex, T -Lipschitz and g(µ(p)) ∈ [0, 2]. Thus, by equation (13) we have
〈c[p], f〉 (14)= ER∼r[p]g(R)
(13)≤ 1
T 2
+ EX∼pg(X) =
1
T 2
+ 〈K[p]p, f〉.
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4.1.2 Smoothness properties of K
Observe that K[p](x, y)(= (K[p]δy)(x)) is the density at x of (1−λ)C+λy, where C ∼ c[p], and
thus:
K[p](x, y) = c[p]
(
x− λy
1− λ
)
(1− λ)−n.
We now prove a simple but useful lemma.
Lemma 3 Let R1, R2 > 0 and x ∈ Ep(R1), y, y′ ∈ Ep(R2). Then one has
c[p]
(
x−λy
1−λ
)
c[p]
(
x−λy′
1−λ
) ≤ ζ, and ‖∇yc[p] (x−λy1−λ ) ‖Cov(p)
c[p]
(
x−λy′
1−λ
) ≤ ζ ′,
where
ζ = exp
(
4n log(T )
ε2
(R1R2 + λR
2
2)
)
, and ζ ′ = 8n log(T )
ε2
(R1 + λR2)ζ.
Proof The proof is straightforward. Simply note that c[p](
x−λy
1−λ )
c[p]
(
x−λy′
1−λ
) is equal to
exp
(
n log(T )(2− λ)
2ε2λ(1− λ)2 (‖x− µ(p)− λ(y
′ − µ(p))‖2Cov(p)−1 − ‖x− µ(p)− λ(y − µ(p))‖2Cov(p)−1)
)
,
≤ exp
(
n log(T )(2− λ)
2ε2λ(1− λ)2
(
2λ‖x− µ(p)‖Cov(p)−1‖y − y′‖Cov(p)−1
+ λ2(‖y − µ(p)‖2Cov(p)−1 + ‖y′ − µ(p)‖2Cov(p)−1)
))
,
and that∥∥∥∥∇yc[p](x− λy1− λ
)∥∥∥∥
Cov(p)
=
n log(T )(2− λ)
ε2(1− λ)2 ‖x−µ(p)−λ(y−µ(p))‖Cov(p)−1 c[p]
(
x− λy
1− λ
)
,
and use the assumption that λ ∈ (0, 1/2).
A straightforward consequence of this lemma is the following result on the smoothness prop-
erties of the loss estimator.
Lemma 4 Assume that p is such that supp(p) ⊂ Ep(R2). Let x ∈ Ep(R1), and let ℓ : K → [0,+∞)
be defined by ℓ(y) = K[p](x,y)
K[p]p(x)
. Then one has that ℓ|Ep(R2) takes values in [0, ζ ] and is ζ ′-Lipschitz
in ‖ · ‖Cov(pt)−1 (where ζ and ζ ′ are defined as in Lemma 3).
4.2 The high-dimensional algorithm
A major difficulty of the high-dimensional setting is that, on the contrary to the one-dimensional
situation, we could not find a kernel for which the estimate ℓ˜t(x) is controlled for all points x ∈ K
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(in fact we believe that such a kernel does not exist). Instead, as explained in Lemma 4, one can
control the variance (and in fact even the magnitude) of ℓ˜t only a small enough ellipsoid Ept(R)
for some R to be defined. In order to enforce the exponential weights distribution to be contained
in such an ellipsoid and also to somehow acknowledge the fact that the loss estimates outside of
this region are not reliable, we truncate the loss estimate outside of a certain focus region Ft ⊂ K
(defined below). Furthermore to make the analysis as clean as possible we want to ignore the
possibility that the algorithm plays an atypical point. As we will see the probability of playing
outside of
Ωt := K ∩ Ept(10nαλ+ 20
√
λε)
(for some α ≥ 1 defined below) will be smaller than 1/T 2. If xt is atypical (that is xt 6∈ Ωt) then
we will simply set the loss estimate to be 0 (note that with high probability this does not change
the behavior of the algorithm). Thus we finally define ℓ˜t by
ℓ˜t(y) :=

ℓt(xt)1{xt∈Ωt}
Ktpt(xt)
Kt(xt, y), if y ∈ Ft,
+∞ otherwise,
We will take Ft large enough so that it contains most of the mass of pt, yet small enough so
that the loss estimator is well-behaved. We now observe that this truncation induces a significant
complication: a priori we do not control anymore the regret with respect to points outside of the
focus region. This is where the restart idea comes into play. First, it will be useful to define,
ℓextt (x) := max
(
sup
h∈H
h(x), inf
y∈K
ℓt(y)
)
where H is the family of linear functions h satisfying (i) h(y) ≤ ℓt(y) for all y ∈ K and (ii) there
exists x0 ∈ int(K) such that h(x0) = ℓt(x0). In other words, we can think of ℓextt as the convex
extension of ℓt to Rn. Next, we define
L˜t =
t∑
s=1
ℓ˜s and Lt =
t∑
s=1
K[ps]
∗ℓexts .
Observe that as long as minx∈∂Ft L˜t is significantly larger than minx∈Ft L˜t, we know (by concen-
tration of L˜t around Lt –which is yet to be proven–, and by convexity of Lt) that the minimum of
Lt onK is also in Ft, and thus controlling the regret with respect to points in Ft is sufficient. On the
other hand if this is not the case then it means that the adversary made us focus on the region Ft,
and then later on moved the optimum outside of this region. In particular we can hope to get neg-
ative regret with respect to any fixed point. This is where we need a last idea: we will ensure that
each time the region Ft is updated we also increase the learning rate η in the exponential weights,
so that if a point in ∂Ft \ ∂Ft−1 suddenly becomes very good (in the sense that it has small losses)
at some later time, our exponential weights distribution will quickly focus on it. We instantiate this
idea as follows. The focus region is initialized at F1 = K. For t ≥ 1 let At be the following event,
for some α ≥ 1,
Vol(Ft ∩ Ept+1(α)) ≤
1
2
Vol(Ft), (15)
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If At occurs then we update the focus region and we increase (multiplicatively) the learning rate
by (1 + γ), that is we set ηt+1 = (1 + γ1{At})ηt. The focus region is updated as follows:
Ft+1 = Ft ∩ Ept+1(α).
With the time-dependent learning rate we modify the the exponential weights distribution pt as
follows: let
pt(x) =
1
Zt
exp(−Qt−1(x)),
where
Qt =
t∑
s=1
ηsℓ˜s − q,
and where q is chosen so that minx∈Ft Qt(x) = 0. The point xt played at round t is chosen as
follows: we draw a point X at random from K[pt]pt and set xt = X when X ∈ K; otherwise we
choose xt to be an arbitrary point in K. Finally the restart condition is as follows, for some β > 0.
if there exists x ∈ ∂Ft+1 ∩ int(K) such that η1(L˜t(x)− L˜∗t ) ≤ β
then restart the algorithm, i.e. act as if time step t+ 1 was time step 1 and replace T by T − t.
4.2.1 Assumptions about the parameter values
The algorithm has four parameters, η1, α, β, and γ (in addition to the kernel map parameters ε and
λ). The exact values for the parameters will be determined later on. However, we will make the
following assumptions about our parameters, which will later be verified by our choices.
(i) η1, λ, β, γ < 1/2, α ≥ 1 and nα
√
λ ≤ 1.
(ii) 0 < ε < 1/e. (16)
(iii) max
(
(η1
√
T )−1, λ−1, γ−1, α, ε−1
)
≤ C ′nC log(T )C ≤ T 1/2,
where C ′, C > 0 denote universal constants which can be taken to be C = 8 and C ′ = 230.
We will take α ≈ n2 log2(T ) (this ensures that Ept(α) contains most of the mass of pt, and more
importantly that points on the boundary of Ept(α) have a very large Q-value), γ ≈ 1/(n log(T ))
(this will ensure that ηT/η1 ≈ 1), β of constant order, and finally η−11 ≈
√
Tn log(T ). The key
parameter λ of the kernel will be set small enough so that ζ (hence the bound for ℓ˜t given by
Lemma 4) will be a numerical constant, namely λ ≈ 1
n4α2 log2(T )
≈ n−8 log−6 T .
5 Analysis of the high-dimensional algorithm
Our first order of business is to understand the concentration properties of L˜t and Qt, which will
in particular show that pt is (1/e)-approximately log-concave, see Section 5.3. Then we adapt
the standard analysis of exponential weights to our time-dependent learning rate in Section 5.4.
We conclude the regret analysis in Section 5.5. Before all of this we introduce some defintions in
Section 5.1 and we make some simple useful observations in Section 5.2.
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5.1 Some central definitions
Let τ be the minimum between T and the first time at which the algorithm restarts. Let τ1, . . . , τN
be the times in {1, . . . , τ} at which we increase the learning rate, that is ητi+1 = (1 + γ)ητi .
Next, we consider the events
Bt :=
{
max
(
∆
(1)
t , . . . ,∆
(4)
t
)
≤ 1
}
, ∀t ≤ τ,
where
∆
(1)
t := η1
∣∣∣∣∣
t∑
s=1
(〈ps, Kt[ps]∗ℓs〉 − ℓs(xs))
∣∣∣∣∣ , ∆(2)t := maxy∈Ft η1
∣∣∣L˜t(y)− Lt(y)∣∣∣ ,
∆
(3)
t := max
y∈Ft
∣∣∣∣∣
t∑
s=1
ηs
(
ℓ˜s(y)−Ks[ps]∗ℓexts (y)
)∣∣∣∣∣ , ∆(4)t := η1
∣∣∣∣∣
t∑
s=1
〈
ps, ℓ˜s −Ks[ps]∗ℓexts
〉∣∣∣∣∣ ,
and
ℓt(y) := ℓt(y)1{y ∈ Ωt}.
A central definition will be the following “fault” stopping time:
T := inf
{
t ≤ τ ; Bt does not hold or xt /∈ Ωt
}
∧ τ.
Note that, in particular, we have
Claim 1 For all t ≤ T one has that pt is (1/e)-approximately log-concave.
Proof Fix t < T . By the convexity of ℓexts for all s ≤ t, we have that Ks[ps]∗ℓexts is convex. Thus,
∆
(3)
t ≤ 1 implies that there exists a convex function gt such that |gt(y)−Qt(y)| ≤ 1 for all y ∈ Ft.
SinceQt is supported on Ft, we have that pt+1 ∝ exp(−Qt) is (1/e)-approximately log-concave.
Our analysis will be carried out in two central steps:
Proposition 1 We have, almost surely
max
x∈K
T∑
t=1
(ℓt(xt)− ℓt(x)) ≤

Cn9.5 log7.5(T )
√
T T = τ = T
0 T = τ < T
T otherwise
for a universal constant C > 0 (we can take C = 690).
and,
Proposition 2 We have P(T < τ) < 2/T 2.
16
Let us now see why a combination of these two facts establishes the final regret bound, proving
Theorem 1.
Proof [Proof of Theorem 1] Let us first denote by T1, T2, ..., Tk the times in which the algorithm
restarts, hence, we set T1 = τ ; in case τ < T we run the algorithm again which provides another
restart time τ and we set T2 − T1 = τ and so on, until reaching Tk = T . Moreover, denote by
T1, . . . , Tk the respective values of T for each of these rounds. Finally set T0 = 0.
Let E be the event that Ti = Ti for all 1 ≤ i ≤ k. An application of Proposition 1 gives that
whenever E holds, we have
max
x∈K
T∑
t=1
(ℓt(xt)− ℓt(x)) ≤
k∑
i=1
max
x∈K
Ti−Ti−1∑
t=1
(ℓt(xt)− ℓt(x)) ≤ Cn9.5 log7.5(T )
√
T .
Finally, using Proposition 2, the fact that k ≤ T , and a union bound gives
1− P(E) ≤ TP(T1 < τ) ≤ 2
T
.
Combining the two last displays completes the proof.
5.2 Some simple facts
In this section, we establish several facts about Ft and ℓ˜t:
(i) We will show that Ft is contained in the ellipsoid Ept(10nα).
(ii) We will show that the volume of Ft is bounded from below by T−Cn and so is det Cov(pt).
(iii) The bound on the volume of Ft will yield respective bounds N ≤ Cn log T and, with an
appropriate choice of the constant γ, we will get ητ ≤ eη1.
(iv) Finally, we will show that ℓ˜t is upper-bounded by a constant inside Ft and its gradient is
bounded in ‖ · ‖Cov(pt)-norm by a power of T .
We begin with,
Claim 2 For every t ∈ [τ ] one has
Ft ⊂ Ept(10nα) (17)
Observe that at t = 1 this is well-known (see e.g., [Milman and Pajor, 1989, Section 1.10]). On
the other hand for t > 1 we use the following simple lemma:
Lemma 5 LetK be a convex body and E an ellipsoid centered at the origin. Suppose that Vol(K∩
E) ≥ 1
2
Vol(K). Then K ⊂ 10nE .
Proof By applying a linear transformation, we can clearly assume that E is the unit ball. Let us
prove the contrapositive and assume that there is a point x ∈ K with |x| > 10n. Denote si = 2i10n ,
i = 1, .., 5n and consider the sets Ki = (1− si)(E ∩ K) + six.
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Note that those sets are disjoint. Indeed, the intervals (1− si)[−1, 1]+ |x|si are disjoint, which
implies that the projections of the ellipsoids (1− si)E + six onto the span of x are disjoint. So, we
have
Vol(K) ≥
5n∑
i=1
Vol(Ki) =
5n∑
i=1
(1− si)nVol(E ∩ K) ≥ 2Vol(E ∩ K),
which concludes the proof.
Next, define
yt = argmin
x∈Ft
L˜t(x).
Moreover, for the sake of the next claim we will need to set
β = 4.
The following fact is a simple consequence of the restart condition.
Claim 3 For every t < T we have
B
(
yt,
1
T 2
)
∩ K ⊂ Ft. (18)
Proof Assume otherwise, hence assume there exists x ∈ ∂Ft ∩ int(K) such that d(x, yt) ≤ 1T 2 .
Then by the definition of T and by the assumption that ℓs is T -Lipschitz for all s ∈ [T ], which
implies that Lt is T 2-Lipschitz, we have that (since ∆(2)t ≤ 1)
|L˜t(x)− L˜t(yt)| ≤ |Lt(x)− Lt(yt)|+ |L˜t(x)− Lt(x)|+ |L˜t(yt)− Lt(yt)| ≤ 3
η1
It follows that the restart condition holds true, which is a contradiction to t < T .
As a consequence, we get:
Claim 4 For all t < T we have
Vol(Ft) ≥ T−3nωn ≥ T−4n. (19)
where ωn is the volume of the unit Euclidean ball in Rn.
Proof By (18), we deduce that, with B = B (yt, 1/T 2),
Vol(Ft) ≥ Vol(B ∩ K).
Next, by assumption we have that B˜ ⊂ K where B˜ is some ball of radius 1. By convexity, we have
(recall also that diam(K) ≤ T ) (
1− 1
T 3
)
yt +
1
T 3
B˜ ⊂ B ∩ K
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which implies that
Vol(Ft) ≥ T−3nωn.
The second inequality follows from assumption (16) and from the well-known inequality ωn ≥
1
2
n−2n.
Remark that by construction, we have that Vol(Fτi+1)/Vol(Fτi) ≤ 12 for all i = 0, 1, .., N − 1
(with τ0 := 1). Together with the last claim, this yields that
N ≤ − log2(Vol(FτN )/Vol(K))
(19)≤ 4n log2(T ) + n log2 diam(K) ≤ 5n log2 T. (20)
At this point, we will set
γ =
1
5n log2 T
, (21)
which implies that ητ/η1 ≤ e.
Finally, we establish the following lower bound on the covariance of pt:
Claim 5 We have, for all t ∈ [T ],
log det Cov(pt) ≥ −6n log(T ). (22)
Proof We have by definition of Ep
Vol(Ep(r)) = ωn det Cov(p)1/2rn
where ωn denotes the volume of the unit ball in Rn. Moreover, we have by construction and by the
previous claim,
Vol(Ept(α))
(15)≥ 1
2
Vol(Ft−1)
(19)≥ 1
2
T−3nωn.
Plugging these two equations together yields
det Cov(pt)
1/2 =
Vol(Ept(α))
ωnαn
≥ 1
2αnT 3n
.
Together with equation (16), this completes the proof.
The next claim shows that ℓ˜t is regular in Ft:
Claim 6 For all t ∈ [T ] and all y ∈ Ft, one has that, almost surely,
ℓ˜t(y) ≤ ζ and
∥∥∥∇ℓ˜t(y)∥∥∥
Cov(pt)
≤ ζ ′ (23)
where
ζ = exp
(
C
n log(T )
ε2
nα
√
λ
)
,
ζ ′ = C
n log(T )
ε2
ζ
and C = 103.
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Proof The result is an immediate application of Lemma 4 with R2 = 10nα and R1 = 10nαλ +
20
√
λε. With the help of equation (17) we have that Ft ⊂ Ept(R2) which gives that
fx(y) :=
K[pt](x, y)
K[p]pt(x)
≤ ζ, ∀x ∈ Ωt, ∀y ∈ Ft
and that |∇fx(y)| ≤ ζ ′ for all y ∈ int(Ft). The result now immediately follows by definition of ℓ˜t,
the fact that ℓt(xt) ∈ [0, 1] almost surely and the bounds λ, ε ≤ 1/2 and nα
√
λ ≤ 1.
We take λ to be small enough so that ζ ≤ e. That is, we set
λ =
ε4
C2n4α2 log2(T )
. (24)
where C is the constant from the above lemma. With these choices and with the assumption (16)
we conclude that
ζ ≤ e, ζ ′ ≤ Cn log(T )ζ/ε2 ≤ T 2. (25)
where, in the above, we used the assumption that T is larger than some universal constant.
5.3 Concentration
Our goal in this section is to prove Proposition 2. We set
η1 =
1
20e2
√
nT log (T )
(26)
which gives that
Bt =
{
max
(
∆
(1)
t , . . . ,∆
(4)
t
)
≤ η120e2
√
nT log T
}
.
We begin with two simple estimates concerning large deviations of K[pt]pt.
Lemma 6 For all t ≤ T , one has that
Ept(10nαλ+ 20
√
λε) ⊂ K (27)
and
K[pt]pt(Ωt) ≥ 1− 1/T 2. (28)
Proof Equation (27) is a direct consequence of Lemma 11 combined with the fact that 10nαλ +
20
√
λε ≤ 1/100 (recall the value of λ given by (24)). In other words, we have that Ωt =
Ept(10nαλ + 20
√
λε). Now, according to equation (17) we have Y ∈ Ept(10nα) almost surely
when Y ∼ pt. Thus, we can write
PX∼K[pt]pt(X 6∈ Ωt) = PC∼c[pt],Y∼pt((1− λ)C + λY /∈ Ept(10nαλ+ 20
√
λε))
≤ PC∼c[pt](C 6∈ Ept(20
√
λε))
≤ PX∼N(0, 120n log(T ) In)(|X| ≥ 1) ≤
1
T 2
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where the last inequality follows for example as an application of Lemma 12. The proof is com-
plete.
We also need the following bound:
Lemma 7 For every t ≤ T and for any y ∈ Ft, one has that
|K[pt]∗ℓt(y)−K[pt]∗ℓextt (y)| ≤ 1/T 2. (29)
Proof Since ℓt(x) = ℓextt (x) for all x ∈ Ωt, and since both functions are T -Lipschitz on the interior
of ΩCt , it follows that
|ℓt(x)− ℓextt (x)| ≤ Td(x,Ωt) + 1{x /∈ Ωt}, ∀x ∈ Rn. (30)
We thus have
|K[pt]∗ℓt(y)− K[pt]∗ℓextt (y)| =
∣∣EX∼(1−λ)c[pt]+λy(ℓt(X)− ℓextt (X))∣∣
≤ EX∼(1−λ)c[pt]+λy(|ℓt(X)− ℓextt (X)|)
(30)≤ EX∼(1−λ)c[pt] (Td(X + λy,Ωt) + 1{X + λy /∈ Ωt})
(17),(27)
≤ EX∼c[pt]
(
Td(X, Ept(20
√
λε)) + 1{X /∈ Ept(20
√
λε)
)
≤ TEX∼N(0, 120n log(T ) In) (|X|+ 1)1{|X| > 1} ≤
1
T 2
.
where the last inequality is an application of Lemma 12.
Consider the filtration Ft = σ(ℓ1, x1, ℓ2, x2, . . . , ℓt, xt, ℓt+1). We define the random variables
Ut(y) =
{
ℓ˜t(y)−K[pt]∗ℓt(y) t ≤ T and y ∈ Ft
0 otherwise
, Vt(y) =
ηt
η1
Ut(y), ∀y ∈ K
and moreover we set
Wt :=
{
〈pt, ℓ˜t −K[pt]∗ℓt〉 t ≤ T
0 otherwise
and
St :=
{
〈pt, K[pt]∗ℓt〉 − ℓt(xt) t ≤ T
0 otherwise
.
We claim that these four functions are martingale differences with respect to the filtration Ft:
Claim 7 For all t ≥ 1 and all y ∈ K, we have almost surely that
E[Wt|Ft−1] = E[St|Ft−1] = E[Ut(y)|Ft−1] = E[Vt(y)|Ft−1] = 0. (31)
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Proof A key observation towards proving the claim is that, for all y ∈ Ft,
E
[
ℓ˜t(y)|Ft−1
]
= EX∼K[pt]pt
[
ℓt(X)
K[pt]pt(X)
K[pt](X, y)
]
(32)
=
∫
Rn
ℓt(x)K[pt](x, y)dx = K[pt]
∗ℓt(y).
This immediately shows that, for every t ≥ 1 and y ∈ K, E(Ut(y)|Ft−1) = 0, and the same
is true for Vt. Moreover, since pt is measurable with respect to Ft−1, which gives, using Fubini’s
theorem, that E[Wt|Ft−1] = 0. Finally, by the definition of xt, we have that E[St|Ft−1] = 0. This
completes the claim.
We will use the Azuma-Hoeffding inequality:
Theorem 3 (Azuma-Hoeffding) Let c > 0 and let M1,M2, .. be a martingale satisfying |Mt+1 −
Mt| < c almost surely for all t ≥ 1. Then
P(|Mt −M1| ≥ u) ≤ 2 exp
(
− u
2
2c2t
)
, ∀u > 0. (33)
We would like to apply the above bound for the martingales
∑t
s=1 Us(y),
∑t
s=1 Vs(y),
∑t
s=1Ws
and
∑t
s=1 Ss, which requires us to first prove an almost-sure bound for the respective martingale
differences. To that end, we recall equation (23) and (25) which ensure that, almost surely,
|Ut(y)| ≤ ζ + 1 ≤ 2e, ∀t ≥ 1, ∀y ∈ K.
The same argument also ensures that |Vt(y)| ≤ e(ζ + 1) ≤ 2e2 since as we observed in Section
5.2 one has ητ/η1 ≤ e. Moreover, since by definition one has that |〈K[pt]pt, ℓt〉 − ℓt(xt)| ≤ 2, we
also have |St| ≤ 2. Finally the inequality |Ut(y)| ≤ 2e implies that |Wt| = |〈pt, Ut〉| ≤ 2e. We
conclude that
max (|Ut(y)|, |Vt(y)|, |Wt|, |St|) ≤ 2e2, ∀t ≥ 1, ∀y ∈ K.
Using equation (33) and a union bound, we get that for any t ≥ 1, for all y ∈ K and for all
δ > 0, with probability at least 1− δ,
max
(∣∣∣∣∣
t∑
s=1
Us(y)
∣∣∣∣∣ ,
∣∣∣∣∣
t∑
s=1
Vs(y)
∣∣∣∣∣ ,
∣∣∣∣∣
t∑
s=1
Ws
∣∣∣∣∣ ,
∣∣∣∣∣
t∑
s=1
Ss
∣∣∣∣∣
)
≤ 2e2
√
2T log
(
8
δ
)
. (34)
We want this to hold simultaneously for all y ∈ Ft, this is where our estimates on the Lipschitz
constant will come to play. We will need the following lemma.
Lemma 8 Let K ⊂ Rn be a convex domain and δ, v,M, L > 0. Let F ⊂ K be a random convex
subset of K, C a random matrix and f : K → [0,∞) be a random function, which satisfy the
following conditions:
(i) Vol(F ) ≥ vVol(K) almost surely.
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(ii) For all x ∈ K,
P(f(x) ≥M) ≤ δ.
(iii) Almost surely, for all x, y ∈ F one has that ‖x− y‖C−1 ≤ 1.
(iv) Almost surely we have
‖∇f(x)‖C ≤ L, ∀x ∈ int(F ).
Then,
P(f(x) ≤ 2M, ∀x ∈ F ) ≥ 1− δ
v
(
L
M
)n
.
The proof is postponed to the end of the section. We are now ready to prove Proposition 2.
Proof [Proof of Proposition 2] Define,
ft(x) = max
(∣∣∣∣∣
t∑
s=1
Ss
∣∣∣∣∣ ,
∣∣∣∣∣
t∑
s=1
Ws
∣∣∣∣∣ ,
∣∣∣∣∣
t∑
s=1
Us(x)
∣∣∣∣∣ ,
∣∣∣∣∣
t∑
s=1
Vs(x)
∣∣∣∣∣
)
, ∀t ≥ 1, x ∈ K.
We first claim that
T < τ ⇒ ∃y ∈ FT such that fT (y) ≥ 2M or xT /∈ ΩT (35)
where
M = 10e2
√
nT log T .
Indeed, suppose that the event T < τ holds. Using Lemma 7, we have that for all y ∈ FT ,∣∣∣L˜T (y)− LT (y)∣∣∣ =
∣∣∣∣∣
T∑
s=1
(
K[ps]
∗ℓs(y)−K[ps]∗ℓexts (y) + Us(y)
)∣∣∣∣∣ (29)≤ ft(y) + 1T
or in other words ∆(2)T ≤ η1maxy∈FT ft(y) + 1T . Following the same argument, we also have that
max
(
∆
(3)
T ,∆
(4)
T
)
≤ η1max
y∈FT
ft(y) +
1
T
.
Finally, we also have by definition that
∆
(1)
T ≤ η1max
y∈FT
fT (y) + 1{xT /∈ ΩT }.
A combination of the last 3 displays finally gives (35).
Therefore, in order to complete the proof we only need to show (thanks to Lemma 6) that
P (ft(y) ≤ 2M, ∀t ∈ [T ], ∀y ∈ Ft) ≥ 1− 1
T 3
. (36)
We use equation (34) with δ = T−12n to get that for all x ∈ K, P(ft(x) > M) ≤ δ. Next, define
v = T−4n and C = (10nα)2Cov(pt). We have according to Claim 4 that Vol(Ft) ≥ vVol(K)
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almost surely, and according to equation (23) and (25), we have that ‖∇ℓ˜t(x)‖C ≤ 10nαT 2 ≤ T 3
which implies that
‖∇ft(x)‖C ≤ T 4.
Moreover, according to equation (17), we have Ft ⊂ Ept(10nα) and thus for all x, y ∈ Ft we have
‖x− y‖C−1 ≤ 1. According to the above, we may use Lemma 8 to deduce that
P(ft(x) ≤ 2M, ∀x ∈ Ft) ≥ 1− δ
v
T 4n ≥ 1− T−4n ≥ 1− 1/T 4.
By using a union bound on t equation (36) follows and the proof is complete.
It remains to prove Lemma 8.
Proof [Proof of Lemma 8] Let E be the event that there exists a point x ∈ F with f(x) ≥ 2M .
Suppose that the latter event occurs. By convexity, we have that
F ′ := (1− λ)x+ λF ⊂ F
for λ = M
L
. Now, according to (iii) we have that, for all y ∈ F ′, ‖y − x‖C ≤ λ. Thus, using (iv),
we get that
|f(x)− f(y)| =
∣∣∣∣∫ 1
0
〈∇f((1− θ)x+ θy), x− y〉 dθ
∣∣∣∣
≤
∫ 1
0
‖∇f((1− θ)x+ θy))‖C−1‖x− y‖Cdθ ≤ λL
and therefore
f(y) ≥M, ∀y ∈ F ′.
Observing that
Vol(F ′) =
(
M
L
)n
Vol(F ) ≥
(
M
L
)n
vVol(K),
we deduce that
E holds ⇒ 1
Vol(K)
∫
K
1{f(x) ≥M}dx ≥
(
M
L
)n
v.
On the other hand, by Fubini’s theorem,
E
[
1
Vol(K)
∫
K
1{f(x) ≥M}dx
]
≤ δ.
Plugging the last two displays together, we get that
P(E) ≤ δ
v
(
L
M
)n
.
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5.4 Standard analysis of exponential weights
We adapt here the usual analysis of exponential weights to deal with our adaptive learning rate
(ηt). First we restate the usual bound for time-dependent learning rate.
Lemma 9 Let K ⊂ Rn be a compact set with nonempty interior and τ ≥ 2. Let p1 : K →
[0,∞) be a probability density on K, let f1, . . . , fτ : K → [0,+∞) be measurable functions, let
η1, ..., ητ ∈ (0,+∞) and let K = F1 ⊃ F2 ⊃ ... ⊃ Fτ be a decreasing sequence of subsets of K
with non-empty interior. By induction construct pt, for all 1 ≤ t ≤ τ , by
pt+1(x) =
pt(x) exp (−ηtft(x))1{x ∈ Ft}∫
Ft
pt(y) exp (−ηtft(y)) dy , ∀x ∈ K.
Then for every x ∈ Fτ we have
τ∑
t=1
〈pt − δx, ft〉 ≤
τ∑
t=1
log(pt+1(x))− log(pt(x))
ηt
+
τ∑
t=1
ηt〈pt, f 2t 〉. (37)
Proof An elementary calculation yields for any x ∈ K,
〈pt − δx, ft〉 = log(pt+1(x))− log(pt(x))
ηt
+
1
ηt
logEX∼pt exp (−ηt(ft(X)− EX′∼ptft(X ′))) .
Using that ft(x) ≥ 0 for any x ∈ K and t ∈ [τ ], and that log(1+ s) ≤ s and exp(−s) ≤ 1− s+ s2
for any s ≥ 0 one has
logEX∼pt exp (−ηt(ft(X)− EX′∼ptft(X ′))) ≤ η2tEX∼ptft(X)2.
Plugging the last two displays together concludes the proof of (37).
Using the bounds (23) and (25), we have
T∑
t=1
ηt〈pt, ℓ˜2t 〉 ≤ e3η1T . (38)
Let τ1, . . . , τN ′ the times in {1, . . . , T −1} at which we increase the learning rate (since T ≤ τ ,
we have N ′ ≤ N), that is ητi+1 = (1 + γ)ητi . We observe that for all x ∈ FT , one has
T∑
t=1
log pt+1(x)− log pt(x)
ηt
=
T∑
t=1
(log pt+1(x)− log pt(x))
(
1
ηT
+
T −1∑
s=t
(
1
ηs
− 1
ηs+1
))
=
1
ηT
(log pT +1(x)− log p1(x))) +
T −1∑
s=1
(
1
ηs
− 1
ηs+1
) s∑
t=1
(log pt+1(x)− log pt(x))
=
1
ηT
(log pT +1(x)− log p1(x)) + γ
1 + γ
N ′∑
i=1
1
ητi
(
log pτi+1(x)− log p1(x)
)
.
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Combining the last two displays and using (37) of the previous lemma we finally get for all
x ∈ FT
T∑
t=1
〈pt − δx, ℓ˜t〉 ≤ 1
ηT
(−QT (x) + log(Z1/ZT +1)) + γ
1 + γ
N ′∑
i=1
1
ητi
(−Qτi(x) + log(Z1/Zτi+1))+ e3η1T
≤ 1 + γN
η1
max
t∈[T +1]
| log(Z1/Zt)| − γ
2eη1
max
i∈[N ′]
Qτi(x) + e
3η1T .
On the other hand, we have for all t ∈ [T + 1],
| log(Z1/Zt)|
(54)≤ n(log n+ 13)− 1
2
log det Cov(pt) +
1
2
log det Cov(p1)
(22)≤ n(log n+ 3 + 4 log T ) ≤ 6n log T.
The above two equations together with (20), (21) and (26) finally yield that for all x ∈ FT ,
T∑
t=1
〈pt − δx, ℓ˜t〉 ≤
√
T
(
213(n log T )3/2 − 1√
n log T
max
i∈N
Qτi(x)
)
which implies, in particular,
T∑
t=1
〈pt, ℓ˜t〉 − min
x∈FT
L˜T (x) (39)
≤
√
T
(
214(n log T )3/2 − 1
2
√
n log T
max
y∈ET
max
i∈[N ′]
Qτi(y)
)
where
Et :=
{
y ∈ K; η1
(
L˜t(y)−min
x∈Ft
L˜t(x)
)
≤ β
}
.
5.5 Final analysis
In this section we finally prove Proposition 1. We begin with the following proposition, which
extracts the main idea of using a kernel (this calculation is similar to what we did in Theorem 2).
Proposition 3
max
x∈K
T∑
t=1
(〈pt, K[pt]∗ℓt〉 − ℓt(x)) ≤ 1 +
1
λ
( T∑
t=1
〈pt, K[pt]∗ℓextt 〉 −min
x∈K
[LT (x)]
)
(40)
Proof By definition, for all t ≤ T we have that pt is (1/e)-approximately log-concave, and thus
Lemma 1 teaches us that
〈c[pt], ℓextt 〉 ≤ 〈K[pt]pt, ℓextt 〉+
1
T 2
. (41)
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In particular, by convexity of ℓextt , we have for all x ∈ K,
〈K[pt]δx, ℓextt 〉 = EC∼c[pt]ℓextt (λx+ (1− λ)C)
≤ λℓextt (x) + (1− λ)〈c[pt], ℓextt 〉
(41)≤ 1
T 2
+ λℓextt (x) + (1− λ)〈K[pt]pt, ℓextt 〉
which in turn gives
〈K[pt]pt − δx, ℓextt 〉 ≤
1
λT 2
+
1
λ
〈pt − δx, K[pt]∗ℓextt 〉.
Since ℓt ≤ ℓextt , we get that for all x ∈ K,
T∑
t=1
(〈pt, K[pt]∗ℓt〉 − ℓt(x)) ≤ 1 +
1
λ
( T∑
t=1
〈pt, K[pt]∗ℓextt 〉 − LT (x)
)
.
This completes the proof.
We aim to use the estimate (39) of the previous section in order to bound from above the right
hand side of (40). First we show that those estimates yield an upper bound on the regret. To that
end, we need to use bounds that connect the functions K[pt]∗ℓextt and ℓ˜t. By definition of T , we
have that ∆(1)T −1,∆
(4)
T −1 ≤ 1, which teaches us that
T∑
t=1
ℓt(xt) ≤
T∑
t=1
〈pt, K[pt]∗ℓt〉+
2
η1
and also,
T∑
t=1
〈pt, K[pt]∗ℓextt 〉 ≤
T∑
t=1
〈pt, ℓ˜t〉+ 2
η1
.
Combining the two above displays with equation (40) gives
max
x∈K
T∑
t=1
(ℓt(xt)− ℓt(x)) ≤ 1 + 1
λ
( T∑
t=1
〈pt, ℓ˜t〉 −min
x∈K
[LT (x)] +
4
η1
)
(42)
Next, we would like to bound the term minx∈K LT (x) from below. To that end, we will need
to show that the minimizer of Lt is attained inside Ft, and can therefore be approximated via L˜t.
This follows from the restart condition, as demonstrated by the next lemma.
Lemma 10 For all t < T ,
argmin
x∈K
Lt(x) ∈ Ft+1. (43)
Proof By definition of τ , the fact that t < τ (since, by definition, T ≤ τ ) implies
η1(L˜t(x)−min
y∈Ft
L˜t(y)) ≥ β = 4, ∀x ∈ ∂Ft+1 ∩ int(K).
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On the other hand, the fact that t ≤ T implies that
η1
∣∣∣L˜t(x)− Lt(x)∣∣∣ < 1, ∀x ∈ Ft+1.
Combining those two inequalities teaches us that
min
x∈∂Ft+1∩int(K)
Lt(x) > min
x∈Ft+1
Lt(x).
It follows by convexity that argminx∈K Lt(x) ∈ Ft+1. The proof is complete.
Applying the above lemma with t = T − 1 and using the definition of T and the fact that
Lt(x)− Lt−1(x) ≤ 1 for all x ∈ K and all t < T , we get that
−min
x∈K
LT (x) ≤ −min
x∈K
LT −1(x) + 1
(43)≤ − min
x∈FT
LT −1(x) + 1
≤ − min
x∈FT
L˜T −1(x) + max
y∈FT
∣∣∣LT −1(y)− L˜T −1(y)∣∣∣+ 1
≤ − min
x∈FT
L˜T (x) +
2
η1
. (44)
Combining the last display with equations (39) and (42), we finally get
max
x∈K
T∑
t=1
(ℓt(xt)− ℓt(x))
(42)≤ 1 + 1
λ
( T∑
t=1
〈pt, ℓ˜t〉 −min
x∈K
LT (x) +
4
η1
)
(44)
≤ 1 + 1
λ
( T∑
t=1
〈pt, ℓ˜t〉 − min
x∈FT
L˜T (x) +
6
η1
)
(39)≤
√
T
λ
(
215(n log T )3/2 − 1√
n log T
Q
)
. (45)
where Q = maxτi≤T maxy∈ET Qτi(y).
Finally, we need the following claim in order to finish the proof of Proposition 1. For the sake
of this claim, we choose
α = (2e)17n2 log(T )2. (46)
Claim 8 Under the event T = τ < T , we have almost surely that Q ≥ 216(n log T )2.
Proof The event T = τ < T means that the restart condition holds true that time τ . Let z ∈
∂Fτ+1 ∩ int(K) be the point that triggered the restart. By definition, we have that z ∈ ET , which
implies that Q ≥ maxτi≤T Qτi(z). Let i ∈ [N ] be the largest integer for which z ∈ int(Fτi). Since
we have that z /∈ int(Fτi+1), by construction of Ft we have that
Fτi+1 = Fτi ∩ Epτi+1(α)
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which implies that
z /∈ int(Epτi+1(α)).
An application of Lemma 16 with p = pτi+1 and ε = 1/e now gives that
α ≤ ‖z − µ(p)‖Cov(p)−1 ≤ exp(17) (Qτi(z) + 10n logn)) .
The choice of α in (46) gives
Q ≥ Qτi(z) ≥ αe−17 − 10n logn ≥ 216(n log T )2.
Finally we obtain:
Proof [Proof of Proposition 1] Combine equation (45) with claim 8 and equation (24).
6 Implementation
In this section, we discuss the modification of Algorithm 1 needed to obtain a polynomial time
algorithm that achieves O(n10.5 log7.5(T )
√
T ) regret. For simplicity, we assume that K is a poly-
tope defined with polynomially many linear constraints. The main difficulties for implementing
Algorithm 1 are to sample from the exponential weights strategy pt, to compute the kernel, and to
test the restart condition.
6.1 Sampling from p in poly(n, log(T ))T -time
Fix t ∈ [T ], suppose that the points x1, . . . , xt−1 and the values ℓ1(x1), . . . , ℓt−1(xt−1) have already
been determined and that t ≤ T (note that the stopping times τ and T are measurable with respect
to the above). Our objective here is to show how one can efficiently generate a point from the
distribution p = pt.
To sample from p, we recall that under the above assumptions, it is a (1/e)-approximately log-
concave function. Our sampling will be based on the following result, which ensures that we can
sample a point from p by computing p(x)/p(y) for polynomially many pairs of points.
Theorem 4 (Belloni et al. [2015]) Let Ω ⊂ Rn be a convex set and let g be anO(1)-approximately
log-concave probability density on Ω. Assume that Ω contains a unit ball and has diameter at most
D. We also assume that | log(g(x))| ≤ M for all x ∈ Ω. Then, we can sample a point according
to a probability density function h such that dtv(g, h) ≤ γ in time
O(poly(n log(MD/γ))Oracle)
where Oracle is the maximum between the time needed to compute g(x)/g(y) for any two points
x, y ∈ Ω and the time needed to check if a point is in Ω or not.
To apply this result for the distribution pt, we need to check each parameter:
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1. Ft is contained in the ellipsoid Ept(20nα) ⊂ Ept(poly(n log(T ))) (Claim 1). Furthermore,
pt contains the ellipsoid Ept(1/100) (Lemma 11). From the bound on |ℓ˜| given by Claim 6,
it is clear that 1/2 Ept ⊂ Ept−1 ⊂ 2Ept. Hence, by a change of variables according to Ept−1,
we have that D = poly(n log(T )).
2. By the previous item combined with the bound on ‖∇ℓ˜t‖Cov(pt) given by Claim 6, it is clear
that | log(pt(x))| ≤ poly(T ).
3. Since Ft is the intersection of O(n log(T ))-many ellipsoids andK, we can test if a point is in
Ft in time poly(n log(T )). Since pt(x) is of the form exp(−
∑
ηiℓ˜i(x))/Z with ℓ˜i(x) being
Gaussian functions, we can compute pt(x)/pt(y) in time poly(n)T (here we are glossing
over the issue of computing the normalization constant K[pt]pt(xt), see the end of Section
6.2 for more on this). Therefore, Oracle = poly(n log(T ))T .
Choosing γ = 1/poly(T ), this gives the following intermediate result.
Theorem 5 For every fixed κ > 0 the following holds. For every t ∈ [T ], given the points
x1, . . . , xt−1 and the values ℓ1(x1), . . . , ℓt−1(xt−1) and assuming that t ≤ T , given access to ran-
dom bits, there is an algorithm that produces a random point Y ∈ K whose distribution has total
variation distance from pt bounded by 1/T κ and runs in at most poly(n log(T ))T time.
6.2 A slightly modified kernel
Our next order of business is to be able to efficiently sample from the distribution K[pt]pt. To this
end, we need to have a rather accurate approximation of µ[pt] and Cov(pt), under which the result
of Lemma 1 will still hold true. A naive approach will be to estimate those parameters by repetitive
sampling of pt and by using sample mean and sample covariance as estimators. Unfortunately,
however, in order for our estimator to be accurate enough this would require us to generate some
poly(T ) independent samples in each round because in order for the convex domination to hold
true, one needs the centroid of c[pt] to be very close to the centroid of K[pt]pt.
In order to avoid this issue, we will slightly change the definition of the core C ∼ c[pt].
Roughly speaking, instead of a Gaussian whose centroid is µ[pt], we will define C as a mixture of
translations of such a Gaussian, such that the centroid of the mixture is exactly equal to µ[pt], but
on the other hand one does not need to know the value of µ[pt] in order to sample from C.
In order to do this, we will define
K˜[p]q
(D)
= (1− λ)c˜[p] + λq
where we set
c˜[p] =
X1 + · · ·+Xk
k
+N
(
0,
ε2
n log(T )
λ
2− λACov(p)
)
where X1, ..., Xk are independent random variables whose law is p, k is an integer to be chosen
later and A is a matrix satisfying 1
2
Id  A  2Id (note that, unlike the definition in Section
4.1, the centroid of the Gaussian is set at zero). We claim that for a large enough choice k =
poly(n log(T )), equation (12) still holds true with the new definitions c˜[p] and K˜[p]. To see this,
first observe that since the centroids of K˜[p]p and of c˜[p] are the same, we may assume that µ[p] =
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0. Thus, following the same lines as the proof of the lemma, it is enough to derive the analogue of
(13), namely to show that
〈r˜[p], g〉 ≤ 〈p, g〉+ 1
T 2
(47)
where
r˜[p] = N
(
0,
ε2
n log(T )
Cov(p)
)
+
X1 + · · ·+Xk
k
and g is a non-negative convex and T -Lipschitz function. In view of Lemma 19, it is enough to
show that for a large enough choice k = poly(n log(T )), one has that
P
(
X1 + · · ·+Xk
k
/∈ Ep(1/(80e))
)
≤ 1
T 2
which follows by standard concentration estimates and with the help of (17), which ensures that
supp(p) ⊂ Ep(20α).
In order to apply the result from the previous subsection we need to explain how to compute
ℓ˜t(x) in poly(n log(T ))-time with this new kernel. A naive approach would be to use repeated
sampling of X = X1+...+Xk
k
to estimate K˜[pt](xt, x), however this would again lead to a poly(T )-
time computation. Thus we propose to modify the loss estimator by using a single sample of X . It
is clear that this new loss estimator remains unbiased. On the other hand to justify that one still has
the same regret guarantee we need to show that Claim 6 holds true with our new construction. This
follows from the fact that magnitude of the translation by X is of order 1/poly(n log(T )) with very
high probability, and thus one can easily generalize the proof of Claim 6 to this new construction.
Finally it remains to explain how to compute the normalization constant 1/K˜[pt]pt(xt). Using the
fact that K˜[pt]pt is a mixture of Gaussian whose densities are multiplicatively close to a computable
constant u one can reduce the problem to finding an unbiased estimator for each term in the Taylor
expansion of 1/(u+ K˜[pt]pt(xt)− u). This can again be done via sampling, finally leading to an
unbiased and constant-multiplicative approximation of 1/K˜[pt]pt(xt).
6.3 Generating xt and checking whether At holds
Sampling from K˜[pt]pt amounts to producing k independent samples from pt, which was already
settled by the previous subsections, and having a good enough estimate of Cov(pt). By [Corollary
5.52, Vershynin [2012]] (together with standard concentration of log-concave vectors), we know
that it takes (n log(1/δ)/γ)O(1) samples to get a matrixA such that (1−γ)A  Cov(pt)  (1+γ)A
with probability at least 1− δ. Hence, we only need poly(n log(T )) random samples of pt and that
takes again time poly(n log(T ))T .
We summarize with the following theorem.
Theorem 6 For every fixed κ > 0 the following holds. For every t ∈ [T ], given the points
x1, . . . , xt−1 and the values ℓ1(x1), . . . , ℓt−1(xt−1) and assuming that t ≤ T , given access to ran-
dom bits, there is an algorithm that produces a random point xt ∈ K whose distribution has total
variation distance from K˜[pt]pt bounded by 1/T κ and runs in at most poly(n log(T ))T time.
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Finally, in order to determine whether or not one should increase the learning rate and update
the focus region Ft, we need to calculate the ratio
Vol(Ft∩Ept+1(α))
Vol(Ft)
. To that end we can sample points
from the uniform measure of Ft using Theorem 4 above and decide whether this ratio is smaller
than 1/4 (in which case we update) or bigger than 1/2 (in which case we do note update). Also it
is easy to see that whether to update or not when the ratio is in [1/4, 1/2] does not matter for our
argument.
In summary, we have the following intermediate result: Excluding the restart condition, each
step of the algorithm can be run in at most poly(n log(T ))T time.
6.4 The restart condition: replacing Ellipsoids by Boxes
To test the restart condition we need to approximate the valuesminx∈Ft L˜t(x) and minx∈∂Ft∩int(K) L˜t(x)
at a given time step t and to be able to determine with high probability, whether the difference be-
tween these two values is larger than the parameter β.
The first observation we can make is that, thanks to Proposition 2, upon testing this condition
we can always assume that t ≤ T . Consequently, we can rely on the assumption that L˜(x) is
1/η1-approximately convex. Minimizing an approximately-convex function over a convex set is a
well understood task, see Belloni et al. [2015]. Since the set Ft is convex, it is not hard to attain
an approximation for minx∈Ft L˜t(x). However, the set ∂Ft ∩ int(K) is not convex. This raises an
issue which will require us to come up with a slight modification for the construction of the set Ft.
Our idea is to replace each ellipsoid
Ep(r) := {x ∈ Rn : ‖x− µ(p)‖Cov(p)−1 ≤ r}
used in the construction of Ft by a respective box, defined as
Bp(r) := {x ∈ Rn : ‖D1/2U(x − µ(p))‖∞ ≤ r}
where U⊤DU is an orthogonal diagonalization of Cov(p).
Upon doing so, Ft becomes the intersection of K with O(n log(T )) many boxes. Since K is
assumed to be a polytope, so is Ft. Therefore, ∂Ft ∩ int(K) is the union of polynomially many
polytopes. Fix t ∈ [T ] and denote by B1, ...Bk the boxes used to construct Ft, hence
Ft = K ∩
⋂
i∈[k]
Bi.
Moreover, denote by F1, ...,Fℓ the n − 1-dimensional facets of these boxes. Minimizing L˜t(x)
over ∂Ft ∩ int(K) now amounts to: For each i ∈ [ℓ], check whether the intersection Fi ∩ Ft is
nonempty and, if it is nonempty, minimize L˜t over this convex set.
Formally, we use the following result:
Theorem 7 (Belloni et al. [2015]) Fix κ > 0. Let Ω ∈ Rn be a polytope defined by m linear con-
straints. Assume that all coefficients in these constraints are rational numbers whose numerators
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and denominators have absolute values bounded by M .6 Assume that there is a convex function g
such that |f(x)− g(x)| ≤ κ for all x ∈ Ω. Also, assume that |f(x)| ≤ M for all x ∈ Ω. Then, we
can produce a point x with probability 1− ρ such that
f(x)−min
x∈Ω
f(x) = O(nκ)
in time
O
(
poly
(
m log
(
M
ρκ
))
Oracle
)
where Oracle is the maximum between the times needed to compute f(x) and to check if a point is
in Ω or not.
In view of this theorem, we still have to resolve the following three issues that come up:
(i) Since the function L˜t is assumed to be 1/η1-approximately convex, the above theorem only
allows us to approximate its minimum to an error of O(n/η1). However, as currently formu-
lated, the restart condition requires us to check if the two minima differ by an additive factor
of β/η1 = 4/η1.
(ii) Since we replace the ellipsoids Ei by the boxes Bi, this will require a different choice of
parameters for the algorithm (which will eventually lead to the worse dependence of the
regret on the dimension). Since Ei ⊂ Bi, we will need a smaller choice of the parameter λ in
order for the result of Claim 6 to remain correct.
(iii) We need to make sure that the boxes Bi are defined by constraints whose coefficients are
rational numbers with small numerators and denominators.
To deal with (i), we simply choose β to be of order Θ(n), so that it would be enough to have
an approximation of the aforementioned values up to that order. This will not change our regret
bound: we would get an additional O(n/η1) additive term in (44), under which equation (45)
would remain unchanged, up to the constant term.
Next, we explain how to resolve issue (ii). Clearly, we have that Ep(α) ⊂ Bp(α) ⊂ Ep(
√
nα).
The fact that Ft is constructed as the intersection of ellipsoids played a role in the following parts
of our proof:
(Lemma 5) If a convex body has a large intersection with an ellipsoid, that convex body is con-
tained inside a O(n)-size larger ellipsoid. It is easy to see the same proof extends to the
intersection with symmetry convex bodies.
6In the original formulation, the authors assumed that the convex set Ω is well-rounded by an ellipsoid. One
way to find such ellipsoid for a polytope is to use interior point methods. Those algorithms usually produce a Dikin
ellipsoid which is a O(m) rounding ellipsoid (or other ellipsoids approximating the domain). If the numerators and
denominators coefficients of the polytope are bounded by M , one can find a Dikin ellipsoid in poly(m log(D)) time.
See [Lee and Sidford, 2013, Appendix E] for the discussion of the rational polytope assumption and [Lee and Sidford,
2015, Section 7.3] for the discussion of the ellipsoid produced by an interior point method.
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(Claim 6) This claim gives a bound for the regularity of the function ℓ˜t in the ellipsoid Ept(10nα).
In order for the bound to remain true inside the corresponding boxes, we need to change our
parameters in a way that allows us to multiply R2 by a factor
√
n. To make sure that ℓ˜ is still
bounded by a constant, we would need to set λ = ε4
C2n5α2 log2(T )
instead of ε4
C2n4α2 log2(T )
.
(Claim 8) This claim ensures that the function Q is large outside the ellipsoids Ei. Since the
boxes contain those respective ellipsoids, the same bound holds immediately for the new
construction of Ft.
Therefore, in order to be able to replace ellipsoids by boxes, we only need to set λ smaller. The
rest of the proof remains unchanged (up to the minor changes described above).
Issue (iii) is slightly more involved. In order to resolve it, we fix a grid Λ of resolution T−cn.
We argue that, without affecting the algorithm, one may assume that the set K as well as the boxes
Bi are aligned to Λ.
First, remark that we are allowed to replace the boxes Bi = Bpτi (α) by any set L satisfyingBpτi (α) ⊂ L ⊂ Bpτi (2α), since result of Claim 6 will remain correct upon this modification. The
idea is to choose the set L to be a perturbation of the box Bi which aligns its vertices to the grid Λ.
This can be done under the assumption that the box Bi itself is not too small which, in turn, follows
from the fact that the covariance matrix of pt is bounded from below, as ensured by Claim 5.
6.5 Summary
Theorem 8 Assume the domain K is a polytope with poly(n) constraints. Assume that all coef-
ficients in the constraints are rational numbers with absolute values of numerators and denom-
inators bounded by poly(T ). Then the variant of Algorithm 1 described above satisfies, with
probability at least 1− 1/T ,
RT ≤ O(n10.5 log7.5(T )
√
T ).
Furthermore, each step can be run in poly(n log(T ))T -time.
Note that the cost per each iteration is poly(n log(T ))T -time, where the factor T comes from
the fact that computing L˜t requires us to sum up to T Gaussian functions. To get a slightly better
result, one can approximate the functions ℓ˜ by their respective Taylor expansions around an arbi-
trary point in Ft. Then, we can store the sum of those Taylor expansions instead of summing every
iterations. It can be verified that the k order expansion of ℓ˜ at µ(p) has error O(n4 log3(T )R1)k,
as ensured by Claim 6. By setting λ smaller, one can make R1 smaller and hence the expan-
sions converge faster. To make the error of Taylor expansions smaller than 1/poly(T ), we need
log(T )/ log(n4 log3(T )R1) steps and hence it takes nlog(T )/ log(n
4 log3(T )R1) space and time to store
and calculate a Taylor expansion. Therefore, we can set R1 = n−ρ−4 log−3(T ) and get an algo-
rithm for sampling in time poly(n)TO(1/ρ). Since we set λ smaller, the regret becomes larger. This
is summarized in the following result:
Theorem 9 Assume the domain K is a polytope with poly(n) constraints. Assume that all coeffi-
cients in the constraints are rational numbers with absolute values of numerators and denomina-
tors bounded by poly(T ). For any ρ > 0, there is a variant of Algorithm 1 which satisfies, with
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probability at least 1− 1/T ,
RT ≤ O(n10.5+O(ρ) log7.5(T )
√
T ).
Furthermore, each step can be run in poly(n log(T ))T 1/ρ-time. In particular, we can attain a
regret of at most nO(1)T 1/2+1/ log log T in time poly(n log(T )).
7 Technical lemmas
We gather here a few technical lemmas on approximately log-concave measures.
Lemma 11 Let q(x) be an (1/e)-approximately log-concave probability measure on Rn. Then
Eq(1/100) ⊂ Supp(q)
Proof By applying a linear tranformation, we can clearly assume without loss of generality that
q is isotropic. Let g(x) be a log-concave probability measure satisfying eq ≤ ag ≤ e−1q for a
normalization constant 1/e < a < e. Let S be the support of q. Since S is also the support of g, it
is clearly convex. Assume without loss of generality that there exists x /∈ S with |x| ≤ 1/100. By
the Hahn-Banach theorem, there is a hyperplane separating x from S, in other words, there exists
θ with |θ| = 1 such that S ⊂ {y; 〈y, θ〉 ≤ 1/100}. Define
q˜(t) =
∫
θ⊥
q(θt+ y)dy
the marginal of q onto the direction θ and likewise let g˜(t) be the respective marginal of g. By
Prekopa-Leindler, we have that g˜ is log-concave. Using Lemma 13 we have that
√
Var[g˜] ≥ 1/e.
By [Lovasz and Vempala, 2006, Lemma 5.5], we have that g˜(t) ≤ e for all t, and consequently
q˜(t) ≤ ae ≤ e2 for all t. Since q˜ is supported on (−∞, 1/100), and since it is centered, we have
that
−
∫ 0
−∞
xq˜(x)dx =
∫ 1/100
0
xq˜(x)dx ≤
∫ 1/100
0
xe3dx = 2e3(100)−2.
However, since
∫
q˜ = 1, we have that∫ − 1
2e3
−∞
q˜(x)dx ≥ 1− ( 1
2e3
+
1
100
)e3 ≥ 1/4,
which implies that
−
∫ 0
−∞
xq˜(x)dx ≥ 1
2e3
· 1
4
≥ 2e3(100)−2.
We reach a contradiction and the proof is complete.
35
Lemma 12 Fix a dimension n ≥ 1 and an integer T ≥ 10. Let X be a Gaussian vector in Rn
distributed according to the law N (0,Θ). Let f : Rn → [0,∞) be a function satisfying f(x) = 0
on {〈x,Θ−1x〉 ≤ 20n log T} and f(x) ≤ T |x|+ 2 on Rn. Then
Ef(X) ≤ ‖Θ‖
1/2
OP + 1
T 3
.
Proof First note that,
E
[|X|1{〈X,Θ−1X〉 > 20n log T}] = E [|Θ1/2Z|1{|Z|2 > 20n log T}]
≤ ‖Θ‖1/2OPE
[|Z|1{|Z|2 > 20n log T}] (48)
where Z is a standard Gaussian vector. A well-known concentration estimate for Gaussian mea-
sures states that for a 1-Lipschitz function ϕ one has that
P(ϕ(Z) ≥ E[ϕ(Z)] + t) ≤ 2 exp(−t2/2).
Since we have E[|Z|] ≤√E[|Z|2] = √n, the above gives
P(|Z| ≥ √n + t) ≤ 2 exp(−t2/2). (49)
Consequently we have, using integration by parts,
E
[|Z|1{|Z|2 > 20n log T}] = ∫ ∞√
20n log T
P(|Z| > t)dt
(49)≤ 2
∫ ∞
√
20n log T−√n
exp(−s2/2)ds
≤ 2
∫ ∞
√
12 log T
exp(−s2/2)ds ≤ 1
2T 4
. (50)
Finally,
Ef(X) ≤ E
[
(T |X|+ 2)1{〈X,Θ−1X〉 ≥ 20n log T}
]
(48)
≤ T‖Θ‖1/2OPE
[|Z|1{|Z|2 > 20n log T}]+ 2P(|Z|2 > 20n log T )
(50)∧(49)≤ ‖Θ‖
1/2
OP + 1
T 3
.
For a non-negative density f(x) on R, denote
E[f ] =
∫
R
xf(x)dx∫
R
f(x)dx
, Var[f ] =
∫
R
x2f(x)dx∫
R
f(x)dx
− E[f ]2.
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Lemma 13 Let f(x), g(x) be two non-negative functions such that ∫ (x2 + 1)f(x)dx < ∞ and
such that ε < g(x)/f(x) < 1/ε for some ε ∈ (0, 1). Then
∣∣E[f ]− E[g]∣∣ < √Var[f ]
2ε2
and
ε2 ≤ Var[g]
Var[f ]
≤ 1
ε2
.
Proof We can clearly assume without loss of generality that
∫
R
f(x) = 1 and
∫
xf(x)dx = 0. We
have ∫
xg(x)dx ≤ 1
ε
∫ ∞
0
xf(x)dx =
1
2ε
∫
R
|x|f(x)dx ≤ 1
2ε
√∫
R
x2f(x)dx.
We therefore have E[g] =
∫
xg(x)dx∫
g(x)dx
≤ 1
2ε2
√
Var[f ] which completes the first part by symmetry.
For the second part, we remark that
Var[g] ≤
∫
R
x2g(x)dx∫
R
g(x)dx
≤ Var[f ]
ε2
and the reverse inequality follows by a similar argument.
Lemma 14 Let n ≥ 2. Let f(x) be an isotropic log-concave density on Rn. Then for all x ∈ Rn
with |x| ≥ e15n log n, one has that
f(x) < exp
(
−|x|
e15
)
. (51)
Proof Define H = x⊥. According to [Lova´sz and Vempala, 2007, Lemma 5.5(b)] and via an
application of the Pre´kopa-Leinder inequality, we have that∫
H
f(y)dy ≥ 1
8
. (52)
Moreover, we have the bound ([Lova´sz and Vempala, 2007, Theorem 5.14(e)])
f(y) ≤ e6n+n logn, ∀y ∈ Rn. (53)
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Define θ = x/|x|. We can estimate
1 =
∫
Rn
f(y)dy ≥
∫ |x|
0
∫
H
f(tθ + w)dwdt
= |x|
∫ 1
0
(1− t)n−1
∫
H
f(tx+ (1− t)w)dwdt
≥ |x|
∫ 1/(n logn)
0
(1− t)n−1
∫
H
f(x)tf(w)1−tdwdt
≥ |x|
∫ 1/(n logn)
0
f(x)t(1− t)n−1
(
max
y∈H
f(y)
)− 1
n logn
∫
H
f(w)dwdt
(52),(53)
≥ e−12|x|
∫ 1/(n logn)
0
f(x)tdt
≥ e−12|x|
(
1{f(x)≥2−n logn}
2n logn
+
1{f(x)<2−n logn}
−2 log f(x)
)
.
The last inequality implies that whenever |x| ≥ e15n logn, one has that − log f(x) ≥ e−15|x|, and
the proof is complete.
Lemma 15 Let f(x) = 1
Z
exp(−V (x)) be ε-approximately log-concave with 0 < ε < 1/2. As-
sume that minx∈Rn V (x) = 0. Then,
−n(log n+ 8) + 2n log ε+ 1
2
log det Cov(f) ≤ logZ ≤ 5n(1− log ε) + 1
2
log det Cov(f). (54)
Proof Let g(x) be a log-concave function such that
εg(x) ≤ f(x) ≤ 1
ε
g(x).
As a consequence of Lemma 13, we have
‖µ(g)− µ(f)‖Cov(g)−1 ≤ 1/ε2
and
ε2Cov(f)  Cov(g)  1
ε2
Cov(f)
(in the positive definite sense) which implies that, for all x ∈ Rn,
‖x− µ(g)‖Cov(g)−1 ≥ ε‖x− µ(f)‖Cov(f)−1 − 1
ε2
(55)
and also that
ε2n det Cov(f) ≤ det Cov(g) ≤ ε−2n det Cov(f). (56)
Combining the bound (56) with the bound ([Lova´sz and Vempala, 2007, Theorem 5.14(c)])
g(x) ≥ (4eπ)−n det Cov(g)−1/2
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gives that there exists a point x ∈ Rn such that
f(x) ≥ εg(x) ≥ exp(−5n)εn+1 det Cov(f)−1/2.
For the other side, we use the bound ([Lova´sz and Vempala, 2007, Theorem 5.14(e)])
g(x) ≤ e6n+n logn det Cov(g)−1/2, ∀x ∈ Rn,
which, combined with (56) gives
f(x) ≤ ε−n−1e6n+n logn det Cov(f)−1/2, ∀x ∈ Rn,
By assumption, we have log(Z) = −maxx∈Rn log f(x) which finishes the proof.
Lemma 16 Let f(x) = 1
Z
exp(−V (x)) be ε-approximately log-concave with 0 < ε < 1/2. As-
sume that minx∈Rn V (x) = 0. Then one has:
‖x− µ(f)‖Cov(f)−1 ≤ exp(15)
ε2
(
V (x)− V ∗ + 1
ε2
+ 7n(1 + log(n/ε))
)
.
Proof An application of Lemma 14 combined with the fact that ε
∫
Rn
g(x)dx ≤ 1, gives that for
all x ∈ Rn with ‖x− µ(g)‖Cov(g)−1 ≥ e15n log n, one has
g(x) ≤ 1
ε
exp
(−e−15‖x− µ(g)‖Cov(g)−1) det Cov(g)−1/2.
Together with equations (55) and (56), this gives that
f(x) ≤ ε−n−1 exp
(
−e−15ε‖x− µ(f)‖Cov(f)−1 + 1
ε2
)
det Cov(f)−1/2.
Now, by assumption and (54), we have
V (x) = − log f(x)− logZ ≥ − log f(x)− 5n(1− log ε)− 1
2
log det Cov(f).
Combining the last two bounds gives
V (x) ≥ −7n(1 − log ε) + e−15ε‖x− µ(f)‖Cov(f)−1 − 1
ε2
which finishes the proof.
Lemma 17 Let f(x) be an isotropic ε-approximately log-concave density on R with 0 < ε < 1/2,
then ∫ ∞
s
(x− s)f(x)dx > ε
80
(57)
whenever s ≤ ε
80
.
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Proof By the ε-approximate log-concavity assumption, there exists a log-concave function g(x)
with εg(x) ≤ f(x) ≤ g(x)/ε for all x. Define g˜(x) = g(x)∫
R
g(x)dx
. Let X, Y be random variables with
densities f, g˜ respectively. According to Lemma 13 we have that
ε2 ≤ Var[Y ] ≤ 1
ε2
, |E[Y ]| ≤ 1
2ε2
. (58)
According to [Lova´sz and Vempala, 2007, Lemma 5.7] we have
P
(∣∣∣∣∣Y − E[Y ]√Var[Y ]
∣∣∣∣∣ > t
)
< e1−t, ∀t ∈ R.
Now, according to (58), we have that
|Y | ≥ t
ε
+
1
2ε2
⇒ |Y − E[Y ]| ≥ t
√
Var[Y ]
which in turn gives that
P(|Y | > t) ≤ exp
(
1 +
1
2ε
− t
)
, ∀t ∈ R
and consequently,
P(|X| > t) ≤ 1
ε2
exp
(
1 +
1
2ε
− t
)
, ∀t > 0. (59)
Now, by the isotropicity of X , we have∫ ∞
0
2tP (|X| > t)dt = E [X2] = 1.
Moreover, equation (59) gives for s > 1,∫ ∞
s
2tP (|X| > t)dt ≤ 1
ε2
exp(1 + 1/(2ε))
∫ ∞
s
2t exp (−t) dt
= 2e
ε2
exp(1/(2ε))
∫ ∞
s
w exp(−w)dw
≤ exp(3/ε)
∫ ∞
s
w exp(−w)dw
= exp(3/ε)(s+ 1) exp(−s).
Taking s = 5/ε and combining with the previous display, we get∫ 5/ε
0
tP (|X| > t)dt ≥ 1/4.
So we have that ∫ ∞
0
xf(x)dx =
1
2
E [|X|] = 1
2
∫ ∞
0
P (|X| > t)dt ≥ ε
40
.
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Combining this with the fact that
∫
R
f(x)dx = 1, we have for s ≤ ε
80
that∫ ∞
s
(x− s)f(x)dx ≥
∫ ∞
0
xf(x)dx− s ≥ ε
80
,
which finishes the proof.
Lemma 18 Let f be isotropic, ε-approximately log-concave with 0 < ε < 1/2. Let θ ∈ Sn−1 and
y ∈ Rn with |y| < ε/80. Defining
hθ(x) = max(〈x− y, θ〉, 0)
we have that ∫
hθ(x)f(x)dx ≥ ε
80
.
Proof By taking the marginal onto the direction θ, the claim clearly becomes one-dimensional.
The result is now a direct consequence of Lemma 17.
Lemma 19 For any 1/2 > ε > 0 and any isotropic ε-approximately log-concave measure p, and
any measure r with E[r] = 0 and support included in {x ∈ Rn : |x| ≤ ε/80}, one has that r is
convexly dominated by p.
Proof Fix a convex test function ϕ. Our goal is to prove that
∫
ϕr ≤ ∫ ϕp. Since both densities
are centered, we may add any linear function to ϕ without affecting this inequality, so we may
legitimately assume that ϕ(0) = 0 and that ϕ(x) ≥ 0 for all x ∈ Rn. Define D = {x ∈ Rn : |x| ≤
a}with a being a constant chosen later on. Define xm = argmaxx∈D ϕ(x) andm = ϕ(xm). By the
assumption ϕ(0) = 0, and by the convexity of ϕ, we have that |∇ϕ(xm)| ≥ m/a. Consequently,
using the assumption ϕ ≥ 0 we conclude that
ϕ(x) ≥ m
a
max(0, 〈x− xm, θ〉)
where θ = ∇ϕ(xm)|∇ϕ(xm)| . An application of Lemma 18 thus teaches us that, under the assumption
|xm| ≤ ε/80, we have ∫
Rn
ϕ(x)p(x)dx ≥ m
80a
ε.
Thus choosing a = ε/80, we have∫
Rn
ϕ(x)p(x)dx ≥ m ≥
∫
Rn
ϕ(x)r(x)dx
which completes the proof.
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Algorithm 1 Pseudo-code for the high-dimensional strategy
1: Parameters: λ ∈ (0, 1), σ2 > 0, η1 > 0, α > 0, γ > 0
⊲ To prove Theorem 1 we take the following scaling of these parameters:
λ = Θ( 1
n8 log6(T )
), σ2 = Θ( 1
n log(T )
), η1 = Θ(
1√
nT log(T )
), α = Θ(n2 log2(T )), γ = Θ( 1
n log(T )
)
2: Initialization:
3: For all x ∈ K, p(x)← 1{x∈K}
vol(K) ⊲ p will be the exponential weights strategy
4: For all x ∈ K, L˜(x)← 0 ⊲ Cumulative loss estimate
5: η ← η1 ⊲ The learning rate η will be adaptative and time-dependent
6: F ← K ⊲ F will be the focus region of the algorithm
7: Notation: Denote µ(p) and Cov(p) for the mean and covariance of p, Ep(r) = {x ∈ Rn :
(x − µ(p))⊤Cov(p)−1(x − µ(p)) ≤ r2}, and Φµ,Σ for the density of a Gaussian with mean µ
and covariance Σ.
8: for t = 1, . . . , T do ⊲ Main loop
9: Draw X at random from p ⊲ Draw a point from the exponential weights
10: Draw C at random from N (µ(p), σ2λCov(p)) ⊲ Draw a point from the Gaussian core of p
11: Play xt = λX + (1− λ)C ⊲ Play an interpolation of the two above points
12: Receive loss ℓ = ℓt(xt) (if xt 6∈ K set ℓ = 0) ⊲ Suffer loss
13: u← p′ ∗ c′(xt) where p′(x) = 1λp(x/λ) and c′(x) = 11−λΦµ(p),σ2λCov(p)(x/(1− λ)) ⊲ u is
morally the “probability” of playing xt
14: For all x ∈ K, ℓ˜(x)← ℓ
u
Φµ(p),σ2λCov(p)
(
xt−λx
1−λ
)
⊲ Loss estimate
15: For all x 6∈ F , ℓ˜(x)← +∞ ⊲ Loss truncated outside the focus region
16: For all x ∈ K, L˜(x)← L˜(x) + ℓ˜(x) ⊲ Update the cumulative loss estimate
17: For all x ∈ K, p(x) ← 1
Z
p(x) exp(−ηℓ˜(x)) where Z is a normalization constant so that p
is a density. ⊲ Update of the exponential weights
18: if vol(F ∩ Ep(α)) ≤ 12vol(F ) then ⊲ Test if focus region should be updated
19: F ← F ∩ Ep(α) ⊲ Focus region updated
20: η ← (1 + γ)η ⊲ Learning rate increased
21: end if
22: if minx∈∂F∩int(K) L˜(x)−minx∈F L˜(x) ≤ 2/η1 then ⊲ Test if there is a point on the
boundary of the focus region which is abnormally good
23: Restart the algorithm
24: end if
25: end for
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