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Tato diplomová p°edstavuje metody pro dolování d·leºitých informací z textu. Analyzuje
problém extrakce pojm· z rozsáhlé sady dokument· a popisuje implementaci °e²ení s vyuºitím
jazyka C# a databázového systému Microsoft SQL Server. Systém k extrakci pojm· vyuºívá
lemmatizaci výraz· a n¥kolik statistických metod. Práce také srovnává pouºité metody
a navrhuje postup odvození slovníku.
Abstract
This master's thesis presents methods for mining important pieces of information from text.
It analyses the problem of terms extraction from large document collection and describes the
implementation using C# language and Microsoft SQL Server. The system uses stemming
and a number of statistical methods for term extraction. This project also compares used
methods and suggests the process of the dictionary derivation.
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Na internetu, v knihovnách i v po£íta£ích kaºdého z nás se hromadí informace. Nabý-
vají r·zných podob od jednoduchých poznámek aº po rozsáhlé publikace. Pokud se objeví
pot°eba z nich vy£íst d·leºité informace, není v lidských silách v²echny tyto dokumenty zpra-
covávat a procházet ru£n¥. Stejný problém se objevuje u ﬁrem, které se zabývají vývojem
(nejen) software. Produkují nep°eberné mnoºství r·zných speciﬁkací, analýz a návrh·.
Motivem ke vzniku této práce je nutnost extrakce d·leºitých pojm· z dokument· práv¥
takové ﬁrmy. e²ením tohoto problému m·ºe být oblast, která se v posledních letech t¥²í
velkému zájmu výzkumník·: dolování z textu (Text Mining). Tato práce tak popisuje základy
dolování z textu a také p°ístup, jakým je moºné jej vyuºít pro extrakci klí£ových pojm· ze
vstupních dokument·.
Ve druhé kapitole nazvané Analýza problému p°edstavuji p°ímo dolování z textu a pojmy,
které jsou ve spojení s ním v této práci vyuºity. Objas¬uji zde, co je to reprezenta£ní model
a jaké existují typy rys· dokumentu. Také zde popisuji dva nástroje pro dolování z textu,
které byly v rámci projektu testovány. Na záv¥r kapitoly je vysv¥tlen pojem lemmatizace
a to, £ím je v práci prosp¥²ná.
T°etí kapitola p°edstavuje metody pro extrakci pojm· zvolených k implementaci v této
práci. Jednotlivé metody jsou podrobn¥ rozebrány a tam, kde je to moºné, je uveden
jednoduchý p°íklad, který danou metodu charakterizuje. Uvádím zde £ty°i metody, které
umoº¬ují °adit výrazy podle d·leºitosti, a také jednu, která nám umoºní odhalit £asté
vztahy mezi mnoºinami výraz·.
tvrtá kapitola se jiº v¥nuje praktickému °e²ení popsaného problému. Navrhuji a disku-
tuji zde vhodné implementa£ní nástroje a popisuji jednotlivé kroky zpracování vstupního
textu. Projdeme v ní celým procesem zpracování informace od rozd¥lení vstupního textu
na jednotlivá slova aº po samotnou extrakci klí£ových výraz·. Zam¥°uji se na praktickou
£ást lemmatizace a práci s lemmatizátorem. Dále je v této kapitole vysv¥tleno, jakým zp·-
sobem jsou uloºena data v databázi, a p°edstaven návrh implementované aplikace. V záv¥ru
kapitoly pak nalezneme podrobný popis v²ech moºností vytvo°eného systému pro dolování
z dat.
Pátá kapitola se zam¥°uje na vzájemné porovnání implementovaných metod a analýzu
výsledk· zpracování vstupních dokument·. Dále je zde diskutován výb¥r metody vhodné
pro extrakci slovníku. Hodnotím zde také výsledky celého projektu a navrhuji postup, jakým
by bylo moºné úsp¥²n¥ získat pojmy do slovníku.
V p°edposlední ²esté kapitole se v¥nuji návrhu moºných roz²í°ení a dal²ího vývoje apli-
kace. Nastíním zde nabízející se vylep²ení, která by jednak usnadnila práci s aplikací, ale
také by mohla pomoci p°i extrakci d·leºitých pojm·.
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V záv¥re£né kapitole je diskutováno spln¥ní cíl· projektu a n¥které problémy, se kterými
se systém potýká. Zvaºuji zde varianty automatického a ru£ního odvození slovníku a hod-
notím moºnost vyuºití jedné konkrétní metody p°i výb¥ru slovníkových pojm·.
Tato práce navazuje na výsledky semestrálního projektu, v n¥mº byla °e²ena teoretická




V této kapitole bude vysv¥tlen °e²ený problém a jeho jednotlivé sou£ásti. Dále deﬁnujeme
základní pojmy, na nichº budeme vlastní °e²ení stav¥t a p°edstavíme si nástroje, které by
teoreticky k °e²ení bylo moºné pouºít.
2.1 Systém
Systém, který tato práce roz²i°uje se skládá z n¥kolika £ástí. Pro nás je d·leºitý modul
Process Inspector a jeho £ást slovník. Nyní si p°edstavíme tyto dva pojmy a stanovíme cíl
projektu.
2.1.1 Process Inspector
Process Inspector náleºí do sady nástroj· pro optimalizaci proces· ve ﬁrmách, kterou vyvíjí
spole£nost Allium, s.r.o. Zjednodu²en¥ °e£eno slouºí k vytvo°ení procesního modelu opti-
malizované ﬁrmy.
Pokud tuto my²lenku rozvedeme, m·ºeme Process Inspector povaºovat za databázi pro-
ces· (d¥j·) probíhajících ve ﬁrm¥. Tyto procesy jsou deﬁnovány a uchovány s atributy, které
je precizn¥ popisují. P°íklady takovýchto atribut· mohou být název, popis, aktér, vstupy
procesu, výstupy procesu atd.
Kaºdý proces pot°ebuje ke svému úsp¥²nému provedení n¥jaké informace na vstupu
a následn¥ generuje informace na výstup. Vstupem procesu m·ºe být nap°íklad dokument.
Proces jeden dokument p°ijme, aktér jej zpracuje a výsledkem (výstupem) m·ºe být doku-
ment jiný, který bude následn¥ slouºit jako vstup dal²ích proces·.
2.1.2 Slovník pro Process Inspector
Slovník v aplikaci Process Inspector slouºí k ur£ení standardních pojm·. Kaºdá ﬁrma,
kterou bychom aplikací Process Inspector modelovali, bude mít zajisté deﬁnované své vlastní
názvosloví. Stejný dokument nebo d¥j se bude v r·zných ﬁrmách jmenovat r·zn¥. Slovník
by m¥l v tomto kontextu slouºit k tomu, abychom deﬁnice v jednotlivých ﬁrmách sjednotili.
Díky jednotným názv·m pak bude moºné aplikovat optimaliza£ní algoritmy.
Jak by m¥l být slovník vyuºit, m·ºeme vid¥t na obrázku 2.1. Máme zde znázorn¥ny
procesy dvou ﬁrem nazvanýchX a Y . Procesy a dokumenty jsou o£íslovány tak, jak následují

















Firma X Firma Y Slovník
Obrázek 2.1: Znázorn¥ní vyuºití Slovníku pro Process Inspector
s £íslem 1. Ten je pak vstupem pro proces £íslo 2. Stejná situace nastává mezi procesy 2 a 3
s dokumentem £íslo 2.
Vidíme, ºe ve ﬁrm¥ X je dokument s £íslem 1 pojmenován DokumentX1, kdeºto ve ﬁrm¥
Y je stejný dokument pojmenován jako DokumentY1. Na základ¥ dal²ích kriterií (nap°í-
klad popisu procesu) zjistíme, ºe se jedná o stejné dokumenty. M·ºeme proto ob¥ma ze
slovníku p°i°adit ozna£ení Dokument1. Pokud stejnou analýzu provedeme pro druhý doku-
ment, m·ºeme dojít k záv¥ru, ºe je zde situace stejná, a tak DokumentY2 i DokumentX2
ozna£íme jako Dokument2. Stejná situace m·ºe nastat i pro n¥které, nebo v²echny procesy.
2.1.3 Cíl projektu
Kone£ným cílem této práce je tedy extrakce pojm· pro slovník Process Inspectoru. Jako
vstup poslouºí speciﬁkace vytvo°ené spole£ností Allium, s.r.o. Tyto speciﬁkace vytvo°ila
spole£nost pro své zákazníky p°i vývoji a úprav¥ ERP systém· spole£nosti Microsoft. Na
základn¥ analýzy vstupních dat bychom tedy m¥li získat pojmy, které spole£nost Allium
b¥ºn¥ vyuºívá pro deﬁnici proces· a jejich vstup· a výstup·.
Jelikoº není moºné odvodit slovníkové pojmy p°ímo ze speciﬁkací, vznikne pomocná
aplikace, která vstupní dokumenty zpracuje a potenciální d·leºité výrazy nabídne uºivateli
v p°ehledné podob¥. Uºivatel pak bude moci na základ¥ výsledk· implementovaných algo-
ritm· vybrat samotné slovníkové pojmy.
Speciﬁkace jsou psány ve dvou jazycích: £e²tin¥ a angli£tin¥. N¥které dokumenty jsou
pouze £esky, jiné pouze anglicky a n¥které obsahují oba jazyky dohromady. V tomto projektu
bude pracováno pouze s £eským jazykem. To, ºe se jedná o anglický jazyk, bude tedy p°i
zpracování ignorováno a anglická slova budou systémem procházet stejnou cestou jako £eská.
Výsledný seznam pojm· bude p°edán spole£nosti Allium k dal²ímu uºití v rámci aplikace
Process Inspector.
6
2.2 Dolování z textu
V dne²ním sv¥t¥ se kolem nás doslova rojí informace. Existuje nep°eberné mnoºství míst
a moºností, jak je získat. Informace stále p°ibývají, av²ak na²e schopnost zpracovat a t°ídit
je, se p°íli² nem¥ní. Z toho plyne problém p°ehlcení nerelevantními informacemi. Tímto
problémem se zabývá oblast zvaná dolování (informací) z textu.
Dolování z textu m·ºeme deﬁnovat jako znalostn¥ zam¥°ený proces, ve kterém uºivatel
pracuje se souborem dokument· za pouºití sady analytických nástroj· [5]. Dolování z textu
je obecn¥ zam¥°eno na kolekce (sestavy) dokument·. Tyto kolekce bývají v¥t²inou reprezen-
továny velmi rozsáhlými seskupeními textových dokument·.
V b¥ºném sv¥t¥ tato deﬁnice p°edstavuje p°esn¥ ná² p°ípad. Máme k dispozici velké
mnoºství textových dokument·, které není v na²ich silách zpracovávat ru£n¥. Pot°ebu-
jeme tedy nástroj, který se v dokumentech zorientuje a uºivateli p°edloºí jiº konkrétn¥j²í
a stru£n¥j²í data.
2.2.1 Dokument
Dokument je podle [5] deﬁnován jako jednotka textových dat v kolekci, která m·ºe mít
p°edlohu v reálném sv¥t¥. Dokumenty, které jsou zajímavé pro dolování z textu, bývají
£asto r·zné £lánky, tiskové zprávy, webové stránky atd. Na rozdíl od dolování z dat (Data
Mining) jsou vstupem dolování z textu £asto nestrukturovaná data. Není to ov²em pravidlem
a my m·ºeme dokumenty d¥lit podle toho, do jaké míry je jejich obsah strukturován. Struk-
tura dokumentu m·ºe být nazna£ena pomocí speciálních znak·, £íslic atd. nebo pomocí
formalizovaného zna£kovacího jazyka. Dokumenty pak mohou být:
• slab¥ strukturované (weakly structured)  £lánky, obchodní zprávy . . .
• polo-strukturované (semistructured)  HTML stránky, PDF soubory . . .
2.2.2 Reprezenta£ní model
Pokud chceme z dokumentu získat n¥jaké relevantní informace, t¥ºko bychom s ním mohli
pracovat jako s celkem. Je t°eba jej rozd¥lit na men²í £ásti, které se pak mohou samy o sob¥,
nebo v kombinaci, stát hledanou informací.
P°i tomto rozkladu dokumentu tedy vznikají entity, které jsou v dolování z textu ozna£o-
vány jako rysy (features). Kolekce rys· dokumentu pak tvo°í reprezenta£ní model. íkáme,
ºe dokument je reprezentován kolekcí rys·, které jeho reprezenta£ní model obsahuje [5].
Problémem pak je, ºe v datech, která slouºí jako vstup pro dolování z textu, je mno-
honásobn¥ více rys·, neº je tomu v p°ípad¥ vstup· pro dolování z dat. To znamená, ºe
algoritmy b¥ºn¥ pouºívané pro dolování informací ze strukturovaných dat, nejsou na oblast
dolování z textu aplikovatelné beze zm¥n. Velká £ást dne²ního výzkumu dolování informací
z textu se proto soust°e¤uje práv¥ na hledání moºností, jak tyto algoritmy pro dolování dat
optimalizovat.
Dal²ím problémem, na který p°i práci s textovými dokumenty naráºíme, je roztrou²enost
rys·. Tento pojem nám °íká, ºe vzhledem k práci s rozsáhlou kolekcí dokument·, se málokdy
stává, ºe jsou význa£né rysy soust°ed¥ny v jednom dokumentu. Souvisí to také s tím, ºe
dokumenty mohou být zam¥°eny na r·zné oblasti, takºe nem·ºeme o£ekávat, ºe se podstatný
rys objeví ve v²ech prvcích kolekce.
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2.2.3 Rysy
Jak bylo zmín¥no vý²e, rysy vznikají d¥lením dokumentu na men²í entity. Z toho plyne, ºe
rysy mohou nabývat r·zných forem v závislosti na granularit¥ d¥lení. Nej£ast¥ji vyuºívanými
rysy jsou znaky, slova, výrazy a pojmy :
• Znak je základním stavebním kamenem vy²²ích sémantických entit (nap°íklad slov).
Znaky mohou být reprezentovány písmeny, £íslicemi, speciálními znaky, . . . Znaková
reprezentace dokumentu není obecn¥ p°íli² vhodná pro dal²í zpracování, protoºe sa-
mostatné znaky nemají tém¥° ºádnou informa£ní hodnotu. Dále by práce s nimi jako
s reprezenta£ním modelem byla výpo£etn¥ i pam¥´ov¥ velice náro£ná. Reprezentace
dokumentu pomocí znak· se tak v praxi p°íli² nevyuºívá.
• Slovo m·ºeme ozna£it za základní sémantickou jednotku dokumentu. Není to jen
sada znak·, ale má uº i n¥jaký význam. Jinak °e£eno, nese n¥jakou informaci. Proto
je reprezentace pomocí slov n¥kdy ozna£ována jako p°irozený prostor rys· dokumentu
[5]. Reprezentace dokumentu na bázi slov nesmí obsahovat víceslovné pojmy nebo
fráze. Pokud reprezenta£ní model obsahuje v²echna slova dokumentu jako rysy, jedná
se o fulltextovou reprezentaci dokumentu.
P°i vyuºití slov jako rys· vzniká, na rozdíl od reprezentace pomocí znak·, o n¥co
prostorov¥ optimáln¥j²í vyjád°ení dokumentu. Toto m·ºeme je²t¥ vylep²it odﬁltro-
váním slov, která samostatn¥ nemají význam (pouºívá se pro n¥ anglické ozna£ení
stopwords), bezvýznamných £ísel £i speciálních symbol·.
• Výraz m·ºeme chápat jako jednoslovnou nebo víceslovnou entitu vybranou p°ímo
z textu dokumentu pomocí technik pro extrakci výraz· (term-extraction) [5]. N¥které
techniky pro extrakci výraz· umoº¬ují vytvo°it normalizovanou reprezentaci doku-
mentu. To znamená, ºe jednotlivé výrazy jsou vybrány z dokumentu a je na n¥ apliko-
vána lemmatizace. Takto upravené výrazy nám dále sniºují mnoºství zpracovávaných
rys· (r·zné tvary slova se slou£í do jednoho [23]), a tím urychlují práci nad daným
textem. Obecn¥ tento p°ístup také zp°ehled¬uje kolekci rys· dokumentu pro uºivatele.
• Pojem je rys generovaný pro dokument r·znými kategoriza£ními metodami [5]. Tyto
metody mohou být manuální, statistické, zaloºené na pravidlech nebo hybridní. Pojmy,
kterými je dokument ozna£en, nemusí být £asto ani obsaºeny v dokumenty. Podstatné
je to, jak dob°e dokument charakterizují.
P°i°azení pojm· k dokumentu m·ºe probíhat na základ¥ jednotlivých slov, výraz·, ale
i del²ích celk· textu. P°i kategorizaci dokumentu a jeho ozna£ení pojmy m·ºeme také
vyuºít n¥jakého externího zdroje informací (nap°íklad slovníku). S ním pak m·ºeme
jednotlivé £ásti dokumentu propojit.
Pokud bychom cht¥li jednotlivé typy rys· n¥jak vizualizovat, m·ºeme to provést na-
p°íklad tak, jako je tomu na obrázku 2.2. Vidíme zde výraz Reprezenta£ní model, který
rozd¥líme na jednotlivá slova a ta následn¥ na znaky.
2.2.4 Systém pro dolování z textu
Stejn¥ jako je tomu v p°ípad¥ systém· pro dolování z dat, m·ºeme systém pro dolování
z textu rozd¥lit na £ty°i základní £ásti:
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Obrázek 2.2: Rysy dokumentu - výraz, slovo znak
1. P°edzpracování slouºí k extrakci rys· dokumentu a jejich p°íprav¥ pro algoritmy
samotného dolování informací. M·ºeme si pod ním p°edstavit rozd¥lení dokumentu
na jednotlivá slova/výrazy, ozna£kování £ástí dokumentu pojmy, ale také provedení
lemmatizace £i vy°azení nevhodných rys·.
2. Operace dolování dat jsou metody a algoritmy, kterými získáváme n¥jaké pro nás
zajímavé informace z p°edzpracovaného textu. P°íklady takovýchto metod mohou být
operace jako frekven£ní analýza, zji²t¥ní vzájemných vztah· mezi rysy nebo extrakce
znalostí na základ¥ propojení s externí znalostní bází.
3. Zobrazení a prezentace vyt¥ºených dat je velice d·leºitým krokem p°i získávání
informací a´ uº ze strukturovaných dat, nebo z textu. Získané informace jsou vizuali-
zovány na základ¥ toho, co bylo na²ím zájmem. V p°ípad¥ zji²t¥ní £astých slov bude
vhodným zobrazením tabulka nebo jednoduchý sloupcový graf. Pokud budeme ale
chtít znát vazby mezi slovy, vyuºijeme ke zobrazení n¥jakého sloºit¥j²ího grafu s uzly
a spojnicemi. Na stejná data se tak m·ºeme dívat z r·zných pohled· a kaºdý nám
m·ºe pomoci vyt¥ºit jiné informace.
4. Úprava parametr· a vstupu je nutná vºdy, kdyº p°edem neznáme p°esný hledaný
výsledek. Dolování z textu v tomto není výjimkou. A£koliv vyuºíváme dob°e známé
a ov¥°ené metody, na r·zných datech budou fungovat pon¥kud rozdíln¥. Proto je t°eba
najít nejlep²í moºný výsledek tím, ºe se k n¥mu dostaneme postupnými iteracemi
s úpravou parametr· jednotlivých operací.
Obecný systém pro dolování z textu, jak je znázorn¥n v knize The Text Mining Hand-
book [5], m·ºeme vid¥t na obrázku 2.3. Navíc oproti na²í deﬁnici je v n¥m blok Processed
Document Collection, coº je v podstat¥ databáze rys· v²ech vstupních dokument· (ta je
budována b¥hem fáze p°edzpracování).
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Obrázek 2.3: Architektura b¥ºného systému pro dolování z textu [5]
2.3 Dostupné nástroje
Jelikoº se dolování z textu t¥²í pom¥rn¥ velké oblib¥ v oblastech v¥dy a výzkumu, vznikají
nástroje (viz [10]), které implementují r·zné jeho metody pro zpracování textu. Zde jsou
dva nástroje, které byly testovány v rámci tohoto projektu.
2.3.1 RapidMiner
Webová stránka prezentující RapidMiner o n¥m mluví jako o vedoucím produktu v rámci
open source systém· pro dolování z dat [17]. RapidMiner je implementován v programovacím
jazyce Java a krom¥ nep°eberného mnoºství metod dolování z dat obsahuje i algoritmy pro
zpracování textových dat.
Na internetu je moºné najít mnoho návod·, jak s aplikací zacházet. K dispozici jsou
tutoriály ve form¥ textu i videa1. Práce s aplikací RapidMiner je velmi snadná. Pokud se
rozhodnete implementovat vlastní systém pro dolování z text· (nebo dat obecn¥), aplikace
vám své funkce nabídne v podob¥ jednotlivých prvk· diagramu.




Uºivatel pak vybírá ze seznamu jednotlivé metody a algoritmy, které si p°eje vyuºít
a následn¥ propojuje jejich výstupy se vstupy dal²ích uzl·. Kaºdý uzel má vlastní parame-
try, které je moºné upravit podle pot°eb uºivatele. Do n¥kterých uzl· je moºné se zano°it
a vytvo°it tak sloºit¥j²í vnit°ní strukturu uzlu. Jak vypadá rozhraní aplikace a jednoduchý
systém v podob¥ diagramu m·ºete vid¥t na obrázku 2.4.
První uzel slouºí ke zpracování vstupních dat v podob¥ textových dokument·. Jedná se
práv¥ o p°íklad uzlu, jehoº vnit°ní strukturu je t°eba dále rozvinout a deﬁnovat. V na²em
p°ípad¥ uvnit° nalezneme rozklad textu na jednotlivá slova (Tokenization), p°evod na malá
písmena, ﬁltraci vybraných slov (takzvaných stopwords: p°edloºky, spojky, . . . ) a ﬁltraci
p°íli² krátkých a p°íli² dlouhých slov. Druhý uzel nazvaný Numerical to Binominal slouºí
k vytvo°ení matice, která obsahuje pouze hodnoty 0 a 1. Matice nám °íká, která slova se
spolu v textu vyskytují. T°etí uzel (FP-growth) by nám m¥l ukázat, které výrazy jsou v textu
£asté p°i spln¥ní daných atribut·. Podmínky, které m·ºeme deﬁnovat jsou nap°íklad výskyt
slov v ur£itém procentu soubor·, výskyt minimáln¥ n krát a dal²í.
Aplikace RapidMiner se ovládá skute£n¥ velmi snadno a díky rozsáhlé dokumentaci na
webu i r·zným komunitním návod·m je její pouºití jednoduché. Problém ov²em nastal jiº
p°i vloºení dvou speciﬁkací dodaných spole£ností Allium jako vstupních dokument·. Apli-
kace po chvilce výpo£tu ohlásila vy£erpání pam¥ti a neúsp¥²n¥ ukon£ila výpo£et. Vzhledem
k tomu, ºe kompletní analýza má být ve výsledku provedena nad zhruba tisícem textových
dokument·, nep°ichází tento nástroj v úvahu.
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2.3.2 R
S popisem prost°edí R se op¥t odkáºi na webovou stránku, která jej prezentuje. Ta °íká,
ºe R je voln¥ dostupné softwarové prost°edí pro statistické výpo£ty a graﬁku. Je moºné ho
provozovat na r·zných formách Unixu, Windows i Mac OS [7].
R je tedy primárn¥ ur£en pro statistické ú£ely. Obsahuje v²ak modul nazvaný tm, který,
jak tato zkratka napovídá, ho umoº¬uje vyuºít i pro dolování z textu. Bohuºel jediný mate-
riál, který jsem k modulu tm na²el, byl dokument [4]. Ten obsahuje popis základních funkcí
modulu a n¥kolik velmi jednoduchých p°íklad·.
S aplikací RapidMiner se pracovalo velice snadno a pohodln¥. To se v²ak o prost°edí
R °íci nedá. Pravd¥podobn¥ po£ítáme s tím, ºe od textové aplikace není moºné o£ekávat
stejné pohodlí jako od aplikace, kde celý systém namodelujeme n¥kolika tahy my²í. Problém
prost°edí R tedy vidím p°edev²ím v nedostate£né dokumentaci modulu pro dolování z textu.
Pro neznalého uºivatele to m·ºe znamenat zna£nou komplikaci a znechucení celou platfor-
mou. Jako jedno plus m·ºeme u R vyzdvihnout, ºe uºivateli umoº¬uje uloºení aktuálního
stavu úlohy. Tato funkcionalita následn¥ dovolí obnovit v p°ípad¥ pot°eby zaznamenaný
stav aplikace.
2.4 Lemmatizace
Lemmatizace slouºí k p°evedení slova do jeho základního tvaru  lemmatu, jinak lexému.
Lemma je tvar slova, ze kterého se ostatní tvary odvozují. Pokud bychom m¥li lemmati-
zaci jednodu²e popsat, m·ºeme °íct, ºe se jedná o hledání takové zp¥tné transformace nad
n¥jakým slovem, ºe po její aplikaci dostáváme normalizovaný (základní) tvar slova [16].
Z morfologického hlediska existuje n¥kolik typ· jazyk·. Pro nás jsou d·leºité dva typy:
analytický a ﬂektivní. Mezi analytické jazyky °adíme nap°íklad angli£tinu nebo francouz-
²tinu, mezi ﬂektivní pak £e²tinu.
Jak uº jejich název nazna£uje, analytické jazyky je moºné (relativn¥) snadno analyzovat.
Tvorba slov je zde pom¥rn¥ jednoduchá, a proto má anglické pravidelné sloveso jen £ty°i
variace. Na druhou stranu s ﬂektivními jazyky, které se tvo°í ohýbáním slov (tedy £asováním
a sklo¬ováním), jiº situace tak jednoduchá není. Sloveso v £e²tin¥ m·ºe nabývat aº padesáti
r·zných tvar· [14]. V p°ípad¥ ﬂektivních jazyk· sklo¬ování jmen také umoº¬uje rozli²it ve
v¥t¥ podm¥t a p°edm¥t, k £emuº naopak analytické jazyky jako francouz²tina vyuºívají
pevný slovosled [8].
Pokud pak tvo°íme lemmatizátor pro n¥jaký analytický jazyk, m·ºeme vyuºít nízkého
po£tu tvar· slov a jednodu²e vytvo°it slovník, kde budou v²echny tvary obsaºeny. Dal²í
moºností je vytvo°ení pravidel, jejichº aplikací dostaneme p·vodní slovo.
Pro ﬂektivní jazyky je situace hor²í. Vytvo°ení komplexního slovníku se v²emi tvary slov
nep°ichází v úvahu. Popsat v²echna pravidla, jakými se slova tvo°í, tak, aby nedocházelo
k nejasnostem, je také siln¥ nepravd¥podobné. Se zajímavým p°ístupem, kombinujícím oba
dva p°edchozí, p°ichází aplikace Free Morphology2 vyvíjená na Univerzit¥ Karlov¥.
Jak uvádí webová stránka projektu, nástroj Free Morphology pracuje se slovem, jako
by m¥lo dv¥ £ásti: ko°en a koncovku. Z lingvistického hlediska tento p°ístup nemusí být
úpln¥ správný, ale je pouºitelný na drtivou v¥t²inu slov. Tento systém byl speciáln¥ vyvinut
pro ﬂektivní jazyky. Aplikace je dodávána s £eským slovníkem t¥chto ko°en· a koncovek.
2Dal²í informace je moºné získat z odkazu http://ufal.mff.cuni.cz/pdt/Morphology_and_Tagging/
Morphology/
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Pouºití aplikace Free Morphology je tedy takové, ºe jí na vstup p°edáme v¥tu, jejíº
£leny chceme lemmatizovat, a ona nám vrátí seznam slov obalených zjednodu²enou verzí
zna£kovacího jazyka SGML pro eský národní korpus [9].
Podrobné informace o práci s lemmatizátorem Free Morphology nalezneme dále v textu
v sekci 4.4.3.
2.5 Shrnutí
V této kapitole jsme si p°edstavili aplikaci Process Inspector, pro kterou je projekt °e²en.
Vysv¥tlili jsme si, co je to slovník pro Process Inspector a k £emu bude ve výsledném systému
slouºit. V souvislosti s tím jsme deﬁnovali cíl celého projektu, tedy vytvo°ení zmi¬ovaného
slovníku.
tená°i byl také p°edstaven pojem dolování z textu (Text Mining) a to, jakým zp·sobem
se dívá na textová data v podob¥ dokumentu. Deﬁnujeme zde reprezenta£ní model popisující
dokument a rysy, které je z n¥j moºné extrahovat, p°ípadn¥ je p°i°adit z externího zdroje.
Kapitola také krátce popisuje voln¥ dostupné aplikace pro dolování z textu, které byly
p°i p°íprav¥ tohoto projektu testovány. Aplikací existuje samoz°ejm¥ více, ale po zklamání,
jakým byly dv¥ vý²e zmín¥né, jsem se rozhodl p°istoupit k implementaci vlastního systému.
V záv¥ru kapitoly je deﬁnován pojem lemmatizace. Lemmatizace zde byla popsána z teo-
retického hlediska. Jedná se o nesmírn¥ d·leºitou sou£ást p°ípravy textu pro dolování, jelikoº
umoºní slou£it výskyty r·zných tvar· jednoho slova, a tím zp°esnit výsledky analýzy.
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Kapitola 3
Metody pro extrakci pojm·
Nyní je na £ase p°edstavit metody, které budou vyuºity k nalezení d·leºitých pojm· v kolekci
vstupních dokument·. Ke kaºdé metod¥ je zde moºné nalézt její deﬁnici a vysv¥tlení, jak
funguje. Metody jsou v základu £ty°i. Pátá, 3.4 Pr·nik metod χ2 a Td-Idf, je spojením dvou
základních.
3.1 Frekven£ní analýza
Frekven£ní analýza je základní statistickou metodou vyuºívanou v mnoha oblastech. Pomocí
analýzy frekvence výskytu jednotlivých písmen abecedy v textu m·ºeme nap°íklad rozpo-
znat jazyk, kterým je text psán. Zde se v²ak nezam¥°íme na frekvenci samotných symbol·,
ale bude nás zajímat, kolikrát se v jednotlivých dokumentech objevil daný pojem.
Frekven£ní analýzu m·ºeme deﬁnovat jako analýzu £etnosti výskytu ur£ité vlastnosti,
procesu nebo jevu. V oblasti zpracování textu je metoda analýzy formální struktury textu
zaloºená na m¥°ení £etnosti výskyt· slov £i slovních spojení, vycházející z p°edpokladu, ºe
výrazy s vy²²í frekvencí jsou pro text významn¥j²í neº výrazy s nízkým po£tem výskyt·
a lze z nich proto usuzovat na jeho obsah [20].
Síla této metody je v její jednoduchosti. Jako vstup nám poslouºí dokument, kde tvary
jednotlivých pojm· nahradí jejich lemmata. Na²ím úkolem je pak zjistit, kolikrát se kaºdý
pojem v textu vyskytl. Pokud nap°íklad pracujeme s textem, který charakterizuje £astý
výskyt slov zboºí, sklad a faktura, m·ºeme odvodit, ºe se zabývá p°íjmem nebo výdejem
zboºí v rámci skladu.
Problémem frekven£ní analýzy je to, ºe nebere v úvahu d·leºitá slova, která se vyskytují
nep°íli² £asto, av²ak objevují se s jinými d·leºitými slovy. Také pokud se zam¥°íme na celou
kolekci dokument·, dostáváme se do problém·. Jist¥ si dovedeme p°edstavit dva dokumenty.
Jeden o délce 100 slov, druhý s délkou 10 000 slov. Bude-li kaºdý dokument zam¥°en na jiné
téma, je pravd¥podobné, ºe d·leºitý pojem se v del²ím dokumentu zopakuje vícekrát neº
v dokumentu krátkém.
Tuto p°ekáºku bychom mohli °e²it nap°íklad normalizací frekvence pomocí po£tu slov
v dokumentu. Pak bychom dostali procentní hodnotu, udávající, jakou £ást dokumentu
zabírá vybraný pojem.
Jako p°íklad si m·ºeme uvést výskyt slov tisk v krátkém dokumentu (o 100 slovech)
a faktura v dlouhém dokumentu (o 10 000 slovech). Pokud se tisk vyskytne v dokumentu
desetkrát a faktura tisíckrát, m·ºeme normalizovanou frekvenci obou výraz· spo£ítat po-
mocí rovnice 3.1, kde TFt p°edstavuje normalizovanou frekvenci výrazu v dokumentu, nt
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Pokud do rovnice 3.1 dosadíme zvolené hodnoty, dostaneme pro oba výrazy výsledek 0, 1.
Interpretovat ho pak m·ºeme tak, ºe výrazy tisk i faktura p°edstavují v dokumentech,
kde se vyskytují, 10% obsahu.
3.1.1 Spole£ný výskyt výraz·
Neº si vysv¥tlíme metodu 3.2 Chí kvadrát, musíme pro její výpo£et p°ipravit pot°ebná data.
Prvním krokem je frekven£ní analýza dokument·, kterou jsme popsali v p°ede²lé £ásti. Dal²í
pot°ebnou znalostí je spole£ný výskyt výraz· v dokumentech. Jedná se nejen o krok pot°ebný
v dal²í analýze, ale také o zajímavý ukazatel vztah· mezi výrazy.
Zkoumat spole£ný výskyt m·ºeme v rámci dokument·, odstavc· nebo v¥t. V na²em
p°ípad¥ bude nejzajímav¥j²í podívat se na to, které výrazy se spolu vyskytují ve v¥tách.
V¥ty zde volíme hlavn¥ proto, ºe p°edstavují nejniº²í úrove¬ d¥lení práv¥ po výrazu.
Cílem je tedy vytvo°ení matice, kde v °ádcích i sloupcích budou jednotlivé výrazy a prvky
matice budou nabývat hodnot v¥t²ích nebo rovných nule podle toho, kolikrát se dva výrazy
spolu ve v¥t¥ vyskytly.
a b c d e f g h i j Celkem
zaskladn¥ní - 22 2 0 14 0 7 26 4 0 75
zboºí 22 - 15 31 26 20 42 50 7 17 230
dodávka 2 15 - 6 7 9 16 5 15 19 94
pobo£ka 0 31 6 - 9 5 20 7 0 14 92
p°íjem 14 26 7 9 - 3 12 11 4 2 88
transfer 0 20 9 5 3 - 8 6 5 47 103
sklad 7 42 16 20 12 8 - 37 5 7 154
p°ihrádka 26 50 5 7 11 6 37 - 5 2 149
doklad 4 7 15 0 4 5 5 5 - 13 58
objednávka 0 17 19 14 2 47 7 2 13 - 121
Tabulka 3.1: Matice spole£ných výskyt· pro vzorové dokumenty (a: zaskladn¥ní, b: zboºí,
c: dodávka, d: pobo£ka, e: p°íjem, f: transfer, g: sklad, h: p°ihrádka, i: doklad, j: objednávka)
Výsledkem pak m·ºe být matice podobná tabulce 3.1.1. M·ºeme z ní jasn¥ vy£íst, které
výrazy se spolu vyskytují nej£ast¥ji (zboºí + p°ihrádka, sklad + zboºí). Také nám, jak jsme
jiº °ekli, získaná data poslouºí v dal²ích krocích analýzy.
3.2 Chí kvadrát
Chí kvadrát (jinak také chí-test) slouºí ke statistickému testování shody mezi o£ekávanými
a pozorovanými hodnotami [13]. V na²em p°ípad¥ o£ekávané hodnoty reprezentuje vy-
po£tená pravd¥podobnost, s jakou se budou dva dané výrazy spolu v textu vyskytovat.
Pozorované hodnoty pak zjistíme jako skute£ný po£et spole£ných výskyt· dvou výraz·
v dokumentu.
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Z dokumentu je t°eba nejprve vybrat mnoºinu £astých výraz· (frequent terms), kterou
nazveme G. V·£i této mnoºin¥ pak zji²´ujeme d·leºitost ostatních slov v dokumentu.
Výpo£et tedy provádíme nad mnoºinou v²ech slov v dokumentu. Výraz, pro který
výpo£et probíhá ozna£me jako w. Pak o£ekávanou pravd¥podobnost výskytu výrazu g ∈ G
nazveme pg. Tuto pravd¥podobnost spo£ítáme jako sou£et celkového po£tu výraz· ve v¥tách,
kde se g vyskytuje, d¥lený celkovým po£tem unikátních výraz· v dokumentu.
Celkový po£et výraz· ve v¥tách, kde se vyskytuje w, nazveme nw. Po£et spole£ných
výskyt· výrazu w a g pak ozna£íme jako freq(w, g).
Chí kvadrát se b¥ºn¥ vyuºívá k d·kazu, ºe nam¥°ené hodnoty se shodují s p°edpoklá-
danými. Pokud bychom tedy vyuºití p°i dolování z textu m¥li p°evést na toto pouºití, pak
dokazujeme, ºe skute£ný po£et spole£ných výskyt· freq(w, g) odpovídá teoretickému nwpg.
ím v¥t²í je pak rozdíl mezi t¥mito hodnotami, tím více zkresluje w skute£nost v·£i teorii.
Pokud tuto my²lenku oto£íme, m·ºeme °íci, ºe £ím vy²²í je hodnota χ2(w), tím v¥t²í
vliv má w na ostatní výrazy v dokumentu. Zde tedy nepouºíváme χ2 pro ov¥°ení hypotézy,
ale jako jakýsi index ovlivn¥ní ostatních výraz· [12].
K výpo£tu χ2 m·ºeme p°istoupit dv¥ma r·znými zp·soby. M·ºeme jej spo£ítat bu¤
nad celou kolekcí dokument·, nebo nad kaºdým dokumentem zvlá²´. V na²em p°ípad¥ by se
mohla zdát jako vhodn¥j²í metoda výpo£tu nad celou kolekcí - snaºíme se získat klí£ová slova
z celé sady dokument·. Tento p°ístup v²ak do výsledk· p°iná²í pom¥rn¥ velké zkreslení.
Dokumenty se sice týkají stejné £innosti (úprava ERP systému), ale oblasti popisované
v jednotlivých dokumentech se li²í.
Pokud provedeme výpo£et nad kaºdým dokumentem zvlá²´, dostáváme p°esn¥j²í ho-
dnoty. Abychom je ale mohli rozumn¥ vyuºít, musíme projít výsledek pro kaºdý dokument.
e²ením této nep°íjemnosti, které bylo v práci pouºito, je se£tení hodnot χ2 pro daný výraz
z kaºdého dokumentu a následn¥ vyd¥lení po£tem dokument·, ve kterých se výraz vysky-
tuje. Toto nám umoºní procházet pouze unikátní výrazy, nezávisle na dokumentech, a p°esto
udrºet výhody této metody. Pokud se totiº výraz vyskytuje pouze v jednom dokumentu a je
pro n¥j d·leºitý, z·stane mu hodnota χ2 vysoká.
Dal²í p°ístup, který bude v aplikaci implementován, je, namísto se£tení hodnot, výb¥r
nejvy²²ího χ2 ze v²ech výskyt· výrazu. Zde pak jiº odpadá d¥lení po£tem výskyt·. Výsledky
budou mírn¥ závislé na rozsahu dokumentu, ale toto ovlivn¥ní by nem¥lo být n¥jak zásadní.
Dal²í podrobnosti o vyuºití v oblasti dolování z textu nám mohou poskytnout dokumenty
[12] nebo [19].
3.3 TFIDF
V [18] se o této metod¥ dozvídáme, ºe je jednou ze základních technik pro získávání relevant-
ních dokument· z kolekce. Zkratka, pouºívaná k ozna£ení této metody, TFIDF nahrazuje
název term frequencyinverse document frequency. Do £e²tiny bychom jej mohli p°eloºit jako
frekvence výskytu výrazu  inverzní frekvence pojm· v dokumentech.
V deﬁnici vý²e °íkáme, ºe se jedná o techniku k získání relevantních dokument· z kolekce.
Pokud bychom cht¥li vyuºít TFIDF k tomuto ú£elu, pak bychom museli znát n¥jakou
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sadu pro nás d·leºitých výraz·, na kterou bychom dokumenty testovali. My v²ak tuto sadu
nemáme a rádi bychom zjistili, které pojmy z dokumentu jsou d·leºité.
ekn¥me si nyní, jak tento koeﬁcient d·leºitosti spo£ítáme. Metoda TFIDF se skládá
ze dvou £ástí. První hodnotu (TF) v podstat¥ známe. Získáme ji p°i provedení frekven£ní
analýzy. Jedná se o normalizovaný po£et výskyt· výrazu v dokumentu. Normalizujeme
po£tem výraz· v dokumentu, abychom nezvýhodnili dlouhé dokumenty, kde se samoz°ejm¥
výrazy (díky délce) budou opakovat £ast¥ji. Výpo£et TF pro výraz t je znázorn¥n rovnicí
3.1.
Druhá £ást (IDF) ur£uje inverzní £etnost slova nap°í£ dokumenty. To znamená, ºe d·leºi-
tost slova klesá s po£tem dokument·, ve kterých se vyskytuje. Výpo£et IDF probíhá dle





IDFt reprezentuje inverzní frekvenci pojm· v dokumentu,N je po£et dokument· v kolekci
a dft je po£et dokument·, ve kterých se t vyskytuje. Logaritmus, který je v rovnici pouºit,
m·ºe být v podstat¥ o libovolném základu, a£koliv b¥ºn¥ se pouºívá základ 10 [11]. Vzorec
pro IDF se také m·ºe v r·zných zdrojích li²it podle toho, zda má výpo£et slouºit k vylou£ení
p°íli² £astých slov, £i nikoliv. Pokud se totiº výraz objeví ve v²ech dokumentech, dostaneme
log(1), coº se rovná 0. M·ºeme ale také chtít, aby d·leºitost takového slova závisela pouze
na jeho frekvenci v aktuálním dokumentu. Pak sta£í k IDFt p°i£íst 1.
Výsledný koeﬁcient pak získáme vynásobením obou díl£ích hodnot (rovnice 3.4).
TF -IDFt = TFt · IDFt (3.4)
Pro p°ipomenutí si tedy °ekn¥me, ºe u TFIDF je d·leºitost pojmu:
• vysoká, pokud se vyskytuje mnohokrát v n¥kolika málo dokumentech,
• niº²í, pokud se vyskytuje v dokumentu málo, nebo se vyskytuje v mnoha dokumentech
• a minimální, pokud se vyskytuje ve v²ech dokumentech.
3.4 Pr·nik metod χ2 a TFIDF
Hned úvodem °eknu, ºe k této metod¥ nemohu poskytnout ºádné zdroje. Jde spí²e o experi-
ment zaloºený na úvaze, kdy p°edpokládám, ºe vyskytne-li se n¥který výraz mezi d·leºitými
ve dvou r·zných analytických metodách, m·ºeme o n¥m tém¥° jist¥ °íci, ºe pat°í mezi
hledané pojmy. Poj¤me se ale podívat na to, jak by m¥la tato metoda fungovat.
Jak uº nadpis napovídá, pracuje na základ¥ výsledk· vý²e popsaných metod χ2 a TF
IDF. Ob¥ metody nám umoºní se°adit pojmy dle d·leºitosti. V ideálním p°ípad¥ bude
po°adí výraz· v seznamu stejné. Ve skute£ném sv¥t¥ v²ak nic není ideální, a tak ani zde
nedostaneme shodné po°adí.
Pokud z této my²lenky vyjdeme, m·ºeme si p°edstavit dv¥ tabulky, které by mohly
vypadat jako tabulky 3.2 (znázor¬ující výsledky metody χ2 a 3.3 (výsledky dle TFIDF).
Pak bychom omezením výb¥ru, nap°íklad na prvních p¥t prvk·, a provedením mnoºinové
operace pr·niku nad ob¥ma vniklými mnoºinami dostali tabulku 3.4.
V tabulce 3.4 vidíme, ºe do výsledk· se dostaly pouze t°i pojmy: zákazník, zboºí






























Tabulka 3.4: Výsledky metody χ2 ∩ TFIDF.
pouºití metody pr·niku χ2 a TFIDF je d·leºitá volba o°íznutí výchozích mnoºin. Pokud
bychom totiº mnoºiny pouºili celé, pr·nik by op¥t obsahoval v²echny výrazy.
Jak vidíme z p°íkladu, je pravd¥podobné, ºe aplikací této metody vy°adíme i výrazy,
které mezi pojmy slovníku pat°í. Vy£istíme v²ak data od ²umu, který kaºdá metoda generuje
(samoz°ejm¥ pouze v p°ípad¥, ºe ob¥ metody generují r·zné ²umové výrazy).
3.5 Asocia£ní pravidla
Asocia£ní pravidla jsou £asto vyuºívána p°i analýze nákupního ko²íku. M·ºeme pomocí
nich nap°íklad zjistit, které produkty zákazníci nakupovali £asto spole£n¥. Je²t¥ p°esn¥ji
°e£eno, m·ºeme zjistit, s jakou pravd¥podobností koupili produkt C, pokud víme, ºe koupili
produkty A a B. Pravidlo by pak vypadalo takto: {A,B} → {C}.
Stejnou my²lenku m·ºeme vyuºít i p°i hledání vztah· mezi jednotlivými pojmy ve speci-
ﬁkacích. Pokud nap°íklad °ekneme, ºe do slovníku pat°í slova zboºí a zákazník, mohlo by
nás zajímat, které dal²í pojmy na t¥chto dvou s vysokou pravd¥podobností závisí.
Asocia£ní pravidla zkoumáme v rámci transakcí. V p°ípad¥ obchodu bude transakce je-
den nákup. V p°ípad¥ dokumentu popisujícího úpravu implementace systému bude transakcí
jedna v¥ta. Mnoºinu v²ech transakcí (v¥t) nazveme T . Pak m·ºeme deﬁnovat funkci σ (3.5),
která °íká, v kolika transakcích se vyskytuje mnoºina prvk· X:
σ(X) = |{ti | X ⊂ ti, ti ∈ T}|. (3.5)
Zápis asocia£ního pravidla jsme vid¥li vý²e. Poj¤me si jej nyní vysv¥tlit a zformalizovat.
Asocia£ní pravidlo je výraz implikace ve tvaru X → Y , kde pr·nik X a Y je prázdná
mnoºina, to je X ∩ Y = ∅ [21]. X a Y jsou mnoºiny obsahující n¥jaké, pro nás zajímavé,
prvky. Tyto prvky budou pat°it do v¥t²í mnoºiny. V na²em p°ípad¥ jí bude mnoºina v²ech
výraz· v dokumentu.
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Abychom mohli vyjád°it sílu tohoto pravidla, musíme deﬁnovat dv¥ d·leºité metriky
support (rovnice 3.6) a conﬁdence (rovnice 3.7). Support udává, jak £asto je moºné pra-
vidlo ve vstupní mnoºin¥ zkoumat. Conﬁdence °íká, jak £asto se Y vyskytuje v závislosti na
X. Metriky jsou formáln¥ deﬁnovány jako
Support, s(X → Y ) = σ(X ∪ Y )
N
, (3.6)
Confidence, c(X → Y ) = σ(X ∪ Y )
σ(X)
. (3.7)
Nyní zvaºme hypotetický p°íklad dokumentu, který obsahuje p¥t v¥t. Pokud výskyt
pojm· ve v¥tách ozna£íme binární hodnotou vyskytuje/nevyskytuje 1/0, pak bychom mohli
dostat nap°íklad tabulku 3.5.
zboºí zákazník sklad faktura
1 1 1 0 0
2 0 1 0 1
3 1 1 0 1
4 1 1 1 1
5 0 0 1 1
Tabulka 3.5: Dokument reprezentovaný výskytem pojm· ve v¥tách
Zkusíme nyní zjistit metriky pravidla {zboºí, zákazník} → {faktura}. Hodnota support
vyjde 25 = 0.4, jelikoº se v²echny t°i pojmy vyskytují ve dvou transakcích z p¥ti. Hodnota
conﬁdence pak vychází 23 = 0, 666. Znamená to, ºe výraz faktura se v 66,6 % výskyt·
objevil spole£n¥ s výrazy zboºí a zákazník. Z toho m·ºeme usuzovat na pom¥rn¥ silnou
vazbu mezi t¥mito pojmy.
3.6 Shrnutí
P°edstavili jsme si n¥kolik metod, které se v dolování z textu, i jiných oblastech, pouºívají
k získávání informací z rozsáhlých kolekcí dat. Nyní je na²ím úkolem zjistit, která metoda
bude nejvhodn¥j²í pro odvození slovníku pro Process Inspector.
Frekven£ní analýza je naprosto základní. Mimo vyuºití pro odvození slovníku se obje-
vuje v dal²ích metodách jako £ást vstupní informace. Problém frekven£ní analýzy je v tom,
ºe ne vºdy je slovo, které se £asto vyskytuje, d·leºité pro oblast zájmu dokumentu nebo
kolekce dokument·. S frekven£ní analýzou souvisí i výpo£et spole£ných výskyt· výraz·
ve v¥tách. Op¥t zde dostáváme nejen nástroj, který nám m·ºe pomoci odhalit slovníkové
pojmy, ale i vstup pro dal²í metody.
Chí kvadrát zjistí, jak se slova mezi sebou ovliv¬ují. Tím m·ºe zvýhodnit slova, která
se nevyskytují £asto, ale objevují se s výrazy, které bychom mohli ozna£it za d·leºité jiº
p°ímo z frekven£ní analýzy. Problém, který nám tato metoda p°iná²í, je, ºe ji dovedeme
rozumn¥ aplikovat pouze v rámci jednoho souboru. Jelikoº my chceme hledat pojmy do
slovníku z celé kolekce, musíme toto obejít aplikací n¥které agrega£ní funkce na výsledky
této metody.
TFIDF je, podobn¥ jako frekven£ní analýza, jednou ze základních metod dolování
informací z textu. Op¥t se zde dostáváme do problému, ºe hodnoty z výpo£tu TFIDF
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máme pro kaºdý dokument. Ov²em vzhledem k tomu, ºe jsou normalizované po£tem slov
v dokumentu i po£tem dokument·, m·ºeme je, bez zásadní zm¥ny významu metody, se£íst
a procházet tak celou kolekci najednou.
Pr·nik mnoºin výsledk· χ2 a TDIDF je metoda, jejíº aplikací by se snaºíme
£áste£n¥ pro£istit výsledky od výraz·, které mezi pojmy slovníku nepat°í. Jak bylo uve-
deno v popisu tohoto p°ístupu, v ideálním p°ípad¥ by výsledky kaºdé vstupní metody m¥ly
obsahovat stejné pojmy slovníku na prvních p°í£kách. Mezi ty se zajisté vmísí i nevhodné
výrazy, které by v²ak díky rozdílnostem metod mohly být r·zné.
Poslední samostatnou metodou, kterou jsme si p°edstavili, jsou asocia£ní pravidla.
Ta lehce vybo£ují z p°edchozích, jelikoº je nem·ºeme pouºít samostatn¥ k se°azení slov
podle d·leºitosti. Pokud ale známe n¥které pojmy slovníku (nebo je zjistíme nap°íklad
frekven£ní analýzou), m·ºeme pomocí asocia£ních pravidel snadno odhalit dal²í, s nimi se
pojící, zajímavé výrazy.
Protoºe nelze pouze z deﬁnice a popisu jednotlivých metod usoudit, která se pro na²e
ú£ely hodí nejvíce, bylo rozhodnuto, ºe vznikne aplikace, která dovede data zpracovat v²emi
popisovanými p°ístupy. V záv¥ru práce (kapitola 5 Experimenty) pak dojde ke srovnání




V úvodu práce bylo zmín¥no n¥kolik nástroj· pro práci s textem z pohledu dolování z textu.
D·vod·, pro£ vyvinout vlastní systém, je n¥kolik. Prvním je jednozna£n¥ lep²í pochopení
problematiky, pokud je nutné v²echny metody implementovat. Dal²ím d·vodem je moºnost
aplikaci optimalizovat tak, aby pro zvolené ú£ely a na vybrané platform¥ fungovala rychleji
a lépe neº obecný nástroj.
Implementace probíhala ve dvou fázích. Prvním krokem bylo vytvo°ení vývojové verze
aplikace pro semestrální projekt, která m¥la ukázat moºnosti zvolených metod a také slouºila
k získání dat pro vytvo°ení první verze slovníku. Tato aplikace nem¥la graﬁcké uºivatelské
rozhraní ani ºádné pokro£ilé moºnosti zobrazení.
Druhou fází byla reimplementace aplikace ze semestrálního projektu. Tato produk£ní
verze aplikace získala jednoduché uºivatelské rozhraní, roz²í°eny byly moºnosti nastavení
a nabídne také n¥kolik r·zných pohled· na analyzovaná data. Tato verze aplikace bude dále
vyuºita spole£ností Allium, která je zadavatelem diplomové práce.
4.1 Platforma
P°i vývoji obou verzí byl brán z°etel na multiplatformní vyuºití aplikace. Také proto byla
první verze vytvo°ena ve skriptovacím jazyce Perl a b¥ºela pod opera£ním systémem Linux.
Jazyk Perl pak umoº¬oval snadný p°enos na dal²í opera£ní systémy.
Vzhledem k tomu, ºe spole£nost Allium nabízí podniková °e²ení na platform¥ Windows,
objevil se poºadavek na vytvo°ení ﬁnální verze aplikace práv¥ pro tuto platformu. Aby
byla zachována alespo¬ minimální kompatibilita se systémem Linux, byl jako implemen-
ta£ní jazyk zvolen C#, který je sou£ástí frameworku .NET. Ten byl £áste£n¥ p°enesen i do
prost°edí Linuxu díky projektu Mono1.
4.2 Vývojová verze
Jak jiº bylo nazna£eno, vývojová verze aplikace byla implementována pomocí skriptovacího
jazyka Perl. Jako úloºi²t¥ dat poslouºil open source databázový systém MySQL.
1Dal²í informace dostupné z http://www.mono-project.com/Main_Page
21
4.2.1 Perl
Za£n¥me zd·vodn¥ním vyuºití skriptovacího jazyka Perl2 pro ú£ely vývojové verze aplikace.
První zásadní výhodou je práv¥ to, ºe tento jazyk je skriptovací. Není tedy t°eba se po kaºdé
drobné úprav¥ zdrºovat kompilací programu. K vývoji v Perlu také není t°eba ºádné rozsáhlé
vývojové prost°edí, jelikoº skripty v¥t²inou dosahují délky maximáln¥ n¥kolika stovek °ádk·.
Pokud k tomu p°i£teme i automatickou správu pam¥ti, moºnost vyuºít pokro£ilé datové
struktury p°ímo implementované v jazyce nebo schopnost b¥hu na v²ech hlavních opera£ních
systémech, dostáváme se k odpov¥di na otázku, pro£ Perl vyuºít. M·ºeme je²t¥ p°idat
snadno dostupnou a velmi podrobnou dokumentaci, n¥kolik tisíc modul· nebo nep°eberné
mnoºství p°íklad· a návod·, které i úplnému za£áte£níkovi umoºní rychle proniknout do
tohoto jazyka.
Dal²ím d·vodem, pro£ k implementaci systému pro dolování z textu vyuºít práv¥ jazyk
Perl, je jeho p°edur£ení k práci s textem v podob¥ regulárních výraz·. Regulární výraz
je posloupnost znak· popisující n¥jaký regulární jazyk. Jinak °e£eno pomocí regulárních
výraz· m·ºeme popsat n¥jakou skupinu °et¥zc·. Dal²í vyuºití pak m·ºe být bu¤ vyhledání
°et¥zce odpovídajícího regulárnímu výrazu, nebo nahrazení £ásti °et¥zce jinou posloupností
znak·. O tom jaké regulární výrazy byly pouºity se do£teme v kapitole 4.4. Velmi dobrou
inspirací pro vyuºití jazyka Perl p°i dolování z textu je kniha Practical Text Mining with
Perl (v pouºité literatu°e jako [2]), p°ípadn¥ kniha [6].
Perl tedy poskytl dobrý základ pro rychlý vývoj aplikace, která m¥la za úkol p°edev²ím
ukázat vhodnost vybraných metod. Tento ú£el splnil velmi dob°e.
B¥hem vývoje jsem ale narazil na limity tohoto skriptovacího jazyka. Pokud probíhalo
zpracování jednoho aº n¥kolika málo dokument·, bylo moºné uchovávat ve²kerá data v pam¥ti
aplikace. Abych p°ede²el nutnosti na£ítat soubory vºdy znovu, datové struktury byly uloºeny
na disk jako výsek pam¥´i3. Jak se ale kolekce soubor· rozr·stala, opera£ní pam¥´ postupn¥
p°estávala být dostate£n¥ velkým úloºi²t¥m.
e²ením tohoto problému bylo vyuºití databáze. První pokusy prob¥hly s databází
SQLite, která ov²em nep°íjemn¥ zat¥ºovala disk. Proto byl vybrán databázový systém
MySQL.
4.2.2 Databáze MySQL
MySQL4 je nejpouºívan¥j²í otev°ený databázový systém na sv¥t¥ [1]. Mezi hlavní výhody
této databáze pat°í rozhodn¥ to, ºe je zdarma voln¥ dostupná na internetu. Stejn¥ jako Perl
je moºné ji provozovat na v²ech hlavních opera£ních systémech. Vzhledem k roz²í°ení a oblí-
benosti je podpora tohoto databázového systému implementována do v¥t²iny moderních
programovacích jazyk· (v£etn¥ jazyka Perl).
4.3 Produk£ní verze
Druhá verze aplikace, kterou jsem odváºn¥ nazval jako produk£ní, je tedy implementována
v jazyce C# a jako databázová podpora jí slouºí systém MSSQL.
2Dal²í informace je moºné získat z odkazu http://www.perl.org/
3Dal²í informace je moºné získat z odkazu http://perldoc.perl.org/Storable.html
4Dal²í informace je moºné získat z odkazu http://www.mysql.com/
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4.3.1 C#
C# je vysokoúrov¬ový objektov¥ orientovaný programovací jazyk vyvinutý ﬁrmou Microsoft
zárove¬ s platformou .NET Framework, pozd¥ji schválený standardiza£ními komisemi ECMA
(ECMA-334) a ISO (ISO/IEC 23270) [22]. Tento jazyk p°ebírá nejlep²í vlastnosti z jazyk·
C++ a Java. Syntaxe je zaloºená na jazyce C, ale podobn¥ jako Java obsahuje garbage
collector. Jako zdroj informací o tomto programovacím jazyce a celém frameworku .NET
poslouºila kniha [3].
Jeden z d·vod· výb¥ru tohoto programovacího jazyka byla pot°eba doplnit aplikaci
v Perlu o uºivatelské rozhraní. P·vodní my²lenka sm¥°ovala k tomu, ºe by C# p°edstavoval
skute£n¥ jen rozhraní a na niº²í úrovni by komunikoval s aplikací napsanou v Perlu. Po
zváºení v²ech problém·, které by tento p°ístup p°inesl, bylo rozhodnuto, ºe efektivn¥j²í
bude provést kompletní p°epis aplikace do jazyka C#.
Samoz°ejm¥ bylo moºné zváºit i dal²í jazyky. Jiº zmi¬ovaná Java nabízí podobné moºnosti
a je pln¥ multiplatformní. C# v tomto souboji vít¥zí pohodlím vývojového prost°edí Visual
Studio a svým p°edur£ením pro vyuºití na platform¥ Windows, která je pro tento pro-
jekt cílová. Framwork .NET je nyní standardn¥ sou£ástí posledních verzí systému Windows
a provozu aplikace psané v jazyce C# tak nestojí nic v cest¥. Jak uº bylo °e£eno, multi-
platformnost je moºné zajistit pouºitím frameworku Mono pro systém Linux £i Mac OS
X.
Jediný závaºný problém, který se objevil p°i p°episu aplikace z Perlu, byla neoptimální
implementace regulárních výraz· v jazyce C#. N¥které regulární výrazy, slouºící ke zpra-
cování dat z lemmatizátoru, bylo nutné zjednodu²it a rozloºit do více krok·5.
A£koliv je aktuáln¥ b¥ºn¥ k dispozici .NET Framework ve verzi 4, na serveru, kde
probíhal vývoj, byla nainstalována verze 3.5. To v²ak p°i implementaci nep°edstavovalo
ºádnou výrazn¥j²í p°ekáºku. Podobná situace byla i s prost°edím Visual Studio, jehoº
poslední verze nese ozna£ení 2010. Na vývojovém serveru, poskytnutém spole£ností Allium,
se nacházela verze 2008.
4.3.2 MSSQL
Databázový systém MySQL byl b¥hem vývoje nahrazen Microsoft SQL serverem. O tomto
kroku bylo rozhodnuto ihned po p°edstavení p·vodní aplikace zástupc·m spole£nosti Allium.
D·vodem tohoto rozhodnutí byla nejen skute£nost, ºe na serveru, kde m¥la aplikace b¥ºet,
jiº byl MSSQL server nainstalován, ale také vy²²í p°edpokládaná výkonnost tohoto systému
oproti MySQL.
Nevýhodou pro b¥ºného uºivatele, který bych cht¥l s aplikací pracovat, je samoz°ejm¥
cena databázového systému. Av²ak vzhledem k podobnosti verzí dotazovacího jazyka SQL
u obou databázových systém·, by nem¥l být problém zp¥tn¥ aplikaci upravit pro práci
s MySQL.
Microsoft SQL Server byl na poskytnutém stroji ve verzi 2008. K dispozici byla pro jeho
správu aplikace Microsoft SQL Server Management Studio, které disponuje velmi dobrým
nástrojem na optimalizaci dotaz·. Jeho název je Database Engine Tuning Advisor a p°i
optimalizaci aplikace jej bylo hojn¥ vyuºíváno.
Database Engine Tuning advisor6 dovede analyzovat dotazy nad databází a navrhnout
5Dal²í informace k optimalizaci regulárních výraz· dostupné z http://www.regular-expressions.info/
catastrophic.html
6Dal²í informace dostupné z http://technet.microsoft.com/en-us/library/ms173494(v=sql.105)
.aspx
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uºivateli úpravu databázových index·, vytvo°ení pohled· atd.
4.4 P°edzpracování
P°edzpracováním (Preprocessing) za£íná kaºdé snaºení v oblasti dolování z textu. Tato sekce
popisuje, jakým zp·sobem bylo zacházeno se vstupním textem, aby mohl být po p°íprav¥
pouºit pro výpo£et jednotlivých metod popsaných v kapitole 3 Metody pro extrakci pojm·.
4.4.1 P°evod na holý text
Vzhledem k tomu, ºe vstupní data byla ﬁrmou Allium dodána ve form¥ dokument· ve
formátu Microsoft Oﬃce Word, je t°eba je nejprve p°evést na holý text. K tomuto ú£elu je
moºné najít na internetu mnoho jednoduchých nástroj·.
Dokumenty byly dvou formát·7 - Word 2003 a Oﬃce Open XML. Nakonec tedy byly
pouºity nástroje dva: catdoc8 a docx2txt9.
4.4.2 Rozklad textu
Rozklad textu (Tokenization) odpovídá p°i dolování z textu d¥lení n¥jaké vstupní posloup-
nosti znak· na slova (Token). Slovo je ned¥litelná posloupnost znak· nesoucí informaci.
V na²em p°ípad¥ m·ºeme tato slova povaºovat za výrazy. Deﬁnice výraz· je uvedena vý²e
v kapitole 2.2.3.
Za vstupní posloupnost znak· v tomto projektu povaºujeme textové soubory bez formá-
tování, tedy takzvaný plaintext. A£koliv jsou dokumenty opro²t¥ny od formátování v podob¥
tu£ného textu, odsazení a podobn¥, stále jim z·stává formát v podob¥ strukturování text·
do odstavc· a dále do v¥t. Této skute£nosti vyuºijeme p°i rozkladu vstupu.
Za£neme tím, ºe soubory na£ítáme po °ádcích, které v dokumentech reprezentují odstavce.
Pokud se podíváme na obsah vstupních soubor·, zjistíme, ºe obsahují spoustu pro nás
nevhodných znak·. Tyto znaky vznikly bu¤ p°i vytvá°ení dokumentu, pak se jedná o v²eli-
jaká interpunk£ní znaménka, £íslice a tak podobn¥, nebo byly do dokumentu vloºeny p°i
p°evodu z formátu Microsoft Word. V tomto p°ípad¥ zde nalézáme r·zné náhodné znaky
vzniklé chybami v p°evodních aplikacích.
Pro odstran¥ní t¥chto znak· pouºijeme jiº zmí¬ované regulární výrazy. Moºné jsou dva
p°ístupy:
• deﬁnovat v²echny nevhodné znaky a ty pak vylou£it,
• deﬁnovat v²echny vhodné znaky a v²echny ostatní vylou£it.
V tomto projektu je aplikován druhý p°ístup. Vzhledem k nedokonalosti odstran¥ní
formátování nevíme, které v²echny znaky se v dokumentech mohou skute£n¥ vyskytnout.
Jednoduchý regulární výraz, kterým ponecháme ve vstupním °et¥zci v²echna písmena (v£etn¥
diakritiky) a znak te£ky, m·ºe vypadat jako ukázka 1.
Tento °ádek je p°ímo p°íkazem Perlu a byl vy¬at z vývojové verze aplikace. Provedeme
jím nahrazení v²ech znak·, mimo vyjmenované, za mezeru. P°epína£ g na konci nám zaru£í,
ºe znaky budou nahrazeny v celém °et¥zci obsaºeném v prom¥nné $line.
7Dal²í informaceje moºné získat z odkazu http://en.wikipedia.org/wiki/Microsoft_Word#File_
formats
8Dal²í informace je moºné získat z odkazu http://vitus.wagner.pp.ru/software/catdoc/
9Dal²í informace je moºné získat z odkazu http://docx2txt.sourceforge.net/
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\$line =~ s/[^a-zA-Z-áä£¤é¥ëí¬ôóö¯°²´ú·üýºÁÄÉËÍÓÖÔÚÜÝ.]/ /g;
Zdrojový kód 1: Regulární výraz pro odstran¥ní nevhodných znak· z dokumentu.
Dal²ím krokem je rozd¥lení získaného °et¥zce podle mezer na slova. Oba pouºité pro-
gramovací jazyky k tomuto ú£elu nabízí metodu (funkci) split, která dovede rozd¥lovat
°et¥zce podle znaku, skupiny znak· i podle regulárních výraz·. Protoºe jsme mnoho znak·
nahradili mezerami, je pravd¥podobné, ºe nám vznikly posloupnosti n¥kolika mezer. Aby-
chom se zbavili t¥chto posloupností, pouºijeme p°i rozd¥lení jednoduchý regulární výraz
/[ ]+/, který nám zaru£í, ºe se v²echny mezery, jdoucí bezprost°edn¥ za sebou, slou£í do
jedné.
Jist¥ si dovedeme p°edstavit, ºe text bude plný p°edloºek a spojek. Ty v²ak mají v pod-
stat¥ nulovou informa£ní hodnotu. Abychom se jimi nemuseli zabývat p°i dal²ím zpracování,
vylou£íme je jiº v této fázi. V¥t²ina t¥chto v¥tných £len· je dlouhá jeden aº dva znaky. Proto
se zbavíme v²ech slov krat²ích neº t°i znaky. Musíme si ale dát pozor, abychom nevylou£ili
i znak te£ky  pot°ebujeme jej k detekci konce v¥ty.
Pro£i²t¥ná slova bychom mohli rovnou uloºit do databáze a dále zpracovávat. Bohuºel
v²ak pracujeme s £eským jazykem, který je velice bohatý na zm¥ny tvaru slova. Pak by nám
stejné slovo v r·zných tvarech (faktury a faktura) zkreslovalo výsledky. S °e²ením tohoto
problému nám m·ºe pomoci lemmatizace.
4.4.3 Lemmatizace prakticky
Co je a jak funguje lemmatizace bylo jiº vysv¥tleno v sekci 2.4. Nyní se poj¤me podívat na
tuto techniku prakticky. K lemmatizaci vyuºíváme nástroj Free Morphology, který je voln¥
dostupný na webu10. Je implementován v jazyce Perl a dovede b¥ºet jako server, který
naslouchá na deﬁnovaném portu. Moºnosti spustit lemmatizátor jako server bylo vyuºito
i v tomto projektu.
Server je spou²t¥n p°ímo z aplikace a následn¥ je s ním navázána komunikace pomocí
socket·. Práce s lemmatizátorem je obecn¥ jednoduchá. Problém, na který pravd¥podobn¥
v¥t²ina uºivatel·, kte°í se Free Morphology rozhodnou vyuºít, v dne²ní dob¥ narazí, je
kódování vyºadované aplikací. Ve²keré vstupní texty zpracovávané v tomto projektu jsou
v kódování UTF-8. Stejn¥ tak toto kódování vyuºívá aplikace vyvíjená pro tento projekt
(a´ uº máme na mysli aplikaci v Perlu nebo C#). Aplikace Free Morphology je ov²em
schopna pracovat pouze s kódováním ISO-8859-2 a Windows-1250. e²ením je v p°ípad¥
Perlu socketu nastavit binární mód komunikace s kódováním ISO-8859-2. Provést je to
moºné p°íkazem 2.
binmode SOCK, ":encoding(iso-8859-2)";
Zdrojový kód 2: Nastavení kódování socketu v Perlu
V p°ípad¥ implementace v C# je t°eba pro zm¥nu kódování více °ádk·, av²ak jedná se
stále o velmi jednoduchou záleºitost. V p°evodu nám pom·ºe t°ída Text.Encoding, která
obsahuje statickou metodu Convert. Ta p°ijímá jako parametry vstupní a výstupní kódování
a text ve form¥ °et¥zce (String). Návratová hodnota je pak pole bajt· (byte[]), které jsme
schopni odeslat do otev°eného socketu.
10Free Morphology  http://ufal.mff.cuni.cz/pdt/Morphology_and_Tagging/Morphology/
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4.4.4 Slovník lemmatizátoru
Lemmatizátor vyuºívá ke svému b¥hu slovník. V n¥m jsou podstatná a p°ídavná jména
deﬁnována ko°eny slov a p°íponami, které se se slovem mohou pojit. P°ípony jsou rozd¥leny
do skupin, ke kterým jsou p°ipojeny i ko°eny slov. Dle této vazby lemmatizátor pozná,
jaké tvary slova m·ºe brát v úvahu. Pro slovesa jsou vyjmenovány konkrétní tvary slova, ze
kterých se má p°evád¥t na lemma. V kaºdém záznamu je samoz°ejm¥ zadáno také výsledné
lemma.
Uve¤me si nyní p°íklad záznam· (ukázka 3), které m·ºeme ve slovníku najít. Zápis se

















Zdrojový kód 3: Slovník pro lemmatizátoru Free Morphology
Vidíme, ºe kaºdý záznam je rozd¥len na n¥kolik sloupc·. První sloupec udává, zda se
jedná o ko°en (R; root) nebo koncovku (E; ending). Druhý sloupec (zn9e) ur£uje skupinu
koncovek. Odtud se záznamy pro koncovku a ko°en li²í. Pro záznam R následuje samotný
ko°en slova, dále lemma, dva ²títky, které nevyuºíváme, a ozna£ení, o jaký slovní druh se
jedná. U slovních druh· nás zajímají podstatná jména (N; noun) a slovesa (V; verb). Dal²í
sloupce jsou pro nás nevýznamné.
Pro záznam typu E následuje po zkratce preﬁx pro negaci a pro stup¬ování, za kterým uº
najdeme samotnou koncovku (p°íponu). Poslední sloupce pak obsahují informace o pádech,
ve kterých se koncovka vyskytuje.
4.4.5 Výstup lemmatizátoru
Jak uº bylo °e£eno, komunikace probíhá pomocí socket·. Nejprve je nutné ohlásit se serveru
(lemmatizátoru) pomocí kódu a uºivatelského jména (jakýkoliv °et¥zec, který se zobrazí
v výpisu lemmatizátoru).
Jak vidíme v ukázce 4, lemmatizátoru p°edáváme °et¥zec s kódem 8b01 a loginem
ukon£ený novým °ádkem. Celý °et¥zec je p°eveden do kódování iso-8859-2.
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socket.Send(ToIso("8b01 tm\n"));
Zdrojový kód 4: P°ihlá²ení do lemmatizátoru
Následuje odeslání samotných lemmatizovaných dat, které musí být uvozeny kódem
0f3b. Poté £ekáme na odezvu serveru. Server nám vrátí odpov¥¤ v podob¥ jako v ukázce 5,
která znázor¬uje lemmatizovanou v¥tu Ostatní pole jsou vypln¥na dle £ísla Karty zákazníka.











Zdrojový kód 5: Výstup lemmatizátoru pro v¥tu Ostatní pole jsou vypln¥na dle £ísla Karty
zákazníka.
Ve výstupu lemmatizátoru vidíme, ºe v prvním sloupci je námi vloºené slovo (nap°íklad
jsou). Ve druhém sloupci je návrh lemmatu (být) a za ním je uveden slovní druh (VB 
sloveso). Pokud Free Morphology slovo nerozezná, v posledním sloupci se místo slovního
druhu objeví znak X. Vzhledem k tomu, ºe hledáme pojmy do slovníku, kterým se v zá-
kladu snaºíme popsat procesy a dokumenty, m·ºeme si ze v²ech slov dovolit ponechat jen
podstatná jména, slovesa a výrazy ozna£ené symbolem X.
Z výstupu 5 také vidíme, ºe lemmatizátor n¥kdy nedovede deterministicky rozhodnout,
jaké lemma vyuºít. V²imnout si toho m·ºeme nap°íklad u slova pole, pro které se objevily
návrhy Polo a pole. Problém u této nejasnosti spo£ívá v tom, ºe ani my nejsme schopni
automaticky rozhodnout, který návrh je správný. Regulární výraz, který výstup lemmatizá-
toru zpracovává, je nastaven tak, aby vºdy vybral poslední navrºené slovo. V p°ípad¥ pole
to bude správn¥, v p°ípad¥ slova dle bude tato volba ²patná.
e²ením by bylo nechat uºivatele vybrat v p°ípad¥ nejasností. Tím bychom ov²em zna£n¥
prodlouºili zpracování dokument· a také bychom vytíºili jeden lidský zdroj ﬁrmy. Pro tuto
chvíli se tedy smí°íme s tím, ºe n¥která slova nebudou odpovídat svému skute£nému vý-
znamu. Abychom alespo¬ trochu napravili tento nedostatek, ukládáme do databáze i p·vodní
tvar slova, který pak v aplikaci m·ºeme v ur£itém pohledu zobrazit.
4.5 Uchování dat
Vý²e v sekci 4.3.2 jsme si p°edstavili databázový systém MSSQL a uvedli n¥které d·vody,
pro£ byl v této práci pouºit. Nyní si °ekneme, jak jsou data v databázi strukturována a co
jednotlivé entity p°edstavují.
Za£n¥me pohledem na databázové schéma. To bylo automaticky vygenerováno v aplikaci
Microsoft SQL Server Management Studio a m·ºete jej vid¥t na obrázku 4.1.
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Obrázek 4.1: Databázové schéma
Zpracované dokumenty jsou postupn¥ ukládány do databáze taky, abychom m¥li po-
drobný p°ehled o tom, do kterého dokumentu, odstavce a v¥ty výraz pat°il. Tuto struk-
turu zastupují tabulky Document (dokumenty), Line (odstavce), Sentence (v¥ty) a Term
(výrazy). Z tabulky Term bychom tedy byli schopni zp¥tn¥ sloºit p·vodní dokument (sa-
moz°ejm¥ nebyl by kompletní, chyb¥la by nap°íklad p°ídavná jména, sloveso být a dal²í
slova a slovní druhy). V této tabulce uchováváme jak lemmatizovaný tvar výrazu, tak jeho
p·vodní tvar. Ten m·ºe poslouºit k tomu, abychom se mohli podívat (alespo¬ zhruba) na
p·vodní zn¥ní v¥t, ve kterých se zkoumaný výraz vyskytuje.
Tabulka Coocurence p°edstavuje matici spole£ných výskyt· jednotlivých výraz·. Jak
jsme vysv¥tlili vý²e (sekce 3.1.1), zajímají nás spole£né výskyty na úrovni v¥t. Tabulka
samoz°ejm¥ není tvo°ena jako skute£ná matice, ale data jsou v ní uchována v podob¥ dvou
spolu se vyskytujících výraz· a po£tu jejich spole£ných výskyt·.
Velmi d·leºitou entitu p°edstavuje tabulka FrequentTerms. Plní se p°i provád¥ní frek-
ven£ní analýzy (sekce 3.1). Obsahuje tedy jednotlivé výrazy a k nim náleºící po£et výskyt·
v dokumentu. Tato tabulka se v²ak vyuºívá jako vstup dal²ích pouºitých metod pro zji²t¥ní
d·leºitých pojm·, ale také pro zobrazování výraz· v rozhraní aplikace. Krom¥ výstupu frek-
ven£ní analýzy obsahuje také data reprezentující výsledky výpo£tu chí kvadrátu (sekce 3.2)
a metody TFIDF (sekce 3.3)
Poslední tabulka, kterou v diagramu 4.1 nalezneme, nese název TopFrequentTerms. Tato
tabulka slouºí k uchování 30 % nej£ast¥ji se vyskytujících výraz· z kaºdého dokumentu.
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Tyto výrazy následn¥ slouºí jako mnoºina G (rovnice 3.2) p°i výpo£tu chí kvadrátu.
4.6 Návrh aplikace
Aplikace se skládá ze t°í vrstev. Nejspodn¥j²í vrstvou jsou datové moduly, které navazují
spojení s databází a starají se ukládání a £tení dat. Nad nimi se nachází moduly zpracováva-
jící vstupní data, provád¥jící v²echny deﬁnované analýzy a p°ipravující data pro zobrazení.
Nejvy²²í, vrstvou je pak graﬁcké uºivatelské rozhraní.
Nejprve se podívejme na analytické moduly. Je jich ²est a pro zjednodu²ení mezi n¥
budeme po£ítat také t°ídu FileParser, která se stará o na£ítání a zpracování vstupních
dat. Dal²í moduly p°edstavují t°ídy pro frekven£ní analýzu (FrequencyAnalysis), výpo£et
spole£ných výskyt· výraz· (CoocurenceAnalysis), stanovení chí kvadrátu (X2Analysis),
výpo£et hodnoty TFIDF (TfIdfAnalysis) a nakonec pro analýzu vztah· mezi výrazy po-
mocí asocia£ních pravidel (AssociationAnalysis. Provázání jednotlivých modul· a prvk·
rozhraní znázor¬uje diagram t°íd 4.2.
Obrázek 4.2: Diagram t°íd
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4.6.1 Zpracování vstupních soubor·
Analytický modul
T°ída FileParser, jak uº jsme °ekli, zpracovává vstupní data v podob¥ dokument· tvo°ených
£istým textem (plaintext). Pro spu²t¥ní na£ítání slouºí metoda Start. K její inicializaci je
t°eba cesta k adresá°i, ve kterém jsou soubory uloºeny. Metoda dále na£ítá kaºdý soubor
z vybraného adresá°e a £te jej po °ádcích. Jednotlivé °ádky pro£istí a rozd¥lí na v¥ty (viz
4.4.3). Jednotlivé v¥ty jsou pak p°edávány lemmatizátoru Free Morphology.
Ten je napsaný v Perlu, a tak je nutné jej spustit jako nový proces. Poslouºí k tomu t°ída
Process11 ze jmenného prostoru System.Diagnostics. Nespou²tíme p°ímo aplikaci Free
Morphology, ale samotný Perl, jemuº p°edáme jako argument cestu ke skriptu a parametry
pro spu²t¥ní. Abychom m¥li vizuální kontrolu, ºe se lemmatizátor spustil bez problém·,
nastavíme nový proces tak, aby se spou²t¥l v novém okn¥ p°íkazové °ádky (pomocí vlastností
UseShellExecute, WindowStyle a CreateNoWindow).
S nov¥ vytvo°eným procesem se spojíme pomocí socketu. Jak probíhá samotná komu-
nikace, bylo popsáno v £ásti 4.4.3. Doplníme, ºe server (lemmatizátor) nedovede udrºet
otev°ené spojení. Po kaºdém úsp¥²ném odeslání zpracovaných dat uzav°e spojený socket.
Je tedy nutné se serverem pokaºdé ustavit nové spojení.
Datový modul
Datový modul p°idruºený k této £ásti aplikace zárove¬ slouºí jako bázová t°ída pro dal²í
moduly. Obsahuje základní databázové operace pro vkládání na£tených dat (vloºení doku-
mentu, v¥ty, výrazu) a také pro jejich získávání z databáze.
Výpo£et frekven£ní analýzy
Analytický modul
Tento modul, reprezentovaný stejnojmennou t°ídou, slouºí k úvodnímu zpracování dat v po-
dob¥ frekven£ní analýzy. Také má za úkol p°ípravu dat pro zobrazení jejích výsledk·.
V¥t²inu výpo£t· obstará p°ímo datový modul frekven£ní analýzy. Zde dochází pouze
k na£tení strukturovaných dat z databáze (dokumenty a k nim jednotlivé výrazy), a poté
volání metod datového modulu. Dochází zde také k pln¥ní tabulky TopFrequentTerms, jejíº
ú£el byl popsán v sekci 4.5. Kopírujeme do ní t°icet procent nej£ast¥ji se vyskytujících výraz·
z kaºdého dokumentu.
Druhým ú£elem tohoto modulu je p°íprava datového zdroje (DataSource) pro datovou
m°íºku (DataGrid).
Datový modul
Datový modul frekven£ní analýzy obsahuje metodu, která p°ímo umoº¬uje výpo£et frekvence
pro daný výraz. Také umoºní kontrolu, zda je jiº daný výraz pro dokument v tabulkách
FrequentTerms a TopFrequentTerms.
Dále tento modul nabízí metody pro na£tení výraz· z tabulky FrequentTerms, a to jak
pro kaºdý dokument, tak agregovan¥ pro celou kolekci.
11Dal²í informace dostupné z http://msdn.microsoft.com/en-us/library/system.diagnostics.
process.aspx
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4.6.2 Analýza spole£ných výskyt·
Analytický modul
Jednotlivé moduly byly navrºeny tak, aby v¥t²inu výpo£t· obstarávaly databázové operace.
Proto i modul CoocurenceAnalysis má pom¥rn¥ jednoduchou práci v podob¥ volání metod
svého datového modulu pro výpo£et po£tu spole£ných výskyt· jednotlivých výraz·.
Dále p°ipravuje data pro zobrazení ve dvou pomocných pohledech. Prvním je dialog
spole£ných výskyt· (4.9) a druhým je okno, zobrazující na základ¥ vybraných výraz· p°i-
bliºnou podobu p·vodních v¥t v dokumentu (sekce 4.10).
Datový modul
Op¥t zde najdeme metodu zaji²´ující pln¥ní tabulky (tentokrát Coocurence). Stejn¥ jako
v p°edchozím p°ípad¥ probíhá kontrola existence záznamu. Rozdíle je v tom, ºe zde je t°eba
kontrolovat podle dvou výraz· a dokumentu. Modul nabídne standardní metodu pro na£tení
dat, která vrací v modelu CoocurentTermModel.
Protoºe analytický modul pomáhá p°i zobrazování v¥t, které obsahují spolu se vyskytu-
jící slova, datový modul umoºní na£tení t¥chto v¥t. Proces je rozd¥len na dv¥ £ásti. Nejprve
získáme seznam v²ech v¥t, ve kterých se výrazy vyskytují, a následn¥ na£ítáme samotné
v¥ty.
4.6.3 Výpo£et chí kvadrátu
Analytický modul
Tento modul obsahuje pouze dv¥ metody. Ty slouºí k analýze výraz· uloºených v databázi.
Jedna umoº¬uje výpo£et chí kvadrátu pro jednotlivé dokumenty, druhá pak provádí výpo£et
p°es celou kolekci dokument·.
Pro tento modul je nezbytné p°ede²lé provedení výpo£t· z modul· FrequencyAnalysis
a CoocurenceAnalysis.
Datový modul
Výpo£et chí kvadrátu probíhá ve dvou fázích. Nejprve pot°ebujeme spo£ítat díl£í hodnoty
pro jednotlivé výrazy (chí kvadrát bere v úvahu spole£né výskyty). Díl£í hodnoty jsou
uloºeny do databáze k p°íslu²ejícím spole£ným výskyt·m a suma je pak uloºena k výrazu,
pro který je analýza provád¥na.
Samoz°ejmostí jsou metody pro na£tení dat z databáze, které umoºní získat data pro
jednotlivé dokumenty i pro celou kolekci.
4.6.4 Výpo£et TFIDF
Analytický modul
Koncepce tohoto modulu je podobná jako u p°edchozích. Mimo výpo£tu hodnoty TFIDF
p°es v²echny dokumenty a výrazy v nich obsaºené, nabídne i p°ípravu datového zdroje pro
metodu pr·niku mnoºin popsanou v 3.4.
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Datový modul
Datový modul je zde zam¥°en p°eváºn¥ na získávání dat z databáze. Výpo£et TFIDF si
ºádá znalost celkového po£tu dokument·, po£tu výraz· v dokumentech a dal²ích informací.
Na druhou stranu zadání výsledku do databáze zde obná²í jeden aktualiza£ní dotaz. Dále
zde také najdeme metody pro na£tení mnoºin k vytvo°ení pr·niku metod TFIDF a chí
kvadrát.
Dotazy, které se zde (i v dal²ích datových modulech) pouºívají, jsou zdvojeny. Existuje
vºdy verze, která pracuje nad jedním dokumentem, ale také verze, která získává pot°ebná
data z celé kolekce výraz·. Ve druhém p°ípad¥ je pak nutné správn¥ volit agrega£ní funkce
a p°ípadn¥ data normalizovat po£tem dokument· v kolekci.
4.6.5 Analýza asocia£ních pravidel
Analytický modul
Tento modul p°ipravuje data pro zobrazení vztah· mezi vybranými výrazy. Pravidla tvo°íme
ve tvaru X → Y , kde bu¤ X nebo Y m·ºe být víceprvková mnoºina. Výpo£et samotný
pak probíhá tak, ºe pro jednotlivé prvky mnoºiny na£teme identiﬁkátory v¥t, ve kterých
se vyskytují. Nad nimi provedeme operaci pr·niku. Výsledkem je sada v¥t, ve kterých se
vyskytují v²echny prvky mnoºiny. Následn¥ procházíme v²echny ostatní výrazy a zji²´ujeme
identiﬁkátory v¥t, ve kterých se objevily. Takto získáme dva seznamy  seznam v¥t pro
mnoºinu X a seznam v¥t pro mnoºinu Y .
Dle vzorc· v £ásti 3.5 pak ze získaných seznam· spo£ítáme hodnoty pro support a con-
ﬁdence. Získanými hodnotami je pak napln¥n datový zdroj pro formulá°.
Datový modul
Datový modul obsahuje jedinou metodu, která slouºí k získání identiﬁkátor· v¥t pro daný
výraz a dokument. Zbylé metody pouºité v analytickém modulu náleºí bázovému datovému
modulu.
4.7 Rozhraní aplikace
Rozhraní aplikace, které m·ºeme vid¥t na obrázku 4.3, je rozd¥leno na n¥kolik £ástí. Kaºdá
£ást reprezentuje jednu fázi p°i transformaci obsáhlých textových dokument· na podstatn¥
zestru£n¥ný a se°azený vý£et pojm·, se kterým je pak moºné pracovat p°i tvorb¥ slovníku.
Nejprve je t°eba vybrat vstupy aplikace (4.7.1 Panel Vstup), po £emº následuje výb¥r
provád¥ných akcí (4.7.2 Panel Akce). Odtud se vrátíme zp¥t do prvního panelu, kde akce
spustíme. Jakmile jsou dokon£eny, upravíme a vybereme zobrazení výsledk· (4.7.3 Panel
Zobrazení), které si pak prohlédneme v posledním panelu (4.7.4 Panel Výsledky). Odtud se
m·ºeme dostat je²t¥ do n¥kolika uºite£ných oken (4.7.5 Okno Spole£ný výskyt, 4.7.6 Okno
Asociace).
4.7.1 Panel Vstup
Po prvním spu²t¥ní aplikace (s prázdnou databází) je t°eba na£íst vstupní data. T¥mi
jsou v na²em p°ípad¥ textové dokumenty. Na obrázku 4.4 vidíme dv¥ textová pole. První,
opat°ené tla£ítkem Vstup, slouºí k výb¥ru adresá°e, kde jsou vstupní dokumenty uloºeny.
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Obrázek 4.3: Hlavní okno aplikace
Adresá° nesmí obsahovat jiné soubory, jelikoº aplikace zpracovává v²echny poloºky, které
jsou v n¥m nalezeny.
Druhé pole slouºí k zadání cesty k souboru obsahujícímu takzvané Stopwords. Jedná se
o slova, která mají být ze zpracování rovnou vy°azena. K výb¥ru souboru je moºné vyuºít
výb¥rový dialog, který zobrazíme kliknutím na tla£ítko vedle textového pole.
Hodnoty obou polí jsou okamºit¥ po výb¥ru ukládány do nastavení aplikace, aby nebylo
nutné je p°i dal²ím spu²t¥ní znovu zadávat.
Tla£ítko Start spustí provád¥ní operací vybraných v panelu 4.7.2. Po kliknutí je tla£ítko
deaktivováno. Jelikoº se výpo£ty spou²tí na pozadí, mohlo by se stát, ºe uºivatel klikne na
tla£ítko znovu a bude vytvo°eno nové vlákno a výpo£ty spu²t¥ny podruhé.
4.7.2 Panel Akce
Panel akce je vyobrazen na snímku obrazovky 4.5 a sestává ze sedmi za²krtávacích polí£ek
a tla£ítka export. Jednotlivá polí£ka zastupují implementované metody analýzy. Pokud tedy
chceme n¥který krok analýzy provést, musíme p°ed stiskem tla£ítka Start toto polí£ko za-
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Obrázek 4.4: Panel se vstupními daty a ovládacími prvky spu²t¥ní
²krtnout. Jednotlivé metody analýzy na sebe navazují, a tak je t°eba v¥d¥t, které uº jsou
hotové a které nikoliv. Pokud bychom se nap°íklad pokusili provést výpo£et chí kvadrátu
d°íve neº nalezení spole£ných výskyt·, výsledek by ur£it¥ neodpovídal na²im p°edstavám 
v²echny hodnoty by byly nulové.
Za²krtávací polí£ka se po dokon£ení jednotlivých analýz odzna£ují, takºe uºivatel má
p°ehled, kolik práce aplikaci je²t¥ zbývá. S tím také souvisí to, ºe b¥hem výpo£tu kaºdé
metody, je ve stavovém °ádku aplikace (ve spodní £ásti okna) zobrazován aktuální stav ve
form¥ po£tu zpracovaných soubor· a po£tu zpracovaných výraz· z aktuálního dokumentu.
Pouze v p°ípad¥ akce Na£íst soubory je tomu jinak, jelikoº zde není moºné dop°edu °íci,
kolik výraz· se bude zpracovávat.
Tla£ítko Exportovat zobrazená data slouºí k extrahování dat z databáze. O tom, jak
funguje, se do£teme v sekci 4.8.
Obrázek 4.5: Panel s nastavením akcí
4.7.3 Panel Zobrazení
Panel, který m·ºeme vid¥t na obrázku 4.6, slouºí k ovládání zobrazovaných hodnot. Nejd·le-
ºit¥j²ím prvkem je rozevírací seznam, který obsahuje v²echny dokumenty uloºené v databázi.
Zobrazuje jejich názvy, coº umoº¬uje jejich snadné dohledání nap°íklad na disku. Ukázku,
jak m·ºe obsah rozbaleného seznamu vypadat, vidíme na obrázku 4.7.
První poloºka seznamu je ozna£ená jako V²e a slouºí ke zobrazení celé kolekce výraz·
z databáze. V tomto p°ípad¥ je za identiﬁkátor dokumentu dosazena hodnota −1, která
z hlediska implementace dává najevo, ºe nemáme na dokumenty brát z°etel.
Dal²ím prvkem tohoto panelu je rozevírací seznam s popisem Zobrazit. Ten má za úkol
ﬁltrovat zobrazovaná data podle hodnoty databázového pole Selected. To se m¥ní na zá-
klad¥ ozna£ení výraz· v datové m°íºce s výsledky (obrázek 4.8).
Obrázek 4.6: Panel s nastavením zobrazení
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Textové pole Limit je platné pouze pro záloºku TFIDF (obrázek 4.8), kde deﬁnuje
velikost mnoºin vstupujících do mnoºinové operace pr·niku.
Tla£ítko Na£íst znovu slouºí k aktualizaci zobrazených výsledk· (nap°íklad pokud zm¥-
níme Limit). Tla£ítka Zobrazit asociace a Zobrazit inverzní asociace slouºí k vyvolání for-
mulá°e popsaného v sekci 4.7.6.
Obrázek 4.7: Panel s nastavením zobrazení a rozbaleným výb¥rem dokument·
4.7.4 Panel Výsledky
Panel Výsledky (obrázek 4.8) sestává ze dvou záloºek obsahujících datové m°íºky. První
záloºka nazvaná Frequent Terms zobrazuje data p°ímo ze stejnojmenné tabulky. Pokud
je vybrán konkrétní dokument, jsou data do m°íºky dosazena z databáze v syrovém stavu,
tedy bez jakýchkoliv úprav. V p°ípad¥ výb¥ru celé kolekce jsou pak data zpracována r·znými
agrega£ními funkcemi.
Druhá záloºka slouºí výhradn¥ ke zobrazení výsledk· pr·niku metod chí kvadrát a TF
IDF. P°íslu²í k ní je²t¥ d·leºité textové pole Limit popsané v p°ede²lé sekci 4.7.3.
Ob¥ m°íºky je moºné °adit podle v²ech sloupc· vzestupn¥ i sestupn¥.
Obrázek 4.8: Panel se zobrazením výsledk·
Datové m°íºky ale slouºí krom¥ zobrazení dat i jako dal²í ovládací prvky. Celkov¥ nyní
popí²eme t°i zp·soby, jak je dále vyuºít.
Prvním ovládacím prvkem, který byl nazna£en jiº v p°ede²lé kapitole, je za²krtávací pole
ve sloupci Vybráno. Slouºí k ozna£ení výrazu, který se následn¥ podbarví zelenou barvou.
Uºivatel si pak m·ºe zobrazit pouze ozna£ené, pouze neozna£ené, nebo v²echny výrazy.
Zamý²lené vyuºití je takové, ºe vybrány budou prvky pat°ící do slovníku. Pokud si pak
uºivatel zobrazí jen ozna£ené výrazy, m·ºe slovník snadno získat z aplikace pomocí tla£ítka
Export. Zobrazení nevybraných výraz· m·ºe být vhodné pro zvý²ení p°ehlednosti p°i výb¥ru
pojm· do slovníku.
Dal²í ovládací prvek uºivatel získává v podob¥ dvojkliku na bu¬ku datové m°íºky. Po
vyvolání této události je zji²t¥n výraz v aktivovaném °ádku a je pro n¥j vytvo°eno okno
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zobrazující spole£né výskyty vybraného výrazu a v²ech ostatních. Toto okno a datová m°íºka
v n¥m obsaºená je popsána v £ásti 4.7.5.
Poslední moºnost, jak m·ºe uºivatel m°íºku vyuºít, je ozna£ení jednoho nebo více °ádk·
(kliknutím na nejlev¥j²í  ²edý  sloupec) a následné zobrazení okna asocia£ních pravidel
(sekce 4.7.6) pomocí tla£ítek v panelu Zobrazení (sekce 4.7.3).
4.7.5 Okno Spole£ný výskyt
Snímek okna na obrázku 4.9 ukazuje, jakým zp·sobem m·ºe uºivatel odhalit výrazy, které
se s jiným vybraným výrazem nej£ast¥ji vyskytují. Vidíme, ºe datová m°íºka obsahuje ana-
lyzovaný výraz, s ním spole£n¥ se vyskytující výraz, celkový po£et spole£ných výskyt· a chí
kvadrát, který byl uloºen pro tyto dva výrazy jako mezivýsledek p°i provád¥ní analýzy.
Obrázek 4.9: Okno se zobrazením spole£ných výskyt· výraz·
To, zda jsou zobrazena data pro celou kolekci dokument·, nebo jen pro konkrétní doku-
ment, uºivatel volí v panelu Zobrazení (sekce 4.7.3.
I v tomto okn¥ a této datové m°íºce dostává uºivatel moºnost ozna£ovat výrazy jako
vybrané pomocí za²krtávacího pole. Výb¥r platí pro výraz ve druhém sloupci m°íºky.
Pomocí výb¥ru °ádk·, který je popsán v sekci 4.7.4, a dvou tla£ítek v horní £ásti okna
m·ºe uºivatel zobrazit okno pro analýzu asocia£ních pravidel mezi výrazy (sekce 4.7.6).
Pokud p°ipomeneme, ºe máme pravidla ve tvaru X → Y , pak budou v p°ípad¥ tla£ítka
Zobrazit asociace vybrané výrazy za°azeny do mnoºiny X. P°i stisku druhého tla£ítka budou
za°azeny do mnoºiny Y .
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Okno spole£ných výskyt· vyvoláme z panelu Výsledky dvojklikem na bu¬ku m°íºky.
Stejný postup m·ºeme vyuºít i p°ímo v tomto okn¥. Získáme v²ak jiný formulá°. Zobrazené
okno bude obsahovat v²echny v¥ty, ve kterých se vyskytují výrazy leºící v °ádku, na který
uºivatel klikl.
Obrázek 4.10: Okno se zobrazením v¥t
Okno m·ºeme vid¥t na obrázku 4.10. V²imn¥me si, ºe ve v¥tách nejsou lemmatizované
výrazy, ale p·vodní slova tak, jak se vyskytla v dokumentu. Také vidíme, ºe v¥ty nejsou
kompletní, jelikoº se z dokument· snaºíme vybírat pouze slovesa a podstatná jména. Pro
p°edstavu o kontextu, ve kterém se výrazy spole£n¥ objevují, by ale i toto m¥lo být pln¥
dosta£ující.
4.7.6 Okno Asociace
Obrázek 4.11 znázor¬uje okno, které obsahuje datovou m°íºku pro zobrazení zji²t¥ných
asocia£ních pravidel. Ta jsou po£ítána dle popisu v sekci 3.5 a ukazují procentuální vyjád°ení
závislosti výskytu jedné mnoºiny výraz· na jiné mnoºin¥ výraz·.







Obrázek 4.11: Okno se zobrazením asocia£ních pravidel
Sloupec Asociace znázor¬uje asocia£ní pravidlo. V závislosti na tom, zda bylo okno
vyvoláno pomocí tla£ítka Zobrazit asociace, nebo Zobrazit inverzní asociace, po£ítáme pra-
vidlo bu¤ dop°edn¥, nebo zp¥tn¥. V p°ípad¥ dop°edného výpo£tu je základní mnoºina na
levé stran¥ pravidla. Ta se skládá z výraz· vybraných uºivatelem. Pravou stranu pravidla
pak tvo°í výrazy vyskytující se s t¥mi na levé stran¥. V tomto p°ípad¥ zkoumáme závislost
v²ech výraz· v databázi na mnoºin¥ vybraných slov.
Obrázek 4.12: Okno se zobrazením asocia£ních pravidel  mnoºina X obsahuje více prvk·
Inverzní zobrazení pak výrazy vybrané uºivatelem p°esouvá na pravou stranu pravidla
a m·ºeme tak zkoumat, jak ony samy závisí na ostatních výrazech v databázi.
Sloupce Support a Conﬁdence zastupují vypo£ítané hodnoty. Hodnota Support vyjad°uje
procento spole£ných výskyt· v²ech výraz· v pravidle. Conﬁdence pak udává procentuální
zastoupení spole£ných výskyt· mnoºiny na pravé stran¥ pravidla s mnoºinou na levé stran¥
vzhledem k celkovému po£tu výskyt· mnoºiny vpravo.
Sloupec Vybráno obsahuje za²krtávací pole umoº¬ující ozna£ení výrazu na pravé nebo
levé stran¥. To, který výraz ozna£ujeme je op¥t dáno tla£ítkem, kterým jsme okno otev°eli.
V p°ípad¥ inverzních asocia£ních pravidel ozna£ujeme výraz vlevo, jinak výraz vpravo.
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Obrázek 4.13: Okno se zobrazením inverzních asocia£ních pravidel
Poslední sloupec nabízí tla£ítko pro zobrazení v¥t, ve kterých se vyskytují v²echny výrazy
obsaºené v asocia£ním pravidle. Jak vypadá okno, které se po kliknutí na tla£ítko objeví,
m·ºeme vid¥t na obrázku 4.10.
Aplikace nám umoºní i roz²í°it mnoºinu výraz·, pro kterou asocia£ní pravidlo po£ítáme.
U£iníme tak dvojklikem na bu¬ku s výrazem, který chceme do výpo£tu p°idat. Následn¥ se
otev°e nové okno jiº s aktualizovanou mnoºinou a novými hodnotami. Díky tomu m·ºeme
nap°íklad srovnávat pravidla po p°idání dvou r·zných slov.
4.8 Export do CSV
V sekci 4.7.2 jsme zmínili tla£ítko slouºící k exportu dat. Export probíhá z dat aktuáln¥
zobrazených v datové m°íºce výsledk·. Výstupním formátem je CSV12, tedy Comma Sepa-
rated Values. Jedná se o univerzální formát, kde jsou hodnoty ve sloupcích odd¥leny ur£itým
znakem. Z názvu plyne, ºe p·vodním odd¥lova£em byla £árka (comma), av²ak b¥ºn¥ se
setkáváme s odd¥lova£i v podob¥ st°edníku, dvojte£ky, tabulátoru a dal²ích. V tomto pro-
jektu je moºné odd¥lova£ deﬁnovat v nastavení aplikace.
Pokud tedy chceme exportovat pouze ozna£ené výrazy, vybereme z rozevíracího seznamu
Zobrazit v panelu zobrazení (obrázek 4.6) poloºku Vybrané.
Exportují se v²echny sloupce a °ádky z datové m°íºky v tom po°adí, v jakém jsou ak-
tuáln¥ zobrazeny. Pokud tedy chceme mít v souboru výrazy se°azeny podle TFIDF, musíme
tak nejd°íve u£init v datové m°íºce kliknutím na název sloupce.
Export do CSV z jazyka C# je pom¥rn¥ jednoduchý. Ostatn¥ jedná se jen o zápis textu
do souboru. Problém ov²em nastává p°i pokusu o zobrazení výsledku nap°íklad v aplikaci
Microsoft Excel. Tato aplikace nedovede automaticky odhalit správné kódování souboru. Je
proto nutné vyuºít pro vytvo°ení souboru nap°íklad t°ídu StreamWriter13, která umoºní
nastavení výstupního kódování a zajistí, ºe se soubor bude zobrazovat správn¥.
12Dal²í informace dostupné z http://www.ietf.org/rfc/rfc4180.txt





V této kapitole zhodnotím výsledky, kterých aplikace dosáhla na datech dodaných spole£ností
Allium. Jedná se o 1064 dokument· obsahujících speciﬁkace úprav ﬁremních systém· dodá-
vaných spole£ností Allium.
Po odﬁltrování slov ze vstupních dokument· vy°azením takzvaných stopwords a velmi
krátkých slov, se po£et lemmatizovaných výraz· v databázi ustálil na £ísle 581 199. Slova
jsou p°i°azena celkem ke 183 214 v¥tám. Nejrozsáhlej²í dokument obsahuje 10 408 výraz·.
Po£et unikátních výraz· v kolekci dokument· je roven hodnot¥ 12 754.
Pokud bychom se zastavili v této fázi, vidíme, ºe uº jen samotné provedení p°edzpra-
cování v£etn¥ lemmatizace nám pomohlo zredukovat po£et výraz· v dokumentech na mén¥
neº jednu p¥ta£ty°icetinu. Ru£n¥ projít dvanáct tisíc výraz· je sice náro£né, ale jiº to není
nic nereálného.
My v²ak máme k dispozici n¥kolik analytických metod, které nám pomohou kolekci
výraz· projít efektivn¥ji. Metody samotné v²ak nedovedou vybrat výrazy do slovníku. Mohli
bychom samoz°ejm¥ °íci, ºe do slovníku pouºijeme prvních n výraz·, které vybraná metoda
vrátí. Av²ak vzhledem k tomu, ºe ºádná z nich není stoprocentní, obsahoval by slovník velké
mnoºství nevhodných výraz·.
Jednotlivé metody tedy vyuºijeme pouze k se°azení výraz· v kolekci, £ímº by se m¥ly
d·leºité výrazy dostat k za£átku seznamu.
5.1 Porovnání metod
Spole£nosti Allium byl p°edán vzorek dat v podob¥ n¥kolika r·zných seznam· výraz·. Jed-
notlivé seznamy byly vytvo°eny se°azením kolekce výraz· podle výsledk· pro kaºdou im-
plementovanou metodu. Ze se°azeného seznamu bylo vºdy exportováno 1000 nejlépe hod-
nocených výraz·. Vzorky byly vytvo°eny t¥mito metodami:
• TF  oby£ejná suma po£tu výskyt· v kaºdém dokumentu.
• NTF  po£et výskyt· výrazu je pro kaºdý dokument normalizován po£tem výraz·
v dokumentu. azení probíhá výb¥rem maximální hodnoty NTF ze v²ech dokument·
pro daný výraz.
• TFIDF  metoda inverzní frekvence pojm· v dokumentech, hodnoty jsou norma-
lizovány v rámci dokumentu i nad celou kolekcí, takºe °azení probíhá pomocí sumy
hodnot pro výrazy p°es jednotlivé dokumenty.
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• NX2  normalizovaný chí kvadrát, suma hodnot pro výraz p°es v²echny dokumenty
d¥lená po£tem dokument·.
• MAXX2  podobn¥ jako u NTF je vybírána maximální hodnota, tentokrát v²ak chí
kvadrátu, ze v²ech dokument· pro daný výraz.
• Pr·nik χ2 a TFIDF  u této metody p°edpokládáme mírn¥ rozdílné výsledky
se°azení podle TFIDF a MAXX2. Omezíme mnoºiny se°azených výsledk· pro ob¥
metody (v tomto p°ípad¥ na 1500 výraz·) a provedeme mnoºinovou operaci pr·nik.
Výsledek by pak m¥l v ideálním p°ípad¥ vykazovat v¥t²í hustotu slovníkových pojm·,
neº kaºdá metoda zvlá²´.
Tu£n¥ vysázené zkratky jednotlivých metod odpovídají názvu list· v dokumentu, ve
kterém byly p°edávány spole£nosti Allium. Dokument je ke shlédnutí na p°iloºeném CD.
Zkratky budou dále vyuºívány v textu pro ozna£ení metod.
Úkolem zástupce spole£nosti Allium bylo prohlédnout vzorky a ur£it, který by nejlépe
vyhovoval p°i odvození slovníku. Kritériem byl jednak výskyt d·leºitých pojm·, ale také
jejich po°adí. Vít¥znou metodou se stalo TFIDF (viz 3.3).
Z mé strany následoval výb¥r pojm· slovníku práv¥ ze vzorku tvo°eného výsledky
analýzy podle TFIDF. Bylo vybráno celkem 191 pojm· z celkového po£tu 1000 výraz·.
Porovnání dal²ích metod budeme provád¥t vzhledem k výsledk·m TFIDF. Budeme
tedy povaºovat TFIDF za ideální pro odvození slovníku.
Hodnocení metod bude probíhat tak, ºe provedeme operaci pr·niku nad mnoºinou
výraz· slovníku a vzorkem tisíce nejd·leºit¥j²ích výraz· podle kaºdé metody. Po£et prvk·
získané mnoºiny vyd¥líme po£tem výraz· ve slovníku a dostaneme procentuální ur£ení p°es-
nosti dané metody vzhledem k metod¥ TFIDF. Popsaný výpo£et je znázorn¥n vzorcem 5.1.
Pm =
|{V ZOREK_METODY } ∩ {SLOV NIK}|
|{SLOV NIK}| (5.1)
Dal²í srovnání jednotlivých metod provedeme pomocí £trnácti vybraných výraz·. Sedm
z nich budou slovníkové pojmy a zbylých sedm bude zastupovat výrazy, které do slovníku
nepat°í. Pro kaºdou metodu vyneseme sloupcový graf, kde vý²ka sloupce bude udávat d·leºi-
tost (váhu) výrazu vzhledem k ostatním. Ukáºeme a popí²eme graf pro kaºdou metodu a na
záv¥r p°edvedeme jeden spole£ný graf pro v²echny metody.
5.2 Porovnání se slovníkovým vzorkem
K porovnání mezi slovníkem a metodami nám poslouºí jednoduchý skript, který je k nalezení
na p°iloºeném CD. Jako vstupní data mu poslouºí CSV soubory. Skript m·ºe být spu²t¥n
následujícím p°íkazem:
./checkDict.sh /cesta/ke/slovniku.csv /cesta/k/vysledkum/metody.csv [Y|N]
První dva argumenty udávají cestu ke vstupním soubor·m. První argument slouºí pro
ur£ení souboru se slovníkem, druhý pak p°ijímá cestu k výsledk·m zkoumané metody. T°etí
nepovinný argument umoºní zobrazit bu¤ slova, která se v pr·niku vyskytují (p°epína£ Y),
nebo ta, která se vyskytují ve slovníku, ale ne ve výsledcích srovnávané metody (p°epína£




Metoda TF nám jako výsledek pr·niku nabídne mnoºinu obsahující 164 prvk·. Výsledná
hodnota podle vzorce 5.1 je tedy 0, 8586.
Pro metodu NTF, tedy normalizovanou frekven£ní analýzu, dostáváme shodných 160
pojm· ze 191. Výsledná p°esnost v·£i metod¥ TFIDF je tedy 0, 8377.
V seznamu vý²e následuje metoda TFIDF, kde nám logicky vyjde naprostá shoda, tedy
hodnota 1. Výsledky pro metodu NX2 obsahují 121 pojm· z na²eho slovníku, coº nám dává
p°esnost 0, 6335.
Pro MAXX2 získáváme se slovníkem shodu ve 148 výrazech. P°esnost vzhledem k TF
IDF pak £iní 0, 7749.
Poslední metodou, která nám zbývá, je pr·nik metod χ2 a TFIDF. Pravd¥podobn¥
z toho d·vodu, ºe sou£ástí vstupních dat této metody jsou výsledky metody TFIDF,
nám tato metoda nabízí nejlep²í výsledek ze v²ech srovnávaných. Velikost mnoºiny vzniklé
pr·nikem slovníku s výsledky této metody je 167 prvk·, coº odpovídá p°esnosti ve vý²i
0, 8743.























Obrázek 5.1: P°esnost jednotlivých metod vzhledem k TFIDF
5.3 Srovnání metod na základ¥ váhy výraz·
Z výsledk· analýzy bylo vybráno £trnáct výraz·. Sedm z nich pat°í do výsledného slovníku,
dal²ích sedm do slovníku nepat°í. Výrazy byly vybrány v podstat¥ náhodn¥. Snaha v²ak
byla, abychom nesrovnávaly výrazy, které se vyskytly ve shluku, jelikoº by pak hodnoty
byly velmi podobné. Dva výrazy byly také za°azeny naprosto ú£eln¥. Prvním je slovo °ádek,
které ve v²ech metodách vykazuje velmi vysoké hodnoty, a£koliv se nejedná o slovníkový
pojem. Druhým je slovo nefa, které naopak vykazuje hodnoty nízké, av²ak o slovníkový
pojem se jedná.
Výraz °ádek odpovídá v ERP systému, který vstupní dokumenty popisují, jednomu
záznamu. Proto se velmi £asto objevují spojení jako °ádek zboºí. Toto slovní spojení odpovídá
jednomu záznamu popisujícímu zboºí v datové m°íºce (a v databázi) systému. Tento pojem










Tabulka 5.1: Výrazy vybrané pro porovnání metod
Slovo nefa ozna£uje druh diference a podle vyjád°ení zástupce spole£nosti Allium p°isp¥l
jeho výskyt ve vzorku metody TFIDF ke zvolení práv¥ této metody jako nejlep²í.
V tabulce 5.1 je vyjmenováno v²ech £trnáct vybraných výraz·. V levém sloupci nalezneme
slovníkové pojmy, v pravém pak výrazy, které do slovníku nepat°í (v grafech jsou slovníkové
pojmy ozna£eny symbolem hv¥zdi£ky  *).
Výrazy v grafech jsou se°azeny podle váhy v metod¥ TFIDF (graf 5.2). D·vod k tomuto
kroku je ten, ºe chceme mít výrazy se°azeny ve v²ech grafech stejn¥, aby nedocházelo ke
zmatk·m. Pak se TFIDF jeví jako rozumná volba, jelikoº jsme ji vý²e zvolili za nejlep²í
metodu pro odvození slovníku.
Hodnoty, které z metod získáváme, jsou °ádov¥ rozdílné. Nap°íklad pro výraz zákazník
je hodnota TF rovna £íslu 91 a hodnota NTF je 0,03509. Pokud bychom do grafu vynesli
p°ímo tato £ísla, t¥ºko by se nám výsledky porovnávaly. Proto jsme provedli normalizaci
hodnot tím, ºe jsme výsledek pro kaºdý výraz vyd¥lili maximální hodnotou, která se pro
danou metodu v kompletní kolekci slov vyskytla. Touto operací jsme dosáhli toho, ºe v²echny
výsledky se pro kaºdou metodu vyskytují v intervalu 〈0; 1〉. Výrazy, jejichº hodnotami jsme































Obrázek 5.2: Váhy vybraných výraz· pro metodu TFIDF
Nyní jiº zb¥ºn¥ k samotným graf·m. Prvním, na který se podíváme, je graf 5.2 pro
metodu TFIDF. Výrazem s nejvy²²í hodnotou je zde slovníkový pojem zboºí. Vidíme,
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ºe nejvy²²í váhu ze vzorku zde má výraz °ádek. Nejniº²í hodnoty pak dosáhl výraz v¥ta.
Zde skute£n¥ m·ºeme °íci, ºe v¥t²ina slovníkových pojm· je blíºe po£átku grafu. Slovníkový
pojem nefa se zde propadl pom¥rn¥ hluboko. Celkov¥ se v²ak ve²el do první tisícovky výraz·






























Obrázek 5.3: Váhy vybraných výraz· pro metodu TF
V grafu 5.3, který znázor¬uje váhy výraz· pro metodu TF, se na druhé místo op¥t
dostal výraz °ádek. Slovníkový pojem nefa zde vykazuje o n¥co niº²í hodnotu neº u TF
IDF, coº zp·sobilo jeho sestup na pozici 1286 v kolekci v²ech výraz· p°i °azení podle TF. Na
druhou stranu slovníkové pojmy transfer a faktura získaly hodnotu podstatn¥ vy²²í. Pokud






























Obrázek 5.4: Váhy vybraných výraz· pro metodu NTF
V grafu 5.4 pro NTF se poprvé setkáváme s tím, ºe výraz °ádek není na prvním míst¥.
Propadl se aº na místo £tvrté. Dokonce i výraz nefa nabízí pom¥rn¥ vysokou hodnotu.
Bohuºel ani v tomto p°ípad¥ (stejn¥ jako u metody TF) se nedostal do první tisícovky
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výraz·. Pokud ale srovnáme grafy metod TF a NTF, zdá se být metoda NTF pro odvození






























Obrázek 5.5: Váhy vybraných výraz· pro metodu NX2
Metoda NX2 znázorn¥ná grafem 5.5 up°ednost¬uje výrazy s vysokou hodnotou χ2, ale
nízkým po£tem dokument· ve kterých se vyskytují. Vidíme to na (dle této metody) nejd·-
leºit¥j²ím slov¥ minusovou. Ten se vyskytuje pouze v p¥ti dokumentech. Dal²ím p°íkladem
podobného výrazu je pojem záp·j£ka, který se vyskytuje ve 43 dokumentech (z 1064). Výraz
°ádek je zde op¥t s nejvy²²í hodnotou z výb¥ru. Je tomu tak proto, ºe se sice vyskytuje asi
v polovin¥ v²ech dokument·, ale v kaºdém je povaºován za d·leºitý. Normalizovaná hodnota






























Obrázek 5.6: Váhy vybraných výraz· pro metodu MAXX2
Poslední vizualizovanou metodou je MAXX2 (graf 5.6. Prvních n¥kolik výraz· se jeví
velmi dob°e. Výraz °ádek není na prvním míst¥ a váha dal²ích výraz· klesá postupn¥, ale
ne tak prudce, jako u metody NX2. Problém ov²em shledáváme ve slovníkových pojmech
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Obrázek 5.7: Váhy vybraných výraz· pro v²echny metody
Poslední graf (5.7) je spojením p°edchozích a pouze nám ukazuje, jak si jednotlivé výrazy
stojí p°i p°ímém srovnání metod.
5.4 Srovnání metod na základ¥ odvozeného slovníku
Vý²e popsané p°ístupy ke srovnání vycházely ze znalosti p°edpokládané nejlep²í metody
pro odvození slovníku. Za tu byla dosazena metoda TFIDF. Ve²kerá dal²í porovnání
pak probíhala vzhledem k této metod¥. Nyní srovnáme jednotlivé implementované metody
naprosto nezávisle.
Prvním krokem k tomuto srovnání bylo spln¥ní cíle projektu - odvození slovníku pro
Process Inspector. Toto bylo provedeno postupem popsaným níºe v sekci 5.5.1. Byly tedy
vyuºity nejen výsledky frekven£ní analýzy, chí kvadrátu a TFIDF, ale i asocia£ní pravidla
a spole£ný výskyt výraz·.
Získali jsme slovník o rozsahu 359 pojm· z celkových více neº 12 000 výraz· v databázi.
Souhrnný graf zobrazující v²echny pouºité metody znázor¬uje obrázek 5.8.
Na ose X vidíme po£et výraz· v databázi. Osa Y pak obsahuje po£et slovníkových pojm·.
S rostoucím po£tem výraz· v databázi se zvy²uje i po£et obsaºených slovníkových pojm·.
Ideální metoda je v grafu znázorn¥na sv¥tle modrou barvou. P°edstavuje situaci, kdy se
po£et nalezených slovníkových pojm· zvy²uje o jeden s kaºdým porovnávaným výrazem. Po
dosaºení 359. pojmu jiº graf dále neroste.
Nejlep²í reálná metoda tedy bude ta, která se nejvíce p°iblíºí ideálu. Pouhým pohledem
na graf zji²´ujeme, ºe nejpodobn¥j²í pr·b¥h má metoda MAXX2. Nejh·°e pak dopadla
metoda TFIDF.
V tuto chvíli to vypadá, ºe jsme metodu TFIDF na za£átku zvolili za nejlep²í myln¥.
Situace ov²em není úpln¥ jednozna£ná. V tomto srovnání bereme v úvahu pouze to, jak
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Srovnání metod na základě nárůstu počtu slovníkových pojmů














Obrázek 5.8: Nár·st po£tu slovníkových pojm· v závislosti na po£tu prozkoumaných výraz·
rychle po£et slovníkových pojm· roste. Nebereme v²ak v potaz d·leºitost jednotlivých
výraz·. Ve skute£nosti jsou n¥které výrazy pro slovník opravdu klí£ové, zatímco jiné nám
slovník pouze zp°es¬ují.
Tento p°ípad pak m·ºe odpovídat tomu, ºe graf metody MAXX2 sice roste nejrychleji,
ale nar·stá díky výskytu práv¥ on¥ch mén¥ d·leºitých pojm·. Výsledky tohoto srovnání tak
m·ºeme brát spí²e jako doporu£ení, v jakém po°adí pouºít metody p°i hledání výraz·.
V grafu 5.9 jsou znázorn¥ny k°ivky pro pro metody TF a TFIDF. Vyplývá z n¥j, ºe
zpo£átku se ob¥ metody chovají velmi podobn¥. Napovídá tomu i vzájemná závislost, kdy
TFIDF vychází z výsledk· TF. Av²ak vzhledem k tomu, ºe TFIDF je mimo to siln¥ závislé
na po£tu soubor·, ve kterých se výraz vyskytne, grafy si odpovídají pouze u nej£ast¥ji se
vyskytujících výraz·. Rozchod metod nastává p°i p°ekro£ení 1 600 výraz·. Pro metodu TF
v nich nalézáme 235 pojm· slovníku, pro TFIDF pouze 221 pojm·. TF pak roste podstatn¥
rychleji a k hranici 350 pojm· se dostáváme jiº p°i prozkoumání 9 800 výraz·. U TFIDF
této hodnoty dosáhneme aº p°i necelých 12 000 slovech.
Zbývající t°i metody (MAXX2, NTF a NX2) jsou zobrazeny v grafu 5.10. Op¥t zde
vidíme velmi výraznou podobnost v prvním úseku grafu. K°ivky se kopírují aº do hodnoty
1 000 na ose X, kde MAXX2 dosáhne 202 pojm· slovníku a zbývající dv¥ metody skon£í
mírn¥ pod touto hodnotou. MAXX2 dále pokra£uje vzh·ru a výrazn¥j²í zpomalení nár·stu
po£tu slovníkových pojm· p°ichází aº po dosaºení 2 500 výraz·. Dal²í dv¥ metody rostou
o n¥co pomaleji, av²ak graf metody NX2 se po p°ekro£ení 6 500 výraz· za£ne op¥t postupn¥
spojovat s grafem pro MAXX2.
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Obrázek 5.9: Nár·st po£tu slovníkových pojm· pro metody TF a TFIDF
5.5 Zhodnocení experiment·
V první £ásti této kapitoly bylo provedeno srovnání implementovaných metod vzhledem
k výsledk·m metody TFIDF. TFIDF byla, na základ¥ poskytnutého vzorku dat, zás-
tupcem spole£nosti Allium vybrána jako metoda vhodná pro odvození slovníku. Nejvy²²í
p°esnost (nejshodn¥j²í výsledky) s TFIDF vykazovala metoda Pr·nik χ2 s TFIDF. Násle-
dovala metoda TF, tedy frekven£ní analýza.
Podobnost výsledk· metody TFIDF a TF m·ºeme pozorovat i ve druhé £ásti kapitoly,
která nám kaºdou metodu p°edstavila pomocí grafu.
Zajímavé výsledky poskytla t°etí £ást kapitoly, která se zabývá srovnáním metod na
základ¥ rychlosti nár·stu po£tu slovníkových pojm· v závislosti na velikosti mnoºiny zkou-
maných výraz·. Z tohoto testu vy²la nejlépe metoda MAXX2, kdyº se nejvíce p°iblíºila
popsané a znázorn¥né ideální metod¥.
Naprosto to tedy odporuje volb¥ metody TFIDF. P°i výb¥ru metody TFIDF byl v²ak
brán v úvahu nejen po£et pojm·, které se ve vzorku vyskytovaly, ale také jejich význam pro
slovník. Vidíme zde tedy rozpor mezi kvalitativním a kvantitativním p°ístupem.
Problém srovnání implementovaných metod tedy spo£ívá p°edev²ím v tom, ºe kaºdá
metoda se na dokument dívá jiným zp·sobem. Abychom mohli °íci, která metoda je nejefek-
tivn¥j²í, museli bychom stanovit n¥jaké vstupní podmínky. Takovou podmínkou by mohlo
být nap°íklad to, ºe o£ekáváme, ºe d·leºitá slova se vyskytují £ast¥ji, neº mén¥ d·leºitá.
Také bychom mohli °íci, ºe skute£n¥ d·leºité slovo je to, které se vyskytuje £asto, ov²em
pouze v n¥kolika dokumentech.
Konkrétn¥ t¥mto dv¥ma podmínkám odpovídá metoda TFIDF (viz 3.3). Pokud bychom
v²ak podmínky stanovili jinak, mohla by se jako nejvhodn¥j²í jevit jiná metoda.
Realita je ov²em taková, ºe obecn¥ ºádné takovéto podmínky nemáme. Proto si myslím,
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Obrázek 5.10: Nár·st po£tu slovníkových pojm· pro metody MAXX2, NTF a NX2
ºe nejlep²í p°ístup k odvození slovníku, je postupné vyuºití v²ech metod.
5.5.1 Návrh postupu tvorby slovníku
Postup tvorby slovníku by m¥l, jak uº bylo °e£eno, vyuºít v²echny dostupné nástroje im-
plementované v aplikaci. Na²ím cílem je odhalit co nejjednodu²²ím zp·sobem co nejvíce
slovníkových pojm·.
P°i tvorb¥ slovníku vyuºijeme za²krtávací pole Vybráno v projektové aplikaci. Kaºdý
výraz, který uznáme za slovníkový pojem, ozna£íme. Zobrazovat v datové m°íºce budeme
pouze nevybrané výrazy, coº zp·sobí, ºe s kaºdým vybraným slovem zmen²íme kolekci t¥ch
zbývajících.
Dále by tedy výb¥r mohl probíhat tak, ºe nejprve vybereme výrazy, které se vyskytují
na vrcholu seznamu °azeného podle metody TFIDF. Jelikoº u ní p°edpokládáme, ºe je pro
odvození slovníku nejvhodn¥j²í, m¥lo by se nám poda°it pro£istit seznam slov nejsnáze. Dále
projdeme seznam °azený podle výsledk· metody χ2 (obou jejích implementací  viz 3.2).
Stejn¥ budeme postupovat pro zbývající dv¥ metody  frekven£ní analýzu a pr·nik metod
χ2 a TFIDF.
Nyní mohou nastat dv¥ situace. Bu¤ se nám tímto postupným procházením poda°ilo
odhalit v²echny pojmy slovníku, nebo nám je²t¥ n¥jaká slova zbývají. P°edpokládejme, ºe
jsme se u jednotlivých metod nedostali aº na konec seznamu, a ºe nám tedy n¥které pojmy
chybí. V tuto chvíli bychom mohli vyuºít asocia£ní pravidla (viz 3.5).
Pomocí asocia£ních pravidel m·ºeme odhalit vztahy mezi n¥kolika slovy. Vybereme
proto n¥kolik slovníkových pojm· a zobrazíme okno s pravidly. Se°azením sestupn¥ podle
sloupce Confidence získáme výrazy, které na vybraných závisí. Projdeme nalezená pravidla
a budeme hledat neozna£ené slovníkové pojmy.
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Kapitola 6
Dal²í vývoj a moºná roz²í°ení
Pom¥rn¥ logickým krokem p°i dal²í práci na aplikaci by mohlo být p°idání podpory dal²ích
analytických modul·, tedy navý²ení po£tu metod pro dolovaní informací z textu. S tím
související roz²í°ení, by mohla být podpora víceslovných pojm·.
Uºite£né by také bylo napojení aplikace p°ímo na dokumentový sklad a implementace
podpory p°ímo dokument· ve formátu Word. Aktuáln¥ aplikace pracuje pouze s £istým
textem, coº vyºaduje pouºití externích aplikací pro p°ípravu vstupu.
Dal²í moºnosti roz²í°ení se nabízí v oblasti zpracovávaných jazyk·. Jak bylo diskutováno
jiº v kapitole 2.1.2, angli£tina je v tomto projektu kompletn¥ ignorována. V rámci semestrál-
ního projektu do²lo k pokus·m s moduly pro jazyk Perl, které m¥ly nabídnout lemmatizaci
anglických slov, av²ak jejich výstupní data byla nepouºitelná. Proto se zatím od podpory
dal²ích jazyk· upustilo. Jelikoº v²ak v²echny implementované analytické metody pracují
na základ¥ statistiky (po£tu výskyt·, po£tu spole£ných výskyt·, . . . ), k p°idání jazyka
posta£uje zapojení funk£ního a kvalitního cizojazy£ného lemmatizátoru.
Klí£ovým nedostatkem lemmatizátoru je jeho slovník. Ten je jiº v základní verzi velmi
rozsáhlý, nepokrývá v²ak celou oblast zpracovávaných dat. Bylo by proto vhodné zváºit
implementaci modulu, nebo samostatné aplikace, které by umoºnily jednoduché roz²i°ování
tohoto slovníku. Za zváºení by také stálo p°idání podpory kódování UTF do lemmatizátoru.
Pokud se je²t¥ chvilku zastavíme u lemmatizátoru, m·ºeme zmínit jeden nedostatek
ve fázi p°edzpracování. Aktuáln¥ pracuje aplikace tak, ºe text d¥lí na jednotlivé °ádky
(odstavce) a dále na v¥ty podle te£ky. Nerozli²uje v²ak te£ku na konci v¥ty, za °adovou
£íslovkou nebo za zkratkou. Bylo by tedy vhodné se dále zam¥°it i na tuto £ást a rozd¥lování
v¥t p°epracovat.
Dal²í moºnosti roz²í°ení vidím v uºivatelském rozhraní a práci s ním. Funkce, která se
b¥hem vývoje nezdála zásadn¥ nutná, ov²em b¥hem testování se ukázala postrádaná, je
vyhledávání, £i jiná moºnost omezení vypsaných výraz·.
Protoºe aplikace vyuºívá pouze základní moºnosti jazyka C#, bylo by tedy pom¥rn¥
snadné upravit ji tak, aby fungovala i s frameworkem Mono v opera£ním systému Linux.





Cíl této diplomové práce m·ºeme rozd¥lit na dv¥ £ásti. V první bylo nutné zvolit a imple-
mentovat metody, které nám umoºní odvodit slovník pro Process Inspector, druhá £ást cíle
pak spo£ívá v samotném odvození slovníku.
B¥hem semestrálního projektu byly diskutovány a analyzovány r·zné metody pro dolování
z textu. Následn¥ byly implementovány v jazyce Perl. Po dohod¥ se zadavatelem diplomové
práce, spole£ností Allium, byla vytvo°ena aplikace v jazyce C#, která implementuje vybrané
metody a nabízí graﬁcké uºivatelské rozhraní pro jejich snadn¥j²í pouºití.
Jist¥ bychom byli rádi, kdyby bylo moºné slovník odvodit pomocí vybraných metod au-
tomaticky. To v²ak není reálné. ádná zde popisovaná metoda nedokáºe spolehliv¥ vybrat
d·leºité pojmy z dokumentu. O n¥co lep²í je situace v p°ípad¥ práce s jednotlivými doku-
menty, ale ani zde nejsou výsledky zdaleka ideální. Pokud je soubor vstupních dat rozsáhlý
jako tento, mohou mít implementované analytické metody pouze doporu£ující charakter.
Na °adu pak tedy p°ichází £lov¥k znalý prost°edí a domény, pro kterou je slovník odvo-
zován. Díky vytvo°ené aplikaci má k dispozici dostate£nou softwarovou podporu pro to,
aby mohl snadno projít zpracovaný obsah vstupních dokument· a vybrat ty výrazy, které
zapadají do kontextu vytvá°eného slovníku.
Problémy, se kterými se uºivatel vytvo°ené aplikace m·ºe setkat, se týkají nap°íklad
lemmatizátoru. Vzhledem k tomu, ºe pracuje na bázi slovníku, dá se o£ekávat, ºe ne-
bude obsahovat v²echny výrazy z oblasti, kterou vstupní soubory popisují. To samoz°ejm¥
zkresluje výsledky v²ech implementovaných metod. e²ením by bylo pouºití lemmatizátoru
bez slovníku, coº ale pro £eský jazyk není moºné. Jedinou cestou tak z·stává pr·b¥ºné
roz²i°ování slovníku. Toto je ale obecný problém vyuºití lemmatizátoru ve v²ech systémech
pro dolování z textu.
Vzhledem k tomu, ºe celá práce se zabývá daty vytvo°enými lidmi, obsahují vstupní
dokumenty velké mnoºství chybn¥ napsaných slov. M·ºe se jednat o p°eklepy £i pravopisné
chyby. Výsledek je stejný - chybné výrazy lemmatizátor není schopen p°evést na p·vodní
tvar slova, £ímº se sniºuje p°esnost v²ech pouºitých metod.
Dal²í skute£nost, která by nám mohla na vytvo°ené aplikace vadit, je doba zpracování
n¥kterých úkon·. Pokud nap°íklad generujeme asocia£ní pravidla pro £asto se vyskytující
slovo nad celou kolekcí dokument·, m·ºe zpracování poºadavku zabrat i více neº minutu.
To je ov²em dáno velikostí databáze, která aktuáln¥ obsahuje více neº p·l milionu slov.
Jako nejvhodn¥j²í byla pro odvození slovníku vybrána metoda TFIDF. Ta za d·leºitá
povaºuje slova, která se vyskytnou £astokrát v malém mnoºství dokument·. Výb¥r této
metody byl, na základ¥ mnou dodaných vzork· dat, konzultován se zástupcem spole£nosti
Allium. V záv¥ru projektu do²lo ke srovnání ostatních metod vzhledem k vybrané. Z tohoto
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srovnání vychází jako druhá nejvhodn¥j²í metoda TF (frekven£ní analýza).
Dal²í srovnání prob¥hlo pomocí váhy vybraných výraz· v jednotlivých metodách. V gra-
fech vidíme, jak si stojí výrazy v kaºdé metod¥. Analýzu t¥chto graf· jsme £áste£n¥ postavili
na výskytu výrazu nefa, který je slovníkovým pojmem, av²ak v¥t²ina metod mu nep°ikládá
velkou d·leºitost. Nejlépe si tento výraz vedl v metodách TFIDF a NTF (normovaná frek-
ven£ní analýza).
Nakonec byly metody porovnány z hlediska toho, jak rychle v jejich výsledcích nalezneme
v²echny slovníkové pojmy. Jako nejlep²í se zde p°ekvapiv¥ projevila metoda MAXX2. Toto
srovnání je v²ak £ist¥ kvantitativního charakteru  záleºí nám pouze na po£tu pojm·, které
nalezneme. První dv¥ metody porovnání jsou naproti tomu spí²e kvalitativního rázu, jelikoº
srovnáváme, které výrazy a kde se vyskytly. Na základ¥ rozdílu mezi výsledky kvantita-
tivního a kvalitativního srovnání metod tedy m·ºeme °íci, ºe není moºné jednozna£n¥ ur£it
nejlep²í metodu pro výb¥r pojm· do slovníku.
Proto tedy navrhuji aktivní vyuºití v²ech moºností, které aplikace nabízí. To znamená
kombinovat p°i vytvá°ení slovníku pouºití v²ech implementovaných metod. Jako velmi zají-
mavý nástroj se také ukázala asocia£ní pravidla, která umoºní jednoduché odhalení vztah·
mezi více výrazy.
Moºná roz²í°ení byla diskutována v samostatné kapitole. Pokud bych v²ak m¥l n¥-
které skute£n¥ doporu£it, byla by to ur£it¥ implementace modulu pro p°idávání pravidel
do slovníku lemmatizátoru. Toto vylep²ení by p°i správném vyuºití výrazn¥ zvý²ilo p°es-
nost v²ech pouºitých metod. Ideální by bylo °e²ení, kdy by uºivatel mohl slovník roz²i°ovat
p°ímo daty z datové m°íºky výsledk· analýzy.
Vytvo°ená aplikace a pomocí ní odvozený slovník budou dále vyuºity v komer£ních
projektech spole£nosti Allium. B¥hem práce na tomto projektu o n¥j projevila zájem také
ﬁrma Elsyst Engineering. Zde by m¥l tento systém pro dolování z textu slouºit jako základ
aplikace pro podporu tvorby databáze Národní digitální knihovny.
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◦ Sloºka src: zdrojové texty dokumentace ve formátu LATEX.
◦ Sloºka pdf: dokumentace ve formátu PDF.
• Sloºka media
◦ Soubory ve formátech CSV a XLS s výsledky zpracování.
• Sloºka src
◦ Sloºka DP
∗ Sloºka db: SQL skript pro vytvo°ení tabulek MSSQL.
∗ Sloºka scripts: skripty pouºité v kapitole 5 Experimenty.
∗ Sloºka csharp: zdrojové kódy aplikace.
◦ Sloºka SP
∗ Sloºka db: SQL skript pro vytvo°ení tabulek MySQL.
∗ Sloºka FMorph: lemmatizátor.
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