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ABSTRACT
The (1+(λ, λ)) genetic algorithm is a bright example of an evolution-
ary algorithm which was developed based on the insights from the-
oretical findings. This algorithm uses crossover, and it was shown
to asymptotically outperform all mutation-based evolutionary al-
gorithms even on simple problems like OneMax. Subsequently it
was studied on a number of other problems, but all of these were
pseudo-Boolean.
We aim at improving this situation by proposing an adaptation
of the (1 + (λ, λ)) genetic algorithm to permutation-based prob-
lems. Such an adaptation is required, because permutations are
noticeably different from bit strings in some key aspects, such as
the number of possible mutations and their mutual dependence.
We also present the first runtime analysis of this algorithm on a
permutation-based problem called Ham whose properties resemble
those of OneMax. On this problem, where the simple mutation-
based algorithms have the running time of Θ(n2 logn) for problem
size n, the (1+ (λ, λ)) genetic algorithm finds the optimum inO(n2)
fitness queries. We augment this analysis with experiments, which
show that this algorithm is also fast in practice.
CCS CONCEPTS
• Theory of computation → Theory of randomized search
heuristics.
KEYWORDS
Runtime analysis, (1 + (λ, λ)) GA, permutations.
1 INTRODUCTION
The (1 + (λ, λ)) genetic algorithm (GA), proposed in [12], is a fairly
recent algorithm with very interesting properties. It was the first
general-purpose optimizer to outperform simple evolutionary al-
gorithms, such as the (1 + 1) evolutionary algorithm (EA), on the
simple benchmark problem OneMax asymptotically: compared to
the required Θ(n logn) fitness evaluations in expectation, typical to
hill-climbers, it needs only o(n√logn) of them for an optimal fixed
parameter setting, and O(n) when the simple 1/5-th rule is used to
control the parameter λ [11].
On a larger scale, the performance of the (1 + (λ, λ)) GA on
OneMax is asymptotically better than of any unbiased black-box
algorithm which uses only mutations. This can be seen as a posi-
tive answer to the question of whether the crossover, as a design
pattern in evolutionary algorithms, is useful even for simple prob-
lems: in artificial settings, it was known for quite a while [19],
which was then followed by some evidence on combinatorial prob-
lems [27], while from the complexity perspectives the usefulness of
higher-arity operators was shown already in [13]. The steady-state
(µ + 1) GA has also been shown to outperform mutation-only algo-
rithms [9, 10], although not asymptotically, and [22] clarified that
non-trivial population sizes µ are crucial for that. Similar statements
for a diversity-preserving (2 + 1) GA were proven in [23, 28].
The (1 + (λ, λ)) GA was also experimentally found to be com-
petitive in application to satisfiability problems [18], which was
subsequently confirmed theoretically [4] based on some of the
insights from the earlier works [15, 29]. This algorithm has also
been analysed on another benchmark problem, LeadingOnes [1].
However, its theoretical and practical applications were so far lim-
ited to the domain of pseudo-Boolean functions. The main reason
for this seems to be the structure of the (1 + (λ, λ)) GA, which
makes it more efficient in certain circumstances, but, in contrast to
many other evolutionary algorithms, also complicates introducing
changes, such as switching to a different domain.
We aim at changing this situation. We propose an adaptation of
the (1+ (λ, λ)) GA to a different kind of the search space, the permu-
tations. First, this is one of the most popular representations that
has very different characteristics compared to bit strings and to real-
valued vectors, and in particular, it allows much more structurally
different choices to what a mutation and a crossover can be (cf. [2,
Chapter 17]). Second, permutations are the search space for one of
the most studied NP-hard combinatorial optimization problem with
direct practical applications, the traveling salesperson problem. For
this problem, crossover was shown to be very important by the field
of gray-box optimization [25], playing roughly the same role here
as for pseudo-Boolean functions [7, 31]. Finally, there are plenty
of practical applications that require to optimize very complicated
functions on permutations, see e.g. [16], for which the gray-box
optimization cannot be an answer.
Permutations have been also considered by the theory of evo-
lutionary algorithms, but to lesser extent compared to bit strings.
The seminal paper [26] proves some important facts for various
flavors of the (1 + 1) EA on the problem of sorting a permutation.
In this context, a number of different fitness function to evalu-
ate sortedness were considered, as well as a number of distinct
mutation operators. The fitness level method [30] has also been
applied to sorting by inversions in [8]. In [17], the performance of
hill-climbers was investigated in the presence of comparators with
noise. The fitness landscape of a permutation-based linear ordering
problem was investigated in [6] with regards to the transformation
of a single-objective problem into a multiobjective one.
The main points of our contribution are as follows:
• we propose a modification of the (1 + (λ, λ)) GA suitable to
solve problems defined on permutations (Section 3);
• we show that our design is sound by proving for the sorting
problem, when using the exchange elementary mutation and
the Hamming-distance fitness, that the (1 + (λ, λ)) GA, with
a suitable fitness-dependent choice of λ, solves it in expected
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O(n2) fitness queries, faster than Θ(n2 logn) achieved by
hill-climbers (Section 4);
• we augment the proof by the experimental investigation
of the running time, which shows that our modification of
the (1 + (λ, λ)) GA is quite efficient in practice as well, and
the impact of the parameter values on the running time to
showcase that the (1+ (λ, λ)) GA on permutations is a rather
interesting subject for theoretical research (Section 5).
Our theoretically proven upper bounds use five different modes
of the parameter setting for λ depending on the fitness value. In our
upper bounds, the extreme fitness values and the narrow adjacent
regions require a fixed parameter that depends on the problem size
only; fitness values close to n/2 are solved using a mode similar to
local search; finally, the two intermediate regions require a fitness-
dependent parameter value. Their relation with the experimental
parameter landscape analysis is twofold: the boundary effects can
be clearly seen, including the visible shelf near to the opposite of the
global optimum, however, the optimal middle-fitness regime is very
different from a local optimizer mode. As a result, the (1+ (λ, λ)) GA
with λ = 2 log(n+1) apparently solves the problem inO(n2), which
is faster than what our current bounds can prove.
We note that, although using fitness-dependent values of λ is
not what a black-box optimizer should do, our theoretical bound
estimates the possible performance of parameter control methods.
Finally we note that, apart from just performing an adaptation
of the (1 + (λ, λ)) GA to some different shape of the search space,
we try to summarize the first guidelines on how to do it for this
algorithm in general. More precisely, we think that anyone who
would like to adapt the (1 + (λ, λ)) GA to their own search space
would necessary have to perform the same steps as we have done,
so our modifications can be used in such cases as a guideline.
2 PRELIMINARIES
2.1 Notation
We use log(x) for the natural logarithm of x . We denote as [a..b]
a set of integers {a,a + 1, . . . ,b}, and [n] is a shortcut for [1..n].
For a real-valued x , ⌈x⌉ means x rounded up to the nearest integer.
B(n,p) stands for the binomial distribution with the number of
trials n and success probability p.
2.2 The (1 + 1) EA
The (1+1) EA (Algorithm 1) applies, on every iteration, the standard
bit mutation to the parent individual x , which is to choose a number
ℓ from a binomial distribution and to flip ℓ randomly chosen bits
in x . If the resulting offspring y is at least as good as its parent x ,
it replaces the parent. The default mutation probability is 1/n, so
that the expected value of ℓ is exactly one.
In the case when the number of possible mutations is large, and it
is computationally infeasible to simulate the binomial distribution
by definition, many researchers approximate it with the Poisson
distribution: first, this distribution is sampled for the number of
mutations to apply, and then this number of mutations is sampled
without replacement. The expected number of mutations is still con-
stant, which is quite important both from theoretical and practical
viewpoint because local moves are performed sufficiently often.
Algorithm 1 The (1 + 1) EA with standard bit mutation
1: x ← uniformly from {0, 1}n
2: for t ← 1, 2, 3, . . . do
3: ℓ ∼ B(n, 1/n)
4: y ← flip ℓ uniformly chosen bits in x ▷ Mutation
5: if f (y) ≥ f (x) then ▷ Selection
6: x ← y
7: end if
8: end for
Algorithm 2 The (1 + (λ, λ)) GA for bit strings
1: n ← the problem size
2: λ ← the population size parameter
3: x ← uniformly from {0, 1}n
4: for t ← 1, 2, 3, . . . do
5: p ← λ/n, c ← 1/λ, λ′ ← ⌈λ⌉, ℓ ∼ B(n,p)
6: for i ∈ [λ′] do ▷ Phase 1: Mutation
7: x (i) ← flip ℓ uniformly chosen bits in x
8: end for
9: x ′ ← uniformly from {x (j) | f (x (j)) = max{ f (x (i))}}
10: for i ∈ [λ′] do ▷ Phase 2: Crossover
11: for j ∈ [n] do
12: y(i)j ← x ′j with probability c , otherwise x j
13: end for
14: end for
15: y ← uniformly from {y(j) | f (y(j)) = max{ f (y(i))}}
16: Optionally adjust λ based on f (x) and f (y) ▷ Adaptation
17: if f (y) ≥ f (x) then ▷ Selection
18: x ← y
19: end if
20: end for
2.3 The (1 + (λ, λ)) GA
Now we describe the (1 + (λ, λ)) GA for bit strings as proposed
in [12]. The algorithm is outlined as Algorithm 2. In short, this
algorithm does the following on each iteration:
• during the first phase of each iteration, it creates a interme-
diate population of size λ′ = ⌈λ⌉ using a higher-than-usual
mutation rate of λ/n;
• the offspring x (i) typically have much worse fitness than
their parent x , however, the best first-phase offspring x ′ has
better chances to contain the new improvements, so it is
selected for the second phase to undergo crossover with x ;
• in the second phase, the crossover is performed λ′ times that
takes the bits from x ′ only with probability of 1/λ, so that
the outcome of the crossover has one bit different from the
parent in expectation;
• the best second-phase offspring y competes directly with the
parent x as in the (1 + 1) EA, while also optionally adjusting
the value of λ.
With an appropriate choice of λ, the (1 + (λ, λ)) GA is able to
test Θ(λ2) bits with only Θ(λ) fitness queries, and the moderate
deviations from the optimal choice still retain good performance.
For OneMax, the optimal value of λ, depending on the fitness f ,
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is λ =
√
n/(n − f ). If λ can depend only on n, [11] shows that the
optimal setting for λ and the corresponding running time are:
λ =
√
logn
log logn , T = Θ
(
n
√
logn log log logn
log logn
)
.
On the other hand, the simple 1/5-th rule can be applied to adjust λ
on-the-fly: if the parent is replaced by an individual with better fit-
ness, λ is divided by a constant F ∈ (1; 2), otherwise it is multiplied
by F 1/4. The (1 + (λ, λ)) GA with this rule achieves the provable
O(n) time on OneMax, which is strictly better than what is possible
with the fixed λ.
2.4 Mutations for permutations
For the sake of self-containedness, we present a list of the most com-
mon operations used to introduce small changes to permutations,
taken from [26]. Just like that paper, we limit ourselves to minimal
local changes, which we call elementary mutations from now on.
When an algorithm needs a global mutation, it can either use the
binomial distribution or Poisson distribution to sample the number
of mutations to apply in order. Below, we list these elementary
mutations together with the number of possible mutations for the
problem size n.
• The exchange mutation: exchange the elements at two differ-
ent indices i and j. There are n(n−1)2 different mutations.• The reverse mutation: reverse a segment of the permutation
between indices i and j . Regarding the traveling salesperson
problem, this mutation is an equivalent of the 2-OPT move.
Depending on which reversals make sense, there may be up
to n(n − 1) different mutations, but in any case this number
will be Θ(n2).
• The jump mutation: move an element at index i to index
j while the elements at the intermediate indices shift to
the corresponding direction. There are n(n − 1) different
mutations.
Note that, unlike the common mutations for bit strings, most
of the presented mutations can be not commutative, that is, when
having two elementary mutationsm1 andm2, it makes a difference
whether one appliesm1 and thenm2, orm2 and thenm1. Among
other things, this poses a difficulty for the (1 + (λ, λ)) GA, because
it is now much less trivial to identify a good mutation if we suspect
there is one.
2.5 Problems OneMax and Ham
We often refer to the OneMax problem, which is defined on bit
strings of length n as a maximization problem as follows:
OneMax(x) 7→
n∑
i=1
[xi = 1].
For benchmarking our modification of the (1+ (λ, λ)) GA we use
a permutation-based problem which was called Ham in [26]. This
problem can be formally defined as follows:
Ham(π ) =
n∑
i=1
[πi = i].
where n is the problem size. Informally, it counts the number of
positions at which the queried permutation coincides with the iden-
tity (sorted) permutation. As our algorithms are unbiased as in [24],
our analysis covers the whole class of similar problems, namely,
Hamp (π ) = ∑ni=1[πi = pi ], where p is a “guessed” permutation.
In this paper, we use the exchange mutations as the only con-
sidered elementary mutations. These make a good starting point,
because from the point of the Ham problem these elementary muta-
tions are the most local operations possible. A number of consider-
ations in this paper would also make sense for different elementary
mutations, and of course for other problems, however, the theoreti-
cal analysis and experimental investigations are performed solely
for Ham and exchange mutations.
We shall now shortly reconsider the basic properties of elemen-
tary exchange mutations, which are detailed in [26]. The number of
elementary exchange mutations is
(n
2
)
=
n(n−1)
2 . Assuming that the
current Hamming distance to the optimum is d , these elementary
mutations can be classified as follows, assuming we evaluate the
effect of each mutation independently of others.
• Mutations which exchange two positions that were guessed
right. There are
(n−d
2
)
=
(n−d )(n−d−1)
2 mutations of this
sort, and each of them increases the Hamming distance by 2,
because none of the new positions become guessed right.
• Mutations which exchange a position that was guessed right
and a position that was guessed wrong. There are (n−d)d mu-
tations of this sort, and each of them increases the Hamming
distance by 1, because none of the new positions become
guessed right.
• Mutations which exchange two positions that were guessed
wrong. There are
(d
2
)
=
d (d−1)
2 mutations of this sort. De-
pending on what happens, the following effects apply:
– both new positions are still guessed wrong: this does not
change the Hamming distance;
– one of the new positions becomes guessed right: this de-
creases the Hamming distance by 1;
– both new positions becomes guessed right: this decreases
the Hamming distance by 2.
It is clear that for each position that is guessed wrong there is
exactly one mutation that makes it right. However, if a mutation
decreases the Hamming distance by 2, it is counted twice. If there
are x such mutations, there are d − 2x mutations that decrease the
Hamming distance by 1. Hence there are at least ⌈d2 ⌉ and at most d
elementary mutations,Θ(d) in total, that decrease the Hamming dis-
tance. The expected distance decrease, assuming every elementary
mutation is chosen with equal probability, is exactly 2dn(n−1) .
The latter consideration allows to easily re-prove the results
from [26, Theorem 3] using suitable modern tools, such as multi-
plicative drift theorems [14, 21] for upper and lower bounds.
The effect of applying several elementary exchange mutations
may not cumulate if these mutations modify a certain position more
than once. This effect can result in deviations of both signs, as will
be shown in the following examples. For convenience we denote
a mutation that exchanges positions i and j by ⟨i, j⟩. In the few
examples below, we work with permutations of size 3 and assume
that the optimum is [1, 2, 3].
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• Consider a permutation [2, 1, 3]. A mutation ⟨1, 2⟩ decreases
the Hamming distance by 2, and a mutation ⟨1, 3⟩ increases
it by 1. However, applying ⟨1, 2⟩ and then ⟨1, 3⟩ together
retains the Hamming distance unchanged (and does not
decrease it by 1). Applying them in a different order results
in a different permutation, however, the Hamming distance
is not decreased by 1 as well.
• Consider a permutation [2, 3, 1]. A mutation ⟨1, 3⟩ decreases
the Hamming distance by 1, and a mutation ⟨2, 3⟩ does not
change it. However, applying ⟨1, 3⟩ and then ⟨2, 3⟩ decreases
the Hamming distance by 3 (not by 1), and applying them in
a different order increases it by 1.
As a result, we see that whenever we have a number of offspring
and elementary mutations overlap in some of them, it is difficult
for an algorithm with a structure similar to the (1 + (λ, λ)) GA to
reliably determine which of these offspring contains a promising
mutation.
3 THE (1 + (λ, λ)) GA FOR PERMUTATIONS
In this section, we present our modification of the (1 + (λ, λ)) GA
suitable for solving optimization problems on permutations and
discuss the corresponding design choices and their consequences.
The pseudocode of the algorithm is outlined in Algorithm 3 with
the differences highlighted in blue.
The key differences between this modification and the original
(1 + (λ, λ)) GA for bit strings are summarized below.
(1) Most parameters of the algorithmnowdepend on the number
of possible mutationsm (for permutations,m = Θ(n2)) rather
than the problem size n. In fact, it is just a pure coincidence
that the number of mutations and the problem size coincide
for themost investigated problems on bit strings. Technically,
there may exist problems which would benefit from being
able to apply more than n elementary mutations at once;
with the default choice, this would not be possible.
(2) The order of elementary mutations matters. This may intro-
duce an additional implementation detail in the algorithm.
For example, there exist certain ways applicable to bit strings
that allow generation of the bit flip indices without sampling
the (pseudo)random number generator for every bit, which
are based on a quite nice distribution of the distance between
the successive indices [20]. If the elementary mutations are
encoded as integer numbers, and such a method is applied,
it would generate the indices in an increasing order, which
would severely alter the distribution of elementary muta-
tion lists. For this reason, an explicit shuffle of elementary
mutations may be a good recommendation.
(3) The lists of elementary mutations are stored along the mu-
tants and are, in fact, their complete synonyms. If a problem
in hand allows incremental fitness re-evaluation, one is no
longer required to store the entire mutant in a separate mem-
ory: a difference is enough, and its size would typically be
much smaller than the size of the entire individual.
(4) Crossover is now mutation subsampling: it is performed
by taking the ordered list of elementary mutations that de-
scribes a mutant, picking each elementary mutation with
probability c and applying them again to the parent.
Algorithm 3 The (1 + (λ, λ)) GA for permutations
1: n ← the problem size
2: λ ← the population size parameter
3: M ← the set of possible mutations for problem size n
4: m ← |M |
5: x ← uniformly from Πn
6: for t ← 1, 2, 3, . . . do
7: p ← λ/m, c ← 1/λ, λ′ ← ⌈λ⌉, ℓ ∼ B(m,p)
8: for i ∈ [λ′] do ▷ Phase 1: Mutation
9: M(i) ← sample ℓ uniformly chosen mutations fromM
10: ShuffleM(i)
11: x (i) ← x with mutations fromM(i) applied in order
12: end for
13: x ′ ← uniformly from {x (j) | f (x (j)) = max{ f (x (i))}}
14: M ′ ← the corresponding list of mutations
15: for i ∈ [λ′] do ▷ Phase 2: Crossover
16: s ∼ B(ℓ, c)
17: C ′ ← s random elements ofM ′ with order preserved
18: y(i) ← x with mutations from C ′ applied in order
19: end for
20: y ← uniformly from {y(j) | f (y(j)) = max{ f (y(i))}}
21: Optionally adjust λ based on f (x) and f (y) ▷ Adaptation
22: if f (y) ≥ f (x) then ▷ Selection
23: x ← y
24: end if
25: end for
In fact, the original (1 + (λ, λ)) GA can also be seen this way,
and efficient implementations which enabled experimenting
with problem sizes up to 225 in [4] already use this con-
cept internally. For permutations, this also allows efficient
implementation if incremental fitness re-evaluation is possi-
ble. However, it can also be that certain permutation-specific
techniques, such as operating on cycles rather than positions,
can be beneficial, which we leave for the future work.
(5) The order of elementary mutations used in the mutant is
preserved in crossover when more than one elementary mu-
tation is chosen. This is done in order to reduce the chances
of misguiding the fitness-based reproduction selection in
the (1 + (λ, λ)) GA and hence to improve the performance:
if two non-commuting mutations make a big improvement
together, the order-preserving crossover has the bigger prob-
ability to take them together.
Note that the proposed changes are, in fact, independent from
the particular set of mutations and even from the permutation
representation itself. Similar to other evolutionary algorithms, and
contrary to the impression that the structure of the (1 + (λ, λ)) GA
is overfitted to bit strings, the proposed modification may be used
for almost arbitrary problem representation.
We are optimistic that our modification can be used with a large
variety of representations and a large variety of possible muta-
tion sets for every such representation. This includes problems
over several permutations, such as various scheduling problems, or
problems defined on binary strings together with mutations that
preserve the number of chosen bits, which appear in practice.
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4 RUNNING TIME ANALYSIS
In this section, we are going to analyze the (1 + (λ, λ)) GA using
exchange mutations on the Ham problem. We call an elementary
mutation good if it improves the fitness when applied to the parent,
and all other elementarymutationswe consider to be bad. As long as
our generalizedmodification of the (1+(λ, λ))GA explicitly operates
with the lists of elementary mutations, we do not distinguish a
mutant and a list of elementary mutations that generated it.
It is crucial for the (1+ (λ, λ)) GA to reliably distinguish, by using
fitness values only, the mutants that were constructed using least
one good elementary mutation (the good mutants) from those mu-
tants which were constructed using only bad elementary mutations
(the bad mutants). The original (1+(λ, λ)) GA has no problems with
that on OneMax: if the parent’s fitness is f and ℓ bits are flipped
in each mutant, all bad mutants have fitness of f − ℓ and all good
mutants have fitness of at least f − ℓ + 2. For less trivial problems
telling good and bad mutants apart becomes more difficult. This
happens, for instance, on MAX-SAT problems [4, 18] and on linear
functions [3], and requires much more involved proofs.
The proof from [4] uses the following technique. For each itera-
tion of the (1+ (λ, λ)) GA it introduces an artificial fitness threshold
τ and pessimistically considers an iteration to be successful only if
the fitness of every good mutant is strictly greater than τ and the
fitness of every bad mutant is strictly less than τ . This appeared to
be easier than using more fine-grained approaches, however, the
precision of the resulting bounds is not known and may be imper-
fect. Note, however, that the choice of τ may influence the degree
of pessimism, and whenever the probability of success p = p(τ )
depends on τ , the true success probability is at least the supremum
of p(τ ) across all possible τ .
We use the same idea in our analysis in an even more restricted
and simplified form. Recall that every elementary mutation results
in a fitness change belonging to {−2,−1, 0,+1,+2}. We introduce a
threshold τ ∈ {−2,−1, 0} and consider the following definition.
Definition 4.1. An iteration is good with respect to threshold τ if:
• there exists exactly one mutant with at least one good ele-
mentary mutation, this mutation uses positions i1 and i2, all
other elementary mutations use neither of these positions,
and they increase the fitness by at least τ as they are applied;
• in all other mutants, all elementary mutations increase the
fitness by at most τ as they are applied.
If an iteration satisfies this definition, the good mutant gets a
fitness advantage over all other mutants, thus it is selected for
reproduction. Subsequently, with a constant probability, one of its
good elementary mutations is directly applied on the parent. Note
that the “as they are applied” clarifications used in Definition 4.1
make us consider the effect of othermutations in the current context.
In particular, they allow bad elementary mutations to present in the
mutants of the first type, assuming they do not reduce the fitness
too much, and even good elementary mutations to present in the
mutants of the second type if their goodness is masked by some
other elementary mutations.
Now we consider all τ ∈ {−2,−1, 0} and bound the probabilities
that an iteration is good with respect to threshold τ . We will often
use the well-known fact that (1 − 1/x)x−1 ≥ e−1 for all x ≥ 1.
Lemma 4.2. For Ham with a problem size n, an iteration of the
(1 + (λ, λ)) GA with the parent fitness f and λ mutants created by
applying ℓ elementary mutations is good with respect to threshold
τ = 0 with probability at least
λℓ
n
· e−
2ℓ(λ−1)
n−3 − 2ℓmin{n, f +2ℓ+1}n−min{n, f +2ℓ+1} .
Proof. To ease the notation, we always assume that the fitness
is always within [0;n] and omit the min and max clauses in the
corresponding locations.
We first estimate the probability of an individual to belong to the
second clause of Definition 4.1. The number of good elementary
mutations is at most n − f , so the probability of not increasing
fitness by applying a single elementary mutation to an individual
with fitness f is
p−1 ≥ 1 −
2(n − f )
n(n − 1) ,
so, taking into account that each suchmutation decreases the fitness
by 0, 1 or 2, the probability of not increasing fitness on each of ℓ
applications of single elementary mutations is, assuming n ≥ 4:
p−ℓ ≥
ℓ−1∏
i=0
(
1 − 2(n − (f − 2i))
n(n − 1)
)
≥
(
1 − 2(n − (f − 2ℓ))
n(n − 1)
)ℓ
≥
(
1 − 2
n − 1
)ℓ
≥ e− 2ℓn−3 . (1)
We proceed with estimating the probability of an individual to
belong to the first clause of Definition 4.1. The number of good
elementary mutations is at least n−f2 , and the number of elemen-
tary mutations which do not decrease fitness and do not touch the
positions affected by a given good elementary mutation is exactly
(n − (f + 2))(n − (f + 3))/2. Taking into account that each such mu-
tation can only increase the fitness by 0, 1 or 2, we get the following
bound for the probability of generating such an individual:
p+ℓ ≥
ℓ−1∑
i=0
©­«n − (f + 2i)n(n − 1) ·
ℓ−2∏
j=0
(n − (f + 2j + 2))(n − (f + 2j + 3))
n(n − 1)
ª®¬
≥
ℓ−1∑
i=0
(n − (f + 2ℓ − 1))2ℓ−1
nℓ(n − 1)ℓ =
ℓ · (n − (f + 2ℓ + 1))2ℓ−1
nℓ(n − 1)ℓ
≥ ℓ
n
(
1 − f + 2ℓ + 1
n
)2ℓ
≥ ℓ
n
· e−
2ℓ(f +2ℓ+1)
n−f −2ℓ−1 . (2)
Now we get together (1) and (2), remembering that there is
exactly one first-clause individual (which can appear as any of the
λ individuals) and λ − 1 second-clause individuals.
pτ=0 = λ · (p−ℓ )λ−1 · p+ℓ ≥
λℓ
n
· e−
2ℓ(λ−1)
n−3 − 2ℓ(f +2ℓ+1)n−f −2ℓ−1 . □
Lemma 4.2 essentially tells that, whenever f = O(√n), it is suffi-
cient to maintain λ, ℓ = Θ(√n) in order to have constant progress.
This is indeed quite natural in the very beginning of the optimiza-
tion process: when the fitness is small, most elementary mutations
are applied to the positions which are not guessed right.
However, if f = Θ(n), one needs at most polylogarithmic values
of λ and ℓ to achieve inverse polynomial probabilities of being good
with respect to τ = 0, hence τ < 0 is necessary to consider.
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Lemma 4.3. For Ham with a problem size n, an iteration of the
(1 + (λ, λ)) GA with the parent fitness f ≥ 3 and λ mutants created
by applying ℓ elementary mutations is good with respect to threshold
τ = −1 with probability at least:
λℓ
n + f − 3 ·
(
f + 1
n − 1
(
2 − f
n
)
− 4ℓ
n − 1
)(λ−1)ℓ
·
(
1 − 2ℓ(n + f − 3) + (f − 2)(f − 3)
n(n − 1)
)ℓ
.
Proof. Similarly to the previous lemma, we estimate the proba-
bility of decreasing the fitness by at least 1 by applying ℓ randomly
chosen elementary mutations as follows:
p−ℓ ≥
ℓ−1∏
i=0
(
2(f − 2i)
n − 1 −
(f − 2i)(f − 2i + 1)
n(n − 1)
)
≥
(
2(f − 2ℓ + 1)
n − 1 −
f (f + 1)
n(n − 1)
)ℓ
=
(
f + 1
n − 1
(
2 − f
n
)
− 4ℓ
n − 1
)ℓ
.
(3)
Now we estimate the probability of an individual to belong to the
first clause of Definition 4.1 as follows:
p+ℓ ≥
ℓ−1∑
i=0
©­«n − (f + 2i)n(n − 1) ·
ℓ−2∏
j=0
(n − (f + 2j + 2))(n + (f + 2j − 3))
n(n − 1)
ª®¬
≥
ℓ−1∑
i=0
n − (f + 2ℓ − 2)
n(n − 1) ·
( (n − (f + 2ℓ − 2))(n + f − 3))
n(n − 1)
)ℓ−1
=
ℓ
n + f − 3
( (n − (f + 2ℓ − 2))(n + f − 3))
n(n − 1)
)ℓ
=
ℓ
n + f − 3
(
1 − 2ℓ(n + f − 3) + (f − 2)(f − 3)
n(n − 1)
)ℓ
.
(4)
We prove the lemma by combining (3) and (4), remembering that
there is exactly one first-clause individual (which can appear as any
of the λ individuals) and λ − 1 second-clause individuals. □
Lemma 4.3 is noticeably harder to use than Lemma 4.2. However,
one can notice that, whenever c1 · n ≤ f ≤ c2 · n for constants
0 < c1 < c2 < 1, all the exponentiation bases in both (3) and (4)
are bounded by constants that are less than one. In particular, for
f = n/2 the probability is roughly λℓ1.5n ·0.75λℓ , which is maximized
at λℓ = log(4/3) to 0.176/n. As a result, we can only bound the
progress (1+(λ, λ))GA in the middle of optimization byΘ(n) fitness
evaluations in expectation per each single fitness improvement,
thus yielding O(n2) running time in this region.
Lemma 4.4. For Ham with a problem size n, an iteration of the
(1 + (λ, λ)) GA with the parent fitness f ≥ 3 and λ mutants created
by applying ℓ elementary mutations is good with respect to threshold
τ = −2 with probability at least:
λℓ ·max{1, (n − f ) − 2(ℓ − 1)}
n(n − 1) e
− 2(ℓ−1)(2n−3)(n−2)(n−3) −
2(λ−1)ℓ·min{n, (n−f )+2(ℓ−1)}
n−1−2min{n, (n−f )+2(ℓ−1)} .
Proof. Similarly to Lemma 4.2, to ease the notation, we always
assume that the fitness is always within [0;n] and omit themin and
max clauses in the corresponding locations.
There are exactly f (f − 1)/2 elementary mutations which de-
crease the fitness by 2, hence the probability component that corre-
sponds to have a bad mutant in the right shape reads as follows:
p−ℓ ≥
ℓ−1∏
i=0
(f − 2i)(f − 2i − 1)
n(n − 1) ≥
( (f − 2ℓ + 2)(f − 2ℓ + 1)
n(n − 1)
)ℓ
≥
(
1 − 2(n − f + 2ℓ − 2)
n − 1
)ℓ
≥ e−
2ℓ·(n−f +2(ℓ−1))
n−1−2((n−f )+2(ℓ−1)) . (5)
On the other hand, good mutants are now allowed to mutate the
remaining positions in any possible way, which results in:
p+ℓ ≥
ℓ−1∑
i=0
n − (f + 2i)
n(n − 1)
( (n − 2)(n − 3)
n(n − 1)
)ℓ−1
≥ ℓ · ((n − f ) − 2(ℓ − 1))
n(n − 1)
(
1 − 2(2n − 3)
n(n − 1)
)ℓ−1
≥ ℓ · ((n − f ) − 2(ℓ − 1))
n(n − 1) e
− 2(ℓ−1)(2n−3)(n−2)(n−3) . (6)
We prove the lemma by combining (5) and (6), remembering that
there is exactly one first-clause individual (which can appear as any
of the λ individuals) and λ − 1 second-clause individuals. □
Lemma 4.4 is much more similar to Lemma 4.2 in the shape of
the final result, but not entirely symmetrical. For instance, when
the distance to the optimum n − f is O(1), the lower bound on
success probability is roughly proportional to λ2n2 e
−λ3/n assuming
λ ≈ ℓ. This is maximized at λ = (2n/3)1/3, which yields the success
probability Ω(n−4/3), so finding two last positions requiresO(n4/3)
fitness evaluations in expectation with the optimal choice of λ.
Now we are going to formulate the main result of this section.
Theorem 4.5. With the optimal fitness-dependent parameters, the
running time of the (1 + (λ, λ)) GA on Ham is O(n2).
Proof. We use the method of fitness levels, hence we pessimisti-
cally assume that each fitness improvement is minimum possible.
We consider the following ranges of the fitness value f :
(1) f = O(√n). In this case, we set λ = Θ(√n). As ℓ = Θ(λ)
with the constant probability, we choose τ = 0 and apply
Lemma 4.2, which yields a constant probability for an it-
eration to be good. In this mode, the algorithm increases
the fitness by at least 1 in O(1) iterations and O(√n) fitness
evaluations.
(2) f = Ω(√n), f < c1n for some constant 0 < c1 < 1/2. In
this case, we still use τ = 0 and hence Lemma 4.2, but we
set λ = Θ(n/f ). The probability that an iteration is good
is Ω(n/f 2), and the expected number of fitness evaluations
until the fitness update is O(f 2/n · n/f ) = O(f ). The total
number of fitness evaluations spent in this phase is
c1n∑
f =
√
n
O(f ) = O(n2).
(3) c1n ≤ f ≤ c2n for some constants 0 < c1 < 1/2 < c2 < 1.
In this case, we choose τ = −1 and use Lemma 4.3. We set
λ = 1, so that the algorithm essentially performs local search
with the improvement probability of Ω(1/n), the expected
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time until improvementO(n) and the total number of fitness
evaluations in this phase being O(n2).
(4) c2n < f < n−Θ(n1/3). We choose τ = −2 and use Lemma 4.4.
From this lemma, the optimal setting λ = Θ(√n/(n − f ))
can be derived for the current fitness. The probability that
an iteration is good is Θ(λℓ(n − f )/n2) = Θ(1/n), so the
expected number of fitness evaluations until an improvement
is Θ(
√
n3/(n − f )). The total number of fitness evaluations
spent in this phase is
n−n1/3∑
f =c2n
O
(
n3/2√
n − f
)
= O(n2).
(5) n − Θ(n1/3) < f . We still use τ = −2 and Lemma 4.4, which
this time recommends setting λ = Θ(n1/3). This leads to
the improvement probability of Ω(n−4/3), the expected num-
ber of evaluations until improvement O(n5/3) and the total
number of evaluations spend in this phase to be O(n2).
As a result, each range is traversed by the algorithm in timeO(n2).
Since the number of ranges is constant, this proves the theorem. □
5 EXPERIMENTS
In this section, we present our experimental results. The implemen-
tation of all the experiments is available on GitHub1. For the sake of
performance, we use a set of performance-improving modifications
similar to what has been done in [18]:
• the number of elementary mutations for mutants is sampled
from a conditional distribution [ℓ ∼ B(m,p) | ℓ > 0];
• similarly, the number of elementary mutations to take during
crossover is sampled from [s ∼ B(ℓ, c) | s > 0];
• if the crossover offspring takes all mutations from themutant,
it is not re-evaluated and hence not counted towards the
number of fitness evaluations.
For a survey of some modifications of this sort please refer to [5].
5.1 Running Times
Figure 1 presents the running times of several algorithms on the
Ham problem. To ensure the comparison with popular local search
algorithms with the Θ(n2 logn) performance, we considered the
permutation variants of the (1 + 1) evolutionary algorithm and
randomized local search (RLS); the tested (1 + 1) EA also uses the
conditionally positive binomial distribution. Since it is unlikely that
anyonewould ever use the (1+(λ, λ))GAwith the fitness-dependent
parameter setting, we considered the following choices:
• the static setting λ = 10;
• the default self-adjustment method as in [11];
• the logarithmically capped self-adjustment method as was
proposed in [4];
• the problem size dependent static choice λ = 2 log(n + 1).
The logarithmically capped version behaved exactly as the prob-
lem size dependent static choice, so we do not plot the former.
The problem sizes were chosen as powers of two from 24 to 217;
the upper limit was chosen so that the experiments could have been
done in time, as the single run at n = 217 reached and exceeded 100
1https://github.com/mbuzdalov/generic-onell
billion fitness evaluations. For every algorithm and every problem
size, 100 independent runs were performed; the only exception was
the the default self-adjustment method, which started to deteriorate
quite early and so was excluded from the further experimentation.
Figure 1 presents the running times divided by n2 with the log-
arithmic abscissa axis and the linear ordinate axis. In such plots,
Θ(n2) algorithms produce horizontal plots and Θ(n2 logn) algo-
rithms produce plots with a steady slope.
In Figure 1 we can easily see that the (1 + (λ, λ)) GA with the
logarithmic choice of λ in fact demonstrates a Θ(n2) performance.
This is moderately surprising, since the theoretical analysis from
Lemma 4.3 suggests a ω(n2) upper bound for the middle range
of fitness values when λ = Θ(logn). This indicates that a more
precise analysis is necessary to fully understand what is happening
for these fitness values. We can also see that this version of the
(1 + (λ, λ)) GA starts outperforming RLS already at a rather small
problem size 28, which indicates a high practical efficiency of the
proposed algorithm.
The static parameter version, λ = 10, can be seen to deviate
from the horizontal line towards the higher problem sizes. This
is expected, because theoretical investigations suggest that the
performance of this algorithm with a constant population size
would beO((n2 logn)/λ), similar to the (1+(λ, λ)) GA on bit strings.
Finally, the default self-adjustment method performs much worse
than others, which happens because it makes λ grow too high in
the fitness ranges where no constant progress is ever possible.
5.2 Parameter Landscape Analysis
To get a better understanding for how the optimal parameters ac-
tually look like, we performed a simple landscape analysis. For a
few problem sizes n ∈ {28, 29, 210, 211} we performed 10000 runs
of the (1 + (λ, λ)) GA with the fixed value of λ taken from a multi-
plicative lattice with a step of 1.05. For every λ and every fitness
(or, put alternatively, every possible distance to the optimum) we
approximated the expected number of fitness evaluations until im-
provement. Figure 2 presents this as a heatmap, where the color at
the point (d, λ) stands for the relative probability of improvement
compared to the maximum of (d, λ′) over all tested λ′. The yellow
color signifies near-optimal values of λ, whereas colors towards
violet indicate inferior values.
Most theoretical insights appear to be visible in the pictures. In
particular, the best values of λ for maximal distances appear to be
very close to
√
n, and the distance range of roughly [2030; 2048]
where the optimal λ remains unchanged can be seen in the lower
right picture. The small-distance end also features the best values
of λ close to the optimum that increase with n roughly as 2n1/3.
The only unexpected thing is that the optimal λ near f = n/2
appears to be non-constant, probably logarithmic, which could not
be prediced from our analysis, but which possibly explains the
unexpectedly good performance of the λ = 2 log(n + 1) version.
6 CONCLUSION
We presented an extension to the (1 + (λ, λ)) GA that is capable of
efficiently solving permutation-based problems, and whose struc-
ture is robust enough to allow applications to completely different
problem representations. We conducted theoretical analysis of this
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Figure 2: Parameter landscape analysis of the (1 + (λ, λ)) GA for Ham
algorithm on the permutation-based problem Ham, the Hamming
distance, which is probably the first theoretical analysis of a black-
box crossover-based algorithm on permutation-based problems.
This combination of an algorithm and a problem poses a number
of intriguing questions to the theory community. We have seen
five different modes of optimal parameter settings, which require
greater parameter values at both ends of the fitness range, and
which is quite far from being perfectly symmetrical. This makes it a
good benchmark problem for self-adjustment methods that should
be able to increase and decrease the parameter in a timely manner.
What is more, we still cannot explain why this algorithm is more
efficient around the fitness f = n/2 than we can show theoretically.
This may force the development of better proof methods inspired
by the particular features of the (1 + (λ, λ)) GA. Finally, we hope to
investigate the (1+(λ, λ))GA on other permutation-based problems.
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