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LetMn(R) be the algebra of all n× nmatrices over a unital commu-
tative ring Rwith 2 invertible, V be an R-module. It is shown in this
article that, if a symmetric bilinear map {·, ·} from Mn(R) × Mn(R)
to V satisfies the condition that {u, u} = {e, u} whenever u2 = u,
then there exists a linear map f fromMn(R) to V such that {x, y} =
f (x ◦ y), ∀ x, y ∈ Mn(R). Applying the main result we prove that
an invertible linear transformation θ on Mn(R) preserves idempo-
tent matrices if and only if it is a Jordan automorphism, and a linear
transformation δ on Mn(R) is a Jordan derivation if and only if it is
Jordan derivable at all idempotent points.
© 2011 Elsevier Inc. All rights reserved.
1. Introduction
Theconceptof zeroproductdeterminedassociative (resp., Lie, Jordan)algebraswasrecently introduced
by Brešar et al. [1] and further studied by Grašicˇ [2] and Wang et al. [3]. The original motivation
for introducing these concepts emerges from the discovery that certain problems concerning linear
maps on algebras, such as describing linear maps preserving commutativity or zero products, can be
effectively treated by first examining bilinear maps satisfying certain related conditions (see [4] for
detail). The authors proved in [1] that the full matrix algebraMn(R) is always zero product determined
and zero Lie product determined. If 2 is invertible in R and n  3 thenMn(R) is also zero Jordan product
determined. In [2], Grašicˇ showed that the Lie algebra of all n × n skew-symmetric matrices over an
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arbitrary field F of characteristic not 2 is zero Lie product determined, as is the simple Lie algebra of
the symplectic type. In [3], we extended the result of [2], showing that every parabolic subalgebra
of a (finite-dimensional) simple Lie algebra defined over an algebraically closed field is always zero
product determined.Wenowrecall thedefinitionof zero Jordanproduct determined algebras introduced
by Brešar et al. [1].
Definition1.1 [1]. AnalgebraAoveraunital commutative ringR is called zero Jordanproductdetermined
if for every R-module X and for every symmetric bilinear map {·, ·} : A × A → X the following two
conditions are equivalent:
(i) {x, y} = 0 whenever x ◦ y = 0;
(ii) there exists a linear map f : A2 → X such that {x, y} = f (x ◦ y) for all x, y ∈ A, here A2 means
the submodule of A spanned by all x ◦ y for x, y ∈ A.
Denote by e the identity element in A. Now, we weaken the condition (i) of Definition 1.1 as:
(i′) {e − x, x} = 0 whenever (e − x) ◦ x = 0.
Or equivalently, {x, x} = {e, x} whenever x is idempotent.
Using the condition (i′) we now introduce a more general concept.
Definition 1.2. An associative algebra A over a unital commutative ring R is called idempotent elements
determined if for every R-module X and for every symmetric bilinear map {·, ·} : A × A → X the
conditions (i′) and (ii) are equivalent.
2. The main result
Let us fix the notation. By Rwe denote a unital commutative ringwith 2 invertible and byMn(R)we
denote the algebra of all n× nmatrices over R. Matrix units are denoted by eij and the Jordan product
“◦” is defined as usual: x ◦ y = 1
2
(xy + yx). The identity matrix is denoted by e. Now assume that X is
an R-module, and {·, ·} : Mn(R) × Mn(R) → X is a symmetric bilinear map satisfying the condition
(i′). Firstly, we give some elementary results for the symmetric bilinear map {·, ·}.
Lemma 2.1. If x and y are both idempotent and x ◦ y = 0, then x + y is also idempotent and {x, y} = 0.
Proof. Obviously, x + y is idempotent. Since x, y and x + y are all idempotent, we have
{x, x} = {e, x}; (2.0.1)
{y, y} = {e, y}; (2.0.2)
{x + y, x + y} = {e, x + y}. (2.0.3)
The Eqs. (2.0.1)–(2.0.3) imply that {x, y} = 0. 
Lemma 2.2. If eij ◦ ekl = 0, i.e., j = k and i = l, then {eij, ekl} = 0.
Proof. We divide the proof into seven cases.
Case 1. i = j and k = l.
In this case, since eii, ekk are both idempotent and eii ◦ ekk = 0, we have, by Lemma 2.1, that
{eii, ekk} = 0. (2.0.4)
Case 2. i = j and k = l.
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Since eii, ekk + ekl are both idempotent and eii ◦ (ekk + ekl) = 0, we have, by Lemma 2.1, that {eii, ekk +
ekl} = 0, which implies that
{eii, ekl} = 0. (2.0.5)
Case 3. i = j and k = l.
Noting that {eij, ekk} = {ekk, eij}, by Case 2 we have that
{eij, ekk} = 0. (2.0.6)
Case 4. i = k and j = l.
For this case we consider the idempotentmatrices eij + ejj and eil + ell . Since (eij + ejj)◦ (eil + ell) = 0,
we have
{eij + ejj, eil + ell} = 0. (2.0.7)
Case 1–3 has shown that
{eij, ell} = {ejj, eil} = {ejj, ell} = 0. (2.0.8)
Substituting (2.0.8) into (2.0.7) we have that
{eij, eil} = 0. (2.0.9)
Case 5. j = l and i = k.
A similar discussion as in Case 4 leads to
{eij, ekj} = 0. (2.0.10)
Case 6. i = k and j = l.
Since eii + eij and eii − eij are both idempotent we have that
{eii + eij, eii + eij} = {e, eii + eij}; (2.0.11)
{eii − eij, eii − eij} = {e, eii − eij}. (2.0.12)
Since {eii, eii} = {e, eii}, the Eq. (2.0.11) implies that
2{eii, eij} + {eij, eij} = {e, eij}, (2.0.13)
and the Eq. (2.0.12) implies that
−2{eii, eij} + {eij, eij} = −{e, eij}. (2.0.14)
Adding (2.0.13) to (2.0.14) we have that
{eij, eij} = 0, (2.0.15)
Subtracting (2.0.14) from (2.0.13) we obtain
{eii, eij} = 1
2
{e, eij} for i = j. (2.0.16)
A similar discussion leads to
{ejj, eij} = 1
2
{e, eij} for i = j. (2.0.17)
Case 7. i, j, k, l are distinct.
It is easy to check that eij + ejj , ekl + ell are both idempotent and (eij + ejj) ◦ (ekl + ell) = 0. Applying
Lemma 2.1, we have
{eij + ejj, ekl + ell} = 0. (2.0.18)
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Case 1–3 has shown that
{eij, ell} = {ejj, ekl} = {ejj, ell} = 0. (2.0.19)
Substituting (2.0.19) into (2.0.18) we have that
{eij, ekl} = 0.  (2.0.20)
Lemma 2.3. If eij ◦ ekl = 0, i.e., j = k or i = l, then {eij, ekl} = {e, eij ◦ ekl}.
Proof. We only consider the case that j = k, showing that {eij, ejl} = {e, eij ◦ ejl}. The proof is divided
into four cases.
Case 1. i = j = l or i = j = l.
(2.0.16) and (2.0.17), respectively, implies that
{eii, eil} = {e, eii ◦ eil}. (2.0.21)
{eij, ejj} = {e, eij ◦ ejj}. (2.0.22)
Case 2. i = j = l.
The assumption on the bilinear map {·, ·} leads to the result
{eii, eii} = {e, eii ◦ eii}. (2.0.23)
Case 3. i, j, l are distinct.
Denote eij + eil + ejj + ejl by x. One will see that x is idempotent. Thus
{x, x} = {e, x}. (2.0.24)
By Lemma 2.2, we know that {eij, eij} = {eij, eil} = {eil, eil} = {eil, ejj} = {eil, ejl} = {ejl, ejl} = 0.
Case 1–2 of this lemma shows that {eij, ejj} = 12 {e, eij}; {ejj, ejl} = 12 {e, ejl}; {ejj, ejj} = {e, ejj};
Substituting all these equalities into (2.0.24) we obtain 2{eij, ejl} = {e, eil}. That is
{eij, ejl} = {e, eij ◦ ejl}. (2.0.25)
Case 4. i = l = j.
In this case we need to prove that {eij, eji} = 12 {e, eii + ejj}. Denote 12 (eii + eij + eji + ejj) by y. One
will see that y is idempotent. Thus we have that
{y, y} = {e, y}. (2.0.26)
By Lemma 2.2, we know that {eii, ejj} = {eij, eij} = {eji, eji} = 0. Case 1–2 of this lemma shows that
{eii, eii} = {e, eii}; {ejj, ejj} = {e, ejj}; {eii, eij} = {ejj, eij} = 12 {e, eij}; {eii, eji} = {ejj, eji} = 12 {e, eji}.
Substituting all these equalities into (2.0.26) we obtain that {eij, eji} = 12 ({e, eii} + {e, ejj}). That is
{eij, eji} = {e, eij ◦ eji}.  (2.0.27)
Theorem 2.4. Suppose that R is a unital commutative ring with 2 invertible, then the algebra Mn(R) is
idempotent elements determined.
Proof. By definitionwe need to show that for every R-module X and for every symmetric bilinearmap
{·, ·} : Mn(R) × Mn(R) → X the following two conditions are equivalent:
(i′) {x, x} = {e, x} whenever x2 = x;
(ii) there exists a linear map f : Mn(R) → X such that {x, y} = f (x ◦ y) for all x, y ∈ Mn(R)
Trivially, (ii) implies (i′). Conversely, suppose a symmetric bilinear map {·, ·} fromMn(R) × Mn(R)
to an R-module X satisfies the condition that {x, x} = {e, x} whenever x is idempotent, we need to
find a linear map f : Mn(R) → X such that {x, y} = f (x ◦ y) for all x, y ∈ Mn(R).
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In the case that n = 1, we define f : R → X to be the map sending any x ∈ R to x{1, 1}. Then it is
easy to show that {x, y} = f (x ◦ y) for all x, y ∈ R.
In the following we always assume that n  2. We define f fromMn(R) to X by sending x ∈ Mn(R)
to {e, x}. Then f is a linear map. Now let us verify whether {x, y} = f (x ◦ y) for any x and y. To achieve
the goal we need firstly to verify the equality
{eij, ekl} = f (eij ◦ ekl) (2.0.28)
for each pair of matrix units eij and ekl in Mn(R). If eij ◦ ekl = 0, Lemma 2.2 shows that {eij, ekl} = 0.
Thus (2.0.28) holds true. If eij ◦ ekl = 0, Lemma 2.3 shows that {eij, ekl} = {e, eij ◦ ekl}. The right side
of the equation is, by definition of f , f (eij ◦ ekl). Also, (2.0.28) holds true. We are now ready to show
that
{x, y} = f (x ◦ y), ∀ x, y ∈ Mn(R).
Assume that
x = ∑
1i,jn
xijeij, y =
∑
1i,jn
yklekl.
Since {·, ·} is bilinear and f is linear, we have, by applying (2.0.28), that
{x, y} =
⎧⎨
⎩
∑
1i,jn
xijeij,
∑
1k,ln
yklekl
⎫⎬
⎭
= ∑
1i,jn
∑
1k,ln
xijykl{eij, ekl}
= ∑
1i,jn
∑
1k,ln
xijyklf (eij ◦ ekl)
= 1
2
∑
1i,jn
∑
1k,ln
xijyklf (eijekl + ekleij)
= 1
2
f (xy + yx) = f (x ◦ y). 
3. Application to maps preserving idempotence
A transformation δ onMn(R) is called preserving idempotence if δ
2(x) = δ(x)whenever x2 = x. An
invertible linear transformation θ onMn(R) is called a Jordanautomorphism if θ(x) ◦ θ(y) = θ(x ◦ y)
for any x, y ∈ Mn(R). In the case that 2 is invertible in R, to say that an invertible linear transformation
θ onMn(R) is a Jordan automorphism is equivalent to say that θ preserves square product, i.e., θ(x
2) =
θ2(x) for all x ∈ Mn(R). A lot of attention has been paid to maps preserving idempotence (see e.g.
[5–10]). Although the invertible linear transformation on Mn(R) preserving idempotence has been
determined in [8] for the case when R is a commutative principal ideal domain. It is regretful that this
problem is still left open for R an arbitrary unital commutative ring. We now apply Theorem 2.4 to
show that the problem of determining invertible linear maps on Mn(R) preserving idempotence can
be reduced to the easier problem of describing Jordan automorphism ofMn(R).
Theorem 3.1. Suppose that 2 is invertible in R, andφ is an invertible linear transformation onMn(R) fixing
the identity. Then the following two announcements are equivalent.
(i) φ preserves idempotence: φ(x) is idempotent if so is x.
(ii) φ is a Jordan automorphism.
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Proof. Trivially, (ii) implies (i). Conversely, assume that φ : Mn(R) → Mn(R) is an invertible linear
maps preserving idempotence and it fixes the identity. Define {·, ·} by
{x, y} = φ(x) ◦ φ(y).
Then {·, ·} is symmetric and bilinear. If x2 = x, we have
{x, x} = φ(x) ◦ φ(x) = φ(x) = {e, x}.
Thus the condition of Theorem 2.4 is satisfied. Applying Theorem 2.4, we can find a linear transforma-
tion f : Mn(R) → Mn(R) such that
{x, y} = f (x ◦ y), ∀ x, y ∈ Mn(R).
That is
φ(x) ◦ φ(y) = f (x ◦ y), ∀ x, y ∈ Mn(R). (3.0.29)
To complete the proof we now only need to show that f = φ. Taking y to be the identity matrix in the
Eq. (3.0.29) we obtain
f (x) = f (x ◦ e) = φ(x) ◦ φ(e).
By the assumption on φ, φ(e) = e. So f (x) = φ(x) for all x ∈ Mn(R), namely, f = φ. So φ is a Jordan
automorphism ofMn(R). 
4. Application to derivations
Let A be an associative algebra over a unital commutative ring R, p be an element in A. A linear
transformation φ on A is called derivable (resp., Jordan derivable) at the point p if φ(p) = φ(x)y +
xφ(y) (resp.,φ(p) = φ(x)◦y+x◦φ(y)) whenever xy = p (resp., x◦y = p). The linear transformation
φ on A is called a derivation (resp., Jordan derivation) if it is derivable (resp., Jordan derivable) at every
point. By using some techniques from operator algebras, Jun Zhu et al. [11,12] showed, respectively,
that if a linear transformation ϕ on the algebra of all upper triangular matrices or in the full matrix
algebra over the complex field is derivable at an arbitrary given non-zero point then φ must be a
derivation. We now apply the main result of this paper to show that
Theorem 4.1. Suppose that 1
2
∈ R . A linear transformation δ on Mn(R) is a Jordan derivation if and only
if it is Jordan derivable at all idempotent points.
Proof. Obviously, the necessary condition holds true. Conversely, assume that δ : Mn(R) → Mn(R)
is Jordan derivable at each idempotent point: δ(x) ◦ x + x ◦ δ(x) = δ(x) whenever x2 = x. It is easy
to see that δ(e) = 0. In fact, e is idempotent, thus δ(e) ◦ e + e ◦ δ(e) = δ(e). Namely, 2δ(e) = δ(e),
forcing δ(e) = 0. Define {·, ·} by
{x, y} = δ(x) ◦ y + x ◦ δ(y).
Then {·, ·} is symmetric and bilinear. If x2 = x, we have that
{x, x} = δ(x) ◦ x + x ◦ δ(x) = δ(x) = {e, x}.
Applying Theorem 2.4, we can find a linear transformation f onMn(R) such that
{x, y} = f (x ◦ y), ∀ x, y ∈ Mn(R).
That is
δ(x) ◦ y + x ◦ δ(y) = f (x ◦ y), ∀ x, y ∈ Mn(R). (2.0.30)
Taking y to be the identity matrix e, and noting that δ(e) = 0, we have, from (4.0.30), that δ(x) =
f (x), ∀ x ∈ Mn(R). So f = δ. Hence δ is a Jordan derivation ofMn(R). 
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