Les systèmes de question-réponse et le web by Grau, Brigitte
HAL Id: hal-02302684
https://hal.archives-ouvertes.fr/hal-02302684
Submitted on 22 Oct 2019
HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.
L’archive ouverte pluridisciplinaire HAL, est
destinée au dépôt et à la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche français ou étrangers, des laboratoires
publics ou privés.
Les systèmes de question-réponse et le web
Brigitte Grau
To cite this version:
Brigitte Grau. Les systèmes de question-réponse et le web. M. Boughanem, J. Savoy. Recherche
d’information : état des lieux et perspectives, Hermès Science, 2008, 978-2-7462-2005-8. ￿hal-02302684￿
 1 
Chapitre x1 
Les systèmes de question-réponse et le Web 
1 Introduction 
Trouver une information précise, tel est le but des systèmes de question-réponse 
(QR). Cette problématique s’est posée dès le début des travaux en intelligence 
artificielle avec des systèmes tels que BASEBALL en 1963 [GRE 86], SIR en 1968, 
LUNAR en 1973 et LADDER en 1977 (voir [BAR 81] pour une description de ces 
systèmes) destinés à interroger des bases de connaissances structurées. Si le principe 
était alors de comprendre le besoin de l’utilisateur en analysant des questions posées 
en langue naturelle, la problématique de recherche de la réponse consistait à élaborer 
une requête dans le langage supporté par la base de données interrogée et à 
développer des processus d’inférence. Par la suite, Lehnert, avec son système 
QUALM [LEH 77], s'est posé le problème de la modélisation des questions et de 
l'élaboration de stratégies selon le type d'information recherché. Néanmoins, les 
connaissances devaient être modélisées manuellement dans le formalisme choisi. 
Ces systèmes sont restés dédiés à des domaines restreints. Ce n’est que récemment 
que la problématique a resurgi, à TREC en 1999, avec la première évaluation de 
systèmes de question-réponse en domaine ouvert devant trouver des réponses à des 
questions factuelles, réponses qui devaient être extraites de textes. Cette fois les 
connaissances ne sont plus préalablement structurées, puisque ce sont les textes qui 
en sont les dépositaires. La recherche de réponses consiste alors à analyser les textes 
et à les structurer automatiquement. 
Cet objectif a ainsi conduit à la réalisation de systèmes de recherche 
d’information spécifiques, qui diffèrent de systèmes de recherche de documents. 
Leur première caractéristique réside dans la manière de spécifier l’information 
cherchée. Lorsqu’un utilisateur recherche une information précise, comme le nom 
du joueur de football qui a reçu le ballon d'or en 1994 ou le nom de l’acteur qui a 
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joué le rôle principal dans le film "Sept ans au Tibet" ?2 , la façon la plus explicite et 
la plus simple pour lui de formuler sa requête reste de la formuler dans sa langue, 
sans avoir ainsi à la traduire en un langage de requête dédié à un moteur de 
recherche. De ce fait, les systèmes de question-réponse mettent en œuvre une 
analyse des questions destinée à reconnaître le type d’information cherchée ainsi que 
les caractéristiques de cette information.  
La deuxième caractéristique des systèmes de QR, et c’est bien celle-ci qui fait 
leur spécificité, est le fait de retourner en résultat un ensemble de réponses précises 
possibles et non un ensemble de documents que l’utilisateur aura à lire pour trouver 
l’information qu’il cherche. Un système de QR est donc un outil de recherche 
d’information d’une autre nature qu’un moteur de recherche classique. Quand ce 
dernier entraîne la nécessité de parcourir des documents pour évaluer leur 
pertinence, un système de QR va éviter ce travail d’exploration à l’utilisateur. Aussi, 
le résultat d’un système de QR est formé des réponses proposées et de passages 
justificatifs permettant à l’utilisateur de vérifier leur bien fondé. Nous verrons que 
cette notion de validité d’une réponse va au-delà de l’évaluation de sa pertinence 
pour le système. 
La dernière caractéristique que l’on peut trouver dans les systèmes de QR et qui 
fait que l’on s’éloigne des systèmes de RI classiques consiste à rechercher des 
réponses dans des bases de connaissances structurées, comme des ontologies, que 
l’on trouve ou pourra trouver sur le Web. En fait, de plus en plus souvent, les 
systèmes de QR ne sont pas monolithiques, que ce soit en ce qui concerne les 
sources de connaissances explorées ou les stratégies de recherche mises en œuvre. 
En ce qui concerne les sources de connaissances, elles peuvent être des collections 
de documents préalablement constituées, le Web ou des bases de connaissances 
semi-structurées. Côté stratégies, celles-ci dépendent de la nature des sources de 
connaissances exploitées, mais aussi des problèmes de langue rencontrés, qui sont 
différents d’une question à l’autre et d’une source de connaissance à l’autre. 
Dans ce chapitre, nous allons présenter d’abord les systèmes de question-réponse 
dont le but est d’extraire des réponses de documents d’une collection de référence, 
réponses à des questions portant sur n’importe quel domaine. Ils constitueront notre 
référence. Nous verrons ensuite en quoi la recherche de réponses sur le Web est 
différente et quelles particularités elle introduit dans un système, en examinant deux 
points : le Web comme source de connaissance, avec ses particularités du point de 
vue de l’ampleur des connaissances qu’il recèle, et le Web multilingue, au vu de la 
diversité des langues dont il est dépositaire. C’est cette dernière caractéristique qui 
rend nécessaire l’élaboration de système interlingues, où la question est dans une 
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langue et la réponse est retrouvée dans des documents d’une autre langue. En second 
lieu, nous présenterons l’utilisation du Web pour apprendre. La taille du Web, et la 
diversité de ses documents en font un corpus qui peut être utilisé non plus pour 
rechercher des réponses, mais pour constituer des corpus d’apprentissage afin de 
concevoir des systèmes de QR ou bien pour valider des réponses trouvées ailleurs. 
Nous aborderons ce point en dernière section. 
2 Les systèmes de question-réponse en domaine ouvert 
Avant de décrire les systèmes de question-réponse, nous allons montrer les 
problèmes qu’ils abordent et tentent de résoudre. 
2.1 Relations entre question et réponse 
La recherche de réponses précises dans des textes pose deux problèmes majeurs : 
trouver le passage de texte contenant la réponse et extraire la réponse de ce passage. 
Un passage pertinent peut être défini comme un extrait de texte, en général de une à 
trois phrases, qui constitue une paraphrase de la question mise sous forme 
déclarative et qui contient la réponse. Selon les questions et les textes, ces 
paraphrases seront plus ou moins éloignées de la question de départ : ou bien on 
retrouve exactement les termes et la forme de la question, mais c’est assez rare, ou 
bien, et c’est ce que les systèmes de question-réponse ont à résoudre, il y a 
changement de termes. On a alors affaire à l’utilisation de synonymes ou d’autres 
variantes sémantiques tels que des hyperonymes ou des hyponymes pour désigner 
les entités, et à des variations morphologiques, comme lors du passage d’un nom au 
verbe ou l’inverse. Ces variations terminologiques amènent les systèmes à devoir 
gérer des paraphrases de termes. Les systèmes ont aussi à faire face à des 
paraphrases au niveau de la phrase entière. Reprenons l’exemple consistant à trouver 
le nom du joueur de football qui a reçu le ballon d'or en 1994. La requête « ballon 
d’or » 1994 sur Google3 renvoie en 8ème rang l’extrait suivant : « L’attaquant bulgare 
du FC Barcelone, Hristo Stoïchkov, est le lauréat du ballon d’or 1994 de 
l’hebdomadaire « France Football » récompensant le meilleur joueur européen de 
l’année sur la base des votes de journalistes représentant les 49 pays européens. ». 
Ce passage est très proche de la question, dont seuls les termes les plus significatifs 
ont été conservés pour concevoir la requête. Malgré tout, on peut noter de 
nombreuses variations.  
Si l’on examine comment les informations données dans la question sont 
présentes dans la phrase réponse, cf. Figure 1, on voit que « joueur » apparaît tel 
                                                          
3
  www.google.fr 
 4 
quel, mais aussi sous forme d’hyponyme « attaquant » lorsqu’il permet de désigner 
le nom du joueur cherché. Le verbe « recevoir » quant à lui apparaît sous forme de 
nominalisation « lauréat ». Ce phénomène est très fréquent et les verbes sont sujets à 
énormément de variations. 
 
Reformulation sous forme déclarative 
Quel est le nom du joueur de football qui a reçu le ballon d'or en 1994 ? 
Le nom du joueur de football qui a reçu le ballon d'or en 1994 est <REPONSE>. 
L’attaquant bulgare du FC Barcelone, Hristo Stoïchkov, est le lauréat du 
ballon d’or 1994 de l’hebdomadaire « France Football » récompensant le 
meilleur joueur européen de l’année sur la base des votes de journalistes 
représentant les 49 pays européens.  
sujet 
 
Figure 1. Variations entre la question posée et la phrase réponse 
Maintenant, examinons les correspondances syntaxiques. La forme syntaxique 
de la reformulation de la question et la forme de la phrase réponse sont totalement 
différentes. La phrase réponse est plutôt analogue à la paraphrase de la question 
« <REPONSE> a reçu le ballon d’or en 1994 », qui correspond en fait à une 
formulation de réponse assez directe quand on demande ce type d’information, à 
savoir le nom d’une personne possédant une caractéristique particulière ou ayant 
participé à un événement. Notons qu’il faut savoir relier « recevoir un prix » à « être 
le lauréat d’un prix ». La reconnaissance de paraphrases permet de s’assurer que les 
informations données dans les deux phrases, question et réponse, coïncident et 
qu’elles véhiculent le même sens. Si la construction de la représentation sémantique 
de phrases est une tâche difficile et souvent mal résolue, une solution plus robuste 
consiste à travailler au niveau syntaxique et lexical. La vérification de contraintes 
syntaxiques permet souvent d’identifier précisément la réponse. Dans cet exemple, 
on recherche le nom d’un joueur, donc une entité nommée de type personne. Afin de 
sélectionner une réponse correcte, il faut s’assurer que l’entité nommée présente 
dans la phrase désigne bien l’information cherchée, et cela s’appuie sur le fait que le 
nom du joueur est apposé au sujet, attaquant, qui coïncide avec le sujet de la 
question. 
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La dernière particularité de cette réponse est qu’il n’est pas dit explicitement que 
le joueur trouvé est bien joueur de football : on emploie le terme « attaquant » dans 
d’autres sports. Même si la réponse ne fait guère de doute quant au fait de son 
exactitude, puisque seul un joueur de football peut recevoir le ballon d’or, la 
justification, pour être complète, devrait aussi donner la preuve que Hristo 
Stoïchkov est bien joueur de football. Ce point illustre la notion de degré de validité 
d’une réponse. Les systèmes ne disposant pas de toutes les connaissances, la preuve 
complète d’une réponse peut rarement être faite, et cette vérification de la validité de 
la réponse se reporte sur l’utilisateur. C’est pour cette raison que les systèmes de 
question-réponse doivent non seulement donner la réponse cherchée, mais aussi 
l’accompagner d’une justification la plus complète possible, et celle-ci ne se limite 
en général pas à un seul passage. 
2.2 Composants d’un système de question-réponse 
Les systèmes de question-réponse comportent généralement les trois modules 
suivants : 
– Analyse des questions, afin de déterminer la caractérisation de la réponse ; 
– Sélection de passages, tenant compte des éléments déterminés dans l’analyse 
des questions ; 
– Extraction de la réponse des passages sélectionnés. 
Nous présenterons rapidement les principes mis en œuvre par les différents 
systèmes pour ces trois modules en prenant comme référence des systèmes 
recherchant des réponses dans des collections de journaux. Nous présenterons dans 
la section suivante (cf. section 3) les différences qu’entraîne l’utilisation du Web sur 
ces processus lors de la recherche de réponses. 
2.2.1 Analyse des questions 
L’analyse des questions a pour but de spécifier l’information cherchée par 
l’utilisateur telle qu’elle pourra ensuite être exploitée par les modules suivants.  Sa 
principale tâche est de typer la réponse attendue de manière à pouvoir la reconnaître 
dans les textes, en dehors du contexte des questions. Les types de réponses 
correspondent aux entités nommées classiques, noms de personnes, d’organisation 
de lieu, termes exprimant des dates, des quantités, etc., mais aussi à des types plus 
spécifiques au domaine du QR, comme la spécification de différentes dates 
(naissance, mort), la caractérisation des organisations, comme les partis politiques, 
les journaux, les universités, etc., et des types qui reviennent régulièrement dans les 
questions posées, comme des symboles de pays, des couleurs, des fleurs, des 
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animaux, etc. Le nombre de types retenus varie énormément d’un système à l’autre 
et peut aller de quelques dizaines à quelques centaines. 
Outre le type attendu, l’analyse des questions retient les termes significatifs qui 
seront utilisés pour former les requêtes transmises au moteur de recherche. Deux 
grandes approches existent ensuite. La première consiste à produire une analyse 
complète de la phrase, syntaxique et sémantique ([MOL 02], [HAR 05], [BOU 05]), 
afin de retrouver des phrases analogues, elles aussi analysées. La seconde consiste à 
effectuer une analyse de surface, et mettre en évidence certaines caractéristiques, 
comme le terme pivot à propos duquel une information est cherchée, appelé focus 
[FER 02a] et [LAU 05], les relations entre les termes de la question ou le type 
d’information demandée, tels qu’une définition, une caractéristique, un rôle, etc. afin 
de déterminer comment cette information pourra être exprimée et pouvoir l’extraire 
grâce à des patrons. Cette analyse est généralement effectuée par des règles 
construites manuellement. Prenons comme exemple le système FRASQUES4 [GRA 
05]. L’analyse des questions est fondée sur le résultat de XIP, un analyseur 
syntaxique de surface [AIT 97], donnant la constitution des groupes de la phrase 
(nominaux, verbaux, prépositionnels). Des règles ont été élaborées afin de 
déterminer le type de réponse attendu, qui est une entité nommée ou un type 
sémantique, le focus, la catégorie de la question et les termes simples et complexes 
(cf. Figure 2).  
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Quel est le nom du joueur de football qui a reçu le ballon d'or en 1994 ? 
Type de réponse attendue : 
QuelEstLeNomDe + Fonction ⇒ PERSONNE 
Type sémantique de la réponse : 
QuelEstLeNomDe NomCommun ⇒ NomCommun 
Type sémantique : joueur 
Focus : 
Quel GNType VerbePrincipal GNobjet ⇒ GNobjet 
Focus : Ballon d’or 
Catégorie : 
Instance 
Termes 
Joueur de football, recevoir, ballon d’or, 1994 
 
Figure 2. Exemple d’analyse de question 
Les règles pour déterminer le type exploitent l’interrogatif, la classe du nom sur 
lequel porte cet interrogatif, ainsi que la classe du verbe. Le focus est souvent le 
sujet de la question, sauf lorsque celui-ci est le type cherché, alors le focus est le 
complément d’objet. La catégorie de la question est déterminée en fonction de 
critères syntaxiques sur la forme de la question. Nous avons retenu six catégories qui 
sont associées à des patrons d’extraction de la réponse. 
2.2.2 Sélection des passages 
Les techniques de sélection de passage peuvent beaucoup varier d’un système à 
l’autre, néanmoins les critères considérés sont les mêmes, leur combinaison différant 
ensuite. Certains systèmes procèdent à une indexation fine de la collection ([LAU 
05], [ROS 05]), d’autres mettent en œuvre une recherche de documents ou de 
passages et ensuite annotent ces documents et pondèrent les passages en s’appuyant 
sur les critères suivants ([FER 01], [MAG 02], [ITT 01]) :  
–  le nombre de mots pleins de la question, généralement pondérés que ce soit de 
manière absolue selon leur degré de spécificité dans la langue ou selon le rôle qu'ils 
sont censés jouer dans la réponse (le focus par exemple) ;  
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–  des extensions de ces mots, par leurs synonymes ou des mots de la même 
famille morphologique, de manière à essayer de couvrir toutes les formulations du 
concept sous-jacent que l'on peut trouver dans une réponse ;  
–  l'entité nommée cherchée ;  
–  la proximité des mots repérés dans le passage. 
Dans notre système FRASQUES, la collection est prédécoupée en paragraphes 
de trois phrases, avec une phrase de recouvrement afin de ne pas rompre une chaîne 
anaphorique entre deux phrases. Selon les versions et les langues traitées, la 
collection a été ou non préalablement lemmatisée. La lemmatisation permet de 
réduire les variations flexionnelles tout en évitant la racinisation des mots (en 
anglais stemming) qui peut engendrer du bruit.  
Les passages sélectionnés sont ensuite annotés par les termes simples ou 
complexes qu’ils contiennent, en tenant compte des variations linguistiques 
possibles. Cette annotation est réalisée par Fastr [JAC 01], un analyseur de surface 
prenant en entrée les différentes règles de dérivations possibles des termes 
recherchés. Ainsi, les passages contenant les termes « ballon d’or » et « joueur de 
football » seront privilégiés par rapport aux passages contenant ces mots 
séparément. L’ensemble des termes reconnus permet de calculer un poids pour 
chaque passage, en tenant compte des variations présentes. Un terme retrouvé tel 
quel est privilégié par rapport à une variation morphologique ou syntaxique, elles-
mêmes privilégiées sur des variations sémantiques à partir de synonymes. Cette 
pondération fine selon les termes trouvés entraîne la sélection d’un sous-ensemble 
de passages, qui sont ensuite annotés avec les entités nommées qu’ils contiennent 
(cf. Figure 3). La reconnaissance des entités nommées s’aligne sur les types qui sont 
reconnaissables lors de l’analyse de la question. Les entités de type personne, lieu et 
organisation est effectuée par des règles s’appuyant sur des lexiques spécialisés et la 
présence de déclencheurs. La reconnaissance des entités à composantes numériques 
est réalisée par des règles écrites sous forme d’expressions régulières. Les types 
étant spécifiques, il n’y a pas de référentiel spécifique au problème posé par la 
recherche de réponse factuelles qui ait été proposé. 
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<enamex_TYPE="person"> Thatcher </enamex> restored the 
practice of granting honors for political service to faithful 
<enamex_TYPE="organization"> Tory party</enamex>  retainers 
and contributors , and she also recommended 
<numex_TYPE="number"> three</numex> heredity peerages 
Déclencheur 
Mot du lexique 
 
Figure 3. Exemple d’annotations en entités nommées 
Enfin, chaque phrase est pondérée par les critères définis ci-dessus, et sera 
candidate à l’extraction de réponse. 
2.2.3 Extraction des réponses 
La sélection de passages représente une première évaluation de la pertinence des 
candidats par application de critères globaux. Afin d’en extraire la réponse, il faut 
appliquer des critères plus locaux, liés à la formulation de celle-ci. La mise en œuvre 
de ces critères de sélection peuvent être numériques ou reposer sur une analyse 
syntaxique ou sémantique de la phrase, qu’elle soit partielle ou totale. Dans les 
approches numériques, le système repose sur une notion de proximité de la réponse 
candidate par rapport aux termes reconnus. [GIL 05] définit un score de compacité 
moyenne normalisée des réalisations des mots de la question aux voisinages droit et 
gauche d’une occurrence de réponse potentielle.  
Les systèmes développant des analyses complètes de phrases définissent une 
distance syntaxique entre représentations de la question et de la phrase. Par exemple 
[BOU 05] définit la similarité syntaxique par la proportion de relations de 
dépendances de la question qui s’apparient aux relations de dépendances de la 
phrase candidate. La réponse est ensuite extraite en s’appuyant sur la connaissance 
du type cherché et sur des critères additionnels comme la fréquence de la réponse 
courte. La détermination de la réponse peut aussi résulter d’un processus de preuve 
des réponses candidates ([MOL 02b], [HAR 06]) quand les représentations 
sémantiques des questions et des phrases sont sous forme logique, processus mettant 
en général en œuvre une notion de relâchement lors de la construction de la preuve. 
L’approche la plus répandue consiste à appliquer des patrons d’extraction afin de 
sélectionner la réponse exacte. Chez Soubbotin et al., [SOU 01], [SOU 02], ce sont 
des expressions régulières décrivant tous les types de réponse prévus. Dans [LIG 
06a], les patrons sont écrits sous forme de règles de syntaxe locale dans le 
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formalisme de SCOL [ABN 96] (cf. Figure 4). Ces règles s’articulent autour du 
focus ou du type général attendu selon la catégorie de la question. Elles s’écrivent en 
deux niveaux : le premier repère les différents groupes de base de la phrase, en 
identifiant les groupes nominaux du focus ou du type général. Le second niveau 
correspond aux patrons eux-mêmes et s’appuie sur les groupes préalablement 
identifiés. 
 
Niveau 1 : Groupes 
SP = “virg|par|hyphen”; 
GNFoc → DT ? RB ? (ADJ (CC ADJ) ?) ? (FC|FCS) RB ? ; 
GNTG → DT ? RB ? (ADJ (CC ADJ) ?) ? (TG|TGS) RB ? ; 
GN → DT? RB* ADJ* (NN|NNS)+ RB* ADJ* ; 
GNNP → DT ? RB* ADJ* (NP|NPS)+ ; 
 
Niveau 2 : Patrons 
RgTsep → b= (GN|GNNP) SEP GNTG ; 
RgVFoc → a= (GN|GNNP) VB GNFoc ; 
 
Figure 4. Patrons d’extraction exprimés dans le formalisme de SCOL 
Les étiquettes accolées aux éléments reconnus permettent d’ordonner les patrons 
selon leur fiabilité. Ainsi les réponses reconnues par le patron a sont-elles plus 
fiables que celles reconnues par le patron b.  
Enfin, une dernière étape consiste à vérifier la réponse trouvée. L’approche la 
plus répandue consiste à confirmer la réponse en s’appuyant sur la taille et la 
redondance du Web. Ce point sera présenté section 5. Une autre forme de validation 
peut être menée. En effet, lorsque la réponse est extraite du passage, son type n’est 
pas toujours identifié. C’est le cas des réponses dont on ne sait quel est précisément 
le type attendu, seul un hyperonyme est extrait de la question (cf. le type général 
dans FRASQUES). On peut là encore utiliser le Web comme source de 
connaissances afin de le vérifier, soit en vérifiant son type par rapport à une base de 
connaissance [BOU 06].  
L’ultime vérification de la validité d’une réponse est effectuée par l’utilisateur du 
système. Celui-ci, au vu de la réponse et du passage proposé, peut en général juger 
de la validité de la proposition. Seulement, il peut avoir des doutes quant à la 
confiance qu’il peut accorder aux documents dont est extrait la réponse ou au 
comportement du système. A cette fin, [McG 04a], [McG 04b] proposent un outil 
(Inference Web) capable de retracer le raisonnement mené pour trouver une réponse 
et de spécifier d’où proviennent les sources. Cet outil nécessite que les 
raisonnements menés par les processus de recherche puissent être modélisés en 
documents PML (Proof Markup Language). Avec une approche moins formelle, 
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Javelin [CAL 04] propose un environnement permettant de stocker les résultats 
intermédiaires et les sources des documents dans une base relationnelle, de leur 
associer des éléments XML et de visualiser ensuite les étapes de résolution ou le 
résultat de certains modules par un navigateur Web. 
3 Le web comme source de connaissances pour trouver des réponses 
La question prise en exemple dans la section précédente, « Quel est le nom du 
joueur de football qui a reçu le ballon d'or en 1994 ?», a donné lieu à deux requêtes 
successives. La première, contenant la question sauf l’expression interrogative, 
nécessitait de parcourir le premier texte pour arriver à un tableau récapitulant le 
palmarès (cf. Figure 5).  
50 ANS DE BALLON D'OR 
PALMARÈS 
SOMMAIRE JOURNAL DU BALLON D'OR PALMARÈS REGLEMENT LES 50 pour 2006  
 
1956 - MATTHEWS 
1957 - DI STEFANO 
1958 - KOPA 
1959 - DI STEFANO 
1960 - SUAREZ 
1961 - SIVORI 
1962 - MASOPUST 
1963 - YACHINE 
1964 - LAW 
1965 - EUSEBIO 
1966 - B.CHARLTON 
1967 - ALBERT 
1968 - BEST 
1969 - RIVERA 
1970 - G. MÜLLER 
1971 - CRUYFF 
1972 - BECKENBAUER 
1973 - CRUYFF 
1974 - CRUYFF 
1975 - BLOKHINE 
1976 - BECKENBAUER 
1977 - SIMONSEN 
1978 - KEEGAN 
1979 - KEEGAN 
1980 - RUMMENIGGE 
1981 - RUMMENIGGE 
1982 - P. ROSSI 
1983 - PLATINI 
1984 - PLATINI 
1985 - PLATINI 
1986 - BELANOV 
1987 - GULLIT 
1988 - VAN BASTEN 
1989 - VAN BASTEN 
1990 - MATTHÄUS 
1991 - PAPIN 
1992 - VAN BASTEN 
1993 - R. BAGGIO 
1994 - STOITCHKOV 
1995 - WEAH 
1996 - SAMMER 
1997 - RONALDO 
1998 - ZIDANE 
1999 - RIVALDO 
2000 - FIGO 
2001 - OWEN 
2002 - RONALDO 
2003 - NEDVED 
2004 - CHEVTCHENKO 
2005 - RONALDINHO 
 
Figure 5. Extrait d’un document trouvé sur le Web5 
Ce type de présentation est caractéristique des documents Web, et si les systèmes 
de QR veulent les exploiter, il faut savoir reconnaître des structures et développer 
des analyses qui leur sont spécifiques [LER 04]. La 2ème requête : <“ballon d’or ”  
1994> renvoie l’extrait sélectionné Figure 1 au rang 8. 
                                                          
5
  www.francefootball.fr/FF/ballon_or/index_bo.html 
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Les requêtes ne suivent pas le même principe de formulation quand la recherche 
s’effectue sur le Web ou sur une collection de bien moins grande taille. Les 
systèmes de QR cherchent à exploiter le fait qu’il doit exister un document, et même 
plusieurs documents, qui donnent la réponse cherchée sous une forme proche de 
celle de la question (cf. section 3.1) et peu de systèmes ont eu recours à de 
l’expansion de requêtes afin de gérer la synonymie. La redondance du Web permet 
de se fonder principalement sur ce critère pour sélectionner la réponse exacte, sans 
avoir ainsi à mettre en œuvre des techniques d’extraction élaborée (cf. section 3.2).  
3.1 Interrogation du Web 
L’un des premiers systèmes autorisant des questions en langue naturelle sur le 
Web a été AskJeeves6. Ce système recherchait des réponses, sous forme de 
documents, dans sa base de données.  L’un des premiers systèmes de QR conçu pour 
interroger le Web via un moteur existant est MULDER [KWO 01]. Avec la création 
de la piste QA à TREC, beaucoup de systèmes ont utilisé le Web comme source de 
réponse dès les premières évaluations. Ces systèmes effectuent une réécriture 
spécifique des questions afin de ramener les documents pertinents dans les premiers, 
ou afin de n’extraire que les extraits donnés par le moteur (les snippets). Tous 
exploitent l’idée que la grande redondance des informations présentes sur le Web 
permet de trouver des documents pertinents même avec une requête très spécifique 
et qu’une telle requête permet d'obtenir les documents susceptibles de contenir la 
réponse classée dans les premières positions.  
MULDER se fonde sur une analyse syntaxique des questions afin de formuler 
des requêtes les plus précises possible, tout en gardant la possibilité de relâcher des 
contraintes. A cette fin, des reformulations des questions sous forme déclarative sont 
effectuées par application de règles conçues manuellement. Ces règles portent sur la 
conversion du verbe, l’expansion de certains termes clefs introduisant la réponse, la 
conservation de groupes de mots. La réécriture vise à concevoir des requêtes 
proches de la formulation de la réponse. Leur conception se rapproche de la notion 
de patron d’extraction. Le procédé retenu est très proche de ce qui a été développé 
dans QALC [BER 03] présenté plus bas. MULDER lance plusieurs requêtes en 
parallèle, en moyenne quatre, via Google. Une évaluation de l’apport des 
reformulations se trouve dans [KWO 01]. Hermjacob et al. [HER 02] engendrent des 
variantes de la question en utilisant des règles de paraphrases syntaxiques et 
sémantiques. Ces paraphrases sont utilisées pour former des requêtes booléennes 
(trois paraphrases par question en moyenne) afin d'interroger le Web. 
                                                          
6
  Disparu maintenant et devenu ask.com : http://www.ask.com 
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Brill et al. [BRI 01] adoptent une vision plus simple des reformulations en 
gardant les mots de la question dans leur ordre original et en déplaçant les verbes 
dans toutes les positions possibles. Le moteur effectue une comparaison entre 
chaînes de caractères. 
La dernière approche présentée ici concerne l’apprentissage de reformulations, 
en fonction des moteurs de recherche utilisés pour l’interrogation, à savoir Google et 
AltaVista [AGI 01]. Les reformulations apprises correspondent en fait aux 
introducteurs de réponse que l’on peut trouver en fonction des types de questions 
posées. Le corpus d’apprentissage provient du Web et a été constitué à partir de 
FAQ (Frequently Asked Question). Les auteurs se sont restreints aux questions de 
définition, « Qui est » et « Quel est », ainsi qu’aux questions « comment » et « où », 
portant sur un domaine de spécialité, l’informatique. 
Dans QALC, les questions sont reformulées sous une forme affirmative avec 
aussi peu de variations que possible par rapport à la formulation d'origine. Par 
exemple, pour la question « Quand Wendy's a-t-elle été fondée ? », l’hypothèse 
émise est qu’il existe un document contenant la réponse sous la forme : « Wendy's a 
été fondée le... ». QALC recherche d'abord sur le Web les chaînes exactes fournies 
par la reformulation et ne retient que 20 documents. La réécriture des questions 
utilise des schémas de reformulation. Les questions sont classées en fonction du type 
de la réponse attendu et du type de la question. Rechercher un nom de personne ou 
bien un lieu ne mènera pas à la même reformulation, même si les deux questions 
sont syntaxiquement similaires. “Qui est le gouverneur de l'Alaska ?” et “Où est la 
tour du diable ?” n'attendent pas des réponses formulées exactement de la même 
manière : la requête “, gouverneur de l'Alaska” fonctionne pour la première question 
puisqu’un nom est souvent donné en apposition, tandis que “La tour du diable est 
située” est une requête possible pour la seconde. Ces reformulations ont été 
préalablement essayées manuellement sur le Web avec Google pour pouvoir trouver 
les types de schémas les plus fréquemment couronnés de succès, pour environ 50 
questions et leurs réponses. Ces tests ont montré la nécessité de définir un critère 
supplémentaire pour obtenir une réécriture suffisamment précise : il s'agit ou bien 
d'un mot introduisant un modifieur dans la forme minimale de la question ou bien 
d'un mot de la question qui entraîne l'ajout d'un mot (souvent une préposition ou un 
verbe) qui introduit de façon spécifique l'information recherchée dans la forme 
affirmative. Par exemple, le mot « quand » introduisant un modifieur est conservé et 
la présence du mot « année » dans une question portant sur une date cause l'ajout de 
la préposition « en » à la forme affirmative. 
QALC associe un ou plusieurs schémas de réécriture à chaque type de question, 
les schémas supplémentaires correspondant souvent au relâchement de contraintes 
par rapport au schéma primitif. Un schéma de réécriture est construit en fonction des 
caractéristiques syntaxiques de la question : le focus, le verbe principal, les 
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modifieurs et éventuellement les relations introduisant des modifieurs du verbe ou 
de l'objet. La réécriture la plus simple est construite avec tous les mots de la question 
à l'exception du pronom interrogatif et de l'auxiliaire.  
Par exemple, la question « Quand est né Lyndon B. Johnson ? » se réécrit en : 
« Lyndon B. Johnson est né le », en appliquant le schéma de réécriture « <focus> 
<verbe principal> né le ». Google trouve avec cette requête, et en première position, 
la réponse « Lyndon B. Johnson est né le 27 août 1908 ». 
Figure 6. Comparaison du nombre de réponses trouvées selon le nombre de 
documents retenus. 
Afin d’évaluer l’impact du nombre de documents retenus dans notre système 
selon la stratégie (Web ou collection de journaux), nous avons recherché le patron 
de la réponse dans les documents sélectionnés par chacun des moteurs. La Figure 6 
montre ces résultats. La courbe supérieure, constituée de « + » (web.dat), correspond 
au nombre de réponses présentes dans les documents retenus sur le Web, soit 74,4% 
des questions ont au moins un document réponse. La suivante, constituée de « * » 
(mgparTxt.dat)  correspond à la même recherche mais dans les documents retenus 
par MG [WIT 99] de la collection, avec une recherche vectorielle, alors que la 
dernière, faite de « x », correspond à la recherche des documents dont on sait qu’ils 
contiennent la réponse dans ce même ensemble de documents retenus par MG 
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(mgparDoc.dat), ce qui correspond à une évaluation moins laxiste que la précédente. 
On peut voir que l’écart entre ces deux dernières courbes n’est pas très important, et 
qu’une évaluation « laxiste » est néanmoins significative, même si des documents 
contenant la valeur de la réponse sont considérés comme corrects, alors que celle-ci 
ne constitue pas la réponse à la question. Aussi, l’écart important entre la courbe  
supérieure de MG et celle obtenue avec les documents Web montre qu’il suffit de 
retenir bien moins de documents sur le Web que dans une collection donnée, tout en 
conservant une bonne proportion de questions auxquelles on pourra répondre.  
Cette étude doit être complétée par une étude sur les moteurs utilisés. Ainsi, 
Tellex et al. [TEL 03] ont effectué une série d’expérimentations avec un moteur 
booléen d’une part (Lucene7) et un moteur vectoriel (Prise) et concluent que les deux 
produisent des résultats analogues. 
3.2 Utilisation de la redondance 
Le deuxième module impacté par la recherche de réponses sur le Web est 
l’extraction de réponses exactes qui vise à exploiter la notion de redondance pour 
sélectionner la réponse correcte, sans avoir à mettre en œuvre des stratégies reposant 
sur l’élaboration de patrons d’extraction. Dans [CLA 01a], Clarke et al. 
sélectionnent des réponses en fonction de leur redondance et de leur fréquence. Ils y 
étudient plus particulièrement le facteur redondance, en se concentrant sur les 
réponses attendues de type nom de personne, et en étudiant l’impact du nombre et de 
la taille des passages sélectionnés sur les résultats.  
Afin de quantifier cette stratégie, Dumais et al. [DUM 02] ont appliqué 
l’approche qu’ils ont mis au point pour le Web sur la collection de référence de 
TREC, ou du moins se sont ramenés à une stratégie analogue. Leur système exploite 
en premier lieu la redondance du Web. Cela donne lieu à une réécriture simple des 
questions (cf. [BRI 01] paragraphe précédent) et à une technique d’extraction simple 
elle aussi, puisqu’elle consiste à retenir la chaîne de caractères la plus fréquente dans 
les extraits (snippets) renvoyés par le moteur de recherche, après application de 
quelques filtres fondés sur les types de questions remplaçant le marquage des entités 
nommées : existence de majuscules, de nombres par exemple. Le système, appliqué 
au Web avec les questions de TREC9, trouve 61% des réponses dans les 5 premiers 
rangs. Appliqué à la collection AQUAINT, le système, après quelques adaptations 
dans l’extraction de courts passages, trouve 24% de réponses correctes, contre 53% 
pour le système précédent appliqué dans les mêmes conditions. Une technique 
similaire a été utilisée sur le portugais [COS 06], dont les pages indexées par Google 
sont estimées à 60 500 000. Le système procède à une réécriture simple des 
                                                          
7
  The Lucene Search Engine. http://www. lucene. com 
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questions, élimine certains sites amenant du bruit qui ont été sélectionnés 
manuellement, sélectionne les 100 premiers extraits renvoyés par Google et extrait 
la réponse en se fondant sur une technique de n-grammes fréquents, formés de mots. 
Le système a obtenu seulement 30% de réponses correctes aux questions posées à 
CLEF 2004 et 2005, mais ces questions sont dédiées à une collection datant de 1994 
et les réponses ne figurent sans doute pas sur le Web. 
Une autre approche consiste non pas à rechercher des réponses sur le Web 
exclusivement, mais à utiliser le Web pour assister une recherche dans un corpus de 
référence. Clarke et al. [CLA 01b] sélectionnent 40 passages parmi les 200 premiers 
documents retournés par deux moteurs standard du Web et 20 passages de leur 
corpus de référence, dans lesquels la réponse est extraite, à condition qu’elle 
appartienne à la base de référence. Le Web est ici utilisé pour augmenter le facteur 
de redondance des réponses candidates, et rejoint l’utilisation du Web pour valider 
des réponses (cf. section 5.2). Cette approche a permis d'améliorer les résultats de 
leur système de 25 à 30%. 
Le Web peut aussi être vu comme un dépositaire de connaissances duquel on 
peut extraire des informations qui seront stockées dans des bases de connaissances. 
Ainsi, Fleischman et al. [FLE 03] ont-ils constitué un grand corpus de 15Go, formé 
d’articles de journaux et de documents provenant du Web afin d’extraire des 
relations concept-instance, dans le but de répondre à des questions du type « Qui est 
le maire de Boston » et « Qui est Jennifer Capriati ». 2 000 000 de telles relations 
ont été obtenues après extractions et filtrage par un classifieur afin d’éliminer le 
bruit dû aux patrons d’extractions. Des questions ont été collectées sur 
www.askjeeves.com, disponible en 2003, et l’évaluation de la base a été calculée sur 
100 questions. La base permet d’améliorer les résultats du système de QR de 
référence de 36%, en nombre de réponses trouvées.  
3.3 Le Web structuré  
L’une des spécificités du Web tient à la structuration des documents qui y sont 
accessibles : il ne s’agit plus de textes présentés linéairement ; la mise en page, sous 
forme de tableaux ou de cadres par exemple, rend plus complexe l’extraction 
d’information. C’est pourquoi certains projets ont vu le jour afin d’extraire des 
informations dans les documents structurés du Web. Citons par exemple l’outil 
Lixto [BAU 05] qui permet d’écrire des adaptateurs (wrappers en anglais) dédiés à 
des sites, afin d’extraire des informations de la représentation arborescente des 
pages, adaptateurs pouvant s’adapter à l’évolution des sites. Plus spécifiquement en 
question réponse, Katz et al. [KAT 03], [LIN 03] ont développé une approche mixte 
pour trouver des réponses, fondée soit sur des techniques d’extraction simples 
exploitant la redondance du Web, soit sur l’exploitation de certains sites, 
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fonctionnant alors comme des bases de connaissances dédiées. La réponse aux 
questions portant sur des caractéristiques de pays, des éléments de biographie de 
personnes célèbres, des films est recherchée sur des sites répertoriés et pour lesquels 
des adaptateurs ont été développés. Les types de questions traitées ainsi sont 
reconnus par vingt-huit schémas qui accèdent à sept sites, exploités en local ou non. 
Sur les questions de TREC 2002, leur système répond à 30 questions sur 42 par cette 
technique, et à 153 sur 458 par une technique d’extraction classique, donc 16% des 
questions sont résolues par l’exploitation de quelques sites. 
Une évolution du Web correspond à la vision selon laquelle il permettrait de 
stocker et d’accéder à des connaissances sémantiques structurées, représentées par 
des ontologies. Cette vision ouvre la voix à de nouvelles formes d’interrogation et de 
recherche de réponse en question-réponse, explorée par quelques travaux de 
recherche. Des solutions d’interrogation s’appuyant sur une représentation logique 
des questions et des documents, et partant de questions factuelles posées en langue 
naturelle non dédiées à un domaine spécifique ont été proposées et évaluées par 
[MOL 02], [MOL 02b], qui ont développé extendedWordNet pour représenter les 
questions et les passages trouvés et ainsi prouver et inférer des réponses, et par 
[HAR 06], qui s’appuie lui sur l’ontologie MultiNet8 interfacé avec l’allemand grâce 
à HaGenLex9 pour construire et apparier des graphes sémantiques. Zajac [ZAJ 01] et 
Lopez Garcia et al. [LOP 06], [LOP 05] explorent la formalisation du processus de 
recherche de réponses dans une ontologie formelle, mais ce sont les travaux de 
[ATZ 04] et [CAL 06] qui ramènent le problème au Web et explorent l’interrogation 
de plusieurs ontologies. Le premier travail se place dans le cadre du projet MOSES 
et le but y est d’interroger une fédération de sites d’universités, chacun dans une 
langue différente. A cette fin, ils proposent de réaliser une fusion des ontologies afin 
de mettre en rapport les concepts décrits dans les deux langues, en s’appuyant sur la 
structure des ontologies ainsi que sur la traduction des étiquettes associées aux 
concepts. Le deuxième travail se positionne différemment et propose de rechercher 
des réponses dans chaque ontologie, à partir de questions exprimées dans la même 
langue, en ayant au préalable retenu celles qui semblent pertinentes, et de fusionner 
les réponses afin d’augmenter la complétude des réponses trouvées. 
Pour conclure sur les systèmes de question-réponse sur le Web, on voit que l’on 
va de systèmes mettant en œuvre des solutions qui exploitent au maximum la taille 
et la redondance du Web et évitent ainsi de faire intervenir des processus lourds de 
traitement automatique de la langue, à des systèmes entièrement conçus sur des 
paradigmes logiques. Ces systèmes interrogent non plus des documents peu 
structurés mais des connaissances organisées sous forme d’ontologies. 
                                                          
8
  http://pi7.fernuni-hagen.de/forschung/multinet/multinet_en.html 
9
  http://pi7.fernuni-hagen.de/forschung/hagenlex/hagenlex-en.html 
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4 Le Web multilingue 
La richesse du Web est aussi sa multilingualité, et un challenge important 
consiste à pouvoir poser sa question dans sa propre langue et recevoir une réponse 
issue de textes écrits dans n’importe quelle langue. Lorsque l’on recherche un fait 
portant sur un événement particulier d’un pays, il est plus probable de trouver la 
réponse dans les textes écrits dans la langue de ce pays. C’est l’intérêt des systèmes 
interlingues. Il faut alors non seulement résoudre le problème de la recherche de 
réponses dans une langue différente de celle de la question, mais aussi, pour être 
complet, envisager la traduction des réponses. Ce dernier point pose moins de 
problèmes que la traduction automatique dans toute sa généralité ; voir [BOS 06] par 
exemple pour la traduction de réponses. A l’heure actuelle, de nombreux systèmes 
de QR proposent des solutions interlingues, mais en laissant la réponse dans la 
langue des documents. Ces systèmes, évalués à CLEF, soit proposent des réponses 
en anglais à partir de différentes langues sources, français, italien, etc. ou partent de 
l’anglais pour aller vers le français, l’allemand, l’espagnol, etc.  
4.1 Traduction des questions 
Différentes solutions existent pour gérer le multi-linguisme dans les systèmes de 
question-réponse. La première consiste à utiliser un traducteur automatique afin de 
traduire les questions et appliquer un système monolingue par la suite. C’est le choix 
effectué par [PER04], [JIJ04], [NEU04], [NEU05], [AHN04]. [PER04] et [JIJ04] 
ont aussi appliqué leur système en version monolingue. Le premier, dans sa version 
anglais-hollandais, obtient une baisse de 10,5 % sur ses résultats : de 91 (45,5 %) à 
70 (35 %) réponses correctes, et les résultats du second, dans sa version anglais-
français, voit son pourcentage de bonnes réponses diminuer de 13,5 : de 49 (24,5 %) 
à 22 (11 %) réponses. Pour leur système BiQue, Neumann et Sacaleanu [NEU04], 
[NEU05] ont eu recours à plusieurs outils de traduction  de l’allemand vers l’anglais 
pour obtenir une bonne couverture : 8 en 2004. Les lemmes issus de la fusion des 
différentes traductions sont réunis et constituent un « sac-de-mots » qui est utilisé 
lors de l’expansion de la requête. L’expansion consiste à compléter le sac-de-mots 
avec des synonymes mais un module de désambiguïsation est alors nécessaire. Ce 
module utilise EuroWordNet  pour connaître les correspondances entre termes dans 
les 2 langues (anglais et allemand) et, pour chaque mot ambigu, il regarde lesquels 
de ses sens sont exprimés à la fois dans la question d’origine (en allemand) et dans 
ses traductions (en anglais). Leur système a trouvé 23,50% réponses correctes. En 
2005, sur l’allemand, plusieurs traducteurs ont été appliqués sur les questions, et 
ensuite un alignement entre la meilleure traduction et la question en langue source a 
été effectué afin de travailler à partir des mots traduits et des résultats de l’analyse 
des questions en allemand. Cette stratégie est légèrement meilleure que la 
précédente : de l’allemand vers l’anglais, leur système a obtenu 25,5% réponses 
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correctes à CLEF 2005, et de l’anglais vers l’allemand, 23%. Quant à [BOU 06], ils 
complètent la traduction automatique par des traductions d’entités nommées et de 
bi-termes trouvées dans la Wikipedia. En effet, ces types de termes sont très mal 
gérés par les traducteurs, qui ne les contiennent pas dans leurs dictionnaires. Leur 
système, qui en monolingue sur le hollandais a obtenu 31% de réponses correctes, 
en obtient 20% en version bilingue, anglais-hollandais. 
Les deux problèmes majeurs dans l’utilisation de traducteurs pour les questions 
résident dans la non (ou la mauvaise) résolution de l’ambiguïté des mots des 
questions et des traductions syntaxiquement fausses. Si un mot pertinent pour la 
recherche de la réponse est mal traduit, cette erreur ne peut en général être rattrapée 
par la suite par seule compensation des autres mots de la question. En effet les 
questions sont souvent assez courtes, et la mauvaise traduction d’un mot en change 
le sens. Pour répondre à ce problème, on peut traduire les termes de la question et 
garder une liste de possibilités pour chacun. La validation des traductions peut 
s’effectuer par la confirmation de combinaisons de termes dans des documents (cf. § 
suivant). Si la question produite est agrammaticale, elle est alors mal analysée, les 
systèmes de question réponse appliquant fréquemment des analyseurs syntaxiques 
pour extraire les caractéristiques utiles. C’est pour cette raison que Ahn et al. 
[AHN04] ont choisi de développer un amont et en aval de la traduction de la 
question produite par Babelfish, un ensemble de règles de transformation, de façon à 
prévenir ou rectifier des erreurs de traduction assez systématiques sur les 
formulations syntaxiques des questions10. Ainsi, les questions en français « À quel 
moment… » ont été transformées en « Quand… » avant d’être soumises au 
traducteur. De même, les questions avec inversion et reprise pronominale du sujet 
ont été corrigées après traduction, pour éviter que « Où X travaille-t-il ? »  ne 
devienne « Where X does it work ? ». Des ensembles de règles similaires ont été 
développés pour leur système allemand-anglais. Ils ont trouvé entre 17 et 20% de 
réponses selon la langue. 
4.2 Traduction des termes de la question 
La deuxième solution consiste à analyser la question dans la langue 
source et en extraire toutes les caractéristiques utiles à l’extraction des 
réponses, c’est-à-dire le type de la réponse attendue, les termes, les groupes 
de la phrase (nominaux, verbaux et prépositionnels) ou la structure 
syntaxique complète (liens de dépendance entre groupes et étiquetage des 
fonctions grammaticales). La nature de ces informations est la même quelle 
                                                          
10
  Ils ont constaté que sur la traduction des 200 questions de CLEF03 de 
l’allemand vers l’anglais par Babelfish, seules 29% étaient jugées acceptables par un 
juge linguiste. 
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que soit la langue, hormis les structures grammaticales. Aussi, si ces 
dernières ne sont pas utilisées, ce qui est le cas dans beaucoup de systèmes 
car elles ne sont pas très fiables, seuls les termes peuvent être traduits, 
indépendamment de la structure syntaxique complète de la question. Cela 
ramène au seul problème de la gestion de la polysémie des mots. Cette 
solution a été choisie par de nombreux systèmes. Le système Diogène 
[NEG03], [TAN04] a participé aux évaluations CLEF avec une tâche 
monolingue (italien) et 2 tâches bilingues (bulgare/italien vers l’anglais). 
Tanev et al. [TAN04] ont jugé que les résultats de la traduction automatique, 
particulièrement pour les questions, n’étaient pas assez encourageants. Ils 
ont donc eu recours à une traduction des mots clefs de la question : après une 
étape d’élimination des mots non pertinents, ils traduisent les mots clefs de 
la question à l’aide d’un dictionnaire bilingue et de MultiWordNet. Puis, afin 
d’éliminer le bruit inhérent à un tel procédé, ils ne retiennent que les 
combinaisons de traductions les plus plausibles, i.e. celles qui apparaissent le 
plus fréquemment dans 2 corpus de référence (AQUAINT et TIPSTER). Ce 
type d’approche avait déjà été utilisé dans [GRE 99] dans le contexte de la 
traduction automatique. Il recherchait des traductions de syntagmes sur le 
Web afin de les valider, et notamment des groupes nominaux sous forme de 
bi-terme. L’étape suivante est l’expansion des mots clefs à l’aide de 
dérivations morphologiques et sémantiques. Ils obtiennent un score de 45 
(22,5%) bonnes réponses en version bilingue contre 56 (28%) en 
monolingue, donc avec une perte de 6% de bonnes réponses seulement. 
Sutcliffe et al. [SUT04], [SUT 06] ont choisi pour leur part de traduire tous 
les syntagmes issus de l’analyse des questions par un analyseur de surface 
selon trois méthodes : deux traducteurs (Reverso et WorldLingo) et un 
dictionnaire (GDT, Grand Dictionnaire Terminologique). Les résultats 
obtenus sont ensuite combinés, en donnant la préférence au GDT quand le 
syntagme y figure. L’ensemble des syntagmes traduits sert ultérieurement à 
la constitution des requêtes. Ils trouvent ainsi 19% de réponses correctes.  
Nombre total de bi-termes formés à partir des questions 777  
Nombre de bi-termes trouvés 307 39.5% 
Nombre de bi-termes trouvés uniquement sous leur forme d’origine 52 17% 
Nombre de bi-termes trouvés uniquement par dérivation sémantique 150 54% 
Tableau 1. Validation des traductions de bi-termes par Fastr 
On retrouve dans [LIG 06b] cette combinaison de traducteurs suivi de la 
recherche des bi-termes traduits de la question dans un corpus, mais au lieu de ne 
rechercher que des co-occurrences, ce sont des syntagmes et leurs variations 
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possibles qui sont recherchés, en utilisant Fastr (cf. table 2.2.2). Par exemple, à 
partir des 777 bi-termes issus des questions de CLEF 2005 (cf. table ), 39,5% sont 
retrouvés dans un sous-ensemble de la collection, dont 54% sous forme de variations 
uniquement. Cela signifie que la traduction du terme n’est pas retrouvée comme 
telle, et donc ne correspond sans doute pas à une expression usitée, mais que l’on 
peut, à partir de celle-ci retrouver l’expression correcte. Les bi-termes trouvés à 
l’identique uniquement sont souvent des noms propres, généralement des noms de 
personne. Chaque bi-terme retrouvé permet de valider les traductions de mots dans 
le contexte des questions. Le système a trouvé 25% des réponses en 2006 dans la 
piste français-anglais. 
Enfin, Synapse [LAU 05b], [LAU 06] traduit aussi les mots et idiomes, mais en 
utilisant l’anglais comme langage pivot. Le système a trouvé 44% de réponses en 
français à partir de questions en anglais, alors que le système monolingue français 
trouve 69% de réponses correctes.  
La dernière technique explorée par [BOW 06] est assez rare et consiste à traduire 
les documents dans la langue de la question, en l’occurrence des documents français 
sont traduits en anglais. La réponse extraite est ensuite « re-traduite » par alignement 
des documents. Le système trouve 40% de réponses correctes dans la langue source, 
leur traduction introduisant une perte de 50% des réponses. 
5 Le Web comme corpus  
5.1 Approches statistiques 
Le Web constitue naturellement une source de données pour constituer des 
corpus d’apprentissage pour la réalisation de tâches qui peuvent ne pas être 
spécifiques au Web. Les travaux que nous présentons ont été choisis parce que seul 
le Web peut permettre de constituer les corpus voulus ou parce qu’ils présentent des 
approches statistiques pour élaborer des systèmes de QR dédiés au Web. 
Le premier travail [SOR 06] porte sur la recherche de réponses à des questions 
allant au-delà de questions factuelles. En fait, il concerne plutôt la recherche de 
passages formés de 3 phrases et s’appuie sur la collecte d’un corpus de 1 million de 
paires question/réponse issues de pages de FAQ. L’approche retenue est purement 
statistique, et se fonde sur un paradigme analogue à celui de la traduction statistique, 
afin d’exploiter le fait que les requêtes respectant l’ordre des mots, du moins 
partiellement, sont plus appropriées qu’une approche sac de mots et qu’il faut arriver 
à relier les termes de la questions aux nombreuses variantes existant dans les 
réponses. Du corpus d’apprentissage sont extraites des collocations de deux à trois 
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mots, utilisées ensuite pour formuler les requêtes. L’extraction de réponses repose 
ensuite sur la détermination de variantes de ces collocations par application du 
modèle de traduction. L’évaluation du système a été réalisée sur 115 questions dont 
les réponses ont été jugées par des évaluateurs humains et comparé à une version de 
base reposant sur la présence des n-grams dans les passages. Les meilleurs résultats 
sont obtenus avec une version favorisant la réécriture à l’identique et la variation de 
termes, et atteignent 38% de réponses correctes. Seulement, ces résultats ne peuvent 
être comparés à d’autres systèmes, et les auteurs eux-mêmes considèrent que leur 
modèle constitue une version de référence de base pour la résolution de questions 
non factuelles. 
Le second travail est celui réalisé par Whittaker et al. [WHI 06] dont l’objet est 
de réaliser un système de QR par une approche purement statistique indépendante de 
la langue, et donc applicable au Web multilingue. Le principe repose sur le fait que 
la réponse dépend du type de question (correspondant au type de réponse attendue ) 
et de l’information donnée dans la question. Un modèle bayésien est appris sur un 
corpus question/réponse et seules des connaissances sur la capitalisation des mots 
sont éventuellement utilisées, rendant le système applicable à n’importe quelle 
langue. Le système a été appliqué à l’anglais, le japonais, le suédois et le chinois. 
Les performances sont faibles sur le suédois, langue peu parlée et ne permettant pas 
de constituer un corpus de taille suffisante, ainsi que sur le chinois, qui introduit des 
problèmes de segmentation en mots. 
Ces travaux montrent les limites de systèmes purement statistiques en question-
réponse, même si leur avantage est de ne pas avoir à modéliser des connaissances 
sur la langue. 
5.2 Validation de réponses 
Après l’étape d’extraction de réponse, certains systèmes appliquent une étape de 
validation des réponses, quand l’approche d’extraction elle-même ne permet pas 
cette validation. Généralement, les systèmes cherchent à valider la réponse par une 
confirmation provenant d’une autre source de connaissances que celle utilisée pour 
la recherche, en l’occurrence le Web.  
A cette fin, Magnini et al. [MAG 02b] [MAG 02c] ont testé deux approches. La 
première est purement statistique et repose sur le nombre de documents renvoyés. 
Le Web est interrogé par une requête envoyée sur altavista et composée de mots 
clefs de la question et de la réponse reliés par des opérateurs booléens et des 
opérateurs de proximité, AND, OR ou NEAR. Ils ne cherchent pas à obtenir une 
correspondance exacte de la question dans les documents trouvés sur le Web. La 
validité d’une réponse est calculée en fonction du nombre de documents retournés 
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pour trois requêtes : l’une est constituée à partir de la question uniquement, l’autre 
de la réponse et la troisième à partir des deux précédentes. La seconde méthode 
testée est plus fondée sur le contenu et la pertinence des réponses relativement aux 
questions et est évaluée par une mesure s’appuyant sur la cooccurrence des termes 
dans les extraits renvoyés par Google cette fois. Ces deux méthodes sont analogues 
en terme de gain apporté et ont été intégrées à leur système évalué à TREC11[MAG 
02] en évaluant 40 réponses par question. La pondération finale des réponses est 
fondée sur le coefficient de validité provenant de la recherche Web et sur la fiabilité 
du type de réponse attendue. Le meilleur résultat est obtenu avec la seconde 
méthode et leur a permis de trouver 38,4% de réponses correctes. Ce type 
d’approche a été étendu dans [AWA 06], en ajoutant d’autres mesures et en 
l’appliquant à la langue arabe. Le corpus de test est composé de questions de TREC 
11 et de questions issues du jeu « Le Millionnaire » qui existe en anglais et en arabe 
et d’un choix de réponse parmi quatre propositions. Les résultats sur les deux 
langues sont meilleurs avec des stratégies fondées sur les cooccurrences dans les 
extraits, bien que nettement en deçà des résultats de [MAG 02c], et les résultats sur 
l’arabe sont faibles, sans doute dus à deux principaux facteurs selon les auteurs : 
l’ambiguïté plus grande des mots arabes et le nombre moindre de documents 
retrouvés sur le Web, pour lesquels les moteurs n’ont pas de techniques 
d’approximation linguistiques. 
Dans QALC [CHA 03], une recherche analogue à celle effectuée sur les 
documents de la collection de référence est effectuée sur le Web, et seule la 
formulation des requêtes change (cf. section 3.1). Ensuite les résultats des deux 
systèmes ont été fusionnés, permettant de favoriser les réponses présentes dans les 
deux sources de connaissances. Cette stratégie simple permet de valider 106 parmi 
les 165 réponses correctes données aux 500 questions de TREC 11. 
6 Conclusion 
Nous nous sommes intéressé dans ce chapitre à la recherche d’information 
précise en domaine ouvert, information devant être extraite des textes. Celle-ci nous 
semble correspondre au challenge actuel, et c’est dans ce domaine que les 
propositions sont les plus nombreuses et les plus novatrices.  
La recherche d’informations précises sur le Web possède ses propres 
particularités et le problème posé est un peu différent de la recherche d’informations 
précises dans une collection de moindre taille. Les caractéristiques qui induisent des 
stratégies dédiées au Web sont a) sa taille : l’information cherchée a de fortes 
chances d’exister sous une forme proche de celle de la question ; b) sa redondance : 
la réponse correcte est sans doute celle qui se trouve dans plusieurs documents et c) 
sa multilingualité : la réponse peut être trouvée dans une langue différente de la 
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langue d’interrogation, et cela favoriserait les langues moins représentées, puisque 
des informations fournies dans ces langues seraient sources de réponse, 
indépendamment de la langue d’interrogation. 
Les systèmes de question-réponse ont donc adapté leurs stratégies de recherche 
aux particularités du Web, que ce soit pour formuler des requêtes, qui peuvent être 
très spécifiques souvent, ou pour extraire des réponses : quelques règles pour typer 
des réponses et une utilisation intensive du facteur de redondance pour sélectionner 
les meilleures. Notons que les systèmes de QR en général utilisent Google pour 
rechercher des documents, et mêmes très souvent pour ne sélectionner que les 
extraits qu’il revoie. En effet, les critères de sélection de passages dans les systèmes 
se fondent sur le maximum de mots communs entre question et passage ainsi que sur 
leur proximité. Google met ces critères en œuvre dans son procédé de sélection de 
documents. Avec ce type d’approche, les systèmes peuvent prétendre répondre à 
60% des questions. Il reste néanmoins que les 40% questions restantes demandent 
des traitements plus élaborés, permettant de gérer la variation linguistique, 
l’ambiguïté de la langue ainsi que le fait de retrouver une information rare. 
En ce qui concerne la multilingualité, on ne peut concevoir de système de 
question-réponse sur le Web qui ne soit aussi interlingue. A l’heure actuelle, seuls 
les problèmes de traduction ont été étudiés dans les systèmes de question-réponse. 
La plupart des solutions proposées montrent des performances en deçà des systèmes 
monolingues, car avec la traduction se rajoutent des ambiguïtés et des problèmes de 
couverture de lexique, notamment en ce qui concerne les noms propres et autres 
sigles. D’autres pistes seraient intéressantes, comme d’exploiter les sites 
multilingues, ou bien d’orienter la recherche de la langue de la réponse selon la 
question posée : une question concernant une culture particulière aura plus de 
chance d’être trouvée dans la langue qui lui est propre. 
Enfin, peu de travaux concernent la recherche de réponses précises sur le Web 
structuré. Celle-ci, lorsqu’il s’agit d’interroger des ontologies, coïncide plus avec les 
premiers travaux menés en question-réponse en traitement automatique de la langue, 
ou se rapproche de l’interrogation de bases de données en langue naturelle. Ce qui 
est plus spécifique, et moins étudié, concerne la structure des pages Web qui amène 
à se poser des questions qui sont moins cruciales voire infondées dans des 
collections de documents « classiques » : trouver une information présentée dans un 
tableau ou répartie sur plusieurs cadres, gérer différents formats, gérer les images.  
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