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1I N T R O D U C T I O N
This introductory chapter gives a very brief review of the growing field of
two-dimensional ferromagnets, in the connection with the anomalous Hall ef-
fect, magnetic anisotropies, and particle-like magnetic textures. The contents of




Successful exfoliation of graphene sheets by Andre Geim and Kostya Novoselov in
2004 provided a platform for demonstrating many basic concepts of fundamental
physics and a testbed for relativistic quantum phenomena [1]. It also led to
numerous ideas for technological applications, sparked a huge interest in the
field of two-dimensional (2D) materials, and most likely helped to establish my
current employment contract at Radboud University (well, indirectly, of course).
Since 2004, many atomically thin materials with different properties have been
discovered: metals, semiconductors, insulators, superconductors, charge-density-
wave materials, topological semimetals, ferroelectrics, and others. One important
class was however missing – 2D ferromagnets (FMs) [2].
There exists a fundamental limitation on magnetism in two dimensions, which
is of a particular importance. In 1966, N. D. Mermin and H. Wagner discovered [3]
that a Heisenberg model with finite-range exchange interaction cannot be fer-
romagnetic (as well as antiferromagnetic) at finite temperature. Their argument
was sometimes considered as the one prohibiting magnetism in 2D. In fact, it is
not impossible to find such an interpretation of the Mermin-Wagner theorem in
today’s media and even in some modern scientific reviews! In reality, of course,
this is not a prohibition. For example, magnetic anisotropies “beat” the argument,
thus allowing long range magnetic order. Nevertheless, methods and ideas devel-
oped since (and as a result of) the isolation of graphene in 2004 provide exciting
opportunities to make a thorough examination of the Mermin-Wagner theorem
in the context of actual 2D materials.
An important source of attention to magnetism (and, so to say, to spintronics)
is its potential for technological applications. One of the most evident example in
this regard is computer logic and memory (storage) devices. Indeed, the amount
of data that we want to access every day as quickly as possible – grows by the
minute, with increasing speed. Solid-state drives (SSDs) have allowed us to work
with data in a quicker way than hard disk drives (HDDs) do, which is why the
latter have been replaced by the former in many sectors of the consumer market.
However, SSDs are expensive now and seem to stay expensive in future. Moreover,
the charge trapping nature of information bits in SSDs probably makes inevitable
rather quick degradation of such devices. In this perspective, it would be more
advantageous to store information by using small magnetic domains, particle-like
magnetic textures or even individual spins instead of electric charge. Of course,
one would need to be able to manipulate such “magnetic bits” in a more efficient
way than the one utilized in conventional HDDs. Racetrack memory, spin-transfer
torque magnetic random-access memory, and magnetic skyrmions are the few
notable examples of possible realizations of this strategy.
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The two main arguments why 2D magnets are particularly promising for
applications are the following. First, as compared to their bulk counterparts,
atomically thin magnets can be effectively controlled by external perturbations
other than magnetic fields, namely by electric fields, free carrier doping, strain,
moiré patterns, and proximity effects. Second, there is a great potential in com-
bining 2D materials (including nonmagnetic) in various heterostructures with
engineered magnetic, optical, electrical, and chemical properties [4–6].
The absence of magnetic order in graphene and other 2D materials stimulated
efforts to induce magnetism extrinsically using various forms of defect engineer-
ing and doping, magnetic proximity effect, and other methods [2, 7]. Leaving
any attempts to review the developments in this direction, I would just like to
mention two particular experimental works that got me really impressed when I
was writting this chapter. First is the work by F. A. Ma’Mari et al. [8] in which the
authors were able to turn diamagnetic copper and paramagnetic manganese into
room temperature ferromagnets, by stacking them with layers of C60 fullerenes!
The films of copper and manganese in this experiment were thin, but not atomi-
cally thin. In another fascinating paper [9], a paramagnetic ionic liquid gating
was applied to platinum thin films, introducing itinerant ferromagnetism in the
latter. Note that the authors used the anomalous Hall effect (AHE) to confirm the
existence of magnetic order in the samples.
However, it is usually difficult to precisely control and replicate properties
of thin films [10]. It can also be problematic to create long-range correlation
between extrinsically introduced local magnetic moments [2, 7]. Therefore, for
applications, “intrinsic” 2D ferromagnetism seems preferable over the extrinsic
and “quasi 2D”.
In 2017, the mission of direct experimental observation of an atomically thin
intrinsic ferromagnet was finally completed. B. Huang et al. [11] reported Ising
ferromagnetism in monolayer CrI3, while Ref. [7] demonstrated Heisenberg
ferromagnetism in bilayer Cr2Ge2Te6. In both cases, the magneto-optical Kerr
effect (MOKE) was employed for measurements. It is interesting to mention, that
the ground state monolayer and trilayer CrI3 are FMs, whereas bilayer turned
out to be antiferromagnetic!
1.2 anomalous hall effect
It is probably safe to say that the main experimental method of probing magnetic
order in 2D materials is MOKE. On the other hand, transport measurements are
sometimes preferable, or at least they can serve as an independent verification of
results. Normally, the anomalous Hall conductivity is proportional to magnetiza-
tion – therefore, hysteresis of the Hall signal represents an evident hallmark of
ferromagnetism.
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Obviously, in 2D metallic FMs such as Fe3GeTe2 the anomalous Hall effect
(AHE) can be measured directly [12–14]. At the same time, one can also pefrorm
transport measurements with the help of conducting substrates. For example, in
the experiment reported in Ref. [4], monolayers of VSe2 were grown on transition
metal dichalcogenide MoS2 which enabled AHE measurements. Employing the
latter, the authors confirmed room temperature ferromagnetism in the monolayers
of VSe2. This is rather impressive given that the bulk VSe2 is paramagnetic!
Some authors argue that the scaling of the anomalous Hall and longitudinal
conductivities, σxy ∝ σγxx, can be used to trace the origin of magnetism in the
system. For example, such discussion is present in Ref. [9] mentioned in the
previous section. The scaling exponent γ is usually a subject of microscopic
studies in models with disorder and (or) other sources of scattering. It is also
worth noting that in metallic FMs the polar Kerr effect angle θK is proportional
to the imaginary part of the (optical) anomalous Hall conductivity [15]. In
superconducting state, θK can also be strongly affected by scattering [15, 16].
In addition, 2D FMs are very promising for realization of the quantum anoma-
lous Hall effect in topological insulators, without doping the latter with magnetic
impurities [10]. Overall, AHE is an important ingredient in the field of 2D ferro-
magnets.
1.3 stabilization and dynamics of magnetic textures
Ferromagnetic state originates in strong symmetric exchange interaction that
favours collinear alignment of the interacting spins. However, other interactions
can modulate such a collinear magnetic order and lead to the formation of
spatially nonuniform magnetization profiles. One prominent example of such
interaction is the Dzyaloshinskii-Moriya interaction (DMI). Despite the existence
of other sources of noncollinearity, e. g., frustration and dipolar interactions, DMI
has probably attracted the most attention lately. It has a relativistic nature and
requires some source of a broken spin rotational invariance – strong spin-orbit
coupling (SOC), for example. In general, stabilization of skyrmions, domain
walls, spirals, and other nontrivial textures is a result of a competition between
magnetic interactions, anisotropy, and external fields applied to the system.
Typically, characteristic length scale of magnetic textures originating in DMI
is proportional to the effective SOC strength. Therefore, such textures are often
sufficiently smooth (SOC is a relativistic effect) and it is natural to treat them
as continuous vector fields with small spatial gradients. Within such treatment,
stable and metastable magnetic configurations appear to be extrema of the
micromagnetic energy functional that depends on the unit vector of magnetization
direction n. DMI enters this functional in the form of terms proportional to
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the first spatial derivatives of the vector n, whereas symmetric exchange is
proportional to the second derivatives.
Dynamics of magnetic textures is governed by the interplay of external and
effective magnetic fields – and various forms of spin transfer and damping.
Damping and transfer of spin are often considered as torques on magnetization.
For example, if electric current is injected in a FM with spatially nonuniform
magnetization, conduction electrons can transfer momentum to spins of the
magnet. Thus, imposing on it the so-called spin-transfer torque. There are also
other types of torques: temperature gradient torque, spin-orbit torque, etc. Dy-
namics of smooth textures is described by the Landau-Lifshitz-Gilbert (LLG)
equation that comprises external and effective magnetic fields and all the torques
on magnetization present in the system.
1.4 magnetic anisotropy and spin-orbit coupling
In two spatial dimensions, some sort of anisotropy is necessary to overcome the
restrictions of the Mermin-Wagner theorem. For example, bilayer Cr2Ge2Te6 is
a material well-described by the ideal Heisenberg Hamiltonian with a nonva-
nishing single-ion anisotropy term ∝ (Szi )2. Another 2D crystal mentioned in
Sec. 1.1, CrI3, was originally identified as an Ising ferromagnet, which is also
an example of an anisotropic system. Later, it was however argued [17] that the
Heisenberg XXZ model is more appropriate for monolayer CrI3. Despite the
fact that very strong single-ion anisotropy can justify a description in terms of
the Ising model [18], the authors of Ref. [17] suggested that such anisotropy
is negligible in this material, while both the symmetric exchange ∝ SiSj and
the anisotropic symmetric exchange ∝ SziSzj are finite. They also argued that
the latter arises from the spin-orbit interaction of iodine atoms that mediate the
superexchange between Cr ions.
Normally, breaking of spin rotational invariance (and anisotropy) occurs either
due to dipolar interactions or due to SOC [17]. Classical dipolar interactions are
weak and the standard Heisenberg and Ising models do not consider them. How-
ever, they can still be important for a 2D magnet, because even small anisotropy
can lift the restrictions of the Mermin-Wagner theorem. One can also think of a
situation in which dipolar anisotropy cancels out with the SOC-related anisotropy
so that a magnet cannot order! The interplay of these two sources of magnetic
anisotropy is an emergent field in the density functional theory [19].
In the continuum limit, anisotropy due to strong SOC may also reveal itself in
the dependence of various quantities on the direction of magnetization. Recently,
such anisotropy has been calculated from first-principles for spin-orbit torques in
multilayers Ir/Co/Pt and Au/Co/Pt [20]. Symmetric exchange and DMI can, in
principle, demonstrate such anisotropic behaviour as well.
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1.5 overview of this thesis
Study of real materials requires the use of advanced simulation methods and
specialized numerical packages. However, for many metals, half-metals, and
semiconductors effective low-energy models can often provide useful insights
and even help to form some general intuition for different phenomena. This
seems to be particularly true for 2D materials: for example, the model of Dirac
fermions describes graphene very well in many cases [1].
This thesis studies effective models relevant for conducting 2D FMs and in-
terfaces between a FM and a heavy metal. All the considered models contain
spin-orbit coupling either of a Rashba-type [21] or in the form of spin-momentum
locking of a topological insulator [22]. Note that the Rashba SOC is associated
with the inversion symmetry breaking typical for 2D materials and interfaces.
Chapters 2 and 3 reveal a new important source of extrinsic AHE. Namely,
skew scattering from pairs of closely located impurities which is not taken into
account by a standard non-crossing approximation. This mechanism contributes
to AHE in the leading order with respect to the disorder strength and was
completely overlooked before. It is important for the spin Hall effect [23] and the
Kerr effect [16] as well. This new type of scattering should also be essential for 2D
materials in which magnetism is imposed by doping with magnetic impurities.
Chapter 4 provides a study of the interplay between spin-transfer torques (STT)
and Gilbert damping (GD) in a 2D Bychkov-Rashba FM. A totally unexpected
relation between these two phenomena is established within a fully controllable
microscopic diagrammatic treatment. In the absence of magnetic field and other
torques on magnetization, this relation corresponds to a current-induced motion
of a magnetic texture with the classical drift velocity of conduction electrons!
For the first time, the question of “whether α equals β or not”, is rigorously
answered for this model. The result is interpreted as being directly related to
effective renormalization of spin. Last but not least, anisotropy of STT and GD
due to Rashba SOC is thoroughly analysed.
Chapter 5 studies magnetic interactions mediated by conduction electrons in a
generalized 2D Rashba FM, in the continuum limit. Surprisingly concise general
formulas for the asymmetric (DMI) and symmetric exchange are established and
later tested for a number of particular Hamiltonians. In chapter 6, this study is
extended to the case of arbitrarily strong SOC. In this case, chiral interactions
become anisotropic. Remarkably, for three particular crystallographic classes, only
anisotropic chiral interactions beyond DMI can contribute to the micromagnetic
energy density (i.e., the asymmetric exchange cannot). It interesting that strong
SOC, in a generalized 2D Rashba FM, leads to both nonvanishing anisotropy
term ∝ n2z and anisotropic chiral interactions beyond DMI. That is – the Mermin-
Wagner theorem turns out to be overcome twice.
Part I
A N O M A L O U S H A L L E F F E C T: X A N D Ψ D I A G R A M S

2A N O M A L O U S H A L L E F F E C T W I T H M A S S I V E D I R A C
F E R M I O N S
Anomalous Hall effect arises in systems with both spin-orbit coupling and mag-
netization. Generally, there are three mechanisms contributing to anomalous
Hall conductivity: intrinsic, side-jump, and skew-scattering. The standard dia-
grammatic approach to the anomalous Hall effect is limited to computation of
ladder diagrams. We demonstrate that this approach is insufficient. An important
additional contribution comes from diagrams with a single pair of intersecting
disorder lines. This contribution constitutes an inherent part of skew scattering
on pairs of closely located defects and essentially modifies previously obtained
results for anomalous Hall conductivity. We argue that this statement is general
and applies to all models of anomalous Hall effect. We illustrate it by an explicit
calculation for two-dimensional massive Dirac fermions with weak disorder. In
this case, inclusion of the diagrams with crossed impurity lines reverses the sign
of the skew-scattering term and strongly suppresses the total Hall conductivity
at high electron concentrations.
This chapter is based on the following publication:
I. A. Ado, I. A. Dmitriev, P. M. Ostrovsky and M. Titov, Anomalous Hall effect with
massive Dirac fermions, Europhys. Lett. 111, 37004 (2015)
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2.1 introduction
Many ferromagnetic materials exhibit a finite Hall effect, i.e. transverse voltage in
response to a current, without applying external magnetic field. This phenomenon
is commonly referred to as the anomalous Hall effect (AHE) [24]. Two important
ingredients of AHE are magnetization and spin-orbit interaction. The former
breaks time-reversal symmetry and exerts a force acting on electron spins while
the latter couples the spins to orbital degrees of freedom thus giving rise to the
transport effect.
AHE can also occur as a result of valley or isospin polarization rather than
ordinary ferromagnetism [25]. The spin-orbit coupling can also be of a more
general form as it is, e.g. in graphene [26, 27] where the role of spin is played by
the sublattice index. An important part of the anomalous Hall signal originates
in the Berry curvature, thus having topological properties [28]. It is, therefore,
natural that the discovery of materials like graphene and topological insulators
[29, 30], which are characterized by non-trivial Berry phase of quasiparticles, has
considerably broadened the interest to AHE from both theory and experiment
[31–37].
Despite the long history [38–40] and high experimental relevance of AHE, its
theoretical description is a challenging task often leading to confusions. In modern
literature, two common approaches based on the Boltzmann kinetic equation
and Kubo-Středa diagrammatic formalism are discussed. Boltzmann equation
provides an intuitive quasiclassical approach to the effect [24, 41] but requires an
accurate account of several mechanisms of Hall conductivity: intrinsic, side-jump,
and skew-scattering. Intrinsic AHE is attributed to properties of the band [42]
and is thus independent of disorder. Skew scattering is due to the asymmetry
in the impurity scattering cross-section and side jump refers to the transverse
displacement of an electron being scattered. An alternative microscopic Kubo-
Středa formalism is more systematic but less intuitive [43, 44]. In this chapter, we
will employ the latter approach but also discuss the results in terms of the three
quasiclassical mechanisms.
The conductivity of a good metal at low temperature, such that direct contri-
butions of inelastic scattering processes can be disregarded, can be expanded in
powers of the large metallic parameter p0l (here p0 is the Fermi momentum and l
is the electron transport mean free path). Within the standard model of weak
Gaussian disorder, the dissipative component of the conductivity tensor behaves
as σxx ∝ p0l in agreement with the Drude theory, while the anomalous Hall
conductivity, σxy ∝ (p0l)0, remains constant in the clean limit p0l→∞. Beyond
the Gaussian approximation, an additional scattering parameter l∗ . l (related to










Figure 2.1: Diagrams for the anomalous Hall conductivity. Standard non-crossing approx-
imation (a) yields Eq. (2.3). The X diagram (b) is of the same (zeroth) order in disorder
strength as all the non-crossing diagrams and corrects the result leading to Eq. (2.4). The
Ψ diagram (c-d) has potentially the same order of magnitude but cancels for the massive
Dirac model. Vertex correction involves the sum of ladder diagrams (e), see Eq. (2.9).
skew scattering, σxy ∝ p0l∗ [24, 41, 45]. In the limit of rare strong impurities,
this contribution can develop into the resonant skew scattering [46–49].
In this chapter, we consider AHE in the model of weak Gaussian disorder, using
the diagrammatic Kubo-Středa formalism [50]. It is well known that in a good
metal, p0l  h, diagrams with intersecting impurity lines generically yield an
extra smallness of the order (p0l)−1. That is why earlier calculations of anomalous
Hall conductivity [43, 44, 51] employed the non-crossing approximation including
only the ladder diagram Fig. 2.1a. However, we show that, contrary to the
common knowledge, the “X and Ψ diagrams” with two intersecting impurities,
Fig. 2.1(b-d), are also crucially important for AHE. Despite impurity crossing,
they contribute to the result in the leading order (p0l)0.
We argue that importance of these diagrams is a general feature of AHE and
related phenomena. Indeed, the Hall conductivity in the non-crossing approxi-
mation contains, in particular, the skew-scattering contribution [43]. Since any
individual weak impurity has a symmetric scattering profile in the Born approx-
imation, the skew scattering occurs only due to pairs of impurities located at
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a distance less or of the order of the Fermi wave length, p0|r − r ′| .  h. Such
closely positioned scatterers cannot be treated quasiclassically as isolated objects.
Therefore a correct treatment of scattering on the double defects should neces-
sarily include the X and Ψ diagrams. In the framework of the Boltzmann kinetic
equation, inclusion of these crossed diagrams corresponds to a proper calculation
of the full two-impurity scattering amplitude in the collision integral.
2.2 minimal model
To illustrate the general statement formulated above, we resort to the minimal
model for AHE: 2D massive Dirac fermions in the presence of scalar Gaussian
disorder,
H = vσp +mσz + V(r), (2.1a)
〈V(r)V(r ′)〉 = 2πα( hv)2δ(r − r ′), 〈V〉 = 0. (2.1b)
Here σ = (σx,σy) is the vector of Pauli matrices, p is the momentum operator,
v is the characteristic velocity, α is a dimensionless parameter characterizing
disorder strength, and the brackets 〈. . . 〉 stand for the averaging over disorder
realizations.
Aside from random potential, the Hamiltonian (2.1a) contains exactly the
two required terms: spin-orbit coupling and magnetization. It is thus a generic
model of AHE [51]. Apart from that, such Hamiltonian occurs on the surface of
a 3D topological insulator subject to a constant magnetization m (e.g., due to
proximity to a ferromagnet). Another possible realization is graphene aligned
on the surface of BN (in this case m may have large-scale spatial variations). The
same Hamiltonian describes electron properties of a narrow HgTe quantum well
(linearized Bernevig-Hugh-Zhang model [52]). In the last two cases, two mutually
time-reversed valleys described by Eq. (2.1a) arise, hence σxy has to be treated
as the valley-Hall response. For HgTe, it also corresponds to spin-Hall since the
valleys have opposite magnetic polarization.
We will evaluate σxy using the Kubo-Středa formula [50]. The Hall conductivity












Here GR,A are the exact retarded and advanced Green’s functions at the Fermi
energy, n is the total electron concentration, and B is the external magnetic field.
The first term describes the contribution of conduction electrons near the Fermi
surface while σIIxy accounts for the contribution of the entire Fermi sea [42].
1 By Tr we denote here an operator trace averaged over real space.
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When the Fermi energy ε is inside the spectral gap, |ε| < |m|, the Hall conduc-
tivity is dominated by the second term, σIIxy = −(e2/2h) sgnm [28, 53, 54]. As
the energy is increased above m, the conductivity σxy decays from ±1/2 to zero.
We will analyze this dependence as a function of the energy and mass (assuming
from now on ε > m > 0) in the leading (zeroth) order in the disorder strength α.
The contribution σIIxy is negligible outside the gap, σIIxy ∝ α, hence our task is
reduced to the analysis of the contribution σIxy.
The standard approach to computing the leading contribution at the Fermi
surface is the non-crossing approximation. It amounts to summing up the lad-
der diagrams depicted in Fig. 2.1(a,e). Solid lines in the diagrams correspond
to the disorder-averaged Green’s function and the dashed lines are disorder
correlators (2.1b). The logic behind this formalism is based on the fact that




ε2 −m2. The contribution of a diagram is maximized when all Green’s
functions are taken at p = p0. Each crossing of impurity lines reduces the phase
space available for the corresponding diagram and thus makes it smaller by the
factor (p0l)−1 ∝ α.
















Figure 2.2: Full anomalous Hall conductivity σxy, Eq. (2.4), including the contribution of
the X and Ψ diagrams (solid line). Anomalous Hall conductivity σncxy, Eq. (2.3), calculated
within the standard non-crossing approximation (dashed line).
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Calculation of σxy for the model (2.1) in the non-crossing approximation was






, ε > m. (2.3)
This result is plotted in Fig. 2.2 with the dashed line. In the kinetic equation
formalism, this Hall conductivity is separated into intrinsic, side-jump, and skew-
scattering parts [see Eqs. (2.10) and Fig. 2.4 below]. In the limit ε m, the value
of σncxy decays as m/ε.
However, as we demonstrate below, the non-crossing approximation is incom-
plete. The contribution of X and Ψ diagrams, Fig. 2.1(b-d), is of the same order α0






, ε > m, (2.4)
which is manifestly different from Eq. (2.3) as illustrated in Fig. 2.2. In particular,
the Hall conductivity σxy decays as (m/ε)3 in the limit ε m, in sharp contrast
to the behavior of σncxy. The contribution of X and Ψ diagrams is important in the
whole parameter range ε > m. We also argue that, for a given model, there exist
no other contributions to σxy in the leading order in α.
2.3 non-crossing approximation and classification of diagrams
Let us now turn to the details of the calculation. We start with the computation
of the disorder-averaged Green’s function. For weak disorder, α 1, the lowest
order self-energy (Born approximation) is given by the diagram Fig. 2.3a. The
real part of this diagram diverges logarithmically with the band width Λ0.
This divergence indicates that the Born approximation may be insufficient for
the massive Dirac model (2.1). Instead, we perform an accurate summation of
leading logarithmic contributions with the help of the renormalization group
(RG) procedure [53, 55–57]. Apart from the self-energy diagram Fig. 2.3a, RG
also includes logarithmically divergent vertex diagrams Fig. 2.3b. As a result of
the renormalization, the parameters of the model depend on the value of the











Starting from the band width Λ0 and bare parameters of the model, which are
temporarily denoted as ε0, m0, and α0, we solve the RG equations and obtain the
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(a) (b)
Figure 2.3: Electron self-energy (a) provides logarithmic renormalization of ε and m, while
the disorder strength α is renormalized due to vertex diagrams (b), see Eq. (2.5). Imaginary
part of the self-energy (a) is finite and gives rise to the electron scattering rate in the Born
approximation. It is explicitly included in the average Green’s function (2.7).
observable (renormalized) values
α = Zα0, ε = Z1/2ε0, m = Z−1/2m0, (2.6a)
Z(Λ) = [1− 2α0 ln(Λ0/Λ)]−1. (2.6b)
The RG process stops when the running scale reaches Λ =
√
ε2 −m2. At this
point all logarithmic contributions are taken into account. We assume that the
disorder strength α is still small after renormalization.
From now on, we use only the renormalized parameters of the model and
hence disregard the real part of the Born self-energy Fig. 2.3a. The imaginary
part of the self-energy results in small imaginary contributions to energy and
mass, yielding the retarded disorder-averaged Green’s function
GRp =
ε(1+ iπα/2) +mσz(1− iπα/2) +σp
ε2 −m2 − p2 + iπα(ε2 +m2)
. (2.7)
Advanced disorder-averaged Green’s function is the hermitian conjugate of the
above expression. Here and below, we let  h = v = 1 to simplify notations.
















Note that the diagonal term A is of the zeroth order in the parameter α while the
factor B ∝ α is small. Summing up the vertex ladder, see Fig. 2.1e, we include the
B term only once. This yields the following expression for the dressed current
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operator (the diagonal single-impurity vertex correction to σy is also given by A):








The non-crossing approximation to σxy is the result of adding one last ladder
rung (2.8a) to the already dressed current vertex σ̄x and taking the trace with the
bare current operator σy. This results in σncxy = F2B/πα, which coincides with
Eq. (2.3) obtained previously in Ref. [51].
To understand why the result of Eq. (2.3) is incomplete, one has to figure out
which characteristic momenta provide the main contribution to it. This has been
already investigated in detail in Refs. [41, 43], where the same problem had
been addressed in the eigenbasis of the bare Hamiltonian. This basis contains
two eigenstates |±〉 per each momentum corresponding to the two bands of
the Dirac Hamiltonian ±
√
p2 +m2. Velocity operator does not commute with
the Hamiltonian and hence has finite off-diagonal matrix elements in this basis.
Setting all the Green’s functions on the mass shell ε =
√
p2 +m2 (i.e., completely
disregarding the negative “positron” band) correctly reproduces σxx but leads to
vanishing σxy.
In order to obtain a finite Hall conductivity in the zeroth order in α, one has
to allow for exactly one internal momentum in the diagram laying outside the
mass shell. In the bare bubble with no impurities, this is achieved by taking one
Green’s function, which connects the two current vertices, away from the mass
shell (i.e., two off-diagonal matrix elements of velocity are involved). This yields
the intrinsic contribution to AHE. Similarly, the side-jump term corresponds to
diagrams containing only one off-diagonal matrix element of velocity. In these
diagrams, the off-mass-shell Green’s function connects the off-diagonal current
vertex to an impurity. Finally, the skew-scattering diagrams contain two diagonal
current vertices while the off-mass-shell Green’s function connects two impurities.
Within the non-crossing approximation, these three components of the anomalous





















They are plotted in Fig. 2.4. The Green’s function taken away from the mass shell
decays rapidly in real space. Therefore the latter skew-scattering contribution is
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due to close pairs of impurities (separated by a distance d . p−10 smaller or of
the order of the Fermi wave length). This means that crossing the corresponding
impurity lines does not introduce an extra smallness! That is why the X and Ψ
diagrams depicted in Fig. 2.1(b-d) are of the same (zeroth) order in α as all the
non-crossing terms and provide an important additional part of skew scattering.
2.4 X and Ψ diagrams
In order to calculate the contribution of X and Ψ diagrams, we resort to the real


































where the vector r connects the impurities and tr denotes the matrix trace. We
define Jr as the real space representation of the dressed current operator together

















The last expression holds to the leading order in α. The two elements containing J
in each diagram yield α−2 that cancels the contribution of the two crossing
impurity lines. Hence, upon substitution of Eq. (2.12) into Eqs. (2.11), all Green’s
functions can be considered in the clean limit. This also validates the use of the
diagonal part F of the dressed current operator (2.9) in Eq. (2.12).










where J0 and Y0 are the Bessel functions of the first and second kind, respec-
tively, and p0 =
√
ε2 −m2 is the Fermi momentum. After taking the trace and
















J21(J1Y0 + J0Y1) + J0J1Y0(J0 − J2)
]
, (2.14b)
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Figure 2.4: Intrinsic (2.10a), side-jump (2.10b), and skew-scattering (2.16) components of
the anomalous Hall conductivity (solid lines). Dashed line shows the skew-scattering part
in the non-crossing approximation (2.10c).
where the argument s = p0r of the Bessel functions is suppressed. Note that the
main contribution to the integrals in Eqs. (2.14) is indeed provided by s ∼ 1, i.e.,
by distances of the order of the Fermi wave length 1/p0 as anticipated.






, σΨxy = 0. (2.15)
We see that the Ψ diagram actually vanishes, while the X term gives a positive
contribution in the skew-scattering channel. Cancellation of the Ψ diagram is
accidental for the massive Dirac model and does not hold for a more general
model of AHE. Comparing to the results of Ref. [51], we conclude that the whole




(ε2 −m2)(5ε2 + 3m2)
2ε(ε2 + 3m2)2
. (2.16)
The full result for the anomalous Hall conductivity in the zeroth order in α is
given by Eq. (2.4).
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2.5 discussion
We have shown that the X diagram contributes to the anomalous Hall effect in
the leading order with respect to the disorder strength. (This result has been
anticipated already in Ref. [43], but the contribution was incorrectly regarded
as being parametrically small.) While evaluation of the skew scattering on a
double-impurity requires an accurate quantum-mechanical calculation including
X and Ψ diagrams, the resulting cross-section can be directly used in the collision
integral within the quasiclassical Boltzmann kinetic equation. The above result is
then reproduced along the lines of Ref. [43].
When three or more intersecting impurity lines are included in the conductiv-
ity diagram, they produce an extra smallness leading to the weak localization
correction δσxy ∝ α. The general logic in estimating the order of a diagram is
the following. Finite Hall conductivity requires at least one Green’s function
in the diagram to be taken away from the mass shell p = p0. The impurities
connected by this Green’s function have to be considered as a single scattering
complex. Once these two impurities are combined, counting remaining crossings
determines the order of the diagram in the parameter α. Equivalently, the order
of the diagram can be estimated from the number of loops in real space after the
two close impurities are fused together.
Weak localization correction to the longitudinal conductivity σxx for the model
of Eqs. (2.1) was computed in Ref. [58]. In that case, X and Ψ diagrams lead to
logarithmic renormalization [53, 55–57] of α but are excluded from the weak
localization since they do not contribute to magnetoresistance (do not form a loop
in real space). Our result for the Hall conductivity Eq. (2.4) does not explicitly
depend on α, hence the renormalization of the disorder strength is unimportant.
Computing weak localization correction to σxy, however, will require inclusion
of additional X- and Ψ-type diagrams in the Cooperon loop.
The massive Dirac Hamiltonian (2.1a) possesses non-trivial topological prop-
erties that are manifested in the finite Berry phase π accumulated along a large
loop in momentum space. This is the origin of many fascinating topological
effects including odd quantization of the Hall conductivity in graphene [26, 27],
quantum spin-Hall effect in HgTe [31], and topological magnetoelectric response
at the surface of topological insulators [29, 30, 59]. It is also intimately related to
the fermion doubling. A finite Berry phase requires the presence of the second
valley in the spectrum or a second (opposite) surface in the case of the topologi-
cal insulator. The Hall conductivity, observable in a transport experiment, will
necessarily include the contribution of both valleys or surfaces [54, 60]. Each of
these contributions will have the form of Eq. (2.4) possibly with different values
of ε and m.
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Other models of AHE include kinetic (quadratic in momentum) terms in
the Hamiltonian. Two most studied models of this type are the ferromagnetic
Bychkov-Rashba model [24, 61] and the Bernevig-Hughes-Zhang model [52].
Bending of the spectrum due to quadratic terms removes the non-trivial total
Berry phase but doubles the Fermi surface. This significantly complicates the
calculation of the Hall conductivity [44] as compared to the massive Dirac model
considered here. Nevertheless, the X and Ψ diagrams must be also included in σxy
within these general models. The result of this calculation for the Bychkov-Rashba
model can be found in chapter 3.
Skew scattering is relevant for a number of related phenomena such as spin-
Hall effect [25], polar Kerr effect in chiral superconductors [15, 62, 63], spin-orbit
torque [64, 65] etc. A proper quantitative description of such effects also requires
inclusion of X and Ψ diagrams.
2.6 conclusions
In conclusion, we have demonstrated that an accurate evaluation of the anoma-
lous Hall conductivity should include the diagrams with two crossed impurity
lines, Fig. 2.1(b-d), in addition to the standard set of non-crossing diagrams,
Fig. 2.1(a). Despite impurity crossing, these diagrams contribute in the leading
order to the skew-scattering component of the anomalous Hall conductivity.
In the model of weak disorder, skew scattering originates solely from pairs of
impurities at a distance smaller or of the order of the electron wavelength. Such
double defects require full quantum-mechanical treatment beyond the commonly
employed ladder approximation. We illustrate our findings using AHE with
two-dimensional massive Dirac fermions as a model example. Upon inclusion
of X and Ψ diagrams, the anomalous Hall conductivity, Eq. (2.4), is considerably
suppressed as compared to the non-crossing approximation result, Eq, (2.3). We
argue that X and Ψ diagrams are indispensable for all models of AHE as well as
for a number of related phenomena.
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3A N O M A L O U S H A L L E F F E C T I N 2 D R A S H B A F E R R O M A G N E T
Skew scattering on rare impurity configurations is shown to dominate the anoma-
lous Hall effect in a 2D Rashba ferromagnet. The mechanism originates in scat-
tering on rare impurity pairs separated by distances of the order of the Fermi
wave length. Corresponding theoretical description goes beyond the conventional
non-crossing approximation. The mechanism provides the only contribution
to the anomalous Hall conductivity in the most relevant metallic regime and
strongly modifies previously obtained results for lower energies in the leading
order with respect to impurity strength.
This chapter is based on the following publication:
I. A. Ado, I. A. Dmitriev, P. M. Ostrovsky, and M. Titov, Anomalous Hall Effect in a
2D Rashba Ferromagnet, Phys. Rev. Lett. 117, 046601 (2016)
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Figure 3.1: Full anomalous Hall conductivity, σxy = σncxy + σX+Ψxy (solid lines), and the
result of the non-crossing approximation (NCA), σncxy (dashed lines), in units e2/2π h, for
model of Eq. (3.1) as a function of the Fermi energy ε for ∆ ≡ mα2 = 5h [panel (a)] and
∆ = 0.5h [panel (b)]. Note that NCA yields σncxy = 0 at ε > h [31, 44]. The corresponding




Today we witness a strong revival of interest to spin-orbit induced transport phe-
nomena [66–68] stimulated in part by increasing role of topology driven issues in
condensed matter physics [29, 30]. Experiments with Weyl and Dirac semimetals
[69–71] as well as on-going development in the fields of spintronics [72–79],
cold-atoms [80–82], chiral superconductivity [15, 62, 63, 83], and magnetisation
dynamics [65, 84–86] call for microscopic understanding of the anomalous Hall
effect (AHE) [24] that is a key concept uniting these diverse research directions.
AHE — a transverse voltage arising in a ferromagnet in response to applied
current — was experimentally discovered as early as in 1881 [87], but its micro-
scopic origin is still debated. A finite anomalous Hall effect requires the inversion
and time-reversal symmetry breaking provided by a combination of the spin-
orbit coupling α and magnetization h. The celebrated Bychkov-Rashba model
[61], see Eq. (3.1) below, contains just these two nesessary symmetry-breaking
terms on top of the usual parabolic kinetic term, and thus is the generic model
for theoretical studies of AHE. For this reason, the Bychkov-Rashba model (3.1)
and its derivatives are widely used in spintronics for microscopic analysis of
the AHE and spin-Hall effects, spin-orbit torques, and other related phenomena
[24]. Curiously, extensive studies of this model up to date concluded that the
anomalous Hall conductivity σxy vanishes identically above the band gap de-
spite being allowed by the symmetry of the Hamiltonian (see Refs. [31, 44] and
references therein). This remarkable result remains valid even beyond the usual
approximation of weak Gaussian impurities [44].
In this chapter, we perform a complete analysis of the AHE in the Rashba
ferromagnet in the presense of weak Gaussian impurities. Our treatment incorpo-
rates the skew-scattering contribution originating from pairs of close impurities,
discussed in chapter 2, which was not taken into account in previous studies. The
explicit calculation shows that full σxy remains finite above the gap, see Fig. 3.1.
In particular, in the limit of high Fermi energies, ε  mα2, |h|, where m is the
effective mass, the resulting conductivity (in units e2/2π h) is σxy = mα2h/4ε2,
see also Eq. (3.7). Thus, in accord with many experiments [24], the complete
theory predicts the scaling ρxy ∝ ρ2xx of the anomalous Hall resistivity for the
metallic ferromagnetic films in the absence of magnetic impurities.
3.2 model
We consider a 2D system described by the Hamiltonian
H = H+ V , H = p2/2m+α [σ× p]z + hσz. (3.1)
Here the vector σ = (σx,σy) is composed of Pauli matrices, h > 0 is the exchange
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field, α is the Rashba spin-orbit coupling constant, and  h = 1. The scalar potential
V = V(r) describes a weak gaussian white-noise disorder characterised by the pair
correlator 〈V(r)V(r ′)〉 = (mτ)−1δ(r− r ′) and zero average 〈V〉 = 0. In this model,
AHE arises as a result of time-reversal symmetry breaking by magnetisation h
which affects the electron motion due to spin-orbit coupling α. The resulting
anomalous Hall conductivity is an odd function of h and an even function of α
due to the symmetry σzH(α)σz = H(−α).
Our main result for the anomalous Hall conductivity σxy (see Tables 3.1, 3.2
below) is shown by solid lines in Fig. 3.1 for two representative choices of param-
eters. The dashed lines (σncxy) demonstrate the result obtained previously within
the non-crossing approximation (NCA) (see Refs. [31, 44] and references therein).
As we have shown in chapter 2, NCA misses out an important contribution to σxy
which is an inherent part of skew scattering on pairs of impurities. Technically,
the missing contribution is represented by the X and Ψ diagrams with crossing
impurity lines, shown in Fig. 3.2.
Parameters in Fig. 3.1(a, b) correspond to two possible band structures of
the clean Hamiltonian H, illustrated in the insets of Fig. 3.1. Eigenvalues of H
correspond to the two spectral branches ε±(p) = p2/2m±
√
α2p2 + h2. It is
convenient to characterise the strength of spin-orbit interaction by the energy
scale ∆ = mα2. For ∆ > h, one distinguishes three bands with ε > h, |ε| < h, and
εmin < ε < −h, where εmin = −(h2 +∆2)/2∆, see the inset to Fig. 3.1a. For
∆ 6 h, there are two bands (for ε > h and |ε| < h) and no states below −h, as in
Fig. 3.1b. The impurity-crossing mechanism completely determines the AHE in
the most relevant regime ε > h.
We calculate the disorder-averaged Hall conductivity as a sum of two contribu-
tions σxy = σIxy + σIIxy using the Kubo-Středa formula [50]. At zero temperature,



















where e is an electron charge, j = e(p/m+α [ez ×σ]), angular brackets stand for
the averaging over the disorder realizations, and GR, GA are the exact retarded
and advanced Green’s functions corresponding to the Hamiltonian H in Eq. (3.1).
The quantity σIIxy is determined by all electron states below Fermi level. This
contribution is insensitive to disorder and can be rewritten as σIIxy = ec dn/dB,
where c is the speed of light and dn/dB is the derivative of the total electron
concentration n with respect to magnetic field B. The result for σIIxy is quoted in
Table 3.1 together with the NCA contribution [44].
1 By Tr we denote here an operator trace averaged over real space.
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Table 3.1: The AHE conductivity σncxy = σI-ncxy +σIIxy within the noncrossing approximation
(in units e2/2π h), parameters γ, η of the self-energy and coefficients α̃, τtr that determine
vertex corrections. We distinguish between three bands ε > h, |ε| < h, εmin < ε < −h (the
latter exists only for ∆ ≡ mα2 > h) and employ the notations λ =
√
h2 + 2ε∆+∆2 and
λ± = λ∓∆.
The main focus of our study concerns the analysis of σIxy that we calculate
perturbatively to the leading order in the parameter (ε0τ)−1  1, where τ is
the mean scattering time on impurities and ε0 is the energy difference between
the Fermi energy ε and the closest band edge. The perturbation theory requires
calculation of the disorder-averaged Green’s function GR = (ε − H − ΣR)−1,
which yields, in the Born approximation, the self-energy ImΣR = −γ+ ησz with
γ, η ∝ τ−1 given in Table 3.1 (see Sec. 3.A).
3.3 non-crossing approximation and classification of diagrams
Diagrams contributing to σIxy in the leading order are depicted in Fig. 3.2. The
ladder diagram in Fig. 3.2a yields σI-ncxy ∝ (ε0τ)0 within the NCA. On the other
hand, it is well established that the ladder diagram (NCA) provides the leading
Drude result for the longitudinal conductivity σxx ∝ (ε0τ)1, while diagrams
with intersecting impurity lines are parametrically small ∝ (ε0τ)0. However,
the reasoning validating the NCA for σxx is inapplicable to AHE: the diagrams
with crossing impurity lines in Fig. 3.2(b-d) produce additional contributions to
σxy ∝ (ε0τ)0 of the same order as the ladder diagram in Fig. 3.2a.
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Figure 3.2: Diagrams for the anomalous Hall conductivity σIxy, defined in Eq. (3.2a). The
non-crossing approximation, diagram (a), yields σI-ncxy , see Table 3.1 and Ref. [44]. The X (b)
and Ψ (c,d) diagrams, involving pairs of close impurities, also contribute in the leading
order (ε0τ)0, see Table 3.2. Vertex correction (e) involves the sum of ladder diagrams.
Physical origin of the failure of the NCA can be understood using general
classification of the AHE mechanisms in terms of intrinsic, side-jump, and skew-
scattering contributions. Such separation naturally arises in the eigenbasis of the
clean Hamiltonian H and helps to develop an intuitive quasiclassical approach to
the effect using the framework of the Boltzmann kinetic equation [41, 43]. The
current operator j = e(p/m+ α [ez × σ]) does not commute with H and thus
has off-diagonal elements in the eigenbasis. The intrinsic part of σIxy results
from Eq. (3.2a) with clean Green’s functions connecting two off-diagonal current
vertices. The side-jump contribution to σIxy refers to the transverse displacement
of an electron being scattered by impurity; it includes one diagonal and one off-
diagonal vertex in Eq. (3.2a). Finally, the skew-scattering contribution is due to
the asymmetry in the disorder scattering cross-section; it corresponds to Eq. (3.2a)
with two diagonal current operators.
The skew scattering off an individual weak impurity is absent, since its cross-
section is symmetric in the Born approximation [43]. Therefore, the skew scatter-
ing in the model of Eq. (3.1) with weak Gaussian white-noise disorder originates
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from pairs of impurities. Despite impurities at distances of the order of the Fermi
wavelength are rare, they however contribute to σxy in the order (ε0τ)0, which is
subleading with respect to σxx ∝ (ε0τ)1. At the same time, it is the leading order
for σxy since both intrinsic and side-jump mechanisms also yield σxy ∝ (ε0τ)0.
The skew scattering produced by a pair of close impurities is partially included
in the NCA diagram in Fig. 3.2a [44]. However, proper treatment of the coherent
scattering by such close pairs must also include diagrams in Fig. 3.2(b-d) missing
in the NCA, since at short distances crossing of impurity lines does not produce
extra smallness. Thus the X and Ψ diagrams represent an inherent part of skew
scattering parametrically indistinguishable from the NCA part, Fig. 3.2a.
It is important to mention that since impurities are close to each other, the
skew scattering on impurity pairs is largely insensitive to temperature, magnetic
field, and other decoherence mechanisms. On the other hand, diagrams with
more than two crossing lines (weak localization) are sensitive to decoherence but
contain an extra smallness, hence are disregarded.
Calculation of σncxy goes along the lines of Ref. [44]. Summation of the ladder
diagrams in Fig. 3.2e yields the dressed current operator. In the leading order
with respect to τ, it takes the form jdress = e(p/m+ α̃ [ez ×σ]) with the modified
parameter α̃ given in Table 3.1. This is sufficient for the calculation of both
diagonal σxx and Hall σI-ncxy conductivities. For the former, one can use clean
Green’s functions, while for the latter, it is necessary to take into account the
disorder averaging of Green’s functions as well. Details of the calculation of σI-ncxy
are given in Sec. 3.B. The result is presented in Table 3.1.
3.4 X and Ψ diagrams
The contributions of X and Ψ diagrams in Fig. 3.2(b-d) are most easily evaluated
in real space. In real space, the Green’s function GR is decomposed in the clean













− iα [σ×∇]z + hσz
]
g±(r). (3.3b)








2 [Y0(p+r) − iJ0(p+r) sgn ε] , |ε| > h,
− 1πK0(|p+|r), |ε| < h,
(3.4b)
where J0, Y0, and K0 stand for the standard Bessel functions and r = |r|. We use
the notation p± =
√
2m (ε∓ λ±) for the two Fermi momenta (see Table 3.1).
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with the parameter τtr from Table 3.1 (we derive Eq. (3.6) in Sec. 3.B). Note that
the crossing impurity lines in X and Ψ diagrams produce prefactors proportional
to 1/τ2. Therefore, for AHE, only linear in τ part of Jr should be taken into
account in the leading order. This also implies that X and Ψ diagrams do not
contribute to side jump.
The Green’s functions in Eqs. (3.5), (3.6) can be taken from Eqs. (3.3), (3.4), i.e.,
in the leading order with respect to τ (analogously to chapter 2). All integrations
involved in Eqs. (3.5) can be performed analytically (see Sec. 3.C for computational
details). The final result given in Table 3.2 involves complete elliptic integrals
of the first and second kind. Depending on whether ∆ > h or ∆ 6 h, there are
five or, respectively, three intervals of energy where the expression for the Hall
conductivity acquires different functional forms.
3.5 discussion and conclusions
We should note here a substantial difference between the present model and
the model of massive Dirac fermions addressed in chapter 2. There, finite σxy
required projecting one of the Green’s functions to the lower band. In real space,
projected Green’s function decayed rapidly on a distance of the Fermi wavelength.
The latter was therefore the characteristic distance between the pairs of impurities
contributing to σxy ∝ (ε0τ)0 beyond the NCA. However, for the model of
Eq. (3.1), neither there exists a single relevant parameter of the inverse length,
nor does the Green’s function rapidly decay in real space (for |ε| > |h|) when
projected to any of the two bands. Therefore, it is not obvious why, for example,
pairs of impurities separated by the distance2 dR ≈ (mα)−1 do not contribute to
the skew-scattering mechanism of AHE that corresponds to X and Ψ diagrams.
In fact, both X and Ψ diagrams contain ∝ (ε0τ)0 contributions determined by
such pairs! However, they seem to cancel each other exactly, upon addition. For
ε > h, this fact can be checked by a direct (yet very cumbersome) computation.
2 Which is normally much larger than the Fermi wavelength.
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The overall result for the anomalous Hall conductivity σxy = σncxy + σX+Ψxy is
shown in Fig. 3.1. NCA yields jump discontinuities in the Hall conductivity at
ε = ±h. Proper treatment of the skew scattering including X and Ψ contributions
introduces logarithmic singularities at the same points. However, the approxi-
mations used in our calculation are invalid in the narrow vicinity of these two
energies, when the smallest Fermi momentum is comparable to the inverse mean
free path. Therefore, the logarithmic singularities are artificial.
At large energies ε h,∆, the anomalous Hall conductivity σxy = σX+Ψxy can













+ . . .
]
. (3.7)
The most striking feature of the X and Ψ contributions is the fact that they give
rise to non-zero AHE for ε > h where σncxy = 0. In Ref. [24] the term “skew
scattering” refers exclusively to the skew scattering off strong single impurities
that contributes to σxy in the order ε0τ. Single-impurity skew scattering manifests
itself in resistivity ρxy ∝ ρxx but is generally absent in the limit of Gaussian
disorder. The model (3.1) is, however, special since the NCA conductivity σncxy
does vanish for ε > h even beyond Gaussian approximation [44]. Non-vanishing
AHE at ε > h was reported to appear only when the forth-order non-Gaussian
disorder correlations are taken into account [88, 89].
Quite generally the absence of skew scattering on single impurities manifests
itself in the scaling ρxy ∝ ρ2xx that can be tested experimentally by varying
impurity concentration. We stress that whenever such scaling takes place, the
skew scattering on rare impurity pairs have to be taken into account, which
necessarily involves the analysis of X and Ψ contributions to AHE.
Our results may be of direct relevance for recent experiments with interfaces
LaAlO3/SrTiO3 and ferromagnet-platinum bilayers [75–79] . A spin-orbit induced
valley-Hall effect of similar kind may also be observed in graphene on WS2 [90]
and in synthetic systems such as ultra-cold Fermi gases [81]. A closely related
phenomenon, the spin-orbit torque on magnetisation [64, 91], is also strongly
affected by skew scattering on rare impurity configurations and calls for similar
analysis.
In conclusion, we have reconsidered the anomalous Hall effect in a 2D Rashba
ferromagnet in the presence of weak impurities. Our diagrammatic approach fully
takes into account the skew scattering which requires going beyond the conven-
tional noncrossing approximation. In sharp contrast to the previous knowledge
[24, 41, 43], such complete treatment yields a finite anomalous Hall conductivity
in the metallic regime (3.7). This implies the ρxy ∝ ρ2xx scaling of the anoma-
lous Hall resistivity for metallic ferromagnetic films in the absence of magnetic
impurities.










































































































































































































































































































































































































































































































































































































































For the model of Eq. (3.1), the clean Green’s function (ε−H∓ i0)−1 acquires
the self-energy ΣR,A = ∓i(γ− ησz), when averaged with respect to disorder. In




















2m (ε∓ λ±), γ± = (γλ± ∓ ηh)/λ and the values of γ, η can be














in which DR,A denotes the denominator of the averaged Green’s function GR,A.





























Here, θ(·) is the Heaviside step function and we remind that λ± = λ∓∆. Solv-
ing the above equation and taking into account sgnp2+ = sgn (ε2 − h2), one
reproduces the values of γ and η from Table 3.1.
3.b vertex corrections and non-crossing approximation
The bare current operator contains kinetic and spin-orbit parts,
j = e(p/m+α [ez ×σ]). (3.12)
We introduce the following four scalar quantities to describe dressing of the





p = αA [ez ×σ] +αCσ, (3.13a)∫
d2p
(2π)2
GAp [ez ×σ]GRp = B [ez ×σ] +Dσ. (3.13b)
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Upon averaging with respect to momentum directions, the integrands of the


















































Note that the integrals A and B are of the order O(τ), while C and D are of a
subleading order O(1). From this, we conclude that, in the leading order, the
current operator is modified by vertex corrections as




The integrals C and D are not included in the vertex corrections in Eqs. (3.15)
since they produce contributions of the order O(τ−1). However, they are essential
for the Hall response because they turn the x-component of the current into the
y-component. Namely, σI-ncxy can be expressed in the following form (the diagram



































Note that the ∝ σ part of jdress that we disregarded in Eqs. (3.15) would only















we compute A, B, C, and D for all values of ε, thus reproducing the results for α̃
and σI-ncxy from Table 3.1.
To derive the expression for J = GAjdressGR given by Eq. (3.6), we introduce
the operator notation
Q = ε+ ∇
2
2m
− iα [σ×∇]z + hσz. (3.18)
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where we kept only the terms of the leading order with respect to τ and used

































[ez ×σ] − 2i∇Q (3.19b)
that are valid because the action of the operator inside the curly brackets on gR,A±










































Surprisingly, for energies outside the gap, |ε| > h, two factors in the last
expression are identical up to a sign! Inside the gap, |ε| < h, the second term
in Eq. (3.20) is unimportant since the difference GR+(r) −GA+(r) vanishes. This
allows us to introduce the transport scattering time τtr and rewrite the current



















are given in Table 3.1 for all energies ε.
From the expression for Jr, we see that electrons from both spectrum branches
provide identical contributions to the current. The only caveat is that the sign
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of + branch changes when energy drops below the gap, ε < −h. This is a
manifestation of the hole-like dispersion of the + part of the spectrum in this
region. It is also worth noting, that the transport time τtr is introduced here
phenomenologically and does not necessarily correspond to any specific rate
derived from kinetic equation. The latter has a complicated form whenever two
branches of the spectrum are present, hence physical scattering rates will have a
certain matrix structure and may not boil down to a single parameter.
3.c calculation of X and Ψ diagrams
3.c.1 Reduction of diagrams
Expression for the Green’s function in real space representation is given by
Eqs. (3.3), (3.4), while the X and Ψ diagrams are determined by Eqs. (3.5). Using
cyclic permutations under the trace, the symmetry relation σxy = −σyx, and
























































After averaging over directions of r, we end up with a large number of one-
dimensional integrals involving four Bessel functions. Current operators and
the difference GR −GA yield the Bessel function of the first kind Jν(p±r), while
the sum GR +GA provides either Yν(p±r) or Kν(|p+|r) in the regions |ε| > h
and |ε| < h, respectively. For the sake of convenience, we will use the following
compact notations:
J±ν ≡ pν±Jν(p±r), Y±ν ≡ pν±Yν(p±r), K+ν ≡ |p+|νKν(|p+|r). (3.23)
With the help of recurrence relations, we reduce orders of all Bessel functions
to either ν = 0 or ν = 1 for uniformity. For |ε| > h, the result is given by a sum of
34 (in the case of σXxy) and 44 (in the case of σΨxy) distinct integrals of four Bessel
functions. For |ε| < h, the expressions are more compact and can be represented
by the sum of 6 and 8 integrals, correspondingly.
Apart from four Bessel functions, some terms in the integrand contain an
extra factor 1/r. It turns out that the formal replacement 1/r 7→ 1/r+ (1/2)∂/∂r
eliminates all 1/r terms and renders the integrand uniform3. Let us illustrate the
3 Basically, these factors can be eliminated by partial integration
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After the reduction, we end up with 20 distinct integrals for |ε| > h and two
additional integrals for |ε| < h. The expressions for σXxy and σΨxy can be concisely

















 ∆ ∆+ λ/2 ∆+ λ∆− λ/2 ∆ ∆+ λ/2







ν , −Y−µ J+ν − Y+µ J−ν , Y+µ J+ν
)
, ε > h,(
Y−µ J
−
ν , (2/π)KµJ−ν , 0
)
, |ε| < h,(
Y−µ J
−
ν , Y−µ J+ν − Y+µ J−ν , −Y+µ J+ν
)













, |ε| > h,(
0, 0, (J−1 )
2
)
, |ε| < h.
(3.25e)
Thus we have reduced the problem to a set of integrals involving three Bessel
functions of the first kind and one Bessel function of the second kind with
arguments p±r. One out of four Bessel functions has the index 0 and three other
functions bear the index 1. Calculation of these integrals is detailed in the next
section.
3.c.2 Integrals of Bessel functions
The calculation of X and Ψ diagrams in real space representation boils down to
the calculation of some 22 integrals involving one Bessel function of the second
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kind and three Bessel functions of the first kind, Eq. (3.25), with the arguments
p±r. Three out of four Bessel functions have the index 1while one of the functions
has the index 0. Since such integrals are not included in the standard reference
tables, the calculation method is explained here.



















where we would like to calculate the value of I. We note that this value is















A consequence of the Gegenbauer’s addition theorem for Bessel functions (see
Eq. (16) on page 367 in Ref. [92]) can be applied to the expression in square





































































































The first integral in the last expression is readily calculated. At the same time,


























2 − (p+ − p−)
2
) .
After the substitution t = sin2 (φ/2), it can be expressed in terms of complete
elliptic integrals of all three kinds with the moduli that are given by Eq. (3.37)
(see Eqs. (253.**), (257.**) in Ref. [94]). With the help of known relations between
elliptic integrals (see Eqs. (117.**) in Ref. [94]), one can transform the elliptic











2ξ+ 1+ 2(2+ 5ξ+ 2ξ2)K(k+)
6(1+ ξ)2
. (3.32)





where F3 is defined in Eq. (3.35) below.
The general approach, which lets us compute all integrals involved in Eq. (3.25),
consists of the following steps:
• Replace the product of two Bessel functions with index 1 and the same
argument using a consequence of the Gegenbauer’s addition theorem for
























This yields the product of r and three Bessel functions with different
arguments.
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, b < a− c,


















, b < a− c,

































(a± b)2 + c2
(see also Eq. (2.13.22.5) in Ref. [93] and Eq. (8.13.6) in Ref. [95]).
• Integrate over φ using Ref. [94]. This yields complete elliptic integrals of all
three kinds.
• Reduce the moduli of complete elliptic integrals to the form of Eq. (3.37)
and eliminate the integrals of the third kind using Eq. (3.32).
With the help of this approach and the use of compact notations (3.23), the























































































































































































































































































1+ 2ξ (3E+ − (1− ξ)(3+ ξ)K+)
3π(1+ ξ)2
, (3.35c)



































, |ε| < h
(3.36)
and complete elliptic integrals of the first kind K± = K(k±), K ′± = K(k
′
±) and of
the second kind E± = E(k±), E ′± = E(k
′
±) have one of the following moduli:
k2± =
ξ3(2± ξ)




= 1− k2± =
(1± ξ)3(1∓ ξ)
1± 2ξ , (3.37)
Upon substitution into Eq. (3.25), the above integrals of Bessel functions reproduce
the result for σX+Ψxy given in Table 3.2.
The parameter ξ is in the range 0 < ξ < 1 taking the value 1 at ε = ±h and
vanishing in the limit of infinite energy and at the bottom of the band ε = εmin.
For all energies, we have 0 < k+ < 1. The other module is either k2− < 0 when
0 < ξ < 1/2, or k2− > 1 when 1/2 < ξ < 1. Switching between these two cases







These special values of energy correspond to the configuration p− = 3p+ which
occurs once (at ε = ε+) above the gap and once (at ε = ε−) below the gap.
Thus we have in total five intervals of energy in which the expression for Hall
conductivity acquires different functional forms. When the parameter h exceeds ∆
(that is, ferromagnetism is stronger than spin-orbit coupling) the structure of the
spectrum changes. Minimal available energy becomes −h and only the first three
out of five cases in Table 3.2 remain.
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Part II
S P I N - T R A N S F E R T O R Q U E S A N D G I L B E RT
D A M P I N G

4A N I S O T R O P Y O F S P I N - T R A N S F E R T O R Q U E S A N D G I L B E RT
D A M P I N G I N D U C E D B Y R A S H B A C O U P L I N G
Spin-transfer torques (STT), Gilbert damping (GD), and effective spin renormal-
ization (ESR) are investigated microscopically in a 2D Rashba ferromagnet with
spin-independent Gaussian white-noise disorder. Rashba spin-orbit coupling-
induced anisotropy of these phenomena is thoroughly analysed. For the case of
two partly filled spin subbands, a remarkable relation between the anisotropic
STT, GD, and ESR is established. In the absence of magnetic field and other
torques on magnetization, this relation corresponds to a current-induced motion
of a magnetic texture with the classical drift velocity of conduction electrons.
Finally, we compute spin susceptibility of the system and generalize the notion
of spin-polarized current.
This chapter is based on the following publication (Editors’ Suggestion):
I. A. Ado, P. M. Ostrovsky, and M. Titov, Anisotropy of spin-transfer torques and
Gilbert damping induced by Rashba coupling, Phys. Rev. B 101, 085405 (2020)
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4.1 introduction
Possibility to efficiently manipulate magnetic order by means of electric current
has gained a lot of attention over the past decades [96, 97]. Potential applications
include race track memory [98, 99], spin torque magnetization switching [100,
101], skyrmion-based technology [102, 103], and other promising concepts. Spin-
tronic logic and memory devices based on current-driven magnetization dy-
namics are believed to achieve high speed, low volatility, outstanding durability,
and low material costs with promises to outperform charge-trapping solid-state
memory devices [72].
In the light of recent detection of fast domain wall (DW) motion in magnetic
films [104, 105] and predictions of even higher DW velocities in antiferromag-
nets [106], current-induced dynamics of domain walls, skyrmions, and other
magnetic textures remain an important research subject in the field of spintronics.
Such dynamics is mainly determined by the interplay of the two phenomena:
Gilbert damping (GD) and spin torques [107–110].
In the absence of spin-orbit coupling (SOC), spin torques emerge only in the
systems with nonuniform magnetization profiles and are most often referred to
as spin-transfer torques (STT). At the same time, the classification of spin torques
usually gets more complicated if coupling between spin and orbital degrees of
freedom becomes pronounced. Moreover, the debate on the microscopic origin of
spin torques in the latter case remains ongoing [67, 111]. Below, we regard STT, in
the continuum limit, as a contribution to the total torque on magnetization that
is linear with respect to both the electric field E and the first spatial derivatives of
the unit vector of magnetization direction n. We note that, in the absence of SOC,
physics of STT is well understood [109, 110].
In a similar fashion, Gilbert damping may be generally associated with the
terms of the Landau-Lifshitz-Gilbert (LLG) equation that are odd under time
reversal and linear with respect to the time derivative of n. In the most simplistic
approach, GD is modeled by a single phenomenological term αn× ∂tn that
corresponds to “isotropic” damping.
However, it has been known for quite a while that GD may exhibit anisotropic
behaviour [112–120]. Or, to be more precise, that the scalar damping constant
α, in general, should be replaced by a damping matrix with the components
depending on the orientation of n. These two manifestations of anisotropy may
be referred to as rotational and orientational anisotropy, respectively [115]. Exper-
imental observation of the orientational anisotropy of Gilbert damping has been
reported very recently in a metal ferromagnet (FM)/semiconductor interface of
Fe/GaAs(001) [121] and in epitaxial CoFe films [122]. The authors of Ref. [121]
argued that the measured anisotropy rooted in the interplay of interfacial Rashba
and Dresselhaus spin-orbit interaction.
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Given the equal importance of GD and STT in the context of current-induced
magnetization dynamics and the significant progress made in the understand-
ing of the anisotropic nature of Gilbert damping, we find it surprising that the
anisotropy of spin-transfer torques has so far only been addressed phenomeno-
logically [117, 123].
In the present chapter, we consider a 2D Rashba FM with spin-independent
electron scattering. A microscopic analysis, performed for an arbitrary magneti-
zation direction, allows us to quantify the rotational as well as the orientational
anisotropy of both STT and GD induced by Rashba SOC. Our results indicate that,
for a Rashba FM system, spin-transfer torques TSTT and Gilbert damping TGD
entering the LLG equation
∂tn = γn×Heff + TSTT + TGD + . . . (4.1)
naturally acquire the following forms:
TSTT = ξ0∂vn − ξ‖[n× ∂vn‖] − ξ⊥[n× ∂vn⊥], (4.2a)
TGD = ξ0∂ tn − ξ‖[n× ∂ tn‖] − ξ⊥[n× ∂ tn⊥], (4.2b)
where ξi = ξi(n), the operator ∂v = (vd ·∇) is expressed via the classical electron
drift velocity vd = eE hτ/m, and n‖/⊥ stands for the in-plane/perpendicular-to-
the-plane component of the vector field n:
n = n‖ + n⊥, n⊥ = eznz = ez cos θ. (4.3)
For convenience, we have included the term ξ0∂tn into the definition of TGD.
This term, being even under time reversal, leads to a renormalization of spin in
the LLG equation [110] and does not contribute to damping. In what follows, we
refer to such renormalization as effective spin renormalization (ESR).
The rotational and orientational anisotropy arising in Eqs. (4.2) appear to be a
natural consequence of the fact that the Rashba spin-orbit interaction singles out
the direction perpendicular to the electron 2D plane. The orientational anisotropy
of the dimensionless functions ξi(n) is determined by all space symmetries of
the system and, for a general Rashba FM, may turn out to be rather complex.
However, for the particular interface model of the C∞v symmetry class, which
we consider below (Bychkov-Rashba model [61]), one simply finds ξi = ξi(n2z).
Before we proceed, let us describe at least two important outcomes of Eqs. (4.2).
First, according to the usual convention, STT consist of two contributions: the
adiabatic torque ∝ (js ·∇)n and the nonadiabatic torque ∝ n× (js ·∇)n, where
js denotes a spin-polarized current. For vanishing SOC, the adiabatic torque has
a clear physical meaning. As far as spins of conduction electrons adiabatically
follow local magnetization direction, the corresponding change of their angular
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momentum is transferred to the magnetic texture. Since ↑ and ↓ spins point in the
opposite directions along n, the transfer rate is proportional to (js ·∇)n, where
js = j↑ − j↓. In the presence of SOC, however, conduction spins are no longer
aligned with the direction of n and, thus, the entire concept of spin-polarized
current becomes somewhat vague. For the particular Bychkov-Rashba model,
our results reveal an important relation between the adiabatic torque and ESR,
providing steps toward better understanding of the former for systems with SOC.
Another remarkable property of Eqs. (4.2) is a simple and exact relation between
the nonadiabatic torque and GD, which has an important implication for current-
induced motion of magnetic textures (e. g., domain walls or skyrmions). Indeed,
by transforming Eq. (4.1) into the moving reference frame1 r ′ = r − vdt, one
immediately observes that both components of the nonadiabatic torque are
exactly cancelled by the corresponding Gilbert damping terms. Therefore, if the
effect of other driving torques on the motion of a magnetic texture is negligible,
then its terminal velocity, in the moving reference frame, shall vanish for mediate
currents [124, 125] (in the absence of magnetic field). This implies that, in the
laboratory reference frame, the texture moves with the universal electron drift
velocity vd. Certainly, in the presence of, e.g., spin-orbit torques, which can assist
motion of domain walls and skyrmions [104, 126], the resulting dynamics might
differ. In any case, the analysis of such dynamics can still be performed in the
moving reference frame, where the effect of the nonadiabatic spin-transfer torque
is conveniently absent.
Having outlined our main results, we skip further discussion until Sec 4.8.
The rest of the chapter is organized as follows. In Sec. 4.2 we introduce the
model and use an expansion in spatial gradients to reduce the analysis to a
study of a homogeneous system. Self-energy and Kubo formulas are addressed
in Sec. 4.3. A general relation between STT, GD, and ESR (in the considered
model) is obtained in Sec. 4.4, while in Sec. 4.5 we establish the exact vector
structures of these quantities. Some analytical insight into our general results is
provided in Sec. 4.6 and Sec. 4.7. An extensive Discussion of Sec 4.8 is followed
by Conclusions (and seven Appendices).
4.2 model
4.2.1 Generalized torque in s-d model
In what follows, we adopt the ideology of the s-d model by performing a decom-
position of a FM into a system of localized spins Si and a system of noninteracting
conduction electrons. Despite being rather simplistic, this approach has proven to
1 That is – by replacing n(r, t) with n(r − vdt, t) in the LLG Eq. (4.1).
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describe very well the key properties of current-induced magnetization dynamics
in ferromagnetic systems [127–130].
If the value of |Si| = S can be assumed sufficiently large, then it is natural
to treat the localized spins classically by means of the unit vector n(ri) = Si/S,
which points in the opposite to local magnetization direction. In this case, the
s-d-like local exchange interaction between the localized spins and conduction
electrons is given, in the continuum limit, by
Hsd = JsdSn(r, t) ·σ, (4.4)
with Jsd quantifying the strength of the exchange and Pauli matrices σ represent-
ing the spins of conduction electrons.
It is known [110] that interaction of the form of Eq. (4.4), leads to the following
LLG equation for the dynamics of the vector n:
∂tn = γn×Heff +
JsdA
 h
[s(r, t)× n(r, t)], (4.5)
where γ is the bare gyromagnetic ratio, Heff describes the effective magnetic
field, A denotes the area of the magnet unit cell, and s(r, t) stands for the
nonequilibrium spin density of conduction electrons2. The second term on the




[s(r, t)× n(r, t)]. (4.6)
Assuming slow dynamics of n(r, t) on the scale of electron scattering time and
smoothness of magnetization profile on the scale of electron mean free path, one
may expand the generalized torque in time and space gradients of n. In this
chapter, we consider two particular terms of such expansion,
T = TSTT + TGD + . . . , (4.7)
ignoring all other contributions (such as, e.g., spin-orbit torques). In Eq. (4.7)
and below, we identify spin-transfer torques TSTT as a double response of T to
the electric field E and to the spatial gradients of n, while the Gilbert damping
vector TGD (which also includes the ESR term) is defined as a response to the








T GDαδ ∂tnδ. (4.8b)
Microscopic analysis of the tensors T STT and T GD is the main subject of the
present chapter.
2 Strictly speaking, it is the density divided by  h/2. We note that s(r, t), here, is local quantum
mechancial and disorder average of the operator σ.
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4.2.2 Single particle problem
According to Eqs. (4.8), the vectors TSTT and TGD represent linear response to the
time derivative of magnetization direction and to the time derivative of vector
potential, respectively. Hence, computation of both vectors can be performed
with the help of Kubo formulas that make use of Green’s functions of the
corresponding time-independent problem. We choose the latter to originate in
the 2D Rashba FM model [61] with the effective s-d-type term of Eq. (4.4),
H = p2/2m+αR [p×σ]z + JsdSn(r) ·σ, (4.9)
where αR characterizes the strength of Rashba coupling and m is the effective
electron mass.
The Hamiltonian of Eq. (4.9) should be supplemented with a momentum relax-
ation mechanism since both STT and GD tensors, similarly to the conductivity
tensor, contain essentially dissipative components. We assume that momentum
relaxation in the system is provided by scattering on a spin-independent Gaus-
sian white-noise disorder potential Vdis(r). Thus, the full Hamiltonian of a single
conduction electron reads
Hdis = H+ Vdis(r), (4.10)
where the disorder potential is characterized by the zero average 〈Vdis(r)〉 = 0




= ( h2/mτ) δ(r − r ′). (4.11)
The angular brackets in Eq. (4.11) stand for the averaging over the disorder
realizations, τ is the mean scattering time measured in the inverse energy units.
One can readily observe from Eq. (4.6) that the generalized torque T can be
understood as a spatial density of a disorder-averaged mean value of the operator
(JsdA/ h)T̂, where we refer to
T̂ = σ× n(r), (4.12)
as the dimensionless torque operator.
4.2.3 Expansion in spatial gradients
Computation of STT involves the expansion of the Hamiltonian H of Eq. (4.9)
and the corresponding Green’s function
GR,A = (ε−H± i0)−1 (4.13)
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in the first spatial gradients of n up to the linear terms. We obtain the latter
utilizing the Taylor expansion
n(r) = n(r∗) +
∑
γ
(r − r∗)γ∇γn(r∗), (4.14)
at some particular point r∗.




(r − r∗)γ∇γn(r∗) ·σ, (4.15)
where the Hamiltonian
H = p2/2m+αR [p×σ]z + JsdSn(r∗) ·σ (4.16)
describes the homogeneous electronic system with a fixed direction of magneti-
zation set by n(r∗).
Similarly, we approximate the Green’s function GR,A, employing the Dyson
series
GR,A(r, r ′) = GR,A(r − r ′) + JsdS
∫




(r ′′ − r∗)γ∇γn(r∗) ·σ
]
GR,A(r ′′ − r ′) (4.17)
and the Green’s function
GR,A = (ε−H± i0)−1 (4.18)
that corresponds to the homogeneous system. Note that, in Eq. (4.17), we kept
only the terms that are linear in the gradients of n, as prescribed.
4.2.4 Spectrum of the homogeneous system




2 − 2χαR∆sd p sin θ sinϕ, (4.19)
where the angle θ stands for the polar angle of n with respect to the z axis [see
also Eq. (4.3)], while ϕ is the angle between the momentum p and the in-plane
component of the vector n: ϕ = φp −φn. We have also introduced the notations
∆sd = |Jsd|S, χ = sgn Jsd, (4.20)
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Figure 4.1: Guide for an eye: spectrum of the homogeneous system of conduction electrons
with a fixed direction of magnetization. Note that the actual spectrum is not isotropic,
and the two subbands may even touch each other. We restrict the analysis to the case of
ε > ∆sd. For the latter, both subbands are always partly filled.
where ∆sd has a meaning of half of the exchange interaction-induced splitting (in
the absence of SOC).
If the chemical potential ε exceeds the value of ∆sd, both subbands are always
partly filled [131]. Below, we focus solely on the latter case, which is schematically
illustrated in Fig. 4.1. Note that the spectrum is not isotropic. Moreover, for finite
values of sin θ, separation of the two subbands diminishes and they may even
touch each other.
In what follows, we also find it convenient to introduce an additional energy
scale ∆so = |αR|
√
2mε, which is equal to half of the spin-orbit coupling-induced
splitting of the branches (for vanishing ∆sd).
4.2.5 Roots of dispersion relation
Now let us analyze the roots of the dispersion of Eq. (4.19). Using, for example,
Ref. [132], one can show that, under the assumption ε > ∆sd, the quartic function
(ε+(p) − ε)(ε−(p) − ε) of the absolute value of momentum p always has four real
roots: two positive and two negative. The former two define the angle-dependent
Fermi momenta p± corresponding to ε± branches. The four roots are distinct in
all cases, except one. Namely, when n⊥ = 0 (i.e., when sin θ = 1) and ∆so = ∆sd,
the subbands touch each other. We will not consider this particular case.
Using the notation p±,neg for the negative roots, we have
p− > p+ > 0 > p+,neg > p−,neg, (4.21)


























u > 0 is the largest root of the resolvent cubic
u3 + qu2 − (s− q2/4)u− r2/8, (4.23)
while the parameters q, s, and r are given by
q = −4m(ε+mα2R ), s = (2m)
2(ε2 −∆2sd), (4.24a)
r = 8m2αRχ∆sd sin θ sinϕ. (4.24b)
It is straightforward to see, from Eqs. (4.24), that the dependence on the
momentum angle enters Eq. (4.23) only via the parameter r2. As a result, the
quantity u may only depend on sin2ϕ and other parameters of the model that
are ϕ independent. This will play an important role below.
For αR = 0 (vanishing SOC), ∆sd = 0 (nonmagnetic limit), or n = n⊥
(perpendicular-to-the-plane magnetization) situation with the roots becomes
less complex. In these cases, (ε+(p) − ε)(ε−(p) − ε) is biquadratic (with respect
to p) and p± = −p±,neg, as one can also see directly from Eqs. (4.22). Furthermore,
the Fermi momenta p±, then, are angle independent, while their values yield the
relations










, for n = n⊥, (4.25c)
where λ(Υ) =
√
Υ2 + 2εmα2R +m
2α4R .
4.3 disorder averaging
Having analysed the spectrum of the “clean” homogeneous system, we can
proceed with the inclusion of the disorder. In what follows, we assume ε0τ 1,
where ε0 is the difference between the Fermi energy ε and the closest band edge.
We start with a calculation of the self-energy in the first Born approximation.
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4.3.1 Self-energy
According to Eq. (4.11), the self-energy is defined as
ΣR,A(r) = ( h2/mτ)GR,A(r, r), (4.26)
with the Green’s function GR,A of Eq. (4.13). It should be explicitly pronounced
that ΣR,A(r) may have a spatial dependence originating in the spatial depen-
dence of n(r). However, as we are about to see, the first spatial gradients of
magnetization do not affect the self-energy in the model under consideration.
Disregarding the “real” part of the self-energy that should be included in the
renormalized value of the chemical potential, we focus only on the calculation of
ImΣ (r) = −i[ΣR(r) − ΣA(r)]/2. By substituting the expansion of Eq. (4.17) into
Eq. (4.26), switching to momentum representation, and symmetrizing the result
we obtain




















































where “h.c.” denotes Hermitian conjugate, GR,A is the Green’s function of
Eq. (4.18) in momentum representation,
GR,A =
ε− p2/2m+αR [p×σ]z+χ∆sd n(r∗)·σ
(ε− ε+(p)± i0)(ε− ε−(p)± i0)
, (4.29)
and v = ∂H/∂p is the velocity operator. In Eqs. (4.28), Σ(0) defines the scattering
time (for uniform magnetization), Σ(1) corresponds to the renormalization of
the gradient term on the right hand side of Eq. (4.15), while Σ(2) determines
the possible dependence of the scattering time on the first spatial gradients of
magnetization.
To proceed, we take advantage of the additional symmetrization of the inte-
grands with respect to the transformation3 ϕ→ π−ϕ and observe that, in the




0 [f(ϕ)+ f(π−ϕ)]dϕ =
∫π
0 f̃(ϕ)dϕ.
The same applies to
∫2π
π f(ϕ)dϕ integrals.
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first Born approximation, integration over the absolute value of momentum, in










1+ rW1 + rW2 n(r∗) ·σ +W3 n‖(r∗) ·σ sinϕ
]
, (4.30)




are some functions of the parameter r2 and ϕ-




2ϕ) sinϕdϕ vanish for arbitrary function W, we obtain a
particularly simple result for the constant part of the self-energy,
Σ(0) = −1/2τ. (4.31)
Similar, but more lengthy, analysis shows that each component of Σ(1) and
Σ(2) is equal to zero. Therefore, there exists no renormalization of the gradient
term of the Hamiltonian H as well as no scattering time dependence on the
first magnetization gradients. The self-energy, in the first Born approximation, is
found as
ΣR,A(r) = ∓i/2τ. (4.32)
4.3.2 Kubo formula for STT
As was outlined in Sec. 4.2.2, the generalized torque T(r0) of Eq. (4.6), at a certain
position r0 in space, is defined as a disorder-averaged mean value of the operator
(JsdA/ h)δr0 T̂, where δr0 = δ(r − r0). At zero temperature, the linear response
4














where v = ∂H/∂p is the velocity operator, Tr stands for the operator trace, and
angular brackets represent the disorder averaging.
4 We do not consider terms in Kubo formulas that are provided by products of only retarded or only
advanced Green’s functions. Contributions from such terms are accumulated at zero momentum.
Together with similar contributions from retarded-advanced (or advanced-retarded) correlators, they
should either vanish or be included in renormalization of the parameters of the model (for large
values of the parameter ε0τ). For example, a more accurate computation of the GD tensor that takes
into account contributions from p = 0 includes the following self-consistent renormalization of the














contributions to STT, GD, and ESR are disregarded throughout this chapter as well. For the present
model, they vanish when ε > ∆sd.
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Figure 4.2: Diagrammatic representation of the STT tensor T STTαβγδ of Eq. (4.34). Solid lines
correspond to the disorder-averaged Green’s functions gR,A. Vertex corrections (impurity
ladders) are represented by green fillings.
From Eq. (4.33), we can further deduce the Kubo formula for spin-transfer
torques. In order to do that, we substitute the expansion of Eq. (4.17) into Eq. (4.33)
and collect all terms proportional to ∇γnδ(r∗). Then we switch to momentum
representation and perform spatial averaging of torque on the scale of transport
mean free path in the vicinity of r = r0. In the non-crossing approximation, this












R vvcβ − h.c.
]
, (4.34)
where the superscript “vc” marks the vertices corrected with the impurity ladders,
the notation tr refers to the matrix trace, and
gR,A = 〈GR,A〉 = (ε−H± i/2τ)−1 (4.35)
is the disorder-averaged Green’s function of the homogeneous system. In Eq. (4.35),
we have used the result for the self-energy obtained in Sec. 4.3.1.
The expression of Eq. (4.34) is represented diagrammatically in Fig. 4.2. We
note that similar diagrams have been used in Ref. [133] to compute STT in a
3D FM, in the absence of SOC, and in Ref. [134] to study STT for the model of
massive Dirac fermions.
4.3.3 Kubo formula for GD and ESR














5 See footnote 4 on page 55.
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where, according to the definition of TGD, spatial dependence of n is completely
disregarded.
Note that n, ∇γnδ, and ∂tn in Eqs. (4.8), (4.34), and (4.37) are all taken at
r = r0. From now on, we consistently omit the argument of all these functions.
4.3.4 Relation between TGD and vertex corrections to the torque operator T̂
Vertex corrected torque operator that enters both Eqs. (4.34) and (4.37) can be
expressed with the help of vertex corrected Pauli matrices. One can infer the













are the coordinates (in the basis {σx,σy,σz}) of the operator σi dressed with a
single impurity line. We note that, in the model considered, vertex corrected Pauli
matrices σvci appear to have zero trace if ε > ∆sd. This is a direct consequence of
the fact that the self-energy in Eq. (4.32) is scalar. Hence, {σx,σy,σz} is, indeed, a
proper basis for the operators σvci .





Uij σj, U =










we can see, from Eq. (4.38), that the geometric series
T = U(M+M2 + · · · ) = UM(I−M)−1, (4.41)
provides the matrix representation of vertex corrections to the torque operator.
Moreover, from Eq. (4.37), it is evident that the GD tensor is, in fact, determined
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4.3.5 Crossing diagrams
The diagrams with two crossing impurity lines (see chapters 2 and 3) may
contribute to such quantities as the anomalous Hall effect [135–137], the spin Hall
effect [23], and the Kerr effect [16] in the same leading order with respect to the
small parameter (ε0τ)−1, as the conventional non-crossing approximation does.
Scattering mechanisms associated with these diagrams, in general, should affect
spin torques and damping as well.
In the present study we, however, completely disregard the crossing diagrams,
as being significantly more difficult to calculate. At the same time, preliminary
analysis shows that the related additional contributions to STT, GD, and ESR are
parametrically different from the present results and that, for ε ∆sd, they are
negligible.
4.4 relation between stt, gd, and esr
4.4.1 Symmetrization of STT diagrams
Calculation of spin-transfer torques can be performed with the help of Eq. (4.34)
directly. Such brute-force calculation has been originally performed by us. We
have, however, subsequently found a shortcut that makes it possible not only to
obtain the same results in a much more concise manner but also to establish a
general relation between T STT and T GD tensors. This alternative approach takes
a reformulation of the result of Eq. (4.34) in a more symmetric form.
We apply the identity gA vγ gA = ∂gA/∂pγ in Eq. (4.34) and perform integra-
tion by parts. Then, we take a half-sum of the result obtained and the original
expression of Eq. (4.34). This leads to the formula

































− gA vγ g
A σδ g
A T̂vcα g




R vvcβ − h.c.
]
. (4.44)
is illustrated schematically in Fig. 4.3 by a group of encircled diagrams. The
remaining two diagrams in Fig. 4.3 correspond to the second term on the right
hand side of Eq. (4.43). We will see below that, in fact, the entire tensor δT STT
does vanish.
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4.4.2 Relation between TSTT and vertex corrections to the torque operator T̂
As was argued in Ref. [138] on the basis of perturbative expansions, the velocity
operator v = p/m−αR[ez×σ], corrected by an impurity ladder, has a particularly
simple form in the present model,
vvc = p/m. (4.45)
A formal proof of this statement that does not refer to any perturbative expansion
is presented in Appendix 4.A. Interestingly, Eq. (4.45) also allows to make a spin-
orbit torque (SOT) calculation extremely concise. We provide a brief discussion
of this matter in the same Appendix 4.A.
It is important that the momentum operator p, as well as vvc, commutes with
the Green’s function gR,A. In Appendix 4.B, we demonstrate that this is sufficient
for the entire tensor δT STT to vanish. As a result, T STT is determined by the
second term on the right hand side of Eq. (4.43) alone. Computation of the this
term is facilitated by the relation
∂vvcβ /∂pγ = δβγ/m, (4.46)
where δq1q2 is Kronecker delta. With the help of the above, the STT tensor of
Eq. (4.43) readily simplifies to















since, as we have mentioned, δT STT = 0.
Employing the Hilbert’s identity for the Green’s functions of Eq. (4.35),
gA − gR = gR (i/τ)gA, (4.48)
we can further reduce6 Eq. (4.47) to the formula












which resembles very closely the formula of Eq. (4.37) for the GD tensor. The
result of Eq. (4.49) can also be expressed in terms of the matrix T as





where we have again used the argumentation of Sec. 4.3.4.
6 See footnote 4 on page 55.
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4.4.3 Relation between TSTT and TGD
It can now be seen that both TSTT and TGD vectors turn out to be fully defined by
the matrix of vertex corrections T to the torque operator. Moreover, comparison
of Eq. (4.42) and Eq. (4.50) reveals a remarkable direct connection between the
STT and GD tensors,
T STTαβγδ = δβγ
e hτ
m
T GDαδ , (4.51)
which is one of the central results of this chapter.
According to the definitions of Eqs. (4.8), the established relation between the
two tensors indicates that all quantities of interest (STT, GD, and ESR) may be
related to the action of a single linear operator Ξ,
TSTT = Ξ [∂vn] , TGD = Ξ [∂tn] , (4.52)
on one of the vectors, ∂vn or ∂tn. We remind here the short-handed notations for
the directional spatial derivative7 ∂v = (vd ·∇) and for the classical drift velocity
of conduction electrons vd = eE hτ/m.
The matrix of the operator Ξ coincides with the matrix T GD, being also propor-
tional to the matrix T [see Eqs. (4.8b), and (4.42)]. In the next section we obtain
the general form of the latter and then use it to derive the exact vector forms of
TSTT and TGD.
4.5 vector forms
4.5.1 Matrix gauge transformation
In order to establish the structure of the operator Ξ, it should be first noted that
the constraint n2 ≡ 1 is responsible for an essential freedom in the definition






nδ ∂nδ = 0. (4.53)












Tαδ ∂ tnδ, (4.54b)
7 In fact, ∂v is proportional to a directional derivative, with a prefactor equal to |vd|−1.
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remain invariant under the addition of the matrix row R = (nx,ny,nz), with
an arbitrary coefficient, to any of the rows of the matrix T . In other words, the
transformation T → TX does not change TSTT and TGD, provided
TX = T +XR, (4.55)
with any matrix column X = (X1,X2,X3)T .
4.5.2 Vector structure of TSTT and TGD
The matrix T is defined in Eq. (4.41) with the help of the matrixM. The latter
is determined by the disorder-averaged Green’s function which, in momentum
representation, takes the form
gR,A =
ε± i/2τ− p2/2m+αR [p×σ]z + χ∆sd n ·σ
(ε− ε+(p)± i/2τ)(ε− ε−(p)± i/2τ)
. (4.56)
Using Eq. (4.56), one can prove that M, in general, is expressed as a linear
combination of six matrices,
I, P, U, U2, PUP, PU2P, (4.57)
where U is introduced in Eq. (4.39) and P = diag (1, 1, 0) is a diagonal matrix. In
Appendix 4.C, we demonstrate how the components of this decomposition can
be calculated for n 6= n⊥.
Then, in Appendix 4.D, we show that any power of M retains the same
structure. It immediately follows that the matrix T = U(M+M2 + · · · ) can be
represented as
T = c1U+ c2UP+ c3U2 + c4U3 + c5UPUP+ c6UPU2P, (4.58)
where ci are some dimensionless scalar functions.
The representation of Eq. (4.58) can be substantially simplified with the use of
the matrix gauge transformation described in the previous section. Namely, by
taking advantage of the directly verifiable relations
U2 = RTR− I, U3 = −U, UPUP = (I− P)RTR−n2zI, (4.59a)
UPU2P = UPRTR−UP+n2zU(I− P) (4.59b)
we find that the choice of the gauge
X̃ = − [c3I+ c5(I− P) + c6UP]RT , (4.60)
for the transformation T → T
X̃
≡ T̃ , leads to
T̃ = t0 I+ t‖UP+ t⊥U(I− P), (4.61)
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or, more explicitly, to
T̃ =
 t0 nzt‖ −nyt⊥−nzt‖ t0 nxt⊥
nyt‖ −nxt‖ t0
 , (4.62)
where the quantities ti are related to the matrix T by means of the relations
t0 = −c3 − c5n
2
z , (4.63a)
t‖ = c1 + c2 − (c4 + c6), (4.63b)
t⊥ = c1 − c4 + c6n
2
z . (4.63c)












T̃αδ ∂ tnδ, (4.64b)
we observe that the operator Ξ in Eq. (4.52) is represented by three dimensionless





while the vector structure of TSTT and TGD is, indeed, provided by the formulas
TSTT = ξ0∂vn − ξ‖[n× ∂vn‖] − ξ⊥[n× ∂vn⊥],
TGD = ξ0∂ tn − ξ‖[n× ∂ tn‖] − ξ⊥[n× ∂ tn⊥],
announced in the introductory part. With some remarks, they remain valid for
n = n⊥ as well. We consider this specific case separately, in Sec. 4.6.2.
In the next section, we derive closed-form results for ξ0, ξ‖, and ξ⊥, in two
particular regimes. Afterwards, we find asymptotic expansions of these functions
in either small αR or in small ∆sd. All the obtained results are collected in Table 4.1
and represented in Fig. 4.4 alongside with the corresponding numerical curves.
4.6 closed-forms
The analysis of T STT and T GD tensors, as has been pointed out, reduces to
integration in Eq. (4.38) and subsequent matrix arithmetics. Unfortunately, for
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arbitrary direction of magnetization, the results cannot be expressed in terms of
elementary functions. For example, for n⊥ = 0, Eq. (4.38) already involves elliptic
integrals. The complexity is caused, primarily, by the angle dependence of the
dispersion relation roots p±, p±,neg of Eqs. (4.22). Additional complications arise
due to the fact that all four roots are distinct.
On the other hand, if the parameter r defined in Eq. (4.24b) vanishes, then
the angle dependence of p±, p±,neg is absent and, furthermore, p± = −p±,neg
(see also Sec. 4.2.5). In this case, angle integration in Eq. (4.38) is trivial, while
integration over the absolute value p of momentum can be replaced with an
integration over p2. For such integrals, we can extend the integration contour
to −∞ and close it through the upper half-plane. Then the value of the integral
is given by a sum of residues at the p2± poles of Eqs. (4.25) that acquire finite
imaginary parts due to a ε→ ε+ i/2τ shift.
Hence, computation of the matrixM is straightforward when αR = 0, ∆sd = 0,
or n = n⊥. In this section, we calculate ξ0, ξ‖, and ξ⊥, for the first and third cases.
In the next section, we use the first two cases as reference points for perturbative
analysis of these functions.
4.6.1 Vanishing spin-orbit coupling
We will study the case of αR = 0 first. In the absence of SOC, conservation of spin
brings a technical difficulty to the calculation of T . Namely, at zero frequency and
zero momentum, the matrix of disorder-averaged advanced-retarded spin-spin
correlatorsM(I−M)−1 that enters Eq. (4.41) cannot be finite. Indeed, using the
formulas of Appendix 4.C with αR = 0, one finds
M = I− 2χτ∆sd
1+ (2τ∆sd)2
U(I− 2χτ∆sdU), (4.66)
so that I−M is proportional to U. But detU = 0 and, thus,M(I−M)−1 =∞.
Physically, this divergence is caused by the absence of linear response of electron
spins polarized along n to time-dependent homogeneous perturbations of Jsd
(cf. Sec. 8.3 in Ref. [139]). Nevertheless, even in the limit of zero momentum and
zero frequency, STT, GD, and ESR remain finite, since the series
T = UM+UM2 +UM3 + . . . (4.67)
actually converges.
The sum in Eq. (4.67) is most easily calculated in the diagonal representation
of U,
U = VUdiagV
†, Udiag = diag (i,−i, 0), (4.68)
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Introducing MU = V†MV and making use of the relation Udiag = UdiagP, to
take care of the potential divergence, we can rewrite Eq. (4.67) as
T = VUdiag(PMU + PM2U + PM3U + . . . )V†, (4.70)








Summation in Eq. (4.70) is trivially performed, leading to












= T̃ − X̃R, (4.72)
where T̃ = (χ/2τ∆sd)I represents the gauge of Eq. (4.61) and we have used the
first identity of Eq. (4.59a).




, ξ‖ = ξ⊥ = 0. (4.73)
Hence, Gilbert damping and the nonadiabatic spin-transfer torque are both absent
when αR = 0, as it should be in the model with no SOC, spin-dependent disorder,
or other sources of spin relaxation.
The parameter ξ0 defines the effective spin renormalization (due to conduction
electrons) in the LLG equation as [110] ξ0 = −δSeff/S. In fact, for αR = 0, the
effective spin renormalization coincides with actual spin renormalization. Indeed,
without SOC, all electrons are polarized along ±n, and, for the calculation of the
total electron spin in a unit cell,
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Therefore, δS = −ξ0S = δSeff in this case.
In Appendix 4.E, we compute spin susceptibility of the system for αR 6= 0
and demonstrate that the spin renormalization does not depend on the SOC
strength. At the same time, the effective spin renormalization does. Moreover,
the identity δSeff = δS is, in fact, a very specific case. It holds either for vanishing
spin-orbit interaction, or at some particular value of ∆so ≈ ∆sd, as one can learn
from Table 4.1 and Fig. 4.4 (we recall that ∆so = |αR|
√
2mε characterizes the
SOC-induced splitting of the spectral branches).
4.6.2 Perpendicular-to-the-plane magnetization
Now we turn to the n = n⊥ regime. The formulas of Appendix 4.C are not
applicable in this case. Nevertheless, one can perform the integration in Eq. (4.38)
directly, utilizing the expression for the Green’s function of Eq. (4.56) with



















































Substitution of this result into Eqs. (4.54) shows that, in this case, both TSTT
and TGD are represented as linear combinations of two vector forms: ∂n‖ and
n⊥ × ∂n‖. Since n = n⊥ and, thus, ∂n⊥ = 0, the coefficients in front of these
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For a fixed n = n⊥, however, one cannot directly define ξ⊥. Indeed, the latter
function, in this case, is a prefactor in front of the vanishing vector form n× ∂n⊥
and, in principle, can be even taken arbitrary. The only way to assign a clear
meaning to ξ⊥, here, is to consider its asymptotic behaviour at small values
of sin θ. Namely, one should expand the integrands in Eq. (4.38) up to sin2 θ and,
after the integration, compute the coefficients of the decomposition of Eq. (4.58)





















One may use Eqs. (4.78b) and (4.79) to evaluate the strength of the rotational
anisotropy of GD and the nonadiabatic STT, given n ≈ n⊥. We see, for example,






exceeds 2, making the rotational anisotropy considerable even if SOC is weak.
At the same time, for strong spin-orbit coupling, ξ‖ can potentially be orders of
magnitude larger than ξ⊥ (see also Fig. 4.4).
For the perpendicular-to-the-plane magnetization, GD was analyzed previously
in Ref. [140] under an additional assumption of large chemical potential. Our
result for the Gilbert damping coefficient ξ‖, given by Eq. (4.78b), coincides with
the expression on the right hand side of Eq. (25) of Ref. [140], to an overall factor
that we were unable to identify (most likely, it is equal to 4). The τ → ∞ limit
of the same expression was derived recently in Ref. [141] (with another overall
factor). This paper also mentions the role of the diagonal terms of the GD tensor
on ESR.
A separate study of the nonadiabatic STT (also limited to the n = n⊥ case)
was reported in Ref. [142]. As we have shown above, this torque should be fully
determined by the very same function ξ‖ as is GD. The authors, however, ignored
vertex corrections, and, as it seems, overlooked this fact. In any case, their results
differ from those of Eq. (4.78b).
4.7 asymptotic expansions
We proceed with a calculation of the ξi expansions in either small αR or small
∆sd. To perform such calculation, one should expand the integrands in Eq. (4.38)
or, alternatively, in Eqs. (4.120), with respect to the corresponding variable. Then
the result can be integrated over the poles, provided by Eqs. (4.25a) and (4.25b),
respectively (where ε should be replaced with ε+ i/2τ).
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4.7.1 Weak spin-orbit coupling
Keeping the notation of Sec. 4.6.1 for the matricesM and T in the absence of SOC,
below we use the symbols δM and δT to represent the respective contributions
provided by finite αR.
Since δM 6= 0, the result of matrix inversion in
T + δT = U(M+ δM)(I−M− δM)−1 (4.81)
is finite, making the analysis straightforward yet rather cumbersome. Retaining
only proportional to α2R terms in δM (see Appendix 4.F for explicit formulas),
we obtain
δT = δc2P+ δc3U+ δc4U2 + . . . , (4.82)



























Then, utilizing Eqs. (4.63) with ci replaced by δci, we arrive at the second-order
expansions in small SOC strength for the functions ξi. Those are collected in the
second row of Table 4.1.
We may again use the obtained results to quantify the rotational anisotropy of






For weak spin-orbit coupling, the rotational anisotropy is minimal when mag-
netization is perpendicular to the plane and increases for the magnetization
approaching the in-plane direction.
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We also note that the asymptotic expansions up to the order α2R allow us to
estimate the orientational anisotropy of ξi. Employing the notation ξi = ξi(n2z),
we find


















for weak SOC. Clearly, ξ0 and ξ‖ are both maximal for n⊥ = 0. On the other hand,
the expression on the right hand side of Eq. (4.85c) can change sign, depending
on the value of τ∆sd. Therefore, the orientational anisotopy of ξ⊥ in a “clean”
system (τ∆sd  1) differs from that in a “dirty” one (Fig. 4.4 corresponds to the
case of a “clean” system).
Interestingly, at αR = 0 the matrix function δT turns out to be discontinuous.
Namely, its elements have finite limits for αR → 0. This discontinuity has, however,
no physical consequences, since the matrix δT itself is not gauge invariant. In the
δT̃ gauge, the discontinuity is removed and, thus, it does not affect the physically
relevant quantities ξ0, ξ‖, and ξ⊥. This property demonstrates the importance of
full analysis of all components of the STT and GD tensors.
4.7.2 Weak exchange interaction
Up to the linear order in ∆sd, we have












, c2 = 1+
1
4(τ∆so)2











, c6 = 0. (4.87b)
Substituting the latter expressions into Eqs. (4.63), one obtains the leading-order
contributions to ξi in the limit of small ∆sd. The respective results are presented
in the third row of Table 4.1. Using them, we can find yet another expression for
the ratio
ξ‖/ξ⊥ = 2+ (2τ∆so)
2 +O(∆2sd). (4.88)
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Remarkably, the rotational anisotropy of Gilbert damping and the nonadiabatic
spin-transfer torque, ξ‖/ξ⊥ = 2, persists to both limits
∆sd  ∆so  1/τ and ∆so  ∆sd  1/τ, (4.89)
in which the Fermi surfaces defined in Eq. (4.19) are not only essentially isotropic
but, at the same time, do get strongly broadened by the disorder (the broadening
1/τ exceeds the splitting of the subbands).
It is also interesting to mention that, for small values of ∆sd, the nonadiabatic
spin-transfer torque dominates over the adiabatic one: ξ‖,⊥/ξ0 ∝ 1/∆sd. This
agrees with the intuitive logic that, for a weak exchange between conduction and
localized spins, the former would rather not adiabatically follow the direction of
the latter.
4.8 discussion
4.8.1 Role of vertex corrections
We would like to begin this final section by stressing that it is the accurate
consideration of vertex corrections that is responsible for the established vector
structures of anisotropic STT, GD, and ESR, as well as for the relation between
them. Practically none of this would be seen from an uncontrolled analysis that
ignores vertex corrections.
For example, if one does not apply the disorder dressing to the current vertex
v, the relation of Eq. (4.50) will no longer be valid. Instead, the STT tensor, in
this case, will contain 18 additional nonzero components of different symmetries,
which one might by mistake interpret as physical torques.
4.8.2 Renormalization of spin
In Sec. 4.6.1, we have demonstrated that, in the limit of vanishing SOC, the ESR
factor δSeff = −ξ0S does coincide with the actual total electron spin in a unit cell
δS = −JsdSAm/2π h
2. On the other hand, this equality breaks down for finite αR,
and the ratio δSeff/δS starts to depend on all of the parameters of the system,
including scattering time (see Table 4.1 and Fig. 4.4).
For large values of spin-orbit-induced splitting ∆so, the quantity ξ0 (which
determines ESR) understandably decays due to the effective randomization of
the electron spin direction induced by SOC. What is, however, rather interesting,
is that, for relatively small values of αR, the ESR factor δSeff exceeds δS, reaching
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4.8.3 LLG equation
It is instructive to compare the microscopic LLG Eq. (4.1) to its conventional
phenomenological counterpart. In the absence of spin-orbit, thermal, and other
torques that we do not consider in this study, the latter equation reads
∂tn = γn×Heff + (js ·∇)n
−α[n× ∂tn] −β[n× (js ·∇)n], (4.90)
where the vector quantity js is interpreted as the phenomenological spin-polarized
current, while the parameters α and β define Gilbert damping and the nonadia-
batic spin-transfer torque, respectively. The latter is also commonly referred to
as the β-torque. The adiabatic spin-transfer torque is represented by the term
(js ·∇)n, while Heff stands for effective field contributions.
First, taking into account Eqs. (4.2), we can rewrite the microscopic LLG Eq. (4.1)
in a form which is similar to that of Eq. (4.90),
∂tn = γ̄n×Heff + (js ·∇)n
−α‖ [n× ∂tn‖ ] −β‖ [n× (js ·∇)n‖ ]



















and each of the quantities js, α‖,⊥, β‖,⊥, γ̄ depend on the orientation of the
vector n. For the particular 2D Rashba FM model system considered in this
chapter,
js = js(n2z), α‖,⊥ = α‖,⊥(n
2
z), β‖,⊥ = β‖,⊥(n
2
z), γ̄ = γ̄(n
2
z). (4.93)
We see that the microscopic LLG Eq. (4.91) is essentially anisotropic, in contrast
with the phenomenological LLG Eq. (4.90). Namely, the coefficients α and β got
split into two components each. Moreover, the new coefficients α‖,⊥ and β‖,⊥
as well as the other parameters of the LLG equation became dependent on the
direction of magnetization. We note that the splitting of the GD coefficient α has
been reported, for a Rashba FM, in Ref. [143].
Next, let us comment on the microscopic definiton of the spin-polarized current
formulated in Eq. (4.92a). Normally, if spins of conduction electrons (travelling
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with the characteristic velocity v) adiabatically follow the direction of n, one as-
sumes js = −v δS/(S+ δS), where δS is a contribution from conduction electrons
to the total spin of the system. In this case, Eq. (4.90) can be simply viewed as a
manifestation of the total angular momentum conservation (for n×Heff = 0),
(S+ δS)∂tn + δS (v ·∇)n = 0. (4.94)
where −δS (v ·∇)n is the rate of angular momentum transfer from conduction
to total spin.
The definition of the vector quantity js, given by Eq. (4.92a), provides a perfect
generalization of the above logic for a system with finite Rashba SOC. Indeed,
conduction spins no longer follow the direction of n (due to, e.g., nonzero damp-
ing). Nevertheless, −δSeff (vd ·∇)n still has a meaning of the rate of “angular
momentum transfer” from the effective conduction spin δSeff to the total S+ δSeff.
Importantly, it was a fully controllable accurate microscopic treatment of the
problem that led us to Eq. (4.92a). (We identified the drift velocity vd as a “pro-
portionality coefficient” between the STT and GD tensors and observed that the
adiabatic spin-transfer torque and ESR are described by the same quantity ξ0.)
Finally, for the sake of historical integrity, let us also mention that the equalities
α‖ = β‖ and α⊥ = β⊥, in this system, are equivalent8 to the relation
δSeff = −S/2, (4.95)
which appears to be rather unphysical.
4.8.4 Material derivative and moving reference frame
In the presence of the anisotropic STT and GD of Eqs. (4.2), it is natural to
analyse the microscopic LLG Eq. (4.1) in such a frame, where the effect of the
nonadiabatic spin-transfer torque is absent. Namely, in the frame that moves with
the classical drift velocity of conduction electrons vd. One may use a nice analogy
to continuum mechanics as an illustration of this fact.
Indeed, despite the essentially anisotropic character of both TSTT and TGD,
their sum is conveniently expressed in the LLG Eq. (4.1) via the operator of
material derivative Dt = ∂t + (vd ·∇) as




− ξ⊥ [n×Dtn⊥] + . . . , (4.96)
where we have moved the term ξ0Dtn to the left hand side and added (vd ·∇)n
to both sides. By considering conduction electrons as a “fluid” flowing with
8 As it follows from Eq. (4.92b) and the relation δSeff = −ξ0S.
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the drift velocity vd, one may interpret the material derivatives of Eq. (4.96)
as the change rates of components of n that are associated with the electronic
“fluid parcels”. Thus, in the moving (“flowing”) frame, r ′ = r − vdt, the material
derivatives Dt are automatically replaced9 by the ordinary time derivatives ∂t.
In other words, in the moving reference frame, Eq. (4.96) takes the form of the
LLG equation




− ξ⊥ [n× ∂tn⊥] + . . . (4.97)
that comprises the analogue of the adiabatic torque (vd ·∇)n, two components of
damping, and (represented here by dots) all other possible torques. As long as the
latter are absent, the dynamics of a magnetic texture, governed by such equation
(under mediate currents and in the absence of magnetic field), is likely to be a
motion with zero terminal velocity (as it is [124, 125], in the isotropic case, for
domain walls). For a general situation, current-induced magnetic dynamics can
differ significantly. Nevertheless, it should still be more convenient to perform
the analysis once the effect of the nonadiabatic STT has been accounted for by
switching to the “flowing” frame.
Interestingly, any “propagating” texture of the form n(r, t) = ζ(r − vdt) = ζr(t)
nullifies the sum TSTT + TGD. Hence, for such textures, the LLG Eq. (4.1) reads
dζr/dt = γζr ×Heff + . . . , (4.98)
where r can be regarded as a parameter. If one takes into account only spin-
transfer torques and fieldlike spin-orbit torque, solutions of this equation will
have an oscillatory character. Note that Eq. (4.98) is different from the LLG
equation
0 = γζr ×Heff (4.99)
that describes the uniform motion of the ground state in the presence of the
Galilean invariance [the case α = β in Eq. (4.90)] [107, 109, 110, 144].
4.8.5 Response to electric current
So far, we have computed spin-transfer torques as a linear response of the system
to the external electric field E. In experiment, however, it is not the electric field
but rather the electric current j which is externally applied. To relate spin torques
9 See footnote 1 on page 48.
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to the latter, one should compute the conductivity tensor σ̂ and, afterwards, use
the identity
E = σ̂−1j (4.100)
to replace E with j. Importantly, the conductivity tensor has to be computed up
to the linear order in first magnetization gradients ∇αnβ.
4.8.6 Relation to Edelstein effect
It is worth noting that some of our results can be independently benchmarked. As
it was suggested in Ref. [128], there exists a connection between some particular
pairs of quantities in the model of Eq. (4.9), as, e.g., between the Dzyaloshinskii-
Moriya interaction strength and the exchange stiffness, or between spin-orbit
torques and spin-transfer torques. The latter relation is relevant to our study.
A general interpretation of the approach described in Ref. [128] would be
the following. Suppose there exists a quantity F(αR) which, for the model with
αR = 0, depends on the gradients of n, such that
F(0) = F(∇xn,∇yn). (4.101)
Then, up to the linear order with respect to αR, one would obtain10









∇̃in = ∇in +
2mαR
 h
[n× [ez × ei]]. (4.103)
Let us now choose three functions Fi(αR) to be the components of the vector






From Eq. (4.102) we, then, find another contribution to the generalized torque in






Jsdτ[n× [ez × E]], (4.105)
10 According to the definition of Eq. (4.9), the spin-orbit coupling term has an opposite sign as compared
to that used in Ref. [128].
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which is precisely the expression for the Edelstein effect [145] in a form of a
fieldlike torque on magnetization. In a similar way, vanishing of the functions
ξ‖ and ξ⊥ at αR = 0 can be translated into the absence [138] of the antidamping
SOT in the model of Eq. (4.9).
The result of Eq. (4.105) coincides with the direct derivation of SOT, for the
model of Eq. (4.9), that has been reported previously [138]. A more compact
and accurate form of this derivation is also presented in Appendix 4.A. Such
independent consistency check adds to the credibility of our results.
4.9 conclusions
We have presented a thorough microscopic analysis of STT, GD, and ESR, for the
particular 2D FM system with Rashba spin-orbit coupling and spin-independent
Gaussian white-noise disorder. Assuming arbitrary direction of magnetization,
we have established the exact relation between these effects. We have introduced
the notion of the matrix gauge transformation for magnetization-dependent
phenomena and used it to express spin-transfer torques, Gilbert damping, and
effective spin renormalization in terms of meaningful vector forms. The latter
allowed us to quantify the SOC-induced anisotropy of the former. We have
analysed, both analytically and numerically, three dimensionless functions that
fully define anisotropic STT, GD, and ESR. We have also generalized the concept of
spin-polarized current, computed spin susceptibility of the system, and obtained
a number of other results.
It would be an interesting challenge to observe the anisotropy of STT ex-
perimentally. It might be possible to do this by measuring current-induced
corrections to the magnon spectrum asymmetry that is normally associated with
the Dzyaloshinskii-Moriya interaction. We also believe that, to some extent, the
anisotropy of STT and GD might explain the differences in dynamics of domain
walls (and skyrmions) with different characteristics.
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4.a vertex corrections to velocity operator ; spin-orbit torque
In order to compute vertex corrections to the operator v = p/m−αR[ez ×σ], we








Due to the fact that the momentum operator p commutes with the Green’s












where we have used the Hilbert’s identity of Eq. (4.48).
The subsequent analysis follows the route of Sec. 4.3.1. Integration over the
absolute value of momentum in Eq. (4.107) is performed by computing residues
at p = p±. Symmetrization of the obtained result, with respect to the transforma-
















cos 2ϕ+ (W6 +W7 n ·σ)[ez × n] sinϕ
)
, (4.108)




are some functions of the parameter r2 and ϕ-in-
dependent parameters of the model. Again, all terms that contain Wi vanish
identically after integration over the angle and we conclude that
(p/m)1×dr = αR[ez ×σ]. (4.109)
Next, we observe that the corrected by an impurity ladder velocity operator









According to Eq. (4.109), expression inside the brackets on the second line van-
ishes, leading us to the desired result,
vvc = p/m, (4.111)
which coincides with Eq. (4.45) of the main text. Note that, since the momentum
operator commutes with the Green’s functions, Eq. (4.111) determines both
11 See footnote 3 on page 54.
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advanced-retarded and retarded-advanced vertex corrections to the velocity
operator.
One immediate consequence of Eqs. (4.109) and (4.111) is a trivial form of spin-
orbit torque in the considered interface Rashba model. Indeed, it was conjectured
in Ref. [138] that the antidamping SOT, in this model, is identically absent, while










T̂gR (vvc · E)gA
}
. (4.112)























[n× [ez × E]], (4.114)
which coincides with that of Eq. (4.105), as expected.
4.b vanishing of δT STT
We will now prove that the absence of the spin component in the vertex cor-
rected velocity operator vvc nullifies the contribution δT STT to the STT tensor
of Eq. (4.44). Using cyclic permutations under the matrix trace and the fact that
vvc = p/m commutes with any function of momentum, one can rewrite Eq. (4.44)
as
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In Eq. (4.116a), we employ the Hilbert’s indentity of Eq. (4.48) to replace the


















A similar procedure is performed to simplify the expression for Λ2. We note,
however, that terms with only retarded or only advanced Green’s functions, in
Eq. (4.116b), should be disregarded12. Hence, gRgA/iτ is replaced with gR in
the first line of Eq. (4.116b) and with −gA in the second line. After moving the


















we conclude that Λ1 +Λ2 = 0 and, therefore, δT STT = 0 as well.
4.c structure of M
Using Green’s function of Eq. (4.56) we compute the matrix trace in Eq. (4.38)
and further symmetrize the integrands with respect to the transformation13
ϕ→ π−ϕ. This results in the decomposition
M = γ1I+ γ2P+ γ3U+ γ4U2 + γ5PUP+ γ6PU2P (4.119)
where the coefficients are given in the integral form,
γ1 = 2
[(
∆2sd + |ε+ i/2τ|
2
)


























































12 See footnote 4 on page 55.
13 See footnote 3 on page 54.
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|ε− ε+(p) + i/2τ|2|ε− ε−(p) + i/2τ|2
. (4.121b)
Some of Eqs. (4.120) formally become invalid when n = n⊥. However, structure
ofM and T in the respective case was analysed directly in Sec. 4.6.2.
4.d structure of Mk
We have already demonstrated that
M∈ spanL, L = {I, P, U, U2, PUP, PU2P}, (4.122)
Let us now prove that any natural power ofM belongs to the same linear span,
Mk ∈ spanL, ∀k ∈N. (4.123)
The operation of matrix product, by itself, is not closed on spanL. Moreover, 14
of 36 elements of L×L do not belong to spanL. On the other hand, a combination
of two such elements (matrices PU and UP),
PU+UP = {P,U} = U+ PUP, (4.124)
obviously does. Similarly, the remaining 12 “unsuitable” elements of L × L
do form 6 pairs, such that the corresponding anticommutators (namely, {P,U2},
{PUP,U}, {PU2P,U}, {PUP,U2}, {PU2P,U2}, and {PUP,PU2P}) belong to spanL.
In general, the following statement holds: operation of matrix anticommutation
sends elements of L×L to a linear span of L,
{ , } : L×L → spanL. (4.125)
Taking into account the fact that anticommutator is a bilinear map, we deduce
from Eq. (4.125):
{ , } : spanL× spanL → spanL. (4.126)




the desired result,Mk ∈ spanL, is proven by induction.
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4.e spin susceptibility in the presence of soc
In this Appendix, the total spin δS of conduction electrons in a unit cell of the

















where f stands for the Fermi-Dirac distribution,
f(ε) = (1+ exp [(ε− ε)/T ])−1 , (4.129)
and GA,R refers to the momentum-dependent Green’s function of Eq. (4.29). We
will first consider the in-plane component of δS.














(f+ − f−), (4.130b)
where f± = f(ε±(p)). It is convenient to introduce the quantity δS+ = δSx+ iδSy.
















[ε+(p) − ε−(p)] , (4.131)
where we took advantage of the fact that the fractions in Eqs. (4.130) can be
expressed as the derivatives with respect to the components of momentum. In
the zero-temperature limit, one can use Green’s theorem to reduce the double













[ε+(p) − ε−(p)]. (4.132b)
Next, we follow the approach used by K.-W. Kim et al. in Ref. [131]. Using
the relation ε±(p) = p2/2m± [ε+(p) − ε−(p)]/2, with the help of the variable
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where w∗w = p2 and C± = {w | ε±(w,w∗) = ε} are now regarded as contours








In order to integrate in Eq. (4.134), we solve the equation ε±(w,w∗) = ε for w∗














where n+ = nx + iny and R is a cubic function of w. Different signs in front of
the square root in Eq. (4.135) correspond to two different functions w∗ = w∗±(w)
of w ∈ C±, respectively. We do not specify which sign corresponds to which
function. Such ambiguity, however, does not affect the final result for δS+. Indeed,
it can be proven [131] that all three zeroes of R are of the form wk = irkn+ with
real rk. Then, from the general relation















[ε− ε+(wk,w∗k)] [ε− ε−(wk,w
∗
k)] > 0 (4.137)
and, thus, ε−(wk,w∗k) < ε ⇒ ε+(wk,w∗k) 6 ε. Hence, all the singularities of
w∗− that lie inside the contour C− are, in fact, located inside or, at most, on the
contour C+ (note that C+ is inside C−). Disregarding the case14 wk ∈ C± and













so that the terms ±
√
R, in Eq. (4.135), do not contribute to δS+. The only re-









14 The conditionswk ∈ C± can only be fulfilled for some particular values of ε. Since δS is a continuous
function of ε, one may just ignore such values.
15 See Ref. [131] for important details on branch cuts.
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which completes the computation of the in-plane component of δS.
In order to calculate δSz, it is useful to introduce the “magnetization” vector
M = χ∆sdn. In terms of M, one can straightforwardly establish the “thermody-
namic” relation δSi = ∂Ω/∂Mi, where Ω has a meaning of the electronic grand














g(ε) = ln (1+ exp [(ε− ε)/T ]). (4.140b)
We further note that, according to Eq. (4.139), δSx and δSy do not depend on Mz.










where α = x,y. As a result, δSz does not depend on Mx and My and, thus, can
be computed for Mx =My = 0 (or, equivalently, for nx = ny = 0).







(f+ − f−), (4.142)












At zero temperature, the integration domain in Eq. (4.143) is reduced to a finite
interval p+ < p < p−, where p± are given by Eq. (4.25c). After some algebraic


















we see that, on average, even for finite values of spin-orbit coupling strength αR,
spins of conduction electrons, in the equilibrium, are aligned with the local
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magnetization. Moreover, the spin susceptibility tensor is fully isotropic and is
expressed by a single scalar parameter




which coincides with that given by Eq. (4.75) of the main text.
4.f expansion of M up to α2R

















































of the decomposition that we refer to in Sec. 4.7.1:
δM = δγ1I+ δγ2P+ δγ3U+ δγ4U2 + δγ5PUP+ δγ6PU2P. (4.148)
4.g O(1/∆4
so
) expansion of ξi (limit of strong soc)
The quantities ξi are shown in the plots of Fig. 4.4 as functions of the spin-orbit
coupling strength αR (while keeping both m and ε constant). Therefore, the right
“tails” of the curves can be properly fit using the asymptotic expansion with
respect to the parameter 1/∆so. Such expansion can be obtained indirectly, from
the expansion in small ∆sd. Below, for consistency with the results of Sec. 4.7.2,
we list all the contributions to ξi that do not exceed the fourth order in 1/∆so.
Note that the expansion with respect to small ∆sd is different from the expansion
with respect to large ∆so.


















































































D Z YA L O S H I N S K I I - M O R I YA I N T E R A C T I O N A N D
B E Y O N D

5A S Y M M E T R I C A N D S Y M M E T R I C E X C H A N G E I N A
G E N E R A L I Z E D 2 D R A S H B A F E R R O M A G N E T
Dzyaloshinskii-Moriya interaction (DMI) is investigated in a 2D ferromagnet
(FM) with spin-orbit interaction of Rashba type at finite temperatures. The FM
is described in the continuum limit by an effective s-d model with arbitrary de-
pendence of spin-orbit coupling (SOC) and nonrelativistic dispersion of itinerant
electrons on the absolute value of momentum. In the limit of weak SOC, we
derive a general expression for the DMI constant D from a microscopic analysis
of the electronic grand potential. We compare D with the exchange stiffness A
and show that, to the leading order in small SOC strength αR, the conventional
relation D = (4mαR/ h)A, in general, does not hold beyond the Bychkov-Rashba
model. Moreover, in this model, both A and D vanish at zero temperature in
the metal regime (i. e., when two spin subbands are partly occupied). For non-
parabolic bands or nonlinear Rashba coupling, these coefficients are finite and
acquire a nontrivial dependence on the chemical potential that demonstrates the
possibility to control the size and chirality of magnetic textures by adjusting a
gate voltage.
This chapter is based on the following publication:
I. A. Ado, A. Qaiumzadeh, R. A. Duine, A. Brataas, and M. Titov, Asymmetric and
Symmetric Exchange in a Generalized 2D Rashba Ferromagnet, Phys. Rev. Lett. 121,
086802 (2018)
91
92 asymmetric and symmetric exchange in a generalized 2d rashba fm
5.1 introduction
Chiral magnetic structures have attracted a great deal of interest in recent years
with the observation of novel exotic magnetic phases such as skyrmion lat-
tices [146], single skyrmions [147–149], chiral domain walls [150–152], chiral
magnons [152–154], and helimagnets [155]. One of the sources of chiral symmetry
breaking that can lead to the formation of such structures is the asymmetric
exchange interaction referred to as Dzyaloshinskii-Moriya interaction (DMI) [147,
156–162]. DMI originates from spin-orbit coupling (SOC) in magnetic systems
with broken inversion symmetry, e. g., in noncentrosymmetric crystals or at sur-
faces and interfaces of thin magnetic films. The latter, effectively low-dimensional
systems, which are of particular interest for applications, are in the focus of our
study.
Recently, both bulk and interfacial DMI have been measured by employing
Brillouin light scattering and, indirectly, using spin-polarized electron energy-loss
spectroscopy [163–173]. On the other hand, for calculation of DMI in realistic
materials, there exist effective computational techniques that provide decent
agreement with certain experimental data [174–177]. A comprehensive under-
standing of the asymmetric exchange in generic systems requires model studies
as well.
A widely used strategy for addressing DMI in systems with magnetic order
is to utilize an s-d type model approach with noninteracting itinerant electrons
mediating magnetic interactions. Within this ideology, the authors of Ref. [178]
derived formulas for the asymmetric exchange between two single magnetic ions
embedded in a 1D- or 2DEG with Rashba SOC. A decade later, their result was
generalized by allowing for finite uniform magnetization [179].
As far as smooth noncollinear magnetic structures are concerned (e. g., domain
walls or skyrmions), it is more convenient to describe a magnet in the continuum
limit by sending the lattice spacing to zero in the first place. In this paradigm,
Berry phase type expressions for the asymmetric exchange have been recently
derived [180] and the relation between DMI and ground-state spin currents has
been pointed out [181, 182]. Surprisingly, though, the only 2D ferromagnet (FM)
model for which DMI has, so far, been calculated in the continuum limit refers to
the system of a FM deposited on top of a topological insulator [183–185].
In this chapter, we focus on a less exotic model that captures the effects of both
Rashba SOC and the s-d type exchange interaction between localized FM spins
and 2DEG. The following Hamiltonian of one conduction electron is considered:
H = ξ(p) +αRζ(p) [p×σ]z + JsdSn(r, t) ·σ, (5.1)
where ξ(p) and ζ(p) are arbitrary functions of the absolute value of momentum
that parametrize the nonrelativistic electron dispersion and momentum depen-
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dent Rashba SOC, respectively. The last term stands for the effective s-d exchange
interaction with strength Jsd. We assume that the system is deep in the FM phase
and the temperature is far below the corresponding Curie temperature; hence,
the localized spins of the absolute value S can be described by the continuous
vector field n(r, t) with the constraint |n| ≡ 1. We also assume the dynamics of
itinerant electrons to be much faster than that of FM spins and treat the field n as
time independent. The notation σ refers to a vector of Pauli matrices.
The model of Eq. (5.1) describes a generic FM layer coupled to a 2DEG with
spin-orbit interaction of Rashba type. One possible realization of such a system
is a LaAlO3/SrTiO3 interface [186]. The model might also be used to describe a
SrRuO3/SrIrO3 interface, which has recently gained considerable attention in
the context of the so-called topological Hall effect – the phenomenon intrinsically
linked to DMI [187, 188].
In the continuum limit, DMI (or the antisymmetric exchange) is recognized
as a contribution ΩD[n] to the micromagnetic free energy density that is linear1
with respect to the first spatial derivatives of the vector field n. The symmetric
exchange, on the other hand, is associated with a contribution ΩA[n] that is
quadratic with respect to the first spatial derivatives of n. The ratio between the
two contributions plays a key role in formation of chiral magnetic structures,
affecting their stability and size. Relation betweenΩD[n] andΩA[n] for the model
of Eq. (5.1) is interesting for one more, historical, reason. Standard symmetry






where A is the exchange stiffness. For a particular choice, ξ(p) = p2/2m and
ζ(p) ≡ 1 in Eq. (5.1), which is referred to below as the Bychkov-Rashba model [61],
the authors of Ref. [128] argued that, in the limit of weak SOC, the form of Eq. (5.2)
necessarily leads to
ΩD[n] = Dn · [[ez ×∇]× n] (5.3)
and, moreover, to D = (4mαR/ h)A. Unfortunately, the actual calculation of
ΩD[n] has been performed neither in Ref. [128] nor, to the best of our knowledge,
anywhere else even for the particular case of the Bychkov-Rashba model.
1 In fact, only contributions with the special symmetry of Lifshitz invariants can be associated with
DMI. In chapter 6, we study contributions toΩD[n] beyond such symmetry, while, in this chapter,
we assume that SOC is weak. In the latter case,ΩD[n] can indeed be expressed in terms of Lifshitz
invariants.
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5.2 the main result
Below, we undertake an accurate microscopic treatment of the model of Eq. (5.1)
in the leading order with respect to small αR and, under rather general as-
sumptions2,3 on ξ(p) and ζ(p), directly derive Eqs. (5.2) and (5.3). Furthermore,
we report that the exchange stiffness A and the DMI constant D are given by

























where ∆sd = |Jsd|S is half of the exchange splitting, ξ ′(p) = ∂ξ/∂p and the
functions f± = f(ξ(p)±∆sd) are expressed via the Fermi-Dirac distribution
f(ε) = (1+ exp [(ε− µ)/T ])−1 (5.5)
with the chemical potential µ and temperature T .
We would like to draw the reader’s attention to the fact that the result of
Eq. (5.4a) is well-known, though, in a different form (see, e. g., Eq. (70) in
Ref. [189]). It is, however, useful to cast A in the form of Eq. (5.4a) in order to
compare the symmetric and asymmetric exchange for several particular choices
of ξ(p) and ζ(p) as we do later in the text.
5.3 microscopic analysis
We have checked that the DMI constant of Eq. (5.4b) can also be obtained either
by evaluation of ground-state spin currents [181, 182] or by using the formalism
2 The result of Eq. (5.4b) assumes that the derivative ∂D/∂αR at αR = 0 does exist. The latter is not
the case, e. g., for the model of Dirac fermions, where D ∝ 1/αR [183–185]. Thus, the necessary
condition for the validity of Eq. (5.4b) is ξ(p) 6≡ 0. In order to establish the sufficient conditions, one
should investigate the convergence of the integrals that define ∂D/∂αR. Given ξ(p) and ζ(p) have
no singularities at finite values of p, it would be a study of convergence of the corresponding integrals
at p =∞. Uniform convergence is guaranteed, for instance, if distribution functions f(ε±(p)) decay
at infinity well enough. This will be the case if at large p function ξ(p) is positive, unbounded, and
grows faster than |pζ(p)|.
3 The result of Eq. (5.4a) provides the value of the exchange stiffness in the absence of SOC, hence
it depends on ξ(·) only. If ξ(p) has no singularities at finite values of p, and it is positive and
unbounded at large p, Eq. (5.4a) is valid.
5.3 microscopic analysis 95
of Ref. [180]. We have also checked that one may restore both Eqs. (5.4a) and
(5.4b) by calculation of spin density4 of conduction electrons s followed by an
integration of the relation n× (δΩ/δn) = JsdSn× s, as it was done in Ref. [183]
for DMI in the Dirac model. It must also be possible to compute A and D from
an effective action [185, 190].
Nevertheless, we believe that the most natural and straightforward way to
derive Eqs. (5.4) is to extractΩA[n] andΩD[n] from the electronic grand potential
density Ω. In this approach, there is no need to assume a priori the symmetry
form of the final result as it is often done in the literature. Using the standard









GA(r0, r0) − GR(r0, r0)
]
, (5.6)
where GA(R) = (ε∓ i0−H)−1 is the advanced (retarded) Green’s function for
the model of Eq. (5.1), tr stands for the matrix trace, and the notation
g(ε) = ln (1+ exp [(µ− ε)/T ]) (5.7)
is employed.
Now, let us show how Eq. (5.6) can be used to obtain the DMI contribution to
micromagnetic free energy density. First, one should Taylor expand n(r) around
n(r0) and use the result to generate the Dyson series
G(r0, r0) = G(r0 − r0) + JsdS
∫




(r ′ − r0)β∇β nγ(r0)σγ
G(r ′ − r0), (5.8)
where G denotes the Green’s function of a homogeneous system with fixed
n(r) ≡ n(r0). In Eq. (5.8), we have disregarded all the gradients of n but the first,
which is only accounted for in the linear order. The second term in Eq. (5.8) is
precisely the one that determines the asymmetric exchange. Substituting it into
Eq. (5.6), we switch to momentum representation and symmetrize the result to




ΩDMIβγ ∇β nγ, (5.9)
4 Strictly speaking, s, here, is spin density divided by  h/2.
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where v = ∂H/∂p is the velocity operator. Note that we have dropped the
argument of n(r0) in Eq. (5.9) and further below.
Evaluation of Eq. (5.10) for the present model is performed with the help of
the momentum-dependent Green’s function
GR(A) =
ε− ξ(p) +αRζ(p) [p×σ]z + JsdSn ·σ
(ε− ε+(p)± i0)(ε− ε−(p)± i0) , (5.11)
where we introduce the spectral branches
ε±(p) = ξ(p)±
√
(JsdS)2 + [αRp ζ(p)]2 − 2αRJsdSp ζ(p) sin θ sinφ, (5.12)
the angle θ stands for the polar angle of n with respect to the z axis, while φ is
the angle between the momentum p and the in-plane projection of the vector n.
We substitute Eq. (5.11) into Eq. (5.10), calculate the matrix trace, expand the
integrands to the linear order in αR, and straightforwardly integrate over φ. This



















2ζ(p) + p ζ ′(p)
[ε− ε+0 (p) + i0]




where ζ ′(p) = ∂ζ/∂p and ε±0 (p) = ξ(p)±∆sd. From Eqs. (5.13) and (5.14), it is
already evident that the asymmetric exchange does, indeed, have the form of
Eq. (5.3) with the DMI constant D which is totally independent of the direction
of magnetization.





























5 We remind that only contributions with the symmetry of Lifshitz invariants, in ΩDMIβγ , correspond to
the asymmetric exchange (DMI).
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Figure 5.1: Dzyaloshinskii-Moriya interaction constant D in the Bychkov-Rashba model
as a function of the chemical potential µ at different temperatures T . Both µ and T are
normalized by half of the exchange splitting ∆sd = |Jsd|S.
where6 g ′± = ∂g±/∂∆sd and g± = g(ξ(p) ± ∆sd). Eventually, the above two
integrals are combined to form a full derivative with respect to ∆sd. Partial
integration concludes the derivation of the DMI constant D of Eq. (5.4b) once the
identity ∂g(ε)/∂ε = −f(ε)/T is used.
The symmetric exchange can be treated similarly. In order to derive Eqs. (5.2)
and (5.4a), one should take αR = 0 and extract all terms that are proportional to
∇βnγ∇β ′nγ ′ and ∇β∇β ′nγ in Eq. (5.6). We relegate further details to Sec. 5.A.
In the rest of the Letter, we apply the general expressions of Eqs. (5.4) to three
particular cases. All related analytical results are presented in Table 5.1, and the
corresponding plots are given in Figs. 5.1, 5.2, and 5.3.
5.4 three particular examples
To begin with, we return to the Bychkov-Rashba (BR) model characterized by
ξ(p) = p2/2m and ζ(p) ≡ 1. As can be immediately seen from Eqs. (5.4), the
6 The derivatives of g(ε±0 (p)) with respect to the argument were replaced by the derivatives with
respect to ∆sd.
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relation DBR = (4mαR/ h)ABR, indeed, holds, and the prediction of Ref. [128] is







2 , |µ| < ∆sd
0, µ > ∆sd
. (5.16)
Thus, if SOC is weak, both A and D are finite in the Bychkov-Rashba model at
T = 0 only in the half-metal regime |µ| < ∆sd.
In fact, ΩD[n] in this model vanishes identically in the metal regime µ > ∆sd
irrespective of the SOC strength. At larger αR, it ceases to have the simple
symmetry of Eq. (5.3) in the form of Lifshitz invariants. However, contributions
from the two Fermi surfaces still cancel each other within each component of the
tensor ΩDMI, no matter what the SOC strength is7,8. A nonperturbative in SOC
study of ΩD[n] in the model of Eq. (5.1) is presented in chapter 6.
Next, it is instructive to see how the deviations from parabolic nonrelativis-
tic dispersion, a common property of, e. g., narrow gap semiconductors and
quantum wells [192–194], affect A and D and the relation between them. To
model nonparabolicity (NP) we use ξ(p) = (p2/2m)(1+Υp2/2m) and ζ(p) ≡ 1
with the parameter Υ quantifying the deviation from the parabolic band. We
shall assume that ξ(p) is an increasing function even for negative values of Υ;
i. e., our choice of ξ(p) is understood as an approximation at small values of p.
Temperature is set to zero.
We find, in this case, that the DMI constant and the exchange stiffness remain
finite for all values of µ. Moreover, the NP corrections to D and (4mαR/ h)A are
of different signs, but have equal magnitudes,
DNP −DBR = −(4mαR/ h)(ANP −ABR), (5.17)
independently of the sign of Υ (see Fig. 5.2 and Table 5.1). This leads, in the metal
regime, to a particularly unexpected relation
DNP = −(4mαR/ h)ANP, µ > ∆sd (5.18)
(cf. the relation DBR = (4mαR/ h)ABR for the Bychkov-Rashba model).
For Υ < 0, the exchange stiffness becomes negative in the metal regime, which
may eventually make the FM phase unstable. Of course, within our study, we
do not consider direct contributions to magnetic exchange that may remain
sufficiently large to be overcome by negative ANP. Nevertheless, the reduction of
7 We give a formal proof of this statement in Sec. 6.B.
8 DMI in the Bychkov-Rashba model in the presence of linearly polarized light was studied in Ref. [191].
Eq. (10) of that Letter does not show such a cancellation in the absence of electromagnetic field. We
argue that it should be corrected.
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Figure 5.2: Dzyaloshinskii-Moriya interaction constant D and “normalized” exchange
stiffness (4mαR/ h)A as functions of the chemical potential µ at zero temperature for
different values of nonparabolicity coefficient Υ. Both µ and 1/Υ are normalized by half
of the exchange splitting ∆sd = |Jsd|S.
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the direct exchange in nonparabolic FM layers may have a serious impact on the
size of noncollinear magnetic textures. In a particular case of a single skyrmion,
a simple estimate of its size is ∝ A/D [195]. We note that, for Υ < 0, the DMI
constant is enhanced; hence, the deviations from parabolicity may reduce the size
of magnetic skyrmions leading to miniaturization of skyrmion-based technology.
In general, nontrivial dependence of A and D on the chemical potential shown
in Fig. 5.2 clearly demonstrates the possibility to control the size of skyrmions by
means of a gate voltage.
Finally, motivated by theoretical [196], computational [197], and experimen-
tal [198] demonstrations of generally nonlinear (NL) dependence of Rashba SOC
on momentum, we model the effect of the latter on the asymmetric exchange.
Since Rashba spin splitting is usually reported [196–198] to either saturate or





parameter λ and ξ(p) = p2/2m. At zero temperature, we then find a finite DMI
constant DNL for any value of the chemical potential (see Fig. 5.3 and Table 5.1).
Moreover, DNL exhibits a sign change around µ = ∆sd. This demonstrates that a
gate voltage can also be used to manipulate chirality of magnetic order in 2D FM.
Figure 5.3: Dzyaloshinskii-Moriya interaction constant D as a function of the chemical
potential µ at zero temperature for different values of nonlinearity coefficient λ. Both µ
and 1/λ are normalized by half of the exchange splitting ∆sd = |Jsd|S.
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Tuning of DMI has, so far, been realized by different approaches to interface
engineering [199, 200]. The ambition to manipulate the stability parameter, size,
and density of skyrmions was very recently achieved as well, by means of similar
methods [201]. Based on our findings, we argue that a gate voltage variation
may add yet another important and flexible tool for controlling chiral magnetic
domains, paving the way towards novel material design.
To conclude, we considered the asymmetric exchange in a generalized 2D
Rashba FM. In the weak SOC limit, we established the full form of the cor-
responding contribution to micromagnetic free energy density and derived a
general formula for the DMI constant. We showed that, to the leading order in
small αR, in the Bychkov-Rashba model, a linear relation between the exchange
stiffness A and the DMI constant D indeed holds, while at zero temperature
both vanish once the two spin sub-bands are partly occupied. At the same time,
deviations from the Bychkov-Rashba model prevent this cancellation. There
is no general linear dependence between A and D. In particular, the relation
D = (4mαR/ h)A for the Bychkov-Rashba model is replaced at zero temperature
by the relation D = −(4mαR/ h)A in the metal regime of the same model if
nonparabolicity of the kinetic term is taken into account. For nonparabolic bands
or nonlinear Rashba coupling, both A and D acquire a nontrivial dependence on
the chemical potential that demonstrates the possibility of controlling the size
and chirality of magnetic textures by adjusting a gate voltage.
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5.A computation of symmetric exchange 103
5.a computation of symmetric exchange
In order to compute the symmetric exchange contribution to micromagnetic free
energy density, one has to extract all terms proportional to ∇βnγ∇β ′nγ ′ and
∇β∇β ′nγ in the electronic grand potential, Eq. (5.6). To do that, we extend the
Dyson series of Eq. (5.8) as
G(r0, r0) = G(r0 − r0)
+ JsdS
∫
d2r ′G(r0 − r ′)
∑
βγ
(r ′ − r0)β∇βnγ(r0)σγ




d2r ′d2r ′′G(r0 − r ′)
∑
βγ
(r ′ − r0)β∇βnγ(r0)σγ




(r ′′ − r0)β ′∇β ′nγ ′(r0)σγ ′
G(r ′′ − r0) + JsdS
2
∫




(r ′ − r0)β(r ′ − r0)β ′∇β∇β ′nγ(r0)
G(r ′ − r0), (5.19)
where the first line has been already analysed in the main text, the second line is a
second order correction to the Green’s function due to the first spatial derivatives
of n, while the third line is a first order correction due to the second spatial
derivatives of n. We substitute the latter two into Eq. (5.6), switch to momentum




Ωexc-Iββ ′γγ ′∇β nγ∇β ′ nγ ′ +
∑
ββ ′γ
Ωexc-IIββ ′γ∇β∇β ′ nγ, (5.20)
where the tensors are defined as















R vβ ′ G
R




























104 asymmetric and symmetric exchange in a generalized 2d rashba fm
The notation of the argument of n(r0) is dropped in Eq. (5.20) and further below.
The Green’s functions entering Eqs. (5.21) and (5.22) are taken in the momen-
tum representation of Eq. (5.11) of the main text, but with αR = 0. Taking a matrix
trace calculation and performing an integration over the angle, we obtain
Ωexc-Iββ ′γγ ′ = A1 δββ ′δγγ ′ +Wδββ ′nγnγ ′ , (5.23a)
Ωexc-IIββ ′γ = A2 δββ ′nγ, (5.23b)


















[ε+ i0− ε+0 (p)]
















[ξ ′(p) + pξ ′′(p)]
[
∆2sd + 3(ε− ξ(p))
2
]
4p[ε+ i0− ε+0 (p)]









[ε+ i0− ε+0 (p)]





and the actual value of W is not relevant for the final result. Combining Eqs. (5.20)










Before we proceed, it is important to notice two consequences of the constraint
n2 ≡ 1, namely
1
2
∇βn2 = n∇βn = 0, (5.26a)
1
2
∇2βn2 = ∇β(n∇βn) = (∇βn)2 + n∇2βn = 0. (5.26b)
With the help of Eqs. (5.26) we are able to bring Eq. (5.25) to the form





proving Eq. (5.2) with A = A1 −A2.
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To complete the calculation of the exchange stiffness A, one should perform a










π δ(n)(ε− ε±0 (p)) (5.28)


























ξ ′(p) + pξ ′′(p)
] (













where ξ ′(p) = ∂ξ/∂p and the derivatives of g± = g(ε±0 (p)) = g(ξ(p)±∆sd) are
taken with respect to the argument. The latter can also be assumed to be the







The third term cancels out the fourth term in Eq. (5.29) after integration by parts
with the help of
ξ ′(p) + pξ ′′(p) = ∂[pξ ′(p)]/∂p. (5.31)
In the remaining terms, one replaces the derivatives of g± = g(ξ(p) ± ∆sd)
with respect to ξ by the derivatives with respect to ∆sd, reduces the resulting
expression to a form of a full derivative with respect to ∆sd, and uses the relation
∂g(ε)/∂ε = −f(ε)/T to arrive at Eq. (5.4a).

6C H I R A L F E R R O M A G N E T I S M B E Y O N D L I F S H I T Z
I N VA R I A N T S
We consider a contribution wch to the micromagnetic energy density that is
linear with respect to the first spatial derivatives of the local magnetization
direction. For a generalized 2D Rashba ferromagnet, we present a microscopic
analysis of this contribution and, in particular, demonstrate that it cannot be
expressed through Lifshitz invariants beyond the linear order in the spin-orbit
coupling (SOC) strength. Terms in wch beyond Lifshitz invariants emerge as a
result of spin rotation symmetry breaking caused by SOC. Effects of these terms
on the phase diagram of magnetic states and spin-wave dispersion are discussed.
Finally, we present a classification of terms in wch, allowed by symmetry, for each
crystallographic point group.
This chapter is based on the following publication:
I. A. Ado, A. Qaiumzadeh, A. Brataas, and M. Titov, Chiral ferromagnetism beyond
Lifshitz invariants, Phys. Rev. B 101, 161403(R) (2020)
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6.1 introduction
The Dzyaloshinskii-Moriya interaction (DMI) [156, 157] is usually regarded as
a key ingredient for the existence of chiral magnetism [151, 162, 202–206]. In
ferromagnets (FMs), DMI is described, in the continuum limit, by so-called
Lifshitz invariants (LIs), antisymmetric combinations of the form
L(k)ij = ni∇knj −nj∇kni, (6.1)
where n is a unit vector of the local magnetization direction [150, 162, 182, 202,





to the micromagnetic energy density that is linear with respect to the first spatial
derivatives of n, but is not necessarily expressed only in terms of LIs. Below, we
refer to wch as the chiral energy density.
Time-reversal symmetry dictates that elements of the tensor Ωch should be odd
with respect to a transformation n→ −n [208]. Usually, it is simply assumed that
Ωchβγ(n) are linear functions of the components ni. In this case, wch reduces to a
linear combination of Lifshitz invariants and the corresponding symmetric terms
∇k(ninj) [209, 210]. The latter describe only the effects of boundaries [211].
Quite recently, such boundary effects came into the focus of phenomenological
studies in systems with the C∞v point group symmetry. In Refs. [209, 212], it
was demonstrated that the terms ∇k(ninj) in wch may become important in thin
film systems. In particular, the authors suggested that such terms can lead to
the formation of magnetic twist states [209] and contribute to the stability of
skyrmions [212].
In this chapter, the chiral energy density is addressed beyond the assumption
of the linear dependence of Ωchβγ(n) on ni. Both microscopically and phenomeno-
logically, we demonstrate that LIs can be insufficient for describing the chirality
of a ferromagnet in the continuum limit, even in the absence of boundary effects
(e.g., when the system is effectively infinite).
6.2 microscopic analysis of a generalized 2d rashba ferromag-
net
Let us start with a microscopic analysis of wch for the particular 2D model
system with the C∞v symmetry, which was also addressed in chapter 5 under
the additonal assumption of weak spin-orbit coupling (SOC). Once again we
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consider a FM layer coupled to a 2DEG with SOC of Rashba type and assume
that the 2DEG is described by the Hamiltonian
H = ξ(p) +αRζ(p) [p×σ]z + JsdSn(r) ·σ, (6.3)
where the term ξ(p) parametrizes the nonrelativistic electron dispersion, while the
function ζ(p) quantifies the momentum-dependent Rashba SOC of strength αR.
In the last term of Eq. (6.3), σ stands for the vector of Pauli matrices, while Jsd
represents the strength of the s-d-type exchange interaction between the 2DEG
and localized FM spins of the absolute value S.
Using the model of Eq. (6.3), wch has been computed in chapter 5 in the lowest





= Dn · [[ez ×∇]× n], (6.4)
where ∇ = (∇x,∇y) and D is a DMI constant proportional to αR. We are about to
show that, beyond the linear order in the SOC strength, Eq. (6.4) transforms into
wch = D‖(n
2
z)n · [[ez ×∇]× n‖] +D⊥(n2z)n · [[ez ×∇]× n⊥], (6.5)
where D‖ differs from D⊥, and n‖/⊥ denotes the in-plane/perpendicular-to-the-
plane component of n,
n = n‖ + n⊥, n⊥ = eznz = ez cos θ. (6.6)
Note that the right hand side of Eq. (6.5) is no longer expressed in terms of LIs,
as one can deduce from a direct expansion of the vector products.
In order to derive Eq. (6.5), we use the expression for the tensor1 Ωch given by



















where v = ∂H/∂p is the velocity operator, the retarded Green’s function GR
describes a system with homogeneous magnetization, and tr stands for the matrix
trace operation. In Eq. (6.7), we use the notation g(ε) = ln (1+ exp [(µ− ε)/T ]),
where µ and T are the chemical potential and temperature, respectively. The
Green’s function GR, in the momentum representation, takes the form
GR =
ε− ξ(p) +αRζ(p) [p×σ]z + JsdSn ·σ
(ε− ε+(p) + i0)(ε− ε−(p) + i0)
, (6.8)
1 In chapter 5, this tensor is denoted by ΩDMI.
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where the spectral branches ε±(p) = ξ(p)±∆(p) are parameterized by
∆(p) =
√
∆2sd + [αRp ζ(p)]
2 − 2αRχ∆sd p ζ(p) sin θ sinϕ, (6.9a)
∆sd = |Jsd|S, χ = sgn Jsd. (6.9b)
Here, θ stands for the polar angle of n with respect to the z axis, while ϕ is the
angle between the momentum p and the in-plane component n‖ of the vector n.
Substitution of Eq. (6.8) into Eq. (6.7) followed by the matrix trace calculation








where εq1q2q3 denotes the three-dimensional Levi-Civita symbol, and δq1q2 is




















where a = ‖,⊥ and we use the notations




D‖(p) = ζ(p) + p ζ ′(p) sin2ϕ, (6.12b)
D⊥(p) = D‖(p) +







with ζ ′(p) = ∂ζ/∂p.
To translate Eq. (6.10) into the expression for wch, we first note that the value of
W is totally irrelevant for the final result. Indeed, upon substitution of Eq. (6.10)
into Eq. (6.2), the first term on the right hand side of Eq. (6.10) produces a
contribution that is equal to (W/2)(n‖ ·∇)n2. Due to the constraint n2 ≡ 1, it
vanishes. The remaining two terms in Eq. (6.10) correspond to the double vector
products in Eq. (6.5). Noting that the dependence of D‖ and D⊥ on the vector n,
in the highly symmetric model of Eq. (6.3), can be expressed as Da = Da(n2z)2,
we therefore conclude the microscopic derivation of Eq. (6.5).
2 The model of Eq. (6.3) describes a system with rotational invariance with respect to the z axis. Hence,
Da cannot depend on the azimuthal angle of n. At the same time, a simultaneous change θ→ −θ
and ϕ → ϕ+π does not alter the result of integration in Eq. (6.7). Thus, D‖ and D⊥ are even
functions of θ with a period equal to π. Since, for Fourier harmonics, cos2lθ = Fl(cos2 θ), we
observe that, indeed, Da =Da(n2z).
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6.3 terms beyond lifshitz invariants and symmetry analysis
The fact that D‖ and D⊥ both turn out to be functions of n has quite a few
important consequences. Ignoring, for a moment, microscopic details, let us
rewrite Eq. (6.5) as
wch = D⊥(n‖ ·∇)nz −D‖nz(∇ · n‖). (6.13)
Integration of Eq. (6.13) over space defines the total micromagnetic chiral energy
Wch =
∫
dxdywch. Performing integration by parts and disregarding contribu-
tions from the boundaries, we obtain a different representation of the density,








where we have taken into account that the spatial dependence ofDa = Da(cos2 θ)
originates solely from the spatial dependence of the polar angle θ = θ(r). By















that demonstrates an essential separation of wch into LI-type contributions and
contributions of a different symmetry.
The first term on the right hand side of Eq. (6.15a) has the structure of the
DMI energy density for a system of the C∞v class, Eq. (6.4). The second term,
however, displays a non-LI-type symmetry and therefore does not originate from
DMI. Importantly, it cannot be “integrated out” by means of a partial integration
as opposed to the “boundary terms” ∇k(ninj). We explicitly note that Ddiff 6= 0
requires at least one of the functions, D‖ and D⊥, to depend on n, which is
possible due to broken spin rotation symmetry. Similar orientational anisotropy
of SOC-related phenomena has been observed recently [121, 122, 213].
Remarkably, the phase diagram of magnetic states is affected by Ddiff as well







as cos 4θ+ . . . , (6.16a)
Ddiff =D
(2)
diff sin 2θ +D
(4)
diff sin 4θ + . . . , (6.16b)
which, obviously, complicates the minimization of the micromagnetic energy
functional. Nevertheless, the role of the term Ddiff nz(n‖ ·∇)θ can be illustrated
by using a simple example. Let us consider a domain wall (DW)
θ
∣∣
x→−∞ = π, θ∣∣x→+∞ = 0, φ ≡ φ0 (6.17)
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with the fixed azimuthal angle φ of the vector n = n(x). Assuming the DW size
in the y direction to be equal to L, we can compute the corresponding total chiral
energy WDWch = L
∫
dxwch from Eqs. (6.15a), (6.16). Making use of the relation
(∇xθ)dx = dθ to reduce the integration over x to the integration over θ, we find



















where the orthogonality of the sine functions has been taken into account. Note
that this result is independent of the particular shape of the DW profile θ(x).




of the chiral energy density has been computed before (see, e. g., Eq. (19) in
Ref. [185]). The second contribution provided by the term Ddiff nz(n‖ ·∇)θ is
the novel result of this chapter. As can be seen from Eq. (6.18), the DW chiral
energy depends equally on the D(0)as and D
(2)
diff Fourier harmonics. Thus, indeed,
the chirality of a ferromagnet in general cannot be properly analysed (in the
continuum limit) without consideration of the non-LI-type contributions to wch.
Despite being simplified, the ansatz of Eq. (6.17) serves as a good illustration of
the importance of such contributions. We certainly expect them to be relevant for
more complex structures [205] as well.
To perform an analogous to Eq. (6.15a) separation of wch into LI-type and





where Dijk are even functions of n. Below, we refer to the tensor with the
















with Das(sym)ijk = (Dijk ∓Djik)/2 [209, 210]. Applying integration by parts to





























ij = ninj∇kθ, Φ
(k)
ij = ninj∇kφ, (6.21b)
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where θ and φ are, as before, the polar and azimuthal angles of n, respectively.





ij that are allowed inwch by a point group symmetry of a particular
system. The corresponding results for all crystallographic point groups are
collected in Tables 6.1, 6.2 and 6.3. Remarkably, for the classes C3h, D3h, and Td,
DMI does not contribute to the chiral energy density. Non-LI-type terms are the
only source of chirality in FMs described by these three groups.
6.4 further microscopic analysis
Let us now use the results of Eqs. (6.11), (6.12) and return to the microscopic
analysis of the functionsD‖ andD⊥ for the generalized Rashba model of Eq. (6.3).
First, it is easy to observe that, in the leading (linear) order with respect to small αR,
the angle integration in Eq. (6.11) can be performed straightforwardly. This leads
to the result D‖ = D⊥ = Das = D, where D is the DMI constant given by Eq. (3.5)
of chapter 5.
In the other limit, ∆sd → 0, the coefficients of the chiral tensor do not coincide:
one generally finds D‖ 6= D⊥, in the leading (second) order with respect to
small ∆sd. Nevertheless, in this case, the quantity D‖ −D⊥ turns out to be
independent of θ and hence Ddiff = 0 (see Sec. 6.A). Therefore, for either weak
SOC or weak s-d exchange, the chiral energy density can be described by LIs
alone, at least as long as the boundary effects are disregarded. Any possible effect
of Ddiff is absent in these two limits.
A further asymptotic analysis (see Sec. 6.C) shows that the function Ddiff does
not contain contributions in the order α3R . Indeed, in this order, D‖ 6= D⊥ – yet,
again, the difference between D‖ and D⊥ does not depend on θ. In general, the
expansions of Ddiff in small αR and small ∆sd start with the contributions of the
order α5R and ∆4sd, respectively. Moreover, for the leading-order asymptotics, only
the first Fourier harmonic is nonvanishing, so that Ddiff = D
(2)
diff sin 2θ.
For the particular Bychkov-Rashba model [61] characterized by the choice
ξ(p) = p2/2m and ζ(p) ≡ 1 in Eq. (6.3), we find at T = 0 for the first nonzero










Q (µ/∆sd), |µ| < ∆sd










)3{R (µ/mα2R ), µ < 0
0, µ > 0
, (6.22b)
where Q(x) = 35x4 − 30x2 + 3 and R(x) = (35x2 + 40x+ 12)/(1+ 2x)5/2, with
R(x) ≡ 0 for x < −1/2. In principle, it is clear that, in this simplistic model,
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Figure 6.1: The ratio between the leading Fourier coefficients of the functions Ddiff and
Das in the Bychkov-Rashba model. All three curves are obtained numerically by changing
the parameter αR (with others fixed). Temperature is set to zero.
Ddiff is determined by three independent energy scales: mα2R , ∆sd, and µ. In-
tuitively, one would expect |Ddiff| to be maximal when mα2R and ∆sd are of a
comparable magnitude. Our perturbative analysis agrees with this conjecture. We
also illustrate the latter in Fig. 6.1, by plotting the ratio D(2)diff/D
(0)
as as a function of
the SOC strength. The absolute value of this ratio, and even its sign, are sensitive
to variation of the chemical potential. One might recognize this as a possibility to
gain additional means of magnetic order tuning by means of gate voltage control.
Notably, in the Bychkov-Rashba model, the leading-order asymptotics of Ddiff
vanish at zero temperature when both spin subbands are partly occupied. This
is not accidental. In fact, chiral terms in the micromagnetic energy density
(including those originating from DMI) are totally absent in this case, D‖ ≡ 0
and D⊥ ≡ 0, regardless of the values of αR and ∆sd (see Sec. 6.B). Such a
peculiarity, however, is a property of the specific model and does not characterize
the symmetry class (C∞v) to which the latter corresponds. Indeed, one may








, where the positive parameters κ and λ represent
deviations from parabolic band dispersion [192–194] and nonlinear dependence
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of the Rashba SOC on momentum [196–198], respectively. In this model, finite
wch for two partly occupied subbands is restored. In particular, for µ > ∆sd, we











where the temperature is set to zero and κ ≈ λ are both considered small in
comparison with µ−1 and ∆−1sd .
6.5 spin-wave dispersion
In the final part of the chapter, we briefly discuss how the chiral energy density
with the symmetry of Eq. (6.5) affects spin-wave dispersion. The effective field
arising due to wch is proportional to the functional derivative δWch/δn. Taking
advantage of the fact that both D‖ and D⊥ can be considered independent of










u = ∇nz − ez(∇ · n‖). (6.24b)
The corresponding contribution to the Landau-Lifshitz-Gilbert (LLG) equation
shifts the frequency of a spin wave by a term linear in wave vector k [167, 169,
215]. Importantly, the frequency difference ∆f between spin waves with wave
vectors k and −k is experimentally measurable [163, 167, 169, 170]. In the present




[n× k]z , (6.25)
where Ms is a saturation magnetization and γ denotes the gyromagnetic ratio.
Normally, for thin magnetic films and interfaces, it is assumed that DLLG is a
DMI constant which is independent of n and defines the DMI energy density as
DLLG n · [[ez ×∇]× n] [169]. According to Ref. [209], for a 2D system of the C∞v
class, DLLG in Eq. (6.25) should, in fact, coincide with Das given by Eq. (6.15b).
However, once the dependence of the functions D‖ and D⊥ on the vector n
is taken into account, the equality DLLG = Das should also be revised. As one





. Interestingly, for the model of Eq. (6.3), its expansion in powers
of αR starts with α3R (see Sec. 6.D). Therefore, one could anticipate the effects of
this term to be more pronounced than those of Ddiff.
In Fig. 6.2, we plot DLLG as a function of the polar angle θ of magnetization
direction, for the Bychkov-Rashba model. It is very clear that the Fourier harmonic
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Figure 6.2: The quantity DLLG in the Bychkov-Rashba model as a function of the polar angle
of magnetization direction at zero temperature. Solid curves represent numerical results.
For mα2R /∆sd = 0.1, the asymptotic expansion up to the order α3R (given by Eq. (6.46))
is shown for comparison. For mα2R /∆sd = 0.01, numerical and asymptotic curves are
indistinguishable.
cos 2θ is non-negligible, already for small values of mα2R /∆sd. Manifestly, in
systems with strong SOC [216, 217], components of the chiral tensor can depend
on n. It would be interesting to observe such dependence experimentally. Should
this happen, the proper treatment of chiral ferromagnetism must extend beyond
Lifshitz invariants.
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6.A weak s-d-type interaction : asymptotic expansions 119
6.a D‖ and D⊥ : leading-order results for small ∆sd
In this section, we assume ζ(p) > 0. Expansion of the integrands in Eq. (6.11)
with respect to small ∆sd results in the following general expressions for the

















p ζ ′(p) + 2ζ(p)
[p ζ(p)]2
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p ζ ′(p) − ζ(p)
[p ζ(p)]2
(














where g̃(n)± = ∂
ng̃±/∂ξn and g̃± = g (ξ(p)± |αR|p ζ(p)). Using the relation









































It is instructive to apply the above general expressions3 to two paradigmatic
models: the model of massive Dirac fermions (DF) and the Bychkov-Rashba
model (BR). By setting ξ(p) ≡ 0 and ζ(p) ≡ 1 in Eq. (6.3), we get for the former






1, µ < 0




3 We note that, for each particular choice of ξ(p) and ζ(p), one should check whether the integrals
in Eqs. (6.26), (6.27), (6.43), and (6.44) converge as well as whether the corresponding expansions
actually exist.
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where we used that Tg(ε) → (µ− ε)H (µ− ε) and T∂g/∂ε → −δ (ε− µ) when
temperature approaches zero (the notations H and δ refer here to the Heavi-
side step function and the Dirac delta function, respectively). In fact, the result
for Das = D‖/2 that follows from Eq. (6.28) almost coincides with the non-
perturbative one [183–185]. The only difference is the absence of the band gap
signature in Eq. (6.28).






1+ 2µ/(mα2R ), µ < 0










1+ 2µ/(mα2R ), µ < 0
0, µ > 0
,
(6.29)
where temperature is again set to zero. It is interesting to observe that application





1, µ < 0




which does not coincide with that of Eq. (6.28).
Evidently, the two coefficients of the chiral tensor are not equal to each other,
D‖ 6= D⊥, in the leading order with respect to small ∆sd. At the same time, no
dependence on n is present in this case (as we have stated earlier in this chapter).
Hence, Ddiff = 0 and DLLG = Das, up to the order ∆2sd.
6.b vanishing of D‖ , D⊥ in the bychkov-rashba model when both
spin subbands are partly occupied
For considerations of this section, it is useful to introduce the “magnetization”
vector M = χ∆sdn with the following components: M⊥ = Mz = χ∆sd cos θ
and M‖ = χ(M2x +M2y)1/2 = χ∆sd sin θ. With the help of the latter, under the















































2 − 2αRM‖p sinϕ, (6.31c)
6.B cancellations in the bychkov-rashba (br) model 121



















































































where f± = T∂g±/∂µ is expressed in terms of the Fermi-Dirac distribution as
f± = (1+ exp [(ε±(p) − µ)/T ])−1. Comparison of Eqs. (6.34) with Eq. (4.142) of



























where δSz is the z-component of the total spin of conduction electrons in a
unit cell of the area A. For the Bychkov-Rashba model, it was demonstrated in
chapter 4 that, at zero temperature, δSz/M⊥ = −mA/(2π h2), at least as long as
µ > ∆sd. From this, it immediately follows that ∂D‖/∂µ = ∂D⊥/∂µ = 0, for such
values of µ. Therefore, for T = 0, the functions D‖ and D⊥ do not depend on the
chemical potential, once the latter exceeds ∆sd.
We now temporarily restrict the analysis to the case µ > ∆sd and return to
the general situation later. We also assume that temperature is set to zero. In
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this case, Tg± in Eqs. (6.33) should be replaced with (µ− ε±(p))f±. Assuming






























The first integral inside the brackets is proportional to δSz/M⊥ = −mA/(2π h2)
and vanishes after differentiation over M⊥,‖. The third integral is the density
of states, which, for µ > ∆sd, is also independent of M⊥,‖, as was shown in

















where p± are the angle dependent Fermi momenta p± corresponding to ε±(p)
















+O(µ−3/2), µ → +∞ (6.38)















which means that both coefficients of the chiral tensor vanish at µ = +∞. At the
same time, as we have already learned, D‖ and D⊥ are independent of µ when
µ > ∆sd. Therefore, we conclude:
D‖ ≡ D⊥ ≡ 0, if µ > ∆sd and T = 0. (6.40)
It is easy to generalize the result (6.40) and show that, in fact, wch vanishes at
zero temperature for all values of µ corresponding to the case of two partly occu-
pied subbands, i. e., for µ > min ε+(p) [note that ∆sd > min ε+(p)]. The proof pre-
sented so far is based on the results of chapter 4 and Ref. [131] established under
the assumption µ > ∆sd. The role of this assumption was to ensure non-negativity
of the discriminant ∆R of the cubic function R defined in Eq. (B15) of Ref. [131].
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is the discriminant of the quartic function Q(p) = (ε+(p) − µ)(ε−(p) − µ) of the
absolute value of momentum. And since µ > min ε+(p) is only possible if the
equation Q(p) = 0 has four real solutions for p when sin2φ = 1, we deduce
µ > min ε+(p)⇒ sgn∆Q(1) = sgn∆R > 0 (6.41)
Hence, finally, for the Bychkov-Rashba model,
D‖ ≡ D⊥ ≡ 0, if µ > min ε+(p) and T = 0. (6.42)
6.c Ddiff : leading-order results for weak soc and for small ∆sd
(general formulas)
We expand the integrands in Eq. (6.11) with respect to small αR, up to the fifth
order. Subsequent integration over ϕ nullifies all linear and cubic contributions









105 [3p ζ ′(p) + 2ζ(p)]
∆5sd
(ĝ− − ĝ+)+
105 [3p ζ ′(p) + 2ζ(p)]
∆4sd
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10 [14p ζ ′(p) + 9ζ(p)]
∆3sd
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5 [7p ζ ′(p) + 4ζ(p)]
∆2sd
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where ĝ± = g(ξ(p)±∆sd) and ĝ(n)± = ∂nĝ±/∂ξn.
Similarly, expansion up to ∆4sd leads to
5
Ddiff = −













































where g̃(n)± = ∂
ng̃±/∂ξn and g̃± = g (ξ(p)± |αR|p ζ(p)). In Eq. (6.44), we also
assume ζ(p) > 0.
4 See footnote 3 on page 119.
5 See footnote 3 on page 119.
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6.d D‖ , D⊥ , and DLLG in the bychkov-rashba model : expansion up
to α3R
In the Bychkov-Rashba model, fixing µ < ∆sd and expanding the integrands in





































































































which we use in Fig. 6.2. Note that, in this model, D‖ −D⊥ is independent of θ,
in the order α3R , and Ddiff, indeed, vanishes.
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N O T A C O N C L U S I O N
Originally I was hoping that there is no formal requirement for a thesis to have
a conclusion (making them is probably not my cup of tea). With that in mind,
I just wrote several paragraphs addressing a number of interesting issues not
mentioned in the chapters. Later, however, I learned that actually there should be
a summary and therefore prepared one. As a result, this thesis will first end with
“not a conclusion” and after that — with a summary.
Chapters 2 and 3 provide a principal demonstration of the importance of X
and Ψ diagrams for transport related nondissipative-like effects. Ideally, other
model studies should incorporate these diagrams as well. This also concerns
numerical analysis, at least if the latter attempts to conduct a proper treatment
of vertex corrections. Of course, sometimes such treatment is excessive and, for
some purposes, it may suffice to introduce scattering rates by hand and disregard
vertex corrections completely. Then our argument obviously does not apply.
The main complication with X and Ψ diagrams is that they are indeed sig-
nificantly more difficult to compute as compared with the standard diffusion
ladders. It would certainly be very interesting to find out whether their inclusion
breaks the stunning relation between spin-transfer torques and Gilbert damping
reported in chapter 4. It is however totally unclear how to reach this goal even for
the case of perpendicular-to-the-plane magnetization. Expansion of the Green’s
functions with respect to spatial gradients of magnetization increases the total
number of Bessel functions within each integrand from 4 to 6 (in X and Ψ dia-
grams) and we do not know how to integrate this. Well, we did not know how
to integrate a product of 4 Bessel functions with different arguments either (and
still managed to invent a method for this), but products of 6 functions look much
more frightening.
An interesting observation was made while we were trying to reproduce the
large Fermi momentum expansion of the anomalous Hall conductivity [Eq. (3.7)]
using asymptotics of Bessel functions at p±r 1. The resulting integrands do
not converge at r = 0, and part of σxy is collected at small distances, p±r 1. In
this sense, contributions from X and Ψ diagrams are not universal and depend on
spectrum details. As an interesting byproduct of this computation, we were able
to identify nonvanishing contributions to the anomalous Hall conductivity from
the distances dR ≈ (mα)−1, in both X and Ψ diagrams. They, however, cancel
each other (see also Sec. 3.5).
The results of chapters 2 and 3 were totally unexpected and unplanned. More-
over, they emerged from an unsuccessful attempt to solve a completely different
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problem. Originally we were trying to compute weak localization correction to
AHE for the model of massive Dirac fermions, but failed! Now it is clear that this
problem is even more challenging due to the importance of X and Ψ diagrams.
The most exciting results of chapter 4 were also accidental. When we started
the corresponding project, I was unaware of some already existing developments
within the topic. Yet, we were lucky to go beyond those and, for example, to
establish the mentioned relation between torques and damping and a rather
enlightening interpretation of the α = β relation.
The locality of torques and damping is sometimes postulated in phenomenolog-
ical studies. In our approach, however, it was rigorously derived by means of the
microscopic analysis. On the other hand, it should be noted that even within the
same model, torques and damping become nonlocal when the chemical potential
becomes smaller than the value of the exchange interaction-induced splitting.
This happens because, for such values of the chemical potential, the self-energy
acquires a nonvanishing off-diagonal part ∝ σz.
We should also make an important comment on the symmetry analysis per-
formed in chapter 6. There, we apply symmetry transformations to the forms
ni∇knj and to the tensor prefactors Dijk in front of them independently. The
results that we obtain are correct, but they depend on the choice of the functional
form of wch. Some chiral terms allowed by symmetry are missed by this analysis.
For example, we “overlook” a chiral term nxnynz divn that exists in the Td
class. This important term will probably become one of the subjects of a separate
publication.
And of course, results of chapters 5 and 6 are quite accidental too. At some
point, Alireza and I just had a spontaneous argument over Skype about the
Dzyaloshinskii-Moriya interaction. Then, in the next several days, I did some
calculations trying to prove my statements. This contributed to three different
publications.
After all, maybe there should be also a conclusion: some great things are meant
to be found if you just keep looking :)
S U M M A RY
This thesis studies effective models relevant for conducting two-dimensional
ferromagnets and interfaces between a ferromagnet and a heavy metal. All the
considered models contain spin-orbit coupling either of a Rashba-type or in the
form of spin-momentum locking of a topological insulator.
Chapters 2 and 3 reveal a new important extrinsic source of the anomalous Hall
effect. We show that an accurate evaluation of the anomalous Hall conductivity
should include the diagrams with two crossed impurity lines in addition to
the standard set of non-crossing diagrams. Despite impurity crossing, these
diagrams contribute in the leading order to the skew-scattering component of
the anomalous Hall conductivity. In the model of weak disorder, skew scattering
originates solely from pairs of impurities at a distance smaller or of the order of
the electron wavelength. Such double defects require full quantum-mechanical
treatment beyond the commonly employed ladder approximation. We illustrate
our findings by considering the model of massive Dirac fermions (chapter 2)
and the Bychkov-Rashba model (chapter 3). For the latter, the X and Ψ diagrams
produce the only non-zero contributions to the anomalous Hall effect in the
metallic regime (for weak Gaussian white-noise disorder). It has been confirmed
recently (not by us) that the discovered skew-scattering mechanism is important
for the spin Hall effect [23] and the Kerr effect [16] as well.
Chapter 4 provides a study of the interplay between spin-transfer torques
and Gilbert damping in a Bychkov-Rashba ferromagnet. A totally unexpected
relation between these two phenomena is established within a fully controllable
microscopic diagrammatic treatment. In the absence of magnetic field and other
torques on magnetization, this relation corresponds to a current-induced motion
of a magnetic texture with the classical drift velocity of conduction electrons. For
the first time, the question of “whether α equals β or not”, is rigorously answered
for this model. The result is interpreted as being directly related to effective
renormalization of spin. We have also analysed the anisotropy of torques and
damping due to Rashba spin-orbit coupling, introduced the notion of the matrix
gauge transformation for magnetization-dependent phenomena, generalized the
concept of spin-polarized current, and computed the spin susceptibility of the
system.
Chapter 5 studies magnetic interactions mediated by conduction electrons in a
generalized Rashba ferromagnet, in the continuum limit. Surprisingly concise
general formulas for the asymmetric and symmetric exchange are established
and later tested for a number of particular Hamiltonians. In chapter 6, this
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study is extended to the case of arbitrarily strong spin-orbit coupling. In this
case, chiral interactions become anisotropic. Remarkably, for three particular
crystallographic classes, only anisotropic chiral interactions can contribute to the
micromagnetic energy density (i.e., the asymmetric exchange cannot). One might
be able to observe the effects of such interactions experimentally using Brillouin
light scattering. We have illustrated this for a system with the C∞v symmetry.
Chapter 6 also gives a rigorous proof of the fact that chiral interactions vanish in
the metallic regime of the Bychkov-Rashba model.
S A M E N VAT T I N G
Dit proefschrift bestudeert effectieve modellen die relevant zijn voor geleidende
tweedimensionale ferromagneten en interfaces tussen een ferromagneet en een
zwaar metaal. Alle beschouwde modellen bevatten spin-baan-koppeling ofwel
van een Rashba-type of in de vorm van spin-momentumvergrendeling van een
topologische isolator.
Hoofdstukken 2 en 3 onthullen een nieuwe belangrijke extrinsieke bron van
het afwijkende Hall-effect. We laten zien dat een nauwkeurige evaluatie van de
afwijkende Hall-geleidbaarheid de diagrammen met twee gekruiste onzuiverhei-
dslijnen moet omvatten, naast de standaardverzameling van niet-kruisende dia-
grammen. De diagrammen met kruisende onzuiverheidslijnen beschrijven scheve
verstrooiing en dragen desondanks bij aan de leidende term in de machtreek-
sontwikkeling van de afwijkende Hall-geleidbaarheid. In een model met zwakke
wanorde ontstaat scheve verstrooiing alleen wanneer de afstand tussen twee
onzuiverheden kleiner is dan de golflengte van de elektronen, of dezelfde orde
van grootte heeft. Dergelijke dubbele defecten vereisen een volledige kwantum-
mechanische behandeling die verder gaat dan de gebruikelijke ladderbenadering.
We illustreren onze bevindingen door het model van massieve Dirac-fermionen
(hoofdstuk 2) en het Bychkov-Rashba-model (hoofdstuk 3) te beschouwen. Voor
de laatste leveren de X en Ψ diagrammen de enige niet-nul-bijdragen aan het
afwijkende Hall-effect in het metallische regime (voor wanorde die beschreven
kan worden als zwakke Gaussiaanse witte ruis). Onlangs is bevestigd (niet door
ons) dat het ontdekte mechanisme van scheve verstrooiing ook belangrijk is voor
het spin-Hall-effect [23] en het Kerr-effect [16].
Hoofdstuk 4 biedt een studie van het samenspel tussen spin-transfer-moment
en Gilbert-demping in een Bychkov-Rashba ferromagneet. Binnen een volledig
controleerbare microscopische diagrammatische behandeling wordt een totaal
onverwachte relatie tussen deze twee verschijnselen gelegd. In afwezigheid van
andere krachtmomenten en magnetische velden komt deze relatie overeen met
een stroom-geïnduceerde beweging van een magnetische textuur met de klassieke
driftsnelheid van geleidingselektronen. Voor het eerst wordt de vraag “is α gelijk
aan β of niet” rigoureus beantwoord voor dit model. We geven een interpretatie
waarin dit resultaat direct gerelateerd is aan de effectieve renormalisatie van
spin. We hebben ook de anisotropie van koppels en demping als gevolg van de
Rashba spin-baan-koppeling geanalyseerd, het concept van de ijktransformatie
voor matrices voor magnetisatie-afhankelijke verschijnselen geïntroduceerd, het
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concept van spin-gepolariseerde stroom veralgemeend en de spinsusceptibiliteit
van het systeem berekend.
Hoofdstuk 5 bestudeert, in de continuümlimiet, magnetische interacties geme-
dieerd door geleidingselektronen in een gegeneraliseerde Rashba ferromagneet.
Verrassend beknopte algemene formules voor de asymmetrische en symmetrische
uitwisselingsinteractie worden opgesteld en later getest voor een aantal specifieke
Hamiltonianen. In hoofdstuk 6 wordt deze studie uitgebreid naar het geval van
een willekeurig sterke spin-baan-koppeling. In dit geval worden chirale interac-
ties anisotroop. Opmerkelijk is dat voor drie specifieke kristallografische klassen
alleen anisotrope chirale interacties kunnen bijdragen aan de micromagnetische
energiedichtheid (d.w.z. de asymmetrische uitwisselingsinteractie kan dat niet).
Men zou de effecten van dergelijke interacties experimenteel kunnen observeren
met behulp van Brillouin-lichtverstrooiing. We hebben dit geïllustreerd voor
een systeem met C∞v symmetrie. Hoofdstuk 6 geeft ook een rigoureus bewijs
van het feit dat chirale interacties verdwijnen in het metallische regime van het
Bychkov-Rashba-model.
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