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Chapter 1 
Introduction 
Mathematical modelling using very large scale models is often the only way to analyze 
many problems in science and offers a more generally applicable and flexible approach 
than some traditional methodologies of laboratory experimentation and theoretical anal­
ysis. However, such problems can put a very high demand on computers and software. 
The size of the problem grows rapidly with the inverse of the finest scales (if they are im­
posed uniformly). For example, for an evolutionary flow problem in three space dimen­
sions (3D) using an implicit timestepping method with a timestep of the same order as 
the finest space scale, 1/n, the number of degrees of freedom (unknowns) grows as 0(n*). 
If, in order to resolve the solution better, we scale the meshsizes to, say, 1/10 of their pre­
vious sizes, then for an JV = Ο (η4) size of problem the computing times grows at least as 
104. Hence, to achieve the same computing time the resolved problem would need 104 as 
much processing power and also a carefully chosen solution algorithm which scales both 
with the machine and the problem size. 
The combined improvements in hardware and software both with factors 104 - 108 
over the past 30 years offer the potential of making solutions of even the most demand­
ing multidimensional problems viable. Massively parallel computer systems, incorporat­
ing thousands of processors, have become reality. Thus, one can hope that we are now 
able to test more detailed mathematical models with millions of degrees of freedom, i.e., 
to reach the sizes where the models become interesting and useful, and with problem pa­
rameter values close to singular points where the high resolution of the model is of utmost 
importance. However, this puts severe requirements also on the solution methods to be 
used. 
In general, the mathematical modelling converts the original problem into a discrete 
problem, which can be written in terms of a linear (or nonlinear) system of equations 
Au = f (1.1) 
with a matrix A of order N, and this discrete analog has to be solved on some chosen 
computer system. In many problems of scientific computing the corresponding matrix A 
is sparse. At this point two observations become apparent. 
(1) Although direct solution methods are often robust and reliable and parallelize rela-
1 
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tively well on coarse-grained shared memory computer systems, for very large scale 
problems with sparse matrices they are not feasible due to their increasing demand 
of memory resources and computing time Ihus, iterative methods are the only re­
alistic choice. 
(2) Iterative methods can be computationally cheaper than direct methods, because they 
involve mainly matrix χ vector operations which can in general be efficiently im­
plemented The important issue is their rate of convergence, and the classical tech­
nique to increase the convergence is to use a suitable preconditioning matrix. 
The search for good preconditioned has resulted in the construction of a great variety of 
preconditioning matrices. In the presence of a (massively) parallel computer, the choice 
of an iterative solution method and a suitable preconditioner is substantially influenced 
by the interprocessor communication costs, ι e, the amount of time spent to exchange 
data between different processors during the iteration procedure. Much effort has been 
devoted to finding preconditioned which can be efficiently implemented on parallel com­
puters The aim, however, seems to have been more to get high "megaflop rates" than to 
actually minimize the computmg time. 
The main purpose of the work presented here is to establish reliable criteria for selecting 
and constructing a proper preconditioner for a given class of problems, with the aim of 
achieving maximum efficiency of the solution method on both serial and parallel computer 
systems. 
Background 
We are interested m solving a linear system of equations of the form (1.1) by iterative so­
lution methods. These methods can be described by the general scheme 
U(fc+D = иШ + T(Au(fc> - f), к = 0,1,2, · • • , u ( 0 ) - given, (1.2) 
or a similar scheme involving also vector inner products, as in the conjugate gradient 
method. Each step of the above procedure is referred to as an iteration and is repeated 
until some convergence criterion is met The vector u(lc) is referred to as the current iter­
ate, and the difference r ( k ) = Auik) - f is the current residual. The norm of the residual is 
a measure how accurately the current iterate u l k ) satisfies the original system (1.1). The 
iterative method becomes preconditioned when, mstead of Ли = f, the system 
M-1Au = M_1f (1.3) 
is solved, for some properly chosen matrix M. The iteration scheme then becomes 
u
(fc-n>
 = u
(k)
 + т М -і(д и (к) _ f). (1.4) 
The matrix M is referred to as a preconditioning matrix or a preconditioner. 
CHAPTER 1. INTRODUCTION 3 
Relations (1.3) and (1.4) reveal the most desirable properties of the matrix M. First, M 
must be a good approximation of A because the better M approximates A, the faster the 
method converges to the exact solution. When the problem size mcreases, the best we 
could have is that the spectral condition number x(M~lA) is of order one (0(1)). Second, 
since a solution of a system with M occurs during each iteration of the preconditioned 
solution method, it has to be substantially cheaper than the solution of a system with A 
itself. The best we could achieve in this case is that the computational cost for the solution 
with M is proportional to the order of the system. 
Often the rate of convergence of a preconditioning method is studied via estimates for 
x(M'lA). The rate of convergence can be estimated also m the following way. Consider 
the splitting A = M - R. Then, obviously, 
M~lA = I-M-lR. (1.5) 
The matrix В = M~lR is called the iteration matrix (we use here the definitions m [24]) 
and some norm of it is frequently used as a measure of the rate of convergence of the 
preconditioned iterative method Given a matrix norm || • ||, then one can use different 
criteria to trace how fast the matrix powers Bm converge to zero For example, 
| | 5 m | | is the convergence factor for m steps; 
| |Bm | | 1 / m is the average convergence factor per step for m steps 
(the average rate of convergence); 
-
 l°Sio (llßmll1/m),τη — oo is the asymptotic rate of convergence. 
There exists a large variety of choices for the preconditioning matrix. All precondi­
tioning methods considered in this presentation are judged with respect to the following 
criteria: 
Crft h Rate of convergence of the method, estimated by one of the above men­
tioned entena. 
Crit la Dependence of the rate of convergence on different problem parameters as 
well as on the number of degrees of freedom. 
Crit 2> Computational complexity of the algonthm, measured as the total amount 
of arithmetic operations required. 
Crit 2a Dependence of the computational complexity on different problem param­
eters and how it grows as a function of the problem size. 
Crit 2b Suitability for parallel implementations and, in connection with this, com­
munication complexity of the algonthm, measured as the amount of neces­
sary data exchange during the performance of the algorithm. 
Optimal order preconditioners for numerical problems in scientific com­
puting 
We state separately the following two optimahty properties of a preconditioned iterative 
solution method because they will be frequently referred to throughout the presentation: 
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ΦΊ A preconditioned iterative method has an optimal rate o f convergence if the number 
of iterations it requires (to converge up to a chosen stopping criterion) is indepen­
dent of the number of the degrees of freedom of the problem. 
Ф'2 A preconditioned iterative method has an optimal computational complexity if the 
work (the number of arithmetic operations) done per degree of freedom per iteration 
is bounded above independently of the number of degrees of freedom 
Preconditioned methods which possess both properties ФЛ and <D<2 are referred to as 
optimal. The basic aim of the study is to estimate and compare the computational 
complexity of various preconditioned solution methods for some numerical prob­
lems in scientific computing. The problem m focus is the solution of large and 
sparse linear systems of equations Ли = f with a certain structure. Here, the ma­
trix A can be symmetric positive definite as well as indefinite and/or close to sin­
gular. For problems with symmetric positive definite matrices optimal methods are 
known - the classical multignd methods (N.S Bakhvalov, A. Brandt, W. Hackbusch), 
the algebraic multignd methods (A. Brandt), two-level and multilevel versions of the 
hierarchical basis functions method (R Bank/T. Dupont, О. Axelsson/I. Gustafsson, 
H. Yserentant, P. Vassilevski), the algebraic multilevel iteration (AMLI) methods (O. 
Axelsson, Ρ Vassilevski) and some versions of the domain decomposition methods 
(M. Dryja, O. Widlund and others). 
The rest of the presentation is orgamzed as follows. Chapter 2 is an overview 
of the most frequently used preconditioning techniques discussed with respect to 
criteria Crit l> and Cm 2'. Chapter 3 surveys the development of the AMLI meth­
ods and one particular AMLI technique is considered m detail in Chapter 4. Condi­
tions for an optimal rate of convergence and optimal computational complexity are 
derived. Chapter 5 describes an application of the AMLI preconditioning method 
within the context of solving the generalized symmetric eigenvalue problem. Chap­
ter 6 deals with AMLI-type preconditioning of symmetric indefinite almost singu­
lar systems. In Chapter 7 a modification of the AMLI algorithm (the short-length 
AMLI) is introduced and studied m detail, emphasizing its parallelization aspects. 
Chapter 8 is devoted to the scalability of linear solvers. It states also the stand­
point of the authors regarding how the scalability should be defined and shows 
that the method in Chapter 7 is scalable. An implementation of the classical and 
the modified AMLI algorithms on a data parallel computer architecture is presented 
in Chapter 9. Chapters 10 and 11 deal with two other applications of the AMLI pre­
conditioning method: the steady-state Stokes problem and the convection-diffusion 
problems with potential vector field. 
To prevent repetition of references cited in more than one chapter, a global ref­
erence list is orgamzed, the structure of which follows the general presentation. 
Chapter 2 
Classes of preconditioning techniques 
This chapter describes briefly some methods which have shown indisputable ad-
vantages when used as preconditioning techniques for iterative solution methods. 
These are (block) incomplete factorization (ILU) methods, domain decomposition 
(DD) methods and some multilevel-type methods, including multigrid (MG), alge-
braic multigrid (AMG), hierarchical basis functions (HB) and algebraic multilevel it-
eration (AMLI) methods. All these methods have been shown to be very efficient for 
certain classes of problems, and much experience is already accumulated in paral-
lelizing them for different vector and parallel computer architectures. 
The precise bounds between the different preconditioning techniques have been 
considerably diffused and very often different preconditioning techniques are com-
bined in various ways. For example, ILU is used as a smoothing procedure for some 
MG methods as well as for preconditioning inner solvers within AMLI methods (the 
terminology here will be explained later). Another example is that the DD approach 
is used to parallelize certain MG methods. The author believes that if we aim at 
obtaining the best possible overall performance when solving a given problem, the 
strategy to be recommended is to consider all the solution methods as one spectrum 
of tools and combine them properly, based on their strongest sides. As observed 
in practice, a high degree of generality of one particular method is obtained only by 
sacrificing its efficiency. 
2.1 Incomplete factorization preconditioning methods 
The idea of the incomplete factorization is to factorize a given sparse matrix A (us-
ing the classical Gauss method) but dropping some of the "fill-in" entries in order to 
obtain also a sparse factorization. Two steps are performed. First the matrix is fac-
torized. Second, since the factorization is only an approximation of A, it is used as 
a preconditioner in some iterative scheme, where systems with it are solved during 
each iteration. 
The ILU preconditioning methods are based on some proper splitting A = M - R 
5 
6 CHAPTER 2. PRECONDITIONING TECHNIQUES 
of A, where M is assumed to be nonsingular. The splitting should assure a desired 
eigenvalue distribution of the iteration matrix В = M~lR and, consecutively, a fast 
convergence of the iterative method based on the splitting. In addition, the spec­
trum of M~lA should be more favorable that that of A. For these reasons M is 
referred to as a preconditioner to A. Here we will consider ILU in terms of block 
incomplete factorizations. Assume that A has a given block-structure, say, block-
tridiagonal, and let A = DA + LA + UA, where DA is the block-diagonal part of A and 
LA and UA are the corresponding strictly lower- and upper-block-triangular parts. 
Within the ILU framework the preconditioning matrix M is sought in some of the 
following forms: 
LU - the most general factorized form of Л; I and U 
are lower and upper triangular; 
LDU or LD'^U - the second form is called inverse-free because 
only multiplications occur during the solution of 
systems with it; 
(D + LA)D~1(D + UA), - typical forms of incomplete factorizations of (D~l + LA)D(D~l + UA), block-tridiagonal matrices, obtained after finite (/ - LAD)D~1(I - DUA) difference or finite element discretizations of par­
tial differential equations, for instance; 
((U-XDA + LA)({2W1 -1)DA)~4W-1DA + UA) - the spectrum of M~
lA in 
0 < ш < 2 this case is contained in an interval [ξ(α)),1] 
and two special cases of it are the SSOR ma­
trix ^ ( с о - ' Д * + LA) (ω-1 DA)~l (ω'1 DA + UA) 
and the Alternating Directions (ADI) matrix 
{W-1DA + LA){W-1DA)-1(UÚ^DA + UA). 
As is seen from the above forms in which Λί is sought, ILU implies either solving sys­
tems with the diagonal blocks of D or constructing some approximations of them 
(preferably sparse) for the inverse-free formulations. We mention the major consid­
erations related to the construction of an ILU preconditioner. First of all, one has 
to balance between limiting the fill-in and constructing a sufficiently good approx­
imation of the inverse. Next, inverse-free variants are to be preferred because of 
their relatively lower computational complexity. Further, the criteria for dropping 
fill-in entries can be static (by position) if the sparsity structure of M is chosen a 
priori or dynamic (by value) if the values of the entries to be neglected are checked 
to be less than some threshold criteria and the sparsity pattern is defined during 
each step. There exist various ways to modify the ILU construction process. For ex­
ample, the deleted entries may be added to the diagonal, preserving the row-sums 
of A (MIC methods). In [1] a relaxed ILU version (RIC) is proposed. Also, an ILU fac­
torization of A can be constructed using some other diagonally perturbed matrix 
A = A + DE, where Dc is diagonal with small positive entries. The latter stabilizes 
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the ILU process by adding a positive quantity to the values of the pivot entries. A 
broad discussion of incomplete factorization methods can be found in [24]. There, 
proofs for existence of ILU factorizations for a wide class of matrices are presented. 
There exist general estimates showing that the condition number of the pre-
conditioned matrix M~lA is often 0(h~l) for second order elliptic boundary value 
problems discretized on regular meshes. The rate of convergence depends, how-
ever, on the orderings of the unknowns and on the coefficients of the original differ-
ential equation (see [24], [8], [9] and [2]). In [3] the same bound is shown to hold un-
der more general conditions imposed on the original elliptic boundary value prob-
lem, using certain variable transformations. We refer to a very recent and inter-
esting result ([195]), where a robust approximate factorization method is proposed 
with almost optimal rate of convergence. The spectral condition number x(M~lA) 
is of order 0 (n î l o g 2 ( ^ _ 1 ) , where η is the total number of degrees of freedom, and 
the arithmetic work per iteration is 0(nl °77). The factorization is based on a re­
cursive red-black ordering of the grid-points, proposed originally in [28]. 
It turns out that ILU, combined with some other technique, can give very good 
results. As an illustration of a combined method, the preconditioner in [35] can 
be given. There, a robust block-ILU preconditioner is constructed using domain 
decomposition. The preconditioner is used as a corrector on the coarse mesh of 
a two-level method. This is combined with a smoother on the fine mesh and the 
method is shown to perform very well on different types of problems, including 
problems with strong anisotropy and insulator problems (with discontinuous coef­
ficients). Although not rigorously proven, the computational complexity is obtained 
to be almost optimal, and the iteration counts in the numerical tests growing like 
О ( log« . 
Results on (modified) incomplete factorizations for sparse matrices with arbi­
trary sparsity patterns are considered in [12]. 
There is a lot of experience in parallelizing both ILU phases - construction of 
the incomplete factorization and then solving systems with it. They perform very 
well for a wide class of problems. For instance, some recent results on parallel im­
plementations of ILU on massively parallel architectures can be found in [176] (on 
transputers), in [193] and [194] (on Parsytec), in [199] (on Cenju computer) and in 
[174] (on CM-200 and CM-5). 
In general, however, the ILU methods are not optimal with respect to ©Л and d>«2 
(on page 4). They will not be considered further in this presentation. 
2.2 Domain-Decomposition methods 
The DD idea can be seen as introducing a certain substructuring in the original prob­
lem. It appears naturally when there is only one problem to solve and several pro­
cessing units available for solving it. Roughly speaking, the solution process splits 
into two parts - first, distributing the work (fairly equally) among the processing 
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Οι 
Ω 3 Ω 2 « 4 
Figure 2.1: Overlapping substructures. Figure 2.2: Nonoverlapping substruc­
tures. 
units and letting each compute its share and, second, combining the components 
into one whole. The latter is done by communicating through interface regions 
which, in practice, means solving a relatively much smaller problem than the origi­
nal one. As shown in Figures 2.1 and 2.2, the structures may overlap or not, leading 
to overlapping and nonoverlapping DD methods. One way to introduce substruc­
tures is by partitioning the matrix graph of A (the algebraic approach). A second 
(geometrical) approach is the mesh partitioning. Having done some substructuring 
of the problem and ordering the unknowns consecutively within each substructure, 
we obtain a system with a matrix which admits a special bordered form. 
DD with overlapping substructures 
An example of a matrix in case of overlapping subdomains is the following one, 
which corresponds to the subdivision shown in Figure 2.1: 
=
 A2,2 A2,3 A2,4 
Аз,і Аз,2 ^з.з 
Л4,2 A4,4_ 
For overlapping DD, the so-called alternating Schwarz procedure is a common ap­
proach, with its two forms, additive and multiplicative. The additive version is very 
suitable for parallel implementations because it is a decoupled procedure, which 
solves local problems in each Ω„ i = 1,2,· · · , m independently and updates the 
values in the overlapped regions cyclically. The rate of convergence, however, de­
pends on the amount of overlapping, and it deteriorates as the number of subdo-
mains increases (see [55] and the references therein). 
The additive Schwarz method is frequently used as a preconditioner for some 
acceleration method. It is shown (see, for example, [59]) that in this case the condi­
tion number of the preconditioned system is 
o ( n - m a x ( H , - 2 c 5 t ) i , (2.1) 
where H, is the diameter of Ω, and 5, is the amount of overlapping. Thus, for fixed 
5 t, the condition number grows like H~
2
. A similar result is given in Theorem 2.2.1 
below. 
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The Schwarz method can be viewed as a subspace correction method and can be 
written in a compact form as follows: 
-k+1 I - Σ Pi J e\ in the additive case, and 
3fc+i _ Y\ (I - P,) ek, in the multiplicative case, 
where ek is the error efe = uk - u at iteration к and P, is an orthogonal projection ορ­
ό 1 Ol 
erator on Я (Ω^. ( Η (Ω() denotes a subspace in the usual Sobolev space Я 1 (Ω() 
of functions which vanish on the boundary of Ω,.) 
In the discrete case Р
г
 corresponds to a solution of a local Dirichlet problem. 
We remark here that the multiplicative formulation is not symmetric and, thus, the 
result depends on the order in which the subproblems are solved. Clearly, it is much 
less suitable for parallelization (if at all) than the additive variant. 
A significant improvement of the condition number for the additive Schwarz 
method is achieved if a coarse-grid correction is included, meaning that the global 
problem is solved first on a coarse mesh. Then the condition number of the pre­
conditioned system behaves like 
0(1 + max<5,). 
t 
However, the question how to construct the coarse mesh in general remains open. 
Also the data management for the overlapping regions and the corresponding com­
munications requires extra efforts. 
DD with nonoverlapping substructures 
For nonoverlapping structures the system has the form (2.2). 
Au = 
Мл 
A
m
,\ 
A2,2 
A
m
,2 • 
Ai,m 
A2,m 
Am,m 
Ui 
u2 
U
m 
= 
fi 
h 
L 
(2.2) 
where all unknowns from interfaces between the substructures have been gathered 
inu
m
. 
A straightforward approach is to reduce it to Schur-complement form (the so-
called interface problem), 
S U
m
 — 2_. \A
m
,m ~ Am¡sAs sAs,m) Um — ¿_. Am,sAs ¡Is- (2.3) 
5 = 1 5 = 1 
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System (2.2) is usually attacked by some substructure-based conjugate gradient 
method which is a combination of direct solvers for AS:S, s = 1, · · · , m and a con-jugate gradient for the interface problem. 
The following theorem shows a source of trouble in this case, which is similar 
to the result for the additive Schwarz method. 
THEOREM 2.2.1 For a uniform mesh and a uniform mesh partition, the condition num-
ber of the interface problem (2.3) grows asymptotically as 
x(S)=o(tf-2(l + ! ) ) , (2.4) 
where h is the meshsize and H is the substructure-size. 
From (2.4) it is clearly seen that with decreasing H, the rate of convergence of any 
substructure-based conjugate gradient type method deteriorates. On the other hand, 
when H is big, the degrees of parallelism decrease, together with the ability of the 
DD approach to utilize a large number of processing units efficiently. The deterio-
rating rate of convergence is a direct consequence of the lack of global information 
exchange, since information is passed only to the nearest neighbors. Thus, we face 
a ¡ocal-versus-global communication conflict, which is discussed in detail in Chapter 
8. 
The result in Theorem 2.2.1 holds when the unpreconditioned conjugate gradi-
ent me- thod is used. The dependence of the condition number of S on H/h can be 
suppressed by constructing, for example, local preconditioners to 5, referred to as 
being of Dirichlet (5D) or of Neumann (SN) type, and for the second of them there 
holds 
x(S^S) = О (н~2 (l + log"} J . 
As is seen, the factor H~2 is present in the estimate and some coarse-grid correction 
is still needed. 
Improvements of the rate of convergence of DD methods have been sought in 
various directions. For example in [16], aiming at faster convergence, the subdo-
mains are coupled via a special parametrized mechanism. The parameters are sub­
ject to problem-dependent optimization. We end this discussion by citing some 
cases for which optimal and almost optimal convergence rate estimates are known 
to hold. The results are for elasticity problems, regular discretizations, uniform 
mesh partitioning and some special preconditioners constructed for the Schur com­
plement matrix 5: 
x(5¿'S) = О ( l + ψ) , xiSjS) = O ( l + log2 ( I ) ) . 
For more details we refer to [59] and the references therein, and to [55] which is a 
recent survey on DD algorithms. 
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2.3 Multilevel methods 
Over the last years, the word multilevel has been a frequently used qualifier for a 
broad class of iterative solution methods. It is used whenever a hierarchy of some 
structures is utilized during the solution process. The multigrid (MG) methods can 
be regarded as multilevel methods based on overlapping structures (for example fi­
nite element spaces), while the hierarchical basis functions (HB) methods are based 
on direct (i.e., nonoverlapping) decompositions of finite element discretization 
spaces. More generally, the multilevel approach can be viewed as a recursive proce­
dure which generates certain substructures from a given structure, reproducing in 
some way its major characteristics. The latter definition relates to AMG (see page 
17) and some versions of AMLI. 
For the sake of clearness and unification of notation we introduce the follow­
ing finite element method context. (Analogously, a finite difference context could 
be used.) Let Ω be a bounded domain, say, in R2 or in R3 and 3Ω be its boundary. 
Let Hm(Q.) be the usual Sobolev space of Ι2(Ω) functions, having derivatives up to 
order m in Ι2(Ω), and let Η'"(Ω) С Нт(П) be those functions in Η™(Ω) which 
are zero on 3Ω. Denote by a(u, v) the following (simplest possible) model elliptic 
bilinear form 
J От fe(x)(Vu · Vv), u,v e Η, (2.5) 
Ω 
where fc(x) is positive and bounded in Ω. 
Consider the following variationally formulated problem: 
find гг(х) e Η\Ω), such that a(u,v) = (ƒ, v) for all ν еУ, 
where У is a finite element space, f(x) e ί.2(Ω), χ e Ω. Any particular choice of 
finite element discretization space for the above variational problem gives rise to a 
linear system of equations 
Au = f, 
where Λ is a structured sparse matrix and we assume that k(x) is such that A is 
also symmetric positive definite. 
2.3.1 The Multigrid framework 
The history of the MG methods begins in the early sixties in some works by Fe-
dorenko (1962, 1964) and Bakhvalov (1966) and MG is called at that time a method 
on a sequence of meshes. Frequently, however, [61] is cited as a classical reference, 
where the MG method is analyzed in detail. We present only a brief description of 
the basic multigrid concept (see also [52]). 
Let a sequence of successive refinements of Ω (called also triangulations, meshes, 
or grids) [Tkil,0 be given, characterized by a discretization parameter {Λ*}£=0, and 
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let u(k) be some already computed approximation of the exact solution u of (1.1), 
corresponding to grid Ti. The main idea of the classical MG method is to reduce 
the error e(k) = u - u(fc) on the given (fine) grid Tk by successive residual corrections 
on the hierarchy of coarser grids Tt-i, • • · , To-
One MG step is described by the following procedure: 
Procedure MG: u(k) --MG(u<fc>,f<k\fc,{vífc)}k=1); 
if к = 0, then solve A (0)u (0) = f(0) exactly or by smoothing, 
else 
u
(k) _ 5<fc) (uU f^WO), perform S\ pre-smoothing steps, 
Correct the residual: 
r
(fc)
 =
 Д(к)ц(к) 
r
(k-l ) 
e
(fc-l) 
e
(k) _ 
u
№ )
 = 
- f(k); form the current residual, 
- "R (r(fc)), restrict the residual on the next 
^clo.^'U-Uvj 1- 1 '}):}); 
Τ (e ( k _ 1 )); prolong the error from the next 
current grid, 
u
(fc) _
 e
«0; update the solution, 
u
(k) «_ 5< (u ( k ),f ( k )), perform s2 post-smoothing steps. 
Ci 
endif 
end Procedure MG 
coarser 
coarser 
grid, 
to the 
As is seen from Procedure MG, the main ingredients of the MG methods are: 
- pre- and post-smoothing operators Sj and Sz', 
- the restriction operator Έ.; 
- the prolongation operator T. 
By varying those ingredients one influences the properties of the resulting MG 
schemes. 
Procedure MG describes a residual-correction scheme, which starts on some 
level к and uses all coarser levels k - l , k - 2 , - - , l , 0 t o solve residual correc­
tion problems. In the above notations, the so-called V- and W-cycles correspond 
to MG(-,-,fc, {1,1,· • · ,1}) and to MG(-,-,k, {1,2,2, • · · ,2,1}), respectively, and 
the given names remind the picture of the order in which the different grids are 
visited during the MG procedure. They are illustrated in Figures 2.3 and 2.4. (The 
author is obliged to [84] for some ideas in illustrating MG.) The operators Si and 
S2 are called smoothers since their purpose is to reduce (smooth) the highly oscilla­
tory components of the general error, while the coarse grid operators take care of 
the smooth error components. A second major MG variant, called MG with nested 
iterations (N1), is based on the following natural observation: it is advisable first to 
find a good approximation of u ( k ) by solving Au = f on level к -1, prolong it to level 
к and then apply the correction scheme. Applied recursively, the procedure takes 
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Figure 2.3: One MG step (V-cycle). 
Figure 2.4: The MG W-cycle. 
the following form: 
Procedure NI: u ( i ) — 
u
( 0 )
= A ( 0 ) - l f ( 0 ) > 
for k= 1 to £ do 
U(D = -p (u(k 
N1 
-D) 
u<k> - MG (u<k> 
endfor 
end Procedure N1 
(u<°> 
t 
{f ( f c )}[=! 
f^Mvi"'}* 
,^,{v 
. ) ; 
( f c ) ) t 0= 
The so-called full MG corresponds to Procedure NI{-, ·,£, {1,1, · · · , 1}) and is il­
lustrated in Figure 2.5. 
A compact formula presenting the MG procedure in terms of a recursively de­
fined iteration matrix is derived in [86] (see also [36]) and reads as follows: 
( i) Let M<°> = 0, 
(ii) For к = 1 to £, define 
M(W = 5(W* (¿ (« - ι _ pk^ ( j _
 M(k-i> v) A^-^Rt1) A ( k ) S ( f c ) i l , 
where Sik) is a smoothing iteration matrix (assuming Si and S2 are the same), Ä £ _ 1 
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Figure 2.5: The full MG (V-cycle). 
and ρ£_] are matrices which transfer data between two consecutive grids and cor­
respond to the restriction and prolongation operators Л and T, respectively, and 
ν = 1 and ν = 2 correspond to the V- and W-cycles. 
It turns out that in many cases the spectral radius of Μ ( ί ) , ρ ( M ( Í , ) ) , is indepen-
dent of £, thus the rate of convergence of the N1 method is optimal. Also, a mech-
anism to make the spectral radius of M(#) smaller is to choose S\ and ¿2 larger. The 
price for the latter is, clearly, a higher computational cost. 
Computational complexity 
Consider first the cost of performing a general MG step. We consider regular meshes 
and let ρ be the ratio of the number of gridpoints on a fine mesh to the number of 
gridpoints on the next coarser mesh. For regular meshes in 2D the value of ρ is 4. 
Assume also that the number of arithmetic operations needed for one restriction, 
one prolongation (interpolation) and some fixed (si + $2) smoothing steps on level к 
is proportional to the number of gridpoints on this level. It is seen from Procedure 
MG that if ν < ρ then the MG method has an optimal computational complexity 
(i.e., it possesses the property <D>2). This holds also if the MG method is used as a 
preconditioning technique within some other iterative method. The cost-efficiency 
is one of the main reasons which makes MG attractive for many practical applica­
tions. The most frequently used and most efficient MG procedures are those with 
ν = 1 (the V-cycle) or ν = 2 (the W-cycle) and with few smoothing steps. 
Rate of convergence 
Consider next the rate-of-convergence aspect of the MG methods. We mention some 
of the major achievements in deriving convergence results (see also [36]). For the 
classical MG theory it is essential that the matrices Aik) are derived by approximat­
ing the original differential problem. In general, the proofs of convergence results 
are based on imposing certain regularity conditions on the domain of definition and 
on the solution of the problem to be solved. It is shown, for example in [61], that for 
the W-cycle a convergence rate, bounded away from one independently of the num­
ber of levels, can be proven under quite general assumptions on the regularity of the 
problem, such as и e Η1+α(Ω),0 < a < 1. Originally s\ and $2 were needed to be 
sufficiently large. The latter is weakened in [74], imposing the assumption that the 
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initial grid To is fine enough. Further, by choosing a special smoothing procedure, 
more quantitative estimates for the rate of convergence are derived: 
P(M{f))<i-cr2 
where С is a constant independent of i (cf. [46] and [87]). 
The convergence proof for the V-cycle, given first in [48], and later in [44], [73], 
[78], [80], requires the so-called full elliptic regularity to hold; that is, for second or­
der systems one needs ƒ e Ι2(Ω) and M e Η2(Ω). The assumption и e Η1+α(Ω) for 
some α e (0,1) led to convergence estimates which approach one with the growth 
of the number of grids £ and the convergence factor behaved as 1 - О (^ - 1"2) · Con­
vergence for the V-cycle without regularity assumptions is shown, for example, in 
[49], [50], [96]. In the latter, MG is considered in a more general framework of space 
decomposition and subspace iterations. 
There are attempts to compromise between the V- and the W-cyde, constructing 
the so-called f-cycle (see [75], for example). The F-cycle works as described in Pro­
cedure MG, but before the inner recursive call, one more V-cycle is applied. This 
increases only slightly the computational cost of the whole algorithm. In [75] it is 
shown that the convergence behavior of the F-cycle is still similar to that of the V-
cycle, but it approaches unity slower, like 
The F-cycle is mentioned here since the MG V- and F-cycles are the MG variants 
most frequently used for parallel implementations. 
Robustness 
It is known that for certain problems (for example discontinuous coefficients, aniso­
tropic problems) the classical MG method fails to converge. There has been a lot 
of research devoted to constructing robust MG methods varying the different MG 
ingredients, for example, by using different interpolation and projection methods, 
together with standard smoothers; or using standard interpolation and restriction 
methods but special smoothers. A robust MG black-box solver is proposed, for ex­
ample, in [100], based on special restriction and prolongation operators. Impressive 
results are presented, testing the solver on various problems, for which the rate of 
convergence of the standard MG deteriorates. It is successfully implemented on 
serial and Cray vector computers. For further discussion we refer to [56] and the 
references therein. 
Generalizations 
Based originally on geometrical representation, the MG methods have been signifi­
cantly generalized with respect to the theoretical means to describe and study them. 
An example of a very general framework, suitable for MG as well as for other mul­
tilevel methods and for aggregation-disaggregation solution methods, is the one in 
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[56]. There, convergence results are derived using very little knowledge about the 
problem and, therefore, they hold for any linear operator A which can be symmetric 
or nonsymmetric, definite or indefinite, singular or nonsingular. The convergence 
is independent of the methods used as smoothers (or "roughers", as mentioned in 
the paper). The estimates, being very general, can be quite pessimistic for particular 
problems. 
Another direction of generalizations within the MG framework has been the strat-
egy of choosing the grids, specially the coarser ones. The idea of using several 
coarser grids at a time is relevant to parallelizing MG efficiently. The semicoarsen-
ing technique (not coarsening in all space directions simultaneously), which also has 
been studied, enables the method to better capture locally one-dimensional phe-
nomena in multi-dimensional problems. We refer, for example, to [64], [65], [101] 
and the references therein. The study in [66] is a combination of MG with semi-
coarsening and sparse grids (introduced in [102]). The technique results in a rela-
tively fewer degrees of freedom and the semicoarsening strategy is symmetric with 
respect to the coordinate directions which makes it very suitable for 3D-problems. 
In [77] an agglomeration MG (see also the references therein), based on a set of 
non- nested coarse and fine grids is used to solve viscous flow problems. We men-
tion the following observation from this paper, which is basic for the choice of the 
grid-generation strategy, proposed there. When applying MG on domains with com-
plex geometry and unstructured grids, there arises the problem of how to construct 
the coarser grids. On one hand, a too coarse grid may not be able to capture the 
singularities of the problem. On the other hand, "the initial coarse grid may not 
be coarse enough to realize the full potential benefit of a multigrid algorithm". In 
Chapter 8 we come back to the arguments whether many grids (levels) are required 
in order to achieve the optimality of the MG. 
Parallelization aspects 
Note that the above cited convergence rate estimates for the V- and F-cycle MG be-
come troublesome when £ is large. The total number of levels $ grows with the 
size of the problem and, since we aim at solving very large problems, then the W-
cycle has to be preferred because of its optimal convergence rate. But, particularly 
on parallel computer systems, it is the V-cycle which is more appealing because 
fewer computations (per cycle) and communications are required. The communica-
tions become more and more pronounced when the grids get coarser. Furthermore, 
more processors are idle when the algorithm performs on the coarser grids because 
the degrees of freedom are much fewer than processors. This turns out to be the 
biggest problem when full-length multigrid/multilevel methods are implemented 
on parallel architectures (This is discussed, for instance, in [157] and [1611). In [188] 
tests with very large examples are performed (up to 109 degrees of freedom). The 
conclusion is that both V- and F-cycles perform unacceptably slowly and this is due 
not only to the rate of convergence but also to communication which dominates the 
calculations. This discussion is continued in Chapter 8, where it is illustrated by the 
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short-length AMLI method that there is no need to use all the available grids (lev­
els) in order to construct an optimal order method. It is clear from the convergence 
estimates for the V- and F-cycle that working with fewer grids would improve also 
the global rate of convergence if it is possible to use a similar approach within the 
MG framework. 
2.3.2 The Algebraic Multigrid framework 
As discussed earlier, the (geometrical) MG methods have many advantages over 
other preconditioning techniques for a broad spectrum of applications in scientific 
computing. The- se methods (in their original form) use, however, some informa­
tion about the problem being solved. 
The Algebraic Multigrid (AMG) idea is to apply the classical MG procedure to a 
linear system of equations, independently of the origin of the system. The basic 
goal of AMG was (as stated in [83]) to offer black-box solvers, avoiding the use of 
any knowledge about geometrical or physical properties of the original problem. 
(Such solvers are available for elliptic partial differential equations, discretized by 
either finite difference or finite elements.) Briefly, given a system Au = f with a 
sparse matrix A, AMG aims at solving it by using only the algebraic information 
contained in A, constructing automatically all the MG ingredients needed for the 
solution procedure. Because of this, the AMG methods are applicable to problems 
which do not arise from some continuous physical problem, as the integrated circuit 
layout optimization problem, studied in [82]. 
AMG was proposed originally in [51] and [53] and discussed in detail in [83] and 
[85]. In [85] the performance of the method is illustrated for different problems, 
some of which are difficult for the "geometric" MG method. These include strong 
anisotropic problems, problems with discontinuous coefficients, equations with 
strong mixed-derivative terms. AMG is shown to be a robust and efficient solution 
method. 
The AMG theory holds for symmetric and nonsymmetric matrices. In practice 
it has been applied mainly to symmetric positive definite systems. The major (and 
most difficult) part of the AMG procedure is the construction of a sequence of ma­
trices A{k), к = £-1,4-2,·; • ,0, which correspond to the coarse-grid discretization 
matrices in MG. The construction is based on an analysis of the matrix graph of the 
original matrix A = A(t) and the elimination of "weak connections", defined in some 
relevant way. Further, since AMG uses all the ingredients of MG, corresponding pro-
longation and restriction operators have to be determined and a smoother must be 
chosen. Practice has shown that in many cases it suffices to use simple Gauss-Seidel 
point-relaxation (cf. [85]). 
Convergence for AMG is shown (for example, [51], [94]). There is not known 
much about the rate of convergence of AMG, however. The convergence rates ob-
served in practice are compatible with those of MG. The computational complexity 
is higher than that of MG, although it approaches it for some improved coarsering 
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Figure 2.6: Hierarchical basis functions, Figure 2.7: Hierarchical basis functions, 
level 2. level 1. /xx\ 
Figure 2.8: Standard basis functions, level 2. 
strategies. As noted in [82], the price for the generality of the AMG approach is the 
construction of coarse level matrices, which may need about 80% of the total com­
putational time. 
We note, that the AMG idea to construct multilevel solvers based only on the 
matrix A, where the levels do not necessarily correspond to mesh refinement levels, 
is the same as in one of the AMLI variants (see Chapter 4), but not realized in the 
MG framework. 
2.3.3 The Hierarchical Basis Functions framework 
The HB preconditioning schemes are multilevel methods based on a direct decom­
position of the finite element space У (see page 11). They are a generalization of 
the two-level methods, described in more detail in Chapter 7. To facilitate the com­
parison with other multilevel methods, we include here some basic condition num­
ber estimates, typical for the HB preconditioners. A detailed survey of the current 
"state-of-affairs" for the HB methods can be found in [93]. 
The HB framework (the h-version) can be introduced as follows. Consider £ - fc0 
successive refinements of Ω, described by corresponding triangulations {T
s
},s = 
ko, • · · Л, where T^ is the finest and T^ is the coarsest. Let {^(i)}f-k0 be a se­
quence of nested finite element spaces, associated with T
s
, {N
s
} be the correspond­
ing sets of nodes in T
s
 with degrees of freedom n
s
, {4>[s) }"ij be the standard nodal 
basis functions in Ύ ( ί ) , and {ф^'}"^ be the hierarchical basis functions. 
The hierarchical basis functions in the multilevel case are defined as follows: 
{ф[к0)} = {ф[ко)}, {φ?} = { {$ls)},ieN
s
\N
s
-u { ф і ^ Ь і е Л Ь - . ! },s = k0 + 
!,···£. Figures 2.6 and 2.7 illustrate the HB basis in 1-D, compared to the standard 
nodal basis (Figure 2.8). 
After a recursive two-by-two block partitioning of each two-level HB matrix 
Sis) _ Μ К'! 1 }nS - П,-, » , _ , . . . fcn + 1 
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the corresponding global HB matrix takes the form: 
A<« = 
'At) 
л 1 1 
7Ш) 
л2\ 
At-Ì) 
W-D 
л 2 1 
7(ΐ) 
л 1 2 
ϊ(/-1) 
л\2 
д(ко) 
} П£ - ílf_! 
} ní_! - П ^ 2 
}nko 
(2.6) 
where Aik°} = Â{ko) is the standard nodal basis functions matrix on level fc0, and 
Ä\S2 and A2Si contain the corresponding couplings between the nodes at different 
adjacent levels. 
Assume now that for some matrices B^ the following spectral relations hold: 
A[UB[U<xAiï, 
for some α > 1. (Here the inequality A < В should be understood in positive definite 
sense, i.e., as x7Ax < xrBx for each χ > 0.) 
The two basic HB preconditioning schemes are: 
M</> = diag(B[{\B[\-l\ • • • ,B[krl\№), (2.7) 
referred to as block-diagonal, block-Jacobi or additive-type HB preconditioner, and 
MF - л , MF - m w - i (j) 
ί
Λ 21 Β 11 12 . 
„ω A
(s) 
A12 0 M**-1' 
,5 = ko+ ! , · · • ,¿,(2.8) 
referred to as full block-factorized, block Gauss-Seidel or multiplicative-type HB 
preconditioner. 
The following results hold for 2-D polygonal domains (see [93]): 
ν
Γ
Λ
(ί,)
ν < vTMF% < (1 + c£2)vTAie)v, for all ν e V(t\ 
and 
d vTAwv < vTM£>v < C2 (1 + f2)vTA(i)v, for all ν e V W) 
(2.9) 
(2.10) 
The constants in (2.9) and (2.10) are independent of £ and of possible jumps in the 
coefficients of the bilinear form a(-, ·) (page 11) if they do not occur within finite 
elements on the coarsest level fco· A different preconditioning scheme is proposed 
in [46] but it leads to the same type of estimate as in (2.9). 
For 3-D problems the condition number estimate is worse, 
χ ( j < r V > ) = Ο ( / ) , 
20 CHAPTER 2. PRECONDITIONING TECHNIQUES 
where ρ = maxjLL —— (for instance, cf. [89]). 
0
 Пк 
The above estimates indicate that the direct application of HB methods does 
not lead to preconditioning schemes of optimal order. The growth of the condi­
tion number is not satisfactory, specially for 3-D problems. There have been pro­
posed several approaches to stabilize the condition numbers of the HB precondi­
tioned matrix. One of them is described in [70] and is based on using Chebyshev 
iterations in between the discretization levels. This approach is further developed 
in [62]. One relatively new approach is to use approximate wavelets (see [93] and 
the references therein). A third method is to use certain matrix polynomial stabi­
lization, proposed originally in [37]. This third method is called the Algebraic Mul­
tilevel Iteration (AMLI) method and is discussed in detail in Chapters 3, 4 and 7. 
Chapter 3 
The AMLI framework 
Exposition based on: O. Axelsson, M. Neytcheva, The Algebraic Multilevel Iteration Methods - the­
ory and applications. In D. Bainov and A. Kovatchev (eds), Proceedings of the Second International 
Colloquium in Numerical Analysis, August 14-18,1993, Plovdiv, Bulgaria, 13-23. 
0. Axelsson and M. Neytcheva 
ABSTRACT: The Algebraic Multilevel Iteration (AMLI) method is described. Different 
version of the AMLI preconditioner are surveyed. Estimates for the rate of conver-
gence and the computational complexity are included. 
3.1 Introduction 
In this chapter we discuss the algebraic multilevel iteration (AMLI) framework to 
construct preconditioners to symmetric, positive definite or indefinite matrices. 
AMLI preconditioners are shown to be optimal with respect to both properties <ΡΛ 
and <D'2 which, we repeat, means that they have optimal convergence rate and op­
timal computational complexity. This makes them competitive alternatives to the 
MG, DD, AMG and HB methods. 
There are two important features of the AMLI methods which distinguish them 
from the other multilevel-type preconditioning techniques. First, there is the use of 
matrix polynomials to stabilize the condition number of the preconditioned matrix 
and provide spectral equivalence relations. Second, there is the possibility of con­
structing the preconditioner using purely algebraic means based only on the matrix 
A. The latter relates AMLI to the AMG idea, but applies it in a different context. The 
predecessors of AMLI are the two-level methods and the HB methods. 
There are various ways to introduce the AMLI preconditioner. Generally speak-
if 
ing, the AMLI methods are based on a sequence of matrices {Ak}k=ko, which cor­
respond to a given nested sequence of meshes or, more generally, matrix graphs. 
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Initially, nested meshes were considered (as in [37], [38], [39], for example), which 
were later generalized to nested matrix graphs. Some basic principles and results 
on multilevel preconditioners in a general framework are described and summa­
rized in [21]. 
Originally, AMLI was studied for the class of symmetric positive definite matri­
ces. More recently, AMLI-type preconditioners have also been constructed for the 
class of nonselfadjoint and indefinite problems and used with some nonsymmet-
ric iterative solver, for example, the preconditioned generalized conjugate gradient 
(GCG) method. 
The structure of this chapter is the following. Section 3.2 describes the chronol­
ogy of the development of the AMLI methods. Different possibilities of constructing 
the AMLI preconditioner are briefly described, mainly from the viewpoint of compu­
tational complexity and convenience of implementation. Section 3.3 describes the 
basic mathematical tools and the major convergence rate estimates for the AMLI 
methods. The role of the matrix polynomial is also discussed. Nonlinear precondi­
tioners are described in Section 3.4 and some applications for nonselfadjoint and 
indefinite problems are mentioned in Section 3.5. Some typical test problems are 
listed in Section 3.6. 
3.2 Chronology of the Development of the AMLI Methods 
General description of the construction of the AMLI preconditioner. Selfadjoint second 
order elliptic problems 
Selfadjoint second order elliptic boundary value problems, discretized using finite 
element or finite difference methods, are considered in the major AMLI papers, such 
as [37], [38], [39], [43], [30], [89]. AMLI preconditioners are constructed and applied 
to the symmetric positive definite matrices of the corresponding linear systems of 
algebraic equations Au = f. 
в 
As stated earlier, the AMLI methods are based on a sequence of matrices {A(k)}k=k 
These matrices correspond to a given or defined nested sequence of meshes, or par-
titionings of matrix graphs, so that the corresponding indices are taken from sub­
sets {Nk}[=kQ: 
JVfco cNfc0+i c . c N f 
In the case of nested meshes, the simplest and most natural choice is to consider 
where a( ·, · ) is the corresponding elliptic bilinear form and {ф[к)} is the set of finite 
element basis functions on Nk. This is studied in [37], [38], [89], for example. 
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Іе е І Ы 
level it 
level Jt+1 level к 
Figure 3.1: Examples of possible strategies for defining the AMLI levels. 
The AMLI preconditioner implies a certain two-by-two block structure of each 
matrix Л(к), namely, 
Alk) = 
|(W iky 
л 1 1 A 1 2 
4 (к) ЛК 
Аг\ л 2 2 
} Nk\Nk-i 
(3.2) 
The HB matrices (page 19) naturally admit such a structure and AMLI was originally 
developed in the HB framework. In that case, Nk are the sets of nodes in the corre­
sponding fcth successive triangulation Tk of Ω, as described in Section 2.3.3. 
More generally, Aik) can be computed from A(k+1) by some partitioning and re­
ordering of the entries of the latter, which does not necessarily correspond to a 
particular discretization level. As a rule, Aik) is defined to be an approximation of 
the Schur complement of Д(к+1> of the form 
i ( k + l ) .(fc+l)„(k+l)
 л
(к+1) л(к) _ л ι** i; í iK t i i nw j j <l· 
A - Λ22
 - / i 2 1 β 1 1 Α 1 2 
where B[\+1Ì is some sparse, positive definite, nonnegative and symmetric approx-
imation of A[\+1) . In this case extra conditions are imposed on the strategy of 
how to split JVfc+i into two parts, namely, the order nk of the matrices A(k) should 
decrease geometrically: 
ПЦ:+1 
nk 
= pk>p>l. 
Figure 3.1 gives examples of how ρ can be related to different finite element meshes 
and consecutive refinements. 
Given a sequence of matrices {Alk) }fc=ko, partitioned as in (3.2), the AMLI precon-
о 
ditioner is then defined, based on another sequence of matrices {Mik)}k=0. 
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We consider first the Following definition of the preconditioning matrix (corre­
sponding to the earlier paper where AMLI was introduced, [37]): 
for fc = fco,ко + I.· 
М<ки> = 
endfor 
•A(k+i) 
i(fc+l> 
L^21 
- 1 
0 Ak+i) . ( k + l ) "
1
 „(k+1) 
4 1 4 2 
r(fc+D 
(3.3) 
where 5 ( k ) can be either of the following: 
5 « ( ) = s ( k + i ) [ / _ p v ( M ( « : ) " ' 5 ( b i , ) ] - 1 i 
or 
5 № ) = ^ > [ / - P
v
( M ( » - ' A ( l ) ) ] " 1 . 
(3.4) 
(3.5) 
The matrix 5 ( k + 1 ) in (3.4) is the exact Schur complement of A{k+1). 
Originally, the recursion (3.3) involved all possible levels, i.e., fc0 = 0 and nk0 
was equal to, say, 1 or 4. We use ко instead of 0 to indicate that the coarsest level 
required to construct an AMLI preconditioner of optimal order need not be very 
coarse. 
Each matrix M ( k ) is a preconditioner to A ( k\ and Ml£) becomes spectrally equivalent 
to A(t) under certain conditions. As definition (3.3) (and, further, definitions (3.7) 
and (3.9)) shows, the AMLI preconditioner is of full block-factorized (multiplicative 
or Gauss-Seidel) form, as the HB preconditioner defined in (2.8). 
REMARK 3.2.1 It is also possible to define a polynomially stabilized block-diagonal 
(additive) version, based on the HB preconditioner defined in (2.7) which is better 
parallelizable. The corresponding condition number estimates, however, are larger 
than those for the multiplicative version, as is shown in Section 7.2, especially when 
a polynomial of degree one is used (the V-cycle). On the other hand, the V-cycle is 
the most feasible choice for parallel implementations. Experience in implementing 
an additive-type AMLI preconditioner is discussed in Chapter 9 (page 161). It turns 
out that both the number of iterations and the corresponding timings are unaccept-
ably high. 
P
v
(t) in the formulas (3.4) and (3.5) denotes a polynomial of degree ν which sat­
isfies the conditions 
0 < P
v
(t) < 1, 0 < t < 1 and Pv(0) = 1. (3.6) 
The fact that P
v
 (0) is normalized at the origin is important because then the expres­
sions in (3.4) and (3.5) do not require actions of 5 ( k = 1 ) ~ or A(fc)~ . The role of the 
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polynomial P
v
(t) in stabilizing the condition number of M{i) A ( f ) is commented 
on in Section 3.3. 
We focus now on how to solve systems with the preconditioner M = Μ ( ί ) . Note 
that the above definition of M{t) is implicit and involves ν solutions of systems with 
Af(i_1), which itself involves another ν solutions with M(*~2) and so on. Due to the 
factorized form of M ( k + 1 ) , the solution of the system M ( k + 1 ) x = y consists of a back­
ward solve, followed by a forward solve. 
Forward sweep: 
Solve 
Backward sweep: 
\A[ÏU о 1 
A{£+1) S(k). 
'щ' 
w2 
— 
Vi" 
У2_ 
( F l ) wi 
(F2) w2 
= А 
(k+l)-
11 
= S»)'1 (· 
Уь 
У 2 - •АЙ
+
 ). 
i.e. 
Solve 
il' (fc+i) i ( k + l ) M l l 1 2 
i(k+l) 
r
w
 η (Bl) \2 = w2 ) w, 
w, 
,(B2)
 X l = w^Aft+^A^V 
i.e. 
Since P
v
(t) is of the form P
v
(t) = 1 - ait - ... - a
v
tv, we observe that 
ν = 5"""'ζ = [I-PV{M^-1A^)]A^-1Z 
= [a
x
l + a2M
w
~'Aw + • • · + a
v
(Mw , A< t ) ) y - 1 ]Ai ( k , " I z. 
Then the computation of ν = S ( k ) 1 z for some ζ e Rnk can be implemented, for 
example for S{k) defined by (3.4), in the following way: 
Solve M ( k )v = a
v
z. For r = 1 to ν - 1, solve M ( k )v = A (k)v + a
v
-
r
z. 
It is clear from (3.4) and (3.5) that the higher the degree ν of the polynomials 
we choose, the better the approximation of the corresponding Schur complement 
5 ( k ) becomes and the more accurate the computed solution becomes. On the other 
hand, the lower the value of ν we use, the cheaper the method is. For the AMLI meth­
ods it is possible to compromise between these two conflicting aims in the sense 
that there exist values of ν for which properties ΦΊ and ΦΊ (page 4) are simultane­
ously valid. 
Next, we observe that steps (Fl) and (B2) require solutions with the blocks Α (π+ 1 ). 
When A ( k + 1 ) are the corresponding HB level matrices, it is known that the blocks 
An + 1 ) are optimally conditioned, namely, κ ( А ( Ц + 1 ) ) = O d ) independently of k. 
Thus, this solution can be done by some iterative method, for example, and the con­
vergence rate will be optimal. The cost, however, can be high, and we have to solve 
systems with A[\+1) even twice. To overcome this, the next idea is to replace A[\+1) 
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,(fc+D ( k + l )
 i o with an approximation B
n
 such that the solution with Вц is cheaper but still 
accurate enough. This possibility is studied in detail in [38] where, instead of (3.3), 
the following preconditioner is considered: 
jvf (fc+i) 
„(k+l) 
m+u 
О 
s<*> 
r(fc+l) „(к+І)" 1 7(k+l) 
a
n
 A12 
r(fc + l ) 
(3.7) 
with S(k) defined as in (3.5). The matrix blocks Ä\k2+l) and A2\+1) are the same as in 
(2.6) (page 19) and are easy to compute as functions of the matrices ^ п + 1 ) , В 
,(k+l) „(fc+1). 
(k+l) 
11 · 
А\ТЧ, ^21 i ; with the help of two special matrices Jn and Jf2 which define the con­
nection between the stiffness matrices computed using the hierarchical basis func­
tions and those computed using the standard nodal basis functions. (More about 
the hierarchical basis functions method is given in Chapter 7.) 
In (3.7), B[\+1) is an approximation of A[\+1) in the sense that there exists a positive 
constant 5k such that 
VTA[\+1)V < V τ
Β<ϊ+ 1 )ν s (1 + б
к
) тА[\ ( k + l ) v for all е Г 1 " Л (3.8) 
We observe that for ok = 0, B\ ( k + l ) _ . ( k + l ) 4 1 and then (3.7) reduces to (3.3). There 
are different ways to approximate A[\+1\ For example, в[\+1) can be some incom­
plete factorization of A[\+1). Special care in approximating Л (^+ 1 ) has to be taken in 
the case of problems with discontinuous coefficients and anisotropic problems (see 
[76]). Naturally, the rate of convergence of the resulting preconditioning scheme de­
pends on the accuracy of the approximation, i.e., of the level-dependent parameter 
ok in (3.8). A way to avoid the dependency of the constant <5jt is proposed in [39]. 
There it is shown that there is no need to estimate how accurately β[\+ί) approx­
imates А ц + " on each level of refinement to have the optimal rate of convergence 
property ФЛ. 
As a further step in the direction of simplifying the task of solving systems with 
M ( f ) , the following preconditioner is considered (and studied in detail in Chapter 
4): 
jyf(fc+i)
 = 
•„(k + l )- · 
ΰ 1 1 
д(к+1) 
л 2 1 
0 
r(fc+l) 
г Л к + 1 ) п ( к + 1 )
л
( к + 1 ) 
в 
11 4 2 
Sik) 
(3.9) 
where 5 ( к ) is given in (3.5). This time it is not A\\+1> but its inverse which is approx­
imated by some other matrix ßji+1). Thus, instead of solving systems with A[\+1) 
or with some approximation of it, we need only to do matrix multiplications with 
,(fc+i) 
' l l The matrix в[\
+1)
 is constructed so that it meets certain requirements it 
has a prescribed sparsity pattern, is nonnegative when Л ц 4 " is monotone, and is 
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a sufficiently good approximation of Α* + 1 ) . Its properties are described in detail 
in [22] and Chapter 4. Some methods to construct such approximations can also be 
found in [30] and in the references therein. In the case of discontinuous coefficients, 
it suffices with a simple diagonal approximation of Α | ' + 1 ) (cf. Chapter 9). In the 
case of anisotropy, a more accurate approximate inverse is required. The experi­
ments in Chapter 4 show some dependence on anisotropy, while this is completely 
overcome in [76]. 
The following Procedure AMLI describes the solution of a system with M(t) for 
the AMLI preconditioner, defined in (3.9), where only matrix χ vector multiplica­
tions and vector updates occur. 
Procedure AMLI: u ( k ) - AMLI 
[fi f c ),f^]~f<k> t 
wlk )=<fik ), 
W2 - l 2 — A 2 1 Wj , 
k = k- 1, 
(f(k),fe,vk, 
І-ГО-о): 
if к = 0 then u 2
0 )
 = A ( 0 ) w ^ , solve on the coarsest level exactly; 
else 
u<k) - AMLI (a<k)w<k) 
for j = 1 to Vk- 1: 
u 2
k )
 - AMLI (A(k) 
endfor 
endif 
k = k + l, 
U
x
 - W! - B
n
 A
n
 U 2 , 
u<fc> - [и(,к,,і4к)] 
end Procedure AMLI 
k,vk,{a'k ) 
и
( к ) + л ( к ) 
U 2 + C L v k - j 
î?-o): 
w 2 , k, VkAo-j }J=o). 
Figures 3.2 and 3.3 illustrate the AMLI V-cycle and the so-called v-fold W-cycle (stud-
ied for the first time in [89]), where a polynomial of a degree higher that one is 
used only on some subset of the levels. In Procedure AMLI, each action of A2k) 
or л[ к ) can be regarded as a transition from level к to level к - 1, or from fc - 1 
to к, respectively, and can be seen as analogous to the restriction and prolonga­
tion operators in MG (cf. Figure 2.3). There are no pre- or post-smoothing steps in 
MG sense. As pointed out in [36], the action of ß}k) on a vector can be seen as 
a smoothing but acting on more nodes than MG. Actions such as [flk),f2k)] — f(k) 
and u(k) «- [uik),u2k)] denote reorderings of the unknowns to match the two-by-two 
structure of the matrices. 
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Figure 3.2: One AMLI step (V-cycle). Figure 3.3: v-fold W-cycle, [1,1,3,1]. 
3.3 Basic mathematical tools for the analysis of the rate of conver­
gence. The role of the matrix polynomials 
The analysis of the rate of convergence for AMLI methods is purely algebraic. The 
main mathematical tool used in [37], [38], [39], [21] is the strengthened Cauchy-
Bunyakowski-Schwarz (C.-B.-S.) inequality: 
a(u,v) < yyja(u,u)a(v,v), 
0 < y < 1, и е Л і, Vv e"W2, ЩпУ/2 = {0}, 
(3.10) 
where a( ·, · ) is a bilinear form, which appears in the variational formulation of the 
original problem (see (2.5), page 11 or (7.1), page 106), and Л і and lV2 are sub-
spaces of some finite element space Л associated with a given triangulation Τ of 
Ω. The existence of y is established by the following lemma. 
LEMMA 3.3.1 Let^Vi пЛ
 2 = {0}. Then the cosineofthe angle betweenlVi and~W2, 
defined as 
γ = cosOVu -W2) = sup . а ( ц ' ) 
u e X v e ¥ 2 V«(u.w)a(v,v) 
(3.11) 
J'S strictly less than one. 
As shown in [29], the constant y can be estimated locally, due to the fact that 
y = maxyT, 
where yT = sup ,. p "W, ν ρ Л -, ι ,
 Ύ
 s , s
 a n d д
т ( и , ν) corresponds to 
u t KKi, ν fc rv2 jaT(u,u)aT(v,v) 
a(u,v) restricted over one element Τ οι't (see also [58]). In the HB context the im­
portant case is when ~W\ and Л
 2 are subspaces of Ύ
ω
 spanned, respectively, by 
the basis functions at the new nodes {N
s
\N
s
-\} and by the basis functions at the old 
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nodes {N
s
-x}. The value of y depends on the type of the basis functions chosen for 
'Wi and У/г but is independent of h (for the h-version of the HB method). Further, 
it does not depend on the geometry of the domain Ω. It is also easily seen that y 
is independent of any discontinuities of the coefficients of the bilinear form a(•, • ), 
as long as they do not occur within any element of the triangulation used. Another 
observation is that if we have a hierarchy of refinements of the domain which pre­
serve the properties of the initial triangulation (by using congruent triangles, for 
example), then y is independent of the level of the refinement as well. For certain 
implementations, it is shown that y is independent of anisotropy (see [76] and [23]). 
Hence, as long as the rate of convergence is bounded by some function of y, it is 
independent of other problem parameters such as the ones mentioned above. 
The equivalent matrix formulation of the C-.B-.S. inequality for two-by-two parti­
tioned matrices, as in (7.3), has the following form: 
I v¡AlzVi | = | [Д21 2 |< y (vfAiiVi)1' (V£A 2 2 V 2 ) 1 / 2 (3.12) 
for all vi e R"2 _ n\ v2 e R
ni
 and with y defined as 
w[.Aw2 
y = sup 
Wl6R"2,w2eR"2 ( w r A w l w r A w 2 ) 1/2 
and wi = [*, 0] r , w2 = [0, * ] r . 
Further, whenever approximations of the pivot blocks of A(fc) are used, certain 
spectral relations have to be satisfied, such as « iA* < Bn' < α2Λ^' and 0іЛ22' < 
ß 2 2 < Р2Л22 • 
To show that property κ ÍM(Í) Α^Λ = 0(1) holds, a bound on the relative condi­
tion number κ (M(fc) A(k)) is needed. The latter is ensured by a proper choice of 
the matrix polynomials involved in the definition of the AMLI preconditioner. It is 
seen from (3.4), (3.5) and (3.8) that the inverses of the Schur complements of the 
matrices A{k), partitioned as in (3.2), are approximated by certain matrix polynomi­
als P
v
 of degree v, which satisfy the conditions (3.6). There exist, of course, a whole 
class of polynomials which fulfill these conditions. For example, 
Pv(r) = ( l - r ) v . 
The preconditioner obtained for this polynomial with ν = 1 is one of the earliest, 
studied in [88]. 
We illustrate first that the direct extension of a two-level to multilevel full block-
factori- zed preconditioner leads to an unbounded sequence of condition numbers. 
For convenience, the representations of A, the full block-factorized preconditioner 
for the two-level cases of HB, and for AMLI are repeated below: 
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l=[A21 Aal'*2 I
 h 
< + 1 ) 
MAMLI 
IÏ (k+1) 
A 2 1 й
п 
T(k+l) l2 0 
B \ (the two-level case), 
Γ Β « Ϊ
+ 1 )
 О 1 \iik+1) в^ + , ) - 'л< к 2
+ 1
Ч _ Г /,(к+1) о 
U l + 1 ) sik)\ Ι ο i{2
k+1)
 J " Κ + Ι ) *ίΐ + 1 > _ 1 # ' . 
B(fc+i) 
'11 
О 
д(к+1) 
Л 1 2 
5<і) 
The usual way to estimate κ^+ι = κ (M ( t + 1 ) А«^1' J is to apply recursively the two-
level estimate and to relate κ^+ι to κ&. The estimate for the two-level case reads as 
follows. Assume that there exist α and β for which the spectral relations A
u
 < 
Bn < αΑχχ and Агг ¿ Вгг + М\Вп~хА.\г ^ ßM2 hold. Then, assuming that MF 
is invertible and that 1 < α& < ßk for any к = fco, · • · ,-ß, we apply the estimates 
from Theorem 7.2.3, page 120 (see [24]). Then, with ßk+i = Хк + Y2, we find Гк+\ = 
(cxk+1 - 1)/(хк + γ2 - 1) and 
«k+1 £ 1 + 
Xfc + Y2 - 1 
1 - У 2 
1 + r 
ш 
+ ry¿ i - y 
l 1-у 2 
-у, if г = 1, 
if г = 0. 
(3.13) 
Clearly, this leads to a geometrically unbounded sequence of condition numbers. 
For example, if y2 = 1/2, (3.13) with r = 1 shows that Xjc+i ¿ 3.4142xfc < 
(3.4142)*-*«*^. 
Consider now the construction for M^1LI and choose the polynomials Pv so that 
the value of Pv is minimized in the interval defined by the eigenvalues of the ma-
trices Мдм
и
А
(к)
. This results in a significant decrease of the condition number. 
For example, if Xk = χτ5 and ν = 2, then we let Рг(£) = 1 - σί(2 - t), where 
σ = arg min max \Pz(t)\. We find σ = jr^ andmax|P2(í)l = 5^7 - 1 = 5 ^ · 
Then 
α l-ystsl+y 2^F 
1 + 
Xk+i ^ 
2 - у 2 
1 -
2 - у 2 
l _ y 2 · 
i.e., Xit+i = НкІ (1 + У)2 < хь so this matrix polynomial approximation results in an 
outer matrix condition number which is a factor
 a
+y)l of the inner matrix condition 
number. 
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The polynomials which have the smallest minimum in a given interval are the 
shifted and normalized Chebyshev-type polynomials 
(ßk + Ok-2t\ 
(ßk + аЛ 
\ßk-akj 
V Рк~ Oik I 
Pv(t) = V "„ . Д ' , (3.14) 
+ 1 
where T
s
(t) are the Chebyshev polynomials of degree s given recursively by 7Ό = 
1, Τι = t, T
s
+i = 2tT
s
 - T
s
-\, s = 1,2, •· • Here, 0 < ak < ßk defines an interval 
which contains the spectrum of the matrix product M{k)~lAik). The polynomials 
Pv(r) defined in (3.14) have the smallest local maximum in [otk, ßk], 0 < α& < ßk- It 
has been shown that there exist values of ν such that the relative condition number 
of M(k) with respect to A(k) is bounded independently of the level number k. Thus 
the AMLI preconditioned possess the optimal rate of convergence property Φ4. 
Initially, e.g., in [37] and [38], the polynomial degree ν was assumed to be the 
same on each level. The choice ν = 1 corresponds to the so-called V-cycle, which 
gives the cheapest possible preconditioner within the considered context. Later, in 
[89], [22] and [30], it was shown that ν can differ from one level to another (in par­
ticular, it can be greater than 1 after each group of μ levels) and still the multilevel 
preconditioner can possess the optimal property Φ-J. In practice, the value of the 
upper bound ßk for the coefficients in (3.14) is computed as a function of y and 
«k in the HB context is 1. For the preconditioner (3.9), ßk is computed using a few 
Lanczos iterations combined with a bisection method. The values of ak are found 
using a simple recursive formula involving aki. 
Conditions for the spectral equivalence of Mie) and A(i) are based on establishing 
lower bounds, independent of 6, for the degree ν of the matrix polynomial involved 
in the construction of M(t). The major result in [38] states that v, when it is fixed 
on each level, must satisfy 
Λ 2\-(1/2) 
In [89], the lower bound for ν is in terms of the growth of the energy norm η (fco) 
of the nodal interpolation operator that restricts a function from a finer element 
space to a coarser one. Optimal order of complexity results for 2-D and 3-D are 
derived. 
The optimality property ΦΊ of the the multilevel preconditioner (3.9) is based on 
the assumption that A ( i ) is a Stieltjes matrix and on the properties of the approxi­
mation matrix B}I+ 1 ) to А^+1) . The main convergence result is of the form 
v>F(ßk), 
where F is a function of ßk within the μ groups of levels and vi = 1 on all levels 
except at the end of each cycle of μ levels, where Vk = v. 
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Computational Complexity Aspects 
The conditions for the optimal computational complexity of the AMLI methods in­
volve an upper bound on the degree of the polynomials PVk. Since estimates of com­
putational complexity are derived in detail in Chapters 4 and 7, we do not consider 
them further here. 
3.4 Variable-step (nonlinear) preconditioners 
The AMLI preconditioners defined by (3.3), (3.7) and (3.9), together with the poly­
nomial (3.14), require certain eigenvalue information at each level in order to com­
pute the coefficients for the polynomials PVk(t). When symmetric positive definite 
matrices are considered, the necessary eigenvalue estimations are computed rela­
tively easy. Despite the above, however, it still requires some extra computational 
efforts. Further, for nonsymmetric problems this approach becomes even more 
complicated. 
One way to avoid eigenvalue estimates and, thus, be able to apply the algebraic 
multilevel preconditioners to nonsymmetric problems is presented in [43]. In this 
connection, a more general interpretation of the action of the matrix polynomials 
at each level (or at each group of μ levels) is introduced, namely, it is replaced by an 
inner iteration process. In [43], as an inner iteration method the generalized conju­
gate gradient method is used. In this way the proposed method becomes completely 
parameter-free. Symmetric and coercive bilinear forms with corresponding coeffi­
cient matrices with bounded and measurable entries are considered. The method is 
derived for finite element stiffness matrices A{k), computed from the bilinear form 
using the fcth level hierarchical basis functions. We include here a general descrip­
tion of the idea. 
Let a system with a matrix A have to be solved with some iterative method, called 
outer. To simplify the presentation, we consider the typical case when A is parti­
tioned into two-by-two block form as in (3.2) and Ац is nonsingular. It can be seen 
that if 5 = Агг - Аг\А\\А
и
, then 
A-l = An A 
A2 « 
-AîlAu 
h 
О 
-S-1A21A¡-11 S- (3.15) 
The action of A - 1 on a vector involves two actions with A f ' and one with 5 _ 1 (see Al-
gorithm 3 in [43]). We now replace all the actions of inverses of matrices in (3.15) by 
approximate actions, using some iterative method, called inner. Then, the resulting 
matrix takes the form 
M 
-[* -MdAii]Al2 h Μ2[ΑΓί] -МзУ-ЧАгіМгГЛгЛ M3[S ° 1 (3.16) 
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and is used as a preconditioning matrix for the outer iterative method. Here, MS[Q], 
s - 1,2,3 denotes some approximate actions of a matrix Q. We have the freedom 
to use different approximate actions of one and the same matrix, to use less costly 
(and, perhaps, less accurate) actions during the first outer iterations than during 
the final ones. (Thus, the actions have variable lengths.) But from (3.16) it is clearly 
seen that even if A is symmetric, M may not be symmetric, in general. That is why a 
GCG-type of solver should be used also for the outer iterations. In fact, in this case 
M acts as a general nonlinear mapping. 
A multilevel variable-step preconditioner can be defined in an analogous way (cf. 
[43]). For such a preconditioner convergence properties are derived, and it is shown 
that a GCG method with the above preconditioner converges with optimal rate and 
optimal complexity. Estimates for 2-D and 3-D problems are derived of the type: 
Сц
4
 < ν ί 2dfl, in 2-D (d = 2) and C22" < ν < 2άμ, in 3-D (d = 3). 
3.5 Nonselfadjoint and indefinite problems 
An application of the variable-step preconditioner concept from [43] to the gener­
alized conjugate gradient method (proposed in [18]) is derived in [41]. Here, the so­
lution of a system of linear equations Ax = b with possibly nonsymmetric and/or 
indefinite matrix A is considered. A variable-step preconditioner, viewed also as a 
(in general) nonlinear mapping B[·] : r — B[r], is used to accelerate the global con­
vergence of the GCG method. Under assumptions of coercivity and boundedness 
of the mapping B[·], a monotone convergence of the GCG method with variable-
step preconditioner is proved. Conditions for the coercivity and boundedness of 
the mapping B[·] to hold are also derived. More about the theory of multilevel pre­
conditioning of indefinite elliptic finite element matrices can be found in [41], [91] 
and [92]. 
3.6 Applications and test problems 
Different AMLI preconditioners have been applied to various problems, showing the 
optimal behavior of the proposed method with respect to properties ΦΛ and Φ-2. We 
briefly mention some typical test problems. 
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PROBLEM 1 
-Au = ƒ in Ω, Dirich-
let and Neumann bound­
ary conditions. 
PROBLEM 2 
-f ι u
xx
 - f 2 Uyy = ƒ in Ω, Dirichlet, Neumann 
boundary conditions. 
PROBLEM 3 
Ω\Ω 
/ss/ 
-V(k(x,y)Vu) = ƒ in Ω,Μ = 0 on 3Ω, 
k{x,y) can be smooth or discontinuous, say, 
(fc = 1 in Ω\Ω and fc «; 1 or к » 1 in Ω). 
PROBLEM 4 
PROBLEM 5 
-V {k(x,y)Vu) -pVu + qu = f ΐηΩ, u = g 
on 3Ω, k(x,y) > 0 and bounded. 
-V (k(x,y)Vu)-\qu = ƒ ϊηΩ, u = # ο η 3 Ω . 
Problem 1 is the test problem in [38], [39] on an L-shaped domain and in Chapter 4 
on a square region. Numerical examples based on Problem 2 (strong anisotropy) are 
analyzed in [76]. Tests with large values of the ratio 5i/f2 or ¿г/^і are coupled with 
discontinuity of the coefficients. An optimal order AMLI preconditioner of the type 
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(3.3) - (3.5) is constructed so that the solution algorithm does not depend on the 
ratio of the anisotropy. Problem 3 is considered in [37], [43], [89], and Chapter 9, 
discretized by nested sequence of triangular meshes and piecewise linear finite ele­
ment basis functions. The coefficients can be discontinuous but they are assumed 
to be constant on each element on the coarsest triangulation. The domain Ω can 
be rectangular or L-shaped region with reentrant corner. In [42], domain decom­
position preconditioners with inexact subdomain solvers are tested on Problem 4. 
Here, the discretization matrix is nonsymmetric. The properties of the precondi­
tioners for nonsymmetric and indefinite problems in [91] are tested on Problems 
3 and 4, respectively. Problem 3 is considered on a polygonal domain, discretized 
using mixed finite elements. In [31] AMU is used within the context of solving the 
generalized symmetric eigenvalue problem (Problem 5). 
3.7 Conclusions 
The AMLI methods can be analyzed both as 
- methods for a sequence of finite element or finite difference nested meshes, 
or 
- general approximate factorization methods, which can stabilize the condition 
number for symmetric positive definite problems. This can be done within a 
purely algebraic general framework. 
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Chapter 4 
Algebraic Multilevel Iteration Method 
for Stieltjes Matrices 
Published in: Numerical Linear Algebra with Avvlications. 1 (1994), 213-236. 
0. Axelsson and M. Neytcheva 
ABSTRACT: The numerical solution of elliptic self-adjoint second order boundary value 
problems leads to a class of linear systems of equations with symmetric, positive 
definite, large and sparse matrices which can be solved iteratively using a precon-
ditioned version of some algorithm. Such differential equations originate from var-
ious applications such as heat conducting and electromagnetics. Systems of equa-
tions of similar type can also arise in the finite element analysis of structures. 
We discuss a recursive method to construct preconditioners to a symmetric, pos-
itive definite matrix. An algebraic multilevel technique based on partitioning of the 
matrix in two by two matrix block form, approximating some of these by other ma-
trices with more simple sparsity structure and using the corresponding Schur com-
plement as a matrix on the lower level, is considered. 
The quality of the preconditioners is improved by special matrix polynomials 
which recursively connect the preconditioners on every two adjoining levels. Upper 
and lower bounds for the degree of the polynomials are derived as conditions for 
a computational complexity of optimal order for each level and for an optimal rate 
of convergence, respectively. 
The method is an extended and more accurate algebraic formulation of a method 
for nine-point and mixed five- and nine-point difference matrices, presented in some 
previous papers. 
KEY WORDS Optimal order preconditioners, Algebraic Multilevel, Chebyshev poly-
nomial approximation, Diagonal compensation, Approximate inverses. 
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4.1 Introduction 
We are concerned in this work with the solution of a linear system 
Ах = Ъ, x e R " (4.1) 
where A{n χ η) is a sparse nonsmgular matrix. 
The purpose is to find an algebraic multilevel iteration method with a computational 
complexity of optimal order, i.e., work proportional to the work involved in performing 
some bounded number of matrix-vector multiplications with A (this number is bounded 
independent of the dimension n). 
We consider here the class of Stieltjes matrices, which are defined as follows-
A square matrix A = ( a y ) " J = 1 is a Stieltjes matrix if it is symmetric and an M-matnx, 
i.e., 
a,j = a,,, a,j <0,ιΦ j 
and m addition A - 1 is monotone, i.e., A'1 > 0 or equivalently there exists a positive vector 
ν such that Av > 0. 
Note that a Stieltjes matrix is symmetric and positive definite (s.p.d.). 
The system (4.1) can be solved using some preconditioned iterative method, like: 
Given x(0), 
for 5 = 0,1,... until convergence 
compute r(î) = Axis) - b, 
solveMy(i) = -r l s ), 
fmdx(î+1) = х(5) + т,уы, 
(4.2) 
where the iteration parameters {т
т
} have some proper values usually chosen to acceler­
ate the convergence and M is a symmetric positive defunte preconditioner to A. Here we 
will use the preconditioned conjugate gradient (PCG) method which has similar form but 
where the iteration parameters are computed by certain inner products. 
The preconditioning matrix M will be recursively defined, based on a sequence of ma­
trices {A{k)}, к = 0,1,... ,£ of an increasing order rifc, where A = A(i) is the final matrix. 
There are different ways to define the sequence {A{k)}. It can be the sequence of the 
finite element matrices for nested finite element meshes. Another possibility is to use 
matrices constructed by some method of deletion of certain matrix entries, diagonal com-
pensation of those entries and reduction to a Schur complement form of a properly parti-
tioned matrix Similarly {A(k)} can be defined from a sequence of matrix graphs and some 
further rules to determine the matrix coefficients. 
In the present paper we shall use the method of deletion of matrix entnes. 
As has already been shown in [37], [38] and [27], for mstance, the accuracy of the 
preconditioners is increased by use of certain matrix polynomials. In the present paper 
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another recursive procedure will be performed to obtain appropriate polynomial coeffi­
cients. 
The present method can be seen as an extension of a method by the first author and 
Eijkhout ([27]) presented there for mixed five-point and nine-point difference matrices. 
Finite element versions of the algebraic multilevel method have appeared in a sequence of 
papers by the first author and P.S Vassilevski (see [37] and [38]). For an algebraic multignd 
method more based on the classical multignd method, see [85]. 
The remainder of the paper is organized as follows. The construction of the precon-
ditioners is mtroduced in Section 4.2. Some methods to approximate the inverse of the 
first pivot block of the matrices A{k) partitioned m two by two block form are presented 
in Section 4.3. In Section 4.4 the solution of the system (4 1) and the computational com­
plexity are discussed. The rate of convergence is analyzed m Section 4.5. The results of 
some numerical experiments and also some conclusions are presented in the final Section 
4.6. 
4.2 Construction of a sequence of the matrices A(fc) and the corre­
sponding preconditioning matrices 
The matrix graph Ω(Ν, S) for a matrix A(nxn) is defined by a set of vertices (nodes) N 
and a set of edges 5 where al} Φ 0 if and only if (ι, j) ε S. 
Let A ( f ) = A and consider the construction of matrices Aik), к = £,£-1,... ,1,0 of 
order rijt, such that 
njt+i 
nk 
• = Pt > ρ > 1. 
This means that the number of nodes increases m a geometric ratio. 
Let {Ω*} be the sequence of the matrix graphs corresponding to (Λ(,:)}. We assume 
that the corresponding vertex sets satisfy 
No с Ni с ... с Nk с JVfc+i с ...cNg. 
The sequence {A(k)} can be constructed by one of the following two methods 
The first is based on a bilinear form a{u,v) and nested finite element meshes {Nk, Sk} • 
Here we have 
A(k) = 
ΜφΐΚφΜ) ,(i,j)sSk, 
0 , otherwise, 
where {ф[к)} is the set of finite element basis functions on Nk. This was considered m 
[37], [38]. 
A typical example is the symmetric and coercive bilinear form 
a(u,v) = kVu.Vv dx. 
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In the second method we can use some sparse approximations А<к+1) of A ( t + I ), form 
the Schur's complements of A{k+1) which, possibly, further approximated also, define a 
matrix Aik) with matrix graph Ω<;. 
In the paper a method of the second type is considered. Such a method was previously 
considered in a special case (for 9-point difference matrices) in [27] and is here extended 
to a sequence of general matrices. In the previous paper certain diagonal matrix approx­
imations were used. In the present paper we discuss also more general approximations. 
We define the sequence {A{k)} by a recursion from the top to the bottom: 
Each matrix Л ( к + 1 ), к > 0 is permuted and partitioned in some way in a two by two 
block matrix form 
д(к+1> _ 
l « + D 
(k+1) 
L «21 
, ( k + l ) η 
•<k+l) 
*22 
Nk+1\Nk 
\Nk 
(4.3) 
corresponding to the vertex points in Nk+i which are not in Nk and to those in Nk, respec­
tively. 
Then we approximate A[\+1) by another matrix в[\+1) which is sparse, positive defi­
nite, nonnegative and symmetric, such that 
В 
<k+l).(fc+l) „(k+1) 
11 Ml '1 = V 
.(k+1) (4.4) 
Here 
, ,(k+l) _ 
, « • 1 ) 1 
.(k+1) 
L V 2 
)NM\Nk 
ÌN, 
is the restriction of the positive vector v(f), for which A ( fV f ) > 0, to the nodes in JVit+i. 
(Note that A(f) is an M-matrix so such a vector exists.) 
Frequently в[\+1) is a bandmatrix. The actual construction of в[\+1) will be discussed 
later. 
Next we consider an intermediate matrix 
f(k+l) 
p(k+l)-
#11 
д(к+1) 
A 2 1 
д(к+1) 
л 1 2 
4 ( k + l ) 
Я
гг 
(4.5) 
We define now the matrix Alki as the Schur's complement of the matrix Aik+i), i.e., 
А<«=АЙ+1,-АЙ+1)В{?+1)>ІЙ+1). (4.6) 
(We remark here that this is the main point where the present method differs from the 
corresponding method in [37], [38], where Am correspond to the finite element matrix on 
ameshnUVk.Sk).) 
Clearly Aik) is symmetric. Furthermore, it can be seen that (see [22] for details) Aik) is 
an M-matrix and 
A ( k ) v ( k + D > 0 
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for the restriction vik+l) of v(i) to the vertex set N^. This shows that A(k) is a Stieltjes 
matrix. 
In some cases a second approximation step may be necessary. It can namely happen 
that A(k) becomes denser with increasing k. This will happen m particular if ß[k+1) is not 
sufficiently sparse. In order to prevent this, in such a case we let 
А<к>=А22-А2
к+1)
В<к+1)А<к+1) 
and 
AM=Sk[Aik)]+D{2k). (4.7) 
Here Sk[A(k)] denotes a sparse part of A(k) with sparsity pattern St, i.e., entries of A(k) 
outside the pattern Sk are deleted. D2
k)
 corresponds to a diagonal compensation of those 
entries, i.e., D2
k)
 is denned by 
A<k>v<k+1) = A<k>v2"
+,)
. 
In the same way as before it can be seen that the so denned matrix A(k) is also a Stieltjes 
matrix. 
Let us consider now the sequence of the preconditioning matrices M ( k ). They are de­
fined as follows: 
M ( 0 ) = A ( 0 ) 
forfc = 0, l , . . . i - l 
M ( k + 1 ) = 
( i + i ) -B 
A { k + 1 ) A2\ 
. „(fc+1) ¿(Ic+l)· I Bn Al2 
0 gw 
(4.8) 
where S(k) will be defined below. 
It can be seen from (4.8) that M(k) are also recursively defined but, m contrast to A(k), 
bottom-to-top. 
The matrices M(k) are defmed in such a way that they approximate A(k) and to analyze 
this approximation we consider 
M (k+1) = 
= J 
д(к+1) 
_
 A 2 1 
4<fc+D
 + 
4 ( k + 
A 1 2 
S^+A
{k+l)B 
Г0 0 1 
0 S<k>-A ( k )_ 
1) 
(fc+l) -Ck+l) 
11 A 1 2 
Hence S ( k ) will be an approximation of A(k). Let then 
$ f<«=A<«[j-Pv t(M ( k ," ,A , w>]"\ 
(4.9) 
(4.10) 
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where PVk is a polynomial of degree vt, Ρη(0) = 1 and which is small in the interval Ik = 
[ik.ffc] containing the eigenvalues of M{k) 'Aik). For technical reasons we let PVk(t) > 0, 
tit < ί < ft. The definition of Ai(t+1) requires, therefore, P
n
 to be already defined. This will 
be done in Section 4.5. Note that both A{ki and M(fc) are symmetric and positive defunte 
so the eigenvalues of М1к)^А1к) are real and positive. 
As it is seen from (4.2) at each iteration step we have to solve a system with the matrix 
M = M(t) which is a preconditioner to the initial matrix A = A{(). By the choice of 5 ( k ) 
and the structure of the matrix sequences {Aik)} and {Mik)} it requires only some matrix-
vector multiplications and vector additions. This will be discussed further in Section 4.4. 
4.3 Methods to approximate the inverse of the first pivot block of 
The simplest way to approximate ΛΪ*+1>_1 is to let в[\+1) be a diagonal matrix. Then the 
elements of ß{i+1) are readily computed from (4.4), because A\\+l)\\k+l) > 0, smce A(k+1) 
is an M-matnx and A ( l t l )v l l ;+1) > 0. 
More generally we can approximate Ап+ 1 ) ш t™0 steps: 
(1) let B
n
 be an initial approximation such that ( А П + 1 ) - Bu) is nonnegative. 
(2) let B{ïfl) =BU+ Di, where Di is a diagonal matrix such that 
( B n + D i M ^ V r 1 ' ^ 1 ' . (4.11) 
Such a matrix exists because А(1*
+1)
 [к+1) > 0. 
LEMMA 4.3.1 Let A
u
 be a positive definite Stieltjes matrix. LetЛц і > 0, where \\ > 0 and 
Jet B
u
 be symmetric. Then under the assumptions (1) and (2) 
a) Вц + Di is positive definite; 
b) Вц + D\ - A
n
l
 is positive semideflmte. 
Proof From (4.11) we have that 
(Bi i+Di-A
u
1 )(AnV 1 )=0 
or 
(Bn+Di-A, 1 1 )De = 0 (4.12) 
where D is a diagonal matrix such that De = АцУі and e = (1,1, . . . , 1)T. 
Note that D is nonsingular and nonnegative by construction. 
Now we form the matrix (B
u
 +D t - Au
l)D and see that since (1) holds the off-diagonal 
entries of that matrix are nonpositive. So (4.12) shows that (Вц +Di -Aîl)D is diagonally 
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dominant and the same holds also for D{Вц + Dl- A[{)D This matrix is symmetric and 
has therefore nonnegative eigenvalues. 
By a congruence transformation, it follows that Вц + Di -Al\ has nonnegative eigen­
values. This shows part b). Since A\\ is positive definite it follows that Вц + Di is also 
positive definite. • 
Now we consider a method to compute an approximation Вц for which the property 
(1) holds. 
There exist matrices Bi \ which have a prescribed sparsity pattern and which minimize 
a weighted Frobemus norm of (I - B
u
 Ац ). It turns out that for these matrices, A\\ - Вц 
becomes nonnegative As an example, the method for minimizing the weighted Frobemus 
norm, ІЦЕЦІ = {tr(FA¡"11£r)}1/2,where£ = І-В
и
Ац for matrices Β] ι having a given spar­
sity pattern, is equivalent to computing a matrix B
n
 having the required sparsity pattern 
(S) and satisfying 
(BnAn)ij = 6tJ f o r ( i , j ) e S . 
It can be seen that the nonzero entries of each row (say the г-th) of Вц are equal to the 
corresponding entries of the i-th row of the exact inverse of the restriction of A
n
 to the 
index set (k,j), where (t, fe) e 5л (k,j) e 5. 
It can be seen also that then I - ВцАц is nonnegative and smce А[\ is nonnegative it 
follows that Αϊί ~ ^ п l s nonnegative. 
REMARK 4 3.1 The above is one of the following two approximate mverse methods to be 
recommended, based on the following assertions. 
Let BtJ Φ 0 if and only if (ι, j) e S. 
(ι) The necessary and sufficient condition for В to satisfy 
(BA)lJ = 6lj f o r ( i , j ) e S 
IS 
В = minrr[(/ - BA^A^U - BA)] 
в 
where the minimum is taken for the set of matrices having the same sparsity pattern 
S. 
This method is fully parallehzable because the entries m each row can be computed 
independently of the others. 
It can be seen, however, that it can give a slightly unsymmetnc matrix В even when A 
is symmetric. Frequently this unsymmetricity has little influence on the number of 
conjugate gradient iterations. One can define В as the symmetric part of the matrix 
computed by (ι) and then perform the diagonal compensation step (4 11). Then this 
will give a symmetric matrix and (ι) will still hold for a symmetric A because 
Д-
1
 - | ( B + BT) = i(A-' -B) + | (A- ! -B)T > 0 
The following method will directly give a symmetric matrix В when A is symmetric. 
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(11) If A is symmetric and positive definite the matrix В satisfies 
BlJ = (A'1)lJ, UjeS 
if and only if 
В = m i n t r t d - BA)T{ATA)-i (I - В A)] 
в 
where the minimum is taken for the set of matrices with sparsity pattern S. 
EXAMPLE 4.3.1 Let Л be a band matrix. Then we can let S define a band matrix also. As 
has been shown in [26], the entries within the band of A'1 can be computed by recursion 
after factorizing A first. (No entries outside the band are required.) For details, see [26]. 
REMARK 4.3.2 Methods I and II have been used in [26] for tndiagonal matrices. It has been 
shown in [68] that the methods can be characterized by the minimality property with re­
spect to weighted Frobenius norms, of the error. A similar method to compute the ap­
proximate inverse В on the LDL7 form when A is s.p.d. has been presented in [69]. 
4.4 Computational complexity of one iteration step 
We want to solve a system with a matrix M ( f ) which is the preconditurner for the initial 
matrix A{e) on the top level £. As is readily seen from (4.8), Mie) is not explicitly given and 
it depends on M(e~l\ which depends by itself on M(f_2) and so on. 
The solution of a system M(k+1)x = у where M( fc+I) has a form of the considered type 
consists of two steps: 
Forward substitution; 
Solve: 
j O t + l ) " 
,( fc+l) 
*21 
W, 
w, 
i.e., 
i.e., 
Back substitution: 
Solve: 
1) 
2) 
A 
'I 
.0 
1) 
0 
Wi = B
n 
W2 = У2 - A 
Уі 
21 W l 
B l l A 1 2 
§m 
X2 = 5<*>-
Xl = Wi -
V 
_
X2_ 
1 
W2 
Д 1 1 
"A 
Wi" 
w2_ 
fc+1) 
12 K2 
(4.13) 
(4.14) 
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Here we have to solve a system with Sik). We note then that 
x=S<k>-'w =[l- Ру
к
(М^-'А^)]А^-'у/ 
= [aj + агМ^А^ + •••+ a^M^'A^V^M^'w ( 4 ' 1 5 ) 
where 
PVk(t) = 1-ait-...-aVktvK 
As is shown in [37] one way to implement (4.15) is the following: 
Solve M(k)x = aVkw. 
For r = 1 step 1 until v t - 1 : (4.16) 
solve M(k)x = A(k)x + a^-rW. 
Hence to solve a system with M ( k + 1 ) we need to solve v^ systems with M(fc). Each of 
these systems requires vj¡_i solutions with М ( к _ 1 ) and so on. The recursive algorithm we 
need is already discussed in [22] and [37]. 
Now the computational complexity we of the so called preconditioning step, i.e., of solv­
ing a system with matrix M ( f > will be considered for the following variable degree polyno­
mials. 
We introduce an integer parameter μ, 0 < μ < £ and assign the degree of the polyno­
mials for the different levels in the following way: 
V( =l.Vtf_i =1 ν(-μ+ι = 1,ν{-μ =v, 
V ^ . ! =l,V i_fJ_2=l νί-2μ =1, Vf.2(/-i=V, (4.17) 
νί-2μ-2 = 1 Vo=l. 
Thus the levels are grouped into clusters, called 'μ-cycles', and the length of each cycle 
is μ +1, but depending on the ratio -|y the last cycle can have a shorter length. Note that 
we let always vo = 1. 
Let С be a constant which is an upper bound of the arithmetic work per meshpoint 
done on each level meaning the vector additions and matrix-vector multiplications in­
volved in (4.13), (4.14) and the right-hand side in (4.16). С depends on the sparsity of 
the matrices and we assume that С does not depend on (. Then the complexity is readily 
found to be: 
wt=C(n
e
 + • • · + η(-μ) 
+ Cvins-μ-ΐ + • • • + Пе-Ζμ-ΐ) 
+ CV(ni_2M-2 + • · · + ηί_3μ-2) ( 4 щ 
s C * , [ 1 + i + ... + ( iy] r vp-(c+i>' 
fc = 0 , l , . . . -£- l ,andv<p" + 1 . 
Hence we see that if 
where 1 <p<.pk = ^ , fc = 0,l,...-£ l, and ν < p"
+ 1 
v < p " + 1 , (4.19) 
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then 
i.e., — which is the average work per degree of freedom, is bounded above by a constant 
independent of £. 
A similar choice of polynomial degrees have been used in numerical tests for finite 
element matrices in [89]. 
4.5 Rate of convergence 
In this section we will discuss some conditions for an optimal rate of convergence, i.e., 
conditions for which the spectral condition number 
xe = x(Mw~lAtt)) = 0(l), i - o o . 
The conditions needed will be derived by recursion, so we consider first the spectrum of 
jy(fc+l)-1^(k+l)_ 
In the following we assume for simplicity that the Schur's complement A{k) of A(t+1) 
is already sufficiently sparse so that there is no need to approximate A{k) further. The 
more general case, however, can be analyzed as below where then (4.21) will include two 
approximation terms. The analysis will be similar to the corresponding analysis in [38]. 
Note first that 
x
TA<*+1)x _ xrA<*+'>x xrA<t+1'x 
xrM(*+nx -
 х
гд(к+і) х ' χΓΜ<*+ΐ)χ' 
According to Lemma 4.3.1 the approximation в\\+1) of (Лп + 1 ) ) _ 1 is such that ΧΤΑ[\+1)Χ > 
χ
τ(β{Ϊ+ 1 ))_ 1χ, for all χ € Rnk»i-"i. Hence we have for some afc+i > 1, 
ak+ix
TA(k+l)x > xrA(k+1>x > xrA(t+1»x (4.20) 
for all χ e R"1". 
From (4.8) it follows furthermore that 
x
7-M(fc+i)x x¡(Sik)-A^)x2 
x
rÂ<fc+1>x- + xM<k+1>x 
x[(S'fc> -Af*')x2 
-
1 +
 χΙ"Α<*)χ2 
xlAik)[I - PvtW™ lA ( l t ))]-'x2 
x[A«"x2 
CHAPTER 4. АМН FOR STIELTJES MATRICES 47 
(АШІХ2)Т[І - PVt(Aik)iМШ-'А^)]-ЧАШІХ2) 
(А<к>*х2)Г(А<к>*х2) 
1 
'l-PvJminAíMW-'A«*))) 
1 
(4.21) 
1 - P v k t í * ) ' 
where we have assumed that 
maxPVk(t) = JV£*). /k = [ ík ,h i 
The first inequality in (4.21) follows because A{k) is the Schur's complement of the twoxtwo 
block partitioned matrix Älk+1\ so x£A{k)X2 :£ xTAlk+1)x. 
The inequalities (4.20) and (4.21) show that 
х
Гд(к+1) 
і - ^ & ^ х г м ц + п х *«*+!• <4·22> 
Here we choose the boundaries of the interval /*+ι to be ί^ +1 = 1 - PVk ( t¿) and tk+i to be 
an upper bound of the largest eigenvalue of M(t+1,"lA<t+1). (4.22) shows that tt+i < otk+i-
The polynomials PVi(t) are chosen as 
P (^t)
 = / K l / ' (4-23) 
where Tv(t) are the Chebyshev polynomials of degree v, 
Го = 1, Γι = i, Г +i = 2tr
v
 - Г -і. 
Let 
_ h+i 
Xk+i = ι— 
Ik+1 
be the condition number of м{к+1)~'A{k+l). Then if we apply (4.22) and (4.23) we have 
Xk+i = , ΐ * ' , * ч = tt+i ГГ^ • <4·2 4) 
i - P n ( í k ) = 1 + Ч ( і ^ ) - і ' 
(4.24) can be rewritten as: 
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Since we know that Γι (t) = t and vj¿ is chosen to be 1 for every μ consecutive values of к 
(see (4.17)) then we can write the recursive formula (4.25) as follows: 
*¿„ = Π t; ; ' , ( — · (4-26) 
Consider now the function 
φ(χ) = const 11 -
which corresponds to the right hand side of (4.26) with χ = κ - 1 and 
ktμ 
const = Y\ t~ e [0,1], 
s=k 
which does not depend on x. 
The following properties of φ(χ) can be readily seen: 
• φ(1) = const < 1; 
• φ(χ) is convex for any χ e [0,1] because φ'{χ) is monotonically decreasing. 
Let in addition 
k+μ 
ф'(0) = 2 П ? ; ' > 1 (4.27) 
s-k 
holds. (It is known that T^,(t) = v2.) Then there exists a positive fix-point χ = φ(χ) 
and this means that there exists κ - 1 = χ < χ^Ιμ or, equivalently, there exists κ > 0 such 
that xic+μ < κ. The extension of (4.27) over all groups of "μ + 1" x's leads to 
/ Μξ-1)μ_ у 
ν > max Π Ч . (4.28) 
which is the condition for an optimal rate of convergence. 
We collect the final results (4.19) and (4.28) in a theorem. 
THEOREM 4.5.1 The algebraic multilevel iteration method for Stieltjes matrices based on a 
sequence of matrices {A{k)} defined with (4.3), (4.5) and (4.7) and a sequence of precondi­
tioning matrices {Mik)} recursively defined with (4.7), (4.9) and (4.23) has an optimal order 
of computational complexity if 
Ι ί-(ξ-1)μ_γ 
p»+l > ν > max Π 4 . 
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where T
s
 are upper bounds of the maximal eigenvalues ofM ( s ) _ 1 A( i), ρ isa lower bound of 
the progression ratio of the degrees of freedom from level к to level к + 1, ν is the degree 
of the matrix polynomials used in (4.9) and ν > 1 at every (μ + l)th step in the algebraic 
multilevel algorithm. 
Note that the left part of the given inequality is a condition for optimal order of compu­
tational complexity per iteration step and the right part of it is a condition for an optimal 
rate of convergence. The latter contains a factor of μ + 1 parameters for each 'μ-cycle' 
and the estimate says that ν should be larger than the square root of the maximal of such 
product for any cycle. 
The conditions in the theorem have been analytically verified for nine point difference 
matrices in [27] to hold for all levels i and among other things it was shown that a
s
 and 
hence t
s
, are bounded uniformly in s. 
REMARK 4.5.1 The inequalities (4.20), (4.21) and (4.22) show that otk+i is an upper bound 
of the maximum eigenvalue of the matrix м"с + 1 ) _ 1А ( , с + 1 ). In general oik+i depends on к. 
For sparse matrices with only local connections to the nearest neighbors in the matrix 
graph (or difference mesh), the effect of reducing certain off-diagonal entries of A^+ 1 ) and 
a diagonal compensation of them on the spectral relation (4.20) can be estimated locally. 
For a general matrix where no such local analysis is applicable one would like to estimate 
otk+i using for instance a power iteration method, based on (4.20). Unfortunately the latter 
is practically impossible because (4.20) leads to a generalized eigenvalue problem and we 
would need the inverse of either one of the matrices involved. On the other hand even 
if an effective and cheap way to compute α^+ι was available such values might be too 
pessimistic as an upper bound of tk+i- That is why a recursive algorithm has been used 
to compute numerically the maximum eigenvalue of M ( f c + 1 )" ,A ( t + 1 ) going from bottom to 
the top level exploiting the fact that systems with M(fc+1) can be solved. It turns out that 
tk+i = «fc+i when Vfc = 1 but Ί^+ι can be much smaller than <Xk+i when v* > 1. 
The iteration method will converge for all values of ν if we overestimate tk+i- If we 
underestimate tk+i, it may happen that PVi(tk+i) > 1. This may cause M(lc) to become 
indefinite and the iterative method may not converge. 
This situation, however, can only occur for even degree polynomials. If the degree is 
odd, it can be seen that 1 - P
v
(t) is positive for any t > 0, even if we underestimate ik+i-
4.6 Numerical experiments 
We tested first the method described above on the Poisson problem 
-Au = ƒ (4.29) 
on a unit square Ω = (0, l ) 2 with Dirichlet boundary conditions 
u | =0, whereT = 3n. 
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This was discretized using standard piecewise linear finite elements on an isosceles trian­
gular mesh. 
The coefficient matrix on the finest level coincides in this case with the matrix denved 
from 5-point firn te difference approximations. The mesh points were ordered following 
the vertical natural ordering. 
As m [28] the construction of the sequence П&(Л ,^ Sk) corresponds to a recursive red-
black ordering imposed on the gnd and successive elimination of the red pomts. This 
gives rise to a mesh ratio ρ = 2. The sparsity structure of the matrices Aik\ к < i, m 
this case corresponds to a nine-point difference matrix for alternatively a standard or a 
skew-onented mesh. 
As a solution method we have used the preconditioned conjugate gradient method 
with a multilevel preconditioner M defined by (4 7) and with different combmations of 
polynomial degrees ν and V-cycle length parameter μ. The stopping criterion used was 
4 ^ < ю-12, 
glM-!gl 
where g t and gt are correspondingly the initial and the current computed residuals
1
. 
A row-wise storage scheme of a general sparse matrix was used (for details see [81] for 
ms tance). 
Recursive algorithms were used to calculate both the values of £*+1 and tjt+i needed 
for the computation of the coefficients of the polynomials P
vt. (The recursion was from 
the lowest level, where t 0 = ίο = 1. to the highest.) 
Four different methods were tested estimating the upper bound ί^+ι· The first one, 
denoted by 'HAG', was to find an upper bound of the largest eigenvalue of the matrix 
д (^fc+ir1 ^ (fc+i) applying
 a
 matrix norm estimation algorithm presented originally by W.W. 
Hager (see [63]) and tested for convergency by N J. Higham (see [67]). The second ('POW') 
was the power iteration method. As a third test ('LANN') the Lanczos method was per­
formed and a NAG-routine was called which finds all (not only the minimum and the max­
imum) eigenvalues of the considered matrices The last method ('LANB') performed some 
Lanczos iterations combmed with a bisection method to calculate only the maximum eigen­
values. The formula (see below (4.22)) 
ί*+ι = 1-·Ρνι(ί*) (4-30) 
was used for finding a lower bound of the smallest eigenvalue of M ( k + I ) 'л1**1 1 in the 
methods 'HAG', 'POW' and 'LANB'. 
The computer implementations of the above four methods have an initial vector x° = 
et+smalLper tur bat wn.vector, where et = [1,-1,1,-1,... ] r and the smalLperturba-
tioTL·vector is a randomly generated and normalized vector, multiplied by 10~2. 
The 'HAG' algorithm requires few iterations for convergence to the matrix norm but 
the so derived upper bound of the maximal eigenvalue turned out to be too rough. This 
causes later m the preconditioned conjugate gradient method many more iterations than 
The IBM double precision was used for all numerical tests presented in the paper 
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632 grid / 3696 unknowns /11 levels 
μ 
1 
1 
2 
V 
2 
3 
3 
Solve with PCG using tk+i estimated by 
'HAG' method 
No. of 
iterations 
13 
8 
14 
CPU time 
0 80 
123 
0.85 
'POW' method 
No. of 
iterations 
3 
2 
3 
CPU time 
0.28 
0 49 
0.26 
Table 4.1: Results for PCG after the polynomial coefficients have been derived using the 
'HAG' method and the 'POW' method, respectively 
necessary and a loss of a computer time. It occurred that for mstance the power method 
gives much sharper bounds of the maximal eigenvalues (Table 4 2) and, therefore, fewer 
iterations (Table 4.1) then Hager's method. 
The other tests were to find the exact maximum eigenvalues (or an accurate approxi­
mation of them). 
The iterations m the methods 'POW', 'LANN' and ΊΛΝΒ' were performed until 
I current-eigenvalue- previous-eigenvalue | < 10~2 
which mcluded checking for both minimum and maximum eigenvalues in 'LANN'. 
Numerous numerical tests, not presented here, have shown that the vector 
r 1 1 1 ι 
І-Пк Пк nk J 
(where n* is the number of unknowns at the current level), which is similar to the initial 
vector used, is an eigenvector for some of the intermediate level matrices M(fc) *A(k) but 
it does not correspond to the maximum eigenvalue. In such cases the power method per­
formed very few steps (see Table 4 2) but it didn't find a proper result. That is why the 
smalLperturbation-vector was introduced. The 'POW' method was also run startmg with 
a random initial vector but then the number of iterations was significantly larger and it 
grew with the level number as well as with the number of unknowns. This was the mam 
reason to use 'LANB' m the further experiments. 
Table 4.2 shows also how accurate lower bounds of the minimum eigenvalues are com­
puted applying the recursive formula (4.30). 
We present in Table 4.3 the iteration counts for the Poisson problem, when the method 
'LANB' has been used to esumate the parameter tj,+1. We have listed the average reduction 
factor 
gfM-igJ ' 
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632 grid / 3969 unknowns / μ = 1, ν = 3 
Level 
no. 
k + 1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
'HAG' 
No.of 
iter. 
2 
2 
2 
2 
2 
4 
2 
3 
3 
t k + l 
1.1227 
1.2986 
1.8131 
1.8947 
1.8172 
3.1079 
1.7838 
3.8785 
2.7015 
£ы 
1.0000 
0.9999 
0.7680 
0.9632 
0.5084 
0.8896 
0.2862 
0.7303 
0.1883 
Kfc+l 
1.1227 
1.2987 
2.3547 
1.9671 
3.5746 
3.4938 
6.2322 
5.3105 
14.3462 
'POW' 
No.of 
iter. 
2 
2 
7 
13 
5 
2 
5 
2 
5 
tfc+l 
1.1123 
1.0058 
1.5037 
1.4977 
1.5849 
1.0046 
1.6502 
1.0049 
1.9962 
£jc+i 
1.0000 
0.9999 
0.9942 
0.9956 
0.6648 
0.9616 
0.9572 
0.9901 
0.9853 
Xfc+i 
1.1123 
1.0058 
1.5125 
1.5043 
2.3842 
1.0447 
1.7240 
1.0149 
2.0260 
Level 
no. 
k + 1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
'LANN' 
No.of 
iter. 
2 
3 
3 
5 
3 
6 
3 
7 
3 
tfc+l 
1.1227 
1.2509 
1.4986 
1.5520 
1.5911 
1.5609 
1.6540 
1.4825 
1.9922 
í.k+1 
0.9999 
0.9999 
0.7998 
0.9939 
0.6453 
0.9644 
0.6398 
0.9547 
0.6741 
Xfc+i 
1.1227 
1.2510 
1.8736 
1.5615 
2.4666 
1.6184 
2.5852 
1.5529 
2.9554 
'LANB' 
No.of 
iter. 
3 
3 
3 
5 
3 
6 
3 
6 
3 
ffc+l 
1.1283 
1.2572 
1.5061 
1.5597 
1.5990 
1.5688 
1.6622 
1.4857 
2.0022 
£*+i 
1.0000 
0.9998 
0.7954 
0.9843 
0.6310 
0.9535 
0.6078 
0.9419 
0.6340 
Xfc+i 
1.1283 
1.2573 
1.8936 
1.5847 
2.5339 
1.6453 
2.7349 
1.5773 
3.1580 
Table 4.2: Comparison between the upper bounds of the maximum eigenvalues t^+i of 
the matrices M(k+1)~' A(l+1) and the number of iteration needed to compute them. 
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a) 152 grid / 225 unknowns / 7 levels 
μ 
1 
1 
2 
0 
0 
0 
V 
2 
3 
3 
1 
2 
3 
No. of 
iter. 
5 
4 
7 
14 
4 
3 
Average 
reduction 
factor 
0.05972 
0.01212 
0.12498 
0.36285 
0.02275 
0.00315 
CPU time 
in sec. 
0.01 
0.03 
0.02 
0.02 
0.03 
0.13 
b) 312 grid /961 unknowns / 9 levels 
μ 
1 
1 
2 
0 
0 
0 
V 
2 
3 
3 
1 
2 
3 
No. of 
iter. 
6 
4 
7 
22 
4 
3 
Average 
reduction 
factor 
0.07660 
0.01475 
0.13829 
0.52814 
0.02262 
0.00366 
CPU time 
in sec. 
0.10 
0.12 
0.10 
0.18 
0.19 
1.00 
c) 632 grid / 3969 unknowns /11 levels 
μ 
1 
1 
2 
0 
0 
0 
V 
2 
3 
3 
1 
2 
3 
No. of 
iter. 
6 
4 
7 
32 
4 
3 
Average 
reduction 
factor 
0.08092 
0.01621 
0.13693 
0.64810 
0.02026 
0.00414 
CPU time 
in sec. 
0.40 
0.63 
0.41 
0.95 
1.01 
10.45 
Table 4.3: Number of PCG-iterations and average reduction factor for Problem (4.29). 
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Grid 
152 
3 1 2 
63 2 
Ц 
1 
1 
1 
V 
3 
3 
3 
Level 
number 
k + 1 
2 
3 
4 
5 
6 
2 
3 
4 
5 
6 
7 
8 
2 
3 
4 
5 
6 
7 
8 
9 
10 
No. of 
Lanczos 
cycles 
3 
3 
3 
5 
3 
3 
3 
3 
5 
3 
6 
3 
3 
3 
3 
5 
3 
6 
3 
6 
3 
Maximum 
eigenvalue 
computed 
1.1384 
1.2483 
1.5417 
1.4488 
1.9494 
1.1265 
1.2510 
1.5045 
1.5383 
1.6311 
1.4668 
1.9820 
1.1227 
1.2509 
1.4986 
1.5520 
1.5911 
1.5610 
1.6540 
1.4783 
1.9922 
Maximum 
eigenvalue 
used 
1.1442 
1.2545 
1.5494 
1.4560 
1.9592 
1.1321 
1.2573 
1.5120 
1.5459 
1.6393 
1.4742 
1.9919 
1.1283 
1.2572 
1.5061 
1.5597 
1.5990 
1.5688 
1.6622 
1.4857 
2.0022 
Table 4.4: Examples of upper bounds of the maximum eigenvalues tjt+i of the matrices 
M(k+i)-iA(fc+i) f o r problem (4.29) computed by the 'LANB' method. 
where gi and g¡ are respectively the initial and the last residuals calculated according to 
the halting criterion and i is the number of iterations. 
A diagonal matrix was used as an approximation of the inverse of Α [\+1 ' which is equiv­
alent to have B
n
 = 0 in (4.11) while computing в[\+1). 
The examples when μ = 0 are given for comparison. The method does not have an 
optimal rate of converge when μ = 0, ν = 1 (V-cycle). When μ = 0, ν = 3 (three-fold 
W-cycle) condition (4.19) is violated, so we have nonoptimal complexity of each iteration 
step which is also clearly seen from the computer time used. 
Table 4.4 shows some further upper bounds of the exact maximum eigenvalues (that 
is ifc+i) computed applying the 'LANB' method. 
REMARK 4.6.1 To get an upper bound of the largest eigenvalue the values computed by the 
'POW' and the 'LANB' methods were multiplied by 1.005 according to the halting criterion 
used in the program implementation. Table 4.4 shows the computed values as well as the 
values used to calculate the polynomial coefficients. 
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Some observations and comments based on the above tables are: 
• In all cases, except for μ = 0, ν = 1, the number of iterations is independent of the 
number of unknowns as it was expected. 
The square root of the maximal product of each consecutive μ+l maximum eigen­
values m Table 4.4 remains less than the corresponding value of v. For example for 
632 grid, μ = 1 and ν = 3 we have 
[max(2.0022 * 1.4857,1.6622 * 1.5688,1.5990 * 1.5597, 
1.5061 * 1.2571,1.1283) ] 1 / z = (2.9747)1'2 < 22, 
which means that the conditions in Theorem 4.5.1 hold. 
• The average work per degree of freedom wg/tif for the 152, 312 and 632 grids shown 
m Table 4.3 (when μ = 1 and ν = 3, for instance) computed as 
CPU-time / (No-of-iter. χ No-of-unknowns) 
gives almost the same value: 0 333 10~4, 0.312 10~4 and 0.396 10~4 respectively. 
This confirms the conclusion done in Section 4.4 that the considered method is of 
optimal order of complexity. 
It can also be seen from Table 4.3 that even though the combination μ = 1, ν = 3 
is optimal with respect to the number of iterations while the method is of optimal 
order of complexity, it can be recommended to use the combmation μ = 1, ν = 2 
as it still gives reasonable number of iterations but is somewhat cheaper than the 
others m terms of the computer time needed. 
• Clearly it is not recommended to choose μ = 0 because m this case the method is 
not optimal. 
• As it can be seen from Table 4.4 the maximum eigenvalue computed on the next to 
the finest level is close to 2. This agrees with the analysis and the results obtained in 
[28] concerning the connection between the matrices Aik) and the Schur complement 
matrices S{k) derived from Aik+l). 
• Because the matrix sequence {A(k)} was constructed algebraically the intermediate 
matrices do not correspond to a standard difference approximation on that level and 
they are not equal to the corresponding matrix used when this level is the finest. For 
mstance, the matrix m level 8 for 312 gnd is not equal to the matrix in level 8 for 632 
grid, as one can see from Table 4.4. The matrices would be the same if we have used 
nested finite element meshes and bilinear forms as it was mentioned m Section 4 2 
As can be seen, the use of algebraically constructed intermediate matrices results m 
smaller condition numbers. 
• Another interesting observation was also made, namely that the PCG method works 
better with polynomial coefficients computed using slightly underestimated maxi­
mum eigenvalues - the number of PCG iteranons remains the same but the average 
reduction factor is smaller. This can be seen when comparing Tables 4.1 and 4.3. 
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li 
1 
V 
3 
Level 
number fc + 1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
ífc+l 
1.00 
0.99 
0.94 
0.47 
0.45 
0.16 
0.16 
0.42 
0.42 
tfc+l 
1.76 
1.05 
12.55 
1.05 
22.37 
1.00 
34.14 
1.00 
51.11 
Xfc+i = tk+i/h+i 
1.76 
1.06 
13.36 
2 22 
49.56 
6.14 
209.70 
24.02 
1227.49 
Table 4 5: Lower and upper bounds for minimum and maximum eigenvalues of 
M(k+D 'A(fc+n f o r t h e problem (4.31) for 632 grid and ε = 0.01. 
Some numerical experiments have been performed also for the amsotropic problem 
d2u d2u 
dx¿ 'ду'· = ƒ. (4.31) 
to study how sensitive the considered method is with respect to "more difficult" matrices. 
Two groups of results for the problem (4.31) are presented. Tables 4.5 and 4.6 contain 
some results for the case when в[
г
+1)
 blocks are diagonal. It can be seen that the behavior 
of the method is still reasonable when ε is not too small or too big. But for certain ε some 
very big values of tk ц computed by the 'LANB' method can be seen which lead to big con­
dition numbers of М(кч " ' Д<к+1' (see Table 4.5) and many corresponding iterations (see 
Table 4.6). 
The general theory given in Section 4.3 was applied for Problem (4.31) with matrices 
в[\+1) which have more complicated structure Here tndiagonal approximation matrices 
were chosen where the two codiagonals were not necessarily next to the main diagonal. 
The matrices ß{i+1) were computed as shown below. First the matrices A[\+1) (which are 
symmetric and have a five-diagonal structure) were reduced to another symmetric matri-
ces A^+1) with three-diagonal structure by deleting the smallest entries m
 J4<1*+1). Then 
B\ι ' were computed such that they have the sparsity structure of A\, ' and they satisfy ( k + l ) 
Then B\i u were denned by 
U»ii A
u
 ) t J - Oij. 
ß i i + 1 ) =ßu + 1 , +ß ( k + 1 ) 
where 
С^НС + іГ ), 
(B ( 1 f c 1 + 1 ,+D<k +i»)^+ , ,e = e, 
e
r
= [ l , l 1]. 
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ε 
0.01 
0.5 
5. 
10. 
100. 
μ 
1 
1 
2 
0 
0 
1 
1 
2 
0 
0 
1 
1 
2 
0 
0 
1 
1 
2 
0 
0 
1 
1 
2 
0 
0 
ν 
2 
3 
3 
1 
3 
2 
3 
3 
1 
3 
2 
3 
3 
1 
3 
2 
3 
3 
1 
3 
2 
3 
3 
1 
3 
31 2 grid / 961 unkn. / 9 levels 
No. of 
iter. 
75 
35 
91 
273 
13 
6 
4 
9 
25 
3 
8 
6 
12 
38 
4 
12 
7 
16 
59 
5 
74 
35 
91 
276 
13 
Average 
reduction 
factor 
0.82592 
0.66034 
0.85689 
0.95036 
0.32910 
0.09327 
0.02321 
0.18082 
0.56539 
0.00671 
0.16755 
0.06134 
0.30078 
0.68659 
0.01989 
0.30623 
0.12641 
0.42114 
0.78803 
0.05168 
0.82670 
0.66042 
0.85744 
0.95116 
0.32946 
CPU time 
in sec. 
1.06 
0.92 
1.12 
1.78 
3.72 
0.10 
0.15 
0.14 
0.18 
1.22 
0.11 
0.20 
0.12 
0.29 
1.40 
0.20 
0.25 
0.22 
0.45 
1.77 
0.84 
0.85 
1.15 
1.95 
3.40 
63 2 grid / 3969 unkn. / 1 1 levels 
No. of 
iter. 
192 
60 
314 
1444 
14 
6 
4 
9 
37 
3 
9 
6 
13 
58 
4 
12 
8 
19 
110 
5 
192 
57 
314 
1441 
14 
Average 
reduction 
factor 
0.93035 
0.78585 
0.95676 
0.99038 
0.36310 
0.09808 
0.02482 
0.18464 
0.68551 
0.00708 
0.19590 
0.06823 
0.33948 
0.78649 
0.02268 
0.30577 
0.14549 
0.47865 
0.88108 
0.05714 
0.93036 
0.78307 
0.95684 
0.99045 
0.36311 
CPU time 
in sec. 
10.39 
6.66 
14.79 
40.03 
33.12 
0.47 
0.64 
0.54 
0.99 
9.82 
0.66 
0.99 
0.80 
1.70 
12.87 
0.62 
1.00 
1.06 
3.14 
15.19 
10.24 
6.57 
15.98 
41.81 
34.26 
Table 4.6: Number of PCG-iterations and average reduction factor for Problem (4.31). 
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The results of the more general approach to approximate A¡\+li~l are given in Table 
4.7. It is of interest to mention that in some cases (typically for the lower levels where the 
dimensions of the matrices are small) both the minimum and the maximum eigenvalues 
were computed to be equal to 1.0, of course in the machine precision sense. This means 
that Β[Ί+1) was found to be an almost exact inverse of A^ . That is why the degree of 
the polynomials used to form the corresponding preconditioners was automatically down­
graded to 1. This also explains why the results for μ = 0, ν = 3 are quite close to those 
when μ = 1, ν = 3 (see Table 4.9). 
Table 4.9 shows some results when no diagonal compensation of the entries deleted 
from A[\+V is performed while computing в\к+1), i.e., Β[\+1) = в[\+п which means that 
(4.4), respectively (4.11), is not satisfied. This gives quite good effect when ε is small or 
big enough (f = 0.01, ε = 100) and doesn't improve anything in the other cases. The 
conclusion which can be drawn from such results is that it is better to do the diagonal 
compensation of the deleted entries when A[\il) are sufficiently diagonally dominant'1. 
Numencal tests indicate that the method (for μ = 1, ν = 2) looses its optimal rate of 
convergence when to ^ ε < e¿ ' where εο is about ^ . These tests were done with tndiag-
onal approximation and with diagonal compensation. The analysis in [28] shows for the 
case of diagonal approximation that the method is optimal at least when E 0 > } 
Because of the tndiagonal structure of в[\+1) the matrices A{k) become denser. The 
program implementation used preserved the sparsity structure of A(k) to be the same as if 
B[\+1) were just diagonal and carried out a diagonal compensation of the neglected entries. 
This does not lead to much more CPU time needed to form the matrices {A(k)} as the 
results m Table 4.8 show. 
REMARK 4 6.2 The CPU time spent to calculate the matrices A(fc) as well as the matrix 
blocks A,*', A(2
k) a n ( l ^n ' needed to perform the multilevel iteration method on different 
levels depends very much on the program implementation. The one used for the numer­
ical tests given in the present paper does not pretend to be optimal. It uses partly some 
algorithms given in [81]. 
REMARK 4.6.3 All the numerical tests were run under VM/CMS operatmg system and the 
CPU time given m the tables is virtual. Some of the test examples were repeated few times 
in different hours of the day. The CPU time measured vanes with about 20 %. That's why 
it can be used only as a relative entena. 
4.7 Conclusions 
We have shown that the algebraic multilevel preconditioning technique, applied to the 
class of the Stieltjes matrices, leads to iterative methods of optimal order of computa-
2The condition (4 11) preserves the positive definiteness of the matrices Вц Violating it, no guarantees 
for the behavior of the method can be given in general In the above mentioned cases it turned out that the 
matrices remained positive definite and even somewhat better results were achieved. 
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5 
0.01 
0.5 
5. 
10. 
100. 
μ 
1 
2 
0 
0 
1 
1 
2 
0 
0 
1 
1 
2 
0 
0 
1 
1 
2 
0 
0 
1 
2 
0 
0 
V 
3 
3 
1 
3 
2 
3 
3 
1 
3 
2 
3 
3 
1 
3 
2 
3 
3 
1 
3 
3 
3 
1 
3 
3 1 2 grid / 961 u n k a / 9 levels 
No. of 
iter. 
27 
73 
249 
11 
4 
3 
7 
10 
3 
5 
3 
7 
10 
3 
6 
4 
9 
15 
4 
23 
63 
204 
11 
Average 
reduction 
factor 
0.57996 
0.82313 
0.94525 
0.28173 
0.02009 
0.00316 
0.10308 
0.23924 
0.00138 
0.03461 
0.00653 
0.12582 
0.24667 
0.00804 
0.08048 
0.02444 
0.20939 
0.39138 
0.01648 
0.52907 
0.79881 
0.93229 
0.27878 
CPU time 
in sec. 
0.83 
1.08 
1.83 
2.06 
0.10 
0.16 
0.12 
0.10 
1.42 
0.13 
0.18 
0.10 
0.10 
1.27 
0.12 
0.15 
0.17 
0.13 
1.15 
0.72 
0.98 
1.81 
2.34 
63 2 grid / 3969 unkn. / 11 levels 
No. of 
iter. 
37 
184 
1132 
13 
4 
3 
6 
12 
3 
5 
3 
8 
12 
3 
6 
4 
10 
17 
4 
30 
134 
838 
13 
Average 
reduction 
factor 
0.68633 
0.92736 
0.98775 
0.32114 
0.02021 
0.00286 
0.09722 
0.30803 
0.00282 
0.04192 
0.00681 
0.15048 
0.30789 
0.00830 
0.08685 
0.02670 
0.21963 
0.44088 
0.01683 
0.63003 
0.90159 
0.98336 
0.31385 
CPU time 
in sec. 
4.99 
10.43 
38.45 
25.14 
0.41 
0.65 
0.47 
0.49 
12.86 
0.51 
0.74 
0.64 
0.52 
12.68 
0.55 
0.73 
0.65 
0.64 
10.25 
3.62 
8.34 
29.02 
25.84 
Table 4.7: Number of PCG-iterations and average reduction factor for Problem (4.31). The 
matrices A [ * + 1 , _ 1 are approximated according to Frobenius weighted norm criteria. 
No. of 
unknowns 
225 
961 
3969 
Problem (4.29) 
B[\+1) -diag. 
0.15 
0.75 
11.00 
Problem (4.30) 
B[\+l) -diag. 
0.17 
0.73 
11.66 
Problem (4.30) 
B[\+1) -tridiag. 
0.18 
0.85 
12.27 
Table 4.8: CPU time (in sec.) needed to compute the matrices Aik) and matrix blocks A[Jj' 
andBtf'. 
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tional complexity, ι е., which perform only a bounded amount of arithmetic work per un­
known, mdependent on how fine the refinement is we deal with. However, the impres­
sively small number of iterations needed to solve the system has its penalty - good approx­
imations of the extreme eigenvalues of the level matrices as well as efficient algorithms 
for the purely algebraic construction of the matrix blocks are needed. 
The present implementation of the method for anisotropic elliptic problems is less 
robust with respect to the parameter ε. 
The method would show its trae capacity, for instance, if problems with many right hand 
sides are considered. 
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312 grid /961 unknowns / 9 levels 
ε 
0.01 
0.5 
5. 
10. 
100. 
μ 
1 
2 
0 
0 
1 
1 
2 
0 
0 
1 
1 
2 
0 
0 
1 
1 
2 
0 
0 
1 
2 
0 
0 
ν 
3 
3 
1 
3 
2 
3 
3 
1 
3 
2 
3 
3 
1 
3 
2 
3 
3 
1 
3 
3 
3 
1 
3 
With diag. compensation 
No. of 
iter. 
27 
73 
249 
11 
4 
3 
7 
10 
3 
5 
3 
7 
10 
3 
6 
4 
9 
15 
4 
23 
63 
204 
11 
Average 
reduction 
factor 
0.57996 
0.82313 
0.94525 
0.28173 
0.02009 
0.00316 
0.10308 
0.23924 
0.01138 
0.03461 
0.00653 
0.12582 
0.24667 
0.00804 
0.08048 
0.02444 
0.20939 
0.39138 
0.01648 
0.52907 
0.79881 
0.93229 
0.27878 
CPU time 
in sec. 
0.83 
1.08 
1.83 
2.06 
0.10 
0.16 
0.12 
0.10 
1.42 
0.13 
0.18 
0.10 
0.10 
1.27 
0.12 
0.15 
0.17 
0.13 
1.15 
0.72 
0.98 
1.81 
2.34 
Without diag. compensation 
No. of 
iter. 
9 
15 
19 
9 
6 
5 
7 
10 
5 
5 
4 
8 
9 
4 
7 
5 
11 
12 
5 
9 
15 
19 
9 
Average 
reduction 
factor 
0.18785 
0.39333 
0.47756 
0.18786 
0.06995 
0.04087 
0.13308 
0.22377 
0.04085 
0.05806 
0.02224 
0.16427 
0.20922 
0.02224 
0.10112 
0.05719 
0.25548 
0.27376 
0.05719 
0.18727 
0.39338 
0.47752 
0.18727 
CPU time 
in sec. 
0.32 
0.25 
0.15 
0.37 
0.12 
0.14 
0.11 
0.07 
0.24 
0.08 
0.16 
0.14 
0.09 
0.19 
0.12 
0.17 
0.16 
0.10 
0.15 
0.29 
0.22 
0.19 
0.42 
Table 4.9: Comparison between the number of PCG-iterations and average reduction fac­
tor for the problem (6.3) when the matrices A ^ 1 ' " 1 are approximated according to Frobe-
nius weighted norm criteria with or without diagonal compensation of the entries deleted 
from A[\+1) blocks. 
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Chapter 5 
Finding eigenvalues in an interval 
using parallelizable algorithms 
Exposition based on: O. Axelsson, M. Neytcheva, Finding ögenvalues m an Interval Using Paral-
lelizable Algorithms. In I. Dimov and O. Tonev (eds), Proceedings of the Workshop on Parallel Al-
gorithms (WPA'92), ВапЩа, Bulgaria, August 18-22,1992,11-21. 
0. Axelsson and M. Neytcheva 
ABSTRACT: A numerical procedure for solving the generalized eigenvalue problem for spar­
se, symmetric positive definite matrices is proposed. It is shown that when only eigenval­
ues in a given interval are needed, an effective method can be based on a short Lanczos 
procedure with no reorthogonalization, combined with the Rayleigh quotient method and 
the shifted inverse power iteration method. Iterative solvers which are also parallelizable 
are used. 
KEY WORDS Generalized eigenvalue problem, Lanczos method, Algebraic Multilevel It­
eration Method, Parallelizable algorithms. 
5.1 Introduction 
Our purpose is to find all eigenvalues contained m a given interval, and the corresponding 
eigenvectors, of the generalized eigenvalue problem 
Ax = λΒχ, (5.1) 
where A and В are real, symmetric and positive definite matrices arising from the finite 
element method for a class of boundary value problems. (The pair of matrices A and В 
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is called a matrix penal and is denoted by <A, B>.) The goal is to find a method of low 
computational complexity which is also parallehzable 
The problem of finding the eigensolutions of the standard and generalized eigenvalue 
problems has been a matter of interest in many studies. We mention some of the research 
done during the last 15-20 years dealing with the case of large and sparse matrices. 
• One important research direction has been to apply the so-called subspace iteration 
method which can be seen as an application of the power iteration method f or a block 
of vectors. The method enables the user to compute a given number of eigenvalues 
at once. For details see [7] and [120], for instance. 
• Another mterestmg line of research work has been devoted to the use of the full 
version of the Lanczos method, varying the choice of the startmg vector and/or the 
choice of orthogonalization and reorthogonahzation procedures. For details, see 
[114], [110], [104] A generalized Lanczos scheme for the generalized eigenvalue 
problem has been studied m [125]. As an example of special interest, related to the 
numerical procedure in this presentation, the work presented m [105] can be consid­
ered. There, a method to find a specified number of eigenvalues in any part of the 
spectrum of the generalized symmetric eigenvalue problem is derived. The matrices 
are large and sparse. The method is based on a spectral transformation of the type 
1 
ν = \-μ 
which maps an eigenvalue λ, close to a shift μ onto ν of large absolute value Fac­
torizations of matrices of the form Α- μΒ are computed and the Lanczos method 
is applied to a shifted and mverted problem of the type (A - μΙ)~ι. 
• A number of papers deal with the minimization of the Rayleigh quotient using some 
iterative method, such as the Conjugate Gradient method. 
• The preconditioning technique is considered not to be directly applicable to the eigen­
value problem. As an illustration of a method which overcomes this, the Davidson's 
method can be considered. It is based on a Rayleigh-Ritz procedure on a non-Krylov 
subspace (see [109] and the references therein) More recent results on how to pre­
condition an eigenvalue problem can be found in [103] Another preconditioned iter­
ative method for finding the extreme eigenvalues of the generalized eigenvalue prob­
lem is studied m [106]. Some new improvements and generalization of the David­
son's method are presented m [121] and [122] (see also the references therein), ap­
plicable for more general classes of matrices, such as for complex and non-normal 
matrices. 
The proposed algorithm in this paper is a combination of the Lanczos method, used 
in cycles, the Rayleigh quotient method and the inverse shifted power iteration method 
with a variable shift. It is described in Section 5.2 Comments on the expected rate of con­
vergence and the accuracy of the method can be found in Section 5.3. The computational 
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complexity is considered in Section 5.4. The proposed numerical procedure involves two 
different kinds of solution methods, the properties of which are descnbed m Section 5.5. 
Section 5.6 discusses the parallehzation aspects of the method. Finally, numerical tests 
are performed to illustrate the behavior of the method and some conclusions are drawn. 
5.2 The numerical procedure 
5.2.1 Global description 
Let {λί,χ'1'}",! be the eigensolunons of <A,B>. We propose an algorithm to find (all) 
eigensolutions of Problem (5.1) m a given interval [a, b], which consists of the following 
steps: 
Step 1. Perform a small number of Lanczos steps to obtain an initial approximation 
to some of the eigensolutions of the original problem. 
Step 2. Compute better approximations of the eigenvectors corresponding to the 
initial approximations of the eigenvalues m an slightly extended interval 
[a, b], where a < a <b <b. 
Step 3. Perform some iterations of the combined Rayleigh quotient (RQ) method and 
the shifted inverse power iteration (SIPI) method with a variable shift in order 
to compute more accurate approximations to the exact eigensolutions. 
Step 4. Establish which eigenvalues belong to the interval of interest and stop if all 
eigenvalues are found (safe criterion presently not known). 
Step 5. Compute a new starting vector for the Lanczos procedure, chosen as random 
and then orthogonalized to the eigenvectors corresponding to the eigenval­
ues already found to be in the interval of interest 
Then go to Step 1. 
The Lanczos algorithm (proposed originally in [108]) constructs an orthogonal matrix Q 
and a tndiagonal matrix Τ which is similarly equivalent to the matrix A~lB (or to Β~λΑ), 
namely A~lBQ = QT (or, respectively, B~lAQ = QJ,). Hence, the original eigenvalue 
problem is reduced to a simpler one, at least from a theoretical point of view. The Lanc­
zos algorithm is famously unstable m the presence of rounding errors. Nevertheless, m 
[104] the so-called "Lanczos Phenomenon" is formulated, which states that for a given 
real symmetric matrix A of size nxn there exists large enough M such that every distinct 
eigenvalue of A will be accurately approximated by an eigenvalue of the Lanczos matrix 
T
m
 for all m > M. Therefore, the Lanczos method permits us to compute all the eigenval­
ues and, m particular, those from the chosen interval However, in general this means that 
M >n (sometimes even M »n) and to perform so many Lanczos steps is undesirable. In 
addition, due to the finite precision of the calculations, the Lanczos procedure in practice 
has the following unwanted effects: 
(1) the Ritz vectors, i.e, the column-vectors of the matrix Q, lose orthogonality; 
(2) among the Ritz values, i.e., the eigenvalues of Γ, there can appear multiple 
approximations of one and the same eigenvalue of the original problem. 
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We illustrate the above with the following example: Consider the eigenvalue problem 
for the differential equation u" + \u = 0, m the interval [0,1] with boundary conditions 
u'(0) = 0 and u(l) = 0 and the corresponding algebraic eigenvalue problem AUK = 
λ/tßUh, where A and В are, respecnvely, the finite element stiffness and mass matrices 
(computed using piecewise linear basis functions): 
h 
1 - 1 0 
-1 2 -1 
0 
О 
2 -1 
- 1 2 
B - h 
•
 в
- 3 
~1 \ 0 
Ì 2 Ì 
2 '• г 
0 0 0 
0 
0 
2 1 
Τ
 2 
- 2 
2 с 
Let h = γξ {A and В then have order 16). We perform exactly 16 Lanczos steps and then 
compute the eigenvalues of the matrix Г (these eigenvalues are listed m the second col­
umn of Table 5.1). Next we compute more accurate approximations of the eigenvalues of 
<A, B> performing Step 3 a number of times (the result is given in columns 3 and 4 of the 
same table). Table 5.1 shows that already for such a small sized system there appear four 
"ghost" eigenvalues and only 12 correct eigenvalues are found. 
Another problem when usmg the Lanczos method m practice is how to decide whether 
two (or more) approximations of eigenvalues found, which are close to each other, are 
approximations of different but not well separated eigenvalues of the original problem 
or those are just approximations of one and the same eigenvalue as m Table 5 1. Some 
identification tests are proposed in [104] for sorting the "spurious" eigenvalues from the 
good ones. 
Now, if we perform only a few Lanczos steps and exploit the fact that the eigenvalues of 
T
m
 are always spread along the whole spectrum of the original problem, we can gain m two 
ways. First, the orthogonality among the Lanczos vectors will be preserved. Second, there 
is no need of identification tests because the probability of gettmg numerically-multiple 
or spurious eigenvalues within one Lanczos procedure (Step 1) is negligible. 
5.2.2 Detailed description of the algorithm steps 
Step 1. Perform m steps of the Lanczos algorithm constructing either A- or B-orthogonal 
vectors. 
There exist different implementations of the Lanczos algorithm. In the case when a 
generalized eigenvalue problem is considered, it is necessary to solve a lmear system of 
equanons either with the matrix A or with the matrix B. Which version should be chosen 
depends on the properties of the matrices and the numerical methods available to perform 
the calculations. For instance, the following vanant for symmetric matrices can be used, 
where systems with В are solved: 
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The exact 
eigenvalues of 
Ax = λΒχ 
2.46938352938 
22.3675951510 
62.9333424908 
125.731925464 
213.169354363 
328.532687664 
475.976958918 
660.359558471 
886.734766809 
1159.18553100 
1478.51665779 
1838.32435456 
2219.53321756 
2585.35554775 
2881.77221175 
3049.91755352 
The Eigenvalues 
of the tridiagonal 
matrix Τ after 
16 steps 
2.84984041256 
125.731925464 
128.125944908 
475.976958918 
660.359558471 
886.734766809 
1159.18553100 
1298.00289210 
1478.51665779 
1838.32435456 
2219.53321756 
2399.17343281 
2585.35554775 
2881.77221175 
3045.14707840 
3049.91755352 
More accurate 
approximations 
after some 
RQ/SIPI steps 
2.46938352938 
125.731925464 
125.731925464 
475.976958918 
660.359558471 
886.734766809 
1159.18553100 
1159.18553100 
1478.51665779 
1838.32435456 
2219.53321756 
2219.53321756 
2585.35554775 
2881.77221175 
3049.91755352 
3049.91755352 
Number 
of RQ/SIPI 
steps 
required 
2 
1 
3 
3 
1 
Table 5.1: The effect of finite precision arithmetics for the Lanczos method. 
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Initiate: q(0) = random, q(1) : ||q(1)|| = 1, ß0 •• 
for j r = 1,2, · · · ,m 
Bh = Aq(J> 
«j = [h,qW] 
r(J) = h - ^ _ , q ( - ' - » - a 7 q ( - ' ) 
& = V[r<J\r<J>] 
qü+i) = ¿ r0> 
endfor 
= 0. 
Here, [·, •] stands for the inner product (B·, ·)· Hence, the vectors q(j) are B-orthogonal 
and normalized by construction. 
As a result of the m Lanczos steps performed, matrices Tm and Qm are generated such 
that 
ß- IAQm = Qmrm + r ( m )e ( m ' r , 
where e(m) is an m dimensional vector of the form [0,0, · • · , 0,1 ]T, and 
Qm=(q ( 1 ) ,q ( 2 ) , · · - .q<m)), Tm = tridiag{ßl.1,al,ßl),i = 1, · · · ,m. 
We compute next all the eigensolutions {AJ0), w<J,}> j = 1, · · · ,m of Tm (since m is small, 
this is not costly) which yields initial approximations to m of the eigensolutions of the 
original problem, namely {λ^0),χ(0-')},
ι
/ = 1, • · · ,m, where χ(0··') = Qw{J). We consider in 
the sequel only those λ^0) which belong to the interval [a, b]. Denote them by {Aj0),x(0j)}, 
j = 1, ·• · ,m. 
Step 2. For each approximated eigenvector x ( 0 j ), j = 1, • · · , m compute a better approxi­
mation x'fco'J' for each eigenvector x(0,J), j = 1, · • • , in by applying fco steps of the inverse 
shifted power iteration method: 
( Α - A f В)х<^> =x ( k-1 '-'\ x ( tJ' = Цх^'Ц-'х'"·-", к = 1,2, • · · ,k0. 
Typically fco is equal to 2 or 3. This step improves the approximation of the eigenvector 
corresponding to the eigenvalue of B~l A (or A~lB) closest to λ^0). (The matrices A - Aj0)B 
are symmetric but generally indefinite.) 
Step 3. For each j = 1, · · · , m perform some iterations of the combined Rayleigh quotient 
(RQ) method and the shifted inverse power iteration (SIPI) method (with a variable shift) 
to compute more accurate approximations to the eigenvalues and eigenvectors of <A,B>, 
or of <B,A>, (as proposed in [115]): 
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for ¿ = 1,- · 
Letyioj) 
f ΟΓ 5 = 1 
,m 
= X ( , C o ' j ) . 
2,· · · 
compute: λ^' 
endfor 
endfor 
if A -
(Ay<*-lJ),y<*-l.l>) 
(By(i-U),y(s- l j ) ) · 
Als)B is singular then stop. 
Use the computed λ, and y ( i _ 1 J> as a 
else 
(A - \{jS)B) yW> = yi'-U), y(î·-" = ||y(í-»||-
if ||y<^ > 
endif 
solution. 
IÇKU), 
II > f"1 or λ1/1 - A(.,-1) < ε2 then stop. 
Here, f is the prescribed precision for the eigenvectors. The eigenvalues are typically 
"square" as accurate as the eigenvectors and this is the reason for using f2 in the stop­
ping criterion for the eigenvalues (see Theorem 5.3.2). 
REMARK 5.2.1 The matrices A - \jS)B are indefinite and close to singular. The condition 
number of these matrices, defined as κ (A- A^'fll = max l|A l-Aj í)|/|AJ-AjI,| is very large 
and becomes even larger as A^' approaches A;. However, the condition number of A -
A^'s with respect to the vectors xls-J\ defined as ||A - Affili"11| (A - λ (, ί )β)χ ( ΐ·' ) | |/ ||x(i-" ||, 
is not too large and it tends to one as χ ( ί ^ - x(J\ so the problem is well conditioned (see 
[24], for instance). 
Step 4. Add the new eigensolutions determined in Step 3 to the list. Stop if all the desired 
eigenvalues have been found. 
Step 5. Compute a new starting vector for the Lanczos procedure and A- or 5-orthogonalize 
it to all eigenvectors in the current list of computed eigenvalues. Then proceed with Step 
1. 
The reason for orthogonalizing the new starting Lanczos vector to the eigenvectors 
already found is that in exact arithmetic, with such an initial vector the eigenvalues already 
found will not "be seen" during the next Lanczos procedure, i.e., some new eigenvalues 
of interest might also appear in the spectrum of Γ. However, due to the finite precision 
computations, some new copies of eigenvalues already found might appear occasionally. 
Repeating the whole chain of steps enough number of times we can find all the eigenvalues 
in the chosen interval. 
REMARK 5.2.2 (RELATED METHODS) The algorithm, known as the Rayleigh quotient itera­
tion method reads as follows: 
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Given w(0). 
forj = 0 , l , · · 
A(W0)) =WU)TAWU) 
solve (A-A(w<J))B)z = Sw(J) 
w
O+i) = (zrBz)~I/2w<-" 
endfor 
The method is used to improve an approximate eigenvector w(0) (see [115]). Global 
convergence is studied in [116], [126] and [112]. It is shown, however, that although the 
method exhibits cubic convergence, it may converge to different eigenvectors (depending 
on w
(0)), often to an eigenvector of an eigenvalue far from the initial shift A(w(0)). 
A method to compute selected eigenpairs of the generalized eigenvalue problem is 
studied also in [124]. The method switches between the Rayleigh quotient iteration and 
the inverse iteration methods according to properly established criteria. 
5.3 Rate of Convergence and accuracy of the computed eigenpairs 
There are two aspects of Ihe rate of convergence of the proposed numerical algorithm. 
The first aspect concerns the rate of convergence of an approximated eigenpair, com­
puted in Step 1, to an exact eigenpair within a given accuracy. We recall the following result 
about the convergence of the SIPI method (for example, shown in [115] for the standard 
eigenvalue problem). 
THEOREM 5.3.1 Iet{At,x(t'},i = 1,-·· ,n be the eigenpairs o fΑχ = λ Sx. Then the inverse 
iteration proces {A - σΒ)γ = y converges linearly with convergence factor at worst 
Ρσ = —: Π Γ· (5·2) 
where |Aj - σ | = minisísn |Aj-σ | . • 
Thus, as σ approaches some eigenvalue \
s
, the inverse shifted power iteration method 
converges rapidly and y(t , î) -> χ ( ί ). 
After Sfep 1 we are left with some Ritz values (A(70) € [a, b]) and corresponding Ritz 
vectors x(0J). It is known that Aj0) are approximations of some of eigenvalues of <A, B> 
(or <B, A>). However, if λ^0) separates two eigenvalues very close to each other, then x< 0 j ) 
is not a good approximation to either of the eigenvectors. That is why Step 2 is advisable. 
It will improve the quality of the vectors x ( 0 j ) before proceeding further computing the 
Rayleigh quotient in Step 3. 
REMARK5.3.1 A thorough discussion about the behavior of the Ritz values in the presence 
of close eigenvalues can be found in [123]. 
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Now, given a pair {Aj0),x(koJ)f, which is a good approximation of an eigenpair, Step 3 
will converge very rapidly. It repeats a RQ step which improves the quality of the eigen­
value, followed by a SIPI step, which improves the quality of the eigenvector. The following 
theoretical result quantifies the convergence rate of the RQ(see, for instance, [115]). 
yTB~1Av THEOREM 5.3.2 Lety be a normalized vector and let σ = = . 1er λ be an eigenvalue 
уГу 
closest to σ andx be its eigenvector. Then, if φ denotes the angle between χ and у, we have 
|sm(cP)|,M^py|l i 
Ισ-ΛΙ^ '
5
"
1
^-^"
2
, 
where γ is the so-called gap (γ = пипл^л |Aj - σ\). An analogous result holds forA~lB. 
A behavior of the approximated eigenpairs, in agreement with the above estimates, is ob­
served in all numerical tests. The fast convergence of the SIPI method allows to use a 
small error tolerance in Step 3, thus, the numerically computed eigenpairs can be found 
very close to the exact ones. 
The second convergence aspect concerns the probability for approximations of new 
eigenvalues from the interval of interest to appear m the spectrum of T, computed m each 
Step 1. Presently, if no knowledge of the spectrum of <A,B> is available, a guarantee can 
be given neither that after each Step 1 approximations of new eigenvalues will appear m 
the spectrum of Γ nor that all eigenvalues m [a, b] have already been found. The choice of 
a starting vector (for the next Lanczos steps), computed as in Step 4, increases the proba­
bility that the eigenvalues already found will not appear again in the spectrum of the next 
computed matrix Γ Numerical tests, not presented here, indicate that in some cases it 
is advisable to orthogonahze the starting vector also to eigenvectors of some eigenvalues 
out of the interval of interest, for example, if [a, b] is m the middle of the spectrum and 
eigenvalues close to а от b are still not found. This, of course, mcreases the computa­
tional work and still does not guarantee that the missing eigenvalues will be found in the 
next Step 1 
There exist a prion bounds for the distance of a Ritz value μ to an eigenvalue of <A,B> 
(Lanczos (1950), Kamel (1966), Paige (1971), Saad (1980)) We mclude the estimate, which 
relates the smallest eigenvalue of <A,B> to the smallest Ritz value μί"1', i.e., to the small­
est eigenvalue m the spectrum of the matrix Τ after m Lanczos steps (see Theorem 11.8 
m [24] or Theorem 4.3 m [123], also [118]): 
0 5 μ Γ ' - λ ι Α ( λ η - Α ι ) tan φ m) (5.3) 
where T
m
(t) is the Chebyshev polynomial of degree m, φ is the angle between the first 
eigenvector and the vector corresponding to pj m ) , 0 < λι <. λ2 ί · · · < λ η are the ex­
act eigenvalues, and X = ~—τ-*- is the so-called relative gap ratio. The ratio X can be 
Лг - Λι 
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viewed as a condition number which determines the rate of convergence of μ}"1' to λι. 
— — - I « J e ^ " i it is clear that the convergence is fast if the gap ratio 
Уг = т^—т~ is big, i.e., if λι is well separated from the rest of the spectrum. Some of the 
observations in Section 5.7 can be explained on the basis of estimate (5.3). 
Another indicator of the amount of computations needed to find the desired eigenval­
ues is the so-called overall gap stiffness Sg of the matrices involved. It is based on the 
minimal gaps gt defined as follows. Suppose λι < Аг < • · · < λ„. Then 
gì = λ2 - λ ι 
gt = min(A,-λ,_ι,λ,+ι -λ() i = 2,- • • , η - 1 . 
g-n = λ
η
 - λ„_ι 
The overall gap stiffness is computed as 
_ maxt(gt) 
B
 min,(0,)" 
The larger the overall gap is, the larger value of Lanczos iterations m to obtain all the 
eigenvalues is required. It is of importance what are the relative locations of the eigenval­
ues of interest in the interval of interest and also the relative locations of these eigenvalues 
in the whole spectrum. 
Replications of "already found" eigenvalues can occur, and the bigger the overall gap 
is, the more replications there will be. See [104] for details. 
5.4 Computational Complexity of the Algorithm 
The most important questions posed in connection with the proposed algorithm are the 
following: 
(i) How to solve large and sparse systems with A or В during the Lanczos pro­
cedure in Step 1. This action is repeated a considerable number of times. 
(ii) How to solve systems with indefinite and near-singular matrices. 
(iil) How to determine whether all the eigenvalues in the chosen interval are 
found. 
(iv) How to determine how many Lanczos steps to perform per cycle. 
Unfortunately, we can't say much about (iil) and (iv). At present we know of no safe crite­
ria for (iii). Also, the choice of the number of Lanczos steps per cycle has to be based on 
certain properties of the spectrum of the matrices (if available) and, otherwise, on expe­
rience. Theory says that it depends on the number of eigenvalues in the interval and the 
distribution of the remaining eigenvalues, which, in general, is not known. 
In order to decide on which other aspects of the algorithm to concentrate, we consider 
the computational complexity of the algorithm. Let nz be the number of nonzero elements 
of the matrix we are solving systems with during Step 1. Let "VVWBÍH) be the cost of solv-
ing a system with the matrix Л or В and let "VV^-ÄBW be the cost of solving a system with 
A - \B. Then we have the computational costs, given in Table 5.2. 
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The cost for: 
One Lanczos step 
Compute a better approximation of 
an eigenvector (Step 2) 
Compute more accurate eigensolu-
tions (Step 3) 
A- or Б-orthogonalize a vector to 
i vectors, to of which have been 
found at previous steps 
The corresp. number of 
flops 
nz + 5n + XtoriCn) 
к0[2п + Л А-м(п)], 
fco = 2 or 3. 
s [3π
ζ
 + 4π + І Д-АВ(П)], 
s usually 1,2 or 3. 
2ί 0 η + ( ί - 4 ) ) ( η ζ + 2η + 1) 
Table 5.2: Computational complexity of the algorithm. 
The amount of the work needed for Step 1 depends neither on the number of the eigen­
values already found nor on the chosen interval of interest. The Ritz values of the current 
matrix Γ will be approximations of eigenvalues of the original problem which are spread 
along the whole spectrum. Thus, depending on the chosen interval, only some of them 
may be of interest. 
The construction of a new starting vector for Step 1 depends on the eigenvectors of 
the eigenvalues already computed, i.e., the amount of calculations is a function of their 
number. 
Step 2 and Step 3 are performed independently for each new eigenvalue of interest 
determined in Step 1. 
If we assume that m Lanczos steps are performed during Step 1 and that within the 
algorithm cycle t
new
 new eigenvalues are detected to belong to the interval [a, b], then 
the cost ~W per eigenvalue is as follows: 
TV 
- Ï™ t-L· m + 35 n,+ Sm + 24 m + 2fco + 45 ] · 
[5] Т Д о г В (п) — big^contribution 
+ [к0 + 5]Т д_Аі((п). — small.contribution 
Clearly, to have a good method to solve systems within the Lanczos iterations (either with 
the matrix A or with B) is of great importance because the solver is used m times dur­
ing each Step 1 and also the number of the eigenvalues of interest, ín, found within one 
algorithm sweep can be small, compared to m. 
It is also important to have an efficient method for solving systems with A - \B, al-
though it is used less frequently than the solver for A (or B). Indeed, the coefficient ko 
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has the value 2 or 3 Also, the value of s is small due to the fast convergence of the com­
bined Rayleigh quotient method and the inverse shifted power iteration method. 
5.5 Solution methods for systems with A (or B) and Α-λΒ 
5.5.1 Solving systems with A or with В 
As mentioned above, during each Lanczos step a system with either А от В has to be 
solved. Smce this is repeated a considerable number of times, it is advisable to use a so­
lution method of optimal order. 
When the matrix В corresponds to a finite element mass matrix, it has condition num­
ber 0(1). Thus, an optimal rate of convergence will be achieved when solving by the stan­
dard conjugate gradient method. However, the work will be О ( l)n » С η and the С can be 
big. That is why some preconditioning may still be needed. For instance, an approximate 
inverse method can be used (see [69]). 
Alternatively, when solving systems with the matrix A, a method with such desirable 
properties is the algebraic multilevel iteration method (AMLI), developed and studied in 
detail for the class of symmetric positive definite matrices. This is the method of choice 
for the numerical experiments described in Section 5.7. We stress the main advantages 
of the AMLI method - it has an optimal order of computational complexity per unknown 
per iteration step, it has an optimal rate of convergence, and (the short version of it) par­
allelizes well. Further, in the present context the AMLI method can reach its highest ef­
ficiency because the preparatory work, such as constructing the matrix blocks and the 
preconditioned on different levels, is done only once, while solving systems with it is re­
peated many times. 
5.5.2 Solving systems with A - λΒ 
Recently, preconditioned of optimal or nearly optimal order for indefinite almost singular 
matrices have been constructed exploring the observation ([14]) that there exists a way to 
partition the matrix mto a two-by-two block form, so that the corresponding Schur com­
plement will be positive definite. Such methods are studied m more detail in Chapter 6. 
5.6 Levels of parallelization 
Once the current approximations of the eigensolutions are computed, ι е., the Ritz values 
and vectors are available, each of them can be worked out in parallel Thus, Steps 2 and 
3 of the algorithm are fully independent with respect to the calculations done for each 
eigenpair. However, as the idea is to perform sufficient but as few as possible Lanczos 
steps, the number of the processes executed in parallel (τη) is small, compared to the size 
of the considered systems and, thus, the amount of parallelism is limited. 
On the other hand, within each Lanczos step (during Step 1) another parallelism can be 
achieved while solving systems with A or B. The possibility of implementing AMLI on par-
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Figure 5.1: Eigenvalue distribution for Au = Aßu, η = 256. 
allei architectures makes it well suited also from this standpoint. The rest of the Lanczos 
algorithm consists of vector-updates and matrix-vector multiplications which are paral-
lelizable if only nearest neighbors are needed (true for regular finite element matrices). 
Also, when solving the system A - λΒ, we can use also an AMLI-like method, as shown in 
Chapter 6. 
5.7 Numerical tests 
The behavior of the algorithm is tested first on the algebraic eigenvalue problem Auh = 
ABUh, arising from the I D differential equation 
(k(x)u')' + Ли = 0, 
m the interval [0,1] with boundary conditions u'(0) = 0 and u(\) = 0. 
Here A and В are, respectively, the finite element stiffness and mass matrices. They 
are both symmetric positive definite and tndiagonal. With k(x) = 1, an analytical formula 
for the eigenvalues can be derived. The experiments for this test problem are performed 
m MATLAB and direct solvers are used in Steps 1, 2 and 3. 
As can be expected from the clustering of the eigenvalues m the considered example 
(see Figure 5.1 and Figure 5.2), it is much easier to find the smallest eigenvalues using the 
Α-orthogonal Lanczos version than usmg the B-orthogonal version. This can be seen when 
comparing Table 5.3 with Table 5 4, where the minimum number m of Lanczos iterations 
needed for the smallest (respectively largest) eigenvalue to be found within one cycle of 
the algorithm is listed. 
Figure 5.3 (a) and (b) shows how many eigenvalues among the smallest are found when 
repeatmg the algorithm with m = 50 in Step 1. The speed of finding eigenvalues in the 
middle of the spectrum solving either with В or with A is also tested. The algorithm keeps 
on finding eigenvalues in the interval (3-4 at a time). It is advisable in such cases to use 
some transformation of the interior interval. One possibility is, for mstance, the transfor­
mation proposed by Kuznetsov (see [118] and the references therein) 
(Α-μΒ)~1Βχ= ( λ - μ Γ χ χ 
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Figure 5.2: bgenvalue distribution for A_1Au = Bu.n = 256. 
η 
64 
128 
256 
512 
Lanczos 
iterations 
performed (m) 
15 
30 
60 
120 
Iterations 
performed 
m Step 3 
4 
4 
3 
3 
1 "exact "computed 1 
2.660097e-13 
5.834444e-12 
2.882139e-13 
2.185009e-ll 
Table 5.3: Number of Lanczos iterations needed for the nun eigenvalue to be found within 
one cycle of the algorithm (version B~l A). 
η 
64 
128 
256 
512 
1024 
Lanczos 
iterations 
performed (m) 
5 
5 
5 
5 
5 
Iterations 
performed 
m Step 3 
1 
1 
1 
1 
1 
1 "-exact ^computed 1 
4.432010e-13 
5.382805e-12 
4.513278e-12 
1.250111e-12 
1.097584e-12 
Table 5.4: Number of Lanczos iterations needed for the nun eigenvalue to be found within 
one cycle of the algorithm (version A~XB). 
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Figure 5.3: Figenvalues sought in [0, ΙΟ4], η = 256, m = 50. 
for some μ. Then the minimal eigenvalue bigger than μ will be found but this requires 
solving with an indefinite matrix at each Lanczos step. 
The program implementation is interactive and it is possible to vary the number of 
the Lanczos iterations during execution, i.e., start with fewer and increase them later. Also 
some tests, where the next starting vector for Step 1 was made orthogonal to more vectors, 
were performed. They indicate that such a strategy helps to enforce the appearance of 
missing eigenvalues in the spectrum of T, especially when there are clustered eigenvalues 
near the end of the chosen interval. 
The results in Tables 5.3 and 5.4 show a certain regularity regarding the number of 
Lanczos iterations required to enforce an approximation of the smallest eigenvalue to ap­
pear in the spectrum of T. This can be explained using estimate (5.3). For this particular 
numerical test the matrices A and В are scaled by h2, which means that when varying 
the problem size, the smallest eigenvalue remains about the same but the largest one in­
creases twice as the increase of n. Thus, to assure the same proximity of \(°,m' ' and \{°,тг) 
to λι we need to have 
2m, 
λ
η
, - Лг 
λ 2 _ Λ ι
 й 2 т 2 , ^ « т 2 '
А г
"
А і 
λη2 - Лг Ащ - Лг ' 
thus, т.2 should be twice bigger than wii, which is confirmed from the numerical exper­
iment. When A~lB is considered, both the largest eigenvalue and the difference λ2 - λι 
remain almost constant when η is increased. That is why in Table 5.4 m is independent 
of n. 
A second group of tests is done solving the generalized eigenvalue problem which origi-
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nates from the following 2-D differential equation: 
in [0, l ] 2 with boundary conditions 
u b c = 0 = 0 - " ( V u - n ) (χ = ι = 0 
\y = 0 \y = l 
where я is constant and η in the outer unit normal vector. 
The matrices A and В are, respectively, the finite element stiffness and mass matrices 
corresponding to regular isosceles rectangular triangles and piece-wise linear basis func­
tions. The coefficient a takes alternating values 1 and 1000 in the finite elements of the 
triangulation. (Such problems arise, for example, m Electrostatics where a is the conduc­
tivity of the medium. When the conductor differs within the medium then α has different 
constant values correspondingly. The jumps in the value of α can be significant if we have, 
say, both metal and an almost non-conductor.) 
In Step 1 systems with the matrix A have been solved by a preconditioned conjugate gradi­
ent method and AMLI preconditioning, as descnbed m Chapter 4. The program SYMMLQ, 
designed to solve symmetric indefinite systems of linear equations, is used during Steps 
2 and 3. 
The smallest eigenvalue is found after performing three Lanczos steps independently 
of the problem size (64, 256 and 1024 unknowns). The number of conjugate gradient 
iterations performed is two in all cases. 
The Л-orthogonality of the Lanczos vectors is found to be и 10"8 to IO"9 when few 
Lanczos steps are performed. The Д-orthogonahty of the eigenvectors found after Step 
3 is ~ 10~10 to 10"12. (For the example, given in Table (5.1) (with 16 unknowns and 16 
Lanczos steps performed) it is = 10~5 to 10~9.) The implementation is m Fortran 77. 
An attempt has been made to compare the results computed implementing the above 
descnbed algorithm with those of the package LANZ: Software for Solving the Large Sparse 
Symmetric Generalized Eigenproblem, available via NETLIB. The LANZ package uses the 
Lanczos algorithm with a spectral transformation and a partial reorthogonahzation of the 
Lanczos vectors A dynamic shifting algorithm is used to accelerate the convergence to 
desired eigenpairs and matrices of the form A - σΒ are factonzed (see for details [107]). 
Some comparison results can be found m Table 5.5 and Table 5.6. Table 5.5 shows that 
the accuracy achieved m both methods is quite satisfactory. (The exact eigenvalues are 
computed by MATLAB.) At first glance Table 5.6 is very discouraging with respect to the 
program implementation of our algorithm One of the explanations for the extra CPU time 
used is that all the matrices are kept using the general sparse row-wise format and the 
symmetry of these matrices has not been exploited. The implementation routines are as 
in [81], i.e., they are straightforwardly applicable also for nonsymmetnc matrices. Note, 
however, that, as expected, the work per unknown done in Step 1 usmg AMLI does not 
grow with the number of unknowns (shown m column 6 of Table 5.6). Another observa­
tion, based on the complete program diagnostic during the execution, is that SYMMLQis 
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No.of unkn. 
16 
64 
256 
\\\matlab ythisalg.,. 
2.182787e-ll 
3.001332e-ll 
3.783497e-10 
π Ì matlab \ LAN Zu 
II Amin - Лтіп H 
1.59161e-ll 
1.90993e-ll 
3.56067e-10 
Table 5.5: Accuracy achieved (relative error value 10~6). 
No.of 
unkn. 
16 
64 
256 
1024 
Current implementation 
Constr.of 
AMLI blocks 
0.01 
0.05 
0.40 
4.73 
Comput. of 
polyn. coeff. 
0.01 
0.04 
0.28 
1.27 
Step 1 
(Lanczos) 
0.02 
0.08 
0.38 
1.73 
Step 2 and 
Step3 
0.02 
0.17 
1.09 
8.10 
Time per 
unknown 
0.00125 
0.00125 
0.00148 
0.00168 
LANZ 
Package 
performance 
0.03 
0.10 
0.35 
1.60 
Table 5.6: CPU time (in seconds). 
not the desired solver in this case and the number of cycles in Step 3 increases. Better 
solvers, designed for symmetric, indefinite and almost singular systems, are studied in 
Chapter 6, and more numerical tests using the same numerical algorithm for the general­
ized eigenvalue problem are presented there. 
5.8 Conclusions 
We have seen that it can be advantageous to split up the Lanczos iterations in cycles, in 
particular when one wants to compute eigenvalues in an interval. 
The method to compute the smallest eigenvalue performs much better when we use A-
orthogonal Lanczos vectors than when we solve Ax = \Bx, in particular when the smallest 
eigenvalues are fairly well separated. The reason is simply that 
A
n
 - Λι Aj" - Л^ _ Лг Λ
η
 - Λι 
λ2 - λι Af
1
 - Aj1 λ„ λ2 - ΑΓ 
For this it is important to have a method to solve systems with A which is as (or even 
more) efficient than solving with B. As we have seen, such methods exist and, in addition, 
they are parallelizable. 
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Chapter 6 
Preconditioning of Indefinite and 
Almost Singular Finite Element Elliptic 
Equations 
This work has not been published before. 
Maya G. Neytcheva and Panayot S. Vassilevski 
ABSTRACT: This study deals with two ways of solving discretized finite element elliptic 
equations with indefinite and almost singular matrices. Such problems typically anse when 
applying the shifted inverse power iteration method to the generalized eigenvalue prob­
lem Au = λ Bu defined from some selfadjoint coercive second order elliptic operator A, 
discretized by finite elements and a mass-matrix operator В Both methods explore two-
by-two block-partitioning of the given matrices. One of the main matrix blocks corre­
sponds to a coarse space (or equivalently, to a coarse-grid degrees of freedom) and con­
tains the mam singularity of the original problem. The other major block, possibly in­
definite, is not as close to singular as the original matrix and is inverted by a precondi­
tioned MINRES method m the first method. The second method, which we use for com­
parison, exploits preconditioned MINRES iterations for the reduced problem obtamed by 
eliminating the block-unknowns that correspond to the coarse discretization space. Here 
each iteration involves solving a coarse-gnd problem. Numerical examples are presented 
which demonstrate the various aspects of both approaches of solving generalized eigen-
value problems applied for second order finite element elliptic equations. 
KEY WORDS Indefinite elhpnc problems, Almost singular matrices, Preconditioned MIN­
RES, Algebraic multilevel preconditioning, Shifted mverse power iteration, Generalized 
Eigenvalue Problem. 
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6.1 Introduction 
The purpose of this study is to compare two approaches for solving linear systems of 
equations with indefinite and almost singular symmetric matrices. An example of an ap­
plication is the shifted inverse power iteration method for solving generalized eigenvalue 
problems. More precisely, define the following generalized eigenvalue problem: 
Find λ > 0 and q e V such that 
(к(х) £, ф) =λ($,φ) for all φ e V, (6.1) 
where χ e Ω с R2 and V is some finite element discretization space corresponding to a 
triangulation Th of Ω. The domain Ω is assumed to be polygonal and Th to be a quasi-
uniform triangulation with a characteristic meshsize h > 0. For example, V = Vh can be 
the space of piecewise linear continuous functions vanishing on a given Dinchlet part To 
of 3Ω It is supposed that To has a positive measure. The function fc(x) is measurable, 
bounded above in Ω and bounded away from zero (0 < ko ¿ k(x) < fci < °°). 
Let now {λ, q], λ > 0, q e V, be a pair close to an eigensolution of Problem (6.1). Our 
aim is to solve iteratively the following indefinite elliptic problem. 
{к(х) и, ф)-Ми,ф) = Ы,ф) for all φ e V, (6.2) 
We now briefly describe the two methods of our main interest. For this purpose we 
need a coarse discretization space VH corresponding to a coarse triangulation TH with a 
characteristic meshsize H. We stress that the choice of H will depend only on the geo­
metry of the domain, the diffusion coefficient fc and, most importantly, on λ, but not on 
h. We also assume that Th is obtained by a refinement of TH and hence VH is a subspace 
of Vh, ι е., н С Vh. The nodeset Nh corresponding to Th will contam the nodeset NH-
(This is the case when Lagrangian piecewise polynomial basis functions are used.) 
The matrix-vector formulation of (6.2) takes the form 
Au-ABu = f, wheref=Bq- (6.3) 
The splitting NH и (.ЭД, \ 34Ή) introduces a two-by-two block partitioning of the form 
An - Afin Al2 - λΒι2] Гщ] }JV„ \ X H _ [fil Wh \ WH „ 
Azi - λδ 2 1 A22 - \B22\ [u 2J WH |_f2J } W H ' 
where the unknowns corresponding to the degrees of freedom of JVh \ NH are ordered 
before the unknowns corresponding to the coarse-gnd degrees of freedom. 
Method I. Denote С = A - \B and CtJ = A4 - \Btj, ι, j = 1,2. The matrix С admits the 
following LU form, 
Си 0 
C2i S 
'1 Cn'Cizl 0
 ' J (6.5) 
CHAPTER 6. INDEFINITE AND ALMOST SINGULAR SYSTEMS 83 
where 
S = C22-C2iCñ1Cl2 (6.6) 
is the corresponding Schur complement. Note that the dimension of S is equal to the de-
grees of freedom of н, i.e., to the number (m) of nodes m 3<ц- Hence, it is of relatively 
smaller dimension with respect to the dimension of C. In particular, the dimension of S 
is independent of h. 
Method I for solving (6.3), i.e., finding u = [щ, U2 ] T , then consists of the following three 
steps. 
(1.1) Form the matnx S = [sn),s(2),- • · ,s{m)] as follows: 
for ι = l,m 
solve CnZi = Ci2e
( i ) 
form s ( l ) = C22e
(l)
 - C2iZi 
endfor 
Here, e ( l ) is the ith unit vector. 
(1.2) Forward recurrence: 
Solve CnZi = ft. 
Solve 5u2 = f-C 2 iZi. 
(1.3) Backward recurrence: 
Solve Сцуі = Ci2u2. 
Form ui = zi - у ь 
During the above three steps, systems with Cu are solved m + 2 times. The matrix 
Сц symmetric but possibly indefinite and a suitable iterative method in such a case is 
the preconditioned MINRES algorithm (originally proposed by Paige and Saunders [11]). 
An implementation of preconditioned MINRES algorithm is described m more detail in 
Section 6.3. The Schur complement matrix S is formed explicitly by applying the action 
of erf on the m columns of C\2, again by usmg the preconditioned MINRES algorithm. 
This is the most expensive part of the algorithm Then the system with the so-computed 
(dense matrix) S is solved by a direct solver. This is computationally feasible smce the 
dimension m of S is relatively smaller than that of the original matrices А, В and C. 
The choice of H is an important means m the context of the above described method. 
By chosmg Я small enough (depending only on A and the coefficient fc), the block Сц can 
be made less singular than the original matrix C. For H sufficiently small, it can even 
become positive defunte and spectrally equivalent to Лц but this is not aimed at and it 
is also not needed. The role of H is to perturb Сц and shift its spectrum away from the 
origin. These results are summarized in Section 6.2 of the present chapter. 
How to construct preconditioned to matrices of the form Сц = Ац - ЛВц, when λ 
is well separated from the spectrum of ВцЛц, was studied m Yserentant [99] and Vas-
silevski [92]. 
Method II. We first transform С into the so-called two-level hierarchical basis (HB) form 
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(cf., Yserentant [97]). This means that for an appropriate transformation matrix J of the 
following form 
-[ί'ή 
one forms the so-called two-level HB matrix 
С = JTCJ = C\\ C"i2 Czi C22\ 
(6.7) 
(6.8) 
In practice, С is never computed explicitly. From the definition С = JTCJ the following 
relations between the blocks С
и] of С in (6.8) and Clt] of C, 1, j = 1,2, hold: 
Сц = Си, C\2 = C11J12 + C12, 
C21 = Сгі+ЯгСіи C22 = [ ' i 1 ] ^ ^ ] • 
(6.9) 
The rectangular matrices /¿ = \J}'] and Ϋχ = [ ;j2 ] represent the standard (or natural) 
coarse-to-fine and fine-to-coarse transformation matrices used in the two- and multignd 
methods. Then it is clear that С = І^СІц is the coarse-grid discretization matrix, i.e., 
the matrix corresponding to problem (6.2) with V replaced by
 И
. Therefore, (6.8) can be 
written as follows 
Си C12 
C21 С 
С = f С J 
The matrix С is then factored m the following block-ІЛ form, 
where 
c = L o CJLC-'C 2 1 /J' 
w = c
n
-cl2c-
i
c21 
(6.10) 
(6.11) 
(6.12) 
is the corresponding Schur complement. Note that С is the coarse-gnd matrix and, hence, 
it has dimension equal to the degrees of freedom of ц, i.e., to the number of nodes in !ΝΉ 
and is of relatively smaller dimension with respect to the dimension of C. In particular, 
as already mentioned, the dimension of С is independent of h. 
Method II for solving (6.3), which is based on the system 
Cû = f, 
where û = J~'u and f = JTf, then consists of the following steps. 
(II.1) Compute f = JTL 
(6.13) 
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(11.2) Backward recurrence: 
Solve Cz2 = h-
Solve Wûi =f 1 -Ci 2 z 2 -
(11.3) Forward recurrence: 
Solve Cy2 = C21Û1. 
Form Û2 = Z2 - У2-
(11.4) Compute u = Jû. 
The Schur complement matrix IV is symmetric but possibly indefinite and systems with 
it are solved by the preconditioned MINRES algorithm. Each step of Method II requires one 
action of W. This involves, in particular, one inverse action of C. This is done by a direct 
solver which is computationally feasible since the dimension m of the coarse-grid matrix 
C, is relatively smaller than that of the original matrices. 
As in Method I, the choice of H depends only on λ and k, but not on h, and if it is 
small enough, the Schur complement W can become better conditioned (and hence less 
singular) than the original matrix С (or C). As theory presented in the next section shows, 
if Я is sufficiently small, W can even become positive definite and spectrally equivalent to 
Si = Ли - А І 2 Л _ 1 І 4 2 І (the two-level HB Schur complement of Â) but this is not needed for 
the numerical method. The role of H (as in the first method) is to only shift the spectrum 
of W away from the origin. These results are proven in Vassilevski [91] and we briefly 
review them in Section 6.2. 
The choice of a preconditioner for W we make here is based on the following three 
basic considerations: 
(i) A suitable preconditioner for W is the (two-level HB) Schur complement of any pre-
conditioner coming from the original (transformed in the two-level HB) matrix A. Let 
A = L-.11 ~2 and let M =
 rt
11
 л
1 2
 be some preconditioner for A. According 
LA21 A J [M21 M22J 
to the theory (cf.J91] and Section 6.2), if M is a suitable preconditioner for A then 
WM = Mn - M12M22M21 will be a suitable preconditioner for W. 
(ii) The solution with matrices WM can be obtained via a solution with M because of the 
following observation (noted in [91]): 
1
 =
 Г Щ
1
 * ] 
L * * J · 
X! = Wj^ Wi is equivalent to χ = J = M - 1 -1 . 
M 
thus, 
The * in the latter vector indicates that we are interested only in the first component 
of the resulting vector x. 
(Ш) Since M = JTMJ and the matrix J has the special upper-triangular form shown in 
(6.7), then 
«4i-?'№!]· 
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Combining (i), (ii) and (ili) we see that finding X! = W^v/i is equivalent to: 
(a) find ζ = Λί"1 _JTW ! (Ь) form Χι = zl - Jnz2. 
In the present paper we have chosen M to be the AMLI preconditioner of the form as 
described in Chapter 4. 
6.2 Theoretical considerations 
In this section we summarize some theoretical results which are the basis for the two solu­
tion methods, described in Section 6.1. The results are with regard to coercivity (or, more 
generally, a Gàrding type inequality) of the bilinear form 
Л(и,ф) = (к и, ф)-\(и,ф), for all м,φ e V, (6.14) 
in certain subspaces. This gives rise to certain coercivity (or Gàrding type) estimates for 
the principal matrix Сц and the Schur complement W (see (6.8), (6.9) and (6.12)). The 
results are well known (see, e.g., Yserentant [98], Vassilevski [91], Xu [96]) and are based 
on the duality argument of Aubin and Nitsche (see e.g., Ciarlet [5]). 
For more generality, consider the following second order bilinear form which contains 
also convective terms Vu · b for some given vector field fa: 
а(и,ф) = (к и, ф) + ( и-Ь,ф) + (с0и,ф)- (6.15) 
The particular application we are interested in, corresponds to fa = 0 and CQ = -λ. In the 
sequel, the principal symmetric part of α(·, ·) is also needed, defined by 
а 0 (и,ф) = № и, ф)· (6.16) 
Consider the following boundary value problems, associated with the bilinear form а ( ·, · ) • 
Problem 1. (A Dirichlet boundary value problem) 
Given ƒ e Ι 2 (Ω), find и e H¿(Q) such that 
а(и,ф) = (/,ф), for all φ e H¿ (Ω)· (6.17) 
Problem 2. (The adjoint boundary value problem) 
Given ƒ e L2 (Ω), find ν e H¿ (Ω) such that 
α(φ,ν) = (/,φ), for all φ e H¿(Ω)· (6.18) 
Problem 3. (The discretized Problem 2, using a finite element method) 
Find Uh e V such that a(uh, φ) = (ƒ, Φ) for all φ e У-
Next we state the major assumptions with regard to Problems 1, 2, 3: 
•(Al) Problem 1 is uniquely solvable. 
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•(A2) The finite element space VH gives sufficiently accurate approximations to the so­
lution of the adjoint problem (6.18); namely, for any accuracy ε > 0 there exists 
Η (ε) depending only upon the coefficients of the bilinear form and ε such that for 
Η £ Η(ε) there exists an element φ e VH, where VH corresponds to a coarse trian­
gulation with a meshsize H, such that the following estimate holds 
Ι Ιν-φΙΙ
Λ ί (ο)*£|Ι./ΊΙ ΐ '(η)· (6.19) 
We remark at this point that assumption (A2) can be verified without any regularity 
of the underlying boundary value problem (cf., Schatz and Wang [15]). However, if 
problem (6.18) admits a certain (very weak) regular solution, i.e., if for some α > 0 
the solution ν of (6.18) satisfies the a priori estimate | |ν | | ι + α <, C*|t ƒ Ifo then assump­
tion (A2) is satisfied with ε = 0{h2a). This is based on the duality technique by 
Nitsche and Aubin (for the duality technique see, e.g, Ciarlet [5]). The estimate (6.19) 
was shown in Schatz [14]. 
We also note that the coarse-grid size Я is fixed but has to be sufficiently small to ensure 
that the coarse-grid space gives sufficiently accurate approximations to the space H¿ (Ω). 
Since this accuracy is determined only by the coefficients of the bilinear form (as we shall 
see in a moment) the mesh size Η can be assumed to be fixed. In particular, Η is indepen­
dent of the fine grid size h. Note that, in practice, if the problem is convection dominated 
or the coefficient Co = -λ for some very large constant λ > 0, this method will require an 
unacceptably 'fine' coarse grid. Therefore, we assume that the problem under considera­
tion is not convection dominated and that c0 (when CQ = -λ < 0 as it will be in our case) 
is of comparable size with respect to the size of the diffusion coefficient k. 
Next, we state the first main result that is used later. 
LEMMA 6.2.1 Let и e Η^(Ω) besuch thata(u,$) = 0 forali φ e VH. Then if (6.19) 
from (A2) holds for a sufficiently small ε > 0, we have 
a{u,u) s: (1 -Ote2))ao(u,u). 
That is, the bilinear form a(•, ·) is coercive in the (left -)a(·,·) - orthogonal space to н-
. Proof We have that for any ƒ e Ι 2 (Ω) and for the corresponding solution of the adjoint 
problem (6.18) ν e H¿(D), there holds (и, f) = a(u,v) = а(и, - φ) for all φ e V. 
Then 
(и,f) = оо(и, - ф ) + j
n
[b- S7u + c0u] (ν - φ) 
< a0(u,v - φ) + C\\uh\\v - φ\\0 
* Cllullillv-фІІь 
where we have used the boundedness of the vector field b, the boundedness of the coef­
ficient Co and also the fact that the coefficient matrix has bounded entries. Since ф е я 
is arbitrary, we get 
(u, ƒ) < Cllulli inf ||v - ФІІ, 5 C E | | U ] | , | | / | | 0 · 
фе
 н 
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Thus, for ƒ = u we obtain 
Hullo < СсЦмІІі <, Cedilo(u,u)· (6.20) 
For the latter, the coercivity of the principal and symmetric part αο(·. ·) of the bilinear 
form a( •, • ) is used. Further, integrating by parts (b has been assumed sufficiently smooth) 
and using (6.20), we get 
a(u,u) = a 0 (u,u) + / n [ c o - f v - b ] u 2 
;> a 0 ( u , u ) - | c 0 - | V - b | i . ( i i ) | | u | | g 
;> [I - CE2\CQ - {V · b\L-m]a0{u,u) 
> [1 - Cf 2]a 0(u,u)· 
• 
LEMMA 6.2.2 For any w e HQ(Q) andforanyu in thesubspace \u e H¿(ü); a(u, φ) = 0 
for αί/ φ e н j the following inequality is valid: 
a(u,w) < (1 + C£)yja0{u,u)*¡aQ(w,w)-
Proof [This result is shown in Mandel [74].] Using integration by parts, the Cauchy-Schwarz 
inequality, estimate (6.20) and the coercivity of αο(·, ·), we obtain 
a(u,w) = ao(u,w) + j
n
[(b-Vu) + cou]w 
= a0{u,w) - JniiV · (wb) + Sac0uw 
< ao(u.w) + C||u||ollu>|li 
5 [1 + Ce]Ja0{u, u)jao{u>,w)-
m 
Next, we reformulate the results of Lemma 6.2.1 and Lemma 6.2.2 in matrix-vector 
form which is more appropriate for our application. We consider the particular case 
a(·,·) = Λ{·,·) defined in (6.14). The corresponding stiffness matrix with respect to the 
two-level hierarchical basis, C, admits the two-by-two block form (6.10) where С is the 
coarse-grid discretization matrix computed from the space д. We are interested in the 
block C\ ι and the Schur complement W of С defined in (6.12). In the rest of the section the 
following notational convention is used. Functions ν e V are represented by their coeffi­
cient vectors ν e V. The elements of я are denoted by ν and, respectively, ν e VH. With 
respect to the two-level hierarchical basis, a vector veVj, takes the form ~ l I, which 
means that if the elements of ν = [ν], v2 ] T are permuted correspondingly to ЛГн \ NH and 
NH, then vi = v¡ and v2 = v2 + /iT2V2· 
The coefficient vector of a function ν e
 н
 с V/, with respect to the two-level HB 
basis in Vh has the following simple block-form [0,v]T. Then, if u € Vh has a two-level 
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HB coefficient vector [ΰι,ΰ 2]Γ, the equation Л(и, ) = 0 for all ν e VH will read in a 
matrix-vector form as follows 
Γ„
Ί
Γ 
sp[ïb 
that is, 
vT(C2iûi + Сиг) = 0 for all ν 6 VH-
This implies that C2iûi + Cû2 = 0. Using the latter, we obtain that Л(и,и) = û r C û = 
ûflVûi. Then Lemma 6.2.1 implies that 
û[Wûi ;> ( 1 - А С г 2 ) inf a0(u + φ,u + φ) 
Фе
 н
 (6.21) 
= ( 1 - Л С £ 2 ) и Г ( А ц - І і 2 Л - 1 І і 2 ) й і · 
Finally, having in mind that for any φ e н,и + φ has a two-level HB coefficient vector 
with a first block component the same as и (that is ûi), and using Lemma 6.2.2 and once 
more Lemma 6.2.1, one obtains the estimate 
û[Wûi <, (1 + \Сг)а0(и,и) 
1 + ACf „ , . ι / , ~ ~. \ ï 
~ 1 - ACf2 ' ' ^α° + Ф'Ц + Ф ' 
= ^^^ΰ,γ(α,(η
 + φ,η + φ)γ. 
Thus, there holds 
û[Wûi < ( + л ^ £ 2 ) inf a 0 ( u + φ , u + φ ) 
vi -ЛС£ /
 ф е н
 (6.22) Í 1 + ACt Υ~
Τ
,
Λ
 ~ у_і-
 л
-
I l - A C E 2 / u i ( A i i - A i 2 A Mi 2)ui· 
We summarize the last two estimates in the following theorem (already stated in Vas-
silevski [91]). 
THEOREM 6.2.1 If the coarse grid size H = Η(ε) is sufficiently small, depending on A, the 
diffusion coefficient к and the geometry of the domain Ω, then the two-level HB Schur com­
plement W, defined in (6.12), is positive definite. Moreover, W is spectrally equivalent to the 
two-level Schur complement Au - Ái2A_1A2i of Α. 
We next analyze the properties of Сц. the first major block of С (or C). Denote 
αο,7-(Ψ,ξ) = | & ν ψ · VÇ, 
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and π», to be the nodal interpolation operator deñned for any u e Vh which takes values 
TTU e VH m the following simple way: 
(TTU)(X) = U ( X ) forali x:eJVH· 
It can be shown, by an elementwise analysis with respect to the elements Τ of the coarse 
triangulation Тн, that 
Jfc|V(ii - nHu)\2 -\j(u~ nHu)2 
τ τ 
¿ а0,тШ - п„)и, (I - пн)и) - \СН2\\{1 - π„)ιι\\1 т 
(6.23) 
> ( і - ACH2 log ^ ) ао.тШ - π„)η, (I - п
н
)и) · 
In the derivation of estimate (6.24) we have used the well known I«, inverse estimate 
valid for functions from Vh (cf. e.g., Bramble [4]). This is possible because (I - пн)и van­
ishes at certain nodes m Τ smce Γ ε Τ « , Finally, smce the two-level HB coefficient vector 
of (/ - Пн)и has Ui as a first component, i.e., the same as u, we see that after summation 
over all elements Τ e ΊΉ, estimate (6.24) takes the following matrix-vector form: 
ûfCiiûi > ( l - À C H 2 l o g | ) û [ A u û , (6 24) 
It is now clear that if H is sufficiently small then C\ \ can become positive defunte. In this 
case, however, H has to be chosen weakly depending on h, for example, H~' = О (log h _ 1 ). 
Therefore, we can formulate the following result: 
THEOREM 6.2 2 If the coarse grid size H is such that AH2 log ^ is sufficiently small then 
the first major block Сц of С (see (6.9)) m the two-level HB block-partitioning of C, (6.8), 
is positive definite such that estimate (6.24) holds. In particular, this shows that Сц can be 
well preconditioned by any available (symmetric positive definite) preconditioner forA
n
. 
REMARK 6.2.1 Theorems 6.2.1 and 6.2.2 guarantee the positive definiteness of W and Сц. 
In practice, however, this is not actually needed The role of H is to shift their spectrum 
away from the origin and make these matrices not as close to singular as the original ma­
trix С (or C). Since it is not possible to guarantee a prion the positive definiteness of W and 
Сц for certain Я, we solve the corresponding systems in Methods I and II, respectively, 
by a preconditioned MINRES method. 
6.3 An implementation of the preconditioned minimal residual (MIN­
RES) method 
In this section we briefly describe an implementation of this algorithm (originally pro­
posed by Paige and Saunders [111). In terms of the application considered in the present 
CHAPTER 6. INDEFINITE AND ALMOST SINGULAR SYSTEMS 91 
study, the matrix A will be Сц or IV, i.e., it will denote only the first block of the two-level 
HB matrix С = A - Aß. There will be no confusion with this notation, since it will be only 
used in the present section. 
The preconditioned MINRES algorithm, presented here, is derived as a special case of 
the preconditioned conjugate gradient (CG) algorithm, given in the Appendix {s = 2). Dur-
ing the solution procedure the error functional (6.25) (see page 100) is minimized. For 
completeness, some other algorithms, relevant to the presentation, are also included in 
the Appendix. More details about the connections between CG and MINRES can be found 
in [10]. 
ALGORITHM 6.3.1 (Preconditioned MINRES Algorithm.; 
Given χ = xo, initiate: 
г = Го = b - Лхо 
Fork = 0,1,..., iterate 
If 
Po 
g = 
do 
g 
a 
X 
r 
Г r
r
r 
h 
У 
: > 0 < 
Pfc+i 
dk+i 
gold 
= M~ 
Ap0 
= м-
= 
= 
= 
= 
<, 
= 
5 = 
= 
= 
= 
>ro 
>g (=M" 1 Apo) 
Apk 
r
r d k 
g T d k 
x + apfc 
r - a g 
ε
2
ΓοΓο stop 
M-'Adfc 
g r h 
g r d* 
T
g
°'
d h
 else δ 
g0/d
d
*-i 
dit - ypk - S p i n 
h - ydk - <5dfc-i 
g 
5 = 0, 
REMARK 6.3.1 We see that this algorithm requires only one solution with M per iteration. 
Also dk+i can overwrite dk_i and similarly p^+i can overwrite ρ*_ι. 
REMARK 6.3.2 The stopping criterion r r r < £2rJro can be replaced by r r M _ 1 r < f2PoTo· It 
is seen that since dit = М-1Ар& (page 102) then M_ 1r can be computed without solving a 
system with M in addition: 
М
_ 1
Г = M~lTprevious - « M _ 1 g = M'lTprevwus - « M
_ 1 A p t = M~
lTpreVwus ~ adfc. 
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6.4 Numerical experiments 
The numerical experiments are performed within the following problem setting. A gener­
alized eigenvalue problem 
Au = ABu 
is considered. Both matrices A and В are symmetric positive definite and correspond to 
the stiffness and mass matrices of the discrete problem (6.1). Only eigensvalues m a given 
interval [a, b] are to be computed and their corresponding eigenvectors. For this, the nu­
merical algorithm from Chapter 5 is used. 
Initially, approximations of some of the eigensolutions of (6.1) are computed perform­
ing m Lanczos steps (in is a fixed number, m this case it is chosen to be five), as described 
m Step 1, Section 5.2, page 66. Durmg each Lanczos step systems with the matrix A are 
solved. This is done by a preconditioned conjugate gradient (CG) method which uses the 
AMLI preconditioned described m Chapter 4. Since the performance of this method has 
been already demonstrated and a detailed discussion about Step 1 is included in Chapter 
5, we do not present more results about this part of the algorithm here 
Let {Aj0),y(0j)} be some initial approximations of the eigensolutions {Aj,u(j)}, j = 
I, · · · , in. (We note that Aj0) are approximanons of eigenvalues spread along the whole 
spectrum of B'lA.) The numerical procedure continues with some iterations of the com­
bined Rayleigh quotient (RQ) method and the shifted inverse power iteration (SIPI) method 
with a variable shift which are performed m order to compute more accurate approxima­
tions to the exact eigensolutions (as described in Section 5.2)· 
for j = 1,· • • ,m 
fors = 1,2, · · · 
compute: A 5 ) = ' „ y , , / , , ', (RQ step) 
(A - А^'в) y(î'J' =у< І -и\ у(^> = lly(íj)||-1y(í-'\ (SIPI step) 
if ||у<^>|| > E"1 or [A<$) - λ< ί _ 1 ) | < ε2 then stop, 
endfor 
endfor 
In Chapter 5 the indefinite almost singular systems which appear during each SIPI step 
are solved by the SYMMLQ routine. In this presentation this is done usmg Methods I and 
II, described m Section 6.1. Both methods imply the use of a coarse discretization with 
a meshsize parameter H, and a corresponding two-by-two block partitioning of A, В and 
A - A B. The preconditioned MINRES method, presented m Section 6.3, is used to solve 
systems with matrices of the type C\ \ = A
u
 -АВц (for Method I) or W = Cu-CizC~xCzi 
(for Method II).As theory from Section 6.2 shows, a good preconditioner for Сц can be 
any preconditioner for Ац. Since Ац is symmetric positive definite itself, and it is also 
a Stieltjes matrix, Сц is preconditioned by another AMLI preconditioner, constructed for 
Α11. It is similar to that for A, but now based only on the nodeset ^ н \ JVH . The precondi-
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tioning for IV is performed using the AMLI preconditioner for A (denoted by M), applied 
as shown in (a), (b) (page 86) 
The following relative stopping entena are used (r and Го denote the current and the 
initially computed residuals in the solution methods, correspondingly): 
(1) for the preconditioned CG method in Step 1: r r M _ 1 r < 10- i erjM _ 1r 0; 
(2) for the preconditioned MINRES during SIPI: rTr < f2rjr0, where ε = IO - 8 while com­
puting the Schur complement (Method I, (1.1)) and ε = IO - 6 when solving systems m 
(1.2), (1.3) and (II.2). 
(3) The combmed RQ/SIPI steps are performed till one of the following conditions is 
Satisfied: Wcurrent - ^previenisi ^ Ю1 6 or l |v
c u r r e
„ t | | 2 > 108 
All the experiments are in MATLAB. The exact eigenvalues of the test problem (when­
ever used for companson) have been computed usmg MATLAB functions The interval 
[a, b] is chosen to be m the beginning of the spectrum of B'1 A. 
Tables 6.1 to 6 6 illustrate Method I. Column 1 m Tables 6 1 to 6.5 shows the number 
N
neg of negative eigenvalues m the spectrum of A - λΒ. In column 2 the convergence to 
the (Nneg +1 )th eigenvalue can be seen, after a combmed RQ/SIPI iteration until cntenon 
(3) is satisfied. The last column illustrates the accuracy of the eigenvector found (v
c o m p ) 
compare to the exact one {v
ex
 ), computed by MATLAB. 
According to theory, when Η gets smaller the matnees Сц become better conditioned, 
which results m less MINRES iterations when solving systems with them. This effect is 
indeed observed by comparing the corresponding iteration counts for MINRES m Tables 
6.1 to 6.6. 
Tables 6.7 and 6.8 illustrate the effect of usmg Method II as a solver for the shifted 
inverse power iteration (SIPI) method. Method II is computationally cheaper than Method 
I. There is a pnce to be paid, however: it needs more iterations to converge and the iter­
ation count mercases when systems get closer to singular. Also, numencal expenments, 
not included m this presentation, mdicate that if the coarse subspace is not chosen fine 
enough, Method II may fail to converge A typical example of the convergence behavior of 
the preconditioned MINRES method is shown m Figure 6.1 
In conclusion, both methods enable us to straightforwardly extend the powerful SIPI 
method for solving {A - λΒ)γ = f, since they offer a reasonably fast way to solve indefi­
nite and almost singular systems and a suitable preconditioner for the less singular ma­
trix block Ац- АВц or, respectively, for the Schur complement matrix W. The methods 
proposed m this presentation demonstrate one possibility to use preconditioning when 
solving generalized eigenvalue problems. 
6.5 Appendix 
The appendix surveys some conjugate gradient (CG) type methods for solving systems of 
linear algebraic equations with sparse symmetnc but possibly indefinite matnees A. 
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Fine grid: 16 χ 16, Coarse grid: 4 x 4 
Number 
of negative 
eigen­
values 
Nneg 
0 
1 
5 
Convergence 
history 
of the combined 
RQ/SIPI method: 
inexact ~ ^current! 
1.0956 x l 0 - y 
0.0165 
2.3136ХІ0" 5 
3.5640 χ 10" 1 1 
5.5321 
1.2800 
0.0057 
5.2396 x l O " 6 
5.8265 χ IO" 1 1 
Preconditioned MINRES 
iterations 
to construct 
the Schur compi. 
min/max 
6 
9 
9 
9 
15/17 
16/18 
16/18 
16/18 
16/18 
during the 
solution with 
Α-λΒ 
5/5 
7/6 
7/6 
7/6 
14/13 
14/13 
15/13 
15/13 
13/13 
l|V«. - Усотр ІІ2 
5.029 x l 0 ~ u 
5.005 χ 10" 7 
1.136 x l O " 7 
Table 6.1: Method I. 
10? 
1<f 
101 
,10-
Ί ο
4 
кг" 
кг" 
0 5 10 15 20 25 30 35 40 
Iterai™ number 
Figure 6.1: Method II: Convergence behavior of the preconditioned MINRES algorithm ex­
hibited during the last experiment in Table 6.7. 
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Fine grid: 1 6 x 1 6 , Coarse grid: 8 x 8 
Number 
of negative 
eigen­
values 
Nneg 
0 
1 
2 
3 
5 
8 
24 
Convergence 
history 
of the combined 
RQ/SIPI method: 
1 ^ exact ~ "current 1 
5.8397 x l O " 1 0 
0.0051 
6.0995 χ IO" 7 
0.0154 
8.5994 χ 10" 8 
0.6011 
1.7227 x l O " 4 
2.1956 x l O - i 2 
0.4453 
0.0012 
7.2523x10-» 
15.8206 
12.9432 
3.1050 
0.0249 
4.5993 χ 10" 5 
1.0377x10-1° 
5.8146 
0.1738 
0.0548 
5.7594 x 10" 6 
2.1162x10-1° 
Preconditioned MINRES 
iterations 
to construct 
the Schur compi. 
min/max 
4 
5 
5 
5 
5 
6 
6 
6 
7 
7 
7 
8 
8 
8/9 
8/9 
8/9 
8/9 
23/26 
24/27 
24/27 
24/27 
24/27 
during the 
solution with 
Α-λΒ 
3/2 
4/3 
4/3 
4/3 
4/3 
4/4 
4/4 
4/4 
5/4 
5/4 
5/4 
6/5 
6/5 
6/5 
6/5 
6/5 
6/5 
20/18 
20/17 
20/17 
20/17 
20/17 
IlV
ex
. -V
c o m
p. | | 2 
1.923 x l O " 7 
1.932 x IO" 7 
1.555 x l O " 7 
3.627 XlO" 8 
2.595 x l O - 7 
5.323 χ I O ' 7 
1.566 x l O " 6 
Table 6.2: Method I. 
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Fine grid: 32 χ 32, Coarse grid: 4 x 4 
Number 
of negative 
eigen­
values 
Nneg 
0 
2 
5 
17 
Convergence 
history 
of the combined 
RQ/SIPI method: 
1 "exact — ^current 1 
1.569 x IO" 9 
0.0138 
2.3558ХІ0- 5 
xlO 
0.01388 
2.3558x10-5 
3.5897x10-11 
0.9335 
0.2127 
1.9215x10-5 
1.1453 x l O " 1 0 
Preconditioned MINRES 
iterations 
to construct 
the Schur compi. 
min/max 
6 
9/10 
9/10 
9/10 
17/21 
17/21 
18/26 
39/61 
39/60 
41/60 
39/58 
during the 
solution with 
A-\B 
5 
7/8 
7/8 
7/8 
19/14 
22/15 
22/15 
48/44 
45/44 
44/34 
36/36 
llVex. -
 с о г 7 і р. |І2 
8.046 χ IO" 9 
2.014 x l O " 7 
3.782 χ 10" 6 
1.6396 χ 10" 7 
Table 6.3: Method I. 
Fine grid: 32 χ 32, Coarse grid: 8 x 8 
Number 
of negative 
eigen­
values 
Nneg 
0 
1 
5 
16 
Convergence 
history 
of the combined 
RQ/SIPI method: 
inexact ~ ".current* 
1.3633 x l O " 9 
0.0120 
5.3938x10-5 
3.0542 x 10-ю 
4.9224 
1.3720 
0.0016 
3.8607 χ IO" 5 
4.1390x10-1° 
3.6021 
0.4831 
0.4546x10-5 
2.5122x10-1° 
Preconditioned MINRES 
iterations 
to construct 
the Schur compi. 
min/max 
5 
7 
7 
6 
8 
8 
8 
8 
8 
20/22 
20/21 
19/21 
19/21 
during the 
solution with 
A-\B 
4/4 
5/5 
5/5 
5/5 
6/6 
6/6 
6/6 
6/6 
6/6 
17/14 
16/14 
15/13 
13/14 
llv
e x
.-V
c o m
p.| | 2 
1.231 x l O " 7 
4.893 χ I O " 8 
1.470 x l O " 7 
1.666 χ IO" 7 
Table 6.4: Method I. 
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Fine grid: 32 χ 32, Coarse grid: 16 χ 16 
Number 
of negative 
eigen­
values 
Nju-g 
0 
1 
5 
13 
Convergence 
history 
of the combined 
RQ/SIPI method: 
inexact ~~ "current) 
1.3140 χ 10" 9 
0.0116 
1.1702 χ 10"4 
2.8387 x l O " 9 
5.0190 
1.2569 
6.0146 χ 10" 3 
1.1455 x l O " 6 
6.3573 
8.4756 
9.7379 
9.0802 
7.1017 
2.7754 
0.5381 
0.0697 
8.4581 χ 10" 5 
3.5243 x l O " 1 2 
Preconditioned MINRES 
iterations 
to construct 
the Schur compi. 
min/max 
3 
4 
4 
4 
5 
5 
5 
5 
6 
6 
6 
6 
6 
6 
6 
6 
6 
6 
during the 
solution with 
A-\B 
2/2 
3/2 
3/2 
3/2 
3/3 
3/3 
3/3 
3/3 
4/4 
4/4 
4/4 
4/4 
4/4 
4/4 
4/4 
4/4 
4/4 
4/4 
\\Vex. - Vcomp.h 
7.990 x 10" 9 
2.555 x l O " 7 
9.083 x IO" 7 
5.4334 x 10" 8 
Table 6.5: Method I. 
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Fine grid: 64 χ 64, Coarse grid: 1 6 x 1 6 
Convergence 
history 
of the combined 
RQ/SIPI method: 
¡"current ~ "previous' 
1.3253 x l O - s 
0.0112 
1.4521 x l O " 5 
3.3132 
0.4702 
2.9210 x l O " 4 
1.0907 x l O " 8 
10.6650 
0.0302 
2.4843 χ IO" 5 
Preconditioned MINRES 
iterations 
to construct 
the Schur compi. 
min/max 
5 
6 
6 
6 
6 
6 
6 
8 
7/8 
7/8 
during the 
solution with 
A-XB 
4/4 
4/4 
4/4 
4/4 
4/4 
4/4 
4/4 
6/6 
6/5 
6/5 
Table 6.6: Method I (no information about the exact eigensolutions available). 
Fine grid: 1 6 x 1 6 , Coarse grid: 8 x 8 
Number 
of 
negative 
eigen­
values 
0 
1 
5 
16 
Convergence 
history 
of the combined 
RQ/SIPI method 
1 "exact — "current! 
8.1631 x l O " 1 0 
0.0099 
2.5843 χ IO" 7 
3.9369 
0.4350 
0.0014 
6.9401 χ IO" 7 
2.0471 
0.0790 
0.0019 
1.3764 χ IO" 6 
AMLI-preconditioned 
MINRES iterations 
to solve a system 
with 
W = C
n
-C
u
C-lCu 
15 
11 
16 
9 
11 
15 
19 
23 
27 
31 
36 
Table 6.7: Method II. 
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Fine grid: 64 χ 64, Coarse grid: 32 χ 32 
Convergence 
history 
of the combined 
RQ/SIPI method 
1 ^ current ~ nprevwus\ 
1.1306 χ 10" s 
0.0093 
3.4149ХІ0" 5 
2.6403 
0.2254 
3.1341x10-5 
5.4993 
0.2249 
3.7472 χ IO" 5 
AMLI-preconditioned 
MINRES iterations 
to solve a system 
with 
W = Cu - C
n
C-lCl2 
13 
9 
12 
6 
8 
14 
β 
11 
17 
Table 6.8: Method II (no information about the exact eigensolutions available). 
First the Lanczos algorithm for generating A1-orthogonal vectors is reviewed. In what 
follows, s > 0 is an integer such that As is positive definite. 
Let now 5 s 0 be an integer such that As is positive definite. For example, s = 0,2,.... 
6.5.1 Lanczos algorithm for generating As - orthogonal vectors 
ALGORITHM 6.5.1 (Generating As- orthogonal vectors) 
Given po Φ 0 and let p_i = 0. 
For к = 0,1,.. ., compute 
Pk+l = APk - УкРк - <5fcPlt-b 
such that 
vLiASPk = 0 and p^A'pit-! = 0-
This gtves 
Ук -—гТТ · "к
 =
 ~т—TT 
p'kA
spk Pk-iASPk-i 
LEMMA 6.5.1 The system of vectors {ptì is As-orthogonal. 
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Proof Let j < ι - 1. Then 
PÏ+iAsPj = (Apl-ylpi-Slpl-i)TAsPj 
= (Ap^A'pj - 0 - 0 
= PJA'+Ipj 
= pjAHApj) 
= pjA4pJ+i + YjPj + SjPj-i) 
= 0, 
assuming by induction that pjAsps = 0 for s < i and used here for s = j - l,j,j + 1. • 
If A is symmetric positive definite (s.p.d), one can choose s = 1, which leads to an 
algorithm, equivalent to the standard CG algorithm. 
6.5.2 CG like algorithms 
Consider the problem Ax = b and let χ be its exact solution. Consider for any given vector 
χ the residual vector r = b - Ax and the error functional 
E(x) = | ( х - х ) г Д Ч х - х ) 
= )-(Αχ-Αχ)τΑ'-2(Αχ-Αχ) ( 6 · 2 5 ) 
= ìrrA*-2r-
The CG algorithm computes for a given initial approximation xo for к = 0,1,..., the к + 1 
iterate 
к 
Xk+i =Χι
ί
+Σ aisk)Ps, 
where the set {p
s
 Ì is computed by the Lanczos algorithm (po Φ 0 arbitrary) and the coeffi­
cients {ajk)}J,0 are computed such that the error functional £(χ*+ι) is minimized. Using 
the As orthogonality of p
s
, the minimization property gives the following equations for 
r7"/ij-i 
k ) = r i^_p£ i j = 0 i l k_ 
pjAsp
s 
LEMMA 6.5.2 For the above constructed vectors ρ j there hold the relations 
Proof For к = 0 one gets 
and 
r L i A i _ 1 P j = °. 0<j<k-
ri = го - α0
0)
Αρο 
(θ) _ ΓρΆ'-'ρο 
Ρο>Ρο 
α
° =^ΓΙ7 
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Then 
rM'-'po = (го - C U p o ^ A ' - ' p o 
= TÜA'-ipo - «ГРо^Ро 
= О-
This shows the result for к = 0. The general result follows then by induction. We have 
tLiA'-ipj = Irt-iciPApsFA'-ipj 
= r
T
kA*
Jlpj - aMpJA'p, 
= 0, 
where we have used the orthogonality of p ; and the expression for aj k ) . This completes 
the proof by induction. • 
COROLLARY 6.5.1 
a¡k) = 0, s = 0,1 fc-1 
tlA^Pk 
k
 P*>Pk 
REM ARK 6.5.1 The algorithm is computationally feasible if s > 1. This avoids the compu-
tation of actions of negative powers of A. 
ALGORITHM 6.5.2 (Algorithm CO Given xo and ροΦΟ (p_i = 0) compute 
r0 = b-Axo· 
For к = 0,1,... compute 
αι 
rÏA'^pt 
PkA'Pk 
Xt+l = Xk + <XkPk 
Tfc+1 = Tfe — (XkApk 
Pk+l = Apk - YkPk - SkPk-1 
yk = p[A'+'p t 
where k $A'?+kln 
Sk = ^ И ^ <δ° = °>· 
pi.jA^Pt-i 
6.5.3 Preconditioned CG algorithms 
In this subsection we give a standard way of deriving preconditioned algorithms when a 
symmetric positive definite matrix M is used to improve the quality of the given symmetric 
(not necessarily positive definite) matrix A. At the end we present a computationally fea­
sible implementation of a preconditioned CG algorithm for indefinite matrix A for s = 2 
which is often referred to as the MINRES algorithm. 
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Given the original problem 
Ax = b, 
consider the transformed problem 
Áx = b, 
where 
A = M'îAM г, х = М~г£ andb = Mïb-
Apply now algorithm CG from the preceding subsection for the symmetric matrix A and 
problem Áx = b. After coming back to the original variables one gets the algorithm. 
ALGORITHM 6.5.3 (Preconditioned CG algorithm^ Given an initial approximation xo and 
an arbitrary initial search vector p0 (p_i = 0) initiate: 
r0 = b - AXo, 
and fork = 0,1,..., until convergence, compute: 
тЦМ-іАу-ірк 
01
 р[Л(М-1Л)^ір
к 
Xfc+i = x/k + apk 
Гк+і = т
к
 - aApk 
Pk+i = M_1Apk - YkPk - <5fcPk-i 
p[A(M-1A)^pfc 
Yk 
where p M ( M - M ) ' - W Wnere
 x Р
иА(М-1АУр
к àk = 
ΡΪ-,Α^-ΜΗ-'ρι-Γ 
The vectors dt Ξ (М_ 1А) і _ 1рк can be computed recursively as follows 
dfc+i = (M'1A)dk - Ykdk - 5fcdfc-i, 
z'.e., wifh the expence of one additional solution with M. 
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0. Axelsson and M. Neytcheva 
ABSTRACT: The classical way of measuring the efficiency of a precondmoner implies es-
timations of the spectral equivalence relations with the original matrix and of the costs 
of an action of its inverse on a vector. Nowadays, the increasing use of parallel comput-
ers impose efficiency entena also on the communication complexity and the ability to 
implement the preconditioning step on parallel computers. Many recent results indicate 
that there exists a conflict between the usage of easily parallehzable but slowly converg-
ing methods, like the diagonally preconditioned conjugate gradient method on one hand, 
and the usage of fast converging (of optimal order) preconditioning methods, such as full 
multignd or multilevel iteration methods, which are more difficult to parallelize on the 
other hand. 
In this presentation the idea of short-length algebraic multilevel iteration methods is 
elaborated. It is shown that the short AMLI methods do not lose their optimality with 
respect to computational complexity and rate of convergence. In addition, they parallelize 
well and, hence, have an optimal order complexity both with respect to computation and 
communication. 
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KEY WORDS Multilevel iteration, Optimal order, Computational complexity, Communi­
cation complexity, Hierarchical basis functions. 
7.1 Introduction 
The classical meaning of a "good" preconditioner presumes that the preconditioning ma­
trix possesses the following two basic properties. First, it is spectrally equivalent (or al­
most spectrally equivalent) to the original matrix, and this property affects the rate of con­
vergence of the iteration method being used Second, the cost of solving a system with it 
during each iteration step is not large compared to a matnx-vector mulnphcation with 
the given matrix. More recently, new aspects of the quality of the preconditioners have 
become of importance, namely, their ability to "parallelize". In other words, the ease of 
solving systems with the preconditioning matrices on massively parallel computer archi­
tectures is studied nowadays as thoroughly as their convergence properties. 
Parallel computations have shown that existing preconditioned iteranve methods can be 
grouped m two major classes. 
On one side are the methods with no global exchange of information during each iter­
ation, such as the diagonally preconditioned and similar relaxation methods, which have 
a high degree of parallelism and give very high megaflop rates. Such methods are referred 
to as easily paraliehzable. However, they can only damp the higher modes of the iteration 
errors and, thus, they converge very slowly (see the example in Section 8 2) Typically 
they require at least 0(n) iterations on a η χ η mesh for second order elliptic difference 
problems, usmg an unpreconditioned (or diagonally preconditioned) conjugate gradient 
method (see [25], for instance). During 0(n) iterations data from any point m the mesh 
has had a chance to reach any other pomt, because the longest distance between any pair 
of points is at most 2n. Clearly, such an exchange of information is required for any solu­
tion method. Hence, it seems that any method would require an Ο (η) amount of computer 
cycles (i.e., of computer time) at least on a mesh array computer. 
On the other side are the methods which do have a global exchange of information 
during each iteration, and for which the condition number can be bounded independently 
of the degrees of freedom of the problem, such as the multignd and algebraic multilevel 
type of methods. These methods offer the hope of efficiency on both serial and parallel 
computer architectures because of their optimal rate of convergence and also because the 
implementation of the action of the corresponding preconditioner requires only sparse 
matrix χ vector multiplications. However, much communication overhead is required 
when implemented on massively parallel computers, because the methods mvolve com­
munication to increasingly further distanced processors as the meshes get coarser at the 
lower levels. 
Thus, two assernons become apparent: 
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(1) algorithms which are efficient in reducing also the smoother modes, corre-
sponding to the smallest eigenvalues, must contain some global exchange of in-
formation between meshpomts (and, hence, processors) far apart, 
(ii) embarrassingly parallehzable methods require also embarrassingly many iter-
ations and, even though their megaflop rates are much higher, they can need a 
much larger amount of computer time than, say, multilevel iteranon methods. 
At first it may seem impossible to overcome the above parallehzation conflict: either one 
must accept more computation to get a high megaflop rate or one must accept much com-
munication to get a fast rate of convergence. At this point comes the idea to compromise 
between the two extremes by letting the global exchange of information occur on a coarse 
but not very coarse mesh. After such an exchange one can use local operators to distribute 
the globally spread data from each coarse mesh point to its surrounding neighbors m the 
fine mesh. As we will see later, these local operators can be defined by local finite ele-
ment matrices, for instance, or by the operators arising m the hierarchical basis function 
method 
The full algebraic multilevel iteration method makes use of all levels, from the one which 
corresponds to the finest mesh (the top level) to the one corresponding to the coarsest 
mesh (the bottom level) with a fixed small number of meshpomts. Therefore, when im-
plemented on a (massively) parallel computer architecture, it suffers from much recursion 
and communication overhead and from idleness of processors while performing on the 
coarser levels. All these problems can be easily overcome if one uses a short-length ver-
sion of the method, which means to stop the recursion on some fairly fine level and solve 
the remaining system by some other method, possibly iterative (or even direct), but cheap 
In this presentation it is shown that this can be done without losmg the optimahty of the 
computational complexity or of the rate of convergence of the AMLI method The arith-
metic complexity per iteration step may increase slightly but there is a gain m a reduction 
of the condition number of the preconditioned matrix It turns out that this reduction is 
particularly significant for the V-cycle version of the method so that the resulnng V-cycle 
vanant is almost optimally conditioned also. Therefore, the presented short-length AMLI 
method is an improvement of the full-length AMU both for serial and parallel computers. 
Uke the full-length version, the improved method can be treated completely m a finite 
element context (as m [37], [38]), or by purely algebraic means (as in [30]). 
The remainder of the presentation is as follows Section 7 2 deals with the rate of con-
vergence of the short AMU method. Some basic results for hierarchical basis function 
(HB) methods are recalled m Section 7.2.1. In Section 7 2 2 the polynomially stabilized 
multilevel version of the HB method is presented and conditions for optimal order con-
dinon number (with respect to the degree of the polynomials used) for a block-diagonal 
HB preconditioner are derived. In Section 7 2 3 the full block-matrix factorization form 
of the multilevel HB preconditioner is considered. Comments on the short version of 
the purely algebraically constructed full block-matrix factonzed AMU preconditioner for 
Stieltjes matrices are given m Section 7 2.4. The algebraic complexity of the method is 
derived m Section 7.3 An upper bound on the level number for the coarsest mesh is also 
derived, for which there is no loss of optimal order computational complexity, even if one 
uses a short-length vanant of the AMLI method. Because of the ease of implementing the 
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V-cycle version, it is analyzed in particular detail. In the final section a general conclusion 
is given. 
7.2 Rate of convergence of the short AMLI method 
As already described, the idea of the the short-length AMLI method is extremely simple -
during the preconditioning step, instead of using all possible levels, stop on some coarse 
but still fairly fine level and solve the remaining system by some other (cheap) method. 
The short AMLI preconditioner is considered in the framework of the HB method as well 
as in a more general framework of completely algebraically defined levels. In this sec­
tion we state the conditions, for which the short-length AMLI preconditioner is spectrally 
equivalent to the original matrix. 
7.2.1 Properties of the hierarchical basis function matrix 
Let a( •, · ) be an elliptic and bounded bilinear form which is obtained using a weak varia­
tional formulation of some model second order elliptic boundary value problem 
£ u = ƒ i n Q c R " , (7.1) 
where £ is an elliptic and selfadjoint differential operator, η = 2 and Ω is bounded by a 
polygon, or η = 3 and Ω is a polytope. 
We present first some basic results for two-level hierarchical methods. Consider two 
nested finite element spaces 
associated with some (coarse) triangulation Tí and a finer triangulation Тг of Ω, respec­
tively. Let {Ν;} be the corresponding sets of nodes in T
s
 with degrees of freedom n
s
, 
s = 1,2. Denote by {ф^1}"^ the standard nodal basis functions in Ύ(5), s = 1,2. The 
so-called hierarchical basis functions {ф[5)}"^], introduced in [45] and [29] and analyzed 
further in [97], are defined by the standard nodal basis functions {$[l)} in Уп), and in 
Ύ
( 2 )
 by the hierarchical basis functions {φ[ι)} of Ύ ( 1 ) together with those nodal basis 
functions [φ[2)] of Ύ ( 2 ) that correspond to the nodes J°f
s
\N
s
-i- It is readily seen that 
{0Í2 )}formabasisinV2 ) . 
Denote by À and A the stiffness matrices corresponding to the standard nodal basis 
functions and to the hierarchical basis functions, respectively. The nodes in {JVH admit 
the splitting 
{ЛГ2} = {ЛГ2\ЛГі}и{Д і>. (7.2) 
Let then A and λ be partitioned in two-by-two block form consistently with (7.2): 
A = 
An 
Агі 
An 
An 
} n 2 - Πι 
» 
)щ 
Â = 
An An 
_A2\ An. 
} n 2 
}щ 
(7.3) 
CHAPTER 7. THE SHORT AMLI METHOD 107 
Clearly, Лц = Лц. Also, we note that Agi is equal to the stiffness matrix corresponding 
to the standard nodal basis functions {φ[ί]}. 
REMARK 7.2.1 As shown in [29], the HB method can be denned for both h-version and 
p-version of the finite element method. Here we will only consider the h-version. 
The preconditioning technique, which is described later, is based on computations using 
the hierarchical matrix A. An easy observation is that A is more dense than A and it will, 
therefore, be useful in practice to use a transformation matrix J of the form 
so that A = JTAJ holds. Here l\ and h are identity matrices of order n 2 - n\ and n\, 
respectively. Due to the special structure of J (see (7 4)) any action of Λ on a vector can 
be computed with about the same expense as the cost of the action of Â on a vector (see 
[97] for more details). 
The main mathematical tool used m the following convergence rate estimates is the 
strengthened Cauchy-Bunyakowski-Schwarz (C.-B.-S.) inequality. Its matrix formulation 
for two-by-two partitioned matrices, as in (7.3), has the following form (given also m (3 12), 
page 29). 
I vjAi2vi | = | ГІ42І 2 І < у ( [Діі !) ( [Л22 2 ) (7.5) 
for all vi 6 Я"*-*·, v2 e R
n
' and with y defined as 
WTAV/2 
У = SUP ! -yrj 
W,€R»2,w¿eR"í (w[Awi W^AW2) 
andwi = [*, 0] r , w2 = [0, * ] T . 
As discussed in Section 3.3, it turns out to be very convement to estimate the rate of 
convergence of the method as a function of y, since it depends on the type of the basis 
functions but is independent of h, of the geometry of the domain Ω, of discontinuities of 
the coefficients of the bilinear form a(·,·), of the anisotropy (in some cases), etc 
EXAMPLE 7.2.1 If a(u,v) = J
n
aoVuVv dx and ao is constant within each finite element 
of the coarsest level Tí, then for isosceles nght angled mangles and piecewise linear basis 
functions, y = I/N/2 (see [29]). 
EXAMPLE 7 2.2 Consider the bilinear form a(u,v) corresponding to the differential op-
erator -Ли + До" for three-dimensional problems, discretized using regular tetrahedra 
and piecewise quadratic basis functions. The value of y2 is equal to 5/7 for a0 = 0, then 
it decreases slightly until aoh2 reaches the point 4.3 and further y2 approaches 63/65 
as aoh2 — oo (see [72]). Here h is the edge length of the regular tetrahedra used. As is 
pointed out m [72], in the most practically important cases aoh2 is small and then y2 can 
be considered as approximativer/ constant. 
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EXAMPLE 7.2.3 When the p-version of the two-level HB method is applied for an isosceles 
right angled mangle using piecewise linear basis functions at the vertex nodes and piece-
wise quadratic basis functions at the midedge nodes, y2 is equal to 2/3 (see [25] and [29]). 
The following spectral relations were derived in [29] for a two-by-two block partitioned 
matnxA= . n , 1 2 .preconditioned by a matrix В = i 1 „ I. 
THEOREM 7.2.1 Assume that A is symmetric positive semidefìmte and such that /ƒ Av = 0 
for ν = [ і. г] 7, then A22V2 = 0. Let В be symmetric and let there exist constants a„ ßu 
ι = 1,2, β2 < «2, such that 
a¡Au <Bu <a2Au 
$\Агг s B22 ¿ ßz^Z2 
hold m positive definite sense. Then the spectral condition number ofB^A, x(5fA), satisfies 
x(B^A) < * и ( и . і) + ^1(і- і)г + іу2Іх 
™
lU Y
 ' }
 Ί
 (7.7) 
where B* is the Moore-Penrose generalized inverse ofB, y is the C.-B.-S. constant, and 0, = 
^ t = l 2 ß t ' ' 
Proof (See [29]. For completeness the proof is included here also.) The inequalities (7.6) 
hold in positive definite sense, that is, а\Ац < Вц reads as аі ітАц\і < і гВц і and 
so on. Since An is s.p.d., Вц is s.p.d. also, and the null space of A22 and B22 is the same. 
Assume first that Att, ι = 1,2 are symmetric positive definite. 5іпсех(Б+А) is the ratio 
of the extreme eigenvalues of the generalized eigenvalue problem 
Ax = ΛΒχ, x^O, 
v ' Д 
and these coincide with the extreme values of
 Γ
 , we shall analyze the latter. We have 
x
rAx _ х[АцХі + 2x[Ai2X2 + x£ A22X2 
XrßX ~ xfBiiXi +x[ß22X2 
(1 + σγ)χ{Α
η
χ
ι
 + (1 + ¿гу)х[А22Х2 ._ .. 
xJßiiXi +X2B22X2 
s max 
(1+o-y 1  Ы 
1 «1 ' ßi J" 
In the derivation of (7.8) use is made of (7.5) and the arithmetic-geometric inequality -Jab < 
5 (σα + j¡b). We choose now the value of the parameter σ so that the upper bound m (7.8) 
is smallest possible, i.e., for which 
1 + ay = θι(1 + — y) 
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holds, that is, 
Thus, for all x, 
σγ = |(0 i- l ) + j ì ( 0 i - l ) 2 + θιγ2. 
χ
τ
Αχ 1 < |(0ι+1) + >/F χτΒχ αϊ 
Analogously, if y < σ < i , a lower bound is found to be 
l ) 2 + £>іУ2 
. [l-σγ 1-^y") xTAx 
min-1 — , — — 2 — J- < — — . 
1 «2 02 J XrBx 
Choosing σ so that the above lower bound will be maximized, we find 
σγ = \(\-
 г
) + J ì ( l -0 2 ) 2 + θ2γζ, 
or, for all χ 
х
г
Дх 1 - y2 
х
г
Вх «2 
4(і + 021) + J T U - O ? 1 ) 2 + Ö2~V 
(7.9) 
(7.10) 
(It is seen that the relation y2 < 1 is sufficient for y < σ < £ to hold.) 
The upper bound for x(B^A) follows now from (7.9) and (7.10). If A„ is singular we perturb 
it with ε,/„ ε, > 0 and Б„ with « Ι Ε ^ Ι for i = 1, or with йіЕг/г for i = 2. Then the bounds 
denoted above remain unchanged so they hold also for E, — 0. • 
In what follows we will assume that the matrix В is invertible and will use B~l instead of 
B+. 
COROLLARY 7.2.1 LetBn = ^іЭгАц.аі = аг = Vßifo апаВгг be related to А2г as in 
(7.6). Then the relation (7.7) takes the form 
χ < 
1 - У 2 
ι 
1-У2 
where χ = x(B-1A). 
іш+т-т+а' 
іш+т+т-«-^ (7.11) 
по 
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COROLLARY 7.2.2 If we letBu = Alit i = 1,2, then a, = ßt = 1. In this case Theorem 7.2.1 
shows that 
1 + у 
Furthermore, the above estimate is sharp; i.e., у is the smallest possible constant in (3.10). 
Taking y2 = 1 under the square root in (7.11), a simplified upper bound of x(B~lA) is 
obtained, namely, 
*
(B
~
lA)¿rh¿{1+\jfr) • ( 7 · 1 2 ) 
REMARK 7.2.2 Using a block-diagonal preconditioner, constructed as in Corollary 7.2.2 re-
quires, among other things, solutions of systems with Ац. As has been shown in [29], the 
diagonal block matrix А ц has a condition number independent of h and systems with this 
matrix can, therefore, be solved with a small expense. 
7.2.2 A multilevel extension of the block diagonally preconditioned hierarchi­
cal basis function matrix 
The HB approach is straightforwardly extended from two- to multilevel structures. Con­
sider now £ - ko successive refinements of Ω, where £ is the finest and fc0 is the coarsest. 
We will use the notations {^(i)}f
=i„, {^ "Л- n„ {$[s)}^ and {ф[5)}^ consistently with 
their meaning for the two-level case. In the multilevel case the hierarchical basis functions 
{<t>[s)} are denned recursively as follows: 
ІФ™} = {**>>}, 
The corresponding HB matrix can then be written in the form shown in Figure 7.1. 
It is readily seen that A ( i ) admits the given structure after a recursive two-by-two block 
partitioning of each two-level HB matrix 
A{ko) is the standard nodal basis functions matrix and the matrices A(^2 and A2j contain 
the corresponding couplings between the nodes at different levels. 
We define a block-diagonal preconditioner M ( i ) to A{t) by 
M"> = diag ( c A f r c - j A « - » ! , ! . · · · ,c b + 1 Aft + 1 U«»>) . 
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A'f> = 
i f f ) 
fff) 
*2,1 
iff) 
л 1,2 
M-l) T(f-I) 
л1.1 Л1,2 
Ï(*-I) A2,l 
4(f-2) 2<*"2) A l , l A l ,2 
A2,l 
• Â«-> 
Jn # - Tlí_i 
| Π ί _ ι - Πί_2 
| п ^ - 2 - Tlf-3 
}«ko 
where 
Figure 7.1: The hierarchical basis function matrix. 
Cs = ^ fßïW^ s = fco + l.feo + 2, · · · J. (7.13) 
Here ß ^ 1 ' = ß ^ 1 ' = 1, and for s = fc0 + 2, • · · , t, ß[s) and ß(2s) are constants for which 
0(ί)
Λ
(ί-ΐ) <
 M(í-i) < ßWA(i-D holds. Then from (7.11) we get 
Xc Í ! _ y 2 | ( i + VÄ7T) + y ( | ( i + VS7T)) - Х 7 Т ( І - У 2 ) (7.14) 
where Xj = κ(Μ ( ί )"Ά ( ί )). It is easy to see that this leads to an unbounded sequence of 
condition numbers. For example, if y2 = 1/2, formula (7.14) shows that 
χ,Ζγ—ρΙ
 V
 2
 V
 —J ~2(Xj_i + Vx7^). 
Consequently, if we let ξ, = 2 - ί χ 5 then ξ* <, Çs_i + 2-!τ^ξ]_ι, s = 2,3, · • • . Hence, ξ* -| , 5 — oo for some limit value f and then x
s
 s 2*ξ which indicates a geometric increase 
of the condition numbers. 
In order to get a bounded condition number, one can use the matrix polynomial sta­
bilization method, introduced in [37] and [38]. We define a preconditioner to A{i) by the 
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following bottom-to-top recursion: 
м
<«*)
=
д(ад
 M(ta+i> = pWjft+1> Д І ( 7 1 5 ) 
M(i, =
 [Cioñ M^]'s = ko + 2^-J· (7Л6) 
where 
M(i-'>"' = [l-PVs (м ( J- 1 )" ,A ( 1- 1 ))]л' í-1»" , . (7.17) 
Here Р Д£) i s a polynomial of degree v, normalized so that Pv,(0) = 1. The recursive 
implementation of such a preconditioner has been studied in [37] and [21]. 
During the iterative process we have to solve systems of the type M(i)x = w, or, in 
block-form: 
This decomposes into 
(Í.1) solve A[e¡xi = c /wi , 
(£2) solve M(t~l)x2 = w2. 
Step (£.2) implies the computation of 
x2 = Sr<'-«-'wz = [' - PVt (Μ«*-»"'Α«'"»)] А<'-»-'
 2 
= ΓαιΙ + αζΑί««-»''^*-» + • · · + a V s ( M < ' - » " , A < ' - 1 > ) V ' " 1 ] M < ' - 1 > " , W 2 
and decomposes into 
(Í.2.1) solve М ('-"х2 = «v,w2, 
(-tf.2.2) forr = 1: , - 1 
solve M ( f _ 1 )x 2 = A
( i _ 1 )
x 2 + aVt-rVJ2 
endfor 
and so on. Hence, 
(i) the actions of îf(i)~' involve only actions of M[s)'\ In this way the preconditioner 
M(i) to A(#) can be defined recursively to higher levels. 
(ii) one action of M(f)"' requires Vf actions of Μ ( ί - 1 )~', which itself requires v¿_i actions 
ofM( i-2)"',etc. 
5 -
Wi 
w2 
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(iii) the only operations performed while solving systems with the preconditioner are 
matrix χ vector multiplications and vector updates. 
As discussed in Section 3.3 (page 28), the polynomials P
v
, are chosen so that the value of 
P
v
, is minimized in the interval defined by the eigenvalues of the matrices M ( 5 _ 1 ) _ 1 A ( i - 1 ), 
and this results in a significant decrease of the condition number. The best possible choice 
is 
f
-
i
"-
r
-(&eiir£)A»(fcrfc)· 
where TVs (t) are the Chebyshev polynomials of degree vs and \s-i and λί_1 are the largest 
, Γ Ais'l) A{s~l) 1 
and smallest eigenvalue of Λί(ί-1)~ A ( i _ 1 ), respectively, where A ( i _ 1 ) = у'Дп Af-г) · 
Hence, ß[s) = λ,_! and βψ = λ,-ι. 
The definition of the preconditioner M ( i ) makes it possible to apply formula (7.11) recur­
sively in order to relate x
s
 = κ(Μ ( ΐ Γ Ά ( ΐ ) ) to x(Â*°) for any 5 = fc0 + l, • • · ,£, making use 
of the polynomials Λ,,. Since the value of P
v
, is minimized in the interval [λ,.^λ,-ι], we 
have 
max |fy,(t)|= * > = * , (7.19) 
where х,_, = ^ . 
The following useful relation for the Chebyshev polynomials holds. The Chebyshev 
polynomials (of the first kind) of degree ν are given by the formula 
TAz) = ì [(z + Vi^T)v + (ζ - І ^ Т г ] . 
An elementary calculation shows that if ζ is of the form ζ - yr|, ξ > 0 then 
TAz) = \ 
From (7.18) and (7.19) we find that 
1 + VfV (l-fi 
iß ) Vi + VI (7.20) 
Μ
ί ,
=Γηίη(1-Ρν
Ι
(ξ)) = 1--7ΓΤ7γ. 
і
 Л і - і ) 
βψ = maxd -Ρν,(ξ)) = 1 + }l+ty 
(7.21) 
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where t = xji^ Using now (7.20), we get 
βψ (1 + Vt)v· + (1 - yf) v ' 
/}«*> (i + -Jty- - (1 - -Л) > 
and we obtain the following upper bounds for x
s
, corresponding to (7.11) and (7.12), re­
spectively: 
ι (i + Vt)2v' Γ ' ^ ' 
Xs ^ 
, _ 1
- y 2 [ ( i
 + Vt)v'-(i-^)v'] 
1 (1 + Vt)2 
1 + 
> 
У
2
 + ( 1 - у 2 ) m 2v, 
4 ( 1 - y 2 ) [ь-иі 1 + у2 + (i - у2: (H) 2v, * ί - 1 (7.22) 
and 
x
s
 < 
(1 + лД)2 
1-У2 
Χί-ι. 
The inequality (7.23) can be further rewritten in the following way: 
**
 à
 V i ^ 1 TT7F ^ 1 
= І - У ^ Д Х Д ) , 
w h e K ^ i t ) - ^ ! - ^ ) " ] . 
Case 1: Let ν* = 1. Then formulas (7.22) and (7.23) take the form, respectively, 
** - 4(i - y 2 ) [>/*^Γ + 1 + ^ И ^ / * ^ " + *>2 + (l -y 2 )(v / x7T-1) 2 ] 
and 
*J < , (x/-i + 1 ), s = ko + 1, · • · J. 
Vi - У2 v ; 
From the recursive relation (7.26) we obtain the following upper bound for χ?. 
X% <, v ^ 
e-h, 
i-ko 
XL + 
l - ψ - Y2)e 
1 - Vl - У2 
1 
- f c o 
^^У
2/ L *° i-^-y'J W 1 -* 2 ' 
(7.23) 
(7.24) 
(7.25) 
(7.26) 
(7.27) 
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У
2 
3/8 
1/2 
3/4 
^-fco 
2 
10.30 
18.16 
81.94 
3 
21.45 
46.46 
385.84 
4 
40.95 
108.13 
1665.00 
5 
74 25 
238.60 
6908.50 
Table 7.1: Upper bounds for xg (XQ = 1), computed from formula (7.25). 
If we assume that Xk„ = 1 then (7.27) takes the form 
xi < 
f-fco 2-vr^ 
Next, if we assume that x ,^ = ^ then from (7.27) we obtain: 
* "
ь
 y i - y 2 - y ( i - y ) 1 
κέ s 
(7.28) 
Vi-У 2/ ( І - У ) ( І - І - У 2 ) 1 - V1 - У2" 
(7.29) 
As is typical for AMLI-type of methods, these condition number estimates depend signif­
icantly on the parameter y. We use some of the results from [72] to illustrate the upper 
bounds for some practically important cases. As is shown m [72], for triangular ftmte el­
ements, piecewise linear basis functions and a bilinear form ƒ (VuVv)dx, the value of y2 
is smallest for equilateral triangles (3/8), is always less than 3/4, and becomes equal to 
3/4 for a degenerate triangle (with an angle equal to π) 
The upper bounds, computed recursively from (7.25) for^-ko = 2,3 and 4, and 3/8 < 
y2 < 3/4, are plotted m Figure 7.2. The choice of this distance between the finest and 
the coarsest level turns out to be typical when using the optimal order short-length AMLI 
method m Section 7.3. The upper bound m (7.28) is somewhat discouraging, compared 
with that from the more accurate (recursion) formula (7.25). The behavior of estimate 
(7.28) for £- ко = 2 (the -~- line in Figure 7 2) is plotted only as an illustration. In the two 
practically important cases of equilateral triangles and right-angled isosceles triangles the 
value of y2 is equal to 3/8 and 1/2, respectively. Some of the corresponding upper bounds 
for Xf, computed from formula (7.25), are shown m Table 7.1. 
Case 2: Let v
s
 > 2. Consider now the function Ψ
ν
,(ί) defined m (7.24). It is readily seen 
thatTV j(0) = OandYv.d) = 1/2. Thus, 0 = YVj(0) s Yv,(r) < Ψν,(Ό = 1/2. Further, 
%
s
(t) > 0 and 4Vs(t) = Vj > 1. Hence, there exists a positive t < 1, such that t = 
Ψν, (t), which is illustrated m Figure 7.3. Analogously, the recursion 
t
s
 = y¡l-y2Vv,(ts-l) (7.30) 
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* Г 
35 0.4 045 05 055 об 065 07 075 Figure 7.3: The existence of a 
r»2 
Figure 7.2: Condition numbers as a function of 
y2; ν = 1, dist = t - ko = 2,3 and 4, computed 
from (7.25). 
fixed point for t = Ψ(ί). 
has a fixed point in the interval (0,1) if yjl - y2 %
s
(t) | = v
syjl - y2 > 1, i.e., if 
1 
v. > 
і-У
2 (7.31) 
We derive now the estimates of the condition number x
s
 for the two practically viable 
cases, Vj = 2 and v
s
 = 3. 
Consider the case when v^  = 2. For (7.31) to hold, we assume that y2 < | . Then 
xP г ^ i - У 2 
(ι+*;ϊι) 
and the fixed point is found to be 
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V 
2 
3 
y¿ 
3/8 
15.1 
8.1 
1/2 
27.9 
11.3 
11/16 
303.8 
26.9 
Table 7.2: Examples of values for the upper bound of xs 
Hence, the condition number is bounded by 
X J £ 
((2уГ^)Чі)(2 Г ^ + і) 
3 - 4 y 2 (7.32) 
For comparison with previously derived estimates in [37], where the preconditioner is con­
structed using a more involved full block factorization method, the upper bound of the 
relative condition number for ν = 2 and y2 < 3/4 is found to be x
s
 < 2V'~>' +l 
Let now v
s
 = 3, which can be used if y2 < 8/9. Then 
3-4y£ 
Xs' ^ 
: з + хД 
(i + xjA)3 
« i - i (7.33) 
and the corresponding fixed point is the positive root of ^1 - y2 (3 + x JJ1) = 11 + xj_7i ) . 
Figure 7.4 illustrates the upper bounds for x
s
,s = k0, • • • ,£ computed from (7.32) and 
(7.33), again for 3/8 < y2 < 3/4. The real positive root needed when ν = 3 is computed 
numerically within a tolerance 10~6. Table 7.2 shows the actual numerical values of the 
upper bounds for y2 = 3/8, 1/2, 11/16. We see that the condition numbers for ν = 2 
and ν = 3 reduce much compared with ν = 1, in particular when the distance £ - fco 
grows. However, the amount of work to be performed for methods with ν > 1 can be 
large. Similar to the methods used in [89] and [30], we consider then a compromise using 
a method with alternating polynomial degrees. Assume then, that the polynomial degree 
for a group of consecutive μ levels, starting from level number s + 1, is equal to 1. This 
influences the upper bound estimate (7.24) in the following way: 
χ-χ * (фТу^) ^ ^ -, х;л. 
(7.34) 
where 
We collect the main results in a theorem, 
118 CHAPTER 7. THE SHORT AMLI METHOD 
350-
Э0С-
-§254-
Ü20C-
1 
о 
и 
150· 
1O0-
50 
О 
Formula (7.32) 
0.35 0.4 0.45 0.5 0.55 0.6 0.65 0.7 11.75 
Y>*2 
Figure 7.4: Condition numbers as a function of у , ν = 2,3 
THEOREM 7.2.2 Let Aie) be the hierarchical basis functions matrix, permuted and parti­
tioned as in Figure 7.1. LetM{l) be a preconditioner for A(l) defined by (7.15)-(7.18). De­
note by x
s
 the relative condition number of M{s)'Ais) fors = ко, · · · Л. Then the following 
estimates for x
s
 hold: 
(i) ifv
s
 = l,s = fco.fco + 1, · • · Л, then 
e-b, r 
x% < v ^ κ£. + * і- Г i-V^ 
(ii) ifvs > ι'
 г
, then х\іг < κ 1 ' 2 , where χ isa fixed point of the recursion 
ts = Vi-y^v.tt,-!), vVs(ts) = | [i - (г7Т77) ] and ts~x = *'*-*• 
It y2 < 3/4, then ν can be chosen equal to two and the upper bound for x
s
 is found 
tobe 
((2 Г^)Чі) (2уГ^ + і) 
X
s
 £ 3-4y2 
CHAPTER 7. THE SHORT AMLI METHOD 119 
Ity2 <8/9, then for v = 3 
κ, < realroot-of Ul - у* (з + xjij) = ( l + xjj,) J . 
REMARK 7.2.3 Using certain interpolation error estimates, namely, bounds on the energy 
norm of the nodal interpolation operator for the model problem -V{aVu) = f, much 
better estimates of the condition numbers x¿ have been denved (cf. [97], [89], [79]), namely 
χ ι ¿ 0(£2) for two-dimensional problems, 
Xf < 0(2f) for three-dimensional problems. 
However, as we shall see, when a short AMLI method is used we can get smaller (and even 
optimal) condition numbers for both two- and three-dimensional problems. 
7.2.3 Full block-matrix factorization preconditioning for the multilevel hierar-
chical basis function method 
We introduce now a full block-f actonzed multilevel preconditioner based on the HB method. 
This is done again via the two-level case. Recall that the stiffness matrices Л and A, cor­
responding to the standard nodal basis functions and to the hierarchical basis funcnons, 
respectively, admit the two-by-two block form given in (7.3). Consider first precondition­
e d in the block-matrix factonzed form 
ГМц M 1 2] Г h Ol ГВ„ Ai2"| ГВц А12 1 ,--,-. 
М
-[М
г
і М22\ [ДгіВГі1 h\ [ О В22\ [А21 В22+Α2ιΒηιΑλ2\' К ' 
where we assume that systems with B\ ι and B22 (which occur twice and once, respectively, 
m an action of M~l) can be solved with relatively little computational expense. More pre­
cisely, we assume that systems with B
u
 can be solved with a computational effort of the 
order corresponding to the cost of a matrix-vector multiplication with A
u
, at most. In 
particular, we consider cases where B
u
 is such that its inverse can be readily formed, i.e., 
when Вц is a diagonal matrix or, more generally, when it is the inverse of a sparse matrix, 
such as a band matrix We then can let 
B22 = B22 - A2\Bn A\2 
[A2Ì в22у where B22 is a sparse approximation of A22. Then M = . ~ I. Note that B22 is the [A21 B22j 
Schur complement of M with respect to B\ ι In practice, the approximation B22 should be 
such that the computational effort in solving systems with B22 typically corresponds to 
the cost for computing some matrix-vector products with A22. 
To estimate the condition number of M~lA or, m the singular matrix case, of M*A, we 
assume the following spectral relation between the matrix blocks Вц and An and between 
B¿2 and A22, respectively, where α > 1 and β > 1, 
Дц < Вц 5 (хАп, A22 < B22 < βΑ22. (7 36) 
120 CHAPTER 7. THE SHORT AMLÎ METHOD 
THEOREM 7.2.3 Let A 
_ [¿и A12] 
L^2i A22\ 
be symmetric positive semidefìnìte and lety < \ be 
defined in (7.5). Let M be defined by (7.35), where Bn and Вгг = Вгг + Аг\В^А
п
 satisfy 
(7.36). ТпепА
тах
(М*А) < 1 and 
Amin (WM) > 1 + тах(а,й) -1 1 + r [ΨΪ + ry¿ (7.37) 
where M+ к the Moore-Penrose generalized inverse of M and r = min (fff, ¿ζ} )· 
Proof See [29]. • 
REMARK 7.2.4 IfBn is a properly scaled incomplete factorization of A
u
 and if An is an 
M-matrix then Вц > Ац (see [25]). Alternatively, flf,1 can be an approximate inverse of 
Au, see [69] for details. 
COROLLARY 7.2.3 If Вгг = A22, then Агг s Вгг s (1 + у2)Агг- If, in addition, a < β, where 
a and β (β = 1 + у2) are the constants in (7.36), then r = ^ j 1 and 
x(M*A) < 1 + —ϊ—ζ l-у2 
1 + r W + ry2 < 1 + i - y (7.38) 
Proof Since Ац ¿ ßn we have Bfj1 < Añ1, so АгіВп Ai2 < АгіА^Ац < У2Агг, where 
the latter bound follows from (7.5). Further, Вгг = Агг + АгіВ^ Ац < (1 + у2) Агг, so 
β = 1 + у2. Using Theorem 7.2.3 and r < 1, the remaining results follow. • 
REMARK 7.2.5 When Вгг = Агг and Вц = Ац, then r = 0, and Corollary 7.2.3 shows that 
x(M^A) < γτρ. Although this involves more computations, it is only a slight improve­
ment of the more general bound in Corollary 7.2.3. 
Now we assume that the matrix M is invertible and use M~l instead of M*. 
Consider i - feo successive refinements of Ω, as in Section 7.2.2, and the corresponding 
HB matrix as in Figure 7.1. In what follows we will assume that y has the same value on 
all levels. 
To get a bounded condition number we use again the matrix polynomial stabilization 
method. The preconditioner to A( i ) is then: 
where 
м
ы _ г 'iw , «л га? Ai,2i M
 - |А52. .ВІГ / H L О ÄT"-»J 
¡ru-ir'
 = [j_Pvs (м^-ч-'л«'-!))]^-"-'. 
(7.39) 
(7.40) 
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As before, PVs(t) are normalized polynomials of degree v, chosen so that the value of 
PVs is minimized in the interval defined by the eigenvalues of the matrices M
( i - 1 ) 1
 A ( i _ 1 ). 
The following example shows that due to the polynomial stabilization, a considerable de­
crease of the condition numbers (compared to those of the full block-factorized precon-
ditioner without a polynomial stabilization) is achieved. Indeed, if x
s
-i = 1/(1 - y2) and 
v
s
 = 2, then we let Pz{t) = 1 - at(2 - y2 - t), where α = arg min max \Pi(t)\. The 
« l-y 'sts l 
value of a is found to be α = (j^?) and тах|Рг(01 = (г^уО • Then we find x
s
 <. 
The general form of P
v
, (t) is as in (7.18), where \
s
-i = 1, hs-i are the largest, respec-
, Г Α
ί _ 1
 A*",1 1 
tively, the smallest eigenvalue of Μ ( ί _ 1 )" A ( i _ 1 ) and А ( л _ 1 ) = ~l-i ¿u-2) -Consider 
the spectral relation A(î_1) < S^ ^ ßsAis~l). Since in this case 
й£> = M"" 1 ' + AlX? Ai,2 < A«*"
1
» [l - P
v
, ( M ^ ' - ' A " - 1 ' ) ] " 1 + y2A^\ 
it follows that 
A ( i _ 1 ) < B# < (ν2 + - ì A'5-1 ' 
Since the value of Pv, is minimized in the interval [Ks-\< λ5-ι], we have 
max. lJ»
v
.(t)|=
 ( \ = ——L·- , (7.41) 
where x
s
-i = j ^ = ¿j-¡·. Hence, 
The expression (7.42) is simplified making use of (7.20) and we find that 
where t = κ;.1! and Ψ
ν
,(ί) = | i | * ^ ! * ~ ? 1 ^ 5 * 1 - U s i n 8 n o w ( 7 · 4 3 ) a n d Theorem 
7.2.3, we obtain the following upper bounds for x
s
: 
( а ) х , * ^ з ^ Т -,2(х;_11)-у,г = 1 (b) x, < j - ^ ^ i x J J i ) , r = 0. (7.44) 
Case 1: Let v* = 1. Then formulas (7.44) take the form 
{*)*,sx,-ili\-y)-Y, (b)x
s
ix
s
-i/(l-y2) (7.45) 
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Y2 
3/8 
1/2 
3/4 
(a) 
S-ko 
2 
4.46 
8.53 
48.38 
3 
10.9 
28.4 
360.3 
4 
27.5 
96.4 
2688.2 
(b) 
¿-fco 
2 
2.6 
4.0 
16.0 
3 
4.1 
8.0 
64.0 
4 
6.55 
16.0 
256.0 
Table 7.3: Upper bounds for щ (xo = 1); v
s
 = 1, computed from Formula (7.45). 
and by recursion we obtain the following upper bound for xg: 
(a) xt =s (χ*. - 1 + y) + (1 - У)/(1 - y ) f _ k \ (b) x; < «»„/(I - у)'"*·. 
The assumption that Xjt,, = 1 then leads to 
(a) x/ s у (1 - у)-«1"*»' + (1 - У), (b) χ/ s (l - y 2 ) 4 ' " * * ' -
(7.46) 
(7.47) 
Figure 7.5: Condition numbers as a function of y2; 
ν = 1, dist = i - ko = 2,3 and 4. 
These condition number estimates 
are illustrated for some practically 
important values of y. The upper 
bounds, computed recursively from 
(7.45) for i - fco = 2,3 and 4, and 
V3/8 < y < V3/4, are plotted in Fig­
ure 7.5. The - · — line corresponds 
to r = 0. Some of the values of the 
upper bound for xg, computed from 
formula (7.45), are shown in Table 
7.3. 
Case 2: Let now v
s
 > 
2. The inequality (7.46).b) is equiv­
alemmo x j 7 > 0Ψν,(κ77), θ = 
^ l - y2, where Ψ
ν
,(£) i s defined in 
(7.43). It is readily seen that Ψ
ν
,(0) = 
0, Ψν,(1) = 1; %β) > 0 and 
%,{t)\t_0 = vs. Thus, for the re­
cursion t
s
 = ΘΎ
ν
, (tj-i ) there exists a 
fixed point ί > 0 in the interval (0,1) 
ìl9%t(t)\tm0 = vse>l,Le.,ìì 
vs > I/o. (7.48) 
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V 
2 
3 
(a) 
У 
V3/8 
4.08 
2.74 
Vl/2 
12.14 
3.94 
(b) 
y¿ 
3/8 
1.72 
1.61 
1/2 
2.41 
2.05 
0.7375 
40.5 
4.63 
Table 7.4: Examples of values for the upper bound of xs 
We derive now the estimates of the condition number xs for the two practically viable 
cases, vs = 2 and vs = 3. When v* = 2, (7.48) holds if y2 < 3/4. Then ^xF^ £ 
2Ö(A/xji1)/(l + Kjli) and the fixed point is found to be κ"1 = 2 0 - 1 and the condition 
number is bounded by 
x
s
< 1/(20-1). 
Let now Vj = 3, which can be used if y2 < 8/9. Then 
xj* £ 0 κ;Α (З + xjj,) / ( l + 3x;_\), 
(7.49) 
(7.50) 
the corresponding fixed point is xj1 = (30 -1)/(3 - 0) and κ < (3 - 0)/(30-1). Table 7.4 
shows the actual numerical values of the upper bounds for у = V3/8, Vl/2, 0.7375. In 
[38] similar estimates are derived, but they involve more information about the closeness 
offiJi' to An. Figure 7.6 illustrates the upper bounds for x
s
, s = ko. · • · Л computed from 
(7.49) and (7.50) for 3/8 < y2 < 8/9. 
REMARK 7.2.6 Although the condition numbers for ν = 2 and ν = 3 are much smaller 
compared with those for ν = 1 (especially for long distances i - ко), the amount of work 
to be performed for methods with ν > 1 can be large. Similar to the approaches in [89], 
[28] and [30], as a compromise, a method with alternating polynomial degrees can be con­
sidered. 
We collect the main results in a theorem. 
THEOREM 7.2.4 Let A^e) be the hierarchical basis functions matrix, permuted and parti­
tioned as in Figure 7.1. Let M{() be a preconditioner for Ai(), defined by (7.39), (7.40), 
(7.18). Denote by x
s
 the relative condition number of Μω~'A{s) fors = k0, • • • ,t. Then, if 
Β η - An for s = ко, · · · Л, the following estimates forx
s
 hold: 
(i) ifv
s
 = 1,5 = ко. · · · J, then x
e
 < х
ь
 (1 - у 2 ) - " - ы . 
(ii) ifv
s
 > ^1 - y2 , then x
s
 <• /^l - y2 xF(x"1 / 2), where χ is a fixed point of the recursion 
ts=vr^tb-i). »herent)=[iit^;il:^]andt^=«-*-?• V 
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Figure 7.6: Condition numbers as a function of y2; ν = 2,3; r = 0, computed from For­
mulas (7.49) and (7.50). 
y2 < 3/4, then ν can be chosen equal to two and the upper bound for x
s
 is found 
to bexs < 1/(20 - 1). If y2 < 8/9, then for ν = 3, x
s
 < (3 - 0)/(30 - 1). Here 
Similar results are found when Л^ < в[\] < a
s
A[Si and a
s
 < ßs· 
REMARK 7.2.7 Using certain interpolation error estimates for the special model problem, 
-Au = f and standard elements, better estimates of the condition numbers xe for the HB 
method have been derived (cf. [97], [89]), namely X( < 0(H2) for two-dimensional prob-
lems and xe <, 0(2e) for three-dimensional problems. As has been seen, however, when a 
short AMLI method is used we can get even smaller condition numbers, in particular for 
three-dimensional problems. 
7.2.4 Short AMLI for Stieltjes matrices 
The derivation and the conditions for optimal rate of convergence of the short AMLI pre-
conditioner defined as in Chapter 4 remain essentially the same as in Theorem 4.5.1, with 
the only difference that the maximum in the upper bound is taken over a smaller number 
of groups of μ + 1 levels (see page 48). 
7.3 Computational complexity 
We show in this section that the optimal choice of the coarse level is determined by the 
total number of levels and by the complexity of the coarsest solution method to be used. 
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The resulting truncated-recursion method preserves the optimality properties of the orig­
inal (full-length) AMLI method and is better parallelizable. 
The computational complexity of the short-length multilevel preconditioner using a 
polynomial of fixed degree ν depends on ν in the following way. Assume that we start at 
the finest level £ and descend to the coarsest level fc0. Then the computational complexity 
of one action of the preconditioner is 
w
e
 < C(n
e
 - nf_i + v(n
e
-i - n
e
.2 + v(ne-2 - n¿_i + + nt., + 1 - nfcj) + ^^СІСПІ^, (7.51) 
for the block-diagonal preconditioner (7.15M7.17) and 
we < C(n( + v(ne-\ + (пе~г + •••+ n^+i)) + v ^ C ^ n * , , , (7.52) 
for the full block-factorized multilevel preconditioner (7.39)-(7.40). Here n
s
 is the degree 
of freedoms at level s and the constant С depends on the sparsity of the matrices involved 
in the preconditioner but is independent of i and ко· (In the HB case all matrices A
n
 are 
very sparse, typically 5-, 7- or 9-diagonal matrices. The sparsity is also preserved for the 
AMLI preconditioner, defined in Chapter (4)) The second constant Ct0 depends on the so­
lution method used when solving systems on the coarse mesh ко. 
Let for simplicity n
s
 = 4s = n
s
+i/4, which holds for a regular mesh. Relations (7.51) and 
(7.52) show that if ν < 4, we have, respectively 
and 
we <ne 
Wf <П{ 
3 i - 0 0 
4 C 1 
f-ko 
(Ϊ) 
+ ckl •Ш 
f-fc» 
(Î) e-ko 
Η*) • + c f c •(ϊ) 
e-k0 
and the work per meshpoint is thus 
2££
s
 j c 
ne 4 
t-ka 
and 
AC we 
n
e
 ~ (4 - v) (c*-(4^))(ï) 
t-ka 
(7.53) 
(7.54) 
As is seen from the results in Section 7.2, the condition number of M(i)"' A{() increases 
when k0 decreases. Also, the communication overhead increases. The aim is, therefore, 
to choose ko as the largest number for which the cost for each action of the preconditioner 
is bounded independent of t. Since Су^ depends on the method used for the coarse mesh 
system, we consider two such methods. 
126 CHAPTER 7. THE SHORT AMLI METHOD 
V 
fco 
3 
m 
2 
m 
1 
[1*1 
ν 
fco 
3 
m 
2 
m 
1 
M 
Table 7.5: Values of the coarse level Table 7.6: Values of the coarse level 
number for a diagonally precondi- number for the modified incomplete 
tioned method. factorization method. 
Assume first the diagonally preconditioned conjugate gradient method is used to solve 
systems with Â ^ . As the condition number of the system is 0(пь„), the number of it­
erations required is Со^/ЩЦ for some constant Co, which does not depend on feo. Since 
пь, = 4fc°, to balance the two terms in (7.53) and (7.54), respectively, best for any value of 
$, we must then let 7Щ7 = (4/ν) ί _ | £ ο, that is 2*" = (4/v/_ k o in both cases, or 
fco = fco = 
(2 - log2 ν) 
(3 - log2 ν) 4 (7.55) 
From (7.55) we find then the values of fc0 as a function of v, given in Table 7.5. (The exact 
value of ко for ν = 3 is » 0.2933Í.) The work per meshpoint is then bounded by W(/ri( < 
4C/ (4 -v ) + C0. 
As remarked, the condition number for the outer iterations on level £ increases when 
fco decreases. If ν > 2, this increase is small but for ν = 1 it is significant as Theorem 7.2.3 
(i) and Theorem 7.2.4 (i) show. Consider then minimizing the square root of the outer iter­
ation condition number times the work per meshpoint of one action of the preconditioner. 
Let ν = 1. For the block-diagonal preconditioner we have to minimize 
"«.[c + ÍCb-c)^)'*]. 
where κ ^ is the condition number for level £ with coarsest level ко- Using the estimate 
7.47 we find 
4 * . a 
2-ф^~; 
і- Г 
so, we want to minimize the function 
1 
^ 
e-ko 
(7.56) 
ƒ(*<>)= bQ) ' " b [ c + Co2»»2-2<'-w] 
where a = Jl - y2 and b = . We assume that y2 < | | , that is 4a > 1. The expression 2 - q 1 - a ' 
for ƒ (fco) сап be rewritten as 
/ ( к о ) =
 7 4 ^ [ С 4 Н к л + С о ] ( 8 а ) Ч (4а) 
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Let ρ be defined such that a = 8"'', that is, ρ = (log2 ~) /3. Then some calculations show 
that ƒ (ko) takes its minimum for 
ι 2» 1. Cp 
k0 = -£ + -log2] 3 3 6 ¿ C o ( l - p ) · 
which means that for large values of i the previously found relation fc0 = \-B is only 
slightly perturbed. A similar result is found when considering the full block-factorized 
preconditioner. Then we have to niinimize x\ ^ ψ + (θ„ - χ ) (?) ° . where xe.ko 
is the condition number for level i with coarsest level ko- Since, assuming x^ = 1, 
xe.ko < УI ((1 - У2)) . we want to minimize the function 
f (k0) = J ^ Î [4С4М*° + зСо - 4С] (8а)*·, 
where а = 1 - у2. We assume, as before, that γ2 < | | , that is 4a > 1. If ρ is such that 
а = 8"p, then one finds that ƒ (fco)takes its minimum for k0 = \$ + | log2 ( 3 ^ ^ " Α / ' • 
which means that for large values of i the previously found relation fco = f^is only slightly 
perturbed. 
Consider now the use of a faster convergent method for the coarse mesh, namely, the 
conjugate gradient method, preconditioned with a modified incomplete factorization or a 
block diagonal domain decomposition method. For these methods the condition number 
of the preconditioned system grows as Q 2*°, ко — °° for some constant Q. (For a recent 
parallelizable incomplete factorization method, see [193].) As in the derivation of (7.55), 
we find now that the optimal value to minimize the work per meshpoint of one action of 
the preconditioner satisfies 2^ = (4/ /~к" or fc0 = 2($ - fc0)(2 - log2 v), i.e., 
4-21og 2v .1 
5-21og2v | ' 
which leads to the values for ko as a function of v, given in Table 7.6. 
The results are collected in Theorem 7.3.1. 
THEOREM 7.3.1 If γ2 < § then for ν = 3, or if γ2 < | then for ν = 2 (огЗ), the precon­
ditioned system Μ(ί)~' Α{ΐ) has an optimal order of condition number, bounded above by a 
fixed number on all levels [i.e., M ( i ) is spectrally equivalent to A{t)]. In addition, if 
(a) the diagonally preconditioned conjugate gradient method is used on the coarsest mesh 
level k0, where k0 < l ^ l or 
(b) the modified incomplete factorization preconditioned conjugate gradient method is 
used on the coarsest mesh level k0, where ko ¿ fzw^^· then the arithmetic cost per 
iteration step is О (ne). Hence the preconditioner has an optimal order of computa­
tional complexity, i.e., the cost to solve systems with A(t) is 0(ri() · 0(log j) where ε 
is the ratio of the final and initial residuals. 
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REMARK 7.3.1 Using the transformation A{() = JTA{e)J, each multiplication of Al£) with 
a vector is also of optimal order. Here J = J{t) transforms a coordinate vector for the 
hierarchical basis functions to a coordinate vector for the standard nodal basis functions 
and A(f) is the standard finite element matrix. 
REMARK 7.3.2 The systems with matrices As,s, which arise in the multilevel HB precondi-
tioner, can be solved by iteration also. An efficient preconditioning method can be based 
on the approximate inverses which are best Frobenius norm approximations (see [69]). 
The above results for fc0 as a function of Í can be further improved using polynomials of 
cyclically varying degrees as in [89] and [30]. Assume that the degree of the polynomials 
on each group of μ consecutive levels is one and that it takes the value ν after each such 
group. Consider for simplicity only values of ko for which -I - fco = τ(μ + 1) holds for 
some integer r. Then the formula (7.52) becomes 
we < С(пе-пе-^+и+ v(ne-^+i)-ne_2^+i) 
(П£_2(,,
 + і) - η ^ _ 3 ( μ + ΐ ) + · · 
( П ^ _ (
г
_ і ) ( А І + і ) - Щ-т^+І)) ' •))+ г С
Л
. (7.57) 
For a regular mesh, i.e., for n
s
 = 4s 
w
e
 <щ 
\n
s
+i, (7.57) reduces to 
Т " Ы ) L a r +Ct*v'"^ 
Denote σ = (1/4)μ+1 < 1. Then 
W£¿ Cd σ) (г £1±ΖΞΪ\( 
νσ) "· ' . (7.58) 
Π( 1 - ν σ V 1 - ν σ 
If a diagonally preconditioned conjugate gradient method is used to solve the coarsest 
level system, then Q 0 = Со^/ЩЦ = Co4^ and the condition to minimize the ratio ^ from 
(7.58) is to have 2*« = ( ν σ ) ^ , i.e., 
ko=\ 2(/j + l ) - l o g 2 v , (7.59) 3(μ + 1) -log 2v 
If Cfco = CQ2T as for the incomplete factorization or domain decomposition methods, then 
UQi + i l ) - 2 1 o g 2 v f 
)-21og 2v 
(7.60) 
Formulas (7.59) and (7.60) lead to values for fc0 as a function of ν and μ, given in Tables 
7.7 and 7.8. 
The results in Tables 7.7 and 7.8 show that if, say, ( < 12, it suffices to choose the 
coarsest level number k0 so that i - k0 is equal to 2, 3 or 4 when the simple V-cycle is 
used. This is in accordance with the numerical results, presented in Chapters 9 and 10. 
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V 
μ = 1 
μ = 2 
μ = 3 
3 
m 
m \m 
2 
m 
m 
M 
1 
m 
m 
m 
V 
μ = 1 
μ = 2 
μ = 3 
3 
m 
m 
m 
2 
m 
m 
m 
1 
m 
m 
m 
Table 7.7: Values of k0 for diag. pre- Table 7.8: Values of fc0 for MIC 
cond. CG method, μ > 1. method, μ г 1. 
REMARK 7.3.3 The upper bound in (7.56) shows that the condition number grows with £ as 
xj i to <; const (-7JT-7) · Let y2 = ì (cf. Example 7.2.1). If fc0 = \t (cf. Table 7.7), then 
Хе.іс ^ const 2ϊ = const hf1, where he = 2~e is the meshsize on level i. If k0 = \V, then 
t - i 
Xf,t„ ¿ const 2' = const h(^. Hence, the condition number depends only weakly on the 
level number $ for the short-length V-cycle method. It is interesting to compare this with 
the condition numbers referred to in Remark 7.2.3. Although 2^ grows asymptotically 
faster than £г, note that for all practically viable values of Í, 2~> is much smaller than t2. 
The 'hidden' constants in the order symbols are about equal. 
REMARK 7.3.4 A similar computational complexity analysis can be done for three space 
dimensional problems. One finds that ^ < const if k0 = [frjsjj^] and, for ν = 1, the 
ι 
condition number grows as κ ^ < const Í , '_
 2 ) . For y2 = f (cf. Example 7.2.2) we 
find Xffo < const (lY ~ 1.37*, which increases much more slowly than 2e (recall that 
for the classical hierarchical basis function matrix the condition number is 0(2*) - see 
Remark 7.2.3). 
REMARK 7.3.5 To a certain extent it is more natural to use the p-version of the HB method 
when few levels are used. This was advocated in [29]. Then there is no need to use very 
high order polynomial degree basis functions. For the two level version, using the block-
diagonal preconditioner, one has then y2 = 2/3 for the combined piecewise linear, piece-
wise quadratic basis functions on isosceles right angled triangles (see Example 7.2.3), so 
xij-i = izj ~ 9-9. 
Combinations of h-version and p-version are also possible. What one sees in Figure 7.7, 
for example, corresponds to a three-level method but with different values of y for the two 
of the levels, namely, yt-г = 1 /л/2 and yt-\ = 27З. Then, applying (7.49) or, equivalently 
(7.11), one obtains the following bound for the corresponding condition number: 
xe.e-2 ζ 29.95. 
For very unstructured finite element meshes it is impractical to use many levels of re­
finement. The above shows that one can use then few, if any, such levels. However, each 
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• piecewise quadratic b f for the h-mesh 
• piecewise linear b f for the 2h-mesh 
• piecewise linear b f for the h-mesh 
Figure 7.7: A combination of the h- and p-version of the HB method. 
triangulation can easily be refined using at least quadratic basis functions (in the midedge 
points) because this does not change the triangulation. The refinement can be done locally 
in parts of the domain only. Usmg the p-method m the refinement step avoids the use of 
'slave nodes' which would anse if a h-method, i.e., if a refinement of the triangles is used 
only locally. 
Note that if the solution is sufficiently smooth, i.e., l f u e H 3 (Ω), where H3 is the third 
order Sobolev space, the use of quadratic basis functions increases the order of the dis­
cretization error (1ПІ2 norm) from О (h2) to О (h3). Hence, the p-method or the combined 
h-p method, is a cheap way of increasing the accuracy of the approximate solunon and, 
furthermore, to get local discretization error estimates. 
Parallel efficiency 
Consider the parallel efficiency of the method. Denote by E = T*/pTp the parallel effi­
ciency of the short length AMLI method, where Г* is the computing time usmg the best 
algorithm on a smgle processor and Tp is the computing time for the short-length AMLI 
method with an optimal choice of ko on a p-processor machine Assume that ρ <, n ^ , i.e., 
the nodepomts on the coarsest mesh are mapped with at least one meshpoint per proces­
sor. Then we find 
£ = 0(m) О (ne) (f+£)*~»*te)- >C>0j~°o. (7.61) 
Here, пе/пь, is the size of the subgnd on each processor and the amount of work during 
one iteration on each processor is proportional to this plus the work n3¿*/p to solve the 
coarse mesh problem. Smce ρ < η&„, there will occur no (or minor amount of) idleness of 
processors and all communications required will be between nearest neighbor processors, 
assuming that a natural mappmg of subgnds to processors is used In (7.61) s is the num­
ber of iterations, which is bounded, independent of t, if ν > 2 and y2 is sufficiently small, 
as is shown m Theorem 7.2.3. Hence, under these assumptions, the parallel efficiency is 
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bounded below by a positive number C, independent of i. Because even on a serial com­
puter there occurs much recursion overhead in the full-length AMU algorithm, the optimal 
algorithm on an one-processor machine will also be a short length one, although perhaps 
of a somewhat longer length than on a p-processor machine. Note that the cost per itera­
tion step associated with the coarse mesh solver can be made arbitrarily small by decreas­
ing the level number of the coarsest grid. Hence, assuming still ρ < n^, we find that the 
total amount of all arithmetic operations on the parallel computer is about equal to that 
on the uniprocessor. Since all operations are fully parallelizable, the parallel efficiency 
can, therefore, be made very close to its optimal value 1, if ρ < n^ and fco is somewhat 
smaller than the values given in Tables 7.5 and 7.6. It is readily seen that the parallel effi­
ciency of the diagonally preconditioned conjugate gradient method is bounded above by 
0(П(Х) for a n ^ x t i ; mesh. The parallel efficiency of the full multigrid or multilevel iter­
ation method is bounded above by О (£~2 ), £ -> ~ due to increasing distances over which 
data must be communicated when the meshes get coarser. Hence, in both cases the effi-
ciency approaches zero as £ increases. The above results for fco as a function of £ can be 
further improved using polynomials of cyclically varying degrees as in [89] and [30]. 
REMARK 7.3.6 The upper bound in (7.47) shows that the condition number grows with £ as 
xtjb <> const (1/(1 - y))#_ko. Let у = 1/V2 (cf. Example 7.2.1). If fc0 = \t (cf. Table 7.5), 
then хе.кь ¿ const 2* (2<> + l) < const 2h^, where hi = 2~e is the meshsize on level £. 
If fco = \£ (cf. Table 7.6), then X(ito < const 2к~
е
г
. Hence, the condition number depends 
only weakly on the level number £ for the short-length U-cycle method. It is interesting to 
compare this with the condition numbers referred to in Remark 7.2.3. Although 2 '< grows 
asymptotically faster than £2, note that for all practically viable values of £, 2 ' is much 
smaller than £2. The 'hidden' constants in the order symbols are about equal. 
REMARK 7.3.7 A similar computational complexity analysis can be done for three space 
dimensional problems. One finds that ^ < const if fco = Мі}°|2уі| and, for ν = 1, the 
ι 
condition number grows as κ ^ 0 < const (1/(1 - y 2 )) 7 . For y2 = 5/7 we find xg.ka -(1.35)^, which increases considerably slower than 2e (for the classical hierarchical basis 
function matrix the condition number is 0(2 e)). 
7A Conclusions 
The estimates of the work per meshpoint, presented in Section 7.3, show that there is 
no need to continue multilevel (or multigrid) methods to a very coarse level to achieve an 
optimal order of computational complexity and rate of convergence. It suffices and is even 
recommended to use only few levels because the recursion and communication overhead 
is then also small. In addition, the corresponding preconditioned matrix has a smaller 
condition number, which is most significant for the V-cycle case (v = 1). This condition 
number is more robust with respect to the meshsize and with respect to other problem 
parameters as well. 
132 CHAPTER 7. THE SHORT AMLI METHOD 
The condition number of the short-length AMLI method using diagonally block precon-
ditioned matrices for the hierarchical basis functions method turns out to be smaller than 
that for the classical full-level hierarchical basis function method (cf. [89]). Using block 
diagonal preconditioned has the advantage that there is more parallelism in the precon-
ditioner and less communication overhead than for the full block factorization method, 
such as m [37]. However, the condition numbers are larger for the block diagonally pre-
conditioned method. 
We have also considered the full block-matrix factorization preconditioned hierarchi-
cal basis functions matrices and the corresponding rates of convergence both with and 
without polynomial stabilization. The analysis permits approximations of the matrices 
A[SI which anse as diagonal blocks in the HB matrix. We have then assumed that ots <, ßs, 
see (7 6), (7 36). Smce ßs increases with s, we can let as mcrease also, i.e., the matrices 
A[SI can be approximated less accurately when their dimension increases. The condition 
number of the short-length AMLI method turns out to be smaller than that for the classical 
full-level hierarchical basis function method (cf. [89], [97]). It is shown that the compu-
tational complexity of the short-length AMLI method is of optimal order if k0 < <\$ for 
a proper number q < 1. Typically, q = 3/4. Hence, m practice there occur few levels. 
The value of q depends on the solution method used for the coarsest level problem. This 
can even be a simple diagonally preconditioned conjugate gradient method. Using Theo-
rem 7 2.3, this shows for ν = 1 that the corresponding condition numbers κ ^ 0 grow as 
x^ fo, < const/ ( 1 - y2){l'q)e, which yields a very slow increase with •#. In particular, for a 3-
D problem withy2 = 5/7 and q = 3/4, weftndxiik(, < consr(3.5) i / 4 ~ const(l.3S)e. Note 
that the above is applicable also for other short AMLI methods, not only for HB methods. 
In the HB method, the components of the solution vector corresponding to the next 
finer levels k0 + 1, k0 + 2, • • • ,£ are corrections to the interpolant of the solution on the 
previous coarser mesh (see [25], for instance) As is well known, this offers an easy way 
to make local refinements. A further implication is that if the solution is already exactly 
represented on the coarsest mesh, after solving the problem there, the global residual 
and, hence, the other solution components, become zero. Thus, m such a case the iter­
ation method converges just in one step. More generally, the norm of the residual will 
reduce significantly after the first step. This is a further advantage of the short version 
of the AMLI method when the iterative solution becomes already quite accurate after only 
one iteration step. For the same reason the short AMLI method is more robust with re­
spect to various problem parameters than the full AMLI method. It also makes possible 
the straightforward application of the AMLI method to nonsymmetnc problems. 
The full block-matnx factorization preconditioning techmque has less parallelism m 
the preconditioner and more communication overhead compared with the block diago­
nal preconditioners. However, for the methods considered here, there is a significant re­
duction in the condition numbers of the preconditioned matrix, which reflects in fewer 
iterations needed for the solution method to converge. 
Chapter 8 
Parallel complexity issues 
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0. Axelsson and M. Neytcheva 
ABSTRACT: As mentioned in [167], the performance of a program on a given computer is 
the result of a subtle interplay between the program and the environment. In general, the 
performance results in a certain amount of used computer time, which is, therefore, the 
primary performance metric. When a parallel machine is present in the computing envi-
ronment, however, the overall time is no longer a sufficient criterion for judging whether 
the available computing resources have been used efficiently or not. 
Without making a claim to be a complete survey, this chapter introduces some basic 
concepts of parallel computing and parallel performance measures, such as speedup, effi-
ciency and scalability. Further, in Section 8.2, the performance of a class of preconditioned 
iterative solution methods (the AMLI methods) on a parallel computer system is analyzed, 
emphasizing their scalability. 
KEY WORDS Parallel Performance Measures, Scalability of Iterative Solvers. 
8.1 Parallel performance measures 
8.1.1 Basic Terminology 
First, we introduce some terminology and notations to be used in the rest of the presen-
tation. 
M Parallel machine. It is assumed to be a homogeneous system of identical proces-
sors which run at the same clock frequency, are equipped with the same amount of 
memory, and communicate through channels with the same speed. 
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ρ Number of processors (processing elements) within a parallel machine. 
Έ. Set of problems or classes of problems to be solved on a parallel machine. Thus de­
fined, R is quite broad and includes, for example, the problem to multiply two dense 
matrices, as well as to solve numerically a linear system of equations. 
N Problem size. The size of a problem, measured as the number of degrees of freedom. 
-Λ(Κ,Λί) Set of algorithms to solve a given R e "R. Clearly, there exists more than one al­
gorithm to solve a given problem R. The difference between the algorithms origi­
nates, in general, from different approaches and mathematical models for solving 
R. Therefore, the class of algorithms should not depend on the particular computer 
where it is implemented except with regard to speed of execution. Indeed, this is true 
when the algorithms are implemented on a serial computer, due to the fact that all 
the conventional sequential machines obey the same architectural principles, stated 
by Von Neumann in 1944. However, such a universal concept for a parallel machine 
has not yet been found. The parallel computers available today differ greatly, and 
this affects the implementations of the algorithms on them. For example, an imple­
mentation of an algorithm on M may introduce some additional computational work 
while striving to exploit the parallelism of the machine. Further, the quality of the 
implementation can influence the performance of the algorithm significantly, as, for 
example, when some of the parts are rewritten in the corresponding machine lan­
guage. This is the reason to consider in the present context the set of algorithms as 
being machine dependent, i.e., we will consider all the implementations of an algo­
rithm on different machines to be different elements of Л(й, M). 
W(A,p) Computational complexity of an algorithm A e Л(Я, M). The work to be performed, 
measured as the number of basic arithmetic operations needed to solve the prob­
lem R by the algorithm Л on a p-processor machine. In general, W{A,p) > W(A, 1) 
and the ratio W(A, p)/W(A, 1), called the redundancy, reveals the extent of match­
ing between the parallelism of the algorithm and that of the hardware (see [152], for 
instance). In what follows, the notation W(A) will be used instead of W(A, 1), assum­
ing that the complexity of the serial implementation is invariant on different imple­
mentations with respect to the computational complexity. Clearly, W(A) = f{N) 
for some function ƒ (N) > 0 for any N. Given a problem R, denote by A
opt the algo­
rithm (or the algorithms) for which W(A
opt) = minW(A), VA e Ά^,Μ). An algo­
rithm A is said to have an optimal order of sequential computational complexity if 
W{A) = O(N) (see Definition 8.2.1). 
Γ (A, 1) Serial execution time. The execution time on a uniprocessor system is 
T(A,l) = t
c
W(A), (8.1) 
where t
c
 is a machine parameter which denotes the average time needed to perform 
one algebraic operation. The computational complexity W(A) provides a criterion to 
compare the behavior of two different algorithms run on one processor (a uniproces­
sor machine). Obviously, the smaller Τ (A, 1) is, the better the algorithm performs 
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and if A
opt is known for the class of problems considered, there is no meaningful 
reason not to implement it. 
T(A, p) Parallel execution time. The total execution time on a multiprocessor system. It com­
prises three components: 
Τ (A) 
T(A,p) = T
s
(A) + -^- + T
c
{A,p). (8.2) 
Here TS(A) is the time needed to execute the so-called sequential part of A which can­
not be parallelized, (T
s
 is proportional to the depth of the dependency graph of A, 
as in [136] for example), TP(A) is the parallelizable part of A which can be executed 
concurrently on ρ processors, and T
c
 (A, p) is the time spent on communications and 
synchronizations (total parallel overhead). As indicated by the notation, the parallel 
overhead TC(A, p) is both machine and algorithm dependent. While from (8.1) it is 
straightforward to conclude what is the best algorithm to choose for a serial com­
puter, m the case ρ > 1 (or ρ » 1) this is no longer obvious. Intuition suggests that 
an easily parallelizable algonthrnA with reasonable TS(A) and TC(A, p) could beat 
A
opt on a multiprocessor, i.e., T(A, p) < T(Aopt,p). As shown later in the presenta­
tion, and noted also m [159], for certain classes of problems and ranges of N and ρ 
this is not the case. 
TS Parallel system. The combination of a particular computer architecture M and an 
algorithm Λ, implemented on it (as in [165] and [145], for example) 
8.1.2 Speedup and efficiency - motivation for the choice of definition 
Given a parallel machine M with ρ processors and a problem R to be solved, the mam 
objective of algorithm development is to minimize, or at least to reduce, the parallel ex­
ecution tune Γ(Α, p), using some properly chosen A e Л(Я,М). Clearly, T(A,p) is the 
primary metric when characterizing the performance of a parallel system. At the same 
time, it doesn't provide any information on how the parallel machine is utilized during 
the solution process. To show the latter, another metnc is mvoked, namely, the parallel 
efficiency E(A, p), defined as 
E{AiP) = ^
Ai£lt (8.3) 
Ρ 
where S(A, p) is a third parallel performance metric, the parallel speedup 
As already mentioned, the efficiency is a measure of the degree of utilization of the pro­
cessors mvolved m the parallel computations Ideally E(A, p) = 1, which would mean that 
all processors have been used all the time up to their full capacity. The parallel speedup 
S (A, p) is traditionally defined as the ratio of the execution time on a uniprocessor system 
and the execution time on a multiprocessor system. The speedup measures the relative 
increase m speed when using ρ processors compared to the speed using one processor. 
The best one can hope for is S(A, p) = p, which leads to E(A, p) = 1. Unfortunately, this 
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ideal speedup is never achieved in practice because of communication overhead. Thus, 
the relations T(A, 1) < pT(A, p), S(A, p) < ρ and E(A, p) < 1 always hold. In [167], the 
following theorem is stated and proven by contradiction. 
THEOREM 8.1.1 On a given multicomputer and for a fixed problem, the best ρ-node paral­
lel execution time is at most ρ times faster than the execution time for the best sequential 
algorithm, or 
T*(A,p)>T{A*,l)/p. 
Неге, Γ* (A, p) denotes the minimal parallel execution time achieved by some best p-node 
program. The above result implies that the phenomenon called superlinear speedup, i.e., 
speedup bigger than p, can be observed only if the sequential computations are done us­
ing a nonoptimal algorithm. In other words, superlinear speedup effects are not due to a 
superoptimal parallel algorithm. 
During the search for a general, feasible and fair parallel performance measuring sys­
tem, different formulations of the concept of speedup and efficiency have been investi­
gated. We comment on some definitions of speedup and efficiency below. 
The absolute speedup is defined as 
s(
^
) =
 ySf· (8-4) 
where A* is the best known serial algorithm for the problem under consideration. The 
algorithm A* will coincide with A
opt whenever Aopt is known. 
The relative speedup is denned as 
~, . , T(A, 1) 
s{A
^
) =
 myr (8-5) 
which involves only the performance of the algorithm under consideration. We stress that 
in both cases it is important to consider a true serial implementation of the algorithm 
A* or, respectively, of A, in order to avoid the influence of any remainders of the paral­
lel overhead, such as synchronizing or communicating with itself, as also pointed out in 
[132]. The relative speedup is considered to reflect the inherent parallelism of the algo­
rithm A and has been analyzed in various performance studies ([149], [168], [164], [140], 
[154], [163]). 
The so-called fixed-size speedup is speedup measured when having a fixed problem size 
and varying p. Relative fixed-size speedup is the concept used in the formulation of the 
classical Amdahl's law (see [127]). As is well known, in this case the speedup is bounded 
above by the inverse of the serial fraction of the algorithm A, independently of the number 
of processors available. 
The fact that the fixed-size speedup model draws a too pessimistic picture of the poten­
tial of parallel computing is already widely accepted. Violations of Amdahl's law regarding 
predictions on expected speedup are reported in various studies, starting with [147]. Many 
CHAPTER 8. PARALLEL COMPLEXITY ISSUES 137 
more are listed in [145]. The explanation of the discrepancies lead to relaxing the fixed-
size constraint and introducing the concept of scaled speedup, where the problem size 
increases with the number of processors. The classical reference for the scaled speedup 
notion is [147], followed by a number of studies. The two major variants of scaled speedup 
are the flxed-time speedup and the memory-bounded speedup. The former assumess a 
problem size such that the parallel execution time remains unchanged. For the latter, it is 
assumed that the problem size is such that it uses the full capacity of the memory avail­
able. More details can be found, for example, in [131], [165] and the references therein. 
It has been observed (see [143], [140] for example) that efficiency increases with the 
problem size N and decreases with the number of processors p. The idea of keeping 
E(A, p) constant, while suitably increasing N and p, is developed in detail in [143]. For 
different TS, the rates at which N and ρ have to be increased in order to maintain a fixed 
efficiency are different. The function describing how to relate ρ to N is called the iso-
efflciency function and can be derived as follows. Consider efficiency based on relative 
speedup, given as 
£
=гташ·
 ( 8
·
6 ) 
1 +
 Ρ Γ(Α,Ι) 
Since Γ(Λ, 1) = f (Ν), then 
f(N) = j^pT
c
{A,p). 
Usually, using some algebraic manipulations, it is possible to rewrite the latter as 
Ν=Έ(ρ) 
and the function Γ(ρ), called the isoefficiency function, relates the growth of N and ρ so 
that E remains equal to a chosen constant. The isoefficiency metric has been shown to 
be useful in the analysis of the parallel performance of various parallel systems, see for 
example, [142], [144], [134] and the references therein. 
A different approach to defining an efficiency metric is described in [136]. The efficiency 
there is the ratio 
'
y
 wa(N)+ww(N,p)' 
where wa(N) is the "work accomplished" and may equal W(A*) for the best known se­
rial algorithm; ww(N, p) is the "work wasted", i.e., the work which would have been per­
formed if there were no communication and synchronization overhead. Then the speedup 
is defined in the terms of the so-determined efficiency, as S{A, p) = pE{A, p). 
Both speedup and efficiency, as well as Mflops rate, are tools for analysis but not a goal 
of parallel computing. None of these alone is a sufficient criterion to judge whether the 
performance of a parallel system is satisfactory or not. Furthermore, there is a tradeoff 
between the parallel execution time and the efficient utilization of many processors, or 
between efficiency and speedup. One way to observe this is to fix N and vary p. Then for 
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some pi and p2 we have the relation 
E(A,pi) _ p2T(A,p2) 
E(A,p2) ριΤ(Α,ρι)' 
If we want E(A,pi) < E(A,p2) and T(A,pi) > T(A,p2) to hold simultaneously, then 
p1 < пд'Г)1 L e ' t n e P0SS1bihty of utihzing more processors is limited by the gain in exe­
cution tune. As a realistic goal, when parallel algorithms for massively parallel computer 
architectures are developed, one aims at efficiency which tends to one with both increasing 
problem size and number of processors. It will be shown later that the above is achiev­
able for certain classes of problems if optimal order serial computational complexity al­
gorithms are considered and if the number of processors grows as a suitable function of 
the problem size Estimates of the increase of the minimal parallel execution time will be 
also presented. 
Unless the contrary is mentioned, speedup will mean absolute speedup as defined in 
(8 4), and the corresponding parallel efficiency to be as in (8 3) We discuss briefly some 
of the possible gains and losses stipulated by such a choice 
Some arguments "pro-". First, the relative speedup "hides" the possibility for Τ (A, 1) to 
be very large, much larger than for some other algorithm. Then, the comparison of the 
serial and parallel execution times of the same algorithm may show some reasonable 
speedup figures only because the uniprocessor performance is bad. 
Second, there is the potential for the relative speedup to be misleading when comparing 
two parallel algorithms or two implementations of a parallel algorithm. In [163], for ex­
ample, it is shown that the relative speedup "favors slow processors and poorly-coded 
programs". The following sequence of events is commonly encountered m practice. Con­
sider an algorithm A, implemented on a parallel machine Let the execution times on a 
um- and p-processor machine be correspondmgly 7Ό(Α, 1) and ΤΌ(Α, ρ). A speedup So = 
-° ' . > 1 is usually obtained. Next, consider the same algorithm and optimize its pro-
Γ0(Α,ρ) 
gram implementation. Then the following effect is usually observed- Γ (A, p) < Го (A, p) 
but also S < So. Thus the straightforward conclusion is that worse programs have better 
speedup. A closer look shows the following. After optimization, the parallel execution 
time has been reduced, i.e., 
Γ(Α,ρ) =07"o(A,p)forsome0 < 1. 
An accompanying effect occurs, however, the corresponding uniprocessor time Γ (A, 1) is 
also improved, and 
Γ(Α, 1) = «Γ0(Α, 1) for some α < 1. 
What might very well happen is that α < β. Then, of course, 
S = £>1 
S α 
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As an illustration, consider the measurements plotted in Figures 5 and 6 in [163]. Reading 
from the figure, we find Γ0(Λ, 1) « 39, T(A, 1) « 18.5, T0(A, p) » 3.5, T(A, p) « 2, So «Jl 
and J « 8 , Then α = 0 4744, β и 0.5714 and β/α « 1.2045, which resembles S0/S « 
1.3750. 
Such an effect is fully avoidable if the comparison is done via the absolute speedup 
formula, namely 
So _T(A*,1) T(A,p) 
S Го(Д,р)Г(Л*,1) p • 
In this case Τ (A*, 1) need not even be known explicitly Thus, the absolute speedup does 
provide a reliable measure of the parallel performance 
Some arguments "contra·". 
Identifying the best sequential algorithm is a heavy task, having m mind all different 
classes of problems we would like to solve on a parallel machine. That is why the rela­
tive speedup and other differently defined metrics are still relevant. There are classes of 
problems, however, such as sparse linear systems, where optimal computational complex­
ity algorithms exist and for them W(A) = W(A
opt) = O(N). Note that the serial execu­
tion time for such algorithms is easily estimated for problem sizes which do not fit mto 
the memory of the uniprocessor system because it is proportional to the number of un­
knowns. This is illustrated m Table 4.3 (page 53) and Table 9 3 (page 170) with the full 
AMLI method. When the optimal order algorithm A
opt for a serial computer is also a good 
method for a parallel machine, then, of course, T(A,l) and T(A
opt, 1 ) are close and, hence, 
the corresponding speedup measures are close 
8.1.3 The concept of scalability 
Recently, the scalability concept has attracted much attention In the last 5-6 years there 
has been mtensive research done m order to clarify the definition of "scalability" and "scal­
able objects" in connection with the massively parallel computers Although there is not 
yet one widespread agreement on the definition of scalability, the parallel processing com­
munity is unanimous that scalability should imply capability to utilize effectively an in­
creasing number of available resources, in this case, computing power 
• It is possible to consider only the scalability of a parallel machine The architecture of 
a parallel machine can be viewed as consisting of processors (including memories) and a 
communication network connecting them The machine is scalable if it can be mcremen 
tally expanded and the interconnecting network can incorporate more and more proces 
sors without degrading the communication speed ([133]) Obviously, there are physical 
constraints on the architecture scalability which are not m the scope of this presentation 
In what follows, we will simply assume that the parallel architecture is scalable, so that 
considering ρ — oo makes sense For more information and comments on the physical 
(hardware) bounds on scalability, see [140], [159], [152], [162] and [19], for mstance 
• An algorithm is referred to as scalable if, generally speaking, it can use all the processors 
of a scalable multicomputer effecnvely, minimizing idleness due to load imbalance and 
communication overhead. 
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• Since many parallel architectures exist, each with its own characteristics, and since we 
usually study an algorithm implemented on a particular type of architecture, it is mean­
ingful to consider the notion scalability of a parallel system, as in [165] and [145]. 
In order to make the above general idea of scalability specific and more tangible, differ­
ent approaches to the scalability issue have been considered. The major models, as they 
are summarized in [172], are the problem-size bounded model, the memory-size bounded 
model, the time-bounded model and the efficiency-conserving model. The first three take 
their names from corresponding speedup definitions. Some of the definitions of scalabil­
ity follow. 
DEFINITION 8.1.1 A parallel system TS is scalable if the performance is linearly propor­
tional to the number of processors used. 
This definition seems quite natural. However, it doesn't define the performance metric 
uniquely (as commented in [165], for example). Furthermore, practice has shown that such 
a relation between performance and the number of processors is impossible to achieve. 
A more liberal definition is the following. 
DEFINITION 8.1.2 TS is scalable if the efficiency E(A, p) can become bigger than some given 
efficiency Eo e (0,1) by increasing the size of the problem, i.e., E(A, p) stays bounded away 
from zero when N increases (efficiency-conserving model). 
This approach is studied in [171], [196], [160], [172]. In this case TS is also said to scale 
with fixed size ([160]). The isoefficiency concept defines scalability in a similar manner, 
namely, TS is scalable if the efficiency can be maintained at a constant level by simultane­
ously increasing N and p. The scalability introduced via the isoefficiency function reads 
as follows. Given a desired value of efficiency £, we find the isoefficiency function for the 
particular TS from formula (8.6). If N = T(p) shows a practically viable relation between 
N and p, then we are able to maintain the efficiency at the chosen level by increasing N 
and ρ as determined by Έ. A third possibility is suggested by Definition 8.1.3. 
DEFINITION 8.1.3 TS is scalable if the parallel execution time remains constant when the 
number of processors ρ increases linearly with the size of the problem N (time-bounded 
model). 
Note, that the relation ρ = aN for some constant a matches the constant Virtual Proces­
sor ratio case (see the Glossary). Then the execution time is not affected by the hierarchical 
memory access (see author's response to [173]). It turns out that, due to communication 
overhead, it is too much to ask for a constant parallel execution time. In Section 8.2.2 it is 
shown, as was previously shown in [169] and [141], that for certain practically important 
problems and solution algorithms the parallel execution time grows with N independently 
of the number of processors used. 
Definition 8.1.4 (as in [ 16 5 ]) quantifies scalability by measuring it as the average unit speed 
achieved (work divided by the product of execution time and number of processors). The 
scalability is defined as an average increase of the amount of work on each processor 
needed to keep its speed constant when using p' instead of ρ processors (p' > p). 
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DEFINITION 8.1.4 А К ij scalable if the achieved average speed of the algorithm on the 
given machine remains constant when increasing the number o f processors, provided that 
the problem size is increased with the system size. 
In [171], while speedup is defined as in Definition 8.1.4, a new latency metric is introduced 
instead of speed. An experimental method to predict and evaluate program and architec­
ture scalability is described. Average latency L(N, p) is defined as the average amount of 
overhead time spent by each processor to complete the work assigned to it. Next, the scal­
ability latency metric is introduced, being the ratio L(Ni,pi)/L(N2, pi)· It is shown there 
exists an analytical relationship between the isoefficiency function, the isospeed metric 
and the latency metric. 
Another quantitative definition studied in [159] is based on the communication pattern 
of the algorithm and the communication structures provided by the parallel machine. To 
be able to distinguish between the scalability of the algorithm and the scalability of the 
architecture, the parallelism which is inherent in the algorithm is measured through its 
speedup on an idealized parallel architecture, such as EREW PRAM (see the Glossary). 
DEFINITION 8.1.5 The scalability of a given TS is the ratio of the asymptotic speedup (the 
best fixed-size speedup) on a real machine to its corresponding asymptotic speedup when 
run on an ideal EREW PRAM machine, as a function of the problem size. 
The current state of the concept of scalability, its development and variations is thor­
oughly discussed in [145]. For further details, analysis and relations between different 
scalability measures see this reference and the references therein. The isoefficiency, the 
isospeed and the latency metrics are considered in detail in [172]. 
We define next what will be referred to as a scalable TS throughout the remainder of 
this presentation. 
8.2 Scalability of sparse linear solvers 
The exposition of the material in this chapter is based on [130]. 
8.2.1 Coupling antipodes 
We restrict now the set of problems R to the class of numerical problems in scientific 
computing which are among the most important potential applications of massively par­
allel computer systems. The problem in focus is the solution of large and sparse linear 
systems using iterative solution methods. 
DEFINITION 8.2.1 An algorithm A is said to have an optimal order serial computational 
complexity if W (A) = 0{N). 
In the terminology of iterative solution methods, this implies 
142 CHAPTER 8. PARALLEL COMPLEXITY ISSUES 
(1) optimal convergence rate, i.e., number of iterations required for the method to con­
verge up to a prescribed accuracy is bounded above independently ofN, and 
(u) optimal order arithmetic complexity per iteration, i.e., the work required per degree 
of freedom per iteration is also bounded above independently ofN. 
DEFINITION 8.2 2 Let T(A
opt, 1) be the execution time of an optimal order serial compu­
tational complexity algorithm on a uniprocessor machine. An algorithm A is said to have 
an optimal order parallel complexity if its efficiency E(A, p) = —-.,"?'' . approaches the 
pT(A,p) 
optimal value of one for increasing N and p, when ρ is a suitably increasing function ofN. 
DEFINITION 8.2.3 TS is scalable if it has optimal order parallel complexity. 
Definitions 8.2.2 and 8.2.3 determine how scalability is introduced m the current context, 
namely, via efficiency based on an absolute speedup measured with respect to the serial 
execution time of an optimal order algorithm on a uniprocessor computer system. The 
following proposition (see [130]) reduces the class of algorithms which must be used on a 
multiprocessor, by showing that, in general, algorithms that are nonoptimal m the sense 
of Definition 8.2.1, would be slower on a multiprocessor than on a umprocessor for big 
enough N, providing there Is sufficient memory available. 
PROPOSITION 8.2.1 Let problem R of size N be given. Let the computing time on a p-
processor machine for a method which is easily parallehzable be CpNß/p, Ν — <χ. Let 
the computing time for an optimal computational complexity method on a umprocessor be 
CQN", N — oo where a < β. Then there exists No, such that for any N > No, the serial 
computing time on one processor will be smaller than the computing time on the parallel 
computer with ρ processors. The value of No is No = (pCo/Cp)l/^'a). 
The effect of using nonoptimal algorithms is illustrated in Figure 8.1. Even though the 
above proposition is elementary, what is interesting and, perhaps, not always realized, is 
that the value of N0 does not have to be very big in practice. As an example, consider a 
problem, which is difficult to be solved without preconditioning, of the type -V{aVu) = 
ƒ m Ω с R2 with some boundary conditions, where α = ε <зс 1 in a subset Ω с Ω and 
a = 1 elsewhere. The differential equation is discretized using isosceles right-angled tri­
angle finite elements, for instance. The solution of the discretized system, correspond­
ing to £ = 10"3 and a 128 χ 128 grid, by a diagonally preconditioned conjugate gra­
dient (PCG[D]) method on the CM-200 with 256 processing elements takes 3.6 sec. The 
solution of the same system by the conjugate gradient method with full AMLI precon­
ditioning and a second degree polynomial on each second level takes 2 71 sec. on IBM 
RS/6000. There is a difference in the clock frequences of the machines: the CM-200 has 
a frequency 10 MHz and the particular IBM RS/6000 has a frequency of 33 MHz. After 
adjustment for the clock cycles, the serial execution time would nse to 9 sec. Assum­
ing that halving the number of the CM-200 processors causes an mcrease of the execu­
tion time by a factor of 3/2, we see that for about 64 CM-processors the performance is 
about the same as that of one workstation. Thus, the conclusion is that if we want to show 
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the real potential advantages of multiprocessors over the classical architectures, we have 
to implement optimal order, or at least close to optimal order, methods on them also. 
The methods known to possess optimal-
ity properties in the sense of Definition 
8.2.1 are the classical mulügrid methods, 
the algebraic multigrid methods, the al-
gebraic multilevel iteration methods, and 
some versions of domain decomposition 
algorithms. All of them have two impor-
tant characteristics in common, namely, 
they are hierarchical and they perform 
global exchange of information during 
each iteration. The global information 
exchange is an essential ingredient for 
the optimal rate of convergence of these 
methods. As mentioned in [137], they 
capture the sharing of global information 
inherent in the physical methods being 
modelled. The slow rate of convergence 
in the absence of global information ex-
change can be illustrated by the following 
example. Consider the solution of Ax = b 
ΡπΗβπιθΙζο 
Figure 8.1: Optimal vs nonoptimal. 
by the standard conjugate gradient, where 
A = 
2 
1 
- 1 
2 
- 1 
- 1 2 
- 1 
- 1 
1 
,b = 
Γ 1 
0 
0 
0 
0 
The exact solution is χ = [1,1, · • · , l ] r . Starting with x° = [0,0, ·• • ,0]T one finds that 
after fc iterations 
fc Γ fc fc-1 1 n J r 
for 1 <, к £ η - 1 and xn = x. Hence, the information travels one step at a time from left 
to right and it takes η steps before the last component has changed at all. 
On the other hand, the global information exchange for a parallel machine entails com­
munication overhead. Further, the hierarchical structure of all the optimal methods men­
tioned above implies that the work is distributed over a range of meshes (levels, subdo-
mains), some of which are "finer" and others are "coarser". If the degrees of freedom on 
the "coarsest" ones are less than the number of processors, which is the case in a straight­
forward implementation of these methods, some of the processors have to be idle. 
Thus, seemingly we face only two alternatives: 
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(Al) Implement methods which are better parallelizable because they require only local 
communications, with the consequence that since these methods have a nonoptimal 
computational complexity, the adverse effect of Proposition 8.2.1 will be seen. 
(A2) Implement optimal methods, with the consequence that communication overhead 
might ruin the parallel performance dramatically. 
Fortunately, there exists a compromise between (Al) and (A2). A possible approach 
to overcome the above conflicting tendencies is illustrated by the short AMLI method, de­
scribed in Chapter 7 and earlier presented in [33] and [34]. 
8.2.2 Scalability of the short AMU method 
The AMLI method is a method to construct and use an optimal order preconditioner in the 
framework of some Krylov subspace solution method, such as the CG method. Recall first 
the favorable properties of the short version of the AMLI method, described in Chapter 7. 
(i) The AMU preconditioner is implemented using only matrix χ vector and 
vector update operations, which implies that by a proper mapping of the data onto 
the parallel machine, all the communications on each level are of nearest-neighbor 
type; 
(ii) If the coarsest level is fairly fine, so that there is at least one coarsest level node-
point mapped on each processor, the influence of two factors degrading the parallel 
performance is diminished, namely, there are no idle processors during the compu­
tation and the communication distances are substantially smaller than in the full-
length AMLI method; 
(Ш) Among all possible levels i there exists a level number fc0, such that having fc0 as a 
coarsest level, the method will preserve its optimal computational complexity, i.e., 
the computation work to solve a system on level fco is at most proportional to the 
work of one outer iteration; 
(iv) Increasing fco does not deteriorate the overall condition number of the precondi­
tioned matrix, which remains bounded above independently of N on all levels. In 
some cases, as for the V-cycle, it even improves. 
Property (iii) applies to that step of the solution method, where a system with the precon­
ditioning matrix has to be solved. It ensures optimal order computational complexity per 
iteration. Properties (i) and (ii) concern the communications required per iteration in order 
to apply the preconditioner in a parallel distributed memory machine environment. They 
state that the communication overhead remains bounded when N increases. Property (iv) 
ensures the spectral equivalence of the preconditioner to the original matrix, which im­
plies an optimal order of convergence of the solution method and results in a bounded 
number of outer iterations. 
For the Krylov methods, however, there exists another source of global communica­
tions: the scalar products. The influence of the scalar products on the parallel execution 
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time will now be included in the performance model. Two typical parallel computer ar­
chitectures are considered - a mesh array and a hypercube. 
As a first simplified model, consider the performance of a diagonally preconditioned 
conjugate gradient (PCG[D]) method to solve an elliptic difference equation problem on 
a square mesh array multicomputer with ρ processors. Denote by Γι the time needed 
to perform one PCG[D] iteration on one processor. Obviously, T¡lt) = Ο (Ν). (Note that 
T(A
opt, 1) and, of course, T{lt)(Aopt) are also ofO(N) but with different proportionality 
factors.) The corresponding time for one PCG[D] iteration on a p-processor machine is 
then 
TUt) 
Tp
lt)
 = ^ — + wjp, (8.7) 
Ρ 
where Г
с
(,
° = wjp is the communication time needed for the scalar products performed 
per iteration. In this model, the time for the nearest neighbor communications per iter­
ation is considered negligible, or can be included in the first term, because the number 
of these communications is fixed. The factor w is a machine dependent constant which 
reflects the communication speed. More precisely, the time for the scalar products is de­
termined by the diameter of the architecture, i.e., Г
С
(Ш
 = w(2Jp-1). The corresponding 
efficiency per iteration is 
£( , t ' = -
 ш
. (8.8) 
Obviously, there exist a number of processors fp which minimizes the function Tpu) in 
(8.7) and beyond which Tplt) grows unboundedly. An easy computation reveals that 
The first observation is that since Γ,(,ί) = 0(N), then T¡,lt) = О(лМ) and will grow with 
the problem size despite of the number of processors. 
Another observation is that efficiency of only 1/3, independent of the number of pro­
cessors and the size of the problem N, is unacceptable when an expensive computer with 
hundreds or thousands processing elements is used. The natural question now is whether 
it is possible to vary ρ as a function of N so that the parallel system can scale with the 
efficiency, making the efficiency tend to its optimal value one when N grows. Let ρ = vp 
for some ν < 1. Then, 
1 + 2 г 
r
w> = i ± £ I i <2w2Tilt)Y andE<"> = — 
2V' 
One observes that the efficiency is still independent of the problem size N, so the method 
is scalable with respect to efficiency in the sense of [196]. If we let now ν decay to zero 
(slowly) with JV, for instance as ν = 1/ log N or even ν = 1/ log log Ν, then Epl) s 1 as N 
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increases. The price to be paid for maintaining the efficiency in the above way is that the 
parallel execution time will increase with N even faster t h a n Tpe) does. Corresponding to 
the choices of ν we get the following figures for TpU) per iteration: 
0(JVi logJV), ν = u ^ , 
OWlloglogN), v = ¡ ^ . 
The behavior of the efficiency is illus-
trated in Figure 8.2. Observe that, as 
shown above, Eplt) does not depend on 
w. The iteration count for this method in-
creases with N and for elliptic second or-
der d-dimensional problems the growth 
is of order 0(N3). Accordingly, the to-
tal parallel execution time for the PCG[D] 
method grows at least as 
0(N3+5) (8.9) 
and this holds irrespective of the number 
of processors used. Clearly, this is very 
unsatisfactory. For example, for d = 2 it 
"w3 io' io' io* increases at least as 0(N¿), i.e., close to 
linearly with N . Hence, the conclusion is 
Figure 8.2: Diagonally precondit ioned CG on a t h a t t h e computing time will not be much 
mesh array: the efficiency behavior s m a l l e r t h a n fo r , m °Р* ш і а 1 ° r d e r c ° m -
putational complexity algorithm used on 
a single processor. This is actually ob­
served quite well in practice, see [192], for instance. 
Analogous conclusions about the growth of Tp are drawn in [141] and [144]. In [141], 
under some general assumptions on the communication overhead function, it is shown 
that there exists a unique value ρ which minimizes T(A, p) and for that particular value 
of ρ the relative efficiency E = pjffipj < j if the growth of the communication overhead 
is close to linear. The idea to minimize T(A,p) as a function of ρ and to analyze the 
efficiency obtained for the minimizer ρ of T(A, p) is also exploited in [144]. Certain algo­
rithms such as parallel FFT and parallel shortest path algorithms are considered in more 
detail. The effect of minimizing T(A,p) or, alternatively, (pT{A, p))r on the isoefficiency 
function is also studied. 
As shown in [143], since T[U) = WoN for some machine dependent constant wo, it 
follows from (8.8) that Ν = ^ Y T J P 3 / 2 . i-C·. the corresponding isoefficiency function in 
this case is Έ(ρ) = 0(p312). Thus, the relation N = 0(p312) implies that £ is constant. 
The new relation proposed with, for example ν = 1/ log Ν, leads to a relation N/ logN = 
0(p312) in order to have £ /* 1. 
r<"> = -I 
- - t o g ( N ) 
• 
1 
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Consider next the performance of the same solution method on a a hypercube com­
puter architecture. There, if the method of bisection is used to compute the scalar prod­
ucts, the communication time for each of them is О (log ρ) instead of О ( Jp). The relation 
for TP
U)
 is now of the form1 
T(«> 
r< l t ) = -*— + w\ogp, (8.10) 
v
 V 
and 
Е
Ы)
 = 
M 
It is readily seen that in this case the optimal value which minimizes T¿ ' is 
ρ = ——, for which 
w 
4it] = w 1 + log±1— = O(logJV) and 4"» = ± — ^ . (8.11) 
V w / 1+log-V 
It is seen from (8.11) that for such architectures the computing time per iteration grows 
only slowly with N. If we let now ρ = vp, we obtain 
/i vT ( l t , \ l 
Γ<"> = w i + log * Í J - and f«) = ±—^ (8.12) 
и w
 I 1 + ν loe —'τ-
Α suitable choice for ν m this case is ν = 1 / (log N log log N) or, even ν = 
l/(logJV log log log N). Figure 8.3 is an illustration of the efficiency curves for the diag­
onally preconditioned CG on a hypercube (w is taken to be one) Table 8 1 shows some 
numerical results of PCG[D] implemented on a hypercube computer architecture. The tar­
get machine is the CM-200 (8K). The last column contains the corresponding times per 
iteration, computed from (8.10), rewritten m the following more detailed form: 
T^ = ^ ^ + w\ogp. (8.13) 
Неге, С = 20 is the proportionality constant m the arithmetic complexity of one PCG[D] 
iteration. The value of wo is the speed of the machine, related to its clock cycle, and is 
taken to be 10/410~6 « 0 ï\isec because the CM-200 clock frequency is 10 MHz and each 
processing element has a vector unit of length 4. The value of w log ρ is experimental 
estimated to be about 500μίβε for the target machine. 
REMARK 8 2.1 There are arguments that the hypercube architecture is not scalable due 
to the physical constraints of embedding the hypercube in a two- or three-dimensional 
1
 More precisely, T¿ = - t - + w log2 ρ, where w log2 ρ = w\n ρ I In 2 = w\n ρ 
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Figure 8.3: Diagonally preconditioned CG on a hypercube: the efficiency behavior. 
Grid 
size 
256* 
5122 
Iterations 
919 
1877 
Virtual 
processor 
ratio 
256 
1024 
Total 
elapsed 
time 
15.20 
77.11 
Time 
per iteration 
0.0165 
0.0411 
Time 
per iteration 
predicted 
0.0072 
0.0264 
Table 8.1: Timings for PCG[D] on the CM-200 (8K). 
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space. One viewpoint, analyzed in [19], is that asymptotically (for ρ — α>) the volume oc­
cupied by wires (or other types of connections between the processors) tends to dominate 
the volume occupied by the processors themselves. It is shown that for a hypercube com­
puter network embedded in Euclidean 2-space, the computing time for an inner product 
is asymptotically bounded below by 7plt> > Ο(Ντ). Another viewpoint is considered in 
[159], namely, that when embedding a network of more than three dimensions in three-
dimensional space, the connections in one direction will be longer than those in other di­
rections. Consequently, the length of the longest connection will determine the network 
clock cycle, and higher dimension networks will exhibit lower communication speed. 
In what follows we assume that the size of the machine is not too large, so that the 
effect of such physical constraints can be neglected. 
Consider now the parallel performance of the short AMJ method for a two-dimensional 
problem. We draw the attention of the reader to the fact that, as long as an implementation 
of an optimal order method on a parallel machine is considered, the relative efficiency 
coincides with the absolute one. On a mesh array computer the computing time per outer 
iteration for the V-cycle method is 
r
( l t )
 ÍÑT Л 
r
« ) _ ¿J^ +
 WlUmJp + w2Üm.r-^ + w3yfp + wj'-l, (8.14) 
Ρ V P VP 
where u\, i = 1,2,3,4 are constants which depend on the communication rate. Here 
it
m
 is the average number of inner iterations performed per outer iteration, w\it
my/p 
is the communication time for the scalar products in the inner iterations on the coarse 
mesh, W2ÍtmJ-^L corresponds to time spent for nearest neighbor communications also 
on the coarsest mesh, w-¡ Jp is the communication time for an outer iteration, and ^4д/? is 
the nearest neighbor communication time during the exchange of information (of O(-M) 
data). Formula (8.14) can be further simplified under the following assumptions: 
- the last term can be neglected or included in the first term, because TÍlt) = Ο (Ν) 
and ρ < Ν, 
• w-i has the same order as w\ and we can assume that w3 = W\, 
• ρ < Nie, i.e., on each processor there remains a subgrid of size mxm, where m = 
- the number of iterations it
m
 on the coarse mesh satisfies it
m
 = Oi^JNj^) for a sym­
metric positive definite problem in 2D. 
The last assumption is valid if we use, for instance, a diagonally preconditioned con­
jugate gradient method as a coarsest level solver. Hence, (8.14) takes the form 
T ( i t ) 1 
Ρ \JV 
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Since both Nb, and the expression in (8.15) are going to be minimized with respect to p, 
the best is to let Ni«, be as small as possible, that is Nko = V- Then 
(-('О 
T¿lt) = -^— + v>ip + (Wi + w2)Jp. (8.16) 
ι 
T ( 4 I / T 0 D \ S 
Asymptotically, this is minimized when -^- + W\p is minimized, i.e., for ρ = I - ¿Η . 
0.4 
10' 
— nwT(p) 
- - • 4 M 
bgiogN 
• 
Since Nb, = Ρ = О {Ni) < № the results 
in Section 7.3 hold, so г/'° = O(N) and 
then 
Since the number of iterations for the V-
cycle method is O(logN), the total com­
puting time is O(NzlogN), which com­
pares favorably with (8.9). The efficiency 
for ρ = ρ is found to be 
rdt) _ Co — 1 3τ(«>\-ί < 2' 2 + («/1+υ/2)(ΐι/?ΤΪ,Ι')"ΐ 
which agrees with the estimate in [141]. 
If, again, we let ρ = vp for some ν < 1, 
then 
£(>t) _ І 
p
 I + v2 + {wi + w2)yHw¡TÍlt))-y Figure 8.4: Short AMLI (V-cycle) on a mesh ar-
ray, the efficiency behavior. ,,,. ,
 ms 
In this case TJ,lt) grows like Ο (ψ). The 
behavior of the efficiency (Wi = 1, i = 1, 2,3,4) is illustrated in Figure 8.4. 
Finally, we consider the performance of the short AMLI algorithm on a hypercube com­
puter network. Similarly to (8.14), TpU) is expressed as 
7<"> /jvT 
TP = ~ZT + и , 1 Й т log Ρ + W2 ÜmJ-ZT+m log P, 
ν ρ \ p 
which, further simplified, takes the form 
r(«) Tl ' ι 1 
T¿lt) = -Ь— + wl yjNb, log ρ + wzNb, — + if s log p. 
With Ν*,, = ρ we find 
r
(tt) 
1 
ν 
(8.17) 
T ( t t 1 
r p l t ) ~ « + W l l o g P ^ · £ ( ,° ~ j
 íw'™}<*" andT = 0{Pml°8P)• 
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Asymptotically Tpu) is minimized for p, such that 
pï logp = 27Ï 
dt) 
U»i 
The latter implies that 
ρ = 0({N/ log N)i) 
and then 
r(tO 
rr = ^-o(Nl(logN)i ) ,4 t t ) -i 
For ρ = vp the efficiency becomes 
rdt)
 = 
(8.18) 
(8.19) 
(8.20) 
1
 + 2 ν ί ( ΐ + {§§£) 1 + 2 Г 
It can be seen from (8.20) that if, for example, ν = 1 / (log N) ì, then E s 1 with JV - oo and 
Γ<"> = 
T(tt) . 
-àu)~o(jvnogjv) 
• 
.---*"' 
— n*T|p) 
-•1од№(1Я| 
юдімпгзі 
: — — 
The total computing time for the V-cycle 
method is then 
0(ЛП (logN)2). (8.21) 
This case is illustrated in Figure 8.5. The 
plotted values of T{p
lt)
 and Tp
lt)
 are com­
puted from formulas (8.17) and £ u t ) and 
£(it» - from Ep = Ti/{pTp). Table 8.2 il­
lustrates the behavior of one implemen­
tation of the short AMLI method on a hy-
percube architecture (the CM-200). As a 
test problem, Problem 3 is considered, as 
described in Section 3.6 (page 34). The to­
tal number of levels is 2 and the coarsest 
level is ko· The latter is chosen so that 
the condition Ni«, = ρ holds. The pre­
dicted time per iteration corresponds to 
formula (8.17), where ρ = 256, w3 = 
W\, W\\ogp = 400^sec, wz = 15^5ec, Figure 8.5: Short AMLI (V-cycle) on a hyper-cube: the efficiency behavior. 
Γ,
11
" = w0CN, w0 = 0.5Msec and N is 
214, 2 1 6 and 21 8 correspondingly. The proportionality constant С is computed from the 
formula 
С = CcG + Cv-cycle· 
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Grid 
size 
128* 
2562 
512 2 
*/*o 
13/7 
17/7 
17/7 
Virtual 
processor 
ratio 
64 
256 
1024 
Outer 
iteration 
count 
9 
11 
14 
Average 
no. inner 
iterations 
13 
13 
13 
Total 
solution 
time 
2.1194 
4.8531 
20.0969 
Time 
per 
iteration 
0.2355 
0.4412 
1.4355 
Time per 
iteration 
predicted 
0.0160 
0.0219 
0.0453 
Table 8.2: Timings for the short AMLI on the CM-200 (8K). 
where Ccc = 20 is the arithmetic operations count for one standard CG iteration with a 
5-diagonal matrix on the finest level. The arithmetic complexity of one V-cycle precondi­
tioning is 
Cv-cycu = 2Co (l - 2-«'"*·>) + Crf-«-3*·'2 ', 
where C0 = 9 reflects the sparsity pattern of the level matrices (they are 9-diagonal) and 
Cj = 29 is the arithmetic operations count for one PCG[D] iteration with a 9-diagonal ma­
trix. 
To summarize, a general observation is that if we let the number of processors grow 
slightly slower than the number which minimizes the parallel computing time then the 
efficiency approaches the value 1 when the problem size increases. Since the (short) AMLI 
method has optimal, or for the V-cycle, close to optimal computational complexity on 
a single processor, we have therefore shown that the method has optimal order parallel 
complexity. 
We have also seen, however, that the major factor contributing to the growth of the 
communication overhead is the amount of scalar products performed while solving the 
inner system (a factor of ^Jp for the mesh array and a factor of ^/plogp for the hyper-
cube). A natural idea is to solve the inner systems using an inner product free method, 
such as the Chebyshev iteration method. This method requires, however, some eigenvalue 
information. Since the Chebyshev iteration method only requires matrix χ vector and 
vector update operations, all the communications will be again of a nearest neighbor 
type. The method is very efficient on mesh array computer networks (for instance, see 
[20]). For this method, used as a coarse-grid solver for the short AMLI method, we find 
the computing time per iteration for a mesh array computer, 
where wzJ-^- is the nearest neighbor communication time per Chebyshev iteration on 
the coarse mesh (cf. (8.15)). We have here assumed that the eigenvalue bounds are such 
that the Chebyshev method requires no more than 0(-JNiln) iterations for a 2-dimensional 
problem. Similarly to the previous derivations, we find now that for N^, = p, the value 
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which minimizes 7p lt) is 
p = ( - ^ =0(Λ/ϊ) and TLU) = 0(№). 
Since Ыь,(= ρ) á Ο(Νϊ), the work per outer iteration of the AMLI method is still 0{N) 
and the total computing time for the V-cycle method is 0(N¿ logN). This is even slightly 
better than the result (8.21) for the hypercube architecture, where inner products were 
used. 
Consider finally the Chebyshev iteration method for an elliptic problem in d-
dimensions. It is readily seen that in this case for the mesh array computer, 
T(«> = iT + t t ^i^ T + W l > / p, 
where we assume that the coarser mesh has been divided in ρ equal sized boxes and dis-
tributed over the processors. The size of the faces of the boxes are (Ν^,/ρ)~3~. Hence, 
T ( ( t ) 
Ρ 
Choosing Nb, = ρ as before we find 
Γ, 
(It) 
Tj,a) = -î— + w2p* + у/1л/р. 
If d > 2, we can neglect the middle term. If d = 2, then we replace w\ with w{ = w\ + w2. 
Then ρ is minimized for 
р = ( ^ 5 г ) 'where w[=wu d>2, w[ = Wi + w2, d = 2, 
and 
r¿ t t ) = 0(N3). 
The total time for the V-cycle version of the AMLI method is hence 
O(NhogJV), 
i.e., the order does not depend on the dimension d. 
For the same method on a hypercube computer we find similarly, 
T(it) //iT( l t)\ ^ 
T«n = i i_ +
 W2pd+Wllogp, p = i ^ - \ and T¡,lt) = О(ЛГзтт). 
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Computer 
network 
mesh array 
hypercube 
Coarse-gnd solver - PCG[D] 
Optimal 
number of 
processors (p) 
m 
(2TÍlt)\™ 
Minimal 
computing 
time 
0(JV5 logN) 
0(N¿¡ (logN)2) 
Coarse-grid solver - Chebyshev iter. 
Optimal 
number of 
processors (p) 
/2T.(. t )y 
(dT{a)\™ 
Minimal 
computing 
time 
0 ( N Ï logN) 
0(ЛГзЬ logN) 
Table 8.3: Optimal values for minimal computing times. 
Note that for the choiceЛГц„ = ρ = 0(N&), the V-cycleiteration time T¡lt) = O(N). Hence 
the total time for the V-cycle version of the AMLI method is 
O(N^logN). 
Similarly the complexity for a d-dimensional problem using the CG method as a coarse-
grid solver can be derived. We collect the main results for the V-cycle version of the AMLI 
method in the next theorem. 
THEOREM 8.2.1 Consider the V-cycle version of the AMLI method on a mesh-array com-
puter and on a hypercube computer to solve a d-dimensional elliptic (symmetric positive 
definite) difference equation. Then, the computing time is minimized if the coarse mesh size 
Nko = p,the number of processors, and ρ takes the asymptotic values as given in Table 8.3, 
where also the minimal computing times are given. For ρ slightly less (by a log-factor) than 
the above optimal number, the efficiencyindex E'plt) = τ[ι1) KpTplt)) approaches its optimal 
value and Tp
lt)
 ~ ^ . 
REMARK 8.2.2 As is welknown, the Chebyshev iteration method is based on some knowl­
edge about the spectrum of the preconditioned matrix M~M. Thus, bounds for the ex­
treme eigenvalues in the symmetric positive definite case and of the foci of an ellipse cir­
cumscribing the eigenvalues in the case of complex eigenvalues (in the right half plane) are 
required (cf., for instance, [24]). In some cases the extreme eigenvalues can be estimated in 
a simple way. For example, the required eigenvalue bounds for M-matrices can be found 
if the AMLI-method has been constructed from a perturbed matrix, A + ζη2 diag(A), for 
some fixed positive ζ. This perturbation does not alter the order of the condition num­
ber of the preconditioned matrix. Note that the original relative perturbations do not de­
crease, because if a« = (1 + ζ')αα are the perturbed diagonal entries of a matrix, the 
entries of the Schur complement matrix satisfy 
a
u
 - alleatala = a
u
 - а^а^аь + Ç'(att + йікЯ^а^) 
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where at, ¿ 0 and a„ > 0. Hence the new relative perturbations of the diagonal entries 
(all + ali¡.al¡laki)l(a,li-a.lilaijla.k.i) > 1. Furthermore, the off-diagonal nonzero entries are 
smaller in size. Using diagonal dominance, simple Gerschgorin circle estimates can now 
be used to estimate the smallest eigenvalue. For a diagonally preconditioned M-matrix, 
the maximal eigenvalue is bounded above by 2. See [25] and [130] for details about per-
turbations and further references. 
In Table 8.3 we have considered solving the coarse mesh problems by the conjugate 
gradient method and by the Chebyshev iteration method. \ г denotes the time for a near­
est neighbor communication in the inner product computation on the two computer net­
works. Further 
W\ for d > 2 
v)\ = • 
W\ + лиг for d = 2. 
The conclusion is that the use of Chebyshev iterations on the coarse mesh improves the 
complexity significantly compared to the use of CG when a mesh array computer is used, 
but only to a minor extent for a hypercube. However, for a very large number of proces­
sors, one may see the effect of nonscalability of the hypercube network, in which case the 
result for the mesh array computer is best. 
One may ask why not use the Chebyshev iteration method on the finest (given) mesh. 
In the first place, the estimation of eigenvalues can be troublesome and, furthermore, the 
number of iterations grows as shown above. 
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Chapter 9 
Experience in Implementing the 
Algebraic Multilevel Iteration Method 
on a SIMD-type Computer 
Accepted for publication m. Proceedings of the CWI-RUU Symposia on Massively Parallel Comput-
ing and Applications, 1994. 
Maya G Neytcheva 
ABSTRACT In this presentation we discuss the Algebraic Multilevel Iteration Method and 
some aspects of its implementation for massively parallel distributed memory computer 
systems (CM-2, CM-200). Numerical results are presented and compared with those ob-
tained from a serial implementation of the method (IBM RS/6000, SUN SPARC work sta-
tions^ 
KEY WORDS Algebraic Multilevel Preconditioning, Massively Data Parallel Computers. 
9.1 Introduction 
The preconditioners of multignd and multilevel type have gamed an advantage over other 
classes of preconditioners mainly because of their fast (optimal or almost optimal) rate of 
convergence which is due to the spectral equivalence of the preconditioner to the origi-
nal matrix. The fast rate of convergence might also be viewed as a result of the global 
spread of information performed by the preconditioning operator when solving systems 
on the coarsest level (mesh), accelerating m this way the convergence process. The above 
obvious advantage, however, becomes a disadvantage when implementing the methods 
straightforwardly on some massively parallel computer system Going "down" to a coarser 
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and coarser level we face both idleness of processors and rapidly growing communica­
tion overhead. Another source of doubt as to effectiveness of the multilevel methods in a 
massively parallel environment is the recursive nature of the algorithm itself It requires 
a recursion between a number of levels, which is amplified when a higher degree polyno­
mial is used, modifying the V-cycle mto a W-cycle, F-cycle, v-fold W-cycle, etc. Thus, the 
question "Aren't these algorithms too sequential?" comes quite naturally m mind. 
This presentation discusses the above topics and describes a data parallel implementa­
tion of the Algebraic MultiLevel Iteration (AMLI) method and its computational and com­
munication costs in comparison with its serial implementation We show that a modi­
fied version of the AMLI method can be implemented efficiently on massively parallel dis­
tributed memory computer systems. The performance results achieved become compet­
itive and can be considered for practical applications. 
What makes the AMLI method particularly attractive is that for the class of symmetric 
positive definite (s ρ d.) matrices it is proven to possess both the properties to have an 
optimal order with respect to the rate of convergence and to be optimal with respect to 
the arithmetic work per degree of freedom per iteration step. The method is briefly de­
scribed in Section 9.2. The theoretical expectations of its implementation on serial and 
massively parallel computers and the basic outlines of the particular AMLI implementa­
tion are discussed m Section 9.3. The architecture of the massively parallel computer 
used, the TMC Connection Machine, is reviewed m Section 9.4. The arithmetic and commu­
nication costs of the method are found m Section 9 5. In Section 9.6, the performance of 
the AMLI method on the two types of computers, considered here, is illustrated by several 
numerical experiments. The conclusions are in the final section. 
9.2 A brief outline of the AMLI method 
The AMU methods belong to the class of multilevel solution methods, which have evolved 
from the two-level methods, first discussed in [45], [29] and [47] The "two-level to multi­
level" transition is similar to the extension of the two-grid to multignd methods but uses 
polynomial stabilization on a sequence of nested meshes (levels). The multilevel methods 
fit mto the general framework of block-incomplete factorization methods for construct­
ing a preconditioner to a given matrix. Two main forms of such a preconditioner are the 
block-diagonal or additive form and full block factonzed or multiplicative form. An exam­
ple of a preconditioner of the first type is the hierarchical basis functions preconditioner, 
studied m [97] and [43]. 
The preconditioners, constructed by the AMLI technique, are of the second type and 
were originally introduced in [37] and [38]. There, the method is based on general finite 
element spaces and the corresponding stiffness matrices. There exist various AMLI tech­
niques concerning the construction of the preconditioner, i.e., the construction of the 
nested sequence of meshes (nodes m the matrix graph). In [38] each triangle is divided 
m four congruent ones, in [28] a bisection is used Later on, m [21] and [30] a fully alge­
braic formulation is presented, where the so-defined levels are not anymore necessarily 
connected with some levels of refinement of the original problem. 
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In this presentation only a brief sketch of the AMLI algorithm, applied to linear self-
adjoint second order elliptic partial differential equations is included. A more detailed 
description of the particular AMU variant used in this study can be found in [30]. For 
applications of AMLI to more general problems we refer to [90], for example. 
Let Ax = b be the algebraic formulation of a given discretized elliptic PDE, which shall 
be solved by a preconditioned iterative method, such as the preconditioned conjugate gra­
dient (PCG) method. 
AMLI is a recursive procedure for constructing and using a preconditioner M for the 
above matrix A. The AMLI technique decomposes the solution of a system with the pre­
conditioning matrix into a series of subproblems to be solved on some hierarchy of levels. 
A level matrix A(k) is associated with each level k. The levels correspond to a certain parti­
tioning of the matrix graph of A and, in particular, may be related to levels of consecutive 
grid refinements of the discretized problem. 
The quality of the preconditioner with respect to spectral equivalence with the original 
matrix is improved by using matrix polynomials of special type which recursively connect 
pairs of adjacent levels. In [30] upper and lower bounds for the degree of the polynomials 
are derived as conditions for optimal-order computational complexity and optimal rate of 
convergence, respectively. 
The version of the method considered here is for Stieltjes matrices, i.e. symmetric M-
matrices. Let A ( i ) = Abe s.p.d. of order щ and -Í be the number of levels. At each level 
к there is an active set of nodes, N*. The sets of nodes Nk are nested: No с ... с N^-i с 
Nfc с ... с Ne- Note that {Ν&}£„0 define a certain ordering of the nodes. We recursively 
construct a sequence of matrices A ( i - 1 ) , . . . , A{k),A{k~v,... ,Am of geometrically decreas­
ing orders П(-\ nk, nk-\,..., no, such that 
í-fti^l. (9.1) 
Each level matrix A(k) is purely algebraically determined by the previous level matrix 
д(к+і) (i
n m e m
ore classical multigrid methods the set of matrices {A{k>} comes from 
discretizations of a given problem on a sequence of successively refined meshes and in 
principle can be computed independently of each other.) The procedure for constructing 
А
ш
,к = -6-1 1,0 is as follows: 
ml : The matrix A ( k + 1 ) is split into a two-by-two block form 
д№+1) _ 
ЛІС+1) ¿(k+1) Ail A22 
)Nk+l\Nk 
•Nk 
by reordering the unknowns according to a permutation rule chosen in advance and 
satisfying (9.1). 
m.2 : An+1) is approximated by another matrix ΰ}Ϊ+ υ which is symmetric, sparse, non-
negative and positive definite but of simpler structure and which preserves the ac­
tion of i4(!k+1) on a chosen positive vector. In order to do this, the matrix A is as­
sumed to be an M-matrix - i.e., A is a Stieltjes matrix. 
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m3 : The matrix Aik) is then defined as 
A«) = A£ + 1 > - Α^ι)Β\4+1)Α["2+ί\ (9.2) 
and is an approximation of the true Schur complement of A(fc+1). 
The choice of B[k+1) guarantees (see [30]) that Aik) will also be a Stieltjes matrix. 
Having constructed the sequence of matrices {A(t))f_o top-to-bottom we define a corre­
sponding sequence of preconditioners {M(t)}Lo bottom-to-top as follows: 
M « t + D = 
' D « C + 1 ) -
*11 
д(к+1) 
1 B
n
 A 1 2 
5<fc) 
fork = 0,1, ..J-l, (9.3) 
where M ( 0 ) = A ( 0 ) . S ( k ) is a matrix polynomial of degree v^ which can vary with the level 
number 
S{k)=Am[l-PVk(Mw-'A^)]'\ (9.4) 
This particular choice of Sik) and the structure of the matrices M{k) makes it possible to 
solve systems with {M(i)) performing only matrix-vector multiplications and vector ad­
ditions. The degree of the polynomials PVt can be chosen so that the spectral condition 
number K( = κ{Μί1)~Ά(ί)) = 0(1), i - <», which implies that the number of iterations 
is bounded above by a number, independent of the number of unknowns. The higher the 
degree of the polynomials is, the better the rate of convergence becomes. On the other 
hand, the lower the polynomial degree is, the cheaper one iteration is. If the polynomial 
degrees are not too large then the computational complexity of one iteration step, which 
includes solving a system with M(*\ is proportional to the number of unknowns. In [30] 
conditions on the degree of the polynomials P^, for which an optimal rate of convergence 
is achieved as well as an optimal computational complexity per iteration step both inde­
pendent of the number of unknowns, are derived. As has been shown in [28] such condi­
tions hold for constant coefficient problems. It turns out that in practice the conditions 
hold for more general problems, such as with discontinuous coefficients, for example. 
Methods for constructing approximate inverses ВЦ to Ац' are not discussed here. 
More about such methods can be found in [30] and the references therein. However, in 
the simplest case the matrices B^ have a diagonal structure and can be computed from 
the relation В^'л^'е = e, with e = [1,1 1] г . 
The polynomials PVk (t) are chosen to be shifted and normalized Chebyshev polynomials 
ivo = 
Τ (bt+ak-2t\ , 
+ 1 T tbi+ak\ J v ' W-aJ 
(9.S) 
where 7"
v
(t) are the classical Chebyshev polynomials of degree v: T0 = 1, 7\ = t, Tv+i = 
2tT
v
 - 7V-1, and the interval [ait, bk\ contains the spectrum of M ( k ) _ l Aik). Under the as­
sumption that (Вп+ 1 )) £ Α]ί', a lower bound of the smallest eigenvalue at each level 
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is computed recursively from the formula Oit+i = 1 - PVk(a.k).The parameter bk+i is an 
upper bound of the largest eigenvalue of M{k+l)~'A{k+1), estimated using some steps of 
the symmetric Lanczos algorithm for a generalized eigenvalue problem, combined with a 
bisection method (cf. [30]). 
REMARK 9.2.1 The necessity to compute the largest eigenvalue in a cheap way, in this case 
by the Lanczos method, is one reason for not dropping the restriction that the matrix A 
and its preconditioner have to be symmetric positive definite. The theory for construction 
of a polynomial with analogous properties for certain nonsymmetric matrices is available 
(for example, in [24]) but has not been implemented yet. 
Motivations for the choice of the particular AMLI preconditioner, implemented and 
tested in a parallel environment 
The corresponding additive version of the multiplicative type AMLI preconditioner, de­
fined by (9.3) and (9.4) is the following: 
M ( t + 1 ) = 
Bi;*11 о (fc+i)-
gm 
fork = 0 ,1 , . . .¿-I , (9.6) 
where M(0) = A(0) and S1*' is the matrix polynomial denned in (9.4). Clearly, the addi-
tive version offers a higher degree of parallelism than the multiplicative formulation. The 
reason why (9.3) is implemented is that the properties of (9.6) can depend strongly on the 
ordering of the unknowns while these of the first one don't. For a recursively repeated red-
black ordering, for instance, the influence of the off-diagonal blocks A ^ 1 1 and A\\+1) is 
too strong to be neglected. In practice, the behavior of the conjugate gradient, precon-
ditioned by the two-level preconditioner corresponding to (9.6), will be the same as of 
the unpreconditioned conjugate gradient, independently of what matrix block is taken in 
place of 5(k) and this can be explained somewhat heuristically as follows. Without loosing 
generality we can assume that the matrix A corresponds to a 5-point finite differences dis-
cretization of the Laplacian and is scaled so that A = " .12 and it is preconditioned \hi Aul 
by M =
 n ç I. Note that in the case of red-black ordering Агг is also diagonal, thus 
we can assume also that Агг = h- Here h and h are identity matrices of corresponding 
order. We find that 
x
rAx
 =
 x[xi + 2x[Ai2X2 + X2X2 > (1 - У2)х[хі , g ? ) 
x
rMx xTMx ~ xTMx 
because |2х[Аі2Х2І ¿ 2y^/xfxi х^хг ^ y2x[xi + x£x2. By definition, y = 
supW l W iw[Aw2 /(W[AWI W2AW2) ,where wi = [vb0]Tandw2 = [0,v2]T, and we see 
that for vectors Vi,2 with equal components y becomes arbitrarily close to one with the 
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increasing size of A. From (9.7) we conclude that the smallest eigenvalue of M~lA tends 
to zero and, thus, the corresponding condition number grows unboundedly. Hence, the 
recursively repeated red-black ordering can not be applied for the additive type precondi-
tioner, defined by (9.6). For other orderings, such as the standard row-wise or column-wise 
orderings, however, an additive type block diagonal preconditioner can be successfully 
used (as in [29]). Still, unless A
n
x
 is approximated by a diagonal block, the block diagonal 
method is not additive in its execution because systems with An (от some approximation 
of it) have to be solved. 
In this study, based on the insensibility of the preconditioner (9.3) of the node ordering, 
a recursive red-black ordering is used. 
9.3 Implementation issues 
There are three major issues when using the AMLI preconditioners: 
(i) constructing the matrices A{k); 
(ii) computing the polynomial coefficients; 
(iii) using the so-constructed implicitly defined preconditioners, i.e. solving 
systems with them. 
Our experience has shown that it is possible to implement very efficiently iterative 
methods with AMLI preconditioning on serial computer architectures, specially with re­
spect to parts (ii) and (iii). It is also possible to implement (i) efficiently, but this is some­
what more difficult when the matrices are kept in some general sparse format. For exam­
ple, on IBM RS/6000 the iteration process, where a solution with the preconditioner occurs 
at each iteration, is much faster compared to the overhead time needed to construct the 
preconditioner, especially when the size of the problem grows. The situation changes sig­
nificantly when the same program is tested, for example, on SUN SPARC 514Mp (in serial 
mode) where (due to a better compiler) the overhead time drops down 3-5 times while the 
solution time is about the same (see Table (9.2)). It should be kept in mind, however, that 
the program implementation is not optimized for neither of the computers used in this 
study. 
Theoretically AMLI is suitable for parallel architectures as well. Within each level there 
exists inherent parallelism due to the fact that matrixxvector and vector updates are the 
only operations needed. However, the communication overhead and the unavoidable idle­
ness of some of the processors when reaching the coarse meshes begin to dominate, no 
matter what massively parallel architecture is used. To avoid or to weaken the latter ef­
fects, an advisable strategy for distributed memory mesh arrays computers is to choose 
the coarsest mesh fairly fine. For hypercube architectures with ρ processors the imple­
mentation is expected to be more effective even for the coarser levels because the longest 
distance between any pair of processors is Іодг (ρ). If a binary reflected Gray-code order­
ing of the processing nodes is used then the distance between any grid point of a regular 
mesh to a neighbor point in any mesh level turns out to be two (see [40] and references 
therein). 
Consider first the construction the preconditioning matrix Mil). As mentioned in Sec-
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tion 9.2, the matrices Alk) are computed after the entries of A<k+1> have been permuted 
and partitioned in two-by-two block form. In the present implementation of the AMU al-
gorithm A(k+1) corresponds to a nine-point finite difference matrix, B¡Í+1) has diagonal 
structure, a recursively repeated red-black ordering of the nodes on each level is imposed 
so that the red points correspond to the entries of A[\+1) and are subject to elimination. 
In the serial version all the matrices are kept in a general row-wise sparse format. At 
each level fc+1, k = -6-l,- • · , l the entries of the matrix A(k+ ' > are permu ted so that the 
blocks A[\+1), A$+l) and A£+1) are explicitly formed. Then the matrix A(k) is computed 
from (9.2), i.e., somewhat more expensive matrix χ matrix and matrix - matrix 
operations for general sparse matrices are performed. 
In contrast to the serial version, no permutations of the matrix entries are performed in 
the parallel version, exploiting the fact that for constant coefficient problems, the entries 
of Alk) can be analytically derived from those of A ( k + 1 ) (see [28]). 
After the preconditioning matrix has been constructed, the rest consists of only 
matrix χ vector multiplications and vector additions. In the parallel version it suf­
fices to do only communications over distances which are powers of two, combined with 
grid-oriented arithmetic operations which are performed in parallel. 
Thus, the basic aspects of the parallel implementation are the following: 
(1) Any grid-point is mapped onto some processing element (PE) which implies 
that we have mapped each row of the coefficient matrix on one processor 
in contrast to mapping each matrix entry onto a PE. If the size of the grid is 
bigger than the number of the processors, each processor deals with several 
matrix rows. 
(2) All matrix χ matrix and matrix χ vector operations are grid-oriented. 
The blocks A[\+1) and А^+1> a r e n o t constructed explicitly and their action 
on a vector is computed as a sequence of certain number of communications 
(shifts) and few parallel multiplications and additions, as further described 
in Section 9.5.2. 
(3) While mapping the arrays onto the processors, a binary reflected Gray code 
ordering of the PES is required. 
(4) All the distances, we have to communicate over, are some powers of two, 
thus, the communication times are expected to be independent of the 
distances. 
(5) The same communication pattern is used for all communications 
throughout the implementation, subject to different distances. 
9.4 The Connection Machine characteristics. 
The CM-2 (CM-200) (referred to as CM) is a typical SIMD computer with data parallel archi­
tecture, where one copy of the user program controls numerous processors which execute 
from a single instruction stream. The processors are embedded in a hypercube intercon­
nection network. The physical organization of the CM is as a 12-dimensional Boolean hy­
percube with clusters of 16 bit serial processors at each vertex, residing on a single chip. 
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Thus, the total number of processors NP is up to 65 536 and each of them has up to 1 Mbit 
of local memory. Each group of 32 bit processors shares one floating-point unit (a Weitek 
co-processor). Therefore, the CM can be viewed as a machine, consisting of Npf = Np/32 
computational units or processing elements (PE) which are processing nodes themselves, 
equipped with some memory, one floating-point unit (FPU) chip with vector length of 4 
and other associated hardware (called the slicewise model). Clearly, the slicewise model is 
to be considered when many floating-point operations are to be performed. 
The available PES are organized into a physical grid. The array elements in the CM pro­
gramming languages are usually referred to as virtual processors (VPES), configured in a 
virtual grid. The number of VPES per physical processor (PE) is called the virtual processor 
ratio (VP ratio). The (physical) PE loops over the array elements assigned to it, repeating 
internally each instruction as many times as necessary. 
The hypercube communication network is carried out by a general purpose high-speed 
communication router. The so-called NEWS communication facility permits the program­
mer to require explicitly the use of a binary reflected Gray coding sequence to map the 
VPES onto PES, which has the property to be periodic; the adjacent VPES reside on adjacent 
PES and the VPES at a distance some power-of-two reside on PES at a distance two. 
Laying out a virtual grid onto the physical grid of a particular CM, which is done during 
the run time, a subgrid of allocated memory within each PE is internally specified. Any 
virtual array is distributed into NpE subgrids, all of the same size and located at the same 
memory addresses in the PES. The length of each subgrid, that is, the number of nodes in 
the subgrid, is always a multiple of 4 because of the vector length of the FPUs. This is why 
the total amount of memory allocated is a multiple of 4 times NPE. 
Because of the above, the sizes of the virtual grids have to meet some constraints. On 
the other hand the arrays which arise from the different applications can be of arbitrary 
size. More on the containment of arrays of arbitrary size in hypercubes can be found, for 
example, in [166]. Clearly, due to the CM architecture, the best performance results are 
to be expected when the number of any array mapped onto the machine is a multiple of 
4 *NpE. Any other array is padded up to an acceptable size by enlarging it with a number of 
fictitious elements. Then the CM performs uniformly over all the elements but some extra 
operations are executed afterwards in order to distinguish the "good entries" from the 
rest. The padding affects both the computational performance and the communications 
in the CM system. More details about the CM architecture and some implementation issues 
can be found, for instance, in [184], [183] and [185]. 
9.S Estimates for the arithmetic and communication costs of the 
AMLI preconditioners 
9.5.1 Costs on a serial computer 
Let us assume that the order of the matrix A is N = 2e and ρ = 2. Then £ - 1 determines 
the total number of levels available for the chosen AMLI procedure and on the kth level 
the order of the corresponding matrix A(k) is n* = 2k+l, к = 1,2, · · ·£ - 1. The very 
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coarsest level in our implementation can consist of only one or four grid points. We also 
assume that Alk) corresponds to a finite difference matrix with nine-point pattern. 
In total, as derived in detail in [192], the arithmetic work "VV to construct the precon-
ditioner is "W = "VVJH + "W ,^ where ~WM к 13N multiplications and ~\ э a N divisions. 
In addition some nonarithmetic operations are performed such as permutations of the 
matrices A{k) and logical tests to locate the nonzero entries while multiplying and sub­
tracting two sparse matrices. When implementing these nonarithmetic operations on a 
serial computer no knowledge of the structure of the matrices is used, which makes the 
programs more general but, at the same time, slower. 
Denote by wg the arithmetic work done for the solution of a system of equations whose 
coefficient matrix is the implicitly defined preconditioning matrix M{t). An upper bound 
for we, derived in [30], is 
pu+i _ ι ι 2μ + 1 - 1 
we s
 CnefñF^T) • r ^ w ^ • 2Cn<2^· ( 9 · 8 ) 
where Crie is an upper bound of the work per level and С depends on the sparsity struc­
ture of the matrices but is independent of £. The -quantity ρ has a value of two in the 
considered application; ν à 1 is the highest degree of polynomials used in (9.4) and μ is 
an integer parameter showing the number of consecutive levels where, in formula (9.4), a 
polynomial of degree exactly equal to one is used. A necessary condition for (9.8) to hold 
is ν < ρμ+1. 
To estimate the constant С we recall that the solution of M(k)x = y takes the following 
steps (see (9.3)): 
(i) Wi-BÍÍVi. (iii) x2 = £<*-ι>-4, 
(ü) W 2 = y 2 - 4 Î 4 , (І ) Xi = W! - B { M ' x 2 . 
Since we have two multiplications with B[\\ two matrix-vector multiplications (with /4$*' 
and A2V), three vector additions and one multiplication with A ( k _ 1 ), then Стік s Cng < 
18N. Hence, С can be taken equal to 18. This leads to the following bounds on Wt/N: 
μ ν we /Ν ^ μ ν w¡ /Ν < 
1 3 108 2 3 50.4 
1 2 54 2 2 42 
0 1 36 3 3 41.54 
Thus, for example, the computational cost to construct the matrix blocks for the AMLI 
preconditioner is a little less than half of the cost to solve one system of equations with 
it, having first order polynomials on each level. 
9.5.2 Costs on a SIMD computer 
We give now the arithmetic and communication costs of the particular implementation of 
the AMLI algorithm designed for a SIMD-type of a computer with a hypercube interconnec­
tion network. In what follows we will add the attribute parallel to the basic arithmetic op­
erations to denote the effect of the forai 1 statement of the CM-Fortran language, where a 
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Figure 9.2: Cross, skew and double-sized cross 9-point communication patterns. 
certain arithmetic operation is performed in parallel over all array elements. For example, 
by two parallel multiplications and one parallel addition we will refer the result of execut­
ing the following CM-Fortran construction: 
f o r a l i ( i = l : n , j = l : n ) z ( i , j ) = a ( i , j ) * x ( i , j ) + b ( i , j ) * y ( i , j ) . 
north 
west -east 
south 
Figure 9.1: The cross 
communication pattern. 
All data moves are performed in groups of four simultane­
ous communications carried out by the CMSSL library polyshift 
routine PSHIFT. This choice is influenced by the fact that the 
construction of the chosen AMLI preconditioner preserves the 
sparsity pattern of the matrices A{k), which means that the cor­
responding communication patterns will differ only in the dis­
tance we have to communicate over. All the data moves can be 
done using a sequence of four simultaneous shifts, grouped 
in a cross communication pattern, as shown in Figure 9.1. For 
an earlier discussion when using the same communication pat­
tern for the skew-oriented meshes, see [57]. More details about 
PSHIFT as a multiwire NEWS capability of the CM and the cor­
responding execution time requirements can be found in [177] and [192]. 
Due to the fact that we work consecutively on cross-oriented and skew-oriented 
meshes, there is a difference in the amount of communications needed to perform 
matrix χ vector operation on the odd and even levels (see Figure 9.2). Table 9.1 il­
lustrates the costs of some of the ingredients of the considered parallel implementation. 
Note that the matrix multiplication with A{k~v is more costly, since these matrices corre­
spond to a 9-point stencil, but it is avoided if a V-cycle is used. We recall that to construct 
them we have used recursive formulas which connect the entries of A(k+l) with those of 
A™. 
As an illustration, the program which performs A^'x is included below. 
с cm_grid_rmu1v: Sparse grid matrix times vector: у <- A12*x 
subroutine cm_gn"d_miulv(y,e,w1n,s,ne,nw,se,sw, x, 
> nanr,levels,lvl,psetO) 
i m p l i c i t none 
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i nelude '/usr/i nclude/cm/cmssl-cmf.h' 
integer nanr,levels,deg,dist,i, j.ier.lvl 
cmf$ 
cmfj 
cmf$ 
cmf$ 
cmf$ 
cmf$ 
cmf$ 
cmf$ 
cmf$ 
cmf$ 
cmf$ 
cmf$ 
cnfS 
cmf$ 
cmf$ 
cmf$ 
cmf$ 
cmf$ 
cmf$ 
real*8, array(levels, nanr, nanr) :: e,w,n,s,ne,nw,se,sw 
layout e (.-serial, :news, :news) 
layout w (¡serial, :news, :news) 
layout η (:seri al, ¡news, :news) 
layout s (¡serial, ¡news, ¡news) 
layout se (¡serial, ¡news, ¡news) 
layout sw (¡serial, ¡news, ¡news) 
layout ne (¡serial, ¡news, ¡news) 
layout nw (¡serial, ¡news, ¡news) 
real*8, array (nanr, nanr) :¡ χ,y 
layout χ (¡news, ¡news) 
layout y (¡news, ¡news) 
real*8, array(nanr, nanr) :: xn,xw,xe,xs,xne,xnw,xse,xsw 
layout xe (¡news, ¡news) 
layout xw (¡news, ¡news) 
layout xn (¡news, ¡news) 
layout xs (¡news, ¡news) 
layout xne (¡news, ¡news) 
layout xnw (¡news, ¡news) 
layout xse (¡news, ¡news) 
layout xsw (¡news, ¡news) 
integer, array(0:10) :: psetO 
layout psetO (¡serial) 
if (mod(lvl,2) .eq. 1) then %— fetch the "cross" neighbors 
deg - ( l e v e l s - l v l ) / 2 
dist - 2**deg 
cal l pshift (4,pset0(deg), ier , 
CMSSL_E0SHIFT_0,xn,x,2, d ist , 
CMSSL_EOSHIFT_0,xs,χ,2,-di st, 
CMSSL_EOSHIFT_0,xe,x,l, d i s t , 
CMSSL_EOSHIFT_0,xw,x,l,-dist) 
f o r a l l ( i - l : n a n r , j = l : n a n r ) y ( i , j ) -
+ n ( l v l , i , j ) * x n ( i , j ) + s ( l v l , i , j ) * x s ( i , j ) 
+ e ( l v l , i , j ) * x e ( i , j ) + w(lvl ,i , j ) * x w ( i , j ) 
else %— fetch the "skew" neighbors¡ 
deg - ( l e v e l s - l v l - D / 2 
dist - 2**dist 
cal l pshif t (4,pset0(deg), ier , 
CMSSL_E0SHIFT_0,xn,x,2, d is t , 
CMSSL_EOSHIFT_0,xs,χ,2,-di st, 
CMSSL_EOSHIFT_0,xe,x,l, d i s t , 
CMSSL_EOSHIFT_0,xw,χ,1,-di s t ) 
c a l l pshift(4,pset0(deg), ier, 
CMSSL_E0SHIFT_0,xnw,xw,2, d i s t , 
CMSSL_EOSHIFT_0,xse,xe,2,-di st, 
CMSSL_EOSHIFT_0,xne,xn,l, d i s t , 
CMSSL_EOSHIFT_0,xsw,xs,1,-di s t ) 
f o r a l i ( i - l : n a n r , j = l : n a n r ) y ( i , j ) -
+ n e ( l v l , i , j ) * x n e ( i , j ) + nw(lvl , i , j ) * x n w ( i , j ) 
+ s e ( l v l , i , j ) * x s e ( i , j ) + s w ( l v l , i , j )*xsw(i , j ) 
endif 
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Action 
Construction 
ofAik) 
Multiplication 
with 
A™ or A«? 
Multiplication 
with 
A t t -1 ) 
Costs: 
Arithmetic 
operations 
32 parallel mul tipi. 
1 parallel division 
12 parallel additions 
4 parallel multipl. 
3 parallel additions 
9 parallel multipl. 
8 parallel additions 
Communications 
on odd level 
number 
5 PSHIFTs at 
distance 
2t-k 
1 PSHIFT at 
distance 
2<i-Jk-l)/2 
2 PSHIFTs at 
distance 
2(i-k-2)/2 
1 PSHIFT at 
distance 
2<i-fc)/2 
on even level 
number 
10 PSHIFTs at 
distance 
2l-k 
2 PSHIFTs at 
distance 
2<í-k-l)/2 
3 PSHIFTs at 
distance 
2(?-fc-l)/2 
Table 9.1: Examples of parallel costs of some operations in the AMLI implementation. 
wsw - O.OdO 
y - merge(y,wsw,node_mask(lvl,1,:,:)) 
return 
end 
9.6 Numerical experiments 
In this section numerical results of two implementations of the AMLI algorithm are pre-
sented. The serial version is run on an IBM RS/6000, Model 340 work station with 64 MB 
main memory and clock frequency 33 MHz and on SUN SPARC Model 514Mp (128 MB main 
memory) station at 50 MHz. The parallel version of AMU is tested on the CM-200 computer 
with 256 PES (8K) at 10 MHz and the CM-2 computer with 2048 PES (64K) at 7 MHz. In the 
following tables the CPU busy or elapsed times are given in seconds. 
REMARK 9.6.1 All combinations {μ, ν} require some eigenvalue information, except {0,1} 
where the polynomial P(t) = 1 - t is used. The time for computing the polynomial coef­
ficients, needed for the AMLI preconditioners is not discussed in this presentation since 
it does not add any new aspects to the considered comparison. 
As a first test problem the following standard Poisson problem is considered: 
-Ди = / і п П , u |
r
= 0 (9.9) 
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Grid 
162 
322 
64 2 
1282 
2562 
5122 
MACHINE 
IBM RS/6000 
0.029 
0.120 
0.950 
11.870 
179.260 
2947.110 
SUNSHMp 
0.021 
0.080 
0.513 
5.086 
67.590 
-
CM-200 
0.018 
0.028 
0.070 
0.260 
1.129 
6.316 
Table 9.2: Problem 9.9. Time to compute the matrices A{k). 
in the unit square Ω = (0, l ) 2 , where Γ = 3Ω. The problem is discretized using second 
order central differences on an equidistant mesh with meshsize parameter h, chosen as 
h = (2n + l ) " 1 or h = 2~n, where η is integer. 
In order to be able to check the accuracy of the iterative solution found, the function 
u(x,y) = xy{l - x)(l - y) is chosen as an exact solution of the problem, together 
with a consistently computed right-hand-side function ƒ. The solution method is the 
AMLI preconditioned conjugate gradient (PCG) method. The stopping criterion is relative, 
Vg*M-»g' < ^ 6 ' w n e r e Bi a n ( ^ Si are the initial and the current computed residuals, re­
spectively. The initial guess is computed as one action of the inverse of the precondition­
ing matrix on the right-hand-side vector. The comparison results are found in Tables 9.2 
and 9.3. These results are for the full AMLI preconditioner, i.e., using all the levels down 
to the very coarse one. For example, 17 levels are considered f or the 5122 grid. The abbre­
viation 'no exper.' means that the corresponding test was not executed on the CM because 
the CPU time it would need was estimated to be very large. 
Some observations: 
(1) The chosen strategy for the serial version results in a relatively bigger CPU time to 
construct the level matrices than to solve the system itself. The same overhead time 
is substantially reduced for the parallel version. 
(2) For almost all combinations of {μ, ν}, given in Table 9.3, the AMLI method is optimal 
with respect to the rate of convergence of the PCG method, measured by the number 
of iterations. The method has also an optimal computational complexity per itera­
tion on the serial computer. Table 9.4 shows some figures for the work per unknown, 
measured as CPU time per unknown: 
V = CPU time (No.of iterations) χ (No. of unknowns) (9.10) 
The result for 5122 grids is in this case substantially influenced by the amount of 
swapping due to the large size of the discrete problem. A way to estimate the effect 
of swapping on the CPU time is to see that the execution time on the IBM RS/6000 
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{μ,ν} 
{0,1} 
{1,2} 
{1,3} 
{2,2} 
{2,3} 
{3,2} 
{3,3} 
Grid 
162 
322 
64 2 
V128 2 
2562 
5122 
162 
322 
64 2 
1282 
2562 
16* 
32 2 
64 2 
1282 
2562 
64* 
1282 
2562 
5122 
64* 
1282 
2562 
5122 
642 
1282 
2562 
5122 
64 2 
1282 
2562 
5122 
PCG 
iterations 
7 
9 
11 
13 
15 
18 
6 
6 
7 
7 
7 
4 
4 
4 
4 
4 
11 
12 
13 
13 
8 
7 
7 
7 
16 
17 
20 
22 
11 
12 
12 
12 
CPU busy time 
IBM RS/6000 
0.03 
0.10 
0.47 
2.27 
10.60 
107.51 
0.04 
0.12 
0.58 
2.47 
10.42 
0.04 
0.16 
0.73 
3.26 
14.92 
0.58 
2.70 
12.06 
148.23 
0.58 
2.22 
9.39 
93.08 
0.72 
3.21 
15.51 
215.07 
0.58 
2.60 
10.98 
132.04 
CM-200 
0.11 
0.18 
0.50 
2.06 
8.85 
42.95 
0.45 
1.22 
6.63 
45.21 
no ехрег. 
1.19 
4.07 
29.38 
304.08 
no ехрег. 
2.74 
18.70 
96.05 
667.45 
6.40 
53.27 
275.89 
no ехрег. 
2.09 
12.94 
71.68 
no exper. 
3.38 
28.16 
145.15 
no exper. 
Table 9.3: Problem 9.9. Performance of the full AMLI preconditioner on the CM-200. 
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Grid 
64 ' 
1282 
256 2 
5122 
IBM RS/6000 
{μ,ν} = {0,1} 
1.0410-5 
1.0710-5 
1.0810-5 
2.2810-5 
{μ,ν} = {2.2) 
1.2910-5 
1.3710-5 
1.4210-5 
4.34 IO" 5 
CM-200 
{μ.ν} = {0,1} 
Lino- 5 
9.67 IO" 6 
9.00 IO" 6 
9.1010- 6 
{μ,ν} = {2,2} 
6.08 IO" 5 
9.5110-5 
1.13 IO" 4 
1.96 IO" 4 
Table 9.4: Time spent per unknown. 
in Table 9.3 grows with a factor of four (as the growth of the number of unknowns) 
except for the transition from 256 to 512 sized grids. 
(3) Except for the V-cycle, the other AMIi-preconditioners are more expensive on the CM 
than on the IBM RS/6000 due to the large amount of communications. This effect is 
analyzed in more detail in [192]. The corresponding figures for the work (time) per 
unknown on the CM-200 using formula (9.10) can also be found in Table 9.4. 
(4) As is seen from Table 9.3, the iterations for the V-cycle are less than those for 
{μ, ν) = {3,2}, while one would expect that the number of the iterations in the first 
case will majorize the iterations for all other combinations of μ and v. This phe­
nomenon is connected with the first degree polynomials used in the V-cycle. Here 
Picit) = 1 - t is used while when the polynomials are computed from formula (9.5) 
they are of the form Pk(t) = 1 - qtf, where зд = 1/^ k and bk is an upper bound of 
the spectrum of M ( t r Д ( к ). Numerical tests, not included here, show that then we 
get more iterations (at least not less than those for {μ, ν] = {3,2}, but the accuracy 
of the iterative solution is better than that obtained when using Pk(t) = 1 - t. 
(5) In [190] experimental data from another CM-implementation of AMU can be found. 
The AMU-version there is slightly more computationally expensive because systems 
with Aft' are solved. The implementation is in С language and is run on the CM-2 
( 16K) at 7 MHz. The figures corresponding to the marked line ( 12 82 grid) in Table 9.3 
are 15 iterations done in 35.17 sec. The above fact doesn't necessarily mean that one 
implementation is much better than another. It illustrates the strong dependency of 
the program implementation of numerical methods on the parallel system software 
available which is, furthermore, under development itself. 
In [192] comparison results of the behavior of the standard unpreconditioned conju­
gate gradient method for Problem 9.9 can be found, showing that this method is perform­
ing better on the CM than on the IBM RS/6000 and it is even faster than the AMLI V-cycle. 
However, Problem 9.9 is quite easy itself and one can argue whether it is necessary to do 
any preconditioning at all. Clearly, AMLI preconditioning should be used for more difficult 
problems. 
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Coeff. 
jump 
1\0.75 
1\0.1 
1\0.001 
Grid 
128^ 
2562 
1282 
2562 
1282 
2562 
5122 
No Preconditioning 
Iter. 
494 
5538 
CPU time 
2.96 
31.26 
Diag. Preconditioning 
Iter. 
480 
958 
475 
974 
505 
1027 
2090 
CPU time 
2.93 
13.22 
2.91 
13.24 
3.07 
14.05 
81.15 
AMU Preconditioning 
Iter. 
21 
22 
25 
31 
40 
CPU time 
2.98 
3.01 
3.60 
16.53 
85.10 
Table 9.5: Problem 9.11. Performance of the (P)CG on the CM-200. 
As an example of a problem which is difficult to be solved without preconditioning we 
consider a second test problem with discontinuous coefficients: 
in Ω s (0, l ) 2 with boundary conditions u = 0 for χ = 0 or y = 0 and aV(u) · π = 0 for 
χ = 1 or y = 1, where a is a constant and α = ε «: 1 in a subset Ω e Ω and a = 1 elsewhere 
with Ω Ξ {1/4 s χ s 3/4, 1/4 < y < 3/4}. The problem is then discretized using regular 
isosceles triangles and piece-wise linear basis functions. The meshsize parameter h is 
equal to 2~n for some integer η and is chosen always such that there will be meshlines 
along the edges of Ω. For more fair comparison between the performance of the solution 
methods for problems 9.9 and 9.11, the following stopping criterion was used: 
| Д ^ | < 2TT2h2min(a|ñ ,а
ш
) IO"1 2. 
The function u(x,y) = xy(l - x) 2 ( l - y)2 is used in the capacity of an exact solution. 
The performance results of solving the test problem 9.11 using three solution methods 
are given in Table 9.5. The AMLI-preconditioner used is with {μ,ν} = {0,1} on all defined 
levels. The positions marked with '—', match experiments not run on the CM-200 since 
the corresponding results would not add anything new or different to the global picture 
of the performance of the considered methods. 
The results in Table 9.5 clearly show that already a simple diagonal preconditioner 
reduces significantly the number of iterations, specially when we deal with a big jump 
in the coefficients. Further, we observe that the number of iterations for the full AMLI-
preconditioner is impressively reduced but the corresponding CPU time is about the same 
(or even bigger) as for the case with diagonal preconditioning. The amount of time spent 
on communication can be illustrated as follows. For a 1282 grid (13 levels) and a coeffi­
cient jump 1/0.01, AMLI-PCG needs 23 iterations to converge, the CPU time spend on this 
is 3.15 and 2.49 of it is a communication time, which means 0.108 seconds of communi­
cation per iteration. The above results unambiguously show that even if the communica­
tions are only over distances which are powers of two on a hypercube, the time for long 
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distance communications is by far bigger than the nearest neighbor communications (see 
[192]). For example, the time costs per iteration for the three methods in Table 9.5 (1282 
grid and a jump 1/0.001) are correspondingly 0.0056, 0.0061 and 0.144. 
The above observations in a natural way direct any further attempts to improve the 
parallel implementation of AMLI to the following strategy - avoid as much as possible 
the long distance communications! Therefore, we consider a short AMLI version with the 
following features: 
(A) Only few levels are used to construct the preconditioner. The coarsest level is fairly 
fine and there systems with the preconditioning matrix are solved using some simple 
iterative method, so that the costs for this would be kept comparatively low. 
(B) The preconditioning matrix is based on a matrix A which is obtained from the orig­
inal one by adding some diagonal perturbations. 
(C) On the coarsest level the systems are solved using PCG with diagonal precondition­
ing. 
The results for Problem 9.11 after implementing the above on the CM-2 (64K) are pre­
sented in Table 9.6. The coefficient jump is 1/0.001. pie diagonal entries are perturbed 
along the boundary 3Ω as йіі = ( l+chjaúandwithinñasau = (1 + ch2)an withe = 0.1. 
The stopping tolerance for the inner iterations is 10~3. The I2 norm of the error for the 
iterative solution in all cases is of order 10~n. It is a separate topic why the properties of 
the AMLI-preconditioner are improved by adding some diagonal perturbations and how to 
determine the most appropriate amount of perturbations for the particular problem and 
will not be treated in this study. We only mention the following desirable result of this 
action. Perturbing the diagonal of the original matrix, we increase its diagonal dominance 
on the finest level. The procedure of constructing the preconditioner essentially doubles 
the added perturbation on the next coarser level. Thus, on some chosen coarsest level 
ko the matrix A{ko) will be better conditioned than the matrix A(fco), computed using the 
same procedure but without any perturbations. This will decrease the number of inner 
iterations needed when systems with A(ko) are solved. Similar perturbations are used and 
their role has been analyzed, for example, in [60] and [25]. 
On the basis of the results listed in Table 9.6 (both times and iteration counts) we can 
conclude that the method to be recommended for practical applications has to be related 
to the latter one, which uses the basic implementation strategy from Section 9.3 plus the 
improvement issues (A), (B) and (C) from the current section, referred to as the short AMLI. 
The short AMU version is already supported by theoretical estimates (see [33]) which pre-
scribe the best choice of the coarsest level number ko as a function of the total number of 
levels £. For the V-cycle the relation is ko = Г2^/31 and this is confirmed by the experi­
ments. The smallest total execution time for AMLI to solve a system with 10242 unknowns 
is achieved when we stop at level number 13 = [2*19/31 (marked by "=»" in Table 9.6) 
and any other choice of fc0 (for example, marked by "—") performs worse. Table 9.6 also 
shows that the Mflops rate is not a reliable criterion when judging the efficiency of a par­
allel algorithm. 
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No.of 
PES 
512 
1024 
2048 
Grid 
1282 
2562 
5122 
1282 
2562 
5122 
1282 
2562 
5122 
10242 
Levels: 
coarsest 
v.s.total 
7/13 
9/13 
11/13 
9/15 
11/15 
13/15 
11/17 
13/17 
15/17 
7/13 
9/13 
11/13 
9/15 
11/15 
13/15 
9/15 
11/17 
13/17 
15/17 
7/13 
9/13 
11/13 
9/15 
11/15 
13/15 
9/17 
11/17 
13/17 
15/17 
- 1 1 / 1 9 
=»13/19 
- 1 5 / 1 9 
17/19 
No.of 
outer 
iter. 
16 
12 
11 
17 
13 
12 
17 
13 
11 
16 
12 
11 
17 
13 
12 
22 
17 
13 
11 
16 
12 
11 
17 
13 
12 
22 
17 
13 
11 
22 
18 
15 
12 
Av.no. 
inner 
iter. 
18 
39 
76 
39 
70 
146 
75 
145 
274 
18 
39 
76 
39 
70 
146 
34 
75 
145 
274 
18 
39 
76 
39 
70 
146 
34 
75 
145 
274 
66 
147 
281 
529 
Total 
solution 
time 
1.96 
1.99 
2.31 
4.40 
3.70 
7.85 
9.15 
10.83 
33.15 
1.46 
2.14 
2.04 
2.92 
2.59 
5.16 
7.40 
5.80 
7.08 
16.94 
1.51 
1.67 
2.51 
2.62 
2.87 
4.47 
5.77 
5.41 
5.65 
11.94 
13.99 
12.60 
19.42 
57.96 
M flops 
7.91 
11.24 
41.97 
17.04 
37.57 
99.10 
20.89 
82.05 
307.41 
10.62 
10.45 
193.90 
25.68 
53.68 
150.77 
43.00 
62.70 
136.86 
312.17 
10.62 
13.39 
38.62 
28.62 
48.44 
174.04 
55.15 
67.22 
171.50 
442.90 
96.15 
164.57 
404.37 
755.22 
Table 9.6: Problem 9.11. The performance of the short AMLI preconditioner on the CM-2 
(elapsed time). 
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Coarsest 
level 
number 
11 
9 
7 
5 
3 
1 
Number 
of outer 
iterations 
13 
13 
16 
21 
25 
24 
CPU 
time 
(33MHz) 
16.15 
3.47 
2.66 
3.28 
3.92 
3.83 
Related 
CPU time 
(7 MHz) 
76.14 
16.36 
12.54 
15.46 
18.48 
18.06 
Table 9.7: The short AMLI on the IBM RS/6000. Problem 9.11: ε = 0.001; grid size 128 χ 
128; total number of levels -13; V-cycle. 
Table 9.7 clearly illustrates that by stopping on a proper not too coarse level one mini­
mizes the execution time even on a serial computer. (For k0 = \2£/3~\ the total work on the 
coarsest level during one PCG iteration is of the same order as a single matrix χ vector 
multiplication on the fine level.) However, a comparison between Tables 9.6 and 9.7 re­
veals the astonishing fact that as a result of using 512 processors instead of one, the com­
puting time is decreased only about 6 times (from 12.54 sec to 1.96 sec) for the short AMLI 
with the best choice of a coarsest level. The latter indicates that the parallel machine is 
utilized to very low efficiency. A way to improve the parallel efficiency by relating properly 
the number of processors to the problem size is discussed in [130]. 
REMARK 9.6.2 To the author's knowledge, one of the earliest results of implementing CG 
and PCG with different preconditioners on the CM-2 can be found in [198]. More recent 
experience of implementing parallel preconditioners on the CM-200 are presented, for ex­
ample, in [180]. Particular results of implementing AMLI on the CM have been reported 
in [190]. In all the above cited papers some of the test problems are the same or similar 
to these considered in this report so that we could compare the iteration counts and the 
times for them (whenever the same CM machine is used). Then, for analogous problems 
we see that the short-AMLI implementation, considered here, shows better performance 
results than the other methods and implementations. 
9.7 Conclusions 
We have tested the performance of an AMLI-preconditioning method on some typical rep­
resentatives of the serial and massively parallel computers - IBM RS/6000, SUN SPARC 
514Mp, CM-200 (8K) and CM-2 (64K). 
On the serial computers the method confirms the optimal properties, derived theo­
retically, both with respect to rate of convergence and computational complexity per un­
known. 
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On massively parallel computers, when the total execution time is considered, the opti-
mality properties of a preconditioning matrix are not anymore necessarily connected with 
a fast rate of convergence, measured by the number of iterations performed. On the other 
hand, many but cheap iterations not always assure the best performance results. As the 
numerical results indicate, specially in solving more ill-conditioned problems, a combina-
tion of more robust methods with the simpler method used for inner iterations on the 
coarse mesh, seems to be the method to recommend. The latter observation is a useful 
point of support in searching methods with optimal behavior on the massively parallel 
computers. It is also the starting point for some theoretical results on the short AMLI 
version, presented in [33]. 
We have also shown that the short AMLI idea, combined with some perturbations, is 
very promising and its performance indicates that this should be used for real practical 
applications. 
Chapter 10 
Solving the Stokes Problem on a 
Massively Parallel Computer 
This work has not been published before. At this moment there are open questions concerning 
the best way to compute the pressure more accurately and several methods for that are under 
research. 
O. Axelsson, V. A. Barker, M. Neytcheva and B. Polman 
ABSTRACT: We consider a stabilized and consistent formulation of the classical Stokes 
problem, discretized using piecewise linear finite element approximations for the velocity 
and pressure variables. An inner-outer iteration-type solution method is suggested, based 
on the conjugate gradient method for both inner and outer phases. For the latter, the 
method is preconditioned using a short-length algebraic multilevel iteration (AMLI) pre-
conditioner. The method is shown to have optimal rate of convergence and optimal com-
putational complexity. The authors emphasize the suitability of the proposed numerical 
procedure to be implemented on massively parallel distributed memory computer archi-
tectures. It is demonstrated that the method can be efficient on data parallel computers 
such as the Connection Machine (CM-200 and CM-5). 
KEY WORDS Stokes problem, Equal order finite elements, Stabilization, Consistent for-
mulation, Reduced system, Preconditioned conjugate gradients, Inner-outer iteration 
method, Parallel implementation, CM-200, CM-5. 
10.1 Introduction 
The Stokes equations model the flow of a slow viscous incompressible fluid and of an 
isotropic incompressible elastic material. The Stokes equations are the linear part of the 
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stationary Navier-Stokes equations, and since many of the problems of solving the full 
Navier-Stokes equations are present when solving the Stokes equations, the latter have 
been an mtensive topic of research. 
For problems in fluid dynamics it is not at all exceptional to compute two- or three-
dimensional problems with О (IO6) degrees of freedom.Thus, large scale scientific compu­
tations are performed, and it is natural to emphasize their implementation on massively 
parallel computer architectures. 
This study concerns the solution of the velocity - pressure formulation of the Stokes 
problem. This is the problem of finding a vector function u(x) e Rn and a scalar function 
p(x) e R that satisfy the system of partial differential equations 
- Ä u + V p = f inn, (10.1) 
divu = 0 m n , (10.2) 
u = g on 3Ω, (10.3) 
where Ω с Rn is a bounded domain with boundary 3Ω. The function u is the velocity of 
the fluid, and ρ is the kinematic pressure (u and ρ are also called the primitive variables). 
The finite element treatment of the Stokes problem (10 1) - (10.3) leads to a linear al­
gebraic system which can be ordered so as to assume the form 
The vectors Uh and ph are the discrete velocity and pressure, respectively. The coefficient 
matrix is symmetric and indefinite. Further, because of the Dirichlet boundary conditions 
for u, the matrix block A is positive defunte. 
A standard approach to solving the Stokes problem numerically is to apply mixed finite 
element methods. It is well known, however, that the spaces used for u and ρ have to be 
chosen in a special way to insure stability for the approximation scheme, i.e., the stability 
is achieved by modifying the finite element spaces. They cannot be chosen independently 
of each other and m general they are characterized by the use of basis functions which 
consist of polynomials of different degree for the velocity and for the pressure. Thus, 
typically there are different orders o f approximations for velocity and pressure. More pre­
cisely, the two spaces should satisfy the mf-sup, or Ladyzenskaya-Babuska-Brezzi (LBB) 
condition, stated in Section 10.2. Pairs of finite elements which satisfy the LBB condition 
are referred to as (LBB) stable or compatible. There are a number of mixed elements which 
are known to satisfy the LBB condition (cf. [207], [214], [220], for example). In this case the 
stability of the approximation scheme is achieved by modifying the finite element spaces. 
Consequently, the pnce of stability is different number of degrees of freedom for u and p, 
heavier computation and heterogeneous discretizations for the two unknowns. The sim­
plest pair of finite elements which satisfies the LBB condition is the so-called Mini-element 
(Pl-bubble/Pl), see [201] Here the velocity is approximated by the standard piecewise lin­
ear basis functions, enriched by a 'bubble' function on each triangle, and the pressure is 
approximated by the piecewise linear basis functions with no enrichment. 
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It is primarily the pressure variable that is sensitive to stability. When equal order ap­
proximations for u and ρ are used, the computed pressure can show severe oscillations 
and spurious modes may occur. This effect is discussed and illustrated, for example, in 
[214], [201], [212]. 
Choosing the same finite element spaces for both velocity and pressure, such as piece-
wise linear approximations, for example, which do not satisfy the LBB stability condi­
tion, offers much more unified and computationally attractive approach when solving the 
Stokes problem numerically. The advantage of equal order approximation is especially 
strong in the context of parallel computation. Accumulated experience with massively 
parallel machines indicates that efficient solution methods on typical parallel architec­
tures favor simplicity and homogeneous treatment of all components involved in the so­
lution process, thereby unifying the data structures and access to them. The latter, trans­
lated into the terminology of the discretized Stokes problem, means that it would be easier 
to handle all occurring unknowns (i.e., both the components of u and p) if they are of the 
same number and, thus, if identical finite element spaces are used for the velocity and 
pressure. Efforts have been made to overcome the basic lack of stability of such element 
pairs. A way to evade the LBB condition is to use a regularizaron technique, where the 
discrete equations, not the approximation spaces, are subject to modification. In general, 
regularizing means replacing (10.4) by a system of the form 
[i4c]G№]-
where σ is referred to as a regularization parameter and С is a properly chosen matrix. 
There are various ways to choose σ, С and F in (10.5). In the simplest case, F is taken 
to be zero and then aC can be seen as a penalty term. Further, we will consider regular-
izations which preserve consistency, in the sense that the solution {Uh, Ph} of (10.5) has 
to be also a solution of (10.4). 
The purpose of this study is to solve the Stokes problem on a massively parallel com­
puter architecture using a stabilized and consistent formulation of the original problem. 
We are also aiming at computing the pressure not polluted with oscillations. An inner-
outer iteration type of solution method is used. The inner iteration is based on an algebraic 
multilevel iteration (AMU) solver which has been shown to be effective on such architec­
tures (see Chapter 9). The remainder of this paper is organized as follows: Section 10.2 
outlines some of the basic theory of the Stokes problem and gives some well known er­
ror estimates. Section 10.3 describes the particular method implemented in this study. A 
number of numerical experiments on the CM-200 and the CM-5 are presented in Section 
10.4, and some conclusions are given in Section 10.5. 
10.2 Theoretical considerations 
In this section we review some of the basic theory of the Stokes problem and its solution 
by mixed element methods. 
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Let Ω be a bounded and connected subset of Rn with a Lipschitz continuous boundary 
3Ω. We introduce the following function spaces and notation: 
(П) = ( H ¿ ( Q ) ) " , 
У (Ω) = {ν e (ЯЧП))" : divv = θ} , 
"ν(Ω) = {ν € У (Ω) : |эп = 0} = {ν e (П) : divv = 0}, 
¿§(Ω) = {φ e Ι2(Ω) : ]
α
φάΩ = 0}, 
(φ,ψ) = ί
α
φψάΩ, \\ψ\\ = [φ,ψ)1'2, φ,ψ e ( ΐ ^ Ω ) ) " , 
llv||v=IIVv||o, ν ε ν ( Ω ) . 
Let the Stokes data f and g be functions in (Ι 2 (Ω))η and (H 1 / 2 (9Ω))η, respectively, where 
Γ g n d S = 0. (10.6) 
Jan 
which is a compatibility condition. (According to Lemma 1 in [214], g has an extension in 
У(П).) 
A weak formulation of the Stokes problem can be derived from (10.1), (10.2), (10.3) as 
follows: 
(-Ди + Vp.v) = (f,v) f o r a l l v e V ^ ) . 
or, after integration by parts, 
(Vu, Vv) - (p.divv) = (f,v) for all ν e У {Ω) 
о 
Then, since divv = 0 for all ν e "ν(Ω), the pressure disappears and we can pose the 
following problem for velocity alone: Find u e У (Ω) such that 
(Vu.Vv) = (f,v) for all v e У (Ω), (10.7) 
u = gonЭΩ, (10.8) 
where (10.8) is to be understood in the sense of traces. 
THEOREM 10.2.1 Under the above assumptions on Ω, f and g, problem (10.7), (10.8) has a 
unique solution. 
We will now derive an alternative variational formulation of the Stokes problem which 
includes pressure. To do this we need the following theorem ([207]): 
THEOREM 10.2.2 Let L be a continuous linear functional on ν(Ω). Then L(v) = 0 for all 
ν e "ν(Ω) if and only if there exists ρ e ί.2(Ω) such thatL(v) = (ρ,divv) forallv e ν(Ω). 
Further, if ρ exists then it is unique within an additive constant. 
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Hereafter, ρ will denote the unique pressure function in Ιο(Ω). 
Taking as L the linear functional 
I(v) = (Vu,Vv)-(f,v), е (П) 
where u is the solution of problem (10 7), (10.8), we can deduce from the preceding theo­
rem that there exists a function ρ e Ι2(Ω), such that 
(Vu,Vv)-(p,divv) = (f,v) forallveV(n). 
This establishes that u and ρ are a solution of the following variational problem: Find 
{u, p} 6 ν(Ω) χ Ι§(Ω) such that 
a(u,v)-b(p,v) = (f,v) forallveV^) 
b(q,u) = 0 for all q e Ι2, (Ω) (10 9) 
u = g on 3Ω 
where 
a(u,v) = (Vu.Vv), b(q,v) = (q.divv) 
THEOREM 10.2.3 The solution of Problem (10.9) is unique. 
(See [207], for example). 
When u and ρ are sufficiently smooth then they are a solution of the original formu­
lation of the Stokes problem (10 1), (10 2), (10.3). 
It will be noted that Problem (10 9), in contrast to Problem (10 7), (10.8), is not ex-
0 
pressed m terms of the divergence-free space Ύ(Ω). This is a great advantage for dis-
creftzations based on the mixed finite element method, because the construction of finite 
о 
element subspaces of Ύ(Ω) is far from straightforward. 
The existence and uniqueness of the solution of Problem (10.9) are intimately con­
nected with two basic properties of the Stokes problem, namely: 
(ι) The bilinear form α(·, ·) is V-elhptic on ν(Ω); i.e., there exists a positive constant a 
such that 
α(ν,ν) > «IMI2, for all ν e ν(Ω) (10.10) 
(u) The bilinear form b(-, ·) satisfies the mf-sup condition; ie., there exists a positive 
constant β such that 
sup {a'd™V) > ß\\q\\o for aU q e ¿¿(Ω). (10.11) 
Е (П) IMIv 
182 CHAPTER 10. THE STOKES PROBLEM 
We consider now the discretization of the Stokes problem by the mixed finite element 
method, assuming for simplicity that Ω is polygon and g = 0 on 3Ω. Let ΤΉ = [Tti^Li 
be a triangulation of Ω, where h is the maximum element edge length. Let Vh and Ph be 
finite element subspaces of ν(Ω) and LQ(ÌÌ) based on 7h and containing the complete 
polynomials of degree к and I, respectively. Then the corresponding discrete analogue of 
Problem (10.9) is the following: Find {uh, Ph) e Vfc χ P h such that 
a(Uh,vh)-Í7(phlVh) = (f,vh) foral lvheVh , . . . „ 
b(qh.Mh) = 0 qhePh {ÍUL¿) 
This leads to an algebraic system having the form of (10.4). 
We would like conditions (i) and (ii) for the well-posedness of Problem (10.9) to be sat-
isfied also in the discrete case. As regards V-ellipticity, the situation is simple and satis-
factory. Since Vh с ν(Ω), (10.10) implies 
a(Vh,vh) г a | |v h | | v for all vh e V\ 
where a is independent of h. In contrast, the situation regarding the discrete LBB condi­
tion is somewhat complicated. For any fixed mesh let 
ß(h) = taf sup ¡q\áThu (10.13) 
ЧьеР" v^V* llíhllo llVhllv 
and consider a regular sequence of mesh refinements with h — 0. The following cases can 
arise: 
1. ß(h) г» ßo > 0 for all h (for some ß0). 
2. ß(h)>0 for all h and β (h) - 0, h - O . 
3. ß(h)=0 for all h . 
Mixed elements satisfying Case 1 are said to be LBB-stable or compatible. 
We include the following discretization error estimates to illustrate the expected gains 
in accuracy when compatible finite element spaces are used. They are shown, for example 
in [207], under the general assumption that Th is regular. The second (L2) estimate holds 
if, in addition, Ω is convex. 
(A) First order approximations on triangular elements. The velocity is approximated by 
special quadratic polynomials and the pressure by piecewise constants. 
Ilu- unlli + lip - Philo * Ci hdlullz + | |p |h). 
| |u-u h | | o<C 2 h 2 ( | |u | l2 + llplli). 
The same estimate holds for the Mini-element. 
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(B) Higher order approximations (two-dimensional case). The velocity components are 
approximated by polynomials of degree к + 1, к i 2 and the tangential components 
by polynomials of degree к along the edges of any element of the triangulation of 
Ω. Polynomials of degree к - 1 are used for the pressure. Assume then that Ω is a 
bounded plane polygon and {u,p} e (нк+1(П) пЩ(П))2 χΗ ι (Ω) ηΙ^(Ω). Then 
Hu - Uhlli + lip - Philo ^ Ci h k(| |u| | f c + 1 + | |p | | k ) . 
||и-и
н
||о<С2Нк+,(ІІи||
к+1 + ||ріи). 
10.3 Numerical formulation and choice of a solution method 
As already stated, our aim here is the efficient iterative solution of the discrete Stokes 
equations on massively parallel (distributed memory) computer architectures. We face 
two problems. First, how to discretize the Stokes equations so that accurate approxima­
tions, not contaminated with oscillations can be computed for velocity and pressure. Sec­
ond, to determine the best solution method for our purposes. As can be seen, the two 
problems depend on each other 
Accordmg to the arguments presented in Chapter 8, a solution method can be efficient 
on a parallel machine if it is optimal on a serial computer. This restricts the class of possi­
ble solution methods to the multilevel methods known to be optimal with respect to rate 
of convergence and computational complexity. Regarding the choice of the finite element 
discretization spaces for u and p, from a theoretical point of view LBB-stable finite ele­
ments are to be preferred. However, their efficient parallel implementation is not trivial. 
Furthermore, due to the different order finite elements required (which means different 
meshes for u and p), the multignd method, for example, is even not always applicable for 
compatible pairs (see [179]) The most appealing among the LBB-stable elements is the 
Mini-element. It is attractive because piecewise linear basis functions are used both for the 
velocity and pressure and the extra bubble functions for the velocity can be easily elimi­
nated by the so-called stane condensation before assembling the matrices of the discrete 
system However, as is demonstrated in [212], although the Mini-element is compatible, 
the quality of the computed pressure is often destroyed by oscillations, m parncular near 
the physical boundaries of the domain Ω. An illustration of the oscillatory behavior of the 
computed pressure is given in Figure 10.1, where the Mini-element is used to discreüze 
Problem 6 (page 193). 
In [212] and [211] it is also shown that stabilization using bubble functions is equiva-
lent to a regulanzation of the type (10.5), corresponding to a particular value of the reg-
ulanzation parameter and piecewise linear approximations for both u and p. It is noted 
in [212] that the osculations are associated with the size of the parameter σ. Indeed, Fig­
ure 10.2 shows that if σ is taken to be С ft2, where С has a bigger value than that for the 
value of σ, corresponding to the Mini-element after a static condensation, there are no 
oscillations in the interior of Ω. Still some can be seen along the boundary but with much 
smaller amplitudes. 
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Figure 10.1: Oscillations in the pressure computed using the Mini-element. 
The above effect and also the potential simplicity to implement identical finite element 
spaces for velocity and pressure leads to the class of solution methods stabilized by reg-
ularization. 
A detailed analysis of the error behavior when the Stokes problem is discretized even 
when using finite element pairs which do not satisfy the LBB condition shows that under 
appropriate assumptions (cf. [207], Corollary 3.1) we have the following error estimate 
for the velocity, 
llu-UhllosCztfdlulb + Hplli), 
which is optimal. Further, only the boundedness of the components of the pressure vector 
can be established. Indeed, there have been cases encountered in practice, where ph shows 
unstable behavior, usually in the form of oscillations. 
One way to explain this lack of stability is to consider the Lagrangian function corre­
sponding to (10.1), (10.2), i.e., 
£(u,p) = f [ i | V u | 2 - u f l i t o - Γ р шШ 
Here ρ appears as a Lagrange multiplier for the incompressibility constraint. The function 
£(u, p) is coercive (convex) in u but is not coercive (concave) in p. Therefore, in order to 
be able to find a saddle point, the standard method is to regularize the problem (see [202] 
and [204], for instance) by adding a term such as -σ(ρ, ρ) (or - σ ( Vp, Vp)) to £(u, p), 
to form 
Xff(u.p) = £(u,p)-a(p,p), 
where σ is a positive, but small, factor. 
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Such a perturbation, however, makes the problem inconsistent. It is suggested in [212] 
to modify the regularization term to achieve consistency, but then the somewhat trouble­
some extra term, (Au, V<j) arises. 
Here we show that oscillation free approximations for a consistent scheme can be 
achieved with no need to add the extra term (Ди, Vq). Our approach is based on the clas­
sical pressure equation Δρ = V · ƒ, obtained by taking the divergence in equation (10.1). 
Then, modifying the system (10.1), (10.2) in the form 
-Ди + Vp = f in Ω, 
- ν · υ + σΔρ = σ ( ν -f) in Ω, (10.14) 
Vu = 0 on 9Ω, 
where σ is a small stabilization factor, we get a consistent approximation and the cor­
responding bilinear form £
a
(u, p) is coercive in both и and p. After discretization with 
equal order finite elements we get a matrix system of the form (10.5) which, after elimi­
nation of u, reduces to 
(BTA-1B + σ Ο ρ = - G - F + B7^-1?. (10.15) 
The matrix С is the corresponding finite element matrix for Δρ, and since ρ is not known 
on the boundary, С has contributions from both f
n
 VpVq and j d a f^q, where q is a test-
function. The latter term can be treated in various ways. Discretizing it directly leads to 
a coefficient matrix of the form 
Α Β I 
BT -a(Co-C,)J' 
where C\ is in general nonsymmetric and destroys the inherent symmetry of the problem. 
Instead, we could move the problematic boundary term to the right-hand side and use 
equation (10.1) once more. The variational form of (10.15) is then 
f Vu-Vv+ Vp · ν = Г fv 
Jn Jn Jn 
Г (V -u)q + a | VpVq =σ Γ f · Vq- i (f · n)q + i (Vp · n)q\ 
Ja Jn LJn Jan Jin J 
=σ f f · Vq + σΥ l (Au · n)q. (10.16) 
Ja r¡r JTkn3a 
Observe now that in case of piecewise linear discretization of и (which we intend to use) 
the boundary term Х
Г і
 £г>пэп(Ди · n ) 4 vanishes. This, of course, doesn't hold for the con­
tinuous case and the influence of this term could be taken into account by performing 
some special action. Such a treatment can be, for example, first to solve the discrete sys­
tem, neglecting the boundary term in the right-hand side in (10.16), and then do a few 
steps of a defect-correction method, where the boundary term is properly approximated. 
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Clearly, the matrix in (10.15) is not formed explicitly but the system is solved by an 
outer (preconditioned) conjugate gradient method. For a general finite element mesh with 
variable mesh sizes we can use a simple diagonal matrix D as precondition«-, where 
De = {BTA~1B + aC)e 
and e is a properly chosen positive vector. It can be shown that the condition number of 
the above iteration matrix does not depend on the number of elements, cf. [214]. Each 
action of the matrix requires a Laplacian operator solver for each component of u, plus 
some matrix χ vector multiplications. Hence, using CG with the AMI! preconditioner of 
Chapter 7 with a proper stopping criterion as an inner solver, we have a solution method 
of optimal order complexity. For similar results for reduced systems based on element 
pairs satisfying the LBB-condition, see [210] and [219]. 
Discretization error estimates 
In the discretization error estimates to be presented, the following notations are used: 
{u, p] - the exact solution of (10.15); 
{ν»,,φ,} - test functions, v», e Vh, qn e Ph; 
{ui.pi} - interpolants for {u,p}; {uj,p,} e {\h,Ph}; 
(Uh, Ph) - the discrete solution of (10.15); 
a(u, v) = JQ ( Vu • Vv) dx - a symmetric bilinear form, corresponding to a discrete 
Laplacian with Dirichlet boundary conditions; 
b(q, v) = ¡aq( V · v) dx - a nonsymmetric bilinear form; 
b(q,v) = Jn(Vp · v)dx -note that b{q,v) = -b(q,\) for any {ν,ρ} ε {Vh,Ph}; 
c(p, q) = in(Vp • Vq) dx - a symmetric bilinear form corresponding to a discrete 
Laplacian, including the boundary points. 
It is also asssumed that u e ( Η 2 ( Ω ) η H¿(n))n and ρ e Η2(Ω) η Ι^(Ω). 
In the case when a piecewise linear finite element approximation for velocity is used, 
i.e., ΔΛΙΗ = 0, the regularization scheme (10.16) can be viewed as a special case of the 
more general scheme analyzed in [213]. There, provided that the scheme is consistent, 
the following estimates are shown to hold: 
llu - iifclli + h Up - phlh < С (h | |u| |2 + h 2 | | p | | 3 ) . (10.17) 
llu - Uhllo + h Up - Philo < С (h2 | |u| |2 + h 3 | | p | | 3 ) . (10.18) 
The discretization error estimates which follow, are weaker than (10.17) and (10.18). 
However, they show some relations between the discretization parameter h and the reg­
ularization parameter σ which are very useful for analyzing and understanding the accu­
racy of the approximated solution and the rate of convergence of the conjugate gradient 
method used for the solution of the Schur complement systems = BTA~lB+aC in (10.15). 
Consider first the discretization error of the system (10.16), where the boundary term 
in the right-hand side of the second equation is neglected. We use the fact that both the 
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exact and the computed solutions satisfy the variational form of (10.15), namely, 
a(Uh.Vh) + b(Ph,vh) = (f.Vh) 
-bblh.Uh) + im(g · n)qh + ac(qh,ph) = a(î,V • qh) 
and 
a(u,vh) + b(p,\h) = (f,vh) 
-b(qh,u) + W g · п)Фі + oc(qh, p) = σ(ΐ, V · qh) + σ Σ η $ппэп(Ди · n ^h( 1 0 .20) 
Now we apply a common technique used in the finite element method to derive discretiza­
tion error estimates. First we subtract equations (10.19) from (10.20): 
a(u-Uh,v h) + b(p-ph,Vfc) = 0 (10 21) 
-b(qh,\i - Uh) + ac(qh, ρ-ρκ) = σ Σ η $цпэп(Ди • n)4h· 
Next, we add and subtract terms a(u/,Vf,) and b(p¡, Vh), respectively, in (10.21) and get 
^a(u /-Uh,Vh) + b(p / -Ph,v h ) = aíuj-u.Vhí + bípí-p.Vh) 
-b(qh.vii-uh) + ac(qh,pi-ph) = -b(qh,ui - u ) + ac(qh,Pi - p)+ 
^Znfr»nen(Au-n)«fc. (10.22) 
Finally, we choose v ^ s u j - u ^ e Vh, q^ = p¡ - рн e Ph and sum up the two equations in 
(10.22). The resulting equation is then 
a ^ - U h . u z - U h ) + ac(pi-ph,Pi-Ph\ 
= a(u/-u,u/-uh) + b(p/-p,u;-uit) 
- b(pi-ph,ni-u) + ac(pr-ph,pi-p) n o 23) 
+ σΣτι fanant-rtlh. 
Applying the Young's inequality [j
n
 φ ψ < \\φ\\ \\ψ\\ i ε\\φ\\2 + — | |ψ||2) several times to 
(10.23) we obtain: 
||u/ -UfcHf + a\\pi-ph\\i 
< Hui-ulli llu/-Uhlli + | |pi-pllollu/-Uh||i+ 
IIPi - Phlli llu/ - u||o + σ\\ρι - pili ||p/ - phlli + 
σ | Σ η ^ η 3 η ( Δ ι 1 · η ) | \hnPi-Ph\ 
< | |ui-u|lî + i| |u/-Uhllï + | |pi-p| |g+ (10.24) 
\bn -Uhllî + IIIρ/ - Phil? + ¿Ич, -u||§+ 
| σ | | ρ , - pH? + £ | | p , - phll? + |cr | |u | l l + £ | | p , - phll2. 
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Here || · ||, is the 5th Sobolev norm. Finally, 
| l | u , - u h | | 2 + | | | p / - p h | | 2 < | |u,-u| | ï + | f f | | p / -p | l ï + ^ | | u - - u | l S + 
IIP/- Pllg + | a | |u | l i (10.25) 
Hence, provided | |и ; -и |І і = 0(h) and | |u/-u | | 0 = О [h2), respectively, l lp;-p| | i = 0(h) 
and | |p; - pilo = 0(h2), and assuming boundedness for u in the sense that ||и|І2 ¿ С, we 
are left with 
Пчг - Ufcllï + σ-llpj - Phil? s: C
x
h2 + Сг-h* + C3ah
2
 + C4h
4
 + C%a. 
σ
 (10.26) 
The estimate (10.26) leads to the following discretization errors for the velocity u 
||u/-Uhll2 á Cìh2 + Сг-h* + C3ah2 + C4h4 + C 5a (10.27) 
and, respectively, for the pressure ρ 
IIP/- Pull? * Ci ¿ h 2 + C2¿jh4 + C3h2 + C4^h4 + C5. (10.28) 
The final estimates for Нин - u| | i and IIρκ - pili are obtained by combining the triangle 
inequality (|| u n - u | | i ¿ l|Uh-U;||i + ||Uf-u|li and similarly for ρ) and inequalities (10.27) 
and (10.28). 
Now the following relations between the discretizatìon parameter h and the regular-
ization parameter σ become apparent. We see from (10.27) that the discretization error 
for the velocity is guaranteed to be of orderO(h) only if σ = О (h2), which coincides with 
conclusions presented by other authors, for example in [212]. Estimate (10.28) shows, 
however, that the accuracy of the estimates for the computed pressure in the || · Hi norm 
in this case is determined completely by the value of Cs, independent of the choice of h 
and σ. Thus, nothing more than boundedness for the pressure variable is proved. We 
also see from (10.28) that if the regularization parameter σ is much smaller than h2 then, 
due to the behavior of the first term, the quality of ph might be even further destroyed. 
In the example in Figure 10.1, σ is as for the Mini-element, σ = h2 /80, which turns out to 
be very small, and a severe oscillations in the pressure field occur. Figure 10.2 shows the 
pressure field for the same problem, but for σ = h2. Still, unsatisfactory behavior of the 
pressure is observed, specially along the boundaries of the domain. 
Assume now that the term Auh is O(h), i.e., that \Ση §rknm№(u - Uh) • n)q\ < 
0(λι)||4ΐΙΙι holds 
REMARK 10.3.1 Clearly, when uj, is computed using piecewise linear finite element ap­
proximations, the assumption Auh = O(h) is not consistent. We point out that the part 
of this study, intended to derive conditions for a stable and more accurate numerically 
computed pressure is not yet finished. There are various ideas under consideration, for 
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Figure 10.2: Contour lines for the pressure. 
example, to let σ be a proper function of x, or to restrict the task to find the pressure more 
accurately only in a subdomain of Ω. Our goal is two-fold: first, to improve the numerical 
procedure so that the pressure is computed more accurately, and second, to preserve (if 
possible) the simplicity of the implementation of the method on parallel computer archi­
tectures. 
However, in the sequel we use a defect-correction step to improve the accuracy of the 
pressure where Auh is approximated by forward/backward finite differences, based on 
the already computed u/i. 
We repeat then the discretization error procedure without neglecting the latter term. The 
corresponding error estimates differ from the previous ones only in the term associated 
with the constant C5, namely, 
Huz-Uhll? <; Cih2 + C2-h
4
 + C3ah
2
 + C4H
4
 + C5ah
2
 (10.29) 
and 
\\Pi-Ph\\i * с Д ь 2 + С2-Ъі
4
 + С3Н
2
 + сД>і4 + С5Ь
2
. 
σ σ σ
 (10.30) 
The latter shows that if we solve the discrete version of the system in (10.16) with a right-
hand side where the boundary value integral term is neglected and, afterwards, we per­
form one defect-correction step adding to the right-hand side, say, a finite difference ap­
proximation of the term £ n binan ^ (u · n)q based on the already computed velocity, we 
can improve the accuracy of p. Furthermore, it can de seen from the first two terms in 
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Figure 10.3: Contour lines for the pressure. The boundary term Σ η fr tn8n(^u · n ) P * s 
computed using the exact solution of u. 
(10.30) that for the defect-correction step the value of σ can be chosen bigger than be­
fore. 
Figures 10.3,10.4 and 10.5 show the idea of performing a defect-correction step. For 
the purpose of illustration only we have computed the boundary term Σ η $т
к
тп A(u • n)q 
using the exact solution of Problem 6 and second order finite differences. The pressure 
behavior is then satisfactory, as Figure 10.3 shows. Figure 10.4 shows the computed pres­
sure if the boundary term is neglected and in Figure 10.5 the improvement in the pres­
sure can be seen as a result of one defect-correction step, when the system is solved again 
adding an approximation of the boundary term computed from the already found velocity. 
Note that h in these examples is not very small. 
Considerations about the rate of convergence 
The solution procedure for the Stokes problem used in the present study is based on a 
discrete system of the form (10.5), obtained using piecewise linear finite element approx­
imations for u and ρ and a stabilization of the form (10.15). First the pressure variable is 
computed using an iterative solution method to solve the Schur complement system 
(BT[A]~1B + aC)ph = -G - Ρ + Βτ[Α]-1ΐ 
and then the velocity variable is recovered as 
Uh = F -U]- I ßPh. 
To simplify the following considerations, we choose the standard unpreconditioned con-
jugate gradient method for solving the Schur complement system, referred to as an outer 
CHAPTER 10. THE STOKES PROBLEM 191 
CG Iter =36. hO 03226. (1=0001041 
Exact pressure - · -, computed ρπαυπ. 
Figure 10.4: Contour lines for the pressure. The boundary term Ση £г
к
пэп(Ди · n ) 4 i s 
neglected. 
Cantra».Ιι=Ο03226 OnO001041 
5 10 IS 20 25 30 
Defect-ceiitction Exactprcssuie ---,computedpressine 
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solution method. The notation [A]'1 stands for replacing one action of the exact A'1 by 
another (inner) iterative solution method, in our case the short AMLI solution method, de­
scribed in Chapter 4. 
As formulas (10.27) - (10.30) indicate, the choice of the regularization parameter σ, 
related to h, influences the accuracy of the numerically computed velocity and pressure. 
Also, the value of σ influences the rate of convergence of the outer solver applied to the 
Schur complement matrix 5 = ΒτΑ~λΒ + aC. In our case S is symmetric positive semidef­
inite and the rate of convergence of the conjugate gradient method depends on the effec­
tive condition number, defined as the ratio of the largest eigenvalue of S to the smallest 
nonzero eigenvalue. To see how the relations between σ and h affect the effective condi­
tion number of 5, we use some results derived in [211]. The matrix BTA~lB can be viewed 
as a discretization of the differential operator (-Д) - 1 V, which behaves as the identity 
operator and, therefore, the condition number of this matrix is independent of h. The 
latter is shown, for example, in [203] and in [216], for any compatible finite element. In 
order to assure similar properties for the spectral condition number of S for noncompat-
ible finite element pairs, one has to show that there exist σο, independent of h, such that 
for all σ > σο there holds 
y2 s № ^ σ Ο ρ s f 2 f o r a l l e p h 
and у, Γ are constants, also independent of h. Here, Mp is the pressure mass matrix, which 
is symmetric positive definite and has itself a condition number, independent of h. Let x0 
denote the condition number of Mp and y be the lower bound in the LBB-condition, cor­
responding to the Mini-element. Then, for two-dimensional problems from [211] (Result 
5.1) we obtain 
(2 + 36Ä) 
*< s > s / яп ¿ л ? *o. (10.32) 
№)' min 
It is clear from the latter inequality that for any σ = О (h2) the effective condition number 
of S, χ (S), is independent of h. This is also confirmed by the constant number of iterations 
needed for the outer CG method to converge (cf. Section 10.4). We also see that if σ < 
h2/80 the condition number starts growing. Estimate (10.32) holds if the inner systems 
are solved exactly. In [211 ], an estimate of the rate of convergence when the inner system 
is solved by some iterative procedure is also derived. To this end, there it is assumed that 
a fixed number of inner iterations are performed within each outer iteration. 
Now it can be seen that the inner-outer iterative scheme we advocate, is optimal with re­
spect to both rate of convergence and computational complexity. Estimate (10.32) shows 
that for σ = О (h2) the outer CG solver converges in a number of steps independent of h. 
The inner solution method is also CG with AMLI preconditioner, which is shown also to 
be optimal. Thus, the inner-outer solution method has a total computational complexity 
proportional to the degrees of freedom (the size of the Schur complement system) and a 
convergence rate, independent of h. However, if we choose, say, σ = О (h) for a defect-
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correction step in order to improve the discretization error for ρ (cf. (10.29) and (10.30)), 
this would destroy the optimal convergence rate of the outer method. 
10.4 Numerical experiments 
The Stokes equations (10.1) - (10.3) in R2 read as follows: 
-&u + p
x
 = f\(x,y) ίηΩ 
-Av + py = f2(x,y) ϊηΩ 
u
x
 + Vy = 0 іпП (10.33) 
u{x,y)\m = 9\(x,y) 
v{x,y)\da = вЛх,У) 
Let η = (0,1 )2 be the unit square. For the purposes of the study we consider the following 
two test problems. 
PROBLEM 6 The exact solution of (10.33) is chosen to be u(x,y) = x3 + хг - 2xy + x, 
v(x,y) = -3x2y + y2 - 2xy - у and p(x,y) = x2 + y2. The functions f\ and /2, and 
the boundary conditions are computed correspondingly. 
PROBLEM 7 (The driven cavity flow problem) In this case /ι, /2, g\ and g2 are zero, except 
gi(x.l) = l. 
The stopping criteria for the outer (unpreconditioned) CG method and for the inner 
(AMLI preconditioned) CG method are, respectively, 
£ГЕІ <
 10-и £І^£ і < 10-» 
rjri r[M-!ri 
where Γι and r¿ are correspondingly the initial and the current computed residuals. A 
short-length version of the AMU preconditioner is used and the systems on the coarsest 
level are solved by a diagonally preconditioned CG method with a stopping criterion 
î ^ < 1 0 - . 
ríD-!r, 
Figures 10.6, 10.7 and 10.8 show the behavior of the computed pressure first, com-
puted neglecting the boundary term in the right-hand side of (10.16) and then after one 
and two defect-correction steps. Table 10.1 shows the accuracy of the computed velocity 
components and pressure for Problem 6. In Table 10.2, the iteration counts for differ-
ent sizes of the Schur complement system 5 are shown. Tables 10.3,10.4 and 10.5 show 
the performance of the method on the CM-200 with 256 processors and the CM-5 with 
32 and 64 nodes. There are two different times shown in the tables. The one in the nu-
merator is the elapsed time and that in the denominator is the busy time. No efforts have 
been spent to tune the CM-Fortran implementation for the CM-200 and the CM-5. Opti-
mizing options of the compiler have not been used either. Furthermore, the cmprof i 1 e 
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compile option has been active. It slows down somewhat the execution of the program 
and partly explains the difference between elapsed and busy time. The numerical algo­
rithm was originally implemented on the CM-200 and then ported to the CM-5. The only 
difference between the implementations for the CM-200 and the CM-5 is the following: 
the communications on the CM-200 are done by calling the CMSSL communication routine 
pshift, which performs several (in our case, four) simultaneous communications, using 
the communication network of the CM-200 efficiently. An illustration of using pshi ft is 
the following CM-Fortran code: 
call pshift(4ipset0(deg),ier, 
> CMSSL_E0SHIFT_0,xn,x,2, dist, 
> CMS5L_E0SHIFT_Q,xs,x,2,-dist, 
> CMSSL_EOSHIFT_0,xe,x,l, d i s t , 
> CMSSL_EOSHIFT_0,xw,x,l,-dist) 
On the CM-5 the call to pshi f t is replaced by four calls to the intrinsic communication 
functions eoshi ft, equivalent to the action of one pshi ft: 
xn = eoshift(x,2, d i s t ) 
xs - eoshi f t (x,2,-dis t ) 
xe = eoshi f t (x , l , d i s t ) 
xw « e o s h i f t ( x , l , - d i s t ) 
The major observation in Tables 10.3,10.4 and 10.5 is that the total solution time in­
creases at most four times when increasing the number of unknowns four times. An in­
crease proportional to the increase of the number of unknowns is observed for the time 
needed for solving one system with the inner preconditioned CG method. We also see that 
the total communication time increases about three times on the CM-200 and essentially 
doubles on the CM-5, i.e., it increases less than the order of increase of the unknowns. This 
shows that the chosen solution method parallelizes well on distributed memory machines 
and confirms that the short AMLI preconditioner is to be recommended when precondi­
tioned iterative methods are to be implemented for large parallel computations. 
As already described, during each outer iteration, two systems with discrete Laplacian 
matrices are solved. Then, a logical question arises is it worth solving such systems with 
an AMLI preconditioned CG method. Tables 10.3,10.6 and 10.7 illustrate the effect of us­
ing a diagonally preconditioned CG method as an inner solver instead of a CG method with 
a short length AMLI preconditioner. As can be seen, no improvement of the performance 
results are achieved on either of the machines and the reason for this are the many inner 
CG iteration required during each outer iteration. 
Figures 10.9, 10.10 and 10.11 illustrate the solution of the lid driven cavity problem 
(Problem 7). The stream function φ(χ,γ) is computed by solving the additional problem 
. dv du . _. 
-Αψ = - T - + - - m Ω, 
дх Ъу 
ψ = о on an. 
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Figure 10.7: Contour lines for the pressure after one defect-correction step. 
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MJ.OOTfett 
Figure 10.8: Contour lines for the pressure after two defect-correction steps. 
The boundary term containing Au is neglected 
Grid 
642 
1282 
2562 
5122 
10242 
h 
1.58710-2 
7.78410-3 
3.922 IO"3 
1.95710-3 
9.775 IO"4 
110-uil. 
1.91110-3 
4.709 IO"4 
1.171 IO"4 
2.924 IO"5 
8.035 IO"6 
llv-vll. 
1.25010-3 
3.154 IO-4 
7.940 IO"5 
1.988 IO"5 
5.154 IO"6 
Hp-plL 
0.201 
9.97010-2 
5.041 IO"2 
2.58710-2 
1.35810-2 
IIP-PIIL, 
2.246102 
7.808 IO3 
2.572 IO3 
8.662 IO4 
2.976 IO4 
Grid 
64* 
1282 
256z 
5122 
10242 
After one defect-correction 
h 
1.58710-2 
7.784 IO"3 
3.92210-3 
1.95710-3 
9.775 IO"4 
llü-uil. 
1.20610-3 
3.001 IO"3 
7.497 IO"5 
1.863 IO"5 
5.504 IO"6 
llv-v|L 
1.008 IO"3 
2.557 IO"4 
6.468 IO"5 
1.646 IO"5 
4.560 IO"6 
step: 
Hp-plL 
0.108 
5.33510-2 
2.63810-2 
1.30010-2 
8.24010-3 
Hp - pili, 
1.579102 
5.210 IO3 
1.744 IO3 
5.931 IO4 
2.054 IO4 
Grid 
642 
1282 
2562 
5122 
After two defect-correction steps: 
h 
1.58710-2 
7.784 Ю- 3 
3.92210-3 
1.95710-3 
llü-uil. 
6.968 IO"4 
1.76910-" 
4.461 IO"5 
1.097 IO"5 
llv-vIL 
9.464 IO"4 
2.408 IO"4 
6.103 IO"5 
1.582 IO"5 
Hp-plL 
8.25910-2 
4.24010-2 
2.15110-2 
1.07810-2 
II?-Pili, 
1.112102 
3.705 IO3 
1.248 IO3 
4.262 10" 
Table 10.1: Problem 6:Accuracy of the computed solution (tí* = h2). 
CHAPTER 10. THE STOKES PROBLEM 197 
Grid 
64* 
1282 
2562 
5122 
10242 
Coarsest 
level No. 
(total no. 
of levels) 
8(12) 
10(14) 
12(16) 
12(18) 
14(18) 
Problem 6 
outer 
CG 
iter. 
28 
26 
26 
26 
26 
inner 
PCG 
iter. 
8 
8 
8 
10 
11 
Problem 7 
outer 
CG 
iter. 
29 
30 
30 
30 
30 
inner 
PCG 
iter. 
8 
8 
8 
10 
11 
Problem 6 
outer 
CG 
iter. 
28 
27 
27 
28 
29 
inner 
CG iter. 
min/max 
160/169 
319/329 
625/672 
1233/1363 
2361/2558 
Table 10.2: Iteration counts (σ = h2). 
Grid 
642 
1282 
2562 
5122 
Total 
solution 
time 
35.96 
22.26 
50.40 
32.68 
182.08 
91.70 
656.31 
346.36 
Time for PCG (AMU) 
total 
31.38 
21.41 
46.05 
31.27 
175.69 
88.46 
645.59 
337.60 
per run 
0.52 
0.36 
0.82 
0.56 
3.14 
1.64 
11.53 
6.03 
Total 
communication 
time 
9.00 
7.08 
14.63 
12.22 
36.13 
33.84 
117.24 
114.13 
Table 10.3: Problem 6: Performance results on the CM-200 (σ = h2). 
Grid 
642 
1282 
2562 
5122 
Total 
solution 
time 
56.21 
26.97 
78.25 
40.43 
151.01 
86.90 
337.20 
238.08 
Time for PCG (AMLI) 
total 
53.98 
26.37 
76.08 
39.81 
147.77 
85.80 
332.73 
235.53 
per run 
0.900 
0.440 
1.36 
0.71 
2.64 
1.53 
5.94 
4.21 
Total 
communication 
time 
21.80 
14.05 
32.78 
21.51 
64.28 
43.96 
130.28 
103.40 
Table 10.4: Problem 6: Performance results on the CM-5 (32 nodes) (σ = h2). 
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Grid 
64 2 
1282 
256 2 
5122 
10242 
Total 
solution 
time 
54.62 
26.15 
86.42 
39.24 
131.86 
71.14 
254.88 
164.40 
611.42 
460.15 
Time for PCG (AMU) 
total 
52.08 
25.56 
84.19 
38.67 
129.40 
70.27 
251.50 
160.72 
605.35 
455.67 
per run 
0.87 
0.43 
1.50 
0.69 
2.31 
1.31 
4.49 
2.87 
10.81 
8.14 
Total 
communication 
time 
21.01 
13.52 
32.36 
20.61 
57.17 
38.06 
106.18 
79.98 
240.32 
196.51 
Table 10.5: Problem 6: Performance results on the CM-5 (64 nodes) (σ = /ι2). 
Grid 
64 2 
1282 
256 2 
5122 
Total 
solution 
time 
46.60 
37.41 
124.06 
115.29 
530.93 
505.97 
2983.37 
2929.58 
Time for PCG (diag.) 
total 
43.64 
36.56 
120.47 
113.94 
525.75 
503.05 
2972.05 
2921.22 
per run 
0.73 
0.61 
2.08 
1.96 
9.07 
8.67 
49.53 
48.69 
Total 
communication 
time 
35.64 
31.40 
96.23 
93.65 
387.71 
382.17 
2031.87 
2025.70 
Table 10.6: Problem 6: Performance results on the CM-200 when a diagonally precondi­
tioned CG method is used as an inner solver (σ = h2). 
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Grid 
64 2 
1282 
256 2 
512 2 
10242 
Total 
solution 
time 
49.32 
31.98 
92.17 
63.51 
226.86 
179.13 
840.74 
712.36 
4283.87 
3923.25 
Time for PCG (diag.) 
total 
47.03 
31.38 
92.17 
62.51 
224.19 
178.23 
837.51 
710.56 
4277.03 
3918.27 
per run 
0.78 
0.52 
1.55 
1.08 
3.87 
3.07 
14.01 
11.84 
68.98 
63.20 
Total 
communication 
time 
32.95 
26.71 
62.33 
50.50 
161.81 
136.56 
542.87 
470.24 
2361.86 
2181.40 
Table 10.7: Problem 6: Performance results on the CM-5 (64 nodes) when a diagonally 
preconditioned CG method is used as an inner solver (σ = h2). 
The part of the numerical experiments concerning the stream function has only illustra­
tive purposes. The computation of the derivatives of u and ν, and of ψ is done in MATLAB, 
after approximations of the velocity components have been found. The stream function 
is computed using standard unpreconditioned conjugate gradient method. 
10.5 Conclusions 
In this study the Stokes problem is solved using a regularization procedure, based on 
a consistent reformulation of the original problem. Equal order finite elements, namely 
piecewise linears, are used for the approximation of both velocity and pressure variables. 
In order to improve the accuracy of the pressure calculations and to diminish the os­
cillations observed in the pressure field, a defect-correction step is applied. The expected 
improvements in the computed presure field are shown experimentally. 
The aspects of implementing the solution method on parallel computers are em­
phasized. The most important outcome of this work is that the proposed inner-outer 
iterations-type procedure with AMLI preconditioning for the inner phase is an optimal, 
efficient and scalable solution method on massively parallel computer architectures. The 
latter is demonstrated by various numerical experiments on the CM-200 and the CM-5. 
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Figure 10.9: Problem 7: The velocity field (h = 1/31, σ = h2). 
Figure 10.10: Problem 7: The pressure contour lines (h = 1/31, σ = h2). 
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Figure 10.11: Problem 7: The stream function contour lines (h = 1/31, σ = h2). 
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Chapter 11 
On application of the AMLI method for 
convection-diffusion problems with 
potential velocity field 
An extended abstract is published in S.M. Markov (ed.) Proceedings of the International Conference 
on Scientific Computing and Mathematical Modelling, Sozopol, Bulgaria, September 14-18, 1993. 
DATECS Publishing, Sofia, 1993, 55-58. 
0. Axelsson, K. Georgiev and M. Neytcheva 
ABSTRACT: Convection-dominated convection-diffusion problems with potential vector 
fields are considered. For such vector fields the differential operator can be symmetrized 
by a certain exponential transformation. The corresponding discrete problem is solved 
iteratively using the preconditioned conjugate gradient method and the preconditioning 
matrix is constructed by an algebraic multilevel iteration technique. Numerical results are 
included. 
KEY WORDS Convection-diffusion problems, Exponential fitting, Finite-difference ap-
proximation, Algebraic Multilevel Iteration method. 
11.1 Introduction 
Consider the following convection-diffusion problem 
£eu=-Eàu +vVu =/(х)деП, (11.1) 
where Ω e R2 is a bounded domain with a boundary 9Ω and assume that the flow is po­
tential, i.e., its velocity field v(x) = [vi (x), v 2(x)] 7 is a gradient of a velocity potential φ, 
203 
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such that 
= ф. (11.2) 
Such a flow is referred to as irrotational because the so-called vorticity, defined as ω = 
д і dv2 . 
•= =-=• is zero. 
oy ox 
There are different physical phenomena which can be modelled as convection-
diffusion problems with a potential velocity field. For example, (11.1), (11.2) is used for 
mathematical modelling of semiconductor device simulations (cf. [223] and [232]), con­
centration of air and groundwater pollutants (cf. [236]), steady state convection and diffu­
sion of a liquid (cf. [225]). In semiconductor device applications the function φ represents 
the electric potential after a certain scaling, and ue~* is the concentration of the positive 
charges. Under certain relations between the permeability and the viscosity, the concen­
tration equation for the invading flow in porous media can be also modelled by (11.1), 
(11.2). In this case φ is the corresponding pressure (see, for example [226]). 
Thus, it is of interest to consider efficient numerical methods to solve problems of the 
class (11.1), (11.2). 
The parameter ε in (11.1) is positive but may be small. When ε — 0, the convection 
term dominates and (11.1) can be seen as a singularly perturbed convection problem with 
perturbation parameter ε. The solutions of problems of the considered type are charac­
terized by different kinds of layers which depend on the boundary conditions as well as 
on the velocity field v. The layers are of two types - boundary or interior layers. As is 
known, interior layers are of width О ( -Ji) and layers along the outflow boundaries are of 
width Ο (ε) (see [224]). 
The numerical solution of problem (11.1) raises two major questions: (1) what is the 
accuracy of the computed discrete solution, and (2), is the approximation scheme stable 
with respect to the problem and discretization parameters. 
It is well known that when convection-diffusion problems with boundary or interior 
layers are discretized using the central difference method or the finite element method (in 
its classical formulation), the numerical solution is polluted with oscillations. The reason 
for the latter is than the corresponding difference operator is, in general, not monotone 
(cf. [234], [230], [221]). An alternative approach is to approximate the first derivatives in 
(11.1) using some upwind technique or using the essentially equivalent artificial diffusion 
(as in [233], [222], [231], for example). One then obtains a monotone operator and no more 
oscillations occur in the numerically computed solution. The price to be paid for this, 
however, is the lower accuracy of the approximation scheme (only 0(h) as ε - 0), and 
smearing out of the boundary layers. In addition, the arising matrices are nonsymmetric. 
The streamline upwind scheme (cf. [231]) has somewhat higher order of accuracy and 
less smearing but requires more involved numerical integration when forming the finite 
element stiffness matrix. 
In this presentation we illustrate that problems of the type (11.1), (11.2) can be first 
symmetrized and then solved iteratively by, say, a preconditioned conjugate gradient 
(PCG) method with an optimal order preconditioner, constructed using algebraic multi­
level iteration (AMLI) methods. The possibility to transform the differential operator to 
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a selfadjoint one allows the use of finite difference approximations of central difference 
type which lead to a monotone and symmetric difference operator of second order of ac­
curacy (for fixed ε). 
The rest of the presentation is organized as follows. The formulation of the problem is 
given in Section 11.2. Some discretization aspects are discussed, and a number of proper­
ties of the arising systems of linear equations are described. In Section 11.3 a discretiza­
tion error analysis is presented. Section 11.4 contains various numerical experiments and 
some conclusions are given in Section 11.5. 
11.2 Symmetrization of the differential operator and discretization 
of the problem 
Consider the stationary convection-diffusion problem (11.1) with boundary conditions 
du 
и = gì опГЬ, j ^ = д
г
 опГд,, (11.3) 
where 3Ω = Го и Г^  and η is the outward pointing unit normal vector on r
w
. We assume 
thatrDnr)v = {0} andrp * 0, and that the functions f,g\ and #2 are sufficiently smooth 
in Ω. The parameter ε > 0 is small. 
Let the velocity field ν = [ \, г]т be a potential field, i.e., let there exist a potential 
function ф(х,у) such that 
Э
Ф ЭФ .. 
1 =
 37 , 2 = Э^ U-e- = ф). 
Multiplying both sides in (11.1) by c - I e " < we transform the differential operator £c to a 
selfadjoint one: 
ь--[я№Н{г,Ш-г'г''*·»=*->·
 (I1„ 
Such a transformation is called an exponential fitting (see, for example, [223]). 
From now on we will consider the differential equation (11.4) with boundary conditions 
(11.3). 
We discretize now the continuous problem (11.4), (11.3) using the following formulas 
of central difference type. Denote by ΩΗ = {P
uj = (xx,y}), x, = ih, y3 = jh;i,j = 
1,2,.... N] an equidistant mesh with a meshsize parameter. Then, for all the meshpoints 
PtJ 6 Ω/, we let: 
гэг Ie ' âïJL • s? г ' ( U i + u " U i j ) + e '(Uij ~ u - u ) J
 (11 5) 
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and 
( Ъ ( _іЗгЛ\ 1 Г !УІІ *J±1 Л 
6) 
where </>i±jj = Ф(ХІ ± f.j'j) and ф ^ ± ' = Ф(ХІ.УІ ± §)· The meshpotnts on the Neu­
mann part of the boundary IN are approximated using an analogous difference scheme. 
For example, the formulas for the points P¿,i take the form 
ι Γ í í ik *jzL· 1 
ιτττ -e~ · (ítí+i.i - ií¡,i) + e · (w¿,, - щ-ι,ι) 
2 h
 Ι
 φ
 -I (11.7) 
- p e · (Uij+2-Ui,i). 
The scheme is symmetric and has a second order of accuracy. 
Denote by Lh the finite difference operator obtained after discretizing (11.4). It is easy 
to see that Lh is a difference operator of positive type. Moreover, it is of strongly positive 
type if ГЬ Ψ 0 , which we have assumed. Therefore, I/, is monotone, i.e., LhU > 0 in Oh 
implies u > 0 in ΩΗ· 
Using (11.5), (11.6) and (11.7), after the boundary conditions (11.3) are taken into ac­
count, we arrive at the following system of linear equations to be solved 
Au = f. (11.8) 
Since the special Neumann boundary condition approximation (11.7) is used, the matrix 
A is symmetric and, thus, it has a real spectrum. Next, we state the most important (for 
our purposes) properties of the matrix A. The proofs are standard. 
LEMMA 11.2.1 (a) The matrix A is symmetric and positive definite, 
(b) The matrix A is irreducibly diagonally dominant. 
Note that in order to obtain an irreducibly diagonally dominant matrix A we need only one 
point of the boundary where a Dirichlet boundary condition is imposed- Thus, the finite 
difference matrix A, obtained from the discretization of the transformed equation (11,4) 
by formulas (11.5), (11.6) and (11.7), is symmetric positive definite (s.p.d.) and monotone 
(i.e., Λ is an s.p.d. Ζ-matrix). 
Note that for small values of ε, the ratio of entries of A can become arbitrarily large 
which reflects the condition number x(A) = 4auut. This situation can be somewhat im-
"min 
proved by a diagonal scaling of A. Let D = diagia^l.a^ a"·,), where a«, i = 
1,2,..., η are the diagonal entries of the original matrix A. Since ац > 0 the matrix D 
has positive entries. Hence, in practice, instead of A, we can use С = DÌ ДО г. Clearly, 
because of the above congruence transformation, С and A have the same number of posi­
tive, negative and zero eigenvalues, i.e., the matrix С has also real and positive eigenvalues. 
At the same time, we expect that the tremendous differences in the values of the entries of 
the matrix A will be reduced considerably. However, one must be aware of the fact that for 
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some values of ε the congruence transformation may destroy the diagonal dominance of 
the original matrix A and the latter may influence the construction of the preconditioning 
matrix. 
11.3 Error estimates 
Let u be the exact solution of (11.4) and UH be the corresponding discrete solution. For 
the discretization error analysis we use the classical technique of finding a suitable barrier 
function w such that the discretization error eh = u - Uh is then estimated in terms of 
a bound of the inverse of the discrete operator Lh, the maximum of the barrier function, 
and the truncation error тн, corresponding to the approximation scheme. The following 
Barrier Lemma states the basic theoretical result, used to derive the error estimates. 
LEMMA 11.3.1 (BARRIER LEMMA) Let Lh be a linear and monotone difference operator on 
Ω», and assume that there exists a barrier function w such that Lww > 0 V(x,y) e Ω»,, 
Then for every function и defined on Qh, there holds 
Suppose than a barrier function w for Lh has been found. Consider now the modified 
difference operator 
¿h = Lh-
Lhw 
Obviously LhW = 1. Then, since Іьбь, = Lh(u - Uh) = -r-^-, where т^ = І^еь. is the 
Lhw Lhw 
corresponding truncation error, we get from (11.9) that 
Th 
Henil. £ llwll Lhw 
(11.10) 
Next, we briefly show that under reasonable assumptions the potential function φ is a 
barrier function of Lh and derive an estimate for the corresponding relative truncation 
error . Then, an estimation for the discretization error follows automatically from 
LhW 
(11.10). 
To simplify the notations, let p(x,y) = e~*(x>°/£ and then split the difference opera­
tor Lh = Lh
x)
 + Lh
y\ where Lh
x)
 and Lh
y)
 contain the terms after discretization of (pu
x
)
x 
and {puy)y respectively. Further, we rewrite Ι κ φ
υ
 as 
Llx)<t>ij = e- [ -Φι+hj + 2</>t,J - Φί-ÌJ 
+ і ( 1 - в - е Ф , ( & . У . ) ) » ' ^ - Ф . > / ( 1 1 1 1 ) 
h V ι h 
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which holds for some ξι e (xt, x l + i) and ξ2 e (x^\, Χι)· 
Assume now that φ is smooth and \ф
х
\ г С > 0, where С is some constant. We ob­
serve that the second and third terms in the square brackets m (11.11) are always positive, 
independently of the sign of ф
х
 If the ratio — = О ( 1 ) or — з> 1 then the value of Lhx) фг0 
is dominated by one of these two terms, which means that Ь
н
х)
Фи > 0. If — <к 1 then the 
sign of Ih*)(Kj might depend on the first term in the square brackets.To handle such a sit-
uanon we will assume that — ф
х
 » ф
хх
, and agam Lh
x
^ltJ > 0. In particular, this holds 
if φ is convex. Similar assumpnons can be made for Lh
y)
. Finally, if there exist turning 
points of the flow field, (i.e., points, where both φ
χ
 = ф
у
 = 0) we assume that under the 
above conditions φ is convex in a small neighborhood of the turning point. Lh
y
 </>,J can 
be analyzed in a similar way. Thus, under the above conditions, the potential function φ 
is a barrier function for Lh-
Tu 
Consider now the relative truncation error -¡—r- Under the assumptions that φ is suf-
ficiently continuously differentiable, we have 
4"u - (pu
x
)
x
 = hV^ [ £ + £ + J ] , (11 12) 
where C(, ι = 1,2,3 are some constants, mdependent of h and ε. The result for Lh
y)
 is 
analogous. Under the same assumptions, needed to show that φ is a barrier function, 
and from relations (11.9), (11.10) we can conclude that the truncation error is essentially 
0(h 2 f " 3 ) . 
The above shows that for any fixed ε, Th = 0(h2) but when ε — 0 the second order 
of accuracy of the scheme with respect to h is no longer valid, which is somewhat dis­
couraging. The numerical tests indicate, however, that the latter effect is not so much 
pronounced. One explanation of this is that there is a relation between the exponennal 
transformation method and the Allan-Southwell-ΙΓιη difference schemes (see [228]) which 
is exact under certam conditions, so one can expect that it can show particularly high ac­
curacy compared to other scheme's for certain ranges of h 
Without gomg into details we underline the ability of the considered schemes to model 
layer behavior m the solution accurately without using an excessively fine mesh. It is clear 
from Figure 11.4 that this can be achieved with quite coarse grids. 
11.4 Numerical solution scheme and experiments 
The test problem chosen to demonstrate the behavior of the method, is the differential 
equation (11.1) m Ω Ξ [0, l ] 2 with boundary 3Ω = Π и I¿ и Γ3 и U (see Figure 11.1). 
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PROBLEM 8 Let f(x,y) = 0 and the boundary conditions be: 
u ι
 и Г ) = (1 - x ) ( l - y) [arctan (y(± - ^/x2 + y2)) - arctan (y(i - Л ) ] . 
( V u • η ) ι = 0. 
PROBLEM 9 The function ƒ (χ, y) and boundary conditions are chosen so that the function 
(1 - x)( l - y) [arctan(y( | - д/х2 + У2)) - arctan ( y ( | - V2~)] 
is the exact solution of (11.1). 
Here ε and y are positive and ε is small. As is seen, the parameter y determines the decliv­
ity of an additional layer at a quarter of a circle with a center at the origin and a radius of 
1/2. The slope of this layer is of order 1/y and it becomes significant already for y = 10. 
The potential function is chosen to be φ(χ, y) = - 3 ( 1 - χ ) 3 + j (1 - y)3 which corresponds 
to a flow held shown m Figure 11.1. The components of the velocity vector ν = [ \, г]т 
and the second derivatives of φ are found to be 
vi = Φχ = (1 - x) 2 > 0, φ
χχ
 = -2(1 - x ) < 0, V(x,y) e Ω, 
г
 = Фу = - d - У)2 < 0, ф
У
у = 2(1 - у) > 0, (х,у) e Ω. 
The linear system of equations obtained 
after discretization of the above test prob­
lems is solved by a preconditioned conju­
gate gradient (PCG) method and the precon-
ditioner is constructed usmg the AMLI al­
gorithm, described m Chapter 4. As men­
tioned m Section 11.4, A is a Stieltjes matrix 
and the AMLI preconditioner is straightfor­
wardly applicable. Smce the construction of 
the AMLI preconditioner is done exactly as it 
is described in Chapter 4, we do not describe 
it here. We only repeat that μ denotes the 
number of consecutive levels where a poly­
nomial of degree one is used m the construc­
tion of the preconditioner and ν > 1 on each 
(μ + l)th level. For a proper combination of 
values of μ and ν the preconditioner is spec­
trally equivalent to the matrix A and has an optimal order of computational complexity. 
The full-length AMLI preconditioner is used. Recursive red-black ordering of the node-
points and elimination of the red ones on each level is performed The ordering strategy 
determines the total number of levels as a function of the number of meshpomts (un­
knowns). In all tests, a diagonal matrix is used as an approximation of the inverse of 
д
(к+і) 
A l l · 
Figure 11.1: The flow field. 
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The stopping criterion for the PCG is absolute, namely, г,М_Іг, < I O 1 2 . The listed av-
erage reduction factor is measured as arf = ( ^M.,Tt' 1 , where Γι and rt are, respectively, 
the initial and the last residuals calculated according to the halting criterion and i is the 
total number of iterations. 
For small values of ε, instead of Ли = f, the scaled equation Ш AD*u = IH f is con­
sidered (u = D~'ü). 
All the tests are run on an IBM RS/6000 workstation (33 MHz). 
Various results with different choices of the test problem parameters ε, у, the dis­
cretization parameter h as well as of the solution method parameters ν, μ are performed. 
The results in Tables 11.1 and 11.2 show that for not very small values of ε the combina­
tions {μ,ν} = {1,2} or {μ, ν} = {1,3} is optimal with respect to both rate of convergence, 
measured by the number of iterations, needed for the PCG method to converge, and com­
putational cost, measured by the CPU time used to perform the iterations. Combinations 
{μ, ν} = {1,1} and {μ,ν} = {0,3} do not lead to an optimal preconditioner, which is 
also observed in the tables. Table 11.3 indicates, however, that even for {μ, ν] = {1,2} or 
{1,3}, for small values of ε the number of iterations grows with the number of unknowns. 
This effect can be explained by the reciprocal action of two factors. On one side, the en­
tries of the matrix A, which are of the form er "v may become extremely small. Since the 
preconditioner M is constructed subject to κ(Μ-1Λ) = 0(1), some of the entries of M"1 
might become extremely large. That is why, independently of the initial guess, the norm 
of the first residual in PCG is also very large; for ε = 0.001 it reaches 10140 order of magni­
tude (for comparison, the range of values which can be represented in doubl e ρ reci si on 
data type, used in the program implementation, is 2.22510"308 —1.79810+ 3 0 8). On the 
other side is the absolute stopping criterion, thus, the smaller ε is, the more iterations 
are needed for the method to reduce the norm of the initial residual. Still, the method 
converges quite fast and the enormous norm of the first residual is reduced within a few 
iterations to a value in the range 10~12 - 1 0 - 1 5 . This is also the explanation for the excep­
tionally small average reduction factors (see Table 11.3). An an illustration of this phe­
nomenon, the convergence history of the PCG method, corresponding to the solution in 
Figure 11.2, is shown in Figure 11.3. 
In Figure 11.2, a graph of the discrete solution of Problem 8 is shown, computed for 
ε = 0.001, y = 50 and h = 0.03125. We note here that, in order to check numerically 
how well such a layer is resolved, we need a certain connection between h and y, namely 
h y2 = 0(1). As expected, for such a small value of ε the convective terms are dominating 
and the solution follows essentially the characteristic lines of the flow field (cf. Figure 
11.1). 
Figure 11.4 illustrates the effect of smearing of the internal layer. As is seen, there 
is some smearing, but it is within acceptable bounds. The comparison between the exact 
and the iterative solution is done on the line y = χ. 
Table 11.4 contains some results of the numerical solution of Problem 9 (page 208), 
where in additional the iterative solution can be compared with the exact one. As is ob­
served, the accuracy of the scheme reduces from 0(h2) to O(h) when ε is decreased. 
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ε = 0.5 
a) 1 5 x 1 6 g r i d / 7 levels 
Ц 
1 
1 
1 
0 
V 
1 
2 
3 
3 
No. of 
iter. 
10 
7 
4 
3 
arf 
0.19352 
0.08462 
0.01787 
0.00499 
CPU time 
in sec. 
0.04 
0.03 
0.03 
0.07 
b ) 3 1 χ 32 grid / 9 levels 
μ 
1 
1 
1 
0 
V 
1 
2 
3 
3 
No. of 
iter. 
12 
8 
4 
3 
arf 
0.26929 
0.11044 
0.02023 
0.00534 
CPU time 
in sec. 
0.14 
0.13 
0.13 
0.63 
c) 6 3 x 6 4 grid/11 levels 
μ 
1 
1 
1 
0 
V 
1 
2 
3 
3 
No. of 
iter. 
15 
10 
5 
4 
arf 
0.34331 
0.18173 
0.02891 
0.01169 
CPU time 
in sec. 
0.59 
0.70 
0.68 
7.22 
c) 1 2 7 x 1 2 8 grid/13 levels 
Ц 
1 
1 
1 
0 
V 
1 
2 
3 
3 
No. of 
iter. 
19 
9 
5 
3 
arf 
0.41366 
0.14521 
0.02106 
0.00260 
CPU time 
in sec. 
2.95 
2.67 
3.04 
50.49 
ε = 0.0312 
a) 15 χ 16 grid / 7 levels 
μ 
1 
1 
1 
0 
V 
1 
2 
3 
3 
No. of 
iter. 
9 
7 
5 
4 
arf 
0.10794 
0.05260 
0.01174 
0.00416 
CPU time 
msec . 
0.03 
0.03 
0.03 
0.08 
b)31 χ 32 g r i d / 9 levels 
μ 
1 
1 
1 
0 
V 
1 
2 
3 
3 
No. of 
iter. 
10 
8 
5 
4 
arf 
0.15002 
0.07269 
0.01671 
0.00486 
CPU time 
in sec. 
0.11 
0.13 
0.16 
0.78 
c) 63 χ 64 grid / 1 1 levels 
μ 
1 
1 
1 
0 
V 
1 
2 
3 
3 
No. of 
iter. 
13 
9 
5 
4 
arf 
0.21343 
0.09146 
0.01903 
0.00471 
CPU time 
in sec. 
0.52 
0.63 
0.68 
7.18 
c) 1 2 7 x 1 2 8 grid/13 levels 
μ 
1 
1 
1 
0 
V 
1 
2 
3 
3 
No. of 
iter. 
16 
9 
5 
3 
arf 
0.28570 
0.10729 
0.01930 
0.00484 
CPU time 
in sec. 
2.54 
2.63 
3.06 
63.17 
Table 11.1: Problem 8: y = 2. 
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ε = 0.5 
a) 15 x 16 g r i d / 7 levels 
μ 
1 
1 
1 
0 
V 
1 
2 
3 
3 
No. of 
iter. 
10 
7 
4 
3 
arf 
0.19841 
0.08401 
0.01777 
0.00497 
CPU time 
in sec. 
0.03 
0.03 
0.03 
0.07 
b) 3 1 x 3 2 g r i d / 9 levels 
μ 
1 
1 
1 
0 
V 
1 
2 
3 
3 
No. of 
iter. 
13 
8 
5 
4 
arf 
0.26824 
0.10670 
0.01999 
0.00480 
CPU time 
in sec. 
0.11 
0.13 
0.15 
0.78 
c) 63 χ 64 grid / 1 1 levels 
μ 
1 
1 
1 
0 
V 
1 
2 
3 
3 
No. of 
iter. 
16 
10 
5 
4 
arf 
0.34703 
0.18054 
0.02876 
0.01176 
CPU time 
in sec. 
0.63 
0.69 
0.69 
7.23 
c ) 1 2 7 x 128 grid/13 levels 
μ 
1 
1 
1 
0 
V 
1 
2 
3 
3 
No. of 
iter. 
20 
9 
5 
3 
arf 
0.41643 
0.14497 
0.02075 
0.00354 
CPU time 
in sec. 
3.09 
2.64 
3.04 
50.64 
ε = 0.0312 
a) 15 χ 16 grid / 7 levels 
μ 
1 
1 
1 
0 
V 
1 
2 
3 
3 
No. of 
iter. 
9 
7 
5 
4 
arf 
0.12433 
0.05193 
0.01177 
0.00419 
CPU time 
in sec. 
0.50 
0.03 
0.03 
0.09 
b)31 χ 32 grid / 9 levels 
μ 
1 
1 
1 
0 
V 
1 
2 
3 
3 
No. of 
iter. 
11 
8 
5 
4 
arf 
0.15571 
0.07160 
0.01654 
0.00479 
CPU time 
in sec. 
0.12 
0.12 
0.15 
0.76 
c) 6 3 x 6 4 g r i d / 1 1 levels 
μ 
1 
1 
1 
0 
V 
1 
2 
3 
3 
No. of 
iler. 
13 
9 
5 
4 
arf 
0.21091 
0.08993 
0.01871 
0.00492 
CPU time 
in sec. 
0.54 
0.63 
0.69 
7.23 
c) 1 2 7 x 1 2 8 grid/13 levels 
μ 
1 
1 
1 
0 
V 
1 
2 
3 
3 
No. of 
iter. 
16 
9 
6 
4 
arf 
0.28265 
0.10249 
0.01916 
0.00496 
CPU time 
in sec. 
2.59 
2.66 
3.57 
63.16 
Table 11.2: Problem 8: γ = 50. 
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У = 2 
a) 15 χ 16 grid / 7 levels 
li 
1 
1 
1 
0 
V 
1 
2 
3 
3 
No. of 
iter. 
10 
12 
10 
9 
arf 
0.73 10" 7 
0.50 IO" 6 
0.48 IO" 7 
0.13 ю - 8 
CPU time 
in sec. 
0.04 
0.07 
0.07 
0.18 
b) 31x32 grid/9 levels 
Ц 
1 
1 
1 
0 
V 
1 
2 
3 
3 
No. of 
iter. 
18 
19 
15 
13 
arf 
0.71 IO" 4 
0.12 IO" 3 
0.95 IO" 5 
0.12 IO" 5 
CPU time 
in sec. 
0.16 
0.29 
0.40 
2.15 
с) 63 χ 64 grid /11 levels 
μ 
1 
1 
1 
0 
ν 
1 
2 
3 
3 
No. of 
iter. 
27 
32 
21 
19 
arf 
0.15 IO"* 
0.38 10" 2 
0.15 IO" 3 
0.73 ΙΟ" 4 
CPU time 
in sec. 
1.03 
2.09 
2.54 
29.33 
c) 127x128 grid/13 levels 
μ 
1 
1 
1 
0 
V 
1 
2 
3 
3 
No. of 
iter. 
42 
48 
31 
26 
arf 
0.15 10"1 
0.24 IO" 1 
0.32 IO" 2 
0.92 IO" 3 
CPU time 
in sec. 
6.39 
13.05 
16.25 
340.99 
У = 50 
a) 15 χ 16 grid/7 levels 
μ 
1 
1 
1 
0 
V 
1 
2 
3 
3 
No. of 
iter. 
9 
12 
10 
9 
arf 
0.18 IO" ' 
0.55 IO" 6 
0.54 IO" 7 
0.12 IO" 8 
CPU time 
in sec. 
0.05 
0.05 
0.05 
0.16 
b) 31x32 grid/9 levels 
Ц 
1 
1 
1 
0 
V 
1 
2 
3 
3 
No. of 
iter. 
16 
19 
15 
13 
arf 
0.27 IO" 4 
0.13 IO" 3 
0.95 IO" 5 
0.12 IO" 5 
CPU time 
in sec. 
0.17 
0.28 
0.39 
2.20 
с) 63 χ 64 grid /11 levels 
μ 
1 
1 
1 
0 
ν 
1 
2 
3 
3 
No. of 
iter. 
25 
31 
21 
18 
arf 
0.10 10" 2 
0.39 IO" 2 
0.13 10" 3 
0.68 IO" 4 
CPU time 
in sec. 
0.95 
2.01 
2.51 
27.43 
c) 127x128 grid/13 levels 
μ 
1 
1 
1 
0 
V 
1 
2 
3 
3 
No. of 
iter. 
41 
47 
31 
25 
arf 
0.14 10" 2 
0.24 IO" 1 
0.33 ί ο - 2 
0.86 IO" 3 
CPU time 
in sec. 
6.23 
12.75 
16.23 
328.21 
Table 11.3: Problem 8: ε = 0.001. 
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x=i,y=i 
Figure 11.2: Problem 8. The numerical solution follows the direction of the velocity field: 
ε = 0.001, y = 50, h = 0.03125. 
1«-
i 
fio" 
О 
& 
110* 
_1 I • • 
Figure 11.3: Problem 9: Convergence history of the PCG method for ε = 0.001, γ = 50, 
h = 0.03125. 
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ε 
0.100 
0.050 
0.010 
0.005 
0.001 
h 
0.06250 
0.03125 
0.01563 
0.00781 
0.00391 
0.06250 
0.03125 
0.01563 
0.00781 
0.00391 
0.06250 
0.03125 
0.01563 
0.00781 
0.00391 
0.03125 
0.01563 
0.00781 
0.00391 
0.01563 
0.00781 
0.00391 
h5 
3.90610-3 
9.76610-" 
2.44110-" 
6.10410-5 
1.52610-5 
3.90610-3 
9.76610-" 
2.441 IO"" 
6.10410-5 
1.52610-5 
3.90610-3 
9.76610" 
2.44110-" 
6.10410-5 
1.52610-5 
9.76610-" 
2.441 IO"" 
6.10410-5 
1.52610-5 
2.441 IO"" 
6.10410-5 
1.52610-5 
Iter. 
4 
4 
4 
5 
5 
4 
5 
5 
5 
5 
5 
7 
7 
8 
8 
8 
11 
12 
12 
20 
31 
42 
IIUexact - Uiter lli2 
7.267810-" 
1.873010-" 
4.845910-5 
1.034610-5 
3.231410"6 
3.675210-3 
9.377210-" 
2.358910-5 
5.912610-5 
1.479910-5 
5.032810-2 
1.767610-2 
2.358910-3 
1.969910-3 
3.202410-" 
4.874710-2 
1.702710-2 
4.748910-3 
1.228510-3 
1.038610 1 
6.155610-2 
2.395510-2 
Table 11.4: Problem 9: y = 2, μ = 1, ν = 3. 
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Figure 11 4 Problem 9. Layer resolution for ε = 0 004, γ = 20, h = 0.0156. 
Table 11.5 shows some estimates of the condition number of the matrices Mlk+l)~lA{k+i), 
computed on the basis of the extreme eigenvalues found durmg the construction of the 
AMLI preconditioner. As is seen, they are quite small and this explams the fast rate of 
convergence of the solution method observed m the numerical experiments However, it 
is still an open problem to derive rigorous conditions for optimal rate of convergence or to 
check whether the conditions of Theorem 4 5 1 (page 48) hold for the particular numerical 
scheme used here. 
Exponential fitting schemes have been studied in [229]. A similar symmetric scheme 
based on finite elements approximations is used in [235]. The so-discretized convection-
diffusion problem with potential flow is implemented on a special URR machine, emulated 
on НГТАС M680H. URR stands for Universal Representation of Real numbers; it has van-
able lengths of the exponent and mantissa parts in the representation of the real num­
bers so that practically no overflow/onderflow occurs. This has made it possible to carry 
out numerical experiments with ε up to 10~9. The solution method in [235] is a direct 
method based on a generalized Cholesky factorization. Comparisons with solving the 
unsymmetnzed problem show better performance of the exponentially fitted version A 
symmetnzation scheme based on exponential transformations is also used to solve dis-
cretized semiconductor device equations m [227] There, the solution method is PCG with 
MIC preconditioning. The performance of the method is compared with that of a sparse 
direct solver from the Harwell Subroutine Library It is observed that the advantages of 
the iterative over the direct solver become more pronounced when the problem size gets 
larger. 
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Number of 
unknowns 
992 
4032 
65025 
Level 
number 
k + 1 
2 
3 
4 
5 
6 
7 
8 
2 
3 
4 
5 
6 
7 
8 
9 
10 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
No. of 
Lanczos 
cycles 
3 
3 
3 
3 
4 
4 
5 
3 
3 
3 
3 
3 
4 
7 
5 
8 
3 
3 
3 
3 
4 
3 
4 
6 
7 
8 
9 
7 
9 
Maximum 
eigenvalue 
computed 
1.0000 
1.0000 
1.0000 
1.0043 
1.1077 
1.2175 
1.6937 
1.0000 
1.0000 
1.0000 
1.0015 
1.0771 
1.2049 
1.4452 
1.4225 
1.9251 
1.0000 
1.0000 
1.0050 
1.0051 
1.0515 
1.1370 
1.3654 
1.4934 
1.5624 
1.5750 
1.6472 
1.4795 
1.9703 
Spectral 
Condition 
Number 
1.0050 
1.0050 
1.0100 
1.0093 
1.1236 
1.2237 
2.0830 
1.0050 
1.0050 
1.0100 
1.0065 
1.0896 
1.2110 
1.7589 
1.4382 
2.7688 
1.0000 
1.0000 
1.0050 
1.0100 
1.0568 
1.1370 
1.5525 
1.5012 
2.3456 
1.6344 
2.6921 
1.5665 
3.0865 
Table 11.5: Problem 8: Estimated eigenvalue bounds for the matrices мік+1)~1Аік+1); 
ε = 0.001, y = 2, {μ,ν} = {1,3}. 
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11.5 Conclusions 
The exponential transformation method coupled with the AMLI solution method offers 
the ability to compute layers in convection-diffusion problems accurately and to solve the 
algebraic system extremely fast. 
11.6 Appendix 
We show now that there is a relation between the exponential transformation method and 
the Allan-Southwell-Il'in difference schemes16. 
Consider the following one-dimensional problem: 
Lu = (-£ux)x + vux = ƒ, 0 < x < l , 
and let Qh = {Xi}"^1 be a subdivision of the interval [0,1] with xo = 0, xn+i = 1. 
Let gt(x) be the local Green's function at the point x, for the intervals (ХІ-L x t) and 
(χι, X[+i). That is, let д
г
(х) be the solution of the adjoint equation problem 
L*g
x
 = 0, χ e (x,_i, χ,) υ (χ,, χ
ι + 1 ) , 
gt{x) = 0, χ e [0, x,_i] и [х 1 + ь 1], 
£(xl)[g[(x-)-g'l(x+)] = l, 
where 
£uü = uL*üdx + boundary terms 
Jo Jo 
that is, L*ü = (-£ÜX)X - (vü)x. Further, 
r i rx.+i rx,*\ 
Lugldx=\ £ugldx=\ fgtdx. 
Jo Jx, i Jx¡ ι 
By partial integration twice we get the following difference method 
r)(|.l 
-El-ig'l(xl-i)ul-i+ul + El+ig'l(xl+i)ut+i= \ ƒ g t d x . (11.13) 
JXi-i 
Note that 
1 =£{xl)[g',(x-)-g'l(x+)] 
rX¡ + 
[(-tg[Y - (vgi)'] dx 
Jx,-
= Γ" U-eeV - (vft)'] dx 
JX,-\ 
= [£g[ + vgt]xx"\ = f,+i5ÍUi+i) - ft-i0Í(*t-i)· 
It is readily seen that if we are able to evaluate g[ and ƒ fgtdx exactly, this method will 
give the values of the exact solution at the meshpoints. However, in practice we usually 
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have to approximate gl assuming that ε and ν are piecewise constant, for instance, and 
to use numerical integration. 
If ε is constant and x, - xt_i = h, i = 1,2, · · · ,n + 1, and letting ν = v(xj Φ 0 be 
constant on (x t-i, x¡+i), while evaluating gx we find 
01 = 
v(l + e -?h) x,_i < χ < x„ 
χ, < χ < χ , + ι . 
v(l + e_?h) 
Then (11.13) takes the form 
1 1 f*"1 
- - ЙГМІ-І + и, - -¡τ—-ut+1 = fdidx. 
l + e''n e<" + l Jxi-, 
Approximating further 
Jxi-l Jx,-I 
we find 
Г
х,и h(l-
e
? f t)
 f 
Jxi-i ν (l + е-т*) 
and it can be seen that (11.13) can be written in the following two alternative forms, where 
-X 1 
the equation in the second form has been scaled with the factor e' 'г : 
ν Г 1 + e " ' h 1 
— (Μ,+i - u.-i) + _^(-Ц.- і + 2u( - u,+ 1) = Λ (11.14) 
and 
-e"*
x
- iu,- i + (l + < H h ) e " ' x , - i u , -e~'* ' + *u I + 1 = h e " ' x - i l ~ e ' / t 
v
 (11.15) 
The first forai (11.14) is the Il'in scheme and the latter (11.15) is the Allan-Southwell 
scheme. Using (11.15) for both the χ and y parts of the operators we find the scheme 
(11.5), (11.6) apart form a different approximation of the right-hand side function. For a 
recent survey of H'in-type schemes, see [117]. 
Since the difference scheme (11.5), (11.6) has a close connection with the generalized 
Il'in scheme (11.14), which is exact under certain conditions, one can expect that it can 
show particularly high accuracy compared to other scheme's for certain ranges of h. As 
h — 0 and ε is fixed the scheme reduces to the central difference scheme which has second 
order of accuracy. However, as ε — 0 and h is fixed it reduces to the familiar upwind 
difference scheme which has a first order of accuracy. 
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Abbreviations 
AMG: Algebraic Multigrid method 
AMLI: Algebraic Multilevel Iteration method 
CG: Standard unpreconditioned Conjugate Gradient method 
DD: Domain Decomposition method 
EREW: Exclusive Read/Exclusive Write 
GCG: Generalized Conjugate Gradient method 
HB: Hierarchical Basis functions method 
ILU: Incomplete LU factorization 
MG: Multigrid method 
MIC: Modified Incomplete Cholesky factorization 
Mflops: Milions Floating Operations per Second. 
PRAM: Parallel Random Access Machine 
RQ; Rayleigh Quotient method 
SIPI: Shifted Inverse Power Iteration method 
VP ratio: (Virtual Processor ratio) The ratio of the total number of degrees of freedom 
to the number of physical processors used. 
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ARITHMETIC AND COMMUNICATION COMPLEXITY OF PRECONDITIONING METHODS 
SMC/NWO Project no 611-302 021 
During the project, work was done in three major directions. 
• The first of them is a study of the computational complexity aspects of precondition-
ing methods for different classes of matrices. The target method, the Algebraic Multilevel 
Iteration (AMLI) method, has been studied m particular detail and it has been applied to 
various types of problems in scientific computing The AMLI preconditioning technique 
has confirmed its optimahty properties with respect to both rate of convergence and com-
putational complexity on serial computers. 
• The second major direction of research work is a study of the influence of a massively 
parallel distributed memory computer architecture onto the choice of an iterative solu-
tion method and a preconditioning technique for certain classes of problems When a 
massively parallel computer system has to be used, it imposes extra requirements to the 
propernes of the solution method implemented on it, namely, (a) the method has to be 
able to utilize all available processors, minimizing the idle time, and (b) the communica 
tion time, spend on exchange of information between the processors has to be bounded, 
so that the communications do not outperform the computations 
• The third direction has been to identify some problems in scientific computing where 
the AMLI preconditioning method can be applied efficiently It is shown that problems for 
which AMLI is recommended are the discretized selfadjoint second order elliptic problems 
with symmetric positive definite M-matnces, indefinite and almost singular matrices and 
convection-diffusion problems with potential flow field which can be symmetrized using 
an exponential transformation Due to time constraints, the solution of nonsymmetnc 
problems has not been considered more generally. 
The study has answered the following question, posed m the project· "Can a sim-
ple, nonoptimal iterative scheme be more efficient on a parallel machine than an optimal 
one7" The answer is "no". As it is felicitously expressed in [59], numerical efficiency can-
not be traded for parallelism Indeed, due to the fact that the simple methods do not re-
quire global exchange of information, they perform better with respect to condition (b) 
Some preconditioned like a diagonal scaling, are called sometimes "embarrassingly paral-
lehzable" because of the large amount of internal parallelism they have. Meanwhile, due to 
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the lack of global data exchange, these methods converge very slowly and eventually they 
will run slower than an optimal order method on a single processor. The optimal meth­
ods do require global exchange of data during the solution process and this is an essential 
ingredient of the optimal rate of convergence. Experience from practice has shown that 
their straight implementation on a parallel computer may meet neither (a) nor (b). It has 
been shown that this nearest neighbor versus global communication conflict can be suc­
cessfully balanced. A modification of an optimal order method (the short AMLI), which can 
be efficiently implemented also on massively parallel distributed memory architectures, 
is derived and theoretically studied. The key idea is to let the exchange of global informa­
tion, which for all multigrid/multilevel methods occurs as a solution of a system on the 
coarsest level, take place on a coarser but not on the coarsest possible one. In this way 
three goals are hit at the same time: (1) the global communication step does occur during 
the solution process, guaranteeing an optimal or almost optimal rate of convergence; (2) 
the coarsest level is chosen fairly fine to avoid the idleness of processors and to shorten 
the communication distances; (3) the method becomes more robust with respect to vari­
ous problem parameters. The theoretical estimates how to choose the coarsest level are 
confirmed by numerical experiments. The question about the "scalability" of certain it­
erative solution methods is also approached. The scalability is considered in connection 
with the so-called parallel efficiency - the parallel performance metric, invoked to provide 
information how effectively a parallel system has been used during a certain calculation 
procedure. Let a parallel system with ρ processors be available. Then, the efficiency Ep is 
defined as Ep = -Ά-, where Γι and Tp are the total execution times for a certain problem 
to be solved using one and ρ processors, respectively. It becomes clear from the above 
that methods with optimal complexity have to be considered due to the fact that for them 
the computer time on one processor (Γι) is the smallest possible. Ideally, Ep = 1 would 
mean that all the processors have been used optimally all the time up to their full capacity. 
In this thesis it is shown that the short version of AMLI is a method of the desired type, 
namely it has an optimal complexity and it is possible to balance the growth of the num­
ber of processors in a parallel computer system as a function of the size of the problem, 
so that the efficiency will tend to its optimal value when the problem size increases. 
The author is convinced that achieving a parallel efficiency which tends to its optimal 
value with increasing the scale of computation suggests a very good point at which to 
operate a parallel system. 
Samenvatting 
REKEN- EN COMMUNICATIECOMPLEXITEIT VOOR PRECONDITIONERINGSMETHODEN 
SMC/NWO Project no. 611-302-021 
Dit proefschrift gaat over reken- en communicatiecomplexiteit voor iteratieve precondi-
tionenngsmethoden die bruikbaar zijn voor de numerieke oplossing van lineaire stelsels 
van vergelijkingen. Er zijn dne hoofdrichtingen in het onderzoek te onderkennen. 
• De eerste is een studie naar de rekencomplexiteitsaspecten voor verschillende klassen 
van matrices. De doelmethode, de AMLI methode, is in het bijzonder gedetailleerd bestu-
deerd. Deze is toegepast op een aantal problemen. De AMLI preconditionenngstechniek 
heeft zijn optimahteitseigenschappen bevestigd zowel wat betreft de convergentiesnel-
heid als de rekencomplexiteit op senele computers. 
• De tweede hoofdrichting is het bestuderen van de invloed van een massief parallel com-
putersysteem met gedistribueerd geheugen op de keuze van iteratieve oplosmethode en 
preconditionermgsmatnces voor zekere klassen van matrices. Als een massief parallel 
computersysteem gebruikt moet worden dan legt dit extra eisen op aan de oplossingsme-
thode, namehjk, (a) de methode moet alle voorhanden zijnde processoren kunnen benut-
ten, en zo min mogelijk processoren mets laten doen en (b) de communicatietijd, nodig 
voor het uitwisselen van informatie tussen de processoren moet begrensd zijn, zo dat de 
communicatie met de berekeningen gaat overheersen. 
• Tenslotte is er gezocht naar problemen binnen 'scientific computing' waarop de AMLI 
preconditionenngsmethode efficient toegepast kan worden We laten zien dat AMLI aan 
te bevelen is voor gediscretiseerde zelfgeadjungeerde tweede orde elliptische problemen 
met symmetrische positief defimete M-matnces, mdeftmete en bijna singuliere matnces 
en convectie-diffusie problemen met een potentiaal stromingsveld die middels een expo-
nentiele transformatie gesymmetnseerd kan worden. Door lijdgebrek is het oplossen van 
met-symmetnsche problemen met meer algemeen onderzocht. 
Het onderzoek geeft antwoord op de volgende vraag, gesteld in het project- "kan een een-
voudige, met-optimale methode efficiënter zijn op een parallelle machine dan een opti-
male methode 7" Het antwoord is "nee", bondig samengevat m numerical efficiency can-
not be traded for parallelism. 
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Inderdaad, gegeven het feit dat een eenvoudige methode geen globale uitwisseling van in-
formatie nodig heeft doen ze het beter met betrekking tot conditie (b). Sommige precon-
ditonenngen zoals bijv. diagonale schahng, worden soms wel "beschamend parallelliseer-
baar" genoemd vanwege de grote mate van intern parallellisme. Aan de andere kant, door 
dit zelfde feit (het gebrek aan globale uitwisseling van data) convergeren deze ihethoden 
zeer langzaam en ze zullen uiteindelijk langzamer zijn zelfs dan een optimale methode 
lopend op éen processor 
De optimale methoden vereisen wel globale uitwisseling van data tijdens het oplospro-
ces en dit is een essentieel ingredient voor de optimale convergentiesnelheid De praktnk 
leert, helaas, dat de rechtstreekse implementatie op een parallelle computer met hoeft te 
voldoen aan (a) noch (b). We hebben laten zien dat het bovenstaande conflict, "nearest 
neighbour versus global communication" op een goede manier in evenwicht kan worden 
gebracht Een modificatie van een optimale orde methode (AMLI) is afgeleid en bestudeerd 
- de short AMLI- zodanig dat deze efficient kan worden geïmplementeerd op zowel mas-
sief parallelle systemen alsmede op seriële systemen. De sleutelgedachte is om de uitwis-
seling van globale informatie, welke voor alle multignd/multilevel methoden opduikt in 
de vorm van het oplossen van een stelsel op het grofste mveau, te laten plaats vinden op 
een groffer maar met op het grofst mogelijke mveau. Op die manier slaan we drie vlie-
gen in eén klap. Ten eerste, de globale uitwisseling vindt plaats tijdens het oplosproces 
waardoor een optimale (of bijna optimale) convergentiesnelheid wordt gewaarborgd. Ten 
tweede, het grofste mveau wordt behoorlijk fijn gekozen om het stilstaan van processoren 
te vermijden en om de communicatieafstanden klein te houden. Ten derde, de methode 
wordt robuuster met betrekking tot verschillende probleemparameters De theoretische 
schattmgen voor de keuze van het grofste mveau zijn bevestigd door numerieke experi-
menten 
Schaalbaarheid is beschouwd in samenhang met parallelle efficiëntie De parallelle ef-
ficiëntie is één van de parallelle maten, gebruikt om informatie te verschaffen over hoe 
effectief een parallel systeem gebruikt is m een bepaald rekenproces Stel dat we een pa-
rallel systeem met ρ processoren beschikbaar hebben Dan wordt de efficiëntie Ev gedefi-
nieerd door Ep = j±r, waar Γι en Tp de totale executietijden zijn voor het oplossen van een 
gegeven probleem gebruikmakend van één, respectievelijk ρ processoren. Uit wat eerder 
is gesteld volgt dat de analyse alleen zinvol is als we een algorithme met optimale com­
plexiteit bestuderen want daarvoor is Ti minimaal. In het ideale geval, Ep = 1, zou dit 
betekenen dat alle processoren voortdurend optimaal benut zijn. Voor het optimaal ge­
bruik van een parallel systeem is het dus zaak op zoek te gaan naar methoden waarvoor 
de parallelle efficiëntie naar één nadert. 
In dit onderzoek is aangetoond dat de korte versie van AMLI zo'n methode is. Name-
lijk, het is mogelijk het aantal processoren ρ als een functie van de probleemgrootte N 
te kiezen zodanig dat de efficiëntie nadert tot de optimale waarde één als de probleem-
grootte toeneemt. 
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