Abstract. In this paper, we give precise description for the lowest lowest two-sided cell c 0 and the left cells in it for a weighted Coxeter group of rank 3. Then we show conjectures P 1 − P 15 and P hold for c 0 and do some calculation for the based ring of c 0 .
Introduction
Let (W, S, L) be a weighted Coxeter group. In [L3, 13.4] , G.Lusztig conjectured that the maximal weight value of the longest elements of the finite parabolic subgroups of W is a bound for (W, S, L). This property is referred as boundness of a weighted Coxeter group ([L3, 13.2] ). When the rank of W is 1 or 2, this conjecture is clear. In [Gao, 2 .1], I proved this conjecture when rank(W ) = 3. As a consequence, W has a lowest two-sided cell c 0 , see [Gao, 7.1] . In this paper, we give precise description for c 0 and the left cells in it. Then we can show conjectures P 1 − P 15 and P hold for c 0 . At last, we do some calculation for the based ring of c 0 .
1. Preliminaries 1.1. In this paper, for any Coxeter group (W, S), we assume the generating set S is finite. We call |S| the rank of (W, S) and denote it by rank(W ). We use l for the length function and ≤ for the Bruhat order of W . The neutral element of W will be denoted by e. For x ∈ W , we set L(x) = {s ∈ S|sx < x}, R(x) = {s ∈ S|xs < x}. For s, t ∈ W , let m st ∈ Z ≥1 {∞} be the order of st in W .
For any I ⊆ S, let W I = I . Then (W I , I) is also a Coxeter group, called a parabolic subgroup of (W, S). Denote the longest element of W I by w I if |W I | < ∞. For s, t ∈ S, s = t, we use W st instead of W {s,t} and w st instead of w {s,t} .
For w 1 , w 2 , · · · , w n ∈ W , we often use the notation w 1 · w 2 · · · · · w n instead of w 1 w 2 · · · w n if l(w 1 w 2 · · · w n ) = l(w 1 ) + l(w 2 ) + · · · + l(w n ).
Let (W, S) be a Coxeter group. A map L : W −→ Z is called a weight function if L(ww
′ ) = L(w) + L(w ′ ) for any w, w ′ ∈ W with l(ww ′ ) = l(w)+l(w ′ ). Then we call (W, S, L) a weighted Coxeter group. In this paper, the weight function L for any weighted Coxeter group (W, S, L) is assumed to be positive, that is, L(s) > 0 for any s ∈ S.
1.3. Let (W, S, L) be a weighted Coxeter group and Z [v, v −1 ] be the ring of Laurent polynomials in an indeterminate v with integer coeffi-
n.
Complementally, we define deg 0 = −∞.
−1 ]−algebra defined by the generators T s (s ∈ S) and the relations
Obviously, T e is the multiplicative unit of H. For any w ∈ W , we define T w = T s 1 T s 2 · · · T sn ∈ H, where w = s 1 s 2 · · · s n is a reduced expression of w in W . Then T w is independent of the choice of reduced expression and
The following involutive automorphism of rings is useful, called the bar involution:¯:
We can get the following facts by easy computation.
Lemma 1.4.
(1) For any x, y, ∈ W , we have f x,y,e = δ x,y −1 .
(2) For any x, y, z ∈ W , we have
(3) For any x, y, z ∈ W , we have
(4) For any finite parabolic subgroup W I of W , x ∈ W I , we have
Define the degree map
And we set N = max I⊆S |W I |<∞ L(w I ). G.Lusztig gave the following conjecture in [L3, 13.4] . Conjecture 1.5. Let (W, S, L) be a weighted Coxeter group, S is finite and L is positive, then N is a bound for (W, S, L). Namely,
Remark 1.6. When W is a finite Coxeter group, this conjecture can be proved using Lemma 1.4(2). In [L1, 7.2 1.7. For any w ∈ W , there exists a unique element C w ∈ H ≤0 such that C w = C w and C w − T w ∈ H <0 . The elements
These polynomials p x,y are called Kazhdan-Lusztig polynomials. For w ∈ W , I = R(w), J = L(w), we have the factorization w = x · w I = w J · y for some x, y ∈ W . Then we set Now we assume Conjecture 1.5 holds and W has a lowest two-sided cell c 0 . It is easy to see that deg h x,y,z ≤ N for any x, y, z ∈ W , so we can define the a-function
For any x, y, z ∈ W , we define β x,y,z , γ x,y,z ∈ Z such that f x,y,z −1 = β x,y,z v N + lower degree terms.
1.10. In [L3, 14.2,14 .3], G.Lusztig gave some conjectures about the Hecke algebra, which are called P 1 − P 15 and P . When these conjectures hold for c 0 , we can study the based ring J 0 of c 0 , which is an associative ring with Z−basis {t w |w ∈ c 0 } and multiplication
for any x, y ∈ c 0 . In section 4 of this paper, we will do some calculation for J 0 to study its structure when the rank of W is 3.
The boundness of (W, S, L)
From now on, we assume (W, S, L) is a weighted Coxeter group of rank 3 and L is positive. We set N = max
proved Conjecture 1.5 in this case.
Remark 2.2. In the proof of [Gao, 2.1] , I set S = {r, s, t}, m rt = 2, m sr ≥ m st , W is infinite and W is not an affine Weyl group, otherwise this conjecture has been proved. When m sr = ∞ and m st = 2, or m sr = m st = ∞, the conjecture is easy to check, so I only need to consider the following three cases in [Gao] . Case 1:
Now we set
For any w J ∈ M, we set
Then Theorem 2.1 has the following corollaries.
Proof. See [Gao, Section 6] .
for any weighted Coxeter group of rank 3.
Proof.
(1) By the proofs in [Gao, 3.3, 4.7, 5 .9], we have the following tables. Case 1
Case 2 
3. The lowest two-side cell c 0 Now we fix an element w J ∈ M and let c 0 be the two-sided cell of W containing w J . In [Gao, 7 .1], I proved the following consequence. By Corollary 2.3 and Corollary 2.4, we can prove the following proposition using the same method used in [Xie2, 3.6, 3.7] .
J is a right cell of W . Now we can give precise description for c 0 and the left cells in it.
Theorem 3.3. (1) We have c 0 = Λ = {w ∈ W |a(w) = N}.
(2) The lowest two-sided cell c 0 can be decomposed into left cells as
We only prove the x ← L y case. First, we assume y = z 1 w J z 2 for some
We get x = z 3 w J z 2 ⊆ Λ for some z 3 ∈ B J and z 2 ∈ U J , the claim is proved.
For w ∈ c 0 , we have w ≤ LR w J and w J ∈ Λ, so w ∈ Λ by the claim. On the other hand, we have Λ = {w ∈ W |a(w) = N} ⊆ c 0 by Proposition 3.1(2). This conclusion follows.
(2) It is clear that c 0 = 
For n ∈ Z, define
For z ∈ W , define ∆(z) ∈ N and n z ∈ Z \ {0}, such that
Proposition 3.5. We have the following propositions P 1 ′ − P 15 ′ and P ′ . In particular, Conjectures P 1 − P 15 and P hold for c 0 .
P 12 ′ If y ∈ c 0 ∩ W I for some I ⊆ S, then a(y) computed in terms of W I is equal to a(y) computed in terms of W . P 13 ′ For any left cell Γ in c 0 , we have |Γ∩D| = 1. Assume Γ∩D = {d}, then γ x −1 ,x,d = 0 for all x ∈ Γ. P 14 ′ For any z ∈ c 0 , we have z ∼ LR z −1 .
P 15 ′ For x, x ′ ∈ W , y, w ∈ c 0 , we have the equality
Proof. By Proposition 3.2 and Theorem 3.3, we can prove P 1 ′ − P 15 ′ using the same method used in [Xie1, 4 .1]. Here we only give the proof of P ′ . Since γ x,y,z −1 = 0, z ∈ c 0 , by P 8
So y, z, z ′ are in the same left cell in c 0 .
By Theorem 3.3(2), we assume
Thus there exists x ′ ∈ W , such that deg f y,z ′−1 ,x ′−1 = N, By Lemma 1.9(3) and Theorem 3.3(1), we get
The based ring of c 0
In this section, for a weighted Coxeter group of rank 3, we study the based ring J 0 of its lowest two-sided cell c 0 . We want to calculate t x t y for any x, y ∈ c 0 , but it is quite a difficult problem. For w J , w J ′ ∈ M, we set
By [Xie2, 3.10, 3 .12], we have the following lemma.
Lemma 4.1.
(1) For any w ∈ c 0 , there exists unique
(2) Let w 1 , w 2 , w 3 ∈ c 0 . We have the following decomposition as in (1).
The lemma above simplify our work to calculate t x t y for x ∈ P J,J ′ , y ∈ P J ′ ,J ′′ , but it is still not easy. So we assume x indecomposable at first. For x ∈ P J,J ′ ⊆ P , we call x indecomposable, if x / ∈ M, and there doesn't exist w J ′′ ∈ M, x 1 ∈ P J,J ′′ \ M, x 2 ∈ P J ′′ ,J ′ \ M such that x = x 1 w J ′′ x 2 . Then we have the following proposition.
Proposition 4.2. Let (W, S, L) be a weight Coxeter group of rank 3 but not an affine Weyl group. Assume w J , w J ′ , w J ′′ ∈ M, x ∈ P J,J ′ and indecomposable, y ∈ P J ′ ,J ′′ , then t x t y = t xw J ′ y + δt w J xy . If there exists y 1 ∈ W such that y = x −1 · y 1 , then δ = 1, otherwise δ = 0.
To prove this proposition, we need two lemmas.
Lemma 4.3. Let x = x 1 · w J ′ ∈ P J,J ′ and indecomposable, r ∈ J ′ . Then we have x 1 · r / ∈ c 0 or x 1 · r ∈ w J U J .
Proof. We assume x 1 ·r ∈ c 0 . Since
J . We claim that x 2 ∈ U J . Otherwise, there exists r ′ ∈ J such that r ′ w J · x 2 ∈ c 0 . By Theorem 3.3, we may assume
Since
On the other hand, since
Lemma 4.4. Let x ∈ P J,J ′ with J ′ = {r 1 , r 2 } and r 1 = r 2 . Assume
Proof. If L(x 1 r 1 ) = L(x 1 r 2 ) = J, we assume
Since L(x 1 ) = J, we get x 2 , x 3 ∈ B J ′ . Thus, r 1 w J ′ = r 2 w J ′ and then r 1 = r 2 , a contradiction.
4.5. Now we prove Proposition 4.2. Finite Coxeter groups don't have any indecomposable elements. If W has complete Coxeter graph, see [Xie2, 4.2] . For x, y, z ∈ c 0 , we have γ x,y,z = β x,y,z , so we may compute T x T y . It is much easier than computing C x C y . If m sr = ∞ and m st = m rt = 2, we can list all the indecomposable elements and check this proposition directly.
The case of m sr = m st = ∞, m rt = 2 is also easy.
weight function indecomposable elements
srs, sts, srts
From now on, we only consider the three cases listed in Remark 2.2.
We assume
When q = w J ′ , by Lemma 1.4(4) and Corollary 2.3(2), we have
Since f w J ′ ,w J ′ ,w J ′ is a monic polynomial, we know
contributes t xw J ′ y for t x t y . When q < w J ′ and l(q) ≥ 2, by Corollary 2.4(1), we have deg (f w J ′ ,w J ′ ,q T x ′ q T y ′ ) < N.
f w J ′ ,w J ′ ,q T x ′ q T y ′ has no contribution for t x t y . Now we assume J ′ = {r 1 , r 2 } ⊆ S with r 1 = r 2 . Then we have
)T x ′ r 1 T y ′ ) = N or deg (T x ′ T y ′ ) = N, then we have deg (T x ′ r 1 T r 1 y ′ ) = N, so x ′ r 1 ∈ c 0 by Corollary 2.3(1). Moreover, we have x ′ r 1 ∈ w J U J by Lemma 4.3. Assume f x ′ r 1 ,r 1 y ′ ,z = N for some z ∈ W , then γ x ′ r 1 ,r 1 y ′ ,z = β x ′ r 1 ,r 1 y ′ ,z = 0. By Lemma 4.1, there exists y ′′ ∈ W , such that y ′ = x ′−1 y ′′ . In this case, we have z = (w J y ′′ ) −1 and β x ′ r 1 ,r 1 y ′ ,(w J y ′′ ) −1 = γ x ′ r 1 ,r 1 y ′ ,(w J y ′′ ) −1 = 1, so precisely one of deg ((v r 1 − v f w J ′ ,w J ′ ,q T x ′ q T y ′ contributes δt w J xy for t x t y . If there exists y 1 ∈ W such that y = x −1 ·y 1 , then δ = 1, otherwise δ = 0.
We have completed the proof of Proposition 4.2.
