Introduction 43
Nitrous oxide (N 2 O) is a greenhouse gas emitted during biological nitrogen removal (BNR). The 44 carbon footprint of wastewater treatment plants (WWTPs) is highly sensitive to N 2 O emissions 45 (Gustavsson and Tumlin, 2013) Potentially, the NDHA model describes N 2 O production under a wide range of operational 65 conditions. 66 N 2 O models are extensions of existing structures describing nitrogen removal and thus, 67 calibration of N 2 O dynamics also requires accurate predictions of the primary substrates (i.e. 68 DO, NH 4 + , NO 2 -, etc.). The experimental datasets used for calibration in lab-scale systems are 69 either directly obtained from the reactor performance (Ding et al., 2016) or by conducting batch 70 experiments (Ni et al., 2011) . Initially, the information content of the experimental design was 71 not studied because models aimed at describing N 2 O trends without focusing on rigorous 72 calibrations (Law et al., 2011) . However, the amount and quality of data of the experimental 73 design directly impact the calibration results (Dochain and Vanrolleghem, 2001) . 74 Some studies report the proposed calibration framework (Guo and Vanrolleghem, 2014 ), but the 75 N 2 O parameter estimation procedures are often ill-described, with little information about each 76 step. For example, the parameter subset selection considered during parameter estimation is 77 sometimes not addressed. Local sensitivity measures are used as rankings for parameter 78 selection Spérandio et al., 2016) , but these rankings are dependent on the 79 initial parameter values and do not capture parameter interactions (Brun et al., 2001) . 80
The overall fit and capabilities to describe N 2 O dynamics has relied on analysis from best-fit 81 simulations (e.g. R 2 ), which can lead to ambiguous results that cannot discriminate between 82 models (Lang et al., 2017; Pan et al., 2015) . A more rigorous analysis of residuals (e.g. 83
Gaussian distributions, autocorrelation functions (ACF), F-test, etc.) would benefit the 84 validation of the model response (Bennett et al., 2013) . 85 Also, addressing the practical identifiability of newly estimated parameters will improve N 2 O 86 model discriminations procedures. For example, the parameter variance and correlation matrix 87 are indicators of the confidence that can be given to a value, but they are not always reported, 88 which makes it difficult to compare between N 2 O model predictions (Ding et The uncertainty obtained during calibration translates into confidence intervals for model 93 predictions. The accuracy, or width of the confidence interval, associated to the N 2 O emissions 94 will be a key factor to consider during the development of mitigation strategies. Yet, the 95 uncertainty of N 2 O emissions associated to model calibration is not studied. 96
The objective of this study is to demonstrate and evaluate a standardized procedure for 97 parameter estimation from N 2 O models that relies on respirometric assays and in particular its 98 application to analyse and validate the recently developed NDHA models. These assays are 99 designed to allow the sequential fit of model components. (Table 1) . Then the 145 interaction between the different N species was ascertained by liquid sampling at the end of 146 certain experiments. In addition, specific experiments were conducted to measure the 147 heterotrophic and abiotic contributions to total N 2 O production during nitrification. Biomass 148 content (MLSS, MLVSS) was measured in duplicates according to APHA (APHA et al., 1999) . 149
The purpose was to predict the fate of the primary N-substrates based on the specific oxygen-150 consuming rate. By sequentially adding substrate pulses from oxidized to reduced form (NO 2 -151 → NH 2 OH → NH 4 + ), the individual rates can be isolated (Brouwer et al., 1998) The following summarizes the essential and unique components of NDHA; for more 169 information see (Domingo-Félez and Smets, 2016). The two autotrophic pathways have two 170 different NO-producing processes, which are combined into a single N 2 O-producing process. In 171 Nitrifier Nitrification (NN), NO NN is produced during NH 4 + oxidation (AOR) under oxic 172 conditions. Higher AOR will likely increase NO NN and also N 2 O. A fraction of NH 4 + , 173
proportional to AOR is always released as N 2 O NN . In autotrophic denitrification (ND), under 174 low DO NO ND is produced by the reduction of HNO 2 with NH 2 OH. This step is negatively 175 affected by DO. The reduction of both NO ND and NO NN is lumped in one process with no 176 oxygen inhibition as it is not known whether both NIR and NOR steps are directly inhibited by 177 DO (Kozlowski et al., 2014) . Thus, if NIR is inhibited by DO the overall ND-associated N 2 O 178 production will be indirectly limited. The 4-step denitrification model was considered based on 179 (Hiatt and Grady, 2008) . Individual process rates and inhibition/substrate coefficients were used 180 as suggested for systems with low substrate accumulation. Nitrification produces HNO 2 and 181 NH 2 OH. Abiotically NH 2 OH can form HNO which dimerizes via H 2 N 2 O 2 to N 2 O and H 2 O (Eq. 182 i). HNO accumulation could occur due to an imbalance between the two reactions, leading to 183 chemical N 2 O production (Igarashi et al., 1997) . Nitrosation of NH 2 OH (Eq. ii) has also been 184 postulated as a relevant reaction in partial nitrification reactors (Soler-Jofra et al., 2016). 185
The pH data was used as input to the model to calculate the corresponding NH 3 and HNO 2 188 concentrations. 189
Parameter estimation procedure 190
The steps in the parameter estimation procedure were to (1) estimate the best fit parameters to which indicates the effect of the parameter on the corresponding model output (Campolongo 202 and Saltelli, 1997) (convergence found with 500 samples). The duration of every experiment 203 was discretized in 400 parts and the GSA run at each point (SI-S2). 204
Parameters describing the elemental biomass composition (e.g. i NXB ), yield and temperature 205 coefficients were fixed at default values and not considered for calibration. For each scenario 206 the top ranked most sensitive parameters were preliminary selected as candidates for parameter 207 estimation. All possible combinations of parameter candidates were assessed by increasing the 208 size of the calibration subset to find the largest identifiable subset with the lowest error, 209 assessed by the Akaike Information Criterion (AIC) (Akaike, 1974) . To compare the 210 information content of different parameter subsets of the same size the optimal experimental 211 design criteria modE (Dochain and Vanrolleghem, 2001 ) was calculated together with RDE 212 (Ratio of normalized D to modified E criteria), which captures the accuracy and precision of a 213 calibrated subset (Machado et al., 2009 ). Newly estimated parameters were fixed at their best-fit 214 estimate on the next calibration step (Figure 1 ). 215
Error minimization 216
The error function for problem minimization was defined as: 217
Where m is the number of experiments in one scenario (e.g. 2 NOB experiments in Scen_NOB), 218 n the number of experimental points of each experiment, y sim,i the model prediction and y obs,i the 219 experimental data at time i, and σ i the standard error of the experimental data. The minimization 220 problem was started with global search method over a wide parameter space (GlobalSearch 221 algorithm). From the estimated minimum, multiple local searches (PatternSearch algorithm) 222 were started randomly in a narrower parameter space to avoid local minima. Model simulations 223 were performed in the Matlab environment (The Mathworks Inc., Natick, USA). 224
Validation of model response and parameter estimates 225
To test the validity of the model response (i.e. the adequacy of model to predict the observed 226 data points) the residuals (y sim,i -y obs,i ) were compared to a Gaussian distribution with a one-227
sample Kolmogorov-Smirnov test (Lilliefors, 1967) . Interdependency of residuals was analysed 228 by autocorrelation for different lag times (Cierkens et al., 2012) . The quality of the model fit 229 was calculated via correlation coefficients (R 2 ) and challenging the hypothesis of the linear 230 regression with simultaneous unit slope and zero intercept, where a value of 0/1 indicates a 231 bad/good model fit (F-test). Moreover, by separating the error into three components: means, 232 slope differences and randomness the Mean Squared Error Prediction (MSEP) index identifies 233 the main error source between randomness, mean and standard deviation of residuals (NC, ME, 234 SE) (Haefner, 2005) . The prediction accuracy and the validation of the model to individual 235 experiments was evaluated by the Root Mean Squared Error (RMSE) and the Janus coefficient 236 to compare the RMSE between model calibration and validation (Power, 1993) . Table 2 ] 289
Validation of model response (DO) and primary N-substrate parameter estimates 290
The model consistently described the experimental DO profiles for every scenario (F-test = 1, 291 which indicates that we fail to reject the null hypothesis of slope 1 and intercept 0 between 292 simulations and observations) ( Figure 4, A, B) . The MSEP indicated that randomness was the 293 main source of error compared to the mean or standard deviation, validating the model response 294 during calibration (NC > ME, SE, SI-S5). The uncertainty of the parameter estimates (Table 2)  295 was propagated to the model predictions, showing an increased resolution of the 95% predictive 296 distributions for DO compared to the uncertainty of the reference case (ARIL = 3.8/0.5 297 before/after parameter estimation). The PUCI (percentage of observations bracketed by the unit 298 confidence interval) also improved from 0.4 to 1.5. 299
Best-fit parameter estimates at each scenario were estimated at high accuracy: coefficients of 300 variation (CV) were below 7% for all cases (Table 2) While the error distribution of each scenario was not normally distributed Smirnov test 95%), no systematic deviations were observed (Figure 4) . The analysis of the 306 residuals indicated that for scenarios AMO and NOB the errors were autocorrelated (SI-S5). 307
Subsequently, the effect of sampling resolution on the optimal parameter values and 308 uncertainties was minimized until the autocorrelation obtained was negligible (SI-S5). As the 309 sampling data frequency decreased through subsampling, the accuracy of estimates decreased 310 too (e.g. CVμ AOB.AMO = 2% point/2 min, 4.4% point/10min). However, the lower precision of 311 the best-fit estimates did not translate into higher simulation uncertainty for the primary N-312 substrates (σ 95%CI increased by less than 0.06 mg/L for DO, NH 4 + , NH 2 OH or NO 2 -). 313
Consequently, while the autocorrelation of residuals affected the DO parameter estimation 314 results it did not impact the N 2 O calibration, the focus of this study. 315
[ Figure 4 ] 316
The fitted model was evaluated on five additional experiments not used during calibration with 317 varying initial pH (7-8), NO 2 -(0-6.2mgN/L) and NH 4 + pulses (1-10mgN/L). The Janus 318 coefficient and R 2 were close to unity (1.24 and 0.997) indicating a good model validation 319 (Figure 4, C, D) . In sum, the respirometric experimental design can be used to precisely identify 320 and calibrate the primary substrate dynamics of the NDHA model based on the DO profiles. 321
Dynamics of N 2 O during different scenarios 322
In the same scenarios considered for DO calibration liquid N 2 O was also continuously measured 323 ( Figure 2) . Moreover, the role of the primary N-substrates (NH 4 + , NH 2 OH, NO 2 -, and NO 3 -) on 324 N 2 O production was also studied under anoxic conditions (Table 1) The role of NH 2 OH as a direct precursor of N 2 O was investigated in Scen_HAO. Under aerobic 336 conditions, NH 2 OH oxidation produced more N 2 O than NH 4 + oxidation. In addition, upon 337 reaching anoxia the N 2 O production rate also increased in the presence of NH 2 OH (Figure 2, B) . 
Parameter estimation from N 2 O dynamics 349
In the absence of stripping, heterotrophic denitrification is the only N 2 O consuming process. 350
First, the N 2 O consumption potential of the biomass was estimated and the reduction factor was 351 considered representative for the 4-step heterotrophic denitrification processes (η HD = 0.055) 352 ( Figure 5, A) . Then, N 2 O production observed from NH 4 + oxidation at high DO, where the 353 interference of the two denitrifying pathways is minimum, was used to calibrate the NN 354 pathway. ε AOB , the most sensitive parameter at high DO was calibrated, ε AOB = 0.00048 ( Figure  355 5, B, SI-S2). Experiments from Scen_AMO were designed to reach anoxia at varying HNO 2 356 concentrations (0.15-3 μgN/L). Parameters associated to the ND pathway were the most 357 sensitive and were thus calibrated (η NOR = 0.16, K AOB.HNO2 = 0.67 μgN/L, K NH2OH.ND = 0.25 358 mgN/L) (SI-S2, S7). The abiotic contribution measured was low and not considered during in 359 the final Gujer matrix (SI-S10). A total of five parameters could be estimated from the N 2 O 360 datasets of all the scenarios (Table 2) . 361
[ Figure 5 ] 362
Validation of model response and secondary substrate (N 2 O) parameter estimates 363
The calibrated NDHA model described the N 2 O production dynamics and yield observed in the 364 calibration datasets (F-test = 1). In all but one of the assays randomness was the most important 365 part of the error based on the MSEP analysis (SI-S5). After calibration the ARIL narrowed by 366 58% from the original resolution and the PUCI increased by 71% (n = 6 assays). 367
The predictive ability of the model was evaluated on three batches with lower HNO 2 and with 368 higher NH 2 OH pulses (HNO 2 < 0.15 μgN/L, NH 2 OH = 2 mgN/L). The average Janus 369 coefficient of the validation prediction was 1.57 and R 2 was 0.985, indicating a good validation 370 ( Figure 5, D, E, F) . Hence, the NDHA model could describe the N 2 O production rates at a range 371 of DO and HNO 2 concentrations. 372
The simple experimental design allowed the isolation of the various components of N 2 O 373 dynamics during NH 4 + oxidation, and the parameter estimation procedure the identification of 374 relevant model parameters. 375
Model predictions under varying DO and HNO 2 : Scenario analysis 376
To investigate the effect of DO and HNO 2 on N 2 O production the NDHA model was evaluated 377 at varying DO and HNO 2 concentrations at pH = 7.5 ( Figure 6 level. The NO emission showed an increasing pattern with HNO 2 but a minimum was found at 383 DO = 2.0 mg/L, further increasing at higher DO (SI-S8). 384
The contribution of the NN pathway was maximum when HNO 2 was not present and decreased 385 with increasing HNO 2 , at a faster rate at lower than at higher DO (2.4 and 47% respectively). 386
The ND contribution followed opposite trends, indicating a shift between autotrophic pathways 387 driven by HNO 2 and DO. The ND contribution increased with HNO 2 , at a steeper rate at lower 388 DO (97.4%) than at higher (53%). The HD contribution was maximum at low DO and high 389 HNO 2 but only reached 0.2% (SI-S8). 390
[ Figure 6 ] 391 392 4. Discussion 393
Parameter estimation from respirometric assays: oxygen consumption 394
The respirometric experiments were used to investigate the oxygen-consuming processes driven 395 by the AOB-enriched biomass in the presence of reduced N-species (NH 4 + , NH 2 OH and NO 2 -). 396
If a model captures accurately the relevant oxygen-consuming processes, then DO and the 397 primary N-substrates are predicted accurately. The experimental design based on the 398 concatenated oxygen consumption allowed the isolation of individual processes independently 399 (endogenous → NO 2 -→ NH 4 + ) (Chandran and Smets, 2005) . 400
The calibrated model could describe the endogenous oxygen uptake and NO 2 oxidation in 401
Scen_NOB. However, because of the low NOB abundance the oxygen consumption from NO 2 -402 oxidation was low, shown by a similar sensitivity of NOB and endogenous parameters to 403 oxygen consumption after NO 2 spikes (Figure 3) . 404
In Scen_AMO oxygen consumption was very sensitive to NH 4 + dynamics (SI-S2), which 405 yielded precise estimates for μ AOB.AMO , K AOB.NH3 and K AOB.O2.AMO (Table 2 ). The maximum AOB 406 growth rate (μ AOB.AMO = 0.49 1/d) is in the low range of literature values found for N. europaea 407 (0.56-1.62 1/d) (Brockmann et al., 2008) . The biomass concentration (X AOB ), growth yield 408 (Y AOB ) and maximum growth rate cannot be simultaneously identified from short experiments 409 solely with DO data (Ellis et al., 1996; Petersen et al., 2001) . Hence, the estimated growth rate 410 is linearly dependent on the fixed values for X AOB and Y AOB : a lower initial condition for X AOB 411 would yield a higher estimate for μ AOB.AMO . Overall, the maximum specific NH 4 + oxidation, 412 7.54±0.1E-05 gN/gVSS (AOB) /h, was similar to other literature values for an AOB-enriched 413 biomass (Ciudad et al., 2006) . For the same NH 4 + concentration, the higher oxygen consumption 414 rate observed at higher pH was predicted by considering NH 3 the true substrate. The estimated 415 affinities for both NH 4 + oxidation substrates (K AOB.NH3 = 0.12 mgN/L, K AOB.O2.AMO = 0.23 mg/L) 416 were in range of literature values (Magrí et al., 2007; Park and Noguera, 2007) . 417
Overall, the precision of the identified parameter was high (CV < 7%), common from 418 respirometric studies (Petersen et al., 2001) . It should be noted that the concentration of the 419 spikes did not include uncertainty and was not estimated, which decreased the uncertainty of 420 model predictions (Gernaey et al., 2002) . The parameter subset selection during calibration of each scenario was based on the lower AIC 488 criteria. The identifiability of the estimated parameters was assessed by the correlation matrix 489 and the precision of the estimated parameters (CV < 5%). The triplet K AOB.HNO2 , K AOB.NH2OH.ND 490 and η NOR were estimated with the same dataset, and based on their collinearity index (γ > 15) 491 they are not identifiable and their values depend on the others. This metric is based on local 492 sensitivities, and as shown in (Table 2) , the high correlation between K AOB.NH2OH.ND and η NOR 493 could be responsible for the high collinearity of the triplet. An improved experimental design or 494 an additional dataset such as NO would improve the identifiability these parameters, as shown 495 for other two-pathway N 2 O models . Together with the best-fit prediction 496 the 95% CI of the calibrated NDHA model bracketed the experimental datasets, validating the 497 model response. 498
The uncertainty of estimates (CV, correlation matrix) is not always reported in literature (Ding 499 et al., 2016; Kim et al., 2017; Spérandio et al., 2016) , which hampers critical discrimination 500 procedures. While some models have reported the estimated variance identifiability metrics are 501 scarce and not assessed. To the authors knowledge none of the proposed N 2 O models has 502 studied how the uncertainty of parameter estimates affects N 2 O predictions (e.g. ARIL, PUCI). 503
Moreover, the analysis of residuals shows that high frequency data such as online sensors are 504 not totally discrete and can lead to autocorrelated residuals in N 2 O measurements (SI-S5). When 505 residuals are not independent they are not randomly distributed. Practically this means 506 underestimation of the sample variance because each data point was presumed an independent 507 random observation. This then leads to underestimation of the parameter uncertainty (Reported 508 CV ≪ 0.001% (Peng et al., 2015) ). In this study, sub-sampling of sensor data has been used to 509 reduce the auto-correlation between two consecutive data points. 510
Hence, while very high precision of estimates is possible, testing the model response can avoid 511 a possible over interpretation of the dataset. In this study we show that addressing parameter 512 identifiability after model calibration will benefit N 2 O model discrimination studies. (Table 2) , bottom standard error corresponds to uncertainty in All model parameters.
(Bottom) Normalized variance for uncertainty considered in All model parameters (dark grey) or only for the 10 parameters estimated in this study (light grey) ( Table 2) with default uncertainty (top bar) or from this study (Table 2) (bottom bar). 
