Abstract. We study the relationships between definitions of compactness in topological spaces and the roll the axiom of choice plays in these relationships.
Introduction and Definitions
We have found several definitions of compactness which have been used in the literature and our goal is to find the relationships between these definitions in various types of topological spaces. In this article we use three basic forms of set theory: ZF, which uses the axioms of Zermelo-Fraenkel set theory (and does not include AC); ZF 0 , which is a weaker version of ZF in which the axiom of extensionality is modified to allow the presence of atoms, objects which have no elements but are not equal to each other or to the empty set; and ZFC which is Zermelo-Fraenkel set theory with the addition of the Axiom of Choice. ZF 0 is relevant in our study because there is a well-known method for producing models of ZF 0 + ¬AC, namely, Fraenkel-Mostowski permutation models. The notion of compactness is meant to capture, in the context of general topology, the properties that characterize spaces which are closed and bounded subsets of a Euclidean space (see [th] ). However, several topological properties that characterize closed and bounded subsets of Euclidean spaces (for example: the Bolzano-Weierstrass theorem, (Every infinite bounded subset (sequence) of R n has a limit point.); the Heine-Borel theorem (Every open cover of a closed set in R has a finite subcover.); Cantor's theorem on nested closed sets, and others turn out to be not always equivalent for general topological spaces. Several of these properties were proposed as definitions of compactness, mainly by Fréchet [fr] 1906, Riesz [ri] 1908, Alexandroff [al] 1924 and Urysohn [ur] 1924; the last two introduced the notion of bicompactness, which was eventually taken as the definition of compactness, based on the Heine-Borel theorem (see Group A, version 1, below) .
In 1924, Alexandroff and Urysohn established the relationship of their definition with other notions of compactness proposed before. However, they also introduced new properties, like the one in Group F (see below), which is a strengthening of the BolzanoWeierstrass property and was proved by them to be equivalent to Group A. However, they used the axiom of choice (AC) quite freely (see [mo] , p. 237). In 1930, Tychonoff [ty] gave a proof of the Product Theorem for the closed unit interval [0, 1], but his proof was easily generalized to arbitrary compact spaces, a product of compact spaces is compact. Cech [c] , in 1937, extended the theorem to arbitrary compact spaces. Both Tychonoff andCech used the notion of a complete accumulation point in their proofs. A few years later, two generalizations of the notion of convergence were introduced independently in the United States and in France: using nets (Birkhoff, building on work by E. H. Moore and H. L. Smith), and filters (Cartan), respectively. These definitions made it possible to establish the equivalence of Group A with properties obtained by modifying the BolzanoWeierstrass property using nets, filters, and ultrafilters instead of sequences (see forms 3, 4, and 5 in Group A, and all forms in Group B). However, some of these results again relied heavily on AC.
In this article we study the relations between several of the properties mentioned above when AC is not assumed; also, we study how these relations are affected when we restrict our attention to some particular classes of topological spaces: first countable, second countable, and Lindelöf spaces, and subsets of R spaces. Also we study how much can be proved when we assume the Boolean Prime Ideal Theorem, which is a strictly weaker consequence of AC but is strong enough to obtain several equivalences that cannot be obtained in the general case. Similar studies have been carried out before in [ho] and [he] , and we build on their results. We also include many well known results, especially for the case when AC holds. For the sake of completeness of the presentation; references will be made whenever possible, but some of these will be to secondary sources, since they are more readily available.
The properties studied here include those that appeared during the development of the notion of compactness, and which appear in many later topology textbooks; in particular, we include a few properties which have been known to be non-equivalent to the others even when AC is assumed.. However, the relations involving these properties become non-trivial when we consider classes of topological spaces with particular properties. That all these properties somehow capture at least part of the notion of compactness is underlined by the fact that all of them are equivalent for first countable T 1 spaces, if AC is assumed.
On the other hand, we do not include other notions which were introduced later, and are not, in general, equivalent to topological compactness even under AC. These notions include paracompact (A space X is paracompact if it is T 2 and every open cover of X has an open locally finite refinement.); pseudocompact (X is pseudocompact if every continuous function from X to R is bounded.); real compact (X can be embedded as a closed subset of a product of copies of the real line.); Comfort compact (X can be embedded into a closed subset of [0, 1] k .); and precompact or totally bounded for pseudometric spaces (X is precompact if every net in X has a Cauchy subnet.). Of course, the study of these notions and their relations when AC is not assumed is also interesting, but is a matter for a different paper.
The definitions we shall be using include the following:
Definitions. Assume (X, T ) is a topological space. 1. B is a base of the topology T if every U ∈ T is a union of elements of B.
2. S is a subbase of the topology T if the set of all finite intersections of elements of S is a base for T . 3. A net (x λ ) λ∈Λ in X is a function P from a directed set, Λ to X. 4. A subnet of a net P : Λ → X is the composition P • φ, where φ is an increasing cofinal function from a directed set M to Λ. 5. The net (x λ ) λ∈Λ converges to a point x ∈ X if for each neighborhood U of x there is a λ 0 ∈ Λ such that for all λ ≥ λ 0 , x λ ∈ U . 6. x is an accumulation point (cluster point) of a net (x λ ) λ∈Λ if for each neighborhood U of x and for each λ 0 ∈ Λ there is a λ ≥ λ 0 such the x λ ∈ U . 7. A filter F on X converges to x if every neighborhood of x is in F . 8. A filter F on X has an accumulation point (cluster point) x if each F in F intersects each neighborhood of x. 9. A point x 0 ∈ X is called an accumulation point (cluster point) of A ⊆ X if every neighborhood of x 0 contains some point of A other than x 0 . 10. If E is an infinite subset of X, a point x 0 ∈ X is called a a complete accumulation point of E if for every open neighborhood U of x 0 , card(E ∩ U ) = card(E). 11. A nest is a set which is linearly ordered by inclusion, ⊆.
The relationship between nets and filters is given by the following. (See [w] .) Definition. If (x λ ) λ ∈ Λ is a net then the filter which has the base {B µ = {x λ : λ ≥ µ} : µ ∈ Λ} is called the filter generated by the net (x λ ).
Definition. If F is a filter and Λ = {(x, F ) :
Then the map Λ → X defined by (x, F ) → x is a net and is called the net based on F .
Theorem 1.
(a) A filter F converges to x iff the net based on F converges to x. (b) A net (x λ ) converges to x iff the filter generated by (x λ ) converges to x. (c) A filter F has x as an accumulation point iff the net based on F has x as an accumulation point. (d) A net (x λ ) has x as an accumulation point iff the filter generated by (x λ ) has x as an accumulation point.
The statements in each of the following groups are equivalent in ZF 0 .
General Topological Spaces
In this section we do not put any restriction on the topological space.
Proof. All the implications are clear except for C → B and we will give a proof of that here. Let S be a subbase for a topology on X such that every open cover of X by elements of S has a finite subcover and let F be an ultrafilter on X which doesn't converge. Then for every x ∈ X there is a neighborhood of x which is not in F and therefore, there is a finite subset S of S such that x ∈ S / ∈ F. This implies that for each x ∈ X, there is U ∈ S such that x ∈ U and U / ∈ F. Therefore, {U ∈ S : U / ∈ F} is an open cover of X by elements of S. Let {U 1 , . . . , U n } be a finite subcover. Since F is an ultrafilter and U i / ∈ F, X U i ∈ F for i = 1, . . . , n. But this is a contradiction because
In the next lemma we state some of the known independence results.
, model N1 in [hr] and the Jech/Sochor transfer theorem, see [j] .) (b) In ZF, F → A, and F → C ( [ho] , model N56 in [hr] and the Jech/Sochor transfer theorem, see [j] .) (c) In ZF, X → F , for X = A, B, C, D, E, or G ( [ho] , If A → F , then AC and similarly for the others.) (d) In ZF, C → A ( [p] , [wo] , If C → A, then the Boolean Prime Ideal Theorem (BPI) holds.)
In our next theorem, we shall prove additional independence results. (g) In the ordered Mostowski model, (N 3 in [hr] ), the set of atoms with the order topology is compact E, G, and H but not compact A, B, C, D or F. The set of atoms with the discrete topology is compact E and H, but not compact G. (h) There is a topological space which is compact G, but not compact A, B, C, D, E, F, or H. (We are assuming BPI.) (i) In M1, the basic Cohen model (see [hr] ), there is a set that is compact E and G, but not compact A, B, C, D or H.
Proof. (a) To show X is not compact E, we shall define a sequence of functions in X that has no convergent subsequence. For each i ∈ ω, and for each s ∈ 2 ω let f i (s) = s(i). Let {f i n : n ∈ ω} be any subsequence of the sequence {f i : i ∈ ω} and let f ∈ 2 2 ω . We will argue that the subsequence does not converge to f . Define s ∈ 2 ω by
Then the neighborhood {g ∈ 2 2 ω : g(s) = f (s)} of f contains every other point of the [hr] . The set 2 with the discrete topology is a compact Hausdorf space.) Since compact A implies compact B, C, D, G, and H, it remains to prove that X is compact F. The proof of this is given in Theorem 5 where we show that in ZFC, compact A implies compact F.
(b) It is shown in [tr] that there are no non-principal ultrafilters on ω in M2. This implies that ω is compact B. However, ω with the discrete topology is clearly not compact A, D, E, F, G, or H.
We claim that ω is not compact C in M2. Let S be a subbase for ω. We will use dependent choice, which holds in M2, to show that S has an open cover with no finite subcover and thus that ω is not C compact.
Let n 0 = 0. Since S is a subbase there exists some S 0 ∈ S so that n 0 ∈ S 0 and ω\S 0 is infinite. (If ω\S was finite for every S ∈ S such that n 0 ∈ S, then {n 0 } would not be a finite intersection of basic sets.) Suppose we have found n 0 , n 1 , . . . , n k and S 0 , S 1 , . . . , S k so that for
Consider the following
is infinite and we can take S k+1 = T p . It follows by induction that the set {S 0 , S 1 , · · · , } is a cover of ω by subbasic sets that has no finite subcover. Therefore, ω is not C compact.
(c) We shall show in ZF that if X is any finite set then X
A is compact C if we use the discrete topology on X. (It follows then that it is true in N 2.) For each a ∈ A and each x ∈ X, let S a,x = {f ∈ X A : f (a) = x}. S = {S a,x : a ∈ A and x ∈ X} is a subbasis for the product topology on X A . Further, we claim that any cover of X A by elements of S has a finite subcover. Let C be such a cover and let < be a linear ordering of X. For each
Next, we shall show that if A is the set of atoms in N 2, then 2
The group determining the model is the group of all permutations φ of A such that (∀i ∈ ω)(φ({a i , b i }) = {a i , b i }) and supports are finite subsets of A. See [hr] p 178.) To show that D and H compactness fails, let C = {C i : i ∈ ω} where
To show that G compactness fails, let
has empty support and is therefore in N 2. Also, note that for every f ∈ B, f (a 0 ) = f (b 0 ). B has no accumulation point for if g is an accumulation point of B, then for no i ∈ ω is g(
and N excludes all points of B. If k > 0, then any element f ∈ B ∩N must agree with g on a i and
So f agrees with g on a j and b j for all j > k. Therefore, f = g. So in the case where k > 0, the only element of B ∩ N is g. Consequently, g cannot be an accumulation point of B.
(d) The only subsets of A in N 1 are the finite and cofinite sets. In addition, there is no linear ordering of A in N 1. Consequently, A has no countably infinite open cover, there are no infinite nests covering A, and there is no countably infinite subset of A. It follows that A is compact D, E, and H. The set of cofinite subsets of A is an ultrafilter with no accumulation point so A is not compact B. Moreover, no infinite set with the discrete topology is compact G and compact F implies compact G.
(e) It follows from AC that ω 1 has no cofinal sequence. Thus, every sequence is bounded and therefore has a convergent subsequence. In addition, every infinite subset of ω 1 has a countable limit ordinal as an accumulation point. It follows that ω 1 is compact E and G.
For each α ∈ ω 1 , let X α = {β ∈ ω 1 : β < α}. Then {X α : α ∈ ω 1 } is an open cover of ω 1 both by a nest and by elements of a subbase, which has no finite subcover. Therefore, ω 1 is neither compact C nor D.
It is compact H because any countable cover must contain a set of the form S = {β ∈ ω 1 : β > α} were α is a countable ordinal. It is easy to see that ω 1 − S is countably compact.
ω 1 is not compact F, because for each α ∈ ω 1 , {β ∈ ω 1 : β < α + 1} is a neighborhood of α of cardinality ℵ 0 < ℵ 1 = card(ω 1 ).
(f) Use the fact that compact A implies compact C implies compact B and see the web page for [hr] , form [14 CO], and [he] to obtain the fact that BPI implies that compact B implies compact A.
(g) BPI holds in N 3, so compact A, B and C are equivalent. The set of atoms, A, has no countably infinite subset, and neither does its power set. It follows that (A, T ) is both compact E and compact H, where T is any topology.
(A, ≤), the set of atoms with the order topology, is compact G because every infinite subset contains an open interval and every point of such an interval is an accumulation point. However, (A, ≤) is not compact D because the nest of open sets {(−∞, a) : a ∈ A} covers A, but does not have a finite subcover. If (A, ≤) were compact F, it would have an accumulation point x such that if U is an open interval containing x, then there would be a 1− 1 function f mapping U onto A. But such a function f does not have a finite support if U = A, and, therefore, cannot be in the model.
Clearly (A, D), the set of atoms with the discrete topology, is not compact G, as no discrete space is compact G.
(h) Let Z be the set of integers and take the topology to be T = {(x, ∞) : x ∈ Z}. Suppose Y is any infinite subset of Z. Then if x ∈ Y , there is a y ∈ Z such that y < x. It follows that y is an accumulation point of Y . Therefore, (Z, T ) is compact G. However, (Z, T ) is not compact E because the sequence −1, −2, −3, . . . has no convergent subsequence. Since T is a countable nest and has no finite subcover, it is not compact D or H. It is clear that it is not compact F because the set {−1, −2, −3, . . . } has no complete accumulation point. Since, BPI holds, it follows from (f) that compact A, B, and C are equivalent, A implies D and D implies H. Thus, (Z, T ) is compact G, but not compact A, B, C, D, E, F, or H.
(i) It follows from the results of Cohen that in M1, the basic Cohen model, there is a set K ⊂ R with no countable infinite subset which is dense in R and second countable, but is not Lindelöf. Since K has no countable infinite subset it is compact E and since it is dense in R, it is not compact A, B, C, D, or H, but it is compact G. Also see Lemma 1(c),(d) and Theorem 3(f). (BPI is true in M1.) Theorem 4. There is a model of ZF + BPI in which there is a topological space that is compact D and F, but not compact A, B, or C.
Proof. We shall use Cohen's basic model M1 in [hr] . M1 is obtained by extending a model of ZFC using the forcing notion P = {p : p is a finite partial function from ω × ω to 2} and then taking a symmetric submodel of the extension, using an appropriate group of automorphisms of P (obtained from the group of all permutations of ω) and a normal filter obtained using finite subsets of ω as supports. See [j] for the details of the construction.
It is well known that in M1, AC is false and BPI is true. Also, there is a set K = {x n : n ∈ ω} of reals (i.e. subsets of ω) which is infinite but Dedekind finite. (The enumeration n → x n is not in the model.) (See Theorem 3(i).) Another property that we will use is inherited from the generic extension from which M1 is obtained as a symmetric submodel; namely, that the elements of K are independent in the Boolean sense; that is, y 1 ∩· · ·∩y r ⊂ x 1 ∪ · · · ∪ x s only if {y 1 , . . . , y r } ∩ {x 1 , . . . , x s } = ∅, for all y 1 , . . . , y r , x 1 , . . . , x s ∈ K. In particular, no finite union of elements of K is equal to ω, and no finite intersection is empty.
We consider the topological space (ω, τ ), where τ is the topology generated by K as a subbase. (A base for the topology τ is the set K * of all finite intersections of elements from K.) It is clear that (ω, τ ) is not compact A, since K is an open cover of ω with no finite subcover. Since compact A, B, and C are equivalent in M1, (ω, τ ) is not compact B or C either. We will show in Lemmas 3 and 4 that (ω, τ ) is compact D and compact F. The proofs rely heavily on Lemma 2, which characterizes the open sets of (ω, τ ).
Notice that (ω, τ ) is not Hausdorff, since the intersection of any two non-empty basic neighborhoods is non-empty. However, the space is T 1 , since for any pair a, b ∈ ω there exists x ∈ K such that a ∈ x and b / ∈ x.
Lemma 2. Every non-empty open set in τ is either: (a) A cofinite subset of ω or (b) A finite union of basic neighborhoods F , where F is a finite subset of ω.
Proof of Lemma 2. Let S be a non-empty open set in τ , where S is a set of basic neighborhoods. We can assume, without loss of generality, that if U ∈ S and V ∈ K * such that V ⊂ U , then V ∈ S.
LetṠ be a symmetric name for S, and let E ⊂ ω be a support forṠ. Consider the finite set {x n : n ∈ E} ⊂ K. We have two cases: Case 1.
S ⊂ n∈E x n . Let H be the ⊂-minimal positive Boolean combination of elements of {x n : n ∈ E} that contains S, and, using the disjunctive normal form, express H as a finite union of finite intersections:
.
By the independence of the elements of K, we have that the expression above is uniquely determined (up to reordering), and consequently it has no redundancy (that is, if we delete any part of the expression we obtain a different set). If every finite intersection y j 1 ∩· · ·∩y j r s , for j = 1, . . . , s, is an element of S, then S = H and we are done.
Suppose then that y j 1 ∩ · · · ∩ y j r s is not a member of S. We will prove that y
is contained in S, except possibly for finitely many points. This way we will conclude that S equals H minus, possibly, finitely many points.
Such a set u exists, because we assumed S to be closed downwards and ( S) ∩ y j 1 ∩ · · · ∩ y j r s = ∅. Also, z 1 , . . . , z t can be taken such that they are not in {x n : n ∈ E}, since otherwise H is not the minimal Boolean combination that contains S, or (1) is redundant.
Let p be a forcing condition in the generic set G that forcesu ∈Ṡ. Then there is at most a finite set d ⊂ ω of elements that p forces not to be in at least one of the setsż 1 , . . . ,ż t . Let k ∈ y ď ; we will prove that p forces the fact that there exists u ∈ S such that k ∈ u . We will do that by showing that every extension q of p has an extension q that forces the required properties.
Let q be an extension of p . Let π be a permutation of ω that interchanges the indices corresponding to the sets z 1 , . . . , z t with indices l 1 , . . . , l t / ∈ E such that dom(q) ∩ {(n, m) : n = l 1 , . . . , l t } = ∅, while fixing all elements of E. Let p be the condition obtained by adding to p the information to force that k is in each of the sets named by πż 1 , . . . , πż t . We still have that p is compatible with q, so q = q ∪ p is an extension of q that forceš
This proves the fact that y
S ⊂ n∈E x n . In this case there exists u = z 1 ∩ · · · ∩ z t ∈ S such that {x n : n ∈ E} ∩ {z 1 , . . . , z t } = ∅. If we take a condition p that forcesu ∈Ṡ, and d ⊂ ω is the set of elements that p forces not to be in at least one ofż 1 , . . . ,ż t , we can repeat an argument similar to that of Case 1 to obtain now that ω d ⊂ S.
This finishes the proof of Lemma 2.
Proof of Lemma 3. Let T be a nest of open sets that covers ω. If there is in T an open set which is a cofinite subset of ω, then there are only finitely many sets above it in T , and those form a finite subcover of ω. Therefore, by Lemma 2, the remaining possibility is that all the elements of T are finite unions of basic neighborhoods, possibly with some points deleted. We will show that this case leads to a contradiction. We will define a one-to-one ω-sequence (z m : m ∈ ω) in K, contradicting the fact that K is Dedekind finite.
First, choose k 0 = min(ω T ) (of course, if T = ω then T = {ω} and we are in the previous case).
If k m is defined and k m / ∈ T , let a m = {u ∈ T : k m / ∈ u}. Since it is a union of open sets, a m is an open set, and it is non-empty. If a m is equal to ω minus finitely many points, there must be an open set u ∈ T such that a m ⊂ u (since k m / ∈ a m and k m ∈ T ), and such u must be equal to ω minus finitely many points, contradicting our assumption. Then, by Lemma 2, and using the disjunctive normal form, we can write uniquely
where y j i ∈ K, 1 ≤ i ≤ r j , 1 ≤ j ≤ s, and F ⊂ ω is finite. Now we define z m ∈ K as the least element (in the order of the real numbers) of the set {y
which is not in {z i : i < m}; we assume as an induction hypothesis that it exists. Finally, to complete the induction, define k m+1 as the minimum k ∈ ω for which there exists u ∈ T such that u ⊂ i<m+1 z i and k / ∈ u. Notice that the construction guarantees that the sequence (z m : m ∈ ω) is one-to-one. This finishes the proof of the fact that (ω, τ ) is compact D. 
where y j i ∈ A, 1 ≤ i ≤ r j , 1 ≤ j ≤ s, and F ⊂ ω is finite. We claim that every point in the complement of (y
is a complete accumulation point of X. Indeed, if a is in the complement of (y
) and z 1 ∩ · · · ∩ z t is a basic neighborhood that contains a, then the set
must be infinite, since a finite Boolean combination of elements of K must be either empty or infinite. This means that (z 1 ∩· · ·∩z t )∩X is infinite: otherwise, the set (z 1 ∩· · ·∩z t ) X would be an open set disjoint from X, which would imply that (z 1 ∩· · ·∩z t ) X is contained in (y
. Therefore, being both countably infinite sets, (z 1 ∩ · · · ∩ z t ) ∩ X and X have the same cardinality.
This completes the proof of Theorem 4.
The relations between the definitions are shown in the following implication diagram.
The matrix below shows the relationships between the definitions. An arrow means that the row entry implies the column entry. The other entries are models in which the row entry is true and the column entry is false.
Finally, in this section, we discuss the relationships between the definitions of compactness in ZFC.
Theorem 5. In ZFC, compact A, B, C, D, and F are all equivalent, compact E implies compact H, and compact H implies compact G.
Proof. To prove that compact A, B, C, D, and F are equivalent it is sufficient to prove, B → A, D → A, A → F, and F → A. The remaining implications follow from Theorem 2.
A proof that compact B implies compact A can be found in [w] p 118. The proof that compact A and F are equivalent is due to Alexandroff [al] and Urysohn [ur] . An outline of the proof can be found in [k] p163.
Suppose X is compact D and not compact A. Let U be an open cover of X which fails to have a finite subcover. Well order U as {U α,0 : α < β 0 }. Since X is compact D, there is an α 0 < β 0 such that X ⊆ α<α 0 U α,0 . It follows that U 0 = {U α,0 : α < α 0 } is an open cover of X. Since U 0 ⊆ U, it has no finite subcover, so α 0 ≥ ω. We can well order U 0 as {U α,1 : α < β 1 }, where β 1 is a limit ordinal ≤ α 0 . Since X is compact D, there is an α 1 < β 1 such that X ⊆ α<α 1 U α,1 . We then continue by induction and construct a strictly decreasing sequence of ordinals {α i : i ∈ ω}, which is a contradiction.
The fact that compact E implies compact H is an exercise in [k] p162. The fact that compact H implies compact G follows easily from the next lemma.
Lemma 5. In ZF 0 , any sequence in an H compact space has an accumulation point.
(We are using accumulation point here in the sense of an accumulation point of a net, not of a set. To say that any sequence has an accumulation point in this sense is the same as saying that any countable set has a complete accumulation point. See the definitions in the introduction.) Proof. Suppose s i : i ∈ ω is a sequence in X with no accumulation point; we shall show that X is not compact H. Let S be {s i : i ∈ ω}. There is no loss of generality in assuming that S is infinite because if it were finite than it easy to construct a convergent subsequence whose limit is an accumulation point of the sequence.
We will now construct a countable open cover of X with no finite subcover. For each finite subset T ⊂ S (including T = ∅), let U T be the union of all open sets which contain T but do not contain any points of S T as members. (If X is not T 1 , then U T may be empty for some T , but the fact that the sequence has no accumulation point ensures that every x ∈ X is in some U T .) Clearly no finite union of U T 's covers all of X, since each contains only finitely many members of S. Also, there are only countably many finite subsets of the countable set S, so the U T 's form a countable open cover of X with no finite subcover.
In ZFC, we have the following relations between the forms.
First Countable Topological Spaces
A topological space is first countable if every point has a countable neighborhood base. All the implications shown in the last section hold for first countable spaces and, in addition, compact H implies compact E.
Theorem 6. For first countable spaces, compact H implies compact E.
Proof. By Lemma 5, any sequence in a compact H space X has an accumulation point. In a first countable space, if p is a accumulation point of a sequence, then some subsequence of S converges to p. (See [k] , pp 72-3. It is easy to see that the axiom of choice is not required in the proof in [k] .) Thus, if X is H compact, it is also E compact.
The topological space (Z, T ) described in Theorem 3(h) is a first countable topological space (in fact it is second countable) which is compact G but not compact E or H.
If we look at the models we used in section 2 for the independence results, we see that ω in M2 is second countable, and therefore, first countable. The set of atoms, A in N 1, is first countable because for each a ∈ A, {{a}} is a neighborhood base for a. The power set of the atoms, 2 A in N 2, is first countable. To show this, let f ∈ 2 A and for each n ∈ ω, let
n ∈ ω} is a countable neighborhood base at f . In addition, (ω 1 , ≤) is first countable because if α ∈ ω 1 , then {(β, α + 1) : β < α} is a neighborhood base at α. The set K ⊂ R defined in Theorem 3(i) is second countable. However, (A, ≤) in N 3 and 2 2 ω are not first countable.
A matrix and implication diagram which shows the implication and independence relationships is given below.
Assuming AC, we obtain that compact E and H are equivalent. (See [k] p162.) Thus, the diagram in this case becomes:
(It is also interesting to note that if the space is first countable and T 1 , then compact G implies compact E. In this case compact E, H, and G are equivalent. See Lemma 7 below.)
Second Countable Topological Spaces
A second countable space is one that has a countable base for the topology, therefore, it is also first countable. For these spaces we have the following additional results. Assume X is an infinite set which is compact E and let B = {U n : n ∈ ω} be a countable open base for X. Suppose Y is an infinite subset of X with no accumulation point. Therefore, for each y ∈ Y there is there is an n ∈ ω such that U n ∩ Y = {y}. Let n y be the smallest natural number such that U n y ∩ Y = {y}. Clearly, if y = z, n y = n z . Therefore, it follows that Y has a countably infinite subset W and, since X is compact E, W has a convergent subsequence. S. The limit point of S is an accumulation point of Y . This contradiction proves the theorem.
To prove independence results, we note that ω with the discrete topology in M2 is second countable so the results we had previously for the independence of compact B are true here. The set K ⊂ R defined in Theorem 3(i) is second countable. In addition, the space (Z, T ), described in Theorem 3(h), is second countable. Our results are below.
In ZFC, the additional result we have is that that compact E implies compact A. (See [k] 
Lindelöf Spaces
Lindelöf spaces have the property that every open cover has a countable subcover. They have many of the same properties as second countable spaces.
It is interesting to note that the axiom of choice for a countable number of subsets of R is equivalent to each of the following statements in ZF: 1. ω with the discrete topology is Lindelöf. 2. R, the set of real numbers with the order topology, is Lindelöf. 3. Q, the set of rational numbers with the order topology, is Lindelöf. 4. Every second countable topological space is Lindelöf.
See form 94 in [hr] for additional equivalent statements.
Theorem 8. For Lindelöf spaces, compact A, D and H are equivalent and compact E implies compact G.
The proof is similar to the proof of Theorem 7.
Theorem 9. For Lindelöf spaces, if compact E implies compact A in ZF, then the axiom of choice for a countable number of sets (CAC) holds.
Proof. Suppose compact E implies compact A and let A be a countable family of nonempty, pairwise disjoint sets. We write A as {A k : k ∈ Z}. Define a topological space (X, T ) as follows: X = A and
The space (X, T ) is second countable and Lindelöf (there are only countably many open sets). It is clear that (X, T ) is not compact A, and therefore, by hypothesis, not compact E. Let x n : n ∈ ω be a sequence with no convergent subsequence. We shall show that S x ∩ A k is finite for each k ∈ Z, where S x = {x n : n ∈ ω}. Fix k ∈ Z and let y n : n ∈ ω be a sequence contained in A k . Let U be any open set containing y 0 . Clearly,
Thus, y n : n ∈ ω converges to y 0 . Since x n : n ∈ ω has no convergent subsequence,S x can only have a finite intersection with each A k . Let F = {k ∈ Z : S x ∩ A k = ∅}. Since S x intersects each A k at most in a finite set, F must be infinite. For each k ∈ F define n(k) ∈ ω to be least natural number such that x n(k) ∈ A k . Then {x n(k) : k ∈ F } is a choice set for {A k : k ∈ F }. Therefore, it follows from [m] that CAC holds.
In the model M2 in [hr] , ω with the discrete topology is Lindelöf (see [94 A] in [hr] ) and compact B (because there is no ultrafilter on ω in M2), but it is not compact A, C, D, E, F, G, or H. The space (Z, T ) defined in the proof of Theorem 3(h) is also Lindelöf. Also, by Theorem 3(f), if BPI holds, then compact A, B, and C are equivalent.
The arrow diagram and the matrix for Lindelöf spaces are below.
Moreover, using a proof similar to the proof in [k] that compact E implies compact A, we can show using the countable axiom of choice that if X is Lindelöf and compact E, then it is compact A. Thus, in ZFC, the diagram for Lindelöf spaces is the same as that for second countable spaces.
Another interesting result is given in the following Theorem.
Theorem 10. In N 2, 2 A is linearly Lindelöf (every nest of open sets that covers 2 A has a countable subcover), but not compact A or D and not Lindelöf.
Proof. See the proof of Theorem 3 (c) for a description of N 2. Let A be the set of atoms. For n ∈ ω define four basic open sets B j n , j = 1, 2, 3, 4 in 2 A as follows: . We claim that for each k ∈ ω, B k = {B j n : n ≤ k ∧ j ∈ {1, 2, 3, 4}} fails to cover 2
A . This follows because any f ∈ 2 A such that f (a 2n ) = f (b 2n ) for n = 1, 2, . . . k fails to be in the union of B k . For each n ∈ ω let C n = B A with no countable subcover and N is a nest of open sets which covers 2 A , but has no finite subcover. Therefore, 2
A is not compact A or D and is not Lindelöf. To complete the proof we shall show that 2 A is linearly Lindelöf. We prove first that every linearly ordered set in N 2 is well orderable. Assume Y is linearly ordered by ≤ and that the pair (Y, ≤) has finite support E. It suffices to show that every element of Y has support E. If some element x of Y does not have support E, then there is a φ ∈ fix G (E). (fix G (E) is the set of permutations in the group determining the model which fixes E pointwise.) such that φ(x) = x. Since φ fixes Y , φ(x) ∈ Y . Since ≤ is a linear ordering, either x < φ(x) or φ(x) < x, but not both. Assume x < φ(x). Then since φ 2 is the identity on A, and φ fixes ≤, φ(x < φ(x)) is φ(x) < x, which is a contradiction. Thus, Y so is well orderable.
Let N in N 2 be a nest of open sets which covers 2
A . By the preceding result, N is well orderable in N 2. This implies that every subset of N is in N 2 and that every subset of N which is countable (in the ground model) is countable in N 2. For finite E ⊆ A and f : E → 2, let B E,f = {g ∈ 2 A : (∀t ∈ E)(g(t) = f (t))}. Then since A is countable in the ground model, the basis B = {B E,f : E is a finite subset of A and f : E → 2} for 2 A is countable in the ground model. For each B ∈ B let F (B) be some element of N containing B if there is such an element of N . F is in the ground model and the range of F is a countable subcovering of N which is in the ground model and, therefore, in N 2 and which is countable in N 2.
The Boolean Prime Ideal Theorem
In this section, we assume BPI holds. Thus, it follows that compact A, B, and C are equivalent. (See Theorem 3 (f).) Also, see Theorem 4 for properties of spaces when BPI is true.
In Theorem 3(a) we have shown that the space 2 2 ω is compact D and F, but not compact E so we shall use that in the matrix below.
We get the following arrow diagram and matrix if BPI holds. As we have mentioned above, BPI is true in models M1 and N 3. In the matrix below "K ⊆ R in M1" could be replaced by "(A, ≤) in N 3".
A, B, C
Since any set of reals with the order topology is first countable and T 1 , (in fact it is second countable and T 2 ), for the real numbers, compact G implies compact E.
The arrow diagram and the matrix for the reals is below. 
In ZFC, for subsets of the reals, compact A-H, are all equivalent.
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