Different products necessitate different design processes. Determining which such process is most appropriate for a particular product, in turn, requires its delineation before the design of the product under consideration. The phase where design processes are composed is called meta-design. Despite its importance, current simulation-based design frameworks such as FIPER, ModelCenter, and iSIGHT do not support meta-design. This oversight can be attributed at least in part to the fact that these frameworks capture information about products, design processes, and the associated tools in a lumped fashion. Processes are captured in terms of the specific tools employed and the product information, associated with their use, thereby restricting the re-utilization (i.e., reuse via adaptation or customization) of instantiated processes for designing different products. This inherent inability to separate product and process information hinders the exploration of different design process options for designing a product at a fundamental level, thereby restricting meta-design.
approach is adopted in this paper because from a decisioncentric perspective, meta-design is a meta-level process of designing systems that includes partitioning the system based on function, partitioning the design process into decisions, and planning the sequence in which these decisions are most appropriately made [9] .
Specific advantages of adopting a decision-centric perspective include the ease with which both model-centric and tool-centric views are generated. Furthermore, domain independent representation of design processes becomes feasible. Hazelrigg describes decision-based design as omnidisciplinary, "the seed that glues together the heretofore disparate engineering disciplines as well as economics, marketing, business, operations research, probability theory, optimization and others" [7] . Herrmann and Schmidt [10] describe a complete product development organization as a network of decision-makers who use and create information to develop a product. Although principles of decision-based design have been accepted in theoretical aspects of design research, they have not been implemented in design frameworks. Current tools do not capture information related to designers' decisions; decision related information is captured in the form of meta-data (if at all).
To address the shortcomings, elicited throughout this section, and support meta-design in design frameworks, we propose a decision-centric 3-P approach in this paper. The three main elements are a) decision-based design (discussed in Section 2.1), b) modular systems view of design processes (discussed in Section 2.2), and c) separation of declarative and procedural information (discussed in Section 2.3). The utilization of these three elements in the proposed approach is presented in Section 3. An information model supporting the 3-P approach is presented in Section 3.2. It is an objectoriented information model that captures three key components of design information, including a) design problem, b) design process, and c) product information. The information models for design problem, product, and processes are discussed in Sections 4, 5, and 6 respectively.
ELEMENTS OF THE PROPOSED STRATEGY FOR MODELING DESIGN INFORMATION
The 3-P approach is a synthesis of three key components -a) a decision-based view of design processes and the adaptation of a specific instantiation, namely the Decision Support Problem (DSP) Technique, b) a modular systems based approach for design processes, and c) a mechanism for separation of declarative and procedural information.
The roles of these three components and the resultant key characteristics of the 3-P approach are illustrated in Figure 1 . Decision-based design constitutes a conceptual basis for design activities and is based on the notion that the principal role of an engineer in the design of an artifact is to make decisions [9, 11] . Decision-based design is chosen as a framework in this paper because of its a) domain independence (decisions are common across different engineering domains), b) design phase independence (the structure of decisions remain the same during any phase of the design process), and c) ability to be used for modeling any process in CAE and PLM. A specific instantiation of decisionbased design -the DSP Technique -is chosen in this research as a basis for design information modeling, the details of which are discussed in Section 2.1. In order to support the design of design processes, we view processes themselves as systems that consist of sub-systems interacting with each other through well defined interfaces. A modular systems-based approach for design processes is employed in order to support reusability and composability of such processes. This aspect of the proposed strategy is discussed in Section 2.2. The separation of declarative information from the procedural information is used in order to increase reusability of processes for different products and decisions. The details of such separation of information are discussed in Section 2.3. 
3-P Approach
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Principle 1: Decision Problem Focus (DSP Technique)
The design model, presented in this paper, is an extension of the constructs developed within the DSP Technique, proposed by Mistree and co-authors [3, 9, 11, 12] and rooted in the work of Simon [2] . The DSP Technique consists of three principal components: a design philosophy rooted in systems thinking, an approach to identifying and solving Decision Support Problems (DSPs), and software. 'Systems thinking' encourages designers to view products and processes as systems interacting with the environment. In the DSP Technique, support for human judgment in designing is offered through the formulation and solution of DSPs, which provide a means for modeling decisions encountered in design.
The DSP Technique is a specific implementation of the decision-based design philosophy, wherein designing is defined as a process of converting information that characterizes the needs and requirements for a product into knowledge about the product. The DSP Technique consists of two phases, namely, meta-design and design [6, 13] . In the meta-design phase, initial decision-based representations of processes (i.e., the information and knowledge of the design process) are determined. In the design phase, Decision Support Problems (DSPs) are formulated and solved in order to obtain implementable solutions (i.e., information and knowledge about the product). These two phases are completed in six steps: 1) identification of problem, 2) partitioning and planning, 3) structuring of DSPs, 4) mathematical formulation of DSPs, 5) solution of DSPs, and 6) post solution analysis. The first four steps constitute the meta-design phase whereas the final two steps constitute the design phase.
In the DSP technique, support for humans is provided through Support Problems (SPs), especially DSPs. Phases, events, tasks, decisions and systems also have SPs associated with them. Each SP captures information related to that entity in a consistently structured format. The SPs are described in terms of domain independent key words and descriptors. An example of such a domain independent description for the case of the compromise Decision Support Problem (cDSP) is provided in Table 1 . Similarly, other SPs are modeled for selection decisions, supporting tasks, design process events, project phases, and the overarching systems. SPs are instantiated by populating domain dependent information for each keyword and descriptor. These keywords and descriptors formalize the information that is required to completely model each SP. Since these keywords and descriptors are domain independent, they represent a common structure (or a conceptual schema) for SPs from any domain. This is one of the most important characteristics of the DSP Technique that enables reuse of design information across domains. SPs can be modeled at various levels of abstraction -in terms of keywords and descriptors (at the highest level of abstraction) and base entities (at the lowest level of abstraction). Hence SPs serve as a medium between human designers and computer implementations of design processes. The motivation underlying the DSP Technique is to model SPs using the base entities on a computer. If a support problem contains all the information in terms of computational base entities, it is referred to as a template that can be executed on a computer.
From the perspective of computer supported modeling of design processes, the DSP Technique provides a framework for modeling, representation, manipulation and reuse of design processes on a computer. The notion of SPs and their various levels of abstraction provide a mechanism to support human decision-making at a computational level. The DSP Technique is also the only method that offers computational models of design processes in terms of design decisions. A designer working within the DSP Technique has the freedom to use sub-models of design processes, created and stored by others, as well as, to create models of the intended plan of action using the aforementioned entities [1] .
The primary limitation of the DSP Technique is that in its current form, it lacks an information model for representing product information. Although the DSP Technique is useful for capturing processes in terms of transformations, it cannot be used in the current form to capture states of product information and their evolution. Furthermore, only decisions are formalized as SPs in the DSP Technique. Other transformations on product information along the design process have not been formalized thus far. For example, it is not possible to computationally represent abstraction, concretization, etc. using the DSP Technique palette. Hence, it is difficult to study the effect of transformations on product information. The DSP Technique needs to be extended to include product information and closely integrate product and process information. This is accomplished in the proposed approach by infusing generic product information transformations into the existing DSP Technique framework.
Principle 2: Modularity
One of the main challenges in modeling any design effort, regardless of scale or scope, is standardizing the manner in which information and associated dependencies are represented. The underlying need for reusability of information translates this requirement into representing information in a domain neutral form that supports designers in providing and structuring required information content in a computationally archivable and reusable fashion. This in turn calls for a domain independent means of capturing design information. In order to facilitate designer interactions, required for effective collaboration from a decision-based perspective, expression of information related to design decisions in a standardized format is also required. It is for this reason that we advocate a modular template-based approach to modeling design information. In order to effectively support engineering design processes, this notion translates to the development of reusable computational templates for modeling this information. Such computational templates should serve as building blocks -completely modular components that are standardized with respect to structure and interface architecture. Such building blocks must also facilitate analysis, and execution.
Our design process modeling strategy is based on the assumption that processes themselves are hierarchical systems that can be progressively broken down into sub-processes, which in turn can be represented in terms of basic design process building blocks, namely the information transformations, discussed in the previous section. Specifically, we focus on developing modular, reusable models of information transformations with clearly defined inputs and outputs that facilitate hierarchical modeling of design processes. Due to their consistent structure, design processes modeled in this fashion provide the ability to easily archive and reuse design process knowledge at all levels of the model hierarchy.
The fundamental concept of constructing process templates from networks of design process building blocks is illustrated in Figure 2 . The design process in this figure involves three information transformations, namely, T1, T2, and T3. Each of these templates exhibits a different level of completion. T1 is a complete template, implying that all the information required for its execution is available. T3, on the other hand, has yet to be instantiated for the problem at hand and consequently, does not differ from its generic form. Thus, it is the information content, captured within these templates, that serves as the only differentiator among instantiated constructs; the underlying structure remains the same regardless of context or application. Having outlined the modular systems-based perspective espoused in this research, we proceed to discuss the concept of separating declarative and procedural information in Section 2.3. The templates are defined based on the separation of these distinct aspects of design information, resulting in generic information transformation constructs that are instantiated as software templates. One of the reasons for the lack of support for meta-design in CAE and PLM frameworks is that current tools such as FIPER, ModelCenter, and iSIGHT capture process information in a manner that is tightly integrated with the information specific to the product at hand. Hence, it is not possible to reuse different process definitions to design a product. In [14], we present a method for resolving this reusability issue. The method is based on the development of reusable templates for separating declarative and procedural information. In this paper, we extend the template-based method developed for achieving reusability in [14] to an approach for supporting meta-design.
Product
Currently available information models and design support tools force designers to think in terms of the underlying procedure for solving a particular problem rather than conceptualizing and declaring the problem itself. We believe that the effective separation of such declarative and procedural information is extremely important for developing more effective design support systems. Referring back to Figure 4 , the extension of the DSP Technique thus categorizes design information in terms of two types, namely the declarative and the procedural. The information associated with design transformations and the product states is declarative information because it refers to what is done by the designer via that transformation. The mechanics of how that information transformation is carried out constitutes the procedural information; it details how that transformation is executed via a network of tasks. Declarative information thus captures all the pieces of information/knowledge and the associated relationships among them that represent the transformation to be carried out. After the designers have declared their design problem, it can be executed using many different processes. Configuration of the right process for that problem is the fundamental challenge in designing design processes.
The idea of separation of declarative and procedural information is analogous to understanding the behavior of a system that is represented by a set of linear equations. The first step for understanding the system behavior is formulating (declaring) all the equations that correspond to the information/knowledge available to designers. Once the equations have been formulated, the next step is to select a process to be used for solving those equations simultaneously. Various algorithms (that correspond to the processes for solving the equations) such as Cramer's rule, Gaussian elimination, LU decomposition, Jacobi method, etc. are available for solving such a set of linear equations. Appropriate selection of algorithms (process) for the particular problem at hand, however, depends on characteristics such as diagonal dominance, sparcity of the resulting matrix, etc. The selection of the most appropriate process is thus analogous to designing the design process for executing a design transformation.
One of the advantages inherent in separating declarative and procedural information is that this scheme forces designers to focus on design problem formulation before considering the details of solution. This is important because without appropriately formulating the design problem, the designers are likely to incur penalties associated with inefficient iteration and costly redesign due to associated oversights. A further advantage is that the reusability of design processes for solving different kinds of design problems is enhanced. Finally, the designing of design processes is supported in a systematic manner.
In summary, a problem defines a declarative interface specific to one or more process steps. The process is an implementation of this problem and describes the sequence in which constituent sub-problems are solved. Each of these subprocesses is associated with its own sub-process. The chosen principle of defining the interface independently of the implementation is modularity. This hierarchical decomposition of problems and the design processes is a key to the 3-P approach presented.
SUPPORTING META-DESIGN IN SIMULATION-BASED DESIGN FRAMEWORKS

The 3-P Approach
From the requirements to the final product, design processes are carried out through a number of phases. For example, the phases associated with the Pahl and Beitz [15] design process are -1) planning and clarification of task, 2) conceptual design, 3) embodiment design and 4) detailed design. Each phase is associated with stages of product information and converts information from one stage to another. Within each phase, there is a network of transformations that operate on product related information and convert this information from one state to another. These transformations can be carried out in a sequential (see Figure  3 ) or a parallel fashion (not shown). The state of information refers to the amount and form of that information that is available for design decision-making. It represents the combination of the form space and the behavior space at a given point in time. For example, analysis is a transformation that maps a product's form to its behavior, whereas, synthesis is a mapping from a product's expected behavior to its form. It is important to note that these transformations remain consistent throughout different phases of the product realization process, as shown in Figure 3 . 
Figure 3 -Sequential Design Process as a Series of Transformations
The 3-P approach is grounded in this view of design. Each transformation successively transforms product information from one state to another. As in the DSP Technique, each such transformation is associated with a Support Problem, termed as Transformation Support Problem (TSP). Decision Support Problems (compromise and selection) are special types of TSPs. Other TSPs are identified and formulated in Section 5.1. Analogous to the DSP Technique, the design method consists of two phases -meta-design and design. The meta-design phase is focused on formulating the TSPs that are to be solved during the design phase via a network of tasks, comprising the design process. The tasks can either be simple, executed directly (such as execution of a finite element code), or require further transformations (that require the formulation of TSPs). All transformations are associated with a design process, representing the hierarchical nature of design in general. We assert that the transformations characterizing design processes are the same, regardless of hierarchical level. Each design transformation is associated with an input product state, an output product state, and a design process for its execution. These informational components are related as shown in Figure 4 and represent core elements in the proposed model for designing. As shown in the figure, information related to formulating TSPs (declarative information) and solving them (procedural information) is clearly separated. The details of this separation are discussed in Section 2.3. In order to model design information comprehensively, all three key elements -Transformation Support Problems (TSPs), product states, and design processes -must be addressed. We proceed to present a suitable information model in Section 3.2. The core element of designing, as shown in Figure 4 , is an important building block that can be used over and over again for modeling design processes at any level of abstraction for any domain (see Figure 5 ). This embodies the modular systems view of design processes, an aspect discussed in Section 2.2.
Information Model for Problem, Product, and Process Information
The 3-P information model is developed to facilitate the development of tools that support designers in designing both products and associated design processes. This is accomplished through the modular "plug-and-play" of different processes in different problem formulations. The three 'P's refer to the key elements of design informationProblem, Product, and Process. The resultant information model is supports the concepts presented in Sections 2.1 through 2.3. The design transformations that map the product information from one state to another are defined by extending the DSP Technique. Product-specific information is declarative, whereas process-specific information is procedural, effectively separating these two basic types. Each of the 3 Ps is captured as a generic template that can be instantiated by populating information content, specific to the problem, product, or the process at hand (see Figure 6 ). Due to the inherent independence with which each of these three elements is described, instantiated templates provide the required modularity with respect to the information architecture, allowing configuration of different problems with different processes and applying these for a variety of product design scenarios; design process exploration becomes feasible. The notion of combining different products, problems, and processes together is illustrated in Figure 7 . In this figure, five different means of formulating problem-specific objectives are shown for the corresponding decision support problems. Three different product instantiations -a pressure vessel, a datacenter, and a multiscale material are shown. Four different types of processes are listed for executing the decision support problem. The 3-P information model allows different combinations of instantiations (as shown by connecting lines in the figure). 
Problem
Implementation of 3-P Information Model:
The 3-P information model is implemented using object oriented constructs because these support the required hierarchical relationships among entities and facilitate reuse. The information model is instantiated as abstract Java classes. In order to support different levels of abstraction of the information, these generic templates are described at different hierarchical levels. For example, the most abstract compromise DSP is defined with basic components -design space, response space, preferences, etc. The preferences can be further defined as simple Archimedean preferences, preemptive preferences or more complex utility functionbased preferences. These preference structures dictate different levels of hierarchical templates for the compromise DSP.
The abstract Java classes are referred to as the generic templates that can be instantiated for specific scenarios and combined together to generate an executable description of the design process. This description is particularized to design a specific product by solving a specific problem. The instantiation of generic templates into specific templates is carried out by extending the abstract Java classes. Specific schemas for the 3-Ps are presented in Sections 4.2, 5.3, and 6 respectively. The details of instantiation of generic templates are also discussed in these sections using examples from the design of a datacenter cooling system and a materials-system.
Information is thus captured as entity objects and relationship objects. For example, in the models for design processes, the entities refer to information transformations and relationships refer to the information flows between these transformations, whereas in the product information model, the entities refer to components and the relationships refer to interfaces between components.
The design problem information model is based on the Decision Support Problem (DSP) Technique [6] proposed by Muster and Mistree. The processes are modeled as hierarchical systems in three levels -individual transformations, model interactions, and process compositions. Seven transformations and nine model interactions are identified specifically for simulation-based multiscale, multifunctional design. Each of these model interactions are associated with design processes and serve as standard reusable patterns for design processes. The information model is instantiated as Java objects. The reusability and reconfigurability aspects of the information model are discussed via modeling design problem, processes and product information for datacenter cooling system.
Implementation of the 3-P Approach using the Proposed Information Model
Implementing the model for designing, proposed in Section 3.1 and shown in Figure 4 , entails the completion of five steps in executing design transformations. This is illustrated in Figure 8 . In each of the steps, an element of information is created, transferred, or updated. In the first step, designers select blank (un-instantiated) templates for product, process, and problem. The dotted line between the problem and the process templates represents that the abstract classes for processes are defined to exchange information with the abstract classes that define the problem. In the second step, designers instantiate product specific information via the provision of ranges for design variables, and values for parameters, etc. This is represented by a single filled oval in the product information class. The information available at this step is labeled as State A. The designers are then able to instantiate a problem definition in Step 3. Instantiation of the problem template requires designers to utilize information about attributes and relationships defined in the product information class. This information flow is shown using solid lines in the instantiated product template of Step 3. In addition to the product specific information, there is also additional problem related information such as constraints, targets for goals, and designers' preferences for goals. After the problem is defined, this information can automatically be transferred to the un-instantiated process template to generate an executable process description. The generation of such an executable process description is shown in Step 4. Upon execution additional information about the product is obtained and later used to update the product information from State A to State B as shown in Step 6. It is important to note that the three parts of design information -product, problem, and process are defined independently in a modular fashion. Hence, it is possible to use different types of un-instantiated problem and process templates in Steps 1 and 2 for designing a product. Changing the problem template results in different considerations (such as robustness, different preference structures, etc.) to be incorporated in the design decision. Changing the process templates results in modifying the manner in which the design problem is solved. Note that the process may either consist of a) design transformations that are associated with design problems (e.g., decomposing the problem into sub-problems), or b) basic activities that are not associated with design problems (e.g., running a computer program or performing an experiment). This capability to use different un-instantiated problem templates and processes directly leads to the ability to make meta-level changes to the design process, and therefore meta-design. The dotted line in the figure however indicates that the problem template should be compatible with the process used. Not all problems are compatible with all processes. Due to the modular structure of information capture in the 3-P approach, the information in product model and the problem propagates down to the process template to create executable processes. The five steps shown in Figure 8 pertain to the execution of a single design transformation using the 3-P approach. A general design process consists of a network composed of myriad design transformations (refer to Figure 3) , that transform product information throughout the successive stages of a design process. A scenario involving two sequential transformations entails three distinct states of product information (see Figure 9 ). Each transformation is associated with support problem templates that can further be associated with different process templates. These process templates can then be employed to generate executable processes. 
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Figure 9 -Utilization of the 3-P Information Model for Multiple Transformations
In the remaining part of this paper, we present specific information models for products, problems, and processes. These information models are developed in a manner that supports the design view presented in Figure 3 through Figure  9 .
MODELING PRODUCT INFORMATION
The product model adopted in this paper is based on object oriented information modeling concepts. In our work, product model Π is represented as a set of entities ( ) 
Figure 10 -Product Model as a Set of Entities and Relationships
An entity is an abstraction of a physical object, concept or phenomenon. An entity can be a collection of other entities. For example, the entities associated with a datacenter are room, computer, processor, rack, etc. that can be represented using dimensions and locations. A complete datacenter is also an entity that can be represented using an array of racks and their relative positions. A relationship is an association between entities or attributes.
This model is illustrated in Figure 10 where three entities Figure 12 for three entities and associated alternative values. A point in the product space represents an instantiation of a product. Different points in the space refer to different products.
The simplest entities are those that can not be broken down further into sub-entities. These entities are called parameters. The parameters take values on the Real line. Hence, the Real line is the entity set for parameters. For example, length, width, height, air velocity, air density, heat transfer rate, etc. take Real values and consequently constitute parameters. The product space is mathematically represented as a cross product of entity sets. In other words, a representation of product form consists of an n-tuple of entity sets.
Figure 12 -The Product Space Represented by Entities and their Alternative Embodiments
Relationships in the Product Model
In addition to the entities and associated attributes, relationships , ( ) i j ρ between entities and constraints form an important component of the product model. Constraints are special types of relationships in the product model. These relationships and constraints represent surfaces or sub-spaces in the product space. The relationships in the context of the product model, presented in this paper, are mathematical in nature. Relationships are surfaces if their mathematical form is represented as an equality relation, whereas the relationships are sub-spaces if they are represented by inequality relationships. For example, in the datacenter product model, lower bounds on the size of the overall dimensions (Length > Length (lower bound) ) and (Width > Width (lower bound) ) represent subspaces in the form space. Similarly, the maximum allowable temperature on the surface of processors and the bounds on average temperature divide the design space into feasible and infeasible regions. The relationship between air flow rate, velocity and cross-sectional area is equality and hence, represents a surface in the product space.
Behavioral models relate entities in the form space with entities in the behavior space. Constraints separate the overall product space into feasible and infeasible regions. Feasible product space refers to the collection of points where constraints are satisfied and the infeasible space refers to the points where constraints are not satisfied.
Form and Behavior Spaces
The form of an entity is defined as a collection of attributes that can be controlled directly by the designer. The behavior of an entity is defined as a collection of attributes that describe the product's functionality. The behavior of a product can be derived from its form and its interactions with the environment. It can be modified by changing the form attributes.
The product space is divided into two sub-spaces -form space and behavior space. The form (entities that designers can control) of the product represents a multi-dimensional space, called the form space, where each dimension constitutes an entity set. The form space of design is defined by the various dimensions, numbers of computers in a rack, flow rate of cold air, and the temperature of cold air into the room. The datacenter behavior relevant to the design scenario consists of two parameters: average temperature of the computers, and maximum temperature of the processors. These two parameters represent the behavior space of the datacenter. Points in form space are related to corresponding points in the behavior space through physical laws. For example, the steady state temperature at the top of each processor can be directly evaluated from the form parameters. In a design process, the design requirements determine the desired product behavior and designers' objectives in a design process are to search for a point in the form space that corresponds to a required point in the behavior space. In the next section, two illustrative examples of product information are discussed (also shown in Figure 13 ).
Example of Product Specific Information
The first example is centered on the design of a datacenter cooling system. Datacenters are large computing facilities that house arrays of computers stacked in vertical racks. These racks are arranged inside the facility in a manner that allows easy access to all computers, while simultaneously facilitating the effective removal of heat. During the design of a datacenter cooling system, the components of the system considered include the location and arrangement of racks in the room, arrangement of computers in each rack, and the temperature and velocity of air coming out of the air cooling system. The product model shown in Figure 13 has a hierarchy of entities, with the topmost entity representing the datacenter. The datacenter entity is composed of entities for cabinets (racks) and airflow. Each cabinet consists of multiple computers, each of which is further decomposed into multiple processors. The airflow consists of two entities -air inflow and air outflow. The attributes associated with each entity are shown below them. For example, the entity computer is associated with attributes including the number of processors, height, average temperature, fan curve, etc. 
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Figure 13 -Product Information for Datacenter Example
The relationships are shown using bi-directional dotted arrows and are labeled 1 through 4. The relationships include the distance between cabinets, the temperature profile as a function of air inlet conditions, etc. Although it is not marked in the figure, some of the entities, such as various dimensions, number of processors, computers etc., are form attributes while others, such as maximum and average temperatures, velocity vectors, etc., are behavior attributes. Although this is not a complete information model for the datacenter, it serves as a simple example for the illustration of key concepts.
Schema for Product Information
In order to model the product information in a computerinterpretable manner, an object oriented schema is presented in Figure 14 . The key part of this information model is an entity. A product is composed of many such entities. Each entity, in turn, is composed of various sub-entities and is defined by a number of attributes. Each attribute can be either of type form or behavior. Form attributes combine together to represent the form of an entity, whereas behavioral entities taken together represent the behavior of that entity.
Relations can be of two types -entity inherent relationships and external relationships. Entity inherent relationships are the relationships between the sub-entities of the entity under consideration. External relationships are the relationships of an entity with other entities. The behavioral model is a special type of entity inherent relationship. 
Figure 14 -Schema for capturing product information
It is reiterated and emphasized here that entities are abstractions of reality. Entities do not necessarily represent components of a product. These can be abstract concepts such as elements in Finite Element Model, boundary conditions, etc. Hence, the product hierarchy does not necessarily correspond to the part/subpart (assembly) hierarchy. The hierarchy represents a design perspective that the designer is interested in. This is different from most of the commonly used product models. The abstract nature of entities allows us to view attributes as special types of entities. Since the product information is defined by the designers based on their perspectives of design, different designers may model the same product in an entirely different manner.
MODELING DESIGN PROBLEMS -TRANSFORMATIONS IN DESIGN
The second important component of the 3-P information model is information related to design problems. The design problem definition consists of the design variables, responses, constraints, goals, preferences, etc. In order to solve a design problem, a design process is determined, which consists of a network of transformations on product information. These transformations take product information at State A as input and produce product information at State B as output. In this section, our focus is on extending the DSP Technique palette by modeling the fundamental information transformations encountered in engineering design. These transformations include decisions, abstraction, composition, decomposition, interfacing, mapping, and synthesis.
Each of these transformations is associated with a support problem. In this section, we present the support problems associated with these transformations and structure these according to the overarching systems model envisioned in the DSP Technique (discussed in Section 2.1). These support problems serve as generic templates for capturing problem related information in a declarative manner. Our approach is decision-centric, i.e., design tasks generate information that is ultimately useful for design decision-making. Modeling a design process using such a decision centric approach involves developing networks of transformations.
Proposed Transformations in Design
The key transformations associated with a design process include: Mapping, Decomposition, Composition, Abstraction, Refinement, Evaluation, and Decisions. These transformations are extensions of Ullman's [16] effects of design processes on the design. In this section, we discuss the details of these transformations.
1.
Mapping is a transformation that involves establishing relationships between different entities of a product model. For example, in the Pahl and Beitz design process, the mapping of requirements to appropriate function structure, and the mapping of functions to working principles are two fundamental types of mappings commonly encountered in design processes.
In a simulation-based design process, mappings are created between different sets of parameters that represent the entities. The most common type of mapping encountered in design is analysis. Analysis is a mapping of parameters from the form space to parameters in the behavior space. Analysis is carried out using models such as physics based behavioral models, cost models, etc. Another type of mapping that is very important from the decision-based design standpoint is mapping from the behavior space to the preference space. The preference space represents designer preferences for required behavior and can be defined using various mathematical techniques such as deviation from goals, utility functions for behaviors, etc. This mapping is referred to as preference evaluation. Synthesis is a mapping from the parameters in preference space to parameters in the form space. These three mappings in design processes are shown in Figure 15 . 
2.
Decomposition is a transformation of product information that involves dividing the entity set into groups of entities that can be designed independently. Partitioning of a design space segments the design space into sub-spaces. It also reduces the complexity of the design problem at hand. Ideally speaking, there may be relationships between entities from different groups. However, if the interactions are weak, then these interactions can be neglected. For example, a product model Π shown in Figure 16 consists of four entities 1 2 3 4 { , , , } ε ε ε ε . 
Figure 16 -Decomposition of Entities in a Product Model
3.
Composition refers to the synthesis of independently designed components of a system into a consistent whole. The primary challenge during composition is to consider coupling of phenomena due to interactions between components. From a decision standpoint, it is important to ensure that the decisions made by different designers about different subsystems of a previously partitioned system are consistent with each other. Composition is carried out during the system level synthesis after the sub-system level synthesis has been performed.
4.
Abstraction refers to the removal of detail from the product information, which is not important from the perspective of the design problem currently being solved. For example, during the structural analysis of a part, small features that do not contribute much to the overall strength are often ignored. This process can simplify the design process significantly. Abstraction is important for reducing the design space so that design space exploration becomes feasible, subject to time constraints. For example, in a multi-scale design problem, the micro-scale and atomistic models contain many degrees of freedom that may not be required for the decision under consideration. Designers need to reduce these degrees of freedom in order to achieve the design objectives. At a nanoscale level, the degree of freedom is determined by the arrangement of all atoms. However, such a high degree of freedom would likely impede design. There is a need to maintain the minimum set of design variables open in order to achieve a design objective. Abstraction is also important when there is a need to identify commonality among systems. Further, abstraction can be used to simplify design processes by ignoring coupling between different models that do not affect the designer's decision making capability.
5.
Refinement refers to adding details to the product space. This can be carried out either by adding attributes to an entity that describes more detail about the product under consideration, or by adding entities that are components of a higher level entity. Refinement can thus be used to make the analysis process more accurate by adding important details that were not previously considered. Refinement can also be carried out for individual simulation models by adding more detail about the system. The information associated with refinement can be captured in a declarative form using a refinement support problem template. 6 .
Evaluation refers to the process of determining how well a specific instantiation of an entity in the entity set complies with given criteria. The evaluation transformation is present in any design method. For example, in the Pahl and Beitz design method [17] evaluation transformation is used to select one alternative from a set of alternatives that embody a function. Evaluation is based on determining the value of a metric quantifying the distance between a) a desired point and b) a point corresponding to an alternative in the preference space. Sometimes, the distance is directly measured in the behavior space. But there, the implicit assumption is that the mapping between behavior space and preference space is linear. The distance between two achievable behavior points can be used as a selection criterion in concept selection methods. However, this distance needs to be evaluated with respect to the preference space (and not on the behavior space). Many different selection methods are based on different methods and metrics used for evaluation. In the compromise DSP, the metric for evaluation is based on the deviation of achieved values for goals from the target values.
7.
Decisions refer to the reduction of entities in the entity set based on pertinent evaluation criteria. Evaluation and decision transformations generally go hand in hand. Designers can make rational decisions only based on the available metrics. From a decision-based design perspective, decisions are the most important information transformations. However, we defer this discussion because this transformation has been formalized in the literature on decision-based design. In the DSP Technique, two decisions -selection and compromise [3, 9, 11, 12] have been identified as the only two basic decisions in design. All decisions can be expressed as combinations of these basic decisions. Due to their importance in decision-based design, we present an information model to capture decision related information in a computationally interpretable manner, in Section 5.3.
Examples of Decision Problems
An example of a simple compromise DSP template is shown in Table 2 . The key elements of the information captured in cDSP include design variables and their ranges, constraints, goals, relationship between attributes, and preferences. This is an un-instantiated template because there is no product specific data in the template. The cDSP can be instantiated by getting information from the product model and by specifying problem related goals, constraints, and preferences.
An adapted form of this compromise DSP for robust design is shown in Table 3 . The difference between the two compromise DSP templates is the manner in which the goals are formulated. In the robust design case, each goal is associated with two sub-goals -a) achievement of target performance and b) minimization of variance in the achieved value due to variance in the noise variables. The compromise DSP for robust design is an extension of the information generic decision formulation presented in Table 2 , and can be extended further using the inheritance concept from objectoriented programming. An object-oriented information model for modeling decisions is discussed next. 
Schema for Modeling Decision Problems
In this section, we present the schema for Decision Support Problems (see Figure 17) . The topmost entity is a DecisionProblem. This decision problem contains all the declarative information related to a Decision Support Problem. The decision problem consists of four important elementsdesign space, response space, problem constraints, and preferences. Design space is defined by all the design variables that can be controlled by designers. Design variables can be either real or discrete. Real design variables have a continuous range of values they can assume. Response space is defined by all the parameters that constitute the behavior space. Parameters in the response space have targets associated with them. These targets are derived from the customer requirements through the mapping transformation. Both the design variables and response variables are special types of attributes, described in the schema for product model in Section 4.2. Analogous to the design variables, response variables can also be either discrete or real. It is important to note that the relationship between design variables and response variables is not defined in the problem description, but is defined in the product specific information model. This separation of information is important for reusability. The third element of the design problem is that of problem constraints, the first two being design space and response space. The constraint component of the problem definition captures only the constraints that are due to the manner in which the problem is defined. Product specific constraints are not defined in this section. They are captured using the relationship part of the product model. Constraints can be of two types -equality and inequality. The fourth component of the design problem representation is preference. The preference part of the information model captures how much a designer values different outcomes in a manner that can be mathematically evaluated. These preferences can be captured in different mathematical forms -Archimedean, preemptive, or using utility functions. In the Archimedean formulation, different goals are assigned weights and the overall objective function value is evaluated by taking the weighted sum of individual goals. In the pre-emptive formulation, different levels of objective functions are defined. After the higher levels are satisfied, designers can proceed to satisfy the next level of objective function. Using the utilitybased preference representation, the preference values can be defined to vary with the value of each goal. Since multiple goals can be defined, the information model supports multiobjective decision making.
PROCESS MODEL -ACTIVITIES SUPPORTING TRANSFORMATIONS
Design processes are defined at two levels -at the transformation level and at the activity level where activities that support execution of transformations are modeled. In this section, we only deal with the activity level. The processes are modeled in this paper as a network of activities with information flowing from one activity to another. These activities are computational tasks in the context of simulationbased design. Each activity has a set of inputs and outputs. The manner in which outputs of one activity are modified to serve as inputs to another activity is referred to as an interface between the two activities. Interfaces are used to perform functions such as formatting, parsing of data. The process model also captures the information about the sequence in which activities are executed.
Two examples of processes for executing a decision problem are shown in Figure 18 and Figure 19 respectively. In the first example, an exhaustive search is used for finding the best point in the design space given various constraints and goals. The process involves four activities that include selection of a point from the design space, evaluation of relationships, evaluation of objective function, and updating the objective function. The execution of tasks involves utilization of information from problem definition. This process is used in the second example as a sub-process (see activity 4 in Figure 19 ). The other three tasks, used in this process, include design of experiments to select points in the design space, execution of simulation code at those points, and response surface modeling. These activities are added to reduce the computational cost involved in executing the simulation codes. This example shows the need for reusability of design processes in higher level processes through composability.
Figure 19 -Meta-Modeling based Process for Decision Execution
The information model used for capturing process information is shown in Figure 20 . The highest level element in the information model is a Process. The process is composed of two types of elements -basic process element and composite process element. The basic process element can be directly executed on the computer whereas composite process element is a composition of other process elements. A composite process element has a process graph associated with it, which captures the information about its execution sequence. Two process elements with information flow between them are associated with any interface. The interface defines the outputs of one process element and the inputs of other process element, and also defines how these are mapped to each other in the MappingMechanism object. We recognize that the information models presented in this paper to support the 3-P approach are relatively simple and defined at a high level of abstraction. However, this is not a limitation of the overall approach presented. Comprehensive information models such as the core product model can be used to enrich the semantics of the information models presented. 
Process
CLOSURE
The 3-P modeling approach, proposed in this paper, enables designers to capture design process information in a manner that allows quick process reconfiguration, thereby supporting design process exploration. The modular separation of information associated with problem, product, and processes enables exploring different design sub-processes for solving a given design problem. The key advantages of the 3-P approach arise from the three basic ideas used for its development (extension of DSP Technique, modular template based approach, and separation of declarative and procedural information). These advantages include the following: a. Information can be modeled at different levels of abstraction due to the utilization of object oriented constructs b. Information related to Problems, Products and Processes is separated and captured via modular templates c. Different combinations of Problem, Product, and Process declarations can be combined together to generate specific computationally executable processes d. Process knowledge can be captured and reused across problems and products e. The information model allows composability of instantiated sub-processes into higher level processes. In addition to the independent use of the proposed approach, it can serve as an augmentation of currently available commercial tools such as iSIGHT [18] , FIPER [19] and Model Center [20] .
