The Borel covering property, introduced a century ago by E. Borel, is intimately connected with Ramsey theory, initiated ninety years ago in an influential paper of F.P. Ramsey. The current state of knowledge about the connection between the Borel covering property and Ramsey theory is outlined in this paper. Initially the connection is established for the situation when the set with the Borel covering property is a proper subset of a σ-compact uniform space. Then the connection is explored for a stronger covering property introduced by Rothberger. After establishing the fact that in this case several landmark Ramseyan theorems are characteristic of this stronger covering property, the case when the space with this stronger covering property is in fact σ-compact is explored.
In his 1919 paper [5] E. Borel, studying the notion of Lebesgue measure zero, introduced a covering property for subsets of the real line. A set X of real numbers has Borel's covering property if for each sequence (ǫ n : n ∈ N) of positive real numbers there is a sequence (x n : n ∈ N) of elements of X such that the set {(x n − ǫ n , x n + ǫ n ) : n ∈ N} of open intervals of real numbers covers X. Here, and throughout the paper, N denotes the set of positive integers, also called natural numbers.
Borel's definition has been adapted in several ways to other contexts. For a subset X of a metric space (M, d) the corresponding definition is as follows: For each sequence (ǫ n : n ∈ N) of positive real numbers there is a sequence (x n : n ∈ N) of elements of X such that the set {B d (x n , ǫ n ) : n ∈ N} is a cover for X. Here, B d (x, ǫ) denotes the set {y ∈ X : d(x, y) < ǫ}. For a subset X of a topological group (G, ⊙) the corresponding definition is as follows: For each sequence (U n : n ∈ N) of neighborhoods of the identity element i d of G, there is a sequence (x n : n ∈ N) of elements of X such that the set {x n ⊙ U n : n ∈ N} is a cover for X. Here the symbol x ⊙ N denotes the set {x ⊙ y : y ∈ N}.
A remark made in [5] provided an initial stimulus for investigating Borel's covering property: Borel noted that every countable set of real numbers has Borel's covering property, and he speculated that the only sets of real numbers that have this covering property are the countable sets. This speculation became known as Borel's Conjecture.
By 1976 it was known that Borel's conjecture is independent of the Zermelo-Fraenkel axioms, denoted ZFC. Despite the status of Borel's Conjecture as a statement undecidable in the axiomatic system ZFC, research on Borel's covering property and its relatives continues unabated and has affected numerous branches of mathematics.
In [28] Rothberger modified the definition of Borel's covering property for the context of general topological spaces: For a topological space (S, τ) and a subset X of S, the analogous covering property is as follows: For each sequence (O n : n ∈ N) of open covers of S there is a sequence (T n : n ∈ N) of open sets such that for each n it is the case that T n ∈ O n , and {T n : n ∈ N} is a cover of X. This was a step towards a much broader framework, selection principles in mathematics, in which the Borel covering property and its modifications would be special cases. In this paper we take this broader approach, but we confine ourselves to instances of topological covering properties intimately related to the Borel covering property.
Ten years after Borel's paper [5] F.P. Ramsey reported [27] a significant extension of the classical pigeon hole principle. This work was taking place independently of considerations related to the Borel covering property, and was an initial stimulus for the development of the field now known as Ramsey theory.
The purpose of this paper is to give a coherent expository survey on the connection between covering properties related to the Borel covering property, on the one hand, and Ramsey theory on the other hand. As such the reader should not expect a large volume of new results, but instead a reorganization of several known results into one narrative. As this paper is only one among several in this volume, each dedicated to a different aspect of mathematics inspired by the Borel covering property, the reader can expect an overlap of some basic information among these papers. For example, in the first section of this paper, to set the stage, we describe the broader selection principles context for Borel's covering property. In the second section of the paper we connect this broader context with an essential tool, an infinite two-person game inspired by work of F. Galvin, for making the connection in section 3 with Ramsey theory. With this initial outline established, the rest of the paper narrates the deep connections between the covering properties under consideration, and several landmark developments in Ramsey theory. Ramseyan equivalents of several other covering properties besides the Borel covering property and its relatives have been explored. A very interesting recent investigation along these lines has been published by Tsaban in [45] .
Without further notice all topological spaces in this paper are assumed to be Hausdorff spaces -meaning that for any two distinct points x and y, there are disjoint open sets U and V such that x ∈ U and y ∈ V.
BOREL'S COVERING PROPERTY AS A SELECTION PRINCIPLE
Rothberger's approach in [28] to the Borel covering property suggests a common framework for treating Borel's covering property and its variations. To describe this framework let A and B be families of sets. The symbol S 1 (A , B) denotes the statement (called a selection principle) that there is for each sequence (O n : n ∈ N) of elements of A a corresponding sequence (T n : n ∈ N) such that for each n ∈ N we have T n ∈ O n , and {T n : n ∈ N} is an element of B. To see that the selection principle S 1 (A , B) subsumes the already mentioned variations on Borel's covering property, consider the following. Borel's covering property arose for the real line R with its standard algebraic operations and its Euclidean metric. For this specific example Borel's covering property can be interpreted both as a property of the metric space (R, |·|), and (independently) as a property of the topological group (R, +). A natural common generalization is obtained by formulating the covering property in terms of uniform spaces. See for example [43] , Chapter 9 for more details about uniform spaces. Definition 1.3. For a set X, a collection Ψ of subsets of X × X is said to be a uniformity on X if Ψ has the following properties:
(U1) For each U ∈ Ψ it is the case that {(x, x) : x ∈ X} ⊆ U (U2) If U and V are members of Ψ, then U ∩ V is a member of Ψ (U3) If U is a member of Ψ and V is a subset of X × X such that U ⊆ V, then V is an element of Ψ (U4) If U is a member of Ψ, then also the set {(y, x) : (x, y) ∈ U} is a member of Ψ (U5) For each U ∈ Ψ there is a V ∈ Ψ such that whenever (x, y) ∈ V and (y, z) ∈ V, then it is the case that (x, z) ∈ U Let Ψ is a uniformity on a set X. The pair (X, Ψ) is said to be a uniform space. An element of the uniformity Ψ is said to be an entourage. Convenient notation for the properties stated in (U4) and in (U5) is as follows: For an entourage U, U −1 denotes {(y, x) : (x, y) ∈ U}. For a subset U of X × X the symbol U • U denotes the set {(x, z) ∈ X × X : there is a y ∈ X such that (x, y) ∈ U and (y, z) ∈ U}. An entourage U is said to be symmetric if U = U −1 . Properties (U1), (U2) and (U3) state that a uniformity is a filter on the set X × X with the property that each element of the filter contains the set ∆ X = {(x, x) : x ∈ X}, while property (U4) states that the filter is closed under the operation U −1 , and property (U5) states that for each element U of the filter there is an element V of the filter such that V • V ⊆ U. The blanket assumption of this paper is that topological spaces considered here are Hausdorff spaces: This requirement is imposed on the uniformities relevant to this paper by requiring that a uniformity Ψ is separating, which is that ∆ X = {U : U ∈ Ψ}.
A uniformity Ψ on a set X gives rise to a topology on X: For each U ∈ Ψ, and for each x ∈ X define U(x) = {y ∈ X : (x, y) ∈ U}.
Then for x ∈ X the set N Ψ (x) = {U(x) : U ∈ Ψ} defines a neighborhood basis of x in X, and each subset of X of the form U(x) is said to be a neighborhood of x. Given a set N of neighborhood bases for the elements of a set X, there is a standard topology on X, denoted τ N , giving rise to N -see for example [43] , Section 5. Accordingly, given a uniformity Ψ on the set X, there is a naturally associated topology, denoted τ Ψ , on X. By classical results of Tychonoff and of Weil [42] the topology of a topological space is uniformizable (i.e., there is a uniformity Ψ such that the topology is of the form τ Ψ ) if, and only if, the space is completely regular. Since the spaces in this paper are all assumed to be Hausdorff spaces, being uniformizable is equivalent to being a Tychonoff space. Generalizing further, Nachbin introduced the notion of a quasi uniformity [24] :
Definition 1.5 (Nachbin 1948) . A set U ⊆ X × X is a quasi-uniformity if
(1) U is a filter, (2) For all U ∈ U the set {(x, x) : x ∈ X} is a subset of U,
If U is a quasi-uniformity on X, then (X, U ) is said to be a quasi-uniform space.
Observe that a quasi-uniformity is a uniformity whenever for each U ∈ U it is also the case that U −1 ∈ U . For a quasi-uniformity U , the symbol U * denotes the set {U −1 : U ∈ U }. Note that U * also is a quasi-uniformity and is called the conjugate quasi-uniformity of U . As in the case of uniformities, if U is a member of a quasi-uniformity U , then U(x) denotes the set {y ∈ X : (x, y) ∈ U}. There is a natural topology associated with a quasi-uniformity: If U is a quasi-uniformity on the set X, define
Then τ U is a topology on X. A topology τ on X is compatible with the quasi-uniformity U if τ = τ U . Example 1.7. For a general topological space (X, τ), let O denote the collection of all open covers of X. We say that (X, τ) has the Rothberger covering property if S 1 (O, O) holds. Rothberger introduced this covering property in [28] . It is evident that if τ is the topology τ Ψ generated by the (quasi-) uniformity Ψ on X, and if (X, τ Ψ ) satisfies S 1 (O, O), then it satisfies S 1 (O Ψ , O). As such, the Rothberger covering property implies the Borel covering property.
AN INFINITE GAME AND COVERING PROPERTIES
We now arrive at the crucial tool that links the considered covering properties with Ramseyan properties. Definition 2.1. Let families of sets, A and B, be given. The game G 1 (A , B), played between players ONE and TWO, is defined as follows: The game has an inning per positive integer n. In inning n ONE first chooses an element O n of A , and then TWO responds by choosing an element T n of O n . The play O 1 , T 1 , O 2 , T 2 , · · · , O n , T n , · · · is won by player TWO if {T n : n ∈ N} is a member of B. Else, ONE wins the play.
The instance of this game when A = B = O, the set of all open covers of a topological space (X, τ), was introduced by F. Galvin in [15] . Note that if player ONE does not have a winning strategy in the game G 1 (A , B), then the selection principle S 1 (A , B) holds: For let a sequence (A n : n ∈ N) of elements of the family A be given. Assign the strategy F, defined to play A n in the n-th inning, to player ONE of the game G 1 (A , B). Since ONE has no winning strategy in this game, F is not a winning strategy. Consider a play of the game where ONE used the strategy F, but lost. It is of the form A 1 , B 1 , A 2 , B 2 , · · · , A n , B n , · · · where for each n we have B n ∈ A n . Since ONE lost this play, TWO won and we have {B n : n ∈ N} ∈ B. But then the sequence (B n : n ∈ N) witnesses S 1 (A , B) for the sequence (A n : n ∈ N). One of the fundamental questions is: When does the selection principle S 1 (A , B) imply that ONE has no winning strategy in the game G 1 (A , B)? Perhaps the most delicate instance of a positive result for this question is the following theorem of Pawlikowski [25] : More easily proved instances of such equivalences can be obtained by imposing additional constraints on the underlying topological space, or on the objects ONE is allowed to play during the game. In the rest of this section we prove, for the convenience of the reader, some instances relevant to the Borel covering property. The proofs are not new but can be gleaned from the proof of Theorem 2 in [13] where it is proved for metric spaces: Theorem 2.3. For (X, Ψ) a σ -totally bounded uniform space and Y a subset of X, the following are equivalent:
(2) ONE has no winning strategy in the game
Proof. The proof of (2) ⇒ (1) has been explained above. We prove that (1) ⇒ (2) : Let F be a strategy for player ONE in the game G 1 (O Ψ , O Y ) on X. Since X is σ-totally bounded, and write X = n∈N X n where for each n we have = X n ⊆ X n+1 and each X n is totally bounded. For each n, putting Y n = Y ∩ X n , the uniform space (X, Ψ) satisfies
To defeat ONE's strategy TWO will in specific innings m concentrate attention on specific Y n 's. To this end, partition N into infinitely many infinite subsets S n , n ∈ N. For innings numbered by members of S n TWO will focus on Y n . We now use ONE's strategy F to recursively define a sequence {N k : k ∈ N} and an array of sets U (T 1 , ..., T k ) where:
(1) For each k, N k is a symmetric member of the uniformity Ψ;
(2) With n 1 such that 1 ∈ S n 1 , U ( ) is a finite subset of F( ) (ONE's first move) that covers Y 1 (as X 1 is totally bounded), and N 1 is such that for each
For each (T 1 , . . . , T k ) such that T 1 ∈ U ( ), T 2 ∈ U (T 1 ), · · · and T k ∈ U (T 1 , · · · ., T k−1 ) and for n k+1 such that k + 1 ∈ S n k+1 we have U (T 1 , · · · , T k ) a finite subset of F(T 1 , · · · , T k ) that covers Y n k+1 . Note that there are only finitely many such (T 1 , ..., T k ). N k+1 is a member of the uniformity such that for each such sequence (T 1 , ..., T k ) and for each x ∈ Y n k+1 there is a U ∈ U (T 1 , ...,
With this data available, construct a play against F won by TWO as follows:
We may assume each x k is in Y m -for suppose an x k is not in Y m . If N k (x k )∩Y m = we may with impunity replace this x k by one from Y m . However, if N k (x k ) ∩ Y m = , then let y be an element of this intersection. We claim that
. Thus, letting this y be the new x k we see that we may choose for each k ∈ S m an Another component towards a Ramseyan characterization is next given in Theorem 2.5. Note that the equivalence of (2) and (3) for general topological spaces (not only σ-compact uniform spaces) holds by Pawlikowski's theorem stated above as Theorem 2.2. Theorem 2.5. Let (X, Ψ) be a σ-compact uniform space and let Y be a subset of X. The following are equivalent:
(3) ONE has no winning strategy in the game G 1 (O, O Y ).
(4) ONE has no winning strategy in the game
Proof. The equivalence of (1) and (4) was proven in Theorem 2.3. We must show that (1) implies (2), (2) implies (3) and (3) implies (4). Some of these implications have been proven in prior work, as we shall point out. For the convenience of the reader we give proofs here.
Proof that (1) implies (2): Let (O n : n ∈ N) be a sequence of open covers of X. Partition N into infinitely many infinite subsets S n , n ∈ N. Fix any k ∈ N, and consider the subsequence (O n : n ∈ S k ) of the given sequence of open covers. For a fixed n ∈ S k , apply Theorem 2.4 to O n and the compact subset K k of X. Fix an element W n of Ψ such that for each x ∈ K k there is a U ∈ O n for which we have W n (x) ⊆ U. We may assume that W n is symmetric. Then choose
For pick a z ∈ K k ∩V n (x n ). We have (z, x n ) ∈ V n , and (x n , y) ∈ V n . Since V n •V n ⊆ W n it follows that (z, y) ∈ W n , and thus z ∈ W n (y). In this case we redefine x n to be such a y. Then the sequence (W n (x n ) : n ∈ S k ) is a cover of Y k . For each n ∈ S k , when x n ∈ K k , choose a U n ∈ O n for which W n (x n ) ⊆ U n , and otherwise choose U n ∈ O n arbitrarily. Then the sequence (U n : n ∈ S k ) covers Y k .
It follows that the sequence (U n : n ∈ N) where of each n we have U n ∈ O n , is an open cover of Y. This completes the proof that (1) implies (2) .
Proof that (2) implies (3): (We follow the argument in the proof of (2) ⇒ (3) in Theorem 9 of [36] ) To this end, write
Fix a partition N = ∪{S n : n ∈ N} so that each S n is infinite and whenever m = n, then S m and S n are disjoint. Let F and yet TWO won, we proceed as follows:
Recursively define a sequence (W n : n ∈ N) of elements of the uniformity Ψ, and an array (U (U 1 , · · · , U n ) : n ∈ N) of finite families of open sets such that:
(1) With n 1 such that 1 ∈ S n 1 , U ( ) is a finite subset of F( ) which is an open cover of Y n 1 , and W 1 is a member of Ψ such that for each x ∈ Y 1 we have W 1 (x) ⊂ U for some U ∈ U ( ); (2) For each (U 1 , · · · , U k ) such that U 1 ∈ U ( ) and U i+1 ∈ U (U 1 ..., U i ), i < k, and for n k+1 such that k + 1 ∈ S n k+1 , the set U (U 1 , · · · , U k ) is a finite subset of F(U 1 , · · · , U k ) which covers Y n k+1 and W n k+1 ∈ Ψ is such that W n k+1 ⊂ W n k and for each x ∈ Y n k+1 there is a U ∈ U (U 1 , · · · , U k ) with W n k+1 (x) ⊆ U.
Suppose we have defined these objects up to the m-th stage. Here is how stage m + 1's definition is made: For each sequence (U 1 , · · · , U n ) of open sets such that U 1 ∈ U ( ), U 2 ∈ U (U 1 ), · · · . and U m ∈ U (U 1 , · · · , U m−1 ), apply ONE's strategy F to obtain an open cover F(U 1 , · · · , U m ) of X. Determine the n m+1 or which m + 1 ∈ S n m+1 and then let U (U 1 , · · · , U m+1 ) be a finite subset of F(U 1 , · · · , U m+1 ) which covers Y n m+1 . For this finite cover of Y n m+1 choose a Z n m+1 ⊂ W n m in Ψ such that for each x ∈ Y n m+1 there is a U ∈ U (U 1 , · · · , U n m+1 ) for which Z n m+1 (x) ⊆ U. Do this for all the finitely many possible (U 1 , · · · , U m+1 ), and finally let W n m+1 be an element of Ψ contained in each Z n m+1 .
Note that for any fixed m the selection principle S 1 (O, O Y m ) holds. Thus for the sequence (W n : n ∈ S m ) choose a corresponding sequence (x n : n ∈ S m ) of elements of Y m such that Y m is covered by the set {W n (x n ) : n ∈ S m ). Then the sequence (W n (x n )) : n ∈ N) covers Y.
Recursively choose a sequence (U n : n ∈ N) as follows: Choose U 1 ∈ U ( ) with W 1 (x 1 ) ⊂ U 1 , and with U 1 , · · · , U m chosen, choose U m+1 ∈ U (U 1 , · · · , U m ) with W n m+1 (x n m+1 ) ⊂ U m+1 . These choices are possible on account of the way we chose the sets W n m . Then F( ), U 1 , F(U 1 ), U 2 , F(U 1 , U 2 ), · · · is an F-play of G 1 (O, O Y ) which is lost by ONE. Example 2.6. The equivalence of (1) and (2) in Theorem 2.5 requires hypotheses on the underlying space. To demonstrate, consider the following example (communicated to me by Kameryn J. Williams): For any uncountable set X there is a quasi-uniformity Ψ on X such that the selection principle S 1 (O Ψ , O) holds, yet the topology generated by Ψ is the discrete topology. For let an uncountable set X be given. For each countably infinite subset F of X define
Then let Ψ be the filter generated on X ×X by the family {U F : F ∈ [X] ℵ 0 }. Then Ψ is a quasi-uniformity on X, and the topology τ Ψ generated on X by Ψ is the set
To see that for each x ∈ X the set {x} is a member of τ Ψ , note that for any countable set F ⊂ X with x ∈ F we have, for
To see that (X, Ψ) satisfies the selection principle S 1 (O Ψ , O), let a sequence (U n : n ∈ N) of elements of U be given. Note that each U n contains a set of the form U F n where F n is a countably infinite subset of X. Choose, for each n an x n ∈ {F m : m ∈ N}. Then the sequence (U n (x n ) : n ∈ N) covers X. An even stronger fact holds: TWO has a winning strategy in the game G 1 ( On the other hand, the hypotheses in Theorem 2.5 are not the optimal hypotheses under which the statements of the theorem are true. For example Example 2.7. In [40] Proposition 6 it is shown that there is for each uncountable cardinal κ a T 0 topological group that has cardinality κ, does not embed as a closed subgroup into any σ-compact group, and yet TWO has a winning strategy in the game G 1 (O nbd , O) in this group. Even more, TWO has a winning strategy in the game G 1 (O, O) in this group. More information about this example is given in Section 8.
Towards connecting covering properties with Ramseyan statements we now introduce a concept the significance of which will be clear soon: Following [17] we say that an open cover U of a topological space (X, τ) is an ω-cover if X is not a member of U , but for each finite subset F of X there is a U ∈ U such that F ⊆ U. The symbol Ω denotes the collection of all ω-covers of the space X. Theorem 2.8. Let (X, τ) be a topological space and let Y be a subset of X. The following are equivalent:
Proof. (2)⇒(1) requires a proof. Thus, let a sequence (U n : n ∈ N) of elements of O be given.
Next, write N = {S n : n ∈ N} where each S n is infinite, and for m = n we have S m ∩ S n = . Then, for each n define V n = { {U x : x ∈ F} : F ⊂ S n nonempty, finite and U x ∈ U x } Observe that each V n is an ω cover. Applying S 1 (Ω, O Y ) to the sequence (V n : n ∈ N), choose for each n a V n ∈ V n such that {V n : n ∈ N} is an open cover of Y. Now for each n, choose a finite subset F n of S n such that V n = ∪{U x : x ∈ F n }, where each corresponding U x is a member of the original open cover U x of X. Then, for each m ∈ F = {F n : n ∈ N} we have a U m ∈ U m such that the set {U m : m ∈ F} is a cover of Y. By choosing U m ∈ U m arbitrary when m ∈ N \ F, we find a sequence (U n : n ∈ N) that witnesses S 1 (O, O Y ) for the given sequence (U n : n ∈ N).
At this point it is worth observing that when the topology arises from a uniformity Ψ for which X is not totally bounded, we obtain a specific subset of the collection of ω-covers as follows: For U ∈ Ψ we define Ω(U) to be the set {∪ x∈F U(x) : F ⊂ X finite}. When X is not a member of Ω(U), then Ω(U) is indeed an ω-cover of X. The symbol Ω Ψ denotes the open ω-covers of X arising in this way from uniformity Ψ. In light of the statement of Theorem 2.8 one might speculate that for a subspace Y of a uniform space (X, Ψ) the statements S 1 (O Ψ , O Y ) and S 1 (Ω Ψ , O Y ) are equivalent. This, however, is not so. Example 2.9. The real line with its standard metric topology satisfies the statement S 1 (Ω nbd , O), but does not satisfy the statement S 1 (O nbd , O). For let a sequence (ǫ n : n ∈ N) of positive real numbers be given. Then for each n the set U n = {∪{(x − ǫ n , x + ǫ n ) : x ∈ F, F ⊂ R finite} is a member of Ω nbd for the real line. For each n, by the compactness of the closed interval [−n, n], choose a finite subset F n of R such that [−n, n] ⊂ S n = {(x −ǫ n , x +ǫ n ) :
x ∈ F n }. Note that S n ∈ U n , and the set {S n : n ∈ N} is an open cover of the real line. On the other hand, the real line does not have the property S 1 (O nbd , O).
More information about the differences between S 1 (Ω Ψ , O Y ) and S 1 (O Ψ , O Y ) can be gleaned from [2] .
A THEOREM OF F.P. RAMSEY
We now arrive at the introduction of the other main concept of the paper, partition relations. Partition relations, as well as corresponding symbolic representations, were originally introduced by Erdös and Rado [12] as various Ramseyan statements. The following theorem, entering the mathematics literature ten years after the Borel covering property, is the original stimulus for the development of Ramsey theory as a subfield of mathematics: The statement of Theorem 3.1 uses notation requiring introduction: For an arbitrary set S and for a positive integer m the symbol [S] m denotes the set of all m-element subsets of the set S. The following notation will also be needed: When λ is an infinite cardinal number and S is a set, the symbol [S] <λ denotes the set consisting of subsets of cardinality less than λ of the set S, while [S] λ denotes the set whose elements are the subsets A of S for which |A| = λ.
In terms of the notation that was introduced by Erdös and collaborators, Theorem 3.1 can be stated as follows:
For all positive integers m and k, ℵ 0 −→ (ℵ 0 ) m k . More generally, for cardinal numbers κ and λ, the symbolic statement For positive integers m and k, κ −→ (λ) m k . denotes that for any set X of cardinality κ, and for any function
there is an i ∈ {1, · · · , k} and a subset Y of X such that |Y| = λ, and f is constant of value i on the set [Y] m . In this paper we adopt the following more general notation: 
k . If in Definition 3.2 we take the special instances A = [N] ℵ 0 and B = A , then the symbol A −→ (B) m k denotes the instance for m and k of Ramsey's theorem. If, instead, we take A to be Ω, the set of ω-covers of a topological space, then the following holds: Proof. Suppose that on the contrary U is an ω-cover of X, and that there is a partition, say
Then the set F = {F i : 1 ≤ i ≤ k} is a finite subset of X, and yet no element of U covers F, contradicting the fact that U is an ω-cover of X.
Later on in the paper we will need the following consequence of Lemma 3.3:
Corollary 3.4. Assume that for each sequence (U n : n ∈ N) of ω-covers of X there is a positive integer k and a sequence (F n : n ∈ N) such that for each n it is the case that F n ⊂ U n and |F | ≤ k, and {F n : n ∈ N} is an ω-cover of X. Then
Proof. For let a sequence (U n : n ∈ N) of ω-covers of X be given, and fix a positive integer k as in the hypothesis of the Corollary. For each n fix a ≤ k-element set F n of U n such that F = {F n : n ∈ N} is an ω-cover of X. For each n enumerate F n bijectively as {F n 1 , · · · , F n j n } where j n ≤ k. For i ≤ k set G i = {F n i : n ∈ N and i ≤ j n }. Then the sets G 1 , · · · , G k are pairwise disjoint, and G = {G i : i ≤ k} is an ω-cover. By Lemma 3.3, for an i ≤ k the set G i is an ω-cover. But G i results from at most one selection from each U n , confirming S 1 (Ω, Ω) for the given sequence of ω-covers of X. Since the given sequence was an arbitrary sequence of ω-covers of X, the corollary follows.
Recall that a topological space is said to be Lindelöf if each open cover of the space has a countable subset that is a cover of the space. The following classical result is another theoretical component towards establishing the connection between Ramsey theory and variations of the Borel covering property. Theorem 3.5 (Arkhangelskii, Pytkeev). If (X, τ) is a topological space for which each finite power is Lindelöf, then each ω-cover of X has a countable subset that is an ω-cover.
A proof of Therorem 3.5 can be found in Theorem II.1.1 of [1]. If a space is σ-compact, it is Lindelöf in all finite powers, and thus each of its ω-covers has, by the Arkhangel'skii-Pytkeev Theorem, a countable subset that is an ω-cover of X. We now arrive at our first result, Theorem 3.6, that establishes a Ramseyan equivalence of the Borel covering property. This result was proven in [36] , Theorem 9, for the special context of σ-compact metric spaces. Its generalization to Theorem 3.6 was briefly explained previously in Theorem 3 of [40] . For the reader's convenience we provide a proof of Theorem 3.6 here. Theorem 3.6. Let (X, Ψ) be a σ-compact uniform space and let Y be a subset of X. Then the following statements are equivalent:
U be a given ω-cover of X. By Theorem 3.5 we may assume that U is countable. Fix an enumeration of U , say (U n : n ∈ N). Also, let a coloring
be given. Now recursively construct two sequences (U n : n ∈ N) and (i n : n ∈ N) such that To obtain U 1 and i 1 ,
of the ω-cover V into finitely many parts. By Lemma 3.3 at least one of the parts is an ω-cover. Select i 1 so that V i 1 is an ω-cover, and put U 1 = V i 1 . Assuming that the ω-cover U n and i n have been determined, proceed in the same way to obtain the ω-cover U n+1 and i n+1 from U n , using the function f . Observe that for each n we have U n+1 ⊂ U n . Next, define for j ∈ {1, · · · , k} the set W j = {U n : i n = j }. Then for each n we have the partition
Applying Lemma 3.3 to each of these partitions we fix for each n a j n ∈ {1, · · · , k} for which U n ∩ W j n is an ω-cover.
Since for each n we have U n+1 ⊂ U n , we may assume that the selected j n 's are all of the same value, say j . Thus, for each n, U n ∩ W j is an ω-cover of X.
With the sequence of U n ∩ W j selected, define the following strategy, F, for ONE in the game
When TWO responds with a U n 2 ∈ F(U n 1 ), ONE responds with F(U n 1 , U n 2 ) = U n 2 ∩ W j , and so on. By hypothesis
Since X is σ-compact, Theorem 2.5 implies that ONE does not have a winning strategy in the game
. Thus, the strategy F just defined for player ONE is not a winning strategy in the game G 1 (O, O Y ). Choose an F-play F( ), U n 1 , F(U n 1 ), U n 2 , · · · , U n m , F(U n 1 , · · · , U n m ), U n m+1 , · · · that is lost by ONE. Then the set H = {U n j : j ∈ N} is an element of O Y (that is, a cover of Y), and for all u
holds for the function f . Since the ω-cover U of X, and the function f : [U ] 2 → {1, · · · , k} were arbitrary, this completes the proof of the implication (1) ⇒ (2). Thus, let a sequence (U n : n ∈ N) of ω-covers of the space X be given. By the σ-compactness of X and Theorem 3.5 we may assume that each U n is countable. Fix for each n a repetitionfree enumeration of U n , say (U n m : m ∈ N).
Then U is an ω-cover of X, for let a finite subset F of X be given.
as follows:
By the hypothesis that Ω −→ (O Y ) 2 2 holds, select a subset S of U and an i ∈ {0, 1} such that S is a cover of Y, and for any two A, B ∈ S , we have f ({A, B}) = i .
If i = 0, then there is a fixed k such that each element of V is of the form U 1 k ∩ U k m . It follows that in this case Y ⊆ U 1 k . But then to obtain an element of O Y that witnesses S 1 (Ω, O Y ) for the sequence (U n : n ∈ N), select U 1 k from U 1 , and arbitrary elements from U m when m > 1.
On the other hand,
n k when j = m k , and for all other values of j , V j ∈ U j are arbitrarily chosen.
In either case we obtain an element of O Y .
With the basic result that in σ-compact uniformizable spaces Borel's covering property is a Ramseyan property now established, the rest of the paper is dedicated to a deeper analysis of the Ramsey-theoretic aspects of covering properties analogous to Borel's covering property.
MORE PARTITION RELATIONS FOR THE BOREL COVERING PROPERTY.
Let a topological space (X, τ) and subspace Y be given. We now explore strengthening the partition relation Ω −→ (O Y ) 2 k : Two immediate targets are the exponent 2, and the type of open cover of Y that can be obtained in the partition relation. To this end let Ω Y denote the set of ω-covers of the subspace Y, using sets that are open in X. Our first quest is identifying the conditions under which the stronger partition relation Ω → (Ω Y ) 2 k holds. This section encapsulates some of the results obtained in [36] .
For the finite powers X n and Y n with the product topologies, use the following special notation for clarity. The following sequence of lemmas will be used in the main argument.
Lemma 4.1. Let X be a topological space and let U be an ω-cover for the finite power X n . Then there is an ω-cover
A proof of Lemma 4.1 can be found in Lemma 3.3 of [20] . Lemma 4.2, which is also Lemma 11 of [36] , will be left as an exercise.
Lemma 4.2.
For each n let Y n be a subset of the σ-compact uniform space (X n , Ψ n ), and let Ω n be the set of ω-covers of X n , and O n the set of covers of Y n by sets open in X n . Let O n X n be the set of open covers of n X n and let O Y n be the set of covers of n Y n by sets open in n X n . If each X n satisfies S 1 (Ω n , O n ), then the uniform space n X n satisfies
For the convenience of the reader we give the proof of the following lemma. Lemma 4.3. Let ((X n , τ n ) : n ∈ N) be a sequence of topological spaces and for each n, let Y n be a subspace of X n . If for each n player ONE does not have a winning strategy in the game
Proof.
Observe that open subsets of Σ n X n are sets of the form Σ n U n where for each n the set U n is an open subset of the set X n . Let F be a strategy of player ONE for the game G 1 (O ΣX n , O ΣY n ). Choose a well-ordering ≺ of the topology of X = Σ n X n . Also, choose a partition of N into infinitely many pairwise disjoint infinite sets, say N = ∪{S n : n ∈ N}. Define responses of player TWO to the strategy F as follows:
In the first inning, ONE plays F( ), an open cover of ΣX n . Fix m 1 so that 1 ∈ S m 1 . Define a strategy F m 1 for ONE
In the next inning ONE plays F(T 1 ), an open cover of ΣX n . Take
In general, suppose that k − 1 innings of the game have been played, producing the data
, the k-th inning is underway. Then choose the longest possible sequence i 1 < · · · < i j so that
Define the strategy F m k for ONE of the game G 1 (O X m k , O Y m k ) as follows:
If j = 1: Then we proceed as follows:
For a response T of TWO to F m k , choose the ≺-first U = ΣU m ∈ F(T 1 , · · · , T k−1 ) for which U m k = T, and put T k = U.
If j > 1: Then we proceed as follows: The strategy F m k is the same as F m i 1 , and we define
This process recursively defines for each k ∈ N the strategy F k for player ONE of the game
Observe that when m 1 = m 2 , then (T 2 ) m 2 = T m 1 2 , and when m 1 = m 2 , then (T 2 ) m 2 = T m 2 1 . With T 1 , · · · , T k selected, choose the ≺-first T k+1 ∈ F(T 1 , · · · , T k ) so that
where i j is such that m i 1 = · · · = m i j . It is left to the reader to verify that the F-play
that comes about in this way is lost by ONE.
The following are equivalent:
(1) For each n,
Proof.
(1) ⇒ (2) : Let (U n : n ∈ N) be a sequence of ω-covers for the space X. Then for each n define 
This completes the proof of (1) ⇒ (2).
(2) ⇒ (1) : Fix a positive integer n, and let (U m : m ∈ N) be a sequence of ω-covers of X n . By Lemma 4.1 choose for each m an ω-cover V m of X such that {V n : V ∈ V m } refines U m (and is an ω-cover of X n ). Applying the hypothesis
The proof of Theorem 4.4 is a rewrite for uniform spaces of the proof of (2) ⇔ (3) of Theorem 12 of [36] , originally given for metric spaces. Next we expand the equivalences to include the appropriate game theoretic version. (1) X satisfies S 1 (Ω, Ω Y ) (2) On X ONE has no winning strategy in the game G 1 (Ω, Ω Y ).
(1) ⇒ (2) : Assume that the space X has the property S 1 (Ω, Ω Y ). Fix a strategy F for ONE in the game G 1 (Ω, Ω Y ). We must show that F is not a winning strategy.
Define from the strategy F for ONE in the game G 1 (Ω, Ω Y ) a corresponding strategy G for ONE in the game G 1 (O n X n , O n Y n ) as follows, as depicted in Figure 1 
as the following open cover of n X n obtained from F( ):
For a response T 1 ∈ G( ) by TWO, define G(T 1 ) as follows: Fix U 1 ∈ F( ) so that T 1 = U k 1 1 for some positive integer k 1 , and define
and so on. Now note that by (2) 
It follows that the strategy G just defined is not a winning strategy for ONE in the game G 1 (O n X n , O n Y n ). Thus, fix a G-play lost by ONE, say G( ), T 1 , G(T 1 ), T 2 , G(T 1 , T 2 ), · · · , T n , G(T 1 , T 2 , · · · , T n ), · · · .
Since this play is lost by ONE, the set {T n : n ∈ N} is a cover of n Y n . Note from the definition of G that there is a corresponding sequence ((U m , k m ) : m ∈ N) such that for each m
(2) U 1 ∈ F( ) and for each m, U m+1 ∈ F(U 1 , · · · , U m ).
Defining the strategy G from the strategy F
is a corresponding F-play of the game G 1 (Ω, Ω Y ) on X. As in the proof of (1) ⇒ (2) of Theorem 4.4, it follows that {U m : m ∈ N} is an ω-cover of Y, and thus the corresponding F-play is lost by ONE. This completes the proof of (1) ⇒ (2). The implication (2) ⇒ (1) follows from earlier remarks.
The proof of Theorem 4.5 is a rewrite for uniform spaces of the proof of (3) ⇔ (4) of Theorem 12 of [36] , originally given for metric spaces. In the case when X = Y, the following result is known: Theorem 4.6. For a topological space (X, τ) the following are equivalent:
(1) For each natural number n the space X n has property S 1 (O, O).
(2) The space X has the property S 1 (Ω, Ω) (3) ONE has no winning strategy in the game G 1 (Ω, Ω).
Observe that in Theorem 4.6 the hypothesis that X is σ-compact is dropped, but Y = X is assumed. The equivalence of (1) and (2) in Theorem 4.6 was discovered by M. Sakai [30] , while the equivalence of (2) and (3) was proven in Theorem 2 of [32] .
Next we expand the equivalences in Theorem 4.5 to include the appropriate Ramsey theoretic version. The corresponding work for Theorem 4.6 is done in Section 7.
Theorem 4.7. Let Y be a subspace of a σ-compact uniform space (X, Ψ). The following are equivalent:
(1) ⇒ (2) : Assume that for the subspace Y of X it is true that S 1 (Ω, Ω Y ) holds. Let U be a given ω-cover of X.
Since X is σ-compact the Arkhangel'skii-Pytkeev theorem implies that U has a countable subset that is an ω-cover of X. We may as well assume that U is countable, and enumerate it without repetitions as (U n : n ∈ N). We now use an argument analogous to that in the proof of Theorem 3.6. Let k be a positive integer and let a function f : [U ] 2 → {1, · · · , k} be given. Recursively construct two sequences (U n : n ∈ N) and (i n : n ∈ N) such that
For example, to obtain U 1 and i 1 , note that V = U \ {U 1 } is an ω-cover of X.
of the ω-cover V into finitely many parts. By Lemma 3.3 at least one of these parts is an ω-cover. Select a i 1 for which V i 1 is an ω-cover, and put U 1 = V i 1 . Assume that the ω-cover U n and i n have been determined, and proceed in the same way to obtain the ω-cover U n+1 and i n+1 from U n , using the function f . Observe that for each n we have U n+1 ⊂ U n . Next we define for j ∈ {1, · · · , k} the set W j = {U n : i n = j }. Then for each n we have the partition
With the sequence of U n ∩ W j selected, define the following strategy, F, for ONE in the game G 1 (Ω, Ω Y ) played on X. ONE's first move is F( ) = U 1 ∩ W j . When TWO plays U n 1 ∈ F( ), ONE responds with F(U n 1 ) = U n 1 ∩ W j . When TWO responds with a U n 2 ∈ F(U n 1 ), ONE responds with F(U n 1 , U n 2 ) = U n 2 ∩ W j , and so on. By hypothesis S 1 (Ω, Ω Y ) holds. Since X is σ-compact, Theorem 4.5 implies that ONE does not have a winning strategy in the game G 1 (Ω, Ω Y ). Thus, the strategy F just defined for player ONE is not a winning strategy in the game G 1 (Ω, Ω Y ). Choose an F-play F( ), U n 1 , F(U n 1 ), U n 2 , · · · , U n m , F(U n 1 , · · · , U n m ), U n m+1 , · · · that is lost by ONE. Then the set H = {U n j : j ∈ N} is an element of Ω Y (that is, an ω cover of Y), and for all u < v we have f ({U n u , U n v }) = j . But then H ⊆ U witnesses that Ω → (Ω Y ) 2 k holds for the function f . Since the ω-cover U of X, and the function f : [U ] 2 → {1, · · · , k} were arbitrary, this completes the proof of the implication (1) ⇒ (2).
(2) ⇒ (1) Let a sequence (U n : n ∈ N) of ω-covers of the space X be given. By the σ-compactness of X and Theorem 3.5 we may assume that each U n is countable. Fix for each n a repetitionfree enumeration of U n , say (U n m : m ∈ N).
By the hypothesis that Ω −→ (Ω Y ) 2 2 holds, select a subset S of U and an i ∈ {0, 1} such that S is an ω cover of Y, and for any two A, B ∈ S , we have f ({A, B}) = i .
If i = 0, then there is a fixed k such that each element of V is of the form U 1 k ∩ U k m . It follows that in this case Y ⊆ U 1 k , contradicting the fact that S is an ω-cover of Y. Therefore, i = 1 and V is of the form {U 1 m k ∩ U The proof of Theorem 4.7 is a rewrite for uniform spaces of the proof of (4) ⇔ (5) of Theorem 12 of [36] , originally given for metric spaces. We expect that there are also improvements to be made in the exponents appearing in the partition relation Ω −→ (Ω Y ) 2 k , but currently have no theoretical evidence for this. Problem 1. Let (X, Ψ) be a σ-compact uniformizable space. Is it true that if Ω −→ (Ω Y ) 2 2 , then for all finite positive integers m and k, Ω −→ (Ω Y ) m k . We shall later see that the answer to Problem 1 is "yes" for the special situation when Y = X..
PARTITION RELATIONS AND ROTHBERGER'S COVERING PROPERTY S 1 (O, O)
In [28] Rothberger pointed out that if a set X of real numbers, endowed with the relative topology inherited from R, satisfies the selection principle S 1 (O, O) , then X has the Borel covering property. As it is independent of ZFC whether the Borel covering property and the Rothberger covering property coincide in separable metric spaces, the converse implication is not provable. In [29] Rothberger proved that the Continuum Hypothesis implies the existence of a set of real numbers that has Borel's covering property, but does not have Rothberger's covering property. Formally, the Rothberger covering property is stronger than the Borel covering property.
The Rothberger covering property can be characterized in terms of Ramseyan properties that are generally stronger than the Ramseyan properties characterizing the Borel covering property. We now describe the known relation between Ramsey theoretic properties and the Rothberger covering property. The preservation of a covering property under finite powers is significantly reflected by the Ramseyan covering properties of the underlying space. Correspondingly the treatment below is divided into two parts according to the behavior of the covering property under finite powers.
From this point on we work with a topological space (X, τ), and assume that the subspace Y considered before is equal to X. Our first goal is the following basic theorem: Theorem 5.1. Let (X, τ) be a regular topological space. The following statements are equivalent:
(1) X has the covering property S 1 (O, O).
(2) ONE has no winning strategy in the game G 1 (O, O) played on X.
(3) For each positive integer k, Ω −→ (O) 2 k holds for X.
Proof. The proof of the fact that (1) implies (2) is Theorem 2.2, due to Pawlikowski, [25] . Note that this implication is stronger than the corresponding one proven in Theorem 3.6 since in that theorem we assumed that the space X is σ-compact. That (2) implies (3), and (3) implies (1) follows the argument in the proof of Theorem 3.6.
We now consider the corresponding equivalence for the case where we consider whether for a fixed finite power of X, that power has the Rothberger covering property. For convenience we introduce the following notation: Let (X, τ) be a topological space and let n be a positive integer. Let O n denote the collection of open covers U of X with the property that whenever F ⊂ X has at most n elements, then there is a set U ∈ U for which F ⊆ U. Note that when (X, τ) is a topological space such that for a positive integer n the Tychonoff product space X n satisfies the property S 1 (O, O), then all smaller powers of X also have this property. The reason is that the property S 1 (O, O) is preserved by homeomorphisms, a closed subset of a space inherits the property S 1 (O, O) from the ambient space, and when m < n are positive integers, then the space X m embeds as a closed subspace of X n .
In the proof of Theorem 5.3 we make use of the following lemma, the proof of which is left to the reader:
Theorem 5.3. For a topological space (X, τ) and positive integer n, the following are equivalent:
(1) For each positive integer k, Ω −→ (O n ) 2 k holds.
(2) The n-th power of X with the Tychonoff product topology satisfies the property S 1 (O, O).
Proof. Apply Theorem 5.1, and fix an i ∈ {1, · · · , k}, and a subset W of V such that g is constant on [W ] 2 , and W is a cover of X n . Then consider the set A = {U ∈ U : U n ∈ W }. For a subset F of X such that |F| = n, say F = {y 1 , · · · , y n } consider the element (y 1 , · · · , y n ) of X n . For some U ∈ A we have (x 1 , · · · , x n ) ∈ U n , from which it follows that F ⊆ U. Then A witnesses that (1) holds for X.
(1) ⇒ (2) : It suffices to show that the space X n satisfies the property S 1 (Ω, O). Thus, for each m let U m be an ω-cover of X n . For each m, applying Lemma 5.2, choose an ω-cover V m of X such that for each V ∈ V m there is a U ∈ U m with V n ⊆ U. Now applying hypothesis (1) to the sequence (V n : n ∈ N) of ω-covers of X, choose for each m a V m ∈ V m such that there is for each subset F ⊂ X with |F| ≤ n, there is an m with F ⊆ V m . Next, for each m choose a U m ∈ U m such that V n m ⊆ U m . Then {U m : m ∈ N} is an open cover of X n . For let (x 1 , · · · , x n ) ∈ X n be given. Then F = {x 1 , · · · , x n } ⊂ X has at most n elements. Pick m with F ⊆ V m . Then (x 1 , · · · , x n ) ∈ V n m ⊆ U m . This completes the proof of (1) ⇒ (2).
A MENU OF RAMSEYAN STATEMENTS.
We now introduce several new notational aids to describe the intimate connection between versions of Borel's covering property and variations on Ramsey's theorem. Each notational aid is introduced in a numbered subsection. In the next section we will state a theorem, this paper's main exhibit of the intimate connections between Ramsey theory and a strengthened version of Borel's covering property. A , B) . We describe the Ellentuck theorem in a slightly more abstract setting than the usual: For A an abstract countably infinite set fix a bijective enumeration (a n : n ∈ N) of A. Define for s and T nonempty subsets of A: s < T if: a n ∈ s and a m ∈ T ⇒ n < m. 
The Ellentuck theorem and E(
When N is the union of countably many nowhere dense sets, it is said to be meager. A subset of the form (U \ M) (M \ U) for some open set U and some meager set M of a topological space is said to have the Baire property. In this context the main result in [10] can now be stated as follows: Theorem 6.1 (Ellentuck) . Let A be a countably infinite set with a fixed enumeration defining the relation < among subsets of A. For a set R ⊂ [A] ℵ 0 the following are equivalent:
(1) R has the Baire property in the Ellentuck topology. Next we refine the statement of Ellentuck's theorem by placing more constraints on the parameters in the theorem. This refinement motivates the first in the list of upcoming notational aids for this section. For families A and B we now define a sequence of statements: Thus, for a given countably infinite set S, E([S] ℵ 0 , [S] ℵ 0 ) is Ellentuck's theorem. We shall prove that for a topological space (X, τ) the statement S 1 (Ω, Ω) is equivalent to the statement E(Ω,Ω). A , B) . Galvin and Prikry proved a precursor of Theorem 6.1: If R is a Borel set in the topology inherited from 2 A via representing sets by their characteristic functions, then R has property (2) in Theorem 6.1. Silver and Mathias subsequently gave metamathematical proofs that analytic sets (in the 2 Atopology) have this property. Theorem 6.1 at once yields all these prior results. The original papers [10] and [16] give a nice overview of these facts, and more. The proof of (1) ⇒ (2) of Theorem 6.1 is nontrivial but uses only the techniques of Galvin and Prikry [16] .
The Galvin-Prikry Theorem and G(
One might wonder to what extent the Galvin-Prikry Theorem, which is a consequence of Ellentuck's Theorem, adapts to the more constrained context in the definition of the notation E (A , B) . Towards considering this idea, we give a corresponding abstract formulation of the Galvin-Prikry theorem, and introduce the second notational aid:
Thus, GP([N] ℵ 0 , [N] ℵ 0 ) is part of the Galvin-Prikry theorem. FG(A , B) . An earlier generalization of Ramsey's Theorem, due to Fred Galvin, can also be formulated in the more general context as follows:
Galvin's generalization of Ramsey's theorem and
(2) thin if no element of S is an initial segment of another element of S .
The following is an abstract formulation of Galvin's generalization of Ramsey's Theorem, announced in [14] and in [16] derived from Theorem 1 there, and is the third notational aid introduced in this section:
FG(A , B): For each countably infinite A ∈ A and for each dense set
has an initial segment in S .
In this notation Galvin's generalization of Ramsey's theorem reads that FG([N] ℵ 0 , [N] ℵ 0 ).
The Nash-Williams theorem and NW(A , B) . Nash-Williams also discovered a generalization of Ramsey's theorem. The following is an abstract formulation of Nash-Williams' theorem, and introduces the fourth notational aid:
NW(A , B): For each countably infinite A ∈ A and for each thin family T ⊂ [A] <ℵ 0 and for each n, and each partition
In this notation Nash-Williams' theorem reads that NW([N] ℵ 0 , [N] ℵ 0 ).
Square Bracket Partition Relations. Square bracket partition relations for cardinal numbers were introduced by
Erdös, Hajnal and Rado in Section 18 of the paper [11] . This partition relation has been explored extensively for other combinatorial structures also, including ultrafilters. More remarks about the work on ultrafilters will be given later in the paper. To formulate the square bracket partition relation in sufficient generality for our anticipated application, we introduce the following, the fifth of the notational aids for this section.
Definition 6.3. The symbol A −→ [B] m k/≤ℓ denotes the statement that: For each A ∈ A and for each function
In the special case when ℓ = k − 1, we use the notation
In the special case when A = B = Ω, the set of ω-covers of a topological space, the following two results will be used. Lemma 6.4. Let X be a topological space in which each ω-cover has a countable subset that is an ω-cover. If Ω → [Ω] 2 3 , then for every positive integer k, Ω → [Ω] 2 k/≤2 . Lemma 6.4 is the previously proven Theorem 1 of [35] , where a proof can be found. There are several other partition relations, for example polarized partition relations, hybrids of the square bracket partition relation and the polarized partition relation, that we have not represented in this section. We will make some remarks in a separate section about some of the well-known Ramseyan theorems not featured in the main result. The reason for our limited choice is related to the length of this paper and time limitations rather than to the importance of the concepts and ideas.
THE ROTHBERGER COVERING PROPERTY IN ALL FINITE POWERS
We now focus on a specific strengthening of Borel's covering property, namely the Rothberger covering property in all finite powers. Much of the material in this section is proven in prior papers, including [39] . For the convenience of the reader we provide a proof of the implications depicted in Figure 2 . In light of theorems appearing earlier in this paper, one can prove the following for the selection principle S 1 (Ω, Ω) the following: Theorem 7.1. Let (X, τ) be a topological space. The following statements are equivalent:
(1) (X, τ) has the property S 1 (Ω, Ω)
(2) Ω −→ (Ω) 2 2 holds for (X, τ) Instead of giving a direct proof of the equivalence of the statements in Theorem 7.1, we follow a more roundabout way to illustrate the connection with several significant strengthenings of the classical Ramsey Theorem.
Here is the statement of the target theorem: Theorem 7.2. For a topological space (X, τ) in which each ω cover has a countable subset that is an ω-cover, the following statements are equivalent:
(1) S 1 (Ω, Ω). (6) For all n and k, Ω → (Ω) n k . (7) For all n and k, Ω → [Ω] n k/≤2 .
The theorem's proof is organized into several subsections, each treating a specific implication, as depicted in Figure 2 , of Theorem 7.2. We now introduce terminology from the paper [ (1) Y has property S 1 (Ω, Ω).
(2) ONE has no winning strategy in G 1 (Ω, Ω). Enumerate the set of all subsets of t as {t 1 , · · · , t n }. Using Lemma 7.5 recursively choose B 1 ⊃ B 2 ⊃ · · · ⊃ B n in [B] ℵ 0 ∩ Ω such that for each i , B i accepts t i or B i rejects t i . Then define:
If TWO now chooses T 1 ∈ σ( ) then use Lemma 7.5 in the same way to choose
When TWO responds with T 2 ∈ F(T 1 ), enumerate the subsets of t ∪ {T 1 , T 2 } as (t 1 , · · · , t n ) say, and choose by Lemma 7.5 sets B 1 , · · · B n ∈ [σ(T 1 )|{T 2 }] ℵ 0 ∩ Ω such that B j accepts t j or B j rejects t j for 1 ≤ j ≤ n and B j ⊂ B j −1 . Finally put σ(T 1 , T 2 ) = B n .
Note that for each finite subset F of t ∪ {T 1 , T 2 }, σ(T 1 , T 2 ) accepts F or rejects it. It is clear how player ONE's strategy is defined. By Theorem 7.7 σ is not a winning strategy for ONE. Consider a σ-play lost by ONE, say σ( ), T 1 , σ(T 1 ), T 2 , σ(T 1 , T 2 ), · · · , T n , σ(T 1 , · · · , T n ), · · · Then C = t ∪ {T n : n ∈ N} ⊂ B is an element of Ω. We claim that for each finite subset s of t ∪ C, C|s accepts s or C|s rejects s. For consider such a s. If s ⊆ t , then as C ⊂ F( ) and F( ) accepts or rejects s, also C does. If s ⊆ t , then put n = max{m : T m ∈ s}. Then s is a subset of t ∪ {T 1 , · · · , T n }, so that s is accepted or rejected by σ(T 1 , · · · , T n ). But C|s ⊆ σ(T 1 , · · · , T n ), and so C|s accepts or rejects s. Open sets in the Ellentuck topology. We are still subject to the hypothesis that X satisfies S 1 (Ω, Ω). Notice that σ( ) accepts or rejects each of its finite subsets, it rejects s, and for each U ∈ σ( ), σ( )|{U} rejects s ∪ {U}.
Completely Ramsey sets. The subset R of [A] ℵ
If TWO now chooses T 1 ∈ σ( ), then by Lemma 7.6
As before, σ(T 1 ) accepts or rejects each of its finite subsets, and for any U ∈ σ(T 1 ), for each finite subset F of {U, T 1 }, σ(T 1 )|F rejects s ∪ F. If next TWO chooses T 2 ∈ σ(T 1 ), then by Lemma 7.6
is an element of Ω.
Continuing in this way we define a strategy σ for ONE in G 1 (Ω, Ω). Since X satisfies S 1 (Ω, Ω), σ is not a winning strategy for ONE. Consider a σ-play lost by ONE, say:
We claim that for each finite set F ⊂ C, C|F rejects s ∪ F. For choose a finite set F ⊂ C. Then F ∩ s = . Fix n = max{m : T m ∈ F}. Then C|F ⊂ σ(T 1 , · · · , T n ), and the latter rejects s ∪ F for all finite subsets F of {T 1 , · · · , T n }. Thus C|F rejects s ∪ F. 
And now we prove: Theorem 7.17. Assume S 1 (Ω, Ω). For a subset N of [A] ℵ 0 ∩ Ω the following are equivalent:
(1) N is nowhere dense.
(2) N is meager.
Proof : We must show that (2)⇒(1). Thus, assume that N is meager and write N = n∈N N n , where for each n we have N n ⊆ N n+1 , and N n is nowhere dense in It is clear how to define ONE's strategy σ. By Theorem 7.7 F is not a winning strategy for ONE. Consider a play σ( ), T 1 , σ(T 1 ), T 2 , · · · , σ(T 1 , · · · , T n ), T n+1 , · · · lost by ONE. Put C = {T n : n ∈ N}. Then C ∈ [B] ℵ 0 ∩ Ω. Observe that by the definition of σ we have for each k and each finite set
Claim: [s, C] ∩ N = .
For suppose that instead [s, C] ∩ N = . Choose V ∈ [s, C] ∩ N, and then choose m so that V ∈ N m . Choose the least k > m with T k ∈ V|s. This is possible because s is finite. Observe also that s
This completes the proof of the claim. Proof : Fix a thin family T ⊂ [A] <ℵ 0 and positive integer n, and a partition T = T 1 ∪ T 2 ∪ · · · ∪ T n . We may assume n = 2. If T 1 is not dense, we can choose B ∈ [A] ℵ 0 ∩ Ω such that [B] <ℵ 0 ∩ T ⊆ T 2 . Thus, assume T 1 is dense. Choose, by the hypothesis, a B ∈ [A] ℵ 0 ∩ Ω such that for each C ∈ [B] ℵ 0 ∩ Ω, some initial segment of C is in T 1 .
Consider any s ∈ T ∩ [B] <ℵ 0 , and put D = s ∪ (B|s). Then s is an initial segment of D, and D ∈ [B] ℵ 0 ∩ Ω, and so some initial segment of D, say t , is in T 1 . Since both t and s are initial segments of D and are both in T , and since T is thin, we have s = t , and so s ∈ T 1 . Consequently we have [B] <ℵ 0 ∩ T ⊆ T 1 . Proof. Assume that Ω −→ [Ω] 2 3 holds. By Lemma 6.4 Ω −→ [Ω] 2 5/≤2 holds. Let (U n : n ∈ N) be a sequence of ω-covers of X. By hypothesis, each ω-cover of X has a countable subset which is still an ω-cover of X. Thus we may assume that each of the U n s is countable. For each n, enumerate U n bijectively as (U n m : m ∈ N). Define a new ω-cover V by {U 1
The term U k n will be called the middle term of the representation, while the term U n ℓ will be called the end-term of the representation. Define a partition f : [V ] 2 −→ {0, 1, 2, 3, 4} as follows: (in the displayed formula we are assuming that the two arguments of f are listed so that (k 1 , n 1 ) lexicographically precedes, or is equal to (k 2 , n 2 )).
0 if k 1 = k 2 and n 1 = n 2 , 1 if k 1 = k 2 and n 1 < n 2 , 2 if k 1 < k 2 and n 1 < n 2 , 3 if k 1 < k 2 and n 1 > n 2 , 4 if k 1 < k 2 and n 1 = n 2
Choose an ω-cover W ⊆ V on which f is at most two-valued. List W as (U 1
, · · · ) according to the lexicographic order of the triples (k i , n i , ℓ i ) which occur in the chosen representations of elements of W . There are four main cases to be considered.
Case 1: f does not have the values 0 or 1 on [W ] 2 . In this case we have k 1 < k 2 < · · · < k n < · · · and so if we set V k i = U k i n i , and for m ∈ {k i : i = 1, 2, 3, · · · } we choose V m ∈ U m arbitrarily, then the sequence (V m : m = 1, 2, 3, · · · ) constitutes an ω-cover of X and for each m we have V m ∈ U m .
In this case, we see that n i = n j whenever i = j . But then W refines the sequence (U n i ℓ i : i = 1, 2, 3, · · · ), whence the latter constitutes an ω-cover of X. This sequence can then be augmented to one of the form (U n : n < ω) where for each n, U n ∈ U n , and still {U n : n ∈ N} is an ω-cover of X.
. This case doesn't occur. To see this, first observe that 3 cannot be attained with only finitely many different k's, since then W would be a refinement of a finite subset of U 1 , and thus not an ω-cover. But for Subcase 2.2, value 3 also cannot be attained with infinitely many k's. To see this, list the subscripts of the U 1 k 's occurring in the representations of elements of W monotonically, say k 1 ≤ k 2 ≤ · · · ≤ k j < · · · .
If 3 occurs with infinitely many k's, then it happens infinitely often that k j < k j +1 . Define i 1 = 1 and i n+1 > i n , to be minimal such that k i n+1 > k i n . Look at the subset {U 1
: 1, 2, 3, · · · } of W .. It is homogeneous of color 3, and thus we find n i l > n i 2 > · · · > n i j > · · · , an infinite descending sequence of natural numbers, a contradiction.
If the value 4 is taken with only finitely many k's, then W would be a refinement of a finite subset of U 1 , and thus not an ω-cover of X. If the value 1 is taken with only finitely many k's, then all but finitely many of the middle terms U k i n i could be assigned to distinct ones of the covers U n , and would constitute an ω-cover, in which case we would be done. Thus we must treat the case where each of 1 and 4 is attained with infinitely many k's. Then (k 1 , n 1 ), (k 2 , n 2 ), · · · , (k r , n r ), · · · forms (in the lexicographic order) a strictly increasing sequence such that for each i , either k i < k i+l and n i = n i+1 (in which case f ({U 1
Consider the two sequences (U k i n i : i = 1, 2, 3, · · · and k i−1 < k i or k i < k i+1 ) which consists of certain middle terms of the three-set intersections composing the elements of W , and (U n i ℓ i : i = 1, 2, 3, · · · and n i−1 < n i or n i < n i+1 ) which consists of certain end terms of the three-set intersections composing the elements of W . Since W refines the totality of sets belonging to these two sequences, these two sequences constitute an ω-cover of X. For each m the set {i : k i = m or n i = m} has at most four elements.
Thus this ω-cover can be partitioned into four-element sets each of which could be assigned to distinct terms of the original sequence (U n : n < ω). Being an ω-cover, we can find a new ω-cover by selecting one term per each of these four-element sets (i.e., Ω −→ (Ω) 1 4 holds). In this way we find a selector for the original sequence of ω-covers in such a way that the selector is also an ω-cover.
If the value 2 occurs at only a finite number of distinct k's, then W is a refinement of a finite subset of U 1 , and thus not an ω-cover of X. So, the value 2 is achieved at infinitely many k's. Each time it is achieved and only then, both k i and n i increase in value. Let i l < i 2 < · · · be such that
• for each j , if i j ≤ t < i j +1 , then k i j = k t and n i j = n t ,
• for each j , k i j < k i j +1 , and • {(k I j , n i j ) : j = 1, 2, 3, · · · } = {(k j , n j .) : j = 1, 2, 3, · · · } For each j put V k i j = U k i j n i j and for n not in {k i j : j = 1, 2, 3, · · · }, choose V n from U n arbitrarily. Then for each n, V n ∈ U n , and W is a refinement of {V n : n = 1, 2, 3, · · · }, and thus the latter is an ω-cover of X.
The value 3 can be attained at only a finite number of distinct k's, lest we have an infinite descending sequence of natural numbers. But then W is a refinement of a finite subset of U 1 , and so not an ω-cover of X. It follows that this case doesn't occur.
The value 4 must be attained at an infinite number of distinct k's, else W would be a refinement of a finite subset of U 1 , hence not an ω-cover of X. But then an argument as in Subcase 3.1 shows that there is a sequence (U n : n ∈ N) such that for each n U n ∈ U n , and {U n : n ∈ N} is an ω-cover of X.
. Then there is a fixed k such that each element of W is a subset of U 1 k . Since X = U 1 k it follows that W doesn't even cover X. Consequently, this case doesn't occur. The proof of this implication is modeled after the proof of (iii)⇒(i) of Theorem 2.1 of [3] . Let U be a countable ω-cover of X, enumerated bijectively as (U n : n ∈ N). Assume that the partition relation Ω −→ (Ω, 4) 3 2 holds, and let a function f : [U ] 2 −→ {1, 2} be given. Define a new function g : [U ] 3 −→ {1, 2} as follows: Let {U n 1 , U n 2 , U n 3 } be an element of [U ] 3 , written so that n 1 < n 2 < n 3 . Define g ({U n 1 , U n 2 , U n 3 }) = 2 if f ({U n 1 , U n 2 }) = 1 and f ({U n 2 , U n 3 }) = 2 1 otherwise Now apply the partition relation Ω −→ (Ω, 4) 3 2 to the function g . be given. We may assume that each U n is countable, and enumerate it bijectively as (U n m : m ∈ N). Then define the ω-cover V = {U 1 m ∩ U m k : 1 < m, k ∈ N} \ { }. Also, for each element of V fix a specific choice of k and m to represent the element as U 1 
m 2 in the set W we have k 1 = k 2 , and thus all elements of W are subsets of one and the same U 1 k . But U 1 k being an element of an ω-cover of X is a proper subset of X, and thus W is not a cover of X, a contradiction. Consequently f has value 0 on [W ] 2 , and W is an ω-cover of X. By the definition of the function f we also find that if U 1 k 1 ∩ U k 1 m 1 and U 1 k 2 ∩ U k 2 m 2 are two distinct elements of W , then k 1 = k 2 . For each k such that U 1 k ∩ U k m , with indices as in the originally chosen representation, appears in W , pick V k = U k m ∈ U k . For all other k choose V k ∈ U k arbitrarily. Then the set {V k : k ∈ N} witnesses the statement S 1 (Ω, Ω) for the given sequence (U n : n ∈ N) of ω-covers of X.
The proof of Theorem 7.2 is complete.
THE ROTHBERGER COVERING PROPERTY FOR σ-COMPACT SPACES.
As shown in Theorem 2.5, in the case of a σ-compact uniform space (X, Ψ), for a subset Y of X the selection
In the case when Y = X, the latter is the Rothberger covering property. In this section we focus on this scenario: The topological space (X, τ) is σ-compact and has the covering property S 1 (O, O). According to Theorem 2.5 for such a space, ONE has no winning strategy in the game G 1 (O, O) .
In fact, much stronger conclusions -see Theorem 8.5 -can be drawn. Proof. For assume the contrary. Let (X, τ) be a compact space which has no isolated points. We show that ONE has a winning strategy in the game G 1 (O, O) , implying by Pawlikowski's Theorem that (X, τ) does not have the property S 1 (O, O) . Define a strategy F for ONE in the game G 1 (O, O) on X as follows: SInce X has no isolated points, it is infinite. Choose two distinct points x 0 and 1 from X. As X is compact and T 2 , choose open sets U 0 and U 1 such that x 0 ∈ U 0 and x 1 ∈ U 1 , and the closures of U 0 and U 1 are disjoint. ONE's first move is
When TWO chooses T 1 ∈ F( ), say T 1 = X \ U i 1 , then as X has no isolated points, the nonempty open set U i 1 has no isolated points. Thus choose two distinct points x i 1 ,0 and x i 1 ,1 in U i 1 and apply the fact that X is compact T 2 again to find two open sets U i 1 ,0 and U i 1 ,1 for which their closures are disjoint subsets of U i 1 , and x i 1 ,0 ∈ U i 1 ,0 and x i 1 ,1 ∈ U i 1 ,1 . ONE's response is F(T 1 ) = {X \ U i 1 ,0 , X \ U i 1 ,1 } When TWO chooses T 2 ∈ F(T 1 ), say T 2 = X \ U i 1 ,i 2 , then as X has no isolated points, the nonempty open set U i 1 ,i 2 has no isolated points. Thus choose two distinct points x i 1 ,i 2 ,0 and x i 1 ,i 2 ,1 in U i 1 ,i 2 and apply the fact that X is compact T 2 again to find two open sets U i 1 ,i 2 ,0 and U i 1 ,i 2 ,1 for which their closures are disjoint subsets of U i 1 ,i 2 , and x i 1 ,i 2 ,0 ∈ U i 1 ,i 2 ,0 and x i 1 ,i 2 ,1 ∈ U i 1 ,i 2 ,1 . ONE's response is F(T 1 , T 2 ) = {X \ U i 1 ,i 2 ,0 , X \ U i 1 ,i 2 ,1 } When TWO chooses T 3 ∈ F(T 1 , T 2 ), say T 3 = X \ U i 1 ,i 2 ,i 3 , then as X has no isolated points, the nonempty open set U i 1 ,i 2 ,i 3 has no isolated points. Thus choose two distinct points x i 1 ,i 2 ,i 3 ,0 and x i 1 ,i 2 ,i 3 ,1 in U i 1 ,i 2 ,i 3 and apply the fact that X is compact T 2 again to find two open sets U i 1 ,i 2 ,i 3 ,0 and U i 1 ,i 2 ,i 3 ,1 for which their closures are disjoint subsets of U i 1 ,i 2 ,i 3 , and x i 1 ,i 2 ,i 3 ,0 ∈ U i 1 ,i 2 ,i 3 ,0 and x i 1 ,i 2 ,i 3 ,1 ∈ U i 1 ,i 2 ,i 3 ,1 . ONE's response is F(T 1 , T 2 , T 3 ) = {X \ U i 1 ,i 2 ,i 3 ,0 , X \ U i 1 ,i 2 ,i 3 ,1 } and so on.
Consider an F-play F( ), T 1 , F(T 1 ), T 2 , · · · . F(T 1 , · · · , T n ), T n+1 , · · · of the game G 1 (O, O) on X. From the definition of F there is for each n a nonempty open subset U i 1 ,··· ,i n of X such that (1) T n = X \ U i 1 ,··· ,i n (2) the set U i 1 ,··· ,i n is a nonempty subset of U i 1 ,··· ,i n−1 , (3) and U i 1 ,··· ,i n is an open set containing the point x i 1 ,··· ,i n of X.
Since (X, τ) is compact, the sequence (U i 1 ,··· ,i n : n ∈ N) as a descending sequence of nonempty compact subsets of X has a nonempty intersection. Let the point y be a member of this intersection. Then for each n, y is not a member of T n . It follows that ONE wins the F play, and as we considered an arbitrary F play, F is a winning strategy for ONE 
Observe that (X, τ) is a scattered space if there is an ordinal α for which X α = . The least value of α for which X α = is said to be the scattered height of X and is denoted ht (X). One can show that of (X, τ) is a compact scattered space, then ht (X) is a successor ordinal. Proof. We prove the lemma by induction on the ordinal α for which ht (X) = α + 1. When α = 0, then X is a discrete finite set, and there is nothing to prove. Assume that the lemma is proven for all compact scattered spaces (X, τ) with ht (X) = β + 1 where β < α. Now consider a compact scattered space (X, τ) with ht (X) = α + 1. Then X has a finite set of isolated points, being compact. Let {x 1 , · · · , x n } be the set of isolated points of X. Let (U n : n ∈ N) be a given sequence of open covers of X. For 1 ≤ i ≤ n choose U i ∈ U i so that x i ∈ U i . If X = ∪{U i : i ≤ n}, we are done. Else, the subspace Y = X \ ∪{U i : i ≤ n} is a compact scattered space and ht (Y) < α + 1. Thus, by the induction hypothesis, Y has the property S 1 (O, O).
Applying this property to the sequence (U m : n < m and m ∈ N), we find for each m with n < m a set U m ∈ U m such that Y is covered by the sets U i , n < i . But then the selection (U j : j ∈ N) witnesses for teh given sequence of covers that (X, τ) has the property S 1 (O, O). (1) (X, τ) has the property S 1 (O, O) (2) TWO has a winning strategy in the game G 1 (O, O) Proof. We must show that (1) implies (2) . Thus, assume that (X, τ) has the property S 1 (O, O). By Lemma 8.2 the space (X, τ) is scattered, and has scattered height ht (X) = α + 1 for some ordinal α. We prove the Lemma by induction on α.
When α = 0 then X is a finite set, and TWO's winning strategy is to in each inning cover a previously uncovered point. Thus, assume that α > 0 and that for each β < α it has been proven that for any compact T 2 space of scattered height β+1, TWO has a winning strategy in the game G 1 (O, O). Now let (X, τ) be a compact scattered space of height α+1. Since X has isolated points and is compact, its set of isolated points is finite, say the set of isolated points of X is {x 1 , · · · , x n }. TWO's winning strategy on X proceeds as follows. During inning i for i ≤ n, TWO chooses an element T i of ONE's open cover U i such that x i ∈ T i . Then after the first n innings passed, the space Y = X \ ∪{T i : i ≤ n} is compact, scattered, and of height β + 1 < α + 1. By the induction hypothesis TWO has a winning strategy F Y in the game G 1 (O, O) on Y. For the remainder of the game on X, TWO follows the winning strategy F Y on Y.
Theorem 8.5. Consider a σ-compact topological space (X, τ). The following statements are equivalent:
(1) (X, τ) has the property S 1 (O, O) (2) TWO has a winning strategy in the game G 1 (O, O) Proof. We must prove that (1) implies (2) . Fix a well-ordering ≺ of the family of open subsets of X. Since X is σ-compact, write X as an increasing union of countably many subsets X n , n ∈ N, where each X n is compact. By Lemma 8.4, for each n TWO has a winning strategy F n in the game G 1 (O, O) played on X n . We now define a strategy for TWO in the game on X, utilizing the strategies F n . First, write N as a union of countably many pairwise disjoint infinite sets, S n , n ∈ N. For each n enumerate S n as (s n k : k ∈ N) so that for k < ℓ, s n k < s n ℓ . Now define TWO's strategy F for the game G 1 (O, O) on X as follows:
Given inning k, and the first k moves O 1 , · · · , O k of ONE, first find n so that k ∈ S n , and then identify ℓ so that k = s n ℓ . Then define F(O 1 , · · · , O k ) as follows: For 1 ≤ i ≤ ℓ define V i to be the set {U∩X n : U ∈ O s n i }, and then compute
TWO's response in the game G 1 (O X n , O X n ) using the winning strategy F n . Then choose the ≺-first U ∈ O k for which
We claim that F as defined here is a winning strategy for TWO in the game G 1 (O, O) played on X. For consider any F-play, say
Consider a point x ∈ X, and choose the smallest n with x ∈ X n . Recall that S n is enumerated as s n 1 < s n 2 < · · · < s n ℓ < · · · . Consider the subsequence
, · · · of the given F-play. In then notation above used in the definition of F we have V i = {U ∩ X n : U ∈ O s n i } is for each i an open cover of X n , and X n ∩ F(O 1 , · · · , O s n i ) = F n (V 1 , · · · , V i ) for eachi . Since
is an F n play of the game G 1 (O X n , O X n ) on X n , and F n is a winning strategy for TWO in this game, we find that for some k the point x is an element of F(O 1 , · · · , O s n k ).
For σ-compact spaces the fact that TWO has a winning strategy in the game G 1 (O, O) is in in turn equivalent to a strong Ramseyan partition relation on the ω-covers of the space. Towards formulating this stronger property we introduce yet another class of open covers for topological spaces, first studied by Gerlits and Nagy in [17] . An open cover U of a topological space (X, τ) is said to be a γ-cover if it is infinite and for each x ∈ X, for all but finitely many U ∈ U it is the case that x ∈ U. The symbol Γ denotes the set of all γ-covers of X. In Theorem 1 of [17] the authors prove Theorem 8.6 (Gerlis and Nagy). For a T 3 1 2 -space (X, τ) the following are equivalent:
(1) TWO has a winning strategy in the game G 1 (O, O) on X (2) TWO has a winning strategy in the game G 1 (Ω, Γ) on X It is evident that when TWO has a winning strategy in the game G 1 (Ω, Γ), then ONE does not have a winning strategy in that game, whence in turn S 1 (Ω, Γ) holds.
The main theorem of this section is as follows: Theorem 8.7. For a σ-compact space (X, τ) the following are equivalent:
(1) (X, τ) has the property S 1 (O, O).
(2) TWO has a winning strategy in the game G 1 (O, O).
(3) (X, τ) has the property S 1 (Ω, Γ).
(4) For all m and k the partition relation Ω → (Γ) m k holds. Proof. The equivalence of (1) and (2) is proven in Theorem 8.5. That (2) implies (3) follows from Theorem 8.6. To see that (3) implies (4), let U be an ω-cover of X. We may assume that U is countable. Let a function f : [U ] m → {1, · · · , k} be given. By (3) let V ⊂ U be such that V is a γ-cover of X. Note that any infinite subset of V is also a γcover of X. Now apply Ramsey's Theorem to the coloring f restricted to the set of m-tuples of V . We find an infinite subset W of V , and an i ∈ {1, · · · , k}, such that on [W ] m the function f is constant and has value i . Finally, to see that (4) implies (1), note that since Γ ⊂ Ω, To see that the hypothesis of being a compact space with the property S 1 (O, O) is not "trivial", note the following: Metrizable spaces that are compact and have property S 1 (O, O) are necessarily countable. But for each infinite cardinal number κ there is a T 2 topological space of cardinality κ that is σ-compact and has the property S 1 (O, O).
The following examples of this phenomenon are based on a result of Corson (Proposition 4 of [8] ), and were pointed out in [40] : Theorem 8.8 (Corson) . If {X i : i ∈ I} is a family of σ-compact topological groups where for each i the identity element of X i is e i , then the group Proof. Let cardinal number κ be given. In Theorem 8.8 take I to be κ and for each i ∈ I take X i to be the additive group of integers, Z. Now observe that the group G as in Corson's Theorem in fact has the property S 1 (O, O). To see this take for each n a neighborhood U n of the identity element of G. We may assume that each U n is a basic open set, and thus that there is a finite set F n ⊆ I such that U n is of the form { f ∈ G : (∀i ∈ F n )( f (i ) = 0)}. The set C = n<ω F n is a countable subset of I and thus the subgroup G C = { f ⌈ C : f ∈ G} of the group i∈C X i is a countable set. Thus, the property S 1 (O nbd , O G C ) evidently holds. For each n choose a g n ∈ G C such that G C ⊆ n<ω g n * U n ⌈ C . For each n choose f n ∈ G with f n ⌈ C = g n . Then it follows that G ⊆ n<ω f n * U n . Thus G satisfies It is further worth noting that the existence of a winning strategy for TWO in the game G 1 (O, O) on an uncountable T 3 1 2 space does not imply that the space is σ-compact. Thus is illustrated using the following example of Comfort and Ross ( [7] , Example 3.2). Consider the set G := { f ∈ ω 1 2 : |{α : f (α) = 0}| < ℵ 0 } endowed with the operation ⊕ of coordinate-wise addition modulo 2. Then (G, ⊕) is an Abelian group. Endow G with the G δ topology. In [7] it is proven that the group (G, ⊕) endowed with this G δ topology is Lindelöf and thus T 4 .
For convenience we review a few facts about so-called P-spaces -see for example Section 5 of [18] . A topological space is said to be a P-space if each G δ set is open. Every subspace of a P-space is a P-space. Every countably infinite subspace of a T 2 P-space is closed and discrete. It follows that a compact P-space is finite, and thus a σ-compact P-space is countable. Thus, no uncountable P-space is a closed subspace of a σ-compact T 2 -space. If a topological group (G, * ) is a Lindelöf P-space then it is has the property S 1 (O nbd , O) in a strong sense: Let (U n : n < ω) be a sequence of neighborhoods for the identity. Then U = n<ω U n is a neighborhood for the identity. Since the group is Lindelöf, fix a sequence (x n : n < ω) of elements of the group such that x n * U, n < ω covers the group. Then the sequence (x n * U n : n < ω) witnesses that the uncountable group (G, ⊕) has the property S 1 (O nbd , O) . Moreover this group is not contained as a closed subspace of any σ-compact group. Theorem 2.3 of Comfort in [6] implies the following generalization of the example just given: Theorem 8.10 (Comfort) . Let (G i , * i ), i ∈ I, be a family of countable topological groups. Endow the product i∈I G i with the G δ topology. Then the subgroup
In particular, for each uncountable cardinal number κ there is a T 0 Lindelöf P group of cardinality κ. Now Galvin proved a result -see the Lemma in Section 2 of [17] -that implies that if a space is a Lindelöf P-space then has the property S 1 (O, O). Thus, Lindelöf P groups satisfy the stronger selection principle S 1 (O, O). 
A QUESTION ABOUT THE POLARIZED PARTITION RELATION
The polarized partition relation was studied by Rado in [26] , and formally introduced by Erdös and Rado in Section 9 of [12] . Generalizing their notion we define the following: Let A 1 , A 2 B i,1 and B i,2 be families of sets for 1 ≤ i ≤ n. for any positive integer k, then (X, τ) has the property S 1 (Ω, Ω).
We give a complete analysis in the proof of Theorem 9.4 to indicate to the reader the single case of the analysis which does not support the conjecture. We believe that this one "counter" case may be a shortcoming of the proof technique. The following concept, and corresponding facts about its relation to the conjecture are important. Space X satisfies property Split(Ω,Ω) if there is for each ω-cover U of X two ω-covers B 1 and B 2 such that B 1 ∩ B 2 = and B 1 ∪ B 2 = U . This property was introduced in [19] and studied further in [15] . (1) S 1 (Ω, Ω)
(2) For each positive integer k,
(1) ⇒ (2): Let U and V be ω-covers of X. Since X has property S 1 (Ω, Ω) we may assume that each of these is countable. Enumerate U bijectively as (U n : n ∈ N). Let k be a positive integer and let f : U ×V → {1, ..., k} be given. Choose a chain of subsets of V as follows: Put V 0 = V and for 0 ≤ n < ω choose i n+1 ∈ {1, ..., k} such that
Since U is an ω-cover, fix an i ∈ {1, · · · , k} and n 1 < n 2 < · · · such that {U n 1 , U n 2 , · · · } ∈ Ω and for each j , i n j = i . Apply property S 1 (Ω, Ω) to the sequence (V n 1 , V n2 , · · · , V n k , · · · ) of ω-covers of X and select for each m a V m ∈ V n m , such that {V m : m ∈ N} is an ω-cover of X . We may assume that this enumeration is bijective. At this stage we have that if j ≤ m, then f (U n j , V m ) = i . Put U −1 = {U n l , U n 2 , · · · } and choose for each m a j m+l ∈ {1, · · · , k} such that U m = {U n r ∈ U m : f (U n r , V m+l ) = j m+l } ∈ Ω. Fix a j and m l < m 2 < · · · such that for each r j m r = j , and {V m 1 , V m 2 , · · · } is an ω-cover of X . Next we apply S 1 (Ω, Ω) to the sequence (U m ] , U m 2 , · · · ) of ω-covers of X, as follows: From U m t choose U n h t , such that for each t , m t < h t < h t +l and {U n h t : t ∈ N} is an ω-cover of X . One way of seeing that this can be done is as follows. In [21] it was shown that X has property S 1 (Ω, Ω) if, and only if, ONE has no winning strategy in the following game, denoted G 1 (Ω, Ω): In the n-th inning ONE chooses an ω-cover O n , of X ; TWO responds by selecting T n ∈ O n . A play (O 1 , T 1 , · · · , O n , T n , · · · .) is won by TWO if {T I , T 2 , T 3 , · · · } is an ω-cover of X ; otherwise, ONE wins. Now consider the strategy which calls on ONE to play in the t -th inning the set of elements of U m t of the form U n h , where h exceeds max{m 1 , · · · , m t } as well as the maximum of all subscripts of elements chosen thus far by TWO. Since this is not a winning strategy, there is a play according to it which is won by TWO. Such a play provides us with a sequence of U n h t 's as above. But then on {U n h l , U n h 2 , · · · } × {V m 1 , V m 2 , · · · } the function f takes only the two values, i and j .
(2) ⇒ (3): Let (U n : n ∈ N) be a sequence of ω-covers of X. We may assume each U n is countable and enumerate it as (U n m : m ∈ N). Define V to be the non-empty intersections of the form U 1 k ∩ U k n . Then V is an ω-cover of X . For each element of V choose a specific representation of the form U 1 k ∩ U k n . Define a coloring f : V × V → {0, 1, 2, 3, 4, 5, 6, 7, 8} such that
0 if k 1 = k 2 and n 1 = n 2 1 if k 1 = k 2 and n 1 < n 2 2 if k l = k 2 and n 1 > n 2 3 if k 1 < k 2 and n 1 = n 2 4 if k 1 < k 2 and n 1 < n 2 5 if k 1 < k 2 and n 1 > n 2 6 if k l > k 2 and n 1 = n 2 7 if k 1 > k 2 and n 1 < n 2 8 if k 1 > k 2 and n 1 > n 2 .
Applying the partition relation to this f we find ω-covers K and L , subsets of V , such that f has no more than two values on K × L . First, note that f cannot have all its values in {0, 1, 2}. For in this case there is a fixed k such that all elements of K and of L are subset of U 1 k , contradicting the fact that K and L are ω-covers. By Theorem 9.3 choose ω-covers A and B such that A ∪ B ⊂ V and A ∩ B = , and consider the function f restricted to A × B. By the hypothesis choose ω-covers K ⊂ A and L ⊂ B such that f has an image set of at most two values on the set K × L . First note that on K × L the function f does not have value 0 as K and L are disjoint. Secondly, by a prior remark, the range of f cannot be in {0, 1, 2}.
The rest of the argument consists of an extensive case analysis starting from a hypothesis like r ang e( f ) ⊆ {a, b} where a and b are elements of {0, 1, · · · , 8}. In all cases, except one, the conclusion is that either that case is not possible, or else that case produces a witness that S 1 (Ω, Ω) holds for the given sequence (U n : n ∈ N) of ω-covers of the space X. We leave the examination of these cases to the reader. The one exceptional case is the case when r ang e( f ) = {4, 8}:
Observe that in this case, for any (U 1 k 1 ∩ U k 1 n 1 , U 1 k 2 ∩ U k 2 n 2 ) ∈ K × L it is the case that either k 1 < k 2 and n 1 < n 2 , or else k 1 > k 2 and n 1 > n 2 . Thus, if we define M = {k : U 1 k ∩U k n ∈ K } and N = {k ∈ N : U 1 k 2 ∩U k 2 n 2 ∈ L }, then M and N are disjoint. Moreover, both M and N are infinite. Enumerate N in increasing order as (ℓ 1 , ℓ 2 , · · · , ℓ m , · · · ). Moreover, for each k with a U 1 k ∩ U k n ∈ L , let n(k) denote the least such n. Now proceed to choose for each U k a finite subset F k as follows: For k ∈ M with. k ≤ ℓ 1 choose U k n ∈ U k such that n ≤ n(ℓ 1 ) and let F k be the (finite) set of such chosen elements of U k . In general, for k ∈ M such that ℓ j < k ≤ ℓ j +1 choose U k n ∈ U k such that n ≤ n(ℓ j +1 ), and let F k be the (finite) set of such chosen elements of U k . For k not in M, let F k consist of any single element of U k .
We claim that the sequence (F k : k ∈ N) witnesses S f in (Ω, Ω) for the given sequence of ω-covers of X. The reason is that for any U 1 k 1 ∩ U k 1 n 1 ∈ K , the set U k 1 n 1 is an element of F k 1 , and thus K is a refinement of {F k : k ∈ N}, and the latter is an ω-cover of X since K is.
As suggested by the conjecture above, we expect that in fact S 1 (Ω, Ω) is a consequence of the polarized square bracket relation, and most likely a different approach to a proof is needed.
REMARKS
The results above are given for the family A = Ω of ω-covers of certain topological spaces. A study of the proofs will reveal that several of these equivalences also hold for several other families A . The main requirements on a family A are that each element of A has a countable subset in A , that for each k A → (A ) 1 k holds, and that S 1 (A , A ) is equivalent to ONE not having a winning strategy in G 1 (A , A ) , and that this is equivalent to the Ramseyan statement A → (A ) 2 2 . As a non-topological example, consider the following: A collection C of subsets of a set S is said to be a combinatorial ω-cover of S if S ∈ C , but for each finite subset F of S there is a C ∈ C with F ⊆ C. For an infinite cardinal number κ let Ω κ be the set of countable combinatorial ω-covers of κ. Let cov(M ) be the least infinite cardinal number κ such that the real line is a union of κ first category sets. By the Baire Category Theorem cov(M ) is uncountable. Using the techniques of this paper one can prove: Theorem 10.1. For an infinite cardinal number κ the following are equivalent:
(1) κ < cov(M ).
(2) S 1 (Ω κ , Ω κ ).
(3) E(Ω κ , Ω κ ). (4) GP(Ω κ , Ω κ ). (5) FG(Ω κ , Ω κ ). (6) NW(Ω κ , Ω κ ).
(7) For all positive integers n and k, Ω κ → (Ω κ ) n k . Here are three more, among many, topological examples. For a topological space X and an element x ∈ X, define Ω x = {A ⊂ X \{x} : x ∈ A}. According to [30] X has strong countable fan tightness at x if the selection principle S 1 (Ω x , Ω x ) holds. Consider for a Tychonoff space X the subspace of the Tychonoff product Π x∈X R consisting of the continuous functions from X to R. The symbol C p (X) denotes this subspace with the inherited topology. Since C p (X) is homogeneous, the truth of S 1 (Ω f , Ω f ) at some point f implies the truth of S 1 (Ω f , Ω f ) at any point f . Thus we may confine attention to Ω o , where o is the function which is zero on X. Using the techniques above one can prove:
Theorem 10.2. For a Tychonoff space X the following are equivalent for C p (X):
(1) S 1 (Ω o , Ω o ). (6) For all n and k, Ω o → (Ω o ) n k . For a topological space X let D denote the collection whose members are of the form U , a family of open subsets of X, such that no element of U is dense in X, but ∪U is dense in X. And let D Ω be the set of U ∈ D such that for each finite family F of nonempty open subsets of X there is a U ∈ U with U ∩ F = for each F ∈ F . The families D and D Ω were considered in [38] where it was proved that for X a set of real numbers, and PR(X) the Pixley-Roy space over X, the following holds: Theorem 10.3. If X is a set of real numbers, the following are equivalent for PR(X):
(1) S 1 (D Ω , D Ω ).
(2) ONE has no winning strategy in the game G 1 (D Ω , D Ω ).
(3) For each n and k D Ω → (D Ω ) n k .
Each of these statements is equivalent to X having S 1 (Ω X , Ω X ).
Using the techniques above one can prove:
Theorem 10.4. For a set X of reals the following are equivalent for PR(X):
(2) E(D Ω , D Ω ). For a non-compact topological space X call an open cover U a k-cover if there is for each compact C ⊂ X a U ∈ U such that C ⊆ U, and if X ∈ U . Let K denote the collection of k-covers of such an X. If X is a separable metric space then each member of K has a countable subset which still is a member of K . Using the techniques above one can prove: Theorem 10.5. For separable metric spaces X the following are equivalent:
(1) ONE has no winning strategy in G 1 (K , K ).
(2) S 1 (K , K ). (7) For all n and k, K → (K ) n k . The equivalence of (2) and (7) for n=2 and k=2 is Theorem 8 of [9] . The equivalence of (1) and (2) is a result of [44] . The remaining equivalences are then derived as was done above for Ω.
In the above examples we did not list all the equivalences proved in Theorem 7.2. Indeed, we did not check all of these. To illustrate that the remaining equivalences are worth checking, consider the following example: When A is a free ultrafilter on N, the following theorem holds: Theorem 10.6. For a non-trivial ultrafilter U on N the following statements are equivalent:
(1) Selection principle S 1 (U , U ) holds.
(2) ONE has no winning strategy in the game G 1 (U , U ).
(3) For all natural numbers m and k the partition relation U → (U ) m k holds. Ultrafilters U satisfying (1) of Theorem 10.6 have been called selective ultrafilters, while ones satisfying (3) have been called Ramsey ultrafilters. It is known that the existence of an ultrafilter as in Theorem 10.6 is independent of ZFC. The equivalence of statements (1) and (3) is due to Kunen, while the equivalence of (1) and (2) is due to Galvin and McKenzie. Note that these implications are analogous to the ones for Ω appearing in Theorem 7.2 among others. But not all equivalences in Theorem 7.2 also hold for ultrafilters U on N. For example: In [4] Blass proved that under the Continuum Hypothesis there is an ultrafilter U on N such that U → [U ] 2 3 , but U does not satisfy the selection principle S 1 (U , U ). Thus (8) ⇒ (1) of Theorem 7.2 for Ω, does not hold for ultrafilters on N.
