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Stabilisation Instantane´e Probabiliste
Karine Altisen1 et Ste´phane Devismes1
1VERIMAG, Universite´ Grenoble-Alpes
Cet article est un re´sume´ e´tendu de [1], ou` nous introduisons la stabilisation instantane´e probabiliste. Cette proprie´te´
nous permet, en particulier, de concevoir des algorithmes distribue´s pour re´seaux anonymes ayant de fortes proprie´te´s
de tole´rance aux pannes transitoires. Un algorithme instantane´ment stabilisant probabiliste satisfait la suˆrete´ de sa
spe´cification imme´diatement apre`s que les pannes transitoires aient cesse´ ; cependant il n’assure la vivacite´ de sa
spe´cification que presque suˆrement. Nous illustrons cette nouvelle proprie´te´ en proposant deux algorithmes instan-
tane´ment stabilisants probabilistes d’e´lection avec garantie de service pour re´seaux anonymes, ce proble`me n’ayant pas
de solution de´terministe.
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1 Introduction
L’autostabilisation est un paradigme ge´ne´ral permettant de concevoir des algorithmes distribue´s tole´rant
les fautes transitoires. Une faute transitoire est une panne non-de´finitive qui alte`re le contenu du composant
du re´seau (processus ou canal de communication) ou` elle se produit. En supposant que les fautes transitoires
n’alte`rent pas le code de l’algorithme, un algorithme autostabilisant retrouve de lui-meˆme, et en temps fini,
un comportement normal de`s lors que les fautes transitoires ont cesse´. L’autostabilisation ne fait aucune hy-
pothe`se sur la nature ou l’ampleur des fautes transitoires qui frappent le syste`me. Ainsi, l’autostabilisation
permet a` un syste`me de re´cupe´rer de l’effet de ces fautes d’une manie`re unifie´e. De plus, l’autostabilisation
comporte d’autres avantages [10]. Par exemple, un algorithme autostabilisant ne ne´cessite pas d’initialisa-
tion. Or, dans un syste`me distribue´, cette phase est critique, en particulier lorsque le re´seau est un syste`me
a` large-e´chelle ou` des milliers de nœuds peuvent eˆtre ge´ographiquement distants. En outre, de nombreux
algorithmes autostabilisants, notamment les algorithmes de calcul de tables de routage, tole`rent une certaine
dynamicite´ du re´seau au cours de l’exe´cution, a` condition que cette dynamicite´ soit non silencieuse et de
fre´quence peu e´leve´e. La dynamicite´ se de´finit en termes d’ajouts et/ou suppressions de processus et/ou de
canaux de communication. Par dynamicite´ non silencieuse, nous entendons que les processus affecte´s par
un changement topologique soient (ou finissent par eˆtre) informe´s de cette modification (par un protocole
sous-jacent, par exemple). Par dynamicite´ de fre´quence peu e´leve´e, nous supposons l’existence de pe´riodes
sans changement topologique suffisamment longues pour permettre au syste`me de stabiliser.
Cependant, l’autostabilisation a quelques inconve´nients. Tout d’abord, les algorithmes autostabilisants ne
masquent pas l’effet des fautes qu’ils subissent. Ainsi, les fautes transitoires provoquent une perte de suˆrete´
temporaire, i.e., suite a` des fautes transitoires, il y a une pe´riode temporaire— appele´e phase de stabilisation
— au cours de laquelle le syste`me n’offre aucune garantie de suˆrete´. De plus, dans la plupart des cas, les
algorithmes autostabilisants ne permettent pas aux processeurs de de´tecter la fin de la phase de stabilisation.
Ensuite, par de´finition, tout algorithme autostabilisant tole`re les fautes transitoires. En revanche, la plupart
des algorithmes autostabilisants ne sont pas conc¸us pour tole´rer d’autres types de fautes, notamment lorsque
les fautes sont de´finitives (arreˆt de´finitif, comportement byzantin) ou intermittentes. De ce fait, la plupart
des algorithmes autostabilisants deviennent totalement inope´rants en pre´sence de telles fautes. Il faut aussi
noter que l’autostabilisation a un couˆt. Le surcouˆt occasionne´ par l’autostabilisation est observable a` la fois
au niveau du temps d’exe´cution, de l’occupation me´moire et du nombre de messages e´change´s. Enfin, il
existe des proble`mes (e.g., le bit alterne´ [4]) pour lesquels il n’existe pas de solution autostabilisante.
E´tat de l’art. Nous nous inte´ressons plus particulie`rement ici a` deux inconve´nients de l’autostabilisation :
la perte de suˆrete´ temporaire et les re´sultats d’impossibilite´.
Plusieurs spe´cialisations de l’autostabilisation ont e´te´ introduites pour obtenir des proprie´te´s de suˆrete´
plus fortes. Nous pouvons citer, par exemple, l’autostabilisation avec contention de fautes [6], la super-
Karine Altisen et Ste´phane Devismes
stabilisation [5] ou encore la stabilisation instantane´e (de´terministe) [3]. Cette dernie`re est de´finie comme
suit : dans un syste`me re´parti sujet aux pannes transitoires, un algorithme instantane´ment stabilisant retrouve
un comportement correct imme´diatement apre`s la fin de celles-ci. Toutefois, un algorithme instantane´ment
stabilisant n’offre aucune garantie pour les calculs ayant e´te´ exe´cute´s tout ou partie durant les pannes. Bien
entendu, toutes les proprie´te´s de suˆrete´ ne peuvent eˆtre garanties par la stabilisation instantane´e. En fait, la
stabilisation instantane´e offre des garanties du point de vue utilisateur : suite a` une demande de calcul de
l’utilisateur, l’algorithme fournit un re´sultat correct vis-a`-vis de la demande, quelque soit l’e´tat dans lequel
e´tait le syste`me lors de cette demande. Beaucoup de solutions instantane´ment stabilisantes sont disponibles
dans la litte´rature. Cependant, a` notre connaissance, elles sont toutes conc¸ues pour des re´seaux enracine´s (ou`
un processus est distingue´) ou comple`tement identifie´s. Nous nous inte´ressons ici aux re´seaux anonymes. La
stabilisation instantane´e e´tant une spe´cialisation de l’autostabilisation : les re´sultats d’impossibilite´ relatifs
a` l’autostabilisation s’appliquent. De fait, la plupart des proble`mes ≪ classiques ≫, comme la circulation de
jeton ou encore l’e´lection, n’ont pas de solution autostabilisante de´terministe dans les re´seaux anonymes.
Plusieurs ge´ne´ralisations de l’autostabilisation ont e´te´ introduites pour contourner les re´sultats d’im-
possibilite´, par exemple, la stabilisation faible [7], la pseudo-stabilisation [4] ou encore la stabilisation
probabiliste [8]. Pour cette dernie`re, l’ide´e consiste a` relaˆcher la notion de convergence en passant d’une
convergence de´terministe (certaine) a` une convergence probabiliste (incertaine) : suite a` des pannes transi-
toires, un algorithme autostabilisant probabiliste retrouve en temps presque suˆrement fini, un comportement
normal de`s lors que les fautes transitoires ont cesse´.
Contributions. Nous introduisons la stabilisation instantane´e probabiliste, une ge´ne´ralisation de la stabi-
lisation instantane´e. L’ide´e principale e´tant de relaˆcher la de´finition de stabilisation instantane´e de´terministe
sans alte´rer ses bonnes proprie´te´s de suˆrete´ afin d’obtenir, en particulier, des solutions instantane´ment sta-
bilisantes probabilistes fonctionnant dans les re´seaux anonymes.
Dans un syste`me re´parti, un algorithme instantane´ment stabilisant probabiliste satisfait (a` nouveau) la
proprie´te´ de suˆrete´ de la taˆche pour laquelle il est conc¸u imme´diatement apre`s que les pannes transitoires
aient cesse´ ; cependant il assure la proprie´te´ de vivacite´ de cette taˆche seulement presque suˆrement (i.e.,
avec probabilite´ 1). En cela, nous suivons une approche dite de ≪ Las Vegas ≫ [10].
Nous illustrons cette nouvelle proprie´te´ en proposant deux solutions, e´crites dans le mode`le a` e´tats (cf.
section 2), pour le proble`me d’e´lection avec garantie de service fonctionnant dans un re´seau anonyme, ce
proble`me n’ayant pas de solution de´terministe (stabilisante ou non). La premie`re solution, simple, suppose
que le syste`me est synchrone. La seconde, plus complexe, fonctionne dans un syste`me asynchrone (sous
l’hypothe`se la plus faible du mode`le, le de´mon distribue´ ine´quitable). Le proble`me de l’e´lection avec ga-
rantie de service consiste a` assurer une re´ponse correcte — ≪ oui ≫ ou ≪ non ≫ — a` tout processus qui
pose la question ≪ suis-je le leader du re´seau ? ≫, c’est-a`-dire, (1) les re´ponses calcule´es pour chacunes des
questions initie´es par le meˆme processus sont identiques ; et (2) exactement un processus rec¸oit toujours la
re´ponse oui a` chacune des questions qu’il initie.
Ainsi, nos algorithmes instantane´ment stabilisants probabilistes assurent que les re´ponses calcule´es pour
chaque question initie´e apre`s que les pannes aient cesse´e seront toujours correctes. Cependant, le temps
entre l’initialisation de la question et l’obtention de la re´ponse ne sera que presque suˆrement fini.
Plan. Dans la section 2, nous de´crivons brie`vement le mode`le dans lequel notre algorithme est e´crit.
Ensuite, par manque de place, nous pre´sentons uniquement les ide´es principales de notre solution simple
pour re´seaux anonymes synchrones (section 3). Nous concluons dans la section 4.
2 Mode`le
Nous conside´rons des re´seaux bidirectionnels connexes de n processus (sans autre hypothe`se topolo-
gique) ou` chaque processus peut communiquer directement avec un sous-ensemble d’autres processus ap-
pele´s voisins. Les processus sont anonymes (e.g., ils n’ont pas d’identite´ unique), cependant chaque proces-
sus peut distinguer ses voisins via un nume´ro de canal local.
Les processus communiquent par le biais de variables localement partage´es : chaque processus de´tient un
nombre fini de variables dans lesquelles il peut lire et e´crire ; de plus, il peut lire les variables de ses voisins.
Les variables d’un processus de´finissent son e´tat. L’exe´cution d’un algorithme est une suite d’e´tapes de
calcul atomiques : a` chaque e´tape, s’il existe des processus — dits activables — souhaitant modifier leurs
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e´tats, alors un sous-ensemble non-vide de ces processus est active´. En une e´tape atomique, chaque processus
active´ lit ses propres variables, ainsi que celles de ses voisins, puis modifie son e´tat. Nous supposons ici que
les processus sont active´s de manie`re synchrone, a` chaque e´tape tous les processus activables sont active´s.
Pour mesurer le temps de stabilisation, nous utilisons la notion de ronde, qui permet de mesurer le temps
d’exe´cution rapporte´ au processus le plus lent. Ainsi, la premie`re ronde d’une exe´cution termine de`s lors
que tous les processus continument activables depuis le de´but de l’exe´cution ont e´te´ active´s au moins une
fois, la seconde ronde commence et termine selon les meˆmes re`gles, etc.
3 Solution synchrone
Nous de´taillons maintenant le principe ge´ne´ral de notre solution pour syste`mes synchrones en adoptant
une approche pas-a`-pas : nous pre´sentons d’abord un algorithme probabiliste d’e´lection avec garantie de
service non-stabilisant ; puis, nous expliquons comment le rendre instantane´ment stabilisant probabiliste.
En pre´ambule, nous avons de´montre´ que sans aucune information globale sur le re´seau (e.g., une borne
sur sa taille ou son diame`tre), notre proble`me n’a pas de solution (meˆme non-stabilisante). Nous avons
obtenu ce re´sultat d’impossibilite´ en re´duisant notre proble`me a` celui du comptage des nœuds d’un anneau
anonyme, ce proble`me e´tant de´ja` de´montre´ insoluble [10]. Ainsi, suivant l’approche propose´e dans [9], nous
avons ajoute´ l’hypothe`se suivante : une valeur B, telle que B< n≤ 2B, est connue de chacun des processus.
Solution probabiliste non-stabilisante. Notre algorithme exe´cute une infinite´ de cycles. Chaque cycle
prend en entre´e la valeur de la variable Boole´enne ℓ de chacun des processus. Initialement, chaque processus
p affecte p.ℓ au hasard. Dans la suite, nous appelons candidat tout processus p tel que p.ℓ= vrai.
Chaque cycle a pour but d’e´valuer s’il existe un unique candidat. Le re´sultat de cette e´valuation est stocke´
dans la variable Unique de chacun des processus. A la fin d’un cycle, les variables Unique des processus
ont des valeurs identiques et Unique = vrai si et seulement s’il y a un unique candidat, c. Dans ce cas, c
est de´signe´ leader et les variables ℓ restent inchange´es pour les cycles suivants. Dans le cas contraire, toutes
variables ℓ sont re´initialise´es au hasard.
Maintenant, lorsqu’un processus p initie une question (ou requeˆte) ≪ suis-je le leader du re´seau ? ≫, il se
contente d’attendre la fin du cycle courant : si p.Unique= vrai, alors la re´ponse est p.ℓ et p peut renvoyer
cette re´ponse a` la couche applicative ; sinon il doit de´caler la re´ponse a` sa question au moins jusqu’a` la fin
du prochain cycle. Ainsi, le but est d’assurer qu’en temps presque suˆrement fini il existe un unique candidat.
Nous expliquons maintenant comment les cycles sont exe´cute´s. Initialement, p.Unique= f aux et p.ℓ est
affecte´ au hasard par p. Ensuite, chaque cycle est divise´ en 3 phases. Chaque phase doit contenir au moins
D e´tapes de calcul, ou` D est le diame`tre du re´seau. Cela permet d’effectuer un calcul impliquant l’ensemble
des processus. Ainsi, compte tenu des connaissances des processus, la longueur de chaque phase a e´te´ fixe´e
a` 2B (> D) e´tapes. Un cycle contient alors 6B e´tapes et est exe´cute´ en O(n) rondes (n.b., dans le mode`le
synchrone chaque ronde correspond a` une e´tape de calcul). Enfin, chaque processus dispose d’une horloge
locale de domaine {0, ...,6B−1}. Cette horloge est initialise´e a` 0 et incre´mente´e modulo 6B a` chaque e´tape.
Elle permet, en particulier, a` chaque processus de savoir dans quelle phase du cycle il se trouve.
Nous de´taillons maintenant chacune des phases d’un cycle. La premie`re phase consiste a` calculer une
foreˆt couvrante du re´seau ou` un processus est racine d’un arbre si et seulement s’il est candidat (s’il n’y a
pas de candidats, alors aucun arbre n’existe a` la fin de la phase). La premie`re e´tape de calcul de cette phase
consiste a` initialiser, pour chaque processus, un pointeur de voisin parent a` ⊥ et une variable de distance
d a` 0. Ensuite, durant le reste de la phase, chaque processus non candidat calcule dans d sa distance au
candidat le plus proche et pointe avec parent son voisin le plus proche de ce candidat (en cas d’e´galite´, le
processus discrimine en utilisant les nume´ros de canaux locaux). Lors de la seconde phase, chaque candidat
(s’il y en a) calcule dans sa variable entie`re cpt le nombre de processus appartenant a` son arbre. Ce calcul
s’effectue de bas en haut dans l’arbre. A la fin de la phase, si un candidat p ve´rifie p.cpt > B †, alors cela
signifie qu’une majorite´ de processus appartiennent a` son arbre (par de´finition, B ≥ n
2
). Il affecte alors
respectivement p.ℓ et p.Unique a` vrai. Dans tous les autres cas, les processus affectent respectivement leurs
variables ℓ et Unique a` faux. La majorite´ e´tant unique, au plus un processus est encore candidat a` la fin
de cette phase. La troisie`me et dernie`re phase consiste a` propager a` l’ensemble du re´seau le re´sultat du
†. Cet e´ve`nement est re´alise´ en particulier si un unique processus p affecte ale´atoirement p.ℓ a` vrai au de´but du cycle.
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cycle : a` chaque e´tape, chaque processus re´e´value sa variable Unique en calculant la disjonction entre sa
variableUnique et celles de ses voisins. Ainsi, a` la fin du cycle, pour chaque processus p, p.Unique= vrai
si et seulement s’il existe un unique candidat. Lorsqu’un unique candidat est e´lu, les variables ℓ deviennent
constantes et les cycles suivants recalculent inde´finimentUnique a` vrai pour tous les processus.
La complexite´ (et la terminaison) de cet algorithme de´pend de la loi de probabilite´ utilise´e lorsqu’un
processsus choisit une nouvelle valeur pour sa variable ℓ. Nous avons calcule´ que le meilleur choix possible
(compte tenu des connaissances des processus) e´tait que chaque processus p affecte p.ℓ a` ≪ vrai ≫ avec une
probabilite´ Pr ∈ [ 1
2B
, 1
B+1 ]. Dans ce cas, l’espe´rance du nombre de cycles a` exe´cuter pour obtenir un unique
leader est de e
2
2
≤ 3,70. Ainsi, l’espe´rance du temps ne´cessaire pour calculer la re´ponse a` une requeˆte est
en O(n) rondes.
Stabilisation de la solution. L’algorithme ci-dessus fonctionne pour l’instant quand les variables sont
dans un e´tat cohe´rent (il n’est pas stabilisant). Cependant, le syste`me peut se retrouver, suite a` des pannes
transitoires, dans une configuration quelconque ou`, notamment, les horloges locales des processus sont
de´synchronise´es. Pour resynchroniser ces horloges et ainsi l’ensemble des processus, l’incre´mentation des
horloges est ge´re´e par un algorithme d’unison. Nous utilisons l’algorithme autostabilisant de Boulinier et
al [2]. Graˆce a` cet algorithme, les horloges locales de notre algorithme sont resynchronise´es en au plus 6B
e´tapes de calcul (6B = O(n)). Naturellement, lors du premier cycle de´marre´ apre`s ces 6B e´tapes de calcul,
les variablesUnique sont re´initialise´es et le re´sultat obtenu a` la fin de ce cycle et des suivants sera correct.
Pour obtenir la stabilisation instantane´e probabiliste, nous proce´dons alors comme suit : lorsqu’un pro-
cessus p initie une question, il attend syste´matiquement 6B e´tapes de calcul ‡ et ne conside`re que les cycles
de´marre´s apre`s ce temps d’attente. Ainsi, il consultera uniquement les sorties (i.e., p.Unique et p.ℓ) de
cycles corrects ! Notez, de plus, que l’espe´rance du temps ne´cessaire pour calculer la re´ponse apre`s une
requeˆte reste en O(n) rondes.
4 Conclusion
Nous avons introduit la stabilisation instantane´e probabiliste. Nous avons illustre´ cette proprie´te´ avec
deux algorithmes d’e´lection avec garantie de service. L’un fonctionne dans un syste`me synchrone et a une
espe´rance de complexite´ en O(n) rondes. L’autre (non pre´sente´ ici) fonctionne dans un syste`me asynchrone
(de´mon distribue´ ine´quitable) et a une espe´rance de complexite´ enO(n2) rondes. Notez que ces complexite´s
peuvent eˆtre re´duites a` O(D) et O(nD) si on ajoute aux processus la connaissance du diame`tre du re´seau.
Dans de futurs travaux, nous souhaitons proposer d’autres solutions instantane´ment stabilisantes proba-
bilistes efficaces pour re´seaux anonymes afin de de´montrer l’inte´reˆt et l’expressivite´ de cette proprie´te´.
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‡. Pour ce faire, il initialise un compteur a` ze´ro lors de la requeˆte et l’incre´mente a` chaque e´tape jusqu’a` atteindre 6B.
