Abstract. We show that fractional (p, p)-Poincaré inequalities and even fractional Sobolev-Poincaré inequalities hold for bounded John domains, and especially for bounded Lipschitz domains. We also prove sharp fractional (1, p)-Poincaré inequalities for s-John domains.
Introduction
We consider the following fractional (q, p)-Poincaré inequality in a bounded domain G in n , n ≥ 2 ,
|u ( , where 1 ≤ p, q < ∞, δ, τ ∈ (0, 1), and the constant c does not depend on u ∈ L p (G). Our inequality (1.1) with q = p is stronger than the fractional inequality where on the right hand side is the commonly used seminorm on W δ,p (G), [A] . Augusto C. Ponce showed that bounded Lipschitz domains support the same type of inequalities as (1.2) but with general radial weights, [P1] , [P2, Theorem 1.1] . Jean Bourgain, Haïm Brezis, and Petru Mironescu found the optimal constant c in (1.2) when G is a cube [BBM2, Theorem 1 ]. An elementary proof was provided by Vladimir Maz'ya and Tatyana Shaposhnikova, [MS1] , [MS2] . The relationship between the right hand side of (1.2) and the L p (G) integrability of the absolute value of the gradient in smooth bounded domains is considered in [BBM1] .
We give sufficient geometric conditions for a bounded domain G in n to support the fractional (q, p)-Poincaré inequality for 1 ≤ q ≤ p < ∞, Theorem 3.1. Examples of the domains which support the fractional (p, p)-Poincaré inequality are John domains, Theorem 4.3. The John domains include uniform domains and hence also Lipschitz domains. We show that John domains support the fractional Poincaré inequality (1.1) when 1 < p ≤ q ≤ np/(n − δp) and p < n/δ , Theorem 4.10. We also study more general bounded domains, so called s-John domains with s > 1. We prove fractional (1, p)-Poincaré inequalities for these domains, Theorem 5.1, and we show that these results are sharp, Theorem 6.9.
Notation and auxiliary results
We assume that G is a bounded domain in Euclidean n-space n , n ≥ 2, throughout the paper.
We denote by D the family of closed dyadic cubes in n . We let D j be the family of those dyadic cubes whose side length is 2 − j , j ∈ . For a domain G we fix its Whitney decomposition W = W G ⊂ D. For the properties of dyadic cubes and Whitney cubes we refer to Elias M. Stein's book, [S] . We write Q * = 9 8
Q for Q ∈ W. Then,
Let us fix a cube Q 0 in the Whitney decomposition W. For each Q ∈ W there exists a chain of cubes
The length of this chain is written as ℓ(C(Q * )) := k. Once the chains of cubes have been picked up, then for each Whitney cube A we define a set A(W) = {Q ∈ W | A * ∈ C(Q * )}. We call this construction a chain decomposition of G with a fixed cube Q 0 .
The side length of a cube Q in n is denoted by ℓ(Q). We write χ E for the characteristic function of a set E. The Lebesque n-measure of a measurable set E is denoted by |E|. The upper Minkowski dimension of a set E in n is
The notation a b is used to express that an estimate a ≤ cb holds for some constant c > 0 whose value is clear from the context. We use subscripts to indicate the dependence on parameters, for example, a quantity c λ depends on a parameter λ.
The following lemma gives a fractional inequality in a cube.
Proof. Without loss of generality we may assume that Q = [0, 1] n . This comes from a simple scaling and translation argument.
Let us divide Q into k n congruent and closed subcubes Q 1 , . . . , Q k n , where k is chosen such that R ⊂ B n (y, ρ) for every y ∈ R whenever R is a union of two cubes Q i and Q j , i, j ∈ {1, 2, . . . , k n }, sharing a common face; in particular, the case i = j is allowed. We obtain
Hölder's inequality and Minkowski's inequality yield
By (2.3) it is enough to estimate the second series in (2.4). Let us fix Q j , j ∈ {1, . . . , k n }, and let σ : {1, 2, . . . , kn} → {1, 2, . . . , k n } be such that σ(1) = 1, σ(kn) = j, and the subsequent cubes Q σ(i) and Q σ(i+1) share a common face if i = 1, . . . , kn − 1. Since kn 1, we obtain
Let us consider the first sum in (2.5). Note that
By (2.3) we obtain
Similar estimates for the remaining sum in (2.5) conclude the proof.
We also need some estimates involving porous sets in n .
2.6. Definition. A set S in Euclidean n-space is porous in n if for some κ ∈ (0, 1] the following statement is true: for every x ∈ n and
The following lemma gives a norm estimate related to porous sets, and it is based on maximal function techniques. This lemma might be of independent interest.
Lemma. Suppose that S is porous in
n and let 1 ≤ p < ∞. If x ∈ S and 0 < r ≤ 1, then
where the constant c is independent of x and r.
Proof. Let us write
where x R is the midpoint of a dyadic cube R. Suppose that R ∈ D is such that ℓ(R) ≤ 1 and dist(y, S ) ≤ 4ℓ(R) for some y ∈ R. Then, since
for the midpoint of R, we conclude that R ∈ C S .
Fix j ∈ 0 such that 2 − j ≤ r < 2 − j+1 , and consider a dyadic cube Q ∈ D j for which Q ∩ B n (x, r) ∅. By covering B n (x, r) with such dyadic cubes it is enough to show that
By the porosity and the Lebesgue density theorem, the n-measure of S is zero. Hence, it is enough to consider points
.
Let us consider a finite sequence of dyadic cubes
each of them containing the point y and satisfying
The last cube is chosen to satisfy
From (2.10) it follows that m ≥ 1. By (2.11) and (2.10)
Furthermore, (2.12) and (2.8)
where χ R is the characteristic function of R. Integrating this inequality and using triangle-inequality yields
Since S is porous in n , we may follow the proof of [IV, Theorem 2.10] . We obtain a constant K κ , depending on κ in Definition 2.6, and families
By combining the estimates we obtain
Estimate (2.9) follows.
Conditions for the fractional Poincaré inequality
In the following theorem we give sufficient conditions for a bounded domain to support the fractional (q, p)-Poincaré inequality (1.1).
3.1. Theorem. Let G be a bounded domain in n-dimensional Euclidean space, n ≥ 2 , with a Whitney decomposition W. Let 1 ≤ q ≤ p < ∞ and let δ, τ ∈ (0, 1).
(1) If q < p and if there exists a chain decomposition of G such that
(2) If q = p and if there exists a chain decomposition of G such that
Proof. We prove (1); the proof of (2) is similar. Let δ and τ in (0, 1) be given. We use Hölder's inequality and Minkowski's inequality and then the Whitney decomposition to obtain
Lemma 2.2 with ρ = 2τ/3 yields
Next, we estimate the latter sum in (3.4). By using chains from the chain decomposition we obtain
Lemma 2.2 with ρ = 2τ/3 implies
We have obtained for the second sum in (3.4)
When we rearrange the double sum, we obtain
Hölder's inequality with
, and inequalities (3.2) and (2.1) yield
Hence, G supports the fractional (q, p)-Poincaré inequality (1.1).
3.5. Remark. Let G be a dounded domain in n and let 1 ≤ p < ∞ . By [Hu, Theorem 6.6 ] the estimate (3.6) sup
is a sufficient condition for the classical (p, p)-Poincaré inequality to be valid in the domain G. A comparison to our sufficient condition (3.3) for the fractional (p, p)-Poincaré inequality shows that condition (3.6) for the classical (p, p)-Poincaré inequality is weaker.
Positive results for 1-John domains
As an application of Theorem 3.1 we show that 1-John domains support the fractional (p, p)-Poincaré inequality, Theorem 4.3. We also consider fractional Sobolev-Poincaré inequalities, Theorem 4.10 and Remark 4.14. We recall that bounded uniform and Lipschitz domains are examples of 1-John domains.
there is a point x 0 in G and a constant c > 0 such that every point x in G can be joined to x 0 by a rectifiable curve γ : [0, l] → G parametrized by its arc length for which γ(0) = x, γ(l) = x 0 , l ≤ c, and
The point x 0 is called an s-John center of G.
If G is a 1-John domain, then its boundary ∂G is porous in n , Definition 2.6. The boundary of an s-John domain with s > 1 may have positive Lebesgue n-measure, [N] , and thus it is not necessarily porous in n .
Let us construct a chain decomposition of a given s-John domain G. Let Q ∈ W = W G and fix a rectifiable curve γ that is parametrized by its arc length and joins the midpoints x Q and x 0 := x Q 0 , Definition 4.1. Assume that x Q 0 lies in one of the cubes intersecting Q. Join x Q to x Q 0 by an arc that is contained in Q ∪ Q 0 and whose length is comparable to ℓ(Q). Otherwise there is r > 0 such that γ(r) lies in the boundary of a Whitney cube P that intersects Q and γ(t) belongs to a cube that is not intersecting Q whenever t ∈ (r, ℓ(γ)]. Join the midpoint x Q to the midpoint x P by an arc whose length is comparable to ℓ(Q) and is in Q ∪ P. We iterate these steps with Q replaced by P, and we continue until we reach x Q 0 . Let γ Q be this composed curve parametrized by its arc length. It is straightforward to verify that ℓ(γ Q ) ≤ c and
where c > 0 depends on the s-John constant of G, s, and n. Let C(Q * ) be a chain consisting of cubes A * such that A ∈ W and x A ∈ γ Q [0, ℓ(γ Q )]. For 1-John domains we first have the following result.
Proof. We may assume that diam(G) ≤ 1. By (4.2) with s = 1 and the fact that γ Q , Q ∈ W, connects the midpoints of cubes in C(Q * ),
where the constant c is independent of Q. If A ∈ W, then (4.5)
where ω A is the closest point in ∂G to x A and the constant c > 0 is independent of A. By (4.4) and (4.5) we obtain
Since ∂G is porous in n , Lemma 2.7 yields
We have verified condition (3.3) in Theorem 3.1. Hence, the domain G supports the fractional (p, p)-Poincaré inequality.
We state an immediate corollary of Theorem 4.3.
4.6. Corollary. Let G be a bounded domain in n , n ≥ 2, and let
It is well known [B, Theorem 5 .1, Lemma 3.1] that 1-John domains support Sobolev-Poincaré inequalities: if 1 ≤ p ≤ q ≤ np/(n − p), p < n, then there is c > 0 such that, for every u ∈ W 1,p (G),
We consider the corresponding fractional Sobolev-Poincaré inequalities on 1-John domains, Theorem 4.10. For the proof of this theorem we need the Riesz potentials I δ , δ ∈ (0, n), that are defined for suitable f by 4.8. Theorem. Let 0 < δ < n, 1 < p < q < ∞, and
We also need the following chaining lemma. It is a slight modification of [HK, Theorem 9 .3]: we add the new condition 3 but the proof adapts to our setting, and we omit the details.
Lemma. Let G in
n be a 1-John domain whose 1-John constant is c J > 1. Fix a number M > 1. Denote by x 0 ∈ G the 1-John center of G, and let
Then, there is a constant c > 0, depending on G, M, and n, as follows: given x ∈ G there is a sequence of balls
such that for all i = 0, 1, . . ., the following conditions 1-5 hold:
The following result is a fractional Sobolev-Poincaré inequality for 1-John domains.
Theorem. Assume that G is a 1-John domain in
n , n ≥ 2. Suppose that τ, δ ∈ (0, 1), p < n/δ, and
Then G supports the fractional (q, p)-Poincaré inequality (1.1).
Proof. By Hölder's inequality we may assume that q = np/(n − δp). Fix τ ∈ (0, 1) and let u ∈ L p (G). Let x ∈ G be a Lebesgue point of u, and consider the associated balls B i = B(x i , r i ) from Lemma 4.9 satisfying conditions 1-5 with M > 2/τ.
The following holds: for all i,
Namely, let us fix y ∈ B i and let z be any point in B i . Then, by condition 3 in Lemma 4.9,
By the Lebesgue differentiation theorem and condition 4 in Lemma 4.9,
Hence, by condition 1 in Lemma 4.9, we obtain . By (4.12), (4.11) and condition 2 in Lemma 4.9,
By condition 5 in Lemma 4.9,
for every Lebesgue point x ∈ G. By integrating this inequality and using Theorem 4.8, we obtain
Inequality (1.1) follows.
4.14. Remark. The proof of Theorem 4.10 also gives the following result: Suppose that G is a 1-John domain in n . Let τ, δ ∈ (0, 1) and let p, q ∈ [1, ∞) be such that
Then G supports the fractional (q, p)-Poincaré inequality (1.1). Indeed, it suffices to recall that the linear operator [GT, Lemma 7 .12].
Positive results for s-John domains with s > 1
We prove the fractional (1, p)-Poincaré inequality (1.1) for s-John domains, Theorem 5.1. We show in Section 6 that this result is sharp in terms of the restriction on p, Theorem 6.9. 5.1. Theorem. Let s > 1, 1 < p < ∞, λ ∈ [n − 1, n), and let δ, τ ∈ (0, 1). Suppose that
We need preparations for the proof of Theorem 5.1. By scaling we may assume that diam(G) ≤ 1. Hence, the side lengths of all Whitney cubes in W = W G are bounded by one and
where each W j stands for the family of cubes A ∈ W with ℓ(A) = 2 − j . For a given s-John domain G, we consider its chain decomposition that is constructed in Section 4. Given j, k ∈ and σ ≥ 1 we define
The following lemma from Lemma 4.7] gives the properties we need for this chain decomposition of G. The integer part of α ∈ is denoted by [α].
Lemma. Let s > 1 and let G be an s-John domain in
n such that diam(G) ≤ 1 and dim M (∂G) < λ ∈ [n − 1, n). Then, there is a constant σ ≥ 1 such that (5.5) W j = [ j− j/s] k=0 W j,k,σ for every j ∈ . Furthermore, if k ∈ {0, 1, . . . , [ j − j/s]}, then (5.6) ♯W j,k,σ ≤ c2 −kn 2 j(n+1+(λ−n−1)/s) .
The positive constant c depends on n, s, ∂G, and the s-John constant of the domain G.
We are ready for the proof of Theorem 5.1.
Proof of Theorem 5.1. Choose λ ′ ∈ (λ, n) such that (5.2) is true if λ is replaced by λ ′ . Then dim M (∂G) < λ ′ and hence we may assume that dim M (∂G) is strictly less than λ ∈ [n − 1, n).
By Theorem 3.1 it is enough to prove the finiteness of
where the chain decomposition of G is given by Lemma 5.4. By (5.3) and (5.5) in Lemma 5.4
Then, by using the definition of W j,k,σ and (5.6) from Lemma 5.4 we obtain the estimate
Let us fix j and k as in the summation above. Then,
By (5.2) the last series converges.
Sharpness of Theorem 5.1
We show that Theorem 5.1 is sharp by proving Theorem 6.9. For this purpose we construct s-John domains which do not support the fractional (1, p)-Poincaré inequality (1.1) for certain values of p.
Let us recall the construction of the s-version of a given 1-John domain G, [HH-SV] . We may assume that the diameter of G is restricted by condition
Let Q be a closed cube in n centered at x = (x 1 , . . . , x n ) and whose side
centered at x with side length ℓ/4. The s-passage in Q is the open set
The s-apartment in Q is the set
6.3. Definition. Let G in n be a 1-John domain and let s > 1 be a number such that (6.1) holds. Then, the s-version of G is the domain
Here Q 0 ∈ W G is the cube containing the 1-John center x 0 of G.
We construct test functions. Let Q ∈ W G be fixed, and define the tiny s-passage in Q to be the open set
Then, we define a continuous function
which has linear decay along the n th variable in T s (Q) and is constant in both components of P s (Q) \ T s (Q), and satisfies
In the sense of distributions in G s ,
pointwise almost everywhere. The reason why we do not let u A s (Q) have linear decay along the whole s-passage P s (Q) is that we need the following property.
. Then x and y both belong to P s (Q). This fact follows from the assumption (6.1).
The following proposition is the main tool for proving Theorem 6.9. 6.7. Proposition. Let G be a 1-John domain in n and s > 1 be such that (6.1) holds. Suppose that
Let δ, τ ∈ (0, 1) and 1 ≤ q < p < ∞ be such that 
This allows us to choose indices j(k), k ∈ , inductively such that
For every m ∈ we define
) .
Note that (v m ) G s = 0 and
Next we estimate the right hand side of (1.1) with u = v m . We write G s (x) := B n (x, dist(x, ∂G s )) ⊂ G s for x ∈ G s .
Remark 6.6 yields: if x ∈ G s and y ∈ G s (x) are such that |v m (x)−v m (y)| 0, then x, y ∈ P s (Q) for some Whitney cube Q ∈ W G . By using this we obtain Hence, the domain G s does not support the fractional (q, p)-Poincaré inequality (1.1) for any τ ∈ (0, 1).
The following theorem shows the sharpness of Theorem 5.1.
6.9. Theorem. Let s > 1, p ∈ (1, ∞), λ ∈ [n − 1, n), and let δ, τ ∈ (0, 1). Suppose that
Then, there is an s-John domain G s in n with the following properties: dim M (∂G s ) = λ and G s does not support the fractional (1, p)-Poincaré inequality (1.1).
Proof. By [HH-SV, Proposition 5.2] there is a 1-John domain G in n such that dim M (∂G) = λ and lim sup k→∞ 2 −λk · ♯W k > 0. By scaling we may also assume that (6.1) holds. Hence, by Proposition 6.7 the s-version G s has required properties.
