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Abstract 
The sliding mode control algorithm and Lyapunov-based methods, have received much attention 
recently due to their ability to directly handle nonlinear systems while guaranteeing closed-loop 
tracking stability. In this work, a unique model-free sliding mode control technique has developed 
solely based on previous control inputs. The new method requires only knowledge of the system 
order and state measurements and does not require a theoretical model of the dynamic system. 
Lyapunov’s stability theorem is used in the controller formulation process to ensure closed-loop 
asymptotic stability. High frequency chattering of the control effort is reduced by using a 
smoothing boundary layer into the control law. Parameters variation during control operating and 
noise effect cannot be handled by the model-free controller if the controller tuning parameters are 
chosen arbitrarily since tracking performance becomes unacceptable. In addition, in previous 
work, the bounds of the input influence gain parameters were assumed to be known to derive the 
model-free controller. Therefore, in this work, a new approach is proposed for estimating the 
increment to the switching gain in real-time to ensure the sliding condition (which guarantees 
closed-loop tracking stability) is satisfied using a control law form that assumes a strictly unitary 
input influence gain. In formulation of estimation law, an exponential forgetting factor is combined 
with the least-squares estimator to ensure the updated data are used and past data are excluded. An 
automatic bounded forgetting tuning technique is developed to maintain the benefits of data 
forgetting while avoiding the possibility of gain unboundedness in absence of persistent excitation. 
The tuning estimator is assured that the resulting gain matrix is upper bounded regardless of the 
persistent excitation by suspending the data forgetting if the gain matrix reaches the specified 
upper bound. Simulations are performed on a series of linear and nonlinear SISO and MIMO 
systems with and without including actuator time-delay effects. Finally, a model is developed to 
simulate a quadcopter as a real-world application case. In all cases, the controller achieved perfect 
or near-perfect tracking performance using updated controller and on-line estimator tuning 
process.  
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Over the last few decades, advanced control system designs have received a great deal of attention 
with the advancement of technology and implementation hardware. Control systems focus on the 
analysis and design of systems to improve the speed of response, accuracy and stability of the 
system. In the classical method, a mathematical model is usually formulated in the time domain, 
frequency domain or complex domain and then consequently used to develop the control system 
form. The most common controller designed using classical control theory is the Proportional-
Integral-Derivative (PID) controllers, which drives the systems to desired state by compensating 
errors The limitations of these controllers are that the controllers assume the system to be linear or 
a linearizing approximation. In addition, requiring a precise system model and although possess 
some robustness, the ability to handle modeling uncertainties and variations in the actual system 
parameters are limited and affecting overall performance. 
Recently, more advanced control techniques have been developed for increased system 
performance. For example, Sliding Mode Control (SMC) is a powerful method due to the control 
law’s robustness and ability to control higher-order nonlinear dynamic systems operating under 
uncertainty conditions. The method splits the control problem down into two phases: the reaching 
phase drives the system states towards the sliding surface, where the sliding phase reacts and slides 
the states towards the equilibrium. Lyapunov’s Direct Method is used to ensure asymptotic 
tracking stability of state trajectories within the phase plane in the presence of modeling 
uncertainties. In spite of claimed robustness properties due to modeling uncertainties and system 
variations or/and disturbances, high frequency oscillations of the state trajectories are the major 
obstacle for the implementation of SMC in a wide range of applications. In addition, the SMC 
methodology requires derivation of unique mathematical models to each system. 
The restrictions of SMC can be eliminated if a control law developed that does not rely on a system 
model and can be generalized on all system types. Crassidis and Reis [1] had developed a Model-
Free Sliding Mode Controller (MFSMC) for Single-Input-Single-Output (SISO) system based on 
previous control inputs, system measurements, knowledge of the control input gain bounds, and 
the system’s order. A similar approach was conducted by Crassidis and El Tin [2] for squared and 
non-squared Multi-Input-Multi-Output (MIMO) systems. Crassidis and Reis [1] showed that 
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perfect tracking can be achieved on all states with minimal control effort. While Crassidis and El 
Tin [2] observed perfect tracking achieved in squared system but non-squared system showed high 
frequency activity on certain outputs and their control efforts. The reason was the aggressiveness 
of the controller to track the required trajectory entirely. The author transformed the underactuated 
system using a transformation matrix and perfect tracking responses achieved. 
In the model-free sliding mode control law developed in [1] and [2] for SISO and MIMO system, 
respectively, a switching was used to increase the robustness of the controller and to handle 
parametric uncertainties. In the controller formulation, to account parameter uncertainty, the 
researchers [1], [2] assumed the control input gains bounded and known. But, in real-world 
applications, many systems experience unpredictable parameter variations during their operation 
points, hence the assumption of known bounds of control input gains is not feasible. The closed-
loop system performance cannot accomplish consistent performance (in terms of tracking and 
optimal power requirements) without such parameter uncertainties being gradually reduced; hence 
previous researcher’s developed methods cannot be considered as truly model-free. The 
aforementioned issue motivates further research in developing truly a model-free sliding mode 
control algorithm. 
In addition, model-free schemes cannot adequately compensate for system noise effects (such as 
sensor noise) since the controller tuning parameters are chosen arbitrarily. To overcome the 
difficulties, a method proposed in this work extends the MFSMC approach by including least-
square on-line estimation law to estimate the increment to the switching gain to update the 
boundary layer automatically. The proposed new approach should ensure the boundary layer and 
become more attractive while achieving near-perfect tracking with minimal chattering. 
  
 3 
1.2. Literature Review 
In this section, a summary of pertinent previous work performed on the SMC system is presented. 
The first section introduces literature for SMC applications that requires a system model to be 
developed. The second section addresses recent research involving the model-free SMC schemes 
in controlling linear and nonlinear systems. The next section discusses literature of the estimation 
of unknown parameters for designing controllers using the least squares estimator approach. The 
final section discusses the sliding mode controller applications on unmanned aircraft systems. 
1.2.1. Schemes Based on Sliding Mode Control 
Pai [3] used a discrete-time integral sliding mode control scheme for uncertain linear systems to 
track dynamic inputs of a non-delay reference model. In this method, a controller was designed in 
order for an auxiliary system to be stable. The control law was constructed based on the concept 
that a discrete-time SMC system can only approach the switching surface and remaining on the 
switching surface as in continuous-time SMC systems. The model was assumed not required 
knowledge of upper bound of uncertainties. Pai [3] was able to guarantee the stability of closed-
loop systems with zero tracking error in the presence of parameter uncertainties and external 
disturbances while chattering also eliminated. Discrete-time integral sliding mode control scheme 
was shown to be effective, but a known system model was used to derive the control law and 
limited in linear system. 
Cunha et al. [4] developed a SMC method in order to solve output tracking problem for linear 
multivariable systems of relative degree one. The authors referred to this method as the Unit Vector 
Model-Reference Sliding Mode Controller (UV-MRSMC). The strategy is based on output-
feedback unit vector control to generate sliding mode. The advantage of this method, according to 
the authors, was only required a priori information about the high frequency plant gain matrix. 
The standard approach used to specify a desired closed-loop response using a reference model. 
Then the controller was designed to track the response of this reference model by only using output 
measurements. The model a third-order system used as example, where two different references 
were used for output tracking problem. The system’s output converged quickly to the reference 
states while closed-loop system guaranteed global exponentially stability. The main disadvantage 
was model cannot be extended in nonlinear system. 
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Hai Yu et al. [5] developed a new sliding mode control scheme: Adaptive Seeking Sliding Mode 
Control (ASSMC) for a particular set of nonlinear systems. The work addressed the issue of high 
feedback control effort when the system faces disturbances and uncertainties. The method had a 
floating control gain adjusted adaptively to handle unknown disturbances and uncertainties thus 
reducing the chattering effect and overall control energy. The approach was tested on a cruise 
control system of an off-road vehicle for velocity reference tracking. Results indicated outstanding 
tracking was achieved with minor errors and negligible control chattering. However, a 
mathematical model was assumed for the formulation of the control laws. 
Laghrouche et al. [6] proposed a higher-order sliding mode control scheme for uncertain nonlinear 
systems. The authors designed a controller that used the integral sliding mode concept. The 
controller consisted of two parts: the first part was a feedback controller that was continuous and 
stabilized in finite time at the origin when there were no uncertainties; the second part was a 
discontinuous controller that provided compensation of the uncertainties and ensuring the control 
objective was reached. The authors tested the controller performance by applying the control law 
to a kinematic model of an automobile. The controller was designed to robustly steer the 
automobile from an initial position over a specified trajectory. The system state was able to 
converge within the desired time and tracked the desired trajectory without chattering. Although 
the controller was shown to be effective and robust, once again a system model form was required. 
Chang et al. [7] proposed a controller and sliding surface form such that the system would reach a 
corresponding sliding surface. By using the invariance property, the controlled system was not 
affected by plant error or the model reference input and enabled the achievement of steady state 
covariance assignment in a stochastic model reference system. First, the authors described a linear 
time invariant stochastic plant system and the desired model to be tracked. A controller was then 
developed to ensure the desired steady state covariance met for the system. The methodology was 
chosen a compatible covariance matrix, which was based on the state covariance assignment 
theory. With the utilization of sliding mode control, the authors were able to design a feedback 
gain matrix that achieved the steady state covariance assignment and determined the sliding 
surface. 
Lee [8] presented a discrete-time SMC using fast output sampling. In this work, the eigenvalues 
were assigned arbitrarily for designing the control law. The author designed the control system 
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focusing in stability and transient response. To reduce the chattering effect, which was more 
noticeable in discrete-time, a boundary layer was used in the control law. A continuous time plant 
model with a serial type lightly damped resonance and a discrete-time controller was used as 
example. The control system achieved an excellent step response and it was proved that the closed 
loop system eigenvalues can be arbitrary assigned. 
Nizar et al. [9] proposed a predictive sliding mode control for state time delay systems. Time 
delays are difficult to predict and affect many systems in various ways including state input, state 
output, stability of the system, and the control performance. In order to overcome the problem of 
time delay, the authors used techniques of the sliding mode control method and model-based 
predictive control to develop a model predictive sliding mode control law. First, a discrete-time 
delay system and classical sliding function were defined. Using the sliding function, a control law 
then derived. From there, a cost function was derived to apply model predictive control principles 
to the control law. Using the cost function, the authors were able to derive an optimal discrete 
predictive sliding mode control law. The controller was applied to a discrete-time system and 
results were compared to a classical sliding mode controller applied to the same system. The 
simulations of the proposed technique showed a faster convergence time and less tracking 
performance error in comparison to the classic controller, proving the discrete predictive sliding 
mode controller is more effective than the classic controller. The drawback is the approach can 
only be used in linear systems. 
Ding et al. [10] developed a controller based on SMC with applications to nonlinear systems. The 
controller was developed by adding a power integrator and using a nested saturation scheme. The 
controller consisted of two parts: a saturated part and a domination part. The saturated part used to 
drive the states onto a sliding surface. The domination part was used to minimize the effects of 
uncertainty regarding the system to be controlled. The model controller was constructed by 
assuming the uncertainty of the sliding mode dynamics can be bounded by a known function 
instead of a constant. Under the proposed controller, simulation results proved the controller to be 
effective by establishing global convergence and stability. 
Kai et al. [11] mentioned the problems of the sliding surface design and how it can affect the 
overall performance of the SMC when the sliding surface relates to the uncertain physical 
quantities. In the work, the authors proposed a new robust design controller for the sliding surface 
 6 
in a class of uncertain MIMO nonlinear systems. The new method included system uncertainties 
to the design of the sliding surface. The reaching phase is designed to ensure stability of the closed 
loop system. To test the new scheme, a second-order system was used as numerical example. Two 
different initial conditions were used and both cases the system states converged to zero even with 
uncertainties included in the sliding surface. 
1.2.2. Schemes Based on Model-Free Sliding Mode Control 
Munoz-Vazquez et al. [12] developed a model-free integral sliding mode controller for position 
control of a quadrotor. The controller consisted of three subsystems: the model-free control 
subsystem to enforce sliding mode; the velocity field subsystem for designing the velocity field to 
define the desired path; and the sliding surface subsystem to assembling invariant manifolds of 
position and orientating sliding surfaces. The controller was designed by modifying the nominal 
reference to include the velocity field as the desired velocity to be tracked. The nominal reference 
was also used to create the sliding surface so that the quadrotor remains on the passive velocity 
field to ensure stability. Simulation results proved the controller to be effective by showing the 
robustness of the approach in the control of the quadrotor. The limitation  is the designed controller 
was derived from velocity field control. 
Salgado-Jimenez et al. [13] introduced a model-free higher order SMC applied to position control 
of one degree of freedom underwater vehicle. The new method was not required knowledge of the 
dynamics or the knowledge of any parameter of the underwater vehicle, only used the exponential 
convergence of the desired trajectory. The high-order SMC was able to avoid chattering, since it 
can damage the actuators lifetime. However, the model-free controller was integrated with PD 
controls, which required significant tuning. The controller was tested in a real physical system 
where two trajectories were implemented: a sine and a triangular wave. In both cases, smooth 
responses were obtained, where the underwater vehicle followed the desired path with minor 
errors. 
Martinez-Guerra et al. [14] discussed a Sliding Mode Observer (SMO) called master-slave 
synchronization to determine certain synchronization problem for chaotic systems. To develop the 
control law for nonlinear systems, in depth knowledge of the nonlinear dynamics of the system is 
required, which is not easily obtainable. In order to compensate for this problem, the authors 
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proposed a model-free sliding observer. The observer used a sliding mode term that was robust 
against output noise and sustained disturbances. The authors then compared their observer against 
two established model-based observers. Their analysis showed the model-free observer produced 
greater error in comparison to model-based controllers. However, their conclusion stated the 
model-free observer was more beneficial due to the fact it does not require knowledge of the 
system. The gap in this work is an observer is required, where in this proposed work no observer 
required. 
Raygosa-Barahona et al. [15] developed a second-order model-free back-stepping technique with 
integral SMC to develop a model-free SMC system for underactuated Remotely Operated Vehicles 
(ROVs) to track a desired path. The proposed scheme did not require explicit dependency with the 
dynamic model of the ROV to characterizing the controller. The model was obtained by designing 
a regressor-free second-order sliding mode controller as the auxiliary input control at each iteration 
of the back stepping procedure. The sliding mode theory was integrated with PID control and 
applied into a ROV with the objective to track a helix trajectory. However, the PID controller 
needed to be tuned to achieve the desired performance. The closed loop response converged to the 
desired trajectory with no chattering. 
Crassidis and Mizov [16] developed a model-free pure sliding mode control scheme to achieve 
accurate tracking performance for linear and nonlinear systems along with guaranteeing stability 
for tracking convergence. The proposed controller only relied in previous control inputs, state 
measurements and the knowledge of the system order. To reduce the chattering effect, the authors 
used a boundary layer in the control law form. In that way, tracking precision was reduced but the 
response became smooth, which is required in most of control systems. The method was tested in 
first and second-order systems, linear and nonlinear cases. In every case, excellent tracking 
response was obtained and asymptotic stability of the closed loop system was achieved. However, 
unitary input influence gain systems were only considered in this work. 
Crassidis and Reis [1] derived a similar model-free SMC system to that proposed in [16], but 
utilized a distinct approach, producing a more precise controller, while maintaining the same 
requirements of system knowledge. The work extended the application into systems with non-
unitary control input gains. The presence of measurement noise from sensors, due to the 
instrument's inaccuracy and outside disturbances, were also studied. The authors first simulated 
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the controller on a nonlinear mass-spring-damper system with non-unitary control input gain, and 
without the presence of equipment and sensor noise. The second simulation was performed using 
the same system model, but included state measurement noise, using a Gaussian distribution of 
noise, with the variance, mean, and probability distribution obtained from the sensor's datasheet. 
In both cases, outstanding tracking were achieved and chattering was eliminated by utilizing a 
boundary layer in the control law. However, the bounds of the input influence gain matrix were 
assumed to be known. 
Crassidis and El Tin [2] proposed a model-free sliding mode controller for MIMO systems and 
observed the effects of an actuator induced time delay. The developed method derived similar 
controller as shown in [16] and [1] but employed a different approach towards the formulation of 
the control input. The method was applied on MIMO systems, both fully-actuated and 
underactuated. For square MIMO system, the control law was obtained similar to ones shown in 
[1]. For the case of underactuated MIMO systems, a transformation matrix was required to square 
the input gain matrix. Perfect tracking was achieved for squared MIMO systems while only certain 
outputs achieved perfect tracking in the underactuated cases. The method was further applied to 
single-input nonlinear two mass-spring-damper system. The system achieved perfect tracking on 
all states with the control effort maximized. The model was then used in quadrotor application and 
observed perfect tracking on certain outputs while the control efforts and certain outputs displayed 
high frequency activity. The modified control law handled the time delay inaccuracies but was 
inconsistent and shown an adverse effect when it exceeded a specific time period. The approach 
also required knowledge of the system’s input influence gain matrix upper and lower bounds. 
1.2.3. Estimation of Unknown Parameters Using Least Squares 
Vahidi et al. [17] proposed a Recursive Least Squares (RLS) with multiple forgetting for online 
estimation of vehicle mass and road grade. The estimation approach was based on physical model 
and relied on formulation of vehicle longitudinal dynamics. The authors carried out simulations 
using RLS with multiple forgetting factors and showed that the scheme can effective in achieving 
good estimation precision. However, the authors were unable to prove and guarantee system 
parameter estimation convergence. The authors also found difficulty to acquire desired results for 
lack of persistent excitations in certain parts of the parameters tracking period. 
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Sumantri et al. [18] introduced a new controller for a quadrotor and considered a 6-DOF to 
calculate the control input by using the least squares method. The proposed algorithm solved the 
overdetermined problem of the control input for the translational motion of a quadrotor. The 
algorithm allowed all six degrees-of-freedom to be considered to calculate the control input. The 
sliding mode controller was applied to achieve robust tracking and stabilization. A saturation 
function was designed around a boundary layer to reduce the chattering phenomenon. In order to 
improve the tracking performance, a constant plus proportional reaching law was introduced to 
increase the reaching rate of the sliding mode controller and achieved the global stability based on 
the Lyapunov׳s stability theory. The effectiveness of the proposed controller for robust tracking 
and consumed electricity reduction was verified experimentally. 
Pinto et al. [19] addressed the problem of fault reconstruction in delayed systems by introducing a 
time-shifted Sliding Mode Observer (SMO). The time-varying delays of arbitrary duration were 
considered in the measured output signal, the actuator fault was parametrized as a weighted sum 
of known regressor functions with unknown coefficients. The prediction scheme utilized the 
variation of constants formula to obtain the estimation of unmeasured state. The fault was also 
identified at present time by the continuous-time least squares approaches. An ideal sliding mode 
guaranteed in theory, even in the presence of such adverse delays, since there was no chattering in 
the output estimation error of the SMO. An application to petroleum engineering with numerical 
simulations was presented to show the effectiveness of the proposed method. 
Yoshimura [20] considered an adaptive discrete sliding mode control method for mechanical 
systems with mismatched uncertainties. It was assumed that the mechanical systems are described 
using discrete-time state equations with uncertainties found in unmodeled dynamics and external 
disturbances, and the states were measured in the contamination with independent random noises. 
The uncertainties were expressed in a parameterized form, and the estimates for the states and the 
uncertainties were taken by using the Weighted Least Squares Estimator (WLSE). The proposed 
adaptive discrete SMC was constructed on the basis of the estimates obtained by the WLSE. The 
controller was verified by using the Lyapunov method and observed that the estimation error 
equations were asymptotically stable. The effectiveness of the proposed method indicated by the 
simulation of an active suspension system for one-wheel car model. 
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1.2.4. Sliding Mode Control for Unmanned Aircraft Systems 
Abdulhamitbilal [21] developed a 6-DOF state-space model for a fixed-wing unmanned aircraft 
system using 12 states. Sliding surfaces were mapped to each state and four sliding surfaces were 
developed, one each for the rudder, elevator, aileron deflections and thrust inputs. The 6-
dimensional position and velocity state variables were transformed into a 4-dimensional space 
using the sliding surfaces. A transformation matrix using weights for the individual states (similar 
to the method shown in [2]) was used. 
Schulken and Crassidis [22] applied a model-free sliding mode control approach on a quadcopter. 
The altitude, roll, pitch and yaw were tracked by both model-free and traditional PID controllers. 
Simulation results showed similar tracking performance for both controllers was achieved; 
however, the model-free required less overall power. The gap in this work was the bounds of the 
input influence gains were assumed known in the development of the model-free controller. 
Duan et al. [23] proposed to compare the performance of a decoupled longitudinal fixed-wing 
unmanned aircraft system. The work used dynamic inversion and back-stepping methods to 
develop the control law. A full 6-DOF aircraft model with actuator dynamics was simulated but 
only the longitudinal DOF was examined. Results indicated the back-stepping method provided 
smoother responses but the law derivation was very complex to develop. 
Sreeraj et al. [24] applied a model-free sliding mode control law that developed and modified [1], 
[2], [16] to test performance on a quadrotor hardware mounted on a gimbal. The pitch and roll 
were controlled by model-free controller and the thrust and yaw were controlled using traditional 
PID controller. The authors concluded that the model-free controller performance was superior 
and consumed less power to achieve the performance results compared to a traditional PID type 
controller. However, the bounds of the input influence were again assumed to be known. 
Monti [25] extended the work investigated in [1] , [2], [16] using the same system developed in  
[22], [24] to control roll, pitch and yaw and the additional altitude state on a 6-DOF quadcopter 
type system. However, in formulation of the model-free control law the control input gain matrix 
bounds were assumed to be known. An extensive simulation effort was performed to analyze the 
performance of the model-free approach compared to an optimized PID controller. The results 
showed the model-free scheme was superior in performance (both in tracking and power 
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performance levels) compared to the optimized PID controller. However, in many practical 
applications, the system parameters vary with the time and their bounds are not known accurately 
in advance severely restricting the controller applications and performance. 
This work provides a possible solution of the aforementioned gaps overcoming the assumption 
that the bounds of the input influence matrix are known a priori. The research therefore provides 
a truly model-free approach in the developing of control laws for use in real-world applications. 
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2. Fundamentals of Sliding Mode Control 
In control system type applications, the stability of the closed-loop system must be quantified to 
ensure proper performance. The difference between a stable and an unstable system is that a stable 
system operates under an expected behavior while an unstable system is greatly unpredictable and 
potentially unsafe. 
The traditional tool used to analyze system stability is the Lyapunov stability theory introduced by 
a Russian mathematician, Alexandr Mikhailovich Lyapunov [26]. Lyapunov described two 
stability methods, the Indirect method and the Direct method. The Indirect method requires 
linearizing a nonlinear system around an operating point and analyzing the system stability from 
the locations of the system poles. The Direct method, which is more robust and considered for this 
work, utilizes the concept of energy of a system to determine system stability. 
Modeling imprecision and parametric uncertainty are common problems in control systems that 
causes degradation in closed-loop performance when simplifications and various assumptions are 
made during the formulation of the system model. In addition, the formation of the control law 
may be burdensome due to the system complexity (i.e., the system model). In real-world 
applications, parametric uncertainty is predominant in dynamic systems but are assumed constant 
or slowly time varying parameters. The Sliding Mode Control method, a branch of robust control, 
handles modeling imprecisions directly, while adaptive control schemes address parametric 
uncertainty by providing estimates of the parameters in real-time when the system in operation. 
An integrated method is developed in this work for handling both modeling imprecision and 
parametric uncertainty based on robust and adaptive control strategies and is developed in later 
parts of this work. 
2.1. The Sliding Mode Control Method 
In control system design there are two types of basic control problems: tracking and regulation 
problems. Tracking problems can be defined as an attempt to minimize, as much as possible, the 
error between the desired output and the actual output of the system under study. There is an 
infinite set of desired state trajectories that can be defined but the tracking should be stable and 
convergent on all trajectories. The SMC method relies on transforming higher-order linear or 
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nonlinear systems, to a first-order system, which usually tends to be less difficult to control. The 
method is developed by separating the control problem into two phases: a reaching phase and a 
sliding phase. During the reaching phase the control law forces the system states onto the sliding 
surface and the problem then transforms into retaining the states on the sliding surface, as they 
slide to equilibrium, as illustrated in Figure 2.1. 
 
Figure 2.1: Graphical representation of sliding surface 
2.2. Nonlinear and Linear Systems 
Lyapunov stability theory can be applied to both nonlinear systems and linear systems. A nonlinear 
dynamic system can be represented by a set of differential equations in the form of: 
?̇? = 𝒇(𝒙, 𝒖, 𝑡) (2.1) 
where 𝒇 is a 𝑛 × 1 nonlinear vector function, 𝒙 is the 𝑛 × 1 state vector, 𝒖 is the control input and 
𝑡 is time. The number of states is assumed known and is the order of the system. The solution of 
the differential equations described at Eq. (2.1) are generally referred as the state trajectory or 
system trajectory. The control input usually depends only on the state measurements, however it 
can also depend on time, as defined below: 
𝒖 = 𝒈(𝒙, 𝑡) (2.2) 
To generalize the equation defined at Eq. (2.1), the equation above substituted resulting in the 
following: 
?̇? = 𝒇[𝒙,𝒈(𝒙, 𝑡), 𝑡] (2.3) 
A linear system is a special case of the system described above. As the name suggests, the 
differential model is linearly dependent of the states and of the control input and the model can 
now be transformed as shown below: 
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?̇? = [𝐴](𝑡)𝒙 + [𝐵](𝑡)𝒖 (2.4) 
where [𝐴] is a 𝑛 × 𝑛 matrix and [𝐵] is a 𝑛 × 𝑚 matrix. The value 𝑚 corresponds to the number of 
inputs of the system. For a single input system, for example, 𝑚 = 1. 
2.3. Autonomous and Non-autonomous Systems 
The system described at Eq. (2.1) and Eq. (2.4) varies with time. The nonlinear system is said to 
be autonomous (Slotine and Li [26]) if 𝒇 does not depend explicitly on time, i.e., if the system 
state equations can be written as: 
?̇? = 𝒇(𝒙) (2.5) 
otherwise, the system is called non-autonomous.  
Obviously, linear time invariant systems are autonomous and linear time varying systems are non-
autonomous. The fundamental difference between autonomous systems and non-autonomous 
systems is the state trajectories are independent of the initial time. All physical systems are non-
autonomous systems, e.g., the damping coefficient of a spring varies as time passes by, since the 
spring may rust, which will modify the spring properties. For this work, all systems will be 
assumed to be autonomous. 
2.4. Equilibrium Points 
A state 𝒙- is an equilibrium state (or equilibrium point) of the system if once 𝒙(𝑡) is equal to 𝒙-, 
it remains equal to 𝒙- for all future time (Slotine and Li [26]). 
Mathematically, this means that the constant vector 𝒙-, satisfies the equation below: 
𝒙 = 𝟎 = 𝒇(𝒙-) (2.6) 
which implies that once the states reach the equilibrium point, the derivative of the states are equal 
to zero, i.e., they will not move away from that point. 
2.4.1.  Illustrative example 
Consider the pendulum represented by the figure below: 
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Figure 2.2: Example of a pendulum 
The dynamics of the pendulum can be described as: 
𝑀𝑅F?̈? + 𝑏?̇? +𝑀𝑔𝑅𝑠𝑖𝑛𝜃 = 0 (2.7) 
where 𝑅 is the pendulum length, 𝑀 is the pendulum mass, 𝑏 is the friction coefficient at the hinge, 
g is the gravity constant and 𝜃 is the angle between the center of the pendulum movement and the 
pendulum by itself. Defining the states of the system as: 
𝑥E = 𝜃 
𝑥F = ?̇? 
(2.8) 
and replacing into equation Eq. (2.7), the following is obtained: 







To find the solutions which will result in the equations defined above be equal to zero, shows the 
system equilibrium points are: 
𝑥F = 0	
sin(𝑥E) = 0 → 𝑥E = 𝑛𝜋	, 𝑛 = 1,2,3… 
(2.10) 
This example clearly shows that a nonlinear system can have infinite equilibrium points. Linear 
systems, however, have a single equilibrium point at the origin if the matrix [𝐴] is nonsingular. If 
it is singular, then it will have infinite equilibrium points which are contained in the null space of 
the matrix [𝐴]. 
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2.5. Concepts of Stability 
Consider the following system: 
?̇? = 𝒇(𝒙) (2.11) 
where 𝒇:𝐷 → ℝI is a locally Lipschitz map from 𝐷 into ℝI, 𝐷 is an open and connected subset 
of  ℝ, i.e., 𝐷 ⊂ ℝI. In addition, another concept must be introduced, which is the concept of the 
initial condition. As the name suggests, the initial condition is the initial value of the states at 𝑡 =
0: 
𝒙(𝑡7) = 𝒙𝟎 (2.12) 
Marquez [27] proposed the following definitions for stability: 
The equilibrium point 𝒙- is said to be stable if for each 𝜀 > 0, ∃𝛿 = 𝛿(𝜀) > 0: 
q|𝒙7 − 𝒙-|q ≤ 𝛿 ⇒ q|𝒙(𝑡) − 𝒙-|q < 𝜀, ∀𝑡 ≥ 𝑡+ (2.13) 
In other words, for every initial condition that is inside the region defined by 𝛿, the correspondent 
solution remains inside the region 𝜀. The definition above is the weakest concept of stability, as 
staying nearby the equilibrium point is not sufficient for the majority of control problems. A more 
sufficient condition is based on the following definition: the equilibrium point 𝒙- is said to be 
convergent if there exists 𝛿E such as: 
q|𝒙7 − 𝒙-|q ≤ 𝛿E ⇒ limz→{𝒙(𝑡) = 𝒙- (2.14) 
The definition implies that for every initial condition 𝒙7 inside the region of 𝛿E the correspondent 
solution converges to the equilibrium point as times goes to infinity. Note, stability does not imply 
convergence and convergence does not imply stability. These concepts may seem similar but are 
different. 
The equilibrium point 𝒙- of the system is said to be asymptotically stable if it is both stable and 
convergent. However, this definition does not determine how fast the state trajectory converge to 
the equilibrium point though. Hence, Marquez [27] uses this last definition for stability: 
The equilibrium point 𝒙- of the system is said to be locally exponentially stable if there exist two 
real constants 𝛼, 𝜆 such that: 
q|𝒙(𝑡) − 𝒙-|q ≤ 𝛼q|𝒙7 − 𝒙-|q𝑒D~z, ∀𝑡 > 0 (2.15) 
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whenever q|𝒙7 − 𝒙-|q < 𝛿.  The last definition implies that exponentially stability means 
asymptotic stability, while the converse is not true. The figure below shows some stability concepts 
presented:  
 
Figure 2.3: System trajectories with different systems 
The state trajectory number one (blue) in Figure 2.3, represents an asymptotically stable system, 
since it is stable (within the region 𝛿) and converge to the equilibrium point. The second state 
trajectory (red curve) is only stable, in the purest sense, since it does not converge to the 
equilibrium point but stays within the boundary region. The last state trajectory (green) is clearly 
unstable since it diverges from the boundary layer and does not converge to any point. Another 
case can exist, where the state trajectory converges but it is not stable. For example, if the state 
trajectory drift away from the boundary layer, but after a time returns to it and also converge to 
the equilibrium point, then it would be not stable and convergent. 
2.6. Positive Definite Functions 
The essence of the Lyapunov stability theory is the analysis and construction of a class of functions 
which represents the energy of the system under study that was briefly presented previously. To 
be able to analyze those functions, the concepts of positive-definiteness must be established. 
Marquez [27] uses the following definition: 
A function 𝑉:𝐷 → ℝ is said to be positive semi definite in 𝐷 if it satisfies the following condition: 
(𝑖)	0 ∈ 𝐷	𝑎𝑛𝑑	𝑉(0) = 0	 
(𝑖𝑖)	𝑉(𝒙) ≥ 0, ∀𝒙	𝑖𝑛	𝐷 − {0} 
(2.16) 
𝑉:𝐷	 → ℝ is said to be positive definite in 𝐷 if the condition (ii) is replaced by (ii’), defined below: 
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(𝑖𝑖)	𝑉(𝑥) > 0	𝑖𝑛	𝐷 − {0} (2.17) 
Lastly, the function 𝑉:𝐷	 → ℝ	is said to be negative definite (semi definite in 𝐷) if −𝑉 is positive 
definite (semi definite in 𝐷).  
Lyapunov’s Direct method is based on the notion that if a system is stable the system’s energy will 
dissipate as time passes by, under all conditions and is why the concept of positive-definiteness is 
important. Since the objective of the Lyapunov Direct method is to construct a function that 
characterizes the systems energy, the next step is to differentiate it with respect to time and analyze 








𝑑𝑡 = ∇𝑉 ∙ 𝒇(𝒙) 
(2.18) 
As shown in the next section, the equation defined above direct implications regarding the system’s 
stability and therefore, overall character. 
2.7. Lyapunov’s Direct Method 
The main concept of Lyapunov’s Direct method is based on the energy of the system. If the total 
energy of a system is continuously dissipating then the system, whether linear or nonlinear, must 
eventually converge to an equilibrium point. Thus, we can draw conclusions of the system’s 
stability by studying the energy variation. Obviously, we must construct a function that describes 
the energy of the system and this function must obey some criteria , commonly referred to as the 
Lyapunov function. Marquez [27] defines the Lyapunov’s Direct method by the following 
theorems: 
Stability Theorem: Let 𝒙 = 0 be an equilibrium point of  ?̇? = 𝒇(𝒙), where 𝑓: 𝐷 → ℝI, and let 
𝑉:𝐷 → ℝ be a continuously differentiable function such that: 
(𝑖)	𝑉(0) = 0	 
(𝑖𝑖)	𝑉(𝒙) > 0		𝑖𝑛	𝐷 − {0} 
(𝑖𝑖𝑖)	?̇?(𝒙) ≤ 0		𝑖𝑛	𝐷 − {0} 
(2.19) 
Thus 𝒙 = 0	is stable. 
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In other words, the theorem implies that a sufficient condition for the stability of the equilibrium 
point 𝒙 = 0 is there exists a continuously differentiable positive definite function 𝑉(𝒙) such that 
?̇?(𝒙) is negative semi-definite in a neighborhood of 𝒙 = 0. 
Positive functions can be used to characterize energy functions. If 𝑉(𝒙) = 𝑐, where 𝑐 is a constant, 
it defines what is called a Lyapunov’s surface. The surface defines a region of the state space 
containing all Lyapunov’s surfaces of lesser value, i.e.: 
𝜴E = {𝒙 ∈ 𝑩. ∶ 𝑉(𝒙) ≤ 𝑐E}	 
𝜴F = {𝒙 ∈ 𝑩. ∶ 𝑉(𝒙) ≤ 𝑐F} 
(2.20) 
where 𝑩. = {𝒙 ∈ ℝI ∶ ||𝒙|| ≤ 𝑟}, and 𝑐E > 𝑐F are chosen such that 𝜴 ⊂ 𝑩., 𝑖 = 1,2, … then we 
have that 𝜴F 	⊂ 	𝜴E, as shown in the Figure 2.3. The condition ?̇?(𝒙) ≤ 0 implies when a trajectory 
crosses a Lyapunov surface, it can never come out again. Thus, a trajectory satisfying this condition 
is actually confined to the closed region 𝜴 = {𝒙 ∶ 𝑉(𝒙) ≤ 𝑐}. The condition implies the 
equilibrium point is stable but does not refer convergence, since the state trajectory can “roam” 
within the surface without converging to any particular point. 
 






Asymptotic Stability Theorem: if 𝑉(𝒙) is such that: 
(𝑖)	𝑉(0) = 0 
(𝑖𝑖)𝑉(𝒙) > 0		𝑖𝑛	𝐷 − {0} 
(𝑖𝑖𝑖)	?̇?(𝒙) < 0		𝑖𝑛	𝐷 − {0} 
(2.21) 
Thus 𝒙 = 0 is asymptotically stable. 
In this case, a trajectory can only move from a Lyapunov’s surface 𝑉(𝒙) = 𝑐 into an inner 
Lyapunov surface shown in Figure 2.4. The condition for the derivative of the Lyapunov’s surface 
be negative definite instead of semi-negative definite only strengthens the stability condition, since 
now the state’s trajectory will converge to an equilibrium point as the condition of negative-
definiteness does not allow the state’s trajectory to remain in the same Lyapunov surface, only if 
that surface is the origin. 
It is crucial sometimes to consider the initial condition of the system as it can determine if the 
system trajectories will converge or not to an equilibrium point. There is a special case that for 
every possible initial condition the system trajectories will converge to an equilibrium point. This 
characteristic is known as globally asymptotically stability. Marquez [27] uses the following 
definition for globally asymptotically stability: 
The equilibrium state 𝒙- is said to be asymptotically stable in the large, or globally asymptotically 
stable, if it is stable and every motion converges to the equilibrium point as 𝑡 → ∞. 
However, suppose the situation of the figure below: 
 
Figure 2.5: Radial unboundedness condition 
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Note that the state trajectories pass through contours corresponding to smaller Lyapunov’s surfaces 
but they diverge from equilibrium point occurring when the contour curves of the Lyapunov 
function are open in Figure 2.5. To overcome the constraint, a radial unboundedness condition 
must be set guaranteeing all curves are closed. Marquez [27] define radial unboundedness as: 
Let 𝑉: 𝐷	 → ℝ be a continuously differentiable function. Then 𝑉(𝒙) is said to be radially 
unbounded if: 
𝑉(𝒙) → ∞	𝑎𝑠	||𝒙|| → ∞ (2.22) 
Finally, the theorem for global asymptotic stability in Lyapunov’s sense can be developed. 
Marquez [27] uses the following: 
Global asymptotic stability: if 𝑉(𝒙) is such that: 
(𝑖)	𝑉(0) = 0 
(𝑖𝑖)	𝑉(𝒙) > 0							∀𝒙 ≠ 0 
(𝑖𝑖𝑖)	𝑉(𝒙)	𝑖𝑠	𝑟𝑎𝑑𝑖𝑎𝑙𝑙𝑦	𝑢𝑛𝑏𝑜𝑢𝑛𝑑𝑒𝑑 
(𝑖𝑣)	?̇?(𝒙) < 0							∀𝒙 ≠ 0 
(2.23) 
Then 𝒙 = 0 is globally asymptotically stable. 
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3. On-Line Parameter Estimation Law 
The work performed in to-date (as summarized in Section 1.2) requires knowledge of the bounds 
of the input influence gain and thus is not a totally model-free approach. A possible solution is to 
automatically update (in real-time) the control law by estimating the increment to the sliding gain, 
i.e., 𝜂 to satisfy the sliding condition assuming a unitary input gain input for the control law. The 
approach therefore requires an on-line parameter estimation algorithm. In addition, since most 
nonlinear physical systems involve slowly time-varying parameters, on-line estimation method is 
thus more relevant. 
3.1. Linear Parametrization Model 
Due to the simplicity and well-behaved parameter estimation characteristics an estimation model 
can be developed as a linear parametrization model. Consider a dynamic model of process in the 
form of a multi-dimensional linear time invariant system: 
?̇? = [𝐴]𝒙 + [𝐵]𝒖 (3.1) 
It is assumed that the 𝑛-dimensional states and 𝑚-dimensional control inputs are available for 
measurement, while the two constant matrices [𝐴] ∈ 𝑅I×I and [𝐵] ∈ 𝑅I× are unknown. Let 
𝐴.- ∈ 𝑅I×I be a Hurwitz matrix and rewrite Eq. (3.1) as: 
?̇? = 𝐴.-𝑥 + 𝐴 − 𝐴.-𝒙 + [𝐵]𝒖 (3.2) 
The model can also be expressed in the form: 
?̇? = 𝐴.-𝒙 + 𝐴 − 𝐴.-[	𝐵	] 
𝒙
𝒖 =
𝐴.-𝒙 + ΘΦ(𝒙, 𝒖) (3.3) 
Filtering both sides of Eq. (3.3), the dynamic model can be transformed into a static linear 
parameters model. For example, using the simple lag filter  
 
 with 𝑎 > 0, yields: 
𝑎𝑠
𝑠 + 𝑎 𝑥 =
𝐴.- 
𝑎
𝑠 + 𝑎 𝑥 + Θ
 𝑎
𝑠 + 𝑎
[Φ(𝑥, 𝑢)] (3.4) 
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Alternatively, consider the Single-Input-Single-Output (SISO) model: 
																																								?̇? = [𝐴]𝑥 + [𝐵]𝑢,										𝑥(0) = 0
𝑦 = [𝐶]𝑥  
(3.5) 
where 𝑥 ∈ 𝑅I is the system state, 𝑢 ∈ 𝑅 is the control input, and 𝑦 ∈ 𝑅0 is the output. To form 
a truly model-free approach the matrices	[𝐴], [𝐵], and [𝐶] are assumed unknown, while only the 
input 𝑢 and the output 𝑦 are available for measurement. 
3.2. Prediction Error Based Estimation Methods 
To derive the estimation law for estimating unknown parameters a prediction error based 
estimation method is used. Slotine and Li [26] defined a general model for parameter estimation 
is in the linear parametrization form: 
𝒚(𝑡) = 𝑾(𝑡)𝒂 (3.6) 
where the n-dimensional 𝒚 contains the output of the system, the m-dimensional 𝒂 contains the 
unknown parameters to be estimated, and the 𝑛 × 𝑚 matrix 𝑾(𝑡) is the signal matrix.  
Let 𝒂¥(𝑡) denote the parameter estimation vector at time 𝑡. The output prediction is assumed of the 
form: 
𝒚¥(𝑡) = 𝑾(𝑡)𝒂¥(𝑡) (3.7) 
The prediction error state can be represented as: 
𝒆E(𝑡) = 𝒚¥(𝑡) − 𝒚(𝒕) (3.8) 
The prediction error is related to the parameter estimation error and can be written as: 
𝒆E = 𝑾𝒂¥ −𝑾𝒂 = 𝑾?̈? (3.9) 
where ?̈? = 𝒂¥ − 𝒂 is the parameter estimation error. 
In the following sections will discussed the formulation, and stability and convergence properties 
of the following prediction error based estimation methods. 
§ Gradient estimation 
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§ Standard least-squares estimation 
§ Least-squares with exponential forgetting 
§ Least-squares with bounded gain forgetting 
3.3. The Gradient Estimator 
The simplest on-line estimator is the gradient estimator. In the gradient estimation method 
parameters are updated in a process so that the prediction error is reduced in a converge direction 
of the gradient of the squared prediction error with respect to the parameters. 
Consider the output of the model defined at Eq. (3.6), let 𝒂¥(𝑡) be the parameter estimation vector 
at time 𝑡. To form the estimator, the output prediction is assumed of the form: 
𝒚¥ = 𝒂¥(𝑡)𝑾(𝑡) (3.10) 
The basic concept in the gradient based estimation method is to update the estimated parameters 
𝒂¥(𝑡) in such a manner that the prediction error is continuously reduced so that: 
𝒆E = 𝒚¥(𝑡) − 𝒚(𝑡) = [𝒂¥(𝑡) − 𝒂(𝑡)]𝑾(𝑡) = ?̈?(𝑡)𝑾(𝑡) (3.11) 
where ?̈?(𝑡) = 𝒂¥(𝑡) − 𝒂(𝑡) is the parameter estimation error. 
The parameter estimation error proceeds in the converge direction of the gradient of the weighted 







where 𝑃𝟎 = 𝑃7 > 𝟎 is a symmetric positive definite matrix referred to as the estimation gain. 
From Eq. (3.11) and Eq. (3.12) the gradient estimator can be written as: 
𝒂¥̇ = −𝑃7
𝑑𝒆E
𝑑𝑎B 𝒆𝟏 = −𝑃𝟎
𝑑(𝒂¥ − 𝒂)𝑾
𝑑𝑎B 𝒆𝟏 = −𝑃𝟎𝑾𝒆𝟏 
(3.13) 
3.3.1. Stability and Convergence of Gradient Estimator 
Stability and convergence properties of this estimator can be analyzed using the parameter 
estimation error dynamics defined by Eq. (3.11) and Eq. (3.13), and obtained as: 
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?̇̈? = 𝒂¥̇ − ?̇? = −𝑃7𝑊𝒆E = −𝑃7𝑾𝑾?̈? (3.14) 





Differentiating Eq. (3.15) results in following: 
?̇? = ?̈?𝑃7DE?̇̈? = −?̈?𝑾𝑾?̈? = −|?̈?𝑾|F = −𝒆EF ≤ 0 (3.16) 
Eq. (3.16) implies that ?̇? is negative semi-definite in the space of ?̈?(𝑡) since ?̇? can be equal to zero 
when ?̈?(𝑡) is not zero. Consequently, the system defined at Eq. (3.14) equilibrium ?̈?-(𝑡) is 
uniformly stable and the solution of Eq. (3.14) is uniformly bounded. 
Furthermore, since Eq. (3.16) holds true and since the vector of true unknown parameters is 
constant, the vector of the estimated parameters 𝒂¥(𝑡) is bounded. This implies that the gradient 
estimator is always stable and the parameter errors ?̈?(𝑡) along with the estimated parameters are 
uniformly bounded in time. 
In order to analyze asymptotic convergence property, since 𝑽 > 0 and ?̇? ≤ 0, it follows that 𝑽 is 
decreasing and bounded, which implies that the Lyapunov function converges to a finite constant: 
lim
z→{
𝑽(𝑡) = 𝑽{ < ∞ (3.17) 
Integrating both sides of Eq. (3.16) results in: 








(𝜏)𝑑𝜏 = 𝑽(𝑡) − 𝑽(0) < 0 (3.19) 
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3.3.1.1. Illustrative example of a gradient parameter estimator with no disturbance 
Consider a dynamic system for constant mass estimation: 
𝑢 = 𝑚𝑤(𝑡) (3.20) 
with 𝑤 = 5 sin(𝑡) m/sFand the true value of constant mass is assumed to be 𝑚 = 1 kg. 
and a time-varying dynamic system for mass estimation: 
𝑢 = 𝑚(𝑡)𝑤(𝑡) (3.21) 
with 𝑤 = 5 sin(𝑡) m/sF and time-varying true mass assumed to be 𝑚(𝑡) = 1 + 0.5sin	(0.5𝑡) 
kg. 
The gradient estimator law defined in Eq. (3.13) was programmed in Simulink with a sampling 
time of 0.001 seconds using an ode5 (Dormand-Prince) solver implemented for 2 simulation trials 
(5 and 20 seconds for constant and time varying parameters, respectively). The gradient estimator 
parameters are defined as follows: 
Table 3.1: Gradient estimator parameters  
Parameter Value Parameter Value 
𝑃+ 1 𝑃+ 10 








Figure 3.1 shows the gradient estimator converges well with the true constant value, also observing 
when estimator gain is higher the convergence rate is faster. However, using a higher estimator 
gain may result in an unstable convergence due to system noise. Figure 3.2 displays gradient 
estimator has good converging capability for the time varying parameters as well. 
 




Figure 3.2: Gradient method for time-varying 
parameter estimation 
 
3.3.1.2. Illustrative example of gradient parameters estimator with disturbance 
Consider a dynamic system for estimation of constant mass with including disturbances: 
𝑢 = 𝑚𝑤(𝑡) + 𝑑(𝑡) (3.22) 
with 𝑤 = 5 sin(𝑡) m/sF and true constant mass assumed to be 𝑚 = 1 kg. 
and a time-varying dynamic system for varying mass estimation with disturbances: 
𝑢 = 𝑚(𝑡)𝑤(𝑡) + 𝑑(𝑡) (3.23) 
with 𝑤 = 5 sin(𝑡) m/sF, the time-varying true mass assumed to be 𝑚(𝑡) = 1 + 0.5sin	(0.5𝑡) kg, 
and the disturbance 𝑑(𝑡) = 0.5sin	(20𝑡). 
The gradient estimator law defined in Eq. (3.13) was programmed in Simulink with a sampling 
time of 0.001 seconds using an ode5 (Dormand-Prince) solver implemented for 2 simulation trials 
(5 and 25 seconds for constant and time varying parameters, respectively). The gradient estimator 
parameters as defined as follows: 














































Table 3.2: Least-square parameters for gradient estimation 
Parameter Value Parameter Value 
𝑃+ 1 𝑃+ 10 
𝑃+ 2 𝑚ℎ𝑎𝑡0 0 
 
Figure 3.3 shows the gradient estimator does not converge to the true constant parameters when a 
disturbance exists and it oscillates around the true value. However, Figure 3.4 shows gradient 
estimator is reasonable in estimating the time varying parameter with a disturbance. 
 
Figure 3.3: Gradient method for constant parameter 
estimation with disturbance 
 
 
Figure 3.4: Gradient method for time-varying 
parameter estimation with disturbance 
 
3.4. Standard Least-Squares Method 
The standard least-squares estimator is developed by minimizing the total prediction error with 
respect to 𝒂¥(𝑡), at any given time 𝑡: 




In Eq. (3.24), 𝒂¥ = 𝒂¥(𝑡) depends on 𝑡	 but can also be assumed constant. In other words, the cost 𝑱 
penalizes all the past errors from 𝑟 = 0 to 𝑡 that are due to 𝒂¥(𝑡) ≠ 0	. 


















































At any given time, the cost function 𝑱 is a convex function. Hence, for any given time 𝑡	, the 
minimum value of cost function satisfies: 
𝜕𝑱
𝜕𝒂¥ = 0 
(3.25) 

























Assuming the matrix in the left-hand side of Eq. (3.27) in invertible, the least-squares estimator 
can be written as: 









In order to avoid evaluating and inverting the integral at every time instant, a newly introduced 
gain matrix 𝑷 is define as: 















𝜕𝑟¹ = 𝑾(𝑡)𝑾(𝒕) (3.30) 
Differentiating Eq. (3.27) and using Eq. (3.29) and Eq. (3.30), the least square parameter estimator 
law updates as: 
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𝒂¥̇ = −𝑷(𝑡)𝑾𝑻𝒆E (3.31) 
where 𝑷(𝑡) being called the estimator gain matrix. 









And from Eq. (3.30) and (3.32), the least square estimator gain matrix can now be defined as: 
?̇? = −𝑷𝑾𝑾𝑷 (3.33) 
The least-squares estimator law and estimator gain (described by Eq. (3.31) and Eq. (3.33) 
respectively) require an initial parameter value 𝒂¥(0) and an initial gain value 𝑷(0). Obviously, the 
best guess estimate available should be used to initialize the estimated parameter vector. On the 
other hand, the initial gain 𝑷(0) should be set as high as allowed by the noise sensitivity, and for 
simplicity 𝑷(0) can be chosen diagonal, 𝑷(𝑡) is the estimation of the covariance matrix, and the 
initial gain 𝑷(0) represents the covariance of the initial parameter estimates 𝒂¥(0). 
3.4.1. Stability and Convergence of Standard Least-Squares Method 
Due to the condition of Eq. (3.33) ?̇? ≤ 0 then consequently, (𝑡) ≤ 𝑷(0) = 𝑷7 . Since 𝑷(𝑡) is non-
increasing and bounded (i.e., for all 𝑡 ≥ 0, 𝑷(𝑡) = 𝑷(𝑡) ≥ 0), it has a limit: 
lim
z→{
𝑷(𝑡) = 𝑷{ < ∞ (3.34) 







[𝑷DE(𝑡)?̈?(𝑡)] = ?̇?DE(𝑡)?̈? + 𝑷DE(𝑡)?̇̈? (3.36) 




[𝑷DE(𝑡)?̈?(𝑡)] = 𝑾𝑾?̈? − 𝑷DE(𝑡)𝐏𝑾𝑾?̈? = 0 (3.37) 
Hence: 
𝑷DE(𝑡)?̈?(𝑡) = 𝑷DE(0)?̈?(0) (3.38) 
and therefore: 
?̈?(𝑡) = 𝑷(𝑡)	𝑷DE(0)?̈?(0) (3.39) 
From inspection of Eq. (3.33), 𝑷(𝑡) ≤ 𝑷(0) for all ≥ 0 . Hence, from Eq. (3.39) it follows that 
∆𝑏 ∈ 𝐿{. Moreover, using Eq. (3.34) implies that: 
lim
z→{




𝒂¥(𝑡) = 𝒂 + 𝑷{𝑷DE(0)?̈?(0) = 𝒂 < ∞ (3.41) 
In order to show that 𝑒E ∈ 𝐿F , consider the function: 
𝑽(𝑡, ?̈?) = ?̈?𝑷DE(𝑡)?̈? (3.42) 
Differentiating Eq. (3.42) along the trajectories of Eq. (3.35) yields: 
?̇? = ?̈??̇?DE?̈? + 2?̈?𝑷DE?̇̈?
= ?̈?𝑾𝑾?̈? − 2?̈?𝑾𝑾?̈? = −‖𝑾?̈?‖F = −𝒆EF(𝑡) ≤ 0
 (3.43) 
Consequently 𝑽 ∈ 𝐿{	 . Since 𝑽 ≥ 0 , and ?̇? ≤ 0, 𝑽 must have a finite limit: 
lim
z→{
𝑽(𝑡, ?̈?(𝑡)) = 𝑽{ < 0) (3.44) 
Integrating Eq. (3.43) yields: 






Suppose that 𝑥 ∈ 𝐿{ and the vector 𝑾 is continuously differentiable in 𝑥,	then 𝐖(𝑥) ∈ 𝐿{. Since 
𝒂¥ ∈ 𝐿{, boundedness of the regressor implies that 𝒆E ∈ 𝐿{, also from Eq. (3.35) it immediately 
follows that 𝒂¥̇ ∈ 𝐿{. 
Differentiating Eq. (3.43) result in: 




= −2𝒆E(𝑡)?̇̈?𝐖(𝑡) + ?̈??̇?(𝑡)
 (3.46) 
From Eq. (3.46), if ?̇?(𝑡) ∈ 𝐿{ then ?̈? ∈ 𝐿{ and the corresponding ?̇? is uniformly continuous in 
time. This fact coupled with Eq. (3.43) implies that lim
z→{
𝒆E(𝑡) = 0 . In other words, the predicted 
output of the least-squares estimator asymptotically converges to the system output. 




















𝜕𝑟»¹ = ∞ (3.48) 
where 𝜆I(∙) denotes the smallest eigenvalues of its argument. In the other words, the estimated 
parameters asymptotically converge to the true values if the minimum eigenvalue of the matrix 
shown in Eq. (3.47) tends to infinity in time. 
3.4.1.1. Illustrative example of standard least-squares estimator with no disturbance 
Consider the following system with an assumed constant mass to evaluate the performance of the 
standard least-squares estimator: 
𝑢 = 𝑚𝑤(𝑡) (3.49) 
with 𝑤 = 5 sin(𝑡) m/sF and true constant mass assumed to be 𝑚 = 1 kg. 
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and a time-varying system for varying mass estimation: 
𝑢 = 𝑚(𝑡)𝑤(𝑡) (3.50) 
with 𝑤 = 5 sin(𝑡) m/sF and time-varying mass assumed to be 𝑚(𝑡) = 1 + 0.5sin	(0.5𝑡) kg. 
A simulation study was conducted similar to what was performed for the Gradient estimator. The 
standard least square estimator parameters are defined as follows: 
Table 3.3: Standard least-squares estimation parameters 
Parameter Value Parameter Value 
𝑃+ 1 𝑃+ 10 
𝑃+ 2 𝑚ℎ𝑎𝑡0 0 
 
Figure 3.5 displays the larger gain corresponds to faster convergence as expected however, is more 
susceptible to noise effects which is the trade-off in the least-square estimation process. 
Figure 3.6 shows the least-squares estimate for time-varying parameter compared to the true value 
of the mass. The estimated parameter is not in agreement with true parameter variation. 
 
Figure 3.5: Standard least-squares method for 
constant parameter estimation 
 
 
Figure 3.6: Standard least-squares method for time-
varying parameter estimation 
 
 













































3.4.1.2. Illustrative example of standard least-squares estimator with disturbance 
Consider an updated constant parameter system including a disturbance input as shown below: 
𝑢 = 𝑚𝑤(𝑡) + 𝑑(𝑡) (3.51) 
with 𝑤 = 5 sin(𝑡) m/sF, true constant mass assumed to be 𝑚 = 1 kg, and the disturbance to be 
𝑑(𝑡) = 0.5sin	(20𝑡). 
and the dynamics system for a time-varying mass with disturbances as: 
𝑢 = 𝑚(𝑡)𝑤(𝑡) + 𝑑(𝑡) (3.52) 
with 𝑤 = 5 sin(𝑡) m/sF, the time-varying true mass assumed to be 𝑚(𝑡) = 1 + 0.5sin	(0.5𝑡) kg 
and the disturbance 𝑑(𝑡) = 0.5sin	(20𝑡). 
The standard least-square estimator law defined in Eq. (3.31) and Eq. (3.33) was programmed in 
Simulink with a sampling time of 0.001 seconds using an ode5 (Dormand-Prince) solver. Two 
simulations were implemented 5 and 25 seconds for constant and time varying parameters, 
respectively. The standard least squares estimator parameters as defined as follows: 
Table 3.4: Least-square parameters for standard least-squares estimation 
Parameter Value Parameter Value 
𝑃+ 1 𝑃+ 10 






Figure 3.7 displays the convergence of the least-squares estimator for the constant mass case with 
the two gains and a disturbance input. The estimator performance is outstanding in estimating the 
constant mass parameter with a larger gain corresponds to faster convergence. 
Figure 3.8 shows the least-squares estimation result for the time-varying parameter compared to 
the true value of the mass with a disturbance input. As before, the estimator performance poorly 
in estimating the time-varying mass with the disturbance input. 
 
Figure 3.7: Standard least-squares for constant 
parameter estimation with disturbance 
 
 
Figure 3.8: Standard least-square for time-varying 
parameter estimation with disturbance 
 Overall, the standard least-squares estimator has good robustness with respect to noise and 
disturbances for estimating constant parameters, but poor ability in tracking time-varying 
parameters. The reason is the least-squares estimate attempts to fit all the data up to the current 
time, while in reality, the old data is generated by old parameters and thus should be discounted 
when estimating the current parameters. The modification is addressed in the next section. 
3.5. Least-Squares Estimator with Exponential Forgetting 
Exponential forgetting of data is a very useful technique in the handling of time-varying 
parameters. Instead of penalizing all of the past errors from 𝑟 = 0 to 𝑟 = 𝑡 that are due to 𝒂¥(𝑡) ≠
𝒂, the minimization problem attempts to forget past values and can be posed in the development 
of the cost function directly. The updated cost function is therefore assumed as the following: 























































¹ ‖𝒚(𝑠) −𝑾(𝑠)𝒂¥(𝑡)‖F𝑑𝑠 (3.53) 
where the term 𝑒𝑥𝑝 Æ−∫ 𝜆(𝑟)𝑑𝑟z È represents a time varying forgetting factor. 
If 𝜆(𝑟) = 𝜆 ≥ 0 is a constant then the cost function Eq. (3.53) simplifies to: 




Moreover, setting 𝜆 = 0 results in the integral cost function: 




which is now used to solving the minimization problem in Eq. (3.53). The cost function 𝑱 is convex 
with respect to 𝒂¥(𝑡), for all 𝑡 ≥ 0. Thus, any local minimum is also global and satisfies: 
∇𝐽·𝒂¥(𝑡)¸ = 0,					∀𝑡 ≥ 0 (3.56) 
Calculating the gradient of the cost function 𝑱with respect to 𝒂¥(𝑡) results in: 
1
2∇𝐽
·𝒂¥(𝑡)¸ = ¬ 𝑾(𝑠)𝑒𝑥𝑝 ¶−¬ 𝜆(𝑟)𝑑𝑟
z


















¹ 𝑑𝑠 (3.58) 
Since 𝐖(𝑡)𝐖(𝑡) ≥ 0,	 therefore matrix 𝑷DE(𝑡) satisfies the following IVP: 
𝑑
𝑑𝑡 𝑷
DE(𝑡) 	= −𝜆(𝑡)𝑷DE(𝑡) 	+ 𝑾(𝑡)𝑾(𝑡) (3.59) 









Eq. (3.60) can now be rewritten as: 




Substituting Eq. (3.59) into Eq. (3.61) yields: 
?̇?(𝑡) = 𝑷(𝑡)[𝜆(𝑡)𝑷DE(𝑡) −𝑾(𝑡)𝑾(𝑡)]𝑷(𝑡) (3.62) 
Expanding Eq. (3.62), the forgetting factor estimator gain matrix formed as: 
?̇?(𝑡) = 𝜆(𝑡)𝑷(𝑡) − 𝑷(𝑡)𝑾(𝑡)𝑾(𝑡)𝑷(𝑡) (3.63) 
Substituting Eq. (3.63) into Eq. (3.58) yields the forgetting factor parameter estimator update as: 
𝒂¥̇(𝑡) = −𝑷(𝑡)𝑾(𝑡)𝒆E (3.64) 
where the output prediction error is: 
𝒆E = 𝒚¥(𝑡) − 𝒚(𝑡) = 𝒂¥(𝑡)𝑾(𝑡) − 𝒂(𝑡)𝑾(𝑡) = 𝑾(𝑡)[𝒂¥(𝑡) − 𝒂(𝑡)] = 𝑾(𝑡)?̈?(𝑡) (3.65) 
3.5.1. Stability and Convergence of Exponential Forgetting Factor 
Stability and convergence property of the least-squares estimator with a forgetting factor, i.e., Eq. 
(3.63) and Eq. (3.64) will be analyzed. Using Eq. (3.58) the estimator gain can be explicitly written 
as: 
𝑷DE(𝑡) = 𝑷DE(0)𝑒𝑥𝑝 ¶−¬ 𝜆(𝑟)𝑑𝑟
z
7







Consider the following equality: 
𝑑
𝑑𝑡
·𝑷DE(𝑡)?̈?(𝑡)¸ = ?̇?DE(𝑡)?̈?(𝑡) + 𝑷DE(𝑡)𝒂¥̇(𝑡) (3.67) 
Substituting Eq. (3.59) and Eq. (3.66) into Eq. (3.67) yields: 
𝑑
𝑑𝑡








Substituting for 𝑷(𝑡) from Eq. (3.58) the following results obtained: 









As seen from Eq. (3.69) and Eq. (3.70) the stability properties depends on the time varying 
forgetting factor 𝜆(𝑟). To show boundedness of 𝒂¥(𝑡), it is sufficient to establish boundedness: 




Differentiating Eq. (3.71) and substituting of 𝑷(𝑡) from Eq. (3.63) and Eq. (3.64) yields: 
𝑑
𝑑𝑡 𝑇
(𝑡) = −𝜆(𝑡)𝑒𝑥𝑝 ¶−¬ 𝜆(𝑟)𝑑𝑟
z
7




= −𝑒𝑥𝑝 ¶−¬ 𝜆(𝑟)𝑑𝑟
z
7
¹𝑷𝑾𝑾𝑷 ≤ 0 
(3.72) 
From Eq. (3.72) it follows: 
𝑇(𝑡) ≤ 𝑇(0) = 𝑷(0) < ∞,						∀𝑡 ≥ 0 (3.73) 
Moreover, since 𝑇(𝑡) is non-increasing and bounded it has a limit: 
lim
z→{
𝑇(𝑡) = 𝑇{ < ∞ (3.74) 
Although 𝑇(𝑡) is uniformly bounded and has a finite limit, the estimation gain 𝑷(𝑡) may grow 
unbounded. In fact, for a scalar linear in parameters static model with a single unknown parameter, 
it can be shown if the forgetting factor is constant, 𝜆(𝑟) = 𝜆7 > 0, and if the regressor vector 
𝐖(𝑡) = 𝑒Dz then 𝑷(𝑡) → ∞ as 𝑡 → ∞. On the other hand, if the regressor vector 𝐖(𝑡) is persistent 
in excitation then not only does the estimation gain remain bounded but also the parameter errors 
converge to zero exponentially with the rate 𝜆7. 
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3.5.1.1. Illustrative example of least-squares estimator with exponential forgetting 
Consider the following system for mass estimation: 
𝑢 = 𝑚𝑤(𝑡) (3.75) 
with 𝑤 = 5 sin(𝑡) m/sF	and true mass assumed to be 𝑚 = 1 kg. 
The standard least square with exponential forgetting parameters as defined as follows for this 
simulation effort with similar simulation as defined pervious: 
Table 3.5: Least-square parameters using constant forgetting factor 
Parameter Value Parameter Value 
𝑃+ 1 𝜆7 20 
𝜆 20 𝑘7 10 
 
The performance of the least-squares estimator with a constant forgetting factor is superior to the 
standard least-squares estimation algorithm as shown in Figure 3.9 The mass estimate quickly 
converges to the true estimate and is stable. 
 
Figure 3.9: Least-squares constant forgetting factor for parameter estimation 
 





















If the forgetting factor is constant, then the exponential convergence rate of the estimated 
parameters is the same as the forgetting factor. However, a constant factor may lead to diminishing 
magnitude in certain directions of the estimator gain in the absence of persistent excitation due to 
exponential decaying component in estimator gain. The problem can be solved if an automatic 
tuning method is implemented for forgetting factor as developed in the next section.  
3.6. Bounded Gain Forgetting Factor Tuning 
The data forgetting feature can result in the estimator’s ability to track and identify slowly varying 
parameters. However, the estimator gain matrix 𝑷(𝑡) may grow unbounded if the regressor vector 
𝐖(𝑡) does not contain a Persistent Excitation (PE). Thus, it is desirable to tune the variation of the 
forgetting factor 𝛽(𝑡, 𝜏) = 𝑒D∫ ~(.)J.
Ì
Í  by choosing 𝜆(𝑟) ≥ 0, so that data forgetting is activated 
when 𝐖(𝑡) is has sufficient PE and suspended when 𝐰(𝑡) is does not contain sufficient PE. 
The magnitude of the gain matrix 𝑷(𝑡) is an indicator of the excitation level of 𝐖(𝑡). Thus, it is 
reasonable to correlate the forgetting factor variation with ‖𝑷(𝑡)‖. 
A specific technique for achieving this purpose is to choose: 




In Eq. (3.76), 𝜆7 is the maximum forgetting rate, and 𝑘7 is the pre-specified bound for gain matrix 
magnitude. Essentially, if the norm of 𝑷(𝑡) implies a strong PE, the forgetting factor in Eq. (3.76) 
discards the data at maximum rate 𝜆7. As ‖𝑷(𝑡)‖ becomes larger the forgetting speed is reduced 
and when the norm reaches the pre-specified upper bound 𝑘7 the forgetting is suspended. Initially, 
the gain matrix in Eq. (3.63) must be chosen such that ‖𝑷(0)‖ ≤ 𝑘+. 
3.6.1. Stability and Convergence of Bounded Gain Forgetting Factor 
Convergence properties of bounded gain forgetting can be analyzed, from Eq. (3.76) guarantees 
that the resulting gain matrix 𝑷(𝑡) is upper bounded regardless of the PE of 𝑾(𝑡). This is in 
contrast to a constant forgetting factor and constitutes the main benefit of the variable forgetting 
method. 
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(𝑷DE) = −𝜆7 º1 −
‖𝑷(𝑡)‖
𝑘7
»𝑷DE +𝑾𝑾 (3.77) 
Simplify Eq. (3.77) yields: 






‖𝑷(𝜏)‖𝑷DE(𝜏) +𝑾(𝜏)𝑾(𝜏)Ê 𝑑𝜏 (3.78) 
Since: 
‖𝑷(𝑡)‖𝑷DE(𝑡) − 𝐼¿×¿ = 𝑃
E
F(‖𝑷‖𝐼¿×¿ − 𝑷)𝑷
DEF ≥ 0 (3.79) 
Eq. (3.79) is positive semi-definitive so that: 
‖𝑷(𝑡)‖𝑷DE(𝑡) ≥ 𝐼¿×¿ (3.80) 
Using Eq. (3.80) and Eq. (3.78) the following is obtained: 






















𝐼¿×¿Ó ≤ 0 (3.82) 






𝑷(𝑡) ≤ 𝑘7𝐼¿×¿ (3.84) 
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The upper bound Eq. (3.84) implies that the bounded forgetting relation Eq. (3.76) always result 
in: 
𝜆(𝑟) ≥ 0 (3.85) 
This proves the uniform boundedness of the estimation gain 𝑷(𝑡) and the non-negative nature of 
the function 𝜆(𝑟). 
Furthermore, consider the case where the regressor vector 𝐰(𝑡) is in PE. Then by definition, there 







𝑾(𝜏)𝑑𝜏 ≥ 𝛼+𝐼I×I (3.86) 
In addition, suppose that 𝑡 ∈ 𝐿{ and 𝐖(𝑡) is continuous. Then 𝐖(𝑡) is uniformly bounded and 
∀𝑡 ∈ 𝑅I so that: 
‖𝑾(𝑡)‖ ≤ 𝐶Ô (3.87) 



















»𝛼E𝐼I×I = 𝜆E𝐼I×I 
(3.88) 




𝑾𝑑𝜏 ≥ 𝜆E𝑇𝐼I×I	,						∀𝑡 ≥ 𝑇 (3.89) 
Based on Eq. (3.89) a new lower bound for 𝑷DE(𝑡) can be computed. In fact, using Eq. (3.81) it 
























+ 𝑒D~Ð𝜆E𝑇Ó 𝐼I×I 
(3.90) 




Ó 𝐼I×I ≤ 𝑘7𝐼I×I (3.91) 
This leads to uniform lower boundedness of the 𝜆(𝑡) by a positive constant: 






= 𝜆I > 0 (3.92) 
Recall from Eq. (3.69) that: 
?̈?(𝑡) = 𝑒D∫ ~(.)J.
Ì
Ð 𝑷(𝑡)?̈?(0) (3.93) 
The norm of the parameter estimation error ?̈?(𝑡) satisfies: 
‖?̈?(𝑡)‖ ≤ 𝑒D∫ ~(.)J.
Ì
Ð 𝑘7‖?̈?(0)‖ ≤ 𝑒D~×ØÙ(zDÑ)𝑘7‖?̈?(0)‖ (3.94) 
Implies the exponential convergence of the estimated parameters to the true unknown values, i.e.: 
lim
z→{
‖?̈?(𝑡)‖ = 0 (3.95) 
3.6.1.1. Illustrative example of bounded gain forgetting factor tuning 
Consider again a time varying mass system as shown below: 
𝑢 = 𝑚(𝑡)𝑤(𝑡) (3.96) 
and a time varying dynamic system for mass estimation including a disturbance: 
𝑢 = 𝑚(𝑡)𝑤(𝑡) + 𝑑(𝑡) (3.97) 
with 𝑤 = 5 sin(𝑡) m/sF, the time-varying true mass is assumed to be 𝑚(𝑡) = 1 + 0.5sin	(0.5𝑡) 
kg, and the disturbance 𝑑(𝑡) = 0.5sin	(20𝑡). 
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The least-square exponential forgetting with automatic tuning  parameters defined as follows for 
this simulation effort and use similar simulation as defined pervious: 
Table 3.6: Least-square parameters using bounded gain forgetting factor 
Parameter Value Parameter Value 
𝑃+ 1 𝜆7 20 
𝜆 20 𝑘7 10 
 
Figure 3.10 shows outstanding tracking estimation is achieved for mass varying using a bounded 
gain forgetting factor with the updated least-square exponential forgetting estimation algorithm. 
Figure 3.11 displays the developed estimation law has good capability to converge the time varying 
parameter in with a disturbance input. 
 
Figure 3.10: Bounded gain forgetting factor method 
for parameter estimation with disturbance 
 
 
Figure 3.11: Bounded gain forgetting factor method 
for parameter estimation with disturbance 
 
The developed least-squares exponential forgetting with bounded gain estimator law, described in 
Eq. (3.63), Eq. (3.64), and Eq. (3.76), will be used to estimate the increment to switching gain to 
form a truly model-free sliding mode control algorithm. 
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4. Model-Free Sliding Mode Control Algorithm 
In control systems used for robot manipulators, as an example, may carry large payloads with 
unknown inertial parameters. Also, power systems may be subjected to large variation of load, and 
in a chemical process, various chemical elements property can change due to the external 
environment condition which affects overall controller performance. For these reasons, the model-
free sliding mode control method developed by [1], [2] has a distinct advantage since it is solely 
based on previous control inputs, system state measurements, and knowledge of system’s order. 
However, the approach developed in [1], [2] assumed the control input gain bounds were known, 
and therefore is not purely model-free. Because the system dynamics may have well-known 
dynamics at the beginning, but experience unpredictable parameter variations as control operation 
goes on, thus the assumption of known control input gain bounds is not feasible. Unless such 
parameter uncertainties are gradually reduced previous developed methods cannot considered as 
truly model-free, therefore, modifications are required. 
The time varying increment to the switching gain (𝜂), represents the parametric uncertainty of 
system to compensate the system parameter uncertainty. The basic concept is to estimate the 
switching gain and update the control law in real-time to maintain consistent performance of the 
system. A prediction error based estimation law, namely, least-squares with exponential bounded 
gain forgetting is developed and described in the Chapter 3 to estimate the switching gain. After 
implementing the estimator, the existing control law developed [1] and [2] can be updated in real-
time providing a truly model-free approach. The new model-free sliding mode control law 
becomes more robust and can handle uncertain systems directly. The new control system 
significantly improves the performance of the low pass filter break frequency to account for 
unmodeled high frequency dynamics, i.e., unmodeled structural mode or neglected time delay. 
4.1. System Description 
Consider the following nth-order autonomous system: 
𝒙0I = 𝒇0(𝑥) + [𝐵]0×𝒖 (4.1) 
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where 𝒙 is the output to be controlled, 𝒖 is the control input, 𝑝 and 𝑚 are the number of outputs 
and inputs, 𝑛 is the system’s order and 𝑥 is the state vector. In Eq. (4.1), the functions 𝑓(𝐱) defines 
the autonomous nonlinear character in 𝑥. 𝐵 is a 𝑝 × 𝑚 matrix of control input gains. 
The system is redefined in the following form to derive the model-free algorithm: 
𝒙0I = 𝒙0I + [𝐵]𝒖 − [𝐵]𝒖ÛÜÝ − [𝐵]𝒖 + [𝐵]𝒖ÛÜÝ (4.2) 
where 𝒖ÛÜÝ is the previous control input. 
The error between the current and previous control input is defined as: 
𝜺 = 𝒖ÛÜÝ − 𝒖Û  (4.3) 
In order to compute the control law without encountering an algebraic loop throughout the 
simulation, an estimate of the control input error is defined as: 
𝜺B = 𝒖ÛÜß − 𝒖ÛÜÝ (4.4) 
where 𝒖ÛÜß is the second previous control input. The control input error estimation is assumed 
to be within the bounds of: 
(1 − 𝜎*)𝜺B ≤ 𝜺B ≤ (1 + 𝜎/)𝜺B (4.5) 
where 𝜎* and 𝜎/ are the lower and upper bounds, respectively, of the control input error estimate. 
At high sampling times, the error estimate will equal the actual error, thus the bounds will be 
approximate to zero. 
In order to guarantee that the tracking problem will be achievable using a finite control input 𝑢, 
the following condition must be satisfied: 
𝒙J(0) = 𝒙(0) (4.6) 
The equation above is quite obvious, i.e., the states cannot jump from a certain value to another. 
In physical systems, this condition is inherently satisfied, since state measurement need to be 
zeroed out at initiation. 
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where 𝜆 is a strictly positive constant and the slope of the sliding surface. Hence, given an initial 
condition, the problem of tracking the state vector is equivalent to that of remaining on the surface 
𝑠, defined above, for all 𝑡 > 0. The control tracking problem is simplified of tracking a 𝑛-
dimensional vector 𝑥J to that of keeping the scalar quantity 𝑠 at zero. 
Thus, replacing the state tracking problem by a first-order stabilization problem, i.e., the problem 





F ≤ −𝜂|𝑠| (4.8) 
where 𝜂 is a strictly positive constant. Eq. (4.8) is known as sliding condition. 
Satisfying the sliding condition, the system is guaranteed to be asymptotically stable since the 
Lyapunov stability criteria is being satisfied at all same time. To handle modeling imprecisions, 
and also disturbances, a discontinuous term is added to the control law., i.e.: 
𝑢B = 𝑢 − 𝐾𝑠𝑔𝑛(𝑠) (4.9) 
where 𝐾 is the switching gain and 𝑠𝑔𝑛(𝑠) is a signum function, which is defined as: 
á𝑠𝑔𝑛
(𝑠) = 1									, 𝑖𝑓	𝑠 > 0
𝑠𝑔𝑛(𝑠) = −1						, 𝑖𝑓	𝑠 < 0 (4.10) 
In practice, the value of the sliding surface is never known with infinite precision and, in addition, 
the switching is not instantaneous. Consequently, the controller will contain a large amount of 
chattering. The effect of chattering is highly undesirable, since it leads to energy loss, control 
system damage, and excitation of unmodeled dynamics, due its high frequency characteristic. In 
order to eliminate chattering, a smooth boundary layer can be inserted to the control law. However, 
a tradeoff between tracking precision and smoothness is observed as a result. While the first 
approach handles the parametric uncertainties, the second one guarantee robustness to high 
frequency unmodeled dynamics. 
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4.2. Derivation of Second-order MIMO System Control Law 
For a second-order system, the following sliding surface is obtained using Eq. (4.7): 
𝒔 = ?̇̈? + 𝜆?̈? (4.11) 
The control law is computed by differentiating the sliding surface and setting the resulting equation 
to zero which ensures no movement of the trajectories once the trajectories have reached the sliding 
surface. The resulting equation is shown below: 
?̇? = ?̈̈? + 𝜆?̇̈? = 0 (4.12) 
Substituting Eq. (4.4) into Eq. (4.2): 
𝒙0I = 𝒙0I + [𝐵]𝒖 − [𝐵]𝒖ÛÜÝ − [𝐵]𝜺 (4.13) 
Substituting Eq. (4.13) into Eq. (4.12): 
?̇? = ?̈̈? + 𝜆?̇̈? + [𝐵]𝒖− [𝐵]𝒖CDE − [𝐵]𝜺 = 0 (4.14) 
Arranging the equation above in terms of the control input 𝑢 results in: 
[𝐵]𝒖 = −?̈̈? − 𝜆?̇̈? + [𝐵]𝒖CDE − [𝐵]𝜺 (4.15) 
After dividing both sides of the Eq. (4.15) by the control input gain, the following control law is 
obtained: 
𝒖 = [𝐵]DE−?̈̈? − 𝜆?̇̈? + 𝒖CDE − 𝜺 (4.16) 
Again, a discontinuous term must be added to the control law in order to the control system be 
able to move the system’s trajectories into the sliding surface in the presence of uncertainties: 
𝒖 = [𝐵]DE−?̈̈? − 𝜆?̇̈? − 𝜂𝑠𝑔𝑛(𝒔) + 𝒖CDE − 𝜺 (4.17) 




4.3. Asymptotic Stability of the Controller 
To ensure the system will achieve asymptotic stability during the reaching phase, Lyapunov’s 





which is a positive definite function and radially unbounded. Differentiating Eq. (4.18) yields: 
?̇?(𝒙) = ?̇?𝒔 (4.19) 
Substituting Eq. (4.14) into Eq. (4.19), and setting the result to be strictly negative to ensure global 
asymptotic stability results in: 
?̇?(𝒙) = 𝒔·?̈̈? + 𝜆?̇̈? + [𝐵]𝒖 − [𝐵]𝒖CDE − [𝐵]𝜺¸ ≤ 0 (4.20) 
Substituting the control law from Eq. (4.17): 
?̇?(𝒙) = 𝒔·?̈̈? + 𝜆?̇̈? + [𝐵]·[𝐵]DE−?̈̈? − 𝜆?̇̈? − 𝜂𝑠𝑔𝑛(𝒔) + 𝒖CDE − 𝜺¸ − [𝐵]𝒖CDE
− [𝐵]𝜺¸ ≤ 0 
(4.21) 
Simplifying the result: 
?̇?(𝒙) = 𝒔(−𝜂𝑠𝑔𝑛(𝒔)) ≤ 0 (4.22) 
This signum function is negative unitary when the sliding surface is negative, positive unitary 
when the sliding surface is positive, 𝒔(𝑠𝑔𝑛(𝒔)) can be replaced with |𝒔| which yields: 
?̇?(𝒙) = −𝜂|𝒔| 	≤ 0 (4.23) 
which is always satisfied since 𝜂 is strictly positive. Therefore, the derivative of the Lyapunov 
function is negative definite and closed-loop system is asymptotically stable. 
4.4. Switching Gain 
The control law, defined at Eq. (4.17), is redefined as: 
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𝒖¥ = 𝐵)
DE−?̈̈? − 𝜆?̇̈? − 𝑲𝑠𝑔𝑛(𝒔) + 𝒖CDE − 𝜺B (4.24) 
where 𝜺B is the estimation of the control input error, 𝐵)  is the estimation of the input matrix, and 𝑲 
is the switching gain to be found. The switching gain is required to ensure that the system’s states 
are asymptotically stable during the reaching phase. For the condition be true, the sliding condition 
must be satisfied, i.e.: 
𝒔?̇? ≤ −𝜂|𝑠| (4.25) 
Performing the same procedures as before used to proof the controller form, but now with the 
control law defined at Eq. (4.24), the following is obtained: 
𝒔 Æ?̈̈? − [𝐵]𝐵)
DE
?̈̈? + 𝜆?̇̈? − [𝐵]𝐵)
DE
𝜆?̇̈? − [𝐵]𝜀̂ + [𝐵]𝜀 − [𝐵]𝐵)
DE
𝑲𝑠𝑔𝑛(𝒔)È ≤ −𝜂|𝑠| (4.26) 
To be most conservative as possible, the upper bound of the control input error is used: 
𝜀 = (1 + 𝜎/)𝜀 ̂ (4.27) 
Replacing Eq. (4.27) into Eq. (4.26): 
𝒔 Æ?̈̈? − [𝐵]𝐵)
DE
?̈̈? + 𝜆?̇̈? − [𝐵]𝐵)
DE
𝜆?̇̈? + [𝐵]𝜎/𝜀̂ − [𝐵]𝐵)
DE
𝑲𝑠𝑔𝑛(𝒔)È ≤ −𝜂|𝑠| (4.28) 
Eq. (4.28) can be rewritten as: 
𝒔 Æ?̈̈? 1 − [𝐵]𝐵)
DE
 + 𝜆?̇̈? 1 − [𝐵]𝐵)
DE
 + [𝐵]𝜎/𝜀̂ − [𝐵]𝐵)
DE
𝑲𝑠𝑔𝑛(𝒔)È ≤ −𝜂|𝑠| (4.29) 
Writing in terms of the switching gain 𝐾: 
[𝐵]𝐵)
DE
𝑲|𝒔| ≥ 𝒔 Æ?̈̈? 1 − [𝐵]𝐵)
DE
 + 𝜆?̇̈? 1 − [𝐵]𝐵)
DE
 + [𝐵]𝜎/𝜀̂È + 𝜂|𝑠| (4.30) 
Dividing Eq. (4.30) both sides by [𝐵]𝐵)
DE
 the following is obtained: 
𝑲|𝑠| ≥ 𝒔 Æ?̈̈? 𝐵)[𝐵]DE − 𝐵)[𝐵]DE[𝐵]𝐵)
DE
 + 𝜆?̇̈? 𝐵)[𝐵]DE − 𝐵)[𝐵]DE[𝐵]𝐵)
DE





Finally, after some simplifications Eq. (4.31) can be written as: 
𝑲|𝑠| ≥ 𝒔?̈̈?·𝐵)[𝐵]DE − 1¸ + 𝜆?̇̈?·𝐵)[𝐵]DE − 1¸ + 𝐵)𝜎/𝜀̂ + 𝐵)[𝐵]DE𝜂|𝒔| (4.32) 
To ensure the switching gain 𝑲 remains positive absolute values are assigned to both sides of the 
equation to the controller be most conservative possible (to be able to handle the most extreme 
case). Thus, after dividing both sides of the equation by the absolute value of the sliding surface: 
𝑲 = q𝐵)[𝐵]DE − 1q?̈̈? + q𝐵)[𝐵]DE − 1q𝜆?̇̈? + q𝐵)𝜎/𝜀̂q + 𝐵)[𝐵]DE𝜂 (4.33) 
𝐵) can be determined by least-square on-line parameter estimation. The formulation of parameter 
estimation law discussed in previous section. 




The Eq. (4.33) can be simplified  
𝑲 = |[𝛽] − [𝐼]|q?̈̈?q + |[𝛽] − [𝐼]|𝜆q?̇̈?q + q𝐵)𝜎/(𝒖CDF − 𝒖CDE)q + 𝛽𝜂 (4.35) 
The control law defined at Eq. (4.24) can be also be updated by using the definition of the 
estimation of the control input error, i.e.: 
𝒖¥ = 𝐵)
DE−?̈̈? − 𝜆?̇̈? − 𝑲𝑠𝑔𝑛(𝒔) + 2𝒖CDE − 𝒖CDF (4.36) 
4.5. Boundary Layer 
Many physical systems require that the effect of control chattering be eliminated. Slotine and Li 
[26] states that the smoothing control discontinuity essentially assigns a low-pass filter structure 
to the local dynamics of the sliding surface, which eliminates the chattering. The concept can be 
easily understood considering the chattering is essentially a high frequency signal. 
In order to maintain attractiveness of the boundary layer, if the boundary layer is time-varying, the 
sliding condition (4.8) is updated as the following: 
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F ≤ (?̇? − 𝜂)|𝑠| (4.37) 
The equation defined above guarantees the distance to the boundary layer is always decreasing, 
similar to the original sliding condition. Also, the term implies that during the contraction of the 
boundary layer (?̇? < 0) the boundary condition is more rigid while during the boundary layer 
expansion (?̇? > 0) is less rigid. Furthermore, in order to satisfy the equation (4.37), a new 
switching gain must be used: 
𝑲5 = 𝑲− ?̇? (4.38) 
The control law becomes: 
𝒖¥ = 𝒖 − 𝑲5𝑠𝑎𝑡 Ò
𝑠
𝝋Ó (4.39) 
where the 𝑠𝑎𝑡 
𝝋















Lastly, the dynamics of the boundary layer are determined by the following equation: 
?̇? + 𝜆𝝋 = 𝐾(𝒙𝒅) (4.41) 
The Eq. (4.41) is also known as the balance condition. With this approach, instead of perfect 
tracking it ensures a tracking within a known precision while significantly reducing control 
chattering in an optimal manner. 
The control law defined at Eq. (4.36) updated with boundary layer as: 
𝒖¥ = 𝐵)
DE
É−?̈̈? − 𝜆?̇̈? − (𝑲 − ?̇?)𝑠𝑎𝑡 Ò
𝑠








− ·|[𝛽] − [𝐼]|q?̈̈?q + |[𝛽] − [𝐼]|𝜆q?̇̈?q + q𝐵)𝜎/(𝒖CDF − 𝒖CDE)q + 𝛽𝜂
− ?̇?¸𝑠𝑎𝑡 Ò
𝑠
𝝋ÓÊ + 2𝒖CDE − 𝒖CDF 
(4.43) 
where the boundary layer dynamics are defined as: 
?̇? = −𝜆𝝋 + |[𝛽] − [𝐼]|q?̈̈?q + |[𝛽] − [𝐼]|𝜆q?̇̈?q + q𝐵)𝜎/(𝒖CDF − 𝒖CDE)q + 𝛽𝜂 (4.44) 
with 𝝋(0) = 𝜂/𝜆. 
4.6. Increment to the Switching Gain Estimation 
Since the input influence gain is not well-known the sliding condition will not be satisfied if the 
increment to the switching gain is too small. Therefore, it is reasonable to base the estimation of 
the increment to the switching gain so the sliding condition is satisfied. To begin the process, 
assume ?̂? to be the estimate of the increment to the switching gain. The boundary layer and the 





F ≤ [?̇? − ?̂?]|𝑠| (4.45) 
Simplifying Eq. (4.45) yields: 
𝑠?̇? ≤ [?̇? − ?̂?]|𝑠| (4.46) 
The increment to the switching gain can be estimated to compensate the distance error between 
the sliding surface and the boundary layer until the sliding condition is satisfied. Since 	|𝑠| ≥ 𝝋 
when the increment to the switching gain is too small, the sliding surface error is formulated as: 
𝑒 = [?̇? − ?̂?]|𝑠| − 𝑠?̇? (4.47) 
The estimation of the increment to the switching gain is obtained by minimizing the sliding surface 
error using the least-square exponential forgetting estimator (described in Section 3.5). From Eq. 
(3.63) the dynamics of estimator gain matrix in the sliding surface-|𝑠| is computed as: 
?̇? = 𝜆0𝑷 − 𝑷|𝑠||𝑠|𝑷 (4.48) 
assuming 𝑷(0) is the estimator gain matrix initial value, 𝜆0 is the time varying forgetting factor. 
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To achieve optimal estimation results the bounded gain automatic tuning approach (described is 
Section 3.6) with the exponential forgetting estimator is used. From Eq. (3.76) the time varying 
forgetting factor is: 




where 𝜆7 is the maximum forgetting rate and 𝑘7 is the pre-specified bound for estimator gain 
matrix magnitude. 
In Eq. (4.49), the initial value of the estimator gain |𝑷(0)| is required to satisfy the constraint 
|𝑷(0)| ≤ 𝑘7 in order to avoid estimator gain matrix unboundedness. 
Substituting 𝜆0 from Eq. (4.49) into Eq.(4.48) results in: 
?̇? = 𝜆7 º1 −
|𝑷|
𝑘7
»𝑷 − 𝑷|𝑠||𝑠|𝑷 (4.50) 
For the magnitude of the sliding surface-|𝑠|, the increment to the switching gain estimation 
dynamics can be formed using the exponential forgetting estimator, i.e., Eq. (3.64) yielding: 
?̇̂? = −𝑷|𝑠|𝑒 (4.51) 
Substituting the error value, 𝑒 from the Eq. (4.47) into Eq. (4.51) the final increment to the 
switching gain estimation dynamics is obtained: 
?̇̂? = −𝑷|𝑠|[?̇? − ?̂?]|𝑠| − 𝑠?̇? (4.52) 
where ?̇̂?(0) is the initial value (best “guess”) of increment to the switching gain. 
4.7. Unitary Input Influence Gain 
To achieve closed-loop asymptotically stability with estimation of the increment to the switching 
gain (?̂?), assume input influence gain unitary, 𝐵 = 𝐵) = 1: 
Then Eq. (4.34) can be written as: 




Substituting Eq. (4.53) in the Eq. (4.35), the new switching gain obtain as: 
𝑲 = |𝜎/(𝒖CDF − 𝒖CDE)| + ?̂? (4.54) 
Substituting Eq. (4.53) and Eq. (4.54) in the Eq. (4.43), updated control law forms as: 
𝒖¥ = É−?̈̈? − 𝜆?̇̈? − (|𝜎/(𝒖CDF − 𝒖CDE)| + ?̂? − ?̇?)𝑠𝑎𝑡 Ò
𝑠
𝝋ÓÊ + 2𝒖CDE − 𝒖CDF (4.55) 
where the boundary layer dynamics are defined as: 
?̇? = −𝜆𝝋+|𝜎/(𝒖CDF − 𝒖CDE)| + ?̂? (4.56) 
with 𝝋(0) = 𝜂(0)/𝜆. 
4.7.1. Proof unitary input influence gain satisfy the control law 
To verify the above assumption that the unitary input influence gain satisfies the control law to 
achieve closed loop stability for estimating increment to the switching gain (𝜂). The following 
example will compare between the control input gain assume as unitary and the actual non-unitary 
control input gain. 
Consider the following second-order nonlinear system with the actuator dynamics: 
𝑚?̈? + 𝑐?̇? + 𝑘𝑥F = 𝑏𝑢 (4.57) 
where 𝑚 is the mass of the system; 𝑐 is the damping coefficient;  𝑘 is the nonlinear spring constant; 
𝑢 is the control input; 𝑏 in the control input gain and ?̈?, ?̇? and 𝑥 are the state measurement 
variables. 
The actuator dynamics transfer function defined as: 
TFêëìíêìîï =
1
𝜏𝑠 + 1 
(4.58) 
where 𝑠 is the Laplace variable and 𝜏 is the system time constant assumed to be 0.01 seconds. 
In the above example, the mass is considered to 2 kg, the damping coefficient to 0.8 N/m/s , and 
spring constant to 2 N/m. 
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The control influence gain is, 𝑏 = 3 + 2𝑠𝑖𝑛 E
ð
𝑡 
The tracking problem is to track the reference signal defined as: 




Using the control law Eq. (4.43) and Eq. (4.55), and the switching gain Eq. (4.35) and Eq. (4.54), 
and estimation law Eq. (4.50) and Eq.(4.52), a sampling time of 0.001 seconds with ode5 as solver 
was implemented for 30 seconds. The controller parameters are defined as follows: 
Table 4.1: Estimation of increment to switching gain for nonlinear system 
Controller parameters Estimator parameters 
Parameter Value Parameter Value 
𝜆 4.3 𝜆7 20 
𝜂7 0.09 𝑃7 50 
𝜎/ 0.8 𝐾7 500 
 
Figure 4.1 displays the position tracking with assumed unitary input gain and Figure 4.2 when the 
unitary gain is not unitary. Outstanding tracking agreement is observed for both cases. 
 
Figure 4.1: Position comparison assume unitary 
input gain to estimate increment switching gain 
 
Figure 4.2: Position comparison with actual input 
gain to estimate increment switching gain 
 





























Figure 4.3 displays the velocity tracking with assumed unitary input gain and Figure 4.4 when the 
unitary gain is not unitary. Again, outstanding tracking agreement is observed for both cases. 
Figure 4.5 and Figure 4.6 display the acceleration tracking comparison with unitary input gain and 
non-unitary gain, respectively. Again, outstanding tacking agreement is observed. 
 
Figure 4.3: Velocity comparison assume unitary 
input gain to estimate increment switching gain 
 
 
Figure 4.4: Velocity comparison with actual input 




Figure 4.5: Acceleration comparison assume unitary 
gain to estimate increment switching gain 
 
 
Figure 4.6: Acceleration comparison with actual 
input gain to estimate increment switching gain 
 
 









































































Figure 4.7 shows the position tracking error when assume unitary gain and Figure 4.8 shows when 
actual the gain is non-unitary. Each response shown minimal error value ~10Dð. 
Figure 4.9 displays velocity tracking error with considering unitary gain and Figure 4.10 consider 
actual gain, each trajectory follows miniscule error and value about 10Dð. 
 
Figure 4.7: Position error assume unitary input gain 
to estimate increment switching gain 
 
 
Figure 4.8: Position error with actual input gain to 
estimate increment switching gain 
  
 
Figure 4.9: Velocity error assume unitary input gain 
to estimate increment switching gain 
 
 
Figure 4.10: Velocity error with actual input gain to 


















10-3 Position Tracking Error











10-3 Position Tracking Error














10-3 Velocity Tracking Error















10-3 Velocity Tracking Error
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Figure 4.11 shows the acceleration tracking error when assume unitary gain and Figure 4.12 shows 
actual gain. Each response shown an initial spike due to higher order simulation initialization then 
decreases significantly and is considered acceptable. 
Figure 4.13 displays sliding surface with boundary layer for unitary input gain system and Figure 
4.14 shows the non-unitary gain case. In both case the sliding condition satisfied ensuring tracking 
stability is achieved throughout the time history responses. 
 
Figure 4.11: Acceleration error assume unitary input 
gain to estimate increment switching gain 
 
 
Figure 4.12: Acceleration error with actual input 




Figure 4.13: Boundary layer assume unitary input 
gain to estimate increment switching gain 
 
 
Figure 4.14: Boundary layer with actual input gain 
to estimate increment switching gain 
 
 





































































Figure 4.15 shows the switching gain assuming unitary control input gain and Figure 4.16 shows 
the non-unitary gain case. In both cases, the switching gains are always positive as expected. 
Figure 4.17 display the control effort for the unitary control input gain system, and Figure 4.18 
displays the non-unitary gain case. In both cases the control effort appears smooth and reasonable 
for estimating time varying 𝜂. 
 
Figure 4.15: Switching gain assume unitary input 
gain to estimate increment switching gain 
 
 
Figure 4.16: Switching gain with actual input gain to 




Figure 4.17: Control effort assume unitary input 
gain to estimate increment switching gain 
 
 
Figure 4.18: Control effort with actual input gain to 
estimate increment switching gain 
 
 














Switching Gain, K 











Switching Gain, K 

























Figure 4.19 shows the estimated increment to switching gain 𝜂, for the unitary gain system and 
Figure 4.20 for the non-unitary case. The switching gain is updated in real-time to satisfy the 
sliding condition and the estimation process appears to be working correctly. 
 
Figure 4.19: Estimated 𝜂 assume unitary input gain 
 
Figure 4.20: Estimated 𝜂 with actual input gain  
Overall, to examine the validity of assumption that the control input gain is unitary to estimate the 
increment to the switching gain (𝜂) is required to satisfy the sliding condition. In the above 
example, a nonlinear second order with actuator time delay system was simulated with the 
developed model-free sliding mode controller. A sine wave was used the desired signal to track. 
The controller was implemented in two cases: 1) unitary control input gain to estimate time varying 
𝜂, and; 2) the actual control input gain that is non-unitary to estimate 𝜂. Note, in both the cases the 
plant dynamics assumed the actual non-unitary control input gain. From the simulation results, for 
both the cases, the position and velocity tracking performance achieved near-perfect tracking and 
tracking errors were similar and negligible. For the acceleration tracking, both cases displayed an 
initial spike then reduced to an acceptable level. The initial spike occurred due to the higher order 
initialization and actuator dynamics time delay. The controller required nearly equal amount of 
control efforts in each case and no chattering observed. The sliding condition was satisfied for 
each case and the switching gains were observed to always remain positive as predicted. The 
required estimated value of 𝜂 also were nearly equal to the updated the boundary layer. Therefore, 
the assumption that a real-time estimator can be used to estimate the switching gain and maintain 
tracking stability is valid. Also, it is evident the assumption does not diminish the controller 
performance. Hence, hereafter following simulations will assume the control input gain is unitary 
in the development of the model-free approach to estimate the switching gain, 𝜂 in real-time. 















Estimated Small Constant "ita" 
















Estimated Small Constant "ita" 
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5. Model-Free SMC Scheme for SISO and MIMO System 
In this chapter, the developed model-free sliding mode control law with varying boundary layer 
and assumed unitary control input gain to estimate time varying 𝜂 described in Eq. (4.54) and the 
switching gain in Eq. (4.55) is implemented on SISO and MIMO systems. The estimation of 𝜂 is 
required for the control law obtained by implementing the parameter estimation law described in 
Eq. (3.63), Eq. (3.64) and Eq.(3.76). Each system is illustrated for a linear and a nonlinear second-
order system without actuator dynamics. 
5.1. SISO System 
In control system engineering a SISO system is a simple single variable control system with one 
input and one output. The following sections presents two examples to evaluate the truly model-
free approach: a linear second-order system and a nonlinear second-order system. 
5.1.1. Linear system 
Consider the following second-order mass-spring-damper linear system: 
𝑚?̈? + 𝑐?̇? + 𝑘𝑥 = 𝑏𝑢 (5.1) 
where 𝑚 is the mass of the system; 𝑐 is the damping coefficient; and 𝑘 is the nonlinear spring 
constant; 𝑢 is the control input; 𝑏 in the control input gain; ?̈?, ?̇? and 𝑥 are the state measurement 
variables. 
In the above example, the mass is assumed to be 2 kg, the damping coefficient 0.8 N/m/s, spring 
constant 2 N/m, and the control input gain, 𝑏 = 45 + 20𝑠𝑖𝑛 E
ð
𝑡. 
The tracking control problem tracks the reference signal defined as: 




A simulation was performed using Simulink [with Eq. (4.50), Eq.(4.52), Eq. (4.55) and Eq. (4.54), 
Eq. (4.56)], with the fixed-step solver ode5 (Dormand-Prince) at a sampling time of 0.001 seconds 
for 30 seconds. The controller parameters are defined as follows: 
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Table 5.1: Second-order linear SISO system control and estimation parameters 
Controller parameters 𝜂 estimator parameters 
Parameter Value Parameter Value 
𝜆 15 𝜆7 2 
𝜂7 0.000043 𝑃7 5 
𝜎/ 0.2 𝐾7 500 
 
Figure 5.1 displays the position tracking responses. Outstanding agreement is observed between 
the desired and simulated measurement responses.  
Figure 5.2 displays the position tracking error responses. The maximum error is less than 4e-06 
proving the effectiveness of the model-free approach in providing outstanding tracking 
performance. 
 



































10-7 Position Tracking Error
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Figure 5.3 shows the comparison between the velocity state and desired velocity response. Figure 
5.4 displays the velocity tracking error remain small after the initial spike due to the simulation 
algebraic loop. 
Figure 5.5 shows near-perfect tracking is achieved between the acceleration state and desired 
trajectory. Figure 5.6 displays the acceleration tracking error and after an initial spike reduce to 
negligible values. 
 









Figure 5.5: Acceleration comparison second order 
linear SISO system 
 
 
Figure 5.6: Acceleration error second order linear 
SISO system 
  





























10-5 Velocity Tracking Error
































Figure 5.7 displays the sliding surface, s-trajectory along with boundary layer and shows the 
sliding surface remains within the boundary layer as expected proving asymptotic stability. Figure 
5.8 represents the switching gain which is always positive as predicted. 
Figure 5.9 displays the estimated increment to switching gain and varies as the sliding surface 
exceeds the boundary layer as shown in Figure 5.7. Figure 5.10 shows required control effort is 
reasonable with no control effort chattering present. 
 

































































10-5 Estimated Small Constant "ita" 













Overall, the developed model-free sliding mode controller achieved perfect tracking performance 
for a second-order linear SISO system where a sine wave was used as desired signal to track. The 
system’s states followed the reference signals nearly perfectly with position tracking showing 
minimal error. The velocity and acceleration tracking errors experienced an initially spike then 
reduced to negligible values over a small amount of time. The initially spike occurred due to the 
inability to initialize the higher order states in the simulation. However, in physical systems, since 
sensors are typically initialized at start-up and hence all the states measurement initialized, this 
issue will not be encountered. The controller effort was smooth and reasonable throughout the 
tracking problem. The sliding condition was satisfied as the increment to the switching gain was 
estimated properly proving asymptotically stability can be achieved for the closed-loop system. 
5.1.2. Nonlinear system 
Consider the following second-order nonlinear system: 
?̈? + 3𝑥?̇? + 5𝑥F = 𝑏𝑢 (5.3) 
where 𝑢 is the control input; ?̈?, ?̇? and 𝑥 are the states measurement variable, and the control 
input gain is 𝑏 = 3 + 2sin	(𝑡). The reference signal to be tracked is defined as: 




A simulation was performed using Simulink with the same configuration as used for the previous 
example. The controller parameters are defined as follows: 
Table 5.2: Second-order nonlinear SISO system control and estimation parameters 
Controller parameters 𝜂 estimator parameters 
Parameter Value Parameter Value 
𝜆 15 𝜆7 2 
𝜂7 0.001 𝑃7 5 
𝜎/ 0.2 𝐾7 500 
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Figure 5.11 shows outstanding agreement between the state position and the desired position 
trajectory. Figure 5.12 displays the position tracking error with a maximum error of less than 
~1.5e-5 proving the outstanding position tracking performance of the control law. 
Figure 5.13 shows near-perfect agreement between the velocity state and the desired velocity. 
Figure 5.14 displays the velocity tracking error and is minimal remaining less than ~6e-5 
throughout the simulation time history. 
 
Figure 5.11: Position comparison second order 
nonlinear SISO system 
 
 





Figure 5.13: Velocity comparison second order 
nonlinear SISO system 
 
 






























10-5 Position Tracking Error




























10-5 Velocity Tracking Error
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Figure 5.15 shows near-perfect tracking between the acceleration state and desired state. Figure 
5.16 displays the acceleration tracking error with an overall magnitude of less than 4e-03. 
Figure 5.17 displays the sliding surface with boundary layer of the closed-loop system. As with 
the previous example, the sliding condition (i.e., the sliding surface remains within the boundary 
layer) is satisfied after the increment to switching gain is estimated. Figure 5.18 represents the 
switching gain and is always positive as expected. 
 
Figure 5.15: Acceleration comparison second order 
nonlinear SISO system 
 
 
Figure 5.16: Acceleration error second order 












































10-3 Acceleration Tracking Error






























Figure 5.19 displays the estimated increment to switching gain 𝜂, and varies as a function of the 
sliding condition being satisfied as shown in Figure 5.17. Figure 5.20 shows the required control 
effort and is smooth containing no chattering and reasonable. 
 
 








In summary, the developed model-free sliding mode controller achieved excellent tracking 
performance for a second-order nonlinear SISO system where a sine wave was used as the desired 
signal to be tracked. The system’s states trajectories followed the reference signals nearly perfectly 
and the tracking errors were shown to be minimal. The controller was smooth with no chattering 
and was observed to be reasonable. The sliding condition satisfied as the estimated to the increment 
gain varied and was estimated proving that the closed-loop system is asymptotically stable. 
  















10-3 Estimated Small Constant "ita" 













5.2. MIMO System 
In system types, a MIMO system is a multi-variable control system with more than one input and 
output. This section presents simulation results of a nonlinear second-order system without 
actuator dynamics under the new type of model-free control approach. 
5.2.1. Nonlinear system 
Consider the following second-order nonlinear system: 
𝑚E?̈?E − 𝑐F(?̇?F − ?̇?E)|?̇?F − ?̇?E| − 𝑘F(𝑥F − 𝑥E) + 𝑑F(𝑥F − 𝑥E)ð + 𝑐E?̇?E|?̇?E| + 𝑘E𝑥E − 𝑑E𝑥Eð
= 𝑏E𝑢E 
𝑚F?̈?F + 𝑐F(?̇?F − ?̇?E)|?̇?F − ?̇?E| + 𝑘F(𝑥F − 𝑥E) − 𝑑F(𝑥F − 𝑥E)ð = 𝑏F𝑢F 
(5.5) 
where 𝑚E and 𝑚F are the masses of the system in kg; 𝑐E and 𝑐F are the damping coefficients in 
N/m/s; 𝑘Eand 𝑘F are the nonlinear spring constants in N/m; 𝑑E and 𝑑F are the spring stiffness in 
N/m, 𝑢E and 𝑢F are the control inputs; 𝑏E and 𝑏F are the control input gains; ?̈?, ?̇? and 𝑥 are the 
state measurement variables. 
In the above example, the following values are assumed: 
𝑘E = 3, 𝑘F = 7;	𝑐E = 5, 𝑐F = 8;	𝑑E = −1.5, 𝑑F = −3; 			2 ≤ 𝑚E ≤ 4; 2 ≤ 𝑚F ≤ 6 (5.6) 
The control influence gains are assumed to be: 
𝑏E = 5.5 + 3𝑠𝑖𝑛(𝑡) 
𝑏F = 2 + 0.5𝑠𝑖𝑛(𝑡) 
The reference signals to be tracked are defined as: 
𝑥EJ(𝑡) = 𝑠𝑖𝑛 
𝜋
2 𝑡 , 𝑥FJ








A simulation was performed using Simulink, with the fixed-step solver ode5 (Dormand-Prince) 
with a sampling time of 0.001 seconds for 20 seconds. The Simulink model was developed using 
the control law shown by Eq. (4.55), the switching gain in Eq. (4.54), the boundary layer dynamics 
in Eq. (4.56), and estimation law shown in Eq. (4.50) and Eq.(4.52). The controller parameters are 
defined as follows: 
Table 5.3: Second-order nonlinear MIMO system control and estimation parameters 
Controller parameters 𝜂 estimator parameters 


































Figure 5.21 and Figure 5.22 display the position tracking trajectories and show outstanding 
agreement is achieved in following the desired trajectories for the two states. 
Figure 5.23 and Figure 5.24 displays the position tracking errors. The tracking  errors are negligible 
for both states under control of the model-free algorithm. 
 
Figure 5.21: Position comparison 𝑥E second order 
nonlinear MIMO system 
 
 
Figure 5.22: Position comparison 𝑥F second order 




Figure 5.23: Position error 𝑥E second order 
nonlinear MIMO system 
 
 
Figure 5.24: Position error 𝑥F second order 
nonlinear MIMO system 
 
 






































10-4 Position Tracking Error X1













10-5 Position Tracking Error X2
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Figure 5.25 and Figure 5.26 shows the good agreement between the velocity trajectories and the 
desired trajectories for both states. 
Figure 5.27 and Figure 5.28 displays the velocity tracking errors. In the 𝑥E state an initial error 
spike was observed reducing to acceptable level over the simulation time history. The 𝑥F state 
velocity tracking error was small throughout the simulation time history. 
 
Figure 5.25: Velocity comparison 𝑥E second order 
nonlinear MIMO system 
 
 
Figure 5.26: Velocity comparison 𝑥F second order 
nonlinear MIMO system 
 
 
Figure 5.27: Velocity error 𝑥E second order 
nonlinear MIMO system 
 
 
Figure 5.28: Velocity error 𝑥F second order 
nonlinear MIMO system 
 
 














































10-4 Velocity Tracking Error X1











10-4 Velocity Tracking Error X2
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Figure 5.29 and Figure 5.30 shows nearly perfect tracking between the acceleration trajectories 
and the desired trajectories for both the state trajectories. 
Figure 5.31 and Figure 5.32 displays the acceleration tracking errors with similar observations and 
trends as the velocity tracking error. 
 
Figure 5.29: Acceleration comparison 𝑥E second 
order nonlinear MIMO system 
 
 
Figure 5.30: Acceleration comparison 𝑥F second 




Figure 5.31: Acceleration error 𝑥E second order 
nonlinear MIMO system 
 
 
Figure 5.32: Acceleration error 𝑥F second order 
nonlinear MIMO system 
 
 





















































Acceleration Tracking Error X1











10-3 Acceleration Tracking Error X2
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Figure 5.33 and Figure 5.34 displays the sliding surface along with boundary layer of the closed-
loop system. Once again, the sliding condition is satisfied as 𝜂 is estimated showing the 
effectiveness of the model-free approach. 
Figure 5.35 and Figure 5.36 represents the switching gains. Both are positive as expected. 
 
Figure 5.33:Boundary layer 𝜑E second order 
nonlinear MIMO system 
 
 
Figure 5.34: Boundary layer 𝜑F second order 




Figure 5.35: Switching gain 𝐾E second order 
nonlinear MIMO system 
 
 
Figure 5.36: Switching gain 𝐾F second order 
nonlinear MIMO system 
 
 




































10-3 Switching Gain K1











10-4 Switching Gain K2
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Figure 5.37 and Figure 5.38 shows the control efforts for the two inputs and are smooth with no 
chattering and appear reasonable for the system. 
Figure 5.39 and Figure 5.40 displays the estimated increment to switching gains. The increment to 
the gains vary (i.e., are estimated) as the sliding surface trajectories go outside the boundary layer 
as shown in Figure 5.33 and Figure 5.34. 
 
Figure 5.37: Control effort 𝑢E second order 
nonlinear MIMO system 
 
 
Figure 5.38: Control effort 𝑢F second order 
nonlinear MIMO system 
 
 
Figure 5.39: Estimated small constant 𝜂E second 
order nonlinear MIMO system 
 
 
Figure 5.40: Estimated small constant 𝜂F second 
order nonlinear MIMO system 
 
 















































10-4 Estimated Small Constant "ita1" 
















10-4 Estimated Small Constant "ita2" 
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In summary, the developed model-free sliding mode controller tested for a second-order nonlinear 
MIMO system in a tracking type problem appeared to function correctly with outstanding control 
performance. The position and velocity tracking performance showed outstanding tracking can be 
achieved with the reference signal and the tracking errors were minimal. In the acceleration 
tracking both the states followed the desired signals properly after an initial spike in the tracking 
error. The spike occurred because of inability to initialize the higher order states in simulation. 
However, in physical systems, sensors are typically initialized at start-up and the spike issue should 
be resolved. Both the controllers were reasonable with no chattering observed. The sliding 
condition was satisfied proving asymptotic stability can be achieved. The increments to the 
switching gains were estimated properly ensuring overall stability throughout the tracking of the 
desired trajectories for each state. 
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6. Model-Free SMC Scheme with Actuator Dynamics 
Time delay is a common phenomenon in control systems due to computational requirements and 
communication properties between controllers as well as the physical constraints of the actuator 
and sensor. Although most actuator time delays occur in short duration, it is widely believed delays 
are harmful for control systems in terms of stability and closed-loop performance. Therefore, it is 
important to consider the effects of actuator time-delays on the performance of the developed 
model-free control law. 
The following first-order actuator dynamics are introduced to the system: 
TFêëìíêìîï =
1
𝜏𝑠 + 1 
(6.1) 
where 𝜏 is the actuator time constant in seconds. 
The model-free technique relies on knowledge of the order of the system. For addition of the 
actuator time-delay the order of the system is increased since an additional pole has been 
introduced to the system. The additional pole becomes more dominant and hence has a greater 
effect on the plant dynamics. To address the issue, one possible solution can be to simply include 
an actuator transfer function in the calculation of the model-free scheme. However, the additional 
state will present a challenge in the formulation of the controller since there is no desired trajectory 
available for the state to track. Other solution is to use the control input after the actuator model in 
the model-free control law which is considered here. The assumption is valid since measurement 
systems are typically available to measure the input after the actuator. The controller, Eq. (4.55), 
is updated and used in the formulation of the model free sliding mode control as follows. 
𝒖¥ = É−?̈̈? − 𝜆?̇̈? − (|𝜎/(𝒖CDF − 𝒖CDE)| + ?̂? − ?̇?)𝑠𝑎𝑡 Ò
𝑠
𝝋ÓÊ + 2𝒖CDE − 𝒖CDF (6.2) 
where 𝑢C is the control input after the actuator dynamics. 
An estimation of the control input error after the actuator dynamics is defined as: 
𝜺B = 𝒖öÛÜß − 𝒖öÛÜÝ (6.3) 
where 𝒖öÛÜß is the second previous control input after the actuator dynamics.  
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The control input error after the actuator dynamics estimation is assumed to be within the bounds 
of: 
(1 − 𝜎*)𝜺B ≤ 𝜺B ≤ (1 + 𝜎/)𝜺B (6.4) 
where 𝜎* and 𝜎/ are the lower and upper bounds, respectively, of the control input error estimate. 
At high sampling times, the error estimate will equal the actual error, thus the bounds will tend 
towards zero. The actuator dynamics transfer function shown Eq. (6.1) is introduced between the 
controller output and the plant. The effects to the system performance will be simulated for SISO 
and MISO system for linear and nonlinear system applications. 
6.1. SISO System 
This section presents two examples, a linear second-order system and a nonlinear second-order 
system with the inclusion actuator dynamics. 
6.1.1. Linear system 
Consider the following second-order linear system with the actuator dynamics: 
𝑚?̈? + 𝑐?̇? + 𝑘𝑥 = 𝑏𝑢 (6.5) 
where 𝑚 is the mass of the system; 𝑐 is the damping coefficient; and 𝑘 is the nonlinear spring 
constant, 𝑢 is the control input; 𝑏 is the control input gain; ?̈?, ?̇? and 𝑥 are the state measurement 
variables. 
The actuator dynamics transfer function is: 
TFêëìíêìîï =
1
𝜏𝑠 + 1 
(6.6) 
In the above example, the mass is considered to 2 kg, the damping coefficient is 0.8 N/m/s, spring 
constant is 2 N/m, the actuator time constant is 0.01 seconds and control input gain is: 
𝑏 = ·step	time = 1, initial	value = 1, final	value = √5/2	¸º
𝑤IF
𝑠F + 2𝜁𝑤I𝑠 + 𝑤IF
»
+ (step	time = 8, initial	value = 1, final	value = 2.5) 
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The tracking problem is to track the reference signal defined as: 
Step function: (step time=1, final value=1) with a pre-filter dynamic as follows:  
𝑤IF
𝑠F + 2𝜁𝑤I𝑠 + 𝑤IF
 (6.7) 
where 𝑠 is the Laplace variable, 𝑤I is the natural frequency assume to 2 rad/s and 𝜁 is the damping 
ratio set to 1.2. 
A simulation was performed using Simulink, with a fixed-step solver ode5 (Dormand-Prince) at a 
sampling time of 0.001 seconds, for 30 seconds. A Simulink model was formed using the control 
law Eq.(6.2), the switching gain Eq. (4.54), the boundary layer dynamics Eq. (4.56), and estimation 
law Eq. (4.50) and Eq.(4.52). The controller parameters are defined as follows: 
Table 6.1: Second-order linear SISO system control and estimation parameters with including 
actuator dynamics 
Controller parameters 𝜂 estimator parameters 
Parameter Value Parameter Value 
𝜆 6 𝜆7 2 
𝜂7 0.1 𝑃7 5 







Figure 6.1 display the state position trajectory overlaid with the desired position trajectory. 
Outstanding tracking agreement is observed as verified from the position tracking error shown in 
Figure 6.2. The tracking error is less than 0.05 tending towards zero. 
Figure 6.3 shows the velocity trajectory overlaid with desired velocity trajectory. Figure 6.4 
displays the velocity tracking error. Once again, good agreement is observed. 
 
Figure 6.1: Position comparison second order linear 
SISO system with actuator dynamics 
 
 
Figure 6.2: Position error second order linear SISO 
system with actuator dynamics 
 
 
Figure 6.3: Velocity comparison second order linear 
SISO system with actuator dynamics 
 
 
Figure 6.4: Velocity error second order linear SISO 
system with actuator dynamics 
 
 

























































Figure 6.5 shows the acceleration trajectory and the desired with significant error. Figure 6.6 
displays the acceleration tracking error and tends towards zero. 
Figure 6.7 displays the sliding surface with boundary layer. Initially the sliding condition is not 
satisfied. However, as 𝜂 is estimated and control law is updated, the sliding condition is satisfied 
over time. Figure 6.8 represents the switching gain which is always positive as expected. 
 
Figure 6.5: Acceleration comparison second order 
linear SISO system with actuator dynamics 
 
 
Figure 6.6: Acceleration error second order linear 




Figure 6.7: Boundary layer second order linear SISO 
system with actuator dynamics 
 
 
Figure 6.8: Switching gain second order linear SISO 
system with actuator dynamics 
  






























































Figure 6.9 displays the estimated increment to switching gain 𝜂 and Figure 6.10 shows the control 
effort is smooth and reasonable. 
 
Figure 6.9: Estimated 𝜂 second order linear SISO 
system with actuator dynamics 
 
 
Figure 6.10: Control effort second order linear SISO 
system with actuator dynamics 
 
In summary, the developed model-free sliding mode controller implemented for a second-order 
linear SISO system including actuator dynamics is functioning as expected. A step function with 
a second-order pre-filter wave used as the desired signal to track. The position state tracked the 
reference signal nearly perfectly and position tracking displayed minimal errors. The velocity and 
acceleration tracking errors displayed an initial spike due to not satisfying the sliding condition 
since the value of the increment to the switching gain was too small. However, as the increment to 
the switching gain was estimated, the errors reduced to nearly zero over the estimation process. 
No chattering in the control effort was observed and the effort was reasonable. Note: the sliding 
condition was not satisfied initially. However, as the estimation of the increment to the switching 
gain progressed, the state tracking performance significantly improved as observed in the tracking 
errors time histories shown in Figure 6.4 and Figure 6.6. The sliding condition was eventually 
satisfied and remained satisfied as shown in Figure 6.7 after the estimation of the increment to the 
switching gain was completed. The increment to the switching gain was estimated over time and 
adjusted automatically to maintain the sliding condition and once the estimation process was 
completed the sliding surface remained inside the boundary layer proving the sliding condition 
was satisfied. 
 


















Estimated Small Constant "ita" 
















6.1.2. Nonlinear system 
Consider the following second-order nonlinear system with the actuator dynamics: 
?̈? + 3𝑥?̇? + 5𝑥F = 𝑏𝑢 (6.8) 
where 𝑢 is the control input; 𝑏 in the control input gain; ?̈?, ?̇? and 𝑥 are the state measurement 
variables. 
In above example, control input gain is assumed to be 𝑏 = 3 + 2𝑠𝑖𝑛(𝑡). 
The actuator dynamics transfer function is: 
TFêëìíêìîï =
1
𝜏𝑠 + 1 
(6.9) 
where 𝑠 is the Laplace variable and 𝜏 is the system time constant assumed to be 0.1 seconds. 
In the above example, the reference signal to be tracked is defined as: 




A simulation was performed using Simulink with the same configuration as used for the previous 
example. The controller parameters are defined as follows: 
Table 6.2: Second-order nonlinear SISO control and estimation parameters with actuator 
Controller parameters 𝜂 estimator parameters 
Parameter Value Parameter Value 
𝜆 10 𝜆7 20 
𝜂 0.1 𝑃7 25 




Figure 6.11 shows outstanding agreement is observed between the state position and the desired 
position trajectory responses. Figure 6.12 displays the position tracking error and is small proving 
the effectiveness of the model-free approach to achieve outstanding closed-loop tracking 
performance. 
Figure 6.13 shows the comparison between the state velocity and the desired velocity signal 
response. Figure 6.14 displays the velocity tracking error indicating the velocity tracking error is 
small with a maximum error of less than ~0.05. 
 
Figure 6.11: Position comparison second order 
nonlinear SISO system with actuator dynamics 
 
 
Figure 6.12: Position error second order nonlinear 
SISO system with actuator dynamics 
 
 
Figure 6.13: Velocity comparison second order 
nonlinear SISO system with actuator dynamics 
 
 
Figure 6.14: Velocity error second order nonlinear 
SISO system with actuator dynamics 
 
 



























































Figure 6.15 shows the near-perfect tracking between the acceleration state and the acceleration 
desired trajectory. Figure 6.16 displays the acceleration tracking error with an overall error 
magnitude of less than ~0.25. 
Figure 6.17 displays the sliding surface including boundary layer limits. As with the previous 
example, the sliding condition is satisfied after the increment to switching gain is estimated. Figure 
6.18. shows the switching gain is positive as expected. 
 
Figure 6.15: Acceleration comparison second order 
nonlinear SISO system with actuator dynamics 
 
 
Figure 6.16: Acceleration error second order 




Figure 6.17: Boundary layer second order nonlinear 
SISO system with actuator dynamics 
 
 
Figure 6.18: Switching gain second order nonlinear 
SISO system with actuator dynamics 
 
 
































































Figure 6.19 represents the increment to the switching gain. The estimation process of the increment 
to the switching gain occurs as the sliding surface trajectories goes outside the boundary layer. 
Figure 6.20 shows the control effort is smooth with no chattering and appears reasonable for the 
closed-loop system. 
 
Figure 6.19: Switching gain second order nonlinear 
SISO system with actuator dynamics 
 
 
Figure 6.20: Control effort second order nonlinear 
SISO system with actuator dynamics 
 
Overall, the developed model-free sliding mode controller achieved near-perfect tracking 
performance for a second-order nonlinear SISO system including an actuator time-delay. A sine 
wave used as the desired signal to track. The system’s states followed the reference signals nearly 
perfectly and the tracking errors were shown to be minimal. The controller effort was smooth with 
no chattering and reasonable throughout the tracking problem. The sliding condition was satisfied 
as the estimate to the increment gain varied proving closed-loop asymptotic tracking stability can 
be achieved. The increment to the switching gain was estimated properly ensuring overall stability 
throughout the tracking of the desired trajectory.   

















Estimated Small Constant "ita" 














6.2. MIMO System 
This section presents closed-loop simulation results for a linear second-order system with actuator 
dynamics included. 
6.2.1. Linear system 
Consider the following second-order linear system with the actuator dynamics: 
𝑚E?̈?E + 𝑘E𝑥E − 𝑘F(𝑥F − 𝑥E) − 𝑐(?̇?F − ?̇?E) = 𝑏E𝑢E 
𝑚F?̈?F + 𝑘F(𝑥F − 𝑥E) + 𝑐(?̇?F − ?̇?E) = 𝑏F𝑢F 
(6.11) 
where 𝑚E and 𝑚F are the masses of the system in kg; 𝑐 is the damping coefficient in N/m/s; and 
𝑘Eand 𝑘F are the linear spring constants in N/m; 𝑢E and 𝑢F are the control inputs; 𝑏E and 𝑏F are the 
control input gains; ?̈?, ?̇? and 𝑥 are the state measurement variables 
The actuator dynamics transfer function is: 
TFêëìíêìîï =
1
𝜏𝑠 + 1 
(6.12) 
where 𝑠 is the Laplace variable and 𝜏 is the system time constant assumed to be 0.02 seconds. 
In the above example the following system model parameters are assumed: 
𝑘E = 10;	𝑘F = 5; 			𝑐 = 0.8; 				2 ≤ 𝑚E ≤ 4; 2 ≤ 𝑚F ≤ 6 (6.13) 
with control input gains: 
𝑏E = (step	time = 1, initial	value = 0.1, final	value = 1.5	) º
𝑤IF
𝑠F + 2𝜁𝑤I𝑠 + 𝑤IF
»
+ (step	time = 8, initial	value = 1, final	value = 1.5) 
𝑏F = (step	time = 1, initial	value = 0.1, final	value = 0.2) º
𝑤IF
𝑠F + 2𝜁𝑤I𝑠 + 𝑤IF
»
+ (step	time = 11, initial	value = 0.09, final	value = 1) 
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The reference signal to be tracked is defined as: 
Step function: (step time=1, final value=0.05) + (step time=11, final value=-0.05) with a pre-filter 
dynamic as follows: 
𝑤IF
𝑠F + 2𝜁𝑤I𝑠 + 𝑤IF
 (6.14) 
where 𝑠 is the Laplace variable, 𝑤I is the natural frequency assumed to be 2.1 rad/s and 𝜁 is the 
damping ratio to 0.8. 
A simulation was performed using Simulink with the fixed-step ode5 (Dormand-Prince) solver at 
a sampling time of 0.001 seconds for 20 seconds. A Simulink model was developed using the 
control law shown in Eq.(6.2), the switching gain Eq. (4.54), the boundary layer dynamics Eq. 
(4.56), and the estimation law Eq. (4.50) and Eq.(4.52). The controller parameters are defined as 
follows: 
Table 6.3: Second-order linear MIMO system control and estimation parameters with including 
actuator dynamics 
Controller parameters 𝜂 estimator parameters 



























Figure 6.21 and Figure 6.22 display the position tracking trajectories and show outstanding 
agreement is achieved in following the desired trajectories for the two states. 
Figure 6.23 and Figure 6.24 displays the position tracking errors. The tracking error are negligible 
for both states under closed-loop control of the model-free algorithm. 
 
Figure 6.21: Position comparison 𝑥E second order 
linear MIMO system with actuator dynamics 
 
 
Figure 6.22: Position comparison 𝑥F second order 




Figure 6.23: Position error 𝑥E second order linear 
MIMO system with actuator dynamics 
 
 
Figure 6.24: Position error 𝑥F second order linear 
MIMO system with actuator dynamics 
 
 












































10-4 Position Tracking Error X1











10-3 Position Tracking Error X2
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Figure 6.25 and Figure 6.26 shows good agreement is observed between the velocity trajectories 
and the desired trajectories for both states. 
Figure 6.27 and Figure 6.28 displays the velocity tracking errors; once again the tracking errors 
are small for both states proving the model-free approach effectiveness in controlling the system. 
 
Figure 6.25: Velocity comparison 𝑥E second order 
linear MIMO system with actuator dynamics 
 
 
Figure 6.26: Velocity comparison 𝑥F second order 




Figure 6.27: Velocity error 𝑥E second order linear 
MIMO system with actuator dynamics 
 
 
Figure 6.28: Velocity error 𝑥F second order linear 
MIMO system with actuator dynamics 
 
 



















































10-3 Velocity Tracking Error X1













Velocity Tracking Error X2
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Figure 6.29 and Figure 6.30 show the acceleration trajectory and the desired trajectory. Deviations 
occur since the sliding condition is not satisfied. 
Figure 6.31 and Figure 6.32 displays the acceleration tracking errors. The errors tend towards zero 
for both state tracking responses as the increment to the switching gains are estimated. 
 
Figure 6.29: Acceleration comparison 𝑥E second 
order linear MIMO system with actuator dynamics 
 
 
Figure 6.30: Acceleration comparison 𝑥F second 




Figure 6.31: Acceleration error 𝑥E second order 
linear MIMO system with actuator dynamics 
 
 
Figure 6.32: Acceleration error 𝑥F second order 
linear MIMO system with actuator dynamics 
 
 

















































Acceleration Tracking Error X1















Acceleration Tracking Error X2
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Figure 6.33 and Figure 6.34 displays the sliding surface along with the boundary layer. Initially 
the sliding conditions are not satisfied and once again, as the increment gains are estimated and 
the control law is updated, the sliding conditions are satisfied showing the effectiveness of the 
model-free approach. 
Figure 6.35 and Figure 6.36 displays the switching gains and both are positive as expected. 
 
Figure 6.33:Boundary layer 𝜑E second order linear 
MIMO system with actuator dynamics 
 
 
Figure 6.34: Boundary layer 𝜑F second order linear 




Figure 6.35: Switching gain 𝐾E second order linear 
MIMO system with actuator dynamics 
 
 
Figure 6.36: Switching gain 𝐾F second order linear 
MIMO system with actuator dynamics 
 
 






















































Figure 6.37 and Figure 6.38 shows the control efforts for two inputs which are smooth with no 
chattering and both appear reasonable for the system. 
Figure 6.39 and Figure 6.40 displays the estimated increment to switching gains and varies as a 
function of the sliding condition being satisfied as shown in Figure 6.33 and Figure 6.34. 
 
Figure 6.37: Control effort 𝑢E second order linear 
MIMO system with actuator dynamics 
 
 
Figure 6.38: Control effort 𝑢F second order linear 




Figure 6.39: Estimated small constant 𝜂E second 
order linear MIMO system with actuator dynamics 
 
 
Figure 6.40: Estimated small constant 𝜂F second 
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Estimated Small Constant "ita2" 
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In summary, the developed model-free sliding mode controller tested for a second-order linear 
MIMO system including actuator dynamics appears to function properly with near-perfect control 
performance. A step function with a second-order pre-filter step wave used as the desired signal 
to track. The position and velocity tracking performances showed outstanding tracking can be 
achieved with the reference signal and the tracking errors were minimal. The acceleration tracking 
error displayed a spike for the error in both states. The errors were occurring since the sliding 
condition was not satisfied in both states occurring when the value of the increment to the 
switching gains were too small. However, as the increment to the switching gains were estimated, 
the errors reduced to nearly zero over the estimation process. Both the controllers were reasonable 
with no chattering observed. The sliding conditions were not satisfied initially but satisfied as the 
estimation of the increment to the switching gains continued as shown in Figure 6.33 and Figure 
6.34. The results suggest the controllers were able to eventually perform properly and deliver near-
perfect tracking as it overcomes the effect of the actuator time-delay as observed in the tracking 
errors shown in Figure 6.27, Figure 6.28, Figure 6.31 and Figure 6.32. The increment to the 
switching gains were estimated over time and the controller was adjusted automatically to maintain 




7. Model-Free SMC Application on Quadcopter 
In this chapter, the developed model-free sliding mode controller is tested using simulations on a 
quadcopter with a 6-DOF system including linear motions in the X, Y, and Z directions and 
rotations about the X (Roll), Y (Pitch), and Z (Yaw) axis. The quadcopter uses four motors with 
propellers to generate thrust to control altitude, roll, pitch and yaw. In each direction the controller 
performance was analyzed and the total electrical power consumption and mechanical power 
generation was computed. 
7.1. Quadcopter Mathematical Model 
The local frame is assumed as the reference coordinate frame for the quadcopter simulation. In 
deriving the mathematical model quadcopter geometry is assumed symmetrical with uniform mass 
distribution, the thrust and drag are assumed proportional to the square of the propeller speed and 
vehicle speed, respectively, and no external disturbances were assumed on the system. The 
equations-of-motion and a derivation of the input influence matrix as summarized below based on 
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The thrust model is assumed as the following: 
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where the motor command voltage is 𝑉 = 𝜔 
/×/0 1ö2×
/×
, the thrust factor is assumed as 𝑏 =
34Ì567
(F8)ß
, torque factor 𝑑 = 34956
:
(F8);
, motor moment 𝐵 =
F34956:<×
(F8);


















































For the quadcopter mathematical model described in Eq. (7.1) - Eq. (7.8), 𝑢, , 𝑢Ô, 𝑢- and 𝑢. are 
the control inputs for altitude, roll, pitch, and yaw respectively; ℎ the altitude; (𝜙, 𝜃,𝜓) are the 
three Euler angles representing roll, pitch and yaw, respectively; 𝑐z is the thrust constant; 𝑐0 is the 
torque constant; 𝑚 is the mass of the quadcopter; 𝜌 is air density; 𝑔 is the acceleration due to 
gravity; 𝑙 is the length from the center-of-gravity to each motor; 𝐼’s are the mass moments-of-
inertia with respect to each axis; 𝐹-$ is the total thrust for the all motors; and 𝑀-z,  are the total 
moment with respect to each axis. For the quadcopter motor dynamics 𝑅 is the electrical 
resistance of the motor; 𝐷. is the propeller diameter; 𝐾) is the back emf voltage generated per 
angular velocity of the motor; 𝐵 is the moment generated from friction per angular velocity of 
the motor, and 𝑘 is the moment generated per amount of current. 
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The tracking problem using the reference signal defined as: 
Pre-filter dynamics considered as:  
𝑤IF
𝑠F + 2𝜁𝑤I𝑠 + 𝑤IF
 (7.9) 
Altitude control desired signal = step input: (step time =1, final value =1) + (step time =11, final 
value = -1); and pre-filter parameters 𝑤I = 2, 𝜁 = 1.2 
Roll control desired signal = step input: (step time = 1, final value = 30) + (step time =11, final 
value= -30); and pre-filter parameters 𝑤I = 3, 𝜁 = 1.2 
Pitch control desired signal = step input: (step time =1, final value = -20) + (step time = 11, final 
value = -20); and pre-filter parameters 𝑤I = 3, 𝜁 = 1.2 
Yaw control desired signal = step input: (step time =1, final value = 20) + (step time = 11, final 
value = -20); and pre-filter parameters 𝑤I = 3, 𝜁 = 1.2 
The values of the quadcopter parameters are shown below: 
Table 7.1: Quadcopter model parameters 































7.2. Quadcopter Simulation 
A simulation was performed using Simulink with the fixed-step ode5 (Dormand-Prince) solver at 
a sampling time of 0.001 seconds for 25 seconds. A Simulink model was developed using the 
control law shown in Eq.(6.2), the switching gain Eq. (4.54), the boundary layer dynamics Eq. 
(4.56), and the estimation law Eq. (3.63), Eq. (3.64) and Eq. (3.76). The controller parameters are 
defined as follows: 
Table 7.2: Quadcopter simulation parameters 
 Controller parameters 𝜂 estimator parameters 



















































Figure 7.1 shows the altitude state controller achieved near-perfect tracking performance with the 
altitude state trajectory following the desired trajectory closely. The altitude tracking error is 
minimal as shown in Figure 7.2 proving the model-free controller effectiveness. 
 
Figure 7.1: Altitude tracking 
 
 
Figure 7.2: Altitude tracking error 
 
Figure 7.3 displays the sliding surface with boundary layers for altitude state control law. The 
increment to the switching gain estimated dynamics are shown in Figure 7.4 and is updated when 
the sliding surface is outside the boundary layer as shown in Figure 7.3. Once the increment to the 
switching gain is updated the sliding condition is satisfied and closed-loop asymptotic stability is 
achieved and ensured. 
 
Figure 7.3: Altitude sliding condition 
 
 
Figure 7.4: Altitude estimated 𝜂 
 
 




















































































Estimated Small Constant "ita" Atitude Direction 
 102 
Figure 7.5 displays the altitude state switching gain and is positive as expected. Figure 7.6 shows 
the altitude control effort for the altitude tracking response and is smooth and reasonable. 
 
Figure 7.5: Altitude switching gain 
 
 
Figure 7.6: Altitude control effort 
 
Figure 7.7 displays the roll state tracking trajectory and outstanding agreement is achieved in 
following the desired trajectory. The roll tracking error is negligible as shown in Figure 7.8 
confirming the model-free approach can be used to achieve outstanding tracking performance for 
the closed-loop system. 
 
Figure 7.7: Roll tracking 
 
 












































































Figure 7.9 displays the sliding surface along with boundary layer for the roll state and shows the 
sliding surface does not remain within the boundary layer initially. However, as the increment to 
the switching gain is estimated (Figure 7.10) and the controller is updated, the sliding condition 
is satisfied and the sliding surface remains within the boundary layer shown in Figure 7.9. 
 
Figure 7.9: Roll sliding condition 
 
 
Figure 7.10: Roll estimated 𝜂 
 
Figure 7.11 displays the switching gain for the roll state control law and is positive as expected. 
Figure 7.12 shows the roll control effort and is smooth with no chattering and reasonable within 
the voltage limits of the motors. 
 
Figure 7.11: Roll switching gain 
 
 
Figure 7.12: Roll control effort 
 
 

































Estimated Small Constant "ita" Roll Direction 


























Figure 7.13 shows the pitch tracking trajectory overlaid with the desired pitch tracking trajectory. 
Near-perfect tracking agreement is observed as verified in the pitch tracking error shown in Figure 
7.14. The pitch tracking error is small and tending towards zero. 
 
Figure 7.13: Pitch tracking 
 
 
Figure 7.14: Pitch tracking error 
 
Figure 7.15 displays the sliding surface along with the  boundary layer for the pitch state controller. 
Initially the sliding condition is not satisfied. However, as the increment to the switching gain is 
estimated (Figure 7.16) and the boundary layer is updated, the sliding condition is satisfied similar 
to the trends shown for roll control. 
 
Figure 7.15: Pitch sliding condition 
 
 
Figure 7.16: Pitch estimated 𝜂 
 
 


































































Estimated Small Constant "ita" Pitch Direction 
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Figure 7.17 displays the pitch control switching gain and is positive. Figure 7.18 shows the 
controller control effort for the pitch control and is reasonable and smooth. 
 
Figure 7.17: Pitch switching gain  
 
 
Figure 7.18: Pitch control effort 
 
Figure 7.19 shows the model-free controller achieved near-perfect tracking performance for 
heading state with the yaw trajectory following the desired trajectory. Figure 7.20 shows that 
significant yaw tracking error occurred however, tended towards zero. 
 
Figure 7.19: Yaw tracking 
 
 


































































Figure 7.21 shows the controller sliding condition for yaw control was not initially satisfied but as 
the increment to the control switching gain was updated the sliding surface remained with the 
boundary layer and the sliding condition is satisfied. Figure 7.22 displays the estimate to the 
increment to the switching gain for the heading controller. The gain is updated properly to satisfy 
the sliding condition ensuring closed-loop asymptotic tracking stability is achieved. 
 
Figure 7.21: Yaw sliding condition 
 
 
Figure 7.22: Yaw estimated 𝜂 
 
Figure 7.23 displays the switching gain and is positive as expected. The Figure 7.24 displays the 
yaw direction control effort which is smooth with no chattering and appears to be reasonable. 
 
Figure 7.23: Yaw switching gain 
 
 
Figure 7.24: Yaw control effort 
  










































Estimated Small Constant "ita" Heading Direction 






























Figure 7.25 shows the controller total electrical power consumption with total mechanical power 
generation shown in Figure 7.26.  
 
Figure 7.25: Electrical power 
 
 
Figure 7.26: Mechanical power 
 
The performance of the developed model-free sliding mode controller was tested on a quadcopter 
model as a real-world type application. The simulation results were shown in Figure 7.1 - Figure 
7.26 for tracking of the altitude, roll, pitch, and yaw states. A first-order transfer function was 
included in simulation for mimicking measurement sensors and actuators measurement delay. A 
step function with a second-order pre-filter wave used as the desired signal to track. Outstanding 
tracking performance was observed for each state as shown in Figure 7.1 - Figure 7.2, Figure 7.7 
- Figure 7.8, Figure 7.13 - Figure 7.14, and Figure 7.19 - Figure 7.20. For each state the sliding 
conditions were not satisfied initially. But, as the controllers recognized the deficiencies the 
estimates to increment to the switching gains were updated and the adjusted boundary layer for 
each state proved the sliding conditions were satisfied. The required control effort for all the 
controllers were reasonable and smooth. The controllers utilized reasonable power as shown in 
Figure 7.25 along with the generated mechanical output power observed in Figure 7.26. The 
simulation results show the model-free sliding mode control approach is feasible for a real-world 
type application ensuring tracking stability is possible without knowledge of the system’s model. 
 




























































In this work, a truly model-free control law approach was developed and tested using simulated 
responses. The unique character of the control law was the ability to estimate the increment to the 
switching gain for the model-free sliding mode controller using a regression type estimator. The 
concept of estimating the increment to the switching gain was successfully implemented using a 
truly model-free automatic tuning approach that was able to control both linear and nonlinear 
systems regardless of system input type. The developed control system was solely based on 
previous control inputs, system state measurements, the knowledge of the system’s order and 
increment to the switching gain. The derivation of control law does not require a system model, 
hence is truly a model-free control approach. The control law was shown to be extremely robust 
since an identical control law was used to control many system types including linear and nonlinear 
SISO and MIMO systems. The updated control law compensated for no knowledge of the control 
input gains (which is required for the traditional model-based sliding mode control approach) 
which were assumed to be unitary for the model-free approach. The increment to the switching 
gain appeared more feasible rather than assumed from a priori known bounds as observed in 
simulation results for SISO and MIMO systems and a quadcopter model. In summary, a truly 
model-free control approach was proved to be feasible using simulation results ensuring closed-
loop tracking stability can be achieved for both SISO and MIMO linear and nonlinear systems. 
8.1. Application 
The model-free sliding mode control method developed in this work can be used in a wide range 
of dynamic systems. The new type of controller can handle more parameter variations by updating 
the control law automatically indicating the extreme robustness of the control law. Therefore, the 
controller can be used in complex systems (such as aerial or underwater vehicle and chemical or 
metallurgical processing plant type systems) where system parameters are varying over various 
points of operation time requiring great precision control. 
In addition, the model-free approach is very efficient since the control law solely relies on 
measurement signals. Therefore, fuel saving may be another benefit in many real-life applications. 
The new type of control law has enormous benefit with possible fuel saving considerations (i.e., 
overall control effort), reduced time in control law execution and development including extreme 
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robustness and outstanding tracking performances that may not be possible with traditional model-
based type control strategies. 
8.2. Future Work 
The model-free sliding mode controller developed in this work estimated the increment to the 
switching gain so that the sliding surface remains with the boundary layer of the state plane. 
However, the boundary layer remained fixed once the sliding condition is satisfied that may in 
inefficiencies in overall control effort. A possible solution may be to close the gap between the 
boundary layer and the to reduce the magnitude of the increment to the switching gain so that the 
sliding surface is very near to the boundary layer limits. A smaller magnitude of the increment to 
the switching gain should result in a more efficient control effort. 
Another recommendation is to improve the implementation of the developed control law for 
simulation purposes by correctly initializing the system states. In higher-order state systems, the 
simulation contained algebraic loops resulting in large tracking errors at the start of simulation, 
which were quickly reduced by the robust nature of the model-free controller. Even though 
algebraic loop effects will not appear in the real-world application of the control law, the negative 
effects on the simulation of the performance of the law should be eliminated by proper 
initialization of all the system states to accurately mimic the real-world application of the model-
free control strategy. 
The simulation results presented in this work assumed perfect measurement signals. For the next 
step real-world effects on the measurement signals such as sensor noise should be tested. The 
simulation can be re-performed to include the real-world simulation measurement signals 
analyzing the effects on the newly develop control law. 
In the formulation of the model-free control strategy the sliding gain (i.e., the inverse of the time 
constant when the trajectories reach the sliding surface) remained constant. In reality, the sliding 
gain requires tuning (although minimal tuning is generally required) based on guidelines 
accounting for sampling time, resonant frequencies, sensor noise, etc. The estimator used to 
estimate the increment to the switching gain can be applied to estimate the sliding gain in real-
time to further minimize control effort while maintaining adequate tracking 
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The model-free control strategy was only tested using simulations verifying the feasibility of the 
approach. A next logical step is to implement the new type of control law on an actual hardware 
system such as a quadcopter. The application will then validate the approach and can be used in 
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10.1. Section 3.3.1.1 and Section 3.3.1.2 Matlab Codes and Simulink Figures 
Gradient constant parameter 
m_truth=1; % Truth value of mass 
p0=2; % Estimation gain 
tf=5; % Simulation time 
sim slotine_exp13_s % recall simulink model 
a1=ahat; % Estimation parameter 
p0=10; % Estimation gain 
tf=5; % Simulation time 
sim slotine_exp13_s % recall simulink mode 
 
Figure 10.1: Gradient estimator constant parameter 
Gradient time varying parameter 
a2=ahat; % Estimation parameter 
% Truth value of mass 
%m_truth=1=0.5sin(0.5)t; 
p0=1; % Estimation gain 
tf=25; % Simulation time 
sim slotine_exp14_s % recall simulink model 
a1=ahat; % Estimation parameter 
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Figure 10.2: Gradient estimator time varying parameter 
Gradient constant parameter with disturbance 
m_truth=1; % Truth value of mass 
p0=2; % Estimation gain 
tf=5; % Simulation time 
sim slotine_exp13AddNoise_s % recall simulink model 
a1=ahat; % Estimation parameter 
p0=10; % Estimation gain 
tf=5; % Simulation time 
sim slotine_exp13AddNoise_s % recall simulink model 
 
Figure 10.3: Gradient constant parameter with disturbances 
Gradient time varying parameter with disturbances 
a2=ahat; % Estimation parameter 
% Truth value of mass 
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%m_truth=1; 
p0=1; % Estimation gain 
tf=25; % Simulation time 
sim slotine_exp14AddNoise_s % recall simulink model 
a1=ahat; % Estimation parameter 
 
Figure 10.4: Gradient time varying parameter with disturbances estimator 
10.2. Section 3.4.1.1 and Section 3.4.1.2 Matlab Codes and Simulink Figures 
Standard least square constant parameter estimator 
%model is F=ma, so error is e1=yest-ymeas where ymeas=F and yest=mhat*a 
%so that W=acceleration, a 
%define truth value for mass 
m_truth=1; 
 %set initial guess for mass estimate 
mhat0=0; 
%define estimator gain P0 (try 2 and 10 as per the example) 
%run simulation for gain p0=2 
P0=2;     % estimator gain p0=2 
tf=5;     %final simulation time 





Figure 10.5: Standard least-square estimator for constant parameter 
Standard least square with time varying parameter estimator 
%time varying mass 
%model is F=ma, so error is e1=yest-ymeas where ymeas=F and yest=mhat*a 
%so that W=acceleration, a 
%define truth value for mass 
%m_truth=1; 
%set initial guess for mass estimate 
mhat0=0; 
%define estimator gain P0 ( 1 as per the example) 
%run simulation for gain p0=2 
P0=1;     % estimator gain p0=2 
tf=25;     %final simulation time 




Figure 10.6: Standard least square estimator for time varying parameter 
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Standard least square constant parameter with disturbances  
%model is F=ma, so error is e1=yest-ymeas where ymeas=F and yest=mhat*a 
%so that W=acceleration, a 
m_truth=1; %define truth value for mass 
mhat0=0; %set initial guess for mass estimate 
%define estimator gain P0 (try 2 and 10 as per the example) 
 %run simulation for gain p0=2 
P0=2;     % estimator gain p0=2 
tf=5;     %final simulation time 




Figure 10.7: Standard least square estimator constant parameter with disturbances 
Least square estimator with time varying parameter with disturbances 
%mass estimator using standard least-squares for Slotine Example 8.16 
%model is F=ma, so error is e1=yest-ymeas where ymeas=F and yest=mhat*a 
%so that W=acceleration, a 
%define truth value for mass 
%m_truth=1; 
 %set initial guess for mass estimate 
mhat0=0; 
%define estimator gain P0 ( 1 as per the example) 
 %run simulation for gain p0=2 
P0=1;     % estimator gain p0=2 
tf=25;     %final simulation time 





Figure 10.8: Standard least square estimator with time varying parameter with disturbances 
10.3. Section 3.5.1.1 and Section 3.6.1.1 Matlab Codes and Simulink Figures 
Exponential forgetting estimator 
%uses exponential forgetting (pg 374 Slotine) 
%model is F=ma, so error is e1=yest-ymeas where ymeas=F and yest=mhat*a 
%so that W=acceleration, a 
%define truth value for mass 
m_truth=1; 
%set initial guess for mass estimate 
mhat0=0; 
 %define estimator gain (try 2 and 10 as per the example) 
P0=2; 
 %define "lambda", exponential forgetting time constant 
lambda_flag =  0;    %=1, use a constant lambda; =0; use forgetting factor tuning (pg 377 Slotine) 
lambda      = 20; 
lambda0     = 20; 
k0          = 10; 
 %run simulation 
tf=5;     %final simulation time 




Figure 10.9: Least square exponential forgetting estimator 
 
Figure 10.10: Estimator lambda subsystem 
Exponential forgetting with bounded gain for time varying parameter 
%so that W=acceleration, a 
%define truth value for mass 
%m_truth=1; 
%set initial guess for mass estimate 
mhat0=0; 
%define estimator gain (try 2 and 10 as per the example) 
P0=1; 
%define "lambda", exponential forgetting time constant 
lambda_flag =  0;    %=1, use a constant lambda; =0; use forgetting factor tuning  
lambda      = 20; 
lambda0     = 20; 
k0          = 10; 
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%run simulation 
tf=25;     %final simulation time 
dt=0.001; %simulation step size 
sim('slotine_exp18_s') 
 
Figure 10.11: Bounded gain estimator for time varying parameter 
 
Figure 10.12: Estimator lambda sybsystem 
Bounded gain estimator with time varying parameter with disturbances 
%model is F=ma, so error is e1=yest-ymeas where ymeas=F and yest=mhat*a 
%so that W=acceleration, a 
%define truth value for mass 
%m_truth=1; 
  
mhat0=0; %set initial guess for mass estimate 
P0=1; %define estimator gain (try 2 and 10 as per the example) 
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%define "lambda", exponential forgetting time constant 
lambda_flag =  0;    %=1, use a constant lambda; =0; use forgetting factor tuning (pg 377 Slotine) 
lambda      = 20; 
lambda0     = 20; 
k0          = 10; 
%run simulation 
tf=25;     %final simulation time 
dt=0.001; %simulation step size 
sim('slotine_exp18AddNoise_s') 
 
Figure 10.13: Bounded gain estimator for time varying parameter with disturbances 
 
Figure 10.14: Estimator lambda subsystem 
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10.4. Section 4.6.1 Matlab files and Simulink Figures 
%   System:  m*xdotdot+C*xdot+k*x*x=b*u 
% Model parameters  
c     = 0.8;              %damping constant 
k     = 2;                %spring constant 
m     = 2;                %mass 
b_up  = 5;                %upper bound 
b_low = 1;                %lower bound 
b     = sqrt(b_up*b_low); %constant b 
% Controller switch and flag 
desired_tracking_sw         = 1;   %=1, track sine wave; =0, track shaped step input 
gain_type_est_ita_sw        = 0;   %=1, assume unitary gain for estimate ita; =0, nonunitary gain 
const_parm_sw               = 0;   %=1, use constant "b"; =0, use varying "b" 
signum_sw                   = 0;   %=1, signum function; =0, saturation function 
phi_flag                    = 0;   %=1, constant boundary layer; =0, varying boundary layer 
ita_sw                      = 1;   %=0, use constant ita; =1, use ita from realtime estimator 
lambda_sw                   = 1;   %=1, use varying lambda; =0, use constant lambda 
use_alt_tech_data_forget_sw = 0;   %=1, alternate technique of data forgetting; =0, do not use 
% Actuator time constant 
tau_act = 0.01; 
% Defined desired tracking signals 
wn_d   = 2; 
zeta_d = 1.2; 
 % Define ICs 
if( desired_tracking_sw>0.5 ) 
    x0=0; 
    xdot0=pi/2; 
    xdotdot0=0; 
else 
    x0=0; 
    xdot0=0; 
    xdotdot0=0; 
end 
% Defined MFSMC gains 
lambda  = 4.3;    
ita     = 0.09; 
sigma_u = 0.8; 
phi_mag = 5; 
% Defined estimator gains 
phi0        = ita/lambda; 
itahat0     = ita; 
P0          = 50; 
lambda0_ita = 20;     
k0          = 500;      
% Gains for estimator "b" 
bhat0       = 0.8;        %initial value of b estimator 
P_b0        = 10;         %initial value of estimator matrix p 
lambda0_b   = 80;         %initial value of estimator forgetting rate for b 
k0_b        = 500;        %prespecified bound gain for b 








Figure 10.15: Open-loop system 
 
Figure 10.16: Model-free control law subsystem 
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Figure 10.17: Desired tracking subsystem  
 
Figure 10.18: K and phi subsystem 
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Figure 10.19: K subsystem 
 
Figure 10.20: itahat estimator subsystem 
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Figure 10.21: b estimator subsystem 
 
Figure 10.22: Input gain b subsystem 
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10.5. Section 5.1.1 and Section 6.1.1 Matlab Codes and Simulation Figures 
%Model-free linear SISO system 
%Second order linear nonunitary gain using model-free CLAW 
%Estimate ita and nonunitary gain(b) with using realtime estimation 
%Uses MFSMC with smoothing boundary layer 
% System:  m*xdotdot+c*xdot+k*x=b*u 
 clear all, clc 
 % Model parameters  
c     = 0.8;              %damping constant 
k     = 2;                %spring constant 
m     = 2;                %mass 
b_up  = 5;                %upper bound 
b_low = 1;                %lower bound 
b     = sqrt(b_up*b_low); %constant b 
% Controller switch and flag 
desired_tracking_sw         = 0;   %=1, track sine wave; =0, track shaped step input 
gain_type_est_ita_sw        = 1;   %=1, assume unitary gain for estimate ita; =0, nonunitary gain 
const_parm_sw               = 0;   %=1, use constant "b"; =0, use varying "b" 
signum_sw                   = 0;   %=1, signum function; =0, saturation function 
phi_flag                    = 0;   %=1, constant boundary layer; =0, varying boundary layer 
ita_sw                      = 1;   %=0, use constant ita; =1, use ita from realtime estimator 
lambda_sw                   = 1;   %=1, use varying lambda; =0, use constant lambda 
use_alt_tech_data_forget_sw = 0;   %=1, alternate technique of data forgetting; =0, do not use 
tau_act = 0.01; % Actuator time constant 
 
 % Defined desired tracking signals 
wn_d   = 2; 
zeta_d = 1.2; 
 % Define ICs 
if( desired_tracking_sw>0.5 ) 
    x0=0; 
    xdot0=pi/2; 
    xdotdot0=0; 
else 
    x0=0; 
    xdot0=0; 
    xdotdot0=0; 
end 
% Defined MFSMC gains 
lambda  = 6;   
ita     = 0.1; 
sigma_u = 0.2; 
phi_mag = 5; 
% Defined ita estimator gains 
phi0        = ita/lambda; 
itahat0     = ita; 
P0          = 5; 
lambda0_ita = 2;   %higher value cause faster convergence and boundary layer, phi will be small along with control 
effort but more suspectible to noise effects 
k0          = 500;       %higher value cause faster convergence and boundary layer, phi will be small along with control 
effort (100 is nice) 
% Gains for estimator "b" 
bhat0       = 0.8;        %initial value of b estimator 
P_b0        = 10;         %initial value of estimator matrix p 
lambda0_b   = 80;         %initial value of estimator forgetting rate for b 
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Figure 10.23: Open-loop system 
 
Figure 10.24: Model-free control law subsystem 
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Figure 10.25: Desired tracking subsystem 
 
Figure 10.26:Step function desired tracking 
 
Figure 10.27: Control input gain subsystem 
 131 
 
Figure 10.28: Step time control input gain subsystem 
 
Figure 10.28: K and phi subsystem 
 
Figure 10.29: Sigma / saturation subsystem 
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Figure 10.30: K subystem 
 
Figure 10.31: itahat estimator subsystem 
10.6. Section 5.1.2 and Section 6.1.2 Matlab Codes and Simulink Figures 
%Model-free noninear SISO system 
%Second order linear nonunitary gain using model-free CLAW 
%Estimate ita and nonunitary gain(b) with using realtime estimation 
%Uses MFSMC with smoothing boundary layer 
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% System: xdotdot+3*x*xdot+5*x*x=3*u 
clear all, clc 
% Model parameters  
b_c   = 3;                 %constant b 
b_upp = 5;                 %upper bound 
b_low = 1;                 %lower bound 
b     = sqrt(b_upp*b_low); %constant b 
% Controller switch and flag 
desired_tracking_sw         = 1;   %=1, track sine wave; =0, track shaped step input 
gain_type_est_ita_sw        = 1;   %=1, assume unitary gain for estimate ita; =0, nonunitary gain 
const_parm_sw               = 0;   %=1, use constant "b"; =0, use varying "b" 
signum_sw                   = 0;   %=1, signum function; =0, saturation function 
phi_flag                    = 0;   %=1, constant boundary layer; =0, varying boundary layer 
ita_sw                      = 1;   %=1, use ita from realtime estimator; =0, use constant ita  
lambda_sw                   = 1;   %=1, use varying lambda; =0, use constant lambda 
use_alt_tech_data_forget_sw = 0;   %=1, alternate technique of data forgetting; =0, do not use 
% Actuator time constant 
tau_act = 0.1;      %[ assume ita unitary use 0.1, nonunitary use 0.02] 
% Defined desired tracking signals 
wn_d   = 2; 
zeta_d = 1.2; 
% Define ICs 
if( desired_tracking_sw>0.5 ) 
    x0=0; 
    xdot0=pi/2; 
    xdotdot0=0; 
else 
    x0=0; 
    xdot0=0; 
    xdotdot0=0; 
end 
% Defined MFSMC gains 
lambda  = 10;    
ita     = 0.1; 
sigma_u = 0.2; 
phi_mag = 5; 
% Defined estimator gains 
phi0        = ita/lambda; 
itahat0     = ita; 
P0          = 25; 
lambda0_ita = 20;   %higher value cause faster convergence and boundary layer, phi will be small along with 
control effort but more suspectible to noise effects 
k0          = 500;       %higher value cause faster convergence and boundary layer, phi will be small along with control 
effort (100 is nice) 
% Gains for estimator "b" 
bhat0       = 0.8;        %initial value of b estimator 
P_b0        = 70;         %initial value of estimator matrix p 
lambda0_b   = 50;         %initial value of estimator forgetting rate for b 










Figure 10.32: Open-loop system 
 
Figure 10.33: Model-free control law subsystem 
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Figure 10.34: Desired tracking subsystem 
 
Figure 10.35: Control input gain subsystem 
 




Figure 10.37: K and itahat estimator subsystem 
 




Figure 10.39: itahat estimator subsystem 
10.7. Section 5.2.1 Matlab Codes and Simulink Figures 
%Model-free Nonlinear MIMO system 
%Second order nonlinear nonUnitary gain using Model-free CLAW 
%Estimate ita and nonunitary gain(b) with using realtime estimation 
%Uses MFSMC with smoothing boundary layer 
%System:       m1*x1dotdot - c2(x2dot-x1dot)*abs(x2dot-x1dot) - k2(x2-x1) + d2(x2-x1)^3 + c1*x1dot*abs(x1dot) 
+ k1x1 - d1*x1^3 = b1*u1      
%              m2*x2dotdot + c2(x2dot-x1dot)*abs(x2dot-x1dot) + k2(x2-x1) - d2(x2-x1)^3 = b2*u2              
clear all,clc 
%Model parameters 
c1= 5;                      %damping coefficient 
c2= 8;  
k1= 3;                      %spring constant 
k2= 7; 




m1= sqrt(m1up/m1low);       %mass m1 estimation 
m2up=25; 
m2low=15; 
m2= sqrt(m2up/m2low);       %mass m2 estimation  
b1up  = 8.50; 
b1low = 2.50; 
b1    = 3.00;               %constant gain b1 
b2up  = 2.50; 
b2low = 1.50; 
b2    = 2.00;               %constant gain b2 
%Controller switch and flag 
desired_tracking_sw  = 1;   %=1, track sine wave; =0, track shaped step input 
gain_type_est_ita_sw = 1;   %=1, assume unitary gain for estimate ita; =0, nonunitary gain 
const_parm_sw        = 1;   %=1, use constant "m1 & m2"; =0, use varying "m1 & m2" 
const_parm_b_sw      = 0;   %=1, use constant "b"; =0, use varying "b" 
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signum_sw            = 0;   %=1, signum function; =0, saturation function 
phi_flag             = 0;   %=1, constant boundary layer; =0, varying boundary layer 
ita_sw               = 1;   %=1, use ita from realtime estimator; =0, use constant ita  
lambda_sw            = 1;   %=1, use varying lambda in estimation law; =0, use constant lambda 
%Actuator time constant 
tau_act = 0.00;          %[regardless sine/step 0.02] 
%Defined desired tracking signals 
track_d = 0.05;          %step input 
wn_d    = 2.1;           %filter frequency 
zeta_d  = 0.8;           %filter damping 
w_xd    = pi/2;          %frequency of sine wave 
a_xd    = 1;             %amplitude of sine wave 
p_xd    = 0;             %phase of sine wave 
if( desired_tracking_sw>0.5 ) 
    x10    = 0; 
    x1dot0 = pi/2; 
    x20    = 0; 
    x2dot0 = pi/2; 
else 
    x10    = 0; 
    x1dot0 = 0; 
    x20    = 0; 
    x2dot0 = 0; 
end 
%Gains for model free controller 
if( desired_tracking_sw>0.5 ) 
    ita1     = 0.00060;         
    ita2     = 0.00022; 
    lambda1  = 4;   
    lambda2  = 3;  
else 
    ita1     = 0.10;         
    ita2     = 0.10; 
    lambda1  = 15;   
    lambda2  = 13;   
end 
sigma_u1 = 0.2; 
sigma_u2 = 0.2; 
phi_mag  = 5; 
%Gains for estimator "b" 
b1hat0       = 0.8;        %initial value of b1 estimator 
b2hat0       = 0.8;        %initial value of b2 estimator 
P_b10        = 10;         %initial value of estimator matrix p1 
P_b20        = 10;         %initial value of estimator matrix p2 
lambda10_b   = 80;         %initial value of estimator forgetting rate for b1 
lambda20_b   = 80;         %initial value of estimator forgetting rate for b2 
k0_b         = 500;        %prespecified bound gain for b 
%Gains for estimator "ita" 
itahat10     = ita1;       %initial value of ita1 estimator 
itahat20     = ita2;       %initial value of ita2 estimator 
P_ita10      = 10;         %initial value of estimator matrix p1 
P_ita20      = 10;         %initial value of estimator matrix p2 
lambda10_ita = 50;        %initial value of estimator forgetting rate for ita1 
lambda20_ita = 50;        %initial value of estimator forgetting rate for ita2 
use_alt_tech_data_forget_sw = 0; %=1, use alternate technique of data forgetting; =0, do not use 
k0_ita=500;                %prespecified bound gain for ita 
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%Run Simulink Model 
dt = 0.001; 




Figure 10.40: Open-loop system 
 
Figure 10.41: Model-free control law subsystem (𝑥E) 
 140 
 
Figure 10.42: Desired tracking subsystem (𝑥E) 
 
Figure 10.42: Control input gain subsystem (𝑥E) 
 
Figure 10.43: Sigma o r saturation subsystem (𝑥E) 
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Figure 10.44: K and itahat estimator subsystem (𝑥E) 
 




Figure 10.46: itahat estimator subsystem (𝑥E) 
 
Figure 10.47: Model-free control law subsystem (𝑥F) 
Note: 𝑥F states used similar Simulink subsystem bocks as shown in 𝑥E states. The variables value was 
only different, as all the variables defined in Matlab scripts, hence, omitting the rest of 𝑥F state 
subsystems. 
10.8. Section 6.2.1 Matlab Codes and Simulink Figures 
%Model-free linear MIMO system 
%Second order linear nonUnitary gain using Model-free CLAW 
%Estimate ita and nonunitary gain(b) with using realtime estimation 
%Uses MFSMC with smoothing boundary layer 
%System:       m1*x1dotdot+k1*x1-k2(x2-x1)-c(x2dot-x1dot)=b1*u1 
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%              m2*x2dotdot+k2(x2-x1)+c(x2dot-x1dot)=b2*u2 
clear all,clc 
%Model parameters 
c     = 0.8;                %damping coefficient 
k1    = 10;                 %spring constant k1 
k2    = 5;                  %spring constant k2 
m1up  = 4; 
m1low = 2; 
m1    = sqrt(m1up/m1low);   %constant mass m1 
m2up  = 6; 
m2low = 2; 
m2    = sqrt(m2up/m2low);   %constant mass m2  
b1up  = 3.50; 
b1low = 2.50; 
b1    = 3.00;               %constant gain b1 
b2up  = 2.50; 
b2low = 1.50; 
b2    = 2.00;               %constant gain b2 
%Controller switch and flag 
desired_tracking_sw    = 0;  %=1, track sine wave; =0, track shaped step input 
desired_tracking_b_sw  = 0;  %=1, b sine wave; =0,  b step shape input 
gain_type_est_ita_sw   = 1;  %=1, assume unitary gain for estimate ita; =0, nonunitary gain 
const_parm_sw          = 1;  %=1, use constant "m1 & m2"; =0, use varying "m1 & m2" 
const_parm_b_sw        = 0;  %=1, use constant "b"; =0, use varying "b" 
signum_sw              = 0;  %=1, signum function; =0, saturation function 
phi_flag               = 0;  %=1, constant boundary layer; =0, varying boundary layer 
ita_sw                 = 1;  %=1, use ita from realtime estimator; =0, use constant ita  
lambda_sw              = 1;  %=1, use varying lambda in estimation law; =0, use constant lambda 
%Actuator time constant 
tau_act = 0.02;    %[sine: unitary 0.1, nonunitary 0.2; step: 0.02 regardless uni/nonunitaty] 
%Defined desired tracking signals 
track_d = 0.05;          %step input 
wn_d    = 2.1;           %filter frequency 
zeta_d  = 0.8;           %filter damping 
w_xd    = pi/2;          %frequency of sine wave 
a_xd    = 1;             %amplitude of sine wave 
p_xd    = 0;             %phase of sine wave 
if( desired_tracking_sw>0.5 ) 
    x10    = 0; 
    x1dot0 = pi/2; 
    x20    = 0; 
    x2dot0 = pi/2; 
else 
    x10    = 0; 
    x1dot0 = 0; 
    x20    = 0; 
    x2dot0 = 0; 
end 
 %Gains for model free controller 
if( desired_tracking_sw>0.5 ) 
    ita1     = 0.10;         
    ita2     = 0.08; 
    lambda1  = 10;   
    lambda2  = 7;  
else 
    ita1     = 0.1;         
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    ita2     = 0.09; 
    lambda1  = 13.5;   
    lambda2  = 7.5;   
end 
sigma_u1 = 0.2; 
sigma_u2 = 0.2; 
phi_mag  = 5; 
  
%Gains for estimator "b" 
b1hat0       = 0.8;        %initial value of b1 estimator 
b2hat0       = 0.8;        %initial value of b2 estimator 
P_b10        = 10;         %initial value of estimator matrix p1 
P_b20        = 10;         %initial value of estimator matrix p2 
lambda10_b   = 80;         %initial value of estimator forgetting rate for b1 
lambda20_b   = 80;         %initial value of estimator forgetting rate for b2 
k0_b         = 500;        %prespecified bound gain for b 
  
%Gains for estimator "ita" 
itahat10     = ita1;       %initial value of ita1 estimator 
itahat20     = ita2;       %initial value of ita2 estimator 
P_ita10      = 10;         %initial value of estimator matrix p1 
P_ita20      = 10;         %initial value of estimator matrix p2 
lambda10_ita = 100;        %initial value of estimator forgetting rate for ita1 
lambda20_ita = 100;        %initial value of estimator forgetting rate for ita2 
use_alt_tech_data_forget_sw = 0; %=1, use alternate technique of data forgetting; =0, do not use 
k0_ita=500;                %prespecified bound gain for ita 
%Run Simulink Model 
dt = 0.001; 
tf = 20; 
sim MIMO_Linear_RealTime_Estimate_ita_and_b_s 
 
Figure 10.48: Open-loop system 
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Figure 10.49: Model-free control law subsystem (𝑥E) 
 
Figure 10.50: Control input gain subsystem (𝑥E) 
 
Figure 10.51: Desired tracking subsystem (𝑥E)  
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Figure 10.52: Sigma or saturation subsystem (𝑥E) 
 
Figure 10.53: K and itahat estimator subsystem (𝑥E) 
 
Figure 10.54: K subsystem (𝑥E) 
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Figure 10.55: itahat estimator subsystem (𝑥E) 
 
Figure 10.56: Model-free control law (𝑥F) 
Note: 𝑥F states used similar Simulink subsystem bocks as shown in 𝑥E states. The variables value was 
only different, as all the variables defined in Matlab scripts, hence, omitting the rest of 𝑥F state 
subsystems. 
10.9. Section 7.2 Matlab Codes and Simulink Figures 
%MFSMC_quadcopter_m.m 
%Model-Free Sliding Model Control of a Quadcopter  
%asasumes unitary input influence gains with estimation of "ita" 
clear all,clc 
%Define conversions 
r2d      = 180/pi; 
d2r      = pi/180; 
m2ft     = 3.28084;   %meters to feet (feet/meter) 
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ft2m     = 1/m2ft;    %foot to meters (meter/foot) 
kg2slugs = 0.0685218; %kilograms to slugs (slugs/kilogram) 
%Quadcopter drag along the altitude direction 
Cd=0.1; 
l_quad = sind(45)*0.0635*2; 
w_quad = l_quad; 
w_area = l_quad*w_quad; 
%Constants for aircraft mass properties and configuration 
Ixx    =  4.27e-4;                      %(kg-m^2) 
Iyy    =  6.09e-4;                      %(kg-m^2) 
Izz    =  1.50e-3;                      %(kg-m^2) 
Ixz    =  0.0;                          %(kg-m^2) 
Ixy    =  0.0;                          %(kg-m^2) 
Iyz    =  0.0;                          %(kg-m^2) 
mass   =  0.25;                         %(kg) 
g      =  32.17561865*ft2m;             %(m/sec^2) 
rho    =  1.20700;                      %(kg/m^3), standard air at h=505 ft, https://www.digitaldutch.com/atmoscalc/ 
% Motor parameters 
l  = 0.0635;                            %(meter), rotor distance from CG 
Dr = 0.0584;                            %(meter), propeller diameter 
Ct = 0.279;                             %(---), thrust constant 
b  = rho*Ct*Dr^4/(2*pi)^2;              %(---), thrust factor 
Cp = 0.333;                             %(---), torque constant 
d  = rho*Cp*Dr^5/(2*pi)^3;              %(---), torque factor 
Jm = 6.45e-7;                           %(kg*m^2), motor inertia 
Km = 0.0021;                            %(N*m/A), motor torque constant 
Kg = 0.0021;                            %(V/rad/sec), motor generator "back-EMF" constant 
La = 1.14e-4;                           %(henry's), motor inductance 
Ra = 0.269;                             %(ohms), motor resistance 
wm_hover = sqrt(mass*g/(4*rho*Ct*(Dr^4)*(1/(2*pi))^2)); %(rad/sec), motor angular speed at hover 
Bm = 2*rho*Cp*Dr^5*wm_hover/(2*pi)^3;   %(N*m/rad/sec), motor friction constant 
va_lower_limit =  0;                    %(volts), lower voltage limit of motor 
va_upper_limit = 24;                    %(volts), upper voltage limit of motor 
%best estimates of parameters for "b" matrix calculation 
b_est               = b; 
l_est               = l; 
d_est               = d; 
mass_est            = mass; 
Ixx_est             = Ixx; 
Iyy_est             = Iyy; 
Izz_est             = Izz; 
Ra_est              = Ra; 
Kg_est              = Kg; 
Km_est              = Km; 
Bm_est              = Bm; 
volts2ang_speed_est = Km/(Km*Kg+Ra*Bm); 
ang_speed2volts_est = 1/volts2ang_speed_est; 
%vary the model parameters 
param_est_sw    = 0; %=1, vary parameter estimates by a percentage; =0, parameter estimate equals model 
b_delta         = 0.3; 
l_delta         = 0.3; 
d_delta         = 0.3; 
mass_delta      = 0.3; 
Ixx_delta       = 0.3; 
Iyy_delta       = 0.3; 
Izz_delta       = 0.3; 
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La_delta        = 0.0; 
Ra_delta        = 0.3; 
Kg_delta        = 0.3; 
Jm_delta        = 0.0; 
Km_delta        = 0.3; 
Bm_delta        = 0.3; 
b               = b+b*b_delta*param_est_sw; 
l               = l+l*l_delta*param_est_sw; 
d               = d+d*d_delta*param_est_sw; 
mass            = mass+mass*mass_delta*param_est_sw; 
Ixx             = Ixx+Ixx*Ixx_delta*param_est_sw; 
Iyy             = Iyy+Iyy*Iyy_delta*param_est_sw; 
Izz             = Izz+Izz*Izz_delta*param_est_sw; 
La              = La+La*La_delta*param_est_sw; 
Ra              = Ra+Ra*Ra_delta*param_est_sw; 
Kg              = Kg+Kg*Kg_delta*param_est_sw; 
Jm              = Jm+Jm*Jm_delta*param_est_sw; 
Km              = Km+Km*Km_delta*param_est_sw; 
Bm              = Bm+Bm*Bm_delta*param_est_sw; 
volts2ang_speed = Km/(Km*Kg+Ra*Bm); 
ang_speed2volts = 1/volts2ang_speed; 
















%define initial state variables 
h0        =  1.0;                    %(meters), initial altitude 
hdot0     =  0.0;                    %(meters/sec), initial altitude rate 
phi0      =  0.0;                    %(rad), initial roll angle 
phidot0   =  0.0;                    %(rad), initial roll rate 
theta0    =  0.0;                    %(rad), initial pitch angle 
thetadot0 =  0.0;                    %(rad), initial pitch rate 
psi0      =  0.0;                    %(rad), initial heading angle 
psidot0   =  0.0;                    %(rad), initial heading rate 
omega_m10 =  wm1_hover;              %(rad/sec), motor 1 initial angular speed 
omega_m20 =  wm2_hover;              %(rad/sec), motor 2 initial angular speed 
omega_m30 =  wm3_hover;              %(rad/sec), motor 3 initial angular speed 
omega_m40 =  wm4_hover;              %(rad/sec), motor 4 initial angular speed 
i10       =  ia1_hover;              %(amps), motor 1 initial current 
i20       =  ia2_hover;              %(amps), motor 2 initial current 
i30       =  ia3_hover;              %(amps), motor 3 initial current 
i40       =  ia4_hover;              %(amps), motor 4 initial current 
Xe0       =  0;                      %(m), initial position along due North direction 
Xedot0    =  0;                      %(m/sec), initial velocity along due North direction 
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Ye0       =  0;                      %(m), initial position along due East direction 
Yedot0    =  0;                      %(m/sec), initial velocity along due East direction 
%open-loop model cross-coupling control (see model) 
%for phidodot, if phi_cross_sw=0 then Mey and Mez are zeroed out for phi state 
%for thetadotdot, if theta_cross_sw=0 then Mez is zeroed out for theta state 
%for psidotdot, if psi_cross_sw=0 then Mey is zeroed out for psi state 
phi_cross_sw   = 1;  %=1, turns on cross-coupling control input for roll input; =0, turn off 
theta_cross_sw = 1;  %=1, turns on cross-coupling control input for pitch input; =0, turn off 
psi_cross_sw   = 1;  %=1, turns on cross-coupling control input for heading input; =0, turn off 
gyro_effect_sw = 1;  %=1, turns gyroscopic effect for rotor inputs; =0, turn off 
%resolve the psuedo-control inputs 
Ic=[1 1 1 1;1 -1 -1 1;1 1 -1 -1;1 -1 1 -1]; 
Inv_Ic=inv(Ic); 
%altitude control 
h_control_sw    = 1; 
h_desired_track = 1; 
% b_hat_h_est     = (b_est*(volts2ang_speed_est^2))/mass_est; 
% sigma_b_h       = 0.2;  %try increasing if sliding condition is not met 
% b_upp_h         = b_hat_h_est+b_hat_h_est*sigma_b_h; 
% b_low_h         = b_hat_h_est-b_hat_h_est*sigma_b_h; 
% b_hat_h         = sqrt(b_upp_h*b_low_h); 
% beta_h          = sqrt(b_upp_h/b_low_h); 
lambda_h        = 50; 
lambda_h_sw     = 1;     %=1, use varying lambda technique; =0, use constant lambda so lambda=lambda0 
ita_h           = 0.1;   %try increasing if sliding condition is not met 
ita_h_sw        = 1;     %=0, use constant ita; =1, use ita from realtime estimator 
ita_hat_h0      = ita_h; 
P_h0            = 5.0; 
lambda0_h_b     = 40;    %higher value cause faster convergence and boundary layer, phi will be small along with 
control effort but more suspectible to noise effects 
k_h0            = 500;  %higher value cause faster convergence and boundary layer, phi will be small along with 
control effort (100 is nice) 
use_alt_tech_data_forget_h_sw = 0; %=1, use alternate technique of data forgetting (pg 379, Slotine); =0, do not use 
sigma_u_h       = 0.2; 
signum_h_sw     = 0;    %=1, signum function; =0, saturation function 
phi_h_sw        = 0;    %=1, constant boundary layer thickness; =0, varying boundary layer thickness 
phi_h_mag       = 0.003; 
phi_h_bl0       = ita_h/lambda_h; 
wn_h_d          = 2; 
zeta_h_d        = 1.2; 
%roll control 
phi_control_sw    = 1; 
phi_desired_track = 30; 
%b_hat_phi_est     = (l_est*b_est*sin(pi/4)*(volts2ang_speed_est^2))/Ixx_est; 
%sigma_b_phi       = 0.7;  %try increasing if sliding condition is not met 
%b_upp_phi         = b_hat_phi_est+b_hat_phi_est*sigma_b_phi; 
%b_low_phi         = b_hat_phi_est-b_hat_phi_est*sigma_b_phi; 
%b_hat_phi         = sqrt(b_upp_phi*b_low_phi); 
%beta_phi          = sqrt(b_upp_phi/b_low_phi); 
lambda_phi        = 50; 
lambda_phi_sw     = 1;     %=1, use varying lambda technique; =0, use constant lambda so lambda=lambda0 
ita_phi           = 0.1;   %try increasing if sliding condition is not met 
ita_phi_sw        = 1;     %=0, use constant ita; =1, use ita from realtime estimator 
ita_hat_phi0      = ita_h; 
P_phi0            = 5.0; 
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lambda0_phi_b     = 40;    %higher value cause faster convergence and boundary layer, phi will be small along with 
control effort but more suspectible to noise effects 
k_phi0            = 500;  %higher value cause faster convergence and boundary layer, phi will be small along with 
control effort (100 is nice) 
use_alt_tech_data_forget_phi_sw = 1; %=1, use alternate technique of data forgetting (pg 379, Slotine); =0, do not 
use 
sigma_u_phi       = 0.2; 
signum_phi_sw     = 0;  %=1, signum function; =0, saturation function 
phi_phi_sw        = 0;  %=1, constant boundary layer thickness; =0, varying boundary layer thickness 
phi_phi_mag       = 0.003; 
phi_phi_bl0       = ita_phi/lambda_phi; 
wn_phi_d          = 3; 
zeta_phi_d        = 1.2; 
%pitch control 
theta_control_sw    = 1; 
theta_desired_track =-20; 
%b_hat_theta_est     = (l_est*b_est*sin(pi/4)*(volts2ang_speed_est^2))/Iyy_est; 
%sigma_b_theta       = 0.7;  %try increasing if sliding condition is not met 
%b_upp_theta         = b_hat_theta_est+b_hat_theta_est*sigma_b_theta; 
%b_low_theta         = b_hat_theta_est-b_hat_theta_est*sigma_b_theta; 
%b_hat_theta         = sqrt(b_upp_theta*b_low_theta); 
%beta_theta          = sqrt(b_upp_theta/b_low_theta); 
lambda_theta        = 45; 
lambda_theta_sw     = 1;     %=1, use varying lambda technique; =0, use constant lambda so lambda=lambda0 
ita_theta           = 0.1;   %try increasing if sliding condition is not met 
ita_theta_sw        = 1;     %=0, use constant ita; =1, use ita from realtime estimator 
ita_hat_theta0      = ita_theta; 
P_theta0            = 5.0; 
lambda0_theta_b     = 40;    %higher value cause faster convergence and boundary layer, phi will be small along 
with control effort but more suspectible to noise effects 
k_theta0            = 500;  %higher value cause faster convergence and boundary layer, phi will be small along with 
control effort (100 is nice) 
use_alt_tech_data_forget_theta_sw = 0; %=1, use alternate technique of data forgetting (pg 379, Slotine); =0, do not 
use 
sigma_u_theta       = 0.2; 
signum_theta_sw     = 0;  %=1, signum function; =0, saturation function 
phi_theta_sw        = 0;  %=1, constant boundary layer thickness; =0, varying boundary layer thickness 
phi_theta_mag       = 0.003; 
phi_theta_bl0       = ita_theta/lambda_theta; 
wn_theta_d          = 3; 
zeta_theta_d        = 1.2; 
%heading control 
psi_control_sw    = 1; 
psi_desired_track = 40; 
%b_hat_psi_est     = (d_est*(volts2ang_speed_est^2))/Izz_est; 
%sigma_b_psi       = 0.7;  %try increasing if sliding condition is not met 
%b_upp_psi         = b_hat_psi_est+b_hat_psi_est*sigma_b_psi; 
%b_low_psi         = b_hat_psi_est-b_hat_psi_est*sigma_b_psi; 
%b_hat_psi         = sqrt(b_upp_psi*b_low_psi); 
%beta_psi          = sqrt(b_upp_psi/b_low_psi); 
lambda_psi        = 50; 
lambda_psi_sw     = 1;     %=1, use varying lambda technique; =0, use constant lambda so lambda=lambda0 
ita_psi           = 0.1;   %try increasing if sliding condition is not met 
ita_psi_sw        = 1;     %=0, use constant ita; =1, use ita from realtime estimator 
ita_hat_psi0      = ita_psi; 
P_psi0            = 5.0; 
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lambda0_psi_b     = 40;    %higher value cause faster convergence and boundary layer, phi will be small along with 
control effort but more suspectible to noise effects 
k_psi0            = 500;  %higher value cause faster convergence and boundary layer, phi will be small along with 
control effort (100 is nice) 
use_alt_tech_data_forget_psi_sw = 0; %=1, use alternate technique of data forgetting (pg 379, Slotine); =0, do not 
use 
sigma_u_psi       = 0.2; 
signum_psi_sw     = 0;  %=1, signum function; =0, saturation function 
phi_psi_sw        = 0;  %=1, constant boundary layer thickness; =0, varying boundary layer thickness 
phi_psi_mag       = 0.003; 
phi_psi_bl0       = ita_psi/lambda_psi; 
wn_psi_d          = 3; 
zeta_psi_d        = 1.2; 
%define control input feedback to the MFSMC is estimated 
input_feedback_sw = 1;    %=0, use motor measurements; =1, use transfer function on MFSMC control outputs 
tau_act_est       = 2;    %(sec), transfer function time constant for MFSMC control outputs used when 
input_feedback_sw=1 
  





Figure 10.57: Quadcopter open-loop system 
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Figure 10.57:Quadcopter open-loop motor subsystem 
 




Figure 10.59: Quadcopter motor electrical dynamics subsystem 
 
Figure 10.60: Quadcopter motor mechanical subsystem 
Note: As all four motor used similar subsystem, so here shown only one motor dynamics blocks. 
 
Figure 10.61: hdotdot subsystem 
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Figure 10.62: 𝑋- and 𝑌- subsystem 
 
Figure 10.63: phidotdot subsystem  
 
Figure 10.64: thetadotdot subsystem 
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Figure 10.65: psidotdot subsystem 
 
Figure 10.66: Model-free control law subsystem 
 
Figure 10.67: Angular speed to voltage conversion subsystem 
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Figure 10.68: Altitude control subsystem 
 
Figure 10.69: Altitude desired tracking subsystem 
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Figure 10.70: Altitude tracking model-free control law 
 
Figure 10.71: Altitude K and itahat estimator subsystem 
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Figure 10.72: Altitude itahat estimator subsystem 
 
Figure 10.73: Altitude sigma or saturation subsystem 
Note: For the roll, pitch and yaw controlling similar model-free controller were used, as used for 
the attitude control. The roll, pitch and yaw also were used same subsystem with only the 
variables were different. All the variables were defined in the Matlab scripts and all the 
subsystem blocks of the altitude tracking controller shown above. Therefore, due to similar 
figures the roll, pitch and yaw controller subsystem figures omitted here. 
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Figure 10.74: Mixer subsystem 
 
Figure 10.75: Controller motor hover voltage subsystem 
