We characterize probability measure with finite moment of any order in terms of the symmetric difference operators of their Fourier transforms. By using our new characterization, we prove the continuity
Introduction
The spatially homogeneous Boltzmann equation states
where f (t, v) is the density distribution of particles with velocity v ∈ R 3 at time t. The most interesting and important part of this equation is the collision E-mail addresses: ykcho@cau.ac.kr (Yong-Kum Cho), morimoto@math.h.kyoto-u.ac.jp (Yoshinori Morimoto ), shuaiwang4-c@my.cityu.edu.hk (Shuaikun Wang ), matyang@cityu.edu.hk (Tong Yang ) operator given on the right hand side that captures the change rates of the density distribution through elastic binary collision:
where
for each σ ∈ S 2 , which follows from the conservation of momentum and energy,
Motivated by some physical models, we assume that the non-negative cross section B takes the form
where Φ(|z|) = Φ γ (|z|) = |z| γ for some γ > −3 and b(cos θ)θ 2+ν → K as θ → 0 + for some 0 < ν < 2 and K > 0. (1.2) Throughout this paper, we will only consider the case when γ = 0, 0 < ν < 2 , which is called the Maxwellian molecule type cross section, because the analysis relies on a simpler form of the equation after taking Fourier transform in v by the Bobylev formula. As usual, we may restrict θ ∈ [0, π/2] by considering symmetrized cross section
(see [16] ). In what follows, we make a slightly general assumption on the cross section that
which is fulfilled for b with ( 4) when 2k − 2 + α ≥ 1. In this paper, we consider the Cauchy problem of (1.1) with initial datum
Let F denote the Fourier transform operator defined as
, called the characteristic function of F , and K = F (P 0 (R d )). Inspired by a series of works by Toscani and his co-authors [5, 7, 14] , CannoneKarch introduced the space K α for α > 0 defined as follows:
The space K α endowed with the distance
is a complete metric space (see Proposition 3.10 of [4] ). Moreover, K α = {1} for all α > 2 and the following embeddings (Lemma 3.12 of [4] ) hold
With this classification on characteristic functions, the global existence of solution in K α was studied in [4] (see also [9] ) with the assumption (1.3). The space K α arises in connection with the Fourier image of P α (R d ) and it is proved
However, the inclusion is proper. Indeed, it is shown (see Remark 3.16 of [4] ) that the function ϕ α (ξ) = e −|ξ| α , with α ∈ (0, 2), belongs to
, the density of α-stable symmetric Lévy process, is not contained in P α (R d ). Hence, the solution obtained in the function space K α does not represent the moment properties in physics even when it is assumed initially. In order to capture the precise moment condition in the Fourier space, a precise classification on characteristic functions was introduced in [12] ( see also [11] ). Let
where 10) and Re ϕ stands for the real part of ϕ(ξ). Clearly, M α ⊂ K α . Moreover, it was shown in [12] that for any α ∈ (0, 2),
and we introduce the distance in M α as 11) where 0 < β < α < 2, 0 < ǫ < 1. Then ( M α , dis α,β,ǫ ) is a complete metric space. In [12] , the well-posedness of the Cauchy problem (1.1)-(1.5) is established in M α . In this paper, we are devoted to characterizing the Fourier images of spaces
In [6] , Cho characterized the Fourier images of probability measure having finite absolute moment, without vanishing momentum condition, in terms of the forward difference operator and its iterates. As a modification of his results, we introduce a new classification of characteristic functions defined in terms of the symmetric central difference operator and its iterates as follows:
and generally for k ∈ N + ,
Here, c k,j are the coefficients of the expansion 13) and an inductive calculation gives
and introduce the distance
where 0 < β < α if k = 1 and 0 < β < 2 if k ≥ 2.
k is a complete metric space endowed with the distance (1.14). Moreover, we have 15) and the condition that lim
, where
In the case k = 1, 0 < α < 2, the newly defined space M α k coincides with M α . Since the solution in M α has been well studied in [11, 12] , we will mainly focus on the case k ≥ 2, 0 ≤ α < 2 in this paper.
(2) For a probability measure F on the real line, it has been shown in [8] that, if |x| 2k−2+α dF (x) < ∞, then there exists C k,α > 0, which depends only on k, α, such that
where ϕ = F (F ). However, this characterization is different from the one given in (1.12).
Thanks to this new characterization of P 2k−2+α by its exact Fourier image M α k , we can obtain the following theorems, that improves the continuity results of solutions established in [12] .
, then there exists a unique measure valued solution F t ∈ C([0, ∞), P 2k−2+α (R 3 )) to the Cauchy problem (1.1)-(1.5) which preserves the energy and momentum for all time t > 0, that is,
Furthermore, if b satisfies (1.2) and if F 0 is not a single Dirac mass, then F t admits the density distribution function
The proof of the above theorem is given in the Fourier space. In fact, by letting ϕ(t, ξ) = R 3 e −iv·ξ dF t (v) and ϕ 0 = F (F 0 ), it follows from the Bobylev formula [2, 3] that the Cauchy problem (1.1)-(1.5) is reduced to
(1.18) By Theorem 1.1, to prove Theorem 1.3 it suffices to show 18) . Moreover, for any T > 0 and 0 ≤ s < t ≤ T , we have
where λ β > 0 is a constant defined as
where C T,ϕ0 > 0 only depends on T and the initial data.
Characterization of
defined by (1.9). Then we have the formula (1.15). Furthermore, for M ∈ [1, ∞], if we put
1)
and if F = F −1 (ϕ) for ϕ ∈ M α k , then for any R > 0 we have
Moreover,
By the change of variable |v|ξ = ζ and by using the invariance of the rotation, we have
which yields (2.2), with the choice of M = 1. By letting M → ∞ and R → 0, we obtain (2.3). The formula (1.15) is now obvious since
We are now ready to prove Theorem 1.1.
Proof of Theorem 1.
Since it follows from Proposition 3.10 of [4] that K β is a complete metric space, we have the limit (pointwise convergence)
For any fixed R > 1 we have
Taking the limit with respect to n and letting R → ∞, we have ϕ ∈ M α k . Now it is easy to see that dis k,α,β (ϕ n , ϕ) → 0.
Suppose that, for F n , F ∈ P α (R d ), we have
Note that for R > 1
It follows from (2.2) that for any ε > 0 there exist R > 1 and N ∈ N such that
This completes the proof of the theorem.
Proof of Theorem 1.4
The main purpose of this section concerns with the continuity of solutions in the new classification of characteristic functions. We only need to prove Theorem 1.4 because Theorem 1.3 follows by using Theorem 1.1.
, for some β 1 ∈ (β, 2). By Theorem 1.8 of [12] , we can obtain a unique classical solution ϕ(t, ξ) ∈ C([0, ∞), M β1 ) corresponding to the initial data ϕ 0 . Since F 0 ∈ P 2k−2+α (R 3 ), by the Corollary 1.7 of [12] and (2.4) , it is easy to see that, for any t ≥ 0, ϕ(t, ξ) ∈ M α k . More precisely, there exists a constant C T > 0 such that
To complete the proof of Theorem 1.4, it remains to prove (1.19) and (1.20). The first estimate (1.19) is a direct consequence of the formula
and Lemma 2.2 of [9] . The second one (1.20) follows from the following calculation which is a variant of Lemma 2.2 of [9] and Lemma 3.4 of [11] (see also the proof of (1.23) in [12] ).
For any k ≥ 2, α ∈ [0, 2), we have
As in [9] , we put ζ = ξ + · ξ |ξ| ξ |ξ| and considerξ
, which is symmetric to ξ + on S 2 , see Figure 1 . Then, we split (3.6) into three parts:
Summing over j, we have
By a proper transformation to the variable ξ, that is , η = |v|ξ, and then use ξ again to replace η, we have
If we put A = ζ · e 1 /2 and B = η + · e 1 /2, (η
we have
The case |ξ| < 1 is easier. Hence, we proved
The second term I j,2 is similar. Now let's consider the last term I j,3 . Recall that the solution conserves the momentum, i.e.
We have
It follows from (1.13) that
, we see
Since the solution conserves the momentum, we obtain
Since |z − sin z| |z| min{|z|, 1}, by the change of the variable |v|ξ → ζ, we have
We have the same upper bound for the integrals corresponding to J 3,2 and J 3,4 . Furthermore, if one use another change of variable |w|ξ → ζ for terms with
Thus, we have similar estimate as (3.10), namely, 
Proof of Theorem 1.3
The existence and uniqueness of the solution to the Cauchy problem (1.1)-(1.5) follow from Theorem 1.4 and the smoothing effect is proved by the Corollary 1.10 of [12] . To finish the proof, it remains to show
if b has a singularity (1.2). Indeed, it follows from the smoothing effect that for any 0 < t 0 < T < ∞ and for any N > 0, there exists a constant C N,t0,T > 0 such that sup t0≤τ ≤T ξ N |ϕ(τ, ξ)| 2 dξ ≤ C N,t0,T .
Let t 1 ∈ (t 0 , T ) and ε > 0. Since ϕ(t 1 , ξ) ∈ M By means of (2.2), we have {|v|≥R} |v| 2k+α−2 f (t, v)dv < ε if |t − t 1 | < δ. We can conclude the continuity since ϕ(t, ξ) ∈ C([0, ∞); K 2 ).
