Abstract-We propose a new method to construct quantum synchronizable codes from classical cyclic codes using the idea of augmented cyclic codes. The method augments a dual-containing cyclic code C2 to obtain another cyclic codes C1 of higher dimension. The resulting two cyclic codes and the dual code C 
I. INTRODUCTION
In the past decades, quantum information theory has experienced remarkable progress towards developing and realizing large scale quantum computation and quantum communication. Since the theory of quantum error-correcting codes discovered in [1] , researchers have dealt with the effects of decoherence on quantum states by regarding noise errors as linear combinations of operators that act on qubits [2] [3] . The simplest error model of this kind is the Pauli operators I, X, Y, Z. This error model may be considered as quantum version of additive noise, which is the most important and well-studied error model. The theory of quantum errorcorrection and the concepts of design quantum error-correcting codes to correct such errors were also well studied in the literature [4] - [12] .
Moreover, misalignment with respect to the frame size of a data stream is a type of synchronization errors that do not fall into the category of additive noise. To describe a misalignment error, assuming frame synchronization was established at the beginning of transmission to a noisy quantum channel. However, frame synchronization may be lost during quantum communications or quantum computations. This type of error occurs when the boundary of each block of data locates incorrectly by a certain number of positions towards the left or right. Then error correction procedures performed based on the wrongly positioned blocks may generate errors that the original fully aligned block might not experience on any qubits within the block.
To be able to correct these errors (block misalignment and additive noise), the theoretical framework on quantum synchronizable code was investigated in [13] - [15] . A quantum sychronizable code is a coding scheme that encodes a number of logical qubits into a certain number of physical qubits and it can correct misalignment by up to c l qubits to the left and up to c r qubits to the right when block synchronization is lost during transmission. The standard error correction procedure using a quantum error correcting code can also be performed to correct any additive errors occurred prior to the procedure of synchronization recovery. The authors in [13] - [15] showed that 'cyclic' property of a linear code is the key to perform synchronization recovery, and they developed narrow-sense BCH codes and punctured Reed-Muller codes as two classes of quantum synchronizable codes. Moreover, the authors also handled bit and phase errors caused by Pauli X and Z operators in two separate steps by employing the CalderbankShor-Steane (CSS) quantum error correcting codes [4] [5] .
In this work, we propose a new method to construct quantum synchronizable codes by exploiting some peculiar properties of classical cyclic codes over the finite field F 2 . We then show that by adopting quadratic residue sets into the proposed method to construct quantum synchronizable codes, the tolerance of misalignment errors meets the upper bound under certain condition. In Section II, we review some preliminary results of classical cyclic codes. Section III introduces the concept of quantum synchronizable codes and the procedure of synchronization recovery. We then discuss the proposed method of the construction of a quantum synchronizable code based on quadratic residue sets in Section IV. Finally, Section V concludes the paper with possible future works.
II. PRELIMINARIES
In this paper, we consider only the binary (F 2 ) cyclic codes of length n. As usual, we define a binary linear code [n, k] as a k-dimensional subspace of the n-dimensional vector space F n 2 , whereas a quantum code that encodes k-qubits into nqubits is defined as [[n, k]]. We denote the lowest common multiple and the greatest common divisor of a polynomial as lcm( * ) and gcd(x), respectively. We also denote the degree of a polynomial as deg( * ) and the dimension of a code as dim( * ).
1) Cyclic Codes and Dual Codes:
A Cyclic code C is a linear [n, k] code if c = (c 0 , c 1 , . . . , c n−1 ) is a codeword of C, then every cyclic shift of c, denoted by π s (c), is also a codeword of C. Let k = dim (C), then r = n − k be the number of redundancy of the cyclic code. It is also known that a cyclic code can be seen as a principal ideal in the ring F 2 [x]/ (x n − 1) that is generated by the unique monic
with non-zero coefficient at the positions where the i-th bit of codeword c = (c 0 , c 1 , . . . , c n−1 ) is 1. In the finite field of order two, the non-zero coefficients only equal to 1. Denoted by C = g(x) , a cyclic code C generated by its generator polynomial g(x). The set of codewords then can be written as
, then C is generated by the rows of the generator matrix
. . .
Let C 1 = g 1 (x) and C 2 = g 2 (x) be two linear cyclic codes of the same length with k 1 > k 2 . Let c ′ (x) and c ′′ (x) be a codeword of C 1 and C 2 , respectively. If
where r(x) = 0 for every c ′′ (x) ∈ C 2 , and 0 ≤ s ≤ k − 1 represents the s-th shifts of c
The binary dual code, C ⊥ , of a binary code C is defined as
where the dimension of
the check polynomial of C, the generator polynomial g ⊥ (x) is given by
If
and also every codeword of C ⊥ .
2) Quadratic (Non-)Residues and Quadratic Residue
, where p is a prime. Then the corresponding quadratic non-residue set
R of the same size is the similar set of
and Q nr (x) be the generator polynomial of two cyclic codes generate from Q R and Q N R , respectively. Then, C R and C N R are quadratic residue codes over F 2 with generator polynomials
and
where α is a primitive p-th root of unity in the extension field F 2 t that containing F 2 . Similarly, the quadratic residue codes constructed from the complementary sets are denoted
III. QUANTUM SYNCHRONIZABLE CODE In this section, we briefly introduce the concept of quantum synchronizable codes and procedures of synchronization recovery for quantum information.
A. Quantum Synchronizable Coding
In very recent work [13] - [15] , a general framework for constructing quantum synchronizable codes of CSS structure relying on a pair of classical cyclic codes with special property was introduced.
Theorem 1:
] quantum synchronizable code that corrects at least up to ⌊ d1−1 2 ⌋ bit errors and ⌊ d2−1 2 ⌋ phase errors. The quantum synchronizable codes described in Theorem 1 require a pair of cyclic codes C 1 , C 2 of the same length, and the dimension of k 1 > k 2 > ⌈ n 2 ⌉. A misalignment of θ qubits can be recovered if −c l ≤ θ ≤ c r , where a negative θ means that a misalignment occurs towards the left. Hence, it is a quantum synchronizable code that encodes 2k 2 − n logic qubits into n + c l + c r physical qubits and be able to correct up to c l and c r misalignments towards the left and right, respectively. The maximal tolerance of quantum synchronization error, −c l ≤ θ ≤ c r , is given by c l + c r < ord (f (x)). The order of f (x), ord (f (x)) , is the smallest integer z such that f (x) divides x z + 1 over F 2 . To design a good quantum synchronizable codes, it is generally desirable to have a pair of cyclic codes with good distance property while ord(f (x)) is maximized.
B. Encoding
Since
Hence, the size of the cosets is 2 2k2−n . Let B = {b i (x)|0 < i ≤ 2 2k2−n } be the representative of the cosets, then the vector space Q of dimension 2 2k2−n forms an orthonormal quantum state basis with
where
Using the standard encoder for CSS codes, the encoding stage described in [13] encodes the state |ψ into |ψ enc = i α i |q i through some unitary operator, where each q i is the n-tuple binary vector representing the coefficients of each q i (x) in (6) . In addition to this, extra c l + c r < ord (f (x)) ancilla qubits used to take |ψ enc to an n + c l + c r -qubit state
where l i and r i are the last c l and the first c r portions of the vector q i , respectively. Hence, (7) is the final state ready to transmit.
C. Synchronization Recovery
The procedures for error correction and block synchronization are as follows. Define a window frame W = (w c l , w c l +1 , . . . , w c l +n−1 ), and block frame T = (t 0
The operator E is the n-fold tensor product of linear combinations of Pauli operators, and H C1 the n − k 1 parity-check matrix (stabilizer generators) of code C 1 . Finally, the result of H C1 e qi is the error syndrome of the window W. If at most ⌊ d1−1 2 ⌋ bit errors were introduced by E, these errors can be corrected to make the window W error free.
The procedure of synchronization recovery performed by applying a two-stage polynomial division on the bit error free window W. Since C ⊥ 2 ⊂ C 2 ⊂ C 1 , the generator polynomial g 1 (x) divides every q i (x) given in (6), which implies
for some polynomials v 1 (x) and v 2 (x) of degree less than k 2 . Note that a bit error free window W contains a cyclic shifted coefficient vectors of the correct polynomials. If a misalignment of θ qubits occurs, define a
To extract the exact number of misaligned qubits, the two-stage polynomial division on a θ (x) is required. Since c ⊥ j (x) + b i (x) + g 1 (x) divides g 1 (x) and the quotient u(x) divided by f (x) gives remainder of r(x) = 1, for θ misaligned qubits, we have
where the remainder r θ (x) = x θ (mod f (x)). Hence, for −c l ≤ θ ≤ c r , the remainder r θ (x) is distinct. From x θ , we know how many qubits the original frame T is misaligned and in which direction. By cyclicly shifting T to recover the correct block of qubits, any additional bit errors outside the window W is then corrected using H C1 . Finally, at most ⌊ d2−1 2 ⌋ phase errors on the corrupted states can be corrected by applying H C2 in the same fashion as a standard CSS code does.
The tolerance of synchronization error for coding scheme given in [13] is improved from c l + c r < k 1 − k 2 to c l + c r < ord (f (x)) [14] . Note that deg (f (x)) < ord (f (x)). In the following sections of the paper, we introduce a new method to construct quantum synchronizable codes of ord(f (x)) = n.
IV. AUGMENTED CYCLIC CODES
We now provide a construction method of quantum synchronizable codes designed from quadratic residue sets. The outcome is a pair of cyclic codes C 1 and C 2 with k 1 > k 2 that satisfy C ⊥ 2 ⊆ C 2 ⊂ C 1 . We first construct a cyclic code C 2 using quadratic residue sets, where its dual code, C ⊥ 2 , is a subspace of C 2 . We then obtain C 1 by inserting codewords into C 2 . Note that C 1 is also a cyclic code of higher dimension and satisfy C 2 ⊂ C 1 .
Theorem 2: Let C 2 = Q r (x) and
be two cyclic codes of length p = 4m − 1 with k 1 > k 2 , m = 2 l and p is a prime. Then ord (f (x)) = p and C ⊥ 2 = Q r (x) is the dual of C 2 . Moreover, there exists at least one C 1 such that C (4), we know that the generator polynomial of any quadratic residue codes of length p is
Then the generator polynomial of cyclic codesC Q andC N R constructed from the complementary setQ R andQ N R are given by [18, P.481]
andC
Lemma 1: For a prime p = 4m−1, the associated quadratic residue codes C R , C N R ,C R andC N R are cyclic codes of code length p and
Proof: We know that if α is a primitive p-th root of unity in a field, then the ring
The zeros of Q r (x) and Q nr (x) are {α r |r ∈ Q R } and {α nr |nr ∈ Q N R }, respectively. Hence by (3), the zeros of C ⊥ R are 1 and α −r , and the zeros of C ⊥ N R are 1 and α −nr . Moreover, since α e ∈ Q R iff e is even, and α e ∈ Q N R iff e is odd, then −r ∈ Q N R and −nr ∈ Q R . Hence, C We have now completed the proof. Example 1: Consider the quadratic residue set The quadratic residue codes C R andC R of length p = 31 have generator polynomial
They are obtained from Q R andQ R , respectively. Since lcm Q r (x),Q r (x) = x 31 + 1, from Lemma 1 and Equation (3), we know thatQ r (x) is the generator polynomial of the dual-code C
that generates a sub-code of C 2 . Hence, C 2 ⊃ C ⊥ 2 is a dual-containing cyclic code.
B. Augmentation of C 2
To obtain another cyclic code C 1 such that C 2 ⊂ C 1 , we increase the number of codewords to the pre-obtained cyclic code C 2 , the resulting cyclic code C 1 is called augmented cyclic code. Let C 2 = g 2 (x) and
. This is equivalent to increase the dimension of C 2 . Hence, g 2 (x) is a reducible monic polynomial of degree p−1 2 . Proposition 1: Given C 2 = C R is a cyclic code of length p constructed from quadratic residue set with polynomial
where each F j (x) is an irreducible minimal polynomial over
l+2 . To analyse Proposition 1, we need the following definition of cyclotomic cosets.
Definition 1: The cyclotomic cosets of elements of field F q t containing integer i is defined as
where t ′ is the smallest positive integer such that iq
. If i ∈ S i is the smallest integer, then i is the coset representatives of S i .
For arbitrary prime p = 4m − 1, denoted by T = {i|i ∈ Z} the set of coset representatives of F q t , then a Q R set of size
2 is a union of some number of cyclotomic cosets of F q t . We state the following lemma.
Lemma 2: For m = 2 l , l ∈ Z, and p = 4m − 1 is a prime, the quadratic residue set Q R of size
2 is a union
where each cyclotomic coset is of size
By the property of Mersenne number, if p is a prime, l + 2 is a prime which implies that l + 1 is not a prime. Hence, Q R is a union of disjoint cosets. Furthermore, let t = l + 2, by definition 1, i2 t ′ = i (mod 2 t − 1) when t ′ = t, thus, each cosets S i is closed under multiplication of 2. Therefore, each |S i | = t = l + 2 and Q R is a union of
Corollary 2: The minimal polynomial F i (x) of an element α i ∈ F q t is given by
with deg (F i (x)) = t, and α is a primitive element of F q t . It is obvious that every element of the same coset S i has the same minimal polynomial over
is irreducible and monic since S i does not contain any smaller nonzero subset and
Based on Equation (18), we obtain the generator polynomial g 1 (x) for C 1 by removing arbitrary one or multiple minimal polynomials from
g1(x) , we have
is the total number of combinations to remove z minimal polynomials from F . Let {π z {T r }} j denote the j-th combination of such operation. Hence, the total number of different g 1 (x) we can get is then equal to
The dimension of C 1 is then determined by
Thus, the resulting C 1 is a cyclic code of the same length as C 2 with dim(C 1 ) > dim(C 2 ), and we have C 2 ⊂ C 1 .
C. Maximum misalignment tolerance
In the context of quantum synchronizable codes, we like to maximize the tolerance of misalignment error by maximizing ord (f (x)). It is known that the maximum misalignment error that is tolerable by a quantum synchronizable code is upper bounded by its code length p [14] . To achieve the upper bound, that is ord (f (x)) = p, gcd (f (x), g 2 (x)) = x p − 1. Theorem 3: [17, P.89] A polynomial f (x) ∈ F q of degree m is a primitive polynomial over F q iff f (x) is monic, that is f (0) = 0 and ord(f (x)) = q m − 1. Based on Theorem 3, we have the following result show that the proposed quantum synchronizable codes have maximum tolerance of misalignment error.
Corollary 3: For m = 2 l and p = 4m − 1 is a prime, if
is a primitive polynomial of degree l + 2 and ord (f (x)) = 2 l+2 − 1. By Equations (16) and (18), we know that
is a primitive polynomial that has order equal to the code length p. Moreover, if F i (x) and
Hence, for arbitrary number of F i (x) removed from g 2 (x), the order of f (x) is always equal to the code length p.
Example 2: Continue with Example 1. When l = 3, p = 2 l+2 − 1 is a prime integer such that the quadratic residue set
is equivalent to the union of 
Let C 2 = Q r (x) , then
where F 1 (x) = x 5 + x 2 + 1, f (x) , if z = 1, f (x) = F j (x), j ∈ {1, 5, 7}, the dimension of C 1 is equal to dim(C 1 ) = p − deg(g 2 (x)) + z(l + 2) = 31 − 15 + 5 = 21. Alternatively, if z = 2, then f (x) = F j1 (x)F j2 (x) and j 1 , j 2 ∈ {1, 5, 7} for j 1 = j 2 , the dimension of C 1 is dim(g 1 (x)) = 31 − 15 + 10 = 26. In both cases, the ord (f (x)) = 2 l+2 − 1 = p.
Since deg(Q r (x)) = 15, dim(C 2 ) = 16, thus, for arbitrary pair of non-negative integer c l and c r such that c l +c r < 31, we have a (c l , c r )−[[p+c l +c r , 1]] quantum synchronizable code. If c l + c r = 30, the corresponding quantum synchronizable code (c l , c r )− [[61, 1] ] is capable to recover up to the maximum number of misalignment error it tolerates.
V. CONCLUSION
We studied the importance of block synchronization in quantum communication and quantum computations. We then proposed a method to construct quantum synchronizable codes by designing augmented cyclic codes from another cyclic code. The proposed method based on the notion of quadratic residue sets. We showed the tolerance of synchronization error meet the upper bound under certain condition.
For future work, one will generalize the construction to any quadratic residue set over non-binary field F q t . Secondly, note that the proposed quantum synchronizable codes only encode k = 1 logical qubit into p + c l + c r physical qubits due to the fact that dim (C 2 ) = p+1 2 , therefore, design of quantum synchronizable codes from quadratic residue sets with variable dimensions is desirable. Lastly, the distance d 1 and d 2 should also be maximized for a given n.
