We prove two results concerning local regularity theory of the Navier-Stokes equations near a curved portion Γ ⊂ ∂ Ω of the boundary. Suppose that u is a boundary suitable weak solution with singularity (x * , T * ), where x * ∈ Ω ∪ Γ. Then (under a weak background assumption) the L 3 norm of u tends to infinity in every ball centered at x * :
u(·,t) L
(Ω∩B(x * ,R)) = ∞ for all R > 0.
Furthermore, u gives rise to a non-trivial mild bounded ancient solution in R 3 or R 3 + through a rescaling procedure that zooms in on the singularity. This generalizes results of Seregin et al. into the local setting with curved boundary. Our proof relies on a truncation procedure for boundary suitable weak solutions. The former result is based on energy estimates for L 3 initial data and a Liouville theorem. For the latter result, we apply perturbation theory for L ∞ initial data due to K. Abe and Y. Giga. The curved boundary is treated in two different ways. 
Introduction
In this paper, we investigate the local regularity theory of the Navier-Stokes equations near a curved portion of the boundary. In particular, we will focus on applications of Liouville theorems.
Liouville theorems were famously used by Escauriaza-Seregin-Sverák in [19] to solve the difficult endpoint s = 3 of the Ladyzhenskaya-Prodi-Serrin criterion
Namely, any suitable weak solution in a parabolic ball Q and belonging to L 3,∞ (Q) is Hölder-continuous in each smaller parabolic ball Q ′ . The relevant Liouville theorem is that an ancient suitable weak solution in L 3,∞ with pressure in L3 2 ,∞ and vanishing identically at t = 0 must be identically zero. Interestingly, this type of argument appears to be the only known proof of quantative L ∞ bounds in terms of the L s,l norm and energy, even in the non-endpoint case.
The presence of boundary introduces new difficulties due to the pressure and no-slip boundary condition. 1 In the interior case, the pressure is decomposed into
and a harmonic function h. In the boundary case, this decomposition is not as effective, since h does not appear to satisfy a useful boundary condition. For this purpose, Seregin introduced a different decomposition of the pressure in [49] , which opened the way to extend Escauriaza, Seregin, and Sverák's results to the boundary case. The partial regularity of suitable weak solutions up to the boundary was proven by Seregin, Shilkin, and Solonnikov [49, 52] , and the regularity of L 3,∞ solutions near the boundary was proven by Seregin, Shilkin, and Mihailov [43, 36] . See [51] for a survey and [18, 17] for extensions to higher dimensions with boundary. In recent work [44] , Seregin proved
where T * is the (presumed) first singular time of a weak Leray-Hopf solution with solenoidal C ∞ 0 initial data. The key observation is that, to control a sequence of rescaled solutions in the energy space, it is enough to control the solution in L 3 along a sequence of times. This idea was adapted to the half-space in [10] and abstracted in [47] , and the methods therein have led to interesting developments [11, 6] . However, the above results do not address the local behavior of the L 3 norm near a hypothetical singularity. Must the L 3 norm become infinite in every neighborhood of a singular point? We answer this question in the affirmative below: In fact, we prove a more general theorem which adapts Theorem 1.1 to the weak L 3 setting in a quantitative way, see Theorem 3.1. Theorem 1.1 improves on the known results in several ways. It extends Seregin's criterion (1.3) to curved boundaries and is thus applicable to more physical situations. Indeed, the theorem is quite general, as it requires only local information near a proposed singularity. Additionally, Theorem 1.1 improves on certain norm concentration results in [37, 34, 35] . For instance, Neustupa obtained in [37] that at a singular point (x * , T * ),
for all R > 0 and an absolute constant ε > 0. In [34, 35] , it is demonstrated that one may take R ∼ √ T * − t in (1.7) in exchange for writing sup x * ∈R 3 . It would be interesting to obtain R ∼ √ 1 − t in (1.6), but it is not clear to the authors whether the result remains valid.
Our analysis hinges on a localisation procedure which, while known to experts (see the works [38, 39, 37] of Neustupa and coauthors, as well as [57, Remark 12.3 ]), appears to be underutilized in the context of Navier-Stokes solutions. Truncating a solution with a smooth cut-off Φ introduces a forcing term f and requires solving div w = −∇Φ · v to correct the non-zero divergence. To analyze the regularity of a truncated Navier-Stokes solution (which, a priori, may be singular), we want f and w to be (sub)critical. Observe that f contains the problematic term 8) whereas w gains a derivative and is less dangerous. This term appears to be supercritical, since in Theorem 1.1, v is only controlled in L 3 along a sequence of times. To overcome the difficulty, we use partial regularity in three dimensions, which guarantees that there is a parabolic annulus on which v is bounded. Truncating on this annulus ensures that f is subcritical. To deal with the curved boundary, we must expend some additional effort to control the constant in Bogovskii's operator. The details are contained in Proposition 2.2. 2 Once the solution has been truncated around the singularity, we follow the general scheme in [44, 10] to complete the proof. Upon rescaling, we obtain a sequence of solutions on a growing sequence of domains Ω k ×]0, 1[. These solutions are controlled in the energy space by the norm of the initial data in L 3 , using a a Calderón-type splitting [14, 26, 5] . We flatten the rescaled boundary near a presumed boundary singularity and pass to a limiting solution in R 3 + that has a singularity but vanishes identically at t = 1. Backward uniqueness arguments give the final contradiction.
Our second main result concerns the class of mild bounded ancient solutions, which arise naturally in the Liouville theory as blow-up limits of singular Navier-Stokes solutions. These solutions are bounded (in fact, smooth) and satisfy the integral formulation of the Navier-Stokes equations on R 3 or R 3 + for all backward times. It was conjectured in [29] that mild bounded ancient solutions in the whole space are constant. While the conjecture is far from settled, it is known to hold in special circumstances, e.g., in dimension two and in the axisymmetric setting without swirl [29] . Even more remains unknown regarding mild bounded ancient solutions in the half-space [48, 9, 45] . A more complete picture has been achieved in the linear theory [25] .
In recent work [4] , the authors proved that Type I singularity formation for suitable weak solutions is equivalent to the existence of a non-trivial mild bounded ancient solution in R 3 satisfying Type I decay. The boundary analogue of the equivalence in [4] appears to be more subtle (in particular, possibly sensitive to the precise formulation of Type I). Instead, we focus on the forward direction, without Type I assumption. In particular, we demonstrate that non-trivial mild bounded ancient solutions arise naturally from singular boundary suitable weak solutions under quite general assumptions. We hope that this result and those in [4] help clarify the role of mild bounded ancient solutions in the regularity theory of the Navier-Stokes equations. • If v has an interior singularity, then there exists a non-trivial mild bounded ancient solution in R 3 arising as a blow-up limit of v.
• If v has a boundary singularity on Γ, then there exists a non-trivial mild bounded ancient solution in R 3 or R 3 + arising as a blow-up limit of v.
That is, the mild bounded ancient solution in question is the solution obtained from the rescaling procedure in the proof of Theorem 1.2. 3 Let us compare Theorem 1.2 to the known results. Previously, Seregin andSverák demonstrated in [48] that singular strong solutions in R 3 + give rise to mild bounded ancient solutions in R 3 or R 3 + . 4 Note that, a priori, either case may occur when the domain is R 3 + , depending on the rate at which the velocity growns near the boundary. The analysis in [48] relies on the explicit kernel representation due to Solonnikov [56] for mild solutions in the half-space. The most difficult part of their analysis is to obtain decay estimates for ∇p as x 3 → ∞ in order to rule out "parasitic solutions" and conclude that the blow-up limit is mild. Since kernel estimates are unavailable (or unwieldy) for more general domains, we rely on a perhaps more conceptual approach, based on tools developed by K. Abe and Y. Giga in [3, 2, 1]. Once we have truncated the solution, the rescaling procedure in [48] gives a sequence of solutions v (k) (|v (k) | ≤ 1) on a growing sequence of domains Ω k expanding to R 3 or R 3 + . Here, it is vital to only use estimates which do not degenerate as the domains grow. Therefore, we apply the perturbation theory for L ∞ mild solutions in bounded domains in Abe's paper [1] . We also control a correction coming from the non-zero forcing f (k) . This yields C α par estimates for v (k) and enough compactness to show that the blow-up limit is non-trivial.
To complete the proof, we use scaling-invariant pressure estimates as in [3, 2] , weighted by the distance to the boundary, that are similar to (but not exactly)
(1.9)
These are used to show that ∇p → 0 as x 3 → ∞ for the limiting solution, thereby ruling out parasitic solutions. Hence, the blow-up limit is mild. We expect that Theorem 1.2 remains valid when Ω is only assumed to be a bounded C 2 domain, see Remark C.4.
For the reader's convenience and to make the paper more self-contained, we include an appendix. Appendix A discusses boundary suitable weak solutions of the flattened NSE (utilized in [52, 36] ) and proves the "persistence of singularities" (Proposition A.5) for zooming in on a singularity against a curved portion of boundary. This result is new for curved boundaries, although it follows from known techniques in [43, 12] . Appendix B recalls a parabolic Sobolev embedding theorem into Hölder spaces (in particular, a scaling-invariant version in the case u| ∂ ′ Q T = 0). Finally, Appendix C collects a priori estimates, weighted by the distance to the boundary, for solutions of Laplace's equation (satisfied by the harmonic pressure) with divergence-form Neumann data. These estimates were proven in [3, 2, 28] .
We denote B(R) = B(0, R), B = B (1) , and similarly for Q and K. Also, B + (R) = B(R) ∩ {x 3 > 0},
If Ω ⊂ R 3 is open and I ⊂ R is an interval, we define Q I = Ω × I.
Let 1 ≤ p, q ≤ ∞ and m, n ∈ N 0 . We will use the Lebesgue spaces L p,q (Q I ), where p represents spatial integrability and q time integrability, as well as Sobolev spaces W m,n p,q (Q I ), where m represents differentiability in space and n differentiability in time. 5 If a function space appears without a domain, e.g., L 3 , then the domain is taken to be R 3 . We typically do not change our notation to reflect whether function spaces consist of scalar-, vector-, and matrix-valued functions.
Finally, we will not change notation when passing to subsequences.
Truncation procedure
To begin, we give a definition of boundary suitable weak solution (cf. [52, 36, 51] 
2)
3. and (v, q) satisfies the local energy inequality:
and almost every t ∈ I. 6 One may use the local boundary regularity for the Stokes system in [58] (see [50] for flat boundaries) and (2.1) to bootstrap and obtain that each boundary suitable weak solution satisfies
for all Ω ′ and S ′ as above. Definition 2.1 differs slightly from previous definitions in that we only require (2.1) in Ω ′ ×]S ′ , T [ rather than in the whole Q I . Moreover, (2.4) is obtained as a consequence rather than directly imposed. Our definition works well for Ω = R 3 + and solutions with infinite energy, as we encounter in the proof of Theorem 3.1.
We now present the localisation procedure. 5 In the literature, notation of the type
, etc., are also common, and we may occasionally use them. 6 Since v ∈ C w ([0, T ]; L 2 (Ω)), the local energy inequality is actually satisfied for every t ∈ I.
Proposition 2.2 (Truncation procedure).
Let Ω ⊂ R 3 be a bounded C 2 domain, x 0 ∈ Ω, and R 0 > 0 such that
, and vector fields w and f such that the following hold:
1. The vector fields w and f satisfy
solves the Navier-Stokes equations with forcing term f in the sense of distributions on Ω×]δ 1 , T [. 
There exists
0 <R 0 ≤ R 0 such that (V, Q) ≡ (v, q) on Ω x 0 ,R 0 ×]δ 1 , T [. (2.8) 4. Suppose v ∈ L ∞ (Ω×]δ 1 , S[) for some S ∈]δ 1 , T ]. Then V ∈ L ∞ (Ω×]δ 1 , S[).
Suppose v(·,t) L
is the weak L 3 space, and c 0 > 0 is an absolute constant.)
A similar procedure was exploited by Neustupa and Penel in [38, 39, 37] to study regularity criteria for suitable weak solutions, see also the references therein. Our situation is complicated slightly by the presence of boundary and, in particular, the quantitative aspects of Theorem 3.1. To control the weak L 3 norm of the truncated solutions in a uniform way, we need slightly more control on the Bogovskii operator. It will be convenient to apply the operator on a star-shaped domain, see Lemma 2.5. 7 As cones are convenient for constructing star-shaped domains, we let
denote the cone of angle π/2 and vertex re 3 pointing in the e 3 direction. The following lemma is elementary, and we state it without proof.
is star-shaped with respect to the ball B * = B(3e 3 /4, 1/16). It is also Lipschitz.
With this in mind, we prove Proposition 2.2.
Proof of Proposition 2.2.
We present only the case x 0 ∈ ∂ Ω. 8 Because Ω is a bounded C 2 domain, we may use the symmetries of the Navier-Stokes equations to obtain the following situation:
We require a lemma which essentially follows from boundary partial regularity, see [38, 32] and related works for similar results. 
Proof. The L ∞ assertion follows from the boundary partial regularity proven in [52] . Indeed, suppose that for each 0 < δ 1 < δ 2 ≤ T , v were not essentially bounded on (2.13). Then v would necessarily have a singular point in Ω at every time t ∈]0, T ], contradicting that the one-dimensional parabolic Hausdorff measure of the singular set is zero. We obtain r 1 and r 2 by similar reasoning. The higher regularity assertion follows from a bootstrapping argument using the local boundary regularity theory for the non-stationary Stokes equations proven in [58] as long as one slightly increases δ 1 and r 1 and slightly decreases r 2 .
For convenience, we denote
, which was defined in (2.11). We will justify the assertions of Proposition 2.2 in order.
Let Φ ∈ C ∞ (R 3 ) (0 ≤ Φ ≤ 1) with Φ ≡ 1 in a neighborhood of E(r 1 ) and Φ ≡ 0 in a neighborhood of R 3 \ E(r 2 ). We introduce a correction w solving
According to Lemma 2.3, O is star-shaped with respect to the ball B * . Hence, we may apply Bogovskii's operator, whose properties are recalled in Lemma 2.5 (with A = 64), to solve (2.14). We claim
Recall that supp(∇Φ) ⊂ E(r 2 ) \ E(r 1 ). With this in mind, the regularity in (2.15) is known from Lemma 2.4, the vanishing trace follows from the no-slip boundary condition, and the zero average is verified byˆO Moreover, we may extend w by zero to obtain w ∈ W 2,1 p, 3 2 (Ω × I) for all p ≥ 1. The proof of (2.5) is concluded by using parabolic Sobolev embedding. Next, we define (V, Q) := (Φv + w, Φq). A direct computation shows that (V, Q) satisfies the Navier-Stokes equations in the sense of distributions on Ω × I with forcing term
Then (2.6) follows from the known properties of v, q, w, and Φ. In particular, we exploit that Φv is essentially bounded on the support of w.
Together with (2.10), this implies that
Because v and w belong to the energy space L 2,∞ ∩W 1,0 2 (Ω × I), V belongs to the energy space as well. In addition, V (·,t)| ∂ Ω = 0 for a.e. t ∈ I. Next, by our assumption, V and f have enough integrability to prove the energy equality on Ω×]δ 1 , S[ directly (see Theorem 1.4.1, p. 272, in [55] , for example). Together, these facts imply that V is a weak Leray-Hopf solution on Ω×]δ 1 , S[ with initial data V (·, δ 1 ) and forcing term f . Our assumptions are enough to prove weak-strong uniqueness in the standard way (see Theorem 1.5.1, p. 276, in [55] ).
Finally, assume that (2.24) in Remark 2.6. We use A = 64 to complete the proof.
Let us summarize the necessary facts about Bogovskii's operator.
Lemma 2.5 (Bogovskii's operator). Let d ≥ 2 and Ω ⊂ R d be a bounded domain star-shaped with respect to a ball B(x, R) compactly contained in
There exists a linear operator B :
Here and in the sequel, avg denotes zero spatial average.
with positive constant C independent of g. 
For the time-independent assertions, see [13] 
Remark 2.6 (Bogovskii in weak L p in divergence form). Consider a bounded Lipschitz domain Ω which is also star-shaped with respect to a ball. Let A > 0 be as above. Because Ω is Lipschitz, traces of W 1 p functions are well defined. Let 1 < p < ∞ and
with g · n| ∂ Ω = 0 in the weak sense. Hence,´Ω div g dx = 0. In this case, we have the divergenceform estimate (see Proposition 2.1 in [24] or Theorem III.
Combining (2.23) with the real interpolation method, one may estimate the Bogovskii operator in Lorentz spaces. For instance, suppose 
Local behavior of L norm
In this section, we state and prove a more quantitative version of Theorem 1.1 in the weak L 3 space, following the scheme explained in the introduction. 
If there exists a sequence t k ↑ 0 such that
Here, L is the space of functions 10 
Remark 3.2. It seems possible to remove the dependence of ε on Ω. For example, one can use a notion of weak L 3,∞ solution in Ω×]0, 1[ (analogous to the notion in [11] in the whole space), rather than the Calderón-type splitting, to obtain energy estimates. In the boundary case, the limit solution v ∞ would be a weak L 3,∞ solution in R 
By translating our domain, we may assume that x * = 0.
Truncation and rescaling
Step 1: Apply the trunction procedure
To begin, we apply the truncation procedure in Proposition 2.2. By slightly zooming in, we may set δ 1 = 0. We summarize the resulting situation below:
is the unique weak Leray-Hopf solution in Ω×]0, 1[ with initial data V (·, 0) and forcing term
Its associated pressure is denoted by Q, and there existsR > 0 such that
where M ′ depends only on M. 10 Equivalently, it is the L 3,∞ closure of the set of functions g ∈ L 3,∞ that are smooth in a neighborhood of the origin.
Step 2: Rescaling and key norm relations If x * ∈ ∂ Ω, then we rotate the original coordinate system such that, in the new coordinates,
where R 0 and N 0 are positive constants and ϕ ∈ C 2 (K(R 0 )) satisfies
Furthermore, we take R 0 ≤R in (3.9). Throughout, we denote
and
The above functions are defined on
where
We denote u
A priori estimates for rescaled truncated solution
In the sequel, C may implicitly depend on Ω and M ′ .
Step 3: Energy estimates
We now prove a priori energy estimates for V (k) using a Calderón-type splitting [14] of the initial data. Similar methods were exploited in previous papers [26, 8, 5] , for example. We decompose u
in Ω k . 
Notice that L (k) belongs to the energy space (see Lemma 1.5.1 (p. 204) of [55] , for example); hence,
, we may infer that U (k) satisfies the energy equality for 0 < t < 1 (see Theorem 2.3.1 (p. 226) of [55] , for example). Namely,
Using Hölder's inequality and the estimate (3.20) for u 0 (k) , it can be shown that
(3.26) This, the smoothing estimate (3.23) (with p = 4, ∞) and (3.
Applying Young's inequality and using that t < 1, we obtain
An application of the generalized Gronwall lemma then gives that for all 0 < t < 1:
Using this, interpolation of Lesbesgue spaces, the Sobolev embedding theorem, and the smoothing estimate (3.23) (with p = 10/3) gives
Step 4: Maximal regularity estimates
Next, we use maximal regularity estimates to obtain estimates on the time derivative and the pressure. We remark that, in the whole-space setting, one can simply represent the pressure in terms of u using Riesz transforms and then estimate the time derivative (in a negative Sobolev space, say) from the equation. This method is not available to us here.
Here,
From (3.29), Sobolev embedding, interpolation, and Hölder's inequality, we have
Using (3.23)-(3.24) and (3.29), we infer that
In order to apply maximal regularity, it is convenient to get rid of the initial condition. Let us fix a smooth cut-off function χ such that 
Furthermore, from (3.23)-(3.24) and (3.29), we have that for any finite a > 0:
Conclusion
In the sequel, we suppose x * ∈ Γ. The interior case is described in Remark 3.4.
Step 5: Flattening the boundary Recall R 0 , N 0 and ϕ satisfying (3.11)-(3.12) in Step 2. Considering the rescaled domains Ω k = Ω/R k , we have
We make the change of coordinates 11
Using (3.50), we see that for k sufficiently large, we have that for any R ≤ R 0 /(2R k ):
is a boundary suitable weak solution of the flattened Navier-Stokes equations in
Step 6. Passage to the limit By increasingk(R, Ω) (and considering k ≥k), we may ensure that R 1 6 k F ≤ 1 in (3.16). Then the following hold:
Using the change of variables (3.53)-(3.54), the L10 3 estimate (3.30) for V , we have that
with bounds independent of R. In addition, using the local energy estimate (3.48) for V ,
with bounds depending on R.
Using the change of variables (3.53)-(3.54) and the estimates (3.
we obtain the following: 
respectively, with bounds independent of R. Moreover,V (k),0 tends to zero in norm.
3) Finally,q
Again, using the change of variables (3.53)-(3.54) and the estimates (3.2)-(3.2) for Q (k),i , i = 0, . . ., 3, we obtain that (3.64) respectively, with bounds independent of R. Concerning ∇Q (k),1 , note that
Moreover, ∇Q (k),0 tends to zero in norm.
Let us examine the solution at time t = 1. By (3.3), we may write v(·, 1) = X +Y , with X L 3,∞ ≤ 2ε and Y ∈ L. Let X (k) and Y (k) denote the rescaled versions of X and Y , respectively:
Since (φ k ) −1 is measure preserving, we may pass to a subsequence such that
L 3,∞ (B(r)) → 0 as r → 0 + . We are ready to pass to the limit. Using the estimate (3.50) for ∇ 2 ϕ k , 1)-3) above, and the compact embedding
we can extract a diagonal subsequence that converges in the sense of distributions to a boundary suitable weak solution (v ∞ , q ∞ ) of the Navier-Stokes equations in R 3
This and (3.57) allow us to apply Proposition A.5 concerning the stability of singular points for the flattened Navier-Stokes equations. Hence, we infer that
and, using P to denote L9
, we have
Step 7: Obtaining the contradiction (
Sketch of proof. Otherwise, there exists a sequence of solutions on Ω ∞ ×]1/2, 1[ satisfying (3.74) which is converging to zero at t = 1 and become progressively more singular. After translating in space and passing to a subsequence, using the compactness from (3.74), one obtains a singular boundary suitable weak solution in R 3
on Ω ∞ and the translations). The solution is then controlled at large distances using (3.74) and the ε-regularity criterion (here, the pressure is controlled in L3 2 on balls, up to its average, by Poincaré's inequality). This is enough to apply backward uniqueness. The arguments are similar to those in [10, p. 1345-1349] , for example.
To apply the Liouville theorem, we set M ∞ = C 4 +C 5 from (3.72)-(3.73) and choose ε = ε ∞ /2 and Ω ∞ = R 3 + . Uniform bounds 1)-3) in the previous step imply (up to a subsequence) that 
Existence of mild bounded ancient solutions
In this section, we will prove Theorem 1.2, following the scheme mentioned in the introduction.
To simplify notation, we use the convention that the constants C may implicitly depend on the domain Ω but are independent of translation, rotation, and rescaling.
Truncation and rescaling
Step 1. Truncation procedure Furthermore, there exists x * ∈ Ω ∪ Γ such that
with the following property. Define
There exists a sequence of points (z n ) n∈N = (x n ,t n ) n∈N ⊂ Ω×] − 1, 0[ with z n → (x * , 0) and
Observe that the singular point z * may be different than the original singular point. If the original (untruncated) solution had an interior singularity, then we may further assume that x * ∈ Ω.
Step 2. Rescaling procedure Consider x n ∈ ∂ Ω minimizing the distance to x n :
Because Ω is a bounded C 3 domain, there exist a translation and a rotation O n ∈ SO(2) of the original coordinate system 12 such that, in the new coordinate system, x n becomes the origin, Ω becomes Ω n , and
Here, ϕ n ∈ C 2 (K(R 0 )) is real-valued function with 8) where the positive constants R 0 and N 0 depend only on Ω.
We rescale about z n as follows:
where (y, s) ∈ Q n . Here,
In the new coordinates, x n corresponds to y = 0. Moreover, By weak-strong uniqueness, v n is the unique weak Leray-Hopf solution on Q n with initial data v n (·, −M 2 n ) and forcing term
Moreover, f n converges to zero in certain subcritical norms:
We extend v n by zero to a vector field on
along a subsequence, for a measurable vector field U :
Let us denote a n = dist(0, ∂ Ω n ). 13 For a subsequence, we have one of the following: 12 Translate first and rotate second. 13 Notice that a n = M n dist(x n , ∂ Ω).
Step 2A: Scenario I
then Ω n → R 3 in a suitable sense. In particular, there exists a subsequence satisfying
Step 2B: Scenario II
If lim
then Ω n → R 3 a in a suitable sense, where
Necessarily, x * ∈ Γ and x n ∈ Γ for all sufficiently large n. Therefore, for a subsequence, 14
Hence, in the new coordinates, x n corresponds to y = −a n e 3 . Denote ϕ n = M n ϕ(·/M n ). In the new coordinates, whenever 0 < R ≤ M n R 0 , B(−a n e 3 , R) ∩ Ω n = |y + a n e 3 | < R : y 3 + a n > ϕ n (y ′ ) . In addition,
n R 0 → ∞. 15 By Taylor's theorem,
Therefore, in a growing ball, Ω n contains the region above {y 3 = c n } for a sequence c n ↓ a: 16
Similarly, the complement contains the region below {y 3 = c ′ n } for a sequence c ′ n ↑ a: 17
(4.25) 14 Here, we use the following fact concerning bounded C 2 domains: There exists a neighborhood N of ∂ Ω such that for each x 0 ∈ N ∩ Ω, there exists a unique x 0 ∈ ∂ Ω minimizing dist(x 0 , ∂ Ω). Moreover, the vector x 0 − x 0 is in the direction ν(x * 0 ), where ν denotes the outer unit normal. Similar statements can be found in [31, Section 4.4] . 15 In the original coordinates, this corresponds to a ball shrinking around the origin, but it is growing in the new coordinates. 16 For example, c n = max(a n , a)
There exists a subsequence such that B(−a n e 3 , R n ) ⊂ B(−a n+1 e 3 , R n+1 ). Then
Eventually, we will use (4.26) to obtain that U solves the Navier-Stokes equations in R 3 a . Also,
Hölder estimates for rescaled truncated solution
Step 3. Showing U is non-trivial (Hölder estimates)
In this section, we will prove Hölder estimates for the sequence (v n ) n∈N described above. Recall that v n is extended by zero to As an immediate corollary, we have 
For all u
(4.32) 18 In particular, a > 0.
and a weak solution 19 u ∈ C(Q T ) of the Navier-Stokes equations in Q T with initial data u
2. For all 0 < α, γ < 1, the solution u satisfies the estimates 20
The solution u is the unique weak Leray-Hopf solution of (4.33) in Q T ′ (0 < T ′ ≤ T ).
Proof. 
for all 0 < A < T . Moreover, it satisfies the energy equality on Ω × [A, T ] (one may justify the integration by parts computation, or refer to Theorem 1.4.1, p. 272, in [55] ). To obtain ∇u ∈ L 2 (Q T ), we allow A → 0 + in the energy equality. Finally, Point 3 simply asserts weak-strong uniqueness (see Theorem 1.5.1, p. 276, in [55] for a proof).
In principle, for exterior domains, the constants in the linear estimates required to prove Proposition 4.3 can depend on the time interval under consideration. For example, the constants in the linear estimates on a fixed time interval could become large when zooming out on the domain. This is not the case for bounded domains, in which the semigroup is known to have exponential decay.
Proposition 4.4 (Perturbed NSE). Let
Ω ⊂ R 3 be a bounded C 3 domain. Let p > 3, s, s 1 > 1, and s 2 > 2. Let V ∈ L s 2 t L ∞ x (Q 1 ), W ∈ L s 1 t L ∞ x (Q 1 ; R 3×3 ), and f ∈ L s t L p x (Q 1 ). 1. There exists c 0 (Ω, p, s, s 1 , s 2 ) > 0 satisfying the following property. If V L s 2 t L ∞ x (Q 1 ) + W L s 1 t L ∞ x (Q 1 ) + f L s t L p x (Q 1 ) ≤ c 0 ,(4.
37) then there exists a weak solution w
p,2 (Q 1 ) of the following perturbed Navier-Stokes equations:
(4.38)
with forcing term f , zero Dirichlet conditions (in the sense of trace), and zero initial condition.
Here, ∂ ′ Q 1 denotes the parabolic boundary.
The solution w satisfies the estimate
w L ∞ t L p x (Q 1 ) + ∇w L 2 t L p x (Q 1 ) ≤ C f L s t L p x (Q 1 ) . (4.39)
The solution w is the unique weak Leray-Hopf solution of (4.38) in Q T
Proof. The proof is largely routine; we include it for completeness. For a vector field g on Q 1 , we use the notation Lg to refer to the unique weak solution u of the Stokes equations
when such a solution exists. Also, we define the function space X :
We have the following estimates for L in X :
whenever r > 1. These may be derived from the smoothing estimates for the Stokes semigroup (see Proposition 20 on p. 183 in [24] , for example) and the Hardy-Littlewood-Sobolev inequality, using the requirement p > 3. Using (4.44), we define the bilinear form B : X × X → X , 46) as well as the linear operator
X T →X T ≤ 2, provided that (4.37) is satisfied. The perturbed Navier-Stokes equations are now equivalent to the integral equation 49) which may be solved by a contraction mapping argument (see [22, Appendix] or [7, Chapter 5] , for example) as long as 50) where c 1 > 0 is a small absolute constant. In light of (4.43), this is ensured by reducing the size of c 0 , which completes the existence proof. The relevant contraction also gives (4.39). The proof of energy equality and weak-strong uniqueness can be found in the references to Sohr's book [55] mentioned in the proof of Proposition 4.3. 
The constant C > 0 is an increasing function of its arguments.
The main requirement for the exponents is to choose 
t L 18
x so that (4.53) holds, and we can choose any 1 < s 1 < 2 and 2 < s 2 ≤ ∞ to use Proposition 4.4.
Proof. In order to bootstrap, we decompose the solution in Q 1 as
, maximal regularity and parabolic Sobolev embedding (see Corollary B.2) into Hölder spaces imply
, by the same arguments and the estimates on w · ∇w from Proposi-
.
(4.54)
Finally, by our extra assumptions on V and W , we have V · ∇w and w ·W belong to L 8 5 t L 12 x (Q 1 ). Hence, by similar arguments, Define
Moreover, v is a weak Leray-Hopf solution on Q T ♯ with initial data v(·, 0) and forcing term f , since the integration-by-parts computation to obtain energy equality can be justified using (4.62). By weak-strong uniqueness, v as in the statement of Lemma 4.6 is identical to v on Q T ♯ . To conclude, the estimate (4.58) follows from Proposition 4.4, and Hölder continuity follows from
[u]
using Proposition 4.3 and Proposition 4.4, respectively. Combining (4.63) with |v| ≤ 1 gives (4.59).
Proof of Proposition 4.1 (Hölder estimates).
Let A > 0. We employ Lemma 4.6 and a covering argument. Let N ∈ N such that 
Pressure estimates for rescaled truncated solution
Step 4: Scale-invariant pressure estimates
We now concern ourselves with pressure estimates for the solution u in Proposition 4.3.
Proposition 4.7 (Pressure estimates). Let u be the solution obtained in Proposition 4.3. Then the associated pressure gradient ∇p may be decomposed as
and p h is a harmonic function in Ω. In other words, p u⊗u = ∑
where p i h (i = 1, 2) is harmonic in Ω and satisfies
71)
for all 0 < α < 1.
We will adopt the notation P :
for the Leray projection obtained from the Helmholtz decomposition, and Q = I − P.
Proof. We decompose the pressure gradient as
Observe that ∇π is the pressure gradient associated to the solution w of the Stokes equations
where F = u ⊗ u. By uniqueness for the Stokes equations, w = u. The pressure π is an effect of the boundary that accounts for the fact that ∆w · n ∂ Ω does not generally vanish, even though the forcing term −P(u·∇u) is already projected. In other words, P does not typically commute with the Laplacian in a bounded domain. Therefore, it is natural to use estimate which isolate the boundary effect via a weight dist(x, ∂ Ω).
. Then the solution (w, ∇π) of the Stokes equations (4.74) with initial data u 0 and forcing term −P div F satisfies, for all t > 0,
Here, C 0 (Ω) denotes the space of continuous functions in Ω vanishing on ∂ Ω, and C 1 0 (Ω) denotes the space of functions F which are C 1 in Ω with F and ∇F vanishing on ∂ Ω.
In order to apply Lemma 4.8, we notice that, when F = u ⊗ u with u,t 1 2 ∇u ∈ L ∞ (R + ;C(Ω)) and u| ∂ Ω (·,t) = 0, certainly F,t 1 2 ∇F ∈ L ∞ (R + ;C 0 (Ω)). We extend F forward-in-time by zero if necessary.
Proof of Lemma 4.8. Let (S(t)) t≥0 denote the Stokes semigroup in Ω with Dirichlet boundary conditions. We have the representation formula
The following gradient estimate for the semigroup S(·) was proven in [3] :
In addition, ∇S(t)u 0 ∈ C(Ω). Similarly, the following gradient estimate for the composition of operators S(·)P div was proven in [2] :
for all t > 0 (4.78)
for G ∈ C 1 0 (Ω), and ∇S(t)P divG ∈ C(Ω). The estimate (4.78) implies
(4.79)
Hence, by the representation formula (4.76) and the above estimates, ∇w(·,t) ∈ C(Ω), and
for all t ∈ R + . Since ∇π = Q(∆w), the proof is completed by applying Lemma C.1 and Lemma C.2.
(In order to apply Lemma C.2, we use maximal L 2 regularity to obtain that w(·,t) ∈ H 2 (Ω) for a.e. t ∈ R + . By weak continuity in time, the resulting estimate is valid for all t ∈ R + .)
To apply Lemma 4.8, we consider p 1 h = π and F = u ⊗ u. Combining (4.75) with the estimate (4.34) for u and ∇u in Proposition 4.3 gives (4.70).
Next, we are going to deal with ∇Φ = −Q(u · ∇u). We use the method in [2, Lemma 3.3]. Specifically, we decompose Φ = Φ 1 + Φ 2 , where
and we consider u(·,t) as a function on R 3 . Notice that, for all 0 < t < T ,
by the estimates in Proposition 4.3. We define p u⊗u = Φ 1 to obtain (4.68) from (4.82)-(4.83).
Finally, Lemma C.1, Lemma C.3 with F = u ⊗ u, and (4.83) imply
We define p 2 h = Φ 2 to obtain (4.71) and complete the proof.
Conclusion
Step 5: Showing U is a mild solution
We now adopt the notation from the beginning of Section 4 and complete the proof of Theorem 1. and w n is a perturbation accounting for the forcing term f n :
where u n and w n are extended by zero to R 3 × I. Hence, up to a subsequence,
for all compact K ⊂ R 3 . Here, we have used (4.87) to conclude that
It suffices to analyze the solution u n and its associated pressure p n , and we will no longer deal with w n .
Step 5A: Scenario I
Let us recall the pressure estimates for ∇p n obtained in Proposition 4.7. To begin,
and it is possible to prove that
Therefore, we have 21
, we obtain that (U, ∇P) is a weak solution of the Navier-Stokes equations in R 3 ×I/2. Since I was arbitrary and our estimates were independent of I, we obtain that U is a bounded ancient solution of the Navier-Stokes equations in R 3 . Finally, since P ∈ L ∞ t BMO x (R 3 ×] − ∞, 0[), the equivalent characterization of mild bounded solutions in R 3 in [9] implies that U is a mild bounded ancient solution in R 3 .
Step 5B: Scenario II Regarding the convergence of (p n ) u⊗u , we similarly have (4.90). The main difference in Scenario II concerns the harmonic pressure. Observe
for all compact K ⊂ R 3 . Hence, by the pressure estimates in Proposition 4.7, there exists a subsequence such that
where P i h is harmonic (i = 1, 2). Moreover, we retain the weighted estimates ess sup 
Recall the increasing sequence of open sets in (4.26) . By the strong convergence u n → U and weak- * convergence ∇p n * ⇀ ∇P in E N ×I/2 for each N ∈ N, we obtain that (U, ∇P) is a weak solution of the Navier-Stokes equations in R 3 a ×I/2. Since I was arbitrary and our estimates independent of I, we obtain that U is a bounded ancient solution of the Navier-Stokes equations in R 3 a with pressure gradient ∇P.
It remains to prove that U is a mild solution. Again, we use a characterization in terms of the pressure. In the half space, it is more convenient to use the decomposition
where P + U⊗U is the solution of the boundary value problem
obtained by reflecting U ⊗U {x 3 >−a} evenly across the plane {x 3 = −a} and solving on the whole space.
and by gradient estimates for harmonic functions,
for all x 3 > 0 and almost every t < 0. Hence, by the characterization of mild bounded ancient solutions in [9] , U is a mild bounded ancient solution in R 3 a . Remark 4.9. Technically, the requirement in [9] is that (4.102) is satisfied for all x 3 > 0 (when a = 0). However, a careful inspection of the proof shows that the behavior near x 3 = 0 is not important. In fact, a requirement of the form ∇ ′ P → 0 as x 3 → ∞ is enough to rule out parasitic solutions, see [35, Theorem 5] .
A Appendix: Persistence of singularities
In this appendix, we recall certain facts related to boundary suitable weak solutions of the flattened Navier-Stokes equations. Our main goal is to prove the persistence of singularities 22 lemma near a curved boundary in Proposition A.5.
Previously, such stability properties have been established for interior singular points by Rusin andSverák in [41] . In [41] and the paper of Jia andSverák [26] , persistence of singularities was used to show existence of minimal blow-upḢ 1 2 and L 3 initial data for the three dimensional NavierStokes equations in the whole space. The authors adapted this approach to critical Besov spaces in [6] . The analogous stability lemma was later established for boundary singular points of the Navier-Stokes equation by the second author in his thesis [12] . See the thesis [40] of Pham for results related to minimal blow-up data in the half-space.
For the regularity theory of the Navier-Stokes equations against curved boundaries, our main resources are [52, 36, 51] . These works generalize the analogous theory for the flat boundaries developed in [49, 43] .
As in [52] and [36] , for ϕ ∈ C 2 (K(R)), we define the operatorŝ
and, with summation over repeated indices,
Here, (Q + (R)), and ϕ ∈ C 2 (K(R)),
2.
(v, p, ϕ) solve the flattened Navier-Stokes equations in the sense of distributions on Q + (R):
with boundary condition in the trace sense, and 3. (v, p, ϕ) satisfy the local energy inequality:
for almost every t ∈] − R 2 , 0[ and all non-negative functions
In [52] and other papers, what we term the flattened Navier-Stokes equations are referred to as the perturbed Navier-Stokes equations. However, we use the term "perturbed" to refer to the inclusion of lower order terms.
The following lemma is more-or-less standard and follows from the local energy inequality (3) with an appropriate choice of test function and the Aubin-Lions lemma. 
Then there exists (v, q, ϕ) a boundary suitable weak solution of the flattened Navier-Stokes equations on Q + (R), for every 0 < R < 1, with
In addition, we often impose the additional conditions
where µ * > 0 is a small positive constant defined in [52, Lemma 3.1] whose exact value is not important for us. 23 In the following, we will adopt the notation 24
(A.14)
We will omit the dependence on v and q when it is clear from context. 
Here, c 3 -c 6 are universal positive constants.
Let us now present the main proposition. 23 Essentially, 0 < µ * ≪ 1 ensures maximal regularity estimates for the linear equation
One can prove these estimates by perturbing around the solution with ϕ = 0 and estimating (∆ −∆)v, (∇ −∇) · v, and (∇ −∇)q. This also requires treating non-zero divergence. We note that the perturbation argument is not semilinear in nature; it requires the full maximal regularity for the half-space in order to conclude. 24 In the literature, C is sometimes defined with C 3 instead of C in (A.14), and similarly for D and D The arguments are based on those in the the second author's thesis [12] for flat boundaries, which in turn essentially follow arguments in Seregin's paper [43] . Note that one may remove the smallness condition (A.12) by zooming in if, for example,
Fix 0 < τ < 1 so that 0 < τ < 1/(64c 3 
B Appendix: Parabolic Sobolev embedding
In this section, we recall a parabolic Sobolev embedding theorem into Hölder spaces used in the proof of Proposition 4.1. This result is well known, with reference often made to the classic book of Ladyzhenskaya, Solonnikov, and Uraltseva [33] , in particular, Lemma 3.3, p. 80. Their lemma only treats the case p = q, and an elementary presentation of the case p = q can be difficult to find in the literature. For the reader's convenience, we include a precise statement and proof below. 
Here, C α par (0 < α ≤ 1) represents the class of α-Hölder continuous functions in the metric |x − y| + |t − s| on the relevant domain.
If u vanishes on the parabolic boundary, we also have
Corollary B.2. Assume the hypotheses of Lemma B.1. If additionally u|
The constant is independent of T and translation, rotation, and dilation of Ω.
Corollary B.2 was used to prove Corollary 4.5, and it is one of the primary reasons for including this appendix. Here, [·] represents the seminorm given by the "highest order" terms of the relevant norm. In the sequel, we omit the dependence of C on the dimension d.
The proof of Lemma B.1 is based on two ingredients: The first ingredient is a parabolic Poincaré-Sobolev inequality, 0 , r) ). We use the notation f z 0 ,r to denote ffl Q(z 0 ,r) f dz. The inequality (B.4) can be proven by a compactness argument using the RellichKondrachov theorem and Aubin-Lions lemma. The second ingredient is the following Campanato-type condition for Hölder regularity:
for all z 0 ∈ Q(1/2) and 0 < r ≤ 1/2. Then u ∈ C α par (Q(1/2)), and
A more classical approach to Sobolev embedding would be to extend u to the whole space and use the representation formula
where K is the heat kernel and supp(u) ⊂ R 
then (B.6) follows from the techniques introduced in [15] (see [42, Theorem 1] for the parabolic case in the L 2 setting), which we will not review here. 25 By the triangle inequality,
Hence, obtaining (B.8) amounts to proving the growth estimate
In the sequel, −1 < β := α − 1 < 0. We now prove (B.10). Let z 0 ∈ Q(1/2), 1/4 < ρ ≤ 1/2, and j ∈ N 0 . To begin,
pointwise a.e. in Q(z 0 , 2 − j−1 ρ). Averaging over Q(z 0 , 2 − j−1 ρ) and increasing the domain of integration in the former term, we have Here, we used that β < 0. This verifies (B.10) and completes the proof. 26 With the Campanato condition in hand, we can prove the parabolic Sobolev embedding into Hölder spaces.
Proof of Lemma B.1. First, we apply an extension operator 2728 .
(B.17)
The proof is completed by covering the space.
We now prove Corollary B.2. In the case of zero spatial initial conditions, we have the following Poincaré-type inequality, which may be proven by compactness argument: .
(B.18) Therefore, to complete the proof, it suffices to remove the dependence of the constant on T . The dependence arises from the cutoff function ψ(t) in the extension operator. However, since u satisfies zero initial condition, we may simply extend to negative times by zero instead of by even reflection, thus avoiding the cutoff. Indeed, we simply reproved an embedding of Campanato spaces into Morrey spaces. 27 For example, one can use a spatial W 2 p extension on a.e. time slice. This extension commutes with the distributional time derivative. Then, one reflects evenly across the t = 0 hyperplane. Finally, multiply by a smooth cutoff function ψ(t) with ψ ≡ 1 on ] − T /4, ∞[, ψ ≡ 0 on ] − ∞, −T /2[. 28 The analysis can also be done without extending to the whole space, as in Campanato's original papers.
where A : Ω → R d×d is an antisymmetric matrix and Ω ⊂ R d is a bounded C 2 domain (d ≥ 2). This problem appears naturally in the work of Abe and Giga [3, 2] in order to estimate the harmonic pressure and in Kenig, Lin, and Shen's paper [28] in the context of homogenization. Because A is antisymmetric, An is a tangential vector field on ∂ Ω. The operator ∇ ∂ Ω and its adjoint div ∂ Ω are intrinsically defined on the manifold ∂ Ω (with the ambient metric). By extending into the domain Ω, we have the equivalent extrinsic definition ∇ ∂ Ω = ∇ − n ∂ ∂ n and div ∂ Ω = tr ∇ ∂ Ω . (When f is a vector field, ∇ ∂ Ω f is interpreted as a matrix.) For convenience, we impose A ∈ H 1 (Ω).
We say that p ∈ H 1 (Ω) ( ffl Ω p dx = 0) is a weak solution of (C.1) if p satisfieŝ The estimate (C.3) was proved by Abe and Giga in [3, 2] for bounded and exterior C 3 domains by a blow-up argument and by Kenig, Lin, and Shen in [28, Lemma 6.2] for bounded C 1,γ domains by directly estimating the kernel representation. Technically, [28] assumes A ∈ C 1 (Ω), but one may use an approximation argument to obtain A ∈ C(Ω). The estimate (C.4) is proved in [2] for uniformly C 2 domains. Hence, bounded C 2 domains are strongly admissible, in the language of [2, Remark 2.10]. See Section 2 in [2] for an overview of the history and terminology.
In [3, 2] , Abe and Giga use a slightly different notion of solution which is adapted to the estimates (C.3)-(C.4). This is necessary for their blow-up arguments. However, in the context of Lemma C.1, their solutions agree with the unique weak solution described above.
We now mention how (C.1) is relevant to the Navier-Stokes equations. In the next two results, we adopt the notation of Lemma C.1. is the unique weak solution of (C.1) with A = (∇w) T − ∇w.
This is used to prove Lemma 4.8. Here, P and Q represent the orthogonal projections onto divergence-free and gradient fields, respectively, in the Helmholtz decomposition. Since ∆w and P(∆w) are divergence free, Q(∆w) must be divergence free as well. Hence, ∆π = 0. Since ffl Ω Φ 2 dx = 0) satisfying
is the unique weak solution of (C.1) with A = ∇h − (∇h) T .
This is proven for smooth, compactly supported F in [2, Proposition 3.2]. We use it with F = u ⊗ u to conclude the proof of Proposition 4.7.
Remark C.4 (Boundary regularity in Theorem 1.2). We conjecture that Theorem 1.2 remains true when Ω is only assumed to be a bounded C 2 domain. The current obstruction is Proposition 4.3. While it is not recorded in the literature, it appears that Proposition 4.3 remains true when Ω is C 2,α . Indeed, C 3 was exploited in [3] in two major ways. First, to prove "admissibility" (C.3), but the assumption has been weakened to C 1,γ , as mentioned above. Second (also in [2] ), to apply the Schauder theory for the Stokes equations developed by Solonnikov in [56] .
