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Abstract
Compressed Estimation approaches, such as the Generalised Compressed Kalman Filter (GCKF), reduce the computational
cost and complexity of high dimensional and high frequency data assimilation problems; usually without sacrificing optimality.
Configured using adequate cores, such as the Unscented Kalman Filter (UKF), the GCKF could also treat certain non-linear
cases. However, the application of a compressed estimation process is limited to a class of problems which inherently allow
the estimation process to be divided, at certain intervals of time, in a subset of lower dimensional problems. This limitation
prohibits applying the compressing techniques for estimating densely coupled high dimensional processes. However, those
limitations can be overcome by applying proper techniques. In this paper, the concept of subsystem switching, and information
exchange architecture, namely ‘Exploiting Local Statistical Dependency’ (ELSD), has been derived and explored, for allowing
compressed estimators to mimic optimal full Gaussian estimators. The performances of the methods have been verified through
its application in solving usual types of linear Stochastic Partial Differential Equations (SPDEs). The computational advantages
of using the proposed techniques have also been highlighted with recommendation of its usage over the full filter when dealing
with high dimensional and high frequency data assimilation.
Key words: Generalised Compressed Kalman Filter, High Dimensional Estimation, Stochastic PDEs.
1 Introduction
The state estimation of high dimensional problems is a
topic of great interest in diverse research and application
areas. Examples include mono and multi-agent Simulta-
neous Localization and Mapping problems (SLAM) [1]
in the robotics field; Simultaneous Structural Identifi-
cation and Damage Detection of large civil structures
in the structural health and monitoring (SHM) field [2]
[3] [4]; solving Partial Differential Equations in the con-
text of EEG estimation [5] [6] in biomedical engineering
field. In all these cases, the associated estimation pro-
cess needs to deal with a high dimensional state vector
which implicitly requires high dimensional multi-variate
Probability Density Functions (PDF).
A traditional approach for solving such high dimen-
sional estimation problems is the well-known Kalman
Filter (KF) [7] and its variants. KF computes the ex-
act posterior distribution when applied to linear sys-
tems and where the sources of uncertainty behave as
Gaussian white noise (GWN) [8]. For mildly non-linear
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models where the estimated PDF remains symmetrical
and unimodal, a variant of KF called Extended Kalman
Filter (EKF) can be applied using a first order lin-
earised model. A higher order EKF exists, such as in
[9] and [10], but additional complexity has prohibited
its widespread use [11], particularly in high dimensional
cases. The Unscented Kalman Filter (UKF), which is
closely related to the second order EKF [12], was intro-
duced in [13] for better approximation of the resulting
PDFs, under non-linear process and observation mod-
els. The Cubature Kalman Filter (CuKF), recently
introduced in [14], for the similar purpose of non-linear
estimation, approximates the multi-variate moment in-
tegrals of Gaussian PDF by spherical radial cubature
rule. The Point Mass filter (PMF) and the particle filter
(PF) [15] are suited for estimating and propagating non-
Gaussian distributions; however, although these esti-
mators are highly efficient, the required processing cost
can be unaffordable, for simultaneously high-frequency
high-dimensional cases.
When an estimation problem is divided in a set of sub-
problems, to reduce the processing cost and its complex-
ity, it usually results in sacrificing optimality. That unde-
sired effect is intensified if the operations are performed
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at high frequency.
The concept of “divide and conquer” and decentraliza-
tion is the ideal way to treat such high dimensional
problems. A number of such techniques are reviewed in
[16], specifically pertaining to multi-agent coordination.
The attempts to decentralize and perform distributed
Kalman filtering for sensor networks using consensus al-
gorithms are given in [17] and [18]. The comparison of
different decentralised KF schemes, including the dis-
tributed KF in [17], were conducted in [19] for solving
one dimensional linear heat conduction processes. The
local estimates of the distributed KF, for time-invariant
process and observationmodels, have been shown to con-
verge to those of the centralised KF (full filter) with the
cost of temporarily sacrificing optimality [20] (i.e. before
the convergence is achieved, the estimates of the decen-
tralized estimator differ from those of the optimal cen-
tralized one).
Another well known approach for treating high dimen-
sional problems is the Ensemble KF (EnKF), introduced
in [21]. To avoid the computational cost associated with
large number of observations in the analysis step, a con-
servative assumption has been made: the analysis of a
certain grid point can only be impacted by the mea-
surements which are in a neighbourhood of the said grid
point [22]. This assumption is adequate for dealing with
cases where the values of physical fields at distant lo-
cations are not relevantly correlated, i.e. the statistical
dependency is localised. Although this property is com-
mon in systems modelled by PDEs, it is not a general
characteristic.
The GCKF was introduced in [23] to treat certain class
of problems which inherently allow the estimation pro-
cess to be divided, temporarily during certain periods
of time, in a subset of lower dimensional problems. In
such a scenario, the compressed version of the full es-
timation process can be used to reduce the processing
effort but still preserving optimality. The GCKF was ex-
tended from the CEKF introduced in [24] and [25] which
was intended for reducing the processing cost associ-
ated to the EKF SLAM. Additonally, the introduction
of CEKF inspired the concept of virtual update [24][25],
which allows for extension of CEKF to other KF vari-
ants. Without using the concept of virtual update, a re-
cent work [26] has proposed a unique method for replac-
ing the EKF core (of a CEKF), in solving mono agent
SLAM problems, using the better suited UKF, for deal-
ing with the non-linearity in the process and observation
models. The GCKF also exploits the concept of stochas-
tic cloning, orginally proposed in the CEKF in [24] and
[25], and independently introduced for low dimensional
Gaussian estimators in [27] and [28].
This paper focuses in solving estimation processes which
involve, simultaneously, high dimensionality and high
frequency processing; in particularly those which are
associated to systems whose dynamics are modelled
through stochastic PDEs. As those systems do not sat-
isfy the conditions required for the standard compressed
estimation, approaches such as the GCKF are incapable
of solving those estimation problems. The reason of
this limitation is mainly due to the associated dynamic
models (PDEs), which do not, at any point in space
and time, decouple into a subset of lower dimensional
systems.
In order to treat these estimation problems, new con-
cepts are proposed in this work. The new approaches are
the subsystem switching and new architectures for in-
formation exchange between subsystems. The joint ap-
plication of these techniques allow to preserve the sta-
tistical dependency of the partitioned states, when pro-
cessed in a compressed fashion.
Thus, similarly to those cases where compressed estima-
tion is feasible, the proposed techniques allow treating
previously intractable cases. This is achieved by preserv-
ing the statistical dependency between all the estimates,
which allows achieving a comparable performance to an
optimal Gaussian estimator, but at a lower processing
cost.
The extended concepts are later applied specifically to
simple SPDEs; i.e. a 1D parabolic (heat equation) and a
hyperbolic (advection equation) PDEs. The results are
then discussed analysing the computational benefits of
the approach with respect to the full KF, in estimating
a high-frequency/high-dimensional estimation process.
Although the results, shown in this paper, are exclusively
from heat equations; additional cases are included in the
supplementary document available at [29].
The paper is organised as follows. The problem state-
ment is formulated in section 2 where the limitations of
the standard GCKF and key proposals of this paper are
highlighted. The concept about the GCKF is briefly re-
viewed in section 3. Different information exchange ar-
chitectures are proposed in section 4, to compensate the
forced/artificial division of subsystems. The results are
shown and discussed in section 5, where the concepts
developed in section 4 are applied for solving simple 1D
SPDEs. Additional results including application of the
proposed technique to non-linear problems, by replac-
ing the KF core with the better suited UKF core, is also
shown in section 5. A number of derivations and rel-
evant equations with explanations are included in the
appendix, for aiding and providing context to the main
content.
2 Problem Statement
The GCKF is limited to certain class of problems which
inherently allow the estimation process to be temporar-
ily divided, at certain intervals of time, in a subset of
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lower dimensional problems. In order to appreciate the
concepts developed in this paper, we examine the ap-
plicability of GCKF in a low dimensional problem with
increasing structural complexity.
2.1 Decoupled Non-Overlapping Subsystem
In this class of problems, during a certain period of time,
an estimation process can be decoupled into a subset
of lower dimensional subsystems. The process and ob-
servation models of the decoupled subsystems and the
organisation of states can be given by equations 5 and
4 respectively. The division of subsystems and the or-
ganisation of states occur in a way that the estimation
process has been temporarily decoupled. The individual
subsystems are not allowed, during that period of time,
to share common states; hence this structure (i.e. par-
tition of the states) is referred to as non-overlapping.
The structure and content of the subsystemsmay change
over time, usually at low frequency, depending on the
nature of the system. This process is referred to as ‘nat-
ural switching’ (or simply ‘switching’); its illustration is
shown in figure 1. This class of problems can be solved
optimally by the GCKF described in section 3. An ex-
ample of this class of estimation problem, that can be
decoupled into three non-overlapping subsystems during
the interval [ta, tb], is given in the equation in figure 1.
It can be seen that, after a switching event at time tb,
during [tb, tc], the structure is different, but still non-
overlapping.
X = [X1
T ,X2
T ,X3
T ]
T
= [X∗1
T ,X∗2
T ]
T
X˙1(t) = f1(X1(t), t, ξ1(t))
X˙2(t) = f2(X2(t), t, ξ2(t))
X˙3(t) = f3(X3(t), t, ξ3(t))
Xi∩Xj = ∅; ∀{i, j} : i 6= j
∀t ∈ [ta, tb]
X˙∗1(t) = f
∗
1 (X
∗
1(t), t, ξ
∗
1 (t))
X˙∗2(t) = f
∗
2 (X
∗
2(t), t, ξ
∗
2 (t))
X∗1 ∩X
∗
2 = ∅
∀t ∈ [tb, tc]
(1)
ta tb
(tb: Switching Time)
tc
t
Fig. 1. A switching event naturally occurring at time tb.
2.2 Decoupled Overlapping Subsystem
A more complex structure may involve cases where in-
dividual subsystems are allowed to share some subset of
states. An example can be given bymodifying equation 1
to equation 2. For the estimation processes in equation 2
to be decoupled, the structure of subsystems will involve
sharing the subset of statesX2, i.e. the new partitionwill
be [X1,X2] and [X2,X3]. The GCKF needs to be re-
formulated for optimally treating this class of estimation
problem. Alternatively, a decoupled overlapping subsys-
tem can always be posed as a non-overlapping coupled
subsystem.
X˙1(t) = f1(X1(t),X2(t), t, ξ1(t))
X˙2(t) = f2(X2(t), t, ξ2(t))
X˙3(t) = f3(X3(t),X2(t), t, ξ3(t))
(2)
2.3 Sparsely Coupled Subsystem
In this class of problems, an estimation process does not
decouple at any point in space and time; however, it ex-
hibits a sparse and localized structure [30]. Examples in-
clude physical systems that result from spatio-temporal
discretisation of random fields and physical phenomena
characterized by a PDE [30]. In order to exploit the com-
putational advantages of the GCKF, the systemmust be
temporarily partitioned into a set of lower dimensional
subsystems. Since the system can not be decoupled, the
division of subsystems and the ‘Switching’ events do not
longer occur naturally. The composition of the subsys-
tems and their associated estimation processes would ar-
tificially change over time. A simplified example of this
class of system is given in equation 3.
X˙1(t) = f1(X1(t),X2(t), t, ξ1(t))
X˙2(t) = f2(X1(t),X2(t),X3(t), t, ξ2(t))
X˙3(t) = f3(X2(t),X3(t),X4(t), t, ξ3(t))
X˙4(t) = f4(X3(t),X4(t), t, ξ4(t))
(3)
Due to the lack of a natural partition, the individual es-
timation processes (or subprocesses) associated to the
four subsystems in equation 3 are no longer independent
and do permanently require certain estimates from other
subsystems. In order to partition an estimation process
whose process model presents characteristics such as in
equation 3, a number of techniques are applied. Some
of those are for implementing the information exchange
among estimation subprocesses, in an accurate and con-
sistent way. Section 4 introduces novel information ex-
change techniques, with the objective of applying the
information from other subsystems in a manner that ex-
ploits and captures its prevailing statistical dependency
to the internal states of the subsystem.
For a GCKF process, to properly approximate the oper-
ation of a full filter, two operations need to be applied:
information exchange and switching. Jointly, those op-
erations allow the GCKF process to maintain the sta-
tistical dependency among all the states’ estimates in
the artificially decoupled subsystems. All possible ar-
chitecture for the subsystems related to switching and
overlapping are shown in table 1. The combined system
archetypes in table 1 can be schematically visualised in
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figure 2. The subsystems that have switching capability
can be seen to have different state components at dif-
ferent instances in time, while the subsystems without
switching have a fixed structure, as shown in figure 2(a)
and figure 2(b). The detailed investigation of the effect
of different information exchange architectures coupled
with different system archetypes is given in section 5.
The archetypes involving the overlapping of subsystems
is outside the scope of this paper.
Table 1
List of System Archetypes with their short forms
Combined Archetypes Short form
Non-overlapping without switching of
subsystems
NONS
Non-overlapping with switching of subsystems NOS
Overlapping without switching of subsystems ONS
Overlapping with switching of subsystems OS
(a) (b)
Fig. 2. Example of different subsystem archetypes (table 1)
in a 100 dimensional system (nos = 100) with 3 subsystems
(noss = 3) and 10 states overlap. States of the same subsys-
tem are shown adjacent in the full state vector, for the sake
of simplicity, in this figure.
3 Review of Generalized Compressed Kalman
Filter (GCKF)
Consider a case of a high dimensional estimation process
which can be decoupled, during a certain period of time
(for instance, during an interval [ta, tb]), into a subset of
lower dimensional subsystems which do evolve individ-
ually but not statistically independent, i.e. the systems’
process and observation models are decoupled but their
estimates are not independent. The estimated variable
for such a process can be represented by the following
state vector, which has been organised in block of states
representing, in this instance, n decoupled subsystems.
X = [X1
T (t) X2
T (t) . . . Xn
T (t)]T ,
X1
T ∈ RN1 , . . . ,Xn
T ∈ RNn
(4)
Assume that the belief at time ta about the full state of
the systemX (as given in equation 4) at time ta,X(ta),
is represented by the joint PDF p
(ta)
full(X(ta)), which can
be alternatively represented by p
(ta)
full({Xk(ta)}
n
k=1).
The full process and observationmodels of the decoupled
subsystems, during the interval [ta, tb], are as follows:
{
X˙k(t) = fk(Xk(t), u(t), t, ξk(t))
Yk(t) = hk(Xk(t), t, ηk(t))
}n
k=1
; ∀t ∈ [ta, tb]
(5)
The joint PDF of the full system at time t could be
represented by p
(t)
full({Xk(t)}
n
k=1). Contrary to the con-
ventional belief, a set of lower dimensional estimation
processes, individually associated to the subsystems
in equation 5, can be performed separately during the
interval [ta, tb], for finally obtaining the optimal joint
PDF p
(tb)
full({Xk(tb)}
n
k=1), without explicitly maintain-
ing the full PDF p
(t)
full({Xk(t)}
n
k=1) during [ta, tb]. This
is achieved by using the concepts of stochastic cloning
and global update of the GCKF.
The individual subsystems are augmented to represent
the joint belief of the decoupled block of states alongwith
their perfectly time invariant counter part, i.e. stochastic
clones, such as shown for subsystem k in the following,
X∗k(t) = [Xk
T (ta),Xk
T (t)]
T
∼ p
(k,t)
k (Xk(ta),Xk(t))
(6)
The PDF in equation 6 represents the (suboptimal) be-
lief about the random variablesXk(ta),Xk(t) based on
the information provided by marginalizing the full PDF
at time ta, and the information obtained by the sequence
of subsequent local predictions and observations associ-
ated to subsystem k during the period [ta, t].
The individual estimation processes are modified to in-
volve the stochastic clones of the subset of states in each
subsystem; for instance the estimation of the subset of
statesXk, associated with subsystem k in equation 5, is
defined as,
{k | k ∈ N, 1 ≤ k ≤ n}
dX∗
k
(t)
dt =
{
X˙k(ta) = 0
X˙k(t) = fk(Xk(t), u(t), t, ξk(t))
(7)
Yk(t) = hk(Xk(t), t, ηk(t)) (8)
The prediction and observation models given in equa-
tions 7 and 8 are applied during the interval [ta, tb] for
finally producing p
(k,tb)
k (Xk(ta),Xk(tb)); i.e. the local
belief about random variablesXk(ta),Xk(tb) at time tb,
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An individual virtual likelihood function, which
is responsible for converting the augmented prior
p
(k,ta)
k (Xk(ta),Xk(ta)) to its associated posterior
p
(k,tb)
k (Xk(ta),Xk(tb)), can be synthesised and trans-
ferred to the overall joint belief at time ta to produce the
optimal belief at time tb via the process called Global
Update. The procedure has been represented recursively,
applied for all the subsystems, as follows,
p
[j]
full({Xk(tb)}
j
k=1, {Xk(ta)}
n
k=j+1) ∝∫
Ωj
p
[j−1]
full ({Xk(tb)}
j−1
k=1, {Xk(ta)}
n
k=j) · µj ·
Lj(Xj(ta),Xj(tb)) · dXj(ta)
{j | j ∈ N, 2 ≤ j ≤ n}
(9)
where, Ωj represents the domain ofXj(t) and the factor
µj represents the uninformative nature of the prior PDF.
The likelihood function given by Lj(Xj(ta),Xj(tb)) in
equation 9 represents the local information collected by
the subsystem j. The formal definition of the likelihood
can be trivially evaluated using the local PDF at time
ta and tb as given in equation 10.
Lk =


p
(k,tb)
k
(Xk(ta),Xk(tb))
p
(ta)
k
(Xk(ta)).µk
, ∀Xk(ta) : p
(ta)
k (Xk(ta)) 6= 0
0, ∀Xk(ta) : p
(ta)
k (Xk(ta)) = 0
(10)
The application of all the individual global updates, as
represented by equation 9, results in the joint belief of
the full system at time tb, p
(tb)
full({Xk(tb)}
n
k=1). This joint
PDF is optimal and would be identical to the one ob-
tained by maintaining the full PDF p
(t)
full({Xk(t)}
n
k=1)
throughout the interval [ta, tb].
From the Gaussian perspective, the individual likelihood
function is factored as the product of a constrained likeli-
hood function and a non-informative likelihood function,
which are implemented through a virtual Gaussian ob-
servation and virtual Gaussian prediction, respectively
(appendix A).
This concludes the main concepts about the GCKF,
which are necessary for the discussion and adaptation in
this paper.
4 Information Exchange Architectures
Because the partitioning of a full system, which does not
satisfy equation 5, is implemented by arbitrarily forcing
it, the individual process models are not fully decoupled,
which implies that their associated estimation processes
are no longer temporarily independent, and do inher-
ently require the estimates from the other subsystems
(usually neighbouring or adjacent subsystems). The pro-
cess models of the artificially decoupled subsystems dur-
ing some interval [ta, tb] are shown in equation 11.{
X˙k(t) = fk(Xk(t), u(t), t, ξk(t),Xb(k)(t))
}n
k=1
(11)
where Xb(k)(t) represents a set of states which are not
estimated locally (in subprocess k) but are estimated by
other subprocesses. These states are necessary for the
process model in subsystem k (as seen in equation 11).
These externally provided estimates are usually strongly
correlated with the local estimates ofXk(t) andXk(ta).
The objective of investigating different information ex-
change architectures is to apply this external informa-
tion in a manner that exploits and captures its prevail-
ing statistical dependency to the internal states of the
subsystem, because those externally provided estimates
are not statistically independent of the local estimates.
The estimates of the states inXb(k)(t) are assumed, for
the purposes of generality, to have been obtained from
the subsystems belonging to the setM with cardinality
card(M); and the number of states inXb(k)(t) being pk,
M = {m1,m2, . . . ,mcard(M)}; Xb(k) ∈ {
card(M)⋃
i=1
Xmi};
pk = card(Xb(k))
(12)
In addition to forcefully partitioning the system into
small subsystems, the process of switching is also artifi-
cial. The switching event is chosen to occur arbitrarily
after some interval of time, at which point the system
is re-partitioned into small subsystems (with different
structure, as illustrated in figure 2).
In the context of the PDEs, the process models are con-
structed based on the discretisation schemes which usu-
ally requires the estimates of the neighbouring states. In
such a scenario, the setM would usually simply contain
the neighbouring subsystems; however, that is not a nec-
essary condition for the proposed information exchange
architectures.
There are numerous ways this information can be ap-
plied in the process model with varying degree of accu-
racy. Two main methods are proposed and explained in
this section, and their performance comparison and dis-
cussion can be found in section 5.
Before the explanation of the different methods com-
mences, the following notation is defined with close ref-
erence to equation 12, for the purpose of being used in
representing different versions of sub-set of states:
(a) Xb(k)[d] : Denotes the subset of states of Xb(k)
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belonging to the dth subsystem inM , i.e. subsystem
md with 1 ≤ d ≤ card(M) .
(b) Xb(k)[{d}] : Denotes the subset of states of Xb(k)
belonging to subsystem d, such that d ∈M .
There are two methods being considered. The first one
is based on the usual assumption that those estimates
are statistically independent to those of the receiver sub-
system’s states. This concept is described in section 4.1.
The other approach (section 4.2), which is novel and is
introduced as part of this work, approximates the pro-
vided estimates, expressing them as a stochastic function
of the local estimates, based on information provided by
the external subsystems. This approach is remarkably
superior to the usual approach presented in section 4.1.
4.1 Independent Input
This simplistic approach treatsXb(k)(t) as an indepen-
dent input to the subsystem. It ignores the statistical
dependency between the input and the internal states
of the subsystem, the estimates of the other states, and
the input itself in previous times. This can be seen by
slightly modifying the process model in equation 11 to
equation 13.
X˙k(t) = fk(Xk(t), u(t), t, ξk(t), Xˆb(k)(t) + ζb(k)(t))
(13)
where, ζb(k) represents an independent GWN associated
with the independent input Xˆb(k), whose covariance (of
dimension pk × pk, shown in equation 14) can be pes-
simistically decorrelated in card(M) subsystems using
the formulation in appendix B.
Qζb(k) = diag(card(M) · Pb(k)[1], . . . , card(M) ·Pb(k)[pk])
=
card(M)⊕
i=1
(card(M) · Pb(k)[i]) (14)
where, P b(k)[d] is the marginalised covariance of the set
of states Xb(k)[d] obtained from subsystem md. Thus,
the additional information received in this subsystem
includes the estimate and marginal belief of Xb(k)(t),
i.e. Xˆb(k) and P b(k).
4.2 Exploiting local Statistical Dependency
The assumption taken by the method in section 4.1 that
there is no statistical dependency during the interval
[ta, tb], is incorrect and impractical in a large range of
systems. The inconsistency of this assumption is usually
severe in cases in which the approximation is applied at
high frequency and in presence of highly correlated es-
timates. In addition, a relevant loss of correlation in the
whole estimates is induced by it; consequently, the infor-
mation collected by different subsystems is not exploited
optimally.
A much more practical and realistic method is to exploit
the local statistical dependency developed in the set of
M subsystems (the source of the estimates of Xb(k))
and apply them to the local subsystem k. One such ap-
proach tries to achieve this by keeping a frozen copy of
the additional information taken prior to the forced sub-
system partition, i.e.Xb(k)(ta), locally in the subsystem
for the entire duration of [ta, tb]. This requires a per-
manent increase in dimensionality of the local estimates
from 2×Nk to 2×Nk+pk, demonstrated in equation 15
(modification of equation A.1), with only an increase in
dimensionality during the prediction step to Nk + pk.
This permanent expansion in states will allow the sta-
tistical dependency between the additional information,
Xb(k), and the states in subsystem, Xk, to be locally
developed and maintained via the constant update from
the information exchange (Xb(k)(t)) between the sub-
systems. This particular variant of this information ex-
change architecture will be referred to, from henceforth,
as frozen neighbours.
Wk(t) = [Xk
T (ta),Xk
T (t),Xb(k)
T (ta)]
T
(15)
The additional information, Xb(k)(t), from other sub-
systems can be expressed, locally in the individual M
subsystems, as a transformation of its time invariant
counter part (stochastic clone), Xb(k)(ta), in a simi-
lar manner to virtual prediction in appendix A. The
statistical approximation of Xb(k)(t), as a function of
Xb(k)(ta), as given in equation 16, is provided by other
subprocesses but exploited in the k subprocess. A gen-
eral expression for exploiting the local statistical depen-
dency and the properties of the associated uncertainty
is further discussed in appendix C.
Xb(k)(t) = G(Xb(k)(ta)) + ζb(k)(t)
= αb(k) · (Xb(k)(ta)− Xˆb(k)(ta))
+ Xˆb(k)(t) + ζb(k)(t)
(16)
The part of matrices αb(k) and the statistical proper-
ties of the residual noise ζb(k)(t) (which is assumed to
be GWN) can be obtained, based on the marginalised
local joint PDF, p(Xb(k)[d](t),Xb(k)[d](ta)) in d
th sub-
system of setM , i.e. subsystemmd. This is shown, in the
Gaussian perspective (marginalised joint PDF is Gaus-
sian), in equation 17, in which P represents the covari-
ance matrix of statesWmd(t) in subsystemmd. It is im-
portant to note that, for times close to ta, the estimates
of Xb(k)(t) and those of Xb(k)(ta), are strongly corre-
lated. This strong correlation is indicated by the small
covariance of the GWN ζb(k)(t), demonstrated in equa-
6
tion 18.
if, P (Xb(k)[d](t),Xb(k)[d](ta)) =
[
A CT
C B
]
then, αb(k)[d] = C ·A
−1,Qζb(k)[d] = B −C ·A
−1 ·CT
(17)
lim
t→ta
P (Xb(k)[d](t),Xb(k)[d](ta)) =
[
A AT
A A
]
lim
t→ta
αb(k)[d] = A ·A
−1 = I,
lim
t→ta
Qζb(k)[d] = A−A ·A
−1 ·A = 0
(18)
In the case that the marginalised covariance,
P (Xb(k)[d](ta),Xb(k)[d](ta)) or matrix A in equa-
tion 17, is singular, a replacement for A−1 can be
obtained via singular value decomposition or pseudo-
inverse.
The information, Xb(k)(t), is then transferred to the
subsystem by manipulating the process model to be a
function of the internal frozen states, Xb(k)(ta), using
the expression in equation 16.
W˙k(t) = [X˙k(ta) = 0; X˙k(t); X˙b(k)(ta) = 0] (19)
X˙k(t) = fk(Xk(t), u(t), t, ξk(t),Xb(k)(t)) (20)
= fk(Xk(t), u(t), t, ξk(t), G(Xb(k)(ta)) + ζb(k)(t))
It must be noted that the Independent Input approach
(in section 4.1) is a particular case of this approach,
i.e. if it is estimated (or assumed) that no statistical
dependency does exist betweenXb(k)(ta) andXb(k)(t),
then αb(k) tends to be 0 and the noise consequently
increased, as in the Independent Input case. It is also
worth noting that the random variableXb(k)(t) can also
be stochastically expressed as a function of more states,
if those states simultaneously belong to the local system
and to other external ones; this will be subsequently
discussed in this section.
Thus, the additional information (received in this sys-
tem from subsystem md) includes the transformation
matrix αb(k)[{md}], the expected value Xˆb(k)[{md}](t),
the expected value Xˆb(k)[{md}](ta) and the covariance
matrix (Qζb(k)[{md}]) of the uncertainty associated with
the transformation. The construction of the matrices,
αb(k) and Qζb(k), using information from contributing
subsystems in set M , requires an intuitive assumption
on the arrangement of states in the frozen section of sub-
system.
Xb(k)(ta) =


Xb(k)[1](ta)
Xb(k)[2](ta)
...
Xb(k)[card(M)](ta)

 (21)
The transformation matrix, αb(k), is a block diagonal
matrix, constructed using the obtainedmatricesαb(k)[d]
from each subsystem in set M ,
αb(k) = diag(αb(k)[1],αb(k)[2], . . . ,αb(k)[card(M)])
=
card(M)⊕
i=1
αb(k)[i] (22)
Since the statistical dependency between the residual
noise of the transformation in the different subsystems
in set M , say, Qζb(k)[d] and Qζb(k)[i] , is unknown, the
resultantmatrix,Qζb(k), can be pessimistically assumed
to be block diagonal using the decorrelation method in
appendix B.
Qζ
b(k)
=
card(M)⊕
i=1
(card(M) ·Qζb(k)[i]) (23)
Similarly, this concept can also be applied by keeping
a frozen copy of some states (preferably the ones that
would have strong correlation to Xb(k)(t)) from each
individualM subsystems (denoted byXok(ta)). The ad-
ditional information, Xb(k)(t), can be expressed, in the
individual M subsystems, as a function of these chosen
states.
Xb(k)(t) = αb(k)·(X
o
k(ta)−Xˆ
o
k(ta))+Xˆb(k)(t)+ζb(k)(t)
(24)
where all the involved parameters (αb(k), Qζb(k),
Xˆb(k)(t) and Xˆ
o
k(ta)) can be synthesized in the same
manner as previously discussed with the exception of
the joint PDF being p(Xb(k)[d](t), {Xmd ∩Xk}(ta)) for
the dth subsystem. This extension requires a change in
dimensionality of the prediction step from Nk + pk to
Nk + card(X
o
k).
Any information for estimating the statistical depen-
dency between estimates of Xb(k)(t) and Xk(t) is use-
ful for the individual estimation process in susbystem k.
Therefore, the combination of the previously discussed
methods, i.e. using the chosen frozen states in combi-
nation with the frozen additional information, may be
useful.
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5 Experiment and Results
One of the main techniques, proposed for maintaining
the statistical dependency in the artificially decoupled
subsystem, is the Switching of Subsystems. The perfor-
mance of this method, under different information ex-
change architectures, is shown in this section; specifically
in solving the one dimensional heat PDE. The list and
short forms for the information exchange architectures
are given in table 2.
Table 2
List of Information Exchange Architectures with their short
forms
Information Exchange Architecture Short form
Independent Input II
Exploiting local Statistical Dependency
using frozen neighbours
ELSD-FN
Exploiting local Statistical Dependency
using frozen chosen states
ELSD-FC
The experiment has been conducted on the one dimen-
sional heat PDE shown in equation 25. The simulated
output used in the experiment for heat equation was ob-
tained by adding white Gaussian noise to the numeri-
cal solution of equation 25. The other details about the
PDE, such as the chosen discretisation schemes, the ini-
tial condition and the associated parameters (used in
equation 25) are given in the appendix D.
∂U(x, t)
∂t
= β
∂2U(x, t)
∂x2
(25)
The results, which are obtained from the different combi-
nations, are compared against each other in their ability
to mimic and reproduce those of the full filter. A method
is considered acceptable only if its estimates (expected
value and covariance matrix) are on par to those of the
full filter. The ability of the compressed filter to capture
the prevalent statistical dependency is verified by visu-
ally comparing its normalised covariance matrix against
the full filter. The normalised covariance matrix is sim-
ply a cross correlation matrix containing Pearson’s cor-
relation coefficients, given by |cov(x, y)|/(σxσy) for each
possible pair of scalar random variables x and y. The
gray levels in these plots signify the degree of correla-
tion. A comparison of the standard deviations will also
be conducted, where the percentage difference of various
methods against the full filter will be graphically dis-
played. The consistency of the expected value is verified
through a metric called ‘average discrepancy’, given by
the average of |Xˆfull(t)−GT (t)|− |XˆGCKF (t)−GT (t)|
in 250 independent Monte Carlo runs (initialised with
the same condition), for all times t sampled at global up-
date frequency. The details about the method used for
generating the ground truth (GT) data (i.e. the solution
of the PDE) can be found in appendix D.
Additionally, the method must also be capable of achiev-
ing the same performance when dealing with PDEs with
fast and slow dynamics. This can be tested by varying
the parameter s (i.e. the parameters that are responsi-
ble for s) in the interested PDEs given in appendix D.
In such a scenario, the compressed version of the full fil-
ter would be largely preferred due to its relevant saving
in processing cost, and low departure from optimality.
A summary table for the parameters used in different
experiments (specified under different experiment num-
bers) in this section is provided in table 3. The param-
eters that are not mentioned in the tables are constant
in the experiments (pf = 100, uf = 100, guf = 1,
nos = 500, nof = 4, noss = 10, σ2o = 10, σ
2
s = 10
−9,
k = 400, ρ = 8700, Cp = 385). The notations are in
accordance to table 4.
Table 3
Summary list of parameters in the conducted experiments
for solving one dimensional heat SPDE
Exp.
No.
Figures l
System
Dynamic
Output Locations
1 3 15 0.0013 [1,250,500]
2 4,6 15 0.0013 pure predictions
3 5, 7,9,10 1 0.2997 pure predictions
4 8 1 0.2997 [1,100,200,300,400,500]
Table 4
List of Parameters with their short forms
Parameters Units Short form
Prediction Frequency Hz pf
Update Frequency Hz uf
Global Update Frequency Hz guf
Switching Frequency Hz sf
Number of States - nos
Number of Subsystems - noss
Number of chosen frozen States - noc
Output Locations - ol
Variance of output ◦C2 σ2o
Variance of system ◦C2 σ2s
Thermal Conductivity Wm−1 K−1 k
Density kg/m3 ρ
Specific Heat Ws/kg◦C Cp
Length m l
In order to study and verify the performance of the
GCKF in maintaining the statistical dependency of the
states’ estimates among different subsystems, the initial
covariance is assumed to follow an exponential pattern
with the formula specified in equation 26.
P (i, j) = scale× e−|i−j|/φ, ∀i 6= j
P (i, i) = scale+ ψ
(26)
This section is divided in a similar manner as section 4
such that the result in each section corresponds to a
particular version of GCKF (i.e. the GCKF under the
combination of one of the system archetypes outlined in
table 1 and one of the proposed information exchange
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architectures). The results from the heat PDE is shown
in subsections 5.1 - 5.2. Finally, the comparisons of pro-
cessing cost of the full filter and the different versions of
GCKF are shown and discussed in section 5.3. Briefly,
some results from replacing the KF core with UKF core
is shown for solving non-linear inviscid Burgers equation
in section 5.4.
5.1 Independent Input (II)
The performance of the GCKF, during all the estimation
process, in capturing the statistical dependency, using
the archetypes outlined in table 1, coupled with Inde-
pendent Input (II) information exchange architecture,
for the one dimensional heat equation with certain pa-
rameters (specified under experiment 1), representing a
slow dynamic system, is shown in figure 3.
(a) Full Filter (b) NONS (c) NOS
Fig. 3. Comparison of individually normalised covariance
matrices at the end of the simulation between different vari-
ants of GCKF (using II information exchange architecture)
against the full filter. In the images, the regions with lighter
shades of gray indicate strong correlation (or anti-correla-
tion) while the regions with darker shades of gray indicate
weak correlation between the random variables.
It can be seen that none of the system archetypes (NONS
and NOS) using this information exchange were able to
maintain the statistical dependency between the states’
estimates (in the same manner as the full filter). This
can be clearly seen by comparing the normalised covari-
ance matrix of the GCKF using NONS and NOS in fig-
ure 3(b) and figure 3(c) respectively to that of the full
filter in figure 3(a). This means that information pro-
vided by subsequent observations, would not be properly
exploited by the whole process.
The performances of the archetype that does not involve
switching of subsystems, i.e. NONS, is expected to dete-
riorate over time due to its inherent inability inmaintain-
ing the statistical dependencies between the internal and
external states of the subsystem. This is clearly demon-
strated, as an example for the NONS archetype, by the
(undesirable) presence of low cross-correlation lines be-
tween the subsystems in the normalised covariance ma-
trices resulting in blocks of monochromatic shade in fig-
ure 4(b). The statistical dependencies between the sub-
systems are represented by the blocks that are located
off-diagonal in the normalised covariance plot (as shown
in figure 4(b)). These blocks will slowly darken and fi-
nally turn completely black (i.e. zero cross-covariance),
when the statistical dependencies between the subsys-
tems’ estimates are completely lost and the subsystems
turn to be statistically independent. This phenomenon is
not visible in the duration of the experiment conducted
in figure 4 (experiment 2) since the simulated system had
a slow dynamics, i.e. the rate of evolution of the statis-
tical dependency between the states is slow. In another
experiment, where the PDE parameters correspond to a
system with faster dynamics, the loss of statistical de-
pendency is apparent and occurred as early as 200 global
updates, shown in figure 5 (experiment 3). The gradual
loss of statistical dependency is responsible for the dis-
crepancy between the optimal (i.e from the full filter)
marginalised standard deviations and the approximated
ones (GCKF), as will be seen in the experiment in fig-
ure 7(a), where the discrepancy almost reaches 100%.
NoGU = 10 NoGU = 50 NoGU = 200
(a) Full Filter
(b) GCKF with NONS/II
Fig. 4. Comparison of individually normalised covariance
matrices in experiment number 2 between (a) full filter and
the (b) GCKF using II information exchange architecture
with NONS archetype (NONS/II) at the 10th, 50th and 200th
global update (left to right). ‘NoGU’ abbreviates the number
of global updates.
Full Filter GCKF with NONS/II
Fig. 5. Comparison of individually normalised covariance
matrices in experiment number 3 between the full filter (left
column) and the GCKF with NONS/II (right column) at
the 200th global update.
The NOS archetype, in this instance (with II informa-
tion exchange architecture, can also be referred to by
NOS/II), was inadequate in retaining the statistical de-
pendency between the subsystems for the duration of
the experiment. This is demonstrated by examining the
evolution of the normalised covariance matrix of the
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NOS archetype, as shown in figure 6. The loss of statis-
tical dependency occurs at a much slower rate as com-
pared to the NONS archetype, where visible dark lines
between the subsystems are already formed before the
200th global update, as shown in the rightmost column of
figure 4(b), as opposed to the indistinct lines formed af-
ter the 700th global update in the NOS archetype shown
in the bottom right picture of figure 6.
Full Filter
GCKF with
NOS/II
N
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Fig. 6. Comparison of individually normalised covariance
matrices between the full filter (left) and the GCKF with
NOS/II (right) at the 100th and 700th global update.
5.2 Exploiting Local Statistical Dependency (ELSD)
The GCKF exploiting locally developed statistical de-
pendencies (ELSD) is the only method where the es-
timates from the other subsystems (Xb(k)(t)) are cor-
rectly and statistically applied, and is, thus, expected
to outperform the II information exchange architecture.
The comparison of the performance of this method to the
II architecture coupled with switching archetype (NOS)
is shown in figure 7.
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(a) GCKF + NOS/II
0 500 1000
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(b) GCKF + NOS/ELSD-FN
Fig. 7. Comparison of percentage difference in standard devi-
ations of the GCKF with switching archetype (NOS) and the
full filter. GCKF using II information exchange architecture
is shown in the left column while the GCKF using ELSD-FN
information exchange architecture is shown on the right.
The comparison conducted in figure 7 corresponds to
the case of a PDE system with extremely fast dynamics.
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(b) GCKF + NOS/ELSD-FN
Fig. 8. Comparison of expected temperatures (given by
|Xˆfull −GT | − |XˆGCKF − GT |. The black dotted line rep-
resents no discrepancy, while the red dashed line represents
the average deviation of the expected values. Positive values
indicate that the discrepancy of the GCKF’s expected val-
ues is lower than that of the full filter. GCKF using II infor-
mation exchange architecture is shown on the left while the
GCKF using ELSD-FN information exchange architecture
is shown on the right.
The switching system archetype coupled with ELSD-
FN information exchange architecture outperforms all
the other methods by having the smallest percentage
error (the only method that has less than 100% error)
in the marginalised standard deviations when compared
against the full filter (right column of figure 7). Similarly,
the improvement in performance can also be observed
in the expected values, where the average discrepancy,
indicated by the dashed red line, of NOS/ELSD-FN (fig-
ure 8(b)) is lower than that of the NOS/II version of
GCKF (figure 8(a)) by order of magnitudes (−0.4292◦C
against −0.0032◦C). The bar graph (in figure 8) shows
the discrepancy of the absolute errors (between the ex-
pected temperatures and the simulated ones) for the full
filter and the GCKF. The capability of this information
exchange in maintaining the statistical dependency sim-
ilarly to the full filter in a system with fast dynamics
is shown in figure 9, where the resemblance of the nor-
malised covariance matrices at various global updates is
observed.
The GCKF with II information exchange architecture
(shown in the second column for NOS archetype, in fig-
ure 9) lost the statistical dependencies completely as
early as after the first 100 global updates; however, the
GCKF using switching archetype with ELSD-FN infor-
mation exchange architecture (shown in the third col-
umn), was able to keep track of the statistical depen-
dency, similarly to the full filter (first column).
A comparison of the performance of the GCKF with
different variants of ELSD coupled with NOS system
archetype is shown in figure 10. There is a significant
performance improvement using ELSD-FC as compared
to ELSD-FN. In a scenario where the system has slow
dynamics, the difference in performance will be negligi-
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Fig. 9. Comparison of individually normalised covariance
matrices between the full filter and variants of GCKF at
10th, 50th and 100th global update. The variants of filter,
given from the leftmost to rightmost columns, are: full filter;
GCKF with NOS/II; GCKF with NOS/ELSD-FN.
ble and the variant can be chosen according to the asso-
ciated processing cost, discussed in section 5.3.
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(b) GCKF with ELSD-FC
Fig. 10. Comparison of percentage difference in standard
deviations of the GCKF with NOS archetype and ELSD
information exchange architecture and the full filter.
The GCKF with NOS archetype coupled with ELSD
information exchange architecture can be concluded to
be the only versions that are capable of achieving good
performance in slow and fast dynamic systems, and are
suitable replacements for the full filter in solving this
type of PDE. The results from other PDEs can be found
in the supplementary document.
5.3 Comparison of Processing Times
The performance of the GCKF, with different informa-
tion exchange architectures and system archetypes, in
mimicking the full filter, is thoroughly investigated in
this paper for evaluating the computational advantages
associated with the GCKF. In order to quantitatively
measure the computational cost reduction in the GCKF,
when compared against the full filter, a metric called
‘cost ratio’ (CR) is defined in equation 27. This metric
represents the ratio of the cost associated with the full
filter to the cost associated with the GCKF under the as-
sumption that the prediction frequency (pf) is the same
as the update frequency (uf).
CR =
tff · pf
tgckf · pf + tgu · guf
=
tff
tgckf + tgu ·
guf
pf
(27)
where, the timing variable tff refers to the time taken
by the full filter while the variable tgckf refers to the
time taken by the GCKF, both measured from a single
iteration of prediction followed by update.
The dominant cost of the GCKF is the global update, tgu
in equation 27, which is approximately proportional to
equation 28. The effect of the number of subsystems on
the cost of the global update, assuming that the states
and the observations are uniformly divided in each sub-
system, is shown graphically in figure 11. The high value
of tgu, observed for systems with smaller number of sub-
systems (noss < 10), in figure 11, is due to the dom-
inance of the cost associated with factor
∑n
i=1N
3
i in
equation 28 (such as matrix multiplication and singular
value decomposition). On the other hand, the large val-
ues of tgu observed for systems with large number of sub-
systems (noss > 10), is due to the increase in dominance
of the cost associated with factor
∑n
i=1 (N −Ni)
2 ·Ni in
equation 28. The dominance of tgu is also highlighted in
figure 12 where the cost ratio follows a similar trend as
the one observed in the global update in figure 11. The
cost ratio can be maximised by choosing an appropri-
ate noss (close to where tgu is minimum) and increasing
the ratio of prediction frequency, pf , to global update
frequency, guf (as seen in equation 27).
tgu ∝
n∑
i=1
(N −Ni)
2 ·Ni,
n∑
i=1
(N −Ni) ·N
2
i ,
n∑
i=1
N3i
(28)
The comparison of the processing cost of the GCKF
(tgckf ) with various information exchange architectures
under different number of subsystems (noss) is shown in
figure 13. The increase in number of subsystems should,
theoretically, decrease the amount of processing cost.
However, due to overhead in the implementation, the
cost is seen to increase after reaching a minima (around
noss = 25) in figure 13. The combination of the trends
seen in figure 11 and figure 13, together with the fixed
ratio of pf to guf , is responsible for the cost ratio trend
seen in figure 12. It is also important to note that the
cost of GCKF with II is lowest, followed by GCKF with
ELSD-FN and ELSD-FC respectively. This order can
also be seen in figure 12, where GCKFwith II andGCKF
with ELSD-FC has the maximum and minimum cost ra-
tio respectively.
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Fig. 11. Comparison of the cost of global update tgu against
the number of subsystems. The measured time is in the unit
of milliseconds. The timing has been collected with the fol-
lowing fixed parameters: nos = 1000; M = 500; noc = 4.
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Fig. 12. Comparison of CR of GCKF with different infor-
mation exchange architectures and NOS archetype. The CR
has been collected with same parameters as figure 11.
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Fig. 13. Comparison of tgckf of GCKF with NOS system
archetype and different information exchange architectures
against the number of subsystems (noss). Themeasured time
is in the unit of milliseconds. The timing has been collected
with the same parameters as figure 11.
The processing cost of the GCKF, tgckf , will quadrat-
ically increase with the increase in the number of cho-
sen frozen states, noc in the ELSD-FC information ex-
change. This trend is because of the increase in dimen-
sionality during the prediction step of the GCKF with
ELSD-FC, from Nk to Nk + noc.
The processing cost for a standard estimation process
(full filter) is proportional to L ·N2 ·
∑n
i=1Mi, whereMi
is the dimensionality of the observation vector in sub-
system i, and L is the number of updates in the inter-
val [ta, tb] [23]. The application of the GCKF is justified
for cases where the number of updates, L, or where the
overall dimensionality of observations,M (=
∑n
i=1Mi),
during the interval [ta, tb], are large. This can be seen by
observing the growing disparity between tff and tgckf
in figure 14; when the overall observation dimensional-
ity, M , is increased. It is also worth mentioning that L
can be increased by increasing pf (since pf = uf) which
would, as previously mentioned, increase the ratio of pf
to guf , thereby increasing the cost ratio according to
equation 27.
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Fig. 14. Comparison of tff of full filter and tgckf of GCKF
with NOS system archetype and different information ex-
change architectures against the overall observation dimen-
sionality (M). The measured time is in the unit of millisec-
onds. The timing has been collected with following fixed pa-
rameters: nos = 1000; noss = 20; nof = 4.
5.4 Non-linear Estimation With UKF Cores
The Compressed estimation technique is general and al-
lows treating certain class of non linear cases, which
could be treated by a full UKF. The only requirement
of the GCKF is that the resultant local belief, obtained
from the individual estimation processes (by other vari-
ants of KF such as UKF), must be expressed via a Gaus-
sian PDF; such that Gaussian virtual likelihood func-
tions can be generated. The results from combining the
NOS/ELSD-FC variant of GCKF with UKF cores, for
solving one dimensional inviscid Burgers equation (equa-
tion 29, discretised in 250 cells and solved using Finite
Volume numerical method) is shown in figures 15 and
16. Similar to the results in section 5.2, the GCKF with
NOS/ ELSD-FC was able to mimic the performance of
the full UKF filter. Additionally, the averagediscrepancy
of 0.1613 is obtained when comparing the full UKF to
EKF, highlighting the necessity of UKF in this problem.
∂U(x, t)
∂t
= −U(x, t)
∂U(x, t)
∂x
(29)
6 Conclusion
This paper proposed new techniques to allow for com-
pressed estimation of densely coupled estimation pro-
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(a) Full UKF (b) GCKF + NOS/ELSD-FC
Fig. 15. Normalised covariance matrices: (a) full UKF and
(b) GCKF with UKF core, ELSD-FC information exchange
and NOS archetype. The results have been collected with
the following parameters: pf = 106; uf = 106; guf = 104;
sf = 104; nos = 250; nof = 10; noss = 5; ol = [1, 100];
σ2o = 25; σ
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Fig. 16. Comparison of discrepancy in expected value of
GCKF with NOS/ELSD-FC similar to figure 8. The average
discrepancy is recorded at 0.0030.
cesses. The switching archetype and information ex-
change architectures (ELSD-FN and ELSD-FC) have
been proposed with general theoretical formulations in
either Bayesian or Gaussian perspective. The switching
archetypes GCKF with ELSD information exchange ar-
chitecture was concluded to have the best and acceptable
performance, based on the simulations of different vari-
ants of GCKF in solving slow to intermediately fast 1D
heat equation. The proposed techniques are general and
when configured with appropriate Gaussian filter cores,
such as UKF or CuKF, can be employed for compressed
non-linear estimation. This has been briefly shown for
UKF in solving a 1D inviscid Burgers equation. The com-
putational advantages of GCKF have also been high-
lighted and are maximally achieved when solving high
dimensional and high frequency estimation problems.
A Gaussian Virtual Update
The augmented state vector for subsystem k is modi-
fied from equation 6 to equation A.1. The convention is
consistent with [23] and has been adopted for the con-
venience in defining the two likelihoods.
Wk(t) = [Wk,1
T (t),Wk,2
T (t)]
T
= [Xk
T (ta),Xk
T (t)]
T
(A.1)
The Gaussian PDF for the augmented system k at time
ta is initialised with the expected vector and the covari-
ance matrix as follows,
Wˆk(ta|ta) =
[
Xˆk(ta|ta)
[?]
]
; Pk(ta|ta) =
[
A0 0
0 M
]
A0 = Pk,(1,1)(ta|ta) ∈ R
Nk×Nk
= E{(Xk(ta)− Xˆk(ta|ta)) · (Xk(ta)− Xˆk(ta|ta))
T
}
M = m · INk×Nk , m→∞
(A.2)
where, the symbol ‘?’ means finite but irrelevant.
The local estimates aboutWk(tb), of the individual sub-
system k, obtained after the interval [ta, tb] are expressed
by an expected value vector and a covariance matrix,
Wˆk(tb|tb) =

 Wˆk,1(tb|tb)
Wˆk,2(tb|tb)

 ; Pk(tb|tb) =

A CT
C B


A = Pk,(1,1)(tb|tb); B = Pk,(2,2)(tb|tb); A,B ∈ R
Nk×Nk
(A.3)
The individual global update is implemented through a
sequence of two virtual update steps. The constrained
virtual update is done based on the change in the com-
ponentWk,1 (i.e. the stochastic clone ofXk(ta)) and is
implemented by considering,
△Xˆa = Wˆk,1(tb|tb)− Wˆk,1(tb|ta)
△Pa,a = Pk,(1,1)(tb|ta)− Pk,(1,1)(tb|tb) = A0 −A
(A.4)
The second virtual update, also known as the uninfor-
mative virtual update, has the mission of replacing the
random variable Xk(ta) by the random variable which
describes Xk(tb). This update does not provide any in-
formation to the rest of the system, as it only affects the
marginal PDF about the random variable Xk(tb) and
its statistical dependency with the rest of the random
variables. This second update is applied through a vir-
tual prediction for the subset of statesXk by the process
model,
Xk(ta)→Xk(tb)
Xk(tb) = G(Xk(ta)) + ξ(t)
= C ·A−1 · (Xk(ta)− Wˆk,1(tb|tb))
+ Wˆk,2(tb|tb) + ξ(t)
(A.5)
where ξ(t) is considered to be zero mean GWN, whose
covariance is Qξ = B −C ·A
−1 ·CT ≥ 0
These two steps produce the exact overall results in com-
parison with the standard virtual update, but at the cost
of avoiding the temporary expansion of full state vec-
tor and its subsequent marginalisation step which were
present in the general Bayesian case.
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The information regarding Degenerated Gaussian Ob-
servation(DGO) and virtual observation when△Pa,a is
singular can be found in [23].
B Decorrelation Method
In order to conservatively decorrelate a subset of esti-
mates, a proper increase in the value of diagonal sub-
matrices of a covariance matrix is sufficient. The decor-
relation method presented here is a simple application
of [31] for multiple subsystems, where the multiplicative
decorrelation constant for the individual subsystem is
formulated.
Let the number of interested subsystems be V , the
method in [31] can be applied by dividing V subsystems
into two groups for decorrelating. One group would con-
tain one subsystem while the other group would con-
tain V − 1 subsystems. This step is then repeated in
the divided groups until all individual V subsystems are
decorrelated. The decorrelation technique for two group
of states in [31] is shown in equation B.1, where P repre-
sents the original covariance matrix and P ∗ represents
the decorrelated covariance matrix with decorrelation
coefficient c. If c is initially chosen to be V −1 and is iter-
atively decreased by one in the subsequent decorrelation
steps (i.e. V − 2, V − 3, . . . , 1), the final multiplicative
constant to achieve the diagonal blocks in the covariance
matrix can be shown to be simply V . The semi-positive
definite decorrelated covariance matrix can then be ob-
tained by using equation B.2.
P ≤ P ∗, ∀c > 0
 P11 P12
P21 P22

 ≤

 P11 · (1 + c) 0
0 P22 · (1 +
1
c )

 (B.1)
P ∗ =
V⊕
i=1
V · P[i] (B.2)
C General Statistical Functional Relationship
For a certain family of PDFs (which includes the
Gaussian cases), if a set of random variables, Z =
[Za
T ,Zb
T ,Zc
T ]
T
, that is described by a joint PDF
(which is a memeber of that family), p(Z), the subset of
states Zc can be statistically represented as a function
of the states Za via the expression Zc = Ga(Za) + ζ.
The uncertainty component ζ, although independent of
the states Za, may have statistical dependency with the
states Zb, i.e. ζ = Gb(Zb) + ζb, where the noise com-
ponent ζb is independent of both the states Za and Zb.
In cases where there is strong statistical dependency
between the states Za and Zb, the uncertainty due to
the unmodeled component Gb(Zb) will be marginal, i.e.
ζ ≈ ζb. Although in this paper ζ is assumed to be GWN,
the method of covariance intersection, proposed in [32],
should be applied due to the presence of unknown cor-
relation between ζ and Zb.
In relation to the information exchange architecture
ELSD (Exploiting Local Statistical Dependency), the
functional relationship Ga and the covariance of the
noise component ζ is obtained through statistical linear
regression, i.e.Zc = α·Za+b+ζ. This is shown in equa-
tion 16, where Zc represents the states in subsystemmd
that are required in the sub-process k (i.e. Xb(k)[d](t))
while Za represents the states that are common in sub-
systems md and k, such that the local statistical depen-
dency can be exploited. One example is a particular case
of ELSD, where Za is the time-invariant version of Zc.
This version of ELSD information exchange (referred
to as ELSD-FN) exploits the statistical dependency be-
tween Xb(k)[d](t) and Xb(k)[d](ta).
D 1D Heat PDE
Consider the temperature U(x, t) in a rod where the
temperature is governed by the heat equation given in
equation D.1 with Dirichlet boundary condition. The
variable x denotes spatial dimension while t denotes the
temporal dimension of temperature.
∂U(x, t)
∂t
= β
∂2U(x, t)
∂x2
(D.1)
The variable β in equation D.1 is defined by the prop-
erties of the rod: thermal conductivity (k), density (ρ),
and specific heat (Cp).
β = k × (ρ× Cp)
−1
(D.2)
The two ends of the rod are kept at 0◦C and 400◦C
respectively and the initial temperature of the rod is
assumed to be 23◦C. The sides of the rod are assumed
to be insulated with constant, uniform and temperature
independent properties: specific heat, density, thermal
conductivity and cross sectional area.
U(0, t) = 0 ◦C U(l, t) = 400 ◦C
U(x, 0) = 23 ◦C
x = 0 x = l
Fig. D.1. Representation of the initial conditions of the rod
The discrete time t and spatial variable x are given by,
0 ≤ x ≤ l; ∆x =
l
n+ 1
; xj = j∆x; 0 ≤ j ≤ n+ 1
0 ≤ t ≤ T ; ∆t =
T
m
; tk = k∆t; 0 ≤ k ≤ m
(D.3)
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where, n andm represent the total number of discretised
states in the spatial dimension and the temporal dimen-
sion respectively. If Ukj := U(xj , tk), using forward-time-
centred-space (FTCS) scheme, the discretised version of
equation D.1 can be written as,
Uk+1j = s(U
k
j+1 + U
k
j−1) + (1 − 2s)U
k
j
s = (β∆t)/(∆
2
x)
(D.4)
The variable s in equation D.4 quantifies the rate of
change of temperature in the discretised states in one
time step. This variable will be referred from henceforth
as an indicator for the dynamic of the system with the
stability constraint, s ≤ 0.5.
The sensor readings that were used as an observation
for the filter are simulated by adding white Gaussian
noise to the solution of equation D.1, which was obtained
numerically from the method of line.
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