Abstract In this analysis, three input parameters temperature, pH and electrical conductivity were chosen due to their easy and less costly measurement technique, and a package of six models were presented for estimating the concentrations of dissolved oxygen, DO percentage, biological oxygen demand, chloride, alkalinity and total hardness. 3001 data sets (a 3001 9 8 data array) were used to training the models. The models have been tested in order to verify their prediction values, and the resulted R factor (the rate of precision) for each model equals to 0.93, 0.95, 0.77, 0.82, 0.85 and 0.92, respectively. This proves that the package can be used to estimate the concentrations of water quality parameters with accuracy close to the reality. The River data collected from 210 monitoring stations located in all over Ireland have been used. The data set covers different conditions and makes the model applicable in many different places and conditions. For development of all models, feed-forward algorithm used for training, as well as the LevenbergMarquardt and tansign(x) functions as learning and transfer functions.
Introduction
The situation of water resources in the world becomes more challenging every year. During the last century, water consumption grew at twice the rate of population increase (Stockholm International Water Institute and Elsevier 2012) . In addition, the complexity of managing natural resources generally increases in parallel with human population growth (Varnell et al. 2008) . Assessment of properties and processes related to running waters is a major issue in the management of aquatic environments (Schleiter et al. 1999) . As a result, accurate determination of the concentration of nutrients and other substances in water bodies is an essential requirement for supporting effective management and legislation with regard to such environments (Donohue and Irvine 2008) . Water management decisions are increasingly based on model studies (Scholten et al. 2007) , while modeling tools are becoming progressively more sophisticated (McKnighta et al. 2010) .
Modeling of water quality parameters also has many benefits, the most important of which are explained here. The value of data modeling can be demonstrated at the overall savings that it makes in terms of maintenance or development costs. When this issue is considered in broad terms across an organization's total budget, the amount of saving can be truly significant. The value of data modeling can be also seen at a more detailed level in terms of savings it provides through development tasks related to a specific project. Additionally, its value can be determined by identifying specific benefits that data modeling provides and then quantifying those benefits in all projects. Finally, data models can be reused in whole or in part for multiple projects, which can result in significant savings for any organization (Haughey 2010) . Models also can be used to regenerate the missing data (Diamantopoulou et al. 2005) .
It is better to make predictor models for the most important parameters, which in this case include:
1. The dissolved oxygen (DO), which is an important quality index for some types of water. However, it is difficult to simulate the DO concentration by traditional mathematical methods due to the different factors which affect different kinds of water (Lihua et al. 2008 ); 2. Biological oxygen demand (BOD), which is a major parameter used to determine the degree of pollution in effluents (Akilandeswari and Adline 2013); 3. Nitrate and ammonium ions, which estimating their concentration in surface and ground water is extremely important. These values are usually determined at laboratories using sophisticated equipment, with a turnaround time varying from 2 h to 3 days. In many instances, the results are needed at the site as quickly as possible (Rich et al. 2006 ); 4. Measuring alkalinity is an important factor in determining a stream's ability to neutralize acidic pollution resulting from rainfall or wastewater. It is also one of the best measures of the sensitivity of the stream to acidic inputs (US EPA 2013); 5. Hardness is also an important factor in aquaculture.
Calcium and magnesium are the most common sources of water hardness. (Wurts 2002 ).
In line with the above facts, such parameters as DO, BOD, hardness and alkalinity are chosen as targets of our modeling study. For complete coverage, the additional parameter of chloride (Cl) concentration is added to the list above. Chloride ion is the predominant natural form of chlorine and is extremely soluble in water. Major sources of chloride in natural waters are sedimentary rocks that particularly evaporate. Igneous rocks contribute only a fraction of total chloride. Other sources are industrial and domestic wastewater (Pradhan and Pirasteh 2011) . This study was conducted as a part of a master thesis research at KNTU, Environmental Eng. Dept. (2014).
Methods and materials
It was decided to make a simulation model with seven parameters. Relations between different physical properties of these parameters represent one of the most fascinating problems in modern science. Since this is a fundamental scientific problem, answering it will also provide answers to other practical needs, especially when one property is easier to measure than another (Sevostianov and Shrestha 2010) . Now, it is needed to choose a number of related parameters as inputs for these models. It is better to choose parameters as inputs that are most economic and easy to assay. Temperature and pH are two of the easiest and the least costly (almost without any cost) parameters to measure. Electrical conductivity (EC) is also another parameter that can be measured quite easily and almost with no cost. It also has good relationship with other output parameters. Many researchers have used EC as input data, for example (Sevostianov and Shrestha 2010) , and many others. The following table shows the names of a number of these researchers.
After finding the most appropriate input and output, it was decided to use artificial neural networks (ANN) to make necessary models. Applications of ANN are increasing because they are capable of solving and modeling every kind of complicated problems. Also, they are able to complete and cover all kinds of required parameter data series. Application of ANN is also increasing in resolving optimization problems (Koncsos 2010) .
Neural networks
The artificial neural network (ANN), as its name implies, is a technique that simulates the functions of human brain during the problem-solving process. Just as humans use knowledge gained from experience to new problems or situations, the structure of a neural network can be used in powerful computation of complex nonlinear relationships (Kuo et al. 2004) . MLF (multilayer feed-forward) networks trained with back-propagation algorithm are the most popular type of networks (Svozil et al. 1997 and Koncsos 2010) . For example, the following table contains information on some modeling papers. These papers used feedforward networks to make their own models. You can also see a three-layer MLF network in Fig. 2 .
To understand the structure of networks processing, the structure of a neuron (which is the smallest and basic element for any type of ANN) should be known at first. Figure 1 depicts a simple neuron.
In this schema, p is the matrix of input data multiplied by w, which is the matrix of weight. The calculated data (matrix) are summed with b (the threshold coefficient) which can be understood as a weight coefficient for the connection with formally added neuron where a = 1 (socalled bias) (Svozil et al. 1997) . The result of the sum will be a matrix called n. The output of the neuron will be the ''a'' matrix, expressed as (Koncsos 2010; Svozil et al. 1997 ):
A network consists of a number of layers that each layer contains a number of neurons. There are three types of layers (Rounds 2002; Svozil et al. 1997; Menhaj 2008 ):
1. The input layer contains the input data and defines them for the network 2. The hidden layer(s) where the process is carried out.
The number of hidden layers and the number of neurons in each layer are variables; 3. The output layer that represents the network results (a i ). Figure 2 shows a four-layer feed-forward network. The number of hidden layer(s) and the number of neurons in each layer are chosen by designer of the network and depend on the conditions of the data and design details.
Training means to change the weights (w i ) and biases (b i ) in order to get closer to the answers. There are two main types of training processes: supervised and unsupervised training. In supervised training [e.g., multilayer feedforward (MLF) neural network], the neural network knows the desired output, and adjustment of weight coefficients is done in a way that the calculated and desired outputs are as close as possible. In unsupervised training, the desired output is not known (Svozil et al. 1997 ). This type of networks is mostly used for division problems. In the supervised mode, the square of the difference between the network output (a i ) and the data output is assumed as the main criterion for estimating the rate of learning (a). Meansquared error (MSE) is calculated as: (Ghaffari et al. 2006; Menhaj 2008) .
In order of the training carried out correctly, the process should be repeated until the required precision is reached. In the following procedure, every time the process repeats, weights and biases will change. 
As shown in Table 1 , most of the works done in the field of modeling assumed a number of data as inputs. Some clues about choosing the input data (in relation to choosing the least expensive and the most accessible parameters as inputs) are already mentioned. Useful tips about the structure of the network's training algorithm are provided as following:
1. The selected input parameter should be related to the output (including the result and the goal of modeling). Closer relationship between the input and output data can help us to minimize the error. However, the reverse is also true, which means if some parameters chosen as input that are not related to the output, it would cause disorder in the training process, which will not help in the modeling. 2. By using a higher number of related data as input, the training will be longer and will need more neurons as well. However, it can also make our model more accurate. Table 2 shows the parameters that we have chosen as inputs for each model. The MATLAB program can be used to do calculations (Chitsazan et al. 2013; Chu et al. 2013 ). All needed formulas are incorporated in this program. At first, one must define the design parameters of the network. It should be noted that excessive use of hidden neurons will cause over-fitting, which means that the neural networks may overestimate the complexity of the target problem. It also greatly degrades generalization capability of the model, which can lead to significant deviation in predictions. In this case, determining the proper number of hidden neurons to prevent over-fitting is critical in function approximation using neural networks. There are various approaches to building the network in a constructive or destructive way, but the most common methods to determine whether a certain number of hidden neurons are optimal, are cross-validation and early-stopping (Setiono 2001) . Actually, to get the best result, the number of layers and neurons should be chosen in proportion to the complexity of problems and the number of input and output parameters (Abraham 2005) .
Data resources
The River time series' data are used, which have been received from 210 monitoring stations from all over Ireland. These data are available on the website of the Ireland EPA (www.Water Quality Environmental Protection Agency, Ireland.htm under the name of Raw River Data for SE 2012).
1 The data that are chosen in our work came from 3001 groups of existing data set, while each data set contains 10 parameters. Fig. 4 shows data such as t, pH, EC, DO, BOD, Cl, nitrate, alkalinity and TDH that are used in the current study. 
Results and discussion
As it is mentioned before, the most available parameters are chosen as the input data, and they are shown in Table 2 .
To increase the precision of our models, the limits of each data should be observed. For example, for nitrate, the limits of existing data are between 0 and 0.17 mg/l, but actually just 70 items of data are between 0.04 and 0.17 mg/l; hence, they are removed to prevent their misleading effect on the training process; otherwise, they could reduce the precision of the model. Therefore, all of the existing data are not used for each model, and different limits are applied as shown in Table 2 . In this study, seven models are developed, each of which estimates one of the water quality parameters. All models are trained by the feed-forward back-propagation algorithm. The learning function for all models is the Levenberg-Marquardt (LM), and the transfer function for all models is the tansign(x) function. The number of layers and neurons (in each layer) is shown in Table 3 . To verify the current model(s), all data which were taken into account for training and developing the model(s) are used. Furthermore, in order to confirm the precision of each model, three criteria of MSE, MAE and R factors are evaluated. Therefore, the following results are obtained:
where Di = i'th real data, Mi = i'th estimated data 
The number of data used for modeling of water quality parameters and their limits is shown in Table 3 . The only exception is that the developed model for DO concentration only uses T as the input data. As Table 3 shows, the precision of all these models is very high and these models are, therefore, very reliable. Moreover, inasmuch as a data set of 210 monitoring stations is used for development of the current models, these models can be adapted to various conditions and can be used under different conditions too. As it is noticed, three parameters such as T, pH and EC are used as input data because they can be easily measured. Therefore, these models are very practical and can be used in any field related to the surface water quality assessment. Each model is tested with 50 randomly selected data sets to show the precision of the package, and the results are shown in Fig. 5 . Simulation results of the proposed ANN models (Fig. 5) show reliable and high correlation results for the proposed ANN models.
Conclusion
It is known that ANN model can be used in many practical and scientific subjects. In this work, the focus of attention is on the ANN model and its ability to simulate river water quality data. The results show useful applications of ANN modeling as: reliable replacement for salinity test; controlling equipment and operators; proper tool for estimating the missing data; calibration of the measurement tools; the ability of predicting quality data; ability of performing sensitivity analyzes on the generated data by model for scientific applications; and suitable for the conditions with experimental difficulties.
