This paper presents a novel method for interest region description. We adopted the idea that the appearance of an interest region can be well characterized by the distribution of its local features. The most well-known descriptor built on this idea is the SIFT descriptor that uses gradient as the local feature. Thus far, existing texture features are not widely utilized in the context of region description. In this paper, we introduce a new texture feature called center-symmetric local binary pattern (CS-LBP) that is a modified version of the well-known local binary pattern (LBP) feature. To combine the strengths of the SIFT and LBP, we use the CS-LBP as the local feature in the SIFT algorithm. The resulting descriptor is called the CS-LBP descriptor. In the matching and object category classification experiments, our descriptor performs favorably compared to the SIFT. Furthermore, the CS-LBP descriptor is computationally simpler than the SIFT.
Introduction
Local image feature detection and description have received a lot of attention in recent years. The basic idea is to first detect interest regions that are covariant to a class of transformations. Then, for each detected region, an invariant descriptor is built. Once we have the descriptors computed, we can match interest regions between images. This approach has many advantages.
For example, local features can be made very tolerant to illumination changes, perspective distortions, image blur, image zoom, and so on. The approach is also very robust to occlusion. Local features have performed very well in many computer vision applications, such as image retrieval [1] , wide baseline matching [2] , object recognition [3] , texture recognition [4] , and robot localization [5] .
The interest regions that are used as input to region description methods are provided by the interest region detectors. Many different approaches to region detection have been proposed. For example, some detectors detect corner-like regions while others extract blobs. Since this paper focuses on interest region description, we refer the reader to [6] for more information on interest region detection.
As with the interest region detection, many different approaches to interest region description have been proposed. The methods emphasize different image process into a number of modules and put these together in different combinations. Many of these combinations give rise to published descriptors such as the SIFT but many are untested. Furthermore, learning is used to optimize the choice of parameter values for each candidate descriptor algorithm.
Many existing texture operators have not been used for describing interest regions so far [18] . One reason might be that, by using these methods, usually a large number of dimensions is required to build a reliable descriptor. The local binary pattern (LBP) texture operator [19] [20] [21] , has been highly successful for various computer vision problems such as face recognition [22] , background subtraction [23] , and recognition of 3D textured surfaces [24] , but it has not been used for describing interest regions so far. The LBP has properties that favor its usage in interest region description such as tolerance against illumination changes and computational simplicity. Drawbacks are that the operator produces a rather long histogram and is not too robust on flat image areas. To address these problems, in this paper, we propose a new LBP-based texture feature, denoted as center-symmetric local binary pattern (CS-LBP) that is more suitable for the given problem.
Since the SIFT and other distribution-based descriptors similar to it [8, 7, 9] have shown state-of-the-art performance in different problems, we decided to focus on this approach. We were especially interested to see if the gradient orientation and magnitude based feature used in the SIFT algorithm could be replaced by a different feature that offers better or comparable performance.
In this paper, we propose a new interest region descriptor, denoted as CS-LBP descriptor, that combines the good properties of the SIFT and LBP. This is achieved by adopting the SIFT descriptor and using the novel CS-LBP feature instead of original gradient feature. The new feature allows simplifications of several steps of the algorithm which makes the resulting descriptor computationally simpler than SIFT. It also appears to be more robust to illumination changes than the SIFT descriptor. A preliminary version of this article has appeared in [25] .
The rest of the paper is organized as follows. In Section 2, we first briefly describe the starting point for our work, i.e. the SIFT and LBP methods. Sections 3 and 4 give details for the CS-LBP operator and the CS-LBP descriptor, respectively. The experimental evaluation is carried out in Section 5. Finally, we conclude the paper in Section 6.
SIFT and LBP Methods
Before presenting in detail the CS-LBP operator and the CS-LBP descriptor, we give a brief review of the SIFT and LBP methods that form the basis for our work.
SIFT Descriptor
The SIFT descriptor is a 3D histogram of gradient locations and orientations.
Location is quantized into a 4 × 4 location grid and the gradient angle is quantized into 8 orientations, resulting in a 128-dimensional descriptor. First, the gradient magnitudes and orientations are computed within the interest region. The gradient magnitudes are then weighted with a Gaussian window overlaid over the region. To avoid boundary effects in the presence of small shifts of the interest region, a trilinear interpolation is used to distribute the value of each gradient sample into adjacent histogram bins. The final descrip-tor is obtained by concatenating the orientation histograms over all bins. To reduce the effects of illumination change the descriptor is first normalized to unit length. Then, the influence of large gradient magnitudes is reduced by thresholding the descriptor entries, such that each one is no larger than 0.2, and renormalizing to unit length.
LBP Operator
The local binary pattern (LBP) is a powerful illumination invariant texture primitive. The histogram of the binary patterns computed over a region is used for texture description. The operator describes each pixel by the relative graylevels of its neighboring pixels, see Fig. 1 for an illustration with 8 neighbors. If the graylevel of the neighboring pixel is higher or equal, the value is set to one, otherwise to zero. The descriptor describes the result over the neighborhood as a binary number (binary pattern):
where n c corresponds to the graylevel of the center pixel of a local neighborhood and n i to the graylevels of N equally spaced pixels on a circle of radius R. Since correlation between pixels decreases with distance, a lot of the texture information can be obtained from local neighborhoods. Thus, the radius R is usually kept small. In practice, (1) means that the signs of the differences in a neighborhood are interpreted as a N -bit binary number, resulting in 2 N distinct values for the binary pattern. From above, it's easy to figure out that the LBP has several properties that favor its usage in interest region description. The features have proven to be robust against illumination changes, they are very fast to compute, and do not require many parameters to be set [21] . regions is obtained by thresholding the graylevel differences with a small value T as proposed in [23] :
where n i and n i+(N/2) correspond to the grayvalues of center-symmetric pairs of pixels of N equally spaced pixels on a circle of radius R. 
CS-LBP Descriptor
In the following, we present our CS-LBP descriptor in detail. The input for the descriptor is a normalized interest region. The process is depicted in Figure 2 .
The region detection and normalization steps are described in Section 5.1. In our experiments, the region size after normalization is fixed to 41 × 41 pixels and the pixel values lie between 0 and 1.
Feature Extraction with Center-Symmetric Local Binary Patterns
We extract a feature for each pixel of the input region by using the CS-LBP operator introduced in Section 3. The operator has 3 parameters: radius R, number of neighboring pixels N , and threshold on the graylevel difference T .
Our experiments have shown that good values for these parameters are in general {1, 2} for R, {6, 8} for N , and {0, ..., 0.02} for T . We believe that these values provide a good starting point for parameter value selection in other applications too.
Feature Weighting
A weight is associated with each pixel of the input region based on the used feature. A comparison of three different weighting strategies, namely uniform, Gaussian-weighted gradient magnitude (SIFT), and Gaussian, showed that simple uniform weighting is the most suitable choice for the CS-LBP feature.
In other words, the feature weighting step can be omitted in our case.
Descriptor Construction
In order to incorporate spatial information into the descriptor, the input region is divided into cells with a location grid. We tried two different grids, namely
Cartesian and log-polar, and found that the Cartesian one gives better performance. In the experiments presented in this paper, we use either a 3 × 3 ( In order to avoid boundary effects in which the descriptor abruptly changes as a feature shifts from one cell to another, bilinear interpolation over x and y dimensions is used to share the weight of the feature between 4 nearest cells.
The share for a cell is determined by the bilinear interpolation weights. We do not interpolate over feature value dimension because the CS-LBP feature is quantized by its nature.
Descriptor Normalization
The final descriptor is built by concatenating the feature histograms computed is reduced by thresholding each element to be no larger than a threshold. This means that the distribution of features has greater emphasis than individual large values. After empirical testing we fixed the threshold to 0.2 which is exactly the same value as used in the SIFT algorithm. Finally, the descriptor is renormalized to unit length.
Computational Complexity
In this section, we show that the computational complexity of the CS-LBP descriptor is less than that of the SIFT descriptor. The fact that the two descriptors consist of similar steps allows us to make the comparison one step at a time. Table 1 shows computation times for two CS-LBP descriptors (CS − LBP 2,8,0.01 and CS − LBP 2,6,0.01 ) and the SIFT descriptor. The feature weighting step is combined into the feature extraction step since, in our SIFT implementation, the two steps share some computations. According to the results, our descriptor is on average 2.3 or 3.2 times faster than the SIFT, depending on the used CS-LBP operator. For the CS-LBP descriptors, tation. In Figure 1 , if we set the radius of the neighborhood to 1, the gradient orientation for the center pixel n c equals to tan −1 ((n 2 − n 6 )/(n 0 − n 4 )). The CS-LBP feature used by the CS-LBP descriptor is computed using (2). It's easy to see that the CS-LBP feature needs only simple arithmetic operations while the gradient orientation requires time consuming inverse tangent computation.
Feature Weighting. In the case of SIFT descriptor the weight is Gaussianweighted gradient magnitude, (n 0 − n 4 ) 2 + (n 2 − n 6 ) 2 * e −(x 2 +y 2 )/2σ 2 , where
x and y are the coordinates of the center pixel g c . It should be noticed that this requires time consuming square root computation. In the case of CS-LBP descriptor the weight is 1 since we are using uniform weighting.
Descriptor Construction. The dimensions of the SIFT descriptor are x, y, and gradient orientation, quantized into 4, 4, and 8 bins, respectively. The descriptor is constructed by distributing the weight of each pixel into adjacent histogram bins. The share for a bin is determined by triliear interpolation weights. This means that each weight is shared between 8 bins. Correspondingly, the dimensions of the CS-LBP descriptor are x, y, and CS-LBP value.
The difference to the SIFT descriptor is that the interpolation is needed only for x and y dimensions. This is because the CS-LBP value is quantized by its nature. Thus each weight is shared between 4 bins. It should be clear that bilinear interpolation is computationally more efficient than trilinear one.
Descriptor Normalization. This step is identical for the two descriptors.
From Table 1 , we see that the most time consuming step is the feature extraction (includes weight calculation). The simplicity of the CS-LBP operator over the gradient one is clearly shown in the computation times. Also, the computation times for descriptor construction and normalization steps are in conformance with the above discussion. The reason why the two CS-LBP descriptors give different results is that the other produces twice as long descriptor as the other. 
Experimental Evaluation
We use two well-known protocols to evaluate the proposed CS-LBP descriptor. Both are freely available on the Internet. The first protocol is a matching protocol that is designed for matching interest regions between a pair of images [27] . The second protocol is the PASCAL Visual Object Classes Challenge 2006 protocol which is an object category classification protocol [28] . We compare the performance of the CS-LBP descriptor to the state-of-the-art descriptor SIFT. This allows us to evaluate how the CS-LBP feature compares to the gradient one. Next, we first explain the interest region detection methods used in the experiments, and then describe in detail the test protocols.
Interest Region Detection and Normalization
The interest region detectors extract the regions which are used to compute the descriptors. In the experiments, we use four different detectors: 
Image Matching
The test data). In order to study in more detail the tolerance of our descriptor to illumination changes, we captured four additional image pairs shown in Fig. 4 . H, and is defined by the ratio of the intersection and union of the regions:
A match is assumed to be correct if ǫ S < 0.5. A descriptor can have several matches and several of them may be correct. The results are presented with recall versus 1-precision:
where the #correspondences stands for the ground truth number of matching regions between the images. The curves are obtained by varying the distance threshold and a perfect descriptor would give a recall equal to 1 for any precision.
Next, we first evaluate the performance of our CS-LBP descriptor for different parameter settings and then compare the resulting versions to the SIFT descriptor.
Parameter Evaluation.
The evaluation of different parameter settings was carried out for several pairs of images with similar results. Here, we show the results for a pair of images with a viewpoint change of more than 50 degrees (see Table 2 ). We use the HesAff detector which extracts 2973 and 3058 interest regions in the left and right images, respectively. The performance is measured with nearest neighbor matching, i.e., a descriptor has only one match. We keep the 500 best matches and report the percentage of correct matches. There are 668 possible nearest neighbor correspondences identified between the images.
We compare the matching performance (percentage of correct matches) for differently spaced Cartesian location grids, three weighting schemes, and the three CS-LBP-related parameters. Because of a huge amount of different combinations, only one parameter was varied at a time while the others were kept fixed. The results are shown in Table 2 . From the results we see that for all weighting schemes, 4 × 4 grid provides the best performance followed by Although the results are not shown in Table 2 , in addition to Cartesian location grid, we also experimented with log-polar grid. According to the results, the Cartesian grid gives better performance. For example, if we see the number of location bins, the closest log-polar grid for the 4 × 4 Cartesian one is the grid The matching result for this grid is 0.5040, which is outperformed by the Cartesian counterpart (0.5220). The results show that for most of the test cases the CS-LBP descriptor is able to outperform the SIFT descriptor. For the rest of the cases, comparable performance is achieved. In the case of illumination changes, i.e. for the Leuven and IC1 -IC4 sequences, we can see that CS-LBP is more robust. This could be explained by the fact that by its nature LBP is invariant with respect to monotonic gray scale transformations at pixel level while in SIFT normalization is done at region level. Figure 6 shows the corresponding matching results for HesLap and HarLap regions. As can be seen, the results are in conformance with the affine invariant ones.
Matching Results
In the previous experiments, the CS − LBP 2,8,0.01 operator yields descriptors of length 256, i.e. twice as long as the SIFT descriptor. We were interested to see how the performance changes if we modify the parameters of our descriptor so that the descriptor dimension is the same as for the SIFT descriptor. This is achieved by decreasing the neighborhood size of the CS-LBP operator from 8 to 6. 
Object Category Classification
The recognition of object categories is one of the most challenging problems in computer vision. Recent achievements in object recognition have shown that using local features, or descriptors computed at a sparse set of scale or affine We use trainval images for training and test images for testing our classifier. Table 3 we present our classification framework which is the same as used in [31] .
Classifier Training.
(1) For each training image, we detect Hessian-Laplace interest regions.
(2) For each detected region, we build a descriptor (SIFT or CS-LBP). 
To incorporate χ 2 -distance into the SVM framework, we use extended Gaussian kernel defined as
The resulting kernel is the χ 2 -kernel. The parameter A of the kernel is the mean value of the χ 2 -distances between all training images.
Classifier Testing.
(1) Identical to the training step (1).
(2) Identical to the training step (2). 
Classification Results
The object category classification experiments were done for Hessian-Laplace regions with different CS-LBP descriptors. The results are given in Table 4 . 
Discussion
In comparison with the SIFT, for most of the test cases, our descriptor gives either better or comparable performance. If we look at the results of our descriptor for the CS-LBP and LBP operators, we clearly see that the CS-LBP provides better performance in the matching experiments while equal performance is obtained for object category classification. One possible explanation might be that the discriminative power of the descriptor, which is very important in image matching where exact correspondences are needed, is less important in the context of category classification where we are looking for similar regions without a need for exact matches. Since the CS-LBP performs well in all the tested contexts, it should be preferred over the LBP.
Conclusions
A new method for interest region description was presented. The proposed CS-LBP descriptor combines the strengths of two well-known methods, the SIFT descriptor and the LBP texture operator. It uses a SIFT-like grid and replaces SIFT's gradient features with a LBP-based feature, i.e. CS-LBP which was also introduced in this paper. The CS-LBP feature has many properties that make it well suited for this task, namely a relatively short feature histogram, tolerance to illumination changes, and computational simplicity. Furthermore, it does not require many parameters to be set. The performance of the CS-LBP descriptor was compared to that of the SIFT descriptor in the contexts of matching and object category classification. For many of the test cases, our descriptor outperforms the SIFT descriptor. Comparable performance is obtained for other test cases. The CS-LBP descriptor proved to be tolerant of illumination changes. This could be explained by the fact that by its nature LBP is invariant with respect to monotonic gray scale transformations at pixel level. In SIFT normalization is done at region level. Also, the CS-LBP descriptor is computationally simpler than the SIFT.
