Abstract. Statistical models of habitat preference and species distribution (e.g. Resource 14
Introduction

45
Species Distribution Models (SDM) have seen increased use, due to advances in data collection 46 methods (GIS, GPS, radio telemetry) and flexible regression-based frameworks in software such 47 as R (R Core Team, 2014) . A large class of SDMs are used for identifying habitat preferences 48 based on a comparison between habitat use and the availability of habitats in the study area 49 (Johnson 1980 ). We will here refer to these approaches as habitat models (employing a species-50 independent definition of the term "habitat", as a particular point in environmental, or niche- 
Where the  i 's denote the coefficients of the i prediction bias). Assuming that data are available for study areas much larger than the range of a 168 single individual, the appropriate scale for a sampling instance would be the one that finds an 169 optimal conciliation between the two extremes. This poses a new problem: if the chosen scale to 170 be used for sampling instances (and hence for calculating availability) is not the same as the size 171 of each study area, then the sampling instance is not by default the same as the individual study. 172
Instead, we suggest extracting multiple sampling instances at the appropriate scale from within 173 9 any-one study. GFRs compare multiple sampling instances to gain insight into how the same 174 species uses space in different regions. In a single, sufficiently large and heterogeneous region 175 we could equivalently ask whether a GFR can gain the same insights by looking at different 176 segments of the landscape. Indeed, by considering each point on the landscape as a unique 177 vantage point we can try to quantify local usage in terms of proximate habitat availability 178 (defined over a circular buffer zone). This would give rise to a point-by-point version of the 179 GFR in a spatial grid, whereby the neighborhood of each cell in space is treated as a sampling 180 instance. 181
We will use simulation to illustrate the implications of large and small study scales on the 182 coefficients and predictions of habitat models. We will outline a set of diagnostic tools that are 183 used to measure aspects of study scale dependence in model performance. Using these measures, 184
we will investigate how landscapes with varying levels of fragmentation, resource gradients and 185 resource abundances impact upon model performance. In each scenario, we assess the 186 performance of a point-by-point GFR using as our baseline a habitat model fitted as a GLM. 187
188
Methods
189
Terminology on spatial scales 190 We consider three distinct spatial scales (Fig. 1a) . We will use the term landscape to imply a 191 spatial extent greater than the range which a single study animal can access and use. The study 192 scale (a subset of the landscape) is the area over which data collection is carried out. Within the 193 study scale, the objective is to model usage of each cell in the grid as a function of environmental 194
covariates (e.g. the two layers in Figs 1b and 1c) . Finally, the spatial scale of a sampling instance 195 is referred to as the sampling scale, defined by a circle of radius r around a point in the study 196 10 region. For a standard GFR, the sampling scale is the same as the study scale, whereas for a point 197 by-point GFR, the sampling instance is decoupled from the study scale. entered at the opposite edge). Two resource layers were generated over the landscape as follows: 210
For each resource, a pre-defined number of resource foci were placed randomly on the landscape 211 (according to a planar intensity gradient of a given steepness). A pre-determined total amount of 212 the resource was divided equally between the foci and the amount of resource at each focus was 213 redistributed according to a Gaussian kernel, to create a given degree of spatial autocorrelation. 214
The animal was assumed to acquire resources according to a Holling Type II functional response 215 and the two resources were assumed to be non-substitutable. The animal accumulated one 216 resource until satiation, before switching to the other. The reserves of the organism for each 217 resource were depleted at a constant rate per unit of reserve. The simulation ran for a total of 218 Fig. 2) . 231
Finally, we altered the overall quantity of resource distributed across the system from 20 to 1 232 arbitrary units (Manipulation 3, Fig. 2 ). The overall amounts of food were calibrated to the 233 energetic requirements of our simulated organism, to make sure that 20 units corresponded to 234 superabundance and 1 corresponded to a value where survival became difficult. Each of these 235 manipulations was applied, in isolation, to a baseline environmental scenario (Fig. 2) 
Model fitting
241
To study the effect of changing the scale of habitat availability on the coefficients of the habitat 242 model, we sub-sampled the landscape at 36 study scales ranging from grids of 5x5 up to 40x40, 243 centred at the mid-point of the landscape (see Fig. 1a) . We also used a buffer zone comprising 244 the outer 10 cells in the grid to mitigate against edge effects (dark edges in Fig. 1 ) in the resource 245 distributions due to the smoothing operation used to generate the covariate layers. For each study 246 scale, a GLM and a point-by-point GFR were fit to the data. Given that our usage data were 247 recorded as counts on a grid, a log-link was fitted directly to the usage data. The linear predictor 248 for this GLM took the form (compare with eq. (1)): 249
This GLM is used as our baseline habitat model for this paper. The data frame for the baseline 251 habitat model comprised a row for each cell in the given grid (the cells contained in the dashed 252 square in Fig. 1a) . Each data frame row contained data on the usage of that cell and the local 253 densities of the two resources within the cell. We assumed a complete survey of the cells in the 254 study area, but a smaller sample would have been analysed identically. 255
The point-by-point GFR took the form of eq. (1), also fitted as a GLM, an extension of the 256 baseline habitat model. However, instead of the terms X 1 and X 2 corresponding to landscape-257 wide expectations, they now denote data for local averages within the sampling instance (Figs  258   1d, 1e) . The data frame for this model was identical to the one used for the baseline habitat 259 model, but it was augmented with two columns containing these expectations. In order to decide 260 on an appropriate sampling scale for the point-by-point GFR, for each study scale, radii of length 261 1-10 were tested. The models generated from different sampling scale sizes were compared using 262 the Akaike Information Criterion (AIC), with the optimal model for each scale used for 263 13 comparison with the baseline habitat model. To compare the performance of the point-by-point 264 GFR with the baseline habitat model we devised two novel diagnostics. 265
Firstly, we sought to establish how the habitat model's regression coefficients varied across 266 different study scales. Coefficents derived from small regions of the landscape were expected to 267 be highly specific to the circumstances in those regions (non-transferability). In contrast, we 268 expect coefficients estimated from large study scales to be more general, and stable. As we move 269 from small scales, to larger ones, we would therefore expect the coefficients to converge to their 270 
When calculating C j of point-by-point GFR models, only the coeffients shared with the baseline 279 habitat model were included. The transferability of habitat model coefficients that tends to 280 minimize C j at larger scales is the result of the model using fixed coefficients to describe both 281 weak and strong responses to the same habitat, at different points in the landscape. We therefore 282
suggest that (particularly with the use of global smoothness models such as the GLMs used 283 here), this will result in spatially dampened model output that under-estimates the peaks and 284 14 over-estimates the troughs of usage distributions. This effect can be identified from a scatter-plot 285 of the fitted values against the actual usage data (Fig. 3) . The slope (s) of the regression line in 286 that scatter plot can identify if there is a dampening of model estimates by comparing it to a line 287 of slope 1, corresponding to perfectly unbiased estimates (the black line in Fig. 3) . Slopes below 288 one indicate under-estimation of usage hotspots and over-estimation of cold spots (red line, Fig.  289 3). One minus this slope s will therefore give a measure of how much under-estimation is 290 occurring, with values closest to zero indicating minimal under prediction, and vice versa. This is 291 a quantitative representation of the effect of homogenization described earlier in the paper. It is 292 conceivable for the converse of this to occur at smaller study scales ( 1 , whereby the 293 amplitude of predictions is increased due to the exclusion of the broader context of availability. 294
However, this effect was only stochastically observed in individual trials of our experiments, and 295 did not survive the averaging across the 30 replicates of simulation experiments. 296
297
Results
298
Results from the three simulated experiments manipulating resource fragmentation, gradient 299 and abundance are shown in Fig. 4 . Values plotted are averages across the 30 simulation repeats 300 (more detailed plots showing simulation error can be found in the supplementary material). The 301 size of each point is a proxy for the size of the study scale. The ideal value for both metrics is 302 zero, because we desire transferable models that do not homogenize spatial predictions. Non-303 transferrability can be seen in all scenarios, particularly at small study scales. Homogenization is 304 found only in heterogeneous environments, such as landscapes with fragmented or steeply 305 graded resources (Figs 4c-e and 4h-j) . In these heterogeneous landscapes, a trade-off between 306 transferability and homogenization is observed, with larger study-scales yielding high 307 15 transferability, but also high homogenization, and vice versa. This can be thought of as a 308 manifestation of the bias-variance trade-off (Hastie, Tibshirani & Friedman 2011). 309 310 Under these heterogeneous conditions (Figs 4c-e and 4h-j) , the point-by-point GFR performs 311 better with regards to both metrics. Biologically, the GFR is better able to fit local hotspots of 312 usage across all study scales, and generates models that (for the same study scale) are more 313 transferrable. In the final resource abundance-altering set of experiments (Figs 4k-o) , the 314 performances of the baseline habitat model and point-by-point GFR are comparable, probably 315 because overall resource abundance has no impact on landscape heterogeneity. GLMs). However, problems of availability will potentially affect any study of mobile species in 341 heterogeneous environments. Non-transferability and homogenization will occur in any study 342 that i) collects data or generates predictions at a spatial resolution finer than the range of a single 343 individual (so that single individuals may be observed using multiple grid cells) and, ii) is 344 conducted over a region large and variable enough to encompass the ranges of many individuals 345 (so that different individuals can be found in different habitat availabilities within their ranges). 346 Therefore, our methods will be particularly useful for habitat models fitted to fine-resolution and 347 expansive datasets from animal species. 348
Predictive maps across space and time are likely to be the most pertinent for conservationists 349 and managers (Guisan et al. 2013 ). An ever-expanding body of literature demonstrates that 350 habitat models derived from one landscape are unlikely to make valid predictions elsewhere 351 represents the study scale of the data set. A value of zero is desirable for both metrics, and is 570 marked on both axes in red. Homogenization is low in landscapes with no gradient or little 571 fragmentation (a, b, f, g and k-o). However, in fragmented (c-e) and steeply graded landscapes 572 (h-i) homogenization occurs at all study scales, but is most severe at large ones. Non-573 transferability exists in all landscapes, with the coefficients of small study scales highly mobile, 574 and those of larger scales more stable. In spatially variable environments a scale-related trade-off 575 is observable; larger scales incur a penalty in homogenization, while smaller scales are non-576 transferable. The point-by-point GFR is shown to be superior with regards to both of these 577 metrics, reducing homogenization at all study scales, and giving more transferable model 578 coefficients at smaller scales. 
