In this paper, we will present a simple method for deciding the local returns-to-scale characteristics of DMus (Decision Making Units) in Data Envelopment Analysis. This method proceeds as follows: first, we solve the BCC (Banker-Charnes-Cooper) model and find the returns-to-scale of BCC-efficient DMus and a' reference set to each BCC-inefficient DMU. We can then decide the local returns-to-scale characteristics of each BCC-inefficient DMU by observing only the returns-to-scale characteristics of DMus in their respective reference sets. No extra computation is required. We can apply this method to the output-oriented model and to the additive model as well.,
Introduction
The standard medel for analyzing returns-to-scale in DEA was first proposed by Banker (1980) and subsequently, Banker, Charnes and Cooper (1984) , Banker (1984) and Fare, Grosskopf and Love11 (FGL, 1985) have extended its contents and analysis substantially.
Then, Banker and Thrall (BT, 1992) presented extensive research with respect to returnsto-scale in DEA. Recently, Banker, Bardham and Cooper (BBC, 1995) added computational convenience and efficiency to the work of Banker and Thrall (BT, 1992) .
Although the concept of returns-to-scale, i.e. increasing, constant and decreasing, is unambiguous only a t points on the efficient sections of the production frontier, several pieces of research extended this concept to inefficient DMus by moving them to the efficient frontiers. Naturally, in this case, returns-to-scale depend on the method used to bring such DMus to efficient frontiers. FGL (1985) and Banker, Chang and Cooper (BCC, 1995) address this subject. Both methods employ a two-step approach to estimate returns-toscale. Specifically, FGL (1985) solve, in step 1, the BCC and CCR models and in step 2 solve a linear program for each nonconst ant returns-to-scale DMU. Therefore, they need to solve three LPs for nonconstant returns-to-scale DMUs. On the other hand, BCC (1995) one in BT (1992) , there is no way of deciding the characteristics for BCC-inefficient DMus directly. For this purpose, first we must project such DMus on the efficient frontier and then try to decide their characteristics. Thus, the characteristics depend on the method of projection. It may occur that a projected DMU by the input-oriented BCC model exhibits increasing characteristics, while one, projected by the output-oriented BC C model, shows decreasing ones.
The rest of the paper is organized as follows. Sections 2 and 3 offer preliminary information, concerned with definitions and known theorems that will be used in the succeeding section. Section 4 is the main part of the paper, in which an alternative method will be presented. In Section 5, we will exhibit a numerical example of our method and then a similar analysis will be presented for the output-oriented case and for the additive model.
Finally, comparisons with other methods will be discussed in Section 7.
The CCR and BCC Models
We will deal with n DMus (Decision Making Units) with the input and output matrices X = (X,) E Rmxn and Y = ( y j ) E R s x n , respectively. We assume that x j and yj are semipositive, i.e. x j 2 0 , xj # 0 and y j 2 0, y j # 0 for j = 1 , . . , n.
The OCR Model
The production possibility set Pc of the CCR (Charnes, Cooper and Rhodes, 1978) The dual problem of (CCRo) is described by:
where v E Rm and U E Rs are row vectors and represent dual variables corresponding to (3) and (4), respectively. In every optimal solution for (CCRo) and (DCCRo), the pairs (sX, v ) and (sy, U ) are complementary each other, i.e., it holds (10) vs,; = 0 and usy = 0.
We use the following two-phase process with the purpose of solving (CCRo) and determining the input surplus s,; and output shortage s y . In Phase I , we solve (CCRo), and in is also CCR-efficient.
If a DMUo is CCR-inefficient, a reference set to the DMUo is defined by
The BCC Model
The production possibility set of the BCC (Banker, Charnes and Cooper, 1984) model is described as:
The BCC model evaluates the efficiency of each DMUo(xo7 yo) (o = 1, ---, n ) by solving the following linear program:
We express the dual program of (BCCo) as:
where UQ is free in sign.
As with the CCR case, we employ the two phase process for solving (BCCo If a D M U ( x o , y o ) is BCC-inefficient, the reference set E~O (X,,!/,) defined by (28), does not include both IRS and DRS DMus.
Proof.
Let an optimal solution for (DBCC,) to the BCC-projected activity ( X: y?) be ( v e , u e , u o e ) , with we > 0 and ue > 0. Since ( x~y~ is BCC-efficient, we obtain the following relations:
Hence, for j E E :
, we have:
From (31) and (32), it holds:
By substituting the righthand side of equations (29) (iv) or (v) . Proof. In the case of (i) or (ii), E: contains at least one DMU with IRS and any supporting hyperplane at (X: , yf ) is also a supporting hyperplane at the IRS DMU, as shown in the proof of Theorem 3. Thus, the upper bound of uo, must be negative. By the same reasoning, in the case of (iv) or (v), the projected activity is DRS. In the case of (iii), every DMU j (J E E:) is CCR-efficient by Corollary 1. Since (X:, y f ) is a convex combination of CCR-efficient DMus, it is CCR-efficient, too. Thus, it shows CRS by Corollary 1. Table 1 
A Numerical Example

Applications to Other Models
The characterization described in Section 4 can be applied to other models that have the i t h the BCC model as follows.
be dealt with similarly. This model is described as: 
RTS
Let an optimal solution for (BCCOo) be (T;, A*, S: , S*). A DMU (xo, yo) is defined to be output-oriented BCC-efficient (BCCO-efficient) if and only if it holds that T ; = l , S; = 0 and S* = 0, and hence if and only if it is BCC-efficient.
The returns-to-scale characteristics of a BCCO-efficient DMU are the same as those in the BCC case. For a BCCO-inefficient DMU, the BCCO-projected activity (a*e-)ye) is defined by
The returns-to-scale of such activity are generally different from those of the BCC-projected case. However, we can decide the characteristics in a similar way as in the input-oriented BCC case, using the reference set. Table 2 shows an example of the output-oriented BCC model that deals with the same data as in Table 1 . Inefficient DMus have different projected values from those in Table 1 . Also, the reference set is not always the same as that in Table 1 . For example, H7 has the reference set composed of H3(C), H6(C) and HlO(C), and hence by Theorem 4 its projected
Comparisons with Other Methods
We will briefly survey two representative methods related to returns-to-scale and compare them with our method.
Fare, Grosskopf and Love11 (1985)
FGL(1985) suggest the following two-step met hod to estimate returns-to-scale. In step 1 , the BCC and the CCR models are solved to determine the optimal objective values 0g and 0; and define the scale efficiency 0% as 0% = 0'c/0&. A value 0% = 1 indicates that the DMU has CRS and a value 0% < 1 indicates IRS or DRS. In step 2, when 0% < 1, the following linear program is solved to determine whether the scale inefficiency is associated with IRS or DRS.
FGL (1985) state that if 0; < 1 and 9; = G , then the DMU has IRS and if 0; < 1 and 0; < 60, then the DMU shows DRS. This method requires 3 LP solutions (BCC, CCR and the above (LPE)) for IRS and DRS DMus, and is said to be a three-pass method. We can simplify this method by applying Theorem 4 described in this paper, since solving (LPs) is necessary only for DMus with 0% < 1 and 0; = 1.
Banker, Chang and Cooper (1995)
BCC (1995) solve the OCR model in step 1, and if e\* = 1, then the DMU has CRS, and if e\* < 1, they proceed to step 2. In step 2, the following linear program is solved to determine whether the DMU is associated with CRS or IRS. This method requires 2 LP solutions for DMus with e\* # 1 and is concerned only with the returns-to-scale characteristics and the information obtained from the CCR model. The BCC-projection is not explicitly described in this method.
Conclusion
In this paper we presented a simple alternative method for deciding the returns-t o-scale characteristics of BCC (BCC0)-projected activities. This method is 'one7 pass in the sense that BCC software equipped with a procedure for deciding returns-to-scale of BCC-efficient DMus (e.g. Banker and Thrall (1992) needed. Since the number of BCC-efficient DMus is considerably less than that of BCCinefficient ones, this method will contribute to save computation time. Also, Theorems 3, 4 and Corollary 2 contribute to the development of theory and algorithms in DEA.
