Industrial software systems are known to be used for performing critical tasks in numerous fields. Faulty conditions in such systems can cause system outages that could lead to losses. In order to prevent potential system faults, it is important that anomalous conditions that lead to these faults are detected effectively. Nevertheless, the high complexity of the system components makes anomaly detection a high dimensional machine learning problem. This paper presents the application of a deep learning neural network known as Variational Autoencoder (VAE), as the solution to this problem. We show that, when used in an unsupervised manner, VAE outperforms the well-known clustering technique DBSCAN. Moreover, this paper shows that higher recall can be achieved using the semi-supervised one class learning of VAE, which uses only the normal data to train the model. Additionally, we show that one class learning of VAE outperforms semi-supervised one class SVM when training data consist of only a very small amount of anomalous samples. When a tree based ensemble technique is adopted for feature selection, the obtained results evidently demonstrate that the performance of the VAE is highly positively correlated with the selected feature set.
INTRODUCTION
Software systems are becoming increasingly common in industrial applications, being utilized for solving various complicated problems. Most of the applications of industrial software systems are in critical scenarios where any failure would result in huge losses.
An industrial software system is a combination of multiple components, each consisting of a large number of attributes. Each attribute in a component is a statistical measure of a certain aspect of the component. For example, queue size of requests received by a component is an indication of the network connection to the component, as well as the memory usage of the component. Monitoring these attributes manually or using a rule based system for anomaly detection is not feasible or maintainable in the long run. Hence, automated mechanisms for anomaly detection are required.
One widely incorporated approach for detecting faults automatically in industrial software systems is based on machine learning techniques. The techniques that have been discovered over the years can be divided into supervised, semi-supervised, and unsupervised (Agrawal and Agrawal, 2015) .
Among them, supervised and semi-supervised methods have proven to be the best performing anomaly detection techniques. However, in order to apply a supervised technique for an industrial software system in a production environment, large datasets containing system statistics need to be labeled as anomalous and non-anomalous before the training phase (Ranaweera et al., 2017) . Moreover, new datasets would require being labeled periodically to ensure that the models used for detecting anomalies are relevant to the current conditions. Thus, unsupervised techniques are the most practical solution that can be used for anomaly detection in industrial software systems. Most of the unsupervised clustering and deep learning techniques introduced over the years have been used for anomaly detection in general (Willsky, 1976; Tan et al., 2012; Schneider et al., 2015) . Out of the unsupervised deep learning techniques, Autoencoders are the most known method for anomaly detection in many domains (Sakurada and Yairi, 2014) . However, these novel deep learning techniques have not been used for anomaly detection in the industrial software systems domain.
This paper presents a machine learning framework based on Variational Autoencoders (VAE) for detecting anomalies in industrial software systems. VAE shares the same decoder and encoder structure of a normal Autoencoder. However, here the encoder acts as a variational inference network, which makes the VAE outperform normal Autoencoders (Kingma and Welling, 2014; An and Cho, 2015) .
The industrial software system we use is a commercial stock trading platform. We show that VAE outperforms DBSCAN (Density Based Spatial Clustering of Applications with Noise), which is a density based clustering method popularly used in anomaly detection. Moreover, this paper presents the application of one class learning method to improve the recall of the VAE. According to this method, VAE is trained only using the normal data and then used to detect previously unseen anomalous data points. This semisupervised VAE outperforms the semi-supervised one class SVM classification technique when the anomaly ratio of the training data is trivial. Furthermore, previous research that employed Autoencoders has not exploited any feature selection since Autoencoders are said to be usable in high dimensional problems (Sakurada and Yairi, 2014; Aygun and Yavuz, 2017) . However, in contrary, our research demonstrates how the performance of the VAE can be extensively increased by selecting discriminative features, which supports modeling the latent variables more accurately.
The rest of the paper is organized as follows. Section 2 describes the related work corresponding to anomaly detection in industrial software systems, and section 3 describes the industrial software system used for the experiments. Anomaly detection is outlined in section 4, and section 5 discusses the importance of feature selection for the VAE. Section 6 presents the evaluation, followed by the conclusion in Section 7.
RELATED WORK

Anomaly Detection
Traditional methods for anomaly detection involved probabilistic (Guo et al., 2006) , and statistical models (Idé and Kashima, 2004) . Although these methods exhibited agreeable results, they were not scalable due to the increasing complexity of the systems concerned.
With the breakthrough of machine learning techniques used in various domains, new supervised, semi-supervised and unsupervised anomaly detection techniques for detecting anomalies were also introduced. Supervised classification techniques such as Decision trees, K-nearest neighbors algorithm, Random Forest algorithms (Alonso et al., 2011) , Naive Bayes and Support Vector Machines (Hu et al., 2003) have been used for anomaly detection. All these supervised techniques have been proven to be quite powerful in detecting anomalies.
Many semi-supervised learning techniques have also been used for detecting anomalies in several domains. Among these techniques, one class SVM and Autoencoders with one class learning have shown promising results (Eskin et al., 2002; Heller et al., 2003; An and Cho, 2015) . One class SVM uses only the normal data and within a given ratio, anomalies are predicted. This method has been successfully adopted in intrusion detection systems (Wang et al., 2004) , as well as in high dimensional and large scale anomaly detection problems (Erfani et al., 2016) .
However, due to the practical problem of labeling data for supervised anomaly detection, unsupervised methods such as clustering and deep learning neural networks came into use (Amer and Abdennadher, 2011; Dean et al., 2012) . However these methods highly depend on the features relevant to the domain of execution.
Anomaly Detection in Industrial Software Systems
Anomaly detection in industrial software system domain has been conducted using both supervised and unsupervised machine learning techniques. When considering the supervised techniques, SVM classification based anomaly detection has displayed good results on an industrial trading software system (Ranaweera et al., 2017) . Moreover, there is some research on machine learning based approaches for unsupervised anomaly detection in industrial software systems such as Tree Augmented Naive Bayesian networks (Willsky, 1976; Tan et al., 2012) , Hidden Markov models (Willsky, 1976; Alonso et al., 2011) , and restricted Boltzmann machines (Schneider et al., 2015) .
Variational Autoencoders for Anomaly Detection
Among the unsupervised learning techniques, deep learning neural network based techniques are currently gaining the momentum (Xu et al., 2017) . Autoencoder neural networks are one of the most prominent deep learning based anomaly detection technique
Anomaly Detection in Industrial Software Systems -Using Variational Autoencoders that had been used in applications such as network intrusion detection, medical diagnosis, and credit card fraud detection (Sakurada and Yairi, 2014; Aygun and Yavuz, 2017) . One of the most important features of the Autoencoder is that it can employ nonlinear dimensionality reduction while learning features. It is shown that Autoencoders perform better than the traditional principal component analysis (PCA) approach for anomaly detection using dimensionality reduction (Sakurada and Yairi, 2014) . There had been different variations of Autoencoders introduced over the years. VAE (Kingma and Welling, 2014 ) is one variation that had shown promising results in anomaly detection. The advantage of a VAE over the traditional Autoencoder is that it uses theoretically sound variance inference for generating stochastic latent variables rather than deterministic latent variables as in Autoencoders (An and Cho, 2015; Walker et al., 2016; Doersch, 2016) .
INDUSTRIAL SOFTWARE SYSTEM
The anomaly detection approach of this research uses the data corresponding to an industrial trading software system, in which three predefined components are used. Namely, the components incorporated are Native Gateway (NG), Sequencer, and Matching Engine (ME). The Native Gateway component handles the communication between external parties and the trading software system, while Sequencer controls and manages the sequence of the multiple inputs provided by the Native Gateway and passes them to the Matching Engine. Matching Engine is the component that is responsible for matching the input orders with the stocks. Hence, ME handles a larger part of the computing process within the trading system. Moreover, due to the complex functionality of these components, each of these consists of a large number of attributes and parameters as shown in Table 1 . These three components work together in the trading system, to perform the necessary calculations required for the use cases of the trading system. Moreover, these components work together to achieve the tasks by communicating over a network. 
METHODOLOGY
System Overview
We present an extension of a previous anomaly detection work done on the same industrial trading software system (Ranaweera et al., 2017) . Figure 1 demonstrates the architecture used in the previous research, and we are exploiting the same architecture with the modification of replacing the supervised SVM algorithm used in different classifiers in the component anomaly detector (CAD) with unsupervised DBSCAN and VAE anomaly detectors. 
Variational Autoencoder (VAE) 4.2.1 Structure of the VAE
VAE has the structure of a normal Autoencoder and consists of three main components (Kingma and Welling, 2014; An and Cho, 2015) .
Encoder neural network (Recognition model) -
This network maps the given data instances x onto latent variable distribution z, given parameters φ. This is achieved by modeling the parameters of the approximate posterior q(z|x,Φ).
Decoder neural network (Generative model) -
This network maps the randomly sampled latent variable z onto a distribution of x, given parameters θ. This is achieved by modeling the parameters of the probabilistic graphical model p(x|z,θ), which implies the the likelihood of the data x given the latent variable z.
3. Loss function as given in equation 1.
Here, the first term in equation 1 helps in minimizing the error between reconstructed output and the original input, as in a normal Autoencoder. The second term, by taking the Kullback-Leibler (KL) divergence, forces the approximate posterior q φ (z|x) and prior distribution p θ (z) to become similar values, which prevents the stochastic hidden variables from being deterministic as in the normal Autoencoder.
Anomaly Detection Procedure of the VAE
Basic training procedure of the VAE is that, given the training data X:{x(1), x(2), ..., x(m)} where x(i) ε R D , network tries to regenerate the given input at the outputX:{x(1),x(2), ...,x(m)} by identifying the latent variables Z that correspond to the data. If it is assumed that there exists a significant difference between the normal samples and anomalous samples, the error in reconstructing anomalous samples is higher than that of the normal samples (Sakurada and Yairi, 2014) . Due to this reason, after training the VAE using the training dataset, and while testing the model on test dataset, anomalous data tend to give a higher reconstruction error, which is calculated according to the equation 2. Moreover, by defining a threshold value for the reconstruction error, anomalous data can be identified as the data points that have a reconstruction error above the defined threshold.
Semi-supervised One Class Learning
According to equation 2, data instances that tend to give a higher reconstruction error are classified as anomalies and the reason for higher reconstruction error is that the VAE is unable to reconstruct those given instances correctly. In order to exploit this characteristic of the VAE, we adopted a one class learning technique.
In this one class learning technique, all the datasets corresponding to the three components were divided into normal and anomalous based on the labels, and only the normal proportion of data was used for unsupervised training of the VAE.
Density based Spatial Clustering of Applications with Noise (DBSCAN)
Density based techniques had been best at identifying clusters of arbitrary shapes and therefore they are the best performing algorithms for detecting local outliers. Moreover, density based techniques are quite robust in the presence of noise. This makes density based techniques the best clustering based technique for anomaly detection (Kotsiantis and Pintelas, 2004) . DBSCAN had been one of the most used density based algorithms and had performed well over the years (Loh and Park, 2014; Shekhawat and Sharma, 2017) . There had been many variants of DBSCAN that performed well in different domains. However, the key underlying concept of anomalies had been the same in all of these techniques.
In DBSCAN, a data point is clustered based on whether the number of data points that exist within a predefined radius is higher than a predefined number of data points (Yang et al., 2014) . This marks the data point clusters that have less number of data points than the required amount within the defined radius, as anomalous data points.
Anomaly Detection Procedure of DBSCAN
When classifying new data points as anomalous or not, the number of data points within the predefined radius from the new data point is counted, and if the number of data points is higher than the predefined number of data points, the new data point is labeled as non-anomalous, and vice versa.
Dealing with High Dimensionality
The industrial software system components used in this research consist of a large number of features as shown in Table 1 , which makes the anomaly detection procedure quite complex.
In order to overcome this problem, according to a previous research executed on the same industrial trading software system (Ranaweera et al., 2017) , a tree ensemble method based on randomized decision trees was utilized to select the most suitable features that correspond to each component.
As shown in Table 2 , we obtained a reduced feature set by using the tree based ensemble. 
VAE WITH FEATURE SELECTION
Latent variables inferred by the VAE hold a great importance in the anomaly detection procedure, since these latent variables are the building blocks of the generative model. If the inferred latent variable distribution is capable of identifying the different classes within the data, differentiating anomalous from normal data evidently becomes more accurate. Most of the supervised machine learning techniques try to achieve this using labeled data. When the latent variable distribution becomes accurate, result from unsupervised anomaly detection tends to become as accurate as in supervised learning algorithms. According to the literature, VAE has shown good performance for many domains and high dimensional benchmarking datasets (An and Cho, 2015) . However, we argue that the performance of the VAE can be improved by identifying the best features in the dataset, which would lead to a more expressive latent model of the data. Hence, a feature selection is adopted to extract the most suitable set of features, which leads to a higher information gain while maximizing the posterior probability of P(X|z, θ). As a result, the recognition model of the VAE tends to discover the best approximation of the latent variable distribution, and consequently probability of each data instance X of the training dataset, as shown in equation 3 gets maximized. This is mainly due to the accuracy increases of the generative model with respect to the high expressiveness of the latent variables, which results in increased likelihood of the data X given latent variable z. Thus, a VAE that has a high performing generative model can be designed with the support of feature selection, leading to a higher accuracy of detecting anomalies in industrial software systems.
In next section, we empirically show that VAE does perform better with a reduced feature set.
EVALUATION
Dataset Generation
The datasets used in the experiments were generated in a controlled environment using an industrial software system that is used by a company in the trading systems domain. As mentioned earlier, controlled environment contained three main components running to generate the required datasets; Native Gateway, Sequencer, and Matching Engine. Datasets for each component were separated into training and test datasets. The test datasets were labeled so that they can be used for evaluating the anomaly detection techniques. The dataset that was generated is identical to the datasets used in the experiments done for the research conducted on a supervised approach for detecting anomalies (Ranaweera et al., 2017) . Dataset corresponding to each component contains 20000 data samples on average.
Experimental Results
Results were obtained for the three components separately. The training sets were used for training the VAE and DBSCAN models, after which both models were evaluated using the test datasets. A ZeroR classifier was used as a baseline classifier (assigning normal tag to all the data entries) in order to mark a lower bound for the accuracy. Results obtained from the experiments were analyzed based on the Recall, Precision, F1 Score, and the Accuracy. For each component, the scores were compared, under these different experiments. The experiment procedure of this research is as below.
• Tested both multi-class learning (noted as M-c in the table) and one class learning (noted as as O-c in the table) of the VAE with respect to the dataset. Performance evaluation of the two learning methods can be found in Table 3 . Moreover, one class and multi-class VAE were tested upon the selected features from the tree based ensemble. This evaluation also can be found in Table 3 .
• Tested both multi-class VAE and DBSCAN with and without feature selection(FS). Evaluation of the obtained performance can be found in Table  4 .
• Tested a similar semi-supervised anomaly detection technique known as one class SVM against the one class learning of VAE in order to evaluate the usability in a practical environment. This experiment was done with and without feature selection. Results are shown in Table 5 . 
Result Analysis
Recall is the most important score in anomaly detection, since even a slight fault in an industrial software system would result in massive losses. However, precision is also important as many false positives would result in a huge wastage of resources in reacting to the anomaly alerts.
When comparing the scores from the experiments performed using the multi-class VAE and DBSCAN, the VAE outperforms, or is quite close to DBSCAN in all the components of the industrial software system. This shows that the VAE is better than or equal to DBSCAN, which is an established technique.
When comparing the scores from the experiments performed using the VAE one class learning, the VAE has shown to give higher recall values than that of the multi-class model. Moreover, one class learning VAE outperformed the well known semi-supervised anomaly detection technique, one class SVM with a high margin. Hence one class learning of VAE provides a suitable semi-supervised anomaly detection framework for industrial software system domain. However, VAE could not outperform the supervised SVM classification based anomaly detection technique executed in the previous research on the same dataset (Ranaweera et al., 2017) .
When comparing the impact of the feature selection technique on the scores of the VAE, we can observe that the performance of all techniques had improved when feature selection was performed. Previous research that employed Autoencoders has not exploited any feature selection, since Autoencoders are said to be usable in high dimensional problems (Sakurada and Yairi, 2014; Aygun and Yavuz, 2017) . However, according to the results obtained from the feature selection, we show that feature selection can improve the performance of VAE substantially. Moreover, the experiments support the claims that had been made in previous research that DBSCAN does not perform well in high dimensional datasets (Berkhin et al., 2006) . However, when comparing the overall results of the three components, Native Gateway has lower results than the other two components. When analyzing the dataset, We found that compared to Sequencer and Matching Engine, data points have a sparse distribution in density wise, which can cause recognition network of the VAE to identify normal points as anomalous due to the high reconstruction error.
CONCLUSION
This paper presented the use of a deep learning neural network known as Variational Autoencoder (VAE) to detect anomalies in an industrial software system containing components with a large number of features. Since the anomaly detection framework was designed for industrial software systems with critical executions, higher recall is expected. According to the experiments executed, higher recall values were obtained and these results were shown to improve extensively with the feature selection mechanism adopted in the research. Moreover, performance of VAE is shown to outperform DBSCAN, which is a well-established clustering based technique for anomaly detection. Furthermore, the semi-supervised one class learning based VAE outperforms the one class SVM, and consequently proves that it is better suited for a production environment.
One of the main characteristics of the VAE is that it can be improvised for high dimensional anomaly detection problems. However, this paper emphasized the importance of identifying discriminative features before utilizing the VAE, which leads to improved generative power and accuracy in detecting anomalies.
As future work, we intend to experiment with unsupervised feature selection techniques such as Joint Embedding Learning and Sparse Regression (JELSR), Robust Joint Graph Sparse Coding, and Exemplar Convolutional Neural Networks, instead of the currently used supervised feature selection technique tree based ensemble. This way, multi-class VAE can be successfully used as a fully unsupervised anomaly detection technique in industrial software systems.
