Abstract. In this paper, two new classes of convex functions as a generalization of convexity which is called (h − s) 1,2 −convex functions are given. We also prove some Hadamard-type inequalities and applications to the special means are given.
Introduction
The following definition is well known in the literature [8] : A function f : I → R, ∅ = I ⊆ R, is said to be convex on I if inequality (1.1) f (tx + (1 − t) y) ≤ tf (x) + (1 − t) f (y)
holds for all x, y ∈ I and t ∈ [0, 1]. Geometrically, this means that if P, Q and R are three distinct points on the graph of f with Q between P and R, then Q is on or below chord P R. Let f : I ⊆ R → R be a convex function and a, b ∈ I with a < b. The following double inequality:
is known in the literature as Hadamard's inequality (or Hermite-Hadamard inequality) for convex functions. Keep in mind that some of the classical inequalities for means can come from (1.2) for convenient particular selections of the function f. If f is concave, this double inequality hold in the inversed way.
Remark 1. [14]
Note that the first inequality stronger than the second inequality in (1.2) ; i.e., the following inequality is valid for a convex function f :
Indeed (1.3) can be written as The inequalities (1.2) which have numerous uses in a variety of settings, has been came a significant groundwork in mathematical analysis and optimization. Many reports have provided new proof, extensions and considering its refinements, generalizations, numerous interpolations and applications, for example, in the theory of special means and information theory. For some results on generalizations, extensions and applications of the Hermite-Hadamard inequalities and convexity, see [1] - [14] . Definition 1. [6] We say that f : I → R is Godunova-Levin function or that f belongs to the class Q (I) if f is non-negative and for all x, y ∈ I and t ∈ (0, 1) we have
Definition 2. [1]
We say that f : I ⊆ R → R is a P −function or that f belongs to the class P (I) if f is nonnegative and for all x, y ∈ I and t ∈ [0, 1] , we have
for all x, y ∈ (0, b] and t ∈ [0, 1]. This class of s−convex functions is usually denoted by K 2 s . In 1978, Breckner introduced s−convex functions as a generalization of convex functions in [4] . Also, in that work Breckner proved the important fact that the set valued map is s−convex only if the associated support function is s−convex function in [5] . A number of properties and connections with s-convex in the first sense are discussed in paper [7] . Of course, s−convexity means just convexity when s = 1.
Definition 4. [9]
Let h : J ⊆ R → R be a positive function . We say that f : I ⊆ R → R is h−convex function, or that f belongs to the class SX (h, I), if f is nonnegative and for all x, y ∈ I and t ∈ [0, 1] we have
If inequality (1.8) is reversed, then f is said to be h−concave, i.e. f ∈ SV (h, I). Obviously, if h (t) = t, then all nonnegative convex functions belong to SX (h, I) and all nonnegative concave functions belong to SV (h, I); if h (t) = 1 t , then SX (h, I) = Q (I); if h (t) = 1, then SX (h, I) ⊇ P (I); and if h (t) = t s , where
In [1] , Dragomir et al. proved two inequalities of Hadamard-type for P −functions.
In [3] , Pachpatte established the new following Hadamard-type inequality for products of convex functions.
where
In [2] , Dragomir and Fitzpatrick proved a new variety of Hadamard's inequality which holds for s−convex functions in the second sense. 
, then the following inequalities hold:
Up until now, there are many reports on convexity and Hadamard-type inequalities. The main purpose of the present paper is to give new classes of convex functions which called (h − s) 1,2 −convex functions as a generalization of ordinary convex functions and to prove new Hadamard-type inequalities for these new classes of functions. Some applications to the special meansof real numbers are given. Throughout this paper we will imply M (a,
New Definitions and Results

Definition 5. Let
h : J ⊂ R → R be a non-negative function, h = 0.We say that f : R + ∪{0} → R is an (h − s) 1 −convex function in the first sense, or that f belong to the class SX((h − s) 1 , I), if f is non-negative and for all x, y ∈ [0, ∞) = I, s ∈ (0, 1] , t ∈ [0, 1] we have (2.1) f (tx + (1 − t)y) ≤ h s (t)f (x) + (1 − h s (t))f (y).
If inequality (2.1) is reversed, then f is said to be
(h − s) 1 −concav function in the first sense, i.e., f ∈ SV ((h − s) 1 , I). Definition 6. Let h : J ⊂ R → R be a non-negative function, h = 0. We say that f : R + ∪ {0} → R is an (h − s) 2 −convex function in the second sense, or that f belong to the class SX((h − s) 2 , I) , if f is non-negative and for all u, v ∈ [0, ∞) = I, s ∈ (0, 1] , t ∈ [0, 1] we have (2.2) f (tu + (1 − t)v) ≤ h s (t)f (u) + h s (1 − t)f (v).
If inequality (2.2) is reversed, then f is said to be
Obviously, in (2.2), if h(t) = t, then all s−convex functions in the second sense belongs to SX((h − s) 2 , I) and all s−concav functions in the second sense belongs to SV ((h − s) 2 , I), and it can be easily seen that for h(t) = t, s = 1, (h − s) 2 −convexity reduces to ordinary convexity defined on [0, ∞) . Similarly, in (2.1), if h(t) = t, then all s−convex functions in the first sense belongs to SX((h − s) 1 , I) and all s−concav functions in the first sense belongs to SV ((h − s) 1 , I), and it can be easily seen that for h(t) = t , s = 1, (h − s) 1 −convexity reduces to ordinary convexity defined on [0, ∞) .
Example 1. Let h(t) = t be a function and let the function f be defined as following;
f :
Then f is non-convex and non-h−convex function, but it is
The following theorem was obtained by using the (h − s) 2 −convex function in the second sense. 
, we have the following inequality:
Proof. By the definition of (h − s) 2 −convex mappings in the second sense, for any s ∈ (0, 1] and t ∈ [0, 1] , we obtain the following inequality for u = a, y = b
Integrating both side of (2.4) with respect to t on [0, 1], we have
Use of the changing variable ta
which is the inequality in (2.3).
Corollary 1. In the inequality (2.3); if we choose s = 1, we have the inequality;
Remark 2. If we choose h(t) = t, we have the inequality;
which is the right hand side of the inequality in (1.11).
Remark 3. In the inequality in (2.3); If we choose, h(t) = t and s = 1, we have
1 b − a b a f (x)dx ≤ f (a) 1 0 tdt + f (b) 1 0 (1 − t) dt = f (a) + f (b) 2
which is the right hand side of the Hermite-Hadamard inequality in (1.2).
Theorem 5. Let h : J ⊂ R → R be a non-negative function, h = 0. We say that
f : I = [0, ∞) → R is an (h − s) 2 −
convex function in the second sense, or that f belong to the class SX((h − s) 2 , I), if f is non-negative and for all
Proof. By the (h − s) 2 −convexity of f, we have that
If we choose x = ta + (1 − t)b, y = tb + (1 − t)a, we get
for all t ∈ [0, 1]. Then, integrating both side of (2.6) with respect to t on [0, 1] , we have
Use of the changing of variable, we have
which is the first inequality in (2.5) .
To prove the second inequality in (2.5), we use the right side of (2.6) and using (h − s) 2 −convexity of f , we have
Integrating the both side of the above inequality,we have
We obtain the inequality in (2.5).
Remark 4. In the inequality (2.5); if we choose h(t) = t, we have the inequality
which is the inequality (1.11).
Remark 5.
If we choose h(t) = t and s = 1, we have the inequality
which is the Hermite-Hadamard inequality.
, we have the following inequality;
Proof. Since f, g ∈ SX(h − s) 2 , we have
for all s ∈ (0, 1] , t ∈ [0, 1] . Since f and g are non-negative,
.
Then if we integrate the both side of the above inequality with respect to t on [0, 1] , we have the inequality in (2.9).
In the next corollary we will also make use of the Beta function of Euler type, which is for x, y > 0 defined as
Corollary 2. In the inequality (2.9), if we choose h(t) = t and s ∈ (0, 1], we have
Remark 6. In the inequality (2.9), if we choose h(t) = t and s = 1, we have
which is the inequality in (1.10) . 
Proof. Since f ∈ SX(h − s) 2 , by the definition (h − s 2 ) convexity of f , we can write
for all s ∈ (0, 1] , t ∈ [0, 1] . If we add the above inequalities, we write
Integrating the both side of the above inequality with respect to t on [0, 1] , we have
By use of the changing of variable and taking into account the
which completes the proof. 
Proof. By the (h − s) 2 −convexity of f , we have
If we integrate the both side of the above inequalities with respect to t on [0, 1], and use of the changing of variable, we get Remark 8. If in (2.11) , we choose h(t) = t and s = 1, we have
which is the inequality (1.4).
Applications to Some Special Means
We now consider the applications of our Theorems to the following special means b) The arithmetic mean: 
