We envision a real-time network traffic map for the Internet, where each network link is annotated with its capacity and its current utilization, with an interface that networked applications can query to inform their control decisions. While this goal is simple to state, it has been out of our reach due to concerns over measurement overhead and coverage. Our insight is that the rise of Internet video and the availability of measurements from video players present an unprecedented opportunity to address these issues. We outline a preliminary roadmap to build on this opportunity to realize a global traffic map.
Introduction
Many Internet applications can benefit from a service that provides a real-time traffic map of the Internet [8, 19] . For instance, CDNs could improve server selection and peer-topeer applications can choose peers more intelligently. Similarly, websites can be optimized to customize content for their clients based on the network state. Such a service may also be useful for network diagnosis and troubleshooting. In the absence of such a service, each application today deploys custom home-grown solutions or operate "in the dark" via trial-and-error solutions.
While this high-level vision of a global traffic map is not new, this goal has proved remarkably elusive. The main challenge that prior efforts have faced can be captured along three key dimensions:
Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. To copy otherwise, to republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. • Coverage: Obtaining a global view of the network necessarily entails deploying many millions of vantage points running some measurement logic to obtain path-level metrics of interest. While "crowdsourcing" such measurements via P2P applications is promising [7, 4, 21] , even the largest deployed efforts have limited visibility.
• Overhead: While reachability or latency are easy to measure, metrics such as available bandwidth or capacity or the location of bottlenecks have traditionally required algorithms with non-trivial overhead (e.g., few 100s of KBs per run) per path [24] .
• Real-time views: To reflect current conditions, this traffic map also needs to be updated in near real-time. This raises further concerns in conjunction with the above concerns; i.e., we need millions of vantage points continuously running non-trivial measurements all the time.
Thus, this vision of a global traffic map has been out of our reach. In this context, we observe that the growing volume of Internet video traffic [1] and the ability to instrument video players to measure performance of video sessions in near real-time [17, 11] offer an unprecedented opportunity to address the above challenges. Specifically, we have (perhaps for the first time) the capability to obtain real-time measurements of the network state from millions of vantage points without any additional probing overhead. This paper presents an preliminary roadmap to leverage this opportunity of using video traffic as the "carrier signal" to generate a real-time traffic map. We envision one or more providers in the video ecosystem who can offer such a service. For instance, many content providers (e.g., Google or Netflix or PPLive), CDNs (e.g., Akamai, ChinaCache), and third-party analytics providers (e.g., Conviva, Ooyala) already collect such measurements and are in a good position to build (and monetize) this service.
Specifically, our traffic map service annotates each link in the network 1 with its capacity and its current utilization. A networked application can query the service to obtain the state of links pertinent to its users' performance. Even though Figure 1 : Overview of the ICTM service video measurements are an enabler for our vision, there are two key challenges that remain. First, video measurements provide coarse-grained estimates of end-to-end throughput and do not directly provide the available bandwidth or utilization per-link. Second, we do not know the background traffic (i.e., other unobserved video and non-video traffic).
We present an initial attempt to address these challenges by casting them as network tomography problems [6] . For capacity inference, we leverage the history of measurements to compensate for the lack of a fine-grained view. Furthermore, we can use side information such as the ratio of measurement to background traffic; e.g., Netflix is typically 20-30% of peak traffic in US [2] . We can also exploit typical gravity-based traffic structures [26] . Third, to compute the current utilization of links we infer the background traffic on each link by approximating the traffic flows in the network as a fair sharing solution. Then, we use a maximum likelihood estimate of the background flows that best explains our current observations. We evaluate our capacity and utilization inference algorithms on realistic network topologies with synthetic background and measurement workloads. Our initial results are promising. Even with our initial algorithms we are able to predict the capacity with 80% accuracy when the measurement traffic is roughly 20-30% of the total traffic. Furthermore, we observe a positive influence of having more data, wherein adding more historical measurements can substantially boost the capacity inference. We also observe that our background inference algorithm is very accurate.
While these early results are promising, we acknowledge several limitations that need to be addressed before our vision becomes practical. First, we need to understand how critical the different "side" information factors are and how accurate these need to be. Second, our current background inference is slow as it relies on a simple space search algorithm and we need faster algorithms to make ICTM a near real-time service. Finally, we need to validate our ideas using real data feeds from popular video providers.
ICTM Overview
Our vision is an ICTM (Internet Capacity and Traffic Map) service shown in Figure 1 that applications can query using a public API to obtain a near real-time estimate of different aspects of the network status. Applications may request the link capacity, the traffic and utilization of the link, and the available bandwidth between pairs of endpoints.
The figure also shows the key inputs into the system. The first input is a set of video-based measurement feeds, where each video client reports throughput and total number of bytes downloaded in an epoch from a specific video server. We assume access to a route measurement platform such as iPlane [19] . 2 ICTM does not need any additional active measurements beyond these data feeds. We use the video measurements and the routing data to annotate each PoP-level link with its link capacity and current utilization.
Many video providers, CDNs, and third-party providers already collect large volumes of such video measurements for their day-to-day operations [11, 17] , and this is not a significant additional burden. The coverage of the ICTM service operated by different parties may vary; e.g., CDNs have the view of all traffic from its own servers, while a content provider can offer views across multiple CDNs. As such our focus in this paper is on establishing the viability of such an ICTM service irrespective of the choice of the provider and economic/monetization issues.
Feasibility Study
The key advantage of Internet video is the unprecedented coverage, both across space and time. Here, we present measurements on the coverage observed by two independent providers with different vantage points: a third-party video analytics provider serving clients in the US (TPA) and a large video provider in mainland China (ChinaVid). 3 TPA runs a measurement plug-in that runs on many affiliate content providers, while ChinaVid routinely collects throughput and video quality measurements of its clients.
ISP/AS coverage:
First, we analyze the temporal coverage in terms of the client-side AS and ISP. 4 Note that a single ISP such as AT&T or Comcast may span multiple AS numbers. For example, for AS (similarly for ISP), we divide the one-day period into 1, 10, and 60 minute epochs. Then, for each AS (ISP) that appears at least once in the dataset, we calculate the fraction of epochs in which the AS (ISP) has at least 50 near-concurrent sessions. We show inverse CDF of the coverage in Figure 2 . Across both datasets, ≥ 50% of the ISPs can be measured with very fine time granularity (1 minute), while a substantial fraction of ASes (≥ 20%) can be measured with very fine time granularity (1 minute) as well. We also see that there is a significant increase using 10-minute vs. 1-hour window, which shows an explicit trade-off between coverage and accuracy.
Client/server-side coverage: Next, we examine the client/serverside coverage in terms of client/server-side /24 IP prefixes. Figure 3 shows the inverse CDF of fraction of epochs in which each client or server IP prefix (/24) has sufficient samples. We see that ≥ 40% of US server prefixes, ≥ 20% of China server IP prefixes, and ≥ 20% of US client IP prefix have enough sessions in every 1-minute windows. (The coverage of China client IP prefixes is low due to the extremely skewed distribution of the IP addresses within each IP prefix). Again we see a significant increase by using larger windows.
Problem Definition
Next, we formally define the inference problem that the ICTM service needs to solve.
We divide time into discrete epochs with a size |e| on the order of tens of minutes (as suggested by our coverage measurements). The subscript e refers to a specific discrete epoch in which our measurements are made. 5 In each epoch, we have client-side video measurements between different source and destination pairs. Each source and destination are mapped to a corresponding "node" in the network topology map; e.g., an ingress/egress PoP. Let M m,s,d,e denote a measurement between source s and destination d in epoch e. (There may be many measurements during a given epoch for the same src-dst pair.) Each measurement m has two key attributes: B m,s,d,e denotes the total bytes downloaded and T m,s,d,e denotes the average throughput during this epoch. Let P s,d,e be the route used for traffic between s and d during the epoch e (obtained from the route measurement engine). Each path consists of multiple links; l ∈ P denotes that this link lies on this path.
There are two quantities we want to infer: (1) the capacity of each link C l and (2) the background load of each link in a given epoch bg l,e . Formally, the ICTM problem is to estimate the values of the C l and bg l,e given the M m,s,d,e and P s,d,e as inputs. Note that while the capacity does not change across time on the scale of days or weeks, the background load is much more variable. At a high-level, this is a tomographic inference problem, where we are inferring hidden variables based on some observed measurements. The key difference is that classical network tomography focuses on delay, loss etc., whereas our focus is on capacity and link utilization.
There are other ways to formulate an ICTM service that we do not consider here. For example, the service could report the available bandwidth for a given source-destination IP pair, without giving the link capacity or link utilization. However, we choose a more extreme formulation to infer per link capacity and utilization, because we can reconstruct these other end-to-end measures with per-link estimates.
Challenges
Coarse measurement: With video-based measurements, the measured bandwidth between two hosts is more coarsegrained, because the video players run at the applicationlayer within "sandboxes" that do not have access to packetlevel statistics. Thus, the throughput will be measured over a coarser time duration than packet dispersion techniques (e.g., Spruce [24] , IGI [15] ). Consequently, unlike these active measurement approaches, we cannot infer the amount of hidden background traffic. Scale and responsiveness: Typical active measurement platforms handle updates from a few (hundreds of) vantage points. In contrast, ICTM has to handle measurements from millions of video viewers, maintain the most up-to-date information of paths and links, and process a large number of queries in near real-time.
Link Capacity Inference
In this section, we sketch an initial algorithm for inferring the link capacities C l given historical measurements M m,s,d,e Minimize :
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Figure 4: Initial and underconstrained ILP formulation for inferring capacities and the paths P s,d,e over a number of epochs. We begin with simple solutions and progressively build insights toward the final solution.
A simple strawman solution is to map each measurement to its path and set the capacity to be the maximum throughput observed over the measurement history. That is,
While easy to compute, there are several obvious problems with this strawman. First, it does not account for the background traffic and may significantly underestimate link capacities. Second, by viewing each measurement independently, it fails to utilize the confluence of multiple flows on a link within the same epoch. Finally, it ignores other practical aspects; e.g., links are likely drawn from some discrete set of values (e.g., 1Gbps or 10Gbps) and links are provisioned with some expected demand and cost budgets.
We can address these by introducing other hidden variables capturing the rate of background traffic between each src-dst pair in the historical epochs: bg s,d,e and solving the optimization problem shown in Figure 4 . This optimization formulation makes a few key improvements over the above naive solution. First, Eq (2) considers the total bytes across all measurement flows on a link during a given epoch. (The |e| factor is to normalize the bytes by the epoch duration to make it a rate measure.) Second, it also incorporates the new background variables. Third, it captures the observation that capacities have to be drawn from a discrete set of values CapVals in Eq (4) by introducing binary variables d l,c indicating whether the link l has the discrete capacity Cap c . (Note that at most one of these indicator variables can be 1.) Finally, it models capacity inference as a cost minimization problem based on the intuition that operators have likely chosen a low cost provisioning solution in expectation of observed demands.
However, this problem is underconstrained similar to many other network tomography formulations (e.g., [26] ). That is, these equations do not impose sufficient structure on the capacity values. To address this issue, network tomography approaches typically rely on out-of-band (side) information to impose more structure. In our context, we identify some natural candidates to serve this role:
• Gravity models: The traffic volumes between a s, d pair is roughly proportional to the products of the population (or total traffic volume) originating in s and d [26] .
• Measurement vs. Background ratio: We may additionally know that our measurement traffic is roughly β of the total traffic; e.g., reports suggest YouTube is ≈ 18% and Netflix is ≈30% of peak traffic [2] .
• Overprovisioning: Finally, we can use knowledge that the network core links are typically overprovisioned to run at γ=30-40% link utilization on average. Thus, we update our optimization function to incorporate this side information and attempt to minimize the deviation of our estimates from these additional factors:
Specifically, the new terms in the objective to capture these deviations are defined as follows:
Here, totmeas and totbg denote the total volume of the measurement and (unobserved) background traffic over the measurement period. Similarly totmeas l,e and totbg l,e denote the volume of measurement and background traffic on link l for the epoch e. G s,d represents the gravity coefficient, where we expect the total volume between a given s, d to be G s,d × totbg e , where totbg e is the total background traffic in the epoch.
We can solve this optimization problem using many historical measurements to obtain the C l values. This optimization is, however, non-trivial as it has both discrete (binary) variables and quadratic terms in the objective. We also need suitable weights ω 1 -ω 3 to determine the importance of the different side information factors. As a simple starting point, we solve a practical relaxation of this optimization where we treat the d l,c as fractional values in the range [0, 1]. Then, we simply "round up" the obtained capacity values to the nearest higher value in CapVals. In Section 5 we show that even this simplified solution can yield accurate results for capacity inference. We plan to investigate exact optimizations as the capacity inference is an offline step. At first glance, this might seem a subproblem we solved in the previous step. However, there are two main differences. First, while capacity inference can rely on historical measurements, link utilization needs to be more real-time and based on the current epoch e. Second, the side information we used such as gravity model or the ratio of background-tomeasurement traffic are aggregate effects that only manifest over long timescales but not per-epoch.
This suggests we need a different approach. Fortunately, since we have already run the capacity inference step, we can additionally use the C l values. Thus, we reformulate our goal to infer bg l,e given M m,s,d,e , P s,d,e , and C l .
We make two simplifying assumptions here. First, we assume that the background rate is relatively constant during this epoch. Second, we assume that all traffic runs TCP or TCP-friendly algorithms. If all flows are running TCP, then they will saturate the network with a rate allocation that is approximately close to a max-min fair allocation [20] .
Building on these insights, we sketch the following inference algorithm. Consider one specific possible value of the background load bg s,d,e for the current epoch. Now, given this value, and the inferred capacities {C l }, we can compute what the remaining traffic could have achieved via networkwide max-min fairness allocations. Let this predicted value be T We can use some suitable summary for T s,d,e using the T m,s,d,e measurements. Depending on the choice, we might get lower or upper bounds. For instance, if we pick the min observed throughput for each s, d during this epoch e and use that to estimate the background loads, we get a conservative overestimate of the background traffic rates. We currently pick the median value in our experiments. Figure 5 shows an illustrative example. With max-min fair allocation, the throughput of each A-C flow is 1Mbps, and the B-C flow is 5Mbps. Suppose our measurement set consists of 1 A-C and 1 B-C flow. Then, we enumerate the search space of the possible link utilizations. Consider one of these points where the background traffic occupies 90% of the capacity on both links. Then, it leaves 10% of the bandwidth (that is 0.5Mbps on A − B and 1.5 Mbps on B − C) for our measurement flows. According to max-min fair sharing, these two flows should have throughputs of 0.5Mbps and 1Mbps respectively, clearly deviating from the observation. However, when we consider setting background traffic to occupy 80% of the bandwidth on A-B and 60% of the bandwidth on B-C, the throughputs of the two measurement flows generated by max-min fair share model match the measurements. Therefore, we can infer the background traffic occupies 5 * 80% = 4Mbps on A-B and 15 * 60% = 9Mbps on B-C.
There are two other issues here. First, there might be multiple values of the background loads bg s,d,e that generate the same estimation error. In that case, we select the one which best matches the side information of measurement vs. background ratio. Second, we need fast algorithms for solving this search problem. We currently use a simple but expensive greedy algorithm for searching the space.
Preliminary Results
Setup: Since we do not have public information on background loads or link capacities, we rely on simulations to validate our algorithms. We implemented a flow-level simulator [23] that takes as input a traffic matrix, topology and routing information, flow size and arrival patterns, link capacities, and determines the throughput of each flow.
For the following results, we used a PoP-level topology. We generated synthetic traffic patterns where the traffic volume between a pair of PoPs is proportional to the product of the city populations. We assume a Poisson arrival distribution with fixed flow sizes of 2 epochs. (This is not fundamental and was just for convenience to complete the simulation model.) We choose the link capacities from a discrete set of values {100Mbps, 1Gbps, 10Gbps}, with the expected utilization around 80%. Figure 6 shows the ground truth topology and link capacities.
We randomly selected some of the flows as measurement traffic and use their observed throughput and byte counts as the input to our algorithms. The key metric of interest is the estimation accuracy for each link. Since the capacities are discrete values, we report the fraction of links for which the inference is correct. For the background ratio, we compute the accuracy metric as 1− |inference l −groundtruth l | groundtruth l and report the network-wide average. We vary the number of epochs and fraction of measured flows.
As a simplifying assumption, we use accurate estimates of the side information values -the gravity vector G s,d , overprovisioning factor γ, and the background-to-measurement traffic ratio β. We set the values of ω 1 = ω 2 = ω 3 = 1 and leave better choices of these weights for future work.
Capacity Inference: Figure 7 shows that the fraction of links with perfect capacity inference improves from < 20% when 10% of the traffic serves as measurements to > 80% when the ratio increases to 30%. The result also shows the However, when we use 20 epochs of information the accuracy is significantly improved to about 60%.
Utilization inference: Figure 8 shows accuracy of estimating the link utilization as the measurement traffic ratio increases. We consider two cases with perfect capacity inference and the actual capacity inferred using 20 epochs of measurements. Similar to capacity inference, the accuracy increases with more measurement traffic, e.g. the accuracy is 60% when 30% of the traffic can be measured. One reason for the poor performance when the measurement only occupies 10% or 20% of the total traffic is that the inaccuracy of the link capacity inference impacts the background inference (see Figure 7) . With incorrect capacities as the input, our background traffic inference also suffers. However, if the capacity is precisely inferred, the accuracy of the background inference is ≥ 80% even if the measurement traffic ratio is only 10%. This suggests that additional information from ISPs (e.g., link capacities) can improve our inferences.
Related Work
Network Tomography: Network tomography [6] infers a network's characteristics using information derived from indirect data sources; e.g., to infer topology [13, 9] , traffic matrix [26] , latency [25] , and packet loss [10, 12, 22] . While we are inspired by this line of research, we focus on different and arguably more challenging inference tasks.
Crowdsourcing: Recent works rely on network-intensive P2P applications running on end systems to estimate and infer network performance [5, 7, 4, 3] . Our work follows in this spirit, but uses video as the data source. Given current trends, video has a much better coverage than that of P2P. End-to-end tools: End-to-end tools such as Pathneck [14] , IGI/PTR [15] , BRoute [16] are used to measure the network bandwidth and locate the bottleneck link on the path. The main disadvantages of these tools are the high overhead and the need for dedicated vantage points.
Discussion and Limitations
Measurement biases: Because video clients use CDN servers, there might be some selection bias toward picking local servers leading to blind spots into edge links between clients or deep into the network core. That said, this client-CDN segment is arguably the "high impact" part of the network that carries most traffic and ICTM naturally sheds light on this critical segment of the global network. Additional instrumentation and information: In this work we took an explicit stance to rely on the existing measurements made by video clients. This choice was pragmatic as the browser or player-based sandbox limits the types of measurements that can be run. One open question is what additional measurements can boost our accuracy.
Other "carriers": It is conceivable that other applicationlevel carriers (e.g., large web or ad providers [22] ) could also use our algorithms to create similar traffic maps. However, we believe that video is uniquely positioned because it offers a continuous view of bandwidth conditions as it is inherently using persistent transfers, unlike pure web traffic. Cross-provider collaboration: Our current work assumes a single provider with access to video measurements. An interesting direction for future work is to consider a semifederated approach where different video application providers can collaboratively refine individual traffic maps to complement each other's blind spots. Additionally, some ISPs may provide some capacity estimates to help validate the inference results. Sensitivity: There are several assumptions in our inference mechanisms; e.g. gravity model, estimates on measured traffic vs. background, and degree of over-provisioning. As future work, we need to evaluate the sensitivity of the inference to the accuracy of such side information to better understand how critical they are to the ICTM's success. Real-world validation: Finally, the validation in this paper was based on simulation with synthetic traffic patterns. We are now collecting the real dataset of both the network topology (by trace-route) and video-viewing with the help of a leading Chinese video service provider. We will use these real data to verify our approaches in the near future.
