The systematic study of quadratic forms over an arbitrary field of characteristic = 2 was initiated by Witt [W] . Two milestone papers in the area are a paper of Pfister [P0] relating quadratic forms and orderings and the paper of Milnor [M] pointing out a possible relationship between the Witt ring of quadratic forms and the Galois cohomology of the field (a relationship eventually verified by the work of Voevodsky; see [AE] [P1] ). Standard textbooks on the subject include [L] [Sch1] [Sch2] .
It was noted early on that different fields can be 'quadratically equivalent' in the sense that their quadratic form theory is 'the same', e.g., see [H] [C0] . For fixed n ≥ 0, there are only a finite number of quadratically inequivalent fields F with |F * /F * 2 | = 2 n . The present paper is a survey of work related to the so-called 'elementary type conjecture' [M2] . If true, this conjecture provides a complete classification of fields with |F * /F * 2 | = 2 n up to quadratic equivalence.
Partial results that have been obtained concerning the elementary type conjecture typically involve arguments of a combinatorial nature. At the same time, recent work on the conjecture has featured Galois-theoretic methods and Galoistheoretic formulations of the conjecture. These connections to Galois theory are described in the final section of the paper.
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Quadratic form schemes
Let F be a field (always of characteristic = 2). Denote by F * = F \{0} the multiplicative group of F , by F * 2 = {r 2 | r ∈ F * } the subgroup of F * consisting of squares and by G = F * /F * 2 the square class group of F . G has exponent 2, i.e., a 2 = 1 for each a ∈ G. For a, b ∈ G, a = rF * 2 , b = sF * 2 , the value set of the binary quadratic form a, b is D a, b = {tF * 2 | t ∈ F * , t = rx 2 + sy 2 , x, y ∈ F }.
For a ∈ G, a = rF * 2 , define −a = (−r)F * 2 . Thus −a = (−1)(a). The structure consisting of the group G = (G, ·, 1) together with the map a → D 1, a from G to the power set of G together with the distinguished element −1 ∈ G is called the quadratic form scheme of the field F . The map a → D 1, a and the distinguished element −1 should be viewed as the additional structure on G induced by the addition on F . By Witt's Chain Equivalence Theorem, isometry of (non-degenerate) quadratic forms over F reduces to the study of isometry of binary forms. Further, a, b ∼ = c, d iff c ∈ D a, b (i.e., ac ∈ D 1, ab ) and ab = cd. Consequently, the Witt ring of F is completely determined by the quadratic form scheme of F .
We say two fields F 1 , F 2 are quadratically equivalent if their associated quadratic form schemes G 1 , G 2 are isomorphic in the sense that there exists a group isomorphism φ :
Ideally, one would like to classify fields up to quadratic equivalence. Since this is too ambitious a task to carry out in general, it seems that a more reasonable goal would be to achieve the classification for fields whose associated quadratic form scheme is finite.
It would seem that the first step in such a classification is to better understand the structure of quadratic form schemes. What additional properties do they have? We consider the following properties [CM] :
1.1 Theorem. The quadratic form scheme of a field satisfies S1-S4.
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Proof. S1 is clear. S2 follows from the standard identity
A quadratic form scheme (also called a special group) is defined to be a group G = (G, ·, 1) of exponent 2 together with distinguished element −1 ∈ G and a map a → D 1, a from G to the power set of G satisfying properties S1-S4 above (where −a := (−1)a).
In his early papers [C0] [C1] Cordes considers only axioms S1-S3. The quadratic form scheme axioms S1-S4 can be formulated in a variety of ways. Several equivalent versions of S1-S4 will be presented in Section 2. The paper [KSS1] provides a variety of equivalent formulations of S1-S4 and also discusses the relationship between S1-S4 and the (apparently weaker) axioms considered in [S1] and [S2] . The 'special group axioms' in [Di] [DM1] are equivalent to S1-S4.
Quadratic form schemes form a category in a natural way, defining a morphism φ : G 1 → G 2 to be a group homomorphism satisfying φ(−1) = −1 and
We say a quadratic form scheme G is realized by a field F (of characteristic = 2) if G is isomorphic to the quadratic form scheme of F .
Open Problem 1. Is every quadratic form scheme realized as the quadratic form scheme of a field? If not, what additional axioms are required? Note: S2 and S3 together imply that D 1, −1 = G.
Examples.
(1) There is only one quadratic form scheme with |G| = 1. It is realized as the quadratic form scheme of C (for example).
(2) There are three quadratic form schemes with |G| = 2:
In the first case, G is realized as the quadratic form scheme of R (for example). In the second case, G is realized as the quadratic form scheme of F q , q ≡ 3 mod 4 (for example). If −1 = 1 then G is realized as the quadratic form scheme of F q , q ≡ 1 mod 4 (for example). For future reference, we denote these three quadratic form schemes by L 1 , L 1,1 and L 1,0 respectively.
(3) There are 6 quadratic form schemes with |G| = 4, 17 with |G| = 8 [KSS0] , 51 with |G| = 16 [S1] and 155 with |G| = 32 [CM] . Each of these is realized as the quadratic form scheme of a field.
Quaternionic mappings and Witt rings
Given a quadratic form scheme G, we have an equivalence relation ∼ on G×G defined by (a, b) [CM] . Denote by q(a, b) the equivalence class of (a, b) with respect to ∼, let Q := {q(a, b) | a, b ∈ G} and define 1 := q(1, −1). The following hold:
A quaternionic map is defined to be a surjective map q : G × G → Q where G is a group of exponent 2 with distinguished element −1 and Q is a set with distinguished element 1 satisfying Q1 -Q4 [M2] . If q : G × G → Q is a quaternionic map then the quadratic form scheme structure on G can be recovered via
Remarks.
(1) For the quadratic form scheme of a field F , if a = rF * 2 , b = sF * 2 then q(a, b) is identified with the isomorphism class of the quaternion algebra over F determined by r, s, i.e., the 4-dimensional algebra over F with basis 1, i, j, ij with multiplication defined by ji = −ij, i 2 = r, j 2 = s.
(2) In the field case it is possible to embed Q into a group B = (B, * , 1) of exponent 2 (the subgroup of the Brauer group of F generated by elements of order 2) in such a way that q : G × G → B is bilinear. In [MY] this property is assumed as one of the axioms. It is not know if this property holds for an arbitrary quadratic form scheme.
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(3) In any case, there is a well-defined partial operation * on Q satisfying q(a, b) * q(a, c) = q(a, bc) [M2] .
(4) As in [K] , the radical of G is defined to be
Given a quadratic form scheme G one can develop the associated theory of quadratic forms and build the associated Witt ring W (G). We sketch the process. See [M2] and [DM0] for details.
Isometry of quadratic forms is defined by induction on the dimension: -Isometry of 1-dimensional quadratic forms is defined by a ∼ = b iff a = b.
-Isometry of 2-dimensional quadratic forms is defined by a, b ∼ = c, d iff ab = cd and ac ∈ D 1, ab (or, equivalently, ab = cd and q(a, b) = q(c, d) ).
It takes some work to show that isometry is an equivalence relation and that Witt Cancelation holds. Once this is done, the construction of the Witt ring W (G) is routine.
is a strongly representational Witt ring for G in the terminology of Kleinstein and Rosenberg [KR] .
3 Conversely, every strongly representational Witt ring R for G induces a quadratic form scheme structure on G such that R = W (G).
In summary, we have the following:
Theorem. Quadratic form schemes, quaternionic maps and strongly representational Witt rings are equivalent descriptions of the same thing.

Terminology.
D(k) ⊆ G denotes the value set of the quadratic form
. G is said to be reduced if G is formally real and has Pythagoras number 1, i.e., D 1, 1 = {1}. The level of G is defined to be the least integer ≥ 1 such that −1 ∈ D( ). The level is always a power of 2 (or ∞ if G is formally real). G has level one iff −1 = 1.
elementary constructions
Products.
Products exist in the category of quadratic form schemes. If G 1 , G 2 are quadratic form schemes then the product of G 1 and
shows that if G 1 , G 2 are realized as the quadratic form scheme of a field then so is G 1 × G 2 . The proof involves a fair amount of valuation theory. In the course of the proof it is shown that any field (of characteristic not two) is quadratically equivalent to a field of characteristic zero. Again, the proof involves valuation theory.
Group extensions.
If G is a quadratic form scheme and {1, x} is a group of order 2 then the product group G[x] := G × {1, x} = G ∪ xG is given the structure of a quadratic form scheme by defining −1 = −1 and by defining the value set of 1,
If the quadratic form scheme G is realized by a field F then G[x] is also realized, for example, by the formal power series field F ((t)).
is characterized by the following property: For any morphism φ : G → G and any y ∈ G , there is a unique extension of φ to a morphism φ :
Local types.
Suppose G is a quadratic form scheme with associated quaternionic map q :
If G is finite and non-degenerate and |Q| = 2 then G is said to be of local type. The classification of the local types is well-known. There are just two local types satisfying |G| = 2 2k , k ≥ 1, one with level 1, the other with level 2. These are denoted by L 2k,0 and L 2k,1 respectively. There is just one local type with |G| = 2 2k−1 , k ≥ 1. This is denoted by L 2k−1 . Each local type is realized as the quadratic form scheme of a field. The so-called dyadic local types 
. This is explained in detail in [M2] . See Example 1.2(2) for the definition of L 1,0 and L 1,1 .
Elementary types.
We say a quadratic form scheme G is of elementary type [M2] if either |G| = 1 or G is built up by iterating finitely often the direct product and group extension constructions, starting with the quadratic form schemes L 1,0 , L 1,1 and L 1 and the dyadic local types L 2k,0 , L 2k,1 , and
In view of the realization results mentioned in subsections 3.1-3.3 above, every quadratic form scheme of elementary type is realized as the quadratic form scheme of a field. [CM] .
A great many properties of elementary types can be 'read off' from the recursive description. For example, if G is of elementary type then the level of G is 1, 2, 4 or ∞ and the Pythagoras number of G is 1, 2, 3, 4 or 5. It is not known if this is true for an arbitrary finite quadratic form scheme of a field. 
uniqueness results and counting
Each decomposition of G as a finite direct product corresponds in a natural way to an internal decomposition of the group G,
Conversely, if we are given such an internal decomposition of G and −1 = e 1 . . . e k , e i ∈ G i . Then G i with distinguished element e i and with the value set of each a i ∈ G i defined by
If G is non-degenerate and
If R denotes the radical of G then G = G/R has natural quadratic form scheme structure, taking the distinguished element of G to be −1 and defining
L 1,0 and L 1,1 are the only degenerate indecomposables. There is a certain non-uniqueness in product decompositions: If G is a quadratic form scheme of level = 1 then
Given any quadratic form scheme G with |G| < ∞, G decomposes as a prod-
is the decomposition of the non-degenerate quadratic form scheme G = G/R into indecomposables, so this part of the decomposition is unique. Using the non-uniqueness mentioned in the previous paragraph we can modify the decomposition in the case the level of G is = 1 so that each
4 In [D] , Djoković shows that if G is the quadratic form scheme of a field of level then
See [Be] for a refinement of this. Interestingly enough, it is not known if this holds for an arbitrary finite quadratic form scheme.
Theorem.
The normalized decomposition is unique.
, i = 0, 1. Every group extension is indecomposable with one exception:
Combining all these facts allows us to write down recursively all non-isomorphic elementary types G with |G| = 2 n for given n. Here is the list for 1 ≤ n ≤ 3:
One can also compute recursively the number of elementary types with |G| = 2 n [CM] . The following is the list of (exact) values for n ≤ 15: n e(n) e 0 (n) e red (n) 0 1  1  0  1  3  1  1  2  6  2  1  3  17  4  2  4  51  10  4  5  155  22  8  6  492  54  17  7  1600  130  36  8  5340  328  79  9  18150  832  175  10  62711  2156  395  11 219480  5638  899  12 776907  14937  2074  13 2775942  39886  4818  14 10000288 107425 11291  15 36280937 291229 26626 Here, e(n) = the total number of elementary types, e 0 (n) := the number of elementary types of level 1 and e red (n) := the number of reduced elementary types.
In [K4] Kula examines the asymptotic behavior of e(n) as n → ∞ using a modification of a standard generating function technique from combinatorics due to R. Otter [O] . He obtains e(n) = O(
for some constant A which he estimates empirically as A ≈ 4.638. In the same paper Kula examines the asymptotic behavior of e 0 (n) and e red (n) and also of the number of elementary types of finite level with |G| = 2 n . For e 0 (n) and e red (n) the estimates are
The reduced case
In the remaining sections we review structure results which might be viewed as providing evidence for the elementary type conjecture.
An ordering on a quadratic form scheme G is a morphism σ : G → L 1 , i.e., σ : G → {−1, 1} is a group homomorphism, σ(−1) = −1, and for each a ∈ G,
is the unique smallest preordering of G. A preordering T of G is said to be proper if −1 / ∈ T . Denote by X the set of all orderings of G and by X T the set of all orderings σ of G with σ(T ) = {1}. A standard argument shows that, for any preordering
If G is a quadratic form scheme which is formally real then G red := G/D(∞) has the structure of a reduced quadratic form scheme in a natural way, and the pair (X, G red ) is a space of orderings, terminology as in [M0] . Subspaces of (X, G red ) have the form (X T , G T ) where G T := G/T , T a proper preordering of G. Reduced quadratic form schemes and spaces of orderings are equivalent descriptions of the same thing. 
Theorem. If G is finite and reduced then G is of elementary type.
The result was proved first in the field case using valuation theoretic methods [Br1] [Cr0] . See [M0] for the proof in the general case. The statement was later strengthened to include the case where G is reduced and has finite chain length [M1] . In [F2] , another proof of Theorem 5.1 is given. In [Po0] [Po1] these results are extended to the higher level situation.
For G to be reduced, the building blocks L 1,0 , L 1,1 and L 2k,i , L 2k+1 , k ≥ 1 cannot occur in the construction of G (since they are not reduced). Thus if G is finite and reduced then G is built up using the group extension and product operations starting from L 1 .
For a reduced quadratic form scheme
, −a , we see that the a → −a defines an anti-automorphism of the partially ordered set (G, ≤). If G is also finite then one checks, using Theorem 5.1, that ∀a,
. This implies that (G, ≤) is a lattice when G is finite. The Isotropy theorem was proved in the field case using valuation theoretic methods [Br0] [Pr] [BB] and then for a general space of orderings in [M1] . A generalization of the Isotropy Theorem is proved in [M3] . The Isotropy Theorem links the structure of (X, G) with the structure of the finite subspaces of (X, G). When combined with Theorem 5.1 it provides a powerful tool which is basis of the minimal generation results for spaces of orderings and semialgebraic sets described in [ABR] and [M5] .
Consider a finite space of orderings (X, G).
For a space of orderings (X, G) the Witt ring W (G) is identified with a subring of the ring Cont(X, Z) of all continuous functions from X to Z via φ → (σ → φ(σ)). The Representation Theorem for the Witt ring describes the image of W (G) in Cont(X, Z). This was stated and proved first in [BB] . The proof in [BB] is based on the Isotropy Theorem and Theorem 5.1.
The Signature Conjecture asks if each φ ∈ W (G) satisfying φ(σ) ≡ 0 mod 2 n for all σ ∈ X is necessarily in I n (G), the n-th power of the augmentation ideal. In the finite case this is an easy consequence of Theorem 5.1. In the general case the Signature Conjecture is still open. In the field case, it is a consequence of results of Voevodsky [DM0] [DM2] .
There are many important open problems concerning reduced quadratic form schemes which are not tractable by the above methods, e.g., see [M7] . Some of the most recent work on spaces of orderings involves the application of modeltheoretic techniques to these problems [AT] [DM3].
The case of small value sets
Let G be a quadratic form scheme (reduced or not). An element a ∈ G is said to be rigid if D 1, a = {1, a}. The basic part of G is the set B = {1, −1} ∪ {a ∈ G | either a or − a is not rigid}.
Theorem.
(1) B is a subgroup of G.
(2) B inherits quadratic form scheme structure from G in the natural way.
See [B] and [BCW] for the proof in the field case, [M2] for the proof in the general case. G is said to be basic if B = G. Theorem 6.1 reduces the study of quadratic form schemes to the study of quadratic form schemes which are basic.
Corollary. If there exists a ∈ G with a, −a both rigid then either G is a group extension or
Another characterization of the basic part is given in [CM] :
Theorem. Suppose a ∈ G, a is not rigid, and |D
This yields the following corollary (also implicit from results in [CR] 
Less is known about the case where there exists a ∈ G with |D 1, a | = 4. In [CM] it is shown that if G has level 1 and D 1, a = {1, a, b, ab} for some a, b ∈ G then either G is a group extension or a product of two group extensions. This result is generalized in [M4] and [Ke1] . In [C4] the structure of G is determined in various cases when the level is 2 or 4 and there exists a ∈ G with |D 1, a | = 4.
The case of few quaternion algebras
One can always assume, without loss of generality, that G is non-degenerate. We make this assumption whenever necessary. The case |Q| = 2 is well understood.
Theorem. Suppose G is finite non-degenerate and |Q| ≤ 4. Then either
|Q| = 2 or G ∼ = G 1 × G 2 with |Q i | = 2, i = 1, 2, or G is isomorphic to (L 1,j × L 1,j )[x] for j = 0 or 1. See [C3] for the proof. For a ∈ G, Q(a) := {q(a, b) | b ∈ G} is a group under the operation * and Q(a) ∼ = G/D 1, −a .
Theorem. Suppose G is non-degenerate, |Q(a)| ≤ 4 for all a ∈ G, and |Q| > 4. Then G is isomorphic to one of the following types:
See [M2] for the proof. Theorem 7.2 reduces the computation of quadratic form schemes with |Q| = 8 to the case where there exists a ∈ G with Q(a) = Q. 7.3 Theorem. Suppose G is finite non-degenerate, |Q| = 8, and there exists a ∈ G with Q(a) = Q. Then G is isomorphic to one of the following types: See [K3] for the proof. As explained in [M2] this completes the classification of finite quadratic form schemes with |Q| ≤ 12. |Q| cannot be 3, 5, 6, 9, 10, 11. The remaining values |Q| = 2, 4, 7, 8, 12 do occur.
Quadratic form schemes such that the partially ordered set Y := {Q(a): a ∈ G, a = 1} has a 'relatively simple' Hasse diagram are classified in [FY2] . Specifically, this includes the case |Y | ≤ 4. This result generalizes Theorem 7.1.
Additional structure results are proved in [K3] . We mention two of these. ∩ and  *  (intersection and product) . Then G is a product of quadratic form schemes of local type.
Theorem. Suppose G is finite non-degenerate and the set {Q(a) | a ∈ G} is a distributive lattice under the operations
where H is completely degenerate (in the sense that the radical of H is all of H).
Theorem. Suppose G is finite and non-degenerate. Then
(1) If |Q ∧ | > 1 2 |Q| then G is quasi-local and Q ∧ = Q. (2) If |Q ∧ | = 1 2 |Q| then G is
the product of two quadratic form schemes, one of quasi-local type and the other of local type.
In [FY1] Fitzgerald and Yucas consider quadratic form schemes G which are k-regular (where k is a fixed power of 2) in the sense that |D 1, −a | = k for all a ∈ G, a = 1. They generalize Kaplansky's result in [K] by proving that if G is k-regular and non-degenerate and k > |G|/2 then G is of local type. 
Quotients
A major obstacle to settling the elementary type conjecture is that the category of quadratic form schemes is badly behaved. There is no good theory of substructures, for example. The theory of quotient structures is somewhat better.
Pfister quotients are described in [M2] . A Noetherian ring R is Gorenstein if it has a finite R-injective resolution. In [F0] 
where H is of local type. In case W (G) has socle degree 3 and G is realized as the quadratic form scheme of a field the conjecture is proved. Since the reduction involves going to Pfister quotients, and since the realization problem for Pfister quotients is open, the case of socle degree > 3 in the field case is still open.
Another sort of quotient is considered in [FY2] and [F2] .
is the radical of the resulting quadratic form scheme and G/R a with the induced structure is a non-degenerate quadratic form scheme. In [F2] it is shown that if G is of elementary type then G satisfies LQQ(a) for every a ∈ G. By results in [FY2] , LQQ(a) holds if |Q(a)| = 2 and a / ∈ D 1, 1 . Obviously, one would like to know if LQQ(a) holds in general.
Morphisms and field extensions
Morphisms of quadratic form schemes corresponding to field extensions are not well understood in general. For example, we have the following:
Open Problem 2. If G 1 is realized by F 1 and φ : G 1 → G 2 is a morphism, when is there a field extension F 2 of F 1 realizing G 2 in such a way that φ is the map induced by the inclusion
In [Cr3] (also see [MMS] ) examples are given of a quadratic form scheme G realized by a field F such that there is no field extension L of F realizing G red in such a way that the morphism G → G red is induced by the inclusion F ⊆ L. The quadratic form scheme G in these examples is infinite.
The problem has a positive solution in the following two cases:
9.1 Theorem. Suppose a product G 1 × G 2 is realized as the quadratic form scheme of a field F and G 1 is a group extension. Then there exists a 2-extension L of F such that L realizes G 1 and such that the projection This was previously known only in special cases.
The relationship between the quadratic form scheme of F and the quadratic form scheme of F ( √ r) is also considered in [MSm1] using methods from the theory of W-groups; see Section 10.
In [F5] Fitzgerald makes a small step toward the development of an abstract description of morphisms of quadratic form schemes corresponding to odd degree field extension.
Connections to Galois theory
The graded Witt ring of G is
where I(G) denotes the fundamental ideal of W (G).
Given a quadratic form scheme G, one can construct an abstract version of Milnor's mod-2 K-theory, denoted k * (G), and there is a natural graded ring epimorphism from k * (G) to the graded Witt ring GW (G) [DM2] [DM4].
10.1 Theorem. If G 1 ,G 2 satisfy the extra condition in [MY] (see Remark 2.1(2)) then the following are equivalent:
(2) G 1 and G 2 have isomorphic Witt-Grothendieck rings. Note: There is no requirement in (3) that φ(−1) = −1. For G 1 ,G 2 nondegenerate φ(−1) = −1 is automatic, but in general this is not the case.
If G is realized as the quadratic form scheme of a field F , then k * (G) is the classical Milnor mod-2 K-theory of F and, by Voevodsky's results, one has natural graded ring isomorphisms
where F (2) denotes the maximal Galois 2-extension of F , i.e., the quadratic closure of F , and µ 2 = {−1, 1}. For G of elementary type this was already known earlier [AEJ1] .
In [JW1] and [JW2] Jacob and Ware classify all possible profinite groups that can arise as the Galois group of F (2)/F in case the quadratic form scheme of F is of elementary type.
6 Theorems 9.1 and 9.2 play a crucial role in the proof. The classification depends not only on the structure of the quadratic form scheme of F but also on the action of Gal(F (2)/F ) on µ ∞ , the group of 2-power roots of unity in F (2) * . The automorphism group of µ ∞ is isomorphic to 1 + 2Ẑ 2 via ω → ω α , α ∈ 1 + 2Ẑ 2 . Consequently, the action of Gal(F (2)/F ) on µ ∞ induces a group homomorphism θ F : Gal(F (2)/F ) → 1 + 2Ẑ 2 .
In fact, Jacob and Ware prove more. In [JW2] they define a certain class G 2 of pairs (G, θ), G a finitely generated pro-2-group, θ : G → 1 + 2Ẑ 2 a group homomorphism, and prove the following:
10.2 Theorem. The quadratic form scheme of F is of elementary type iff (Gal(F (2)/F ), θ F ) ∈G 2 .
In effect, Theorem 10.2 reformulates the elementary type conjecture (restricted form) in terms of Galois groups: For char(F ) = 2 and Gal(F (2)/F ) finitely generated as a pro-2-group, is it true that (Gal(F (2)/F ), θ F ) ∈G 2 ?
The operations inG 2 corresponding to product and group extension are free product (G 1 , θ 1 ) * (G 2 , θ 2 ) = (G 1 * G 2 , θ 1 * θ 2 ) and semidirect productẐ 2 (G, θ) = (Ẑ 2 G, θ) where G acts onẐ 2 via θ and θ is induced from θ via the projection Z 2 G → G. The elements ofG 2 corresponding to the dyadic local types are the pairs corresponding to the Demushkin pro-2-groups. See [JW2] for details.
Much of the recent work on the elementary type conjecture has focused on this Galois theoretic formulation. In [E3] [Ko1] the corresponding conjecture is considered when 2 is replaced by an odd prime p. This is based on earlier results in [HJ] and [Ko0] . The elementary type conjecture for odd primes is stated already in [E0] . In [E1] (1) k * (G 1 ) ∼ = k * (G 2 ) as graded rings. Compare to [MSp, Th. 3.8] and [Wa0] (and also to [Sch0] and [De] ). Gal(F (3) /F ) can also be described explicitly in terms of G. The description is simpler than the corresponding description of Gal(F (2)/F ) given in [JW2] , but it is otherwise similar. Given any quadratic form scheme G, one can construct an abstract group G(G) via generators and relations which, in the concrete setting of fields, agrees with the W-group of F [Sm] . G(G 1 × G 2 ) is the free product (in a suitable category) of G(G 1 ) and G(G 2 ). Group extension corresponds to a certain semi-direct product construction for W-groups. In [MSm0] the structure of the W-group Gal(F (3) /F ) is computed in case the quadratic form scheme G of F is of elementary type. The various possibilities for |G| ≤ 16 are listed in a table at the end of their paper.
