Abstract. Statistical inference procedures based on least absolute deviations involve estimates of a matrix which plays the role of a multivariate nuisance parameter. To estimate this matrix, we use kernel smoothing. We show consistency and obtain bounds on the rate of convergence.
Under mild assumptions, these functions are well-defined, G = ∇Q and there exists a unique t 0 ∈ R d such that G(t 0 ) = 0 and Q(t 0 ) = min t Q(t). Thus, t 0 is the value of an M-functional on the joint distribution of (Y, X). If (Y 1 , X 1 ), . . . , (Y n , X n ) is an i.i.d. sample from this distribution, put
(Y i − t T X i ), G n (t) = 1 n an M-estimate. Note, in passing, that G n (t n ) = 0 in general, because Q n is not differentiable at t n . M-estimators corresponding to the -function given by (1) appear in regression analysis and discriminant analysis. For linear models, they are estimators of regression quantiles, introduced by Koenker and Basset (1978) . For α =1/2 we obtain just LAD estimator. Two-class discrimination can be treated in much the same way as regression. For instance, we can assign by convention Y i =1 to observations X i from the first class and Y i =−1 to X i from the second class. If we adopt a slightly different convention and set α =1 in (1), we obtain the function Q n known in discriminant analysis as perceptron criterion (Hand 1981 , Niemiro 1987 ; see also Section 3.2 for details). Asymptotic properties of LAD-type M-estimators and inference procedures related to them were investigated by many authors. Let us mention the monograph of Bloomfield and Steiger (1983) , Rao (1988 ), Pollard (1991 and Niemiro (1992 Niemiro ( , 1993 . Jurečková in a series of papers considered M-statistics in linear models with various choices of -(or ψ)-function, including LAD as a particular case (e.g. 1989 , Jurečková and Sen, 1987 . The best references for recent advances in this field are the proceedings of the two "L 1 -Norm" conferences in Neuchâtel, edited by Dodge (1987 Dodge ( , 1992 . Niemiro (1993) developed statistical inference procedures based on Mestimators with a general convex -function. The object of inference is the M-functional t 0 . Suppose we are to build an approximate confidence region for t 0 or to test a hypothesis of the form Ht 0 = c, where H is a p × d matrix and c ∈ R p . The following asymptotic results help here. Under some regularity conditions,
Quite similarly, under the null hypothesis Ht 0 = c,
if H is of full rank p. Ifṫ n is the constrained M-estimate, that is, Hṫ n = c and Q n (ṫ n ) = min Ht=c Q n (t), then
These results are simple consequences of asymptotic representations of Bahadur-Ghosh type for the underlying M-estimators (Niemiro 1992) . Of course, the matrices D and V are usually unknown. We need estimates of these matrices to construct an approximate confidence ellipsoid or to construct tests of approximately prescribed size. If D n and V n are consistent estimates, they can be substituted into (6)-(8) to obtain statistics with asymptotic χ 2 distribution. The obvious estimator
is consistent. Estimation of D is much harder, due to the fact that is not differentiable. The function Q n is piecewise linear and we cannot use its second derivative to estimate the second derivative of Q. Some smoothing technique resembling non-parametric density or regression estimation is necessary. The objective of this paper is to propose an estimator of D and to examine its properties. Note that the classical assumptions imposed on regression models simplify the asymptotic theory, because they force matrices D and V to be proportional. Suppose
where f is the density of U (assumed to be continuous at 0). Formulae (6)-(8) assume simpler form and estimation of D reduces to estimation of the scalar quantity f (0). Usual kernel estimators can do the job. Methods of this kind were proposed by Koenker (1987) , McKean and Schrader (1987) , Schrader and McKean (1987) , who developed LAD-type tests. Welsh (1987) , Babu (1986) and many others considered estimation of f (0) or f (0) −1 in this context. Unfortunately, this approach breaks down if the model assumptions are violated. Condition (9) is often not realistic. For instance, imagine that Y = r(X) + U , where r is a "slightly non-linear" function. Although model (9) fails, the M-functional t 0 suggested by the wrong model still makes sense and may be quite informative. Another example where (9) clearly fails is the two-class discrimination model mentioned above. Therefore, we should be interested in deriving inference procedures independent of the simplifying assumption (9). To this end, we must cope with estimation of the matrix D.
2. Consistency. Let us make the following assumptions.
C1. The function Q is well defined by (2), it is twice differentiable at t 0 . C2. The matrix D = ∇ 2 Q(t 0 ) is positive definite.
We will also need a mild assumption about continuity of the joint distribution of (Y, X) and a strong moment condition on X:
Conditions C1, C2 and E|X| 2 < ∞ are sufficient for asymptotic nor-mality (4); see Niemiro (1993) . For our purposes, it is enough to remember that
Assumption C1 is in fact redundant and it was introduced merely for clarity. To avoid problems with infinite E|Y |, we could have used a simple trick and replaced (2) by
. Two-fold differentiability of Q will always follow from other assumptions of our theorems. However, let us retain C1 just to reassure ourselves that we know what we are trying to estimate! In this section, we treat C1-C4 as standing assumptions. Consider a kernel function K : R → R such that Note that the kernel is bounded,
To prove that D n (t n ) → p D, it is enough to show that for some ε, η > 0,
Let us begin with statements II and III, that is, with the "deterministic term" analysis.
is a continuous function, by dominated convergence in view of the C3, C4 and K. Hence D(t) is continuous as the limit of the locally uniformly convergent sequence D n (t). 
Uniform convergence of derivatives (12) allows us to strengthen pointwise convergence in (13) to almost uniform convergence. Moreover, we obtain Th. 111 in Schwartz 1967) . Now, we can repeat the same reasoning once more. Notice that
and hence uniform convergence in (13) implies that
Let us focus on I now. It is a statement about uniform convergence of empirical means to expectations. The powerful modern empirical processes theory makes verification of I easy. Specifically, we will use maximal inequalities for manageable classes of functions, due to Pollard (1989). We need not invoke the notion of manageability here, because we are going to apply the inequalities only to subclasses of a Vapnik-Cervonenkis (VC) subgraph class of functions. Suppose F is a class of functions f : Z → R. We say F is a VC subgraph class if the sets
for all f ∈ F, that is, F is an envelope of F. Remark 1 on p. 200 in Kim and Pollard (1990) asserts that subclasses of a VC subgraph class are uniformly manageable for F . Consequently, the following fact is a corollary of Theorems 4.2 and 4.4 of Pollard (1989) . Suppose Z is a measurable space and let Z, Z 1 , . . . , Z n , . . . be a sequence of i.i.d. random elements of Z.
Assume F is a VC subgraph class with envelope F such that EF (Z) 2 < ∞ and F n are subclasses of F containing the zero function. If
Moreover , if F n are envelopes of F n , then there is a constant C < ∞ such that
To be precise, some conditions are needed to ensure measurability of the suprema above. In our application no measurability problems arise, since the classes of functions to be considered will clearly be permissible, in the sense defined by Pollard (1984, Appendix C). We are going to apply Pollard's theorem to
Here (y, x) ∈ R × R d plays the role of z, and x j and x m denote two (fixed) components of x.
Lemma 2. The class F defined by (18) has the VC subgraph property. P r o o f. We are to show that subsets of R d+1 × R of the form
with t ∈ R d and h > 0 belong to a VC class of sets. It is enough to check that the intersections of these sets with the three constant sets {(y, x, u) :
and {u = 0} form VC classes. Consider only the first class of intersections, since the second one is quite similar and the third one is trivial. For 0 u) . Now, we can write the intersections under consideration as
Each such set is the result of union and intersection operations applied to two sets of the form {g(y, x, u) ≥ 0}, where g runs through a finite-dimensional vector space of functions and a third, constant set. Consequently, the class of such sets is VC.
In view of C4, we can use F (y, x) = K(0)|x j x m | as a square integrable envelope of F. It is easy to see that our condition II implies, for ε < η,
is equal to h n times a diagonal element of D n (t). Thus, formula (19) is tantamount to (15) for subclasses F n = {f t,h n : |t − t 0 | ≤ ε} ∪ {0}. Therefore, (16) holds for these classes F n , that is,
Since n −1 h −2 n = O(1), we get I. Lemma 1 ensures III. Of course, we have applied Pollard's theorem componentwise and for the matrix norm in (20) we can take the usual norm in d 2 -dimensional euclidean space.
The condition h −1 n = O(n 1/2 ) is certainly not necessary for consistency, but we think it is quite satisfactory for reasonable applications. Let us recall that our objective is to estimate D = D(t 0 ); for h n = o(n −1/2 ) we would try to reduce the bias of an estimate of D(t n ), where t n − t 0 is of order n −1/2 . Note that we used assumption C3 only in the proof of Lemma 1 to justify continuity of D n (t). If the kernel K is continuous, this condition becomes unnecessary.
Convergence in probability can be strengthened to L 2 convergence, if we know that
Corollary. Under the assumptions of Theorem
provided that II and IV hold.
If we combine this with IV, we obtain an integrable random variable which
Finally, we are left with the task of verifying II and IV. Explicit assumptions which imply these statements will be given in the forthcoming section.
3. Regularity conditions and rates of convergence. To ensure consistency of our estimator D n (t n ) and to obtain bounds on the rate of convergence, we have to assume some regularity properties of the joint probability distribution of (Y, Z). The form of plausible regularity conditions depends on the way we look at this random vector: we may prefer either to consider the conditional distributions of Y given X, or the other way round. Thus, we have to examine separately two cases.
3.1. Regression model. If we regard Y as a function of X plus some random error (not necessarily independent of X), it is natural to assume the following.
R1.
For every x, the conditional distribution of Y given X = x has density f (y|x), which is bounded and uniformly continuous as a function of y, uniformly in x.
In other words, we assume that f (x|y) ≤ M for all x, y and to each ε there corresponds δ such that |y 1 −y 2 | < δ implies |f (y 1 |x)−f (y 2 |x)| < ε for all x.
R2. The matrix
Theorem 2. Under assumptions R1, R2, C4 and K, if h n = o(1) and h
P r o o f. In view of Theorem 1 and Lemma 1, it is enough to check that II holds, with
We have
for large n, if |f (y|x)| ≤ M and δ corresponds to ε in the definition of uniform continuity of f (y|x).
Corollary. Under the assumptions of Theorem 2, we have
To see this, note that D(t) ≤ M E|X|
2 and D n (t) → D(t) uniformly. Apply the Corollary to Theorem 1. Now, consider a stronger set of assumptions:
R3. For every x, the conditional distribution of Y given X = x has density f (y|x) with two uniformly bounded derivatives d dy f (y|x) and
Theorem 3. Under assumptions R2, R3, C5, K and KS, if h n = o(1) and h
The two entries in O p (·) correspond to bounds on "variance" and "bias" terms, respectively. Let us begin with the bound on | D n (t) − D n (t)|. Since our present assumptions imply C1 and C2, asymptotic normality (4) obtains, |t n − t 0 | = O p (n −1/2 ) and so we need a bound which is uniform in
The maximal inequality (17) gives
The right hand side of (21) can be bounded by
Since C5 is assumed, we can multiply the above inequality by |X| 4 and take expectation. It follows that the right hand side of (21) is at most
Therefore, (21) yields
Consequently,
sup
Now, let us turn to the bias term. Use the Taylor expansion of f (y|x) around y = t T X with the second order remainder written in the Lagrange form. We have (23) sup
In the above formula, y * is some point between y and t T X, and the constant N bounds d 2 f /dy 2 . Of course, the integral of the first order term cancels out due to KS.
We have yet to bound |D(t n ) − D(t 0 )| in probability. Note that (24) sup
by Lagrange's formula (here N bounds df /dy). Formulae (22)- (24) imply the conclusion.
Corollary. Under the assumptions of Theorem 3, the best bound on the rate of convergence obtains for h n = hn −1/5 . For such h n ,
It is interesting to compare the rate of convergence asserted above with the magnitude of the remainder term in Bahadur's representation of n 1/2 (t n −t 0 ). Kiefer (1967) proved this remainder is of precise order O(n −1/4 ) in probability in the univariate case, when X = 1 and t 0 is an α-quantile of Y . For linear models, the analogous result was obtained by Jurečková and Sen (1987; see also 1989) . In our setting, results of Niemiro (1992) show the remainder is O(n −1/4 (log n) 1/2 (log log n) 1/4 ) almost surely. Let us take the O(n −1/4 ) rate in probability as a very plausible conjecture. Since the representation of t n as a sum of independent random vectors is used to derive (4)-(6), we can expect the left hand side of (6) is χ 2 (d)-distributed up to an O(n −1/4 ) error. The additional error, introduced when we substitute D n (t n ) in place of D, is of order O(n −2/5 ). The same remark applies to (7) and (8). Needless to say, the whole above discussion is rather crude.
3.2. Discrimination model. Let us explain how the function Q, defined by (2) in the Introduction, can be used in two-class discriminant analysis.
Consider a random vector (J, Z) with values in {−1, 1} × R d . The binary random variable J is interpreted as the indicator of the class to which an object belongs. Components of Z describe some measurable or observable features of the object. For various reasons, it is often desirable to look for a linear discriminant function g(Z) = s + t T Z, s ∈ R, t ∈ R d . The goal is to select g such that, roughly speaking, the conditional distributions of g(Z) given J = 1 and J = −1 are well separated from each other. The separability can be quantified in many ways, of course. The following criterion is suggested by analogy with linear regression. Let (25) Q(s, t) = E (1 − J(s + t T Z)).
This criterion function is of the form considered in the Introduction. To see this, put Y = 1 and X T = J(1, Z T ); note that we included explicitly the "interception term" s, thus X is now of dimension d + 1 and Q : R d+1 → R. Assume appearing in (25) is given by (1). For (u) = |u|/2, Q(s, t) is small if sign(s + t T Z) is close to J. Some thought shows that the intuitive meaning of Q remains clear also for, say, (u) = u ∨ 0 = (u + |u|)/2. This is why (25) is more judicious than the (perhaps more familiarly looking) criterion E (J − (s + t T Z)). To state regularity conditions taylored for the model of discrimination, we will need the following quantities: on equivariance of (Q(s, t), J) with respect to affine transformations of Z (see Bobrowski 1986 or Niemiro 1987 . Unfortunately, in general the optimal "threshold" or "intercept" term s 1 is not equal to s 0 .
