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Abstract
In Weil (2001) formulas were proved for stationary Boolean models Z
in Rd with convex or polyconvex grains, which express the densities of
mixed volumes of Z in terms of related mean values of the underlying
Poisson particle process X. These formulas were then used to show that
in dimensions 2 and 3 the mean values of Z determine the intensity γ of X.
For d = 4 a corresponding result was also stated, but the proof given was
incomplete, since in the formula for the mean Euler characteristic V 0(Z)
a term V
(0)
2,2(X,X) was missing. This was pointed out in Goodey and
Weil (2002), where it was also explained that a new decomposition result
for mixed volumes and mixed translative functionals would be needed to
complete the proof.
Such a general decomposition result is now available based on flag
measures of the convex bodies involved (Hug, Rataj and Weil (2013,
2017)). Here, we show that such flag representations not only lead to
a correct derivation of the 4-dimensional result but even yield a corre-
sponding uniqueness theorem in all dimensions. In the proof of the latter,
we make use of Alesker’s representation theorem for translation invariant
valuations. We also discuss which shape information can be obtained in
this way and comment on the situation in the non-stationary case.
Key words and phrases: Stationary Boolean model, intensity, mean
values, Poisson process, mixed volumes, mixed functionals, translative
integral geometry, flag measures
AMS 2000 subject classifications. 60D05, 52A22; secondary 52A39,
60G55, 62M30
1 Introduction
Let Kd be the space of convex bodies (non-empty compact convex sets) in
Rd, d ≥ 2, supplied with the Hausdorff metric. A Boolean model with convex
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grains is a random closed set Z ⊂ Rd, generated as the union set of a Poisson
particle process X on Kd,
Z =
⋃
K∈X
K.
We refer to [8], for background information on random sets, point processes,
Boolean models and all further notions and results from Stochastic Geometry
which are used in the following without detailed explanation. If X and Z are
stationary (i.e., their distribution is invariant under translations in Rd), the
underlying process X is determined (in distribution) by two quantities, the
intensity γ (assumed to be positive and finite) and the distribution Q of the
typical grain, a probability measure on the subset Kd0 ⊂ K
d of convex bodies
with Steiner point at the origin. A major problem in applications, for example
when a Boolean model is fitted to given data, is to estimate γ, the mean number
of particles per unit volume, from measurements of the union set Z.
If X and Z are, in addition, isotropic (i.e., their distribution is also invariant
under rotations), the classical formulas of Miles and Davy (see [8, Theorem
9.1.4]) allow such an estimation. The formulas express the mean values V j(Z)
of the (additively extended) intrinsic volumes Vj , j = 0 . . . , d, of the Boolean
model Z as a triangular array of the mean values
V j(X) := γ
∫
Kd
0
Vj(K)Q(dK)
of X and read
V d(Z) = 1− e
−V d(X),
V d−1(Z) = e
−V d(X)V d−1(X),
and
V j(Z) = e
−V d(X)
∑
m∈mix(j)
(−1)|m|−1
|m|!
cdj
|m|∏
i=1
cmid V mi(X), (1.1)
for j = 0, . . . , d− 2. Here, for j ∈ {0, . . . , d− 1} we define
mix(j) :=
d−j⋃
k=1
mix(j, k),
where mix(j, 1) := {(j)} and
mix(j, k) := {(m1, . . . ,mk) ∈ {j+1, . . . , d− 1}
k : m1+ . . .+mk = (k− 1)d+ j}
for k ∈ {2, . . . , d−j}. Moreover, we put |m| := k ifm ∈ mix(j, k). The constants
involved are given by cmj := m!κm/(j!κj), where κm = pi
m/2/Γ(1 +m/2) is the
volume of an m-dimensional unit ball.
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This system of equations can be inverted from top to bottom to yield γ =
V 0(X) in terms of the mean values V j(Z) for j = 0, . . . , d.
Without the condition of isotropy, the estimation of the intensity remains
an interesting and challenging problem, some methods are discussed in Section
9.5 of [8]. One rather effective method, the so-called method of moments, was
discussed in a number of papers for the dimensions 2 and 3 (see the references
given in [8]). It uses mean values of direction dependent functionals like the
support function and the area measures (both additively extended to polyconvex
sets). In [11] a unified approach to these local results was given by considering
mixed volumes and mixed functionals of translative integral geometry instead
of (just) intrinsic volumes. The corresponding mean value formulas are
V d(Z) = 1− e
−V d(X),
V (Z[d− 1],K[1]) = e−V d(X)V (X [d− 1],K[1]),
and (
d
j
)
V (Z[j],K[d− j])
= e−V d(X)
∑
m∈mix(j)
(−1)|m|−1
|m|!
Vm,d−j(X, . . . , X,K
∗), (1.2)
for j = 0, . . . , d− 2, and all K ∈ Kd. Here, K∗ := −K is the reflection of K in
the origin, m = (m1, . . . ,mk) ∈ mix(j, k) and (m, d−j) ≡ (m1, . . . ,mk, d−j) ∈
mix(0, k+1), for k = 1, . . . , d−j. On the left side of (1.2), mean values of mixed
volumes of the Boolean model Z are used, whereas on the right, mean values
of mixed functionals Vm,d−j of the underlying particle process X are involved.
These mixed functionals arise from the (iterated) translative integral geomet-
ric formula for the intrinsic volumes (especially, from the Euler characteristic
V0). Note that here we simply write Vm,d−j and Vm,d−j instead of V
(0)
m,d−j and
V
(0)
m,d−j, since the upper index is determined by the information provided in
the lower index. Furthermore, in the special case where |m| = 1, the mixed
functionals are related to the mixed volumes by (2.2), which implies for the
corresponding mean values that(
d
j
)
V (X [j],K[d− j]) = V j,d−j(X,K
∗),
for all K ∈ Kd. The question arises whether the knowledge of the mean values
V (Z[j],K[d− j]), for j = 0, . . . , d, and all K ∈ Kd, determines the intensity γ
of X .
Notice that in the marginal cases j = d and j = 0 we have V (Z[d],K[0]) =
V d(Z) and V (Z[0],K[d]) = V 0(Z)Vd(K), respectively. Also
Vm,d(X, . . . , X,K
∗) = Vm(X, . . . , X)Vd(K)
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due to the decomposition property of mixed functionals. If we divide by Vd(K)
and make the summation explicit, the equation for j = 0 reads
V 0(Z) = e
−V d(X)
(
V 0(X)−
d∑
k=2
(−1)k
k!
×
d−1∑
m1,...,mk=1
m1+...+mk=(k−1)d
V m1,...,mk(X, . . . , X)
)
. (1.3)
Thus, in order to determine the intensity γ = V 0(X) from this equation,
the mixed densities Vm1,...,mk(X, . . . , X) have to be obtained, for all indices
m1, . . . ,mk, by the other equations in (1.2) for j = 1, . . . , d. As was shown in
[11], this works for dimensions d = 2 and d = 3. The main point is that, in
these small dimensions, only mixed volumes occur which are of the form
V (K[1],M [d− 1]) =
1
d
∫
Sd−1
h∗(K,u)Sd−1(M,du), (1.4)
forK,M ∈ Kd. Here h∗(K, ·) is the centered support function ofK (the support
function of the translate of K with Steiner point at the origin) and Sd−1(M, ·)
is a Borel measure on the unit sphere Sd−1, the (d − 1)st area measure of M .
Moreover, the value of V (K[1],M [d−1]) for fixed K and allM ∈ Kd determines
h∗(K, ·), and for fixed M and all K ∈ Kd it determines Sd−1(M, ·). Based on
these facts, one can show that all mean values V m1,...,mk(X, . . . , X) in (1.3) are
determined by the higher order mean values of Z, as long as the indices mi are
either 1 or d− 1. This is sufficient in dimensions d = 2 and d = 3, but for d = 4
the formula for the Euler characteristic reads
V 0(Z) = e
−V 4(X)
(
V 0(X)− V 1,3(X,X)−
1
2
V 2,2(X,X) (1.5)
+
1
2
V 2,3,3(X,X,X)−
1
24
V 3,3,3,3(X,X,X,X)
)
.
In [11, Eq. (20)] this formula was stated in an incorrect way. Not only were the
constants missing, also the term V 2,2(X,X) was left out. As was shown there,
the mixed expressions V 1,3(X,X) and V 3,3,3,3(X,X,X,X) are determined by
the above-mentioned principle. Moreover, also the term V 2,3,3(X,X,X) can
be obtained, since it can be expressed as a mixed functional with respect to
the Blaschke body B(X) of X (see [11, Proposition 3]). However, the missing
summand V 2,2(X,X) cannot be treated in this way and therefore the proof in
[11] is incomplete.
In fact, as was pointed out in [2], for a corresponding proof in the 4-
dimensional case an integral representation similar to (1.4) for the mixed volume
V (K[2],M [2]) would be necessary. Such a result has been shown now for arbi-
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trary d in [4], namely, for j ∈ {1, . . . , d− 1} we have
V (K[j],M [d− j]) (1.6)
=
∫
F (d,j+1)
∫
F (d,d−j+1)
fj(u, L, u
′, L′)ψd−j(M,d(u
′, L′))ψj(K, d(u, L))
for all K,M ∈ Kd which are in general relative position. Here ψj(K, ·) de-
notes the jth flag measure of K, a finite non-negative Borel measure on the
space F (d, j + 1) of all flags (u, L), where L is an element of the linear Grass-
mannian G(d, j + 1) and u is a unit vector in L (and similarly ψd−j(M, ·) is
the corresponding flag measure of M on F (d, d − j + 1)). The function fj on
F (d, j + 1) × F (d, d − j + 1) is a signed measurable function independent of
K and M . Recently [5], this result was extended to flag representations of
general mixed volumes V (K1[n1], . . . ,Kk[nk]) of bodies Ki ∈ K
d in general rel-
ative position with natural numbers ni such that n1 + . . . + nk = d and also
to flag formulas for mixed translative functionals Vm1,...,mk(K1, . . . ,Kk), where
m1 + . . .+mk = (k − 1)d.
Using these flag representations and related approximation results (used to
avoid any assumption on the relative position of the involved convex bodies),
we can now complete the proof of the 4-dimensional situation, but we will also
obtain the following general result.
Theorem 1.1. Let Z be a stationary Boolean model in Rd, d ≥ 2, with convex
grains and satisfying (2.4). If for j = 0, . . . , d and all K ∈ Kd the densities
of the mixed volumes V (Z[j],K[d − j]) are given, then the intensity γ of the
underlying Poisson particle process X and the mean flag measures∫
Kd
0
ψj(K, ·)Q(dK), j = 1, . . . , d− 1,
of the particles are determined.
Another essential ingredient of the proof of the theorem (necessary already in
the 4-dimensional case) is a deep result from valuation theory, namely Alesker’s
confirmation (see [1]) of a conjecture of McMullen. This result states (in gen-
eralized form) that every translation invariant continuous valuation ϕ on Kd
which is homogeneous of degree j ∈ {1, . . . , d− 1} can be approximated by spe-
cial linear combinations of mixed volumes, that is, for each n ∈ N there exist
λni ∈ R and K
n
i ∈ K
d, i ∈ {1, . . . , n}, such that
ϕ(M) = lim
n→∞
n∑
i=1
λni V (M [j],K
n
i [d− j]),
for all M ∈ Kd. In addition, the convergence is uniform for convex bodies M
contained in the unit ball Bd (see [1, p. 245–247]).
In the next section, we collect some background information on the notions
and results from convex geometry, valuation theory and stochastic geometry
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which are used later on. In Section 3, we complete the proof in the 4-dimensional
situation as a motivation for the proof of Theorem 1.1, which will be given in
Section 4. In Section 5 we collect some remarks on extensions and applications
of the main result. In particular, we discuss which shape information can be
obtained in the non-isotropic case. In the final Section 6, we consider the situa-
tion for non-stationary Boolean models where a corresponding uniqueness result
remains open for d ≥ 4. For dimensions d = 2 and d = 3, we explain condi-
tions under which a positive answer can be given, modifying thus corresponding
statements in [10] and [2]. We also use the opportunity, in Sections 3 and 6, to
correct some further misprints in [11].
2 Background information
We work in Euclidean space Rd, with scalar product 〈· , ·〉 and induced norm
‖ · ‖. Let Bd denote the unit ball and Sd−1 its boundary, the unit sphere. A
convex body K ⊂ Rd is a nonempty compact convex set, Kd denotes the space
of convex bodies together with the Hausdorff metric. We write Kd0 for the set
of all K ∈ Kd whose Steiner point is the origin; see [7] and [8, Chapter 14] for
further details. On Kd various geometric functionals are defined. The intrinsic
volumes Vj : K
d → [0,∞), for j = 0, . . . , d, are positively homogeneous of
degree j, motion invariant, continuous and additive functionals, which can be
introduced via the Steiner formula for the volume Vd(K + λB
d) of the parallel
body K + λBd, λ ≥ 0,K ∈ Kd. Since additivity (the valuation property) is a
fundamental property which is crucial for many relations used in the following,
we recall that a functional ϕ : Kd → R is additive (a valuation) if
ϕ(K ∪M) + ϕ(K ∩M) = ϕ(K) + ϕ(M)
for all K,M ∈ Kd for which K ∪ M ∈ Kd. The intrinsic volumes can also
be viewed as particular examples of mixed volumes of convex bodies. Mixed
volumes are continuous functionals V : (Kd)d → [0,∞) which arise as coefficients
in an expansion
Vd
(
m∑
i=1
λiKi
)
=
m∑
i1,...,id=1
λi1 · · ·λidV (Ki1 , . . . ,Kid)
for λi ≥ 0 and Ki ∈ K
d, i = 1, . . . ,m. The mixed volume is symmetric in
its d arguments and hence uniquely determined by this expansion. Therefore,
writing briefly V (K[j],M [d− j]) for V (K, . . . ,K,M, . . . ,M) with j copies of K
and d− j copies of M , we obtain
Vd(K + λM) =
d∑
j=0
λd−j
(
d
j
)
V (K[j],M [d− j])
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for λ ≥ 0 and K,M ∈ Kd. In the special case j = 1 (and similarly for j = d−1),
as pointed out before we have the integral representation
V (K[1],M [d− 1]) =
1
d
∫
Sd−1
h(K,u)Sd−1(M,du),
where h(K, ·) is the support function of K (considered as a function on Sd−1)
and Sd−1(M, ·) is a finite Borel measure on the unit sphere (the top order area
measure of M). Since Sd−1(M, ·) is centred (that is to say, the centre of the
mass distribution is the origin), the integrand is only determined up to a linear
function, that is, up to a translate of K. Hence this translate can be chosen
such that the Steiner point is the origin (see (1.4)).
An important result for area measures is Minkowski’s existence and unique-
ness result, which states that, for any finite, centred and non-degenerate (not
concentrated on a great subsphere) Borel measure µ on the unit sphere, there
is up to a translation a unique convex body Bµ such that µ = Sd−1(Bµ, ·).
It is well known that the area measure Sd−1(K, ·) of a convex body K ∈ K
d
is one member of the family of area measures Sj(K, ·), j = 0, . . . , d − 1, which
are all finite, centred Borel measures on Sd−1 and can be obtained via a local
Steiner formula. In fact, they are all special instances of the mixed area measures
(see [8, Section 14.3, p. 611]). Here, however, we need another extension of
the area measures that has recently been studied more intensively. First, we
use the renormalization Ψd−1(K, ·) :=
1
2Sd−1(K, ·) whose total measure equals
Vd−1(K). For k ∈ {1, . . . , d}, we then consider the flag space
F (d, k) := {(u, U) ∈ Sd−1 ×G(d, k) : u ∈ U}
and on the Borel sets of F (d, j + 1), for j = 0, . . . , d− 1, the flag measure
ψj(K, ·) :=
∫
G(d,j+1)
∫
Sd−1∩U
1{(u, U) ∈ ·}ΨUj (K|U, du) νj+1(dU), (2.1)
where ΨUj (K|U, ·) is the renormalized area measure of the projection of K to U ,
with respect to the subspace U , and νj+1 is the rotation invariant Haar proba-
bility measure on G(d, j + 1). In particular, the map K 7→ ψj(K, ·) is additive
and positively homogeneous of degree j. We refer to [6] and [13] for background
information on flag measures of convex bodies (in particular, for different nor-
malizations and isomorphic versions), and to [4, 5] for integral representations
of mixed volumes and mixed functionals with respect to flag measures as needed
here and described in the following sections.
In addition to the mixed volumes, we need certain mixed functionals of
translative integral geometry and their relation to mixed volumes. The mixed
functionals we will make use of are determined by the iterated translative inte-
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gral formula for the intrisic volumes, that is,∫
Rd
· · ·
∫
Rd
Vj(K1 ∩ (K2 + x2) ∩ . . . ∩ (Kk + xk))λd(dx2) · · ·λd(dxk)
=
d∑
m1,...,mk=j
m1+...+mk=(k−1)d+j
Vm1,...,mk(K1, . . . ,Kk),
for j ∈ {0, . . . , d}, k ≥ 2 and K1, . . . ,Kk ∈ K
d. Here λd denotes d-dimensional
Lebesgue measure. We refer to [7, 8] and to [9] for properties of the mixed
functionals Vm1,...,mk and various (local and abstract) extensions. As mentioned
in the Introduction, mixed volumes and the mixed functionals of translative
integral geometry are different objects, but they are closely related for k = 2
and j = 0 where we have(
d
m
)
V (K[m],M [d−m]) = Vm,d−m(K,M
∗). (2.2)
The mixed functionals again satisfy translative integral geometric formulas. For
instance, we have∫
Rd
Vm1,...,mk−2,m(K1, . . . ,Kk−2,Kk−1 ∩ (Kk + x))λd(dx)
=
d∑
mk−1,mk=m
mk−1+mk=d+m
Vm1,...,mk−2,mk−1,mk(K1, . . . ,Kk−2,Kk−1,Kk),
for k ≥ 3 and m1 + . . .+mk−2 +m = (k − 2)d+ j.
These functionals on convex bodies and their additive extensions to poly-
convex sets are used in the study of Boolean models. In the Introduction, a
stationary Boolean model was defined as the union set of a stationary Poisson
particle process X in Kd. An alternative description in terms of an indepen-
dently marked Poisson point process is given in [8] (see also the extensive lit-
erature cited there). Writing E for expectation with respect to an underlying
probability measure P, we assume in the following that the intensity measure
EX of X is locally finite and non-zero, and hence by stationarity has the form
EX(·) = γ
∫
Kd
0
∫
Rd
1{K + x ∈ ·}λd(dx)Q(dK),
where γ ∈ (0,∞) is the intensity of X and Q is a probability measure on the
space of convex bodies, concentrated on bodies with Steiner point at the origin.
The assumption of local finiteness of the intensity measure is equivalent to∫
Kd
0
Vj(K)Q(dK) <∞, j = 1, . . . , d, (2.3)
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and ensures that indeed Z is a random closed set. This assumption is always
tacitly made. For our analysis, we will need the additional moment assumption∫
Kd
0
V1(K)
d−2 Q(dK) <∞, (2.4)
which implies (2.3) for j = 1, . . . , d − 2, by a special case of [8, (14.31)] and
Ho¨lder’s inequality. In particular, all moments with exponent j < d − 2 are
finite as well. If ϕ is a measurable, nonnegative functional on (Kd)q+r which is
translation invariant in each argument, we define the mean values (densities) of
ϕ for the particle process X by
ϕ(X, . . . , X,M1, . . . ,Mr)
:= γq
∫
(Kd
0
)q
ϕ(K1, . . . ,Kq,M1, . . . ,Mr)Q
q(d(K1, . . . ,Kq)),
for allM1, . . . ,Mr ∈ K
d. Here we allow r = 0 which gives us ϕ(X, . . . , X). Thus,
in particular, the mean values V j(X), Vm(X, . . . , X) and Vm,d−j(X, . . . , X,M)
from the Introduction are defined and finite, as a consequence of (2.3) and the
translative integral formula. In addition to scalar valued mean values, the mean
values of support functions and area measures are also required. They are
defined in the obvious way by
h(X, ·) := γ
∫
Kd
0
h(K, ·)Q(dK)
and
Sd−1(X, ·) := γ
∫
Kd
0
Sd−1(K, ·)Q(dK).
It follows from (2.3) that h(X, ·) is a finite function, which is again a support
function of a convex body M(X) ∈ Kd0 , the mean body of X , and Sd−1(X, ·) is
again a finite, centred Borel measure on the unit sphere. If it is non-degenerate,
then it is the area measure of a convex body B(X) ∈ Kd0 , the Blaschke body of
X ,
Sd−1(X, ·) = Sd−1(B(X), ·).
It is important to keep in mind, that these mean values and B(X) are deter-
ministic objects and X simply reminds of the dependence on X , that is, on γ
and Q, which are uniquely determined by X .
The Blaschke body B(X) of X exists, if the measure Sd−1(X, ·) is not sup-
ported by a subsphere of Sd−1. This means that the distribution Q is not
concentrated on convex bodies which all lie in parallel hyperplanes. We can and
will assume this without loss of generality, since in a Boolean model with parti-
cles lying in parallel hyperplanes almost surely no overlaps occur. Thus, in this
case the intensity of X can be estimated directly since the Boolean model Z and
the particle process X contain the same information. In particular, Theorem
1.1 is trivially true in this case.
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Under the given assumptions, the additivity properties of the functionals
Vj and V (· [j],K[d− j]) ensure that also the deterministic densities V j(Z) and
V (Z[j],K[d− j]) of the Boolean model Z can be defined. One possibility would
be to use the relations to the mean values of X , as they were described in
the Introduction, relations which are specific for the current setting that is
based on an underlying Poisson process. However, such densities can be defined
for functionals ϕ of more general random sets Z, either through a limit for a
sequence of growing windows (which requires additivity of ϕ) or as a Radon-
Nikodym derivative, which is based on local versions of the functionals ϕ. We
refer to [8, Chapter 9], for details.
3 The 4-dimensional case
We complete now the proof of the case d = 4 of Theorem 1.1. It motivates
the ideas for the general case in the next section, but is simpler and therefore
shorter due to the structure of the mixed mean values which occur. We first
recall the density formulas for the mixed volumes in four dimensions. They read
V 4(Z) = 1− e
−V 4(X), (3.1)
V (Z[3],K[1]) = e−V 4(X)V (X [3],K[1]), (3.2)
V (Z[2],K[2]) = e−V 4(X)
(
V (X [2],K[2])−
1
12
V 3,3,2(X,X,K
∗)
)
, (3.3)
V (Z[1],K[3]) = e−V 4(X)
(
V (X [1],K[3])−
1
4
V 2,3,3(X,X,K
∗)
+
1
24
V 3,3,3,3(X,X,X,K
∗)
)
, (3.4)
V 0(Z) = e
−V 4(X)
(
V 0(X)− V 1,3(X,X)−
1
2
V 2,2(X,X)
+
1
2
V 2,3,3(X,X,X)−
1
24
V 3,3,3,3(X,X,X,X)
)
. (3.5)
This is the corrected version of [11, (20)], both with respect to the missing term
V 2,2(X,X) and to erroneous constants. We assume that all five mean values
on the left are known for all K. Clearly, (3.1) determines the factor e−V 4(X) in
all other equations. From (1.4) we thus obtain that (3.2) determines the mean
area measure S3(X, ·) and thus the Blaschke body B(X). In [11, Proposition
3], it was shown that in all mean values, where the homogeneity index 3 occurs,
the corresponding variable X can be replaced by B(X). For example,
V 3,3,2(X,X,K
∗) = V3,3,2(B(X), B(X),K
∗)
which is determined, since B(X) is known. Thus (3.3) yields
V (X [2],K[2]) = 16V 2,2(X,K
∗)
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for all K. Using the translative integral formula for the variable K, we get the
mean mixed functional V 2,3,3(X,K,M) for all convex bodies K,M . In fact, for
all convex bodies L,K,M ∈ K40 and α, β ≥ 0 we have∫
R4
V2,2(L, (αK) ∩ (βM + x))λd(dx)
= α2β4V2,2(L,K)V4(M) + α
4β2V2,2(L,M)V4(K) + α
3β3V2,3,3(L,K,M),
and hence∫
R4
V 2,2(X, (αK) ∩ (βM + x))λd(dx)
= α2β4V 2,2(X,K)V4(M) + α
4β2V 2,2(X,M)V4(K) + α
3β3V 2,3,3(X,K,M).
In particular, we obtain the quantities
V 2,3,3(X,B(X),K
∗) = V 2,3,3(X,X,K
∗)
in (3.4) and
V 2,3,3(X,B(X), B(X)) = V2,3,3(X,X,X)
in (3.5). Thus, from (3.4), V (X [1],K[3]) is determined for all K. Again by
(1.4), this gives us h(X, ·) and hence
V 1,3(X,X) =
1
4
∫
Sd−1
h(X,u)S3(X, du).
Therefore, the only summand in (3.5) which remains to be discussed (apart from
γ = V 0(X)) is V 2,2(X,X). As we will show, this mean value is determined by
the knowledge of V (X [2],K[2]) for all K, which we have already obtained.
For a continuous function g on the flag space F (4, 3), we consider the func-
tional
ϕg(M) =
∫
F (4,3)
g(u, L)ψ2(M,d(u, L)), M ∈ K
d,
and its mean value
ϕg(X) = γ
∫
Kd
0
ϕg(M)Q(dM) =
∫
F (4,3)
g(u, L)ψ2(X, d(u, L)).
Obviously, ϕg is an element of Val
(4)
2 , the vector space of translation invariant,
continuous valuations on R4 which are positively homogeneous of degree 2. By
Alesker’s result [1], ϕg can be approximated by linear combinations of special
mixed volumes, that is, for each ε > 0 there are n ∈ N, λ1, . . . , λn ∈ R and
K1, . . . ,Kn ∈ K
4
0 such that
|ϕg(M)−
n∑
i=1
λiV (M [2],Ki[2])| ≤ εR(M)
2 ≤ ε · c1V1(M)
2,
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for all M ∈ Kd, where R(M) denotes the circumradius of M and V1(M) ≥
c2diam(M) ≥ c2R(M), with some positive constant c1, c2, by the monotonicity
of the intrinsic volume V1. Hence
|ϕg(X)−
n∑
i=1
λiV (X [2],Ki[2])| ≤ ε · c3,
with some constant c3 > 0, due to the assumption (2.4) for d = 4. This shows
that ϕg(X) is determined by V (X [2],K[2]), for all K ∈ K
4
0. Notice that the
mean values ϕg(X) exist, since∫
F (4,3)
|g(u, L)|ψ2(X, d(u, L)) ≤ ‖g‖V 2(X) <∞.
Thus we obtain
∫
F (4,3) g(u, L)ψ2(X, d(u, L)) for all continuous functions g and
therefore ψ2(X, ·). But then also ψ2(X
∗, ·) is determined.
Let again ε > 0 be arbitrary. In [4], an ε-approximation V (ε)(M [2],K∗[2]) ≥
0 of the mixed volume V (M [2],K∗[2]), for anyM,K ∈ K40, has been introduced
such that
V (ε)(M [2],K∗[2])ր V (M [2],K∗[2]),
as ε ց 0. Moreover, it was shown that there exist bounded, measurable func-
tions f
(ε)
2 on F (4, 3)× F (4, 3) such that
V (ε)(M [2],K∗[2])
=
∫
F (4,3)
∫
F (4,3)
f
(ε)
2 (u, L, u
′, L′)ψ2(K
∗, d(u′, L′))ψ2(M,d(u, L)).
Integration against γ2Q2 then yields that∫
F (4,3)
∫
F (4,3)
f
(ε)
2 (u, L, u
′, L′)ψ2(X
∗, d(u′, L′))ψ2(X, d(u, L))
= γ2
∫
K4
0
∫
K4
0
V (ε)(M [2],K∗[2])Q(dK)Q(dM)
ր γ2
∫
K4
0
∫
K4
0
V (M [2],K∗[2])Q(dK)Q(dM)
= V (X [2], X∗[2]), (3.6)
as ε ց 0. Since ψ2(X, ·) and ψ2(X
∗, ·) are determined, we conclude that
6V (X [2], X∗[2]) = V2,2(X,X) is determined as well. This completes the proof
of the 4-dimensional case of Theorem 1.1 and replaces the incomplete proof in
[11].
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4 Proof of the general case
For general dimension d ≥ 5, more complicated mixed functionals and their
mean values occur, which cannot be expressed by the Blaschke body and the
mean body anymore. Here, we need the recent extension [5] of the flag formu-
las. Moreover, the truncation argument which we used already in the previous
section is more subtle and will be explained in detail.
To start with the proof of Theorem 1.1, we use again that V d(Z) and the
equation
V d(Z) = 1− e
−V d(X)
determine the factor
q = e−V d(X)
in the remaining equations. Thus
V (Z[d− 1],K[1]) = q V (X [d− 1],K[1])
determines V (X [d − 1],K[1]), for all K ∈ Kd. From (1.4) we get that this
determines the mean area measure Sd−1(X, ·). Up to a constant, this is the
mean flag measure ψd−1(X, ·) (if we identify (u,R
d) and u). We now proceed
by recursion.
Proposition 4.1. Let j ∈ {1, . . . , d− 2} and assume that q and the mean flag
measures ψd−1(X, ·), . . . , ψj+1(X, ·) are given. Then the values of the densities
V (Z[j],K[d− j]), for all K ∈ Kd, determine the mean flag measure ψj(X, ·).
Proof. We recall formula (1.2) in more explicit form
(
d
j
)
V (Z[j],K[d− j]) = q
((
d
j
)
V (X [j],K[d− j]) (4.1)
−
d−j∑
k=2
(−1)k
k!
d−1∑
m1,...,mk=j+1
m1+...+mk=(k−1)d+j
V m1,...,mk,d−j(X, . . . , X,K
∗)
)
.
In Hug-Rataj-Weil [5, Section 6], the formula
Vm(K1, . . . ,Kk,K
∗)
=
∫
F (d,d−j+1)
∫
F (d,mk+1)
· · ·
∫
F (d,m1+1)
fm(u1, L1, . . . , uk, Lk, u, L)
× ψm1(K1, d(u1, L1)) · · ·ψmk(Kk, d(u1, L1))ψd−j(K
∗, d(u, L)) (4.2)
was proved. Here, the index m stands shortly for (m1, . . . ,mk, d − j) and the
function fm is of the form
fm(u1, L1, . . . , uk, Lk, u, L) = Gm(u1, . . . , uk, u) · φm(u1, L1, . . . , uk, Lk, u, L).
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Also, Gm ≥ 0 is measurable, but unbounded, whereas φm is a signed continuous
function. Both functions are given explicitly in [5]. The special case where
k = 1 was treated in [4] and has been used in the previous section for dimension
d = 4. In this generality, the formula requires that the bodies K1, . . . ,Kk,K
∗
are in general position. We need not go into details here, since we will use an
argument to avoid this condition. Namely we consider, as in [5], the bounded
approximation
V (ε)
m
(K1, . . . ,Kk,K
∗) ≥ 0, ε > 0,
which can be described similarly as in (4.2), but with a function f
(ε)
m which is
obtained by replacing Gm(u1, . . . , uk, u) by the bounded, measurable and non-
negative function
G(ε)
m
(u1, . . . , uk, u) = Gm(u1, . . . , uk, u)1{dist(o, conv{u1, . . . , uk, u}) ≥ ε},
where conv{u1, . . . , uk, u} denotes the convex hull of u1, . . . , uk, u ∈ R
d. Since
Gm(u1, . . . , uk, u) = 0 if u1, . . . , uk, u are linearly dependent, we obtain
G(ε)
m
ր Gm
as εց 0. As is shown in [5, Section 6], this implies
V (ε)
m
(K1, . . . ,Kk,K
∗)ր Vm(K1, . . . ,Kk,K
∗)
for all K1, . . . ,Kk,K ∈ K
d, without an additional condition of general position.
The reason is that Vm(K1, . . . ,Kk,K
∗) obeys a curvature representation over
the normal bundles of the bodies K1, . . . ,Kk,K
∗ (this was shown in [3]) and
the truncated functional V
(ε)
m (K1, . . . ,Kk,K
∗) has a similar representation (this
was shown in [5]).
Now we can proceed with the proof. The definition of the truncated func-
tionals and the monotone convergence transfers to the mean values
V
(ε)
m
(X, . . . , X,K∗)
=
∫
F (d,d−j+1)
∫
F (d,mk+1)
· · ·
∫
F (d,m1+1)
f (ε)
m
(u1, L1, . . . , uk, Lk, u, L)
× ψm1(X, d(u1, L1)) · · ·ψmk(X, d(u1, L1))ψd−j(K
∗, d(u, L))
and
V
(ε)
m
(X, . . . , X,K∗)
= γk
∫
V (ε)
m
(K1, . . . ,Kk,K
∗)Qk(d(K1, . . . ,Kk))
ր γk
∫
Vm(K1, . . . ,Kk,K
∗)Qk(d(K1, . . . ,Kk))
= Vm(X, . . . , X,K
∗),
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as ε ց 0, compare the derivation of (3.6). Due to our assumptions, the mean
flag measures ψm1(X, ·), . . . , ψmk(X, ·) are determined (recall that mi ≥ j +
1), and thus V
(ε)
m
(X, . . . , X,K∗) is determined for all ε > 0, which gives us
Vm(X, . . . , X,K
∗) for all K. From (4.1), we deduce that V (X [j],K[d − j]) is
given for all K.
In the remaining part of the proof, we argue as in the 4-dimensional case.
Let ϕg be a valuation of the form
ϕg(M) =
∫
F (d,j+1)
g(u, L)ψj(M,d(u, L)),
where M ∈ Kd and g is a continuous function on F (d, j + 1). Any such valu-
ation is translation invariant, continuous and homogeneous of degree j. From
Alesker’s result we obtain that for each ε > 0 there are n ∈ N, λ1, . . . , λn ∈ R
and K1, . . . ,Kn ∈ K
d such that
|ϕg(M)−
n∑
i=1
λiV (M [j],Ki[d− j])| ≤ c4 εV1(M)
j ,
with a constant c4 (depending only on the dimension d), for allM ∈ K
d. Hence,
under the moment assumption (2.4), we conclude that the mean values ϕg(X)
are determined. The corresponding integrals then determine ψj(X, ·).
To complete the proof of Theorem 1.1, we notice that we obtained already the
mean values p = e−V d(X) and ψd−1(X, ·), the starting point for the recursion.
Proposition 4.1 thus shows that all mean flag measures
ψd−1(X, ·), . . . , ψ1(X, ·)
are determined. Using (4.2) again, together with the truncation method ex-
plained above, we obtain all mean values
V m1,...,mk(X, . . . , X)
with mi ∈ {1, . . . , d− 1} and such that m1 + . . .+mk = (k − 1)d.
By (1.3), the intensity γ is determined.
5 Remarks
In the following we comment on extensions and applications of the main result,
Theorem 1.1.
1. All notions used in the theorem and its proof, like mixed volumes, mixed
translative functionals and flag measures, are additive and continuous (scalar
or measure-valued) functionals on Kd. Hence they have an additive extension
to polyconvex sets (finite unions of convex bodies). Therefore, Theorem 1.1 also
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holds for Boolean models Z with polyconvex grains, after appropriate modifica-
tions. We mention that the results in [11] were obtained for polyconvex grains.
This required a modified integrability condition (see [11, formula (2)]) and cor-
respondingly (2.4) has to be adjusted. Also, the assumption has to be made that
the particles have Euler characteristic one, since otherwise we do not obtain the
intensity γ but γV 0(X). We refrain from formulating the corresponding result.
2. Let Val denote the space of translation invariant continuous valuations
on Kd and Valj the subspace of valuations which are homogeneous of degree
j, j = 0, . . . , d. Every ϕ ∈ Val has a unique decomposition ϕ =
∑d
j=0 ϕj ,
ϕj ∈ Valj , where ϕ0 is a multiple of V0 and ϕd is a multiple of Vd. Alesker’s
approximation result indicates that the formulas (1.2) have counterparts for the
homogeneous components ϕj , j = 0, . . . , d, of ϕ ∈ Val, where mean values of X
for certain mixed valuations occur on the right. This is indeed the case and was
obtained in [12, Corollary 6.3] in a direct way using translative integral formulas
for the functionals ϕj .
3. In this context, it should be remarked that the mean values for mixed volumes
of Z not only determine the mean flag measures∫
Kd
0
ψj(K, ·)Q(dK), j = 1, . . . , d− 1,
(as formulated in Theorem 1.1), but also all mean values∫
Kd
0
ϕj(K)Q(dK),
for ϕj ∈ Valj , j = 0, . . . , d (as it was demonstrated in the proof). For isotropic
Z, this does not lead to new information, since then ϕj can be assumed to be
rotation invariant. By Hadwiger’s theorem (see [7, Theorem 6.4.3]), this gives
V j(X), thus we are back in the situation of (1.1), which is clear since (1.1) and
(1.2) are equivalent in the isotropic case.
4. For non-isotropic Z, the knowledge of ϕj(X) can give us some information
on the shape. For j = 1, we can choose ϕ1(K) = h(K, ·). Thus we obtain
the Minkowski mean M˜(X) := γ−1M(X) of X . This already shows that the
underlying Poisson process is completely determined, if the distribution Q is
concentrated on a single shape. As images of the mean flag measures, we also
get the mean area measures∫
Kd
0
Sj(K, ·)Q(dK), j = 1, . . . , d− 1.
In particular, we get the Blaschke mean B˜(X) := γ−1B(X). This, together
with M˜(X) and the mean particle volume V˜d(X) := γ
−1V d(X), determines the
processX , if Q is concentrated on two different shapes K1 and K2 = cK1, c 6= 1,
with inner points. In general, the mean area measures give us the first dmoments
of the distribution Pξ, if the typical grain is of the form ξK0, with a fixed body
K0 ∈ K
d
0 and a random variable ξ ≥ 0. For many parametric situations this
implies that the whole distribution Q (and thus the body K0) is determined.
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6 Non-stationary Boolean models
In [11] (see also [8, Section 11.1]), the formulas (1.2) were generalized to certain
non-stationary Boolean models Z, namely those for which the underlying Pois-
son process X has a translation regular intensity measure Θ. This condition
means that Θ is absolutely continuous with respect to a translation invariant,
locally finite measure Θ˜ on Kd. Explicitly, we have
Θ(A) =
∫
Kd
0
∫
Rd
1A(K + x)η(K,x)λd(dx)Q(dK), (6.1)
for all Borel sets A ⊂ Kd and with a measurable function η ≥ 0 on Kd0 ×R
d. In
order to simplify the following presentation, we make the additional assumption
that η is continuous and does not depend on K, that is, η(x) is the spatial
intensity of X at x ∈ Rd. We call such a Boolean model regular. Under these
conditions, the decomposition (6.1) is unique and the densities of mixed volumes
and mixed functionals in the following formulas exist pointwise (not only almost
everywhere). The counterpart to (1.2) then reads
V d(Z; z) = 1− e
−V d(X;z), (6.2)
V (Z[d− 1],K[1]; z) = e−V d(X;z)V (X [d− 1],K[1]; z), (6.3)
and(
d
j
)
V (Z[j],K[d− j]; z)
= e−V d(X;z)
∑
m∈mix(j)
(−1)|m|−1
|m|!
Vm,d−j(X, . . . , X,K
∗; z, . . . , z), (6.4)
for j = 0, . . . , d − 2, all z ∈ Rd, and all K ∈ Kd. Here, on the left of (6.2),
the function V d(Z; ·) is defined as the Radon-Nikodym derivative of the expec-
tation measure Eλd(Z, ·) (where λd(Z, ·) denotes the restriction of λd to Z).
Similarly,
(
d
j
)
V (Z[j],K[d − j]; ·), for j = 0, . . . , d − 1, is defined as the Radon-
Nikodym derivative of the expectation measure EΦj,d−j(Z,K
∗; · × Rd), where
Φj,d−j(Z,K
∗; ·) = Φ
(0)
j,d−j(Z,K
∗; ·) is the mixed translative measure, the local
variant of the mixed functional Vj,d−j(Z,K
∗) (see [8, Section 5.2]). Recall here
that
(
d
j
)
V (M [j],K[d− j]) = Vj,d−j(M,K
∗). Also, it should be mentioned that
Φj,d−j(Z(ω),K
∗; ·×Rd) exists by additive extension and is a locally finite signed
measure on Rd, for all sets Z(ω) in the extended convex ring. Thus, the random
variable Φj,d−j(Z,K
∗;A×Rd) is defined and finite for every bounded Borel set
A ⊂ Rd.
On the right, the mean mixed functionals Vm,d−j(X, . . . , X,K
∗; ·) are de-
fined more directly as Radon-Nikodym derivatives of the expectation measures
E
∑
(M1,...,Mj)∈X
j
6=
Φm,d−j(M1, . . . ,Mj,K
∗; · × Rd) (6.5)
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with respect to λjd (the j-fold product measure of λd). The summation here
is over all j-tuples (M1, . . . ,Mj) ∈ (K
d)j of pairwise different particles Mi in
X and the mixed measure Φm,d−j(M1, . . . ,Mj ,K
∗; ·) is a finite measure on
(Rd)j+1 and arises from the (iterated) translative integral formula for the local
analog of the intrinsic volumes, the curvature measures (see [11, Section 5] and
[8, Section 6.4]). As was shown in [11, Theorem 5], the measure (6.5) is indeed
locally finite and absolutely continuous. Moreover, the derivative satisfies
Vm,d−j(X, . . . , X,K
∗; z1, . . . , zj)
=
∫
(Kd
0
)j
∫
(Rd)j
η(z1 − x1) · · · η(zj − xj) (6.6)
× Φm,d−j(M1, . . . ,Mj,K
∗; d(x1, . . . , xj)× R
d)Qj(d(M1, . . . ,Mj)).
Since we require η to be continuous, this integral representation holds for all
(z1, . . . , zj) ∈ (R
d)j , not only almost everywhere. The absolute continuity of
V (Z[j],K[d− j]; · × Rd) was then shown in [11, Theorem 6] (see also [8, The-
orem 11.1.2]). Here, in lines 10–13 of the proof [11, p. 54], the differential
λd(dz1) · · ·λd(dzk) has to be replaced by λd(dz) and consequently the variables
z1, . . . , zk in the integrands have to be replaced by one variable z.
Since for j = 0 the decomposition result, which we used for mixed volumes
and mixed functionals, also holds for the mixed measures in (6.6), we obtain
from (6.4) the following formula for the density of the Euler characteristic at
z ∈ Rd,
V 0(Z; z) = e
−V d(X;z)
∑
m∈mix(0)
(−1)|m|−1
|m|!
Vm(X, . . . , X ; z, . . . , z). (6.7)
In order to discuss the question which information on X can be extracted
from the local densities of Z in (6.4), let us start with the simpler equations
(6.2) and (6.3). Obviously, (6.2) determines q(z) := e−V d(X;z) and, given q(z),
(6.3) determines V (X [d− 1],K[1]; z), for all K ∈ Kd. From (6.6) we get
dV (X [d− 1],K[1]; z) =
∫
Kd
0
∫
Rd
η(z − x)Φd−1,1(M,K
∗; dx× Rd)Q(dM).
and [2, Corollary 3] yields
dV (X [d− 1],K[1]; z) =
∫
Kd
0
∫
Nor (M)
η(z − x)h∗(K,u)Θd−1(M ; d(x, u))Q(dM)
=
∫
Sd−1
h∗(K,u)µz(du),
where µz is the measure
µz(·) :=
∫
Kd
0
∫
Nor (M)
η(z − x)1(u ∈ ·)Θd−1(M,d(x, u))Q(dM)
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on Sd−1 and Θd−1(M, ·) is the (d− 1)-st support measure (normalized as in [7])
on the normal bundle Nor (M) of M . If we write ωd−1 for spherical Lebesgue
measure and center µz by
µ∗z(·) := µz(·)−
1
κd
∫
Sd−1
1(u ∈ ·)〈u, c〉ωd−1(du),
with
c :=
∫
Sd−1
uµz(du),
then the collection of densities V (X [d − 1],K[1]; z),K ∈ Kd, determines µ∗z
uniquely (see [2, Lemma 4]).
This observation already emphasizes a difficulty which arises for non-statio-
nary Z. Namely, mixed volumes are translation invariant in each component.
Therefore, they only provide information on the bodies involved which is of
‘centred type’ (surface area measures, flag measures, centred support functions,
etc.). Consequently, in the non-stationary case, a centredness property of the
Boolean model Z seems necessary. Let us assume, for fixed z ∈ Rd, that Z
is centred at z, meaning that c = 0 (that is, µz is centred) or, equivalently,
µ∗z = µz.
In dimensions 2 and 3, and for a Boolean model Z which is centred at z,
we obtain uniqueness theorems similar to our Theorem 1.1. The case d = 2
was discussed in [10] (and again in [2]) and the case d = 3 in [2]. It was shown
that the local densities V (Z[j],K[d − 1]; z), for j = 0, . . . , d and all K ∈ Kd,
determine the convoluted intensity function
V 0(X ; z) :=
∫
Rd
η(z − x) Φ˜0(X, dx),
where
Φ˜0(X, ·) :=
∫
Kd
0
Φ0(M, ·)Q(dM)
is the expected (with respect to Q) Gaussian curvature measure of the particles.
If Z is stationary, then η ≡ γ, hence V 0(X ; z) = γ since Φ0(M,R
d) = V0(M) =
1. Note that these results are of local type, they hold for a fixed position z ∈ Rd
and require only the knowledge of the local densities of Z in z. Since in [10]
and [2] there were some erroneous statements about the centredness of certain
functions, we sketch here the proofs of these results. As explained above, we
obtain q(z) and µ∗z. Then, for d = 2, only the equation (6.7) remains, reading
V 0(Z; z) = q(z)
(
V 0(X ; z)−
1
2
V 1,1(X,X ; z, z)
)
.
As was shown in [2] (combine p. 332, lines -1 to -3, and Corollary 2),
V 1,1(X,X ; z, z) =
∫
S1
∫
S1
α(u, v) det(u, v)µz(du)µz(du),
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where α(u, v) ∈ [0, pi] is the angle between u and v and det(u, v) is the absolute
determinant. For centred Z, µz = µ
∗
z is known, which gives us V 1,1(X,X ; z, z)
and thus V 0(X ; z).
For d = 3, we have two remaining equations,
V (Z[1],K[2]; z) = q(z)
1
3
(
V 1,2(X,K
∗; z)−
1
2
V 2,2,2(X,X,K
∗; z, z)
)
and
V 0(Z; z) = q(z)
(
V 0(X ; z)− V 1,2(X,X ; z, z) +
1
6
V 2,2,2(X,X,X ; z, z, z)
)
.
Concerning the first equation, it was shown in [2, p. 342] that
V 2,2,2(X,X,K
∗; z, z)
=
∫
S2
∫
S2
∫
S2
α(u, v, w) det(u, v, w)µz(du)µz(dv)S2(K
∗, dw),
where α(u, v, w) is now a spherical angle between u, v, w (the spherical volume of
the spherical triangle spanned by these vectors) and det(u, v, w) is the absolute
determinant. Again, using that Z is centred and hence that µz = µ
∗
z is known,
we obtain V 1,2(X,K
∗; z). Letting K vary, Lemma 5 in [2] shows that h∗z is
determined for d = 3. Here,
hz(u) :=
∫
Kd
0
∫
Rd
η(z − x)ρ(M ;u, dx)Q(dM), u ∈ Sd−1,
is the density of the support function of X , defined via the local version of the
support function h(M, ·), the support kernel ρ(M ; ·, dx), and h∗z is the centred
version
h∗z(·) := hz(·)−
1
κd
〈
·,
∫
Sd−1
uhz(u)ωd−1(du)
〉
.
From [11, p. 343], we get
V 2,2,2(X,X,X ; z, z, z) =
∫
S2
∫
S2
∫
S2
α(u, v, w) det(u, v, w)µz(du)µz(dv)µz(dw).
Using [11, p. 344], we obtain
V 1,2(X,X ; z, z) =
∫
S2
hz(−u)µz(du)
=
∫
S2
h∗z(−u)µ
∗
z(dv),
where we used that µz = µ
∗
z is centred (by assumption). This finally shows
that V0(X ; z) is determined. We emphasize that the assumption hz = h
∗
z is not
20
necessary for this argument (and also not sufficient, in contrast to a claim in
[2]).
In these small dimensions 2 and 3, spherical quantities like the measure µz
and the function hz, as well as their centred versions are sufficient for integral
representations of the mean mixed functionals which occur in (6.4). If we look
at the proof of Theorem 1.1, for d ≥ 4, it combines two fundamental steps which
would be essential also in the non-stationary case. The first is the use of flag
measures to obtain a corresponding integral representation of the mean mixed
functionals of X . This step can in fact be made also for the local mixed densi-
ties in (6.6), using a local flag representation of the mixed curvature measures
Φm,d−j(M1, . . . ,Mj,K
∗; ·) proved in [5, Theorem 5] (and based on a recent re-
sult in [3]). Since (6.6) depends on the location z ∈ Rd, a more general flag
measure is involved, the flag support measure θj(K, ·). The latter is a finite
Borel measure on the extended flag space Rd × F (d, j + 1) which, in extension
of (2.1), is defined by
θj(K, ·) =
∫
G(d,j+1)
∫
Sd−1∩U
1{(x, u, U) ∈ ·}ΘUj (K|U, d(x, u)) νj+1(dU).
Here, ΘUj (K|U, ·) is the j-th support measure of the projection of K onto U ,
calculated in the subspace U . For properties, different normalizations and iso-
morphic versions of support measures and their flag versions, we refer to [7] and
[6].
The second essential step in the proof of Theorem 1.1 was to proceed from the
mean mixed volumes V (X [j],K[d− j]), for K ∈ Kd, to the mean flag measure
ψj(X, ·), for the next round of the recursion. This step was based on Alesker’s
approximation of translation invariant, continuous valuations on Kd by linear
combinations of mixed volumes. In the non-stationary case, in each recursion
step, we would obtain the local density
V (X [j],K[d− j]; z) =
∫
Kd
0
∫
Rd
η(z − x)Φj,d−j(M,K
∗; dx× Rd)Q(dM)
and would need to show that these densities, given for all K ∈ Kd (and a fixed
z ∈ Rd), determine the convoluted mean flag support measure
µz,j(·) :=
∫
Kd
0
∫
Rd×F (d,j+1)
η(z − x)1((u, L) ∈ ·) θj(M,d(x, u, L))Q(dM),
respectively its centred version µ∗z,j . Here, Alesker’s theorem seems not applica-
ble, since the dependence on z (and thus the occurrence of x in the flag measure)
does not allow to define an appropriate valuation which is translation invariant.
It is also likely that further centredness conditions like µz,j = µ
∗
z,j are needed
for such a step. We mention that a simple sufficient condition which implies
that all densities of area measures, support functions and flag measures at z are
centred quantities is given by the symmetry of η at z (that is η(z−x) = η(z+x)
for all x ∈ Rd) together with the symmetry of the particles (that is K = K∗,
for Q-almost all K).
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