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$MDP$ state space action space
$S=(-\infty, \infty)$ , $A=(-\infty, \infty)$ . feasible action space unbounded
. system dynamics linearly independent disturbance,
density :
def(1.1) $x_{n+1}=x_{n}+a_{n}-\xi_{n)}$ $x_{n}\in S,$ $a_{n}\in A$ ,





1. 2 $r^{\pm}(x, a)$ , $r(x, a),$ $x\in S,$ $a\in A$
(1.2) $r(x, a)def=\{\begin{array}{l}r^{+}(x,a)0r^{-}(x,a)\end{array}$ $ifaifaifa=<>0;0;0$
.
2. $r^{\pm}(x, a)$ 2 $C^{\pm}(x),$ $D^{\pm}(y),$ $y=x+a$ :
(13) $r^{\pm}(x, a)def=C^{\pm},(x)+D^{\pm}(x+a)$ .
, $r^{\pm}(x, a)$ $x$ h , $a$ convex , $r^{+}(x, a)arrow\infty$
’
as $aarrow\infty$ $r^{-}(x, a)arrow\infty$ as $aarrow-\infty$
(1.4) $r^{+}(x, a)-r^{-}(x, a)\{\begin{array}{l}>=<\end{array}\}0$ if $a\{\begin{array}{l}>=<\end{array}\}0$
.
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(1.5) $v_{n}(x) def=\inf_{\{f_{k}\}}E[\sum_{k=1}^{n}\beta^{k-1}r(x_{k}, f_{k})|x_{1}=x]$ , $n=1,2,$ $\cdots,$ $x\in S$
,
(1.6) $v(x) def=\lim_{narrow\infty}v_{n}(x)$ , $x\in S$
.
, optimality equation .
:
$v_{0}(x)= \min_{-\infty<a<\infty}r(x, a)$ ,
(1.7)
$v_{n}(x)= \min_{-\infty<a<\infty}\{r(x, a)+\beta P^{a}v_{n-1}(x)\}$ , $n=1,2,$ $\cdots,$ $x\in S$
:
(1.8) $v(x)=$ $\min_{-\infty<a<\infty}$ $\{r(x, a)+\beta P^{a}v(x)\}$ , $x\in S$.
$MDP$ , unbounded positive case minimization prob-
lem . , Bertsekas(1976)
, .




. , . , $v_{0}(x)$
convex in $x$ , $|x|arrow\infty,$ $v_{0}(x)arrow\infty$ .




convex in $a,$ $w_{n}(x, a)arrow\infty,$ $aarrow\pm\infty$ for fixed $x$ . feasible action
space $(-\infty, \infty)$ ? $-\infty<y<\infty$ ,
(2.2) $\min_{-\infty<y<\infty}$ $\{D^{\pm}(y)+\beta Pv_{n}(y)\}$
. $y$ $L_{n},$ $U_{n}$ , $L_{n}<U_{n}$ .
$\min_{-\infty<a<\infty}$ $\{r(x, a)+\beta P^{a}v_{n-1}(x)\}$
(2.3) $= \min\{\begin{array}{l}\min_{a\geq 0}\{r^{+}(x,a)+\beta P^{a}v_{n-1}(x)\}\beta Pv_{n-1}(x)\min_{a<0}\{r^{-}(x,a)+\beta P^{a}v_{n-1}(x)\}\end{array}$
$a$ . $x+y=a$ , $P^{a}v_{n}(x)=Pv_{n}(x)$
, $a\geq 0$
$\min_{a\geq 0}\{r^{+}(x, a)+\beta P^{a}v_{n}(x)\}$
$= \min_{y\geq x}\{D^{+}(y)+\beta Pv_{n}(y)\}+C^{+}(x)$.
(2.2) , $y=L_{n}$ ,
$y^{*}def=x+a^{*}=\{\begin{array}{l}L_{n},ifL_{n}\geq x.\cdot x,ifL_{n}\leq x\end{array}$
action $a$ ,
(2.4) $a^{*}def=\{\begin{array}{l}L_{n}-x,ifL_{n}\geq x\cdot 0,ifL_{n}\leq x\end{array}$
$a\leq 0$
$\min_{a\leq 0}\{r^{-}(x, a)+\beta P^{a}v_{n}(x)\}$
$= \min_{\nu\leq x}\{D^{-}(y)+\beta Pv_{n}(y)\}+C^{-}(x)$
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$y^{*}def=x+a^{*}=\{\begin{array}{l}U_{n},ifU_{n}\leq x\cdot x,ifU_{n}\geq x\end{array}$
(2.5) $a^{*}def=\{\begin{array}{l}U_{n}-x,ifU_{n}\leq x\cdot 0,ifU_{n}\geq x\end{array}$
. , .
2.1. $MDP$ $\{f_{n}^{*}\}$
(2.6) $f_{n}^{*}(x)=\{\begin{array}{l}L_{n}-x,ifx\leq L_{n}\cdot 0_{)}ifL_{n}\leq x\leq U_{n}.\cdot U_{n}-x,ifU_{n}\leq x\end{array}$
,
(2.7) $v_{n+1}(x)=\{\begin{array}{l}r^{+}(x,L_{n}-x)+\beta Pv_{n}(L_{n})\beta Pv_{n}(x)r^{-}(x,U_{n}-x)+\beta Pv_{n}(U_{n})\end{array}$ $ifU_{n}^{n}\leq x^{;}ifL\leq x\leq ifx\leq L_{n}U_{n}$ ;
.
Neave(1970) , setup cost ,




$\beta<1$ , , \S 1
, :
(3.1) $v(x)= \lim_{xarrow\infty}v_{n}(x)$
. $L,$ $U$ $v(x)$
(3.2) $v(x)=\{\beta_{-}^{+}Pv(x)r(x,L-x)+\beta Pv(L)r(x,U’-x)+\beta Pv(U)$ $ifUifL\leq x\leq U;ifx\leq_{\leq^{L_{X};}}$
-5-
. $v_{n}(x)$ $n$ convex , $v(x)$ convex




$f(x)=\beta Pf(x)$ , $L\leq x\leq U$,
(3.4)
$f(L)=- \frac{\partial r^{+}(L,a)}{\partial a}|_{a=0}$ ,
$f(U)=- \frac{\partial r^{-}(U,a)}{\partial a}|_{a=0}$
$kk$ .
(3.5) $\{\varphi(x,a)\psi(x,a)defdef==\frac{\partial r^{+}}{\frac{\partial^{\partial}r^{X_{-}}}{\partial x}}(x,a)-\frac{\partial r^{+}}{\frac{\partial^{\partial}r^{a_{-}}}{\partial a}}(x,a)(x,a)-(x,a)$
, .
3.1. $\varphi(x, a),$ $\psi(x, a)$ (3.5) , $v(x)$ (3.3) ,
$f(x),$ $L,$ $U$ two phase Stephan :
$f(x)=\varphi(x, L-x)$ , $x\leq L$ ,
(3.6) $f(x)=\beta Pf(x)$ , $L\leq x\leq U$,
$f(x)=\psi(x, U-x)$ , $U\leq x$
.
. ,
$\chi(x, a)$ , $x,$ $y$
$v(x)-\beta Pv(x)\leq 0$ ,
(37) $v(x)-v(y)-\chi(x, y-x)\leq 0$
$\{v(x)-\beta Pv(x)\}\{v(x)-v(y)-\dot{\chi}_{\backslash }(x,y-x)\}=\backslash 0$
-6-
$v(x)$ .
$\chi(x, a)$ $x$ ( , $\chi(x, a)=K$ if $a>0,$ $=H$ if
$a<0$ $K,$ $H$ $x$ ) , diffusion process(Brown motion)
Harrison(1983) . MDP ,
(3.8) $\chi(x, a)def=\{\begin{array}{l}\varphi(x,a)0\psi(x,a)\end{array}$ $ifa<0ifa=0;ifa>0;$
.
.
4 . Stopping Game Problem(SGP)
$SGP$ $\{r_{1}(x), r_{2}(x);-\infty<x<\infty\}$ two phase
Stephan , $g(x),$ $l,$ $u$ :
$g(x)=r_{1}(x)$ , $x\leq l$ ,
(4.1) $g(x)=\beta Pg(x)$ , $l\leq x\leq u$ ,
$g(x)=r_{2}(x)$ , $u\leq x$
. $r_{1}(x),$ $r_{2}(x)$ \langle stop payoff
. (4.1) , (3.6) ,
. SGP , 2 $r_{1}(x),$ $r_{2}(x)$











$\xi_{n},$ $n=0,1,$ $\cdots,$ $\xi$ . $r_{1}(x)<r_{2}(x)$
.
$SGP$ (4.1) \S 3 $MDP$ (3.2)
(3.6) , $MDP$ .
, , action , 2
. , 2 $SGP$ SSC(convex reward
$MDP)$ $MDP$ , $SGP$ .
, 2 , (3.5)
$\varphi(x, a),$ $\psi(x, a)$ $a$ , $L=l,$ $U=u$ 2
. .
4.1. $\varphi(x, a),$ $\psi(x, a)$ $a$ , $r_{1}(x)=\varphi(x, a),$ $r_{2}(x)=\psi(x, a)$
, convex reward $MDP$ $f(x)$ , non-constant $k$
$SGP$ $g(x)$ , $f(x)=g(x)$ .
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