A symbolic calculus for a pseudo-differential operators acting on sections of a homogeneous vector bundle over a compact homogeneous space G/H with compact G and H is developed. We realize the symbol of a pseudodifferential operator as a linear operator acting on corresponding irreducible unitary representations of H valued in the algebra C ∞ (G) of smooth functions. We write down how left invariant vector fields of SU (2) act on the sections of homogeneous vector bundles associated to the fibration T ֒→ SU (2) → CP 1 , which is known as the Hopf fibration. Lastly, we outline how functional calculus of a pseudo-differential operator can be computed using our calculus.
Introduction
The resolvent operator (A − λ) −1 plays a central role in the global analysis on a compact manifold M associated with a linear elliptic differential operator A. In particular, one can easily obtain the corresponding heat operator e −tA for t ∈ R + from the resolvent. Detailed knowledge of the terms in the asymptotic expansions of the integral kernels of the resolvent and the heat operator is of great value in calculating the asymptotic of eigenvalues [10, 17] , scalar curvature and Ricci curvature [7, 10] and indices of Fredholm operators [1, 9] . In mathematical physics, they are used in quantum field theory [5] .
The intrinsic symbolic calculus of pseudo-differential operators pioneered by Widom [16] and received contributions [8] . Its importance lies in the generality of the operators to which it may be applied. Although Widom's approach can be applied to general smooth manifolds, Ruzhansky shed light on another approach to constructing intrinsic symbolic calculus for compact Lie groups [12, 13, 14] wherein examples of toruses and SU (2) are explicitly computed [12, 14, 15] . The basic idea of Ruzhansky was the use of the representation theory of compact Lie groups to decompose smooth functions on the compact Lie group into Fourier series and developed the symbolic calculus for pseudo-differential operators which act on smooth functions. Subsequently, parametrices for pseudo-differential operators were computed in [13] and a version of the local index theorem was pursued in [4] .
Smooth functions on a compact Lie group can be viewed as smooth sections of the trivial line bundle. This paper outlines how to generalize the development thereafter [13] to operators acting on sections of a homogeneous vector bundle .
For a compact manifold M , the set of Hörmander class pseudo-differential operators on M is denoted by Ψ m (M ). These operators are defined to be the class of operators in Ψ m (R n ) in all local coordinate. Operators in Ψ m (R n ) are characterized by the symbols satisfying
for all multi-indices α, β and all ξ, x ∈ R n . Moreover, the definition of Hörmander class pseudo-differential operators extend naturally to fibre-preserving operators on sections of vector bundles, which satisfy (1.1) in every locally trivial coordinate. This class of operators is studied extensively, for example, in [11] by Hörmander himself. In this paper, we study classical pseudo-differential operators on homogeneous vector bundles, although much of the theory can be proved for the general Hörmander class pseudo-differential operators. Classical pseudo-differential operators are Hörmander class pseudo-differential operators whose symbol can be written of the form
where each p k ∈ Ψ k (R n ) for each coordinate. Although their theory is mathematically intriguing, much of the differential geometric aspects are missing. This paper will explore more geometric approach than that of Ruzhansky. Homogeneous vector bundles are quite important in mathematics. For instance, in [2, 3] , invariant differential operators on homogeneous vector bundles have been studied extensively and the their indices were computed in terms of the unitary representations.
In Section 2, we first review the basic structure of homogeneous vector bundles. Moreover, we define the symbol of an operator, obtain an alternative expression for the symbol and compute an exact decomposition for the space of sections of a homogeneous vector bundle and express each section as a series indexed by the unitary dual of of G (not the structure group K ⊂ G).
The most important development in Section 2 is the composition formula (2.35); in order to obtain this formula, we also give the difference operator construction in the homogeneous vector bundle case.
In Section 3, we provide the parametrix formula for a classical pseudo-differential operator such that the symbol of the highest order is invertible.
We present an example using the fibration T ֒→ SU (2) → CP 1 in Section 4. There, we compute how the left invariant vector fields act on the homogeneous vector bundles associated to the representations ofT = Z and their symbols.
Finally, we outline how to deploy functional calculus for operators with well defined parametrix for some parameter in Section 5.
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Pseudo-differential calculus on homogeneous vector bundles
Symbolic calculus for pseudo-differential operators that act on smooth functions of homogeneous spaces was outlined also in [13] . A next generalization of this result is the symbolic calculus for pseudo-differential operators acting on sections of a homogeneous vector bundle. A section of a vector bundle π : E → M of rank r over a smooth manifold M is a function s : M → E such that π(s(x)) = x for all x ∈ M . We denote by Γ(E) the space of all smooth sections.
Harmonic analysis on homogeneous vector bundle.
We give a basic construction that describes all homogeneous vector bundles over M = G/K where G is a Lie group and K is a closed subgroup. A vector bundle E over M is called a homogeneous vector bundle if G acts on E from the left such that gE x = E gx for x ∈ M, g ∈ G and the mapping from E x to E gx induced by g is linear for g ∈ G and x ∈ M .
Let (τ, E 0 ) be a finite dimensional representation of K. K acts on G × E 0 by (g, v) · k = (gk, τ (k) −1 v). Then,
is isomorphic to E, and offers another description of a homogeneous vector bundle. We also say that E is a homogeneous vector bundle associated to the representation E 0 .
Let G be a compact Lie group and let K be a closed subgroup of G. We assume that G/K is orientable. Let E be a homogeneous vector bundle over M = G/K associated to an irreducible unitary representation E 0 of K. Let G act on Γ(E) by g · s(x) = gs(g −1 x) for g ∈ G, s ∈ Γ(E), and x ∈ M . Then, the G-action on Γ(E) extends to a unitary representation on the Hilbert space L 2 (E), which is obtained from Γ(E) by completion with respect to a G-invariant Hermitian inner product. Such inner product can be obtained easily. Let , be a K-invariant Hermitian inner product on E 0 . Then if s 1 , s 2 ∈ Γ(E), we may think of them as maps from G to E 0 such that k −1 · s j (g) = s j (gk) so that (s 1 , s 2 ) := G s 1 , s 2 dg defines a Hermitian inner product on Γ(E). The action of G with this inner product becomes unitary.
L 2 (E) is unitarily equivalent to
with the G action given by g 0 · f (g) := f (g −1 0 g). This unitary equivalence is given simply by
In fact, if f : G → C r , then the Fourier transform extends to each component f α (g) of f (g) as a complex function on G to express f as a Fourier series
This can be generalized to functions on G valued in E 0 by taking components relative to an ordered orthonormal basis {e k } with respect to the Hermitian inner product , . Let {e * k } be the corresponding dual basis of E * 0 and suppose f ∈
Let F → G/K be another homogeneous vector bundle associated to an irreducible unitary representation F 0 of K, {f b } be an orthonormal basis of F 0 , and suppose dim F 0 = s. We define a continuous linear operator
to be a pseudo-differential operator. If, in addition, A satisfies g · A(f (x)) = A(g · f (x)), then it is called an invariant pseudo-differential operator.
For i = 0, 1 we denote by π i : M × M → M the projections (x 0 , x 1 ) → x i . Given complex vector bundles E i → M , i = 0, 1, we define the vector bundle
We have the following theorem.
Theorem 2.1 (Schwartz kernel theorem). Let M be a manifold and E, F → M vector bundles, and let
Hom
A proof is contained, for example, in [11, Section 5.2] . Interpreted as a distribution, we can write the action of the operator A on a section s ∈ Γ c (E) as
Let λ : G → U (H λ ) be an irreducible unitary representation, E and F homogeneous vector bundles associated to irreducible unitary representations E 0 and F 0 of a closed subgroup K ⊂ G, respectively. The symbol of a continuous linear operator
in the sense of distributions, and the Schwartz kernel can be regained from the symbol as well:
where this equality is interpreted in the sense of distribution and the trace is taken over the indices of λ and λ(y)
The following proposition shows that operator A can be represented by its symbol.
for every s ∈ Γ(E) and x ∈ G.
Proof. By (2.3), s can be represented as a K-invariant E 0 -valued function on G,
The case in which E 0 = C, the trivial K-representation, with K = {e}, the trivial group, has been treated in [12, Theorem 2.4] .
Again, since Φ(·) := σ A (λ, ·) is an element in End (H λ ) ⊗ Γ(Hom(E, F )), repeating the argument used for (2.1),
Since Hom(E 0 , F 0 ) is a finite dimensional vector space, the analysis in [ 
Proof. For each a and b, and m and n, 
where U : E 0 → E 0 and V : F 0 → F 0 are the change of basis linear transformations e a → e ′ a and f b → f ′ b , respectively. Note that Γ (E) carries induced action of its Lie algebra g of G given by the usual formula:
This action of the Lie algebra g extends to an action of the universal enveloping algebra U (g) of g. Consider the action of the operator In view of the identification (2.1), it can be proved that H s (E) is unitarily equivalent to (H s (G) ⊗ E 0 ) K . Note that Ξ s ∈ Ψ s (E). Using this identification, Proposition 2.6 (Symbols for some operators). Let A be a pseudo-differential operator, X ∈ g and φ ∈ C ∞ (G). Then,
Proof. Suppose A is an operator and φ ∈ C ∞ (G), e 1 , . . . , e dim E0 and f 1 , . . . , f dim F0 be bases of E 0 and F 0 . Then, since
Suppose G ⊂ U (n) is a connected compact matrix Lie group. Then, the symbol σ X of a left invariant vector field X ∈ g can be computed relatively simply. Let exp : g → G be the exponential map and λ : G →U(n) a representation so that
= λ * X (2.16) at the identity of e ∈ G. In fact, λ(e) = I dim λ , so the symbol is essentially X put in block diagonal form. In particular, if G = SU (2), the inclusion λ : SU (2) → U (2) is the unique fundamental representation with V λ = C 2 . In this case, a basis of su(2) is given by the Pauli matrices
and a generic element of SU (2) can be written as
Thus, σ A (λ, x) = A for all A ∈ su (2) . In general, the representation of SU (2) is given by the symmetric tensor power of C 2 , so it suffices to compute the symbol of left invariant vector fields at the fundamental representation. That is,
where Sym k (λ) : SU (2) → U End(Sym k (C 2 )) is the kth symmetric tensor power representation, which is known to be irreducible unitary and these are all the irreducible unitary representations of SU (2).
From the general representation theoretic viewpoint, every irreducible unitary representation of a connected compact Lie group is contained in the tensor products of the fundamental representations. We will use this example in Section 4.
As had been studied in literature [8, 16] , the formula that highlights the study of pseudo-differential calculus is the composition formula for the symbols. Let H 0 be yet another irreducible unitary representation of K and H the associated vector bundle. Consider
where the domains and the ranges of A and B makes sense. It is natural to question how to express the symbol σ AB of the composed operator AB in terms of individual symbols σ A and σ B . In Widom's formulation, the symbol of an operator is some function in two continuous variables and the symbol of the composition of two operators is expressed as a linear combination of products of derivatives of each symbol. However, in our setting, there is no clear notion of differentiability in the representation variable. We formulate what it means to differentiate with respect to the representation variables in the next subsection.
Difference operators.
First, we recall some results from [6] . A symbol can be viewed as a collection σ = {σ(λ,
Moreover, a norm on symbol can be defined using the Hilbert-Schmit inner product:
where Tr(·) above is the matrix trace. The operator norm · op of an m × n matrix A is defined as
Note that each ψ ∈ C ∞ (G) defines a left convolution L(ψ) and a right convolution R(ψ), which act on on Γ(E):
It is easy to show that
On the other hand, the operator associated with σ is the operator Op(σ) defined on L 2 (E) by
We also recall the notion of difference operators and of classes of symbols in [6] , which is an analogue of which is a refinement of its initial discovery made in [12] . For each λ, µ ∈ Rep(G) and σ ∈ Σ(G), we define the linear mapping △ λ σ(µ) on
We also define the iterated difference operators as follows. For any a ∈ N and τ = (λ 1 , . . . , λ a ) ∈ Rep(G) a , we write 
The norm · op is in the sense of the operator norm as in (2.21). We say that a symbol is smoothing when it is in
Now we are ready to move onto the composition formula in the next subsection.
Composition formula.
In general, we can prove the following composition theorem. are continuous linear maps such that A (Γ(E)) ⊂ Γ(F ) with symbols σ A and σ B and they satisfy
for all multi-indices α and β, uniformly in x ∈ G and λ ∈ G. Then,
Proof. In view of [12, Theorem 8.3] , it suffices to reduce this case to the case of scalar functions. This is achieved by representing f ∈ Γ(E) as an element in E 0valued function on G. Again, the the scalar valued (trivial line bundle) case of this formula had been proved in [12, Theorem 8.3] , which proves it for each component of f . Since the fibre E 0 is finite dimensional, that result extends trivially. Theorem 2.10. Let G be a compact Lie group and A : Γ(E) → Γ(F ) be an operator with symbol σ A . Suppose that there are constants m, C α ∈ R such that
is as in (2.12) . Then, A is a bounded linear operator
Proof. The case of H = {e} and E 0 = F 0 = C was shown in [ [15] . Using the identification of the Sobolev spaces (2.1) and to the linear combination using the operator B, it can be seen that
for all x ∈ G, all multi-indices α, β and all λ ∈Rep(G). Moreover, we say that Proof. By repeating the argument of Theorem 2.10, this theorem reduces to Theorem 10.9.6 in [13] .
Application and parametrics
In this section, we are concerned with the case E = F , so we set Ψ m (E) := Ψ m (E, E) In this section, we present an explicit computation of the asymptotic expansion of the intrinsic symbol of a resolvent parametric of A in terms of the representation of G and the terms in the asymptotic expansion of the intrinsic symbol of A. 
where the operators B k ∈ Ψ −m−k (E) are determined by the recursion
We now find σ B k . Note that I dim λ ⊗ I dim E0 = σ B0 (λ, x)σ A0 (λ, x), and for |γ| ≥ 1 we may suppose that
Then, (3.3) provides the solution to these equations, and it can be easily verified that σ BN ∈ Σ −m−N (G) by induction on N after noting that B 0 ∈ Ψ −m (E). Thus,
We now present examples of symbols as aforementioned in Section 2.1. For example, suppose K = T ⊂ SU (2) = G and E n = C ⊗n ∈ T ∼ = Z. In fact, We can compute their actions on the sections. In fact, it is enough to compute their actions on α n , so let f (α,ᾱ, β,β). where ξ ℓ := Sym (2ℓ+1) (λ) in (2.18), ℓ ∈ 1 2 N. With the above notation, then, the action of a vector vector field A ∈ su(2) on the sections of the homogeneous vector bundle associated to the representation E n ∈ T = Z can be written as A · f (α, β,ᾱ,β) = where we identified α = e 2πiξ1 sin η β = e 2πiξ2 cos η.
Concluding remarks and functional calculus
The main aim of this section is to provide a guideline of a derivation of the asymptotic expansions. Note that each summand in (2.35) defines bilinear maps P j (σ, τ ) for σ ∈ Σ m (E) and τ ∈ Σ m ′ (E)
where P (σ, τ ) := j≤m P j (σ, τ ) is the composition of symbols operators corresponding to σ and τ , respectively, computed using (2.35).
Suppose σ ∈ Σ m (E) such that σ −1 ∈ Σ m ′ (E) whereby σ −1 denotes the inverse of σ mod Σ −∞ . Define 
