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On rational points of orthogonal group
Masanori Kobayashi, Chikara Nakayama
Abstract
Let n be a positive integer. We show that a unit rational space vector whose multiple by
n is an integer vector can be extended to a rational orthonormal basis whose all members
have the same property.
1 Main results
Definition 1.1 A system S : v1, . . . , vk of vectors is called orthoregular if (i) vi and vj are
perpendicular to each other if i 6= j, and (ii) |vi| = |vj | 6= 0. We call |vi| the length of the
system.
Proposition 1.2 If n is odd, the length of orthoregular n vectors in Zn is an integer.
Proof. Let v1, . . . , vn be orthoregular integer vectors and l be its length. Then the determinant
|v1, . . . , vn| = |v1| · · · |vn| = ln is an integer since all the entries are integers. Since l2 is an
integer, we have l ∈ Q, and l ∈ Z by the normality of Z.
Definition 1.3 Let k be a positive integer less than n. We denote the maximum number of
orthoregular integer vectors extending an orthoregular system S ⊂ Zn by E(S), and the minimum
of those E(S) for all orthoregular S with ♯S = k by E(n, k). For a subset K of R, we also use
EK(n, k) for all orthoregular sets of k integer vectors of length in K. We mainly use the cases
K = R or Z.
Proposition 1.4 If n is even or K = Z, EK(n, n− 1) = n.
Proof. Let v1, . . . , vn−1 be an orthoregular system in Z
n of length l. Take a square matrix
(v1, . . . , vn−1, v), where v is an arbitrary vector. Let vn be the vector consists of the cofactors
of the last column. Then vn is orthogonal to v1, . . . , vn−1, thus l
n−1|vn| = |vn|2 by cofactor
expansion. Hence |vn| = ln−1.
We will now show that (1/ln−2)vn ∈ Zn, which will complete the proof. It is enough to
show that the last component of vn is in l
n−2Z since the others are shown similarly. We put
vj =
(
v′j
xj
)
for 1 ≤ j ≤ n − 1, where v′j has (n − 1)-rows and xj is a scalar. We show that
D := |v′1, . . . , v′n−1| belongs to ln−2Z. Since ln−2 ∈ Z by the assumption that n is even or l ∈ Z,
it is enough to prove that D2 ∈ l2(n−2)Z.
D2 = |(v′i, v′j)1≤i,j≤n−1| = |((vi, vj)− xixj)i,j |,
which is nothing but ϕ(l2), where ϕ(t) is the characteristic polynomial for the matrix (xixj)i,j .
Since the matrix has rank ≤ 1, ϕ(t) has a form tn−2(t− a) (a ∈ Z). Thus D2 ∈ l2(n−2)Z.
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The next is the main result in this paper.
Theorem 1.5 A nonzero integer vector v can be extended to an integral orthoregular basis if
and only if |v| is an integer. In particular, EZ(3, 1) = 3.
Examples. Here is the list of smallest primitive nonnegative integral space vectors whose norms
are integers.
t(0, 0, 1), t(1, 2, 2), t(0, 3, 4), t(2, 3, 6), t(1, 4, 8), t(4, 4, 7), t(2, 6, 9), t(6, 6, 7), ....
By starting from each vector in the list, you can always complete it to an orthoregular basis
consisting of integral vectors. Dividing by its norm, you get a rational orthonormal basis, thus
a rational point of O(3).
2 Proof of main theorem
In this section, we prove 1.5. Our proof is constructive and gives an algorithm for all solutions.
First we prove two lemmas.
Lemma 2.1 Let v,w ∈ Z3 r {o}. Assume |v| ∈ Z and (v,w) = 0. Then vp(|w|2) is even
for any prime p with p ≡ 3 mod 4. Here (−,−) is the standard inner product and vp is the
normalized valuation with respect to p.
Proof. Let v =

ab
c

 , w =

xy
z

 and let l = |v|. We may assume a 6= 0. Since ax+by+cz = 0,
we have x = −by−cza . Hence
|w|2 =
(
by + cz
a
)2
+ y2 + z2,
a2|w|2 = (a2 + b2)y2 + 2bcyz + (a2 + c2)z2.
Multiplying a2 + b2, we deduce
a2(a2 + b2)|w|2 = ((a2 + b2)y + bcz)2 + ((a2 + c2)(a2 + b2)− b2c2)z2.
But the coefficient of z2 in the right-hand-side coincides with a2l2, so that the both terms of
the right-hand-side are perfect squares. Hence vp of the right-hand-side is even for any p with
p ≡ 3 mod 4. Since vp(a2(a2 + b2)) is also even, vp(|w|2) is even, too.
Lemma 2.2 Let a, b, c, l ∈ Z satisfying ac − b2 = l2. Then there exist x, y ∈ Z such that
ax2 + 2bxy + cy2 = l2 if and only if a ≥ 0 and, when a > 0, vp(a) is even for any prime p with
p ≡ 3 mod 4.
Proof. It is probably well-known. Our proof here uses the prime factorization in the integer
ring Z[i], where i =
√−1.
We prove the only if part. By multiplying a with the given equation, we have (ax + by)2 +
(ly)2 = al2. Hence l divides ax + by. Letting u = ax+byl , we have u
2 + y2 = a, which implies
that the desired condition holds.
We prove the if part. The case a = 0 is trivial. Assume a > 0. If there are u and y with
u2 + y2 = a such that a divides ul − by, then x = ul−bya and y give an integer solution for
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ax2 + 2bxy + cy2 = l2. We prove the existence of u and y as above under the assumption that
vp(a) is even for any prime p with p ≡ 3 mod 4. First factorize a into
a = 2m
∏
pj≡1 mod 4
p
mj
j
∏
qk≡3 mod 4
qnkk ,
where pj ’s are primes with pj ≡ 1 mod 4 and qk’s are primes with qk ≡ 3 mod 4. Here, each nk
is even by the assumption. Since l2 + b2 = ac, we can write l + ib as a product
l + ib = u0(1 + i)
m′
∏
p
sj
j π
tj
j
∏
q
n′
k
/2
k
in Z[i], where u0 is a unit of Z[i], m
′ ≥ m, pj = πjπj in Z[i], where πj and πj are conjugate
prime elements, 2sj + tj ≥ mj, and n′k ≥ nk is an even.
Claim. There exist aj ≥ 0, bj ≥ 0 such that sj +min(tj, bj) ≥ aj + bj and 2aj + bj = mj.
Proof of Claim. If 2sj ≤ mj, let aj = sj and bj = mj − 2sj . Then, we have tj ≥ mj − 2sj = bj
and aj, bj satisfy the condition.
If 2sj > mj , let aj := ⌊mj2 ⌋ and bj = mj − 2⌊
mj
2 ⌋. Then, we have bj ≤ 1 and sj ≥ aj + 1 ≥
aj + bj and aj , bj satisfy the condition. This completes the proof of Claim.
Using these aj and bj, define
u+ iy := (1 + i)m
∏
p
aj
j π
bj
j
∏
q
nk/2
k .
Then, since 2aj+bj = mj, we have u
2+y2 = a. Further, ul−by, the real part of (u+ iy)(l+ ib),
is divided by 2m
∏
p
aj+sj+min(bj ,tj)
j
∏
qnkk . Since aj + sj + min(bj , tj) ≥ 2aj + bj = mj, this is
divided by a.
Now we prove 1.5. The only if part is by 1.2. We prove the if part. By 1.4, it is enough
to show EZ(3, 1) ≥ 2. Let v1 =

a1b1
c1

 ∈ Z3 r {o} such that l := |v1| is an integer. It suffices
to show EZ({v1) ≥ 2. Since m := (a1, b1, c1) divides l, replacing v1 with v1m , we may and will
assume that m = 1. Then, the homomorphism (v1,−) : Z3 → Z is surjective. The kernel K of
this surjection is free of rank two. Let Q be the positive definite bilinear form on K obtained by
restricting the standard metric on Z3. It is enough to show that Q represents l2. Take a base
w1, w2 of K. Let A :=Gram(w1, w2), the symmetic matrix which represents Q with respect to
w1, w2.
Claim. det(A) = l2.
Proof of Claim. Let S be the area of the parallelogram spanned by w1, w2. What we have to
see is S = l. Since there are isomorphisms Z3/〈v1, w1, w2〉 ∼= Z/(v1, v1)Z ∼= Z/l2Z, the volume
of the parallelepiped spanned by v1, w1, w2 is l
2. On the other hand, since v1 is perpendicular
to K, this volume is |v1|S, too. Hence S = l. This completes the proof of Claim.
Let a := (w1, w1). By 2.1 with v = v1 and w = w1, vp(a) is even for any prime p with
p ≡ 3 mod 4. Hence by 2.2 with a = (w1, w1), b = (w1, w2), c = (w1, w2), we conclude that Q
represents l2, which completes the proof of 1.5.
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3 More results
Here we gather more results on EK(n, k).
Proposition 3.1 For 0 < k < n and let K be a subset of R.
1. EZ(n + 1, k + 1) ≤ EZ(n, k) + 1.
2. If n is odd, then E(n, k) ≤ n− 1.
3. If n is odd and each coordinate of v ∈ Zn is odd, then E(v) = 1.
4. If n is odd, then E(n, 1) = 1.
5. If n ≡ 1 mod 8, then EZ(n, 1) = 1.
6. If n is the sum of positive integers ni, EK(n, 1) ≥ miniE(ni, 1).
7. For a positive integer m, EK(mn, 1) ≥ E(n, 1), EK(2m, 1) ≥ 2, EK(4m, 1) ≥ 4 and
EK(8m, 1) ≥ 8.
Question. Is EK(16m, 1) ≥ 16 valid?
Proof. (1) Take an orthoregular system S : v1, . . . , vk of vectors which attains EZ(n, k) =
E(S). Let l be the length of S. Then E
((
l
0
)
,
(
0
v1
)
, . . . ,
(
0
vk
))
= E(v1, . . . , vk) + 1.
(2) It is enough to show that E(v1) ≤ n − 1 for v1 = t(1 1 0 · · · 0) ∈ Zn. This follows
from 1.2. (In fact, E(v1) = n − 1. This is seen by taking v2 = t(1 − 1 0 · · · 0), . . . , v2k−1 =
t(0 · · · 0 1 1 0 · · · 0), v2k = t(0 · · · 0 1 − 1 0 · · · 0), . . . (1 ≤ k ≤ (n − 1)/2). Here the i-th
components of v2k−1 and of v2k are zero unless i = 2k − 1, 2k.)
(3) Suppose that an integer vector v′ = t(a1 · · · an) satisfies (v, v′) = 0 and |v| = |v′|. By
taking modulo two, we have |v|2 = |v′|2 = a21 + · · · + a2n ≡ a1 + · · · + an. Since the components
of v are odd, the last integer is congruent to (v, v′) = 0, that is, |v|2 ≡ 0 mod 2. On the other
hand, we have |v|2 ≡ n ≡ 1 mod 2. A contradiction.
(4) Take v = t(1 · · · 1) and apply (3).
(5) Use (3) and the following Claim. (The part (b)⇒ (a) suffices.)
Claim. For an odd integer n > 0, the followings are equivalent.
(a) There exist n odd integers whose square sum is again square.
(b) n ≡ 1 mod 8.
Proof of Claim. (a)⇒ (b). Assume that there are x1, . . . , xn, y ∈ Z such that x21+ · · ·+x2n = y2.
Since the square of any odd number is congruent to 1 modulo 8, we have n ≡ x21 + · · · + x2n =
y2 mod 8. Since y is also odd, this implies n ≡ 1 mod 8.
(b)⇒ (a). Take m ≥ 1 such that (2m−1)2 ≤ n ≤ (2m+1)2. If we prove n ≥ (2m+1)2−n8 , then,
(x1, . . . , xn) = (3, . . . , 3, 1 . . . , 1) will do, where the number of 3 is
(2m+1)2−n
8 , for x
2
1+ · · ·+x2n =
n+ (9− 1) (2m+1)2−n8 = (2m+ 1)2.
We prove the above inequality. This is equivalent to 9n ≥ (2m + 1)2, which reduces to
9(2m− 1)2 ≥ (2m+ 1)2, 3(2m− 1) ≥ 2m+ 1, m ≥ 1, which completes the proof of Claim.
(6) Let v ∈ Znr{o}. By the isomorphism Zn ∼= Zn1⊕Zn2⊕· · · , we regrad v as a collection
v1, v2, . . . with vi ∈ Zni. Let m := miniE(ni, 1). For each i, if vi is not zero, apply E(ni, 1) to
vi, and we get an orthoregular set vi1 = vi, vi2, . . . , vim. If vi is zero, let vi1 = vi2 = · · · = vim
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be zero. For each j = 2, . . . ,m, let vj ∈ Zn be the vector corresponding to (vij)i. Then,
v1, v2, . . . , vm is the desired system.
(7) By (6), we may assume that m = 1. Then this is by the next proposition with K = R.
Proposition 3.2 Let K be an arbitrary subset of R satisfying −K = K. If n = 2, 4 or 8, then
EK(n, 1) = n for any K.
Proof. Let v1 ∈ Kn. Via a standard matrix representation of complex number field, quar-
ternion algebra or Cayley algebra as an R-algebra, the rotations multiplied by the unit imaginary
numbers gives the desired v2, . . . , vn. Explicitly, for v1 =
(
a0
a1
)
, we give v2 = iv1 =
(−a1
a0
)
;
for v1 =


a0
a1
a2
a3

, we give (v2, v3, v4) = (iv1, jv1, kv1) =




−a1
a0
−a3
a2

 ,


−a2
a3
a0
−a1

 ,


−a3
−a2
a1
a0



 ; for
v1 =


a0
a1
a2
a3
a4
a5
a6
a7


, we give
(v2, v3, v4, v5, v6, v7, v8) =




−a1
a0
−a3
a2
−a5
a4
a7
−a6


,


−a2
a3
a0
−a1
−a6
−a7
a4
a5


,


−a3
−a2
a1
a0
−a7
a6
−a5
a4


,


−a4
a5
a6
a7
a0
−a1
−a2
−a3


,


−a5
−a4
a7
−a6
a1
a0
a3
−a2


,


−a6
−a7
−a4
a5
a2
−a3
a0
a1


,


−a7
a6
−a5
−a4
a3
a2
−a1
a0




.
Proposition 3.3 E(6, k) ≤ 4 for 1 ≤ k ≤ 4.
Proof. Let v1 =
t(1, 1, 1, 1, 1, 1). It is enough to show E(6, v1) ≤ 4. First observe that any
integer vector who has the same length as v1 satisfies either (a) the absolute value of any its
component is 1 or (b) the absolute values of its components are 2, 1, 1, 0, 0, 0.
If an integer vector satisfying (a) is perpendicular to v1, then it has exactly 3 components
whose value is −1. From this, we see that there is no orthoregular set v1, v2, v3 such that both
v2 and v3 satisfy (a).
On the other hand, if an integer vector satisfying (b) is perpendicular to v1, then it satisfies
(b′) its components are 2,−1,−1, 0, 0, 0 or −2, 1, 1, 0, 0, 0. Further, if both v2 and v3 satisfy (b′)
and they are perpendicular, their supports should be disjoint. From this, we see that there is no
orthoregular set v1, v2, v3, v4 such that three of v2, v3, and v4 satisfy (b).
Therefore there are no orthoregular set v1, v2, v3, v4, v5, that is, E(6, v1) ≤ 4, as desired.
Remark: In fact, E(6, v1) = 4 as seen by v2 =
t(1, 1, 1,−1,−1,−1), v3 = t(2,−1,−1, 0, 0, 0), v4 =
t(0, 0, 0, 2,−1,−1).
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