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a b s t r a c t
This paper reports the explicit analytical solutions for Kolmogorov’s equations. Kol-
mogorov’s equations are commonly used to describe the structure of local isotropic tur-
bulence, but their exact analytical solutions have not yet been found. In this paper, the
closed-form solutions for two kinds of Kolmogorov’s equations are obtained. The deriva-
tions of the approximate solutions are based on the homotopy analysis method, which is a
new tool for obtaining the approximate analytical solutions of both strong and weak non-
linear differential equations. To examine the validity of the approximate solutions, numeri-
cal comparisons between results from the homotopy analysismethod and the fourth-order
Runge–Kutta method are carried out. It is shown that the results are in good agreement.
© 2010 Elsevier B.V. All rights reserved.
1. Introduction
A fundamental result for the basic dynamic equation of the structure functions of isotropic turbulence is Kolmogorov’s
equation
D3(r)− 6ν dD2(r)dr = −
4
5
εr (1)
where ν is the kinematic viscosity, r the spacing or scale and ε the mean rate of energy dissipation. For the inertial range
scales, (1) is reduced to the well-known Kolmogorov’s 4/5 law
D3(r) = −45εr. (2)
Eq. (2) is of practical utility for determining the energy rate of the fluid and thus has received significant attention; see [1–4].
We introduce a nondimensional magnitude of the asymmetric distribution of the probabilities for the longitudinal
component of the velocity difference [1]:
S = D3(r)/D3/22 (r) (3)
where S is the skewness. Substituting Eq. (3) into (2), one obtains
6ν
dD2(r)
dr
+ |S|D3/22 (r) =
4
5
εr. (4)
The value of S is proved to be a constant by experiments. Wind-tunnel tests show that values of S fluctuate between the
limits−0.36 and−0.42 [1].
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Fig. 1. Comparison of the numerical solutions (solid line) and the approximate solutions of Eq. (8) from [1] (dashed line).
1.1. Equation (1)
We introduce the following dimensionless parameters and variables:
X = r/η, Y = D2(X), η = 4
√
ν3
ε
, u1 = 4√εν
and substitute S = 0.4, as considered in Ref. [4], into Eq. (4). One obtains
dY
dX
+ 1
15
Y 3/2 = 2
15
X (5)
with the initial condition
Y (0) = 0. (6)
Eq. (5) is a nonlinear differential equation with a fractional nonlinear term. Obukhoff et al. [1] solved it numerically using
the fourth-order Runge–Kutta method. Tatarskii [2] studied the equation numerically for characterizing the fully developed
turbulence. A comment on Eq. (5) in Ref. [4] is: ‘‘Although it looks like a simple nonlinear differential equation, we fail to
obtain the closed-formanalytical solution usingmany analyticalmethods’’. To the best of our knowledge, the exact analytical
solution of Eq. (5) has not been found until now.
1.2. Equation (2)
We next consider another nonlinear Kolmogorov equation from [1] which is
dβll(X)
dX
+
(
4
3
Y
)3/2
= X . (7)
Eq. (7) together with the initial condition βll(X) = 0 uniquely determines the nondimensional longitudinal structural
function βll(X) which describes the structure of the velocity field of locally isotropic turbulence. We can see that Eq. (7)
is a strong nonlinear differential equation with a fractional nonlinear term. Thus, traditional perturbation methods cannot
work well to give a satisfactory approximate solution.
Obukhoff and Yaglom gave the following approximate solution for Eq. (7) for X  1 in Ref. [1]:
βll(X) ≈ 12X
2. (8)
We can see from Fig. 1 that the approximate solution (8) is exact only for X  1. However, for large X , the solution is
not valid. Thus, in this paper we will work toward finding a more exact approximate solution for large X in Eq. (7).
Recently, the homotopy analysismethod has been reported as a new tool for finding the approximate analytical solutions
of nonlinear differential equations [5–7]. Themethod gives the solution for weak and strong nonlinear problems in the form
of a rapidly convergent series with elegantly computable terms. In the literature, it is regarded as a powerful tool for finding
approximate solutions of a large class of linear or nonlinear differential equations [8–11]. Themain objective of this research
is to solve Eqs. (5) and (7) by applying the homotopy analysismethod and to compare the approximate solutions to the exact
numerical solutions.
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2. The basic idea of the homotopy analysis method
For the convenience of the reader, here we demonstrate the basic idea of the homotopy analysis method discussed in [5].
Let us consider a general nonlinear differential equation:
Fu(x, t) = g(x, t) (9)
where F represents a general nonlinear ordinary or partial differential operator including both linear and nonlinear terms:
F = L+ N
where L and N indicate the linear and nonlinear terms, respectively. u(x, t) is an unknown function, and x and t denote
spatial and temporal independent variables, respectively; g is the source term. Inspired by traditional homotopy, a basic
concept of topology, Liao [5] constructs the following zeroth-order deformation equation:
(1− q)L[Φ(x, t; q)− u0] = qh¯H(x, t)[FΦ(x, t; q)− g] (10)
where q ∈ [0, 1] denotes an embedding parameter and h 6= 0 is the so-called convergence-control parameter. Unlike in
other traditional perturbationmethods, h¯ is a unique parameter of the homotopy analysismethodwhich can greatly enlarge
the convergence region of the results. L is an auxiliary linear operator. It is important to note that we have great freedom for
choosing the auxiliary linear operator. u0 is an initial guess andΦ(x, t; q) is an unknown function. H(X) 6= 0 is an auxiliary
function.
When q = 0 and q = 1, it holds that
Φ(x, t; 0) = u0, Φ(x, t; 1) = u(x, t). (11)
Thus as q increases from 0 to 1, the zeroth-order deformation equation changes from the initial guess u0 to the solution
u(x, t). ExpandingΦ(x, t; q) in Taylor series about q = 0, we obtain
Φ(x, t; q) = u0(x, t)+
+∞∑
m=1
um(x, t)qm (12)
where
um(x, t) = 1m!
∂mΦ(x, t; q)
∂qm
. (13)
Eq. (12) provides the exact solution of the original equation (9), as proved in [5]. um is called the higher order term and can
be derived from the mth-order deformation equation. The mth-order deformation equation is obtained by differentiating
the zeroth-order deformation (10)m times with respect to the embedding parameter q to obtain
L[um(x, t)− χmum−1(x, t)] = h¯H(x, t)Rm(Eum−1) (14)
where Eum−1 is a vector defined as
Eum = {u0(x, t), u1(x, t), u2(x, t), . . . , um(x, t)}
and
Rm(Eum−1) = 1
(m− 1)!
∂m−1F[Φ(x, t; q)]
∂qm−1
∣∣∣∣
q=0
(15)
χm =
{
0 m = 1
1 m > 1.
It is important to note that Eq. (14) is reduced to a set of linear ordinary equations and can be calculated recursively though
u0(x, t), u(x, t), u2(x, t), . . . , um−1(x, t). The above symbolic calculations can be carried out using software such as Maple
and Mathematica. More details of the homotopy analysis method can be found in Liao’s book [5].
3. Applications of the homotopy analysis method
In the following, we will apply the homotopy analysis method to solve Eqs. (5) and (7). We first expand the nonlinear
term Y 3/2 in a Taylor series in the neighborhood of X = 1, and retain the first three terms; Eq. (5) becomes
dY
dX
+ 1
15
[
1+ 3
2
(Y − 1)+ 3
8
(Y − 1)2
]
= 2
15
X . (16)
Rewriting Eq. (16) will lead to
dY
dX
+ 1
20
Y + 1
40
Y 2 = 2
15
X − 1
120
. (17)
Asmentioned above,we have great freedom for choosing the auxiliary linear operator L, whichmeans thatmany different
base functions can be used to express the solution, because it is known that a real function f (x) can be approximated bymany
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different base functions and thus can bemore efficiently approximated by a relatively better set of base functions. Therefore,
we can enlarge the convergence region by means of choosing different L.
(1) Case A
Choose the linear operator as
L[Φ(t; q)] = dΦ(X; q)
dX
− 2
15
X . (18)
We define the nonlinear operator
F[Φ(X; q)] = dΦ(X; q)
dX
+ 1
20
Φ(X; q)+ 1
40
Φ(X; q)2 − 2
15
X + 1
120
. (19)
Then we construct a homotopy in the form
(1− q)L[Φ(X; q)− Y0(X)] = qh¯H(X)F[Φ(X; q)] (20)
subject to the initial condition
Φ(0; q) = 0. (21)
When q = 0, Eq. (16) has the solution
Φ(X; 0) = Y0(X) = 115X
2. (22)
Defining
Ym(t) = 1m!
∂mΦ(X; q)
∂qm
(23)
and expandingΦ(X; q) in a Taylor series with respect to the embedding parameter q, we have
Φ(X; q) = Φ(X; 0)+
∞∑
m=1
Ym(X)qm. (24)
For convenience, define the vector
EYn(X) = {Y0(X), Y1(X), . . . , Yn(X)}. (25)
Next, we construct themth-order deformation equation
L[Ym(X)− χmYm−1(X)] = h¯H(X)Rm[EYm−1(X)]. (26)
Subject to the initial condition Ym(0) = 0, this gives
Rm[EYm(X)] = dYm−1(X)dX +
1
20
Ym−1 + 140
m−1∑
i=0
YiYm−1−i + (1− χm)
(
2
15
X − 1
120
)
(27)
where
χm =
{
0 m = 1
1 m > 1. (28)
According to the rule of the solution expression and the rule of the coefficient ergodicity (see [5]), the corresponding auxiliary
function can be determined uniquely to be
H(X) = 1. (29)
Now, the first few terms of solution can be obtained:
Y1 = h¯
(
− 1
120
X + 1
900
X3 + 1
45000
X5
)
(30)
Y2 = − 1120 h¯(1+ h¯)X −
1
4800
h¯2 X2 + 1
900
h¯(1+ h¯)X3 + 1
144000
h¯2 X4
+ 1
45000
h¯(1+ h¯)X5 + 13
16200000
h¯2 X6 + 1
108000000
h¯2 X8 (31)
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Fig. 2. Comparison of the exact and the approximate solutions of Eq. (5); solid line: exact numerical solution given by the fourth-order Runge–Kutta
method; open circle: four-term approximation given by (33) when h = −1.
Y3 = − 1120 h¯(1+ 2h¯+ h¯
2)X − 1
2400
h¯2(1+ h¯)X2 + h¯ 1
450
(
1+ 1
2
h¯+ 383
768
h¯2
)
X3
+ 1
72000
h¯2(1+ h¯)X4 + h¯
(
1
4500
+ 1
22500
h¯+ 953
43200000
h¯2
)
X5
+ 13
8100000
h¯2(1+ h¯)X6 + 11 h¯
3
907200000
X7 + 1
54000000
h¯2(1+ h¯)X8
+ 17 h¯
3
34992000000
X9 + 7 h¯
3
1782000000000
X11. (32)
The approximate solutions of Eq. (5) can be written as
YA = Y = Y0 + Y1 + Y2 + Y3 + · · · . (33)
Series (33) is convergent only in a limited region. This means that the solution (33) is only valid in a restricted region of
X , as shown in Fig. 2.
In Fig. 2 we compare the exact numerical solution and the approximate solution obtained by means of the homotopy
analysis method. As we can see, the approximate solution YA agrees well with the exact numerical solution for X ∈ [0, 8);
this interval is the same as that of [1]. However for large X , the solution (33) is not convergent. In the following analysis, we
will discuss how to enlarge this convergence region.
(2) Case B
Now we choose the linear and the nonlinear operators as follows:
L(Y ) = dΦ(X; q)
dX
+ 1
20
Φ(X; q)− 2
15
X + 1
120
(34)
F = dΦ(X; q)
dX
+ 1
20
Φ(X; q)+ 1
40
Φ(X; q)2 − 2
15
X + 1
120
. (35)
With the linear and nonlinear operators defined and following the steps of the homotopy analysis method, the first two
terms of the approximate solution of Eq. (5) are
YB0 = 8x3 +
107
2
e−
x
20 − 107
2
(36)
YB1 = h¯720 [5132810− 205120x+ 2560x
2 − 1030410e− x10 + e− x20 (2568x2 − 103041x− 4102400)]. (37)
Thus, another approximate solution of Eq. (5) is
YB = YB0 + YB1. (38)
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Fig. 3. Comparison of YA , YB and YC . The dashed line shows the two-term YA when h = −1; the dotted line denotes the two-term YB when h = −0.63;
the line (***) denotes the two-term Yc when h = −0.82.
(3) Case C
Note that cases A and B are based on the expansion in the neighborhood of X = 1. In the following, we will expand
Eq. (5) in the neighborhood of X = 2:
dY
dX
+ 1
15
[
2
√
2+ 3
√
2
2
(Y − 2)+ 3
√
2
16
(Y − 2)2
]
= 2
15
X . (39)
We rewrite Eq. (39) as
dY
dX
+
√
2
20
Y − 2
15
X −
√
2
60
+
√
2
80
Y 2 = 0. (40)
Thus, if we choose the linear and nonlinear operators as
L(Y ) = dΦ(X; q)
dX
+
√
2
20
Φ(X; q)− 2
15
X −
√
2
60
(41)
and
F = dΦ(X; q)
dX
+
√
2
20
Φ(X; q)+
√
2
80
Φ(X; q)2 − 2
15
X −
√
2
60
(42)
the approximate solution of Eq. (5) becomes
YC0 = −793 +
4
√
2x
3
+ 79
3
e
(
−
√
2x
20
)
(43)
YC1 = h¯360 [316810− 12720
√
2x+ 320x2 − 62410e
(
−
√
2x
10
)
+ e
(
−
√
2x
20
)
(316x2 − 6241√2x− 254400)]. (44)
Thus, the third approximate solution of Eq. (5) is
YC = YC0 + YC1. (45)
To test the validity of the proposed approach we compare the three analytical solutions YA, YB and YC to the numerical
solution in Fig. 3. One can see that YA has the smallest convergence region (0 6 X 6 7), while YB and Yc have almost the
same convergence regions (0 6 X 6 10). We now compare the absolute errors of YB and YC in Table 1. It is seen that for
0 6 X 6 10 the absolute errors of YB are all smaller than the absolute errors of Yc . So we can conclude that YB is the best
approximate analytical solution to Eq. (7) in this paper.
4. The effect of the number of Taylor expansion terms
It is important to note that the above solutions are based on the Taylor expansion of Y 3/2 to the first three terms. Nowwe
will discuss the effect of the expansion terms on the accuracy of our method. In the following, we expand Eq. (5) in Taylor
series in the neighborhood of X = 1 to five terms:
dY
dX
+ 1
15
[
1+ 3
2
(Y − 1)+ 3
8
(Y − 1)2 − 1
16
(Y − 1)3 + 1
128
(Y − 1)4
]
= 2
15
X . (46)
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Table 1
The differences between analytical solutions and the exact numerical solutions.
t |RK4− YB| |RK4− YC |
0 0 0
1 0.0089 0.0215
2 0.0204 0.0358
3 0.0325 0.0423
4 0.0407 0.0438
5 0.0401 0.0440
6 0.0283 0.0456
7 0.0074 0.0479
8 0.0140 0.0459
9 0.0197 0.0288
10 0.0146 0.0200
We rewrite Eq. (46) as
dY
dX
+ 1
32
Y + 3
64
Y 2 − 1
96
Y 3 + 1
640
Y 4 − 2
15
X − 1
384
. (47)
Applying the homotopy analysis method to Eq. (47), we obtain the approximate solution of
YT0(X) = 115X
2 (48)
YT1 = 11012500K −
(
983448209512621h¯
22500
+ 2729h¯
20
)
e(−
x
32 ) (49)
where
K = h¯X8 − 256h¯X7 + 57244h¯X6 − 10990848h¯X5 + 1758542430h¯X4 + 225093431040h¯X3
+ (21608969447340h¯+ 67500)X2 + (−1382974044629760h¯− 4320000)X
+ 44255169428067945h¯+ 138155625
YT = YT0 + YT1 (50)
where YT denotes the solution to Eq. (47).
The effect of the number of Taylor expansion terms is shown in Fig. 4. One can see that when we retain five expansion
terms, the convergence region is enlarged from [0, 5.6] to [0, 7.8]. So if one retains more Taylor terms in Eq. (5), higher
accuracy will be obtained. Of course as many terms of Taylor expansion could be retained as one wishes, but the complexity
of computation will be greatly increased accordingly. Because we need to solve a linear differential equation with an
inhomogeneous term when using the homotopy analysis method, the term is the expansion
(Ym)n = (a1 + a2 + · · · + ak)n
in every recursion step. It contains Ck−1n+k−1 terms, n denoting the highest order that we retain in the Taylor expansion. As n
increases, the inhomogeneous terms will lead to very complex symbolic computations.
We apply the homotopy analysis method to Eq. (7) without expanding it in Taylor series. Following a procedure similar
to the above, we obtain the following approximate solution for Eq. (7):
βll0 = 12X
2 (51)
βll1 = h¯(2/3) 32 X3. (52)
In numerical simulation we find h¯ = 0.19 to be the best value for the largest convergence region. Substituting h¯ = 0.19
into Eq. (52) yields
βll(X) = βll0 + βll1 = 0.5X2 − 0.1034X3. (53)
Solution (53) is the approximate solution for Eq. (7).
As shown in Fig. 5 the solution (8) given by Ref. [1], page 14, is valid only for X  1. Now we show that our homotopy
analysis solution (53) is more exact than solution (8) for X ∈ [0, 1], because we have now added a correction term of
−0.1034X3 to Obukhoff and Yaglom’s result.
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Fig. 4. The effect of the number of Taylor expansion terms on the divergence region; dashed line: two-term YA when h = −1; dotted line: two-term YT
when h = −1.1.
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Fig. 5. Comparison of solutions to Eq. (7) obtained by the homotopy analytical method and the Runge–Kutta method (dashed line: approximate solution
given by Obukhoff and Yaglom; solid line: numerical solution; (? ? ?): present result).
5. Conclusions
The approximate analytical solutions of two kinds of Kolmogorov equations are found. The homotopy analysis method
is used to solve two nonlinear ordinary differential equations. By choosing different linear and nonlinear operators in the
framework of the homotopy analysis method, we give different expressions for the approximate solutions with enlarged
convergence regions. Comparing with the numerical solutions of the equations from the previous literature, we find that
our pure analytical solutions are explicit and exact in the region of interest. These explicit approximate solutions are more
useful and convenient than the numerical solutions for practical application.
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