Practitioners are often asking if the treatment successfully improved performance. Many times this question is directed towards the outcome of a single individual. In this article, we develop a method to assess the improvement of a single individual who is administered a test of percent correct at pre-treatment and post-treatment. A Bayesian approach is taken where the number correct is modelled as a binomial random variable and the percent correct is set to a beta prior distribution. The first model assumes percent correct at pre-test is equal to the percent correct at post-test and the posterior predictive distribution is used to evaluate the change in the number correct. We subsequently model the proportions correct at pretest and post-test as unequal. The second model then assumes independent proportions and the third assumes correlated beta distributions for the two proportions. 95% credible intervals are calculated for the various methods for number of correct at post-test given a particular level at pre-test. An example using data from a cochlear implant clinical trial is presented where clinicians recorded percent correct in a consonant-nucleus-consonant test.
Introduction
Did the subject perform better after the treatment? This is a common question in practice that is directed towards individual performance rather than an average population performance. The practitioners that consistently ask this critical question are thinking in terms of a single-patient trial or n of 1 trial. The single-patient trial is typically designed as a crossover trial with a treatment measured at multiple points in time. In medical settings they may be comparing multiple medications within a single patient using random allocation. A fully randomised clinical trial is preferred to address most research questions but useful information can still be gathered on single patients. A number of clinical papers on the topic have been written using single-patient trials. [1] [2] [3] A Bayesian structure has also been used to model binary outcomes in single-patient trials. 4, 5 Often the question of better performance needs to be rephrased into 'how much better?' Simplifying the outcome into the dichotomous reject-do-not-reject decision has many flaws. 6 Knowing the degree of improvement in the patient is more important than simply asking whether or not there was improvement. This is true whether examining single-patient trials or clinical trials. With an appropriate interval estimate we will be able to detect a clinically meaningful degree of improvement per patient.
We address the scenario of individual performance pre-treatment and post-treatment on a score measuring percentage answered correctly. The level of improvement after treatment describes how effective the treatment was for the individual. This individual level information can, in turn, be used to find how the percentage improvement differed by demographic and explanatory variables. That is, what group of patients saw the most improvement and which groups saw the least amount of improvement?
The percentage correct scores measured pre-treatment and post-treatment can be considered as coming from two correlated binomial distributions. Two correlated binomials arise frequently in practice. The usual scenario with two correlated binomials results in a 2 × 2 table and counts are focused on the off diagonal elements using McNemar's test. McNemar's procedure has been extended in many ways including an approach with better small sample properties 7 and with confidence intervals that are informative in this setting. 8 A comparison of 10 different frequentist-based interval estimation methods for the difference between binomial proportions is available. 9 From a Bayesian perspective an analysis is presented for 2 × 2 tables to compute odds ratios and risk 10 and Bayesian confidence intervals in the paired binomial setting. 11 Bayesian methods can have frequentist properties for comparing proportions in 2 × 2 tables and it is recommended using Jeffrey's prior. 12 The aforementioned settings use the 2 × 2 setting where counts are observed within a contingency table. Situations arise, though, where we cannot place those counts in a 2 × 2 table since only the marginal totals are known and not the off-diagonal elements needed in procedures such as McNemar's test.
The circumstance described is common in word recognition for speech discrimination. Many speech discrimination tests consist of lists of words that are read to the subject and the subject is to recite the word that he/she believes was said. The percentage of words recited correctly or phonemes recited correctly is the outcome score. Each subject has a natural variability in his/her own responses. If someone were to take the exact same test again, that person would likely produce a different score. Because of this natural variability in subject responses, it is desirable to account for the variability when determining the degree of change in the patient speech discrimination score. Thus, consider each individual score as a random sample of n successive Bernoulli experiences where n is the total number of words given. It can also be assumed that the probability of correctly identifying a word is identical from trial to trial.
Speech discrimination tests are administered at baseline pre-treatment and again posttreatment to inspect how much scores have changed after the treatment. The list of words in a speech discrimination test may be different from pre-test to post-test but dependence obviously exists between the number recited correctly at pre-test and again at post-test. The method most commonly used to address the issue in the speech discrimination literature is a binomial confidence interval approach. 13, 14 These intervals are used by practitioners to determine what they call significant improvement. The idea is to give a range of post-treatment scores that are within reasonable variation of the pre-treatment scores. Given a particular score at pretest, if the second score is within the confidence interval, then the subject is determined to have had no significant change. A second score above the upper limit of the confidence interval signifies improvement in the speech score. Likewise, a score below the lower limit of the confidence interval indicates a significant decrease in the speech score. The confidence intervals assume a binomial distribution for the number of words correct and use an arcsin transformation 15 to construct a confidence interval.
There are some flaws with this approach. First, a confidence interval gives the degree of change and not the statistical significance of a p-value. 6 The confidence intervals can be used more effectively than just determining statistical significance. Secondly, the Thornton and Raffin approach used the arcsin transformation to approximate normality in computing the confidence intervals. Obviously with today's computing power, such a transformation should no longer be required so an attempt was made to update the intervals. 14 Pre-test values and post-test values were simulated from a binomial distribution. From those values it was computed how many post-test values were within 1.96 standard deviations of the pre-test scores. Although this approach uses modern computing to sample from binomial distributions, it assumes a normal distribution for the confidence intervals. The normal approximations could be misleading for intervals near the probability extremes of 0 and 1 and also if the word list is short, say less than 30. The approach also ignores the variability associated with the post-test value and only allows one type of variability.
In this article we propose a new approach to computing and using such intervals. Like the previous work, we too assume that the word count follows a binomial distribution but we avoid approximations to the normal distribution. Clearly the sample size is fixed and given by the number of words. There is a question on whether the trials (words) can all be considered independent. We assume that the probability of correctly answering a word is constant from one word to the next. The words are meant to be a representative sample of real world words and the learning effect should be minimal, making the independence assumption realistic.
We take a Bayesian approach and examine the distribution on the proportion correct p for a fixed sample size n. A key issue with computing such intervals is how to incorporate knowledge of the relationships between pre-test values and post-test values. We prefer to think of the problem hierarchically, which lends itself to the Bayesian paradigm. It is easier to build correlation structure and prior knowledge into a model hierarchically as well as being computationally easier. In the end, hierarchical Bayesian models are presented, which can easily handle the addition of covariates and confounding variables.
We show three approaches that could be taken for computing the individual Bayesian credible intervals. While most of the paper focuses on the single subject design, we also extend the idea to compare treatment groups if there are enough subjects for such a comparison. The first approach, presented in Section 2.1, is the usual Beta-Binomial model that assumes the pre-and post-tests share a common percent correct. Given the score from pre-test we provide a credible interval for where to expect the post-test scores to lie if the proportions were equal. A second approach, outlined in Section 2.2, assumes that the proportions are unequal and we show how to find the probability that the posttest percent correct is higher than the pre-test percent correct. The unequal proportions are assumed correlated in Section 2.3. Finally, we take a hierarchical Bayesian approach to account for covariates in determining if post-test scores are higher than pre-test scores. This is accomplished in Section 2.4 via correlated proportions. A simulation study is presented in Section 3.1 to compare the aforementioned methods which is followed by a data analysis on speech recognition scores in Section 3.2. Section 4 concludes the article discussing the proposed technique and recapping the results.
Methods

Equal proportions
Assume that π 1 and π 2 are the true proportions of words recited correctly by an individual at pre-test and post-test, respectively. Let Y 1 be the observed number correct at pre-test and let Y 2 be the observed number correct at post-test. Previous approaches 13, 14 were developed assuming the Y 1 value was known and created a confidence interval for the Y 2 value. The reported confidence intervals were given for the proportion correct which is simply Y 2 /n. Assume n is a fixed sample size for number of items tested. Furthermore, assume for the data model that Y 1 and Y 2 are both random and follow binomial distributions with the same probability of correct response π 1 = π 2 = π:
(1)
From a Bayesian perspective a prior distribution needs to be selected for π . The beta distribution is a natural choice to model the probability correct π because it is a conjugate prior and bound by 0 and 1. Thus, π ∼ Be(a, b). The posterior distribution π | Y 1 is then
Bayesian inference is often framed in terms of the parameters from the posterior distribution. Consider the scenario before the post-treatment values, Y 2 , are recorded. Rather than focusing on the parameter π we can make inference on the still unknown but observable Y 2 . The inference is what to expect Y 2 to be after observing the value of Y 1 . The posterior predictive distribution of Y 2 | Y 1 is then found by integrating out the percentage correct π. Thus, a distribution for the yet unobserved Y 2 given the likelihood is obtained based on a particular value of Y 1 . The predictive distribution is formulated as
where Be(x, y) is the beta function Be(x, y) = (x) (y)/ (x + y). In this way, we develop what the most likely values of Y 2 should be assuming Y 1 and Y 2 are generated from the same distribution. If Y 2 is not within the confidence interval generated based on the observed value of Y 1 then it is conjectured that there is likely a difference due to treatment. From the posterior predictive distribution a 95% credible interval for Y 2 given a specified value of Y 1 is easily computed. This process assumes that Y 1 and Y 2 share a common success probability π. A confidence band is constructed for Y 2 concerning every possible value of Y 1 (0 − n). The coverage of the intervals will be slightly unpredictable due to the discreteness of the binomial distribution. 16 The lower bound of each credible interval is the whole value of Y 2 that is above 2.5% of the cumulative predictive distribution and the upper bound is the whole value of Y 2 that is immediately above 97.5% or n, whichever is smaller. If the observed value of Y 2 is outside of the 95% credible interval then there is evidence that the treatment has made an impact and we can measure the size of said impact. This approach uses the original distributions and does not rely on the normal distribution to approximate the interval. It will also work for any sample size where it should be particularly beneficial for small n and π near the endpoints of 0 and 1.
The last part of this Bayesian method is to choose the hyperparameters a and b for the Be(a, b) distribution. If a and b are equal then the beta distribution is symmetric around 0.5. The choice of the prior for the beta distribution does have an impact on the width of the interval. We examined multiple non-informative priors and their respective impacts on the results. The improper prior a = b = 0 is not used because it yields an improper posterior at π = 0 and at π = 1. Since those endpoints are of critical interest other values were chosen. Two other common non-informative priors for the beta distribution are the uniform, a = b = 1, and Jeffrey's prior, a = b = 0.5. The posterior results were similar between the two priors but often lead to slight differences in the endpoints of the credible interval. The credible intervals using Jeffrey's prior, a = b = 0.5, are reported for n = 10, 25, 50, 100 in Tables 1 and 2 because they generally lead to narrower intervals and have better frequentist properties. 12 The intervals in the tables are listed in the column labelled π 1 = π 2 .
Unequal proportions
The method presented in Section 2.1 assumed that the proportions π 1 and π 2 at pretest and post-test, respectively, are equal. Another approach is to focus more on the distributions of the probabilities themselves when π 1 = π 2 . Begin with the likelihood where
Assume beta distribution priors for the proportion correct such that π 1 ∼ Be(a 1 , b 1 ) and π 2 ∼ Be(a 2 , b 2 ). Treating π 1 and π 2 as independent we would write the posterior distribution π 1 |Y 1 as Be(
If π 1 and π 2 are treated as independent then the posterior distribution of interest is simply
. (5) In this setting the predictive distribution Y 2 |Y 1 is not of interest since π 1 and π 2 are independent. Instead, we can find the probability that the post-test score is greater than the pre-test score, Pr(π 2 > π 1 ). Table 1 95% Credible intervals on Y 2 for a given value of Y 1 . The intervals in the π 1 = π 2 , π 1 = π 2 and correlated π 's columns correspond to the methods described in Sections 2.1, 2.2 and 2.3, respectively n = 10 n = 50 For each individual calculate Pr(π 2 > π 1 ) which is the probability that the post-test score is higher than the pre-test score by integrating (5) as
We assumed that a 1 = a 2 and b 1 = b 2 . This integral was solved using Mathematica and choosing various values of Y 1 , Y 2 , a, b and n to find the requested probability. The probability is calculated for n = 10, 25, 50, 100 and Jeffrey's prior of a = b = 0.5. By cycling through the values of Y 2 we find the smallest value of Y 2 such that Pr(π 2 > π 1 ) > 0.025 and the smallest value of Y 2 giving Pr(π 2 > π 1 ) > 0.975 for every value of Y 1 . Those Y 2 results construct 95% credible intervals for Y 2 and are given in Tables 1 and 2 in the column labelled π 1 = π 2 . Note that the intervals from the equal proportion method are symmetric. That is, if the interval for Y 2 when Y 1 = k is (ll, ul) then the interval when Y 1 = n − k is (n − ul, n − ll). For example, if n = 10 and the interval for Y 2 at Y 1 = 2 is (0, 7) then the interval for Y 2 at Y 1 = 8 is (3, 10) . This phenomenon is not true for the π 1 = π 2 case. In the π 1 = π 2 case there is one distribution and the values follow the well known characteristics of the binomial distribution. In the case of π 1 = π 2 though, there are two distributions and it should not be expected that the symmetry characteristics follow.
Correlated proportions
Assume that Y 1 and Y 2 are as specified in Equation (4). Recall the previous approach in Section 2.2 assumes that Y 1 is independent of Y 2 and that π 1 is independent of π 2 . The approach can be modified to account for the correlation within paired samples. This modification results in a more hierarchical approach to the problem.
Again let the beta distribution be the prior distribution on π 1 and π 2 . Then define
where U, V, W are iid Gamma random variables with respective shape parameters a, b, c. The scale parameters for U, V and W should be identical, assuming they are equal to one. It follows 17 that π 1 ∼ Be(a, c) and π 2 ∼ Be(b, c). More importantly π 1 and π 2 are correlated. The correlation results from the choice of a, b and c. 18 For given values of a and b, the larger the value of c is, the smaller the correlation between π 1 and π 2 will be. If a = b then π 1 and π 2 follow the same distribution. Assume a, b and c are all fixed. The non-informative Jeffrey's prior for both π 1 and π 2 , such that a, b and c all equal 0.5, yields a correlation between π 1 and π 2 of approximately 0.46. If a different correlation is required then a, b and c can be specified to match the required correlation and obtain appropriate beta distribution priors. Any of the values of a, b and c could be chosen to be random variables. In this type of single subject design there is often not enough data to obtain a reliable posterior estimate of the value. If more knowledge is known of the correlation then the intervals can be adjusted accordingly through judicious choices of a, b and c. Again, the hyperparameter choices are essential to the endpoints of the confidence interval, particularly for n = 10 and where Y 1 or Y 2 are near 0 or n.
This approach is more complicated to compute directly but is ideally suited for a hierarchical Bayes setting. The hierarchical model is easily set up in WinBUGS or programmed directly using another language such as R (http://www.r-project.org). To evaluate the posterior distribution of [π 1 , π 2 |·] we use Markov chain Monte Carlo (MCMC) simulations and slice sampling. 19 The joint full conditional distribution of π 1 and π 2 is
The posterior distribution was approximated for every combination of Y 1 and Y 2 for n = 10, 25, 50, 100. Visual inspection confirmed immediate convergence of the chains as the last 10,000 of 11,000 draws were kept in every case.
Since π 1 and π 2 are not equal, we find the Pr(π 2 > π 1 ) for every combination of Y 1 and Y 2 for each given n and use Monte Carlo integration to approximate said probability. This is done by recording whether or not π 2 is greater than π 1 at each iteration of the Gibbs cycle. Divide the number of greater than occurrences by the length of the chain to obtain the estimate of Pr(π 2 > π 1 ). Again, by cycling through the values of Y 2 for different Y 1 values we find the smallest value of Y 2 such that the estimated probability is greater than 0.025 and the smallest value of Y 2 that gives the estimated probability is greater than 0.975. Those values construct a 95% credible interval for Y 2 given Y 1 and are given in Tables 1 and 2 in the column 'Correlated π's'.
Group comparisons
The methods presented farso, all reflect a form of single-patient trials. Suppose the interest is not only to examine individual scores but also to adjust for covariate effects. The data model in this setting is still binomial and is demonstrated using separate π 1 = (π 11 ,. . . , π 1m ) and π 2 = (π 21 ,. . . , π 2m ) values that are subject specific. Suppose
with i = 1,. . . , m where m is the number of subjects. Each individual is allowed their own proportions, π 1i and π 2i , in the spirit of the single patient trial.
To include covariates we choose logistic models on π 1i and π 2i such that
Thus, the μ = (μ 1 μ 2 ) parameter designates the overall pre-treatment and post-treatment group mean effects while θ i represents individual specific random subject effects where i = 1,. . . , m. The β vector captures any covariate effects with 1i and 2i encapsulating any additional random error. The design matrix X contains the covariate level data. This type of model allows for adjustment of covariates and estimation of the correlation between pre-treatment and post-treatment scores. The correlation, ρ, could be modelled by assuming a multivariate normal distribution on μ. Rather than imposing additional parameters on the model, however, we calculate the correlation between π 1 and π 2 at each iteration of the MCMC simulations. Flat priors are chosen for μ 1 , μ 2 and β with a normal prior for θ i . The error terms, 1i and 2i , are N(0, τ ) where τ follows an inverse gamma distribution. This format allows demographic and explanatory variables in the model to find how the proportions are impacted by those variables. Each individual probability, Pr(π 2i > π 1i ), can be estimated using Monte Carlo integration as described in Section 2.3 giving a probability of improvement for each individual conditioned on selected controlling variables.
Data analysis
Simulation study
Ten-thousand pairs of Y 1 and Y 2 values were randomly sampled at each level of π = 0.1, 0.2, . . . , 0.9 assuming Y 1 and Y 2 share the same value of π. The simulations were run for n = 10, 25, 50, 100 for the intervals presented in Sections 2.1, 2.2, 2.3 as well as the Thornton and Raffin intervals. Under each sample size, the percent of Y 2 values falling outside of the intervals corresponding to its paired Y 1 value were recorded and presented in Table 3 . The error percentage should be approximately 5% for the 95% intervals. 16 The values in Table 3 are aggregated across the levels of π to observe the overall error rate. The Thornton-Raffin method produces the narrowest intervals which corresponds to the highest error rate for each sample size. Error rates being greater than 0.05 is an indication that they are perhaps too narrow. The π 1 = π 2 error rates are nearly identical to the correlated π's error rate while the π 1 = π 2 error rates tend to be the highest of the three proposed Bayesian intervals but still less than target rate of 0.05.
It is also important to examine how the error rates function at specific levels of π . Ten thousand pairs of Y 1 and Y 2 were sampled at each of nine different values of π. For each simulation the value of Y 1 was recorded and its corresponding Y 2 value Table 3 Error rates from simulations of Y 1 and Y 2 values generated from Binomial(n,π). Reported are the percentage of times that Y 2 fell outside the interval even though π 1 = π 2 n π 1 = π 2 π 1 = π 2 Correlated π 's Thornton-Raffin compared with the interval. Some results are presented in Figure 1 for n = 10. There are four figures reflecting results when π = 0.2, 0.4, 0.6, 0.8. On the x axis are the sampled Y 1 values and on the y axis are the Y 2 error rates at that level of Y 1 . Within each figure are four lines, one for each method of confidence interval. The error rates are lowest when Y 1 is near n * π. The further Y 1 is from n * π the higher the error rate becomes. The Thornton-Raffin intervals typically increase most rapidly away from n * π. Many adjustments can be made to the intervals. The priors for the presented intervals are non-informative. Informative priors can shift the intervals so that they are not symmetric and wider/narrower at higher percentages.
Hybrid 10 Cochlear implant clinical trial
Cochlear implants (CIs) have been designed to assist individuals who are severely to profoundly deaf with verbal communication. The device receives acoustic signals through an externally worn microphone. These signals are processed to filter and transmit those components of sound critically important for speech perception. From there, those components are transmitted via electrical signals to an array of electrodes in the cochlea, resulting in electrical stimulation of the auditory nerve. The central auditory pathway then receives the signal for interpretation which does not produce an exact replica of normal hearing. However, when using modern CIs the majority of postlingually deafened implant recipients score above 80% on high-context sentences in quiet listening conditions, even without visual cues. 20 Investigators at the University of Iowa have been researching a way of improving high frequency speech sounds. 21−24 The Iowa/Nucleus 10 mm hybrid cochlear implant is under an FDA clinical trial IDE. Eighty-seven adults with severe to profound hearing loss of about 2000 Hz were enrolled in the FDA clinical trial in the United States and implanted with the Iowa/Nucleus 10mm hybrid implant. The poorer hearing ear received the device. Initial implantations took place in 1999 and enrollment in the clinical trial was closed as of 2008. Longitudinal follow-ups are still being administered. Before surgery, each subject was administered the consonant-nucleus-consonant (CNC) word score test. Two lists of 50 monosyllabic words were administered. Each word is digitally recorded and the recording is played to the patient. The patient is to repeat the word back. The number of words repeated correctly was recorded and used to report the proportion correct.
The clinical trial is a longitudinal study where CNC word scores were collected preoperatively and again post-operatively. As of November 2008, 68 subjects had follow-up values out to at least 1 year. Subjects were not tested at both 9 and 12 months and for the purposes of this example we use the available 9-and 12-month scores to be our post-test value.
One goal of this study is to determine what proportion of the patients improved and how much they improved by. This summary information was broken down by explanatory variables including age of the patient at which the surgery took place and age at which the patient became profoundly deaf. The time between those two ages is known as duration of deafness. Duration of deafness tends to have the most impact in addressing amount of change in CNC score from pre-implant to post-implant. 25 It is potentially of interest to find an exclusion criterion based upon patient age or duration of deafness for when it is no longer productive to implant a hybrid device.
Given the pre-test score for our 68 subjects we compare their post-test score with the credible intervals in Table 2 . The individual scores are presented in Table 4 if the increase from pre-test to post-test was no more than 25. For the 35 subjects who had an increase of more than 25 words correct their post-test score is outside of the interval. In Table 4 'Yes' is marked in the column if the individual's post-test score is within the interval for their pre-test score, otherwise 'No' is marked when the post-test score is outside the interval. We find that 18 of the 68 (26%) subjects have not increased their scores by 12 months under all three approaches. The Thornton-Raffin intervals would yield similar results in this sample except that the post-test score of ID 52 would have also been outside of the interval. In this data analysis there were only eighteen subjects who did not show significant improvement with six of them performing the same or worse. This indicates that the hybrid implant is doing well with consonant recognition in adults. 25 Table 4 CNC pre-test and post-test scores from Hybrid clinical trial for subjects with change of 25 or less in word correct score. 'Yes' denotes a post-test score is within the interval using the denoted method from It is also critical to examine covariates to help inform why some individuals are not improving. The analysis uses the hierarchical approach from Section 2.4 to estimate Pr(π 2i > π 1i ) for each individual subject conditional on duration of deafness. Convergence was met quickly and the chain was run for 11,000 iterations in WinBUGS with the first 1000 iterations used as burn-in.
The estimated posterior mean of the duration of deafness variable, β, was −0.004 with a 95% credible interval (−0.017, 0.008). Although the interval was not completely below zero we did see an indication that as duration increases the CNC score should be expected to decrease. The value ofβ implies that the mean percentage correct will decrease by 0.4% for every additional year of deafness.
The estimates of the mean parameters wereμ 1 = −0.62 andμ 2 = 0.64. The random subject effects, θ i , ranged from −0.90 to 1.10 with a variance of 0.37. The estimated model variance wasτ = 0.46. The correlation between π 1 and π 2 was also calculated. Note that the Pearson correlation between Y 1 and Y 2 was 0.44 and the model estimate was 0.45 with a 95% credible interval (0.38, 0.53).
In addition the model also allows for a subject-level comparison between pre-test and post-test scores while controlling for covariates. The last column in Table 4 labelled Group reflects the estimated Pr(π 2i > π 1i ). If the probability is greater than 0.975 then we would have evidence of improvement which matches 'No' in the previous columns. Any values less than 0.975 would correspond to Y 2 being within the intervals. The results after adjusting for duration of deafness exhibit some minor differences from the previous methods. Subjects 10 and 67 were within the limits using the previous methods whereas the method adjusting for duration of deafness suggests an improvement in CNC scores for these two individuals. The two cases are similar to each other with both having a 13% change. ID 10 had a very small duration of deafness while ID 67 had an average duration of deafness. While a change in 13 words was outside the range for those two individuals, a change in 14 words was within the range for ID 52. This individual had a larger than average duration of deafness.
Discussion
Being able to determine whether a patient significantly improved or not is important to practitioners. In this article, we produced intervals for pre-post proportion correct testing using a method that does not rely on normal distribution approximations. The narrowest intervals tend to be the π 1 = π 2 approach outlined in Section 2.1. The unequal π approach in Section 2.2 is more general and the inherent correlation between π 1 and π 2 can be incorporated into the model as shown in Section 2.3.
The posterior predictive distribution naturally lends itself to be interpreted for the question of improvement in percent correct scores for an individual. The intervals produced for n =10, 25, 50, 100 differ slightly from previously published intervals 13, 14 with our intervals typically being wider since they account for the uncertainty in both Y 1 and Y 2 . All of the intervals for n = 10 are approximately one unit longer and most of the intervals for n = 25 are one unit longer. The intervals as n becomes larger become more similar. This is expected as the other approaches assume normality so the intervals should be similar for n = 100 with discrepancies most common at Y 1 = 0 and Y 1 = n. The equal π and the correlated π approaches had the smallest error rates with the equal π being slightly smaller. Although the intervals are similar they are not exactly the same. The equal π intervals are symmetric from Y 1 = 0 to n. The correlated π approach assumed a correlation of 0.46 and yielded a very similar error rate as the equal π approach. If stronger prior information is required for a different correlation or beta distributions that are centered somewhere other than 0.5 then the correlated π approach is easily modified.
We note that it may not be possible to show significant increases in some cases. For example, when n = 10 a score of six or greater at pre-test can not show significant improvement. Researchers using an n = 10 scale should use this system only when the pre-test score is five or less. This is of less concern for studies with larger n, especially the frequently used n = 100 scale where it takes a score of 96 or better to have no chance to show improvement.
A problem with analyses in this cochlear implant CNC score setting is the lack of a true comparison group. There is clearly within-subject variability as scores will vary from one test to the next. A test-retest study in a steady state would be informative to gain an understanding of that natural variability. In the current climate that is far too difficult as the patients are already taxed in excess as they participate in multiple studies every time they visit the clinic and these tests can take upwards of 8 h to administer.
The group comparison is an important model when assessing group summary information and adjusting for covariates. The model also lends itself to other comparisons that can be made. For instance, it may be clinically important to compare subsets of important demographic variables such as gender, race or age.
If more information is available to use an informative prior on the beta distribution then the endpoints of the credible intervals are likely to be affected. Jeffrey's prior was used in this article because of the appealing non-informative nature of it and it gave narrower intervals than other non-informative priors.
Other approaches are possible to construct similar intervals. We chose to find the interval for the number of post-treatment trials correct, Y 2 |Y 1 . The difference between Y 1 and Y 2 could also be used although the difference would not be constant across the space of Y 2 . Intervals for π 1 and π 2 may also be of interest in certain settings and could be easily formulated with the framework devised here.
