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HYPERSURFACES OF CONSTANT CURVATURE IN
HYPERBOLIC SPACE I.
BO GUAN, JOEL SPRUCK, AND MAREK SZAPIEL
Abstract. We investigate the problem of finding complete strictly convex hyper-
surfaces of constant curvature in hyperbolic space with a prescribed asymptotic
boundary at infinity for a general class of curvature functions.
1. Introduction
In this paper we study Weingarten hypersurfaces of constant curvature in hyper-
bolic space Hn+1 with a prescribed asymptotic boundary at infinity. More precisely,
given a disjoint collection Γ = {Γ1, . . . ,Γm} of closed embedded (n− 1) dimensional
submanifolds of ∂∞Hn+1, the ideal boundary of Hn+1 at infinity, and a smooth sym-
metric function f of n variables, we seek a complete hypersurface Σ in Hn+1 satisfying
(1.1) f(κ[Σ]) = σ
where κ[Σ] = (κ1, . . . , κn) denotes the hyperbolic principal curvatures of Σ and σ is
a constant, with the asymptotic boundary
(1.2) ∂Σ = Γ.
We will use the half-space model,
H
n+1 = {(x, xn+1) ∈ R
n+1 : xn+1 > 0}
equipped with the hyperbolic metric
(1.3) ds2 =
∑n+1
i=1 dx
2
i
x2n+1
.
Thus ∂∞Hn+1 is naturally identified with Rn = Rn × {0} ⊂ Rn+1 and (1.2) may be
understood in the Euclidean sense. For convenience we say Σ has compact asymptotic
boundary if ∂Σ ⊂ ∂∞Hn+1 is compact with respect the Euclidean metric in Rn.
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The function f is assumed to satisfy the fundamental structure conditions:
(1.4) fi(λ) ≡
∂f(λ)
∂λi
> 0 in K, 1 ≤ i ≤ n,
(1.5) f is a concave function in K,
and
(1.6) f > 0 in K, f = 0 on ∂K
where K ⊂ Rn is an open symmetric convex cone such that
(1.7) K+n :=
{
λ ∈ Rn : each component λi > 0
}
⊂ K.
In addition, we shall assume that f is normalized
(1.8) f(1, . . . , 1) = 1
and satisfies the following more technical assumptions
(1.9) f is homogeneous of degree one
and
(1.10) lim
R→+∞
f(λ1, · · · , λn−1, λn +R) ≥ 1 + ε0 uniformly in Bδ0(1)
for some fixed ε0 > 0 and δ0 > 0, where Bδ0(1) is the ball of radius δ0 centered at
1 = (1, . . . , 1) ∈ Rn.
All these assumptions are satisfied by f = (σk/σl)
1
k−l , 0 ≤ l < k ≤ n, defined in
Kk where σk is the normalized k-th elementary symmetric polynomial (σ0 = 1) and
Kk = {λ ∈ R
n : σj(λ) > 0, ∀ 1 ≤ j ≤ k}.
See [3] for proof of (1.4) and (1.5). For (1.10) one easily computes that
lim
R→+∞
f(λ1, · · · , λn−1, λn +R) =
(k
l
) 1
k−l
.
Since f is symmetric, by (1.5), (1.8) and (1.9) we have
(1.11) f(λ) ≤ f(1) +
∑
fi(1)(λi − 1) =
∑
fi(1)λi =
1
n
∑
λi in K ⊂ K1
and
(1.12)
∑
fi(λ) = f(λ) +
∑
fi(λ)(1− λi) ≥ f(1) = 1 in K.
Moreover, (1.4) and f(0) = 0 imply that
(1.13) f > 0 in K+n .
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In this paper we shall focus on the case of finding complete hypersurfaces satisfying
(1.1)-(1.2) with positive hyperbolic principal curvatures everywhere; for convenience
we shall call such hypersurfaces (hyperbolically) locally strictly convex. In Part II [11]
we will allow f satisfying (1.4)-(1.10) and general cones K.
Before we state our first result we need to explain the orientation of hypersurfaces
under consideration. In this paper all hypersurfaces in Hn+1 we consider are assumed
to be connected and orientable. If Σ is a complete hypersurface in Hn+1 with compact
asymptotic boundary at infinity, then the normal vector field of Σ is chosen to be the
one pointing to the unique unbounded region in Rn+1+ \ Σ, and the (both hyperbolic
and Euclidean) principal curvatures of Σ are calculated with respect to this normal
vector field.
Theorem 1.1. Let Σ be a complete locally strictly convex C2 hypersurface in Hn+1
with compact asymptotic boundary at infinity. Then Σ is the (vertical) graph of a
function u ∈ C2(Ω) ∩ C0(Ω), u > 0 in Ω and u = 0 on Ω, for some domain Ω ⊂ Rn:
Σ =
{
(x, u(x)) ∈ Rn+1+ : x ∈ Ω
}
such that
(1.14) {δij + uiuj + uuij} > 0 in Ω.
That is, the function u2 + |x|2 is strictly convex. Moreover,
(1.15) eu
√
1 + |Du|2 ≤ max
{
max
Ω
eu,max
∂Ω
√
1 + |Du|2
}
in Ω.
According to Theorem 1.1, Problem (1.1)-(1.2) for complete locally strictly convex
hypersurfaces reduces to the Dirichlet problem for a fully nonlinear second order
equation which we shall write in the form
(1.16) G(D2u,Du, u) =
σ
u
, u > 0 in Ω ⊂ Rn
with the boundary condition
(1.17) u = 0 on ∂Ω.
In particular, Γ must be the boundary of some bounded domain Ω in Rn. The exact
formula of G will be given in Section 2.
We seek solutions of equation (1.16) satisfying (1.14). Following the literature we
call such solutions admissible. By [3] condition (1.4) implies that equation (1.16) is
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elliptic for admissible solutions. Our goal is to show that the Dirichlet problem (1.16)-
(1.17) admits smooth admissible solutions for all 0 < σ < 1 which is also a necessary
condition by the comparison principle under conditions (1.8) and (1.9), as we shall
see in Section 3. Due to the special nature of the problem, there are substantial
technical difficulties to overcome and we have not yet succeeded in finding solutions
for all σ ∈ (0, 1). However we shall prove
Theorem 1.2. Let Γ = ∂Ω×{0} ⊂ Rn+1 where Ω is a bounded smooth domain in Rn.
Suppose that σ ∈ (0, 1) satisfies σ2 > 1
8
. Under conditions (1.4)-(1.10) with K = K+n ,
there exists a complete locally strictly convex hypersurface Σ in Hn+1 satisfying (1.1)-
(1.2) with uniformly bounded principal curvatures
(1.18) |κ[Σ]| ≤ C on Σ.
Moreover, Σ is the graph of an admissible solution u ∈ C∞(Ω)∩C1(Ω¯) of the Dirichlet
problem (1.16)-(1.17). Furthermore, u2 ∈ C∞(Ω) ∩ C1,1(Ω) and
(1.19)
√
1 + |Du|2 ≤
1
σ
, u|D2u| ≤ C in Ω√
1 + |Du|2 =
1
σ
on ∂Ω
For Gauss curvature, f(λ) = (Πλi)
1
n , Theorem 1.2 was proved by Rosenberg and
Spruck [15] who in fact allowed all σ ∈ (0, 1).
As we shall see in Section 2, equation (1.16) is singular where u = 0. It is therefore
natural to approximate the boundary condition (1.17) by
(1.20) u = ǫ > 0 on ∂Ω.
When ǫ is sufficiently small, the Dirichlet problem (1.16),(1.20) is solvable for all
σ ∈ (0, 1).
Theorem 1.3. Let Ω be a bounded smooth domain in Rn and σ ∈ (0, 1). Suppose f
satisfies (1.4)-(1.10) with K = K+n . Then for any ǫ > 0 sufficiently small, there exists
an admissible solution uǫ ∈ C∞(Ω¯) of the Dirichlet problem (1.16),(1.20). Moreover,
uǫ satisfies the a priori estimates
(1.21)
√
1 + |Duǫ|2 ≤
1
σ
+ ǫC in Ω
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(1.22) uǫ|D2uǫ| ≤
C
ǫ2
in Ω
where C is independent of ǫ.
The organization of the paper is as follows. Section 2 summarizes the basic infor-
mation about vertical and radial graphs that we will need in the sequel. In section 3
we prove global gradient bounds and some sharp estimates on the vertical component
of the upward normal near the boundary. These are essential for the boundary second
derivative estimates which we derive in Section 4. Here we make essential use of the
exact form of the linearized operator to derive the mixed normal-tangential estimates
and assumption (1.10) for the pure normal second derivative estimate. In Section
5 we prove a maximum principle for the maxmum hyperbolic principle curvature.
Our approach uses radial graphs and is new and rather delicate. It is here that we
have had to restrict the allowable σ ∈ (0, 1) to σ2 > 1
8
. Otherwise our approach is
completely general and we expect Theorem 1.2 is valid for all σ ∈ (0, 1). Because the
linearized operator is not necessarily elliptic we prove Theorem 1.2 by an iterative
procedure which is carried out in Section 6. Because of this, we have derived all
our estimates for a fairly general class of hypersurfaces of prescribed curvature as a
function of position.
2. Formulas for hyperbolic principal curvatures
Let Σ be a hypersurface in Hn+1 and g the induced metric on Σ from Hn+1. For
convenience we call g the hyperbolic metric, while the Euclidean metric on Σ means
the induced metric from Rn+1. We use X and u to denote the position vector and
height function, defined as
u = X · e,
of Σ in Rn+1, respectively. Here and throughout this paper, e is the unit vector in
the positive xn+1 direction in R
n+1, and ‘·’ denotes the Euclidean inner product in
R
n+1. We assume Σ is orientable and let n be a fixed global unit normal vector field
to Σ with respect to the hyperbolic metric. This also determines an Euclidean unit
normal ν to Σ by the relation
ν =
n
u
.
We denote νn+1 = e · ν.
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Let e1, · · · , en be a local orthnormal frame of vector fields on (Σ, g). The second
fundamental form of Σ is locally given by
hij := 〈∇eiej,n〉
where 〈·, ·〉 and ∇ denote the metric and Levi-Civita connection of Hn+1 respectively.
The (hyperbolic) principal curvatures of Σ, denoted as κ[Σ] = (κ1, . . . , κn), are the
eigenvalues of the second fundamental form. The relation between κ[Σ] and the
Euclidean principal curvatures κE [Σ] = (κE1 , . . . , κ
E
n ) is given by
(2.1) κi = uκ
E
i + ν
n+1 1 ≤ i ≤ n.
We shall derive equations for Σ based on this formula when Σ satisfies (1.1).
2.1. Vertical graphs. Suppose Σ is locally represented as the graph of a function
u ∈ C2(Ω), u > 0, in a domain Ω ⊂ Rn:
Σ = {(x, u(x)) ∈ Rn+1 : x ∈ Ω}.
In this case we take ν to be the upward (Euclidean) unit normal vector field to Σ:
ν =
(−Du
w
,
1
w
)
, w =
√
1 + |Du|2.
The Euclidean metric and second fundamental form of Σ are given respectively by
gEij = δij + uiuj ,
and
hEij =
uij
w
.
According to [4], the Euclidean principal curvatures κE [Σ] are the eigenvalues of the
symmetric matrix AE [u] = [aEij ]:
(2.2) aEij :=
1
w
γikuklγ
lj,
where
γij = δij −
uiuj
w(1 + w)
.
Note that the matrix {γij} is invertible with inverse
γij = δij +
uiuj
1 + w
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which is the square root of {gEij}, i.e., γikγkj = g
E
ij . ¿From (2.1) we see that the
hyperbolic principal curvatures κ[u] of Σ are the eigenvalues of the matrix Av[u] =
{avij[u]}:
(2.3) avij [u] :=
1
w
(
δij + uγ
ikuklγ
lj
)
.
Let S be the vector space of n× n symmetric matrices and
SK = {A ∈ S : λ(A) ∈ K},
where λ(A) = (λ1, . . . , λn) denotes the eigenvalues of A. Define a function F by
(2.4) F (A) = f(λ(A)), A ∈ SK .
We recall some properties of F . Throughout the paper we denote
(2.5) F ij(A) =
∂F
∂aij
(A), F ij,kl(A) =
∂2F
∂aij∂akl
(A).
The matrix {F ij(A)}, which is symmetric, has eigenvalues f1, . . . , fn, and therefore is
positive definite for A ∈ SK if f satisfies (1.4), while (1.5) implies that F is concave
for A ∈ SK (see [3]), that is
(2.6) F ij,kl(A)ξijξkl ≤ 0, ∀ {ξij} ∈ S, A ∈ SK .
We have
(2.7) F ij(A)aij =
∑
fi(λ(A))λi,
(2.8) F ij(A)aikajk =
∑
fi(λ(A))λ
2
i .
Finally, the function G in equation (1.16) is determined by
(2.9) G(D2u,Du, u) =
1
u
F (Av[u]).
where Av[u] = {avij[u]} is given by (2.3). Note that
(2.10)
Gst[u] :=
∂G
∂ust
=
1
w
F ijγisγtj
Gst[u]ust =
1
u
(
F ijaij −
1
w
∑
F ii
)
Gu = −
1
u2w
∑
F ii
and
(2.11) Gpq,st[u] :=
∂2G
∂upq∂ust
=
u
w2
F ij,klγisγtjγkpγql
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where F ij = F ij(Av[u]), etc. It follows that, under condition (1.4), equation (1.16)
is elliptic for u if Av[u] ∈ SK , while (1.5) implies that G(D
2u,Du, u) is concave with
respect to D2u.
For later use in section 6 note that if u is a solution of
(2.12) G˜(D2u,Du, u) = G(D2u,Du, u)− ψ(x, u) = 0
then from (2.10)
(2.13) G˜u =
1
u2
(
Ψ− uΨu −
1
w
∑
fi
)
where Ψ(x, u) = uψ(x, u). Since
∑
fi ≥ 1, we obtain from (2.13)
(2.14) G˜u ≤
1
u2
(
Ψ− uΨu −
1
w
)
.
2.2. Radial graphs. Let ∇ denote the covariant derivative on the standard unit
sphere Sn in Rn+1 and y = e · z for z ∈ Sn ⊂ Rn+1. Let τ1, · · · , τn be an orthnormal
local frame of smooth vector fields on the upper hemisphere Sn so that τi · τj = δij .
For a function v on Sn, we denote vi = ∇iv = ∇τiv, vij = ∇j∇iv, etc.
Suppose that locally Σ is a radial graph over the upper hemisphere Sn+ ⊂ R
n+1, i.e.,
it is locally represented as
(2.15) X = evz, z ∈ Sn+ ⊂ R
n+1.
The Euclidean metric, outward unit normal vector and second fundamental from of
Σ are
gEij = e
2v(δij + vivj)
ν =
z−∇v
w
, w = (1 + |∇v|2)1/2
and
hEij =
1
w
ev(vij − vivj − δij)
respectively. Therefore the Euclidean principal curvatures are the eigenvalues of the
matrix
(2.16) aEij =
1
w
e−vγik(vkl − vkvl − δkl)γ
lj =
1
w
e−v(γikvklγ
lj − δij)
where
γij = δij −
vivj
w(1 + w)
.
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Note that the height function u = yev. We see that the hyperbolic principal curvatures
are the eigenvalues of the matrix As[v] = {asij [v]}:
(2.17) asij [v] :=
1
w
(yγikvklγ
lj − e · ∇vδij).
In this case equation (1.1) takes the form
(2.18) F (As[v]) = σ.
3. Locally convex hypersurfaces. C1 estimates
3.1. Equidistance spheres. There are two important facts which will be used re-
peatedly. One is the invariance of equation (1.1) under scaling X 7→ λX in Rn+1, as
it is an isometry of Hn+1. The other is that the Euclidean spheres, known as equidis-
tance spheres, have constant hyperbolic principal curvatures. Let BR(a) be a ball of
radius R centered at a = (a′,−σR) ∈ Rn+1 where σ ∈ (0, 1) and S = ∂BR(a) ∩Hn+1.
Then κi[S] = σ for all 1 ≤ i ≤ n with respect to its outward normal. These spheres
may serve as barriers in many situations. Especially, we have the following estimates
which were first derived in [8] for hypersurfaces of constant mean curvature.
Lemma 3.1. Suppose f satisfies (1.4), (1.8) and (1.9). Let Σ be a hypersurface in
H
n+1 with κ[Σ] ∈ K and
σ1 ≤ f(κ[Σ]) ≤ σ2
where 0 ≤ σ1 ≤ σ2 ≤ 1 are constants, and ∂Σ ⊂ P (ǫ) ≡ {xn+1 = ǫ}, ǫ ≥ 0. Let Ω
be the region in Rn bounded by the projection of ∂Σ to Rn = {xn+1 = 0} (such that
R
n \ Ω contains an unbounded component), and u denote the height function of Σ.
(i) For any point (x, u) ∈ Σ,
(3.1)
ǫσ2
1 + σ2
+ d(x)
√
1− σ2
1 + σ2
≤ u ≤
L
2
√
1− σ1
1 + σ1
+ ǫ,
where d(x) and L denote the distance from x ∈ Rn to ∂Ω and the (Euclidean) diameter
of Ω, respectively.
(ii) Assume that ∂Σ ∈ C2. For ǫ > 0 sufficiently small,
(3.2) σ1 −
ǫ
√
1− σ21
r1
−
ǫ2(1 + σ1)
r21
< νn+1 < σ2 +
ǫ
√
1− σ22
r2
+
ǫ2(1− σ2)
r22
on ∂Σ
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where r1 and r2 are the maximal radii of exterior and interior spheres to ∂Ω, respec-
tively. In particular, if σ1 = σ2 = σ then ν
n+1 → σ on ∂Σ as ǫ→ 0.
While Lemma 3.1 was proved in [8] only for the mean curvature case, the proof
remains valid for more general symmetric functions of principal curvatures with minor
modifications. So we omit the proof here.
Another important class of hypersurfaces of constant principal curvatures are the
horospheres P (ǫ) ≡ {xn+1 = ǫ}, ǫ > 0. Indeed, from (2.1) we see that κ[P (ǫ)] = 1.
By the comparison principle we immediately obtain the following necessary condition
for the solvability of problem (1.1)-(1.2).
Lemma 3.2. Suppose that f satisfies (1.4) and (1.8), and that there is a hypersurface
Σ in Hn+1 which satisfies (1.1) and (1.2) with κ[Σ] ∈ K. Then σ < 1.
3.2. Locally strictly convex hypersurfaces. We now consider hypersurfaces of
positive principal curvatures in Hn+1; we call such hypersurfaces locally strictly convex.
Lemma 3.3. Let Σ ⊂ {xn+1 ≥ c} be a locally strictly convex hypersurface of class
C2 in Hn+1 with compact (asymptotic) boundary ∂Σ ⊂ {xn+1 = c} for some constant
c ≥ 0. Then Σ is a vertical graph. In particular, ∂Σ is is boundary of a bounded
domain in {xn+1 = c}.
Proof. Let T be the set of t ≥ c such that Σt := Σ ∩ {xn+1 ≥ t} is a vertical graph
and let t0 be the minimum of T which is clearly nonempty. Suppose t0 > c. Then
there must be a point p ∈ ∂Σt0 with ν
n+1(p) = 0, that is, the normal vector to Σ at
p is horizontal. It follows from (2.1) that κEi = κi/t0 > 0 for all 1 ≤ i ≤ n at p. On
the other hand, the curve Σ∩P (near p) clearly has nonpositive curvature at p (with
respect to the normal ν(p)), where P is the plane through p spanned by e and ν(p).
This is a contradiction, proving that t0 = c. 
By the formula (2.3) the graph of a function u is locally strictly convex if and only if
the function U = |x|2+u2 is (locally) strictly convex, i.e., its Hessian D2U is positive
definite. We define the class of admissible functions in a domain Ω ⊂ Rn as
(3.3) A(Ω) =
{
u ∈ C2(Ω) : u > 0, |x|2 + u2 is locally strictly convex in Ω
}
.
By the convexity of |x|2 + u2 we immediately have
(3.4) |Du| ≤
1
u
(
L+max
∂Ω
u|Du|
)
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where L is the diameter of Ω. The following gradient estimate, which improves (3.4)
in the sense that it is independent of the (positive) lower bound of u, will be crucial
to our results.
Lemma 3.4. Let u ∈ A(Ω). Then
(3.5) eu
√
1 + |Du|2 ≤ max
{
sup
Ω
eu,max
∂Ω
eu
√
1 + |Du|2
}
.
Proof. If eu
√
1 + |Du|2 attains its maximum at an interior point x0 ∈ Ω then at x0,∑
j
uj(δij + uiuj + uij) = e
−u ∂
∂xi
(eu
√
1 + |Du|2) = 0, ∀ 1 ≤ i ≤ n.
If follows that Du(x0) = 0 as the matrix {δij + uiuj + uij} is positive definite. 
Lemma 3.5. Let u ∈ A(Ω) satisfy
(3.6)


σ1 ≤ f(κ[u]) ≤ σ2, in Ω
u ≥ ǫ, in Ω
u = ǫ, on ∂Ω
where 0 < σ1 ≤ σ2 < 1, ǫ ≥ 0 and ∂Ω ∈ C
2. Suppose f satisfies (1.4), (1.8) and
(1.9). Then, for ǫ sufficiently small,
(3.7)
1√
1 + |Du|2
≥ σ1 − Cǫ(ǫ+
√
1− σ21) in Ω.
Proof. By Lemma 3.1 we have, for ǫ sufficiently small,
(3.8)
√
1 + |Du|2 ≥
2
1 + σ2
on ∂Ω.
Fix λ > 0 (sufficiently large) such that
(3.9)
L
2λ
√
1− σ1
1 + σ1
≤ ln
2
1 + σ2
where L is the diameter of Ω, and let
uλ(x) =
1
λ
u(λx), x ∈ Ωλ
where Ωλ = Ω
λ
. Then κ[uλ](x) = κ[u](λx) in Ωλ. It follow that uλ ∈ A(Ωλ) and
(3.10)


σ1 ≤ f(κ[u
λ]) ≤ σ2, in Ω
λ
uλ ≥ ǫ
λ
, in Ωλ
uλ = ǫ
λ
, on ∂Ωλ
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Applying Lemma 3.1 to uλ, we have by (3.8) and (3.9),
uλ −
ǫ
λ
≤
L
2λ
√
1− σ1
1 + σ1
≤ max
∂Ωλ
ln
√
1 + |Duλ|2 in Ωλ
or
(3.11) sup
Ωλ
eu
λ
≤ max
∂Ωλ
e
ε
λ
√
1 + |Duλ|2.
By (3.11), Lemma 3.4 and Lemma 3.1 (part ii, formula (3.2)),
(3.12)
1√
1 + |Duλ|2
≥ e(u
λ− ǫ
λ
)min
∂Ωλ
1√
1 + |Duλ|2
≥ min
∂Ωλ
1√
1 + |Duλ|2
≥ σ1 − Cǫ(ǫ+
√
1− σ21).
This proves (3.7). 
4. Boundary estimates for second derivatives
Let Ω be a bounded smooth domain in Rn. In this section we establish boundary
estimates for second derivatives of admissible solutions to the Dirichlet problem
(4.1)
{
G(D2u,Du, u) = ψ(x, u), in Ω
u = ǫ, on ∂Ω
where G is defined in (2.9) and ψ ∈ C∞(Ω × R+). We assume that ψ satisfies the
following conditions:
(4.2) 0 < ψ(x, z) ≤
1− ǫ1
z
, |Dxψ(x, z)| + |ψz(x, z)| ≤
C
z2
, ∀ x ∈ Ωδ, z ∈ (0, ǫ1)
(4.3) ψ(x, z) =
σ
z
, ∀ x ∈ ∂Ω, z ∈ (0, ǫ1).
where C is a large fixed constant, ǫ1 > 0 is a small fixed constant, δ =
ǫ
C2
and
Ωδ = {x ∈ Ω : d(x, ∂Ω) < δ}.
Remark 4.1. We have in mind Ψ := uψ(x, u) = σ +M(u − v(x)) where M ∈ [0, 1
ǫ
]
and v = ǫ on ∂Ω, |∇v| ≤ C in Ω. We will need this generality because (see (2.14))
G˜u = Gu − ψu may be positive in Ω causing us some trouble when we try to prove
Theorem 1.3. Note also that conditions (4.2), (4.3) imply oscΩδΨ ≤
C
ǫ
δ ≤ 1
C
which is
used at the end of the proof when we need to appeal to Lemma 3.5.
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Theorem 4.2. Let Ω be a bounded domain in Rn, ∂Ω ∈ C3, and u ∈ C3(Ω¯)∩A(Ω) a
solution of problem (4.1). Suppose that f satisfies (1.4)-(1.10) and ψ satisfies (4.2)
and (4.3). Then, if ǫ is sufficiently small,
(4.4) u|D2u| ≤ C on ∂Ω
where C is independent of ǫ.
The notation of this section follows that of subsection 2.1. We first consider the
partial linearized operator of G at u:
L = Gst∂s∂t +G
s∂s
where Gst is defined in (2.10) and
(4.5) Gs :=
∂G
∂us
= −
us
w2u
F ijaij −
2
wu
F ijaik
(wukγsj + ujγks
1 + w
)
+
2
w2u
F ijuiγ
sj
by the formula (2.21) in [10], where F ij = F ij(Av[u]) and aij = a
v
ij [u]. Since {F
ij}
and {aij} are both positive definite and can be diagonalized simultaneously, we see
that
(4.6) F ijaikξkξj ≥ 0, ∀ ξ ∈ R
n.
Moreover, by the concavity of f we have the following inequality similar to Lemma 2.3
in [10]
(4.7)
∑
|Gs| ≤
C
u
(
1 +
∑
F ii
)
.
Since γsjus = uj/w,
(4.8) Gsus =
1
u
{( 1
w2
− 1
)
F ijaij −
2
w2
F ijaikukuj +
2
w3
F ijuiuj
}
.
It follows from (2.10) and (4.8) that
(4.9) Lu =
1
w2u
F ijaij −
1
wu
∑
F ii −
2
w2u
F ijaikukuj +
2
w3u
F ijuiuj
Lemma 4.3. Suppose that f satisfies (1.4), (1.5), (1.8) and (1.9). Then
(4.10) L
(
1−
ǫ
u
)
≤ −
ǫ(1− uψ
w
)
2wu3
(
1 +
∑
F ii
)
in Ω.
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Proof. By (4.9), (4.6) and (1.9),
(4.11)
L
1
u
= −
1
u2
Lu+
2
u3
Gstusut
= −
1
u2
Lu+
2
w3u3
F ijuiuj
≥
1
wu3
(∑
F ii −
uψ
w
)
.
Thus (4.10) follows from (1.12) and (4.2). 
Lemma 4.4. For 1 ≤ i, j ≤ n,
(4.12) L(xiuj − xjui) = (ψu −Gu)(xiuj − xjui) + xiψxj − xjψxi
where
(4.13) Gu :=
∂G
∂u
= −
1
wu2
∑
i
F ii.
Proof. For θ ∈ R let
yi = xi cos θ − xj sin θ
yj = xi sin θ + xj cos θ
yk = xk, ∀ k 6= i, j.
Differentiate the equation
G(D2u(y), Du(y), u(y)) = ψ(y, u(y))
with respect to θ and set θ = 0 afterwards. We obtain
L(xiuj − xjui) +Gu(xiuj − xjui)
= (L+Gu)
∂u
∂θ
∣∣∣
θ=0
=
∂
∂θ
ψ(y, u(y))
∣∣∣
θ=0
which yields (4.12). 
Proof of Theorem 4.2. Consider an arbitrary point on ∂Ω, which we may assume to
be the origin of Rn and choose the coordinates so that the positive xn axis is the
interior normal to ∂Ω at the origin. There exists a uniform constant r > 0 such that
∂Ω ∩ Br(0) can be represented as a graph
(4.14) xn = ρ(x
′) =
1
2
∑
α,β<n
Bαβxαxβ +O(|x
′|3), x′ = (x1, . . . , xn−1).
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Since u = ǫ on ∂Ω, we see that u(x′, ρ(x′)) = ǫ and
(4.15) uαβ(0) = −unραβ α, β < n.
Consequently,
(4.16) |uαβ(0)| ≤ C|Du(0)|, α, β < n
where C depends only on the maximal (Euclidean principal) curvature of ∂Ω.
Next, following [2] we consider for fixed α < n the operator
(4.17) T = ∂α +
∑
β<n
Bαβ(xβ∂n − xn∂β).
We have
(4.18)
|Tu| ≤ C, in Ω ∩Bδ(0)
|Tu| ≤ C|x|2, on ∂Ω ∩ Bδ
since u = ǫ on ∂Ω. By Lemma 4.4 and (4.2), (4.7),
(4.19)
|L(Tu)| = |TG(D2u,Du, u)−GuTu|
= |Tψ(x, u)−GuTu|
≤
C
u2
(
1 +
∑
F ii
)
.
Let
φ = A
(
1−
ǫ
u
)
+B|x|2 ± Tu.
By (4.2), (4.7), (4.19) and Lemma 4.3,
(4.20) Lφ ≤
(
−
ǫ1ǫA
2w
+ Cu2B(u+ δ) + Cu
)(1 +∑F ii)
u3
in Ω ∩Bδ.
We first choose B = C1
δ2
with C1 = C the constant in (4.18) so that φ ≥ 0 on ∂(Ω∩Bδ).
Then choosing A >> C1/ǫ1 makes Lφ ≤ 0 in Ω ∩ Bδ.
By the maximum principle φ ≥ 0 in Ω ∩ Bδ. Since φ(0) = 0, we have φn(0) ≥ 0
which gives
(4.21) |uαn(0)| ≤
Aun(0)
u(0)
.
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Finally to estimate |unn(0)| we use our hypothesis (1.10). We may assume [uαβ(0)],
1 ≤ α, β < n, to be diagonal. Note that uα(0) = 0 for α < n. We have at x = 0
Av[u] =
1
w


1 + uu11 0 . . .
uu1n
w
0 1 + uu22 . . .
uu2n
w
...
...
. . .
...
uun1
w
uun2
w
. . . 1 + uunn
w2

 .
By Lemma 1.2 in [3], if ǫunn(0) is very large, the eigenvalues λ1, . . . , λn of A
v[u]
are asymptotically given by
(4.22)
λα =
1
w
(1 + ǫuαα(0)) + o(1), α < n
λn =
ǫunn(0)
w3
(
1 +O
( 1
ǫunn(0)
))
.
By (4.16) and assumptions (1.9)-(1.10), for all ǫ > 0 sufficiently small,
ǫψ(0, ǫ) =
1
w
F (wAv[u](0)) ≥
1
w
(
1 +
ε0
2
)
if ǫunn(0) ≥ R where R is a uniform constant. By the hypothesis (4.3) and Lemma 3.5,
however,
σ ≥
1
w
(
1 +
ε0
2
)
≥ (σ − Cǫ)
(
1 +
ε0
2
)
> σ
which is a contradiction. Therefore
|unn(0)| ≤
R
ǫ
and the proof is complete. 
5. Global estimates for second derivatives
In this section we prove a maximum principle for the largest hyperbolic principal
curvature κmax(x) of solutions of general curvature equations. For later applications
we keep track of how the estimates depend on the right hand side of (4.1) . We
consider
(5.1) M(x) =
κmax(x)
u2(x)(νn+1(x)− a)
.
HYPERSURFACES OF CONSTANT CURVATURE 17
Theorem 5.1. Let u ∈ C4(Ω¯) be a positive solution of f(κ[u]) = Ψ(x, u) where f
satisfies (1.4)-(1.9), Av[u] ∈ SK , ν
n+1 ≥ 2a and Ψ ≥ σ0 > 0. Suppose M achieves its
maximum at an interior point x0 ∈ Ω. Then either κmax(x0) ≤ 16(a+
1
a
) or
(5.2) M2(x0) ≤ C
{(|Ψx|+ |Ψu|)
2 + (|Ψxx|+ |Ψux|+ |Ψuu|)}(x0)
u2(x0)
where C is a controlled constant.
If we assume, for example, that
(5.3) Ψ ≥ σ0, |Ψx|+ |Ψu| ≤
L1
ǫ
, |Ψxx|+ |Ψux|+ |Ψuu| ≤
L2
ǫ2
in Ω
with L1, L2 independent of ǫ, we obtain using Theorem 4.2
Theorem 5.2. Let u ∈ C4(Ω¯) be a solution of problem (4.1) with Av[u] ∈ SK .
Suppose that f satisfies (1.4)-(1.9) and ψ satisfies (4.2), (5.3). Then if ǫ is sufficiently
small,
(5.4) u|D2u| ≤ C(1 + max
∂Ω
u|D2u|)
u2
ǫ2
in Ω
where C is independent of ǫ.
We begin the proof of Theorem 5.1 which is long and computational.
Let Σ be the graph of u. For x ∈ Ω let κmax(x) be the largest principal curvature
of Σ at the point X = (x, u(x)) ∈ Σ. We consider
(5.5) M0 = max
x∈Ω
κmax(x)
φ(η, u)
where η = e · ν, ν is the upward (Euclidean) unit normal to Σ, and φ a smooth
positive function to be chosen later. Suppose that M0 is attained at an interior point
x0 ∈ Ω and let X0 = (x0, u(x0)).
After a horizontal translation of the origin in Rn+1, we may write Σ locally near
X0 as a radial graph
(5.6) X = evz, z ∈ Sn+ ⊂ R
n+1
with X0 = e
v(z0)z0, z0 ∈ S
n
+, such that ν(X0) = z0.
In the rest of this section we shall follow the notation in subsection 2.2 and rewrite
the equation in (4.1) in the form
(5.7) F (As[v]) = Ψ ≡ uψ
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where As[v] is given in (2.17); henceforth we write A[v] = As[v] and aij = a
s
ij [v].
We choose an orthnormal local frame τ1, . . . , τn around z0 on S
n
+ such that vij(z0)
is diagonal. Since ν(X0) = z0, ∇v(z0) = 0 and, by (2.17), at z0,
(5.8) aij = yvij = κiδij
where κ1, . . . , κn are the principal curvatures of Σ at X0. We may assume
(5.9) κ1 = κmax(X0).
The function a11
φ
, which is defined locally near z0, then achieves its maximum at
z0 where, therefore
(5.10)
(a11
φ
)
i
= 0, 1 ≤ i ≤ n
and
(5.11) F ii
(a11
φ
)
ii
=
1
φ
F iia11,ii −
κ1
φ2
F iiφii ≤ 0.
Proposition 5.3. At z0,
(5.12)
y2φF iia11,ii − y
2κ1F
iiφii
= y2φF iiaii,11 + y(φηκ1 − φ)F
iiyjaii,j − 2yφF
iiy1aii,1
+ (yφη − φ)κ1
∑
fiκ
2
i − φηηκ1
∑
fi(y − κi)
2y2i
+ (φ(κ21 + 2y
2
1 + 1)− y
2evφuκ1 − (1 + y
2)φηκ1)
∑
fiκi
+ (yφη + ye
vφu − (1 + 2y
2
1)φ)κ1
∑
fi
+ (2yφη + 2ye
vφu − y
2e2vφuu − 2y
2evφuη − 2φ)κ1
∑
fiy
2
i
+ 2(φ− φηκ1 + ye
vφuηκ1)
∑
fiκiy
2
i .
Proof. In what follows all calculations are evaluated at z0. Since ∇v = 0, we have
(5.13) w = 1, wi = 0, wij = vkivkj
(recall w =
√
1 + |∇v|2). Straightforward calculations show that
(5.14) aij,k = yvijk + ykvij − (e · ∇v)kδij
(5.15) akk,ii = yvkkii + 2yivkki + yiivkk − (e · ∇v)ii − yvkkv
2
ii − 2yv
3
kkδki.
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Therefore,
(5.16)
a11,ii − aii,11 = y(v11ii − vii11 − v11v
2
ii + viiv
2
11)
+ yiiv11 − y11vii + 2(yiv11i − y1vii1)
+ (e · ∇v)11 − (e · ∇v)ii.
We recall the following formulas
(5.17) vijk = vikj = vkij
(5.18) vkkii = viikk + 2(vkk − vii)
(where we have used the fact that ∇v = 0) and, from [8],
(5.19)
∑
y2j = 1− y
2
(5.20) yij = −yδij
(5.21) (e · ∇v)i = yivii
(5.22)
(e · ∇v)ij = e · τkvkij − 2yvij − e · τjvi
= ykvijk − 2yvij − yjvi.
By (5.14) and (5.8),
(5.23) viij =
aii,j
y
−
yjκi
y2
+
yjκj
y2
(5.24) (e · ∇v)ii =
yjaii,j
y
−
(
1 +
1
y2
)
κi +
1
y2
∑
j
κjy
2
j .
Plug these formulas into (5.16) and note that F ij = fiδij . We obtain
(5.25)
y2F iia11,ii = y
2F iiaii,11 − yF
ii(yjaii,j + 2y1aii,1)
+ yF ii(yja11,j + 2yia11,i)− κ1
∑
fiκ
2
i
+ (κ21 + 2y
2
1 + 1)
∑
fiκi − (1 + 2y
2
1)κ1
∑
fi
+ 2
∑
fiκiy
2
i − 2κ1
∑
fiy
2
i .
Next, recall that u = yev and η := e · ν = y−e·∇v
w
. At z0 we have η = y,
(5.26) ηi = yi − (e · ∇v)i = yi(1− vii)
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(5.27)
ηii = yii − (e · ∇v)ii − yv
2
ii
= − y −
κ2i
y
+
(
1 +
1
y2
)
κi
−
1
y2
∑
j
(yyjaii,j + κjy
2
j )
and
(5.28) ui = e
vyi, uii = e
v(κi − y).
We have
(5.29)
y2F iiφii = y
2F ii(φηηii + φηηη
2
i + 2φuηuiηi + φuuu
2
i + φuuii)
= − yφη
∑
fiκ
2
i + (y
2evφu + (1 + y
2)φη)
∑
fiκi
− (y3φη + y
3evφu + κjy
2
jφη)
∑
fi + φηη
∑
fiy
2
i (y − κi)
2
+ (y2e2vφuu + 2y
2evφuη)
∑
fiy
2
i − 2ye
vφuη
∑
fiκiy
2
i
− yφη
∑
yyjF
iiaii,j .
By (5.10),
(5.30) a11,iφ = κ1φi = κ1(φηηi + e
vφuyi) = κ1φη
(
1−
κi
y
)
yi + e
vφuκ1yi.
Using (5.30) we have
(5.31)
yφF ii(yj a11,j + 2yia11,i) =
2(yφη + ye
vφu)κ1
∑
fiy
2
i − 2φηκ1
∑
fiκiy
2
i
+
(
y(1− y2)φη + y(1− y
2)evφu − φη
∑
κjy
2
j
)
κ1
∑
fi.
Combining (5.11), (5.25), (5.29) and (5.31), we obtain (5.12). 
Lemma 5.4.
(5.32)
y2F iiaii,11 − 2yF
iiy1aii,1 + y
(φη
φ
κ1 − 1
)
F iiyjaii,j ≥ −y
2F ij,klaij,1akl,1
− C{uκ1(|Ψx|+ |Ψu|) + u
2(|Ψxx|+ |Ψux|+ |Ψuu|)}
where C depends on an upper bound for |φη
φ
|.
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Proof. Since X = evz, x = ev(z− ye) and u = evy. Hence,
(5.33)
∇τjx = e
v(τj − yje) + vjx
∇τjΨ(x, u) = e
v(Ψx · (τj − yje) + Ψu(yvj + yj)) + (x ·Ψx)vj
∇τ1τ1Ψ(x, u) = e
2v(D2xΨ(τ1 − y1e)(τ1 − y1e)− 2y1Ψux · (τ1 − y1e) + Ψuuy
2
1)
+ ev(Ψx · (∇τ1τ1 − y11e) + Ψu(κ1 + y11)) + (x ·Ψx)v11.
Using (5.33) and differentiating equation (5.7) twice gives
(5.34)
yF iiyjaii,j = u(Ψx · (yjτj − (1− y
2)e) + Ψu(1− y
2))
yF iiy1aii,1 = u(Ψx · (y1τ1 − y
2
1e) + Ψuy
2
1)
y2F iiaii,11 = u
2(D2xΨ(τ1 − y1e) · (τ1 − y1e) + 2y1Ψux · (τ1 − y1e) + Ψuuy
2
1)
+ yu(Ψx · (∇τ1τ1 + ye) + Ψu(κ1 − y)) + (x ·Ψx)yκ1 − y
2F ij,klaij,1akl,1.
Formula (5.32) follows immediately from (5.34). 
We now make the choice φ(η, u) = (η − a)u2 where 0 < a ≤ η/2. We have
(y − a)φη = φ, φηη = 0, uφu = u
2φuu = 2φ, u(y − a)φuη = 2φ.
By Proposition 5.3 and Lemma 5.4, for κ1 ≥ 16(a+
1
a
)
(5.35)
−y2(y − a)F ij,klaij,1akl,1 + aκ1
∑
fiκ
2
i +
a
2
σ0κ
2
1
+(a+ 2y2(y − a))κ1
∑
fi + 2(κ1 + y − a)
∑
fi(κi − y)y
2
i + 2y(y − a)
∑
fiy
2
i
≤ C{uκ1(|Ψx|+ |Ψu|) + u
2(|Ψxx|+ |Ψux|+ |Ψuu|)}.
Let 0 < θ < 1 (to be chosen in a moment) and set
I = {i : κi ≤ −θκ1},
J = {i : −θκ1 < κi ≤ y, fi < θ
−1f1},
K = {i : −θκ1 < κi ≤ y, fi ≥ θ
−1f1},
L = {i : κi > y}.
Note that for i ∈ L, all the terms on the left hand side of (5.35)are nonnegative.
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We have (provided that θκ1 ≥ 1),
(5.36)
∑
i∈I
fiκ
2
i ≥
1
2
∑
i∈I
fi(κ
2
i + θ
2κ21)
≥
θκ1
2
∑
i∈I
fi(|κi|+ θκ1)
≥
θκ1
2
∑
i∈I
fi(|κi|+ y)y
2
i ,
and
(5.37)
∑
i∈J
fi(κi − y)y
2
i ≥ −2κ1f1.
According to Andrews [1] and Gerhardt [6] (see also [18], Lemma 3.1 and [16]),
(5.38) − F ij,klaij,1akl,1 ≥
∑
i 6=j
fi − fj
κj − κi
a2ij,1 ≥ 2
n∑
i=2
fi − f1
κ1 − κi
a2i1,1.
By (5.14) and (5.30),
yai1,1 = ya11,i + κiyi − κ1yi =
(
κi + κ1 +
y − κi
y − a
κ1
)
yi.
Therefore,
y2a2i1,1 ≥
2(1− θ)κ21
y − a
(y − κi)y
2
i , ∀ i ∈ K.
Note that
(5.39)
fi − f1
κ1 − κi
≥
fi − θfi
κ1 + θκ1
=
(1− θ)fi
(1 + θ)κ1
, ∀ i ∈ K.
It follows that
(5.40) − y2(y − a)F ij,klaij,1akl,1 ≥
4(1− θ)2
1 + θ
κ1
∑
i∈K
fi(κi − y)y
2
i .
We now fix θ such that
4(1− θ)2
1 + θ
≥ 2 + θ.
For example, we can choose θ = 1
6
. From (5.36), (5.37) and (5.40) we obtain
(5.41) y2(y − a)F ij,klaij,1akl,1 + aκ1
∑
fiκ
2
i + 2(κ1 + y − a)
∑
fi(κi − y)y
2
i ≥ 0
provided that κ1 ≥ 16(a+
1
a
). Consequently,
(5.42)
aσ0
2
κ21 ≤ C{(|Ψx|+ |Ψu|)uκ1 + u
2(|Ψxx|+ |Ψux|+ |Ψuu|)}
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Formula (5.2) follows easily from (5.42) completing the proof of Theorem 5.1.
6. Existence: Proof of Theorems 1.3 and 1.2
In order to prove Theorem 1.3 we will construct a monotone sequence {uk} of
admissible functions satisfying (1.2) in Ω starting from u0 ≡ ǫ. Having found u0 ≤
u1 ≤ . . . ≤ uk, u = uk+1 is a solution of the Dirichlet problem
(6.1)
G(D2u,Du, u) =
1
u
(
σ +
1
ǫ
(u− uk)
)
≡ ψ(x, u) in Ω.
u = ǫ on ∂Ω
In order to solve (6.1) we use a continuity method for u = ut, 0 ≤ t ≤ 1:
(6.2)
G(D2u,Du, u) =
1
u
(
σ +
1
ǫ
(u− (tuk + (1− t)uk−1))
)
in Ω, k ≥ 1
G(D2u,Du, u) =
1
u
(
t(σ − 1) +
1
ǫ
u
)
in Ω, k = 0
u = ǫ on ∂Ω
where u ∈ Ak = {u ≥ uk and u admissible} and u
0 = uk. Since u is admissible
we have from section 3 that |u|C1Ω ≤ C for a uniform constant C. Now according to
(2.14),
(6.3)
Gu − ψu ≤
1
u2
(
σ −
1
w
−
1
ǫ
(tuk + (1− t)uk−1)
)
≤ −
1− σ + 1
C
u2
, k ≥ 1
Gu − ψu ≤
1
u2
(
t(σ − 1)−
1
w
)
≤ −
1
Cu2
, k = 0.
Hence for Ω ∈ C2+α, the linearized operator for ut is invertible and the set of t
for which (6.2) is solvable is open. In particular, (6.2) is solvable for 0 ≤ t ≤ 2t0.
Using standard regularity theory for concave fully nonlinear operators, to show the
closedness of this set, it suffice to show |u|C2(Ω) ≤ C for a uniform constant C for
t0 ≤ t ≤ 1. Observe that Ψ(x, u) = uψ(x, u) = σ+
1
ǫ
(u− (tuk+ (1− t)uk−1)) satisfies
the conditions (4.2), (5.3) of Theorem 5.2. Hence we obtain an estimate
sup
Ω
|D2u| ≤
Ck
ǫ3
where Ck depends on k but is independent of t. Therefore (6.2) is solvable for all
0 ≤ t ≤ 1 and so we have found a monotone increasing sequence of solutions to (6.1).
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It remains to show that the sequence {uk} converges to a solution of (1.16). For
this we need second derivative estimates independent of k. Define
Mk(x) =
κmax(x)
u2k(x)(ν
n+1
k (x)− a)
.
If Mk(x) achieves its maximum on ∂Ω, then according to Theorem 4.2, Mk(x) ≤
C
ǫ2
where C is independent of k and ǫ (see Remark 4.1). Otherwise applying Theorem 5.1
with Ψ(x, u) = σ + 1
ǫ
(u− uk) we obtain
(6.4) M2k+1 ≤
C
ǫ4
+
C
ǫ2
Mk ≤
C
ǫ4
+
1
2
M2k
where C is independent of k and ǫ. Iterating (6.4) gives
M2k ≤
2C
ǫ4
+
1
2
M21 ≤
C
ǫ4
.
It follows that the sequence uk converges uniformly in C
2+α(Ω) and the proof of The-
orem 1.3 is complete.
To finish the proof of Theorem 1.2 we need to show that for σ2 > 1
8
, we can obtain
an estimate for supΩ κmax which is independent of ǫ as ǫ tends to zero.
As in Section 5 we define
M0 = max
x∈Ω
κmax(x)
φ(η, u)
.
We now choose φ = η− a , where inf η > a. If M0 is achieved on ∂Ω, then we obtain
a uniform bound by Theorem 5.1. Otherwise at an interior maximum, Proposition
5.3 and Lemma 5.4 gives
(6.5) σ(y − a)κ21 + (a− 2(1− y
2)(y − a))κ1
∑
fi ≤ 4σκ1
where we have dropped some positive terms from the left hand side of (6.5) and used∑
fiκiy
2
i ≤ σ. From (6.5) we see that we must find the minimum of the function
(6.6) γ(y) = a− 2(1− y2)(y − a) = 2y3 − 2ay2 − 2y + 3a on [a, 1].
We have
(6.7)
γ′(y) = 2(3y2 − 2ay − 1)
γ′′(y) = 4(3y − a)
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The unique critical point of γ(y) in (a, 1) is y∗ = a+
√
a2+3
3
and some computation
shows that
γ(y∗) =
7
3
a−
4
27
a3 −
4
27
(a2 + 3)
3
2 .
It is also not difficult to see that γ(y∗) < a = γ(a) = γ(1).
We claim γ(y∗) > 0 if a2 > 1
8
. This is equivalent to showing
4(a2 + 3)
3
2 < a(63− 4a2)
which after squaring both sides is in turn equivalent to
a4 −
131
24
a2 +
2
3
= (a2 −
1
8
)(a2 −
16
3
) < 0 .
Thus our claim follows.
Now suppose 2ε0 = σ
2 − 1
8
> 0 and set a2 = 1
8
+ ε0. Then
σ − a =
ε0
σ + a
>
ε0
2σ
.
According to Lemma 3.5 (see formula (3.7)), η ≥ σ −Cǫ for a uniform constant C if
ǫ is sufficiently small. Hence if Cǫ ≤ ε0
4σ
,
η − a ≥ (σ − a)− Cε ≥
ε0
2σ
− Cε >
ε0
4σ
.
Returning to formula (6.5) we find
ε0
4
κ21 ≤ 4σκ1
or
κ1 ≤
16σ
ε0
=
16σ
1
8
− σ2
.
The proof of Theorem 1.2 is complete.
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