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本論文は，情報検索手法の検索精度向上に関する研究として，情報検索システムに用い
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トル空間モデルを中心に 現在までに行われてきた単語の意味や共起関係などの情報を用い
て検索を行う手法や，ベクトル空間の構造を利用してベクトルの次元を圧縮する手法として
有効な， LS1 (Latent Semantic 1ndexing)について説明する.
第 3章では， 1REXワークショップにおける 1Rの本試験の結果，および，参加したすべ
ての情報検索システムについてのアンケートを基に，平均適合率，再現率-適合率曲線を直
線回帰させた傾きと切片が 情報検索システムに用いられた手法とどのような相関関係を
もっているのかを調査し それぞれの手法がシステムの性能に与える影響の大きさを示す.
第 4章では， LS1の問題点を解決するために，ランダム・プロジェクションを用いた情報
検索モデルを構築し，情報検索における次元圧縮手法として，ランダム ・プロジ‘ェクション
の有効性を確認する.また ランダム・プロジェクションを行う際にあらかじめ指定するベ
クトルに，文書の内容を表す概念ベクトルの利用し，これまで単語などが要素であったベク
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ンを提案する.
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の次元圧縮が行われ フィードパック学習の影響が検索要求だけでなく検索対象にも反映で
きることを示す.
第 6章で本研究で得られた諸成果の総括を行い，今後の研究課題について述べる.
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第 1章緒論
近年，情報化の浸透とインターネットの爆発的な普及とともに， VV\~lV" を代表とする
ネットワーク上の大量の電子データを個人が取り扱えるようになった.このため，個人が
取り扱う必要のある情報量は，その個人が持っている選択能力の限界を超える程，非常に
大きなものになっている.特に，新聞記事やインターネットのホームページなど，内容の
定まらない非常に大きなテキストデータの中から，自分に有用で必要な情報を取り出すこ
とは，非常に困難である.
このような状況を反映し，計算機を利用して非常に膨大なデータから必要な情報を取り
出す情報検索や，文書から情報を取り出すテキスト処理を行うことにより，大量なデータ
に対する人間の情報処理能力を支援する情報検索技術の研究が盛んに進められている.計
算機を利用する利点には，近年の計算機の処理能力やハードディスクなどのような記憶媒
体の記憶容量の増加により，新聞記事などの情報を計算機で扱うことのできる内部表現に
効率よく変換し，様々な処理を可能とする情報の形式化が容易にできることが挙げられる.
例えば， Yahooや Lycosなどを代表とする組織的なインデックスサイトにおける検索エン
ジンにおいては，さまざまなクラスタリング情報，コメント情報などが作成されており，必
要な情報を検索する際の有力な手段となっている.
現在では，検索の対象となるものには画像や音声といった範囲まで|幅広く広がっている.
しかし，以前においての情報検索の検索対象には，主として書籍や学術論文などといった
テキストが用いられており，それらの表題や抄録を収録したデータベースから検索するこ
とが中心的な課題であった.これに対する解決策のひとつとして，いかにユーザ、の検索要
求に満足な検索結果を与える情報検索システムを構築するかが，これまでの研究において
考えられてきた.すなわち，情報検索のためのアルゴリズムや効率的なデータ構造の選択
など，工学的なシステムの構築である.また，このようなシステムの性能を改善するため
に，自然言語から検索性能を向上させ，完全に自動的な索引語(ターム)の作成を行うなど
の自然言語処理技術を利用することが考えられる.このようなことを行うひとつの目的は，
文書からその内容をよく表す索引語や意味内容を取り出すことである.仮に，文書中に出
現する語勾のみを用いて検索を行ったとすると，語句の多義性が検索結果に悪影響を及ぼ
す可能性が，少なからず存在している場合がある.現在では，形態素解析や統語解析など
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の自然言語処理技術も急速に進歩し，簡単にかつ，高速にこれらの技術を利用できるツー
ルが用意されていることもあり，できるだけ多くの検索要求に対して満足な検索結果を得
ることのできる新しい検索手法の考案が重要な課題となる.
第2章では，情報検索システムの中でよく使われている検索モデルのひとつであるベクト
ル空間モデル [37]を中心に，現在までに行われてきた情報検索手法の研究を紹介し，それ
ぞれの長所，短所を明確にする.ベクトル空間モデルは，文書と検索要求を多次元空間ベ
クトルとして表現する方法である.基本的には，文書集合から索引語とするタームを取り
出し，タームの頻度などの統計的な情報により ，文書ベクトルを表現する.この際，ター
ムに重みを加えることにより ，ひとつの文書，あるいは文書全体に対するタ ームの特徴を
目立たせることが可能である.このような重みを計算するために，1DF(1nverse Docul11_enも
Freqency) [8]などの重みづけ方法が数多く提案されている.また，文書と検索要求を比較
する頒似度の尺度として，内積や余弦(cosine)がよく用いられている.この類似度計算に
より，類似度の高いものからランクづけを行い，ユーザに表示することができる こともベ
クトル空間モデルの特徴のひとつである.
これまでに，第2章で述べるような情報抽出，検索技術に関する研究が盛んに行われ，数
多くの優れた口本語情報検索システムが提案されてきた.このようなシステムを評価する
ために，日本語テストコレクションの整備も進み，個々の検索システムを容易に評価できる
ようになった [20]. さらに， 1REX (1nforn1ation Retrieval and Extr action Exercise)ワーク
ショップが開催され，共通のデータベースやフラットフォームにおけるシステム評価を行う
ことも可能となった.このような場においては数多くのシステムが参加しているため，ふ
たつのシステム問の比較実験では実験回数が莫大となり，システム聞の相違点が多くなり ，
訂接的に何が精度向上の原困であるのかをとらえることが難しくなる.従って，すべての
検索システムを対象としてシステムの構成要素を評価すると同時に，全体的なシステム対
する検索桁度を評価するシステム指向の評価方法が必要と考えられる.第3章では， IR.EX 
ワークショップにおける 1H課題の木試験の結果，および参加した各システムについての，
参加者が回答したアンケー卜結果を参考にして， 11課題におけるシステムの特徴と精度の
関連性を独自の統計的な手法を月]いて分析を行う.
ベクトル空間モデルを月1v)た検索システムを新聞記事などの大量の文書データに対して
適用した場合，文書データ令休に存在するタームの数が非常に多くなるため，文書ベクト
ルは高い次元を持つようになる. しかし，ひとつの文書データに存在するタームの数は文
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書データ全体のターム数に比べると非常に少なく，文書ベクトルは要素に Oの多い，スパー
スなベクトルになる.このような文書ベクトルを用いて類似度を計算する際には，検索時
間の増加や文書ベクトルを保存するために必要なメモリの量が大きな問題となる.このた
め，単語の意味や共起関係などの情報を用いたり，ベクトル空間の構造を利用してベクト
ルの次元を圧縮する研究が盛んに行われている.このようなベクトルの次元圧縮技術には，
統計的なパタ ーン認識技術や線形代数を用いた手法などが用いられている [13][23].この中
で，最も代表的な手法として， LS1 (Late凶 Selnantic1ndexing)がある [9][12].この手法は，
文書 ・単語行列を特異値分解を用いて，低いランクの近似的な行列を求めるものであり，こ
れを用いた検索システムは，次元圧縮を行わない検索モデルと比較して一般的に良い性能
を示す.しかし，特異値分解に必要な計算量が大きいために，検索モデルを構築する時間
が非常に長いことが問題となっている.
第4章では，上記の問題を解決するベクトル空間モデルの次元圧縮手法である，ランダ
ム・プロジェクション [3]を紹介する.ランダム ・プロジ、エクションは，あらかじめ指定した
数のベク トルとの内積を計算することで次元圧縮を行う手法である.これまでに報告され
ているランダム・ プロジェクションを用いた研究には，VLS1(Very Large-Sca.lc ln白gratecl
circui t)の設計問題への利用 [45]や次元圧縮後の行列の特性を理論的に述べたものがある
[3][31].しかし，これらの文献では，ランダム ・プロジ:クションの理論的な特性は示され
ているものの，情報検索における具体的な実験結果は報告されていない.そのため，情報
検索に対するランダム ・プロジェクションの有効性に疑問が残る.
このよ うな疑問点を解決するために ランダム ・プロジェクションをJflいた情報検索モ
デルを構築し，情報検索における次元圧縮手法として，ランダム ・プロジェクションの有
効性を検証する.また，ランダム ・プロジェクションを行う際にあらかじめ指定するベク
トルに，文書の内容を表す概念ベクトル [10]の利用し，これまで単語などが要素であった
ベク トルを文書の内容を要素とする低次元のベクトルに変換をするコンセプト ・プロジェ
クションを提案する.このコンセプト ・プロジェクションを用いることにより，イ壬;窓のベ
クトルを用いた検索性能と比較して，検索性能が改善されていることを示し，この次元圧
縮手法の有効であることを検証する.
第5章では，提案したコンセプト ・プロジェクションの応用として，関連性フィードバッ
クによる検索モデルの更新手法について述べる.関連性フィードパックは検索結果の各文
書が正解であるか，不正解であるかをユーザに判定させ，この判定評価の情報を用いて初
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期検索要求に反映させる手法である.これに対し，提案するフィードパック手法は，判定
評価の情報を初期検索要求に反映させるのではなく，コンセプト・プロジェクションの概
念ベクトルに反映させている.これにより，更新された概念ベクトルから検索要求や検索
対象となる文書ベクトルの次元圧縮が行われるため，フィードパック学習の影響が検索要
求だけでなく検索対象にも反映させることができる.関連性フィードパックによる様々な
概念ベクトルの更新手法を提案し，テストコレクションによる検索実験結果を示し，更新
手法の比較を行う.
第 6章では，本研究で得られた諸成果の統括を行い，今後の研究課題について述べる.
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2.1 緒言
近年，情報化が浸透してきた現在において，社会の中にさまざまな情報がさまざまな形
をなして存在している.これらの情報の中から必要な情報を素早く取捨選択し，効率よく
利用することは 最近となっては人間にとって極めて日常的な行為となり，日常生活を行
う上において必要な行動のひとつになっている.このような状況を反映して，コンピュー
タを利用して人間の持つ情報処理能力を支援することがこれまで盛んに行われている.
これを実現するために，現実に存在する情報や潜在的に存在する情報を概念化し，コン
ピュータで利用可能な内部表現に変換することによって，そのデータを形式的に保存する
必要がある.これは，大量に存在する情報をコンビュータを利用して蓄積する操作で，こ
の操作は，蓄積された情報が近い将来のおいて必要であることを予想しているために行わ
れる.このために，情報をコンピュータに蓄積する方法を工夫し，その情報を利用する目
的にかなった取り出しやすい形に変換し，保存させることにより，その情報を人間が矧~ 5千三
よく利用することができる.
しかし，利用しやすい形に変換せずに，データをできるだけそのままコンピュータに蓄
積し，情報の解釈はデータの出力を受け取った人間に任せる方法も存在する.このように
蓄積された情報から，ユーザが必要だと思われる情報を検索し，ユーザに提示することが，
現在情報検索としてよく知られている.この場合，多くの情報処理システムでは，ユーザ
の必要な情報を見つけるためにキーワードをあらかじめ抽出するといったある科度の処理
は必要であるが，あらかじめユーザの意図を考慮した情報に変換するものではない.この
とき ，検索質問は，ユーザがある目的を満足するために持つ問題，すなわち，情報要求を
具体的に表現したもので，検索対象から必要な情報をより確実に得ることができるように
選択したものである.この検索質問から適合した情報を，これまでに蓄積ーされた情報の中
から選択することになる.
本章では，先の流れに沿う形でこの情報検索の概要をベクトル空間モデルを用いた情報
検索システムを中心にこれまでに提案された，検索対象となる文書や検索質問の表現方法，
情報検索システムの基幹となる検索モデルやその評価方法などの基本的な手法について説
明する.
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2.2 文書とそのコンビュータによる表現
情報検索の目的は，ユーザにより与えられる検索質問に適合する文書を探し出すことで
あるが，これまでの情報検索システムでは，検索対象である文書の一部分だけを用いての
検索を行うまでに留まっていた.このように，文書の一部分だけを用いて検索を行うシステ
ムの例として，図書検索システムが挙げられる.図書館において検索の対象となる文書の
巾には，文献を識別するための指標となる図書の評題，著者名，発行年などの書誌情報が盛
り込まれている.これらの書誌情報や文献に付随する内容などといった情報をコンピ ュー
タに蓄積することにより，検索対象をデータベース化している.このような場合，検索結果
として木の内容すべてを端末から見ることはできない.このため，従来の図書検索は，こ
のようなデータベース情報からの検索結果をもとに，書庫で確認することによって，はじ
めて本の内容すべてを見ることができる.
しかし，ユーザにとっては，書庫に行くことなく ，検索結果をもとに文書の一部分を確認
できることがより使利なものとなる.このことは，多くの図書検索システムでは書誌情報
が使われているため，検索結果からの早急な文書確認を実現することが困難な状況であっ
た.このような文書に関する書誌情報を用いるのではなく ，文書全体の内容を用いる検索
システムの構築が強く望まれていた.
近年は，記憶容量の増加や CPUの性能向上などコンピュータのハードウェア面におけ
る性能向上に伴い，文書全体をコンピュータに蓄積し，それを用いての検索，いわゆる全
文検索が可能となった.全文検索を行うことができれば，先の例のように，図書の一部分
だけを検索結果としてユーザに提供できる，というように， 更なるユーザの要求を満たせ
る検索システム情築が可能となる.
文台全体をコンビュータに蓄積するからといっても ，文書全体を検索単位として検索質
問をひとつひとつヒューリスティックにマッチングしているのでは，効率があまりよくな
いばかりか，例えば検索質問に「プリンター」が与えられた場合， IスプリンターJなどの
ような，その文字列に対してそのままマッチングする文字列も関連のある文書であると判
定される可能性も存{I:する.このため，効率の良い検索を行い，よりユーザの検索質問に
関連のある文書が検索されるようにするために，文書の内容や書誌情報などをコンピュー
タが認識できるような内ms表現形式に変換する必要がある.このうち，書誌情報は比較的
内部表現に形式化しやすく，本の分煩 ・整理などにも使われている.しかし，文書の内容
情報を形式化するのは占百忘れ5報のように簡単にはいかず，より精度の高い情報検索を目指
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すためにはこの課題が非常に重要になってくる.
内容情報を形式化するためには，文書から語を分割し，抽出するといった自然言語によ
る表現を用いて，それに含まれる意味を抽出する必要がある.このような処理は自然言語
処理 (naturallanguage processing)と呼ばれている.一般的に，文書からその内容をよく
表していると考えられる語を抽出し，抽出された語の集合によって文書内容を表現する方
法が現在よく行われている.このような語は索引語 (indexterm)と呼ばれ，文書中におい
て意味を持つもののなかで、最小の構成単位として用いられている.
素引語の種類をどのような単位で選択するかについては，それぞれのシステムによって
大きく異なっている.索引語の抽出という点に関しては，入手によることも考えられるが，
文書の数が多くなると人手による方法では手聞がかかり，現実的ではなくなってくる.こ
れにより，これまでに索引語を自動的に抽出する研究が数多く行なわれており，数々の索
引語抽出手法が提案されてきた.その中で索引語として抽出されるものは，一般的に単語
や複合語であることが多い.このような単語や複合語を用いる場合，英語などのような分
かち書きされている文書に対しては 単語と単語の区切りが明確であるため，容易に宗引
語を抽出することができる.しかし，日本語や中国語のように分かち書きされていない言
語においては，単語を索引語をして用いるのは非常に困難であった.近年，与えられた文
に対して品詞ごとに分割する形態素解析 (morphologicalanalysls) [27]などのような自然号
語処理技術の進歩により ，精度の良い単語分割を行うことが容易に実現可能となり， LI本
語でも単語を索引語とすることが多くシステムで見られるようになった.
形態素解析を用いて自動的に文を分割し，それによりできたすべての語を索引話として
扱った場合，助詞や助動詞などといったひらがなの表記が目立つ.これらは文吾の内容を
直接表わす重要な語で、あるとは言えないため，このような直度的に検索に関係ないと忠わ
れる語はあらかじめ削除しておいた方が良いとされている.このように，文書の特徴を表
さないような語は一般的に不要語として扱い，索引付けを行う前にストップワードと 1子ば
れる不要語リストに登録しておき，そのリストに含まれる語は索ヲ|語としないようにして
いる.
しかし，不要語となる単語と不要諾とならない単語との組合せを考えた場合，複合語と
することで全く別の意味を持ち，文書の特徴を表すようになることもある.例えば，r不，L
『名誉』という 2つの単語がある.r不』は次にくるものを打ち消す働きがあり， r名誉Jは
それ自体が単独で意味をなす単語である.しかし，これらが作る複合語『不名誉』は全く
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意味が逆になる.また，索引語と十分なり得る単語でも，複合語を作ることで，その複合
語が文書の特徴を更に顕著に表すこともある.例として， r感染jと『予防』という単語を
考える.これらの単語は単独でも意味をなす単語であるが，これらの作る複合語『感染予
防』はより意味が限定されて，より鮮明に文書の特徴を表すことができる.このような複
合語の抽出に関しては，単語を用いた場合と比較して，検索により有効な索引語であるこ
とは容易に理解できる. しかし，これまでの所は接頭語や接尾語などとの結合が行われる
のが一般的で，より有効な複合語を抽出するのはこれからの課題となっている.
2.3 文書内容の索引付け
文書からユーザが検索するために重要であると考えられる語を抽出する処理のことは，
一般的に索引付け (indexing)と呼ばれている.索引付けは，文書中からその文書の特徴を
明確に表す索引語を余すことなく拍出することが重要である.この中でも，検索を行うた
めに重安な索引認の特徴として，その文書の特徴を顕著に表す索引語をもれなく取り出す
特定性と，文書の内容を消してしまわないように索引語を余すことなく抽出する網羅性が
ある.
特定性を高くするには，特定の文書内容のみに現われ，他の文書には現われないような
索引語を抽出すればよい.そうすれば，検索質問でその索引語が用いられると ，その文書
内容を持つ文書が検索されることになり ，検索精度の向上が期待できる. しかし，このよ
うな語のみを用いた場合，検索質問においてこのような索引語が使われる可能性も低くな
るため，逆にその文占が検索されにくくなるという問題が生じてしまう.
また，網羅性を高くするために，一般によく使われる語を索引語として用いた場合，今度
は索引訴がさまざまな文書内容を持つ文書について頻繁に用いられているため，検索質問
でこのような索引語が使われれば，利則者が欲している文書内容とは無関係の文書までも
数多く検索されてしまう可能性がある.このように，特定性と網羅性とはトレードオフの
関係にあり，両省のバランスをうまくとるような索引付け子法の研究が重要な課題となっ
ている [1]. 
索引付けをするにあたり，索引付けを人間が行うかコンピュータを用いて自動的に行う
かという選択肢が与えられる.入手による索引付けは，文書の内容を人聞が実際に読んで
理解した上で、の索引イJけであるため， Iヒ{i在さという点では非常に優れている. しかし，文
零の数が増えるに従ってこの作業は現実的ではなくなり，また，文書を読んだ人間によっ
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て索引語の選択が大きく変わってくる可能性もある.このため，索引付けの一貫性を保つ
のは非常に困難であると言える.これに対し，コンビュータを用いて向動的に索引付けを
行った場合，ひとつの文書を何度も索引付けプログラムに入力しても，全く同じ結果が得
られるため，索引付けの一貫性は保たれている.しかし，コンビュータが文書の内容を理
解して索引付けを行うわけではないために，人間が見たときに，意味をなさない索引語を
抽出しているという可能性がある.このような問題点に関しては，長年にわたり数多く研
究されており，人手による索引付けと比べても，劣らない程度の精度，あるいは多少上ま
わる精度が得られたと報告されている.
また，自動的に索引付けを行う場合に，索引語を抽出する際の基本単位をどのような大
きさに設定するのかが重要な問題となる.形態素解析のような自然言語処理解析技術を利
用して検索に必要な索引語を抽出すれば，検索・分類の精度が上がることが期待される.分
類にはそれぞれの分野の専門用語が重要な要素となる場合が多いが，特徴素解析を用いて
も正しく専門用語が切り出せるとは限らない.例えば，テキスト中に「情報検索」という
用語があるとすると，そのままで切り出されると便利なのであるが，実際には「情報」と
「検索Jのふたつの単語に分割されてしまい，ひとつの単語としてうまく切り出すことがで
きない.そこで テキスト分類や検索するためのキーワードとなる特徴素を抽出するため
に，単に形態素解析を行って形態素に分割するだけではなく ，各形態素の意味的な役割を
考慮する研究が行われている.すなわち，形態素となり得る可能性の高いフレーズ(名詞
匂)を抽出し，これらに対しクラスタリングを行うことが考えられる [29].ここで注日すべ
き名詞句抽出方法をを以下に挙げる.
1)名詞連続の抽出
「情報処理J， I情報検索」のような筏頭語，接尾語を含めた名詞の連続をひとつのがl
詞として抽出する.このような専門用語は通常，辞書には未登録であり，より分野に
特有な名詞句が抽出されると期待でき，形態素解析の結果として変な形態素の抽出を
行っていたとしても，名詞句としての範囲を定めるという点については比較的うまく
抽出できる.
2)動詞連用形の処理
円木語の動詞に対応するようなものの抽出は対象とはしていないが， Iぱらつき」や
「絞り込み」などのような連用形で表現され，前後の状況などから名詞のように使わ
れていると判断される場合にはこれらの語句を抽出する.
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3)名前の抽出
「ベイズの定理」ゃ「ワーズの方法」などの名前を抽出する.このとき連体助詞の「の」
も含めて抽出する.
4)状態を示すような名詞の除外
「機械的Jや「一定J， 1類似jなどのような状態を表すものが抜き出した名詞勾の前
後に接している場合には，これを除外する.ただし，名詞が連続して出現するような
場合にはこれらの匂は抽出する.たとえば，1数が一定」の「一定」は「数jの状態を
表すものとして抽出しないが， 1異常気象」の場合にはそのまま抽出する.
5)分野性の無い名詞の除外
「こと」ゃ「もの」のような文書中の構造や他の場所を指定したり，筆者の思考や心
的状態を示したり ，事象問の関係などを示すよう な特定分野にかかわらない名詞は抽
出しない.
6)述体詞的，相対的，副詞的なものの除外
「該J，I同Jや「中J， 1付近J) 1以上J， 1現在」など，連体詞的，相対的，副詞的な
ものは名詞匂の一部としては扱わない.
7)香号の除外
「カウント 3Jや「センサ 4Jなどの名詞の連続したものの後にくる数字は取り除く .
これらは前にくる名詞の単なる IDと考えられ，削除しでも何の問題は無いと考えら
れるからである.しかし， 1号Jや「世」など特定の接辞と ともに用いられる数字は，
これを含めて拍山する.
)アルファベット
IRIPPιHJや IFIVIjのような 2文字以上から成るアルファベット列は抽出する.1 
文字の場合は記号である可能性が高いのでこの場合は抽出しない.
これらの処現によって抽出した名詞句をフレーズと定義し，これを索引語とする方法と，
フレーズの巾から単一の語からなる名詞句を取り除いたもの複合語と定義し，これを索引
語とする万法がどれほどの精度で、あるか，以下に示す 7つの手法について比較，検討を行っ
ている [29].
1) 9ii英字
上述のように文芹巾の単一漢字を取り山したものを特徴素とする.
2)名詞単漢γ
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全漢字を取り出したとすると ，1中」や「以上」などの分野の特徴とはあまり関係の
無い単語も取り出されてしまうことになる.これらの語はどのようなクラスの文書中
にも平均して出現すると考えられるので，これらの語を取り除いたとしてもそれほど
クラス タリングに影響を及ぼすことはないと仮定する.まず，形態素解析を行って名
詞単語だけを抽出し，抽出された名詞単語から全漢字を一文字単位に取り出したもの
を特徴素とする.
3)漢字単語
名詞単漢字は一文字単位で漢字を抽出していたのであるが，それをさらに拡張して漢
字のみからなる単語だけを特徴素として残しておく .すなわちヲ形態素解析を行って
名詞と判定されたものからひらがな語とカタカナ語を取り除いたものである.
4)単語
漢字単語を特徴素としたのではカタカナ語やひらがな語を特徴素として抽出していな
いので，ひらがな語とカタカナ語を取り除かずに得られた名詞単語をそのまま特徴素
として扱う.
5)漢字 bigran1
これは， テキスト中の漢字の 2文字の連続したもので，単独に出現する漢字やカタカ
ナ語，ひらがな語，アルファベットは取り扱わない.たとえば，i日本語テキスト分
類」からは，i日本J， i本語J， i分類Jを特徴素として抽出する.
6)名詞句漢字bigran1
上の漢字bigralTIでは，i上述」や「一定Jというような状態を表すような副詞的名前J，
記述性名詞などの特定の分野の特徴とはあまり関係の無い単語も取り山されてしまう
ことになる.したがって フレー ズから名詞単漢字と同様に状態を表す名詞を除く漢
字 bigran1を抽出したものを特徴素として扱う.
7)単語 bigran1
フレー ズを抽出し，それが2形態素以上からなる時，その中からすべての 2連続形態
素を特徴素として抽出する.たとえば，i日本語テキスト分類Jは，1日本語J， iテキ
ストJ， i分類」の 3形態素に分割されるので，この場合，i日本語テキスト」と「テキ
スト 分類」の2つを取り出してそれを特徴素とする.
これら 9種類の特徴素を比較すると ，単漢字を特徴素とする方法が最も分類精度が悪い.
これに対し，もっとも認識率が良かったものは単語 bigralnで，次いでフレーズが良い結果
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が出たと報告されている [29].
これまで，文書から抽出した索引語の集合を得ることによって，文書とその内容を表現
することを述べた. しかし，それぞれの索引語が文書においてどれほどの重要度を持って
いるかについては全く考慮していない.同じ文書から抽出された索引語でも，その文書内
容に直接関わる索引語は，より重要度が高いということができる.たとえば， Iエイズワク
チンJ，IHIVJなどは「室長J， I所長J， I判断Jなどの索引語と比較すると，文書の内
容に大きく関わる重要な語であることがわかる.このように，単に索引語を抽出するだけ
ではなく，それぞれの文書，もしくは文書全体に対して索引語の重要度を与えることでよ
り有効な情報検索が行われると考えられる.
2.3.1 不要語リスト
自然言語には大きく分けて それ自体で意味を持った ある特定の概念を表した内容語
(con tent word)，語と語の聞の関係を表す機能語 (functionword)がある.内容語には名詞，
動詞がrlJ心となって含まれ，文書内容を特徴づける語として用いられるが，場合によっては
索引語とした方がいいものもあり ，そうしない方がよいものもある.例えば，漢数字『五j， 
『ト二Jなどは名詞ではあるが，一般的に文書内容とは関連性がなく，ユーザが検索質問と
して用いられることは希であるために，索引語から削除した方がよいと考えられる.機能
語には助詞，助問J詞などがあるが，これらの語は文書の内容を特徴付けるには，あまり効
果的であるとはいえない.
どのような話が文書を特徴付けるかを判断するのは非常に難しいが，どのような語が文
書を特徴付けないかを判断するのは，先の例のように比較的容易である.機能語以外の内
容諸に当てはまる語に対しては，経験的に文書を特徴付けなくても実際の検索性能にはあ
まり効果がないと考えられる語もある.例えば， IするJや「ある」などの動詞や「ことJ
や「もの」などの代名詞がそれにあたる.多くの文書に頻繁に出現する索引詩が出現する
ために，特定の文古内容を顕著に表している索引詩の重要度が小さくなっている場合には，
頻繁に出現する，いわゆる一般話と呼ばれる索引語は省略してもよいと考えられる.従っ
て，索引付けを行う|療には，先に述べた機能語などのような検索にあまり効果が期待でき
ない語は不安語リストに登録し，あらかじめ索引語から削除した方がよい.これにより，索
引語の総数を減少させることができ，記憶容量の削減，処理の効率化や高速化などのコン
ビュータの処理をi経滅する効果を得ることができる.
不安語リストの具体的な定義のイ上hはさまざまな情報検索システムによって異なってい
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るが，一般的な検索システムは機能語と一般的な語を不要語としているものが多い.機能
語は形態素解析を行った後に出力される，それぞれの語の品詞情報をもとに決めることが
できる.一般的な語については，文書全体に出現する語の頻度によって決めることが多く，
頻度により一般的な語であるかを判定する際には，頻度にある閲値を定め，それ以上の頻
度をもっ語に関して，不要語としているものが多い.
2.3.2 接辞処理
情報検索システムでは，ユーザの検索質問の内容と文書の内容を比較し，類似性の高い
文書をユーザに提供する.ユーザの与える検索質問と検索対象である文書との比較を行う
際には，文書の内容，検索質問の内容はともに索引語の集合で表されているため，それら
索引語を正確に比較することで類似性を求めることが重要となる.このため，索引語を用
いて検索質問と文書の内容を比較する場合には，同じ事柄や物などに対して異なった表現
を用いている可能性があることに，注意する必要がある.例として， I workerJ ， I worbngJ ， 
I worksJなどはすべて異なった表現であるが，同じ IworkJという語の意味を表すもので
ある.このような，索引語に対する表記のゆれや語形の変化に対処するために，シソーラ
スと呼ばれるデータベース化された類義語の集合を利用することにより，このような単語
の集合に対して表記を統一し，ひとつの索引語としてまとめる手法がよく用いられる.
分かち書きの習慣のない日本語においては，語と語の境界を明確に示すことが難しいの
で，語形の変化は動詞以外にはあまり意識されないが，英語などのような名詞や動詞など
の語形がさまざまに変化する言語に関しては，語形の多様性も考えられる.このように，場
合によって語の形(語尾)が変化することがあるため，索引語どうしの正確な適合が要求さ
れる場合には大きな問題となる.このため，索引付けを行う|努にはこのような語尾変化し
た語を 1つにまとめた方が，安引語数の軽減により，検索効率の向上が期待できる.
接辞処理のアルゴリズムの基本は，あらかじめ用意された規則に従って接尾砕を削除し，
語幹 (steln)を出力することである [30][32].しかし，医学や科学などの分野では造語が多
く，接頭辞も語の意味がなくならない限り削除の対象になることもあるが， 一般には接頭
辞は意味を逆転するなど，意味を変化させるものが多いので接尾辞のみを処理の対象とす
ることが多い.情報検索の分野においては，語基が基本的な意味を表し，接尾辞などは統
語的な性質を表しているという考えに基づいて，このように接尾辞に対して処理が行われ
る.下の例では，接辞処理 (sten1mu1g)によって一番右の語形に正規化する.
• knives→ knife + s→ knife 
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• happiest→ bappy + cst→ happy 
• loving → love + ing→ love 
さらに，英語は多品詞が多いために各単語の品詞を決定することが重要となる.
2.4 検索質問の表現
本節では，検索したい文書と比較するための検索質問 (query)の表現方法について述べ
る.ユーザが自分の検索したいことを表現する場合に最も自然な表現方法は，自然、言語に
よって自分の要求を表現することである.しかし，人聞が日常用いている自然言語には，表
記のゆれなどのあいまいさや，その時々によっていろいろな省略や言い替えが存在してい
る場合がある.従って，利用者の要求するものを自然言語で表現した場合，現在の自然言
語処理においては，自然言語の意味までも忠実に解析し，意味的な内容を抽出することは
非常に高度な技術を必要とする.
このような高度な技術を必要としないように，別の手法として，索引語の集合によって
検索質問を表現することが考えれられる.この手法は，文書の索引付けにより得られた索
引語と同等なものを検索質問として用いるもので，その目的は，先に説明したように，文
宮中における索引語の集合と検索質問を比較し，類似度を求めるために行われるものであ
る.現在利j日されている多くの情報検索システムは検索質問をこのような索引語の集合と
して人ノJするものが多く，文書巾の索引語と同様に，検索質問の索引語にも重みを付与で
きるという利点もある. しかし，ユーザはあらかじめ文書内容に含まれる索引語の集合を
知らないため，文書巾の索引諾との厳密な適合が必要不可欠となるといった問題点も指摘
されている.
また，論理式を用いて検索質問の表現する方法がある.索引語の集合では，単に利用者
が欲しい情報に関して関連のある語を索引語として並べているだけであるので，並べた索
引語どうしの関係を表していない.このため，索引語どうしの関係を命題論理の演算子を
用いて関係を明憾に表した索引語の集合を検索質問として用いる.演算子には以下に述べ
るものカ宝ある.
・2項j寅1i子λND:演すtfで紡ばれた索引誌の両方が同時に文書中に出現していなけ
ればならない.
・2項演算子 OR.:演算子で結ぼれた索引語のうちどちらか一方でも文書中に出現して
いればよい
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-単項演算子 NOT:その索引語が文書中には出現していてはいけない.
さらに括弧を用いることで，よりユーザの要求に沿った複雑な論理式を組み立てることが
できる. しかし，論理式による検索質問の表現にもいくつかの問題が指摘されている.ま
ず，通常の論理式では，それぞれの索引語が利用者にとってどれだけ重要であるかを考慮
した重み付けをすることができない.すべての索引語は文書中に出現するか出現しないか
のみの判断によって検索結果が決まる.例えば， I梅田にあるレストランで，できれば無国
籍料理，でなければタイ料理の庖に関する情報Jを検索したいとする.索引語の集合によっ
て検索質問を表した場合， I無国籍料理」に対して 「タイ料理」より高い重みを与えること
によって，利用者が望む料理の種類の順に優先度を付けることができる.上記で述べたよ
うな問題に対しては，解決されているわけではないが，命題論理をつかって検索質問を表
した場合，このような優先度をつけた表現は非常に困難である.ま た，複雑な論理式が利
用者にとって理解することが難しいという問題もある.
2.5 検索質問拡張
情報検索システムでは，文書とユーザからの検索質問の適合性を，文書内の索引話と検
索質問内の索引語とを比較よることで得られる適合度によって判定を行う.この際，索引
語聞のマッチングには，字面での厳密な比較が必要である.しかし，一般的に言語は多義
的であり， 1つの概念を表す言葉にも類義語が多く存在する.r人Jという言柴を例に挙げ
ると，r人』には，r人間j， r人類Jなど，r人』という言葉が持つ概念と同じ概念を持つ言葉
が複数存在することは容易に理解できる.このような場合，検索質問を 『人』として検索
を行うと，検索システムは文書中に『人間jという索引語が含まれている場合，この文主
は『人』という検索質問に適合しない文書であるとみなされてしまう.このような問題を
解決するためには，以下の 2つの方法が考えられる.
1)同じ概念を表す表現全てを同一の記号に変換する.
2)検索質問中に含まれる表現をそれと同じ概念を表す全ての表現の集合に置換する.
1)の方法は，文書，検索質問中の索引語の中で，同じような意味や内容を表す語をすべて
同ーの概念に変換し索引付けを行う .例えば， I火J， I炎」を同一概念として紫引付けを行
うときに，すべて@FIREのような概念を明確に示す記号に置き換えて，それを索引語
とする [43].一方， 2)の方法は，ある iつの表現を同じ概念を持つ表現の集合に拡張する
もので，これを検索質問に対して行う方法が，検索質問拡張 (qucryexpansion)と呼ばれる
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ものである.検素質問拡張の目的は，検索質問中の索引語と文書中の索引語の不一致を減
少させ，検索洩れを少なくさせることである.
検索質問拡張は，なんらかの基準を設け，その基準で同じ概念を表す語のグループを作
る.そして，検索質問中にあるグループに属している語があれば，その語が含まれるグルー
プの全ての語が検索質問中に存在するものとして検索を行う.例えば，検索質問中に『人』
という索引語があるとする.その場合，r人Jと同じグループに属している『人間j， r人類』
という詰も検索質問中に存在しているとみなし，検索を行う.したがって，検索質問を拡張
することで，この例のように文書中に『人間Jという索引語しかない文書に対しても，高
い関連性を示すことが可能となる.
検索質問拡張には，同じ概念の語を利用したものの他に語の関連性を用いたものもある.
例えば，r人』に関連するものには，rアメリカ人j， r警備員Jなどがある.これらの語の概
念は『人jが表す概念とは同ーとは言えないが，なんらかの関連性があるとは言える.検
索質問に『人Jという索引語あるとすると，r人間j， r人類Jという索引語が文書中に存在
しなくても，r人Jに関連する索引語があれば，この文書を検索することができる.このよ
うに，同一の概念を持っていなくても，その語に関連する語があれば，それらの語を用い
て検索質問を拡張する.
このように，検素質問を拡張するためには，語の関係を判断する知識が必要となる.こ
の知識はシソーラス (thesaurus)やオントロジー (ontology)とよばれる辞書に記述される.
これらの砕警は，詩句を;まI床によって分類配列し，各詩句についての同義語，類義語，上
位諾，下位語，反義語などを記述した統制語用語集である.以下に，シソーラスの一例を
示す.
. ¥ヘlordNct
-分類百青葉表
• ED11概念辞書
日'orclNetは英語のシソーラス，分類語集表，EDR概念辞書は共に日本語のシソーラスで
ある.図 2.1にシソーラスの例として分類語実哀の一部を示す.分類語葉表には，およそ
32600語がこのような形式で階層分類されている.ただし，分類語棄表には専門用語が入っ
ていないので，その分野特有の語には対応していない.シソーラスの構築は大変手間のか
かる作業であるため，個々の分野で人千二で作ることは困難であり，固有名詞や分野固有の専
門川語は変遺が激しく，ほとんど使わないものも数多く定義されている可能性がある.し
2.6. ベクトル空間モデル
1.1抽象的関係
1.100こそあど
1.2人間活動の主体
1.200われ，かれ..…
1.3人間活動-精神および行為
1.300 Jし、
1.4生産物および用具
1.400物品-金品異物，現品，安物，名物，
1.401持ち物・売り物・みやげなど-獲物，出土品，私物，忘れ物，
1.471道路・橋一国道，地下道，線路，架け橋，
図 2.1シソーラスの例(分類語集表の一部)([2]から引用)
たがって，分野毎のシソーラスを自動構築することが望まれる.
2.6 ベクトル空間モデル
ベクトル空間モデル (vectorspace ll1odel)とは，文書や検索質問を多次元空間上のベク
トルとして表現するものであり，これら 2つのベクトルを比較するために類似度を計算し，
検索質問に対する文書の適合度を計算するモデルである [37].ベクトルの各次元には文邑
集合中に存在する索引語の数を割り当て，ベクトルの要素には出現する文査に対する索引
語の重要度，あるいは，文書集合全体に対する索引語の重要度を重みとして数値化される.
?η 個の索引語から成る n個の文書集合が存在するとき，各ベクトルをJtべて得られる
7TI X nの索引語 ・文書行列が得られる .η 個の文書を表す各ベクトルはそれぞれ行列の列
ベクトルを表し，文書ベクトルと呼ばれている.また，行列の行ベクトルは，索引詰ベク
トルと呼ばれ，対応する索引語がどの文書に出現するかを表したものである.この行列 A
の要素 αijは，文書 jに出現する単語 tの頻度に，後述する様々な重みを加えた数値とな
り，その文書に対する索引語の重要度を表している.検索質問も同様に，索引諾に重みを
加えたベクトルとして表現することができ，検索質問ベクトルと文書ベクトルとの頒似度
を距離や内積などを用いて計算する.このように，情報検索の観点で重要なことは，検索
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その要素 Cli.1 は，文書タイ正規化を行う前の 6x 5の索引語・文書行列 Aを表し，
トル jに出現する索引語 iの頻度とする.
???
?????
??? ?????
? ?
????
??
??
????
???
??
???
A= 
m = 6の索引語:
T1: bal<:(e，ing) 
T2: recipes 
T3: bread 
T4: cake 
T5: pastr(y， ies) 
T6: pie 
6 x 5の索引語 ・文書行列 Aを表す.
0 
0.7071 
0 
0 
0.7071 
0 
0.4082 
0.4082 
0.4082 
0.4082 
0.4082 
0.4082 
0 
1.0000 
0 
0 
0 
0 
0 
0 
0 
0 
1.0000 。
列ベクトルを単位ベクトルにした，
0.5774 
0.5774 
0.5774 
0 
0 
0 
nニ 5の文書のタイトル:
D1: Iow to B副主豆盟主d¥iVithout Recipes 
D2: The Classic Art of Viennese Pastry 
D3: Numerical ReClpes: The Art of Scienti五cCOlnpu ting 
D4: 盈旦ds，Eastriee.，己主主 and C主主主e.:Quantity B生l旦星E竺並竺
D5: Pastry: A Book of Best French Recipes A= 
図 2.2索引語と文書集合の例 ([5]から引用)
質問ベクトルと文書ベク トルとの間の類似性や相違性をモデル化するために，文書聞の幾
図 2.3索引語 ・文書行列の例([5]から引用)何学的な関係を得ることカまできる点である.
r.t，: 
ノ、これは，また，索引語 ・文書行列を作る際，索引語は通常，単語の語幹を用いている.
図 2.2に示す 6個の索引語からなる 5個の文書タイトルの集合から，筒準な例として，
引語が名詞が複数形になっていた り，動詞が進行形になっている場合には，名詞の上手数形
6x5の索引語 ・文書行列を得る様子を図 2.3に示す.文書の内容は文書中に出現する索引
や動詞の原型と異なるものとして扱われてしまうために，文書にある索引語の正雄な頻度
語の頻度で表されるために，行列の要素は各文書ベクトルである列ベクトルのユークリツ
ドノルムが lとなるように正規化されている.
このため， 単語の語幹を取り出す接尾語処理をJI1い分布を得ることが非常に困難になる.
図 2.3の例では， 'pastries'は'pastry'と変換さ語幹を索引語として扱う必要がある.て，、
???
? ?????
??、(j = 1，・.，5) IOjl12 = 1 
れて頻度が数えられ， tbaking?は'bake'と変換されて頻度が数えられている.
索引訴の選択には，文書集合中のすべての単語を索引語とするだけでな く，検索に有用
文書ベクトル2.7 図 2.3の例では，料理(cooking)に直接関連のあるな索引訴を用いることも可能である.
ベクトル空間モデルでは 文書中からその文書を特徴付ける索引語を余すことなく抽出また， .to'や 'thぜのような詩句を索引詩として選択し，索引語 ・文占行列を作っている.
さらに，抽出した索ベクトルを作成するための索引付けの主な役割である.することが，非常に一般的な単語は，文の係り受け構造を知る上では重要であるが，文書の内容を明確
引語がその文書の内容にどの程度関係しているのかに従って，索引語の重要度として数値このような文書集合全体にわたり非常にこのためにするほどの重要さはほとんどない.
的な情報を索引語に与えることを索引語の重み付け (tern1weighbng)という.索引語に対高い頻度で用いられる語は，停止詩リスト (stop，'ords、sLoplisting)と呼ばれる不要語辞書
して重み付けを行うことにより，抽出した索引語に文書内容に関して重要度が与えられる
また，検索質問に対してより文書の内容を特定することができると考えられる.ために
にそ子録され，索引付けを行う|療にこのリストにある単語は索引語として用いられないよう
にしている.
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文書との類似度を計算する際は，各文書で重み付けされた索引語の重要度を用いることに
より類似度が数値的に表されるために，検索質問に対する各文書の類似性を順序付けする
ことが可能になる.
特徴ベクトルを用いたクラスタリングでは，上に示したような特徴素を用いて，文書の
特徴を損ねないような特徴ベクトルを作成する.特徴ベクトルの表現方法で一般的によく
用いられているものは，文書中の特徴素を要素としたベクトル表現である [25]. たとえば，
“Speechαnd Speech Bα.scd Systems"という文書を特徴ベクトルに変形すると次のように表
現できる.
ベクトル中の iが文書中の単語 speech，bαsed， systemsに対応し，文書中に存在しない単
語は要素の値がOとなっている.このベクトルは文書中に単語が存在するかどうかで要素
の値が決定しているが，この表現方法では文書中の単語の頻度を全く無視することになる.
これではひとつの文書中に何度も存在している単語，フレーズなどの特徴を捉えることが
できず，情報を損ねてしまう結果になりかねない.この問題を改善するために要素の値を
2進表現ではなく，以下のように笑数を用いて特徴が文書中に複数回存在しでも対応でき
るようにする.
正規化頻度 [35]
表 2.1局所的重み
国竺
1 jf ftd > 0 
o if ftd = 0 
ftd 
{ ~+ 1叫汀ん >0
o jf .ftd = 0 
log(l +ん)
(間…o if ftd = 0 
(05+05ZIhifん >0
o if ftd = 0 
0.5 + 0.5式市 if.ftd > 0 
回型r-
頻度 [36]
対数 1[1] 
対数2[16]
( 0， 0， 0， 1， 0， 0， 1， 0， 1， 0， 0う 0，".) 正規化対数 [7](α3は文書 j
中にある索引語の平均頻度)
????????? ?????
?
??
? 。 if ftd = 0 
( 0， 0， 0，2.0， 0， 0，1.0ヲ 0，1.0ぅ 030303)
重みは，一般的に一つの文書に対する各索引語の頻度に関する関数を表し，通常検家質問
や与えられた文書に対して計算が行われる.大域的重みは，文書全体に対しての各'ぷ引話
の頻度の関数と定義され，検索質問のような文書集合のデータ数が少ない場合には効果が
なく，比較的大きな文書集合に対してこの重みが定義される.正規化は，文書問の文書の
長さを一定に揃えるために行うものである.
局所的重みは，文書中に高い頻度で出現する索引語がその文書に直接的に関係がある語
であるとして，非常に良い性能を示す重み付け手法である.簡単な局所的重みの手法とし
て，単に文書 d中の索引語 tの頻度 TF(d，のを重みとするものがあり，次式のように重み
を与える.
この例では単語がl回出現するごとに1.0を加えている.このようにそれぞれの属性に重み
を加えた統計的な手法では，出現頻度ごとに要素の数を増やしていく.その場合，長い文
主ほど|寸ーの特徴素の頻度が多くなってしまい，短い文書との釣合が保てなくなる.その
ために文書中に存在するすべての特徴素の数でひとつの特徴素の数を割ることにより，文
古 I~ Iに存在する特徴素の割合を求める.
ベクトルの成分や木のノードの表す数値，またはこれらを用いていない単独のスコアを
計算するために，形態ぷや '/I-gramの統計を用いて文書中の索引語に重みをつける索引付
けの万法が数多くある [8][1-1].索引イJけには，局所的重み，大域的重みと正規化と大きく
3つの主み付けに分類することができ，索引語に対する重みは以下のようにこれらの重み
付けの積で表される [~1]. 
Ltd = TF(d， t) (2.3) 
dtd = iT・(d，t)= Ltd X Gt X λ」 (2.2) 
この場合，索引語に名詞や動詞のような重要な索引語になりやすいものに関しては，非常
に良い性能を示すが，自然言語に必ず存在している機能詰(助詞，前置詞，冠詞)も索引語
として考慮している場合もこの値が高くなり，この重み付けだけでは識別能)Jはほとんど
無くなってしまう可能性が高い.このような局所重みの例を表 2.1に示す.
このように，頻度の高い索引語が重要であるとした場合，頻度の低い索引詰は高い重み
ここで，Ltdは d呑口の文占に対する 1番目の索引語への重み，Otは文書全体に対する y
番目の索引語への重み，また，川は文古 jに対して正規化を行う作用素を表す.局所的
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?
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?
しかし，頻度の低い索引語は一般的に複数の分野にわたって共起する可が与えられない.
このこのような索引諾が存在するだけでも ，分野を特定することができる.能性が低く ，
tx ように，頻度の低いものに高い重みを与えるために，索引語の特定性を表す尺度として定
3 2 3 2 3 t u 
この大域的重みで最もよ く知られているも のに，Inverse 義されたのが大域的重みである.
この文書集合の中で項Document Frequency(IDF)がある.十分大量な文書数を N とし，
図 2.4文書と単語の関係
表 2.2大域的重み
|関数
(2.4) 
tが含まれる文書数を dJ(t)とすると ，IDFの値 IDF(t)は次のように定義できる.
IDF(t)ニ logJL (~f(t) 
ID F[ll] [36] log (ご)
確率的 IDF[16][36]log(ZE) l長
エントロビー[1] 1 + 2:アM rloE uLfL4 f j=l Jog N 
GfIDF[ll] Ft 
γlt 
対数 GfIDF[8] log (号+1) 
改良 GfIDF[8] p. + 1 
γLt 
平方根 GfIDF[8] P-0.9 
nt 
平均 [1] 1 ゾ立1ft] 
重みな し l 
|名前これを用いて重み T;l!(d，のを
(2.5) 1;l!(d，t) = TF(clパ)x IDF(t) 
とすることで頻度のみ重みとするよ りも良い動作をすることが示されている.
IDFはすべての文書の中で重みを計算 したい項を含む文書の数を用いて計算 している.
そのため，項が一文中に数多く出現してもただ一回 しか出現しなくても 同ーのものとして
これに重みをつける よう にひとつの文書中の計算したい項の数をしたカすって，扱われる.
全文書中のその項の数で、割ったものが¥iVeightedInverse Docmnent Frequency(WIDF)であ
TF(cl，t) 
乞zεDTF(i，t)
TF(cl，t) 
TF(N，の
これを用いた重み TV(cl，t)は次のよう になる.
る.すなわち D を文書全体の集合とするとう
\~TID F( cl， t) 
(2.6) 
となる .IDF と \~lIDF のどちらの方が優れているかを比較すると 文書どうしの比較で
となり ，
はなく， 文書とクラスタ との比較でカ テゴリを割り当てるという方法に限定しているが，
\~lIDF が IDF よ り優れている という報告がなされている [44] .
式 (2.6)にある ように， ¥iVIDFには反比例する項 TF(N，t)が存在している.
(2.7) ITf( cl， t) = ¥iVIDF( clヲt)
この偵が大ここで表の中にある diはひとつの文書，例として，表2Aにある文書について考えてみる.
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kー νノ JI(ノ- -き くなるほど ~rIDF の曲線は z 軸 ， y軸にほとんどJ委したものになってしまい，その巾の数字は文書中の特徴素の出現すまたら，"ty は単語などの特徴素を表す項であり ，
このために 明lIDFにあは TF(d，t)より大きくなり良い動作をしなくなると考えられる.まず，単純な項の頻度を重みとする場合，表の中の数字がそのままる頻度を表している.
¥rVIDFの代わりにフェルマー型の曲線を用いた重み付けが提案さ
以下の式を満たすような曲線を表す.フェルマー型の曲線とは，
る反比例の項は使わず，
れている [2].
具体的には TF(d[)ん)= 2， TF(d21 tx) = 50となる.次に，IDF は項
tx， /.yがぬから dsまでのどの文書中にも存在しているので，IDF(t:t，)IDF(ら)はともに
0となる.¥iVID F'は，すべての文書に存花する項の頻度の和をまず計算し，ひとつの文書
TF(d，t)の値となり，
(2.9) 
この式を
九(t)ι+TF(1V， tt二 J¥;fAX"(TF) α 
ここで 10，{A)C (TF)は N 中で最も多く出現する項の同数，αは曲線次数で、ある.(2.8) 
中の項の頗度を和で割るので，
ーo 50 
¥VIDF(d21 1:J.') = 
2 + .50 + :3 + 2 + l 61 
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表 2.3正規化手法
|関数回主
余弦 [:35]
Pivoted Unique[8] [39] 
重みなし
?
????
??
?
?
?
?
?
?
? ?
?
?
????
用いた重み関数は次のようになる.
lVa(d， t) = TF(d， t) x F;α(t) 
、 、
，?，?
???ょっ ??，??、
この重みの方がWIDPよりも良い結果を示し，一般的な頗度と形態素の重みとの対応がと
れているとしている. しかし，比較的小さい文書に対しては，情報量が少なく ，分類が比
較的困難になるという指摘もなされている.
索引付けの三番目の要素である正規化は，文書集合に含まれている各文書の長さの相違
を一致させるために用いられる.文書の長さが一定しない文書をベクトルで表現する場合
には，文書ベクトルを正規化することが検索に対して有効である.よく 用いられる正規化
の手法を表 2.3に示す.
ベクトル空間モデルで最もよく用いられる正規化手法は，ベクトルの余弦によるもので，
以下のように表される.
(a) 
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(b) 
図 2.5ふたつのベクトルの距離(a)となす角 (b)
索質問と検索対象の類似性を求める手法である.
一般的に，観測されるベクトルは尺度を持つ空間として表さなければならない.尺度とは，
要素のすべての対の間での距離や類似度などと呼ばれる d(x， y)と表される関数によって定
義された，どのようなベクトルに対しても持つ性質のことである.尺度に距離(図 2.5(a))
を選んだ場合には，次のような条件が成り立っていなければならない.
r d(x，y)三0，(等号は，:'"C= yのときのみ成り立つ.) i川=川
d(ιy) ~ d(ιz)+cl(z，y) 
JVj二 / l(2.11)
ゾL~l(Gi X Lid)2 
これは，局所的重み，大域的重みによって重み付けされた文書ベクトルの大きさで文書ベ
クトルを割ったもので，これにより文書ベクトルの大きさが lに正規化される.
(2.12) 
ふたつのベクトルを只 (Wil'ωi2， ・パUin)，う=(W山 Wj2，'" ，ωin) とする.このとき，
，~ と 1う の距離 cl(1ふ巧) を
2.8 類似度計算 cl(九10)二 II~ 一 Vjll (2.13) 
ベクトル空間モデルでは，文書集合に検索を行いたいユーザが，関連のある文書を見つ
けるために，検宗質!日]という形でベクトル空間巾の文書集合に問い合わせを行っている.検
索質問は索引語の集合として表され，文書ベクトルと同様に検索質問ベクトルとして表す
ことができる.しかし，検索質問には多くの索引語を用いて検索することはほとんと。ない
ため，検索質問ベクトルの要素にはほとんどOとなっている可能性が高い.ベクトル空間
モデルにおける類似皮計算は，検索質問に含まれる索引語で表現されたスパースな検索質
問ベクトルから関Aのある文沓:を見つけるために，比較が簡単な数値的な計算を用いて検
と定義する.ここで，距離としてよく用いられている直角座標系でのユークリッド距離は?
cl(九1Ij)=ゾ(Wil- Wjl)2 + ('Wi2 -'Wj2)2 + . . +('Win -'Wjn)2 (2.14) 
と定義されている.
その他の距離の例としてはハミング距離があり，単純なものと して，2進ベクトルに対
して定義されている 2進ベクトルは 0または iのどちらかの要素しかとらないもので，ハ
ミング距離は 2つのベクトルの問でいくつの場所 (要素)が異なっているかを示している .
26 
例えば，
x = (1ぅOうlう1，1，0)
y = (1，1ヲ0，1ぅOぅ1)
とするとハミング距離dは，d = 4となる.
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(2.15) 
また，ベクトルがコード表現されているものに対しても同様にハミング距離が定義でき
る.例えば，
x=(ω]J，α仏，t，パt，e叫，T，り?バ?η1
y = ( ω，e， s， t， e町?アhう川η) (2.16) 
という要素が文字となっているふたつのベクトルのハミング距離 dは，d = 3である.
これらの例にある距離の定義は，ベクトルの長さが一定のベクトルに対してのみ適用さ
れる.また，集合における表現の長さも制限される場合が存在する.これらの問題を解決
する方法も多く存在し，単純な例としては，ベクトル '¥1z，'¥うの要素の数を η('¥Ii)，川巧)と
して距離 dを次のように定義する.
d('¥1z ，竹)= max{川Vi)，η(巧)}一川¥Iin '¥う) (2.17) 
この距離尺度は順序付けされていない集合間で簡単で効果的な値が得られている [42].
この他にもコード化され，ベクトルが記号列になっているものの距離の定義に，レーベ
ンシュタイン距離があり 次の式で与えられる.
LD(A， B)= lnin{α(i) + b(i) + c(i)} (2.18) 
ここで， 記号手IJBは記号列 Aでの記号を α(i)回入れ換えて，b( i)回挿入し， c( i)回削除
することにより得られるものである.しかし，この操作を行うときい(i)，b(i)，c(1:)}は無限
の組合せが存在するので，動的計画法などでこの組合せの中から和が最小となるものを探
し，それをR'PIlfltとする.
これらの距離に対し， 1]1.羨な類似性の尺度として類似度というものがある.文字通り，ど
れだけ類似しているかを数字によって表すことであるが，これは見方を換えれば，距離と
は全く逆の考え方である.距離は長ければ長いほどふたつのベクトルの聞の間隔が長くな
り，近い位置には存在しないことになるため，非頒似度と 1乎ぶこともできる.
検ヨィ質問と文書:の類似度は 2つのベクトルのなす角度を計算することにより，求めるこ
とができるが，ベクトル空間モデルでは一般的にベクトル聞の余弦 (cosine)を用いて計算
することが多い.余弦は 2つのベクトルのなす角度を直接表しているので，値が1に近づく
ほど検索質問と文書はより関連性が強いことが分かり，値がOに近づくほど検索質問と文
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書は関連性が弱いことが分かる.索引語・文書行列 Aの各文書ベクトルを円 (j= 1，・.• ，d) 
，検索質問ベクトルを qとすると，以下の余弦計算の式により d個の類似度を得ることが
できる.
α了q LZ1αijq 
=JEL-τ (j=し "，d) (2.19) 
1αj 121 ql12 ゾZZld3ε乙1ql 
また，文書ベクトル αj(j = 1，・.， cl)と検索質問ベクトルを qの距離が正規化されてい
るときは，検索質問と文書の類似度は簡単な内積計算となり，以下の式で表される.
eval(αj， q)=αfq=乞αijqi (j = 1，'• . ， cl) (2.20) 
また，パターン認識の分野においてタニモトによって提案された尺度で，ふたつのベク
トル問での類似度を以下に示す式によって定義すると，情報検索や分類，病名の判断など
における類似性によい結果をもたらすとして，幾つかの実験により示されている.
V~. ¥1.; 
ST(iふIろ)二 t . J (2.21 ) 
この類似度の起源は集合の比較からなっている.例えば，A とBが文書の識別下や記述
子，またはパターン内の離散的な特徴というような，はっきりとした数字ではない要素か
らなるふたつの集合であると考える.AとBの類似度は，その共通する要素の数とすべ
て異なった要素の数との比と定義しでもよい.もし n(X)が集合 X 中の要素の数とする
と，類似度は以下のようになる.
η(An B) 川AnB) 
ST(A， B) . _ ~-:: : ~~ -
η(A U B) 
(2.22) 
ここで，上で述べたふたつのベクトル Vzと%が特別な要素があるかないかによってその
値がOまたは 1の2進ベクトルであるとすると，川AnB)，川A)とη(β)は， ¥づ-14，M と
1うに相当する.式 (2.22)を実数値ベクトルの範囲にまで拡張したものが式 (2.21)となる.
この他にもこれと同じような係数が多数存在しているが，様々なアルゴリズムに用いら
れている Dice係数を以下に表す[:33]. 
2Lk二 1(ωik・ω片)
5 ( '¥Ii，'¥Ij) = 
ε;=1ω7k+2:;=11uj 
(2.23) 
これらの類似度の尺度のうちで，どの尺度が最も良いかどうかの解説はなされていないので，
一般的にはどのような尺度を用いても，それほど大きな変化は存在しないと考えられる.
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2.9 Latent Semantic Indexing(LSI) 
LS1は，ベクトル空間モデルの一種であり，特異値分解などのような行列の変換手法を
用いて，多次元空間における文書ベクトルの要素を抽象化する.この LS1によく用いられ
るSVDは，一般に制約条件のない線形最小二乗問題の解や行列の階数や相関を求めるた
めに使われる手法で，直交同値変換に基づいた行列の対角化が行われる.
2.9.1 特異値分解
n個の文書からなる文書集合から， 7η × η である索引語・文書行列 Aが得られたと
する.このとき，行列 Aの階数がァであるとすると ，Aの特異値分解 (SingularValue 
Decomposition， SVD)は次のように定義される.
元の 6x 5の索引語・文書行列 Aを表す.
0.5774 
0.5774 
0.5774 
0 
??
??
???
o 0.4082 0 
1.0000 0.4082 0.7071 
o 0.4082 0 
o 0.4082 0 
? ??
o 1.0000 0 0.4082 0.7071 
o 0 0 0.4082 0 
特異値分解を用いて，階数を 3として近似した行列んを示す.
A = U~lIT (2.24) A3ニ
0.4971 -0.0330 0.0232 0.4867 -0.0069 
0.6003 0.0094 0.9933 0.3858 0.7091 
0.4971 -0.0330 0.0232 0.4867 -0.0069 
0.1801 0.0740 -0.0522 0.2320 0.0155 
-0.0326 0.9866 0.0094 0.4402 0.7043 
0.1801 0.0740 -0.0522 0.2320 0.0155 
ここで，U = (Ulイ・.) 1tm)と1= (υ1，・・.) Vn)はUTu= lITlI =人を満たすユニタリ行
列， 2 は~ = cliag(σ1 )のう..• )ση) ，σ1どのど・・・三 σTどσT+l- ・ =ση=0を満たす対
角行列で，この σi(i二 1・・・ァ)は Aの特異値と呼ばれる.これらの特異値の値引により，
左特異ベクトル叫と右特異ベクトル叫が導き出され，Aの t番目の 3つ組 {Uiぅσi)V.i}が
定義される.この 3つ組を用いることで，行列 Aは次のように表すことができる.
図 2.6索引語 ・文書行列から特異値分解により得られる階数3の近似行列([.5]から引用)
A=乞σ11LtJ (2.25) 
ここで，Akは AK=zf=1σtutu?を満たす行列である.この式より，行列 Akは，行列 A
の階数を減少させた行列の中で Aを最もよく近似した行列であることがわかる.また，近
似した Akと元の行列 A との誤差は，以下のようになる.
t=l 
特異値分解によって求められる，行列 Aの特異値の数は，この行列の階数 rに等しい.
また，行列 Aのフロベニウスノルム IAIFは，以下のように Aの対角成分から直接求め
ることができる.
IA -AkllF二 rpin IA -XIIFニゾσ;+1+- +σ? 
ral1}~(X):::;k 
(2.29) 
IAIIF = IIU~VTIIF = I I ~~，T TIIF 二 I I ~IIF 二恒三
(2.27) 
SVDは信号処理，パターン認識のための制御理論や実時間解析のなかでのさまざまな処
理を行う重要な計算手法である.なかでも， Total Least Squares(TLS)は線形な等式を持
つシステム Ax勾 bを解くための便利な手法で，その最も 一般的な TLSアルゴリズムは
[Alb]のような大きな行列の SVDを求めることに基づいている.この TLSはFr刀bcniusノ
ルムにおける Aと階数を下げた近似行列 Bを最小にする行列を見つけるといい換えるこ
と治宝できる.
(2.26) 
ここで，フロベニウスノルム IAIIFは行列に対するノルムとして用いられるもので，以下
の式で、定義される.
行列 A との差のフロベニウスノルムが最小となる，階数 k以下の行列 β を求めるとき，
B は以下のように，特異1IQ~分解により階数をんに圧縮した行列になることが知られている.
B mini|A-B||F3S山jectLo By二 0)yT Y = 1 
εR"1X"，yεRπ 
これを Lagrange乗数法を使って解くと，解は以下のような式になる.
(2.30) 
山!~ " IA -BIF = I I~ri -AkllF 
1ん(B)三k (2.28) Ay =ユ77ZTZ=i (2.31 ) 
クトルとの聞のなす角の余弦は以下の式のようになる.
cos e ~ = -.(Akej )TL=_(U戸k1f[ eJ)Tq efl戸 k(U[ q)
] -IIAkej 121ql12 -1 UI;Ek 1f[ eJ 121ql12一1~k ，? ej 1211 ql12
S3=日1グejと置き換えると，
COS857(Ufq)/- 1 け一 一一回 一
3一 ISj121q12'¥J ムー， )リ
このように，余弦の計算は近似行列 Ak明確にを求めることなしに計算をすることができ
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(2.33) 
(2.32) 
このとき IA-BIF =ァとなり，最小の特異値を持つ 3つ組(ユ、?ア，y)となる.
図 2.6に示した行列に対して特異値分解を行うと，分解されてできる 3つの
以下のようになる • Sigm，αは4個の Oでない特異値を持ち，
ATヱ=YT可 yTY = 1 
ここで，例として，
(2.34 ) 
2行の行列 A= U~ìlT は，
Uの初めの 4行が，行列 Aの列空間に対する基底と零ベクトルを持つ階数が4の行列で，
なる.
この値を一度だけ計算しておけば，すべ
ベクトル U'[qの k個の要素は，検索質問ベクトル q
を次元圧縮した行列んに射影した行列 UkU'[qの基底に等しくなる.上の余弦計算の式を
変更して，分母の検索質問ベクトル qを U[qに射影した式とすると，以下のようになる.
3;(U'[ q) 。'=~ ー ， (j = 1γ ，吋
] 1勺121U{ q 12
この場合，余弦計算は検索質問ひとつにつき ，Ulqを一回計算するだけで済み，内積計t
また
ての検索質問についての類似度計算に用いることができる.
ベクトル S3の k個の要素は，行列 Ukの列ベクトルの張る基底における，次元圧縮した
行列 Akの第 j列に等しい.
(2.35 ) 
ノルム 1引|は検索質問には関係なく，
また，
る.0 
0 
0 
0.7071 
0 
0.7071 
0.7071 
0 
0.7071 
0 
0 
0 
??
??????
0 
0 
0 
0.4195 
0 。
-0.2847 
0.0816 
-0.2847 
0.6394 
-0.1158 
0.6394 
0 
0 
0.8403 
0 
0 
0 
0.5308 
-0.5249 
0.5308 
0.2774 
0.0838 
0.2774 
0 
1.1158 
0 
0 
0 
0 
-0.2567 
-0.:3981 
-0.2.567 
-0.0127 
0.8423 
-0.0127 
1.6950 
0 
0 
0 
0 
0 
0.2670 
0.7479 
0.2670 
0.1182 
0.5198 
0.1182 
~= 
U= 
もた次元空間内だけで計算をすることができる.検索質問ベクトル qは通常スパースなベ
クトルであるので，Ulqを計算すること自体はそれほど計算量を必要とはしない.。-0.6715 0.3688 -0.4 717 0.4366 
図 2.6を例として， "babng 1コread"についての文書を検索するための検索質問 qlを考え-0.5000 
-0.5000 
0 
0.7071 
-0.2760 
0.1945 
0.6571 
-0.0577 
0.0998 
-0.6247 
0.5711 
-0.3712 
0.7549 
-0.3568 
-0.0346 
0.2815 
0.3067 
0.4412 
0.4909 
0.5288 
i!= 
た場合，索引語 ・文書行列 Aの階数を 3とした行列 A3との比較を行うと，式 2.34に示す
この結果から，-0.0097となる.-0.0469， 0.0330， 0.7161， 余弦の値はそれぞれ 0.7327，
その↑也の1番目と 4香目の文書タイトルは高い類似度において正しく検索されているが，階数を 3と近似した行列を A3最も特異値の小さい 4番目の特異値を省略し，ここで，
文書については余弦がほとんどOに近いために，検索されていない.実際に，余弦がほとAのノルまた元の行列 Aとの誤差は， IA -A311F二円=0.4195となる.とすると，
関連性が低いのが容易に分かるたんど0に近い文書タイトルは与えられた検索質問とは，ムは IAIF= 2.2361であるから，近似行列 A3が元の行列 Aに対してノルムの損失す
め，有効に検索が行われていると理解できる.ノルムは階数を 4から 3に下げた場合，る割合は， IA -jbllFIIレl1F回 0.1876となり，
ノルムが損失する割合はさらに， I階数を 4から 2に下げると，約 L9%の損失を生じる.
情報検索システムの評価2.10 ノルムは約 L12%のf員IA -A211F/IIAIIF勾 0.4200となり，階数を 4から 2に下げた場合，
システムの性能を向上させたり，複数存在情報検索システムの性能を評価する目的は，失を生じる.
どのシステムを使用するのが実際の検索に有効であるのかを比較，するシステムのうち，次元圧縮時の類似度計算2.9.2 
このようなシステムの性能を評価するためには，情報検索検討aできるという目的がある.検索質問ベクトル qと近似した宗引語・文書行列 Akとの比較を行い，類似度の計算を
システムに関するさまざまな観点から考える必要がある.例えば，次に示すような観点が
ある.
Ake]は千子列 Akの
このとき，検索質問ベクトル qと近似した文書ベ
fJ を nxnであるilift行列の j行日のベクトルと定義すると，
J行自のベクトルと表すことができる.
行う.
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A C 
システムの出力B 正解
図2.7検索結果とテスト ・コレクションとの適合文書集合の関係
(1)有効性
情報検索システムの有効性とは，その検索システムを使うことによって，利用者が必要
な情報を漏らすことなく，どれだけ正確に検索できるかによって決定される.この有効性
は，再羽率(recall)や正解率 (precision)という指標で評価することが多い.有効性は，情
報検索システム構築の際，基本技術の組合せをどのように選択するかによって，大きく影
響を受ける.
(2)効率性
システムの効率性とは，システムの応答時間，すなわち，利用者が検索質問を入力して
からシステムが利用者に検索結果を返すまでにかかる時間がどの程度必要であるかという
観点において評価を行う.これは，ファイルシステムの構造や索引語をデータベース化す
る|療のデータ構造，あるいは記憶媒休など，ハードウェアの影響によるものが大きい.
問、節では，このような制点を基に，検索結果を評価するための評価基準について概説す
る.個々のユーザの観点から見た場合，検索質問に対して適合する文書には統一性がほと
んどないために，最終的な検索結果だけを用いて評価することは，現実的に不可能で、ある.
情報検索システムの評価では，個々のユーザが判定した場合に起こる関連文書の判定の異
なり具令をィラ慮せず，検宗質問に対して関連する文書の集合をあらかじめ定義しておき，こ
れをもとに評価を行う.このように，文書集合と検索質問集合，さらに個々の検索質問に対
する関連文書集令を定義した評価用データのことをテスト・コレクション (tesLcollection) 
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と呼ぶ.テスト・コレクションに含まれる文書集合を用いて検索システムを構築し，個々
の検索質問に対する検索システムの出力結果が，テスト・コレクションに用意されている
関連文書集合にどの程度含まれているかによって評価を行う.
2.10.1 評価基準
情報検索における，システムの出力結果の評価方法には，一般的に再現率 (recall)と適
合率 (precision)が用いられる.再現率は，検索質問に対するシステムの出力がどのくらい
正解と関連するのかを示す指標で，実際の関連する文書数に対するシステムが出力した関
連文書数の割合を示す.適合率は，実際に関連した文書をどれだけ検索できるかを表す指
標で，システムが出力した検索結果中に存在する関連文書数の割合である.この定義から，
適合率は検索能力を示し，再現率は検索の幅を示していると言い換えることができる.
再現率と適合率の定義を示すために，ある文書集合と検索質問について，それぞれの検
索質問に対する各文書の適合性がテスト・コレクションによって与えられているとする.こ
のとき，検索システムの出力した文書集合とテスト・コレクションで定義された関連のあ
る文書集合の関係を示したものを図 2.7に示す.ここで，図 2.7のAは検索システムが山
力した文書数，Bは検索システムの出力した文書とテスト・コレクションでの正解文 Lヰが
共通している文書数，Cは，テスト・コレクションでの正解の文書数を表す.このとき，再
現率，適合率はそれぞれ式(2.36)，式 (2.37)で定義される.
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(2.36) 
(2.37) 
ベクトル空間モデルを用いた検索システムのように，検索結果をランキングとして出力
するシステムを評価する場合には，一般的に再現率-適合率11線が用いられる.これは，特
定の再現率における点(例えば， 1点:0.0 ・・1.0まで0.1きざみ)での適合率をグラフ化し
たものである.しかし 単にこのようなグラフ化を適用しただけでは，再現率 0.0などと
いった低い再現率における適合率が確定できなくなる場合があるため， 一般的に，補間再
現率-適合率曲線が用いられる.これは，例えば，再現率 0.1での適合率の値は，再現率が
0.1以上の範囲における最大の適合卒を取るという方法である.
例として，ある検索質問を別々の検索システムにおいて検索を行ったときの検索結果を，
それぞれ表2.4，表2.5に示す.これらの検索結果からの再現窄-適合率曲線を示したものを，
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表 2.4検索結果の例 1
文書香号 ランク 正否 再現率 適合率
45 1 。0.20 1.00 
23 2 × 0.20 0.50 
89 3 × 0.20 0.33 
98 4 。0.40 0.50 
44 5 。0.60 0.60 
90 6 × 0.60 0.50 
7 7 × 0.60 0.43 
9 8 × 0.60 0.38 
51 9 。0.80 0.44 
31 10 。1.00 0.50 
0.8 0.6 
Recall 
0.4 0.2 
図 2.8表 2.4，表 2.5の再現率-適合率曲線
では，多くの研究グループが共通のデータベース，プラットフォームにおける情報検索シ
ステムの実験結果を評価する場として，成果を相互比較するワークショップが盛んに行わ
れ，研究推進の大きな原動力になっている.
このようなワークショップのひとつである IREXに参加したシステムの手法次章では，
文書番号 フンク 正否 再現率 適合率
89 1 × 0.00 0.00 
45 2 。0.20 0.50 
31 3 。0.40 0.67 
98 4 。0.60 0.75 
44 5 。0.80 0.80 
23 6 × 0.80 0.67 
7 × 0.80 0.57 
9 8 × 0.80 0.50 
51 9 。1.00 0.55 
90 10 × 1.00 0.50 
表 2.5検索結果の例 2
的な特徴をシステムに関するアンケート結果から抽出し 検索性能との相関関係を分析す
ユーザの検索質問やシステム設計者の目的にあった情報検索シス
テムを構築するための，有効な手法の選択についての客観的な評価を行う.
この分析結果より，る.
図 2.8に示す.
-{c士モ吾
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それぞれについ以上のように，現在までに様々な情報検索の手法が考案されているが，
て長所と短所を兼ね備えている.検索検索システムの構築を行う場合，用いる検索手法に
これまでに明らかになっていない様々な要対して明らかになっている長所や短所の他に，
因によって，情報検索システムに対していくらかの影響を与えていると考えられる .この
システムの性能向上を目指すためには，多くの要因についての議論が必要となり，ように，
日々活発に研究が行われている.
このような数多く存在する要因の中で改善することができる，何らかの理論を立てるこ
そこから具体的な計算方法を導き，検索実験をテストコレクションを用いて
情報検索技術研究の流れになっている.近年
とから始め，
行った結果を検証するという一連の流れが，
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情報検索の分野は，欧米において過去数十年の聞に，英語を中心とした文書を対象に研
高速な文字列検索アルゴリズムや自動索引づけなどに多くの成果が究が盛んに進められ，
これらの技術が基礎となり，大規模な文書集合に対する検索技術，新しい評価得られた.
TREC (Text REtrieval Conference) 1 などのコンテストが開催技術の向上を目的として，
0.8←一一一--1-一一一一-←一ーヘ一一←一一一一+--------→一一一一→--------ー←------一宍
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され，新しい技術の開発やこれまでの技術の改良などが活発に行われている.制TABLE1"~ー­
"TABLE2“ー←
日本においても，情報抽出，検索技術に関する研究が盛んに行われ，数多くの{憂れた日本
このようなシステムを評価するための日本語テス語情報検索システムが提案されている.
トコレクションの整備も進み [20]，個々の検索システムを容易に評価できるようになった.
0.6 
さらに，共通のデータベース，プラットフォームにおけるシステム評価の場として， ]REX 
? ?
?
?
?』?
(Information Retrieval ancl Extraction Exercise)ワークショップ2が開催された.
E)の各課題に対して数多くのシステムが参
このワー0.4 
クショップには，情報検索 (IR)と情報抽出(
加し，全体的な評価を通して様々な議論が行われた.0.2 
共通の基準における各検索システムの評価を基にした問IREXの目標のひとつとして，
一般的に，情報検それによるこの分野の飛躍的な進歩，発展がある [38].題点の共有と，0.8 0.6 0.4 0.2 
。。
Recall 
索システムの性能評価をする際には，提案された手法を利用したシステムと利用していな
の補間再現率-適合率曲線図 2.9図2
一つのシステムからみると，参加した数多くのいシステムとの比較を行う.比較する際，
しかシステムにおける評価結果の違いから 研究の新しい方向性や発展性が発見できる.
ふたつのシステム問の比較実験し，IREXでは，数多くのシステムが参加しているため，
また，他の比共通点，相違点の整理が複雑になってしまう.では実験回数が莫大となり ，
較手法として，使用されたシステムとは別の基準システムを作り，比l絞を行う手法も提案
システム間の相違点が多くなり， 直接的にイ可が精度仏jその場合，しかし，されている [17卜
したがって，すべての検索システムを上の原因であるのかをとらえることが難しくなる.
システムの構成要素を評価すると同時に，全体的なシステムの検索精度を評対象として，
lTRECワークショップホームページ;:http://もrec日1St.gov 
2IREXワークシ ョップホームページ:http://CS・町u.e山 /cs/p町 ect.s/proLeus/i同 x/
:37 
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価するようなシステム指向の評価方法が必要となる.このような全体的な評価は，問題点
を発見，解決するための議論を進める上で重要な課題であると考えられ， TRECやIR.EX
では様々な評価が行われている [24日28][47J.
本論文では， IREXにおける IR課題の本試験の結果，および参加した各システムにつ
いての，参加者が回答したアンケート結果を参考にして， IR課題におけるシステムの特徴
と精度の関連性を独自の統計的な手法を用いて分析する.これまでは，手法を利用したシ
ステムと利用していないシステムとの実験結果を比較することによって，その手法の有効
性が評価されていた.これに対し，我々の提案する評価手法は，数多くのシステムにおけ
る検索結呆を基にして，システムに用いられた手法との関連性を客観的な相関係数として
表し，検索システムに対し有効な手法を明確にしている.このような検索システムに対し
有効な手法を示す評価は，これまで TREC7においても行われているが，比較に用いられ
たすべてのシステムで再現率 ・適合率曲線の違いがほとんど無い条件の下で行われている
[49]. この条件において，比較に用いたシステムが利用した手法が示されているが，客観的
にその手法が有効かどうかの判断は難しい.その点で，我々の評価手法はどのような再現
率 ・適合率曲線に対しても客観的に有効な手法を示すことができる.さらに，戎々の評価
手法は，検索結果でのランクの上位に，関連のある文書を数多く検索するための有効な手
法を示すことができる.この分析においては， IRシステムのアンケートの中でシステムの
性能に大きく影響する次の 3点
-京引づけ，索引構造
.検索式の生成
・検索モデル，ランクづけ
に注目して，これらの要素を実現するために用いられた手法が検索精度とどの程度関連が
あるのかを調査する.
IREXでは，凶 3.1に示す検索課題の例のように，検索要求を簡潔に表現した DESCRIP-
TIONタグと，人間が判断可能な程度の詳細な検索要求の記述をしたNARRATIVEタグが
用いられている.通常， ¥¥"¥'¥，サイトなどに存在する検索エンジンに入力される索引語の
数は 2，3語と少ないために， DESCnIPTIONタグのみを検索実験に考慮する方が実用的
である.しかし， DESCRIPTIONタグのみを利用した場合には暖昧さが生じてしまい，人
間が可能な限り正慌に検索できるという点においては，詳細に書かれている NARRAT1VE
タグの万が重要な情報であるといえる.実際.TRECなどにおいても，このような検索要
3.2. 再現率と適合率の関係 39 
図 3.1IREXワークショップにおける検索課題の例
<TOPIC> 
くTOPIC-ID>1014</TOPIC-ID>
くDESCRIPTION>金融機関の不良債権の処理く/DESCRIPTION>
くNARRATIVE>銀行、証券などの金融機関における不良債権の具体的な処理についての
記事。金融機関や政府、日銀などが不良債権の処理に対して具体的な決定をした施策
や経営改善計画の発表などについて述べられた記事。 くNEG>国民や評論家、当局担当者
個人の意見、まだ案の段階のもの、引用的に用いられているものなど、具体性に欠く
ものは除 く。</NEG>く/NARRATIVE>
く/TOPIC>
求の長さに対する精度への影響が議論され， NARRATIVEタグの使用による精度の速いが
分析されている [18][48][49]. このようなことから， IREXにおいても，検索式を作成する
際の NARRATIVEタグの使用有無により，検索システムに与える影響が変化するものと
考えられる.このことを明らかにするため，検索システムにおける NARRATIVEタグの
利用有無により shortとlongに分け，それぞれの平均適合率と相関の高いシステムの特徴
を調べる.
再現率 ・適合率曲線に対し単回帰分析を行い直線として近似した場合，その切片が大き
い時，ランクの上位に適合する文書を検索できる確率が高いと考えられる.また，傾きが
平行に近いほど，システムは再現率の増加とともに起こる適合率の減少を抑えることがで
きると考えられる.そこで，検索結果を平均して得られた再現率 ・適合率曲線に単回帰分
析を行い直線として近似し，その切片と傾きがさまざまな手法のなかでどの手法に関連性
が強いのかを調べる.また，同様に，shortとlongにおける切片と傾きとの相関が高いシ
ステムの特徴を調べる.これらを分析することにより，本試験に参加したすべてのシステ
ムで，検索質問を shortとlongに分けたそれぞれの場合に対して，傾き，切片から総合的
に，どの手法と関連性が強いかを考察する.
3.2 再現率と適合率の関係
IRシステムの評価には，一般的に適合率 (Precision)と再現率 (Recall)が使用される
[26][50J.適合率は，システムが検宗した文書に刈ーする，検索した正解文書数の割合であり，
検索の能力を表している .再現率は，全正解文書数に対するシステムが検索した正解文書
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表 3.1判定結果記事数([38]から引用)
判定対象 判定対象
課題番号 A判定 B判定 記事総数 課題番号 A判定 B判定 記事総数
予備試験 1018 55 101 2086 
1001 80 145 931 1019 42 45 1859 
1002 89 61 1096 1020 94 173 1291 
1003 42 407 1316 1021 58 68 2030 
1004 108 66 1480 1022 19 31 2015 
1005 50 41 1099 1023 33 68 2853 
1006 66 77 1356 1024 60 74 2934 
本試験 1025 67 138 2047 
1007 175 300 2246 1026 72 165 1914 
1008 29 73 2565 1027 65 165 2513 
1009 99 125 1588 1028 100 115 2806 
1010 14 29 2222 1029 23 62 1878 
1011 88 158 2130 1030 92 121 2053 
1012 25 42 1535 1031 109 178 2134 
1013 199 260 1308 1032 44 78 2268 
1014 1L11 260 1473 1033 9 49 2989 
1015 132 176 1，505 1034 60 131 1911 
1016 L13 45 2446 1035 53 88 2008 
1017 20 81 2248 1036 32 88 2299 
数の割合であり，システムがすべての適合する文書のうちどの程度実際に検素可能かとい
う検索の IIJ~ を表している . 再現率と適合率はそれぞれ個別に用いてもシステムの評価を行
うことができるが，ランクづけを行う検索システムでは， 一般的に再現率 ・適合率曲線が
用いられている.
IREXワークショッフにおける IR課題は，2年分の新聞記事から検索課題に書かれた検
索要求に関連する文書を検索するもので，予備試験と本試験が行われた.表 3.1に示すよ
うに，予備試験は課題数がG課題あり評価結果は非公開，本試験は課題数が30課題あり ，
評価結呆は実際の団体名が分からないように各同体をシステム IDにより表し，公開して
いる.検索結果の判定基準には A，B， Cの3種類あり， A l=!J定は記事の主題が検索課題に
関連している場合， B判定は f¥'j:!J定のように記事の主題には関連性がないが，記事の一部
が関連している場合， C判定は何も関連していない場合という判断基準になっている.そ
のIRの本試験に参加したすべてのシステムにおける， A判定のみを正解とした検索結果
を図 3.2に示す.このグラフにおいて，つの曲線を示す '110おうなどの文字列はシステム
3.2 再現率と適合率の関係
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図 3.2A判定のみの再現率・適合率曲線
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IDを表している.このグラフから分かる よう に，再現率と適合率の関係は大きく分けて 2
種類あると考えられる.一つ目は，適合率が再現率の増加に対し，直線的に減少する関係
である.これは，ほとんどのシステムに当てはまる傾向で，特に再現率が0.0での適合率
の値が高いシステムがこのようなグラフになっている.もう一つはグラフが Fに凸の曲線
を措くように適合率が減少する関係である.このような曲線は 検索の結果上位にランク
されている文書に適合する文書が少ないため，再現率が少ない値において適合ギの変動が
激しくなっていると考えられる.システムについてのアンケートから，この曲線になる直
接的な原因を調査したが，特にシステムに共通して用いられている手法は存在しなかった.
また，多くのシステムが再現率 0.0における適合率が0.7を超えており，ランク上位に適
合する文書が検索される確率が高くなっている.再現率 0.0における適令率の値はランク
上位に適合する文書を検索できるのかを表す尺度で，高い値をもっシステムほどユーザの
探している情報が検索されていると考えることができる.ランクの l位で検索された文書
が適合する文書であると ，その時点で再現率 0.0での適合率はl.0となる.適合しない文
書の場合には適合率は1.0にはならず，以降の検索結果のランクに従って適合率に大きな
変動が生じる.変動の大きさはあるものの，その後適合する文書が適合しない文書に比べ
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数多く検索されると，適合率は高い値となる.
しかし，再現率 0.0での適合率の大きさには関係なく，再現率 ・適合率曲線のグラフは
必ず単調に減少する特徴を持っている.ランクに関係なく適合する文書が連続して検索さ
れる，または適合する文書の割合が適合しない文書に比べ大きい場合には，再現率の増加
に対する適合率の減少量が少なくなる.ランクの上位にいくらか適合しない文書を検索し
ていたとしても，途中で適合する文書を連続して検索し，適合しない文書の数に比べて多
くなることで，適合率の減少が少なくなり ，傾きの最大値である Oに近くなる.これより，
適合する文書を効率良く検索するためには，グラフの減少量を少なくする必要があり ，こ
れはシステムを評価する上で重要な尺度であると考えられる.
3.3 評価実験
IR.EXワークショップにおける， IR.本試験の結果を公表する方法については，団体名を
実名で公表するのではなく ，各団体に割り当てられた ID香号で結果を公表する方法がと
られた.このため，検索結果に対してどのような手法が用いられているのか，研究的な内
容を対応づけることが難しくなっている.システムの詳細を知る手段として，検索結果と
同時に提出した IR.システムアンケートがある(付録 A参照).このアンケートにより，各
システムがどのような手法を利用したかが理解できるようになっている.
IRシステムアンケートは，各システムについてどのような手法を用いて本試験の検索結
果を出したのかを回答したものであり ，主に次の項目がある.
・索引づけとそのデータ構造
・検索式の作成
・検察-を実行する環境
.検索モデル
・その他
これらの項目の回答(イJf.及 B参照)を集計して 3 システムが用いた手法の内，主要な 55個
の手法に注目した.これらの手法を平均適合率などの数値と比較するために，手法の使用
の有無により数値を割り当てる.本実験では，各システムが用いた手法には 1を，用いて
いない手法については 0を割り当て，数値データに変換した.このときアンケートの中で
「はいJ， Iいいえ」で答えられない質問項目については，システムにただひとつしか用いら
れていない手法でもひとつの手法として数値を割り当て，システムの違いを明確に定める
3.3 評価実験 ~1:3 
表 3.2平均適合率と相関の高い主なシステムの特徴
システムの特徴 平均 相関係数
LS1 0.04545 0ー.49600
1DF 0.86364 0.49341 
レレノTンスフィードノてック 0.22727 0.45499 
名詞 0.45455 -0.42376 
フレース 0.31818 0.41665 
EGタグ 0.36364 0.40655 
ロノてー トソン法 0.09091 0.40427 
文書の長さ 0.45455 0.38297 
名詞以外の品詞 0.40909 -0.38053 
シソーラス 0.13636 0.33728 
DESCR1PT01Nタグ 0.90909 -0.33728 
文字列形態素インデクス 0.09091 0.32822 
BM25 0.09091 0.32822 
ことにした.このように変換をしたデータに平均適合率を付け足してひとつの行列にして，
用いられた手法と平均適合率との相関係数を求めた.相関とは，変数 X，Yにおいて一方
の変化が他方の変化にある傾向を伴うとき ，X とyの問に相関関係があるという .相関に
は次の 3種類がある.
正の相関 :一方の値が大きくなると 他方の値も大きくなる.
負の相関 :一方の値が小さくなると，他方の値も小さくなる.
無相関 :2つの値に明白な関係がみられない.
この相関を数値的に表したものに相関係数があり， 2つの変数の相互関係の程度を表した
ものである.本実験では，相関の有無を明確にするために，相関係数の絶対値が 0.5を超
える手法は相関が認められるとして，システムが用いた手法に対して評価を行った.
3.3.1 平均適合率とシステムの関連
平均適合率とシステムとの相関係数を求めた結果，相関係数の高かった主なシステムの
特徴を表 3.2に示す.相関係数の高い手法は，全体的に正の相関を持っているが，すべての
手法に対し，相関係数の絶対値が0.5を下回っている.表 3.2において，相関係数の絶対値
の高い LSI(LatentSemantic Inclexing)や IDF(InverseDocument F日quency)については，
若干の相関は見られるものの 0.5に満たしていないため 平均適合率との問に明確な相関
を52.めることができなかった.
また，この表 3.2を見ると， DESCRIPTOIl¥Tタグから索引語を抽出する手法と NEGタ
グなどのように NAR.RATIVEタグを利用した手法が混在していることが分かる.実際に
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表 3.3shortの平均適合率と相関の高い主なシステムの特徴
システムの特徴 平均 相関係数
JDF 0.88888 0.64416 
LSI 0.11111 -0.64416 
フレーズ 0.55555 0.61796 
レレノすンスフィー ドノてック 0.33333 0.57326 
確率と情報量 0.33333 0.56095 
名詞 0.66667 -0.54080 
名詞以タトの品詞 0.66667 -0.54080 
構文解析 0.22222 -0.43654 
EGタグ 0.22222 0.42834 
シソーラス 0.22222 0.42834 
単語 0.77778 -0.42834 
NARRATIVEタグ自体を利用することについては，平均適合率との相関係数が -0.03864
と低く， NARRATIVEタグは他の 2つのタグに比べ，適合率との関連性が少ない結果と
なった.これは， NARRATIVEタグの中には比較的長い文章が存在し，検索に重要な索引
語が存在するのと同時に，一般的に広い分野で使われる索引語も比較的多く存在している
ため，このタグを使う|療には注意が必要で、あると考えられる.このようなことから， 1REX 
ワークショップに参加したシステムを検索課題を簡潔に表現した DESCRIPT01Nタグのみ
を用いたシステムと比較的長い文章が存在し， NEGタグ3が存在する NARRATIVEタグ
を同時に用いたシステムに分けて評価を行う.これにより，相関の認められる手法がより
顕著に現れ，より有効な評価をすることができると考えられる.
3.3.2 shortおよび longでの平均適合率とシステムの関連
DESCRIPTIONタグのみを用い， NARRAT1VEタグを利用しない場合を short，検索課
題をすべて使用した場合を longとして，それぞれを用いたシステムにおける平均適合率と
利用した下法との関連性を比較する.そのために， short， ]ongそれぞれにおける平均適合
率とシステムが用いた手法との相関係数を求め， NARRAT1VEタグを利用しない場合には
どのような手法が有効で、あるか，また， NARRAT1VEタグを利用した場合についても同様
に有効な手法にどのようなものがあるかを調査する.その結果， shortを用いたシステム，
longを用いたシステムの平均適合率との相関係数が高かった主なシステムの特徴を，それ
ぞれ表 3.3と表 3.4に示す.
表 3.3と表 3.<1から共辿して吾-えることは， sbortとlongに分ける前の表3.2と比較すると
相関係数が全体的におくなっているということである.すなわち， Sh01ι とlongに分ける
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表 3.4longの平均適合率と相関の高い主なシステムの特徴
システムの特徴 平均 相関係数
固有名詞
ロパートソン法
構文的な手がかり 0.15385 
文書の長さ 0.46154 
NEGタグ 0.46154 0.48372 
名詞 0.30769 -0.41387 
面の情報 0.15385 -0.41384 
IDF 0.84615 0.39269 
単語 0.61538 0.37213 
形態素解析 0.15385 -0.36284 
ことによって，それぞれの検索システムに対して，平均適合率により関係深いシステムの
特徴が顕著になっている.
shortで平均適合率と相関が最も高かったのは， LS1と1DFである.LS1は負の相関を持
ち，検索精度を下げる傾向があるため，今回の本試験での結果においては， LS1の利用や索
引づけに改良が必要であった.平均適合率と直接関連のある手法に，文書の重みづけとし
ては 1DF，索引語には意味を限定しやすいフレーズが，共に正の相関を持ち検索精度を上
げる傾向がある.フレーズを用いるとき，索引語が数多く存在しない場合があるため，レ
レパンスフィードパックを用いて検索式を拡張させることで，性能の良いシステムが構築
できると考えられる.名詞や名詞以外という品詞情報を用いて索引づけを行う方法は，ど
ちらも負の相関が高くなった.これは，元々索引語の数などのように情報量が少ない上に，
一般的な単語まで取り出していたために，検索精度が下がる傾向があると考えられる.
longで平均適合率と相関が最も高かったのは，固有名詞である.これは， NARRAT1VE 
タグにある文章が比較的長いめ，索引づけの手法の中でも特定分野にしか出現しない語を
抽出できる固有名詞の相関が高くなったと考えられる.また，ロパートソン法や構文的な
手がかり，文書の長さといった文書そのものの違いや特徴を明確にする重みづけの手法も
相関が高かった.shortでは平均適合率に関連性があった IDFは， longの場合，これらの
手法より相関が低かった.このことより，索引語に対する重みづけ手法は関連性が低いと
考えられる.
表 3.3に見られる手法と表 3.2に見られる手法を比較すると，同じような手法が全体に見
受けられた.すなわち， shortの場合は，一般的な検索システムの平均適合率に関連性のあ
る手法がそのまま関連性があるということができる. longの場合は，表 3.4に示した相関
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表 3.5回帰係数と相関の高い主なシステムの特徴
システムの特徴 平均 相関係数
文書の長さ 0.45455 -0.60396 
構文解析 0.04545 -0.49385 
IDF 0.86364 -0.44741 
固有名詞(索31) 0.22727 -0.43614 
固有名詞(検索式) 0.22727 -0.36891 
単雪日五口 0.68182 -0.30771 
面の情報 0.09091 0.30267 
LSJ 0.04545 0.30140 
表 3.6回帰直線の定数項と相関の高い主なシステムの特徴
システムの特徴 平均 相関係数
IDF 0.86364 0.60051 
文書の長さ 0.45455 0.55917 
LSI 0.04545 -0.55286 
ロパートソン法 0.09091 0.44812 
NEGタグ 0.36364 0.42826 
フレーズ 0.31818 0.39632 
固有名詞(検索式) 0.22727 0.39059 
レレノてンスフ ィー ドノてック 0.22727 0.37556 
面の情報 0.09091 -0.36234 
照合文字列長 0.33400 -0.34285 
と全体の結果とを比較すると，全体的に正の相関を持つものが多かったが，表 3.2では見ら
れなかった手法が多く現れた.
これらの結果から， NARRAT1VEタグの使用有無によって検索システムの平均適合率
に関連性のある手法が安化することが分かつた.したがって， NARRATIVEタグを用いる
際には，平均適合率に関連性のある，適した手法を選択する必要があると考えられる.
3.3.3 回帰式とシステムの関連
検索結呆を平均して得られた，再現ヰ1と適合率の関係のデータを単回帰分析を用いて直
線近似を行う.計算の結果，傾き(回帰係数)や切片(定数項)に対して相関の高かった手法
を，それぞれ表 3.5と表 3.6に示す.直線回帰を行ったときの決定係数は最大で 0.99446，最
小で 0.69193となり， 22個のシステムにおける平均が 0.942と高い値となり，再現率 ・適
合率山線を直線で近似することが妥当であることを表している.
傾きと最も相関係数の高いものは文書の長さで，相関係数が 0.60396と相関の認めら
れる数値で，傾きを下げる傾向がある.これは，検索した文書数が増えるにつれて，適合
する文書を検索する割合が少なくなることを表している.特に，傾き ，切片共に関連が大
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表 3.7shortの回帰係数と相関の高い主なシステムの特徴
システムの特徴 平均 相関係数
シソーラス 0.12500 0.75160 
LSI 0.12500 0.75160 
自動検索質問拡張 0.12500 0.75160 
IDF 0.75000 -0.74788 
フレース 0.37500 -0.57108 
文字列形態素インデクス 0.25000 -0.51490 
確率と情報量 0.25000 -0.51490 
BM25 0.25000 -0.51490 
表 3.8shortの回帰直線の定数項と相関の高い主なシステムの特徴
システムの特徴 平均 相関係数
IDF 0.75000 0.60051 
シソーラス 0.12500 0.55917 
LSI 0.12500 -0.55286 
自動検索質問拡張 0.12500 0.44812 
文字列形態素インデクス 0.25000 0.42826 
確率と情報量 0.25000 0.39632 
BM25 0.25000 0.39059 
きい 1DFと文書の長さは重みづけ手法であり，文書問での違いや特徴を明確にしているた
め，検索システムの構築において，重みづけ手法が特に重要であると考えることができる.
切片と最も相関係数の高いものは 1DFで，次いで，文書の長さ ，LS1となっている.全
体的に正の相関を持つ手法が多く，切片を上げる傾向がある.しかし，これらの手法には，
傾きにおいて負の相関の高い手法と共通するものが多く存在している.これより，これら
の手法に対して，切片の大きさと傾きの大きさにはトレードオフの関係が存在しているこ
とが分かる.
3.3.4 shortおよびlongでの回帰式とシステムの関連
NARRAT1VEタグの有効性，有効な利用方法について考えるため， 3.3.2節と同様に shorL
とlongに分割し，評価を行った.傾きや切片に対して相関の高かった手法を， shortの場
合をそれぞれ表 3.7，表 3.8に， longの場合をそれぞれ表 3.9，表 3.]0に示す.
shortにおける関連性
shortの場合，傾きと最も相関係数の高い手法は，シソーラス， LSI，自動検索質問拡張
で，これら 3つは等しい値で，正の高い相関を持つ.しかし，全体的には負の相関を持つ
手法が多く，傾きを下げる傾向がある.shortでは情報が少ないために，索引づけされた語
をあらかじめ準備した知識集合であるシソーラスで拡張することにより，傾きを上げる高
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表 3.9longの回帰係数と相関の高い主なシステムの特徴
システムの特徴 平均 相関係数
ベクトル 0.14285 -0.60621 
文書の長さ 0.14285 ー0.60621
索引語の長さ 0.14285 0.59558 
IDF 0.42857 ー0.58837
フレース 0.28571 -0.47094 
インデクス(ベクトル) 0.92857 0.38171 
TF 0.07142 -0.38171 
構文的な手がかり 0.07142 0.38171 
表 3.10lOllgの回帰直線の定数項と相関の高い主なシステムの特徴
システムの特徴 平均 相関係数
フレース 0.28571 0.75913 
ベクトル 0.14285 0.62619 
文書の長さ 0.14285 0.62619 
索引語の長さ 0.14285 -0.60014 
NEGタグ 0.57142 0.52856 
IDF 
名詞
n-gram 
0.42857 0.49117 
0.28571 -0.46559 
0.28571 0.36211 
い正の相関が得られたものと考えられる.さらに， LSI，フレーズ，自動検索質問拡張，文
字列形態素インデクスもシソーラスと同様に索引づけの手法で，相関係数は比較的高い値
になっている.このことから 検索に有効な索引語の選択や LSIによる意味的な表現形式
を得る手法が，傾きにj采く関わっているといえる.
また，切片と最も相関係数の高い手法は IDFで，次いで，シソーラス， LSIとなってい
る.こちらは，全体的に正の相関を持つものが多く ，切片を上げる傾向がある.傾きとの
相関の高い手法と共通するものが多く，切片でも索引づけの手法が深く関連しているとい
える.シソーラスや自動検索質問拡張は傾き，切片ともに正の相関係数を持ち， shortの場
合，シソーラスが切片と傾きに最も関連の深い手法だと考えられる.しかし，LSI， IDFな
どは，傾きでは正の相関，切片では負の相関を持っているために，ここでも傾きと切片の
問にトレードオフの関係が存在することが分かる.
longにおける関連性
longの場合，傾きと最も相関係数の高い手法は，ベクトル，文書の長さで，次いで索引
語の長さとなる. shortと同様に， 全体的に負の相関を持つ手法が多く ，ベクトルなどは
傾きを下げる傾向がある.また，検索要求全体における傾き，切片と同様に，文書の長さ，
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索引語の長さ， IDFなどの重みづけ手法が深く関わっていることが分かる.さらに，ベク
トルは文書または検索要求全体を用いた手法であるため， longを扱う際の索引語の増加に
従って，関連性がより顕著に現れたと考えられる.
切片と最も相関係数の高い手法はフレーズで，次いで，ベクトルと文書の長さが高い相
関を持っている.short同様，正の相関を持つものが多く，切片を上げる傾向がみられるが，
これらのほとんどは重みづけの手法である. しかし，これらの手法は，傾きと負の相関の
高い手法と多数共通しているため， longにおいてもトレードオフの関係が存在しているこ
とが明らかになった.また，検索要求の長い longの場合，正の相関が高い NEGタグは，
傾きとの相関係数が低く，切片との相関係数は高い.したがって， NEGタグの利用は，ラ
ンクの上位に適合する文書を検索する有効な手段であると考えることができる.
3.4 結言
本章では， IREXワークショップにおける IRの本試験の結果，および，参加したすべて
のIRシステムについてのアンケートを基に，平均適合率，再現率-適合率曲線を直線回帰
させた傾きと切片がIRシステムに用いられた手法とどのような相関関係をも っているの
かを調査し，それぞれの手法がシステムの性能に与える影響の大きさを示した.その結果，
名詞や名詞以外の品詞単語を用いる以上にフレーズが性能向上に関係あり，複数の単語を
組み合わせることで意味が限定され，精度に良い影響を与えることを確認することができ
た.また，再現率・適合率曲線の切片と傾きにトレードオフの関係が多くの子法に見られ，
検索システムに用いる手法の選択の難しさが現れる結果となった.
さらに， NARRATIVEタグの使用有無により shortとlongに分け，平均適合率との相関
関係，また， 再現率 ・適合率曲線を直線回帰させた傾きと切片にそれぞれどのような相関
関係があるかを調査し，システムの性能に与える影響の大きさを示した.その結果，分け
る前と比較して，全体的に相関が高くなり，関連が大きいシステムの特徴が顕著に現れる
ようになった.また， NARRATIVEタグを利用する場合，それに適した有効な手法を選択
することが重要であることが分かった.ShOlしでは，分ける前と比較して， ;t引語そのもの
に対する索引づけの手法への関連性がより顕著に現れた.その巾でも，シソーラスや白動
検索質問拡張は検索性能を上げる関連の深い手法であった.一方， longでは文書全体に対
する重みづけの手法が性能向上に関係があった.形態素解析やそれにより抽出される名詞
単語を用いるよりも，フレーズや固有名詞などを用いる)jが性能向とに関連が深く，より
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要求する意味が明確になっている.このことは形態素解析により索引語を選択する難しさ
を表現し，形態素から索引語をより有効的に選択する手法が必要であることを示している. 第 4章ランダム・プロジェクションによる次元縮
退を用いたベクトル空間情報検索モデル
4.1 緒言
近年，インタ ーネットの普及とともに，個人でWWW(¥iVorld ¥iVide \~reb) を代表とする
ネットワーク上の大量の電子データやデータベースが取り扱えるようになり，膨大なテキ
ストデータの中から必要な情報を取り出す機会が増加している.しかし，このようなデー
タの増加は必要な情報の抽出を困難とする原因となる.この状況を反映し，情報検索，情報
フィルタリ ングや文書クラスタリング等の技術に関する研究開発が盛んに進められている.
情報検索システムの中でよく使われている検索モデルに，ベクトル空間モデル [37]があ
る.ベクトル空間モデルは，文書と検索要求を多次元空間ベクトルとして表現する方法で
ある.基本的には，文書集合から索引語とするタームを取り出し，タームの頻度などの統
計的な情報により，文書ベクトルを表現する.この際，タームに重みを加えることにより，
文書全体に対するタームの特徴を目立たせることが可能である.この重みを計算するため
に，IDF(1nverse DOCUHlent Freqency)[8]などの重みづけ方法が数多く提案されている.ま
た，文書と検索要求を比較する類似度の尺度として，内積や余弦 (cosine)がよく j一日いられ
ている.この類似度計算により，類似度の高いものからランクづけを行い，ユーザに表ぶ
することができることもベクトル空間モデルの特徴のひとつである.
ベクトル空間モデルを用いた検索システムを新聞記事などの大量の文書データに対して
適用した場合，文書データ全体に存在するタームの数が非常に多くなるため，文書ベクト
ルは高い次元を持つようになる.しかし ひとつの文書データに存在するタームの数は文
書データ全体のターム数に比べると非常に少なく，文書ベクトルは要素に Oの多い，スパー
スなベクトルになる.このような文書ベクトルを用いて類似度を計算する際には，検索時
間の増加や文書ベクトルを保存するために必要なメモリの量が大きな問題となる.このた
め，単語の意味や共起関係などの情報を用いたり，ベクトル空間の構迭を利用してベクト
ルの次元を圧縮する研-究が盛んに行われている.このようなベクトルの次元圧縮技術には，
統計的なパターン認識技術や線形代数を用いた手法などが用いられている [13][23]. この中
で，最も代表的な手法として， LS1 (La.tent Sen1antic Indexing)がある [9][12].この手法は，
文書 ・単語行列を特異値分解を用いて，低いランクの近似的な行列を求めるものであり，こ
.5] 
概念ベクトルを用いたランダム・プロジュクションLl.3 53 ランダム・プロジ、エクションによる次元縮退を用いたベクトル空間情報検索モデル，52第d卒
ん次元に圧縮した UL-¥ULを要素とするベクトルが得その結果，をそれぞれ計算する .れを用いた検索システムは，次元圧縮を行わない検索モデルと比較して一般的に良い性能
られる.しかし，特異値分解に必要な計算量が大きいために，検索モデルを構築する時間を示す.
次元圧縮に必要なベクトル rl). . ) rkを列ベクトルとする nxんの行列 R を用いると，が非常に長いことが問題となっている.
求めるた次元ベクトルはランダム ・フ。ロジェクショ上記の問題を解決するベクトル空間モデルの次元圧縮手法に，
( 4.2) ul = RTu ランダム ・プロジェクションは，あらかじめ指定した数のベクトルとのン[3]が存在する
ランダム ・プロジェクションは行列計算のみの簡単な形で表現することができる.となり ，
これまでに報告されているランダム ・プ内積を計算することで次元圧縮を行う手法である
この行手I]Rが任意の正規直交行列のとき，すなわち，行列 Rの列ベクトルがすべて単位ロジェクションを用いた研究には I VLSI(Very Large-Sca.le 1ntegra.ted circuit)の設計問題
ランダム ・フ。ロジェクかつ， 相異なる列ベクトルが互いに直交していれば，ベクト ルで，
、F
'-しかし，への利用 [45]や次元圧縮後の行列の特性を理論的に述べたものがある [3][31
ションは射影前後におけるベクトル間距離を近似的に保存する特性を持っている.'1
育ランダム ・プロジェクションの理論的な特性は示されているものの，れらの文献では，
そのため，情報検索に対するラン報検索における具体的な実験結果は報告されていない.
概念ベクトルを用いたランダム・フロジェクション4.3 ダム ・プロジェクションの有効性に疑問が残る.
これまでの研究では正規分布などの確
このような行列を用いて率分布をなす任意の行列が用いられている [3][6][14 ][21 ][31] [4.5]. 
任意の部分空間に射影する場合，次元圧縮を行う前後の任意のベクトル問距離は近似(1りに
ランダム ・プロジェクションに必要な行列 Rは，
ランダム ・プロジェクションを用いた情報検索モデルを構築し，評価用テストコ
情報検索この検索実験より ，
我々 は，
レクションである MEDL1NEを利用した検索実験を行った.
? ?
ランダム ・プロジェクションが有効であることを示す.における次元圧縮手法として，
しかし，任意の正規直交行列を川いる場合，次元保存される ことが示されている [15][J9]. ランダム ・プロジェクションを行う際にあらかじめ指定するベクトルとして，文書のた，
べLSIのように，圧縮を行う前後のベクトル問距離を保存する効果は得られたとしても，内容を表す概念ベクトル [10]の利用を提案する.概念ベクトルは文書の内容が似ているベ
クトルの要素が抽象的な意味を持つ索引語の生成や内容的に関連のある文書をまとめる効
高次元でスパースな文書データ集合をこの概念ベクトルを得る際，クトル集合の重心で，
1SIのような，情報検索に有効な索引語を生このことから，果があるとは考えられない.
これJによ高速にクラスタリングすることができる球面 k平均アルゴリズム [10]を用いる.
ランダム ・プロジェクションの改良が課題となる.成するために
ランダム ・フ。ロジェクションにり，文害集合を自動的にクラスタリングできるだけでなく ，
ランダム ・プロジェクションでベクトルを次ノじこのような課題を解決するものとして，
この概念ベクトルをランダム ・プロジェ必変-な概念ベクトルも同n寺に得ることができる.
さらに特異値分解を行うことにより I LS1の効果を得る手法が提案されてい圧縮をした後，
クションで川いることにより，任意のベクトルを用いた検索性能と比較して，検索性能が
改苦ーされていることを示し，概念ベクトルを利用した次元圧縮の有効性を示す.
関連文書をまとめる効果を得ると同時に 特異値分解のみを用いた
ランダム・フ。ロジェしかし，モデル作成に必要な時間を短縮したものである.
この手法は，
場合に比べ，
る[31].
共にベクトル間距離を保存する効果を持つ手法であるため，特クションと特異値分解は，
ランダム・プロジェクシ ョンによるベクトルの次元圧縮4.2 
あるいはタームをまとめるために適川されていると異値分解が内容的に関連のある文書，
ランダム ・プロジェクションを用いたベクトル空間モデル [3][31]についての本節では，
これらの手法を同時に利用することは，検索モデルを構築する時間に関して，労Jしでも ，
ひとつの文書データを n次元空間上のベランダム・フ。ロジェクションは，概観を述べる.
このベクトルをん(んく 17)次元空間に射影する手法である.クトル u として表税するとき，
さらに，非常に大きい次元数をもっ行列について考え率の良い手法であるとはいえない.
。クトル 1・l，'" • r"を用意する.用意したこれらのベクトルん↑|司の任窓の n次元その際， したがって，特異値た場合，特異値分解に多くの計算量が必要であることも問題となる.
と I 次元ベクトル uの内積，
フン
より高速に検索モデルが
分解により誤差を最小とする近似行列を得る代わりに，誤差は最小ではないものの，
ダム ・プロジェクションのみを用いてLS1の効果を得ることで，(4.1 ) u;=1 1七 、uL=rk U 
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構築できるのではないかと考えられる.
これを実現するために，我々は，ランダム・プロジェクションにおける行列 R に，文
乏の内容を表現した概念ベクトルを利用することを提案する.概念ベクトルは，文書ベク
トル集合をクラスタリングしてできたクラスタの，各クラスタに属する文書ベクトルの重
心を正規化したベクトルとして表される.この概念ベクトルによる次元圧縮は，単にベク
トルを近似するだけではなく，クラスタに属するベクトル集合の重心を求めることにより，
ターム問で特徴づけられる隠れた関連性やタームの同義性と多義性を捉えることができる.
クラスタリングにより得られた各クラスタは互いに異なる概念を持ち，これより得られる
概念ベクトルが圧縮した空間の軸となるように用いられる.これにより，次元圧縮された
行列は文書と概念ベクトルの類似度を表し，元の空間において内容の近い文書は，圧縮し
た空間においても近くなる可能性がある.また，類似しているが，異なるタームを使った文
主の場合，元の空間では近くないが，圧縮した空間では近くなる可能性があり ，検索性能
が改善されると考えられる.さらに，多義語により元の空間において近いとされる文書ど
うしが圧縮した空間では遠くに離れ，誤った検索が取り除かれる可能性も期待できる.こ
のように，これまで単語などが要素であったベクトルが，文書の内容を要素とするような
ベクトルに変換され，文書を低い次元で，より検索性能が向上するベクトル表現ができる
と考えられる.
概念ベクトルからなる行列 Rを求めるために，球面ん平均アルゴリズム [10]と呼ばれ
るクラスタリング手法を用いる.球面た平均アルゴリズムは，目的関数が局所的に最大と
なるまで，高い次元でスパースな文書データ集合をクラスタリングする手法である.球面
ん、F均アルゴリズムでは，ユークリッド空間内でベクトル問のなす角の余弦を類似度とし，
多次元空間の単位「りを分割することによりクラスタリングを行う.これにより，文書ベクト
ルの集作は指定した数のi部分集合に分割され，各クラスタの中心を計算することで，容易
に概念ベクトルを作ることができる.さらに このアルゴリズムは文書ベクトルのスパー
スきを逆に利則して高速に収束する利点を持ち 得られる概念ベクトルは特異値分解を用
いたものに非常に近いことが示されている [10]. 
しかし，球団 L千均アルゴリズムにより得られる概念ベクトルは一般的に直交性を満た
しているとは限らないため，概念ベクトルをランダム ・プロジェクションに適用するには
疑問が生じる.先に述べたように，距雌を保存するには正規直交性を満たすベクトルを利
用する必安があるが，この概念ベクトルをランダム・プロジェクションに適用する場合，直
交性を満たしていないとしても独立であれば，任意の行列においても卜分に距離を保存す
る可能性のあることが示されている[:3].球面ん 平均アルゴリズムでは，内零的に似通った
ベクトルをクラスタとしてまとめるため，原理的には独立した概念ベクトルを生成すると
考えられる.このため，直交性に関して 概念ベクトルをランダム・プロジェクションに
適用するのは問題ないと考えられる.
本節では，まず，球面 k平均アルゴリズムの概要を述べる前に，クラスタリングにより
得られる概念ベクトルについて述べる.
4.3.1 概念ベクトル
ベクトルの集合をベクトル空間にプロットしたとき，同質のベクトルが多く存在する場
合を除いて，いくつかのグループに分かれる.このようなグループはクラスタと呼ばれ， 類
似 した内容をもっベクトルの集合が形成される.概念ベクトルはクラスタに属するベクト
ルの重心を求めることにより得られ，そのクラスタの内容を表す代表ベクトルである.
概念ベクトルを求める例として，正規化された N個のベクトル X}，X2，' • • ，XNを，異な
る 8(8く JV)個のクラスタ π1ぅπ2，・グsにクラスタリングすることを考える.このとき，
ひとつのクラスタ Tj に含まれるベクトル Xiの平均である重心 llljは以下のように表さ
れる.
??
?
、
?
?，?
、
?、
?
•• 
?
??
?
?
?、
ここで?りはクラスタ πj に含まれるベク トルの数を表す.ベクトルの豆心は単位長には
なっていないので，そのベクトルの長さで割ることにより概念ベクトル C.1を得る.
CJ=I211 
、? ，
?， ，，
??
?
????、
4.4 目的関数
た平均アルゴリズムでは，目的関数は一般的に概念ベクトルとクラスタに属するベクト
ルとの距離の和
乞 IllTlj- xt 1 ( 1.5) 
X，επ1 
を最小にするような概念ベクトルを求める，最小三乗法が用いられる.とj(凶iた、下均アルゴ
リズムでは，このような最小化問題ではなく， ミクロ経済学の分野における，生産計阿の
最適化問題で扱われている目的関数を用いている [21].これは，各クラスタ η(1三j三月)
実験 .J ( 4.5. ランダム・プロジユ クションによる次元結退を用いたベクトル空間情報検索モデル5G第 l章
前回の繰り返しにおける目的関数の値 D(t)との差を計4)目的関数D(t+1)の値を求め.
算する.
の密度を
ID(t) -D(t+1) 11三i
このとき，( 4.6) 三二 x?C1 
X，Eπ3 
クラスタの結合密度の和を目的関数としている
(LJ.l2) 
π;=イt+1)，c;=cjf+1)(1三j三s)とし，
停止基準を超えていない場合は，tにlを加え，
とし，
アルゴリズムをキ冬了する.を満たす場合，( 4.7) D=ヱヱ x?C3
ここで，停止基ステップ 2に戻る.
よりも大きい場クラスタの委女カぎ準における目的関数の差は，文書数が約4000で，クラスタの密度は，以下のコーシー ・シュワルツの不等式より，任意の単位ベクトル
zに
クラスタ円に含まれるベクトル Xiと概念ベクトルとの内積の総和が最大となる. 合，収束した時の目的関数は 1000を超えることがこれまでの研究で報告されている
このため，繰り返しでの l以下の差は無視できるとし，便宜的に lという値を[10]. 
設定した.
三二x?z竺E二xh3 
それに属するベクトル和の距離に等しくなるという特徴を持つ
( 4.8) 
対して，
実験4.5 
(4.9) I: xT C j = 1 L Xi 1 
クラスタの密度は，
ている.
また，
その言平イ面として，ランダム ・プロジェクションを用いた検索モデルを構築し，本節では，
MEDLINEを用いた検索実験について述べる.球面 た平均アルゴリズム4.4.1 
?? ?
4.5.1 
ベクトルの集合を反復法によりクラス
タリングする.文書ベク トル X1，X2γ ・'，XNをs個のクラスタ行7可γ ..)ぐに分割するた
4.4節で示した目的関数 D を最大にするように，
『?
?
?，
?
?
??
?実験で用いたデータは，情報検索システムの評価用テストコレクションである YIEDLI
MEDLINEは医学 ・生物学分野における英文の文献情報データベースで，検を利用した.
めのアルゴリズムを以下に示す.
索の対象となる文書の件数は 1033件で，約 l:Mbyteの容量を持つテキストデータである.
これらの部分集合を1)すべての文書ベクトルを s個のクラスタに任意に分割する .
Eには 30個の評価用検索要求文と各要求文に対する正解文占が用意され/lEDLI また
? 」 ?
これより求められた概念ベクトルの初期集合を {C;O)}j=lとする{ザ);=1とし，
ている.
た，tを繰り返しの回数とし，初期値は t= 0である.
前処理として， tanや "about"など
の一般的な 439個の英単語を不要語リストに指定して，文書の内容と関係のほとんどない
Eに含まれている 1033件の文書全体から，NIEDLI 
)に対し，余弦が最も大きい，最も文書ベクトルに近
で，余弦は文書ベクトル Xiと概念ベクトル cjt)の内積を求めることと同値である
前日の繰り返しで求めた概念ベクトル {CY)}j=1から，文書ベク トルが
このとき ，すべての概念ベクトルは正規化されているの
2)各文書ベクトル xi(1三i三
い概念ベクトルを見つける.
この後，接辞処理を行い，残った英単語を語幹に変換する処理を行った.
この前処理の結果 文書全体に 5526伺あった単語から，Ll:329伺の単語が索引話としてl'UI
単語は削除した.
これにより，
出され，実験データとして用いた.新たな部分集令{イ
+1)
}i=lに分割される
検索実験方法4.5.2 ( .J:.10) ?cy)三xTC~t)} (1三J三λT 1三j三s)7r(I+ 1)ー「ィ 一一、 I
I¥lEDLINEから前処理により得られた索引語を要素とする文書ベクトルと検実験では，中 1)は概念ベクトルcfhこ近いすべての文書ベクトルの集合とするここで
索要求ベクトルを作成し，比較することで検索スコアを計算する.文書ベクトルを作成す3)新たに導かれた概念ベクトルの長さを正規化する.
ベクトルの要素には局所的 大域的な索引語の分布を考慮するために，索引諾のるとき ，
(J.11 ) (1 三j::;s)
一、(t+1c~t+1 )二 μ l.i
|mjf+1 頻度に重み付けした数値が用いられる.数多く提案されている重みづけ手法で，今回の実
(.Jijはj寄自の文書に士、I験で、は以下の式で、定義された対数エントロビー重み [S]を用いた.吋+1)はクラスタザ+1)の文官ベクトルの重心を表す、. 、~ ヤづて、'-'-¥. ， 
.j8第4章ランダム・プロジ‘エクションによる次元縮退を用いたベクトル空間情報検索モデル
する t番目の索引語への重み， Giは文書全体に対する t番目の索引語への重みを表す.
Lu--j 
l十logfij ('hi > 0) 
l 0 (ん=0) 
ム争log44
Gi = 1 + ) .ぃーι 出 logη
(4.13) 
(4.14) 
ここで，nは全文書数，んは j番目の文書に出現する z番目の索引語の頻度，Fiは文書
集合全体における i番目の索引語の頻度を表す.これより ，J番目の文書から得られる文
書ベクトルの t番目の要素 clijは，
clij = Lij X Gi (4.15) 
となる.
得られた文書ベクトルから，球面ん平均アルゴリズムを用い，これらの文書ベクトルよ
り指定された数の概念ベクトルを作成する.作成した概念ベク トルを結合した行列に対し，
ランダム ・プロジェクションを行い，文書ベクトル，検索要求ベクトルの次元を削減する.
次元の削減されたベク トルを用いて，内積の計算を行い，その値を各文書に対する検索ス
コアとする.これらのスコアのうち，上位50文書を検素結果として，t.f:ll力する.
検索システムの評価には，一般的に用いられている正解率 (Precision)と再現率 (Recal)
を用いた [26][50].
システムが出力 した正解文書数
Recal = 全正解文書数
システムが出力した正解文書数
ー システムが出力した文書数
(4.16) 
(4.17) 
再-現唱とiI~解率は ， それぞれ個別に用いて ， システム評価を行うことができるが， 本実験
では，一般にランクづけ検宗システムの評価に川いられる再現率 ・正解率曲線を用い，シ
ステムの評価を行った.このHl線は，各質問に対しひとつの曲線が作成されるが，本稿の
検索システム評価には，令301Q1の質問に対する各再現率での平均を計算した再現率 ・正解
宅曲線を用いた.
4.6 実験結果および考察
4.6.1 次元数によ る比較
本実験では，ランダム ・プロジェクションにより，ベクトルの次元を 100から 900まで
圧縮した検索モデルについて，検索実験を行った.その結果，各次元における平均正解率
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表 4.1各次元数における平均正解率
次冗数 フンダム ・フ。ロジェクション 平均正解率
100 あり 0.3982 
200 あり 0.4711 
300 あり 0. ，515~ 
400 あり 0.523] 
500 あり 0.5673 
600 あり 0.5748 
700 あり 0.5822 
800 あり 0.5979 
900 あり 0.6037 
1033 なし 0.4936 
は表4.1のよ うになった.平均正解率は，ベクトルの次元が大きくなるにつれてよ首加し，次
元数300において，次元圧縮を行わないベクトル空間モデルよりも良い結果となった.ま
た， 次元数が400から 500に変化させたときの平均正解率の増加が最も大きく ，それ以降
は変化の割合が少なくなっている.次元数を大きくすれば，検索に必要な計算呈が11;判1す
る.このことから，効果的な検索を行うためには，全文書数の約半分に次元圧紡を行う必
要があること が分かった.
4.6.2 検索モデル作成時間
検索モデルを作成する時間，および，一つの検索要求に対し，検索を行うために必要な時
間を測定した結果を述べる.検索実験には， UHra Sparc(330:rvrH冗)のマシンを使用し，ベ
クトルの次元を 500とした結果 表4.2に示すように ランダム ・プロジェクションをj日い
た場合，モデルを作成する時間は約 1分必要であった.LS1の場合， SVDの計算につい
ては SVDPACEの中で最も高速な Lanczos法を利用し，同機にベクトルの次元を 500とし
た結果，モデルを作成する時間は約24分で必要であった.この結呆，ランダム ・プロジェ
クションは LS1に比べ 高速に検索モデルを構築することができた.
このモデル作成時間においては，メモリサイズの大きさによる， SVD の計J~L時間に与え
る影響が考えられる.スワップ領域を用いるほどの大規模なデータについては大きな影符ー
を及ぼし，モデル作成の時間を多く必要とするが，本実験において用いたマシンには G刊M
バイトのメモリを搭載しているため，T\ IEDL1~E コレクションのょっな規模のデータに対
しては，メモリサイズの影響はほとんどないと考えられる.
本実験で用いた IVIEDL1NEには収録されているデータは lO:3:3件と比較的少ない.この
61 実験結果および考察4.6. ランダム・プロジェクションによる次元縮退を用いたベクトル空間情報検索モデル
? 、 、
? 、 、
??
、 、 、
? ? 、? ? ?
、 ? ? ?
?? ?
? ? ? ? ?? ? ?
、 ? ? ?
? ? ? ?、 ? 、 、
、 、 ?、 、
? 、
? ?
? ? ? ?、、、
????
?????
??、、、
? 、 、? ??
? ??? ?? ? ? ?
??
? ?
??????
?、
? ? 、 、 、
???、
60第4草
LSI100一一一
VSM. 
RP500 ---
円P700一一-
RP900 ---
0.8 
表1.2モデル作成時間とひとつの検索要求に対する検索時間
手法 |モデル作成時間|検索時間
ランダム・プロジェクション| 約 2分 4秒
LS1 約 24分 4秒
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表 4.3文書数の変化によるモデル作成時間
ランダム・ブ。ロジェクション
約2分
約 14分
約 34分
データ
MEDL1NE 
，1EDL1NE+C1S1 
，1EDL1NE+C1S1+CRANF1ELD 
ため，文書数を変化させたときの検索モデル構築時間の変化について比較を行った.文書数
0.2 
，1EDL1:¥fEと同様なテストコレクションである CIS1を併せた 2493を増加させるために，
それぞれの検索モデル作成時間F1ELDを併せた 3893記事について，さらに CRA記事，
。。
ランダム ・プロジェクションと LS1のモデル作成時間は表4.3のよその結果，を測定した.
0.8 0.6 0.4 0.2 これより，文書数が増加に対して球面ん平均アルゴリズムの l回の反復にようになった.
Recall ランダム ・プロジェクションが検索時間に関しでも有る計算量が大きくなるのであるが，
図 4.1モデルに対する再現率・正解率曲線より 1回の反復によしかし，非常に大規模な文書数に対しては，効であることが分かる.
る計算量が増加するため，反復計算を必要とせずに，球面 k平均アルゴリズム並の概念ベ
ほぼ|百jじランダム・プロジェクションは LS1に比べ少し下がってはいるものの，すると，クトルを得ることが課題となった.
ランダム・フ。ロジェこのことから，程度に検索精度が改善されていることを示している.他の検索モデルとの比較4.6.3 
LS1と同等の性能を持っていることが分かる.クションが検索モデルとして，モデルとしての有効性につランダム ・プロジェクションをJHいた検索モデルに対して，
概念ベクトルの有効性4.6.4 この評価をするために，次元圧縮をしていない元のベクトル空間モデルいて評価をする.
ランダム ・プロジ、エクションで次元圧縮に用いられる概念ベクトルがイ守効であるかをRf1f5と特異値分解をJI.Jいた LSIによる検索モデルについての検索実験も同時に行い，性能を比
するために，他のベクトルを用いて次元圧縮が行われた場合との検索結果の比l肢を行った.このとき，比l段として用いた LSIは，次元数 100として次元圧縮した検索モデルI~交した.
分散がlの正規分布1¥'(0，1)となるベク全要素の平均が0，ベクトルには，乱数を用いて，すべての検索質問同級に検索実験を行い，これらの検索モデルについて，を用いている.
トルと，指定された数の文書ベクトルを任意に抽出して得られた部分集合からなるべクト図4-.1において，績f同は再現率を表し，の平均を求めた再現半 ・正解ギ曲線を図.1.1に示す.
、，画、-
、ーー 、-この結よR，再現率 ・正j科卒曲線は|き1"1.:2となった.それぞれ次元圧縮に用いた.ルを，またグラフの七S1100'は次元数 100のLS1，~VS 1\ 1うは次元圧縮なし縦車IDは正j秤率を点す.
JI: 
ノ¥で， 'RancloI11'は正規分布となるベクトル， 'Subset'は文書ベクトルの部分集合を哀し，RPiOO'，、HP900'はランダム・フロジェクションによのベクトル空間モデル， (RP500'， 
サまた，にベクトルの次元数は .50 として，次元圧縮を行ったモデルの実験結果である.るそれぞれに不された次fe数に圧制したモデルの'夫験結果である.
グラフに示した実験でのベクトルの他に
同様の実験を行い，平均的な検索精度を求めた.その結果，
ンプルに使った文書集合の偏りを考慮するため，
いくらかのサンプルを用車;し，
ランダム ・プロジェクションを用いたキ食索
また，次元数 100のLS1と比較
ベクトル空間jモデルと比較して，
大1J同に性能が改善されていることが分かった.
その結果，
モデルは，
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正規分布による任意のベクトルにおける平均正解率の平均値は 0.38，文書ベクトルの部分
集合における平均値は 0.47となった.
このグラフと平均値から，正規分布の性質を持つ任意のベクトルや文書ベクトルの部分
集合を用いて次元圧縮を行った結果とそれぞれ比較すると，概念ベクトルを用いて次元圧
縮を行った結果が，明らかに優れていることが分かる.乱数により生成したベクトルを用
いた場合，これらのベクトルの各要素には，索引の重要度や索引語聞の関連性はほとんど
存在しない.このようなベクトルにより次元圧縮を行う場合，ベクトルの要素には文書の
内容を表すような潜在的な意味がほとんど含まれていないために，検索性能が下がってし
まったと考えられる.
文書ベクトルの部分集合を用いた場合は，次元圧縮後，ベクトル中のいくつかの要素が
似通った意味を持っているために，検索性能が下がったと考えられる.概念ベクトルは，内
容の似通った文書がクラスタリングによりひとつにまとめられ，それらの重心を求めるこ
とで，文書の内容を端的に表すことができる.また，クラスタリングを行うことで似通った
内容を持つ概念ベクトルが少なくなるため，内容がほとんど変わらない概念ベクトルを重
複して生成する可能性が少ない.しかし，文書の部分集合では，内容の重複した文書が複
数存在する可能性がある.このため，次元圧縮後のベクトル空間モデルに意味の重なった
要素が存在し，検索性能が下がってしまう可能性が大きくなってしまうと考えられる.こ
れらのことにより，情報検索に対してランダム ・プロジェクションを用いて次元圧縮を行
う場合，内容の近い文書や同義語などのような索引語の特徴を表した概念ベクトルを用い
ることにより，優れた検索性能が得られることが示された.
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図 4.2概念ベクトルに対する再現率 ・正解率曲線
も，ランダム ・プロジェクションが高速に検索モデルが構築することができる.これらの
ことから，ランダム ・プロジェクションは LS1に比べ，高速，かつ有効な次兄圧縮千法で
あることが分かった.
木論文では，ベクトル空間モデルの次元圧縮手法として，ランダム ・プロジェクション
を用いた検索モデルを提案した.このモデルの有効性を評価するために， l¥IEDL1NEを利
月!した検索実験を行った.その結果 次元圧縮していない元のベクトル空間モデルと比べ
検宗精度が改fちされていることが分かった.また， LSTと比較しでも，検索精度の差は少
なく，ランダム ・プロジェクションがLS1と同程度の次元圧縮性能を持っていることが分
かった.LSIとランダム ・プロジ__r_クションのモデル作成，検索に必要な時間を比較する
と， LSIは特異値分解を行うこともあり ，ランダム ・プロジェクションは LSTに比べ約半
分の時間で検索を行うことができた.また， i¥IEDLlf¥;Eよりも大規模な文書集合に対して
また，ランダム ・プロジェクションで次元圧縮に必要な行列を得るために，球面た平均
アルゴリズムで得られる概念ベクトルの利用を提案し，その有効性を検索実験にて3判l目し
た.その結果，古L数により生成したベクトルや文書ベクトルの部分集合を川いた場合に比
べ，検索精度が優れていた.文書問の内容などの特徴を表した概念ベクトルを用いること
で，その概念における索引語の分布を，ベクトルのひとつの要素として表現することがで
きる.これより ，ランダム ・プロジェクションを用いて検索モデルを併築するとき，概念
ベクトルが浴在的な意味を有効にとらえることができることが分かった.
今後の研究課題としては，まず，球面ん平均アルゴリズムは初期段階での分割に非常に
大きな影響を及ぼす可能性があるため，初期分割に依存しない布効な概念ベクトルの生成
方法を考慮し，より有効な次元圧縮を実現が可能であると与・えられる.さらに，より有効
4.7 結言
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な次元圧縮を行うために，評価用データの解答やユーザの評価をフィードパック情報とし
て，概念ベクトルの調節を行った検索モデル [40][46]を構築することが挙げられる. 第 5章ランダム・プロジェクションによる次元縮
退を用いた関連性フィードバック
5.1 緒言
近年，インターネットの普及とともに，個人でVvV'/¥Al(¥iVorlcl ¥ヘ1jcle\~Teb) を代表とする
ネットワーク上の大量の電子データやデータベースが取り扱えるようになり，膨大なテキ
ストデータの中から必要な情報を取り出す機会が増加している.しかし，このようなデー
タの増加は必要な情報の抽出を困難とする原因となる.この状況を反映し情報検索，情報
フィルタリングや文書ク ラスタリング等の技術に関する研究開発が盛んに進められている.
情報検索システムの中でよく使われている検索モデルに，ベクトル空間モデル [37]があ
る.ベクトル空間モデルは，文書と検索要求を多次元空間ベクトルとして表現する方法で
ある.このベクトル空間モデルを用いた検索システムを新聞記事などの大量の文書データ
に対して適用した場合，文書データ全体に存在するタームの数が非常に多くなるため，文
書ベク トルは高い次元を持つようになる. しかし，ひとつの文書データに存侃するターム
の数は文書データ全体のターム数に比べると非常に少なく，文書ベクトルは要素に Oの多
い，スパースなベクトルになる.このよつな文書ベクトルを用いて類似皮を言|-74する際に
は，検索時間の増加や文書ベクトルを保存するために必要なメモリの量が大きな|問題とな
る.このため，単語の意味や共起関係などの情報を用いたり，ベクトル空間の構造を利J11
してベクトルの次元を圧縮する研究が盛んに行われている.
上記の問題を解決するベクトル空間モデルの次元圧縮手法に 戎々が提案したコンセプ
ト・プロジェクションが存在する.コンセプト ・プロジェクションは，ク ラスタリングなど
により得られる，文書の内容を表した概念ベクトルと文書ベクトルの内積を計算すること
で，次元圧縮を行う手法である.これにより，文書ベクトルは用意した概念ベクトルの数
に次元圧縮され，検索時聞が短縮されている.また検紫性能に閲しても，次元):E紡を行わ
ないベクトル空間モデルよりも改善され，同様な次元圧縮手法である LST(Latf'lLScmantic 
lndexing)に匹敵する検索性能が得られている.
本稿では，我々の提案したコンセプト ・プロジェクションの応用として，関連性フィー
ドパックによる検索モデルの更新手法について述べる.関連性フィードパックは検索結果
の各文書が正解であるか，不正解であるかをユーザに判定させ，この判定評価の情報を用
G.s 
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いて初期検索要求に反映させる手法である.これに対し，提案するフィードパック手法は，
判定評価の情報を初期検索要求に反映させるのではなく，コンセプト ・プロジェクションの
概念ベクトルに反映させている.これにより，更新された概念ベクトルから検索要求や検
索対象となる文書ベクトルの次元圧縮が行われるため，フィードパック学習の影響が検索
要求だけでなく検索対象にも反映させることができる.関連性フィードパックによる様々
な概念ベクトルの更新手法を提案し，テストコレクションによる検索実験結果を示し，更
新手法の比較を行う.
クラスタリングなどにより求められた TI次元であるん個の概念ベクトル rl，.・.，rkを用意
し，これらのベクトルと n次元ベクトル uの内積，
U1 = rl・U，'・ ，Uk- rk . U (5.3) 
をそれぞれ計算する.その結果，k次元に圧縮した u;v-vuLを要素とするベクトルが得
られる.
次元圧縮に必要なベクトル rlγ ・，rkを列ベクトルとする nxたの行列 R を用いると，
求めるた次元ベクトルは
5.2 コンセプト・プロジェクションによるベクトルの次元圧縮
本節では，コンセプト ・プロジェクションを用いたベクトル空間モデルの概観について
述べる.まず初めに，コンセプト ・プロジェクションに必要であるクラスタリングによっ
て得られる概念ベクトルについて述べる.
5.2.1 概念ベクトル
ベクトルの集合をベクトル空間にプロットしたとき ，同質のベクトルが多く存在する場
合を除いて，いくつかのグループに分かれる.このようなグループはクラスタと呼ばれ，類
似した内容をもっベクトルの集合が形成される.概念ベクトルはこのようなクラスタに属
するベクトルの重心を求めることにより得られ，そのクラスタの内容を表す代表ベクトル
である.
概念ベクトルを求める例として，正規化された N個のベクトル Xl，X2，・ '，XN を，異な
る s(sく JV)個のクラスタ π1，π2γ.. ， 7rsにクラスタリングすることを考える.このとき，
ひとつのクラスタ町に含まれるベクトル Xiの平均である重心 1111は以下のように表さ
~'lる .
u' = RT U (5.4 ) 
となり ，コンセプト ・プロジェクションは行列計算のみの簡単な形で表現することができ
る.この行列 Rが任意の正規直交行列のとき ，すなわち，行列 Rの列ベクトルがすべて
単位ベクトルで かっ 相異なる列ベクトルが互いに直交していれば コンセプト ・プロ
ジェクションは射影前後におけるベクトル問距離を近似的に保存する特性を持っている.
概念ベク トルからなる行列 Rを求めるために，球面た平均アルゴリズム [10]と呼ばれ
るクラスタ リング手法を用いる.球面 k平均アルゴリズムは，各クラスタ πj(lS; j S;.5) 
の密度を
L XTCj 
X，επ1 
(5.5) 
とし，クラスタの結合密度の和を目的関数とし，この目的関数が局所的に段大となるまで，
高い次元でスパースな文書データ集合がクラスタ 1)ングされる.
????? (.5.6) 
)=1 x，ε宵J
q=1271[ (5.2) 
球面た平均アルゴリズムでは，ユークリッド空間内でベクトル問のなす角の余弦を知似
度とし，多次元空間の単位円を分割することによりクラスタリングを行う .これにより，文
書ベクトルの集合は指定した数の部分集合に分割され 各クラスタの中心を計算すること
で，容易に概念ベクトルを作ることができる.さらに，このアルゴリズムは文占ベクトル
のスパースさを逆に利用して高速に収束する利点を持ち，得られる概念ベクトルは特異値
分解を用いたものに非常に近いことが示されているい0].しかし，球面ん平均アルゴリズ
ムにより得られる概念ベクトルは一般的に直交性をj前たしているとは限らないため，概念、
ベクトルをランダム ・プロジェクションに適用するには疑問が生じる.先に述べたように，
距離を保存するには正規直交性を満たすベクトルを利用する必要があるが，この概念ベク
111)二一一 〉 Xt 
11jよ53
、 、
?
?
??????
、
ここで 11J はクラスタ πj に合まれるベクトルの数を表す.ベクトルの重心は単位長には
なっていないので，そのベクトルの長さで割ることにより概念ベクトル cJを得る.
5.2.2 コンセフ 卜・ フロジェクション
コンセプト ・プロジェクションは，ひとつの文書データを n次元空間上のベクトル u と
して表現するとき，このベクトルをん(ん<71)次元空間に射影する手法である .その際，
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トルをランダム・プロジェクションに適用する場合，直交性を満たしていないとしても独立
であれば，任意の行列においても十分に距離を保存する可能性のあることが示されている
[3].球面 k平均アルゴリズムでは，内容的に似通ったベクトルをクラスタとしてまとめる
ため，原理的には独立した概念ベクトルを生成すると考えられる.このため，直交性に関
して，概念ベクトルをランダム ・プロジェクションに適用するのは問題ないと考えられる.
5.2.3 球面 k平均アルゴリズム
5.2.2節で示した目的関数 D を最大にするように，ベクトルの集合を反復法によりクラ
スタリングする.文書ベクトル X]，X2，"・ぅXN をs佃のクラスタ吋?汚ィ 1ぐに分割する
ためのアルゴリズムを以下に示す.
1)すべての文書ベクトルを s個のクラスタに任意に分割する.これらの部分集合を
{71";O)}おとし，これより求められた概念ベクトルの初期集合を{C)O }j=lとする ま
た，tを繰り返しの回数とし，初期値は t= 0である.
】)各文書ベクトル xi(l三i~ l¥T)に対し，余弦が最も大きい，最も文書ベクトルに近
い概念ベクトルを見つける.このとき，すべての概念ベクトルは正規化されているの
で，余弦は文書ベクトル Xi と概念ベクトルcf)の内積を求めることと同値である.
これにより，前向の繰り返しで求めた概念ベクトル{C)t }j=lから，文書ベクトルが
新たな部分集合(イ+1)}j=1に分割される
ポt+1)-fv vTd)¥vTn(t)} 
i 一、^'~ • ^ 'i '-';こ- '^i '-1 J 
(1三l:; N， 1三j三s)
ここで，ri)は概念ベクトル cjt)に近いすべての文書ベクトルの集合とする
3)新たに導かれた概念ベクトルの長さを正規化する.
…(t+l) 
C4j?t件削川+判刊1り)_ 〓山i1しi
II n1ち~LTIJ 1 | 
ここで， mf+1)はクラスタ π「1)の文書ベクトルの重心を表す
(5.7) 
(5.8) 
L1 )目的関数 D(t+l)の値を求め.前回の繰り返しにおける目的関数の値 D(t)との差を計
算する.このとき，
1 D(t) - D(1+1) 1 ~ 1 (5.9) 
を満たす場合，ワ =π;t+1)，c;=cjt+1)(i三j:::;ぷ)とし，アルゴリズムを終了する
停止基準を趨えていない場合は，lにlを加え，ステップ 2に戻る.ここで，停止基
園田園』圃ー←← 一一一 .~ 
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準における目的関数の差は，文書数が約4000で，クラスタの数が8よりも大きい場
合，収束した時の目的関数は 1000を超えることがこれまでの研究で報告されている
[10].このため，繰り返しでの 1以下の差は無視できるとし，便宜的に lという値を
設定した.
5.3 フィードバックによる概念ベクトルの更新手法
情報検索システムはユーザに検索結果を提示し，ユーザはその結果に対して関連のある
文書であると判定する.適合性フィードパックはその判定結果を元に，システムの挙動を変
化させる ようにパラメータを調節し，システムに反映させるものである.この関連性フィー
ドパックがパラメータを調節する対象としては，検索質問，検宗対象となる文書，または検
索モデルが考えられる.よく知られているフィードパックに検索質問拡張があるが，検素質
問のみを修正することは，システムに対して長期的な効果が得られるとは限らない [L16][Ll].
本節では，テストコレクションに用意されている，検索質問に対してどの文書が適合して
いるかという情報を用いて，コンセプト ・プロジェクションにおける概念ベクトルのパラ
メータ更新手法を提案し 検索精度の改善を試みる.
概念ベク トルのパラメ ータ更新の基本は，上位に検索された関連のある，または|対述の
ない文書ベクトルをそれぞれた個の概念ベクトル r1γ ・)九に加えて更新をする.これに
より，概念ベクトルの持つ文書の内容がより検索質問の内容に近づき ，検索Wt}立が向上す
ることが期待できる.また，検索結果からコンセプト ・プロジェクションの概念ベクトル
を，より検索したい内容の概念ベクトルに変更し，次元圧縮後は検索要求だけでなく，検
索対象にもフィードパックを行うことができる.
具体的に，文書ベクトルを概念ベクトルに加える手法として以下の 5松類を考慮し，関
連のある場合，ない場合に対してこれらの手法を組み合わせて実験を行う.
1)文書ベクトルとの内積が最も大きい概念ベクトル r，を見つけ，その概念ベクトルに
文書ベクトルを加えて，正規化を行う.
2)文書ベクトルとの内積がある悶値 σ以上の概念ベクトル集合を見つけ，それらの概
念ベクトルにそれぞれ文書ベクトルを加えて，正規化を行う.
3)システムが検索した関連のある，または関連のない文書集合の重心との内積が，最も
大きい概念ベクトル r{を見つけ，その概念ベクトルに文書ベクトルを加えて，正規
化を行う.
実験5.4. ランダム・プロジェクションによる次元縮退を用いた関連性フィードパック第 5章70 
(5.12) 
よいog与Gi = 1 +、-u
ι 出 logn 
または関連のない文書集合の重心との内積が，ある4)システムが検索した関連のある，
それらの概念ベクトルにそれぞれ文関値 γ以上である概念ベクトル集合を見つけ，
Fiは文書η は全文書数，んは j番目の文書に出現する i番困のタームの頻度，ここで，書ベクトルを加えて，正規化を行う.
集合全体における t番目のタームの頻度を表す.5)適合性フィードパックの基本である手法で， z回目の検索質問ベクトル Qiから i+ 1 
これらの文書ベクトルよ得られた文書ベクトルから，球面ん平均アルゴリズムを用い，回目の検索に向けて案引語の重みを修正した検索質問ベクトル Qi+lを求める式を以
り指定した 500の概念ベクトル作成する.作成した概念ベクトルを結合した行列に対し下のように表した手法である [34].
ランダム ・プロジェクションを行い，文書ベクトル，検索質問ベクトルの次元を 500に削減、 ?? ，
??
? ???
?
?，?
、Q2+1二 Qi+α乞 x-s 2二y
xεRr YξRn その値を各文書ベクトルへ内積の計算を行い，する.次元の削減されたベクトルに対し，
出力する.上位 50文書を検索結果として，これらのスコアのうち，の検索スコアとする.Rη は i回目において検索さここで，Rrは t回目において検索された関連文書集合，
一般的に用いられている適合率 (Prec1sion)と再現率検索システムの精度の評価には，関それぞれ関連文書，α， sは定数であり ，また，れた関連のない文書集合である.
(Recall)を用いた [26][50].連のない文書をどの程度重要視するかを調整する.
(5.13) 
システムが出力した適合文書数
Recall = 
全適合文書数
コフィードパックは先の 5に示した手法で行い，検索質問ベクトルを修正した後で，
Precision =システムが出力した適合文書数
システムが出力した文書数
ンセプト ・プロジェクションを行い次元圧縮を行う.
(.5.14) 
実験5.4 
システム評価を行うことができるが，本'夫]投それぞれ個別に用いて，再現率と適合率は，
実験の概要と結果5.4.1 
シス一般にランクづけ検索システムの評価に用いられる再現率-適合率曲線をJsい，では，その検索性コンセプト ・プロジェクションを用いたフィードパック検索モデル構築し，
、rz.均迎合ユヂテムの評価を行った.本稿の検索システム評価には，繰り返しの回数に従って，
能を示す実験を行った.実験には，情報検索システムの評価用テストコ レクションである
がどのように変化しているのか示し，その中でもっともフィードパックの効栄の白かった手
/IEDLII¥Eは医学 ・生物学分野における英文の文献情報データ，IEDLINEを利用した.
法についての、全質問に対する各再現率での平均を計算した再現率-適合唱曲線を示すこと
ベースで，検索の対象となる文書の件数は]033件で，約 1NIlコ〉ιeの容量を持つテキスト
フイーこの概要の元で，先に示した手法を用いて様々な実験を行った結果，により行った.
NIEDLINEには 30個の評価用検索質問文とそれらの関連記事が用また，データである.
ドパックの有効な効果が得られた手法の，繰り返しの回数による平均適合ギの変化を友5.1
から 5.8に表す.
意されている.
IEDLINEの記事全体から抽出した 1033件の記事から一般的な前処思としてまず，
考察5.4.2 
L139個の尖単語をストップワードに指定して，文書の内容と関係のほとんどない単語は削
コンセプト・プロジェクションを用いて 5同のフィードこれらの表からも分かる通り，~1329 伺のタームが索引語としてfI1l ，I Ljされた .この前処理の結果，除した.
、戸
、一最大では約 0.21の苧均適合率の上昇が兄られた.パックを行った結果，最小で約 0.08，索引語の頻度に重みを加えこれらの索引語を要点とする文書ベクトルを作成するとき，
コンセプト・プロジェクションによるフィードパック手法のイJ効性を示すことがれにより，
今回の実験ではた数値をベクトルの要ぷとする.数多く提案されている重みづけ手法で，
フィードパックによる繰り返し同数に従って再現i存-適合率曲図5.1では，また，できた.
Li.iはJ番目の文書に対する?以下の式で、定義された対数エントロビー重み [S]を用いた.
関フィードパックの結果，これは線の適合率の減少率が少なくっていることも分かる.σtは文占全体に対する i番目のタームへの重みを表す.呑口のタームへの重み，
このグラフからもこの子法のイJ効性が理解
これまで文書集合をクフィードパックが行われることにより，
連のある文書がより上位に検索されるためで，
これらのことはできる.(5.11) 
(ん>0) 
(Iij = 0) 
L;j = { ~ + log.fu 
72 第 5章ランダム・プロジェクションによる次元縮退を用いた関連性フィ ードパック 5.4 実験 73 
?
っ?
0..5682 
0.6.599 
0.6613 
0.6623 
0.6629 
表 .5.1各繰り返し回数での平均適合率 1
適合:手法 3，
不適合:手法4(γ=0.3) 
繰り返し回数| 平均適合率
表 5.5各繰り返し回数での平均適合率5
適合:手法-1(ゥ=0.4)、
不適合:手法 2(σ=0.5) 
繰り返し回数| 平均適合率
1 0.5552 
2 0.6715 
3 0.6723 
4 0.6782 
3 0.6861 
???
0..5434 
0.6714 
0.7140 
0.7419 
0.7.532 
表 5.2各繰り返し回数での平均適合率 2
適合:手法 4(γ=0.3)， 
不適合:なし
繰り返し回数 平均適合率
0.4893 
2 0.6903 
3 0.7017 
4 0.6635 
5 0.6892 
表 5.6各繰り返し回数での平均適合率6
手法 5(α=1.0， s = 0.5) 
繰り返し回数| 平均適合率
0.4936 
2 I 0.8662 
3 I 0.9361 
4 
5 
0.9593 
0.9587 
表 5.3各繰り返し回数での平均適合率 3
適合:手法4(γ=0.3)， 
不適合:手法 2(σ=0..5) 
繰り返し回数| 平均適合率
0.5216 
2 0.6885 
3 0.7303 
表 5.7各繰り返し回数での平均適合率 7
手法6(α=1.0， s = 0.5) 
繰り返し回数 平均適合率
0..5682 
つ 0.5687 
3 0.6178 
4 0.6411 
5 0.6451 F J 
0.6975 
0.6807 
表 5.-1各繰り返し回数での平均適合率 4
適合:手法4(γ=0.3) 
不適合:手法 l
繰り返し回数| 平均適合率
表 5.8各繰り返し回数での平均適合率S
E 手法 6(α=1.0ぅs= 0.0) 
繰り返し回数| 平均適合率
0.511 
つ 0.6536 
3 0.731-1 
0.70i9 
:，) 0.7289 
-..Aニー一一一一一一一一 一 1 
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図 5.1表 5.7における再現率-適合率曲線
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Iteration 2・--
Iteration 3圃圃-
Iteration 4 ---
Iteration 5一
ラスタリングして得られた概念ベクトルが，より検索質問が必要としている概念ベクトル
に更新されていると考えられる.
より細かく各フィードパック手法を比較すると，関連のある文書を概念ベクト jレに最も
有効に更新したのはずー法4で，個々の文書ベクトルを概念ベクトルに反映させるのではな
く，検索された関連文書に対する概念ベクトルをフィードバックした方がより効果的であっ
た.また，この手法はフィードバックの効果が早く ，3回程度の学習で、平均適合率が最も
大きくなっている.このことは， 1回のフィードバックの影響が大きく，さらに，概念ベク
トルが検索質問に含まれる概念的な内容に大きく近づいているためであると考えることが
できる.
しかし，関連のある文書を下法 iで更新し，さらに，上位に検索されたが検索質問と関
述のない文書を概念ベクトルにフィードパックした場-合，表5.<1から表 5.6に示したように，
何もフィードパックしなかったi易合とほとんど同じ結果となった.関連のない文書集合に
恒些些竺 一 』 I~ 
一一-0.0. 汗口百 ， ;コ
は，それぞれ内容的に関連性のない文書が存在する可能性があるため，手法 lや手法 2の
ようにひとつの文書を概念ベクトルに反映させた. しかし，ひとつの文書を概念ベクトル
に反映させた場合，ひとつの文書ベクトルがスパースなベクトルであるためか，フィード
パックの効果が少ない結果となった.
これらの手法に対する有効性を比較するために，最も一般的なフィードパック手法であ
る手法 5を用いて実験した結果，表 5.6に示すように適合率は約 0.96となった.この手法
と比較した場合，我々の提案した手法は良い検索結果を得ることができなかった.しかし，
本手法と同様にシステムに対してフィードパックを加える文献 [41]で提案された手法と比
較する と，同 じ条件の下において 0.7019を上回る検索結果を得ることができた.システム
に対してフィードバックを行う場合，関連のない文書が前回同様に上位に検索されないよ
うに，どのようにシステムのパラメータを更新するかが問題となる. 本実験では，関連の
ない文書を概念ベクトルにフィードノてックしたときの影響が少なかったため，これをより
有効にフィードバックする手法を考慮する必要であると考えられる.これに実現すること
で，手法5のような検索質問拡張の効果に匹敵する検索性能が得られるのではないかと予
想される.
また，手法 6に示すように，手法 5で検索質問に直接フィードパックを行った後，コン
セプト ・プロジェクションにより次元圧縮をした結果，表5.7や，5.8に示すように，検ヨ:刊i
能は概念ベクトルを更新する手法と比較して，あまり良い結果とはならなかった.このこ
とは，検索質問が更新されたとしても，概念ベクトルはそのまま同じであるために，次点
圧縮を行っても，ひとつの特徴軸に対してあまり大きな変化が認められなかった.すなわ
ち，フィードパックによりある単語が拡張されたとしても，次元圧縮時においてその単語
の影響が少なくなってしまった結果であると考えられる.
5.5 結言
本稿では，次元圧縮手法であるコンセプト ・プロジェクションに必要な概念ベクトルのパ
ラメータをフィードパックさせる手法を提案し，検索精度の改善を試みた.その結果，最
も一般的なフィードパック手法を用いて実験し，この手法と比較した結果，我々の提案し
た手法はそれより良い検索結果を得ることができなかった.しかし，検索質問拡張のよう
な検索時のみの短期的な効果ではなく，システムに対してフィードパックを加え，システ
ムの検索性能を長期的に高める手法としては 本手法の有効性を示すことができた.
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今後の課題としては，木実験で用いたテスト・コレクションである I¥vlEDLINEには収録
されているデータの少なく，さらに医学関連という特定の分野のデータであるため専門用
語などの単語が強く影響を与える可能性が高いことがが問題となる.このため，日本語情
報検索の評価用テスト ・コレクションである Bi¥11R-.J2[20]などのような大規模で，様々な
分野の内容を持ったテスト ・コレクションを用いた検索実験，および評価をする ことが必
要であると考えている.また，検索質問と関連のある，および関連のないそれぞれの文書
集合に対して，これまでに示したフィードパック手法を改良し，より概念ベクトルの性能，
および検索性能の改善を行いたいと考えている.
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以上，本論文ではベクトル空間モデルを用いた情報検索手法の検索精度向上に関する研
究として，ベクトル空間モデルを中心に，現在までに行われて きた情報検索手法の研究つ
いて議論を行った.特に，第 2章では，単語の意味や共起関係などの情報を用いて検索を
行う手法や，ベクトル空間の構造を利用してベクトルの次元を圧縮する手法として有効な，
LS1 (Latent Sen1antic 1ndexing)を紹介した.
第 3章では， 1REXワークショップにおける 1Rの本試験の結果，および， 参加したすべ
ての情報検索システムについてのアンケートを基に，平均適合率，再現率 ・適合率曲線を
直線回帰させた傾きと切片が，情報検索システムに用いられた手法とどのような相関関係
をもっているのかを調査し，それぞれの手法がシステムの性能に与える影響の大きさを示
した.また， NARRATIVEタグの使用有無により shortとlongに分け，平均適合宅との相
関関係，ま た，再現率 ・適合率曲線を直線回帰させた傾きと切片にそれぞれどのような相
関関係があるかを調査し，システムの性能に与える影響の大きさを示した.その結果，:f4
詞や名詞以外の品詞単語を用いる以上にフレーズが性能向 tに関係あり，複数の単語を組
み合わせることで意味が限定され 精度に良い影響を与えることを確認することができた.
また，再現率 ・適合率曲線の切片と傾きにトレードオフの関係が多くの手法に見られ，検
索システムに用いる手法の選択の難しさが現れる結果となった.
第 4章では，LS1の問題点を解決するために，ランダム・プロジェクションを用いた情報
検索モデルを構築し 情報検索における次元圧縮手法として ランダム・プロジェクショ
ンの有効性を確認した.また，ランダム・ プロジェクションを行う際にあらかじめ指定す
るベクトルに，文書の内容を表す概念ベクトル [10]の利用し，これまで単語などが要素で
あったベクトルを文書の内容を要素とする低次元のベクトルに変換をするコンセプト・プ
ロジェクションを提案した.
さらに，第 5章では，提案したコンセプト ・プロジェクションの応用として，関連性フィー
ドパックによる検索モデルの更新手法を提案した.本手法により ，更新された概念ベクト
ルから検索要求や検索対象となる文書ベクトルの次元圧縮が行われるため，フィードバッ
ク学習の影響が検索要求だけでなく検索対象にも反映させることができた.
本研究テーマに関する今後の謀題は，より効率のよいフィードパック方法の提案が挙げ
7 
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られる.最も一般的なフィードパックモデルと比較しでも ，コンセプト・プロジェクショ
ンを用いたフィードパックの効果が少なかった.そこで，検索結果における適合していな
い文書集合を再度検索しないようにより効率よくフィードパックを行う必要がある.また，
概念ベクトルの直交性と独立性の差が検索精度にどれほど影響があるのかを研究する予定
である.
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付録 A IRシステムアンケート
o.システム ID
0.1. IREX固有の情報
0.1.1.使用した検索課題中の情報 (DESCRIPTIONのみ (D)、NARRATIVEのみ (N)、
DESCRIPTIONとNARRATIVE両方 (D&N)) 
0.1.2. NEGのタグは利用しましたか?
0.1.3.システム開発に関連して過去に 94、95年毎日新聞を使用したことがありま
すか ?
0.1.4. 9 5年 8月24、25日のデータのパグについて予め対処してありますか?
1.索引づけ
1.1.索引づけに用いた方法
1.1.1日本語の索引単位は何か?(uni-graln，lコl-granl，その他の n-granlぅ単語ぅフレーズラそ
の他)
1.1.2.どのような方法を用いて索引づけをしたか?(辞書、形態素解析、その他)
1.1.3.索引語の選択方法は何か?(例 :ストップワード、字種、品詞など)
1.1.4.語棄(文字)の正規化を行なったか?
1.1.5.ステミングアルゴリズムを用いたか?
1.1.6.語の重みづけを用いたか?
1.1.7.フレーズ単位で索引づけをしたか?
1.1.8.フレー ズの手重ま買は ?
1.1.9.フレーズの見つけ方は?(統計的、構文的、その他)
1.1.10.構文解析は行なったか?
1.1.11.シソーラスや用語集などを用いたか?
1.1.12.語義のl凌昧性解消は行なったか?
1.1.13.誤字脱字やスペルのチェックは行なったか?
1.1.14.誤字脱字やスペルの修正は行なったか?
1.1.15.固有名詞を識別したか?
1.1.16.どのような方法で索引単位に分割したか?
8.5 
。6 付金表 A JRシステムアンケ トー
1.1.17.日本語のヨミを用いたか?
1.1.18.ヨミを用いた場合、ヨミはどのように生成したか?
1.1.19.索引づけに用いたその他の方法(具体的に)
1.2.毎日新聞から構築された索引データの構造
1.2.1.索引の構造の種類
1.2.1.1.クラスタ
1.2.1.2.シグネチャファイル
1.2.1.3. Pat木
1.2.1.4.知識ベース
1.2.1.5.その他(具体的に)
1.2.2.索引の概要
1.2.2.1.索引の規模 [l¥lIB]
1.2.2.2.構築に要した時間[時間l
1.2.2.3.実行過程は自動化されているか?
1.2.2.4.語の出現位置(オフセッ ト)は使用したか?
1.3.毎日新間以外の情報源から索引作成のために利用したデータ
1.3.1.独自に構築したデ ター (種類=シソーラス、知識ベース、辞書など)
1.3.2.外部で構築されたデータ(種類とデータ名)
2.検索式の作成
2.1.検索式を作成するのに要した時間(1課題当たりの平均 CPU時間[秒])
2.2.検索式作成に使用した方法
2.2.1.宗引単位への分割(uni-gralll，bi-gram，その他の n-gramぅ単語?フレーズ?その他)
2.2.2.フレーズの抽出
2.2.3.構文解析
2.2.4.語義の暖味性解消
2.2.5.同有名詞の識別
2.2.5.検索式の自動拡張
2.2.5.1.シソーラスなど既存のツール
2.2.5.2.内動レレパンスフィードバック
2.2.5.3.ローカルコンテクストアナリシス
2.2.5.4.その他 (具体的に)
2.2.6.ブール演算子や近接演算子などの自動的付与
2.2.7.その他(具体的に)
3.検索実行
3.1.検索時間(1検索式に対する平均 CPU時間[秒]) 
3.2.プロセスサイズ [MB]
3.3.計算機についての情報
3.3.1.実験に使用した計算機
3.3.2.その計算機は専用か共用か
3.3.3.ハー ドディスクの総容量[GB]
3.3.4. RAJVlの総容量 [11B]
3.3.5. CPUのクロック数 [11Hz]
4.検索モデル
4.1.ベクトル空間型を用いたか?
4.2.確率型を用いたか?
4.3.その他 (具体的に)
4.4.ランクづけの要素
4.4.1. TF (語の出現頻度)を使用したか ?
4.4.2. IDFをイ吏用したか?
4.4.3.その他の重みづけ(具体的に)
4.4.4.意味の近さを使用したか?
4.4.5.文書中の位置を使用したか ?
4.4.6.構文的な手がかりを使用したか ?
4.4.7.語の近接(距離)を使用したか?
4.4.8.文書の長さを使用したか ?
4.4.9.その他 (具体的に)
5.そのイ也
5.1.上の質問で回答していないシステムの特色
5.2.チームの構成員
5.2.1.日本語を母国語とする人がいますか?
5.2.2.日本語のわかる人がし 3ますか ?
5.3.関連デ ター の利用
5.3.1. BrvIIR-lを利用しましたか?
5.3.2. BMIR-2を利用しましたか?
5.3.3. NACSIS-collectionを利用しましたか?
5.3.4. IREX-IR予備試験データを利用しましたか?
5.3.5. TRECデータを利用しましたか?
イ寸~~ A IRシステムアンケート
付録 B アンケート回答
system ID 1103a 1103b 
0.1.1 D D 
0.1.2 X X 
0.1.3 BMIR-J2の行験あり BMJR-J2の経験あり
0.1.4 X X 
1.1.1 ttZEおよび解析n-なgram 1~.I; ltおよび 11 ・なgram 
1.1. 2 形態 ;l~ ど 形態l'};向付Ij' ど
1.1.3 品5';)など 品川lなど
1.1. 4 X × 
1.1.5 X × 
1.1. 5 f。ヘ rコ町、
1.1.7 
1.1.8 ? ? 
1.1.9 形態ぷ解析 形態，正解析
1.1.10 X × 
1.1.11 X X 
1.1.12 X x 
1.1.13 X ?又
1.1.14 × x 
1.1.15 C 
形1237。1i糾庁など1.1.15 形態;正解析など
1.1.17 X X 
1.1.18 
1.1.19 
1.2.1.1 × X 
1.2.1.2 X X 
1.2.1.3 X × 
1. 2.1.4 X X 
1.2.1.5 A1 A2 
1.2.2.1 ヲ ? 
1.2.2.2 ? . 
l.2.2.3 
既存の形態。35M桁待望F l沈イFのi彩r~、〆コJ ー、k;解析~N!i-l.2.2.4 1.3.1 
1.3.2 
2.1 1秒以内 1秒以内
2.2.1 1~.Jli li3l¥ 
2.2.2 × X 
2.2.3 X X 
2.2.4 X X 
2.2.5 X X 
2.2.5 × X 
2.2.5.1 X x 
2.2.5.2 × C A4 
2.2.5.3 X X 
2.2.5.4 
2.2.6 × X 
2.2.7 
3 1 ? ? 
3.2 ? ? 
3 3.1 SUN Ultra 2 SUN Ultra 2 
3.3.2 lりJlJ りVJIl 
3.3.3 23GB 23GB 
33.4 768MB 768MB 
3.3.5 296MHz 296MHz 
4.1 0 0 」。J 4.2 
4.3 
4.4.1 
。I、ー) rコ¥ 1.4.2 
4.4.3 BM25 BM25 
4.4.4 × X 
4.4.5 × × 
4.4.6 X X 
1 4. i X X 
4.4.8 。 o 、1
4.4.9 
5.1 
5.2.1 3句，、 L、':町、J 
5.2.2 
5.3.1 X X 
5.3.2 × X 
5.3.3 X X 
5.3.4 ~ 
~ 
5.3.5 X × 
コ9
110G 1110 
D.k N D 
、rー、 X 
X X 
X X 
!札Int I~ull 
形rL~ 会解析 ~rg 
品J司
品。0 9 判X 
X 
o 
× × 
× X 
X X 
X X 
× × 
X X 
X X 
Jf~!L~kWI将 liW -f( 
X X 
'l~; 1泣 7 ァイ lレ A3 
38MB ? 
? ? 
。 。
X X 
'Ii， ，~ftのベクト Jレ 1，(， 1
jβ!~ ぷ併'.j1r システム、 ，wm
0.002秒 ? 
I~. lm !仕1lt
× 
〉ピ
× 
X 
X 
× 
× 
A5 
8秒 7.27秒
? ? 
Pro2333DL Pent 】um2 
J七}J ¥1}jIJ 
6.4GB 8GB 
192MB 128MB 
333MHz 300恥1Hz
X × 
X 
c r、 rつ、(ノ
〉ピ .':) 
X 〉イ
X X 
X y 
。 X 
C 、ノ
( 。) ヨコ
X 
X 
r、〔JノF × 
r、へJ 
× 〆、
90 付録 B アンケート回答 91 
<Y.Lem 1D 1112 1120 11220. 1122b 
o 1 1 D D.L N D.lニ N D& N 
0.1 2 X } 
( u 
o 1 3 X X X X 
o 1 4 ，、町J、 X 、J コ
1.1.1 I~. ，: 'li，1¥ 'j1.uri 
1 1.2 Jf~::生当;解析 形態，結解析 I;t ，';をmいたj.);人fji.1m切り ltし tl .'f を伺いた~k'払~h切り出し
1 1.3 何E日"β:1'司J 才'，'J スト ノブリード以外を選択 スト ヅプワード以外を選択
1.1.4 ? X X × 
] .1.5 
H) UCハi1. ~H × X × 1.1.6 J ( 、J 。1.1 7 X X X 
1. 1.8 X X 
5yoLem lD lJ 26 J128a 1128b 
0.1.1 D D‘" N D.L N 
0.1.2 X X X 
0.1.3 × X C 
1.1 9 4悼0文rr.J
1 1 10 X X X 
1.111 × × x X 
1.1 12 × × 〉く × 
0.1.4 lii~tì と 0修飾付朝i X × 1.1.1 その他そののn1-也gra.m 全.'iB分文'j者
1.1.2 AlJ Suffix Array 
1.1.3 EbZ司 A11 全初分丈'j:刈をすべて利JI
1. 1 13 X X X X 1.1.4 X X × 
1.1.14 X × X X 1.1.5 X X × 
1.1.15 X X X X 
1 1 1C Jf.¥1LU;断桁 Jf~1~ よ解析 短大 1~.Mt京づ I h式 短大 I~- ，~l~宗ヲ|方式
1.1.6 o 、: 、(
、
AJ
J 
、 X 1.1.7 × X 
1.1.17 × X × X 1.1.8 X Ndl.将:1tの情報料でさまるもの
1. J .18 X 1.1. 9 X キ止，]十(J'J
1 1.19 X 1.1.10 。 X × 
1.2.1.1 ? 1.1.11 X X X 
1.2 1 2 × 1.1.12 X X X 
1.2 1.3 A6 1.1.13 × X X 
1.2.1.4 X 1.1.14 X × X 
1，2，1.5 Ai 極大 'ii JH~~I 似大1位 ~i~京引 1.1.15 。 × × 
1.22.1 150MB 225MB 300MB 300MB 
1 2.2.2 ? 
。
静0 0 JF
0 0 1. 2. 2.3 。っ1.2.2.4 × 
1.3. J 昨.!J: 苦手1~f
1.1.16 j彩〈車禁解析 段大スコアパスを 'jえる n-gro.m 令部1分文ネ列 (SuffixArray) 
1.1.17 X X X 
1.1.18 X 
1.1.19 X 
1.2.1.1 ? 
1.3.2 EDR 1本MtIj1. M~ ~'t(l} EDR ~t. ' F EDR '¥Y'i!F 1.2.1.2 ヲ
2.1 ? 10 秒 4.3秒 0.3秒 1.2.1.3 ? 
2 2.1 1j1.，ift lit ~~ i何日 'Ii;守f広u 1.2.1.4 ? 
2 2.2 4自主;銘析 × × 1.2.1.5 フ .uf百xarray li!1:JI した Suffix Array 
2 2.3 A8 × × 1.2.2.1 1.3GB 600MB 412MB 
2 2.4 X X × 
2 2.5 X X X 
2 2.5 X X X 
1.2.2.2 8711年1:] 21C 1MlH 110 
0 
151 
1.2.2.3 
。
r、
1.2.2.4 X 
2.2.5.1 X =-町、 。 1.3.1 A3 X X 
2 2.52 X X X 1.3.2 X X X 
2.2.5.3 X 。 。 2.1 ? 0秒 ? 
2 2.5.1 X × 
2 2，6 。 A9 。
2，2.1 '11_ ~lt その他の n-grarn 令.，目分文1:安'J
2.2.2 X X 
2.2.7 倹詰;~;Rの係り受合けめIUj{，品を1古川
3 1 検叶;式作成を 4.23秒 2500秒 0.6秒 0.6 fJ; 
2.2.3 A4 × 
2.2.4 X X 
3 2 02MB 0.6MB 0.5MB 0.5MB 2.2.5 間有名詞'/，lカ × 
3.3.1 DELL Dimen5ion R350 ASiOOO U1/140 SUN SS-UA2 SUN SS-UA2 2.2.5 X X 
3，3.2. WnJ JUII jUrI 共)Jl 2.2.5.1 X × 
3 3.3 12GB 6GB 64GB 64GB 2，2.5.2 × X 
3 3.4_ 192MB 64MB 64MB 64MB 2.2.5.3 X × 
3 3.5 350MHz 140加1Hz 296MHz 296MHz 2.2.5.4 X X 
4.1 × 。 。 。 2.2.6 X × 
4.2 × × × × 2.2.7 X 文字列のままf似H A15 
4，3 文，'fの係り受Itl湖(#:をN!川 3.1 294秒 1800 tレ COO秒
4.4.1 c r、J、 文~I~内 J~起。七日報を干IJI 。4 4.2 4 4.3 A10 ¥V1DF 文、':-IJ.I共産主fi'it!lを利川 3，2 ? 1GB 1000MB 3.3 1 Sun Ultra1 Pentiu口、 2 SU N Zn L1e1lr川pnoe 3000 3.32 JtJn WJII 
4.4.4 × X X × 3.3.3 4GB 24GB 50GB 
4.4 O × X X X 3.3.1 256MB 512MB 1500MB 
4 1.6 ペ。 × × × 4.4. i x X × 
3.3.5 UltraSPARC 2 300MHz x 2 unit5 400MHz 200MHz 
4，1 。 X 。
4 <1.8 X X c 司、 。 4.2 X X X 
4 4.9 ;Htの係り!叉け ずイトル'1の'ji，ihJt起 4.3 X A 16 
O 1 
52.]. 
0 0 ¥、，J-、-' 、o'"、 。5 2.2. 
4 4.1 。-、 × 3 
r、J、4.4.2 =-‘、
1，1.3 X IDFのみ Lennのみ
5 3.1. X X X × 
5 3.2 」ぺ × "I'IlI，デ-?と して干1川した ，rl'I，Iiデータとして利川した
5 3 3 X X 1/lHi的に干IJ川した /iiJl主的に利11した
4.4.4 f
。
コ
「 X × 
4 4.5 X X 
4.4.6 × x 
O 3.4 。 、:) "I'{dl:テ'-?として干IJ川した 計{liIJデータと して干IJ川した 4.4.7 × X X 
5.3 O X X X × 4.4.8 。 X o 、
1.4.9 X 
5.1 X Ali AJ8 
5.2.1 
f
〉
r) 「
「
・町)
V 
( 
、‘ ¥、:5.2.2 
5.3.1 × × × 
5.3.2 X X γ、
5.3.3 'J へ
( 
。
。
) 
5.3.4 H:Jj~的に i世 111 した X 
5.3.5 × X X 
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.y.tem ID 1132 1133a 1133b 1135a 
o 1.1 D DoζN D& N D& N 
0.1.2 × X X 〔、J
0.1.3 X 
~ :;、 × 
o 1 4 X X × X 
5y5tem ID 1135b 1142 1)44" 1144 b 
0.1.1 D& N D D& N DJ.ょN
0.1.2 「、) X 
、f」r(J 句、d 、 0 0 、ノ0.1.3 × X 
0.1.4 × X 
1.1.1 1~. ，iI\ その1也 その他 X 
1.1.2 IfH色本餓析 その1也 その他 X 
1 1.3 X 
1.1.4 x X × × 
1 1 5 × X × X 
1.1.1 X その他そののn1-也gram 
1.1.2 × ]似'L~:/r;解4斤 If~rLl1 ，h JlfI ~.庁
1.1.3 × i先泌せずに全て他1 スト yプワード、下Hl、品!';] スト y フリード、'j-:lι1[1:I ~iiJ
1.1.4 X C :J 。
1.1.5 × × x × 
1 1.6 ( 、J ~ 〆、:; X 
1.1. 7 × X × x 
1.1.6 X × 。 。1.1.7 X X 
1.1.8 × X X 1.1.8 X 
1.1.9 その1也 その他 × 1.1.9 X 
1.1.10 X X × X 1.1.10 × X X × 
1.1.11 /、，、J X X X 1.1.11 X × わ〕 。
1.1.12 X X X X 1.1.12 X X X X 
1.1.13 × X X X 1.1.13 X X X X 
1.1.14 X X × × 1.1.14 X X r、-、J 。
1.1.15 X × X X 1.1.15 X X X × 
1 1 16 形態KiPfI析 × 1.1.16 × 'j:H.ごとに n-gramに分別 If~ri!\MíI -I斤 Jf~Wl.hjlf(. t庁
1.1.17 X X X × 1.1.17 × X X X 
1.1.18 X 1.1.18 X X 
1.1.19 LaLent SemanLic Indexing X 
1.2.1.1 X X X 
1.1.19 X 
1.2 1.1 X 
1.2.1.2 X X X 1.2.1.2 X 
1 2 1 3 × × × 1.2.1.3 X 
1.2.1 4 X X × 1.2.1.4 X 
1.2.1.5 × 1.2.1.5 X B-tree 'Iiilファ イル 4弘il"(7rイJレ
1.2.2.1 418MB × 1.2.2.1 X 
内， 
164MB 164MB 
1.2.2.2 4811宇IHJ X 
1.2.2.3 X X X X 
1.2.2.4 X X X × 
1.2.2.2 X ? 1.411年no
14C r1‘守IiJ1.2.2.3 X c o O 、J1.2.2.4 X 
1.3.1 形態;t;9!T析mWIfI<I干t!f × 1.3.1 × × ンソーラス ンソーシス
1.3.2 X 1.3.2 X × 
2.1 2砂 1 1主 1秒 60秒
2.2.1 'i.lm 'it，;日
2.1 60秒 ? 
2.2.1 'Itc{h !紅白
2.2.2 X 2.2.2 X × f、J、 r. 
2.2.3 X 2.2.3 X X X X 
2.2 4 × 
2.2.5 つ
2.2.5 A19 X 
2.2.5.1 X 
2.2.5.2 X 
2.2.4 × X X × 
2.2.5 。 X 
戸O C (〉、J c o c o 
2.2.5 X X 
2.2.5.1 、く × 
2.2.5.2 X × 
2.25.3 × 2.2.5.3 X X X × 
2.2.5.4 X 2.2.5.4 X 
2.2.6 X 2.2.6 × 検討~t:ftをORと*.Ii-;r × X 
2.2.7 X 
3. I 74秒 1200秒 1200秒 1200秒
3.2 4!:.3MB 5MB 5MB 500MB 
3.3.1 了 Jレ7γ ーサ-J'-4000 GatewりaHyl2000 G a tewaYl 2000 Sun Ultra 10 
3.3.2 '.1I1 W.， wm 
33.3 10GB 8GB 8GB 1000GB 
3.3.4 1000MB ? 、 ? 1000MB 
3.3.5 時 1801¥IHz 180MHz ? 
2.2.7 × 
3.1 900秒 令 ;.8秒 A23 3.4秒 A21
3.2 500MB ワ
3.3.1 Sun UlIra 10 内 DellOptiPlex GXl DelJOptiPlex GXl 
3.3.2 出UI1 ? ¥'/1/ '.1川
3.3.3 100GB ? 9GB 9GB 
3.3.4 1000MB ? 384MB 384MB 
3.3.5 ? ? 150MHz 150MHz 
<1.1 c 、 X X × 
4.2 X ( 、、~ C ヲ
1.3 ロパートソン式の交奴
'1.'1.1 。 O ¥〈J C 。
4 4.2 X 
4.4 .3 r IliJのj，'d!lを似つた r 1!li Jのw判iを十上った
I 4.4 X × X X 
4 4.5 X X × ο コ4.4.6 X X × 
4.1.7 X X X × 
4.4.8 X X X 。
4.4.9 X 
5.1 A20 
52.1 
L、川2 。しへ 。~戸，町司、 r、)，J 、、52.2 
5 3.1. 〉、 X X × 
5.3.2 〉、 X X X 
53 3 × × X ¥。，1 53 4 ¥へd c、; 、:J
".3.5 × × 1 〉ぺ
4.1 × 、c F、rJ、『、
4.2 ? × γ 
1.3 ロパートソン式の変換
4.4.1 。
o Eコつ C コ4.4.2 
4 4.3 
4.4.4 × X 〉イ x 
4.1.5 、/コ，崎、J × x X 
4.4.6 X X 〉イ
4.4.7 X X X × 
4.4.8 C J X X 
1.1.9 X 
5.1 .4lh1fJIr軒p-¥、iの干IjJlj
5.2.1 ¥。f¥ J 1コ O 〆、J5.2.2 
5.3.1 x 
F f〕)9「ヘ X X 
5.3.2 X 
r) 戸、、. 
。
5.3.3 C 、， X 「O 、J
5.3.4 X 
5.3.5 X X × X 
94 付録 B アンケート回答
丞 y5t~m 10 1126 1128a 1128b 
0.1 1 D.!.ニ N 心&N D 
0.1 2 X X X 
0.1 3 '2 ヘ ( 、J X 
0.1.4. X X X 
1.1.1. !j1.，in J~- ，lh 
u m lglqr距am離1.1.2 形態ぷ解析 Jf~!L1i誤解桁 下旬 離
1.1. 3 日，i.iJ，スト yブワード 品川、スト Jブワード 乍I'Tt
1.1 4 C 。 。
1.1 5 × X × 
1.1.6 、fdヘ 。 C 
1.1.7 × X × 
1.1.8 ? 
1.1.9 ? 
1.1.10 X X X 
1.1.11 × X X 
1.1.12 X X × 
1.1.13 X X X 
1.1.14 X × X 
1.1.15 X × × 
1.1.16 文字分解
1.1.17 × × X 
1.1.18 ? 
1.1 19 'j→rX:I:J目;iIl1tマップ1;1.点
] 2.1.1 X 
] .2.1 2 × 
1.2.13 X 
1.2.1.4 X 
1.2.1.5 字[買Hf)距離マップ
1.2.2 1 390MB 390MB J043MB 
1.2.2.2 211与1/11 211午JlI) 3.83 U年間
].2.2.3 C 。 。
1.2.2.4 × X 
1.3.1 × 
1.32 X 
2.1 ]秒 1秒 ワ
2.2.1 Ij1. M~ ~ji. ~li unト gram
2.2.2 X 
2.2.3 X 
2.2 4 X 
2.2.5 X 
2.2.5 A25 A26 X 
2.2.5.J X 
2.2.5 2 X 
2.2.5.3 × 
2.2.5.4 文字の正規化
2.2.6 X 
2.2.7 X 
3.1 3600秒 3600秒 470干:J;
32 1000MB 10001[8 0.22MB 
3.3.1 Sun Ultra1 Enterprise 450 Sun Ultra1 Enterpri5e 450 SUN Ultra10 
3.3.2 JUII JUIJ J~JII 
3.3.3 9GB 9GB 12GB 
3.3.4 2560M8 25601.[8 128MB 
3.3.5 400l¥IHz 400MHz 300MHz 
11 cヘ， 。 X 
4.2 X X X 
4 3 m~ 1tf¥i:lnの述絞↑'Li'lilHi
4.4.1 c 。 」L('1 J d x 4.4 2 X 
4.4.3 A27 検討{文'j :il) とのJ!~~~文寸列i毛
4.4 4 X X X 
4 4 5 ~ 。 。
1.4.6 × X X 
4 4.7 1 X × 
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学位論文題目
ベクト jレ空間モデルを用いた情報検索手法の検索精度向上に関する研究
審査結果の要旨
本論文は，情報検索手法の検索精度向上に関する研究として，情報検索システムに用いられた手
法と検索精度に存在する関係の調査と概念ベクトルを用いることにより効率的に次元圧縮を可能と
する，情報検索における新しい次元圧縮手法に関する研究の成果をまとめたものである.
第 l章では，緒論として，情報検索の歴史的背景を述べると共に，本研究の目的ならびにその工
学上の意義を述べることで，本研究の意義及び位置付けを明確にしている.第 2章では，単語の意
味や共起関係などの情報を用いて検索を行う手法や，ベクト Jレ空間の構造を利用してベクトルの次
元を圧縮する手法として有効な， LSI (、LatentSemantic lndexing)について説明している.第 3章で
は， IREXワークショップにおける IRの本試験の結果，および，参加したすべての情報検索システ
ムについてのアンケートを基に，平均適合率，再現率・適合率曲線を直線回帰させた傾きと切片が，
情報検索システムに用いられた手法とどのような相関関係をもっているのかを調査し，それぞれの
手法がシステムの性能に与える影響の大きさを示した.第 4章では LSIの問題点を解決するため
に，ランダム・プロジェクションを用いた情報検索モデルを構築し，情報検索における次元圧縮手
法として，ランダム・プロジェクションの有効性を確認した.また，ランダム-プロジェクションを
行う際にあらかじめ指定するベクト jレに，文書の内容を表す概念ベクトルの利用し，これまで単語
などが要素であったベクトルを文書の内容を要素とする低次元のベクト jレに変換をするコンセプト・
プロジェクションを提案した.第 5章では，提案したコンセプト-プロジェクションの応用として，
関連性フィードパックによる検索モデルの更新手法を提案した.最後に 第 6章で本研究で得られ
た諸成果の総括を行い 今後の研究課題について述べている.
以上本研究は，情報検索システムに用いられた手法の新しい評価方法により，検索システムの設
計にに有効な知見を与え，概念ベクトルを用いた効率的な次元圧縮手法であるコンセプト・プロジェ
クションを提案し，その有効性を考察したものであり 本論文は博士(工学)の学位授与に値するも
のと判定する .
