Abstract-In this paper, we introduce the notions of statespace symmetry for nonlinear systems and of the cross operator as a nontrivial natural extension of the linear symmetric case, in terms of the controllability and observability operators associated to it. We give a characterization of a symmetric nonlinear system in terms of the cross operator and a coordinate transformation. Then we analyze the use of the cross operator for solving the Hankel singular value problem of the system. The result is a new and simpler characterization of the solutions of this problem in terms of the cross operator and a metric.
I. INTRODUCTION
From a control systems point of view, balanced model order reduction is one of the most popular, attractive and used techniques. It was first introduced by Moore [1] for the linear time-invariant systems case and naturally extended in e.g. [2] , [3] for the case of nonlinear systems. In a nutshell, the balanced truncation procedure for a stable minimal nonlinear system, consists of several steps: the first is the computation of the controllability and observability energy functions (Gramians in the linear case), the second is the construction of a coordinate transformation that brings the energy functions into an input normal output diagonal form. The diagonal elements are called the (coordinate free) axis singular value functions of the system and they are invariants, e.g. [3] , [5] . The axis singular value functions correspond to the nonlinear version of the singular values of the Hankel operator associated to the system. These values represent the energy measure of the states, telling how "non-minimal" a state is. The truncation consists of ridding the less minimal states of the system. The result is a lower order model that is stable again. In the linear case, there exists an upper bound for the error of approximation, e.g. [6] . One of the drawbacks of balancing for nonlinear systems technique lies in the first step, i.e. the computation of the energy functions which are solutions of Hamilton-Jacobi equations for the nonlinear case and Lyapunov equations in the linear case. In [7] , [8] , [9] , [4] the symmetry of systems is taken into account, to overcome the above mentioned obstacle. This property is encountered especially in (reciprocal) electrical networks as well as in electromechanical systems as well as certain dissipative systems. Symmetry has several definitions that in the linear case can be proven to be equivalent. For instance a class of symmetric systems are the gradient systems, expressed as the gradient with respect to a metric of certain potential functions, see [10] for more details. However, as described in [11] , a nonlinear balancing technique adapted for this class of systems is far from being achieved. From a model reduction, state-space point of view a notion of symmetric systems was introduced by Fernando and Nicholson in [12] , [13] , [14] : a linear system is symmetric if its transfer matrix is symmetric. A minimal LTI system is then symmetric if there exists a linear metric such that the system and its dual are equivalent. In this case there is no need to compute both the controllability and observability Gramians, but only a socalled cross-Gramian that contains information about both the controllability and the observability of the system. It is the solution of a Sylvester equation. The remarkable property is that the absolute value of the eigenvalues of this crossGramian are the Hankel singular values of the system. Used for model reduction, as in [15] a (almost) balanced reduced order model can be obtained. The purpose of this paper is to find a natural extension of the state-space symmetry property as described in [12] and a (non-trivial) extension of the cross-Gramian to a cross-operator, and a similar property as in the linear case, e.g. the (axis) singular value functions to be obtained using the cross operator and simplifying the balancing procedure. The paper is organized as follows: in Section 2, we give an overview of the linear symmetric systems case, definition the cross-Gramian and properties and present the relation of the cross-Gramian with the controllability and observability operators. In Section 3, we treat the nonlinear case, where we first give an overview of the nonlinear balancing technique related notions and a property of the controllability operator and its derivative. Then we present the definition of a nonlinear symmetric system and of the cross-operator. We also present here a nonlinear version of the Sylvester equation as well as a necessary and sufficient condition for symmetry. In Section 4, we use the cross-operator to solve the nonlinear Hankel differential eigenstructure problem that yields the singular value functions. We conclude the paper with open problems and future work ideas.
II. LINEAR SYMMETRIC SYSTEMS AND THE CROSS GRAMIAN
In this section we give a brief overview of the model reduction based on the cross-Gramian for a linear symmetric system. First we give the definitions of a linear symmetric system. 
If the system is asymptotically stable, then the cross Gramian can be defined as:
For the non-symmetric case, the cross Gramian possesses some interesting properties being related to the Hankel operator and the Hankel singular values of a linear square system. Theorem 4: [16] For square linear systems the non-zero eigenvalues of the cross Gramian X are the non-zero eigenvalues of the Hankel operator associated to the system.
In the symmetric case, see for instance [12] , [14] , [16] , the cross Gramian exhibits some remarkable properties, which are summarized in the sequel. Defining the controllability Gramian as W and the observability Gramian as M , they are the solutions of the following Lyapunov equations, respectively:
Theorem 5: [16] , [12] Let (1) be a square asymptotically stable symmetric system in the sense of Definition 1. If X is the solution of (2) then the following relations are equivalent:
T is the symmetry transformation as in Proposition 2, then: X = WT = T −1 M ; 3) the Hankel singular values of (1) are the absolute values of the eigenvalues of X. The properties described in Theorem 5 can be easily rewritten in terms of the controllability, observability and Hankel operators. We focus our attention on the aforementioned approach since it paves the way for the definitions for nonlinear systems to be presented in Section 3. For the asymptotically stable, minimal system (1) we define the controllability and observability operators, respectively, as:
These linear operators admit adjoint counterparts defined as:
The symmetry property described in Proposition 2 becomes:
Proposition 6: A linear minimal and stable system is symmetric if and only if there exists an invertible and symmetric matrix T such that:
If X is the cross Gramian as in Definition 3 and C and O are the controllability and observability operators of the system, we have
for all x 0 . We now rewrite the properties given in Theorem 5 in terms of C, O and their adjoints. Although it might seem trivial, this line of thinking is important for the nonlinear extension of the cross Gramian and its properties in Section III-B.2.
Corollary 7: Assume system (1) is asymptotically stable, minimal and symmetric. Then, the eigenvalues of the operator COCO are the squared Hankel singular values of the system.
Remark 8: The result of Proposition 7 can be rewritten in many forms, due to the symmetry property, e.g. the Hankel singular values of the system are the eigenvalues of CC * T CO. In the next section we will extend the results of Proposition 6 to the nonlinear case in order to define the state-space symmetry property and the cross-operator for a nonlinear dynamical system. The extension of Propositions 6 and 7 will give a relation between the cross-operator and the Hankel eigenstructure problem, namely, the solution of the problem will be given in terms of the properties of the crossoperator.
III. NONLINEAR CASE

A. Preliminaries
We consider the following nonlinear square system:
with x ∈ R n ,u ,y∈ R m , that satisfies the following assumptions:
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,h (x) are smooth functions; 2) 0 is an asymptotically stable equilibrium point and h(0) = 0; 3) system (7) is asymptotically reachable from 0; 4) system (7) is zero-state observable.
We define energy functions, certain operators and their state-space representations according to [2] , [18] , [3] , [5] . The following controllability and observability operators are defined for (7), respectively:
and the Hankel operator H :
The controllability and observability energy functions are given by:
where arg inf
0) = 0 and satisfies the Hamilton Jacobi equation [2] : 
We define the differential operators of C and O and their adjoints for (7) . They correspond to the variational system and its Hamiltonian adjoint counterpart, both associated to (7) (see [19] , [3] for more details). We have:
We give a property relating (dC(u))
Proposition 9: Let system (7) satisfy the assumptions 1.-3. and assume that C † exists and is continuously differentiable. Then
Proof: First, according to [3] , if C † exists and is continuously differentiable, then C † has the following state-space representation:
∂x . The dynamics of p with re-
∂x ,t h e input that defines L c (x) we get:
Since the system is under the assumptions 1.-3., then L c (x) exists and satisfies (11) . Taking the derivative with respect to x in (11) we get:
Rearranging the terms we obtain the following:
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which, by using (15) is equivalent tȯ
Then by the definition of dC
, which proves the statement of the proposition. Remark 10: In the linear case, if W>0 is the controllability Gramian, then it satisfies equation (3) which is equivalent to
. Then by the definition of the adjoint of the controllability operator we have
By the definition of the pseudo-inverse of the controllability operator, we have
B. Symmetry 1) A gradient approach:
A natural nonlinear extension of the notion of symmetric systems is the gradient systems. In [10] a system is gradient if its associated variational system and its gradient extension counterpart have the same I/O behaviour. Based on this characterization in [20] a crossGramian is defined for the variational system as a solution of a nonlinear Sylvester equation. It is conjectured that the Hankel singular value problem is equivalent to solving an eigenvalue problem of the crossGramian X . At this moment this conjecture is still difficult to prove, since we are yet unable to provide a link between the gradient extension and the adjoints of the derivative of the controllability and observability operators, which are directly related to the above mentioned singular value problem.
2) A state-space approach: In this section, we extend the results obtained in Proposition 6 giving a new definition of the symmetry property, its metric and the cross-operator for a nonlinear dynamical system in terms of relations between the operators C † (the pseudoinverse of the controllability operator), its derivative dC † and O. We give a necessary and sufficient condition for a nonlinear system to be symmetric with a cross-operator. First we give a definition of symmetry from an input-output point of view:
Definition 11: Let a system (7) be under the assumptions 1.-4. We call the system symmetric if it satisfies
. Proposition 12: A system (7) is symmetric in the sense of Definition 11 if and only if there exists an invertible function Φ(x) such that
or if there exists a smooth function Ψ(ξ) such that:
with
The proof follows from definition of an image of an operator and the symmetry property (16) . We call Φ, defined in relation (17) , the cross-operator of the symmetric system (7).
Remark 13: According to Section 1, a linear system G(s)=C(sI − A) −1 B that is assumed minimal is symmetric if and only if G(s)=G T (s), which is equivalent to the existence of a metric T s.t. the (A, B, C) A cross-energy function is defined as
If the system is assumed symmetric with ξ =Φ ( x) as in Proposition 12, using (17) we have:
and moreover
Lemma 14: For a nonlinear symmetric system in the sense of Definition 11, the following property holds: (20) or, equivalently
The result is obtained by taking the derivative with respect to x in the definition of L o , in (10) , and applying (19) and the chain rule of derivation. Remark 15: If the linear system is symmetric then we have Φ(x)=WTx, and equation (20) becomes Mx = (TW)W −1 (WTx) which gives Mx = T T WTx for all x. This means that the controllability gramian of the equivalent system (TAT −1 ,TB,CT −1 ) is the observability Gramian of (A, B, C). Since the symmetry property is assumed, (TAT −1 ,TB,CT −1 )=(A T ,C T ,B T ) with matrix T symmetric and then T −1 Mx = WTx which is one of the definitions of the cross Gramian X as in Theorem 5.
Using Definition 11 for symmetry of the nonlinear system and the property in Proposition 9 we have a set of relations described by the diagram presented in Figure 1 .
Since the system is assumed symmetric , according to Proposition 12, there exists ξ =Φ ( x) as a coordinate transformation between O(x) and C † (ξ). Also, Proposition 9, establishes a coordinate transformation between C † (ξ) and
T. C. Ionescu et al.: The Cross Operator and the Singular Value Analysis for Nonlinear Symmetric Systems
li n e a r:
li n e a r : Fig. 1 . Definition of symmetry.
as a coordinate transformation between O(x) and (dC(C † (ξ))) * (p). This further yields:
Remark 16: In the linear case the symmetric matrix T in Proposition 2 satisfies:
Xx, where X is the cross Gramian described by Theorem 5.
Proposition 17: A nonlinear system is symmetric if and only if there exists p = ν(x) invertible and ξ =Φ ( x) invertible such that 1)
3) the functions Φ(x) and ν(x) satisfy relation (22) or (23). Remark 18: The first statement of Proposition 17 is a nonlinear extension of the definition of symmetry: there exists a metric p = Tx such that TA = A T T, C = TB T . The second statement reads XA =( A + BB T W −1 )X and XW −1 B = C T which is equivalent to the Sylvester equation (2) .
We give a nonlinear counterpart of the Sylvester equation (2):
Proposition 19: A nonlinear system is symmetric, if and only if Φ(x) satisfies:
where p satisfies (22) such that h(x)=g T (Φ(x))p. Remark 20: In the linear case we have:
IV. THE SINGULAR VALUE ANALYSIS OF THE HANKEL OPERATOR: THE SYMMETRIC SYSTEMS CASE
A. The Hankel singular value problem In this section we briefly describe the Hankel singular value problem for a nonlinear system as shown in the results from [3] , [5] , useful for obtaining a balanced realization. The Hankel operator is defined by the relation (9) and the starting point is the investigation of the gain structure of this operator. The gain structure problem means examining the largest singular value, where a singular value is defined as
The following problem must be solved, according to [5] :
that characterizes all the critical points u as well as the optimal one that gives the largest eigenvalue. According to [3] , [5] this problem has the alternative formulation: there exists λ ∈ R s.t.
(dH(u)) * H(u)=λu.
The problem of finding u ∈ Im C † such that equation (27) is satisfied, is called the Hankel singular value problem. An alternative and simpler characterization of the equation (27) is described in the following.
Theorem 21: [5] Assume that the controllability operator, its pseudo-inverse and the observability operator exist and are continuously differentiable. Assume, moreover that there exists λ ∈ R and x ∈ R n satisfying dL o (x)=λdL c (x).
Then if u ∈ Im C † ,
it satisfies the Hankel singular value equation (27) . From the definitions of L c (x) and L o (x) in (10) equation (28) can be rewritten equivalently as:
Remark 22: In the linear case, equation (28) is equivalent to x T M = λx T W −1 , which is similar to: WMx = λx, i.e. the squared Hankel singular values are the eigenvalues of WM.
B. The symmetric case
Under the assumption of symmetry upon the system, the Hankel singular value equation (27) or (30), can be written in terms of the cross-operator and the derivative of one of the energy functions.
Theorem 23: Assume a nonlinear system (7) is symmetric in the sense of Definition 11. The differential eigenstructure problem for (7) becomes
or, equivalently 
