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Abstract: Weather  Data Mining  is  a  form of  Data mining  concerned with  finding  hidden  patterns  inside  largely  available 
meteorological data,  so  that  the  information  retrieved  can be  transformed  into  usable  knowledge.  In  this  paper we used 
meteorological data mining to analyze wind speed behavior. The data was recorded between 2004 to November 2006 daily 







and  fascinating  domain.  It  plays  an  important  role  in 
natural  and  human  life.  Agriculture  sectors,  aviation 
operations, fisheries, food security, shipping, safety at sea, 




the necessary protection in early  time  [7].  It also helps  in 
using  wind  energy  as  an  alternative  source  of  energy, 
mainly  for  electrical  power  generation.  For  their  reasons, 




This  paper  investigates  the  wind  speed  prediction 
domain of data mining using a case study. It showed what 
kind of data could be collected, how could we preprocess 
the  data, how  to  apply  data mining methods  on  the  data, 
and  finally  how  can  we  benefited  from  the  discovered 
knowledge.  There  are  many  kinds  of  knowledge  can  be 
discovered  from  data.  In  this  work  we  investigated  the 
most  common  ones  which  are  association,  classification, 
clustering and outlier detection. 
The  paper  is  structured  as  follows:  in  Section  2 
summaries related works  in weather data mining. Section 
3  gives  a  general  description  of  the  data we  used  in  our 
case study. Section 4 describes the preprocess stage of the 
used  data.  Section  5  illustrates  our  experiments  about 
applying  data  mining  methods  on  the  wind  speed  data. 
Finally we conclude this paper with a summary. 
II.  LITERATURE REVIEW 
Many  of  research  have  been  done  in  wind  speed  data 
analysis domain. In this section we review some of them. 
With  increasing  agricultural and  industrial  activities  in 




They  utilize  six  different  parameters  values  (Mean 
temperature,  Humidity,  Wind  gust,  Wind  direction, 
Barometric  pressure  and  Wind  speed)  as  the  input  to 
model.  Historical  data  of  10  years  is  considered  for  the 
experimentation.  Finally,  they  reach  on  model  that 
predicted wind speed differs from the actual value by max 
5%. Elia Georgiana Petre  [2]  tried  to  forecast weather 
by  using  CART  (Classification  And  Regression  Trees) 
that  is  one  of  the most  popular  decision  tree  algorithms, 
can  be  used  to  build  a  classification  tree  to  predict  the 
future  temperature values. Data collection registered over 
Hong Kong.  For  this,  there  are  used meteorological  data 
registered  between  2002  and  2005. CART algorithm  can 
only  work  with  nominal  variables,  for  this  reason,  they 
translate data to nominal type. Finally, they obtain results 
for their example as illustrate in Figure (1). 
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data,  collected  from  the northeast region of Portugal. Also  they 
apply several experiments with five data mining techniques (i.e. 
multiple  regression, Decision Trees  (DT), Random Forest (RF), 
Neural  Networks  (NN)  and  Support  Vector  Machine  (SVM)). 
Four  distinct  feature  selection  they  used:  spatial,  temporal, 
components  from  the  Canadian  Fire  Weather  Index  (FWI) 
system  and  meteorological  data  (rain,  wind,  temperature  and 
humidity).  Finally,  they  find  SVM  technique  produce  the  best 
predictions for small fires. The drawback is the lower predictive 
accuracy  for  large  fires.  T.Tugay  Bilgin  and  A.Ylmaz 
Camurcu [5], determined regions in Turkey that have similar air 
temperature characteristics. They applied a data mining based on 
density  based  spatial  clustering  of  applications  with  noise 
(DBSCAN)  on  air  temperature  database  that  is  collected  from 
country  wide  metrology  stations  in  Turkey.  Finally,  they 
obtained cluster that have similar temperature trends. L.Fugon et 




In  our  case  study  we  collected  the  weather  dataset  from 
meteorological  station  of  Gaza.  Gaza  is  located  on  the 
coast  of  the  Mediterranean  Sea,  north  of  the  Sinai 
Peninsula  and  southwest  of  Jerusalem  at  34o­longitude 
and  31o­latitude  [8].  Gaza  strip  has  a  temperate  climate, 
with  mild  winters,  and  dry  Mediterranean  type,  hot 
summers  subject  to  drought  [9].  The  observed  data  of 
wind speed contain 4 years cover  the years  from January 
2003 to November 2006 daily historical data. The number 
of  recodes  is  1429.  Our  work  involves  the  utilization  of 
five  different  parameters  values which  are acquired  from 
the  weather  station  report  such  average  temperature, 
pressure,  humidity,  wind  direction  and  wind  speed.  The 
parameters  are  considered  as  input  shown  in  the  table  1 





did  some  preprocessing  for  the  collected  data.  After  we 
integrated the data  into one  file,  to increase  interpretation 
and inclusiveness, we rearrange data in lag format. The lag 
is the value of wind speed recorded in the preceding day. 
In  this  case  we  make  three  lags  of  wind  speed  [day, 
yesterday, and day before yesterday] through window size; 
we  discretized  the  numerical  wind  speed  attribute  to 
categorical  ones.  For  example,  we  grouped  wind  speed 
attribute into five groups very high, high, middle, low and 
very  low. Also we apply normalization method on subset 
attributes  [average  temperature,  pressure,  humidity,  wind 
direction  and  three  lags  wind  speed]  to  conversion  the 
values  between  zero  and  one.  Figure  (2)  illustrate 
normalized  data,  windowing  wind  speed  attribute  and 
discretized the output. 
After  we  using  some  preprocessing  techniques,  we  also 















of  data  mining,  searches  for  interesting  relationships 
among  items  in  a  given  data  set  [6].  It  studies  the 
frequency  of  items  occurring  together  in  transactional 
databases,  and  based  on  a  threshold  called  support, 
identifies  the  frequent  item  sets.  Another  threshold, 
confidence  which  is  conditional  probability  than  an  item 




It  allows  finding  rules  of  the  form  If  [wind_sp1  =  low, 
RH_avg = high and T_avg = high] then [wind_sp0 = low 
where  wind_sp1,  RH_avg  and  T_avg]  as  first  rule  in 
Figure (4). However, the previous rule says: when the lag1 
of wind speed is low, the average of humidity is high and 
the average of  temperature is high  then we  found  lag0 of 
wind  speed  is  low.  The  fourth  rule  is  [wind_sp2  =  low, 
wind_sp1  =  low,  output  (windspeed)  =  low,  RH_avg  = 
high, T_avg = high]  then  [wind_sp0 =  low]. That means 
when the lag2 of wind speed is low, lag1 of wind speed is 
low, output of wind speed is low, the average of humidity 
is  high  and  the  average  of  temperature  is  high  then  we 
found  lag0  of  wind  speed  is  low.  The  strength  of  some 
association  rules  can  be  obtained  with  change  min 
confidence= 0.987 as illustrate in Figure (4). 
VII.  CLASSIFICATION 
Classification  analysis  is  a  data  mining  task  that 
organization  of  data  in  given  classes.  Also  known  as 
supervised  classification,  the  classification  uses  given 
class  labels  to  order  the  objects  in  the  data  collection. 
Classification  approaches  normally  use  a  training  set 
where all objects are already associated with known class 












A  technique  that classifies each record  in a dataset based 
on  a  combination  of  the  classes  of  the  k  record  (s) most 
similar to it in a historical dataset [9], in our case we chose 
k=5.  We  reach  to  62.70%  of  accuracy  that  is  less  than 
accuracy in rule induction. 
Third method: Using neural network 
Neural  network  is  a  simulation  of  the  human  brain 
acquires knowledge through learning. Also it is Non­linear 
predictive  models  and  resembles  biological  neural 
networks in structure. A multi­layered perceptron network 
(MLPN)  from  the  rapid  miner  program  were  trained  on 
dataset  using  the  feed­forward  back  propagation  (FFBP) 
algorithm  with  two  hidden  layer  as  Figure  (6)  and  the 
number of training cycles is 1000. In our wind speed data, 
we reach to 67.37% of accuracy. 
As  in  result,  we  find  neural  network  method  performed 
quite well, compared with the other classification methods. 
But to determine which method is the best, we applied T­ 
Test  to  determine  the  probability  for  the null hypothesis; 
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VIII.  CLUSTERING 
Similar  to  classification,  clustering  is  the  organization  of 
data  in  classes.  However,  unlike  classification,  in 
clustering,  class  labels  are  unknown  and  it  is  finding 
groups of objects such that the objects in one group will be 
similar  to  one  another  and  different  from  the  objects  in 
another  group.  Clustering  is  also  called  unsupervised 
classification, because the classification is not dictated by 
given class labels [8]. 
In  wind  speed  data  mining,  clustering  has  been  used  to 
group  wind  speed  state  for  each  day  according  to 
changeability of weather for each day. In our case we used 
K­Means  Algorithm  to  cluster  the  given  data  into  five 





Outliers  are  data  elements  that  cannot  be  grouped  in  a 
given  class  or  cluster  also  known  as  exceptions  or 
surprises, they are often very important to identify. While 
outliers  can  be  considered  noise  and  discarded  in  some 
applications, they can reveal important knowledge in other 
domains,  and  thus  can  be  very  significant  and  their 
analysis valuable [8]. 




Detect Outlier  (Distances) method  to  identifies n  outliers 
in the given wind speed data set based on  the distance  to 
their k nearest neighbors, in this case we set up parameters 
with  put  the  number  of  neighbors  (K)  =10  to  be  the 
analyzed,  also we  change  the  number  of  top­n Outliers= 
30,  and  we  choose  Euclidian  distance  function  will  be 
used  for  calculating  the  distance  between  two  points. To 
show  the  graph  we  used  Singular  Value  Decomposition 
(SVD)  with  two  dimensions  as  described  in  Figure  (9). 
Red  points  are  representing  outliers  and  blue  points  are 
representing  normal  instances,  green  circle  is  surrounded 
of outliers. 
Second method: Using Detect Outlier (LOF) 
Detect  Outlier  (LOF) method  to  identifies  outliers  in  the 
given wind speed data set based on local outlier factors, in 
this  case we  set  up  parameters with  put 10  for  the  lower 
bound  for  minimal  points  for  the  outlier  and  30  for  the 
upper  bound  for minimal  points  for  the  outlier,  and  also 
we  choose  Euclidian  distance  function  will  be  used  for 
calculating  the  distance  between  two  points.  The  LOF  is 
computed  for  each minimal  points  value  in  the  range  by 
averaging  the  ratio  between  the  minimal  points  ­local 
reachability­density  of  all  objects  in  the  k­neighborhood 
and  the  object  itself. To  show  the  graph we  use Singular 
Value  Decomposition  (SVD)  with  two  dimensions  as 
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X.  CONCLUSION 
In  this  paper,  we  applied  data  mining  tasks  (association 
rules,  classification,  cluster  and  outlier analysis)  on wind 
speed  data  set.  The  data  set  observation  recorded  from 




and  tried  to  obtain  five  strength  rules  with  change  min 
confidence to 0.987. 
Then we discovered classification rules, we applied three 
method:  rule  induction,  k  nearest  neighbor  and  neural 
network. In rule induction we reach to 64.80% of accuracy 
and with using k nearest neighbor we reach to 62.70% of 




guide  them based  on  their  behavior. After  that, we  using 
outlier  analysis  we  detected  all  outliers  in  the  data,  we 
applied  two  methods:  Detect  Outlier  (Distances)  and 
Detect Outlier (LOF). 
Finally,  we  found  the  most  appropriate  of  these 
techniques  to  be  applied  on weather data  is  classification 
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Figure 10: Graph display the outliers in wind speed data 
by Detect Outlier­LOF
