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Abst ract - - In  this contribution, the generalized thermodynamic formalism is applied to a nonhy- 
perbolic dynamical system. The system is used to discuss the occurrence of combinations of phase 
transitions among different entropy-llke scaling functions. For the discussion, the associated general- 
ized entropy function is calculated from an approximation of finite level and for the asymptotic ase. 
From this unifying description of the system, the information contained in the particular spectra as 
well as the relation among the different spectra can be derived and made visible in an easy way. It is 
shown how the phase-transition-like behavior leads to the manifestation of a critical line in the sur- 
face described by the generalized entropy function which, in turn, determines the occurrence of phase 
transitions for the particular spectra. Furthermore, it is indicated how apparent phase transitions 
are encountered in approximations of a finite level which do not persist in the asymptotic limit. 
1. INTRODUCTION 
The scaling behavior of experimental dynamical systems has become a wide-ranging field of 
research, since it was reMized that for a description of such a system various mutually independent 
characterizations are necessary. The most prominent among those are the fractal dimensions and 
the Lyapunov exponents, on the one hand, and the different concepts of entropy and complexity, 
on the other hand. It was soon recognized that, for a refined description, fluctuations should be 
taken into account. This can be achieved by considering scaling functions of fractal dimensions 
and Lyapunov exponents [1-8]. 
Recently, the usefulness of a joint approach of Lyapunov exponents and fractal dimensions 
to the scaling behavior of a dissipative dynamical system has been made evident by different 
people [9,10], including the present authors [11-19]. Within this approach, the scaling properties 
due to the length scales are interpreted as scaling properties of the support on which the measure 
is distributed according to the underlying symbolic dynamics, following its own inherent rules. 
From the entropy function of the joint scaling properties (called generalized entropy function), 
the well-known entropy-like scaling functions of generalized Lyapunov exponents and fractal 
dimensions are obtained by restriction. 
In earlier contributions, e.g., [12,13,15], the form of the generalized entropy function for three- 
scale Cantor sets was discussed. More specifically, for the generic case of restricted symbolic 
representations, it was shown [15] that calculations based on the 'canonical' partition function 
lead to severe numerical problems which, however, in the case of finite grammatical rules, can 
be overcome by the use of appropriate zeta functions. In contrast, the present contribution deals 
with effects in the generalized entropy function that arise from a nonhyperbolicity of the system 
considered. 
The authors would llke to thank G. Eilenberger, U. Kirchgraber, Z. Kov~cs, and T. Tel for stimulating discussions. 
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2. THE MODEL 
As the specific model for our investigation, we consider a system for which the support is 
generated by a hyperbolic map, whereas the measure attributed to the support is given by a 
nonhyperbolic map (to be described later, in an explicit way, by equation (7)). As a very simple 
example of a hyperbolic support map, we take the tent map 
for e [O, tl t ] ' f :  X ---* t l  
1 - - z  fo rzE  [ t2 ,1],  
t--7- j 
where tl = ~ and g2 = }. The map of the measure, instead, is given by 
(1) 
g: z - *  4 (1 -  z) z, (2) 
the fully developed logistic map. Note that, in this way, no restriction is imposed on the associated 
binary grammar. For f, g tent maps, a two-scale Cantor set with measure is described. The 
three-scale Cantor sets described earlier by the authors arise from a generalization of the latter 
model to three linear pieces. Moreover, the behavior of maps from the interval can fit into this 
picture. While the behavior of the support is given by the map itself, the measure map has to 
be determined from additional considerations involving the specific properties of the map. 
3. THE GENERALIZED THERMODYNAMIC FORMALISM 
For the investigation of the scaling behavior of our system, let us recall briefly the generalized 
or bivariate thermodynamic formalism of multifractals. This description of a dynamical system 
usually starts with the definition of a suitable generating partition. For a given system, many 
diverse generating partitions are possible, in principle, depending on the point of view in which 
one is interested. If one wants to investigate the dynamical behavior, however, a partition is 
necessary which is 'compatible' with the dynamical scaling behavior, i.e., a dynamical partition 
is required. In our case, this is automatically met by the way our system is specified through the 
two maps f and g. 
Using such a partition consisting of M (in our application, M = 2) symbols, in order to derive 
the so-called 'thermodynamic averages,' it is proceeded in analogy to statistical mechanics, and 
a partition function [1] is defined in the following way: 
F_, ' = t i pj. (3) 
j e (1  ..... M)'* 
Here, the size of the jth region R 1 of the partition is denoted by tj, whereas the probability 
of falling into this region is denoted by pj (pj : fRj p(x)dx, where p(z) denotes the natural 
measure). Local scaling of t and p in n (where n denotes the 'level' of the partition) is expected. 
In this way, the length scale £ and the probability p give rise to scaling exponents ¢ and a, 
respectively, through 
t i = e -" ' j ,  (4) 
= (5) 
Let us point out that the above partition takes into account both the length scales and the proba- 
bilities in an independent way. This is necessary for a refined description of the scaling behavior, 
since no general dependence between the two aspects is given. Owing to this fact, in contrast o 
partition functions involving only length or only probability scales, the treatment leading to the 
associated averages is termed the 'generalized' or 'bivariate' thermodynamic formalism. From 
the partition function, the generalized free energy Fa can be derived [9,10]: 
Fa(q,fl) = lim -1 log Z e-nei(aJ q+P)' (6) 
n---* OO n 
jE (1  ..... M)'* 
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where log denotes the natural logarithm. Note that for G(ri, q) = -(1/ri)Fa(q,ri), the term 
'Gibbs potential' is used. Alternatively, the generation process of the system can be described 
for hyperbolic problems as a fixed point or eigenvalue equation [20]; in our case, by means of the 
iterative version of the generalized or bivariate Frohenius-Perron equation [12,13] 
gT (y)) 
A(q, ri) Q,~+I (z, y) - ~ [.ft(.fTt(z))l ~ igt(gTt(y))[,, ~--0,1 
for n -* co, where e labels the choice being made between the two inverses of the maps f, g. Note 
that, according to the above, the sum is performed for f and g over the same symbolic substrings. 
Starting from any smooth density Q0(z, y) in (0,1) x (0,1), a unique eigenvalue A(q,ri) assures 
convergence towards a finite Q(z, y). The dependence on z, y disappears for large n (for z, y in 
the invariant set). 
The free energy arises as the largest eigenvalue of the associated Frobenius-Perron operator, 
[LQ](z, y) = ,~(q, ri) Q(z, y). (8) 
Therefore, in order to derive the generalized free energy or Gibbs potential, the relation 
A(q,/3) = exp(FG(q, ri)) (9) 
can be used. In a series of contributions, the properties of the eigenvalues and associated eigen- 
functions were investigated [21-23]. It was shown especially that generically hyperbolic and non- 
hyperbolic phases could be distinguished in the generalized free energy function. The separation 
between the two phases was characterized as the set of points where FG was not real-analytical 
as a function of its parameters q and/3. In the nonhyperbolic phase (in analogy to the nongener- 
alized case), a linear dependence on the weighting exponents was found. The latter property 
will prove particularly useful for the numerical calculations in Section 4. In this paper, instead 
of the generalized free energy, we are more concerned with the investigation of the generalized 
entropy function SG(~, ¢) which, for our model, will show characteristic, generic properties. The 
generalized entropy function SG(ee, ~) is introduced through the 'global' scaling assumption that 
the number of regions N which have scaling exponents between (~, e) and (a + d~, ¢ + de) scales 
as 
N(~, ~) dc~ de ~, e sa(~'') det de. (10) 
Writing the partition function formally as an integral, via a saddle-point approach, the relation- 
ship between the generalized free energy FG and the generalized entropy SG is found [9,12]: 
Sa(¢~, e) = Fa(q, ri) + ((~)q -t- ri)(¢). (11) 
The angular brackets indicate that those values of ~ and ¢ leading to the maximum of ZG (as a 
function of given q and ri) have been chosen. In the following, the brackets will be omitted. The 
free energy Fa or the generalized entropy Sa describe, in this way, the scaling behavior of the 
dynamical system equivalently. Note that the information-theoretical 'Renyi entropies' evolve 
from Fa for/3 = 0. 
From the generalized free energy and entropy, respectively, two additional free energies and 
entropies can be derived by restriction: For q = 0, we obtain the free energy first discussed by 
Oono and Takahashi [3] as the maximum value of Sa(a, ¢) with respect o variation of a alone 
for given e. The associated free energy and entropy are, in this case, denoted by Fa(ri) and 
Sa(¢), respectively. Similar approaches to the dynamical scaling behavior have been put forward 
in [4-8]. If we consider the probabilities arising from the natural measure, the generalized Lya~ 
punov exponents derive from Fa(q = 1,/3); we denote the associated scaling function by ~(A). 
Furthermore, the fractal dimensions (see, e.g., [1] and, in a slightly different form, [24,25]) can 
also be obtained from the zeroes ri0(q) of FG(q, ri) for given q. The entropy-like function f (a)  
introduced in [1] (often called dimension spectrum) is then given by Sa(a0,¢0) = ¢0f(~0), 
where ¢0 and a0 lead to this zero of Fa for given q and appropriately chosen ri(q). From (11), 
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it follows immediately that -/30(q) = ao q - / (do) .  Due to the relationship with the fractal 
Hausdorff dimensions D(q)(-/30 = (q-  1) D(q)), this point of view is often called the probabilistic 
approach. An analog Legendre transformation relation can also be derived for the 'dynamical' or
'geometrical' pproach for Fa(13): it also follows from (11) that Sa(¢) -- ¢/3 + Fa(/3). However, 
instead of Fa(/3), --FG(/3) can be used; the latter convention leads to the identical Legendre 
transform situation if compared with the former approach. 
4. PHASE TRANSITIONS 
In order to be able to associate the present problem with a more familiar physical situation, 
equation (3) can be interpreted as the isobar-isotherm partition function of an elastic Ising chain 
with long-range multispin interaction: ci then corresponds to the energy, ai ¢i to the length (per 
spin) of a state; q and/3 are seen to correspond to the pressure and to the inverse temperature, 
respectively. In analogy, points of nonanalytical behavior of the thermodynamic function will 
be interpreted as phase transitions. We will show by numerical calculations and asymptotic 
evaluations that in the present model, both apparent and persistent phase transitions occur. 
First, let us briefly work out the way the scaling behavior of the system is led to the phase- 
transition-like effects. The easiest insight can be given using as a starting point (7). For hyperbolic 
systems, the application of (7) is straightforward. Typically, exponential convergence is encoun- 
tered. To get rid of finite n corrections, the difference between two neighboring levels can be 
considered (e.g., [23,26]): log A(q,/3) _~ log Zn(q,/3) - log Zn+l(q,/3). For nonhyperbolic systems, 
equation (7) still holds, but its derivation eeds some more care. The nonhyperbolicity of the 
measure or of the support (in our example, of the measure map) usually comes from the existence 
of a local maximum of these maps or from singularities in their invariant sets. The nonhyper- 
bolicity is responsible for the fact that when iterating (7), in addition to the )thyp(q,/3 ) obtained 
from smooth, singularity-free igenfunctions Q(x, y), additional eigenvalues Anonhyp(q,/3) can be 
obtained when starting from singular initial functions [21-23]. The system chooses then its free 
energy from the requirement FG = max(FG hyp, FG nonhyp), where both contributions to the gen- 
eralized free energy are smooth functions of their arguments. As the two individual functions 
intersect, a first-order phase transition iscreated for a subfamily of the family {(q,/3)). Due to the 
smoothness of the arguments, the points of such nonanalytical behavior must be connected; they, 
thus, form the 'critical ine' [12,23]. Around the points of nonanalytical behavior of FG(q,/3), 
the convergence is then found to be much worse than exponential. Since in the case relevant to 
us the nonhyperbolic contribution stems only from the neighborhood of the origin, the relation 
FGnonhyp(q,/3 ) ~ --/3 logc-  q logo I Can be obtained easily, where c, c ~ denote the slopes of the 
map of the support and of the measure, respectively, at point 0. In a similar way, the overall 
estimate FG(q,/3) >_ -~/3 log c -  ~ q log c ~, where z, z ~ are the respective order of the maxima, 
can be derived. An example of a hyperbolic and a nonhyperbolic behavior is given in Figure 1 
(for convenience, we plot -FG(q,/3) for different fixed q values versus/3). 
Let us now point out how the facts described above manifest hemselves in the generalized 
entropy functions. In earlier contributions [11-19], the form of the generalized entropy function 
for hyperbolic models and its relation to the more specific entropy functions SG(c), ~b(~), and f(~) 
have already been investigated. In addition, the connection to experimentally obtained scaling 
functions was also discussed. Hyperbolic systems lead generally to strictly convex, specific entropy 
functions, whereas in the more relevant nonhyperbolic case a linear segment isobtained (compare, 
e.g., [27-33]). (We do not discuss o-called 'exotic' phase transitions.) This effect has even been 
observed in high-dimensional experimental systems where the dynamical nd probabilistic scaling 
functions were reconstructed from time series [11,13,14]. A reprint of an example of the support of 
the generalized entropy for a hyperbolic model is given in Figure 2. From the form of the support 
of the generalized entropy function, it can immediately be concluded (note the characteristic 
location of the lines along which the functions SG(¢) and f(~) are evaluated) that different 
combinations of phase transitions in the different spectra could be distinguished from the place 
of the symbol sequence which triggers off the phase transition effect. To give an example, if 
sequence .,4 = AAAAA. . .  leads to such an effect, a phase transition is obtained for the f(a) 
spectrum, whereas equence/} = BBBBB. . .  leads to phase transitions in SG(e), ¢(~), and f(a) 
FG(q. P) 
(.) 
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(a) Generalized free energy of a hyperbolic sys- 
tem (tent maps for the support and the mea- 
sure). The figure shows the fines obtained from 
fixed equidistant q values, starting from q = -5  
(bottom curve) and ending at q ---- 2 (top curve). 
No phase-transition-like eHect is observed. 
-F(q. ~) 
-20  
i!!i!!! 
,, ' 
-20  ~1 
(~) 
(b) Generalized free energy of the nonhyper- 
bolic system described in the text. The exis- 
tence of a critical line is indicated by heavy 
dots. The q values held fixed for each line range 
from -20  to 20. No care has been taken for log- 
arithmic orrections; an approximation of level 
n : I0 has been used. 
a i:) 
V 
• - F(q. P) 
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(c) The smooth behavior of the generalized free energy function in the 'hyperbolic 
phase' is indicated by a comparison with the straight line a. Furthermore, the mech- 
anism leading to a phase transition effect is clarified with the help of two straight 
lines (labeled by b). The lower line characterizes the linear behavior of FG in the 
hyperbolic phase, whereas the second line is tangent o the generalized free energy 
in the hyperbolic phase at the phase transition point. Label c indicates the set of 
equidistant straight lines which is characteristic for the hyperbolic ontribution. For 
a more detailed explanation, see text. 
Figure 1. 
0.75  
15 
0.55 
1.0 ~ 2.4 
Figure 2. Scaling behavior of a hyperbolic three-scale Cantor set with restriction. 
The figure shows the a-e area on which the entropy SG(a,e) is a nonzero, convex 
function. The lines are indicated along which the functions SG(¢), ~b(A), and f(c~) 
are evaluated. These functions themselves are strictly convex in their arguments. 
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at the same time, and so on. It is, therefore, useful to discuss the form of the generalized entropy 
function for the nonhyperbolic model. 
In our model, the interchange ofthe symbol positions within a given symbolic string is no longer 
allowed. While for the length scales this operation has no effect, the probabilities, however, are 
changed ue to the nonlinearity of the measure map. Therefore, a two-symbol system can lead 
already to a nondegenerate entropy function (compare the discussion of the generalized entropy 
function in [12]). Using an approximation of finite level (n = 10), we obtain the form of the 
generalized entropy function as described in Figure 3(a). Emanating from the top segment 
labeled by N, a 'flat sheet' touches the hyperbolic part along the critical ine L (see Figure 3(b)). 
In the same figure, the support of the hyperbolic aspect of the system is shown by the dotted 
line S. From the form of the generalized entropy function, it follows that the more specific 
scaling functions Sa(e), ~b(A), and f (a )  inherit the phase transition effect, this fact depending 
most prominently on the location of the line N with respect o the hyperbolic part. The partial 
entropy spectra Sa(6) and f (a )  are shown in Figure 4. Note the linear parts on the r.h.s, of 
the scaling functions (full lines). Their locations in the specific scaling functions are again seen 
to depend directly on the position of N with respect o the hyperbolic part of the generalized 
entropy function. As an independent check for our results, the Renyi entropies can be used. 
Since the Renyi entropies do not depend on the distribution of e, they must coincide with the 
Renyi entropies obtained from the fully developed logistic map, which are known to exhibit a 
well-known phase-transition-like behavior. In Figure 5, we show as dashed line the Legendre 
transform g(A) (e.g.,[20]) associated with the Renyi entropies, calculated from the generalized 
entropy function of our model for the approximation by level n = 10. 
(a) 
-N  
upp( Sa )
0 0 
(b) 
1 E 1.75 1 E 1 35 
(a) Support of SG(C~,e). The lines are indi- 
cated along which the functions So(e) and 
.f(a) are evaluated. 
(b) Location of the critical llne (dashed 
curve). The hyperbolic part of the general- 
ized entropy function of the nonhyperbolic 
model is indicated by the dotted line. 
Figure 3. Scaling behavior of the nonhyperbolic model, using an approximation f 
level n -- 10. 
Let us also point out the relationship of the generalized entropy function of our model with 
the entropy-like functions obtained for the logistic map. In our system, the appearance of the 
phase-transition-like effect on the r.h.s, of the scaling function seems to be puzzling at first 
sight, since in the scaling functions of the logistic map the analog phenomenon turns up on the 
l.h.s. The phenomenon, however, can be understood from the setting of our model, where the 
shortest intervals generated by the measure map, instead of the intervals of biggest weight, are 
associated with the endpoints of the unit interval (0 and 1). In this way, in the (e, a) plane, the 
nonhyperbolic contribution appears above the hyperbolic ontribution, the fact of which leads to 
the somewhat unexpected situation. 
5. ASYMPTOTIC RESULTS 
It is now interesting to see how the generalized entropy function changes in the asymptotic 
limit. To this end, for an improved understanding of the generalized entropy function, let us 
make a comparison with the support of the periodic orbits of the system (see Figure 6). As 
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(a) 'Dynamical' or 'geometrical' scaling func- 
tion SG(¢) of the non_hyperbolic model. 
f(cx ) 
(b) 
/ - ' -  - .  
/ . .  
! 
(b) Probabilistic scaling function ](~) of the 
nonhyperbolic model. 
Figure 4. The dashed branches indicate the hyperbolic contribution. Note the phase- 
transition-like effects for both scaling functions Sa(e) and .f(cr) which appear to- 
gether at the same parameter values. 
g(^) 
log2 
0 1.75 ~s2 A ~4 
Figure 5. Dashed line: Legendre transform g(A) associated with the Renyi entropies; 
approximation n = 10. The characteristic phase-transition-like behavior is already 
clearly visible. Full line: asymptotic result (same graph as obtained from the logistic 
map). 
is easily found, the endpoints of the line N are determined by the periodic orbits with the 
symbol sequences 10 = 1000000... (left end) and 8 = 000000... (right endpoint). These symbol 
sequences correspond to the endpoints 1 and 0 of the unit interval. For the system considered, 
in the limit of n --+ oo, these points can be expected to converge to a point located above point 
(same e), but at an even higher a value than maximally attained by the system at level n = 10. 
In this way, the existence of a line at the upper end of the support of Sa(a, ~) must be considered 
as a finite n artifact. Furthermore, in the same way, the apparent phase transition for SG(~) can 
be shown to be an artificial effect due to the approximation of the finite level n. 
The asymptotic result for n ~ oo cannot be obtained from brute force calculations. However, 
noting that the nonhyperbolic contributions only derive from the behavior of the end boxes in the 
measure function, it is seen that the asymptotic generalized entropy function can be put together 
from a nonhyperbolic point (as discussed above) and a hyperbolic ontribution along the bottom 
boundary of the generalized entropy function. The latter consists of 2" -2  boxes of equal measure 
,,, (½)n. The critical line, in the asymptotic limit, lies along this nonhyperbolic contribution. The 
geometrical scaling function Sa(e) is confined to this contribution and has, therefore, no phase 
transition, while for f (a)  the effect is persistent. Therefore, the asymptotic result obtains the 
form as shown in Figure 7. Furthermore, in this way, also the lower corner points of the support 
of the generalized entropy function obtain their obvious meaning. The Legendre transform of the 
Renyi entropies, finally, receives its characteristic form in the asymptotic limit, shown in Figure 5 
by the full line. 
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Figure 6. Location of the periodic orbits of the 
nonhyperbolic system in the a - • plane. The 
regul~ pattern parallel to the z/-axis is a con- 
sequence of the piecewize linearity of the tent 
map. The uppermost periodic points are la- 
beled by their symbolic sequences. 
L 
1 e 1.75 
Figure 7. Asymptotic form of the generalized 
entropy function SG(a ,e). The critical line has 
moved towards the bottom line. 
6. CONCLUSION 
With  the help of an appropriate model, the theoretical tools were outl ined which permit one 
to predict and understand the different combinat ions of first-order phase transit ions that  appear 
for generic dynamical  systems. In addition, a means for the modell ing of such spectra has been 
provided. This may help the physicist with the construct ion of realistic models of experiments. 
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