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We find the comments of Karpov et al. regarding our
paper rather surprising in several respects, since:
(i) Our paper1 showed that a PCM device switching
model incorporating electric field induced crystalliza-
tion, but excluding any electronic effects, predicted
electrical I-V responses of the form seen in real devi-
ces, so providing some support for the possibility that
electric field induced crystallization plays a role in
threshold switching.
(ii) The key parameter in the energy term for electric field
induced crystallization is the ratio of permittivity (e) to
depolarizing factor (n); in our paper we used e/n¼ 300
which is in fact suitable for modeling elongated par-
ticles for the permittivity value chosen by Karpov
et al. (and in any case, the role of varying the depola-
rizing factor was specifically examined in works pub-
lished by us both before2 and after3 the paper to which
the current comments are addressed).
(iii) The crystallization models used in our work are based
on standard and well-accepted approaches, namely,
classical nucleation theory and a rate-equation based
growth/dissociation model.4
We now expand on the points (i)–(iii) and make perti-
nent responses to more general comments from Karpov et al.
regarding our simulation approach.
To model the possible effects of field induced nuclea-
tion, our paper included the additional, as compared to con-
ventional crystallization models, electric field-related free
energy term, g(E), which is identical in form to that used by
Karpov et al., i.e., g(E)¼0.5E2e0e/n (in SI units), where E
is the electric field, e the (relative) permittivity, and n the
depolarizing factor (for a nucleated crystalline particle). For
e/n¼ 300, the value in our paper, and e¼ 10, the permittivity
value used by Karpov et al., this leads to a depolarizing fac-
tor of n¼ 1/30, equivalent to that for an elongated particle
such as a prolate ellipsoid with major/minor axis ratio greater
than 14, or an elongated cylinder with height/radius ratio of
around 7 (or 5.5 using the n (R/H)2 approximation), as
shown in Fig. 1. Alternatively, if a permittivity value of 100
is assumed, as in our paper, then an e/n ratio of 300 is equiv-
alent to that for a spherical particle. However, the key point
is that the electric field induced energy term g(E) is depend-
ent on the ratio of e/n, and how this is interpreted in terms of
the types of particles it represents is immaterial. That is not
to say that the choice of parameter values is un-important,
far from it, since the choice of appropriate parameter values
is crucial to the validity of modeling and simulation results.
In our modeling work, we always choose parameter val-
ues based on relevant experimental measurements or on
“accepted” literature values, where available. For example,
important parameters in classical nucleation theory are the
surface energy r (here the interfacial energy density between
amorphous and crystalline phases) and the bulk free energy
difference (chemical potential) Dg between the two phases,
which is usually described in terms of the enthalpy of fusion
lf along the lines of Dg¼ lf [1T/Tm] where Tm is the melt-
ing temperature. In our work we chose r¼ 0.066 Jm2 and
lf¼ 1121 J cm3, values typical of those that have featured
extensively in the literature.4–9 Karpov et al. in their calcula-
tions, on the other hand, choose parameters that lead to much
lower values for such surface energy and enthalpy terms.
Specifically, in their comment, a nucleation barrier, W0, of
1 eV is chosen, along with a critical radius, R0, of 2 nm; this
leads, for spherical particles, to a very low surface energy
term (given simply by r¼W0/[(4p/3).R02]) of 0.01 Jm2, as
well as an extremely low enthalpy term (given very approxi-
mately by 2r/R0) of the order 10 J cm
3. Clearly, the choice
of parameter values can and will have a significant effect on
predictions for theoretical models and resulting computer
simulations. We illustrate this in the inset of Fig. 1 where we
FIG. 1. Calculated depolarizing factors for a prolate ellipsoid as a function
of b/a (dashed-dotted line) and for a cylinder with height/radius ratio H/R
for (i) the specific case n¼ (R/H)2 (dotted line) and (ii) a more general
approximation (solid line, see supplementary material of Ref. 1). Particle
elongation (length/width ratio) for the case corresponding to e/n¼ 300 with
e¼ 10 can be read off from the intersection of the horizontal line shown
with the appropriate curve. Inset shows simulated PCM I-V curves as in our
original paper (solid line) and for an increased e/n ratio of 1000 (dotted
line).
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show the predicted I-V curve for the PCM “mushroom-cell”
device of our original paper for the case when e/n¼ 1000
(equivalent to a depolarizing factor of 0.01 for e¼ 10).
Karpov et al. also comment on the potential limitations
of the use of 2D modeling. Essentially our models are
pseudo-3D, since the electro-thermal equations are solved
in cylindrical co-ordinates for the cylindrically symmetric
PCM “mushroom” cell. Furthermore, in our rate-equation
driven phase-change model, the 3D surface area and vol-
ume of a monomer is used in calculating the energy associ-
ated with crystal nucleation and growth events.10 Moreover,
we note that we have, in previous work, compared the
results of full-3D electro-thermal and phase-change simula-
tions to those of the 2D approach and found that both pre-
dict very similar features and effects.11 With regard to the
comment that our approach uses a “succession of elemental
site transformations” to represent nucleation, we note that
while the Gillespie algorithm12 assumes that reactions (in
this case dimer formation and subsequent growth and disso-
ciation events) occur in succession with infinite speed, this
is a standard computational approach used for simulation of
chemical reactions and we believe it is appropriate here. As
long as the time-step chosen for the thermal/electrical
update is small enough to resolve the changes due to the
change in electric field resulting from a change in phase,
results will not be limited by any “conceptual flaw.” We
have compared our Gillespie-based cellular automata
approach and the rate and master equation descriptions on
which it is based, to each other and to experiment, and
found good agreement.4,10,13
Finally, we reiterate that, in our view, our work provides
useful evidence that field induced nucleation can lead to I-V
curves in PCM devices of the form observed experimentally.
Using material parameter values that we believe to be appro-
priate, the threshold fields (hence switching voltages) for
field induced nucleation were predicted to be higher than
those predicted by electronic switching models.14 However,
universally accepted parameter sets for phase-change materi-
als, even the ubiquitous Ge2Sb2Te5 alloy, are not available
and, as we showed recently,15 crystallization behavior can
change dramatically for relatively small changes to parame-
ter values. Thus, as pointed out by Karpov et al. in their com-
ment, further experimental evidence and informed debate in
the scientific community is needed to determine the precise
nature of threshold-switching in phase-change materials and
fully understand, to quote a recent work by Hudgens,16 “the
‘deceptively simple’ two terminal devices that Stan
Ovshinsky described 44 years ago (and) still provide us with
a fascinating mystery.”
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