In an attempt to improve the procedures for statistical process control many researchers have developed and proposed a variety of adaptive control charts in the last decade. The common characteristic of those charts is that one or more of the chart parameters (sampling interval, sample size, control limits) is allowed to change during operation taking into account current sample information. Due to their flexibility, adaptive charts are more effective than their static counterparts but they are also more complex in terms of implementation. The purpose of this paper is to evaluate the economic performance of various adaptive control schemes so as to derive conclusions about their relative effectiveness. The analysis concentrates on Bayesian control charts used for monitoring the process mean in finite production runs. We present dynamic programming formulations and properties of the optimal solutions, which we then use to solve a number of numerical examples. The results from our comparative numerical study indicate that the chart parameter having the most positive impact on the economic performance by being adaptive is the sampling interval. It is therefore sufficient in most cases to use control charts with adaptive sampling intervals rather than other types of partially adaptive charts or the more complicated fully adaptive control charts.
The purpose of this paper is to provide a useful answer to the above question. The first step towards this end is to define a performance criterion. Some of the previous papers contain comparisons based on statistical performance measures such as ATS (average time to signal) and ANSS (average number of samples to signal). Since economic effectiveness is eventually more important to management and practice has shown that economic design of control charts can be successfully implemented for monitoring production processes (see Krishnamoorthi, 1985 , for an early application), we have decided to use minimization of total quality-related expected cost as the criterion of performance. The second step is to define and justify the scope and context of the comparisons. The number and variety of adaptive charts that have been proposed in the literature are too large to allow a comprehensive, allencompassing comparison. However, it is well known that the Bayesian approach leads to the optimal adaptive process control rules, which take into account all the information on the state of the process, accumulated from the beginning of the production run. It is therefore reasonable to concentrate on this dominating class of adaptive charts. Moreover, the most common control charts in practice are Shewhart X -charts, which are used for monitoring the process mean over a production run of specific length. Therefore, we set out to compare the following four types of Bayesian X -charts in terms of their economic performance in finite production runs:
 X -charts with fixed sample size and sampling interval  X -charts with adaptive sample size and fixed sampling interval  X -charts with fixed sample size and adaptive sampling interval  X -charts with adaptive sample size and adaptive sampling interval
The primary contribution of the paper is exactly this investigation, whose purpose is to identify the chart parameter that reduces most the process control related costs by becoming adaptive. Another important contribution is the derivation of results on the structure of the optimal control policy, which turns out to be of the simple control limit type in all cases.
It is noted that Bayesian X -charts with adaptive sample sizes and sampling intervals have already been investigated by Tagaras (1996) , but under a different mathematical formulation that treated the control limit coefficient as an additional adaptive parameter.
Here, this notational and computational complication is avoided by using directly the out-ofcontrol probability for determining when an alarm is to be issued. Moreover, the work of Tagaras (1996) does not contain any structural results, nor does it provide comparisons between different types of Bayesian charts.
For ease of exposition and computations we restrict our attention to one-sided Xcharts, aiming at detecting either an increase or a decrease in the process mean. However, the main conclusions are expected to also hold for other types of Bayesian control charts, such as two-sided X -charts and p-charts. The validity of this conjecture is supported by recognizing that the core of the underlying mathematical model is essentially the same for many types of charts, as will become evident in the next section.
The structure of the paper is as follows. The next section contains the operational assumptions and the basic model for optimizing the performance of the Bayesian chart with fixed sample size and sampling interval. Note that even when these two sampling parameters remain fixed, the Bayesian chart is adaptive because the equivalent of the control limit parameter is changing. Section 3 presents the extensions of the basic model that are necessary to accommodate the cases of adaptive sample size and/or sampling interval. The appropriate dynamic programming formulations are presented and structural properties of the optimal solutions are derived. Section 4 contains the setup and the results of the numerical investigation, accompanied by their interpretation and discussion. The final section summarizes the main conclusions of this paper and proposes topics for future research.
The Basic Model
A production process is set up for a production run of H time units. There is a single quality characteristic, X, which is assumed to be a normally distributed random variable. The process starts in control and while it remains in that state the mean of X is μ 0 and the standard deviation of X is σ. The process is subject to the random occurrence of a single assignable cause that shifts the mean of the quality characteristic (process mean) to μ 1 = μ 0 + δσ, without affecting the standard deviation (without loss of generality δ > 0). The time until the occurrence of the assignable cause is exponentially distributed with mean 1/λ time units. It must be noted that in some cases the assumption of a single assignable cause with a fixed and known effect (or, equivalently, many causes with approximately the same effect) on the process may not be very realistic. However, Duncan (1971) and Chiu (1976) , among others, have shown that an appropriately "matched" single assignable cause model provides satisfactory approximation and near-optimal economic designs of static control charts for monitoring processes subject to multiple assignable causes.
Samples of size n are taken at sampling intervals of h time units. The sample mean X is computed and, depending on its value, an alarm may be issued. After an alarm the process is stopped to search for an assignable cause and restore the process to the in-control state if an assignable cause is found. The cost of a false alarm is L 0 , while the cost of restoring the process after a true alarm is L 1 . The cost of lost production time is included in both L 0 and L 1 and we assume that L 0  L 1 . The sampling and inspection cost is c per unit.
The expected cost per time unit of operation in the out-of-control state is M.
When process monitoring is performed by means of a standard Shewhart chart, the decision to continue or stop the process is made comparing directly the sample mean X with
then the process is stopped, investigated and restored, if necessary; otherwise no action is taken and production continues. This process monitoring scheme is static in the sense that the chart parameters k, n, h are all fixed and constant for the duration of the production run.
The optimal values of these parameters, from an economic point of view, are those which minimize the total expected cost of sampling, false alarms, out-of-control operation and restoration to the in-control state after the occurrence and identification of the assignable cause. The total expected cost function of the static chart under the above assumptions can be found in Tagaras (1996) . Standard minimization techniques yield the optimal values k s , n s , h s of the static chart parameters.
An alternative way of implementing process monitoring is by means of the probability p that the process is out of control, which is updated every time a new sample is collected and the sample mean X is computed. Then, a decision α is made whether to continue production (α = 0) or to stop the process and investigate if the assignable cause has occurred (α = 1), based on the value of p. This is the Bayesian approach, adopted by Calabrese (1995) and Porteus and Angelus (1997) for process control by attributes. Other than the difference in the type of the control chart, the assumptions in Calabrese (1995) are practically the same as the assumptions here and consequently the dynamic programming formulation for the minimization of the total expected costs can be applied to our problem with few modifications, as shown below.
Specifically, let C N (p) denote the minimum expected cost if the process is out-ofcontrol with probability p and N periods (sampling intervals) remain before the end of the production run. Assume that the ending state of the process is irrelevant because the process will be set up for the next production run in any case. Then, C 0 (p)=0 for any p and C N (p)
expected cost in the current sampling interval given p and decision α;
): density function of X of the next sample (at N-1) given the current p and α (at N);
]: transformation of p from N to N-1 given decision α at N and sample mean X at N-1.
For convenience we can also write
total N-period cost if the current decision is α and an optimal policy is followed thereafter.
The expected costs in the current sampling interval for α = 0 and α = 1 are
where γ = 1 -e -λh stands for the probability of a process shift during a sampling interval when the process is in control at the beginning of that interval. These expressions differ from the respective ones in Calabrese (1995) only in that the latter do not include the term cn that represents the sampling cost (of the following sample), because sampling costs are fixed and do not affect the decision when n and h are fixed for the entire production run. This term is also omitted in the current formulation for N = 1, since no sample is taken at the end of the production run.
If the normal density function of X when the process is in control (mean μ 0 ) is denoted by f 0 ( X ) and when the process is out of control (mean μ 1 ) is denoted by f 1 ( X ), then
] of the probability p from stage N to stage N-1, i.e., the value of p after the next sample mean X is computed, is obtained using Bayes' formula as follows:
The above formulation parallels that of Calabrese (1995) for Bayesian p-charts, the difference being that in the case of the X -chart the distribution of the sample statistic is continuous (normal), while in the case of p-charts the distribution of the sample statistic is discrete (binomial). This difference is obviously not essential for the model development and for the structure of the optimal solution. Moreover, the sample measurements of the theoretically continuous quality characteristic are practically discrete, as their possible values are determined by the accuracy of the measuring device; hence the results here are applicable to other types of control charts (by attributes) and vice versa.
For the reasons explained above, the optimal policy for the Bayesian X -chart is of the control limit type; with N periods (sampling intervals) remaining, there exists some control limit 0 < p N *  1 such that the optimal decision is to continue (α = 0) for p  p N * and to stop and investigate the process (α = 1) for p > p N *. Adopting the discrete measurements argument for X , this result can be proved following the exact same steps as Calabrese (1995) , which are based on the work of Smallwood and Sondik (1973) , appropriately modifying the distributions of the sample statistic. Alternatively, it is possible to first show that C N (p) is nondecreasing and concave in p, working directly with the assumption of normally distributed X . Note that this only needs to be proven for C N (p, α=0); the term
independent of p. The proof for C N (p, α=0) is deferred until the following section, where it is presented in a more general context.
A final remark concerns the equivalence of the Bayesian chart with a Shewhart chart with adaptive control limit parameter k. It is known and intuitively obvious that the condition Tagaras (1996) for the exact relationship. Since the value of p depends not only on the current sample mean X but also on the previous observations and decisions, the value of k N that corresponds to the control limit p N * also depends on the previous observations and decisions and consequently it is adaptive. Specifically, it can be formally shown that k N is a decreasing function of p N+1 for α = 0 (dk N / dp N+1 < 0), while it is independent of p N+1 for α = 1. In other words, if the probability p N+1 after the previous sample (at stage N+1) is lower, then a larger value of X at stage N would be required to raise the probability p N over the control limit p N *, implying that the equivalent k N would also be larger. Therefore, the Bayesian chart with fixed n and h can be viewed as a Shewhart chart with adaptive k and fixed n and h.
Adaptive Sample Size and Sampling Interval
The extension of the basic model to accommodate the possibility of adaptive sample size is straightforward in terms of formulation. After each sample mean is recorded, the decision that has to be made is not only whether to continue or to stop and investigate the process, but also the sample size n for the following sample. The dynamic programming recursive equation for this type of Bayes chart with adaptive n, which for brevity will be called Bayes-n chart, can be written as follows:
,n] are identical to the respective terms of the basic Bayes chart, except that their dependence on n is now explicit since n is a decision variable of the Bayes-n chart.
For N = 1 (last inspection in the production run), n is irrelevant and consequently the optimal decision α is the same as in the case of the basic Bayes chart, obtained from
Thus, if γΜ/λ  L 1 then p 1 * = 1 and the optimal decision is α = 0 for all p; otherwise, the
For N > 1, the next sample size n becomes a relevant decision variable and consequently the decision space is expanded proportionally to the number of allowable values for n. There are no published results about the structure of the optimal solution to this problem, at least to our knowledge. In what follows we provide some properties of the optimal solution, which constitute extensions of the properties of the basic Bayes chart and can be exploited to reduce the computational requirements. Let C N (p,α,n) be the expected total N-period cost if the current decision is α, n and an optimal policy is followed thereafter.
Also let C N (p,α) be the expected total N-period cost if the current decision is α, the optimal n (given α) is chosen for the next sample and an optimal policy is followed thereafter. These quantities are related through
Property 1: For every N, the optimal value of n given α=1 is independent of p and C N (p,α=1) is nondecreasing and linear in p.
Property 2: C N (p) is nondecreasing and concave in p, for all N and 0  p  1.
Property 3:
The optimal policy is of the control limit type. If M/λ  L 1 , then the optimal policy for all p and N is α = 0 and n = n min , where n min > 0 is the lowest possible value of n. If
where x is the integer part of x, then for N = 0, 1, …, N c the optimal policy is again α = 0 and n = n min for all p, but for N > N c the optimal control decision is α = 0 when p  p N * and α = 1 when p > p N * (p N * < 1). When, in particular, N = N c + 1 > 1, the optimal n is still n min for all p.
The proofs of the three properties above are given in the Appendix. These properties do not characterize the optimal n given α = 0 as a function of p  p N * when M/λ > L 1 and N > N c + 1. However, all the numerical examples that have been solved and are presented in Section 4 suggest that in those cases the optimal n given α = 0 increases with p and it is at least as large as the optimal n given α = 1 for the same N. Nevertheless, it is conceivable that this may not be true in general. The sample size at N may need to be larger when the prior probability (before the sample at N) is closer to p N *, so as to avoid the high cost of making the wrong decision α at N.
If the sampling interval h is allowed to be adaptive, the dynamic programming formulation is seriously complicated by the fact that the number of stages (inspections) cannot be predetermined. Moreover, the probability γ of a shift in a sampling interval becomes a function of h. To maintain a similar structure, it is assumed that the length of any sampling interval must necessarily be a multiple of the shortest allowable sampling interval, which is denoted by h min . Thus, time is discretized so that each discrete time epoch corresponds to a potential inspection, as in Tagaras (1994 Tagaras ( , 1996 . The number N of remaining periods until the end of the production run is then the number of remaining minimum sampling intervals. At each stage N, in addition to the decision α (continue or stop and investigate) and the next sample size (when it is adaptive), the time of the next sample (sampling interval h=ih min ) must also be chosen; h = Nh min means that no other inspection will take place until the end of the run. The recursive equation for the Bayes chart with fixed n and adaptive h, which will be called Bayes-h chart, is
,h] are analogous to the respective terms of the Bayes and Bayes-n charts. If i = N, the immediate expected cost
C(p,α,h) does not contain the sampling cost cn.
When both the sample size and the sampling interval are adaptive, the dynamic programming recursive equation for this fully adaptive Bayes-n-h chart takes its most general form, which is 
where x is the integer part of x, then for N = 0, 1, …, N c the optimal policy is again α = 0 and h = Nh min for all p, but for N > N c the optimal control decision is α = 0 when p  p N * and α = 1 when p > p N * (p N * < 1). When, in particular, N = N c + 1 > 1, the optimal h is still Nh min for all p.
Numerical Investigation and Comparisons
The formulations and properties presented in the two preceding sections are clearly useful for understanding the structure of the problem and its solution, as well as for efficiently deriving the optimal control policy. However, the complexity of the dynamic programming formulations does not allow a direct analytic comparison of the economic performance of the four alternative Bayesian X -charts that we are examining. Therefore, the relative cost effectiveness of these charts was evaluated numerically in 25 cases, covering a reasonably broad range of process parameters (H, λ and δ) and cost parameters (c, L 0 , L 1 and M). For example, the value λ = 0.001 in cases 1 to 5 implies that the probability of at least one occurrence of the assignable cause during a production run of length H = 80 is 0.08, while this probability is 0.55 in cases 6 to 20 (λ = 0.01) and 0.98 in cases 21 to 25 (λ = 0.05).
The per unit inspection cost was used as the unit cost (c = 1) and the production length was kept constant (H = 80 time units) in all 25 cases to allow direct comparisons of the total expected cost. The values of the remaining five parameters are shown in Table 1 . In all cases the condition M/λ > L 1 holds and the values of N c for h min =1 (see Property 3α) are also shown in Table 1 . Table 1 
Figure 1 about here
The complete cost minimizing control policies were derived in each of the 25 cases for five different types of control charts: static, Bayes, Bayes-n, Bayes-h and Bayes-n-h. Initially, the optimal parameters k s , n s , h s of the static chart were determined and the resulting total expected cost C s was computed. Then, using the appropriate formulas and properties of the previous sections and always assuming that the production run starts in control, we obtained the optimal process control policies and the respective total expected costs for the four types of Bayesian charts as follows:
 Bayes chart with fixed n and h. The search for the optimal combination of fixed n and h was conducted over all integer values of n and all h such that H/h is an integer.
 Bayes-n chart with fixed h. The search for the optimal fixed h was conducted over the values h  h min = 0.25h s . For each fixed h, the set S n of allowable values of n was S n = {1, 2, 3, 4, 5, 6} if n s  6; S n = {1, 3, 5, 7, 9, 11} if 6 < n s  11; S n = {2, 5, 8, 11, 14, 17}
for n s = 18.
 Bayes-h chart with fixed n. The search for the optimal fixed n was conducted over all integer values of n. For each fixed n, the set S h of allowable values of h was S h = {0.25h s , 0.5h s , 0.75h s , h s , 1.5h s , 2h s }, i.e., h min = 0.25h s .
 Bayes-n-h chart with allowable values of n and h the same as for Bayes-n and Bayes-h charts respectively. Thus, six choices of n were available for the Bayes-n chart, six choices of h were available for the Bayes-h chart and 36 choices of (n,h) pairs were available for the Bayes-n-h chart.
The decision to allow only that many choices was dictated by both computational and implementation considerations. The elements of the sets S n , S h were chosen after numerical experimentation and comparison to many other alternatives. We come back to the choice of allowable values of n and h at the end of this section. Tables 2 and 3 summarize the main results and cost comparisons. For each of the 25 test cases, Table 2 shows the expected cost C s of the optimal static chart, as well as the percentage expected cost reductions ΔC, ΔC n , ΔC h , ΔC nh , resulting from monitoring the process by means of the optimized Bayes, Bayes-n, Bayes-h, Bayes-n-h charts respectively.
All the percentage cost reductions have been computed with respect to C s . Table 3 contains the optimal static chart parameters k s , n s h s , the optimal fixed n* and h* of the Bayes chart, the optimal fixed sample size n h * of the Bayes-h chart and the optimal fixed sampling interval h n * of the Bayes-n chart.
Tables 2 and 3 about here
The main conclusion from Table 2 is that the cost reduction, compared to the optimal static chart, ranges from very low to substantial depending on the type of the Bayesian chart.
Specifically, the basic Bayes chart with fixed n and h offers negligible savings that rarely exceed 1%. The partially adaptive Bayes-n and Bayes-h charts exhibit much better performance. The Bayes-h chart generally outperforms the Bayes-n chart, by a large margin in some cases (especially when δ is large), while the latter outperforms (marginally) the former in only two of the 25 cases. The most flexible, fully adaptive Bayes-n-h chart attains the largest improvement, as expected; the percentage cost reduction in the 25 test cases ranges from 4.5% to 14.6% with an average of 9.5%. It should be pointed out, though, that the Bayes-h chart reaps most of the benefits that can be expected from an adaptive process control scheme; the average percentage cost reduction with the Bayes-h chart is 7.7% and its expected cost is at most 5% higher than that of the fully adaptive Bayes-n-h chart. No single process or cost parameter appears to have a dominant effect on the magnitude of the percentage savings, except that the savings are relatively lower when the cost of out-ofcontrol operation, M, is low. Table 3 is that the optimal fixed parameters n h * and h n * of the partially adaptive charts are typically much different from n s and h s respectively. In particular n s > n h * and h s > h n * (except for Case 1 where h s = h n *). Our computations show that if the optimal n s and h s of the static chart are used as the fixed parameters of the Bayes-h and Bayes-n charts, rather than n h * and h n *, the cost improvement over the static chart will be much lower. In other words, it is very important to optimize the partially adaptive charts with respect to their fixed parameters. Furthermore and more generally, the relationships n s  n*  n h * and h s  h*  h n * hold in all cases. The explanation is that the flexibility of adapting the chart parameters (k indirectly and n, h directly) favors operation with smaller samples and shorter sampling intervals. Consider, for example, process monitoring by means of a Bayes-h chart. If need arises, i.e., if there is an indication that the process mean may have shifted, more observations can be collected by using a shorter sampling interval; if there is no such indication, then the sample size does not need to be large. Similarly, a Bayes-n chart needs a short fixed h (combined with a small sample size when the process seems to be in control), so that it can react quickly to a possible out-ofcontrol indication by simply increasing its sample size.
An interesting observation from
An issue of practical interest is the choice of allowable values of the variable chart parameters, i.e., the exact composition of the sets S n and S h . As there are practically infinite choices, we investigated numerically the relative effectiveness of many alternatives, in conjunction with the values of the respective fixed parameters in the cases of the partially adaptive charts. The main conclusions are presented briefly below.
With respect to S n , it was found that it is preferable to contain mostly small sample sizes, especially if the sampling intervals can be short. The apparent explanation is that in this way the sampling costs stay low during the generally long periods that the process operates in control. It is understood, though, that when the magnitude of the shift, δ, is small, then the sample sizes in S n have to be larger in order to be able to detect the shift. This is reflected in the dependence of S n on n s , as n s tends to be large for small δ (cases 6 -10).
Our main conclusion concerning S h is that the best results are obtained by using as short an h min as possible (h min = 0.25h s in the numerical examples), while maintaining a relatively long h (e.g., 2h s ). This finding is in complete agreement with Reynolds et al. (1988) and other publications that study adaptive sampling interval charts focusing on their statistical, rather than economic, properties. In addition, the results are expectedly better as the number of possible h values in the set S h increases, but the incremental benefit from increasing this number from six to, say, eight, is not large. The same is true about the number of n values in S n . Consequently, it suffices to use few carefully selected values of the adaptive chart parameters to obtain most of the improvement that the Bayesian charts have to offer.
The practical implication of this statement is clear and encouraging.
Conclusion
We have presented the necessary formulations for obtaining the optimal policies for monitoring production runs by means of partially and fully adaptive Bayesian one-sided Xcharts and we derived properties about the structure of these optimal policies. Since our main objective was to evaluate the relative effectiveness of these charts and to identify the chart parameter that offers the largest benefits by being adaptive, we proceeded with an extensive numerical investigation that led to the following main conclusions:
 Using an adaptive sampling interval leads, in most cases, to better economic performance than using an adaptive sample size. This finding justifies the expressed preference by researchers towards studying control charts with adaptive sampling intervals, as documented by the comparatively large number of publications dealing with those adaptive charts (Tagaras, 1998) .
 The economic performance of a partially adaptive Bayes-h chart is not significantly inferior to that of a fully adaptive Bayes-n-h chart. Taking into account the implementation complexity of a fully adaptive chart, it seems that a Bayes-h chart would be preferable in most situations.
 It is important to optimize the partially adaptive charts with respect to their fixed parameters, in order to maximize the benefit from their implementation. The optimal values of the fixed h (for the Bayes-n chart) and n (for the Bayes-h chart) are generally lower than the optimal h s and n s of the respective static charts.
 The choice of the allowable values of adaptive chart parameters greatly affects the effectiveness of these charts. Of particular importance is the minimum allowable sampling interval, which should be as short as possible. At the same time, though, a relatively long sampling interval should also be included in the set of allowable values.
 The percentage cost reductions that result from the use of adaptive Bayesian charts, instead of static charts, do not depend very much on the process and cost parameters.
The only systematic effect that was identified in the range of values that we considered was that the cost reductions are increasing in the cost of out-of-control operation.
Although the analysis in this paper was limited to one type of control chart, for reasons that have already been explained we claim that the above conclusions are applicable to other types of control charts as well. Furthermore, the reported benefits of adaptive chart parameters are not due to the assumed finite duration of the production processes under examination. On the contrary, Tagaras (1996) has shown that for a similar type of fully adaptive chart the percentage cost improvements with respect to the static chart are increasing as the length of the production run increases. The comprehensive analysis of the properties and economic performance of Bayesian charts in continuously operating ("infinite") production processes is a topic for future research.
Another interesting issue requiring investigation is the design and relative effectiveness of the various types of Bayesian charts in the presence of multiple assignable causes differing significantly in their effects on the process mean, or when the process mean shifts gradually over time. Since the size of the shift is the main determinant of the optimal sample size, it is conceivable that in such cases an adaptive sample size may be preferable to an adaptive sampling interval. To analyze this problem, a more detailed and complicated model is needed. The multiplicity of possible out-of-control states implies that the information about the process needs to be expressed in the form of a probability vector rather than a single probability value. This in turn means that the optimal monitoring policy may turn out to be extremely complex and impractical. Is it possible to derive structural properties of this solution that can be used to reduce the computational requirements? Will a much simpler "matched" single assignable cause model lead to satisfactory solutions, as is the case for static charts? All these are challenging questions of great practical importance. As such, we believe they deserve the attention of the research community.
Appendix

Proof of Property1:
Therefore, the optimal value of n given α=1 is the value minimizing (n), which is independent of p. From the form of C N (p, α=1, n) , it follows that, for every N, C N (p,α=1) is nondecreasing and linear in p with slope L 1 -L 0 .
Proof of Property 2:
By Property 1, it suffices to show that the functions C N (p, α=0, n) are increasing and concave in p, because C N (p) is the minimum of these functions and C N (p,α=1). For N = 1, it has already been shown that the property holds; C 1 (p, α=0) is increasing and linear in p with slope γM/λ. For N > 1, the monotonicity of C N (p,0,n) is proven by induction following the approach used by Taylor (1965) for a similar proof. The core of Taylor's approach is the proof that if C N-1 (p) is a nondecreasing function of p, then the function
The concavity of C N (p,0,n) is also proven by induction. Assuming first that C N-1 (p,0,n) are concave for N -1, it follows that d 2 C N-1 (p) / dp 2  0. Since C(p,0,n) is linear in p, it is sufficient to show that
For notational compactness, let
,n) and use primes to express derivatives. The main steps of the proof are outlined below:
Xdp p dp p C dp d dp
p R dp p dp N 1 The term inside the curly brackets in the second integral vanishes. The integrand of the first integral is nonpositive because ) ( 
Proof of Property 3:
Taking advantage of the definition of C N (p,α), the proof is almost identical to the respective proof in Calabrese (1995) . In the cases where it is optimal to continue without intervention p,0) and C N (p,0,n) are linear in p and the expected future cost
is independent of the current n (at N). Thus, the functions C N (p,0,n) depend on n only through the term cn, which is part of the expected immediate cost C (p,0,n) . Consequently, the optimal n in these cases is n min . For the same reason, when M/λ > L 1 and N = N c + 1 > 1 the functions C N (p,0,n) and C N (p,1,n) depend on n only through cn and the optimal n given α = 0 or α = 1 is still n min . In this case both C N (p,0)C N (p,0,n min ) and C N (p,1)C N (p,1,n min ) are linear, intersecting at a control limit p N * < 1.
Proof of Property 1a:
For α = 1, the terms f(
Therefore, the optimal values of n and h given α=1 are the values minimizing (n,h), which is independent of p. From the form of C N (p, α=1, n, h), it follows that, for every N, C N (p,α=1) is nondecreasing and linear in p with slope L 1 -L 0 .
Proof of Property 2a:
By Property 1, it suffices to show that the functions C N (p, α=0, n, h ) are increasing and concave in p, because C N (p) is the minimum of these functions and C N (p,α=1).
For N = 1, it has already been shown that the property holds; C 1 (p, α=0) is increasing and linear in p with slope γM/λ. The same is true for all the functions C N (p, α=0, n, h=Nh min ), with the notes that γ is a function of h, γ(h), and n is irrelevant because there are no more inspections until the end of the production run. Therefore, n may be suppressed and it suffices to write C N (p, α=0, h=Nh min 
Since C 1 (p) is nondecreasing in p, the integral is also nondecreasing in p. Thus, the functions C 2 (p, α=0, n, h=h min ) are increasing in p for all n. The same is true for C 2 (p, α=0, h=2h min ) and for the minimum of these functions, namely C 2 (p, α=0). Therefore, C 2 (p) is also nondecreasing in p.
For N = 3:
C 3 (p, α=0) = min {C 3 (p, α=0, 3h min ), min n C 3 (p,α=0, n, 2h min ), min n C 3 (p,α=0, n, h min )} 
Since C 1 (p) and C 2 (p) are nondecreasing in p, the integrals are also nondecreasing in p.
Using the same arguments as for N = 2, the functions C 3 (p, α=0, n, h) and C 3 (p, α=0) are increasing in p and C 3 (p) is a nondecreasing function of p. By repetition of these arguments, the monotonicity of C N (p) is proven for all N and 0  p  1.
The proof of concavity of C N (p, α=0, n, h) for N > 1 and h  Nh min and consequently of C N (p,α=0) and eventually of C N (p) follows a similar path and it is based on the linearity (with respect to p) of C (p,0,n,h ) and on the fact (shown in the proof of Property 2) that if C N (p) is a concave function of p, then the function
 is also concave in p.
Proof of Property 3a:
It has already been shown that for N = 1, if γΜ/λ  L 1 then p 1 * = 1 and the optimal decision is α = 0 for all p. By substitution into (A2) we see that C 2 (p,0,n,h min ) and C 2 (p,0,2h min ) are Similarly, C 2 (p,1,n,h min ) and C 2 (p,1,2h min ) are linear in p with the same slope L 1 -L 0 and with the same difference (cn) in their constant terms. Therefore, C 2 (p,0) = C 2 (p,0,2h min ) and C 2 (p,1) = C 2 (p,1,2h min ). In addition, the constant term of C 2 (p,1) equals the constant terms of C 2 (p,0) plus L 0 . Thus, if (M/λ)[1 -exp(-2λh min )]  L 1 , then C 2 (p) = C 2 (p,0), the control limit is p 2 * = 1 and the optimal next sampling interval is 2h min , i.e., it is optimal to perform no other inspection. 
