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ABSTRACT
We study N = 1 Minkowski vacua in compactifications of type II string theory in the lan-
guage of exceptional generalized geometry (EGG). We find the differential equations gov-
erning the EGG analogues of the pure spinors of generalized complex geometry, namely
the structures which parameterize the vector and hypermultiplet moduli spaces of the
effective four-dimensional N = 2 supergravity obtained after compactification. In order
to do so, we identify a twisted differential operator that contains NS and RR fluxes and
transforms covariantly under the U -duality group, E7(7). We show that the conditions
for N = 1 vacua correspond to a subset of the structures being closed under the twisted
derivative.
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1 Introduction
Since the seminal paper of Candelas, Horowitz, Strominger and Witten [1], the geometri-
cal perspective in compactifications of string theory from ten to four dimensions had great
insights. Supersymmetry conditions have been shown to constrain the allowed internal
manifolds to certain specific classes. When there are no fluxes, the internal spaces should
be Calabi-Yau. Such manifolds satisfy an algebraic condition, namely the existence of
a globally defined, nowhere vanishing, internal spinor, and a differential one, that the
spinor is covariantly constant. The algebraic condition is necessary in order to recover a
supersymmetric (N = 2) effective theory in four dimensions, while the differential one is
required in order to have supersymmetric vacua. In the presence of fluxes, the algebraic
condition stays intact (i.e., in order to have N = 2 supersymmetry off-shell, a globally
defined internal spinor is needed), but the differential one becomes more intricate.
The role of fluxes in string theory, combined with the warped nature of the com-
pactification, has become of primary interest mainly for the possibility of fixing moduli
and providing a hierarchy of scales [2]. This motivated the search for a geometric de-
scription of backgrounds with fluxes, which was very much guided by the framework of
generalized geometry developed by Hitchin [3, 4]. In rough terms, generalized complex
geometry is complex geometry applied to the generalized tangent bundle of the space,
consisting of the sum of tangent and cotangent bundles. The parameters encoding the
symmetries of the metric plus the B-field, namely diffeomorphisms plus gauge transfor-
mations of B, live on this bundle. This formulation has therefore a natural action of
T-duality, which exchanges these two. On the generalized tangent bundle one can define
(generalized) almost complex structures, and study their integrability (integrable gener-
alized complex structures allow to integrate the one-forms dZ i and find global complex
coordinates). Generalized almost complex structures are in one-to-one correspondence
with pure spinors, which are built by tensoring the internal spinor with itself and with its
charge conjugate. Spinors on the generalized tangent bundle are isomorphic to sums of
forms on the cotangent bundle, and the integrability condition for the structure is nicely
recast into closure of the pure spinor under the exterior derivative twisted by H1.
Generalized complex geometry was used in [5, 6] to characterize N = 1 vacua. In
analogy with the fluxless case, off-shell supersymmetry requires an algebraic condition,
namely the existence of two pure spinors on the generalized tangent bundle. N = 1 vacua
require one of the pure spinors to be closed (and therefore the generalized almost complex
structure associated to be integrable), while RR fluxes act as a defect for integrability
of the other structure. In order to geometrize the RR fields as well, and give a purely
algebraic geometrical characterization of the vacua (which would allow, for example, to
study their deformations, i.e. their moduli spaces, in a model-independent manner), one
needs to extend the generalized tangent bundle such that it includes the extra symmetries
corresponding to gauge transformations of the RR fields. Such extension has been worked
out in [7, 8], and was termed exceptional generalized geometry, alluding to the exceptional
groups arising in U-duality. In this paper we study compactifications of type II down to
four-dimensions, where the relevant group is E7(7).
The algebraic conditions to have off-shell N = 2 supersymmetry in four-dimensions
1Integrability condition is actually weaker, it requires (d−H∧)Φ = XΦ for some generalized tangent
vector X , where Φ is the pure spinor corresponding to the generalized almost complex structure.
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have been worked out in [9]. Very much in analogy to the generalized complex geometric
case, they require the existence of two algebraic structures on the exceptional generalized
tangent bundle (in fact one of them, rather than a single structure, is actually a triplet,
satisfying an SU(2)R algebra), which are built by tensoring the internal spinors. The
SU(2)R-singlet structure, that we call L, describes the vector multiplet moduli space,
while the triplet of structures (named Ka) describes the hypermultiplets. The N = 1
preserved supersymmetry breaks the SU(2)R into U(1)R, selecting a vector r
a along this
U(1), and a complex orthogonal vector za. The complex combination zaKa describes the
N = 1 chiral multiplets contained in the hypermultiplets2.
In this paper we obtain the differential conditions on the algebraic structures L,Ka
required by N = 1 on-shell supersymmetry3. The first step is to identify the appropriate
twisted derivative that generalizes d − H∧ to include the RR fluxes, or in other words
to identify the right generalized connection. Such connection is obtained as in stan-
dard differential geometry by the operation g−1Dg, where g are the E7-adjoint elements
corresponding to the shift symmetries (the so-called ”B- and C-transforms”), and the
derivative operator D is embedded in the fundamental representation of E7 [9]. The key
point is that this connection, which a priori transforms as a generic tensor product of
adjoint and fundamental representations, should only belong to a particular irreducible
representation in this tensor product, which in the case at hand is the 912. Having
identified the appropriate connection, we rewrite supersymmetry conditions in terms of
closure of the structures. The equations we get are given in (5.12)-(5.16). We find that
N = 1 supersymmetry requires on one hand closure of L, as conjectured in [9]. On
the other hand, the components of the twisted derivative of raKa with an even number
of internal indices have to vanish, while those with an odd number are proportional to
derivatives of the warp factor. A similar thing happens with zaKa, except that this time
closure occurs upon projecting onto the holomorphic sub-bundle defined by L.
The paper is organized as follows: in section 2 we review the basic features of general-
ized geometry and its extension achieved by exceptional generalized geometry. In section
3 we present the relevant algebraic structures for compactifications with off-shell N = 2
supersymmetry. In section 4 we review the constrains on the (traditional and generalized
complex) structures imposed by on-shell supersymmetry. In section 5 we study super-
symmetric vacua in the framework of exceptional generalized geometry. In particular,
we introduce the twisted derivative operator in 5.1, we present the N = 1 equations in
5.2, and finally in section 5.3 we outline the proof that supersymmetry requires those
equations. Various technical details, as well as the full derivation of the equations, are
left to Appendices A to G.
2The vectors ra and za are also used to identify respectively the N = 1 D term and superpotential
out of the triplet of Killing prepotentials in N = 2 theories.
3Steps in this direction were done in [9] (see also in [8] for the M-theory case), where a set of natural
E7-covariant equations was conjectured to describe N = 1 vacua. While the spinor components of such
equations reproduce those of [6] and are therefore true conditions for susy vacua, other components
failed to reproduce supersymmetry conditions.
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2 Generalized geometry
2.1 Generalized Complex Geometry
In this section we present the basic concepts of Generalized Complex Geometry (GCG) in
six-dimensions (we will restrict to the six-dimensional case, though most of what follows
can be generalized to any dimension), which will be used as a mathematical tool for
describing flux vacua.
In Generalized (Complex) Geometry, the algebraic structures are not defined on the
usual tangent bundle TM but on TM ⊕ T ∗M , on which there is a natural metric η
η =
(
0 16
16 0
)
. (2.1)
Following the language of usual complex geometry, a generalized almost complex struc-
ture (GACS for short) J is a map from TM ⊕ T ∗M to itself such that it satisfies the
hermiticity condition (J tηJ = η) and J 2 = −112. One can define projectors Π± for the
complexified generalized tangent bundle as
Π± =
1
2
(112 ∓ iJ ) (2.2)
which can be used to define a maximally isotropic sub-bundle (six-dimensional) of TM⊕
T ∗M as the i-eigenbundle of J
LJ = {x+ ξ ∈ TM ⊕ T ∗M
∣∣Π+(x+ ξ) = x+ ξ} . (2.3)
There is a one-to-one correspondence between a GACS and a “pure spinor” Φ of O(6, 6).
A spinor is said to be pure if its annihilator space
LΦ = {x+ ξ ∈ TM ⊕ T ∗M
∣∣(x+ ξ) · Φ = 0} (2.4)
is maximal (here · refers to the Clifford action X · Φ = XAΓAΦ). The one-to-one corre-
spondence is then4
J ↔ Φ, if LJ = LΦ . (2.5)
One can construct the GACS from the spinor by
J ±AB = i
〈
Φ¯±,ΓABΦ±
〉〈
Φ±, Φ¯±
〉 , (2.6)
Weyl pure spinors of O(6, 6) can be built by tensoring two O(6) spinors (η1, η2) as follows
Φ+ = e−φη1+η
2†
+ , Φ
− = e−φη1+η
2†
− (2.7)
where the plus and minus refers to chirality, and φ is the dilaton, which defines the
isomorphism between the spinor bundle and the bundle of forms. Using Fierz identities,
these can be expanded as
η1±η
2†
± =
1
8
6∑
k=0
1
k!
(η2†± γmk...i1η
1
±)γ
i1...mk . (2.8)
4The correspondence is actually one-to-many as the norm of the spinor is unfixed.
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Using the isomorphism between the spinor bundle and the bundle of differential forms
(often referred to as Clifford map):
Am1...mkγ
m1...mk ←→ Am1...mkdxm1 ∧ · · · ∧ dxmk (2.9)
the spinor bilinears (2.8) can be mapped to a sum of forms. Under this isomorphism,
the inner product of spinors Φχ is mapped to the following action on forms, called the
Mukai pairing
〈Φ, χ〉 = (Φ ∧ s(χ))6, where s(χ) = (−)Int[n/2]χ (2.10)
and the subindex 6 means the six-form part of the wedge product.
For Weyl spinors, the corresponding forms are only even (odd) for a positive (negative)
chirality O(6, 6) spinor. In the special case where η1 = η2 ≡ η, familiar from Calabi-Yau
compactifications, we get
Φ+ = e−φe−iJ , Φ− = −ie−φΩ (2.11)
where J,Ω are respectively the symplectic and complex structures of the manifold (more
details are given in section 4.1.1).
Pure spinors can be “rotated” by means of O(6, 6) transformations. Of particular
interest is the nilpotent subgroup of O(6, 6) defined by the generator
B =
(
0 0
B 0
)
, (2.12)
with B an antisymmetric 6×6 matrix, or equivalently a two-form. On spinors, it amounts
to the exponential action
Φ± → e−BΦ± ≡ Φ±D (2.13)
where on the polyform associated to the spinor, the action is e−BΦ = (1 − B ∧ +1
2
B ∧
B ∧ +...)Φ. We will refer to Φ as naked pure spinor, while ΦD will be called dressed
pure spinor. The pair (Φ+D,Φ
−
D) defines a positive definite metric on the generalized
tangent space, which in turn defines a positive metric and a two-form (the B field) on
the six-dimensional manifold.
2.2 Exceptional Generalized Geometry
Exceptional generalized geometry (EGG) [7, 8] is an extension of the O(6, 6) (T-duality)
covariant formalism of generalized geometry to an E7(7) (U-duality) covariant one, such
that the RR fields are incorporated into the geometry.
We saw in the previous section that there is a particular O(6, 6) adjoint action (2.12)
corresponding to shifts of the B-field. In EGG, shifts of the B-field as well as shifts of
the sum of internal RR fields C− = C1 +C3 +C5 5, which transforms as a chiral O(6, 6)
spinor, correspond to particular E7 adjoint actions. To form a set of gauge fields that
is closed under U-duality, we also have to consider the shift of the six-form dual to B2,
which we will call B˜.6
5In this paper we will concentrate on type IIA, but most of the statements can be easily changed to
type IIB by switching chiralities.
6Equivalently these are shifts of the dual axion Bµν .
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Decomposing the adjoint 133 representation of E7(7) under O(6, 6) × SL(2,R), we
have
133 = (3, 1) + (1, 66) + (2, 32′) (2.14)
µ = (µi j , µ
A
B , µ
i−)
where i = 1, 2 is a doublet index of SL(2,R), raised and lowered with ǫij , and the O(6, 6)
fundamental indices A,B = 1, ..., 12 are raised and lowered with the metric η in (2.1).
The B-transform action (2.12) is part of µAB, while the C-transformations are naturally
embedded in one of the two 32′ representations. Let us call vi the SL(2,R) vector pointing
in the direction of the C-field, which we can take without loss of generality to be
vi = (1, 0) . (2.15)
The GL(6) assignments of the different components shown in Appendix C, indicate that
the shift symmetries are given by the following sum of generators(
B˜vivj ,
(
0 0
B 0
)
, viC−
)
≡ A (2.16)
where vi = ǫijv
j. Using (A.4) it is not hard to show that given this embedding we recover
the right commutation relations[
B + B˜ + C−, B′ + B˜′ + C−′
]
= 2〈C−, C−′〉+B ∧ C−′ −B′ ∧ C− , (2.17)
where the first term on the rhs is a six-form and therefore corresponds to a B˜ transfor-
mation and the other two, to an RR shift.
The fundamental 56 representation of E7 decomposes under O(6, 6)× SL(2,R) as
56 = (2, 12) + (1, 32) (2.18)
ν = (νiA, ν+) .
It combines all the gauge transformations: vectors plus one-forms correspond to diffeo-
morphisms and gauge transformations of the B-field. Their SL(2,R) duals7 are gauge
transformations of B6 (given by a five-form, or analogously a vector) and diffeomor-
phisms for the dual vielbein (sourced by KK monopoles), given by a one-form tensored
a six-form. Gauge transformations of the RR fields combine forming again a spinor rep-
resentation, this time with positive chirality. The generalized tangent bundle T ⊕ T ∗ is
therefore extended to the exceptional tangent bundle (EGT) E
E = TM ⊕ T ∗M ⊕ Λ5T ∗M ⊕ (T ∗M ⊗ Λ6T ∗M)⊕ ΛevenT ∗M . (2.19)
In what follows, we will mostly use the decomposition of E7 under SL(8,R). The
fundamental representation decomposes as
56 = 28+ 28′ (2.20)
ν = (νab, ν˜ab)
7The SL(2,R) here is the “heterotic S-duality”, where the complex field that transforms by fractional
linear transformations is S = B˜ + i.e.−2φ. For the connection between this and type IIB S-duality, see
[?].
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where a, b = 1, ..., 8 and νab = −νba. The adjoint decomposes as
133 = 63+ 70 (2.21)
µ = (µab, µabcd)
where µaa = 0 and µabcd is fully antisymmetric.
In order to identify the embedding of the gauge fields (2.16) in SL(8,R), we use the
GL(6,R) properties of the different components of the adjoint representation given in
(C.4). We get 8
A =
(
e2φB˜vivj − vieφCm + eφ(∗C5)mvi ,−12eφCmnpvi − 12Bmnǫij
)
, (2.22)
or in other words
A12 = −e2φB˜ , A1m = −eφCm , Am2 = −eφ(∗C5)m
Amnp2 =
1
2
eφCmnp , Amn12 = −12Bmn (2.23)
where the factors and signs are chosen in order to match the supergravity conventions.
Here and in the following, ∗ refers to a six-dimensional Hodge dual, while we use ⋆ for
the eight-dimensional one.
3 E7(7) algebraic structures
In this section we present the algebraic structures in E7 constructed in [9] that play the
role of the O(6, 6) pure spinors Φ±. We start by building the analogous of the naked pure
spinors, and then discuss their orbits under the action of the gauge fields A in (2.16),
(2.22).
Spinors transform under the maximal compact subgroup of the duality group. In
the GCG case, this subgroup is O(6) × O(6), which acts on the pair (η1, η2). In EGG,
the relevant group is SU(8). We can combine the two ten-dimensional supersymmetry
parameters such that the SU(8) transformation of their internal piece is manifest. The
most general ten-dimensional spinor ansatz relevant to four-dimensional N = 2 theories
is (
ǫ1
ǫ2
)
= ζ1− ⊗ θ1 + ζ2− ⊗ θ2 + c.c. (3.1)
where ζ1,2− are four-dimensional spinors of negative chirality, and θ
1,2 are never parallel.
In this paper we will be dealing with equations for N = 1 vacua, where there is a relation
between ζ1 and ζ2. In that case, we can use the special parameterization
θ1 =
(
η1+
0
)
, θ2 =
(
0
η2−
)
. (3.2)
8To avoid introducing new notation, we are using the same as in (2.16), in particular vi ≡ ǫijvj ,
although indices in SL(8,R) are raised and lowered with the metric gˆ given in (C.2).
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A nowhere vanishing spinor θ defines an SU(7) ⊂ SU(8) structure. The pair (θ1, θ2)
defines an SU(6) structure9. We can take the SU(4) spinors to be normalized to 1. In
that case the SU(8) spinors are orthonormal, namely
θ¯I θ
J = δI
J . (3.3)
where I = 1, 2 is a fundamental SU(2)R index (for conventions on the conjugate spinors,
see Appendix B). The two spinors can be combined into the following SU(2)R singlet
and triplet combinations
L = e−φǫIJθIθJ , Ka =
1
2
e−φσaIJθI θ¯J , K0 =
1
2
e−φδIJθI θ¯J , (3.4)
where we have introduced K0 for future convenience. The triplet Ka satisfies the su(2)
algebra with a scaling given by the dilaton, i.e.
[Ka, Kb] = 2ie
−φǫabcKc (3.5)
L and Ka are the E7 structures that play the role of the generalized almost complex
structures Φ+ and Φ−. They belong respectively to the 28 and 63 representations of
SU(8), which are in turn part of the 56 and 133 representations of E7. Using the
decompositions 56 = 28 + 28 and 133 = 63 + 35 + 35 shown in (B.3) and (B.4), they
read
L =
(
e−φǫIJθIαθJβ, e−φǫIJθI∗α θ
J∗
β
)
Ka =
(
e−φ 1
2
σaI
JθIαθ¯Jβ , 0, 0
)
. (3.6)
To make contact with the pure spinors of GCG, we note that using the parameteri-
zation (3.2), we get
L =
(
0 Φ+
−s(Φ¯+) 0
)
(3.7)
where the operation s is introduced in (2.10).
Using (3.2), we get for K± = K1 ± iK2
K+ =
(
0 Φ−
0 0
)
, K− =
(
0 0
−s(Φ¯−) 0
)
, (3.8)
while for K3 we get
K3 =
(
Φ+1 0
0 −Φ¯+2
)
where we have defined
Φ+1 = e
−φη1+η
1†
+ , Φ
+
2 = e
−φη2+η
2†
+ , (3.9)
We see that L contains the pure spinor Φ+, which spans the vector multiplets in type IIA
(see (2.11)), while K+ is built from the pure spinor Φ
−, which is part of the hypermulti-
plets. K3 contains on the contrary the even-form bilinears of the same SU(4) spinor, or
in other terms the symplectic structures defined by each spinor (see (2.11)).
9Note that an SU(6) structure can be built out of a single globally defined internal spinor η, taking
η1 = η2 = η.
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To get the SL(8) components of L and Ka, we use (B.8). Using the decomposition of
the gamma matrices given in (B.9), we get that the only non-zero components of L and
Ka are
L : L12, Lmn
K1, K2 : K2
m1, K2
m2, K2
mnp1, K2
mnp2 (3.10)
K0, K3 : K3
mn, K3
12, K3
mnpq, K3
mn12
where L12 and Lmn involve the zero and two-form pieces of Φ+, Kmi+ , K
mnpi
+ contain the
one and three-form pieces of Φ+ (where the difference between the two SL(2) components
is a different GL(6) weight), while K3 contains the different components of Φ
+
1 and Φ
+
2 .
In an analogous way as for the pure spinors, the structures L and Ka can be dressed
by the action of the gauge fields B, B˜ and C− in (2.16), (2.23), i.e. we define
LD = e
CeB˜e−BL , KaD = eCeB˜e−BKa . (3.11)
In the GCG case, the B-field twisted pure spinors span the orbit O(6,6)
SU(3,3)
×R+, where
SU(3, 3) is the stabilizer of the pure spinor and the R+ factor corresponds to the norm.
Quotenting by the C∗ action ΦD → cΦD, we get the space O(6,6)U(3,3) which is local Special
Ka¨hler. Similarly, our EGG structures LD and KaD span orbits in E7 which are respec-
tively Special Ka¨hler and Quaternionic-Ka¨hler. As shown in [9], the structure LD is
stabilized by E6(2), and the corresponding local Special Ka¨hler space is
E7
E6(2)
×U(1). The
triplet KaD is stabilized by an SO
∗(12) subgroup of E7, and the corresponding orbit is
the quaternionic space E7
SO∗(12)×SU(2) , where the SU(2) factor corresponds to rotations of
the triplet. The SO∗(12) and E6(2) structures intersect on an SU(6) structure if L and
Ka satisfy the compatibility condition
LKa|56 = 0 , (3.12)
where we have to apply the projection on the 56 on the product 56×133. This condition
is automatically satisfied for the structures (3.4) built as spinor bilinears.
4 String vacua and integrability conditions
In the previous sections we have presented the relevant algebraic structures that are used
to describe an off-shell N = 2 four-dimensional effective action. We now turn to the
differential conditions imposed by requiring on-shell supersymmetry, or in other words,
by demanding that the vacua are supersymmetric. As we will show, these translate into
integrability of some of the algebraic structures.
4.1 Warm up: fluxless case
It will be useful for the following to recall the conditions for supersymmetric vacua in the
absence of fluxes. We start by reviewing the integrability conditions in ordinary complex
geometry, and then re-express them in the language of GCG.
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4.1.1 Conditions for the structures on TM
In the absence of fluxes, inserting the N = 2 spinor ansatz (3.2) in the supersymmetry
condition δψm = 0 (see (F.2)), we get
∇mθI = 0 . (4.1)
When there is only one globally defined spinor η, we take η1 = η2 ≡ η, and (4.1) reduces
to the familiar Calabi-Yau condition
∇mη = 0 , (4.2)
which implies that the SU(3) structure defined by η is integrable, or in other words
that the manifold has SU(3) holonomy [10]. The holonomy is defined as the group
generated by parallel transporting an arbitrary spinor around a closed loop. Riemaniann
geometries can be classified by specifying the holonomy of the Levi-Civita connection.
A general Riemaniann six-dimensional space has holonomy SO(6) ≃ SU(4). However if
the manifold admits one (or more) Killing spinors, the group is reduced: it lies within the
stabilizer group. In six dimensions, the existence of a globally defined, nowhere vanishing,
covariantly constant spinor implies that the holonomy is reduced to SU(3) ⊂ SU(4).
Integrability of an SU(3) structure can also be recast in terms of integrability of
two seemingly very different algebraic structures that intersect on an SU(3), namely a
complex and a symplectic one. The existence of a globally defined nowhere vanishing
spinor is equivalent to the existence of an almost symplectic 2-form J (which defines an
almost symplectic Sp(6,R) structure) and a 3-form Ω (which defines an almost complex
GL(3,C) structure). These two structures intersect on an SU(3). If the structures are
integrable, i.e. if they satisfy
dJ = 0 , dΩ = ξ ∧ Ω , (4.3)
for any one-form ξ, one can define local complex and local symplectic coordinates which
can be “integrated” (i.e. there exist local complex coordinates zi and symplectic ones
(xi, y ıˆ) (i, ıˆ = 1, 2, 3) such that the local complex and symplectic one forms dzi, (dxi, dy ıˆ)
are indeed their differentials). If additionally ξ = 0, then the canonical bundle is holomor-
phically trivial and the manifold is Calabi-Yau. Since J and Ω can be written as bilinears
of the spinor η, the supersymmetry requirement (4.2) is equivalent to the conditions (4.3)
and the additional requirement ξ = 0.
Note that for an almost complex structure, there are many equivalent ways to check
its integrability. Instead of the second requirement in (4.3), one can find conditions on
the corresponding map I : TM → TM10. The almost complex structure I is integrable
if the i-eigenbundle is closed under the Lie bracket, i.e. iff
π∓[π± x, π± y] = 0, ∀ x, y ∈ TM where π± = 1
2
(1∓ iI) (4.4)
and [ , ] denotes the Lie bracket. As we will see, either requirement (4.3) and (4.4) will
have its analogue in generalized complex geometry. In exceptional generalized geometry,
we will only deal with conditions of the form (4.3).
10Similarly to the case of GACS, there is a one-to-one (or rather many-to-one (see footnote 4)) cor-
respondence between a 3-form Ω = dz1 ∧ dz2 ∧ dz3 and a map I satisfying I2 = −1 such that the
i-eigenbundle of I is generated by the dual vectors ∂zi .
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4.1.2 Conditions for the structures on TM ⊕ T ∗M
As shown in section 2.1, almost complex and symplectic structures on the tangent bundle
are expressed on the same footing in terms of generalized almost complex structures on
TM ⊕T ∗M . Furthermore, a generic GACS reduces on the tangent bundle to a structure
that is locally a product of lower dimensional complex and symplectic structures.
As in the case of ordinary complex structures, Eq.(4.4), a GACS is integrable if its i-
eigenbundle is closed under an extension of the Lie bracket to T ⊕T ∗, i.e. J is integrable
iff
Π∓[Π±(X),Π±(Y )]C = 0, ∀X, Y ∈ TM ⊕ T ∗M (4.5)
where the projectors Π± are defined in (2.2) and the bracket is the Courant bracket
[x+ ξ, y + η]C = [x, y] + Lxη − Lyξ − 1
2
d(ixη − iyξ) (4.6)
with L the Lie derivative. Again, in a similar fashion to ordinary complex structures, the
integrability condition (4.5) is equivalent to requiring that the pure spinor Φ associated
to J satisfies
dΦ = X · Φ (4.7)
for some generalized vector X = x+ ξ, and where · is the Clifford product, whose action
on forms is
X · Φ = ιxΦ + ξ ∧ Φ . (4.8)
The N = 2 supersymmetry requirement (4.1) that arises in the absence of fluxes,
translates into
dΦ+ = 0 , dΦ− = 0 , (4.9)
which means that both GACS are integrable (and both canonical bundles are trivial), or
in other words that the SU(3)× SU(3) structure is integrable. In the case η1 = η2 = η,
this reduces to the Calabi-Yau conditions (4.3) with ξ = 0. Manifolds satisfying (4.9)
have been termed “generalized Calabi-Yau metric geometries” in [4]11. They are more
general than Calabi-Yau’s in the sense that the pure spinors need not be purely complex
or pure symplectic, as happens when η1 = η2, but can correspond to (integrable) hybrid
complex-symplectic structures.
4.2 Flux case in CGC
In this section we review the results of [11] (in the language of GCG, as in [12]) and
[6] where the conditions for respectively N = 2 supersymmetry with NS flux only, and
N = 1 with NS and RR fluxes were found.
11Note the addition of the word “metric”, to distinguish them from the generalized Calabi-Yau man-
ifolds defined in [3] that require closure of only one pure spinor, and will play a main role in the next
sections.
11
4.2.1 Vacua with NS fluxes
In section 2.1 we saw how GCG incorporates the B-field, in particular by means of the B-
twisted pure spinors (2.13). When B is not globally well-defined, i.e. when NS fluxes are
switched on, the B-twisted pure spinors are not global sections of TM ⊕ T ∗M , but they
are rather sections of a particular fibration of T ∗M over TM involving the B-field. For
reasons that will become clear later, in this paper we choose the alternative “untwisted
picture” as in [4], where pure spinors are naked (or dressed by just a closed B field), and
the H-flux is introduced explicitly in, e.g. the integrability conditions12.
A closed B field is an automorphism of the Courant bracket, while in the presence of
H = dB flux, there is an extra term
[e−B(x+ ξ), e−B(y + η)]C = e−B[x+ ξ, y + η]C + e−BιxιyH (4.10)
where the action of B is e−B(x + ξ) = x + ξ − ιxB . The H-twisted Courant bracket is
defined by adding this last term to (4.6).
If a GACS is “twisted integrable”, then the corresponding pure spinor satisfies
dHΦ = X · Φ (4.11)
where the H-twisted differential is
dH ≡ d−H ∧ . (4.12)
Note the equivalence between the twisted and untwisted picture. If a naked pure spinor
is twisted closed, then the dressed pure spinor is closed under the ordinary exterior
derivative, i.e.
0 = dHΦ = (d− dB∧)Φ = eBd(e−BΦ) = eBdΦD . (4.13)
This shows how to construct the twisted exterior derivative from the ordinary one, and
the action of the B-field
dH = e
Bde−B (4.14)
which will be extended in section (5.1) to include the RR fluxes.
Supersymmetry conditions in the presence of H-flux amount precisely to H-twisting
the generalized Calabi-Yau metric condition (4.9). More precisely, vacua preserving four-
dimensional N = 2 supersymmetry in the presence of NS fluxes should satisfy [12]
dHΦ
+ = 0 , dHΦ
− = 0 , (4.15)
i.e. they require H-twisted generalized Calabi-Yau metric structures.
12We use the terming “twisted picture” to refer to the scenario where pure spinors are dressed by the
(non-closed)B-field, and the integrability conditions are given in terms of the ordinary exterior derivative
(or equivalently the ordinary Courant bracket (4.6)), as in [3], while in the “untwisted picture” of [4],
the spinors are untwisted (or just twisted by a closed B), while the H-flux appears explicitly in the
differential or in the bracket. The two pictures are equivalent, and depending on the situation one can
be more convenient than the other.
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Vacua with N = 1 supersymmetry in the presence of NS fluxes were obtained in [13],
and reinterpreted in the language of G-structures in [14]. They read
dH(e
−φΦ−) = 0 ,
d(e−φΦ+) = ie−2φ ∗H (4.16)
where Φ± are those for an SU(3) structure, (2.11). Note that in the second equation
H does not enter as a twisting in the standard way, and therefore the even pure spinor
is not twisted integrable. It would be interesting to get the right GCG description of
N = 1 vacua with NS fluxes.
4.2.2 Vacua with NS and RR fluxes
Compactifications on Minkowski space preserving N = 1 supersymmetry in the presence
of NS and RR fluxes require the spacetime to be a warped product, i.e.
ds2 = e2Aηµνdx
µdxν + ds26 . (4.17)
The preserved spinor can be parameterized within the N = 2 spinor ansatz (3.2) by a
doublet nI = (a, b¯) such that the supersymmetry preserved is given by ǫ = nIǫ
I , i.e.
ǫ = ξ− ⊗ θ + c.c. , with θ =
(
aη1+
b¯η2−
)
, (4.18)
and we take |η1|2 = |η2|2 = 1 (while |a| and |b| are related to the warp factor, as we will
see). The vector nI distinguishes a U(1)R ⊂ SU(2)R such that any triplet can be written
in terms of a U(1) complex doublet and a U(1) singlet by means of the vectors
(z+, z−, z3) = nI(σa)IJnJ = (a2,−b¯2,−2ab¯) , (4.19)
(r+, r−, r3) = nI(σ
a)IJ n¯
J = (ab, a¯b¯, |a|2 − |b|2) .
Using these vectors, one can extract respectively an N = 1 superpotential and D-term
from the triplet of Killing prepotentials Pa that give the potential in the N = 2 theory,
by
W = zaPa , D = raPa . (4.20)
For type IIA compactifications, the triplet Pa reads [15]
P+ = 〈Φ+, dHΦ−〉 , P− = 〈Φ+, dHΦ¯−〉 , P3 = −〈Φ+, F+〉 . (4.21)
The conditions for flux vacua have been obtained in the language of GCG either
using the ten-dimensional gravitino and dilatino variations [6], or by extremizing the
superpotential of the four-dimensional N = 1 theory and setting the D-term to zero
[16, 17]. For the case |a| = |b|, which arises when sources are present, they read
dH(e
2AΦ′+) = 0 (4.22)
dH(e
AReΦ′−) = 0 (4.23)
dH(e
3AImΦ′−) = e4A ∗ s(F+) (4.24)
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where
Φ′+ = 2ab¯Φ+ , Φ′− = 2abΦ− . (4.25)
Finally, N = 1 supersymmetry requires
|a|2 + |b|2 = eA . (4.26)
Conditions (4.22)-(4.24) can be understood as coming from F and D-term equations.
Equation (4.23) corresponds to imposing D = 0, while (4.22) and (4.24) come respectively
from variations of the superpotential with respect to Φ− and Φ+.
The susy condition (4.22) says that the GACS corresponding J + is twisted integrable,
and furthermore that the canonical bundle is trivial, and therefore the required manifold
is a twisted Generalized Calabi-Yau (see footnote 11). The other GACS appearing in
(4.23)-(4.24) is “half integrable”, i.e. its real part is closed, while the non-integrability of
the imaginary part is due to the RR fluxes. In the EGG formulation, RR fluxes are also
encoded in the twisting of the differential operator, and therefore we expect to rephrase
these equations purely in terms of integrability of the structures defined on the EGT
space. Note that in the limit of RR fluxes going to zero, Eqs. (4.22)-(4.24) for N = 1
vacua reduce to (4.15) (for F = 0, (4.22)-(4.24) imply A = 0), i.e. F → 0 is a singular
limit of (4.22) where supersymmetry is enhanced to N = 2.
On top of supersymmetry conditions (4.22)-(4.24), the fluxes must satisfy the Bianchi
identities
dH = 0 , dHF = 0 (4.27)
in the absence of sources, while in the presence of D-branes or orientifold planes, the
right hand sides get modified by the appropriate charge densities.
5 Flux vacua in Exceptional Generalized Geometry
In this section we discuss the conditions for N = 1 vacua in the language of EGG. The
putative conditions for supersymmetric vacua come from variations of the E7-covariant
expression for the triplet of Killing prepotentials [9]
Pa = S(LD, DKaD) = S(L, eBe−B˜e−CDeCeB˜e−BKa) . (5.1)
Here S is the symplectic invariant on the 56 whose decomposition in terms of O(6, 6)×
SL(2,R) and SL(8,R) are given respectively in (A.1) and (A.10). The derivative D is an
element in the 56, whose O(6, 6)× SL(2,R) decomposition is
D = (DiA, D+) = (vi∇A, 0) , where ∇A = (0,∇m) , (5.2)
while in SL(8,R) we have
D = (Dab, D˜ab) = (0, vi∇m) . (5.3)
(where we are using again vi = ǫijv
j = (0,−1)), DKa in (5.1) is an element in the
56×133, which is projected to the 56 by the symplectic product. In the second equality
in (5.1) we have used the E7 invariance of the symplectic product to untwist the structures
LD and KaD and express the Killing prepotentials in terms of naked structures, and a
twisted derivative. We will now see how to properly define this twisted derivative, needed
to get the equations for vacua.
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5.1 Twisted derivative and generalized connection
For the gauge fields A and the derivative operator DA, A = 1, ..., 56, one can define a
connection φABC ∈ 56× 133 by the following twisting of the Levi-Civita one
(eBe−B˜e−C)BDDA(eCeB˜e−B)DC ≡ DAδBC + φABC . (5.4)
The connection φ contains derivatives of the gauge fields. The key point is that in the
tensor product
56× 133 = 56+ 912 + 6480 (5.5)
only the terms in the 912 representation involve exterior derivatives of the gauge po-
tentials [18], while the other representations contain non-gauge invariant terms (like
divergences of potentials). We therefore define the twisted derivative as
D = D + F , where F = eBe−B˜e−CD eCeB˜e−B∣∣
912
. (5.6)
The fact that the fluxes lie purely in the 912 is consistent with the supersymmetry re-
quirement that the embedding tensor of the resulting four-dimensional gauge supergravity
be in the 912 [19].
The 912 decomposes in the following O(6, 6)× SL(2,R) representations
F = (F iA,F ij+,FA−,F iABC)
912 = (2, 12) + (3, 32) + (1, 352) + (2, 220)
where ΓAFA− = 0 and F iABC is fully antisymmetric in ABC. The only nonzero compo-
nents of the connection (5.6) are (see Appendix D for details)
F12+ = −F+ , F1mnp = −Hmnp , (5.7)
where F+ = eBdC−.
In the SL(8,R) decomposition, the generalized connection decomposes in the following
representations
912 = 36+ 420+ 36′ + 420′ (5.8)
F = (Fab,Fabcd, F˜ab, F˜abcd)
where F ba = Fab and Fabcc = 0 and similarly for the objects with a tilde. The NS and
RR fluxes give the following non-zero components
F11 = eφ F0 , Fmnp2 = −1
2
(∗H)mnp , Fmn12 = −eφ 1
2
(∗F4)mn
F˜22 = eφ ∗F6 , F˜ 1mn2 = −eφ
1
2
Fmn . (5.9)
In applying the twisted derivative to the algebraic structures L and K, the following
tensor products appear
DL = DL + F L , DK = DK + F K
56× 56 + 912× 56 56× 133 + 912× 133
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If we think of the vacua equations as coming from variations of the Killing prepotentials
(5.1), out of these tensor products of representations, the equations should lie in the 133
representation for DL, and in the 56 in DK. We give in (E.1)-(E.16) the full expression
for the twisted derivative of an element in the 56 and an element in the 133. In section
5.3 we rewrite the only components that are non-zero in the case of N = 1 vacua, i.e.
for L and K whose only non-zero components are those in (3.10).
5.2 Equations for N = 1 vacua
By following the same reasoning that leads from the superpotential to the equations
for N = 1 vacua in the GCG case, a set of three equations were conjectured in [9] to
be the EGG analogue of (4.22)-(4.24). While the spinor component in the O(6, 6) ×
SL(2,R) decomposition of each equation reproduced the GCG equations (4.22)-(4.24),
other representations did not work. Here, we show that the conjectured equations do
work if we introduce two modifications: first, instead of using dressed bispinors and an
untwisted derivative, we use undressed bispinors and a twisted derivative, appropriately
projected onto the 912. This gets rid of the non gauge invariant terms arising in the
vector parts of the equations conjectured in [9]. Second, we add a right hand side to the
equations with a single internal index, proportional to the derivative of the warp factor
or the dilaton.
The equations are written in terms of L and Ka using the following parameterisation
for the spinors
θ1 =
(
aη1+
0
)
, θ2 =
(
0
b¯η2−
)
(5.10)
With this parameterisation, the combinations that are relevant forN = 1 supersymmetry
are
L′ ≡ e2AL ,
K ′1 ≡ eAraKa = eAK1 , (5.11)
K ′+ ≡ e3AzaKa = e3A(K3 + iK2) .
In the language of EGG, N = 1 supersymmetry requires for L′,
DL′∣∣
133
= 0 , (5.12)
for DK ′1|5613
(DK ′1)mn = 0, (˜DK ′1)mn = 0 ,
(DK ′1)12 = 0, (˜DK ′1)12 = 0 , (5.13)
(DK ′1)m2 = 0, (˜DK ′1)m1 = 0 ,
13We are using the notation in (2.20), where a tilde denotes the component in the 28′ representation
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and for DK ′+|56
(DK ′+)mn − i(˜DK ′+)mn = 0 ,
(DK ′+)12 − i˜(DK ′+)12 = 0 , (5.14)
(DK ′+)m2 = 0 .
The remaining components of DK (all with one internal index) are proportional to deriva-
tives of the dilaton and warp factor as follows
(DK ′1)m1 = 4e−2A∂pAK ′+mp, (˜DK ′1)m2 = −4e−2A∂pA (2K ′+pm12 + iδpmK ′+12), (5.15)
(D(e−φK ′+))m1 = −4ie−φgmp∂pAK ′+12 , ˜(D(e2A−φK ′+))m2 = −e2A−φHmpqK ′+12pq (5.16)
˜(D(e−4A+φK ′+))m1 = 0 .
The equations for L, K ′3 and K
′
+ in (5.12)-(5.14) are respectively the EGG version of
(4.22), (4.23) and (4.24). The vectorial equations are a combination of (4.22)-(4.24) plus
(4.26).
5.3 From SUSY conditions to EGG equations
We will sketch here the proof that N = 1 supersymmetry requires (5.12)-(5.14) and leave
the details, as well the proof of Eqs (5.15), (5.16), to Appendix G.
Using (3.10) in (E.1)-(E.8), we get that the only nontrivial components of Eq. (5.12)
are
(DL′)12 = −eφ[iF0 + (∗F6)]L′12 +
eφ
2
[Fmn + i(∗F4)mn]L′mn , (5.17)
(DL′)1m = −∇mL′12 (5.18)
(DL′)m2 = −∇pL′mp + i
2
(∗H)mnpL′np (5.19)
(DL′)mnp2 = 3i
2
∇[mL′np] +
1
2
HmnpL
′12 , (5.20)
where we used (B.7), while for K ′1 we get
(DK ′1)mn = −2∇pK ′1mnp2 + (∗H)mnpK ′12p (5.21)
(˜DK ′1)mn = −2∇[mK ′12n] (5.22)
(˜DK ′1)12 = −∇nK ′1n1 −
1
3
HnpqK
′
1
2npq (5.23)
(DK ′1)m1 = eφF0K ′1m1 − eφ(∗F4)mnK ′12n − eφFnpK ′12npm (5.24)
(˜DK ′1)m2 = −eφ∗F6K ′12m − eφFmnK ′1n1 + eφ(∗F4)npK ′1 1npm (5.25)
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and for K ′+
(DK ′+)mn = −2∇pK ′+mnp2 + (∗H)mnpK ′+2p + eφ(∗F4)mnK ′+21 (5.26)
˜(DK ′+)mn = −2∇[mK ′+2n] + eφFmnK ′+21 (5.27)
(DK ′+)m1 = 2∇pK ′+mp12 + eφF0K ′+m1 − eφ(∗F4)mnK ′+2n − eφFnpK ′+2npm (5.28)
(˜DK ′+)m1 = −∇mK ′+21 (5.29)
(˜DK ′+)m2 = −∇pK ′+pm −HmpqK ′+pq12 − eφ∗F6K ′+2m − eφFmpK ′+p1
+ eφ(∗F4)pqK ′+1pqm (5.30)
(DK ′+)12 = −eφF0K ′+21 (5.31)
(˜DK ′+)12 = −∇nK ′+n1 −
1
3
HnpqK
′
+
2npq − eφ∗F6K ′+21 (5.32)
where we should keep in mind that the components of K+ with an odd (even) number
of internal indices are proportional to K2 (K3) (see (3.10)).
We now show that supersymmetry requires (5.12), in particular the components ap-
pearing in (5.17) and (5.18). The proof for the rest of the components is in Appendix
G.1.
It is not hard to show that exactly the same combination of RR fluxes appearing
on the right hand side of (5.17) is obtained by multiplying Eq. (G.5), coming from the
external gravitino variation, by Γ2, and tracing over the spinor indices, namely
0 =
√
2Tr
(
iΓ2∆eπ
′) = −eφ[iF0 + (∗F6)]L′12 + eφ
2
[Fmn + i(∗F4)mn]L′mn = (DL′)12
where in the second equality the term proportional to the derivative of the warp fac-
tor goes away by symmetry, and we have used (B.7) to relate the SU(8) and SL(8)
components of L. Supersymmetry requires therefore (DL′)12 = 0.
For the equations that involve a covariant derivative of Lab, we use (G.1) coming from
the internal gravitino variation, multiplied by Γab and we trace over the spinor indices
(see Eq. (B.7)). For ab = 12, for example, this gives
0 =
√
2
4
Tr
(
Γ12∆mL
′) = ∇mL′12−∂m(2A−φ)L′12− i
4
HmnpL
′np+
eφ
8
[Fpq+ i(∗F4)pq]π′2pqm
where π′ is defined in (G.2) and (G.3). Now we use Eqs. (G.4) and (G.6) multiplied by
Γm and traced over the spinor indices to cancel the terms containing derivatives of the
dilaton and warp factor. In doing this, the term involving H and F fluxes completely
cancel, i.e.
0 =
√
2
4
Tr
(
Γ12∆mL
′ + iΓm(−2∆eL′ +∆dL′)
)
= ∇mL′12
= (DL′)1m .
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We show in Appendix G.1 how supersymmetry requires the remaining equations,
(5.19) and (5.20), to vanish.
The equations for K work similarly. For example, to show that (5.21) should vanish,
we use (G.11) coming from internal gravitino, in the following way
0 =− i
4
Tr
[
Γmnp2(eA∆pK1)
]
=− 2eA−φ∇p(eφK1mnp2) + 1
2
HmnpK ′1
1
p +
3
2
(∗H)mnpK ′12p
− 2e−2A+φF0K ′mn12+ − e−2A+φF [m|pK+p|n] . (5.33)
We combine this with external gravitino equations (G.14), (G.28) and dilatino equations
(G.15), (G.17) to get (see more details in Appendix G.2)
0 =− i
4
Tr
[
Γmnp2(eA∆pK1) + {Γmn1,∆eK ′1 −∆dK ′1}
]
=− 2∇pK ′1mnp2 + (∗H)mnpK ′12p
=(DK ′1)mn (5.34)
where we have used the notation in (G.29).
We give the details about the rest of the components of the twisted derivative of K ′1
and K ′+ in Appendix G.2.
We will now connect the equations found to their generalized complex geometric
counterparts, Eqs. (4.22)-(4.24) and (4.26). Eqs. (5.18)-(5.20)) reduce to (4.22). The
right hand side of Eq. (5.17) is proportional to 〈F,Φ+〉, which can be seen to vanish
by wedging (4.22) with C− (this means that actually (5.17) can be derived from (5.18)-
(5.20)). The mn and 12 components of the EGG equations for K ′1 and K
′
+ combine to
build up respectively (4.23) and (4.24). Interestingly, Eq. (4.26), which is not part of the
pure spinor equations but has to be added by hand in the GCG language, becomes one
of the EGG equations, namely the one on the second line of (5.16). This can be seen by
using (5.29) and the fact that K ′+
2
1 = K
′
3
2
1 = − i4e3A−φ(|η1|2 + |η2|2) The other vectorial
components of DK involve for example terms of the form 〈F,ΓAΦ−〉, which making use
of (4.22)-(4.24), can be shown to be proportional to derivatives of the warp factor.
Since (4.22)-(4.26) were shown in [20] to be equivalent to supersymmetry conditions,
we conclude that the EGG equations (5.12)-(5.16) are completely equivalent to requir-
ing N = 1 supersymmetry, i.e., supersymmetry requires (5.12)-(5.16), and (5.12)-(5.16)
implies supersymmetry.
As mentioned in section 3, L defines an E6(2) structure in E7. We have shown here
that N = 1 supersymmetry requires this structure to be twisted closed, upon projection
to the 133. It would be very nice to show that this is equivalent to the structue being
integrable14. For constant warp factor and dilaton, also K ′1 is twisted closed. Most of the
14Unlike the case of generalized complex structures, even if there is an exceptional Courant bracket
[8], there is no known correspondence between the differential conditions on the structure and closure of
a subset (defined by the structure) of the exceptional generalized tangent bundle under the exceptional
Courant bracket.
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components of K ′+ are also twisted closed after projection onto holmorphic indices in the
56. The vectorial components of DK are proportional to derivatives of the warp factor
and dilaton, except the second equation in (5.16), which does not seem to be expressible
in terms of such derivatives.
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A E7(7) basics and tensor products of representations
E7(7) can be defined as the subgroup of Sp(56,R) which in addition to preserve the
symplectic structure S(λ, λ′), preserves also a totally symmetric quartic invariant. We
exploit the decomposition of E7(7) representations under two subgroups
1. SL(2,R)×O(6, 6) is the physical subgroup appearing as the factorization of (“het-
erotic”) S-duality and the T-duality group that emerges in the framework of gen-
eralized geometry
2. SL(8,R). This subgroup contains the product SL(2,R)×GL(6,R), and allows to
make contact with SU(8)/Z2, the maximal compact subgroup of E7(7). The latter
is the group under which the spinors transform, and therefore the natural language
to formulate supersymmetry via the Killing spinor equations.
A.1 SL(2,R)× O(6, 6)
The fundamental 56 representation decomposes as
ν = (νiA, ν+)
56 = (2, 12) + (1, 32)
For the adjoint 133 of E7 we have
µ = (µi j , µ
A
B, µ
i−)
133 = (3, 1) + (1, 66) + (2, 32′)
where µii = 0 and µ
AB = µAC η
CB is antisymmetric. The 912 decomposes as
φ = (φiA, φij
+, φA−, φiABC)
912 = (2, 12) + (3, 32) + (1, 352) + (2, 220)
where ΓAΦ
A− = 0 and φiABC is fully antisymmetric in ABC.
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There are various tensor products projected on some particular representation that
are used throughout the paper. These are:
56× 56∣∣
1
(i.e. the symplectic invariant)
S(ν, νˆ) = ǫijηABνiAνˆjB + 〈ν+, νˆ+〉 (A.1)
56× 56∣∣
133
(ν · νˆ)i j = 2ǫjkηABνiAνˆkB
(ν · νˆ)AB = 2ǫij(νiAνˆjB + νˆiAνjB) + 〈ν+,ΓAB νˆ+〉 (A.2)
(ν · νˆ)i− = νiAΓAνˆ+ + νˆiAΓAν+;
56× 133∣∣
56
(ν · µ)iA = µi jνjA + µABνiB + 〈µi−,ΓAν+〉
(ν · µ)+ = 1
4
µABΓ
ABν+ + ǫijν
iAΓAµ
j− ; (A.3)
the adjoint action on the adjoint, i.e. 133× 133∣∣
133
;
(µ · µˆ)i j = µˆi kµkj − µi kµˆkj + ǫjk(〈µˆi−, µk−〉 − 〈µi−, µˆk−〉)
(µ · µˆ)AB = µˆACµCB − µACµˆCB + ǫij〈µˆi−,ΓABµj−〉 (A.4)
(µ · µˆ)i− = µˆi jµj− − µi jµˆj− +
1
4
µˆABΓ
ABµi− − 1
4
µABΓ
ABµˆi−
and 56× 133∣∣
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(ν · µ)iA = µi jνjA + µABνiB + 〈ν+,ΓAµi−〉
(ν · µ)ij+ = µi jν+ − ǫjkν(i|AΓAµk)− (A.5)
(ν · µ)A− = −µABΓBν+ +
1
10
µBCΓ
ABCν+ + ǫijν
iAµj− − 1
11
ǫijν
iBΓB
Aµj−
(ν · µ)iABC = 3νi[AµBC] + 〈ν+,ΓABCµi−〉 .
A.2 SL(8,R)
The decomposition of the E7 representations we use in terms of SL(8,R) are the following.
For the fundamental 56 we have
ν = (νab, ν˜ab)
56 = 28+ 28′ . (A.6)
with νba = −νab.
The adjoint 133 decomposes as
µ = (µab, µabcd)
133 = 63+ 70 (A.7)
21
with µaa = 0, and µabcd fully antisymmetric.
For the 912 we have
φ = (φab, φabcd, φ˜ab, φ˜abc
d)
912 = 36+ 420+ 36′ + 420′ (A.8)
with φab = φba, φabcd = φ
[abc]
d and φ
abc
c = 0 and similarly for the tided objects.
The SL(8,R) decomposition of the tensor products is the following.
The adjoint action on the fundamental, 56× 133∣∣
56
is15.
(ν · µ)ab = µacνcb + µbcνac + ⋆µabcdν˜cd (A.9)
(ν · µ)ab = −µcaν˜cb − µcbν˜ac − µabcdνcd
The symplectic invariant 56× 56∣∣
1
reads
S(ν, νˆ) = νab ˜ˆνab − ν˜abνˆab (A.10)
The 56× 56∣∣
133
reads
(ν · νˆ)ab = (νca ˜ˆνcb −
1
8
δabν
cd ˜ˆνcd) + (νˆ
caν˜cb − 1
8
δabνˆ
cdν˜cd) (A.11)
(ν · νˆ)abcd = −3(ν˜[ab ˜ˆνcd] + 1
4!
ǫabcdefghν
ef νˆgh)
where ⋆µ is the 8-dimensional Hodge dual, while the adjoint action on the adjoint 133×
133
∣∣
133
gives
(µ · µˆ)ab = (µacµˆcb − µˆacµcb)−
1
3
(⋆µacdeµˆbcde − ⋆µˆacdeµbcde) (A.12)
(µ · µˆ)abcd = 4(µe[aµˆbcd]e − µˆe[aµbcd]e)
The 56× 133∣∣
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is
(ν · µ)ab = (νacµbc + νbcµac)
(ν · µ)ab = −(ν˜acµcb + ν˜bcµca)
(ν · µ)abcd = −3(ν [abµc]b −
1
3
νe[aµbeδ
c]
d) + 2(ν˜ed ⋆ µ
abce +
1
2
ν˜ef ⋆ µ
ef [abδ
c]
d) (A.13)
(ν · µ)abcd = −3(ν˜[abµdc] −
1
3
ν˜e[aµ
e
bδ
d
c]) + 2(ν
edµabce +
1
2
νefµef [abδ
d
c])
The 912× 56∣∣
133
gives
(φ · ν)ab = (νcaφ˜cb + ν˜cbφca) + (ν˜cdφcdab − νcdφ˜cdba) (A.14)
(φ · ν)abcd = −4(φ˜[abceν˜d]e − 1
4!
ǫabcdm1m2m3m4φ
m1m2m3
eν
m4e)
15Note tht this convention differs by a sign in the ⋆µ term than the one used in [8, 21]. This choice
is correlated with the choice in (E.17), and affects a few signs in the equations that follow (those in the
terms involving ⋆µ).
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and finally 912× 133∣∣
56
is
(φ · µ)ab = −(φacµbc − φbcµac)− 2φabcdµdc
+
2
3
(φ˜m1m2m3
a ⋆ µm1m2m3b − φ˜m1m2m3b ⋆ µm1m2m3a) (A.15)
(φ · µ)ab = (φ˜acµcb − φ˜bcµca)− 2φ˜abcdµcd
− 2
3
(φm1m2m3b µm1m2m3a − φm1m2m3a µm1m2m3b) (A.16)
B SU(8) and SU(4)× SU(2) conventions
The spinor θα transforms in the fundamental representation of SU(8). The standard
interwining relations
Γ†M = AΓMA
−1, Γ TM = C
−1ΓMC, (ΓM)∗ = −D−1ΓMD (B.1)
allow to define the conjugate spinors
θ¯ = θ†A , θt = CθT , θc = Dθ∗ . (B.2)
Under SU(8), the 56 decomposes according to
ν = (ναβ , ν¯αβ)
56 = 28+ 2¯8 (B.3)
while for the adjoint 133 we have
µ = (µαβ, µ
αβγδ, µ¯αβγδ)
133 = 63 + 35+ 3¯5 . (B.4)
where µαα = 0 and µ¯αβγδ = ⋆µαβγδ. Note that these are very similar to the SL(8,R)
decompositions (A.6), (A.7). To go from one to the other, we use for the 56 [8]
νab =
√
2
8
(ναβ + ν¯αβ)Γabβα , (B.5)
ν˜ab = −
√
2
8
i(ναβ − ν¯αβ)Γabβα . (B.6)
In the main text we use a complex 28 object, defined from its real pieces λab, λ˜ab in the
obvious way
Lab = λab + iλ˜ab =
√
2
4
LαβΓabβα (B.7)
From the 63 adjoint representation of SU(8) (i.e. taking µαβγδ = 0) one recovers the
following SL(8,R) components
µab = −1
4
µαβΓab
β
α
µabcd =
i
8
µαβΓabcd
β
α (B.8)
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where µba = −µab and ⋆µabcd = −µabcd (the symmetric and self-dual pieces are obtained
from the 70 representation µαβγδ) and µab = gacµ
c
b (at this point there is a metric since
SL(8) ∩ SU(8) = SO(8)).
When breaking SU(8) → SU(4) × SU(2), the spinor index decomposes in a pair of
indices α = αˆI, where αˆ is an SU(4) spinor index. For the Cliff (8, 0) gamma matrices,
we have used the following basis in terms of Cliff (6, 0) and Pauli sigma-matrices
Γmαβ = γ
m ⊗ σ3
Γ1αβ = I6 ⊗ σ1 (B.9)
Γ2αβ = I6 ⊗ σ2 .
The intertwiners A,C,D also split into Cliff (6)⊗Cliff (2) intertwiners. In particular,
C splits as
C = Cˆ ⊗ c (B.10)
where Cˆ is the intertwiner
γmT = −Cˆ−1γmCˆ . (B.11)
We get that
Cαβ = Cˆ ⊗ σ1 (B.12)
We will use a basis for the Cliff (6, 0) gamma matrices in which Aˆ = Cˆ = Dˆ = I, and
therefore the SU(4) conjugate spinors are just
η¯ = η† , ηt = ηT , ηc = η∗ (B.13)
and η− ≡ η∗+. In this basis, the SU(8) spinors in (3.2) have conjugates
θ1t = (0, η1T− ) (B.14)
θ¯1 = θ
1† = (η1†+ , 0) . (B.15)
C GL(6,R) embedding in SL(8,R)
The GL(6,R) weights of the different O(6, 6) × SL(2,R) representations is worked out
in [9]. It turns out that the two components of an SL(2,R) doublet have different
GL(6,R) weights. To find theGL(6,R) weight in the SL(8,R) decomposition, we use that
SL(8,R) ⊃ SL(2,R)×GL(6,R) ⊂ O(6, 6)×SL(2,R), where the common GL(6,R) piece
corresponds to the diffeomorphisms. Decomposing a = (m, i) with m = 1, .., 6 a GL(6)
index and i = 1, 2 an SL(2) index, the embedding of SL(2,R)×GL(6,R) ⊂ SL(8,R) is
the following
Mab =

 (deta)−1/4amn 0
0 (deta)1/4
(
(deta)−1/2eφ 0
0 (deta)1/2e−φ
) 
=

 (deta)−1/4amn 0 00 (deta)−1/4eφ 0
0 0 (deta)3/4e−φ

 (C.1)
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where M ∈ SL(8,R), a ∈ GL(6,R), and we have added explicit factors of the dilaton
that are needed in order to get the right transformation properties of the connection.
Since a six-form transforms by a factor (detg)1/2 (or equivalently 1/deta), we can write
the 8-dimensional metric as
gˆab =

 (detg)−1/4gmn 0 00 (detg)−1/4e−2φ 0
0 0 (detg)3/4e2φ

 (C.2)
The different SL(8,R) components of 56 representation ν = (νab, ν˜ab) transform there-
fore according to
ν˜mn ∈
(
Λ6T ∗M
)−1/2 ⊗ Λ2T ∗M , νmn ∈ (Λ6T ∗M)−1/2 ⊗ Λ4T ∗M
ν˜1m ∈ L ⊗
(
Λ6T ∗M
)−1/2 ⊗ T ∗M , ν1m ∈ L−1 ⊗ (Λ6T ∗M)−1/2 ⊗ Λ5T ∗M
ν˜2m ∈ L−1 ⊗
(
Λ6T ∗M
)−1/2 ⊗ (T ∗M ⊗ Λ6T ∗M) , ν2m ∈ L⊗ (Λ6T ∗M)−1/2 ⊗ TM
ν˜12 ∈
(
Λ6T ∗M
)−1/2 ⊗ Λ6T ∗M , ν12 ∈ (Λ6T ∗M)−1/2
(C.3)
where we have introduced a trivial real line bundle L with sections e−φ ∈ L to account
for factors of the dilaton. The adjoint µ = (µab, µabcd) has the following GL(6,R) and
dilaton assignments
µ11 = −µ22 ∈ R , µ12 ∈ L−2 ⊗ Λ6T ∗M , µ21 ∈ L2 ⊗ Λ6TM , µmn ∈ TM ⊗ T ∗M
µ1m ∈ L−1 ⊗ T ∗M, µ2m ∈ L ⊗ Λ5TM , µm1 ∈ L ⊗ TM , µm2 ∈ L−1 ⊗ Λ5T ∗M ,
µmnpq ∈ Λ2TM , µmnp1 = L ⊗ Λ3TM , µmnp2 = L−1 ⊗ Λ3T ∗M , µmn12 ∈ Λ2T ∗M
(C.4)
Finally, the 912multiplied by L⊗(Λ6T ∗M)−1/2 (a T-duality invariant factor), transforms
as
φ11 ∈ L−1 ⊗ R , φ′11 ∈ L3 ⊗ Λ6TM
φ12 ∈ Λ6TM , φ′12 ∈ R
φ22 ∈ L3 ⊗ (Λ6TM)2 , φ′22 ∈ L−1 ⊗ Λ6T ∗M
φmnpq ∈ Λ3TM ⊗ T ∗M , φ′mnpq ∈ Λ3TM ⊗ TM
φmnp1 ∈ L2 ⊗ Λ3TM , φ′mnp1 ∈ Λ3TM (C.5)
φmnp2 ∈ Λ3T ∗M , φ′mnp2 ∈ L2 ⊗ Λ3TM ⊗ Λ6TM
φmn12 ∈ L−1 ⊗ Λ4T ∗M , φ′mn12 ∈ L3 ⊗ Λ4TM ⊗ Λ6TM
φmn21 ∈ L3 ⊗ Λ2TM ⊗ Λ6TM , φ′mn21 ∈ L−1 ⊗ Λ2T ∗M
D Computing the twisted derivative
We show in the following how to obtain the connection from twisting the Levi-Civita
covariant derivative (5.2) by the gauge fields B, B˜ and C− in the 133 representation.
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Using the Hadamard formula we get for any element A in the adjoint
e−A∇eA = ∇+∇A + 1
2
[∇A,A] + 1
6
[[∇A,A], A] + . . .
Using (2.17) we get in the O(6, 6)× SL(2,R) decomposition
(eBe−B˜e−C∇eCeB˜e−B)i j = δij∇+ vivj∇B˜ + vivj〈∇C−, C−〉 ,
(eBe−B˜e−C∇eCeB˜e−B)BC = δBC∇−∇BBC , (D.1)
(eBe−B˜e−C∇eCeB˜e−B)i− = vi(eB∇C−) .
We now promote the Levi-Civita connection ∇ to an element carrying a fundamental 56
index, as in (5.2): DA = (vi∇A, 0) and ∇A = (0,∇m). Finally, we project to the 912
representation using the tensor product 56×133∣∣
912
for the subgroup SL(2,R)×O(6, 6)
given in (A.5). We recover the simple result
F12+ = −F+ , F1mnp = −Hmnp , (D.2)
where F+ = eBdC−, and all the other components are zero.
One can alternatively express the connection in terms of the SL(8,R) subgroup. The
derivative DA is given in this case by
Dm2 = −D2m = ∇m , (D.3)
while all other components are zero. Applying this to the gauge fields in (2.23), and
projecting onto the 912 using (A.13), we find the following non-vanishing components
Fmnp2 = −1
2
(∗H)mnp , Fmn12 = −e
φ
2
(∗F4)mn , F˜mn21 = −e
φ
2
Fmp , F˜22 = eφ∗F6 .
(D.4)
Notice that the mass parameter F(0) cannot be obtained this way, and should be added
by hand. Using (C.5), we note that the component φ11 transforms as a scalar, and we
therefore assign
F11 = eφF0 . (D.5)
E Twisted derivative of L and K
Inserting the SL(8,R) decomposition of the derivative and of the fluxes given respectively
in (5.3) and (5.9), and the corresponding SL(8,R) components of the tensor products
given in (A.11) and (A.14), we get the following expressions for the twisted derivative of
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λ = (λab, λ˜ab), projected onto the 133
(Dλ)11 = −
1
4
∇pλp2 (E.1)
(Dλ)22 =
3
4
∇mλm2 (E.2)
(Dλ)12 = −∇mλ1m − eφ(∗F6)λ12 + eφF0λ˜12 +
eφ
2
Fmnλ
mn − e
φ
2
(∗F4)npλ˜np (E.3)
(Dλ)m2 = −∇pλmp − 1
2
(∗H)mnpλ˜np − eφ(∗F6)λm2 − eφ(∗F4)mnλ˜n1 (E.4)
(Dλ)1m = ∇mλ12 + eφF0λ˜1m + eφFmnλn2 (E.5)
(Dλ)nm = ∇mλn2 −
1
4
gnm∇pλp2 (E.6)
(Dλ)mnp2 = −3
2
∇[mλ˜np] + 1
2
Hmnpλ
12 − 3
2
eφF[mn|λ˜|p]1 − e
φ
2
Fmnpqλ
2q (E.7)
(Dλ)mn12 = −∇[mλ˜n]1 + 1
2
Hmnpλ
p2 . (E.8)
To get the twisted derivative of K projected on the 56, we use the tensor products
(A.9) and (A.15). We find
(DK)mn = −2∇pKmnp2 + (∗H)mnpK2p + eφ(∗F4)mnK21 (E.9)
(˜DK)mn = −2∇[mK2n] + eφFmnK21 (E.10)
(DK)m1 = 2∇pKmp12 + eφF0Km1 − eφ(∗F4)mnK2n − eφFnpK2npm (E.11)
(˜DK)m1 = −∇mK21 (E.12)
(DK)m2 = 0 (E.13)
(˜DK)m2 = −∇pKpm −HmpqKpq12 − eφ(∗F6)K2m − eφFmpKp1
+ eφ(∗F4)pqK1pqm (E.14)
(DK)12 = −eφF0K21 (E.15)
(˜DK)12 = −∇nKn1 −
1
3
HnpqK
2npq − eφ(∗F6)K21 (E.16)
where we have used that
⋆ Kabcd = −Kabcd (E.17)
which is a consequence of fact that K is purely in the 63 of SU(8).
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F Supersymmetric variations for the N = 1 spinor
anstaz
The supersymmetry transformations of the fermionic fields of type IIA read, in the demo-
cratic formulation [22]
δψM = ∇Mǫ+ 1
4
/HMPǫ+ 1
16
eφ
∑
n
/F (10)n ΓMPn ǫ , (F.1)
δλ =
(
/∂φ +
1
2
/HP
)
ǫ+
1
8
eφ
∑
n
(5− n)/F (10)n Pnǫ . (F.2)
where P = −σ3 and Pn = (−σ3)n/2σ1. We use the standard decomposition of ten-
dimensional gamma matrices
γ(10)µ = γµ ⊗ 1 , γ(10)m = γ5 ⊗ γm , (F.3)
the Poincare invariant ansatz for the RR fluxes
F
(10)
2n = F2n + vol4 ∧ F˜2n−4 where F˜2n−4 = (−1)Int[n] ∗6 F10−2n (F.4)
and we notice that, according to (B.9), P = iΓ12, P0 = P4 = Γ1, P2 = P6 = −iΓ2,
γmP0 = −iΓ2m and γmP2 = Γ1m,16.
We use the N = 1 spinor ansatz (4.18), parameterised using two internal spinors,
namely θ = θ1 + θ2, where θ1, θ2 given in (5.10), we get from the internal components of
the gravitino variation that N = 1 supersymmetry requires
δψm = 0 ⇔ ∇mθ1 + i
8
HmnpΓ
np12θ1 − e
φ
8
/FiΓmθ
2 = 0 , (F.5)
and the same exchaging 1↔ 2, where we have defined
/Fi = −i/FhΓ2 + /FaΓ1 (F.6)
in terms of the “hermitean” and “antihermitean” pieces of F , namely
Fh =
1
2
(F + s(F )) = F0 + F4 , Fa =
1
2
(F − s(F )) = F2 + F6 (F.7)
and finally
/F(n) =
1
n!
Fi1...inΓ
i1...in . (F.8)
We will also need the equations involving θ¯, which is
∇mθ¯1 − i
8
Hmnpθ¯
1Γnp12 +
eφ
8
θ¯2Γm/Fi = 0 , (F.9)
From the external gravitino variation, we get that N = 1 vacua should satisfy
δψµ = 0 ⇔ i/∂eAθ1 + e
φ
4
/Feθ
2 = 0, (F.10)
16To avoid clustering of determinant factors, in this section we use the basis for Cliff(8) gamma matrices
in (B.9) without the determinant factors.
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and similarly exchanging 1 and 2, where
/Fe = /FhΓ
1 − i/FaΓ2 (F.11)
and
/∂eA = ∂mAΓ
m12 . (F.12)
The hermitean conjugate equation reads
i θ¯1/∂eA +
eφ
4
θ¯2/Fe = 0, (F.13)
From the dilatino variation, we get
δλ = 0 ⇔ i/∂eφ θ1 + 1
12
HmnpΓ
mnpθ1 +
eφ
4
/Fdθ
2 = 0 (F.14)
where we have defined
/Fd = (5− n)/Fe . (F.15)
The hermitean conjugate equation reads
iθ¯1/∂eφ− 1
12
Hmnpθ¯
1Γmnp +
eφ
4
θ¯2/Fd = 0 (F.16)
G DL and DK versus N = 1 supersymmetry
G.1 DL
Multiplying Eq. (F.5) (coming from the internal gravitino variation) for the covariant
derivative of θ1 (θ2), on the right by e2A−φθ2 (e2A−φθ1), and substracting the two equa-
tions, we get the following equation for the covariant derivative of L′
(∆mL
′)αβ ≡ ∇mL′αβ−∂m(2A−φ)L′αβ+ 1
4
(iHmnpΓ
np12L′)αβ− e
φ
4
(/FiΓmπ
′)αβ = 0 . (G.1)
where we have defined
π′αβ ≡ e2A−φ(θ2θ2 − θ1θ1)αβ ≡ e2A−φπαβ . (G.2)
We will also need the SL(8) object πabcd, which we define to be
π′abcd =
√
2
4
π′αβΓabcdβα (G.3)
Multiplying (F.10) (coming from external gravitino variation on θ1) by θ2, and sub-
stracting to the equation with θ1 and θ2 exchanged, we get the following equation
(∆eL)
αβ ≡ i∂mA (Γm12L)αβ + e
φ
4
(/Feπ)
αβ = 0 . (G.4)
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If instead we multiply (F.10) by θ1 and substract the corresponding equation for θ2
multiplied by θ2, we get
(∆eπ)
αβ ≡ i∂mA (Γm12π)αβ + e
φ
4
(/FeL)
αβ = 0 . (G.5)
Doing the same on the dilatino (F.14) we get
(∆dL)
αβ ≡ i∂mφ (Γm12L)αβ + 1
12
Hmnp(Γ
mnpL)αβ +
eφ
4
(/Fdπ)
αβ = 0 , (G.6)
and a similar equations with L and π exchanged, that will not be used.
We show here how supersymmetry requires equations (5.18)-(5.20) to vanish. For
each of them, we use (G.1) plus le times (G.4) and ld times (G.6), and take in the one to
last step
le = −2 , ld = 1 . (G.7)
We show that susy requires Eq. (5.18) to vanish by
0 =
√
2
4
Tr
(
Γ12∆mL
′ + iΓm(le∆e + ld∆d)L′
)
=∇mL′12 − ∂m(2A− φ)L′12 − ∂m(leA+ ldφ)L′12 + i
4
(−1 + ld)HmpqL′pq
− e
φ
8
[Fpq(−1 + le + 3ld)− i(∗F4)(1 + le + ld)]π′2pqm
=∇mL′12
=(DL′)1m , (G.8)
To get (5.19) we do
0 =
√
2
4
Tr
(−Γmn∆nL′ + iΓm12(ld∆dL′ + le∆eL′))
=−∇pL′mp + ∂n(2A− φ)L′mn + ∂n(leA+ ldφ)L′mn + i
4
(3− ld)(∗H)mpqL′pq
− e
φ
8
[Fpq(−1 + le + 3ld)− i(∗F4)pq(1 + le + ld)]π′1pqm
=−∇pL′mp + i
2
(∗H)mnpL′np
=(DL′)m2 ,
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while for (5.20) we use
0 =
√
2
8
Tr
(
3iΓ[mn|∆p]L
′ − Γmnp12(ld∆dL′ + le∆eL′)
)
=
3i
2
∇[mL′np] −
3
2
i∂[m(2A− φ)L′|np] −
3
2
i∂[m|(leA+ ldφ)L′|np]
+
1
4
(3− ld)HmnpL′12 +
3
4
(−1 + ld)(∗H)[mn|qL′q |p]
+
eφ
8
[F0(−3 + le + 5ld)− i(∗F6)(3 + le − ld)]π′2mnp
+ 3
eφ
8
[iF[m|q(−1 + le + 3ld) + (∗F4)[m|q(1 + le + ld)]π′1q |np]
=
3i
2
∇[mL′np] +
1
2
HmnpL
′12
=(DL′)mnp2 .
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G.2 DK
We define the following quantities
K ′0 = e
AK0 , K
′
1 = e
AK1 , K
′
2 = e
3AK2 , K
′
3 = e
3AK3 . (G.9)
Combining (F.5) multiplied by θ¯ with (F.9) multiplied by θ, we obtain
∆mK0 ≡ e−φ∇m(eφK0)αβ + i
8
Hmnp[Γ
np12K ′0 −K ′0Γnp12]αβ −
eφ
8
[/FiΓmK
′
1 −K ′1Γm/Fi]αβ = 0
(G.10)
∆mK1 ≡ e−φ∇m(eφK1)αβ + i
8
Hmnp[Γ
np12K ′1 −K ′1Γnp12]αβ −
eφ
8
[/FiΓmK
′
0 −K ′0Γm/Fi]αβ = 0
(G.11)
∆mK2 ≡ e−φ∇m(eφK2)αβ + i
8
Hmnp[Γ
np12K ′2 −K ′2Γnp12]αβ − i
eφ
8
[/FiΓmK
′
3 +K
′
3Γm/Fi]
α
β = 0
(G.12)
∆mK3 ≡ e−φ∇m(eφK3)αβ + i
8
Hmnp[Γ
np12K ′3 −K ′3Γnp12]αβ + i
eφ
8
[/FiΓmK
′
2 +K
′
2Γm/Fi]
α
β = 0
(G.13)
where the factors of the dilaton inside the covariant derivatives are there to cancel the
explicit dilaton dependence of K (see (3.6)).
Multiplying the external gavitino or dilatino equation, Eqs. (F.10) and (F.14) by θ¯2
on the right, and adding it to the same equation with θ1 and θ2 exchanged, we get
(∆eK1)
α
β ≡ i∂mA[Γm12K1]αβ + e
φ
4
[/FeK0]
α
β = 0 , (G.14)
(∆dK1)
α
β ≡ i∂mφ[Γm12K1]αβ + 1
12
Hmpq[Γ
mpqK1]
α
β +
eφ
4
[/FdK0]
α
β = 0 . (G.15)
We can also use the complex conjugate equations (F.13), (F.16) multiplied on the left
by θ2. This gives
(K1∆e)
α
β ≡ i∂mA[K1Γm12]αβ + e
φ
4
[K0/Fe]
α
β = 0 , (G.16)
(K1∆d)
α
β ≡ i∂mφ[K1Γm12]αβ − 1
12
Hmpq[K1Γ
mpq]αβ +
eφ
4
[K0/Fd]
α
β = 0 (G.17)
(G.18)
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We will also need the corresponding equations mixing K3 and K2
(∆eK3)
α
β ≡i∂mA[Γm12K3]αβ − ie
φ
4
[/FeK2]
α
β = 0 (G.19)
(K3∆e)
α
β ≡i∂mA[K3Γm12]αβ + ie
φ
4
[K2/Fe]
α
β = 0 (G.20)
(∆dK3)
α
β ≡i∂mφ[Γm12K3]αβ + 1
12
Hmpq[Γ
mpqK3]
α
β − ie
φ
4
[/FdK2]
α
β = 0 (G.21)
(K3∆d)
α
β ≡i∂mφ[K3Γm12]αβ − 1
12
Hmpq[K3Γ
mpq]αβ + i
eφ
4
[K2/Fd]
α
β = 0 (G.22)
(∆eK2)
α
β ≡i∂mA[Γm12K2]αβ + ie
φ
4
[/FeK3]
α
β = 0 (G.23)
(K2∆e)
α
β ≡i∂mA[K2Γm12]αβ − ie
φ
4
[K3/Fe]
α
β = 0 (G.24)
(∆dK2)
α
β ≡i∂mφ[Γm12K1]αβ + 1
12
Hmpq[Γ
mpqK1]
α
β + i
eφ
4
[/FdK3]
α
β = 0 (G.25)
(K2∆d)
α
β ≡i∂mφ[K1Γm12]αβ − 1
12
Hmpq[K1Γ
mpq]αβ − ie
φ
4
[K3/Fd]
α
β = 0 (G.26)
and the following ones involving K0 and K1
(∆eK0)
α
β ≡ i∂mA[Γm12K0]αβ + e
φ
4
[/FeK1]
α
β = 0 , (G.27)
(K0∆e)
α
β ≡ i∂mA[K0Γm12]αβ + e
φ
4
[K1/Fe]
α
β = 0 (G.28)
Given a generic K and product of gamma matrices Γa1...ai we will make use of the
following type of combinations
Tr ([Γa1...ai ,∆d]K) ≡ Tr ((Γa1...ai∆d −∆dΓa1...ai)K) = Tr (Γa1...ai∆dK −K∆dΓa1...ai) .
(G.29)
and similarly for the anticommutator.
G.2.1 DK ′1
We want to show that susy requires (5.13) and (5.15). We recall that as shown in (3.10),
K1 has only nonzero components with an odd number of internal indices.
The idea is to reconstruct the twisted derivative of the corresponding K ′ appearing
in each of the equations by summing an equation coming from internal gravitino (which
gives a covariant derivative of K with no dilaton or warp factors) together with equations
coming from external gravitino plus dilatino, which contribute the required derivatives
of dilaton and warp factor.
We start by showing that susy requires (5.21) to vanish. We use the following com-
bination of equations: (G.11) coming from internal gravitino, (G.14) and (G.28) from
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external gravitino, and (G.15), (G.17) from dilatino (the last four multiplied by arbitrary
coefficients ne and nd, that will be set to ne = 1, nd = −1).
0 =− i
4
Tr
(
Γmnp2(eA∆pK1) + {Γmn1, (ne∆e + nd∆d)}K ′1
)
(G.30)
=− 2eA−φ∇p(eφK1mnp2)− 2∂p(neA+ ndφ)K ′1mnp2
+
1
2
(1 + nd)H
mn
pK
′
1
1p +
1
2
(3 + nd)(∗H)mnpK ′12p
− 1
2
e−2A+φF0(4 + ne + 5nd)K ′+
mn12 − 1
4
e−2A+φ(∗F4)pq(ne + nd)K ′+pqmn
− 1
2
e−2A+φF [m|p(2 + ne + 3nd)K ′+ p
|n]
=− 2∇pK ′1mnp2 + (∗H)mnpK ′12p
=(DK ′1)mn
where in the third equality we have used the values ne = 1, nd = −1.
To show that (5.22) vanishes, we use
0 =− 1
4
Tr
(
2Γ2[m(e
A∆n]K1)− i[Γmn1, ne∆e + nd∆d]K ′1
)
(G.31)
=− 2eA−φ∇[m(eφK12n])− 2∂[m(neA+ ndφ)K ′12n]
−Hpq[mK ′11pqn](1 + nd) + 1
2
e−2A+φ ∗ F6 (−2 + ne − nd)K ′+mn12
+
1
4
e−2A+φFpq(2 + ne + 3nd)K ′+
pq
mn +
1
2
e−2A+φ(∗F4)[m|p(ne + nd)K ′+ p|n]
=− 2∇[mK ′12n]
=(D˜K ′1)mn
where we have chosen again ne = 1, nd = −1.
To show that (5.23) vanishes, we use
0 =− i
4
Tr
(
iΓn1(e
A∆nK1) + Γ
2(nd∆d + ne∆e)K
′
1
)
(G.32)
=− eA−φ∇n(eφK1n1)− ∂p(neA + ndφ)K ′1p1 −
1
6
Hpqr(3 + nd)K
′
1
2pqr
+
1
4
e−2A+φ
[
Fpq(2 + ne + 3nd) + i(∗F4)pq(ne + nd)
]
K ′+
pq12
=−∇nK ′1n1 −
1
3
HpqrK
′
1
2pqr
=(D˜K ′1)12 (G.33)
where we have used again ne = 1, nd = −1.
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For the vectorial equation (5.24), we use (G.13) and (G.20) to get
0 = Tr
(−eA∆mK3 +K ′0∆eΓm) (G.34)
= −4eA∂pAKmp3 + eφF0K ′1m1 − eφ(∗F4)mnK ′12n − eφFnpK ′12npm
= −4eA∂pAKmp3 + (DK ′1)m1
where we have used K2 = K1Γ
12 and K0 = −iK3Γ12, and in the last line we have used
(5.24). For the last equation (5.25) we use (G.10) and (G.19)
0 = Tr
(
eA∆mK0 + iK
′
3∆eΓ
m
)
(G.35)
= 4ieA−φ∇m(eφK312)− 8eA∂pAK3mp12 − eφ∗F6K ′12m − eφFmnK ′1n1 + eφ(∗F4)npK ′1 1npm
= 4ieA∂mAK3
1
2 − 8eA∂pAK3mp12 + (D˜K ′1)m2
where in the second equality we have used again K0 = −iK3Γ12, and in the third equality
we have used (5.16) (which will be shown to hold below).
G.2.2 DK ′+
The other set of equations involves
K ′+ = K
′
3 + iK
′
2 = e
3A(K3 + iK2) . (G.36)
From (3.10), we see that K+ with an odd number of internal indices is proportional to
iK2, while for an even number of internal indices, K+ is proportional to K3.
To show the first equation in (5.14), we use (G.12), (G.23) and (G.25) to get
0 =
1
4
Tr
(
Γmnp2(e3A∆pK2) + iΓ
mn1(ne∆eK
′
2 + nd∆dK
′
2)
)
(G.37)
=− 2e3A−φ∇p(eφK+mnp2)− 2∂p(neA+ ndφ)K ′+mnp2 + 2i∂[m(neA+ ndφ)K ′2+n]
+
1
2
(1 + nd)HmnpK
′1p
+ + indHpq[mK
′1pq
+ |n] +
1
2
(3 + nd)(∗H)mnpK ′2+ p
+
eφ
4
(F0(ne + 5nd)− i(∗F6)(−4 + ne − nd))K ′mn+
+
eφ
4
(iFmn(4 + ne + 3nd)− (∗F4)mn(ne + nd))K ′12+
+
eφ
8
(i(∗F2)mnpq(ne + 3nd)− Fmnpq(ne + nd))K ′pq+
+ eφ
(
F [m|p(n + 3nd)− i(∗F4)[m|p(−2 + ne + nd)
)
K
′p12|n]
+ .
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and
0 =
1
4
Tr
(
2iΓ2[n(e
3A∆m]K2)− Γmn1(ne∆eK ′2 + nd∆dK ′2)
)
(G.38)
=− 2e3A−φ∇[m(eφK+2n])− 2i∂p(neA + ndφ)K ′mnp2+ − 2∂[m(neA+ ndφ)K ′2+ |n]
+ i
nd
2
HmnpK
′1p
+ − (1 + nd)Hpq[mK ′1pq |n] + i
nd
2
(∗H)mnpK ′2+ p
+
eφ
4
(iF0(2 + ne + 5nd) + (∗F6)(ne − nd))K ′+mn
− e
φ
4
(Fmn(ne + 3nd) + i(∗F4)mn(2 + ne + nd))K ′12+
− e
φ
8
((∗F2)mnpq(ne + 3nd) + iFmnpq(−2 + ne + nd))K ′+pq
+ eφ
(
iF[m|p(ne + 3nd) + (∗F4)[m|p(ne + nd)
)
K+
′p12
|n] .
Note that in the NS sector K+ reduces to K2, while in the RR sector it is proportional
to K3. We combine these two, choosing ne =
3
2
, nd = −12 , and we get
0 =(G.37)− i(G.38)
=− 2∇pK ′+mnp2 + 2i∇[mK ′+2n] + (∗H)mnpK ′+2p − eφ(∗F4 − iF2)mnK ′+12
= (DK ′+)mn − i(D˜K ′+)mn.
For the 12 components we use
0 =
1
4
Tr
(
iΓn1(e3A∆nK2)− iΓ2(ne∆eK ′2 + nd∆dK ′2)
)
=ie3A−φ∇n(eφKn1+ ) + i∂n(neA + ndφ)K ′n1+ +
i
2
(1 +
nd
3
)HpqrK
′2pqr
+
+
eφ
4
(−F0(6 + ne + 5nd) + i ∗ F6(ne − nd))K ′12+
− e
φ
8
(iFmn(ne + 3nd)− (∗F4)mn(−2 + ne + nd))K ′mn+
=i∇nK ′n1+ +
i
3
HpqrK
′2pqr
+ + e
φ(−F0 + i ∗ F6)K ′12+
=(DK ′+)12 − i(D˜K ′+)12 . (G.39)
where we have chosen ne = 3, nd = −1.
We are left with the vectorial components. The last equation in (5.14) is trivial (see
(E.13)). To show the m1 component, we use
0 = −1
4
Tr
(
Γ12(e3A∆mK3) + ine{∆e,Γm}K ′3
)
= e3A−φ∇m(eφK12+ )− ne∂mAK ′12+ + i
eφ
4
(ne − 1)[−F0K ′+m1 + (∗F4)mpK ′2p+ + FpqK ′2pq+ m]
= (D˜K ′+)m1 − ∂m(4A− φ)K ′12+
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where we have taken ne = 1.
For the (D˜K ′)m2 equation, we first note that supersymmetry requires their RR pieces
to vanish by itself, namely
0 = Tr (∆mK
′
3) = e
φ
(
(∗F6)(K ′+)m2 + FmpK ′1p+ + (∗F4)pq(K ′+)1pqm
)
= FRR
∣∣
m2
,
while in the m1 equation, the RR piece is proportional to a derivative of the warp factor,
i.e.
0 =Tr
(
e3A∆mK0
)
= 4ie3A∇mK+12 + eφ
(
F0K
′
+
m1 − (∗F4)mpK ′+2p − FpqK ′2pqm+
)
=4i∂mAK
′
+
1
2 + FRR
∣∣m1 .
Then we use
0 =
1
4
Tr
(
iΓmp12(e3A∆pK3) + [Γ
m, ne∆e + nd∆d]K
′
3
)
+ FRR
∣∣m1 + 4i∂mAK ′+12
=+ 2e3A∇pKmp12+ + 2∂p(neA + ndφ)K ′mp12+ −
1
4
(nd + 2)H
m
pqK
′mp12
+ + i
eφ
4
[
(∗F6)(5− ne + nd)K ′m1+
+ Fmp(3 + 3nd + ne)K
′2p
+ + (∗F4)pq(−1 + ne + nd)K ′2pqm+
]
+ FRR
∣∣m1 + 4i∂mK ′+12
= (DK ′+)m1 − 2∂pφK ′mp12+ + 4i∂mAK ′+12
where in the last equality we have chosen ne = 3, nd = −2. For the m2 component, we
use
0 =
1
4
Tr
(
Γpme
3A∆pK3 − i[Γm12, ne∆e + nd∆d]K ′3
)
+ FRR
∣∣
m2
=− e3A∇pK+pm − ∂p(neA+ ndφ)K ′p+m −
1
2
HmpqK
′pq12
+ (2 + nd) + i
eφ
4
[
F0(5 + ne + 5nd)K
′
+m2
+ Fpq(1 + ne + 3nd)K
′1pq
+ m + (∗F(4))mp(−3 + ne + nd)K ′1p+
]
+ FRR
∣∣
m2
= (D˜K ′+)m2 − ∂p(2A− φ)K ′p+m +HmpqK ′pq12+
where here we have inserted ne = 5, nd = −2.
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