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This paper studies the multivariate mixed proportional reversed hazard rate model having
dependent mixing variables. Stochastic comparison as well as aging properties in this
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1. Introduction
Suppose one individual of a population has lifetime T with the reversed hazard rate function r(t). The proportional
reversed hazard (PRH) model [1] assumes, for some constant v ≥ 0,
r(t) = vr0(t), t ∈ R+, (1.1)
here r0(t) is the reversed hazard rate of the baseline lifetime T0. Let F(t) and F0(t) be their respective distribution functions.
Then, (1.1) is equivalent to
F(t) = F v0 (t), t ∈ R+. (1.2)
Thismodelwas investigated in various areas, such as statistics, reliability engineering, demography, physics, forensic science
and so on (see [2–7]). In practical situations, the factor v of each individual is determined by some covariates, which are
basically unobservable; one can only consider the corresponding model at the population level instead. This leads to the
mixed proportional reversed hazard (MPRH) model with the overall population lifetime T having the distribution
F(t) = E [FV0 (t)] = ∫ ∞
0
F v0 (t)g(v)dv, t ∈ R+, (1.3)
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where the mixing variable V has density function g(v) on support (0,∞). This model has been discussed recently by some
researchers via various perspectives. One may refer to [6–8] and so on for more related results.
MPRH model (1.3) handles the heterogeneity in the sense of the reversed hazard rate. Since multivariate data such
as lifetimes of relatives (twins or parent–child) or components usually share a common circumstance in some practical
situations, it is necessary to analyze this kind of data through multivariate frailty models (see [9–16]). Likewise, a good
multivariate MPRH model facilitates the analysis of multivariate autopsy or left-censored data. Actually, bivariate MPRH
due to [17] forms an extension of the model in (1.3). We will study the multivariate extension in this paper.
For i = 1, . . . , n, let Ti be the life span of the ith individual, ri(Vi, ti) = Vir0i(ti) be the reversed hazard rate given mixing
variable Vi, and r0i(ti) be the reversed hazard rate of the baseline lifetimes T0i. Assume that lifetimes T = (T1, . . . , Tn) are
conditionally independent, that is, given Vi = vi, i = 1, . . . , n, T has the conditional joint distribution
F(t|v) = F(t1, . . . , tn|v1, . . . , vn) =
n∏
i=1
F vi0i (ti), t ∈ Rn+, (1.4)
with
F0i(ti) = exp
{
−
∫ ∞
ti
r0i(x)dx
}
, i = 1, . . . , n.
Denote h(v) the joint density of V = (V1, . . . , Vn), then T has the joint distribution
F(t) = E
[
n∏
i=1
FVi0i (ti)
]
=
∫
Rn+
n∏
i=1
F vi0i (ti)h(v)dv, t ∈ Rn+, (1.5)
where dv = dv1 · · · dvn. We call this the multivariate MPRH model. Correspondingly, V , T0 = (T01, . . . , T0n) and T are
called as the mixing vector, baseline vector and overall population vector, respectively. It should be remarked here that the
distribution in this model belongs to the family of multivariate distributions studied by Marshall and Olkin [18].
By (1.5), we have the ith marginal distribution
FTi(t) =
∫ ∞
0
F v0i(t)hVi(v)dv, (1.6)
hVi(t) is marginal density of Vi, i = 1, . . . , n. Obviously, the model in (1.3) is the univariate version of (1.5). Setting
V = V1 = · · · = Vn yields a useful specific version
F(t) = E
[
n∏
i=1
FV0i(ti)
]
=
∫
R+
n∏
i=1
F v0i(ti)u(v)dv, t ∈ Rn+, (1.7)
where u(v) is the density function of V . Since all individuals shares a common mixing variable, it is called as the shared
multivariate MPRH.
This paper conducts an investigation on stochastic comparison and aging properties in model (1.5) and (1.7). Somemain
results correspond to those univariate version obtained in [8,7]. In Section 2, multivariate stochastic orders are employed
to study how the variation of the mixing vector and the baseline vector has effect on the overall population vector, and
a discussion on aging properties is made. In fact, some stochastic orders of the mixing or the baseline vectors as well as
aging properties of the baseline variables are proved to be preserved by the overall population vectors. Section 3 studies the
stochastic monotonic property. The population vector is shown to be increasing in the upper (lower) orthant order when
the mixing variables are right corner set increasing (left corner set decreasing). And, in Section 4, we investigate how the
MTP2 dependence has effect on the monotone property of the ratio of the multivariate reversed hazard rate to the baseline
one. Finally, applications in bivariate correlated gamma proportional reversed hazard frailty model and tumor progression
time model are presented in Section 5.
Throughout this paper, as usual, the term increasing means nondecreasing and decreasing means nonincreasing; It is also
assumed that all concerned random variables are nonnegative and absolutely continuous with zero as the common left end
point of their supports, and the expectation is always assumed to be finite when used. For vectors x = (x1, . . . , xn) and
y = (y1, . . . , yn) in Rn, we always denote x ∨ y = (max{x1, y1}, . . . ,max{xn, yn}), x ∧ y = (min{x1, y1}, . . . ,min{xn, yn}),
x ≤ y implies xi ≤ yi for i = 1, . . . , n. And a function ϕ is said to be increasing (decreasing) if ϕ(x) ≤ (≥)ϕ(y) whenever
x ≤ y.
2. Stochastic comparisons and aging properties
For ease of reference, we first recall some concepts before stating our main results. Readers may refer to [19] for their
univariate versions as well as further details.
Let X = (X1, . . . , Xn) and Y = (Y1, . . . , Yn) be n-dimensional random vectors with corresponding distributions F(x),
G(x), survival functions F¯(x), G¯(x), density functions f (x), g(x). X is said to be smaller than Y in the
(i) usual stochastic order (denoted by X ≤st Y ) if E[ϕ(X)] ≤ E[ϕ(Y )] for any increasing function ϕ: Rn → R;
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(ii) upper orthant order (denoted by X ≤uo Y ) if F¯(x) ≤ G¯(x) for all x;
(iii) lower orthant order (denoted by X ≤lo Y ) if F(x) ≥ G(x) for all x;
(iv) hazard rate order (denoted by X ≤hr Y ) if F¯(x)G¯(y) ≤ F¯(x ∧ y)G¯(x ∨ y) for all x, y;
(v) likelihood ratio order (denoted by X ≤lr Y ) if f (x)g(y) ≤ f (x ∧ y)g(x ∨ y) for all x, y;
(vi) Laplace transform order (denoted by X ≤lt Y ) if
E
[
exp
{
−
n∑
i=1
siYi
}]
≤ E
[
exp
{
−
n∑
i=1
siXi
}]
, for all s > 0.
2.1. Multivariate MPRH model
As is well known, there is no firm theoretical basis for choosing the probability distribution of the mixing random vector
in practical problems. So it is very important to have the knowledge on how the variation of the distribution of mixing
vector V effects that of the overall population vector T . Stochastic comparison that translates the order between twomixing
randomvectors into that between the corresponding overall variablesmay help to understand the effect ofmis-specification
of the mixing random vector. Suppose the overall population vectors T1 = (T11, . . . , T1n) and T2 = (T21, . . . , T2n) with
corresponding mixing vectors V1 = (V11, . . . , V1n) and V2 = (V21, . . . , V2n) have distributions
Fi(t) =
∫
Rn+
n∏
j=1
F
vj
0j (tj)hi(v)dv = E
[
n∏
j=1
F
Vij
0j (tj)
]
, t ∈ Rn+, (2.1)
where hi(v) is density function of Vi, i = 1, 2. Also, overall population vectors Ti have survival function and density function
F¯i(t) =
∫
Rn+
n∏
j=1
(
1− F vj0j (tj)
)
hi(v)dv = E
[
n∏
j=1
(
1− FVij0j (tj)
)]
(2.2)
and
fi(t) =
∫
Rn+
n∏
j=1
vjF
vj−1
0j (tj)f0j(tj)hi(v)dv, t ∈ Rn+, (2.3)
where f0j(tj) is the density corresponding to F0j(tj), j = 1, . . . , n, i = 1, 2.
From Theorems 3.1 and 3.8 in [20], we immediately have the following proposition on the usual stochastic order and the
likelihood ratio order.
Proposition 2.1. If V1≤st(≤lr)V2, then T1≤st(≤lr)T2.
For the upper (lower) orthant order and Laplace transform order, we have the following.
Theorem 2.2. If V1≤uo V2, then T1≤uo T2.
Proof. Note that 1− F v0j(tj) is increasing in v for any j = 1, . . . , n, by Theorem 6.G.1(a) in [19], we have
E
[
n∏
j=1
(
1− FV1j0j (tj)
)]
≤ E
[
n∏
j=1
(
1− FV2j0j (tj)
)]
.
As a result, the assertion follows from (2.2) directly. 
Theorem 2.3. V1≤lt V2 if and only if T1≤lo T2.
Proof. Denote R0j(tj) =
∫∞
tj
r0j(u)du for j = 1, . . . , n. Then, Ti has the distribution
Fi(t) = E
[
exp
{
−
n∑
j=1
VijR0j(tj)
}]
= Li(R01(t1), . . . , R0n(tn)),
which is the joint Laplace transform of Vi, i = 1, 2 (see [18]). Obviously, V1≤lt V2 if and only if F1(t) ≥ F2(t) for all t ∈ Rn+.
This completes the proof. 
Since the lower orthant order implies Laplace transform order, we have the following immediate proposition.
Proposition 2.4. If V1≤lo(≤lt)V2, then T1≤lo(≤lt) T2.
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In survival analysis, researchers usually apply relative risk to compare the incidence of a disease in two group of subjects
(see [10]). Thus, it is of interest to study how the variation of the distribution of baseline vector T0 affects the distribution
of overall population vector T . Let S0 = (S01, . . . , S0n) be another baseline random vector, and S0i has distribution function
G0i(t), i = 1, . . . , n. Denote by S = (S1, . . . , Sn) the corresponding overall population vector with same mixing vector V .
Then, by (1.5), the distribution function of S is
G(t) = E
[
n∏
i=1
G
Vj
0j(tj)
]
, t ∈ Rn+. (2.4)
Theorem 2.5. If T0i≤st S0i for i = 1, . . . , n, then T ≤st S .
Proof. Since both T and S are conditionally independent given V , T0i≤st S0i imply [Ti|V = v] ≤st[Si|V = v] for i ∈ 1, . . . , n
and all v ∈ Rn+. By Theorem 6.B.3 in [19], we have [T |V = v] ≤st[S|V = v]. Now, from Theorem 6.B.16(e) in [19], the desired
result follows immediately. 
Since the usual multivariate stochastic order implies the usual componentwise univariate stochastic order, the following
proposition is straightforward.
Proposition 2.6. If T0≤st S0, then T ≤st S .
Li and Li [8] obtained the analogous result in the univariate model (1.3), which is the special case of both Theorem 2.5
and Proposition 2.6. And, Example 4.1 in [8] tells that the likelihood ratio order cannot be translated from baseline vectors
into overall population vectors in the multivariate model here either. To end this subsection, we address some results on
aging properties in model (1.5).
A random variable X with survival function F¯ is said to have decreasing (increasing) failure rate (IFR, DFR) if F¯(t+x)
F¯(t)
is
increasing (decreasing) in t ≥ 0 for all x ≥ 0, it is said to benewworse (better) thanused (NWU,NBU) if F¯(x+t) ≥ (≤)F¯(x)F¯(t)
for all x, t ≥ 0. For more details, we refer reads to [21]. As the natural multivariate extensions, X is said to havemultivariate
decreasing (increasing) failure rate (MDFR, MIFR) if F¯(t+x)
F¯(t) is increasing (decreasing) in t ∈ Rn+ for all x ∈ Rn+, it is said to be
multivariate new worse (better) than used (MNWU, MNBU) if F¯(t + x) ≥ (≤)F¯(t)F¯(x) for all t, x ∈ Rn+. One may refer to [22]
and references therein for various multivariate aging notions.
As is well known, IFR and NBU are not preserved under mixture. MIFR and MNBU are not discussed here. The following
two theorems have a discussion on MDFR and MNWU of baseline variables, which are preserved by the overall population
vector in accordance with their multivariate setup when the mixing variables have some positive dependence.
Theorem 2.7. Suppose that V has the support (0, 1)n. If T0i is DFR for all i = 1, . . . , n, then, T is MDFR.
Proof. By (2.2), we have
F¯(t, . . . , t) =
∫
[0,1]n
n∏
i=1
(
1− F vi0i (t)
)
h(v)dv
=
∫
[0,1]n
n∏
i=1
(
1− F vi0i (t)
)
h(v1|v2, . . . , vn)h(v2|v3, . . . , vn) · · · h(vn−1|vn)hVn(vn)dv,
where h(vi|vi+1, . . . , vn) is the density of Vi conditioned by (Vi+1, . . . , Vn) = (vi+1, . . . , vn), i = 1, . . . , n− 1 and hVn(vn) is
the marginal density of Vn.
Since T0i is DFR, according to Theorem 4.1 in [7], for any vi ∈ (0, 1), survival function 1 − F vi0i (t) is DFR, for i =
1, . . . , n. Note that DFR is preserved under the formation of series system with independent components, survival function∏n
i=1
(
1− F vi0i (t)
)
is DFR also. In addition, DFR is preserved under mixture (see [21]), this tells that∫ 1
0
n∏
i=1
(
1− F vi0i (t)
)
h(v1|v2, . . . , vn)dv1
is DFR. Repeatedly using the preservation of DFR under mixture, we reach the desired result. 
Recall that a random vector X is said to be positively associated if Cov [ϕ(X), ψ(X)] ≥ 0 for all increasing functions ϕ and
ψ such that the covariance exists.
Theorem 2.8. Suppose that V has the support (0, 1)n and is positively associated. If T0i is NWU for all i = 1, . . . , n, then, T is
MNWU.
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Proof. According to Theorem 4.1 in [7], the survival function 1 − F vi0i (t) with vi ∈ (0, 1) is NWU when F0i are NWU,
i = 1, . . . , n. Thus, for any t , x ∈ Rn+, we have
F¯(t + x) = E
[
n∏
i=1
(
1− FVi0i (ti + xi)
)]
≥ E
[
n∏
i=1
(
1− FVi0i (ti)
) (
1− FVi0i (xi)
)]
= E
[
n∏
i=1
(
1− FVi0i (ti)
) n∏
i=1
(
1− FVi0i (xi)
)]
.
On the other hand, since V is positively associated and
∏n
i=1
(
1− F vi0i (ti)
)
is increasing in v, we further have
E
[
n∏
i=1
(
1− FVi0i (ti)
) n∏
i=1
(
1− FVi0i (xi)
)]
≥ E
[
n∏
i=1
(
1− FVi0i (ti)
)]
E
[
n∏
i=1
(
1− FVi0i (xi)
)]
= F¯(t)F¯(x).
This completes the proof. 
2.2. Shared multivariate MPRH model
Since the shared model in (1.7) is of independent interest in practical situations, we present those corresponding
comparison results in a separate subsection.
Let V1 and V2 be two mixing random variables with density functions u1(t) and u2(t), respectively, their corresponding
overall population vectors as T1 = (T11, . . . , T1n) and T2 = (T21, . . . , T2n) have distributions
Fi(t) =
∫ ∞
0
n∏
j=1
F v0j(tj)ui(v)dv = E
[
n∏
j=1
FVi0j (tj)
]
, t ∈ Rn+, i = 1, 2. (2.5)
As mentioned in Section 1, Setting V1 = · · · = Vn in model (1.5) results in model (1.7). Since V1≤st (≤lr,≤lt) V2 implies
(V1, . . . , V1)≤st (≤lr,≤lt) (V2, . . . , V2), Proposition below follows directly from Proposition 2.1 and Theorem 2.3.
Proposition 2.9. If V1≤st(≤lr)V2, then T1≤st(≤lr) T2, and if V1≤lt V2 if and only if T1≤lo T2.
Li and Li [8] proved that the univariate hazard rate order of mixing variable is preserved by population variable in model
(1.3). Here is a multivariate extension.
Theorem 2.10. If V1≤hr V2, then T1≤hr T2.
Proof. By (2.5), for i = 1, 2, (Ti1, . . . , Tin) have the survival functions
F¯i(t) = E
[
n∏
j=1
(
1− FVi0j (tj)
)]
, t ∈ Rn+. (2.6)
Denote Wj(v) as the random variables with distributions F v0j(t), j = 1, 2, . . . , n. According to Theorem 4.3 in [23], it is
sufficient to show thatWj(v) is increasing in v in the sense of the hazard rate order.
By Lemma 2.1 in [16], for any w ≥ v ≥ 0, p(t, w, v) = 1−Fw0i (t)1−Fv0i(t) is increasing in t ≥ 0. This implies Wj(v)≤hrWj(w).
Therefore, we complete the proof. 
Obviously, Theorem 2.5, Proposition 2.6, Theorems 2.7 and 2.8 also hold in shared multivariate MPRH model.
3. Stochastic monotone properties
In many practical situations, lifetimes of subpopulation are often considered. For example, due to effect of birth cohort,
patients are divided into some groups according to their birthdays or ages in epidemiology (see [24]). This boils down
to the conditional lifetimes of population whose mixing vector is restricted within a boundary. This section establishes
somemonotone properties of conditional lifetimes of population in model (1.5), they form nice extensions of the stochastic
monotone property for the univariate version in [8].
Before proceeding to the monotone properties of conditional lifetimes, let us recall some notions of multivariate
dependencewhichwere introduced in [25]. A randomvectorX is said to be left corner set decreasing (LCSD) ifP(X ≤ x|X ≤ y)
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is decreasing in y for all x ∈ Rn; X is said to be right corner set increasing (RCSI) if P(X > x|X > y) is increasing in y for all
x ∈ Rn.
Theorem 3.1. If V is LCSD, then [T |V ≤ v] is increasing in v in the lower orthant order.
Proof. For anyw ≥ v ∈ Rn+, we have
P (T ≤ t|V ≤ v) = E
[
n∏
i=1
FVi0i (ti)|V ≤ v
]
and
P (T ≤ t|V ≤ w) = E
[
n∏
i=1
FVi0i (ti)|V ≤ w
]
.
V is LCSD, that is,
[V |V ≤ v] ≤lo[V |V ≤ w],
and F u0i(ti) is decreasing in u, according to Theorem 6.G.1(b) in [19],
E
[
n∏
i=1
FVi0i (ti)
∣∣∣∣V ≤ v
]
≥ E
[
n∏
i=1
FVi0i (ti)
∣∣∣∣V ≤ w
]
,
which completes the proof. 
Theorem 3.2. If V is RCSI, then [T |V > v] is increasing in v in the upper orthant order.
Proof. By (2.2), forw ≥ v ∈ Rn+, we have
P (T > t|V > v) = E
[
n∏
i=1
(
1− FVi0i (ti)
) ∣∣∣∣V > v
]
and
P (T > t|V > w) = E
[
n∏
i=1
(
1− FVi0i (ti)
) ∣∣∣∣V > w
]
.
V is RCSI, that is,
[V |V > v] ≤uo[V |V > v ′],
and 1− F u0i(ti) is increasing in u, according to Theorem 6.G.1(a) in [19], we have
E
[
n∏
i=1
(
1− FVi0i (ti)
) ∣∣∣∣V > v
]
≤ E
[
n∏
i=1
(
1− FVi0i (ti)
) ∣∣∣∣V > w
]
,
this completes the proof. 
Recall that a function ψ: Rn → R+ is said to be MTP2 (Multivariate Total Positive of order 2) (see [26]) if ψ(x)ψ(y) ≤
ψ(x ∧ y)ψ(x ∨ y) for all x, y ∈ Rn, and a random vector X is called MTP2 if its density function is an MTP2 function. In
regards that MTP2 dependence implies that both LCSD and RCSI (see [27]), Corollary 3.3 follows immediately.
Corollary 3.3. If V isMTP2 dependent, then, for all t ∈ Rn+,
(a) P(T ≤ t|V ≤ v) is decreasing in v;
(b) P(T > t|V > v) is increasing in v.
4. Multivariate reversed hazard rate
Roy [28] introduced the bivariate reversed hazard rate vector. This section studies multivariate version of the reversed
hazard rate in our models. Denote the reversed hazard rate of overall population (T1, . . . , Tn) as
λ(t) = ∇ log F(t),
where ∇ = ( ∂
∂t1
, . . . , ∂
∂tn
) is the gradient operator. From (1.5), it follows that the ith component of the reverse hazard rate
vector
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λi(t) = ∂ log F(t)
∂ti
=
∫
Rn+
vif0i(ti)
F0i(ti)
n∏
j=1
F
vj
0j (tj)h(v)dv
F(t)
= r0i(ti)
∫
Rn+
vipi(v|t)dv
= r0i(ti)E[Vi|T ≤ t], (4.1)
where
pi(v|t) =
n∏
j=1
F
vj
0j (tj)h(v)∫
R+n
n∏
j=1
F
vj
0j (tj)h(v)dv
(4.2)
is the joint density function of V conditioned by T ≤ t .
Gupta and Wu [6] proved that the overall reversed hazard rate r(t) in model (1.3) is related to the baseline reversed
hazard rate r0(t) through r(t) = r0(t)E[V |T ≤ t], here r(t) and r0(t) are the reversed hazard rate corresponding to T and
T0. It was also proved there that the ratio r(t)/r0(t) is increasing with respect to t . By taking derivative, it holds that
∂E[Vi|T ≤ t]
∂ti
= r0i(ti)Var[Vi|T ≤ t], i = 1, . . . , n. (4.3)
So, for the ith component, the ratio of the overall reversed hazard rate and its baseline hazard rate λi(t)/r0i(ti) is increasing
with other arguments fixed. One may wonder whether λi(t)/r0i(ti) is also increasing in tk, k 6= i. Taking another derivative
yields
∂E[Vi|T ≤ t]
∂tk
=
∫
Rn+
vivkr0k(tk)
n∏
j=1
F
vj
0j (tj)h(v)dv
F(t)
−
∫
Rn+
vkr0k(tk)
n∏
j=1
F
vj
0j (tj)h(v)dv
∫
Rn+
vi
n∏
j=1
F
vj
0j (tj)h(v)dv
F 2(t)
= r0k(tk)
(
E[ViVk|T ≤ t] − E[Vi|T ≤ t]E[Vk|T ≤ t]
)
= r0k(tk)Cov
[
Vi, Vk|T ≤ t
]
. (4.4)
Hence, this is not necessarily true. Theorem 4.1 presents a sufficient condition to this increasing property.
Theorem 4.1. Suppose V isMTP2. Then, λi(t)r0i(ti) is increasing in t ∈ Rn+ for i = 1, . . . , n.
Proof. It can be easily verified that
∏n
j=1 F
vj
0j (tj) is MTP2 in v for fixed t . Since h(v) is also MTP2, by [26], (1.17.a), it holds
that, for i 6= j,∫
Rn+
vivk
n∏
j=1
F
vj
0j (tj)h(v)dv
∫
Rn+
n∏
j=1
F
vj
0j (tj)h(v)dv ≥
∫
Rn+
vi
n∏
j=1
F
vj
0j (tj)h(v)dv
∫
Rn+
vk
n∏
j=1
F
vj
0j (tj)h(v)dv.
Then, the desired result follows immediately. 
The multivariate version of the scalar bivariate reversed hazard rate due to [29]
τ(t) = f (t)
F(t)
forms a natural extension of the univariate reversed hazard rate. For more details, one may refer to [29,30,17].
Due to (2.3) and (4.2), we have
τ(t) =
n∏
j=1
r0j(tj) E
[
n∏
i=1
Vi
∣∣∣∣T ≤ t
]
. (4.5)
This scalar reversed hazard rate also possesses the samemonotonicity, the proof is similar to that of Theorem 4.1 and hence
omitted.
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Theorem 4.2. Suppose the mixing random vector V isMTP2. The ratio τ(t)/
∏n
i=1 r0i(ti) is increasing in t ∈ Rn+.
In the case of model (1.7), it can be easily obtained that, for i = 1, . . . , 2,
λi(t)
r0i(ti)
= E[V |T ≤ t], ∂E[V |T ≤ t]
∂ti
= r0i(ti)Var[V |T ≤ t]
and
τ(t)
n∏
i=1
r0i(ti)
= E[V n|T ≤ t], ∂E[V
n|T ≤ t]
∂ti
= r0i(ti)Cov[V n, V |T ≤ t].
Hence, both λi(t)r0i(ti) and
τ(t)∏n
i=1 r0i(ti)
are increasing in t ∈ Rn+.
5. Applications
5.1. Bivariate correlated gamma proportional reversed hazard frailty model
Analogous to the bivariate correlated gamma frailty model due to [14,17] studied the bivariate correlated gamma
proportional reversed hazard frailty model, which is actually a special case of model (1.5) with frailty vector V1 = (V11, V12)
having bivariate gamma distribution. The dependence between V1 and V2 was constructed as follows [14]: For three
independent randomvariablesY01 ∼ Γ (p0, λ),Y1 ∼ Γ (p1, λ),Y2 ∼ Γ (p2, λ) and a real positive numberα, letV11 = Y01+Y1
and V12 = α(Y01 + Y2). Then, V11 and V12 are gamma distributed and correlated. Assume that V11 and V12 have a common
mean 1, variances σ 21 , σ
2
2 , and a correlation coefficient ρ1. By these quantities, those parameters of the gamma distribution
may be represented as
λ = 1
σ 21
, α = σ
2
1
σ 22
, p0 = ρ1
σ1σ2
, p1 = 1
σ 21
− ρ1
σ1σ2
, p2 = 1
σ 22
− ρ1
σ1σ2
.
Since pi > 0 for i = 1, 2, we have 0 ≤ ρ1 ≤ min
{
σ1
σ2
,
σ2
σ1
}
.
Let V2 = (V21, V22) be another frailties vector, and the dependence between V21 and V22 be constructed as same as that of
V1 except that Y01 is replaced by Y02, a gamma-distributed random variable with parameters q0 = ρ2/σ1σ2 and λ = 1/σ 21 ,
where ρ2 is the correlated coefficient. Denote Hi(t1, t2) and hi(t1, t2) the joint distribution function and the joint density
functions of Vi, i = 1, 2. Then,
Hi(t1, t2) =
∫ ∞
0
G1(t1 − y)G2(t2/α − y)dG0i(y), i = 1, 2, (5.1)
where G1(t), G2(t), G01(t) and G02(t) represent the distribution functions of Y1, Y2, Y01 and Y02, respectively. The following
result tells how the overall random vector changes as configuration parameters vary.
Proposition 5.1. (i) ρ1 ≤ ρ2 if and only if T1≤lo T2;
(ii) If ρ1 ≥ ρ2, then T1≤uo T2;
(iii) If ρ1 ≤ ρ2 ≤ min
{
σ1
σ2
,
σ2
σ1
}
− σ1σ2, then T1≤lr T2.
Proof. (i) DenoteL1(t),L2(t),L01(t) andL02(t) Laplace transforms of Y1, Y2, Y01 and Y02, respectively. Since Y0i, Y1 and Y2
are independent, i = 1, 2, Laplace transform of Vi
LVi(t1, t2) = E[exp {−(t1Vi1 + t2Vi2)}]
= E[exp {−[(t1 + t2)Y0i + t1Y1 + t2Y2]}]
= L0i(t1 + t2)L1(t1)L2(t2).
Note thatL0i(t) =
(
λ
λ+t
) ρi
σ1σ2 for all t ≥ 0, ρ1 ≤ ρ2 implies V1≤lt V2. From Theorem 2.3, the desired result follows.
(ii) It is easy to verify that H1(t1, t2) and H2(t1, t2) have two common marginal distributions. So, V1≤uo V2 is equivalent
to V1≥lo V2. And the result follows immediately from (i).
(iii) By (5.1), the density functions of Vi are
hi(t1, t2) = 1
α
∫ ∞
0
g1(t1 − y) · g2(t2/α − y)dG0i(y), i = 1, 2, (5.2)
where g1(t) and g2(t) are density functions of Y1 and Y2, respectively. The assumption ρ1 ≤ ρ2 ≤ min
{
σ1
σ2
,
σ2
σ1
}
− σ1σ2
guarantees that both g1(t) and g2(t) are PF2, i.e., g1(t1 − y) and g2(t2/α − y) are TP2 in (t1, y) and (t2, y) (see [21,31]),
respectively. Then, according to Lemma 2.1 in [32], hi(t1, t2) defined in (5.2) is TP2 in (t1, t2), i = 1, 2.
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On the other hand, let g01(t) and g02(t) denote the density functions of Y01 and Y02, respectively. It is not hard to show that
ρ1 ≤ ρ2 implies g02(t)/g01(t) is increasing in t ≥ 0, i.e., g0i(t) is TP2 in i ∈ 1, 2 and t ≥ 0. Note that g1(t1− y)g2(t2/α− y) is
TP2 in ti and y, i = 1, 2, by Lemma 2.1 in [32], hi(t1, t2) is TP2 in i ∈ 1, 2 and ti, i = 1, 2, i.e., h2(t1, t2)/h1(t1, t2) is increasing
in ti, i = 1, 2. Therefore, by Remark 3.1 of [23], we have V1≤lr V2. Now, the result follows from Proposition 2.1 directly. 
5.2. Tumor progression time
Tsodikov et al. [3] presented an excellent application for model (1.3) in cancer research for the detectable problem of a
tumor progression. In that paper, a tumor is assumed to become detectable when the total number of tumor cells attains
some threshold value N , which is regarded as a random variable. In practical situations, the critical total number of tumor
cells may be expressed as N = cV with V being the volume of a tumor and c the critical concentration of the tumor cells per
unit volume.
This model employs a linear pure birth process with the absorbing upper barrier N to characterize the dynamics of the
tumor growth, and the conditional distribution of the progression time T given V = v is
F(t|v) = (1− e−λt)cv, t ≥ 0,
where λ is the birth rate. This is just a special case of (1.2) and
F(t) = E [(1− e−λt)cV ] , t ≥ 0,
the unconditional distribution of the progression time T forms an example of model (1.3), here the baseline distribution is
an exponential distribution and the mixing variable is cV .
In some practical situations, however, one has to consider the progression process of some n (n ∈ N) tumors on a certain
individual, and the ith tumor has the threshold of the total tumor cells Ni = ciVi with Vi and ci being the volume and the
critical concentration of this tumor cells per unit volume, i = 1, . . . , n. Similarly, we use a linear pure birth process with
the absorbing upper barrier Ni to model the dynamics of tumor growth. Assume that progression times are conditionally
independent given V . Then, the joint distribution of the progression times of n tumors conditioned by V = v is
F(t|v) =
n∏
i=1
(
1− e−λiti)civi ,
where λi is the birth rate of the ith tumor, i = 1, . . . , n. Likewise, the unconditional joint distribution of n progression times
is
F(t) = 1n∏
i=1
ci
∫
Rn+
n∏
i=1
(
1− e−λiti)vi h(v1
c1
, . . . ,
vn
cn
)
dv, (5.3)
where dv = dv1 · · · dvn, h(v) is the joint distribution function of random vector V .
Evidently, this is an example of Multivariate MPRH model in which the baseline distribution F0i is exponential with
parameter λi, i = 1, . . . , n and the mixing random vector is (c1V1, . . . , cnVn). Then, according to Theorem 2.5, the m
progression times are decreasing in λi in the sense of the usual stochastic order, i = 1, . . . , n.
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