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In this research, a combination of the Technique for Order Preference by Similarity to Ideal 
Solution (TOPSIS) lalgorithm was carried out with the attribute weighting of the Information 
Gain method to obtain better decision support results. The data processed in this study is the 
Indian Liver Patient Dataset (ILPD) dataset obtained lfrom UCI Machine Learning Repository 
which has 583 instances, 11 attributes and 1 class label. The class label is a text type that consists 
of two values, namely a liver patient and a non-liver patient. The experimental results show that 
TOPSIS’ running time and information gain combination algorithm is 1.13 seconds. The result 







Technique for Order Preference by Similarity to Ideal Solution 
(TOPSIS) is a method that can help the decision-making process 
optimally to solve decision problems practically. This is because 
the concept is simple and easy to understand, the computation is 
efficient, and can measure the relative performance of decision 
alternatives in simple mathematical formula. Also, this method 
can provide a solution of some possible alternatives, by 
comparing each alternative with the best alternative and the worst 
alternative that exists. [1].  
 
In some cases in the Decision Support System with the TOPSIS 
method, the process of weighting attribute values is often 
obtained based on the assumptions of the decision maker or by 
asking an expert or expert in determining the weight value of the 
criteria or attributes, so that it is considered less precise and 
accurate. [2]. 
 
Research by [3] those who examine the application of the 
TOPSIS method on the recommendation of telecommunication 
towers with the results obtained, namely the TOPSIS method can 
perform calculations in the recommendation of selecting 
telecommunication towers with various attributes. However, the 
authors observed that in this study the attribute weights were still 
determined manually. 
 
Then, research by [4] examining the selection of outstanding 
students at Pematang Siantar High School by applying the 
TOPSIS method. The results of these studies indicate that the 
TOPSIS method can determine outstanding students with the 
specified criteria. 
 
Then, research by [5] examining the feasibility of giving credit 
using the TOPSIS method in CS Finance leasing companies. The 
results of this study indicate that applying the TOPSIS method in 
this case is not an absolute decision because the final decision is 
still determined by the decision-making management. However, 
the system is used to assist in considering credit granting 
decisions. 
 
Then, Information Gain is a feature selection method by ranking 
attributes. This can help reduce noise from irrelevant features [6]. 
Then, the process of weighting the attribute values in this study is 
no longer done manually so that a more objective alternative can 
be produced. 
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METHOD 
The stages in the proposed methodology are the data information 
used, the attribute weighting process, the calculation using 




The data used in this research is the Indian Liver Patient Dataset 
(ILPD) dataset obtained from the UCI’s Machine Learning 
Repository with the Comma Separated Value (csv) type and is a 
ranking-oriented dataset in determining the best alternative from 
a set of data, so that it can be tested on the method. decision-
making. This dataset consists of 583 instances and 11 attributes 
with 1 class label which is a text type consisting of two values, 
namely liver patients and non-liver sufferers. The liver dataset 
serves as alternative information for ranking and calculating 
validation with the TOPSIS algorithm and weighting the 
Information Gain attribute.  
 
Attribute Weighting with Information Gain 
The attribute weighting used in this study is Information Gain 
which can reduce bias in the attribute weighting process [7]. The 
steps in determining Information Gain [8]:  
 
Step 1: Calculating the entropy value from all tested data and to 
calculate the entropy value with equation (1): 
 
𝐸𝑛𝑡𝑟𝑜𝑝𝑦 (𝑆) =  ∑ −
𝑛
𝑖=1
 𝑝𝑖 ∗ log2 𝑝𝑖 
 
Step 2: Calculating Information Gain to select attribute testing 
and the highest Information Gain value will be selected as an 
attribute test of a node with equation (2): 
 





 × 𝐸𝑛𝑡𝑟𝑜𝑝𝑦 (𝑆𝑖) 
 
Step 3: Calculating the value of the Gain Ratio weight using the 
min-max normalization equation [9]  with the lowest weight is 
0.1 and the highest weight is 1 with equation (3): 
 
𝑊𝑖 =  
(𝐺𝑖−𝑀𝑖𝑛 (𝐺))
𝑀𝑎𝑥 (𝐺)−𝑀𝑖𝑛 (𝐺)
× (0.9) + 0.1    
 
Nomenclature for your equations must be presented after the 
References section of your article. 
 
Calculation Technique for Order Preference by 
Similarity to Ideal Solution (TOPSIS) Method 
TOPSIS is a method that can help the decision-making process 
optimally, is easy to understand, the computation is efficient, and 
can provide a solution of some alternatives by comparing each of 
the best and worst lalternatives. The steps to solve problems with 
TOPSIS [10] : 
Step 1: Input Dataset to process data used in decision making. 
Step 2: Input the attribute weight value and the importance 
category of the attribute (Benefit / Cost). 





∑ 𝑚𝑖 = 1𝑥𝑖𝑖2
 
 
Step 4: Calculating a weighted normalized decision matrix with 
equation (5): 
 
𝑦𝑖𝑖 =  𝑤𝑖𝑟𝑖𝑖 
 
Step 5: Determine a matrix of positive ideal solutions and 
negative ideal solutions with formula: 
 
The ideal positive solution is denoted A +, with the formula: 
 
𝐴+ = (𝑦1+, 𝑦2+, … , 𝑦+) 
 
The ideal negative solution is denoted A +, with the formula: 
 
𝐴− = (𝑦1−, 𝑦2−, … , 𝑦𝑛−) 
 
Step 6: Calculating Alternative Distances 
 
The ideal positive solution, with the formula:   
 
𝐷𝑖
+ = √∑ (𝑦𝑗






The ideal negative solution, with the formula: 
 
𝐷𝑖












− +  𝐷𝑖
+ 
 
Step 8: Alternative Ranking Acquisition 
 
The alternatives are sorted from the largest 𝑉𝑖 value to the 
smallest 𝑉𝑖 value. The alternative with the largest 𝑉𝑖 value is the 
best solution.   
RESULTS AND DISCUSSION 
This section lwill ldiscuss lthe lresults lof the TOPSIS test and the 
Information Gain and the accuracy of each weighting. In testing 
this research was assisted by Jupyter Notebook and Rapid Miner 
Studio. 
Attribute Weighting Information Gain 
For Information Gain weights are obtained based on calculations 
in equations (1) to (3) which in the calculation process are assisted 
by Rapid Miner Studio. The Information Gain weight value of 
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Table 1. Information Gain Weight Value 

































The results of the TOPSIS preference with the attribute weighting 
test obtain preference values based on calculations based on 
equations (4) to (10) and with the results of the multiplication of 
the Information Gain attribute weights that have been obtained 
and the results of the preferences are shown in Table 2: 
 
























































































































































Value of Method Performance Accuracy 
Then in this section displays the results of the accuracy of the 
TOPSIS test with Information Gain obtained from each of the 
resulting preference values and the results of the accuracy are as 
follows. 
 
Dataset     : 583 
Valid     : 532 
Error     : 51 
Accuracy of TOPSIS + Information Gain : (532/583) * 
100 = 91.25 % 
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