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a b s t r a c t
We consider testing for discontinuities in a trend function when the residual process
exhibits longmemory. Using a wavelet decomposition of the estimated trend function into
a low-resolution and a high-resolution component, a test statistic is proposed based on
blockwise resampling of estimated residual variances. Asymptotic validity of the test is
derived. A simulation study illustrates finite sample properties.
© 2011 Elsevier Inc. All rights reserved.
1. Introduction
Consider time series data of the form
Yi = g(ti)+ ξi, (i = 1, 2, . . . , n) (1)
with ti = i/n, g ∈ L2([0, 1]) and ξi a Gaussian zero mean second order stationary process with long-range dependence,
i.e. with autocovariances
γ (k) = E(ξiξi+k) ∼
k→∞ Cγ |k|
−α (2)
for some constants α ∈ (0, 1) and Cγ > 0where ‘‘∼’’ means that the ratio of the two sides converges to one. For the spectral
density f (λ) = (2π)−1 γ (k) exp(−ikλ) this corresponds to a pole at the origin of the form Cf |λ|α−1 for a suitable constant
Cf (see e.g. [6,78,68]). The issue addressed here is testingwhether there is at least one jump in the trend function g . A natural
approach is provided by wavelet analysis, since wavelets are likely to pick up even local deviations from smoothness. More
specifically, as discussed in [13], a suitable wavelet estimator of g(t) can be decomposed into a low resolution part gˆlow(t)
characterizing the smooth component of g and a detailed high-resolution part gˆhigh(t) that may capture jumps. This fact is
used to develop a bootstrap based test for the null hypothesis that g is continuous everywhere against the alternative that
g has at least one isolated jump.
In the iid andweakly dependent setting, the question of detecting changes or structural breaks in amean or a (parametric
or nonparametric) regression function has been considered bymany authors. For an overview of the extended literature see
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e.g. [38,19,5] and references therein. An interesting approach is taken in a recent paper by Ait-Sahalia and Jacod [2] who
define an index of jump activity in a short-memory context (also see references therein for related literature). In the case of
long memory, it has been recognized that structural breaks can be confused with stationary long-memory components, and
standard tests do not apply [45,47,75,46,23,24,51,63,37,56,54,14,17,35]. In spite of this insight, only a few formal tests are
available for the situationwhere the time point of the break is unknown ([75,51,54]; for an overview andmore references see
e.g. [69,5]) In particular, since sample paths of stationary processes with strong long memory tend to exhibit local spurious
trends, very local changes in the mean function are difficult to detect. It is therefore very difficult to decide whether a
completely unspecified (and thus nonparametric) trend function is continuous or only piecewise continuous. No general
test for this hypothesis seems to be available in the long-memory setting. Due to their localization in time and frequency,
wavelets provide a natural approach to solve this problem. This approach will be taken here.
Nonparametric regression with long-memory errors has been considered by several authors. Hall and Hart [40], Csörgö
andMielniczuk [20], Ray and Tsay [64], Robinson [65] and Beran and Feng [9,10] provide results for kernel regression. Other
references are, for instance, [32–34] for nonparametric quantile smoothing, [11,12] for local polynomial estimation and
[74,50,55,52,13] for wavelet thresholding. The literature on wavelet based trend estimation in the iid or weakly stationary
case is much more abundant, some of the many important references being for instance [21,15,16,25–27,26,1,58,50,49,
42–44,72,60,73,71]. While most results on wavelet thresholding under long memory focus on the minimax approach (e.g.
[74,50]; also see [76] for random designs), Li and Xiao [55] and Beran and Shumeyko [13] derive data adaptive estimators,
under the assumption that g or some derivatives of g are piecewise continuous. In the latter paper, it is shown that for
functions with continuous derivatives, the rate given in Li and Xiao can be achieved without thresholding by choosing
optimal values of J and q. This leads to a ‘‘low-resolution’’ estimator gˆlow for which exact constants for the MISE and
asymptotic formulas for the optimal choice of the tuning parameters J and q (defined below) can be given explicitly [13].
This is comparable to optimal bandwidth selection in kernel smoothing [30,40,9,11]. To capture discontinuities, additional
higher resolution levels combined with thresholding can be added so that the estimator can be written as gˆ = gˆlow + gˆhigh.
In this paper, a bootstrap based test is developed for the null hypothesis that g is continuous everywhere against the
alternative that g has at least one jump. In terms of the decomposition of gˆ and g respectively, this amounts to testing the
null hypothesis H0 : ghigh ≡ 0 against the alternative that ghigh(t) is not zero for at least one isolated point t . Properties of
adaptivewavelet estimators of glow and ghigh are used to derive a test statisticW based on bootstrapped blocks of Yi− gˆlow(ti).
Critical values ofW under H0 are obtained by suitable blockwise resampling of Yi − gˆlow(ti)− gˆhigh(ti). Previous references
to bootstrap in the long-memory setting include [53,41,39,59,22,29,4,54,3,70,62].
The paper is organized as follows. Basic definitions are introduced in Section 2, the main results are given in Section 3.
The results are illustrated by a simulation study in Section 4. Final remarks in Section 5 conclude the paper. Proofs can be
found in the Appendix.
2. Basic definitions
To include a large variety of wavelet generating functions (see [21,18]) we will use father and mother wavelets φ(t) and
ψ(t) respectively with compact support [0,N] (for some N ∈ N) instead of [0, 1] only. The wavelet functions are assumed
to be such that N
0
φ(t)dt =
 N
0
φ2(t)dt =
 N
0
ψ2(t)dt = 1, (3)
ψ(0) = ψ(N) = 0 (4)
and, for any J ≥ 0, the system {φJk, ψjk, k ∈ Z, j ≥ 0}with
ψjk(t) = N1/22(J+j)/2ψ(N2J+jt − k), φJk(t) = N1/22J/2φ(N2J t − k),
is an orthonormal basis in L2(R). The number of vanishing moments of ψ will be denoted by r ∈ N, i.e. N
0
tkψ(t)dt = 0, k = 0, 1, . . . , r − 1 (5)
and  N
0
t rψ(t)dt = νr ≠ 0. (6)
Throughout the paper, φ and ψ will be assumed to be continuous and piecewise differentiable. Daubechies [21] (Chap. 6)
provides examples of wavelets satisfying these conditions. For every J ≥ 0, functions g ∈ L2[0, 1] have a unique orthogonal
wavelet expansion
g(t) =
N2J−1
k=−N+1
sJkφJk(t)+
∞
j=0
N2J+j−1
k=−N+1
djkψjk(t), (7)
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with wavelet coefficients
sJk =
 1
0
g(t)φJk(t) dt, djk =
 1
0
g(t)ψjk(t) dt.
A (hard) thresholding wavelet estimator of g is defined by
gˆ(t) =
N2J−1
k=−N+1
sˆJkφJk(t)+
q
j=0
N2J+j−1
k=−N+1
dˆjkI(|dˆjk| > δj)ψjk(t) (8)
where J , q and δj denote the decomposition level, smoothing parameter and threshold respectively, and the wavelet
coefficients sˆJk and dˆjk are defined by
sˆJk = 1n
n
i=1
YiφJk(ti), dˆjk = 1n
n
i=1
Yiψjk(ti) (9)
(see e.g. [25,21,1]). The estimator defined by Eq. (8) can be understood as a combination of two components, a smoothing
component
gˆlow(t) =
N2J−1
k=−N+1
sˆJkφJk(t) (10)
consisting of the scaling function decomposition only with no thresholding, and a higher resolution component
gˆhigh(t) =
q
j=0
N2J+j−1
k=−N+1
dˆjk I(|dˆjk| > δj)ψjk(t) (11)
where estimated coefficients are filtered by thresholding. The first component provides a good estimate of smooth functions
whereas the second component is useful for modeling discontinuities (see [13]).
In the derivation of optimal data adaptive wavelet estimators, the following constants play an important role
(see [13,55]),
C2φ = Cγ
 N
0
 N
0
|x− y|−αφ(x)φ(y)dxdy, (12)
C2ψ = Cγ
 N
0
 N
0
|x− y|−αψ(x)ψ(y)dxdy. (13)
The asymptotically optimal rate of theMISE of gˆ defined in (8) is attained for
J = Jn = α2r + α log2 n+ C where C ∈ R (14)
q = qn = log2 n− J (15)
and
2J+jδ2j → 0, 2(J+j)(2r+1)δ2j →∞, δ2j
nα2(J+j)(1−α)
ln n
→∞ (16)
(see e.g. [55,13]). In the following we will use the notation κ(n) for the sequence
κ(n) = 1
4
C−2ψ N
α−1δ2j
nα2(J+j)(1−α)
ln n
. (17)
Note that, by definition, κ(n)→∞.
Consider now the null hypothesis H0 : g ∈ C[0, 1] against the alternative that g is only piecewise continuous, with a
finite number of isolated jumps. The following statistics will be used to define a bootstrap based test of H0. Denote by Xi the
residuals after extracting the estimated trend gˆ(ti) given in (8),
Xi = Yi − gˆ(ti) = ξi + g(ti)− gˆlow(ti)− gˆhigh(ti).
For blocks of size l (1 ≤ l ≤ n) define block sums ζ1, . . . , ζn−l+1 by
ζi = Xi + · · · + Xi+l−1 (1 ≤ i ≤ n− l+ 1).
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Then draw ζ ∗1 , . . . , ζ
∗
k randomly with replacement from {ζ1, . . . , ζn−l+1} and calculate
T ∗kl = a−1l

k−1/2
k
i=1
ζ ∗i

(18)
where al = C1/2γ l1−α/2. Similarly, residuals Xi,low are defined by subtracting the low resolution component only, i.e.
Xi,low = Yi − gˆlow(ti) = ξi + g(ti)− gˆlow(ti)
and corresponding block sums are denoted by
ζi,low = Xi,low + · · · + Xi+l−1,low (1 ≤ i ≤ n− l+ 1).
Sampling randomly with replacement from {ζ1,low, . . . , ζn−l+1,low}we obtain ζ ∗1,low, . . . , ζ ∗k,low and
T ∗kl,low = a−1l

k−1/2
k
i=1
ζ ∗i,low

. (19)
In the following section it is shown that under H0, T ∗kl and T
∗
kl,low have approximately the same distribution whereas this is
no longer the case under H1.
3. Main results
3.1. Asymptotic distribution of T ∗kl and T
∗
kl,low
Throughout the paper, En and Varn will denote expectation and variancewith respect to the distribution generated by the
resampling procedure, conditionally on the observations Y1, . . . , Yn. Similarly, Pn(A)will denote the conditional probability
of A. For block lengths increasing like a power of n (but slower than n) and bootstrap sample size k tending to infinity, the
expected value and variance of T ∗kl,low can be approximated as follows. (Note that, since En, Varn and Pn are random variables
depending on Y1, . . . , Yn, errors of approximations are of the form op(·) instead of o(·).)
Theorem 1. Let l = O(n1−ϵ) with 1 − 2(2r + α)−1 < ϵ < 1 − (2r + α)−1. Assume that g ∈ L2[0, 1], g ′ exists on [0, 1]
except for a finite number of points, and, where it exists, g ′ is piecewise continuous and bounded. Then the following hold as
min{k, n} → ∞.
(a) If g has no jumps on (0, 1), then
En(T ∗kl,low) = op(1)
and
Varn(T ∗kl,low) = σ˜ 2 + op(1)
where
σ˜ 2 = 2σ 2(1− α)−1(2− α)−1. (20)
(b) If g has at least one jump on (0, 1), then
En(T ∗kl,low) = op(1)
and there exists a constant C∗ > 0 such that
Varn(T ∗kl,low) = σ˜ 2 + vn + op(1)
with
vn = C∗nα(1−ϵ)− α2r+α .
Theorem 1 means that under H1, the variance of T ∗kl,low increases by the additional term vn. Since ϵ < 1− (2r + α)−1, vn
diverges to infinity as n increases. Note also that ϵ can be specified as required in Theorem 1 without a priori knowledge of
α, because 0 < α < 1 and r ≥ 1 implies
1− 2
2r + α < 1−
2
2r + 1 < 1−
1
2r
< 1− 1
2r + α .
Wemay thus choose an ϵ from the interval [1− 2(2r + 1)−1, 1− 1/(2r)].
The following result shows that the standardized bootstrapped statistic T ∗kl,low is asymptotically normal under H0 and H1
respectively and convergence is uniform on R.
Theorem 2. Under the assumptions of Theorem 1 the following hold:
(a) If g has no jumps on (0, 1), then
sup
x∈R
Pn(T ∗kl,low ≤ x)− Φ  xσ˜  = op(1).
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(b) If g has at least one jump on (0, 1), then
sup
x∈R
|Pn(v−1/2n T ∗kl,low ≤ x)− Φ(x)| = op(1)
where vn is as in Theorem 1(b).
The next step is to compare the distributions of T ∗kl,low and T
∗
kl. First it is shown that under the null hypothesis both
variables are asymptotically equivalent. However, in contrast to T ∗kl,low , the variance of T
∗
kl is not affected by isolated jumps.
Theorem 3. Under the assumptions of Theorem 1 the following hold:
(a) If g has no jumps on (0, 1), then
En (T ∗kl)− En(T ∗low,kl) = op(n
1
2 α(1−ϵ)− 14 κ(n))
and
Varn (T ∗kl)− Varn (T ∗low,kl) = op(nα(1−ϵ)−
1
2 κ(n)).
Moreover,
T ∗kl = T ∗low,kl + op(n
1
2 α(1−ϵ)− 14 κ(n)).
(b) If g has at least one jump on (0, 1), then
En(T ∗kl) = op(1)
and
Varn(T ∗kl) = σ˜ 2 + op(1).
Finally, it is shown that T ∗kl is also asymptotically normal, however, as implied by Theorem 3, with the same
standardization under H0 and H1.
Theorem 4. Under the assumptions of Theorem 1 the following hold.
(a) If g has no jumps on (0, 1), then
sup
x∈R
|Pn(T ∗kl ≤ x)− Φ(σ˜−1x)| = op(1)
and
sup
x∈R
|Pn(T ∗kl ≤ x)− Pn(T ∗kl,low ≤ x)| = op(1).
(b) If g has at least one jump on (0, 1), then
sup
x∈R
|Pn(T ∗kl ≤ x)− Φ(σ˜−1x)| = op(1).
3.2. Testing for jumps
Given Theorems 1–4, a natural approach to testing for jumps is to compare H0 : var(T ∗kl,low) = var(T ∗kl) with H1 :
var(T ∗kl,low) > var(T
∗
kl). This can be done as follows. In a first step,m bootstrap samples {ζ ∗(i)1,low, . . . , ζ ∗(i)k,low} (i = 1, 2, . . . ,m)
are drawn and T ∗(1)kl,low, . . . , T
∗(m)
kl,low are computed. The test statistic is defined by
Wlow = σ˜−2
m
i=1
(T ∗(i)kl,low − T¯ ∗kl,low)2,
with T¯ ∗kl,low = m−1
m
i=1 T
∗(i)
kl,low . In a second step, critical values forWlow are calculated by resampling in the sameway s sets of
m bootstrapped values of T ∗kl, i.e. we have A1 = {T ∗(1,1)kl , . . . , T ∗(m,1)kl }, . . . , As = {T ∗(1,s)kl , . . . , T ∗(m,s)kl }. For each Aj (1 ≤ j ≤ s),
the statistic
Wj = σ˜−2
m
i=1
(T ∗(i,j)kl − T¯ ∗(j)kl )2,
with T¯ ∗(j)kl = m−1
m
i=1 T
∗(i,j)
kl is computed and critical values for Wlow are obtained from the empirical distribution of
W1, . . . ,Ws. The null hypothesis is rejected at the level of significance α, ifWlow is above the (1−α)-quantile. Theorems 1–4
imply that asymptotically, the level of the test is correct and the power converges to one.
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Fig. 1. Trend functions: (a) sine, (b) ‘‘JumpSine’’, (c) ‘‘Sharp’’, (d) ‘‘Sharp’’ with a single jump.
4. Simulations
The finite sample behavior of the proposed test is illustrated by the following simulations. In the main part of the
simulation study, residuals are generated by a Gaussian FARIMA(0, d, 0) process (note that α = 1−2d). Five trend functions
g (Figs. 1 and 8(b)) are considered:
(a) Sine function: g1(t) = 10 sin(4π t) (Fig. 1(a)).
(b) ‘‘JumpSine’’ function (Fig. 1(b)):
g2(t) = 10 sin(4π t)+∆ · I

5
8
< t <
7
8

.
(c) ‘‘Sharp’’ function (Fig. 1(c)):
g3(t) = 10[exp(tI{t < 0.5} + (1− t)I{t > 0.5})− 1].
(d) ‘‘JumpSharp’’ function, i.e. ‘‘Sharp’’ function with a single jump (Fig. 1(d)):
g4(t) = 10[exp(tI{t < 0.5} + (1− t)I{t > 0.5})− 1] +1I{t > 3/8}, (∆ > 0).
(e) Sharp plus a local constant shift (Fig. 8(b)):
g5(t) = 10[exp(tI{t < 0.5} + (1− t)I{t > 0.5})− 1] +1I

20
64
≤ t ≤ 21
64

, (∆ > 0).
Moreover, modifications of function (b) by more than one jump are also included (see below). The parameters q, J and δj
were chosen as outlined in [13].
Simulated sample paths of Yi with trend functions (a) and (b) are shown in Fig. 2(a) and (b). For the series in Fig. 2(b),
the complete estimate gˆ and the low resolution estimate gˆlow are displayed in Fig. 3(c) and (d) respectively. In this case,
including the high resolution component mainly leads to the detection of the second jump. Fig. 4(a) and (b) show the
residuals Xi,low = Yi − gˆlow obtained after subtracting the low resolution estimate. The corresponding block sums ζi,low
are shown in Fig. 5, and bootstrapped samples of T ∗(j)kl,low (standardized by σ˜ ) are displayed in Fig. 6(a) and (b) respectively.
Compared to Fig. 6(a), the variability of T ∗(j)kl,low appears to be higher in Fig. 6(b). This is due to the discontinuity of the second
trend function, as explained by Theorems 1(b) and 4(b).
Numerical results are summarized in Tables 2–14. An overview of the simulated models and parameter settings is given
in Table 1. Tables 2 and 3 show simulated rejection probabilities for the sine and JumpSine function and d = 0.1 and 0.4
respectively. Results for different values of k are compared. The nominal levels of significance are achievedwith a reasonable
degree of accuracy for all cases, even for the relatively small sample size of n = 128 and strong long memory (d = 0.4).
Similar results are obtained for significance levels for case (c) (Tables 8 and 9). As expected, the power increases with
increasing values of k and n. Moreover, discontinuities are more difficult to detect under stronger long memory. This is not
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Fig. 2. Simulated data of length n = 128 with the trend functions (a) and (b) (sine and ‘‘JumpSine’’) respectively and a FARIMA(0, 0.4, 0) residual process.
In (b),∆ is equal to 8.
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Fig. 3. Comparison of trend estimation by the low resolution component gˆlow and by a full wavelet decomposition gˆ = gˆlow+ gˆhigh for the simulated series
in Fig. 2(a) and (b) respectively. The wavelet basis ‘‘s6’’ was used. The figures are (a) data, (b) data and trend function, (c) data and gˆ , (d) data and gˆlow .
surprising, since a large value of d leads to sample paths that tend to have local cycles and trends resembling discontinuities
in the expected value.
The influence of ∆ is illustrated in Table 4. In Table 5, it can be seen that the power increases considerably when the
number of jumps is increased. Moreover, the power is also influenced by the choice of the wavelet basis. In the case of
the JumpSine function, the power improves when one replaces ‘‘s6’’ by ‘‘s8’’ or ‘‘s10’’ respectively (Table 6). The effect of
choosing different values of l (or ϵ) is considered in Table 7. As a general rule l should be neither too small nor too large.
Choosing l very small (ϵ large) prevents the procedure from capturing the asymptotic effect of long memory. On the other
hand, if l is very large (ϵ small), then local jumps are smoothed out and the number of available blocks is small.
Simulated powers for case (d) (sharp function with one jump) with ∆ = 2 are displayed in Tables 8 and 9. Case (e)
is considered in Table 10. Discontinuities of this type are very difficult to detect, since under long memory local shifts are
often masked by similar spurious local trends generated by the residual process. This is illustrated in Fig. 7. Looking at the
data only, without any visual guideline, it is very difficult to see whether and where a jump in the mean function may have
occurred. Fig. 8(c) illustrates that the high resolution fit detects the local jump, though the estimate is more wiggly than
the true trend. The reason is that for n = 512 and relatively strong long memory with d = 0.3, the extremely local shift is
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Fig. 4. Residuals for simulated data in Fig. 2(a) and (b) respectively after subtracting the low resolution estimate gˆlow .
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Fig. 5. Block sums ζi,low for the simulated data in Fig. 2(a) and (b) respectively.
Table 1
Overview of tables with simulation results.
Table FARIMA model ϵ k ∆ No. of jumps Wavelet
Sine, JumpSine
2 & 3 d = 0.1, 0.4 1.5(2r + α)−1 10–150 0, 10 2 s6
4 d = 0.4 1.5(2r + α)−1 50 5–12 2 s6
5 d = 0.4 1.5(2r + α)−1 50 5 1–4 s6
6 d = 0.4 1.5(2r + α)−1 50 10 2 s6, s8, s10
7 d = 0.4 1− 2(2r + 1)−1 , 1− 1.5(2r + α)−1 , 1− 12 r−1 50 10 2 s6
Sharp, JumpSharp
8 & 9 d = 0.1, 0.4 1.5(2r + α)−1 10–150 0, 2 1 s6
11 & 12 d = 0.1, 0.4, φ = −0.5 1.5(2r + α)−1 10–150 0, 2 1 s6
13 & 14 d = 0.1, 0.4,
φ = 0.5, ψ = 0.5
1.5(2r + α)−1 10–150 0, 2 1 s6
Sharp with local shift
10 d = 0.3 1.5(2r + α)−1 150 3 2 s6
masked by spurious trends of the residual process. Nevertheless, it is remarkable that the location is identified correctly, in
spite of several similar looking (but spurious) ‘‘discontinuities’’ at other time points. The simulation results in Table 10 show
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Fig. 6. Random sample {T ∗(1)kl,low, . . . , T ∗(m)kl,low} for the simulated series in Fig. 2(a) and (b) respectively, standardized by σ˜ .
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Fig. 7. Simulated data with trend function (e) (‘‘Sharp’’ plus a local shift) with (∆ = 3) and residuals generated by a FARIMA(0, 0.3, 0) process with
sample size n = 512.
Table 2
Empirical rejection frequencies based on 400 simulations of a FARIMA(0, 0.1, 0) process with g equal to the
sine function (a) (upper part of the table) and the JumpSine function (b) with ∆ = 10 (lower part of the
table). The wavelet basis ‘‘s6’’ was used. The levels of significance are α = 0.1 and 0.05. For each simulation,
the rejection regions were determined using a bootstrap sample of size 400.
k \ α n = 128 n = 256 n = 512
0.1 0.05 0.1 0.05 0.1 0.05
∆ = 0
10 0.1075 0.0425 0.1050 0.0475 0.1050 0.0575
20 0.1075 0.0350 0.0925 0.0550 0.0950 0.0550
50 0.1000 0.0475 0.0925 0.0575 0.1050 0.0525
100 0.1050 0.0450 0.0950 0.0525 0.1050 0.0500
150 0.0950 0.0500 0.0975 0.0525 0.1025 0.0525
∆ = 10
10 0.8200 0.7575 0.9625 0.9250 0.9875 0.9650
20 0.9625 0.9050 0.9900 0.9850 1 1
50 1 0.9950 1 1 1 1
100 1 1 1 1 1 1
150 1 1 1 1 1 1
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Fig. 8. Comparison of trend estimation by gˆlow and the full wavelet decomposition gˆ = gˆlow + gˆhigh for the simulated data in Fig. 7. The ‘‘s6’’ wavelet basis
was used. The figures are (a) data, (b) data with trend function, (c) data with gˆ and (d) data with gˆlow .
Table 3
Empirical rejection frequencies based on 400 simulations of a FARIMA(0, 0.4, 0) process with g equal to the
sine function (a) (upper part of the table) and the JumpSine function (b) with ∆ = 10 (lower part of the
table). The wavelet basis ‘‘s6’’ was used. The levels of significance are α = 0.1 and 0.05. For each simulation,
the rejection regions were determined using a bootstrap sample of size 400.
k \ α 0.1 0.05 0.1 0.05 0.1 0.05
∆ = 0
10 0.1275 0.0625 0.0950 0.0575 0.1075 0.0625
20 0.1000 0.0500 0.0975 0.0550 0.0950 0.0500
50 0.0950 0.0525 0.1025 0.0525 0.1050 0.0425
100 0.1000 0.0625 0.1050 0.0450 0.0900 0.0550
150 0.0975 0.0525 0.1025 0.0525 0.1000 0.0500
∆ = 10
10 0.3650 0.2975 0.4650 0.3775 0.6075 0.4950
20 0.5050 0.4075 0.6550 0.5600 0.6775 0.6250
50 0.7425 0.6925 0.7575 0.7125 0.7975 0.7575
100 0.8225 0.7750 0.8425 0.8050 0.8725 0.8225
150 0.8850 0.8375 0.9025 0.8750 0.9100 0.8675
Table 4
Empirical rejection frequencies based on 400 simulations of a FARIMA(0, 0.4, 0) process of length n = 128
and g equal to the JumpSine function (b). The wavelet basis ‘‘s6’’ was used and k was set equal to 50. The
levels of significance are α = 0.1 and 0.05. For each simulation, the rejection regions were determined using
a bootstrap sample of size 400. Jumps of sizes1 ∈ {5, 6, . . . , 12} are considered.
∆ α = 0.1 α = 0.05
5 0.1100 0.0625
6 0.1525 0.0725
7 0.1725 0.0900
8 0.3075 0.2725
9 0.5825 0.4950
10 0.7425 0.6925
11 0.9550 0.9325
12 1 1
a reasonably good power of the bootstrap test already for n = 512. However, the power appears to converge to 1 rather
slowly.
Finally, Tables 11–14 consider the same situation as in Tables 8 and 9, except that short-memory parameters are
included. In Tables 11 and 12, we have a negative autoregressive parameter φ1 = −0.5 whereas strong positive short-
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Table 5
Empirical rejection frequencies based on 400 simulations of a FARIMA(0, 0.4, 0) process of length n = 128,
and g equal to a JumpSine function with one or more jumps of size∆ = 5. The wavelet basis ‘‘s6’’ was used
and kwas set equal to 50. The levels of significance are α = 0.1 and 0.05. For each simulation, the rejection
regions were determined using a bootstrap sample of size 400. The following locations of the jumps were
used: (1) one jump at 7/8; (2) two jumps at 5/8 and 7/8; (3) three jumps at 3/8, 5/8 and 7/8; and (4) four
jumps at 1/8, 3/8, 5/8 and 7/8.
# Jumps α = 0.1 α = 0.05
1 0.1525 0.1050
2 0.7250 0.6750
3 0.9800 0.9650
4 1 1
Table 6
Comparison of the wavelet basis functions ‘‘s6’’, ‘‘s8’’ and ‘‘s10’’. Given are empirical rejection frequencies
based on 400 simulations of a FARIMA(0, 0.4, 0) process of length n = 128, and g equal to a JumpSine
function with∆ = 10. The value of kwas set equal to 50. The levels of significance are α = 0.1 and 0.05. For
each simulation, the rejection regions were determined using a bootstrap sample of size 400.
Basis α = 0.1 α = 0.05
‘‘s6’’ 0.7425 0.6925
‘‘s8’’ 0.9100 0.8950
‘‘s10’’ 0.9200 0.9025
Table 7
Empirical rejection frequencies based on 400 simulations of a FARIMA(0, 0.4, 0) process for different values
of ϵ (l = n1−ϵ ), and g equal to the JumpSine function (b) with ∆ = 10. The wavelet basis ‘‘s6’’ was used
and kwas set equal to 50. The levels of significance are α = 0.1 and 0.05. For each simulation, the rejection
regions were determined using a bootstrap sample of size 400.
n ϵ = 1− 22r+1 ϵ = 1− 1.52r+α ϵ = 1− 12r
0.1 0.05 0.1 0.05 0.1 0.05
27 0.6450 0.5825 0.7275 0.7075 0.7025 0.6825
28 0.7725 0.7000 0.7450 0.7125 0.7525 0.7050
29 0.7750 0.7000 0.8050 0.7550 0.7775 0.7100
Table 8
Empirical rejection frequencies based on 400 simulations of a FARIMA(0, 0.1, 0) process with g equal to the
Sharp function (c) (upper part of the table) and the JumpSharp function (d) with ∆ = 2 (lower part of the
table). The wavelet basis ‘‘s6’’ was used. The levels of significance are α = 0.1 and 0.05. For each simulation,
the rejection regions were determined using a bootstrap sample of size 400.
k \ α n = 128 n = 256 n = 512
0.1 0.05 0.1 0.05 0.1 0.05
∆ = 0
10 0.0900 0.0400 0.0950 0.0575 0.1075 0.0425
20 0.1050 0.0575 0.0950 0.0500 0.0950 0.0475
50 0.1050 0.0500 0.0975 0.0525 0.1075 0.0425
100 0.1025 0.0575 0.0950 0.0475 0.0975 0.0575
150 0.0975 0.0425 0.1075 0.0450 0.1025 0.0550
∆ = 2
10 0.4750 0.3650 0.6250 0.5475 0.7225 0.6375
20 0.6175 0.5225 0.8425 0.7325 0.8925 0.8450
50 0.8150 0.7150 0.9600 0.9450 0.9825 0.9600
100 0.9225 0.8750 0.9825 0.9825 1 1
150 0.9575 0.9525 1 1 1 1
range dependence is added in Tables 13 and 14 with φ1 = 0.5 and ψ = 0.5 (Table 14). The results indicate that a negative
short-memory component improves power. This coincideswith the fact that negative autocorrelations improve the accuracy
of trend estimates. For the FARIMA(1, d, 1)model with positive short-memory components the results are less clear. Here,
the choice of k apparently plays a role.
5. Final remarks
The test proposed here is fully nonparametric in the sense that the tuning constants ϵ and k can be chosen without
knowledge of the underlying process. The only unknown parameters that would need to be estimated from the observed
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Table 9
Empirical rejection frequencies based on 400 simulations of a FARIMA(0, 0.4, 0) process with g equal to the
Sharp function (c) (upper part of the table) and the JumpSharp function (d) with ∆ = 2 (lower part of the
table). The wavelet basis ‘‘s6’’ was used. The levels of significance are α = 0.1 and 0.05. For each simulation,
the rejection regions were determined using a bootstrap sample of size 400.
k \ α 0.1 0.05 0.1 0.05 0.1 0.05
∆ = 0
10 0.0950 0.0550 0.1000 0.0475 0.0950 0.0425
20 0.0950 0.0575 0.0950 0.0425 0.0975 0.0425
50 0.0975 0.0550 0.0975 0.0425 0.1050 0.0525
100 0.0950 0.0550 0.1025 0.0425 0.1025 0.0450
150 0.1000 0.0550 0.0950 0.0500 0.0975 0.0550
∆ = 2
10 0.1350 0.1000 0.2250 0.1550 0.2650 0.1900
20 0.2100 0.1400 0.3225 0.2450 0.3125 0.2275
50 0.2550 0.2050 0.3075 0.2550 0.4450 0.3700
100 0.2700 0.2300 0.3300 0.2850 0.4325 0.3925
150 0.2775 0.2450 0.3475 0.3125 0.5200 0.4850
Table 10
Empirical rejection frequencies based on 400 simulations of a FARIMA(0, 0.3, 0) residual process and g equal
to the Sharp functionwith a local shift (of size∆ = 3 and length 1/64) as defined in (e). The value of kwas set
equal to 150, the wavelet basis was ‘‘s6’’. The levels of significance are α = 0.1 and 0.05. For each simulation,
the rejection regions were determined using a bootstrap sample of size 400.
n α = 0.1 α = 0.05
29 0.3400 0.2850
210 0.4050 0.3150
212 0.4175 0.3225
215 0.6450 0.4900
Table 11
Empirical rejection frequencies based on 400 simulations of a FARIMA(1, 0.1, 0) process with φ = {−0.5},
and g equal to the Sharp function (c) (upper part of the table) and the JumpSharp function (d) with ∆ = 2
(lower part of the table). The wavelet basis ‘‘s6’’ was used. The levels of significance are α = 0.1 and 0.05.
For each simulation, the rejection regions were determined using a bootstrap sample of size 400.
k \ α n = 128 n = 256 n = 512
0.1 0.05 0.1 0.05 0.1 0.05
∆ = 0
10 0.0975 0.0625 0.0900 0.0725 0.0750 0.0500
20 0.1250 0.0500 0.0700 0.0375 0.0850 0.0550
50 0.1275 0.0800 0.1250 0.0400 0.0975 0.0475
100 0.1100 0.0400 0.1175 0.0450 0.0800 0.0625
150 0.1125 0.0625 0.0925 0.0550 0.0925 0.0500
∆ = 2
10 0.4150 0.3275 0.7100 0.6425 0.7800 0.6925
20 0.3425 0.2850 0.8650 0.7300 0.9150 0.8800
50 0.6025 0.5000 0.9775 0.9600 1 1
100 0.5975 0.5750 1 1 1 1
150 0.6550 0.6475 1 1 1 1
data are Cγ and α. In principle, these parameters can be estimated by applying parametric or semiparametric methods to
the estimated residuals Xˆi (see e.g. [28,36,7,8,31,66,67,48,57]). However, the optimal choice of the tuning parameters J and
q for estimating g depends on α and Cγ . In analogy to [9,10] or [64], a data adaptive iterative algorithm for estimating g , α
and Cγ simultaneously can be developed.
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Table 12
Empirical rejection frequencies based on 400 simulations of a FARIMA(1, 0.4, 0) process with φ = {−0.5},
and g equal to the Sharp function (c) (upper part of the table) and the JumpSharp function (d) with ∆ = 2
(lower part of the table). The wavelet basis ‘‘s6’’ was used. The levels of significance are α = 0.1 and 0.05.
For each simulation, the rejection regions were determined using a bootstrap sample of size 400.
k \ α n = 128 n = 256 n = 512
0.1 0.05 0.1 0.05 0.1 0.05
∆ = 0
10 0.0975 0.0625 0.0900 0.0725 0.0750 0.0500
20 0.1250 0.0500 0.0700 0.0375 0.0850 0.0550
50 0.1275 0.0800 0.1250 0.0400 0.0975 0.0475
100 0.1100 0.0400 0.1175 0.0450 0.0800 0.0625
150 0.1125 0.0625 0.0925 0.0550 0.0925 0.0500
∆ = 2
10 0.4650 0.4125 0.5200 0.4575 0.6275 0.5400
20 0.5600 0.5125 0.6000 0.5325 0.6625 0.6325
50 0.7425 0.6600 0.7625 0.7225 0.7700 0.7225
100 0.7725 0.7550 0.8025 0.7700 0.8725 0.8450
150 0.8025 0.7700 0.8725 0.8575 0.8900 0.8675
Table 13
Empirical rejection frequencies based on 400 simulations of a FARIMA(1, 0.1, 1) process with φ = {0.5}
and ψ = {0.5}, and g equal to the Sharp function (c) (upper part of the table) and the JumpSharp function
(d) with ∆ = 2 (lower part of the table). The wavelet basis ‘‘s6’’ was used. The levels of significance are
α = 0.1 and 0.05. For each simulation, the rejection regions were determined using a bootstrap sample of
size 400.
k \ α n = 128 n = 256 n = 512
0.1 0.05 0.1 0.05 0.1 0.05
∆ = 0
10 0.1175 0.0600 0.1475 0.0600 0.0800 0.0325
20 0.1150 0.0525 0.1125 0.0625 0.1150 0.0600
50 0.0800 0.0400 0.1525 0.0475 0.1175 0.0425
100 0.1225 0.0775 0.1050 0.0575 0.1075 0.0475
150 0.1150 0.0550 0.1150 0.0550 0.1000 0.0525
∆ = 2
10 0.4300 0.3475 0.6375 0.5475 0.7175 0.6325
20 0.6150 0.5600 0.8475 0.7600 0.9125 0.8850
50 0.8225 0.7650 0.9975 0.9850 1 1
100 0.8975 0.8950 1 1 1 1
150 0.9225 0.9100 1 1 1 1
Table 14
Empirical rejection frequencies based on 400 simulations of a FARIMA(1, 0.4, 1) process with φ = {0.5}
and ψ = {0.5}, with g equal to the Sharp function (c) (upper part of the table) and the JumpSharp function
(d) with ∆ = 2 (lower part of the table). The wavelet basis ‘‘s6’’ was used. The levels of significance are
α = 0.1 and 0.05. For each simulation, the rejection regions were determined using a bootstrap sample of
size 400.
k \ α n = 128 n = 256 n = 512
0.1 0.05 0.1 0.05 0.1 0.05
∆ = 0
10 0.1250 0.0800 0.0900 0.0750 0.1250 0.0500
20 0.1475 0.0875 0.1325 0.0850 0.1000 0.0275
50 0.1375 0.0650 0.0950 0.0325 0.1425 0.0425
100 0.1100 0.0875 0.1075 0.0600 0.1475 0.0800
150 0.0850 0.0675 0.1000 0.0525 0.1075 0.0625
∆ = 2
10 0.2475 0.1650 0.2300 0.1400 0.2425 0.1575
20 0.2800 0.2475 0.2325 0.1875 0.2650 0.2125
50 0.3325 0.2775 0.3625 0.2850 0.3800 0.3650
100 0.3650 0.3200 0.4025 0.3775 0.5450 0.5050
150 0.4650 0.4400 0.4150 0.3875 0.5900 0.5200
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Appendix
A.1. Proofs
The following assumptions will be used.
(A1) The derivatives ψ ′, φ′ and g(r) exist except for a finite number of points and, where they exist, they are piecewise
continuous and bounded.
(A2) J, j ≥ 0 and−(N − 1) ≤ k ≤ N2J+j − 1.
(A3)
νk =
 N
0
tkψ(t)dt = 0 (0 ≤ k ≤ r − 1),
νr ≠ 0.
In the case where g is constant and estimated by the sample mean, the results under H0 essentially follow from [53]. In
the following these results are extended to wavelet estimation of a nonconstant function g , under H0 and H1 respectively.
At first, we cite results that follow from [13,55].
Lemma 1. Under (A1)–(A3) the following hold:
(a)
sJk = O(2−J/2);
(b)
E(sˆJk)− sJk = O(n−12J/2);
(c)
E{[sˆJk − E(sˆJk)]2} = C2φN−1+αn−α2−J(1−α) + O(n−1);
(d)
σ 2j = E[(dˆjk − E(dˆjk))2] = C2ψN−(1−α)n−α2−(J+j)(1−α) + O(n−1);
(e)
E[dˆjk] − djk = O(n−12(J+j)/2). (21)
(f) If g(r) ∈ C(Ijk) where Ijk = [kN−12−(J+j), (k+ N)N−12−(J+j)], then
djk = νrr! g
(r)(kN−12−(J+j))N−
2r+1
2 2−
2r+1
2 (J+j) + o(2− 2r+12 (J+j)). (22)
(g) If there exists an m ∈ {0, 1, . . . , r − 1} such that g ∈ Cm(Ijk), g(m+1) exists almost everywhere, but g ∉ Cm+1(Ijk), then
djk = O(2− 2(m+1)+12 (J+j)).
(h) If g ∉ C(Ijk), then
djk = O(2−(J+j)/2).
Proof. (a) through (f) follow directly from [13,55].
For (g), we have
djk = N1/22(J+j)/2
 1
0
g(t)ψ(N2J+jt − k) dt
= N−1/22−(J+j)/2
 N
0
g(N−12−(J+j)(y+ k))ψ(y)dy. (23)
The points where g is not differentiable are isolated so that, for n large enough, there is exactly one such point in the support
of ψjk. Thus, assume that there exists exactly one y∗ such that y∗jk = N−12−(J+j)(y∗ + k) ∈ supp(ψjk) and
lim
∆→0[g
(m+1)(y∗jk + N−12−(J+j)∆)− g(m+1)(y∗jk − N−12−(J+j)∆)] = Cm+1,y∗ ≠ 0.
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Since g ism-times continuously differentiable on Ijk, andm+ 1-times continuously differentiable on Ijk \ {yjk}, a local Taylor
expansion of g at y∗ (see e.g. [77] pp. 225–226), yields
djk = (N2(J+j))− 12
m
u=0
(N2(J+j))−u
u! g
(u)(y∗jk)
 N
0
ψ(y)(y− y∗)udy+ (N2
(J+j))−(m+3/2)
(m+ 1)! (A
− + A+)+ o(2−(m+3/2)(J+j))
with
A− = g(m+1)(y∗jk − 0)
 y∗
0
ψ(y)(y− y∗)m+1dy,
A+ = g(m+1)(y∗jk + 0)
 N
y∗
ψ(y)(y− y∗)m+1dy.
Taking into account condition (5) andm < r , we have
A− + A+ = g(m+1)(y∗jk − 0)
 N
0
ψ(y)(y− y∗)m+1dy+ [g(m+1)(y∗jk + 0)− g(m+1)(y∗jk − 0)]
 N
s∗
ψ(y)(y− y∗)m+1dy
= g(m+1)(y∗jk − 0)νm+1 + Cm+1,y∗
 N
y∗
ψ(y)(y− y∗)m+1dy
and hence
djk = 2− 2(m+1)+12 (J+j)Cjk + o(2−(m+3/2)(J+j)) = O(2− 2(m+1)+12 (J+j))
where Cjk is a finite constant.
Finally note that (h) follows directly from (23). 
Now we consider the expected value and the autocovariance function of gˆlow under the null hypothesis.
Lemma 2. Suppose that g ∈ C [0, 1], and (A1)–(A3) hold. Then
Zi = gˆlow(ti)− E[gˆlow(ti)] ∼ N(0, σ 2i )
and
E[gˆlow(ti)] = g(ti)+ O(n− α2r+α )
where
σ 2i ≤ C1n−
2rα
2r+α
and, as |k| → ∞,
cov(Zi, Zi+k) ≤ C2|k|−α
for some positive constants C1 and C2.
Proof. Taking into account (7), (9), (10), Lemma 1(b) and the bounded support of φJk we obtain
g(ti)− gˆlow(ti) = g(ti)− E[gˆlow(ti)] + E[gˆlow(ti)] − gˆlow(ti)
=
N2J−1
k=−(N−1)
(sJk − E[sˆJk])φJk(ti)+
∞
j=0
N2J+j−1
k=−(N−1)
djkψjk(ti)+
N2J−1
k=−(N−1)
(E[sˆJk] − sˆJk)φJk(ti)
= O(2Jn−1)+
∞
j=0
N2J+j−1
k=−(N−1)
djkψjk(ti)− n−1
n
u=1
ξu
N2J−1
k=−(N−1)
φJk(tu)φJk(ti).
The stochastic part is normal and can be written as
Zi = n−1
i+n2−J
u=i−n2−J
ξu
N2Jn−1 i
k=N2Jn−1i−N
φJk(tu)φJk(ti)
= N2Jn−1
i+n2−J
u=i−n2−J
ξu
N2Jn−1 i
k=N2Jn−1i−N
φ(N2Jun−1 − k)φ(N2J in−1 − k)
= N2Jn−1
i+n2−J
u=i−n2−J
buiξu
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where bui are some real constants. By analogous arguments as in [13,55] one obtains
Var(Zi) = N2n−222JVar
 i+n2−J
u=i−n2−J
buiξu

≤ N2n−222J max
u,i
{b2ui}
 i+n2−J
u=i−n2−J
Var(ξu)+
i+n2−J
u,v=i−n2−J
u≠v
|γ (u− v)|

∼ 2N2 max
u,i
{b2ui}(n2−J)−αCγ
 1
0
 1
0
|x− y|−αdxdy+ O(n−12J).
Eq. (14) then implies, for n large enough,
Var(Zi) ≤ C1n− 2rα2r+α (24)
for all i, where C1 is a suitable constant. Finally Lemma 1(f) implies
∞
j=0
N2J+j−1
k=0
djkψjk(ti)
 ≤
∞
j=0
N2J+jn−1 i
k=N2J+jn−1 i−N
max
k
|djk|max
k
|ψjk(ti)|
≤ C3
∞
j=0
2−
3
2 (J+j)2
1
2 (J+j) = O(2−J) = O(n− α2r+α )
where C3 > 0 is a suitable constant. In summary,
E[g(ti)− gˆlow(ti)] = O(n− α2r+α ),
Var[gˆlow(ts)] = O(n− 2rα2r+α ).
Finally,
cov(Zi, Zj) ≤ max
u,i
{b2u,i}N2n−222J
i+n2−J
u=i−n2−J
j+n2−J
v=j−n2−J
|E(ξuξv)|
∼ C4n−222J · (n2−J)2−α
 1
−1
 1
−1
 i− jn2−J + x− y
−α dxdy+ O(n−(1+α)2(1+α)J |i− j|−(1+α))
≤ C5|i− j|−α
for suitable constants C4, C5 and |i− j| → ∞. 
The next Lemma provides a useful approximation of gˆhigh.
Lemma 3. Suppose that (A1)–(A3) hold. Define for each j the set Dj = {djk : g ∈ C[supp(ψjk)]}. Then
gˆhigh(ti) =
q
j=0
N2J+j−1
k=−(N−1)
dˆjkI{djk ∈ D¯j}ψjk(ts)+ η(ti)
where for any fixed M ∈ N and ω ∈ (0, 1),
sup
0≤m≤M
E[ηm(ti)] = O(n−ω2κ(n)).
Proof. Recall that
gˆhigh(ti) =
q
j=0
N2J+j−1
k=−N+1
dˆjkI{|dˆjk| > δj}ψjk(ts).
The triangle inequality implies for every fixed ω ∈ (0, 1) (see [42])
I{|djk| > (1+ ω)δj} − I{|dˆjk − djk| > ωδj} ≤ I{|dˆjk| > δj}
≤ I{|djk| > (1− ω)δj} + I{|dˆjk − djk| > ωδj}.
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Now, due to the definition of δj and Lemma 1, we have for all j ∈ {0, . . . , q} and n large enough,
I{|djk| > (1− ω)δj} = I{|djk| > (1+ ω)δj} = I{djk ∈ D¯jk},
so that
An(ti)− Bn(ti) ≤ gˆhigh(ti) ≤ An(ti)+ Bn(ti)
with
An(ti) =
q
j=0
N2J+j−1
k=−N+1
dˆjkψjk(ti)I{djk ∈ D¯jk},
Bn(ti) =
q
j=0
N2J+j−1
k=−N+1
|dˆjkψjk(ti)|I{|dˆjk − djk| > ωδj}
and
gˆhigh(ti) = An(ti)+ η(ti)
with
|η(ti)| ≤ Bn(ti). (25)
Before considering moments of η(ti) note that Lemma 1 implies
max
k
E(dˆjk) = O(σj)
for 0 ≤ j ≤ log2 n− J , and also, since dˆjk is normal,
E(dˆ2mjk ) = O(σ 2mj ) = O(n−mα2−m(J+j)(1−α)).
Let
Ijk = I

|dˆjk − Edˆjk|
σj
>
ωδj
σj
− |Edˆjk − djk|
σj

and Pjk = E(Ijk). The triangle inequality implies I{|dˆjk − djk| > ωδj} ≤ Ijk. Using this, the compact support of wavelets,
Lemmas 1(c) and (e), the condition δ2j = 4κ(n) ln n σ 2j ((17) and Lemma 1(c)) and the general inequality P(Z > η) ≤ e−
1
2 η
2
for standard normal variables Z (see e.g. [61] p. 191) leads to
Pjk ≤ 2n−2ω2κ(n) + o(n−2ω2κ(n)).
Hölder’s inequality together with (25) imply
|E[η(ti)]| ≤
q
j=0
N2J+j−1
k=−N+1
E[|dˆjk|Ijk]|ψjk(ti)|
≤
q
j=0
Nn−12J+js
k=Nn−12J+js−N

Edˆ2jk · Pjk|ψjk(ti)| = O(n−ω
2κ(n)).
By analogous arguments one obtains
|E[ηm(ti)]| ≤
 q
j=0
N2J+j−1
k=−N+1
(E[dˆ2mjk ]Pjk)1/2m|ψjk(ti)|
m = O(n−ω2κ(n)). 
The following two lemmas provide asymptotic approximations of the first two conditional moments of ζ ∗1,low under the
null hypothesis.
Lemma 4. Suppose that the assumptions of Lemma 2 hold. Let l = O(n1−ϵ) for some 1− 2(2r + α)−1 < ϵ < 1. Then
a−1l En(ζ
∗
1,low) = op(1).
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Proof.
a−1l En(ζ
∗
1,low) =
1
al(n− l+ 1)
n−l+1
i=1
i+l−1
j=i
Xj,low = S1 + S2
with
S1 = 1al(n− l+ 1)
n−l+1
i=1
i+l−1
j=i
(ξj − Zj),
S2 = 1al(n− l+ 1)
n−l+1
i=1
i+l−1
j=i
{g(tj)− E[gˆlow(tj)]}
and Zj = gˆlow(tj) − E[gˆlow(tj)] = op(ξj) (see Lemma 2). Then S1 = op(1) (due to Lemma 3.1 in [53]) and Lemma 2 together
with (14) imply
S2 = 1al(n− l+ 1)
n−l+1
i=1
i+l−1
j=i
O(2−J) = O(la−1l 2−J) = O

n−
α
2r+α+ α(1−ϵ)2

which is o(1) because ϵ > 1− 2(2r + α)−1. 
Lemma 5. Suppose that the assumptions of Lemma 2 hold. Let σˆ 2n = a−2l En[ζ ∗21,low] and l = O(n1−ϵ) with 1 − 2(2r + α)−1 <
ϵ < 1. Then
σˆ 2n = 2σ 2(1− α)−1(2− α)−1 + op(1).
Proof.
σˆ 2n = a−2l En[ζ ∗
2
1,low] =
1
a2l (n− l+ 1)
n−l+1
i=1

i+l−1
j=i
Xj,low
2
= S1 + S2 + S3
with
S1 = 1a2l (n− l+ 1)
n−l+1
i=1

i+l−1
j=i
(ξj − Zj)
2
,
S2 = 1a2l (n− l+ 1)
n−l+1
i=1

i+l−1
j=i
(g(tj)− E[gˆlow(tj)])
2
,
S3 = 2a2l (n− l+ 1)
n−l+1
i=1

i+l−1
j=i
(ξj − Zj) ·
i+l−1
j=i
(g(tj)− E[gˆlow(tj)])

and Zj as before. Then
S1 = 2σ
2
(1− α)(2− α) + op(1)
(see Lemma 3.2 of [53]) and Lemma 2 implies
S2 = 1a2l (n− l+ 1)
n−l+1
i=1

i+l−1
j=i
O(2−J)
2
= O(l2a−2l 2−2J) = O(nα(1−ϵ)−
2α
2r+α )
which is o(1) because ϵ > 1− 2(2r + α)−1. Finally, noting that E(S3) = 0, using Hölder´s inequality and writing
v(i, l) = Var

i+l−1
j=i
(ξj − Zj)

, w(i, l) =
i+l−1
j=i
{g(tj)− E[gˆlow(tj)]}
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we obtain
Var(S3) ≤ 4a4l (n− l+ 1)2
max
i
w2(i, l)
n−l+1
i1,i2=1

v(i1, l)v(i2, l) = O(nα(1−ϵ)− 2α2r+α ) = o(1). 
Nowwe consider ζ ∗21,low under H1. Without loss of generality it is sufficient to state the results for the case with one jump.
Lemma 6. Suppose that (A1)–(A3) hold. Furthermore assume that g has a single jump of size ∆ at a point s∗ ∈ (0, 1). Let
l = O(n1−ϵ) with 1− 2(2r + α)−1 < ϵ < 1. Then
a−1l En(ζ
∗
1,low) = op(1)
and
a−2l En(ζ
∗2
1,low) =
2σ 2
(1− α)(2− α) + vn + op(1)
with
vn = ∆2Cn− α2r+α+α(1−ϵ)
and C > 0. In particular, if ϵ < 1− (2r + α)−1, then vn →∞.
Proof. Recall that
g(ts)− gˆlow(ts) = O(2Jn−1)− Zs +
∞
j=0
N2J+j−1
k=−N+1
djkψjk(ts).
The compact support of the wavelets implies that for k ∉ [Nn−12J+js − N,Nn−12J+js], ψjk(ts) is equal to zero. Similarly,
ψjk(ti) = 0 if i ∉ [s−n2−(J+j), s+n2−(J+j)] and k ∈ [Nn−12J+js−N,Nn−12J+js]. Let i∗ ∈ N be such that i∗/n ≤ s∗ ≤ (i∗+1)/n.
Then Lemma 2 implies that g(ts)− gˆlow(ts) = −Zs + O(2−J) for s ∉ [i∗ − n2−J , i∗ + 1+ n2−J ].
Also, for s ∈ [i∗ − n2−J , i∗ + 1+ n2−J ],
∞
j=0
N2J+j−1
k=−N+1
djkψjk(ts) = g(ts)−
N2J−1
k=−N+1
sJkφJk(ts) = O(1).
Define f (x) = g(x) − ∆ · H(x − s∗) where H(x) = I{x ≥ 0} is the Heaviside function, and denote by Hˆlow(t − s∗) the
corresponding low resolution wavelet decomposition
Hˆlow(t − s∗) =
N2J−1
k=−N+1

1
n
n
i=1
H

i
n
− s∗

φJk

i
n

φJk(t)
=
N2J−1
k=−N+1
1
n
n
i=i∗
φJk

i
n

φJk(t) =
N2J t
k=N2J t−N
 1
s∗
φJk(x)φJk(t)dx+ o(n−1).
Note that
fˆlow(t) = gˆlow(t)−∆ · Hˆlow(t − s∗)
and  1
0
Hˆlow(t − s∗)dt =
 1
0
H(t − s∗)dt + o(n−1).
For t > s∗ + n−1 + 2−J we have
H(t − s∗) = Hˆlow(t − s∗)+ o(n−1)
and for t < s∗ − 2−J the same equality holds exactly. Then
a−1l En(ζ
∗
1,low) =
1
al(n− l+ 1)
n−l+1
i=1
i+l−1
j=i
Xj,low = S1 − S2
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with
S1 = 1al(n− l+ 1)
n−l+1
i=1
i+l−1
j=i
[ξj + f (tj)− fˆlow(tj)],
S2 = ∆al(n− l+ 1)
n−l+1
i=1
i+l−1
j=i
[H(tj − s∗)− Hˆlow(tj − s∗)].
Lemma 4 implies S1 = op(1). Moreover,
S2 = ∆ · lal(n− l+ 1)
i∗+1+n2−J
j=i∗−n2−J
[H(tj − s∗)− Hˆlow(tj − s∗)] + o(nα(1−ϵ)/2−1)
= ∆ · l · n
al(n− l+ 1)
 1
0
[H(t − s∗)− Hˆlow(t − s∗)] dt + O(la−1l n−1)+ o(nα(1−ϵ)/2−1)
= O(nα(1−ϵ)/2−1).
Taking into account Lemma 5 we have
a−2l En(ζ
∗2
1,low) =
1
a2l (n− l+ 1)
n−l+1
i=1

i+l−1
j=i
Xj,low
2
= 1
a2l (n− l+ 1)
n−l+1
i=1

i+l−1
j=i
(ξj + f (tj)− fˆlow(tj))
2
+ S1 + S2
= 2σ 2(1− α)−1(2− α)−1 + S1 + S2 + op(1) (26)
with
S1 = − 2∆a2l (n− l+ 1)
n−l+1
i=1

i+l−1
j=i
[ξj + f (tj)− fˆlow(tj)]
i+l−1
j=i
[H(tj − s∗)− Hˆlow(tj − s∗)]

,
S2 = ∆
2
a2l (n− l+ 1)
n−l+1
i=1

i+l−1
j=i
[H(tj − s∗)− Hˆl(tj − s∗)]
2
.
Now 
∆2
a2l (n− l+ 1)
−1
S2 =
i∗+1+n2−J
i=i∗−n2−J−l

i+l−1
j=i
[H(tj − s∗)− Hˆlow(tj − s∗)]
2
+ O(l2n−1)
=
i∗+1+n2−J
i=i∗−n2−J−l

n
 i
n+ ln
i
n
[H(x− s∗)− Hˆlow(x− s∗)]dx+ o(l)
2
+ O(l2n−1)
= n
 i∗
n +2−J
i∗
n −2−J− ln

n
 y+ ln
y
[H(x− s∗)− Hˆlow(x− s∗)]dx
2
dy+ o(l2n2−J).
Using the representation of Hˆlow and
 y+ ln
y φJk(x)dx = lnφJk(y)+ o(ln−1 2J/2), the integral can be written as
n
 s∗+2−J
s∗−2−J− ln
n
 y+ ln
y
H(x− s∗)− N2J−1
k=−N+1
 1
s∗
φJk(t)φJk(x)dt
 dx

2
dy
= nl2
 s∗+2−J
s∗−2−J− ln
H˜(y)− N2J−1
k=−N+1
 1
s∗
φJk(t)φJk(y)dt
2 dy+ o(l2n2−J)
with
H˜(t) =
0, y < s
∗ − ln−1
l−1ny+ 1− l−1s∗, s∗ − ln−1 ≤ y < s∗
1, y ≥ s∗.
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Noting that H˜(y)−N2J−1k=−N+1  1s∗ φJk(t)φJk(y)dt = 0 for y ∉ [s∗ − 2−J − ln , s∗ + 2−J ] and using the wavelet decomposition
of H˜ and orthonormality of φJk and ψjk we obtain
nl2
 1
0
H˜(y)− H(y− s∗)+ q
j=0
N2J+j−1
k=−N+1
 1
0
H(t − s∗)ψjk(t)ψjk(y)dt
2 dy+ o(l2n2−J)
= I1 + I2 + I3 + o(l2n2−J)
with
I1 = nl2
 1
0
[H˜(y)− H(y− s∗)]2dy,
I2 = nl2
∞
j=0
N2J+j−1
k=−N+1
 1
0
H(t − s∗)ψjk(t)dt
2
,
I3 = nl2
 1
0
[H˜(y)− H(y− s∗)]
q
j=0
N2J+j−1
k=−N+1
 1
0
H(t − s∗)ψjk(t)ψjk(y)dtdy
where
I1 = 13 l
3,
I3 = nl2
 1
0
[H˜(y)− H(y− s∗)][H(y− s∗)− Hˆlow(y− s∗)]dy = O(l3).
Since
 1
0 H(t − s∗)ψjk(t)dt = 0 for ∀k ∉ Uj = [⌊N2J+js∗⌋ − N, ⌊N2J+js∗⌋ + 1] and N2J+j − ⌊N2J+js∗⌋ − k → ∞, we
obtain
I2 = nl2
∞
j=0

k∈Uj
 1
s∗
ψjk(t)dt
2
= N−1nl2
∞
j=0
2−(J+j)
1
k=−N
 N
N2J+js∗−⌊N2J+js∗⌋−k
ψ(t)dt
2
≥ 2N−1nl22−J min
z∈(0,1)

1
k=−N
 N
z−k
ψ(t)dt
2
and the bounds Ilower ≤ I2 ≤ Iupper , where
Ilower = 2N−1nl22−J min
z∈(0,1)

1
k=−N
 N
z−k
ψ(t)dt
2
+ o(l2n2−J),
Iupper = N−1nl2
∞
j=0
2−(J+j)
1
k=−N
 N
0
ψ2(t)dt = 2N−1nl22−J(N + 2).
Thus, using the definitions of l and J , there exists a constant C such that
S2 = ∆2Cn− α2r+α+α(1−ϵ) + o(n− α2r+α+α(1−ϵ)).
Finally, by similar detailed calculations of E(S1) and Var(S1) it can be shown that S1 is asymptotically negligible. 
The following two lemmas compare the conditional expected values and conditional variances of ζ ∗1 and ζ
∗
1,low under H0.
Lemma 7. Suppose that the assumptions of Lemma 2 hold. Let l = O(n1−ϵ) for some 0 < ϵ < 1. Then
a−1l En(ζ
∗
1 ) = a−1l En(ζ ∗1,low)+ Op(n
α
2 (1−ϵ)− 12ω2κ(n)).
Proof.
a−1l En(ζ
∗
1 ) = a−1l En(ζ ∗1,low)− S
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with
S = 1
al(n− l+ 1)
n−l+1
i=1
i+l−1
j=i
gˆhigh(tj).
From Lemma 3 we have
E(S) = 1
al(n− l+ 1)
n−l+1
i=1
i+l−1
s=i
 q
j=0
N2J+j−1
k=−N+1
E[dˆjk]I(djk ∈ D¯j)ψjk(ts)+ E[η(ts)]

= 1
al(n− l+ 1)
n−l+1
i=1
i+l−1
s=i
E[η(ts)] = O(n α2 (1−ϵ)−ω2κ(n))
and
E(S2) = 1
a2l (n− l+ 1)2
E
n−l+1
i=1
i+l−1
s=i
η(ts)
2
≤ 1
a2l (n− l+ 1)2
n−l+1
i1=1
i1+l−1
s1=i1
n−l+1
i2=1
i2+l−1
s2=i2

E[η2(ts1)]E[η2(ts2)] = O(nα(1−ϵ)−ω
2κ(n)). 
Lemma 8. Suppose that the assumptions of Lemma 2 hold. Let l = O(n1−ϵ) for some 0 < ϵ < 1. Then
a−2l En(ζ
∗2
1 ) = a−2l En(ζ ∗
2
1,low)+ Op(a−2l l · n−1/2n−
1
4ω
2κ(n)).
Proof.
σˆ 2n = a−2l En(ζ ∗
2
1 ) =
1
a2l (n− l+ 1)
n−l+1
i=1

i+l−1
j=i
Xj
2
= a−2l En(ζ ∗
2
1,low)− S1 + S2
with
S1 = 2a2l (n− l+ 1)
n−l+1
i=1

i+l−1
j=i
(ξj + g(tj)− gˆlow(tj))
i+l−1
j=i
gˆhigh(tj)

,
S2 = 1a2l (n− l+ 1)
n−l+1
i=1

i+l−1
j=i
gˆhigh(tj)
2
.
Now
E(S2) ≤ 1a2l (n− l+ 1)
n−l+1
i=1
i+l−1
j=i
E[gˆ2high(tj)] = O(la−2l n−ω
2κ(n))
and
E(S22) ≤
1
a4l (n− l+ 1)2
n−l+1
i=1
i+l−1
j=i
E[gˆ4high(tj)] = O(la−4l n−1n−ω
2κ(n)).
Furthermore,
|E(S1)| ≤ 2a2l (n− l+ 1)
n−l+1
i=1
E
i+l−1
j=i
[ξj + g(tj)− gˆlow(tj)]
2 i+l−1
j=i

E[gˆ2high(tj)]
= O(l2−α/2a−2l n−
1
2ω
2κ(n))
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and
E(S21) ≤
4
a4l (n− l+ 1)2
n−l+1
i=1
i+l−1
j=i

E[(ξj + g(tj)− gˆlow(tj))4]
i+l−1
j′=i

E[gˆ4high(tj′)]
= O(a−4l l2n−1n−
1
2ω
2κ(n)). 
Finally, we derive asymptotic expressions for the first two conditional moments of ζ ∗1 under H1.
Lemma 9. Suppose that the assumptions of Lemma 6 hold. Let l = O(n1−ϵ) with 1− 2(2r + α)−1 < ϵ < 1. Then
a−1l En(ζ
∗
1 ) = op(1)
and
a−2l En(ζ
∗2
1 ) =
2σ 2
(1− α)(2− α) + op(1).
Proof. We use the same notation as in the proof of Lemma 6. Recall that
gˆhigh(ts) =
q
j=0
N2J+j−1
k=−N+1
dˆjkI(djk ∈ D¯j)ψjk(ts)+ η(ts),
for k ∉ [N2J+jn−1i∗−N,N2J+jn−1i∗]we haveψjk(s∗) = 0 and djk ∈ Dj and also for k ∈ [N2J+js∗−N,N2J+js∗] and t outside
the interval [s∗ − 2−(J+j), s∗ + 2−(J+j)], one has ψjk(t) = 0. Defining U = {i∗ − n2−J − l, . . . , i∗ + n2−J} it then follows that
a−1l En(ζ
∗
1 ) =
1
al(n− l+ 1)
n−l+1
i=1
i+l−1
j=i
(ξj + g(tj)− gˆlow(tj)− gˆhigh(tj))
= 1
al(n− l+ 1)

i∉U
i+l−1
j=i
+ 1
al(n− l+ 1)

i∈U
i+l−1
j=i
= S1 + S2.
For S1 the result is as before (since U¯ does not include jumps). For S2 consider first
g(ts)− gˆlow(ts)− gˆhigh(ts) = A1,s + A2,s + A3,s + A4,s
with
A1,s =
N2J−1
k=−N+1
(sJk − sˆJk)φJk(ts), A2,s =
q
j=0
N2J+j−1
k=−N+1
djkI{djk ∈ Dj}ψjk(ts),
A3,s =
q
j=0
N2J+j−1
k=−N+1
(djk − dˆjk)I{djk ∈ D¯j}ψjk(ts), A4,s =
∞
j=q+1
N2J+j−1
k=−N+1
djkψjk(ts).
If s ∈ [i∗ − 1, i∗ + 1], then
A4,s = g(ts)−
N2J+q−1
k=−N+1
s(J+q)kφ(J+q)k(ts) = O(1).
On the other hand, if s ∉ [i∗−1, i∗+1], then A4,s = O(n−1). Furthermore A2,s = O(2−J). Finally, for a ∈ {0, 1, . . . , log2 n−J},
and s between i∗ − n2−(J+a) and i∗ + n2−(J+a) but not in the interval [i∗ − n2−(J+a+1), i∗ + n2−(J+a+1)], we have
E(A3,s) =
q
j=0
N2J+j−1
k=−N+1
[djk − E(dˆjk)]I{djk ∈ D¯j}ψjk(ts)
=
a
j=0
+
q
j=a+1
= O(n−12J+a)
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and
Var (A3,s) = E

 a
j=0
N2J+j−1
k=−N+1
[E(dˆjk)− dˆjk]I{djk ∈ D¯j}ψjk(ts)
2+ O(n−222(J+a))
≤
 a
j=0
N2J+j−1
k=−N+1
σj|ψjk(ts)|I(djk ∈ D¯j)
2 + O(n−222(J+a)) = O(n−α2α(J+a)).
Note that A3,s is normally distributed so that also E(A43,s) = O(n−2α22α(J+a)). For S2 we then obtain
|E(S2)| =
E

1
al(n− l+ 1)

i∈U
i+l−1
j=i
(ξj + Zj + A3,j + O(2−J))
+ O(la−1l n−1)
≤ l
al(n− l+ 1)
s∗+n2−J
j=s∗−n2−J
|E(A3,j)| + o(1)
≤ l
al(n− l+ 1)
q
a=0
(n2−(J+a) − n2−(J+a+1))O(n−12J+a) = O(qla−1l n−1) = o(1).
Similarly one obtains
E(S22) = S21 + S22 + o(1)
with
S21 = 2a2l (n− l+ 1)2
E

i∈U
i+l−1
j=i
(ξj + Zj)

i∈U
i+l−1
j=i
A3,j

= O(l2a−2l n−α2−(2−α)J) = o(1),
S22 = 1a2l (n− l+ 1)2
E

i∈U
i+l−1
j=i
A3,j
2
= o(la−1l n−α/22−(1−α/2)J) = o(1).
Thus, the result for a−1l En(ζ
∗
1 ) follows.
For the second moment we have
σ 2n = a−2l En(ζ ∗
2
1 ) =
2σ 2
(1− α)(2− α) + S3 + op(1)
with
S3 = 1a2l (n− l+ 1)

i∈U

i+l−1
j=i
[ξj + g(tj)− gˆlow(tj)− gˆhigh(tj)]
2
= 1
a2l (n− l+ 1)
(S31 + S32 + S33 + S34 + S35 + S36)+ o(1)
and
S31 =

i∈U

i+l−1
j=i
(ξj + Zj)
2
, S32 =

i∈U

i+l−1
j=i
A3,j
2
, S33 =

i∈U

i+l−1
j=i
O(2−J)
2
,
S34 = 2

i∈U

i+l−1
j=i
(ξj + Zj)

i+l−1
j=i
A3,j

,
S35 = 2

i∈U

i+l−1
j=i
(ξj + Zj)

i+l−1
j=i
O(2−J)

,
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S36 =

i∈U

i+l−1
j=i
γj

i+l−1
j=i
O(2−J)

.
A detailed analysis of the six terms shows that they are asymptotically negligible so that S3 = op(1). 
The results of Lemmas 6 and 9 remain the same in the presence of any finite number of isolated jumps.
Proof of Theorem 1. The results follow directly from Lemmas 4–6 and definition (19). 
Proof of Theorem 2. The results follow from Theorem 1 in an analogous manner as Theorem 2.2 in [53]. 
Proof of Theorem 3. The theorem follows directly from Lemmas 7–9 with ω = 2−1/2 and the definitions (18), (19). 
Proof of Theorem 4. This follows from Theorem 3 in a similar way as Theorem 2. 
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