Abstract
Introduction
In the United States, the current urban growth rate, based on 1990 and 2000 census figures, is approximately 12.5 percent,
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Land Sur face Temperature and Biophysical/Social Parameters Umamaheshwaran Rajasekar and Qihao Weng with 80 percent of population residing within urban areas. As cities continue to grow, urban sprawl creates unique problems related to land-use, transportation, agriculture, housing, pollution, and development for policy makers (Shepherd and Burian, 2003) . Demonstrated links exist between land-use land-cover (LULC) and temperature (Hawkins et al., 2004 , Weng et al., 2004 , Kalnay and Cai, 2003 . There has been a significant amount of research conducted using thermal infrared measurements from ground and remotely sensed data with respect to urban and suburban characteristics leading to the well-known urban heat island (UHI) effect (Voogt and Oke, 2003; Chudnovsky et al., 2004; Hung et al., 2006; Khaikine et al., 2006) . Furthermore, changes in LULC and their impact on the UHI effect has been demonstrated by Golden (2004) , Ghiaus et al. (2006) and Weng et al. (2004) . Factors such as urbanization, the conversion of other types of LULC associated with growth of population, and the economy impact the overall land surface temperature (LST) change in a specific area. These characteristics when amalgamated, contribute to the increase in the spread of UHI effect. This relationship between LULC and LST change has been measured qualitatively and has been characterized as overall change at a micro level using ground sensors during the day and night time. Fast et al. (2005) elegantly detailed the quantifiable parameters by installing data loggers at specific locations within a landscape. In this study, they attempted to determine the interaction of the physical variables with the environmental variables. Stathopoulou et al. (2004) studied the spatial temperature distribution and the intensity of the UHI of selected cities in Greece. Over the last three decades, great progress has been made with the advent of the space program associated with Earth observations (Kafatos et al., 1998) . Advancements in the field of UHI have been well reviewed by Arnfield (2003) . Terra bytes of data are being collected from satellites, aerial sensors, telescopes, and other sensor platforms (Tan et al., 2002) . Some of the data collected suggests that skin temperatures for large areas could be mapped and studied more effectively by using satellite remote sensing data in the infrared region as compared to ground based sensor (Stathopoulou et al., 2004) . Figure 1 . (a) the Indiana state and the region of study Marion County which encompasses the City of Indianapolis, and (b) the block groups and the transportation networks of Indianapolis City which was under study.
The literature already contains a considerable amount of studies, which have contributed to the use of remote sensing imagery for understanding the UHI effect. Lo et al., (1997) analyzed UHI effect using Advanced Thermal and Land Application Sensor (ATLAS). Weng (2001 and , Weng et al., (2004 and have conducted studies to analyze the relationship of UHI effect with respect to the urban factors such as LULC, vegetation, and population. Streutker (2003) measured the growth of UHI in Houston, Texas using the split-window infrared channels of the Advanced Very High Resolution Radiometer (AVHRR). Jung et al., (2005) modeled the effect of UHI on the vegetation using the hyper-spectral remote sensing imageries. Kato and Yamaguchi (2005) analyzed the effect of UHI using ASTER and ETMϩ imagery. Hung et al., (2006) assessed the UHI in the Asian mega-cities using the images from Aqua and Terra missions.
Statistical analysis may play an important role in linking urban temperatures to related factors. The interactions between the LULC (Dousset and Gourmelon, 2003; Weng, 2001) and NDVI (Gillies et al., 1997; Eliasson, 1996; Weng et al. 2004; Lo et al., 1997, Gallo and Owen 1999) with UHIs (including both surface and air temperature models) have been studied and quantified previously using linear statistical models and multivariate analysis. These techniques are well established but are effective in analyzing the quantitative relationship between limited qualitative variables and especially estimating large scale parameters. In recent years with the advent of computing, there is a parallel development in the field of methods and models within statistics to facilitate the analysis of huge repositories of datasets (Cabena, 1998) . In this study, we attempt to address the issue of analyzing the relationship between several remote sensing derived parameters and GIS parameters with respect to LST using the technique of association rule mining (Agarwal and Srikant, 1994) . The rationale being that the relationships derived using this model would be very beneficial for urban planners and environmental managers in simulating the type of impact certain LULC would effect and also aid in understanding the effect of new developments which might arise in the near future.
However, little has been done in the UHI research to quantitatively estimate the associations between the environmental, physical, and demographic variables with specific LULC types using data mining techniques. This study attempts to address this issue using the technique of association rule mining (Agrawal and Srikant, 1994) by conducting a case study in Indianapolis, United States, with ASTER image and ancillary geospatial data. The rationale being that the relationships derived using this model would be very beneficial for urban planners and environmental managers in analyzing and simulating the type of impact certain LULC would effect and also aid in understanding the effect of new developments which might arise in the near future. More specifically, the objectives of this study are: (a) to isolate and determine variables which strongly associate with LULC, (b) to test the variables selected to determine and access associations between socio-economic and LST data for years 2000, 2001, and 2004, and (c) to analyze the effect of urban and/or environmental variables on various LULC types based on the results from the previous two steps.
Study Ar ea and Data
Indianapolis/Marion County, Indiana, USA, was chosen as the study area. It possesses several characteristics that make this area an appropriate choice for such a study. Indianapolis has a single, central city. Large urban areas in the vicinity have not influenced its growth. The city is located on a flat plain and is relatively symmetrical, having possibilities of expansion in all directions. Like many other American cities, Indianapolis is rapidly increasing in population and in area. The areal expansion occurs through encroachment into the adjacent agricultural and non-urban land. Certain decision-making forces, such as density of population, distance to work, property value, and income structure, encourage some sectors of metropolitan Indianapolis to expand faster than others. Extracting information of LULC from satellite images allows for monitoring urban changes over time (Weng et al., 2004) . Figure 1 depicts the study area and its surrounding.
In this research, we used satellite-derived thermal infrared data instead of ground base air surface temperature data. In spite of the advancement in ground sensors for measuring the air temperature at a high temporal scale, it is satellite remote sensing which helps in attaining high spatial resolution data of the skin surface temperature. The association of the temperature and the LULC type as derived from the ground based sensors cannot be directly incorporated to satellite remote sensing images due to high uncertainty in the data; the uncertainty being albedo, cloud cover, wind, shadows due to buildings, and canopy structure. Furthermore, the number and spread of existing air surface temperature data loggers situated in and around the study area were inadequate to cover the entire study area with the precision necessary for a local study. Therefore, ASTER-derived temperature data was used for this study. ASTER 
Data Pr eparation
Land Surface Temperature In this study, ASTER band 13 (10.25 mm to10.95 mm) was used to calculate the LST due to the spectral width of this band bring close to the peak radiation of the black body spectrum given off by the urban surface in the study area (Lu and Weng, 2006) . There are two steps which are involved in the computation of LST. First was the conversion of sensor derived spectral radiance to the at-sensor brightness temperature (i.e., considering that the emitting source is a perfect black body). Since the emitting source is never a perfect black body, the second step was the correction for spectral emissivity taking into consideration the LULC types. The conversion formula for the first step as derived by Dash et al., (2002) was used for the computation. The formula is as follows: (1) where T c is the brightness temperature in degrees Kelvin (K) from the central wavelength, L l is the spectral radiance in Wm ), and C 2 is the second radiation constant (0.0143879mK)
The black body temperature values were then corrected for the spectral emissivity (). This was done using the LULC classification derived from ASTER data (using optical bands). The LULC categories were then assigned an emissivity value according to the scheme provide by Snyder et al., (1998) . The LULC categories and their corresponding emissivity values were used for the calculation provided in Table 1 .
The emissivity corrected LST was computed as follows (Lu and Weng, 2006) : (2) where l is the wavelength of the emitted radiance (for which the peak response and the average of the limiting wavelengths was used), r ϭ h * c/s where s ϭ Boltzmann constant (1.38 * 10 
The so developed LST image was numeric data. Since the association rule mining is only possible with the nominal or ordinal data, the image was classified into categorical information. After experimenting with several classification algorithms, natural break algorithm was selected for the final model. The natural breaks method is based on the assumption that the data fall naturally into meaningful groups (Smith, 1986) . Our assumption is that this would make the inference from the classified system easy to understand and also the values which fall within a class could be made consistent over time (i.e., while analyzing temporal datasets). The same algorithm was also found to be best for association rule mining within other geographical applications such as analysis of urban socioeconomic and land-cover change (Mennis and Liu, 2005; Mennis, 2006) . Table 2 
LULC
The LULC data was developed from the ASTER 2000 image using semi-automatic technique. An unsupervised classification method (Iterative Self-Organizing Data Analysis) was chosen to classify ASTER data with the maximum iterations of 30. One hundred twenty clusters were created and labeled in reference to 2003 and 2005 aerial photos. Reclassification was then executed for the confusing regions. Post classification smoothing and image refinement were also conducted to improve the accuracy of image classification. Classification accuracy for each image was assessed against the 2003 county aerial photo. A stratified random sampling method was applied to choose 50 samples in every LULC category. The overall accuracy was above 85 percent. For a detailed description of the method implemented and the results acquired refer to (Liu and Weng (2008) . Figure 2 shows the LULC map of seven classes (excluding the background). In the final classification of Marion county (the study area), the class "wetlands" was not present, therefore it was removed and is therefore not listed in Table 3 .
Scaled Nor malized Difference Vegetation Index (SNDVI)
The NDVI in this study was calculated from the three ASTER images using Equation 3. (3) where, NIR and R refer to very near infrared bands VNIR-Band3N (B3) and VNIR-Band2 (B2), respectively, within the ASTER image data set.
The resulting image was scale transformed from scale Ϫ1-1 to 0-2 (basically the values were converted from negative domain to positive domain to facilitate processing) forming SNDVI. These values were then converted into categorical data of ten classes using the natural breaks algorithm. The categorical data and their corresponding maximum and minimum values are given in Table 2 Population Density Dataset One of the main reasons for inclusion of population data was to study the relation between the population density and the LST since population is one of the major factors which indicate the urban sprawl and spread. It is also the reason why the UHI effect is proved to be more prominent in the developed cities. The population density dataset was developed from the 2000 population census. The spatial map of the population along with the block identifiers was obtained directly from the Indiana Geological Survey. There were three levels of population data representing block, block group, and tract level data. Block group level population statistics (658 blocks within the Marion County/the city proper of Indianapolis) were selected for our study, since it was a more detailed representation as compared to the other two. The assumption was that more variation at a pixel level would improve the strength of relationships between the variables of interest. The population map was then converted into the population density raster dataset by dividing the populations by the map area, i.e., block group population data was divided by the area of the specific block group. The resultant density raster was further classified into ten classes using the natural break algorithm. Figure 2a represents the population density dataset developed for the study area.
Zoning Data
The municipal zoning data depicting different land-use zones of Marion County was used for this study. From the initial classification, the data was reduced to 13 zones. The reduction was based on basic zone types. For example, different sub-zoning types of residential classes were classified as one single type, i.e., residential. The final 13 zones are shown in Figure 2b .
Transportation Buffer Zones
One of the main rationales for using transportation data base was that earlier studies have proved that the impervious surfaces tend to generate more heat. Furthermore, within Indianapolis City, similar to other cities, many of the major commercial/industrial structures are situated along the highways. Therefore, we hypothesized that inclusion of the highways and the buffer zones from them would give us more understanding of the relation between these infrastructures and the UHI effect. The transportation buffer zones were created from the road network maps. Since the base LST image which was used for mining relationships was of 15 m (all ASTER bands were resampled to 15 m) resolution, only the major roads of class A1 and A2 (as designated by the Department of Transportation) were included in the study based on expert knowledge considering the local settings. The reason for not including other road types was mainly due to their relatively narrow road widths. Since 15 m ASTER LST was used for the analysis, the influence of these roads over the 15 m grid cells was relatively small. Whereas, the classes A1 and A2 roads were mainly highways and freeways which are present and/or pass through Marion County. In order to find the influence and association (if any) of these highways on the LST, buffer zones of 400 m on each side of the road were created, for a total distance of 4 km. This zonal map was then converted into raster and resampled to the same dimension as that of LST (15 m). Figure 2c and 2d show the transportation networks. 
Methodology
Data Mining is a field which has been developed by encompassing principles and techniques from statistics, machine learning, pattern recognition, numeric search, and scientific visualization to accommodate new data types and data volumes being generated (Miller and Han, 2001 ). The tasks of data mining might vary, but the premise about discovering unknown information from large databases remains the same. In short, data mining can be defined as "Analysis of (often large) observational data sets to find unsuspected relationships and to summarize the data in novel ways that are both understandable and useful to the data owners" (Hand et al., 2001) . Over the last few years, the techniques of data mining have been pushed by three major technological factors which have advanced in parallel. First, the growth in the amount of data has led to the development of mass storage devices. Second, the problem of accessing this information has led to the development of advanced and improved processors. Third, the need for automating the tasks involved in data retrieval and processing led to the advancements in statistic and machine learning algorithms. In this research, the technique of association rule mining was utilized to study the quantitative relationship between LST patterns and other environmental, physical, and demographic data. Even though the very nature of urban LST is dependent upon various influencing factors, the nature of dependence between LULC and LST has proved to be strong (Weng et al., 2004) . Therefore, the main rational of this research was to model, analyze, and quantify this relationship. The results of this analysis in terms of the variables which strongly associate with the LULC of Marion county (Indianapolis) for the year 2000 was then used to analyze the association of the same variables for different time periods (2001 and 2004) to detect and analyze the seasonal effect and the effect of changing landscapes.
Association Rule Mining
An association rule is a relationship of the form X ≥ Y, where X and Y are sets of items. X is called antecedent and Y the consequence. There are two primary measures, support and confidence, used in assessing the quality of the rules. The goal of association rule mining is to find all the rules with support and confidence exceeding user specified thresholds (Ding et al., 2003) . The brief explanation of the terms support and confidence are as follows (modified from Borgelt and Kruse, 2002) .
Support of an Item Set
Let T be the set of all transactions under consideration, e.g., let T be the set of all the attributes (in our case LULC, population density, LST, SNDVI, zoning and distance to the major roads) which were recorded on an image, n. Let LC be a subset of certain type which contains a particular set of attributes, then the support of type LC is the percentage of pixels in T which cover similar attributes. For example, LC is a subset which has the attributes: LULC ϭ urban, LST ϭ 20°C and distance ϭ 400 m from the road network. Then if is the set of all pixels within the image T which contains all the attributes of LC, then:
where ƒ ƒ and ƒ T ƒ are the number of pixels in and T, respectively.
Confidence of an Association Rule
This is the measure used to evaluate association rules. The confidence of a rule R ϭ A and B Q C is the support of the ͦ / ͦ T ͦ ) *100% ͦ set of all items that appear in the rule divided by the support of the antecedent of the rule, i.e.,:
The confidence of a rule is the number of cases in which the rule is correct relative to the number of cases in which it is applicable. For example, let R ϭ land-cover urban and distance from highway 400 m Q 20°C temperature. It means that for a given pixel, if LULC is urban and if its location is around 0 to 400 m from the major highways then the temperature value recorded for such region is 20°C. It also means that for a given pixel, if LULC is not urban or the location is not around 0 to 400 m or neither, than the rule is not applicable, and does not say anything about the resulting temperature values. If the rule is applicable, it means that the resulting temperature can be expected to be 20°C. At the same time, if the rule is found to be applicable, but the temperature is not as expected then, the rule may not be correct. Since we are interested in how good the rule is, i.e., how often its prediction that for a given attribute type that a constant temperature turns out. The rule confidence measures this: It states the percentage of cases in which the rule is correct. It computes the percentage relative to the number of cases in which the antecedent holds, since these are the cases in which the rule makes a prediction that can be true or false. If the antecedent does not hold, then the rule does not make a prediction, so these cases are excluded.
With this measure a rule is selected, if its confidence exceeds or is equal to a given lower limit. That is, we look for rules that have a high probability of being true, i.e., we look for "good" rules, which make correct (or very often correct) predictions. Care should be taken that, within any rule if LC Q T is true with a confidence of certain percentage then it does not mean that T Q LC is also true with the same percentage. For example in our case if Land-cover type urban Q Temperature of range 20°C to 30°C with a confidence level of 90 percent, it means that if a LULC is found to be of type urban than the chance that its temperature being within the range 20°C to 30°C is 90 percent, but at the same time it does not mean that if there is a pixel with a temperature of 20°C to30°C then the probability of it being of LULC type urban is 90 percent. Therefore, it can also be said that the rules are unidirectional.
Support of an Association Rule
In this research, the support of a rule is the same as the support of the antecedent of the rule. For example, if the antecedent is LULC type agriculture results in temperature above 30°C, then the support of the rule within this model is calculated from the antecedent of the rule, i.e., the number of occurrence of LULC type agriculture and not the number of cases in which the rule is correct. In mathematical terms, one can represent the support of the rule X Q Y as the support of X; and the confidence of a rule X Q Y the conf (X Q Y ) as the ratio supp (X ഫ Y )/supp (X ) According to the support-confidence framework (Zhang and Zhang, 2002) , and rules of association by Silverstein et al., (1997) , support of a rule can be enumerated as follows: Figure 3 . A scheme for association mining using raster and vector database from transformation, through modeling, to knowledge extraction.
could be added to generate positive association rules within which the confidence of the rules are higher and negative association rules within which the confidence of the rules are lower. In initial scenario would be to find the positive relationship between objects (for e.g., if LULC type A is present then the temperature should be within range "X") the later would help in finding the negative relationship between objects (for e.g., if LULC type A is present then the temperature would most likely not be within range "X"). Since our research was aimed at extracting the parameters which have impact on the LST the concentration was mainly given toward extracting positive association rules.
The Model
Within the paradigm of data mining, a model is a high-level, global description of a data set (Hand et al., 2001) . It takes a large sample perspective. The models can be categorized into two major divisions: one is a descriptive model, which is used for summarizing the data in a convenient and concise way, and second is inferential or predictive models, which allow one to make some statements about the population from which the data were drawn or about likely future data values (Hand et al., 2001) . In order to arrive at an appropriate class of models, one needs to understand the data and the study at hand. Since the objective of this study was to quantitatively estimate the relationship between variables such as LULC, temperature, population density, transportation network, SNDVI, and zoning details, the predictive model (association rule mining) was applied. Figure 3 outlines the conceptual model used in this research. The first part of this study involved the selection of appropriate variables which associate strongly within the datasets using the 2000 ASTER derived LST, SNDVI, and LULC. The second part involved utilizing the selected variables on the remaining (2001 and 2004) ASTER derived databases to remove any season effects and urban LULC change over time which might be associated with the data used. The third part involved in extracting knowledge in terms of generalized rules from these results.
Results and Discussion
The results are divided into two parts. One deals with the results obtained for the association within the year 2000 LULC classification and its relevant data sets such as the SNDVI, LST, population density, zoning, and distance from the major transportation network (in this case the highways). The other is the comparison of the results of the same data mining model between the years 2000, 2001, and 2004. After experimenting with various confidence intervals, a confidence limit of 80 percent and above was chosen as the threshold for the data mining model. This means that the rules discussed in this study have a probability of 80 percent or more confidence. The initial rule mining was carried out with the year 2000 data which included the ASTER-derived LULC information, SNDVI, LST, and GIS datasets such as zoning information, population density, and transportation buffer zones. The results of the simulation are discussed below:
• There existed no strong association between the LULC variable and the transportation buffer zones. This might be due to main spatial arrangement of the city. The main reason for including the transportation buffer zoned areas was to identify any strongly associated LULC types occupying the area around the major highways. Since Marion County had a mixed LULC around the highways, there were no association rules that can be derived with the confidence of 80 percent or higher.
• Population density below 261 people per square kilometer had association with the LULC types barren and agriculture with a confidence of 90 percent and 81 percent, respectively. It was also found that the LULC type impervious surfaces had a strong association with the population density greater than 4,435 people per kilometer square. From these rules, we can summarize that in Marion County, high population led to high impervious surfaces. But the derived rules addressed to only a small portion of the data sets (less than 40 percent support) and the major part of the population density had no direct relationship with the LULC classes. This result is similar to that of an earlier study by Weber and Hirish (1992) which found that remote sensing derived LULC data had a more obvious relationship with the housing structure than with the population structure (see Figure 4 ).
• An unexpected result was the correlation of pixels with high surface temperatures and hospital zoned areas irrespective of the type of LULC. This association implies a lack of biomass which helps in ameliorating elevated surface temperature (see Figure 5 ).
• LULC type impervious surface had strong associations with medium to high LST and low to medium SNDVI, i.e., less than or equal to 0.81 (see Figure 6 ). • The model indicates that LULC types of water bodies, agriculture, and forest had negative association with university zoned areas. This implies that, the percentage area of these LULC types, which have been demonstrated to aid in the reduction of surface temperatures were not positively associated with university zoned areas which upon preliminary investigation seemed counter intuitive.
• 90 percent of the central business district was occupied by the LULC type impervious surfaces.
• An interesting result with a wide area of implications was the association of water temperatures. In zoned areas of low density housing, special uses, and parks, the water temperature demonstrated similar low temperatures with the surrounding zones. However, in other zoned areas the water temperature was highly variable with no strong associations with its surrounding. This might be due to the shadow effect and/or the depth of the water within those zones. Further site investigation is needed to find more about this anomaly exhibition by the skin surface temperature measurement (see Figure 7 ).
Well established relationships were verified by the model which aids in communicating already explored phenomenon. This relationship between forest LULC and low temperatures aids in articulating the accuracy of the model.
• The LULC type forest was found in the areas where temperature was low, the SNDVI was high, and the zoning is either commercial or residential (which includes medium density and low-density housing).
• The lowest temperatures were associated with the LULC water bodies. The highest temperature was associated with the LULC type impervious surfaces.
Based on the rules derived from this model, two of the variables, i.e., population and transportation buffer zones, were removed due to its lack of association with the remaining variables. The main reason for the two variables (population and transportation) not establishing association with the remaining variables might be due to the modifiable areal unit problem (MAUP) (Openshaw 1983; Quattrochi et al., 1997; Jenerette et al., 2007) . Since the rest of data excluding the zoning are at 15 m resolution, the population and transportation data set were resampled to fit the scale. One of the inferences might be that, these two datasets if available at relatively higher or micro scale their effect could have been realized. As with the case of zoning dataset, even though it was used at a macro scale as in comparison with the rest of the variables, the rules utilized for their creation should have been based upon LULC characteristics making it fit the model well. Even though there might be a scale problem (where the same set of areal data is aggregated or divided into several sets of areal units (Jelinski and Wu, 1996) ), we assume that since the dataset also included the LULC at a lower aggregation level, the results would give us better understanding of the urban pattern at both scales. Therefore, the remaining variables were retained in the model. This model was then tested for three time periods : 2000, 2001, and 2004 . The results were contrasted for comparison. The confidence limit for these models was kept at 80 percent or higher. Each time period generated a number of association rules totaling to a support of more than 40 percent and similar to the earlier model, the confidence of 80 percent or higher was selected for the analysis. The results obtained from the comparison are discussed below:
• The rule which communicated most efficiently between the three temporal datasets was associated with the impervious surfaces. This also coincides with the derived information that there was little change in the impervious surfaces during the time period from 2000 to 2004
• The airport zoned areas exhibited a temperature range varying from class 6 to class 7 (refer to Table 2) in all the three images. The SNDVI over these classes ranged from class 1 to 3 (refer to Table 2 ). This relationship demonstrates the presence of heat around the airports was closely related to the lack of vegetation and this relative heat was constant throughout the year. The airports in Marion County did not experience much change in LULC over the study period (see Figure 8 ).
• A major part of the LULC type impervious areas were within the temperature range varying from class 6 to 7 (see Table 2 ) and for the grassland the temperature varied between class 4 and class 7 (see Table 2 ). Therefore, we can infer that the grassland around the city center exhibited more heat than the grassland at the rural areas contributing to the effect of urban heat islands. This variation in the temperature may be attributed to the type and density of grass, its growth, and the effect of other land-cover in its vicinity.
• The special-uses zoned areas was comprised of two different LULC classes; impervious surface areas with temperature varying from class 6 to 7, SNDVI ranging from class 2 to 4 and grasslands with temperatures varying from class 5 to 7, and the SNDVI ranging from class 9 to 10 (see Table 2 ).
• Some parts of water bodies located in low density housing, special uses and parks the demonstrated to have LST of range 1 to 2 (with majority of area around 1) within all three time periods. For the rest of the locations, the water bodies exhibited temperature of class range 2 to 3 (see table 2). There was not much clear distinction on visual analysis of the ASTER images. As discussed earlier this might be due to the varying water depth within these zones, but further site investigation is needed in order to verify.
The major commonalities between all the three time periods were restricted to the LULC impervious surfaces, and the results of the model did not demonstrate any strong association with the LULC types of barren land, agriculture, and forest land. The explanation for this is the seasonal changes within the images used. Regardless that the images were from different years, the major impact to the analysis was due to the varying seasons with regards to the images used. Irrespective of the temporal (both season and annual change) differences between the images, the certain rules remained constant for the given area. Since the UHI effect has demonstrated to behave in varying fashion over varying landscapes (Arnfield, 2003) , it would be interesting to study the varying association derived over varying regions (such as equatorial, tropical, subtropical, etc.) . The flexibility of this model to incorporate both GIS and a remote sensing database might be extended further by incorporating atmospheric variables (Grimmond, 2006) which would constitute a new study.
Conclusions
The association rule mining model discussed in this study demonstrated a new approach to extracting quantitative information about the relationships among the urban landscape parameters. Remote sensing datasets were created from ASTER images at three times for different years. The datasets were then processed to identify three variables of LULC, LST, and SNDVI. These temporal datasets were used in synergy with GIS datasets including population density, zoning, and transportation buffer zones to analyze their association. With minimum combination of simulations, the model predicted both interesting and evident rules. This study also demonstrates the application and extension of the association rule mining, which is conventionally used for market basket or tabular data structure to remote sensing datasets. Further research is needed along the direction of the MAUP and the selection of appropriate image classification techniques.
The rules obtained in this research are applicable only for Indianapolis, since the pixel-based approach used for rule generation has a strong dependence toward the spatial structure of the city. Nevertheless, the research has proved to be promising in the utilization of spatial data sets in the generation of association rules which could help researchers, planners, and environmental managers to understand better the spatial variables and their relationship in any given city (for instance, Mennis and Liu (2005) , Mennis (2006) used similar technique to analyze urban socioeconomic and landcover change in other cities). Given the dataset, the same model with minor or no modifications could be applied to any city or region for extracting information about the relationship between LST and its influencing parameters. A most important conclusion of this study is that the role of LULC in the UHI could be quantitatively measured and analyzed using the association model. The scope of this research could be extended further by implementing the same for varying combinations and also by using additional data sets and finding their association with respect to LST and UHI. It should be noted that in this study, only positive association rules were discussed since we were interested in finding the parameters which would aid in UHI study leaving the possibility of extracting negative association rules. synthesis of remote sensing and landscape ecology approach." Dr. Hua Liu assisted in ASTER image acquisition and processing for land-use and land-cover classification. We would also like to thank the three anonymous reviewers for their constructive comments and suggestions.
