Abstract Bayesian estimation/inversion is commonly used to quantify and reduce modeling uncertainties in coastal ocean model, especially in the framework of parameter estimation. Based on Bayes rule, the posterior probability distribution function (pdf) of the estimated quantities is obtained conditioned on available data. It can be computed either directly, using a Markov chain Monte Carlo (MCMC) approach, or by sequentially processing the data following a data assimilation approach, which is heavily exploited in large dimensional state estimation problems. The advantage of data assimilation schemes over MCMC-type methods arises from the ability to algorithmically accommodate a large number of uncertain quantities without significant increase in the computational requirements. However, only approximate estimates are generally obtained by this approach due to the restricted Gaussian prior and noise assumptions that are generally imposed in these methods. This contribution aims at evaluating the effectiveness of utilizing an ensemble Kalman-based data assimilation method for parameter estimation of a coastal ocean model against an MCMC polynomial chaos (PC)-based scheme. We focus on quantifying the uncertainties of a coastal ocean ADvanced CIRCulation (ADCIRC) model with respect to the Manning's n coefficients. Based on a realistic framework of observation system simulation experiments (OSSEs), we apply an ensemble Kalman filter and the MCMC method employing a surrogate of ADCIRC constructed by a nonintrusive PC expansion for evaluating the likelihood, and test both approaches under identical scenarios. We study the sensitivity of the estimated posteriors with respect to the parameters of the inference methods, including ensemble size, inflation factor, and PC order. A full analysis of both methods, in the context of coastal ocean model, suggests that an ensemble Kalman filter with appropriate ensemble size and well-tuned inflation provides reliable mean estimates and uncertainties of Manning's n coefficients compared to the full posterior distributions inferred by MCMC.
Introduction
Coastal and estuarine systems are home to more than half of the human population. Understanding and forecasting the dynamics of these systems is critical for human resources sustenance around the world, both economically and ecologically. Coastal inundation during extreme events, such as hurricanes and tsunamis, is a major cause of destruction to human lives and their habitats. Even in normal conditions, accurately forecasting coastal ocean events (e.g., tides and coastal flows) is important for marine activities (e.g., Yanagi 1999; Mayo et al. 2014) .
Coastal ocean modeling is widely utilized to simulate shallow water circulations for the purposes of conservation, contaminant transport modeling, development of coastal structures (e.g., bridges, damps, and breakwaters), and emergency and economic planing. State-of-the-art coastal ocean models are generally based on the shallow water equations (SWEs), which are derived by depth-integrating the Navier-Stokes equations, assuming hydrostatic pressure and horizontal length scales that are large in comparison to the vertical length scales (Luettich et al. 1992) . Even with the simplifications, such models contain many parameters, carrying uncertainties on which the accuracy of model prediction strongly depends (Yanagi 1999) . Moreover, many of the parameters cannot be directly measured, or in some situations, the relevant data to estimate these parameters are difficult to collect (Budgell 1987) . The values of these parameters must therefore be inferred from available data (Dietrich et al. 2011) .
Quantifying and reducing uncertainties in the model outputs associated with uncertainties in the parameters is essential for reliable and robust coastal ocean simulations and predictions (e.g., Ghanem and Red-Horse 1999; Mayo et al. 2014; Sraj et al. 2014) . Of particular importance is the Manning's n coefficient of roughness, introduced in the SWEs through the bottom stress components in the momentum equation (Jelesnianski 1966; Kennedy et al. 2011b) .
A general framework for inferring model parameter is Bayesian inversion (Ho and Lee 1964; Besag et al. 1995; Kennedy and O'Hagan 2011a; Sraj et al. 2013) , which is usually performed numerically using Markov chain Monte Carlo (MCMC) (Hastings 1970; Gamerman and Lopes 2006; Posselt and Bishop 2012) . MCMC allows sampling the probability distribution of the unknown parameters conditioned on available observations, called the posterior, given a prior distribution and the likelihood of predicting the observations given a set of parameters. MCMC is however computationally prohibitive for state-of-the-art coastal ocean models. To avoid sampling the posterior, this approach is often cast as a variational least-squares problem derived using a Gaussian noise assumption (Dimet and Talagrand 1986; Tarantola 2005) . It is then solved deterministically, using an optimization algorithm to determine the parameters that best fit the model to the observations (Altaf et al. 2013a ). The disadvantage of variational methods is that they can be computationally demanding and are difficult to implement because they generally require the development of an adjoint model (Evensen 2013; Altaf et al. 2013a ). Consequently, ensemble data assimilation methods which sequentially implement the Bayesian inversion problem have become more popular because they are nonintrusive and can be implemented with reasonable computational requirements (Anderson 2001; Bishop et al. 2001; Hoteit et al. 2002) . These methods may further provide information about the uncertainty associated with the predictions (DeChant and Moradkhani 2012; Höllt et al. 2015; Hoteit et al. 2015) . The ensemble Kalman filter (EnKF) approach is the most popular among sequential methods, combining an integration of an ensemble of state vectors in the forecast step and a Kalman filter update whenever new data becomes available (Burgers et al. 1998; Evensen 2009a Evensen , 2013 . These methods were first developed in the context of state estimation, but have been extended to include the estimation of the model parameters as well, though this approach is still not yet widely applied in coastal ocean modeling (Mayo et al. 2014) .
There is currently a growing interest in using EnKF methods for parameter estimation of ocean models, as they have been found to be efficient and robust in many coastal ocean state estimation applications (e.g., Serafy and Mynett 2008; Butler et al. 2012; Altaf et al. 2013b Altaf et al. , 2014 . This is particularly needed as the predictability of coastal models may in certain situations depend more on the system parameters than the initial state. Parameter estimation within an EnKF framework is usually achieved through state space augmentation (Derber and Rosati 1989; Anderson 2001) . In this approach, parameters are considered to be part of the system state, and they are updated via the cross-covariance between the parameters and the observations as sampled by the ensemble members, similar to the way state variables are updated. However, it has been suggested that parameter estimation using EnKF may not perform well with strongly nonlinear systems (Kivman 2003) . This is because EnKFs are formulated based on Gaussian prior and noise assumptions (Anderson and Anderson 1999; Hoteit et al. 2008; van Leeuwen 2009; Song et al. 2013 ), which may not hold for such problems.
Few recent studies have evaluated ensemble Kalmanbased techniques against the more sophisticated but computationally demanding Markov chain Monte Carlo (MCMC) methods. The comparison of the EnKF for state estimation of the two-dimensional incompressible Navier-Stokes equations in a periodic box against the gold-standard MCMC in Law and Stuart (2012) suggests that the bias in the Gaussian approximation may become significant and the covariance may misrepresent the dependence between the parameters and the data when the dynamics are sufficiently nonlinear. Posselt and Bishop (2012) also tested parameter estimation in the context of an idealized 1D deep convection model, comparing an ensemble transform Kalman smoother (ETKS) with a full Markov chain Monte Carlo (MCMC) method. Similar conclusions were drawn; with proper parameter choices, evaluated filters perform well in producing the distribution's mean but not an accurate covariance because the model is strongly nonlinear.
To assess the relevance of EnKFs for parameter estimation in the context of realistic coastal ocean modeling, we consider the ADvanced CIRCulation (ADCIRC) model (Luettich et al. 1992 ) and conduct observation system simulation experiments (OSSEs) to attempt to recover the Manning's n coefficient from a set of initial guesses and available data. To evaluate the EnKF performance for parameter estimation, we compare the produced posterior distributions against those resulting from MCMC. Since the implementation of MCMC is too costly with realistic coastal ocean models, we resort to a polynomial chaos (PC) method to sample the MCMC posterior distribution with a computationally efficient surrogate model.
PC methods have become one of the standard approaches to propagate and quantify uncertainties in various disciplines, including mechanical systems (e.g., Le Maitre et al. 2001; Ghanem and Spanos 2002; Le Maitre and Knio 2010) , chemical systems (e.g., Phenix et al. 1998; Le Maitre et al. 2007; Najm et al. 2009) , and more recently largescale oceanic systems (e.g., Alexanderian et al. 2012; Sraj et al. 2014 Sraj et al. , 2016b . These methods represent the model parameters in terms of a spectral expansion in an orthogonal polynomial basis according to their probabilistic distributions. This enables the construction of extremely cost effective surrogate models that can then be used to efficiently sample the statistical properties of some quantities of interest (QoIs) of the model outputs (Ghanem and RedHorse 1999; Knio and Maitre 2006) . The advantage of using PC-based inference over an EnKF is in its ability to provide the full probability distribution function of the estimated parameters, Gaussian or not. Nonetheless, PC suffers from "the curse of dimensionality", which makes it diffcult to implement in problems with large number of stochastic parameters (Alexanderian et al. 2012) . Here, we show that with good tuning of the filter parameters, one can accurately recover the reference parameter, even when the posterior pdf is parameterized Gaussian. We further perform sensitivity experiments to various parameters (e.g., ensemble size and inflation factor) and study their impact on the posterior pdfs.
The rest of this paper is organized as follows. Section 2 establishes the Bayesian framework for parameter estimation, comprising the parameter inference methodology with the EnKF and PC-MCMC. Section 3 elaborates in detail the experimental setup. Inference results are presented and analyzed in Section 4. Summary and conclusions are offered in Section 5.
Bayesian inference
Bayes' rule states that the probability distribution function (pdf) of the unknown parameters θ conditioned on available data y can be computed as follows (Robert P and Casella 2004; Kaipio and Somersalo 2005) :
where p(θ | y) is also known as the posterior pdf, p(y | θ) is the likelihood function of obtaining data y given a parameter value θ , p pr (θ) is the prior distribution which defines the prior knowledge of the parameters, and p Y (y) is a scaling factor, which is the density function of all possible measurements.
Parameter estimation with MCMC
The most straightforward way to sample the posterior distribution is to use an MCMC method (Besag et al. 1995; Gamerman and Lopes 2006) . These methods iteratively generate a Markov chain in which the parameter vector θ i at a given iteration i depends only on the previous one θ i−1 . Suppose the current value of the chain is θ i , one draws a proposal parameter θ , for instance from a Gaussian function centered at the current parameter:
and then calculates the ratio of the likelihood evaluated for the proposed sample θ and the previous sample θ i :
where L(θ) . = π(θ | y). The new parameter θ i+1 is then chosen according to the following rule:
Here, α ∼ U(0, 1) and β 2 is the variance in the proposal drawing step. β 2 needs to be well tuned in order to produce a well-mixed chain (Hastings 1970; Martino and Míguez 2010) . In this study, the value of β 2 was set by trial and error, but more sophisticated techniques could be also used such as adaptive MCMC (Haario et al. 2001; Andrieu and Moulines 2006) to achieve an average acceptance ratio between 0.40 and 0.50, which has been shown to be the optimal acceptance rate for inferring a 1D Gaussian distribution (Roberts et al. 1997 ).
Parameter estimation with an EnKF
Another mean of estimating π(θ | y) is a filtering approach in which the data are sequentially assimilated as they become available. The posterior is then computed conditioned on data available up to the estimation time only, and is updated with the Bayes' rule every time a new observation is available, using the most recent estimate as the prior (Ho and Lee 1964) . The Kalman filter (KF) is optimal for state estimation when the system is linear and its noise is Gaussian (Kalman 1960) . The parameter estimation problem often arises, however, with a nonlinear system. One popular approach that has been developed in oceanography and meteorology to cope with the nonlinearity is the ensemble Kalman filter (EnKF) and its variants (e.g., Evensen 1994; Bishop et al. 2001; Anderson 2001; Pham 2001; Hoteit et al. 2002) . The EnKF uses an ensemble of realizations of the state vector, from which the first two moments are forecasted with the nonlinear model. The parameter inference is then performed recursively every time new observations become available, assuming Gaussian distributions.
EnKF methods can be stochastic, updating each ensemble member with perturbed observations, or deterministic, not requiring observations perturbations (Burgers et al. 1998; Tippett et al. 2003; Altaf et al. 2013b; Hoteit et al. 2015) . The singular evolutive interpolated Kalman (SEIK) filter belongs to the class of deterministic EnKFs and updates the sample mean and covariance of the forecast ensemble as in the KF. The SEIK filter is implemented in three steps: (1) a sampling step, (2) a forecast step, and (3) an analysis step. The sampling step generates an ensemble using a second-order resampling scheme that exactly matches the analyzed state and error covariance. The forecast step uses the nonlinear model to integrate the sampled ensemble members forward in time. The analysis step updates the forecast ensemble mean and covariance with incoming observations exactly as in the KF.
The filter starts from an estimate of the model state,
and a low-rank (r << n) error covariance, decomposed as
, where L k−1 is n × r, and U k−1 is an r × r positive definite matrix. The SEIK filter then samples the analysis ensemble as follows:
where r + 1 is the ensemble size and k−1 is (r + 1) × r matrix with orthonormal columns and zero column sums generated using Householder matrices (Hoteit et al. 2002) . The analysis ensemble members are then integrated with the nonlinear model to obtain the forecast ensemble, x f,i k . Taking the average x f,i k of the x f,i k as the forecast state, and their sample covariance as the forecast error covariance, the latter can be decomposed as follows:
where
and
Here, T is an (r + 1) × r full rank matrix with zero column sums. R k and Q k are the observation and model covariance matrices, respectively. H is the observation matrix and ρ is an inflation factor, which increases the background error covariance and improves the forecast error when small ensemble sizes are used (Pham 2001; Hoteit et al. 2002) .
represents the model error projection on the forecast ensemble. One may also account for the model error directly by perturbing the forecast model during the integration of the ensemble members (Hoteit et al. 2007 ).
When an observation y i k becomes available, the observation operator H k is applied to each x f,i k in Eq. 4 to compute (HL) k . The forecast state is then updated to the analysis state as follows:
where K k is the Kalman gain computed as follows:
k . The analysis error covariance can be expressed as follows:
The SEIK filter has recently been successfully applied to state estimation in storm surge forecasting (Butler et al. 2012; Altaf et al. 2013b) , providing good estimates of state and error statistics of the system using small ensembles (O(10)). Anderson (2001) suggested that an EnKF could also be used for parameter estimation through joint state-parameter estimation, also commonly referred to as state augmentation (Aksoy et al. 2006; Evensen 2009b) . In this method, a vector of model parameters, w, is appended to the system state, to form the joint state-parameter vector
Given that the evolution of the model parameters is a stationary process, a time evolution system for the state-parameteraugmented state vector is thus constructed as follows:
The model parameters are not observed, so the corresponding observation operator is defined as follows:
, is the modified observation operator. Following the new augmented system, one may directly apply the SEIK filter steps to jointly estimate both the model state and unknown parameters, and the associated error statistics. Joint EnKF estimation has several desirable features. Its implementation is straightforward and its computational cost is very reasonable. In addition, it provides information about the uncertainty of the parameter's estimates. However, several issues in its implementation should be considered in practice. A specific issue concerns the assumption of stationary parameters. While the variance in the state variable increases during each forecast step, the variance in the parameter gradually decreases with the assimilation cycles. This may cause the ensembles to eventually collapse. The common practice to mitigate this problem is to use an inflation factor. In this approach, the posterior's standard deviation is inflated by some factor to maintain a finite variance in the ensemble members. Aksoy et al. (2006) suggested that inflation may not be always effective, depending on the characteristics of the parameter being estimated. Another inherent issue in the joint estimation method is that the parameters are only observed through the model state. Thus, the model state tends to converge to the true state much more rapidly than the estimated parameters. This suggests that increasing number of assimilation cycles may be required to obtain satisfactory estimates of the parameters (Aksoy et al. 2006) . Despite these issues, the joint-state EnKF approach has been successfully implemented and used in a wide range of problems (Anderson 2001; Annan et al. 2005; Franssen and Kinzelbach 2008; Aksoy et al. 2006; Gharamti et al. 2013 ).
Polynomial chaos-based MCMC (PC-MCMC)
MCMC is computationally prohibitive for realistic coastal ocean models and can therefore only be implemented with some model reduction techniques. The polynomial chaos (PC) method is an efficient approach in this regard (Knio and Maitre 2006; Le Maitre and Knio 2010) . Uncertainty quantification based on a PC framework could be implemented following different techniques (Tagade and Choia 2014) . Due to the complexity of our coastal ocean model, we adopt a non-intrusive approach that requires no modification to the model code.
The PC method assumes that the model output X to admit a spectral expansion of the form
where ξ ∈ * ⊆ R d are independent random variables, with density F ξ : The expansion (9) is truncated to a certain polynomial order m, such that
Since { k } P 0 forms an orthogonal system,
with
Here, the moments 2 k of the multivariate Legendre polynomials in Eq. 12 can be evaluated analytically (Le Maitre and Knio 2010) while X, k is obtained from the projection
Thus, evaluating c k involves computing the values of a set of P + 1 integrals over * ⊆ R d , where * is the image of the sample space over ξ , which can be discretized as finite sums using an appropriate quadrature formula:
Here, ξ j ∈ * and w j are the nodes and weights of the corresponding X, and N q is the number of quadrature nodes. The set of integration quadrature nodes comprises the so-called non-intrusive spectral projection (NISP) sample denoted by
Thus, to evaluate (13), one needs to compute X(ξ q ) for all ξ q ∈ S . Let ∈ R (P +1)×N q be the NISP projection matrix
and ζ be the vector with coordinates ζ j = X(ξ j ). Then, the vector of PC coefficients c can be expressed as ζ , or in the coordinate form
The complexity of NISP scales with N q and can increase greatly with the number d of canonical random variables. Thus, the application of this approach is usually computationally restricted to a limited number of parameters. For a more detailed mathematical formulation of the NISP method, the reader is referred to Alexanderian et al. (2012) .
3 Experimental setup
The ADvanced CIRCulation (ADCIRC) model
The coastal ocean model ADCIRC (Luettich and Westerink 2004 ) is used in this study. This model is commonly implemented for simulating coastal and estuarine systems, as well as for analyses of water elevations and currents (Luettich et al. 1992; Mayo et al. 2014) . The model solves a modified version of the shallow water equations (SWEs); the continuity equation is replaced by the second-order, hyperbolic generalized wave continuity equation (GWCE). This prevents spurious oscillations that often arise from the numerical solution of the original form (Lynch and Gray 1979; Kinnmark and Gray 1985) . Together, the reformulation of the continuity equation and the momentum equation form the governing equations solved by ADCIRC. This system of equations are spatially discretized on unstructured, triangular elements and solved using a first-order continuous Galerkin finite element scheme. The time derivatives are approximated using centered finite differences in the GWCE and forward differences in the momentum equations.
A variety of physical domain scales and complex bathymetry structures can be represented in ADCIRC, including the range of scales necessary to represent the deep ocean basins and continental shelves, and coastal inland areas (Butler et al. 2012 ). The minimum required inputs for ADCIRC are the description of the finite element mesh and tidal forcing parameters (Hill 2007 (Westerink et al. 2008; Bunya et al. 2010; Dietrich et al. 2010 ), Gustav (2008 (Dietrich et al. 2011) and Ike (2008) (Kennedy et al. 2011b) . The model accuracy heavily depends upon the accuracy of model inputs and parameters. In this study, we focus on the characterization of the bottom friction parameterized via the Manning's n coefficient.
The model discretization
We adopt the experiment of Mayo et al. (2014) , which considers an idealized inlet with an ebb shoal domain as shown in Fig 
Parameterizing a field of Manning's n coefficient
Instead of estimating the Manning's n coefficient on each and every node of the domain, we model the field with lowdimensional parameterizations. This allows us to reduce the dimension of the parameter estimation problem. Here, we conduct the experiments in two Manning's n coefficients settings: (1) The estimation of fields of constant Manning's n coefficients. In this case, we assign a single constant value of Manning's n coefficient to every node in the domain, as commonly implemented in coastal ocean models. (2) The estimation of two parameters, α and β, which parametrically define a 2D field of Manning's n coefficients. In this case, we parameterize the field with two piecewise constants of Manning values in the open ocean (α) and the bay (β). The two constants field is parameterized in such a way that all nodes in the open ocean and landlocked area are assigned constant Manning's n coefficients, and these increase or decrease linearly for the nodes within the inlet. This is expressed as follows:
Here, w is the model parameter vector containing nodewise Manning's n coefficients. E 1 , E 2 , and E 3 , of the same dimension as w, are the parameterization coefficient vectors with values ranging between 0 and 1. These vectors are referred to as the basis functions in Mayo et al. (2014) . The parameterized two-constant Manning's field is denoted by n α,β . Note that if α = β, the two-constants Manning's n field reduces to a constant Manning's n field. These two settings of Manning's n fields are idealized and only reflect bathymetry surface characteristics of the artificial inlet with an ebb shoal. For a more realistic setting where such parameters vary in space, some data (e.g., bottom surface characteristics) need to be collected. More sophisticated static data integration techniques, such as kriging (Gómez-Hernández and Journel 1993) and Gaussian process regression (GPR) (Rasmussen 2006) , can then be used to generate a highly varying 2D Manning's n field conditioned on the data.
Manning's n coefficient classification
The model sensitivity greatly varies with the value of the Manning's n coefficients (Mayo et al. 2014) . To study the sensitivity of the inverted solution to the choice of the prior distribution, we adopted a systematic Manning's n coefficients classification approach proposed in Mayo et al. (2014) .
For the case of estimating single-constant Manning's n coefficients, we classify Manning's n coefficients into five classes. The classes are defined by first running the ADCIRC model with the smallest Manning's n coefficient, 0.005, as smaller friction coefficients generate tides with larger amplitudes. The largest mean amplitude of the tides generated at several locations throughout the domain is computed, and the Manning's n coefficients that generate tides with mean amplitudes less than 20, 40, 60, 80, and 100% of this value are then divided into five classes, each class represents a set of Manning's n coefficients that generate comparable water elevation data. These classes and their produced mean water elevation (e.g., at observation station 1) are summarized in Table 1 .
For the two-parameter case, α and β, the classification of Manning's n coefficients cannot be achieved as was done in the single-coefficient case without substantial computation since it is not obvious which pair of α and β yields the largest mean tidal amplitude. Furthermore, different combinations of α and β may also result in similar maximum water elevations, and the solution of the ADCIRC is nonmonotonic with respect to the two-constant Manning's n coefficients. Instead, we select a few pairs of α and β values that produce maximum tidal amplitudes that are within 20% of those amplitudes that result from ADCIRC when it is integrated with the true two constants parameterized Manning's n coefficients as the initial guesses. We chose a single true field n 0.005,0.1 in which the coefficient is set to 0.005 in the deep water of the open ocean and 0.1 in the shallow bay area. The selected true Manning's n coefficients represent suitable bottom stress of the deep water (α = 0.005) and shallow water (β = 0.1) that are commonly used in coastal ocean models, e.g., Arcement and Schneider (1989) and Bunya et al. (2010) .
Observation system simulation experiments (OSSEs)
Observation system simulation experiments (OSSEs) are conducted in this study. Synthetic observations are obtained by running ADCIRC simulations with specified initial conditions and Manning's n coefficients. The specified Manning's n coefficients are considered to be the true parameters, and we attempt to recover them from an inaccurate specification based on the extracted data. We initiate the model simulation with some given estimate of Manning's n coefficients, and then apply the SEIK filter and test for convergence of the updated parameters toward the true parameters after the subsequent assimilation cycles. We also apply the MCMC method using a PC surrogate of ADCIRC in the same OSSE setting to directly sample the posterior pdf of the Manning's n coefficients, and use its results as the reference solution to evaluate the SEIK estimates. We are interested not only in the parameter estimates but also in their estimated uncertainties, and more generally in the posterior pdfs. We further investigate the OSSE results with uniform and (more challenging) Gaussian priors.
Uniform prior
Here, the prior p pr (θ) in Eq. 1 follows a uniform distribution U (0.005, 0.2), corresponding to the allowed range of Manning's n coefficients of ADCIRC. The parameter inference schemes (i.e., MCMC and the SEIK filter) are initialized by sampling this prior. For the single-coefficient case, we set the true Manning's n coefficient to a value from the middle of each of the classes as described in the previous section. The values we attempt to estimate are 0.015, 0.035, 0.06, 0.105, and 0.17. For each target Manning's n coefficient, we first generate the synthetic water elevation data at 15 pre-defined locations representing the 15 observation stations and perturb them with Gaussian noise of variance 0.01 m. The observation error covariance matrix R = δ 2 Id, with δ 2 = 0.01 and Id is the identity matrix. For PC-MCMC inference, we initiate the MCMC chain from the middle value of Manning's n coefficient n = 0.1025 and sample directly from the uniform prior U (0.005, 0.2). For the EnKF inference, we initiate the model using n = 0.1025 and the initial ensemble members are drawn from the same uniform prior as PC-MCMC. Assimilation starts after a 12-h ramp up period. We assume the data are available every hour over a 5-day period.
In the two-coefficient case, α and β, the OSSEs are performed in the same manner as in the single-coefficient case described above. We generate synthetic water elevation data from a given setting of Manning's n coefficients and consider these data as the truth. We then try to recover these values starting from different initial guesses. The inferences are initialized with uniform priors of the two-constant Manning's n coefficients α and β as outlined in Table 2 .
Gaussian prior
In the Gaussian prior setting, which is more common in a filtering/assimilation framework, we invert the same perturbed data generated by the true Manning's n coefficients as in the previous subsection. We follow Mayo et al. (2014) and initialize the assimilation from Gaussian priors with the initial guesses as means and a small standard deviation equal to 0.01. This choice of prior imitates the situation where the distribution and the support of the prior are not wellknown and one has to initialize the inference from some initial guesses. In this case, we allow more flexibility for the choice of prior and attempt to improve the accuracy of the estimation by online tuning of the inference parameters during assimilation.
In the single-coefficient case, to estimate a true Manning's n coefficients of a specific class, we initialize the model using a value from any of the four remaining classes as the initial guess. For instance, to recover the true constant Manning's coefficient of 0.17, we may initialize the model with Manning's n coefficients = 0.015, 0.035, 0.06, or 0.105, respectively. This means 4 experiments for every single true constant coefficient we attempt to estimate, for a total of 20 experiments for the 5 considered true Manning's n values, as schematized in Fig. 2 . For the two-parameter case, we synthesize the observations of water elevation by running ADCIRC with n 0.005,0.1 and attempt to recover this true parameter field while initializing our simulation with different initial guesses. The selected initial guesses are n 0.005,0.005 , n 0.1,0.1 , n 0.06,0.06 , and n 0.1,0.005 . Thus, we evaluate the results from incorrect initial guesses of either α, β, or α and β.
Construction of the PC surrogate
To cast ADCIRC uncertainties as stochastic variables, we let n = (n 1 , n 2 ) T be the vector of random model inputs having uniform distribution as specified in Table 2 . The inputs n i are parameterized by ξ i ∼ U (−1, 1) through
where Table 2 . Here, a i and b i represent the pre-determined minimum and maximum values of a particular parameter, respectively. At a given time t and a point x ∈ G and given a vector of random inputs n(ξ ), the model output is represented as follows: where A(t, x; n(ξ )) is the output of a deterministic ADCIRC simulation solved at time t and point x with the input parameters n(ξ ). Here, X may correspond to any QoIs (e.g., water height at observation station). We use NISP with six-point Gaussian quadrature rule to compute the spectral expansion of the model output in the PC basis. With full tensorization in two stochastic dimensions (i.e., piece-wise Manning's n coefficients), the construction of the PC model requires 36 model runs. To confirm that the quadrature ensures good representation of ADCIRC in this specific case, we generate the PC approximation of the model for different PC order 1 to 6 and then assess the convergence of these representations. This is shown in Fig. 3 along with the convergence to the PC coefficients at a selected station and time. According to these results, the distribution seems to level off at the PC order level m = 6, suggesting that a sixth-order expansion is sufficient. In addition, we also compute the RMSE between the water elevation from ADCIRC and its PC surrogate. The RMSE is less than 5% of the wave amplitude for all varying Manning's n coefficients. The error values are summarized in Table 3 . Note that when using PC methods, it is useful to ensure that the posterior distribution is not in a low probability region of the prior, as the quality of the surrogate may deteriorate in such region. This is not an issue in our case because the prior is uniform, and the approximation is suitable for the entire range of the prior.
Numerical results
We present the PC-MCMC and SEIK inference results for the two different prior settings; uniform U (0.005, 0.2) and Gaussian with shifted means and a small variance. For both settings, we start by assuming the results of the PC-MCMC inference and then use these as the reference to evaluate those of SEIK.
Manning's n inference from uniform prior

PC-based MCMC inference with uniform prior
We first infer the Manning's n coefficients using PCsurrogate ADCIRC with MCMC. The posterior distribution of estimated Manning's n coefficients are generated using 200,000 MCMC iterations. The results of estimating singleconstant Manning's n coefficients are presented in Fig. 4 . It is shown that MCMC accurately recovers the true Manning's n coefficient (Table 4 ). The mode of the pdf well represents the true Manning's value. The posterior pdf as sampled by MCMC exhibits a shape close to a single-mode Gaussian pdf. The true Manning's n coefficients falls within the 95% confidence intervals as inferred from these pdfs. The inference of two constants piece-wise Manning's n coefficients are shown in Fig. 5 . As with the singlecoefficient case, PC-MCMC accurately estimates the true Manning's n coefficients for all tested values of α and β, Table 5 . The estimated posterior for α is not Gaussian but positively skewed. The mass of the distribution is concentrated near α = 0.005 in all cases. This shape results from the construction of PC surrogate which assumes a uniform prior with a minimum value of 0.005. In all test cases, the estimated posteriors for β approximately exhibits Gaussian shape with the true Manning's n coefficients falling within the 95% confidence intervals of the inferred pdfs, with exceptions of some cases where the pdf exhibits bimodal distribution (e.g., when the initial guess for β is 0.1, which is the true β). For both the single-coefficient and two-coefficient cases, the estimates produced by PC-MCMC is clearly not sensitive to the choice of initial guesses, which is expected for long enough MCMC chains.
SEIK inference with uniform prior
We infer the same set of true Manning's n coefficients as in the previous section using the SEIK filter with initial ensembles sampled from the uniform prior U (0.005, 0.2). After the model ramp up, these initial ensembles are updated following the SEIK filter procedure as described in Section 2.2.
Ensembles of ten members were used in these experiments. The results of the SEIK filter inference compared to PC-MCMC for the single and two constants coefficients cases are shown in Figs. 6 and 7, respectively.
For the single coefficient case, the SEIK filter accurately recovers the true Manning's n coefficients for all classes, except for class D (i.e., n = 0.105) where the SEIK filter slightly underestimates the truth. The filter estimate is however within class D and is therefore considered acceptable. The posterior pdfs inferred by the SEIK filter are narrow compared to those computed by PC-MCMC. This suggests that the SEIK inference underestimates the uncertainty about the inferred parameter compared to the gold-standard MCMC, which is optimal given the same prior. The inference of the two constant coefficients case shows similar results. α = 0.005 and β = 0.1 are accurately recovered, but with a narrow posterior pdfs compared to the posterior pdfs resulting from PC-MCMC. In addition, because of the Gaussian assumption, the SEIK inferred posterior fails to capture the MCMC posterior's heavy tail and further assigns positive probability for α < 0.005.
In summary, this section shows that initializing the SEIK filter with uniform priors that cover the true Manning's n coefficients allows to accurately recovering the true value of the Manning's n coefficient in the single-and twocoefficient cases using only ten ensemble members. The SEIK filter however underestimates the posteriors spread in all cases (as shown in Tables 4 and 5 ). The underestimation of the filter solution uncertainty will be addressed in Section 4.3.
Inference sensitivity to a more challenging Gaussian priors
The OSSEs are conducted here as described in Section 3.5.2. For each true Manning's n coefficient, we first generate ADCIRC outputs from which the observations are extracted. These data are then used both in the PC-MCMC and the SEIK filter to infer the truth starting from inaccurate initial guesses.
PC-based MCMC inference with Gaussian priors
We apply PC-MCMC to infer the same set of true Manning's n coefficients as in Section 4.1.1, but with Gaussian priors of variance 0.0001. The posterior pdfs of the singleand two-coefficient cases are presented in Figs. 8 and 9 , respectively.
For the single coefficient case, PC-MCMC successfully recovers the truth starting from any initial guess (i.e. prior's mean) and regardless of the class of the true Manning's n coefficient. Our results suggest that considering a sufficiently long MCMC chain (and enough prior variance), PC-MCMC with Gaussian prior converges to the true solution. The posterior spread, though small, depends on how far the prior mean is from the truth. This suggests that MCMC is sensitive to the choice of the Gaussian prior. In other experiments, not shown here, when the prior is far from the truth and the variance of the prior is very small, MCMC failed to recover the truth. Larger inference window and more iterations may improve MCMC results in this case. We also found that, although the truth is accurately estimated for all classes, the posterior spread is larger when the true parameters belong to the large classes (for instance, the posterior spread of estimating the truth = 0.17 are much larger than those of truth = 0.015). This is due to the different sensitivity of the model to the class of constant Manning's n coefficients as discussed in Section 3.4.
Similar results are obtained for the two-parameter cases (Fig. 9) . The truth n 0.005,0.1 is accurately estimated with all initial guesses. However, in this case, the posterior spreads are approximately the same. This is because the initial guesses are selected from a set of Manning's n coefficients that produce similar average maximum water elevation as the truth (i.e., within 20% of the truth). As a result, the effect of the sensitivity of PC-MCMC to the prior in the two coefficients case is not as pronounced as in the single-coefficient case.
SEIK inference with Gaussian priors
We apply the SEIK filter to estimate the Manning's n coefficients starting from different initial guesses using ten ensemble members. The results of the OSSEs are shown in For the estimation of a value from class E, the SEIK filter is able to recover this value only when the initial guess is from the neighboring class (i.e., class D). In SEIK, the initial ensemble is generated by adding Gaussian noise to the initial guess. Then, the ensemble is updated after every analysis step. By construction, the filter ensemble represents, approximately and based on Gaussian assumptions, the pdf of the parameter conditional on the available observation. We plot the evolution of the 95% percentile of Manning's n coefficient along with their filter estimates, taken as the mean of the ensemble members (Fig. 10) . It is clear that the uncertainties in the parameters decrease as the filter assimilates more data in time, as one may expect. The truth falls within the 95% estimated confidence interval for low Manning's n coefficients (e.g., 0.015, 0.035, and 0.06). To estimate the parameter in larger classes, a larger ensemble and/or longer simulation window may be required, which we will examine later.
In the second set of OSSEs, we estimate a two-constant parameterized field of Manning's n coefficients. The point estimation of the two-constant parameterized Manning's n coefficients and their uncertainties are shown in Fig. 11 . We obtain accurate estimates of the parameters for all initial guesses except for the initial guess n 0.005,0.005 . In this case, β = 0.1 is significantly underestimated. This is similar to the constant coefficient case where the SEIK filter is not very successful at recovering the large Manning's value starting from the smallest guesses. However, for each initial estimate, the initial errors with respect to the truth are still reduced by at least 80%. In contrast to PC-MCMC, the posterior pdf produced by SEIK assigns some probability for α values below 0.005 due to Gaussian assumption on the posterior. However, we observe zero probability for negative values, since the pdfs spread around the mean estimates are small. For the two-constant parameterized case, the choice of the initial guesses hardly affect the final estimates even when α and/or β for each guesses are vastly differ. We found no specific relation between the estimation accuracy and the choice of initial guess for the two-constant coefficients case. This is because all initial guesses produce an average maximum water elevation within 20% of those obtained when the model is integrated with the true parameters. In this case, one may consider all initial guesses to be within the same class as the truth in term of produced water elevation, in analogy to the classification of the single-constant coefficients OSSEs.
The accuracy of the estimated water elevation (by MCMC and SEIK) in the single-coefficient case is directly related to the accuracy of the inferred roughness parameters. This is due to the monotonic dependence of the water levels on the Manning's n coefficients (Mayo et al. 2014) . Accurate estimates of the Manning's n coefficient produce accurate estimates of water elevations, and vice versa (not shown). Likewise, we noticed that accurate estimates of the water elevation in the two-coefficient OSSEs were only obtained in the cases where the Manning's n coefficients α and β were well recovered. Similar findings were reported in Mayo et al. (2014) to which we refer the reader for more detailed discussion and analysis.
Figures 12 and 13 compare the posterior pdfs of the Manning's n coefficient as estimated by SEIK with ten ensemble members and MCMC for a constant field and two constants parameterized field, respectively. The pdfs produced by SEIK are much narrower in comparison to those estimated by MCMC. SEIK also underestimates the truth in most cases compared to MCMC which experiences no difficulty in recovering the true parameters. Furthermore, one can clearly observe the dominant Gaussian shape of the pdfs estimated by SEIK, as one might expect. The MCMC posterior distributions cover the wide range of Manning's n coefficients and their means are clearly centered at the true values. In this specific setting, the SEIK filter with small ensemble sizes does not provide a good description of the uncertainty of the estimated parameters. It also estimates values below the range of possible values as specified by the prior due to its Gaussian assumption, even though we do not observe likely probability for negative values.
SEIK tuning
Effect of increasing ensemble size
The SEIK filter should benefit from increased ensemble size (Hoteit et al. 2002; Triantafyllou et al. 2003) . However, increasing the number of ensemble members means increased computational cost; for instance, doubling the size of the ensemble means doubling the number of required model runs, which in the case of ADCIRC significantly increases the computational load. This section examines the SEIK filter performance with respect to the ensemble size.
For the constant Manning's n coefficient case, we use the SEIK filter with ensemble sizes of 10, 20, 100, 200, 300, and 400, and compare the parameter posterior focusing on both the mean of the ensemble and the uncertainty as estimated from the spread of the ensemble and represented by the 95 th percentile of the parameter. The posterior distributions estimated with different ensemble sizes and initial guess equal to 0.06 are plotted in Fig. 14. With 100 ensemble members, the filter performance significantly improves in comparison to using only ten members. This can be for example clearly seen in the case where we choose the initial guess from class C to estimate the truth in class E (Fig. 14) . The final estimate has increased from 0.1510 with 10 members to 0.1645 with 100 members, which has less than 3.5% relative error (Tables 6 and 7) . However, with 100 members, the truth in class E still lies outside the 95% confidence interval of the pdf as estimated from class C. An ensemble size of 300 members or more is needed in order for the estimate to fall within the 95% confidence interval of the estimate (when the initial guess is 0.06). No other significant improvement is observed for increasing ensemble size beyond 300 members. In the case of estimating small Manning's n coefficients with the guess from a larger class, increasing the ensemble improves the estimate. Nevertheless, using 100 ensemble members is sufficient to recover the truth in a smaller class. Clearly, recovering the truth in larger classes from smaller classes is more accurate with increased ensemble size. We also notice faster convergence toward the truth with increased ensemble sizes. In term of computational complexity, using 100 members costs approximately ten times the execution time of running the SEIK filter using ten ensemble members. This could be consequent for a large-scale model such as ADCIRC. Thus, increasing the ensemble size does not seem to be the most efficient strategy to improve the estimation of low-dimensional representations of Manning's n coefficients. Also, the computational time of PC-MCMC with 200,000 iterations is approximately twice the computational time of SEIK with ten members. In more realistic applications with a spatially varying Manning's n coefficients, the PC method may become unpractical, and an EnKF-like The PC-MCMC and filtering codes are written in matlab. The codes are executed on Intel Xeon(R) CPU X5550 @2.67 GHz × 8 processor and the memory of 23.5 GiB inference scheme will be more attractive in this case. A summary of the execution time of SEIK inference with 10 and 100 members, and PC-MCMC is provided in Table 6 . For the case of two-constant parameterized Manning's n field, we compare the estimated α and β obtained with 10 and 100 ensemble members. The results are shown in Fig. 15 . As expected, we found clear improvement in estimating the parameters, especially β when using 100 ensembles, in comparison to using only 10 ensembles, which underestimates the truth for all initial guesses (Table 8) . However, the spread of the pdfs in the case of 100 members does not significantly differ from those obtained in the 10 members case. Both estimate a variance of the same order of magnitude (e.g., O(10 −8 ) for α and O(10 −7 ) for β). PC-MCMC posterior pdfs exhibit much larger variances (O(10 −5 )). Compared to PC-MCMC, the SEIK filter accurately recovers the truth, but underestimates the associated uncertainty by as much as two orders of magnitude. This indicates that the SEIK filter fails to accurately describe the uncertainty of the inferred parameters. This likely explains the cause of SEIK's inability to recover some parameter, e.g., Manning's n values from class E. Covariance inflation is expected to improve the SEIK filter performance in that regard. This will be investigated in the next section.
The effect of inflation
In the previous section, we showed that increasing the ensemble size is effective; however, large ensembles are needed to accurately recover the true parameter, resulting in increased computational cost. Another way to enhance the robustness of an EnKF is to inflate the forecast error covariance (Anderson 2001; Luo and Hoteit 2011) . Covariance inflation is now considered to be an important auxiliary technique for successful implementation of an EnKF.
We perform the same OSSEs as in the previous section for the idealized inlet ebb shoal using 10 ensemble members, with inflation factors, ρ = 1.1, 1.2, 1.5 and 2. Figure  16 shows the performance of the SEIK filter in recovering the true constant Manning's n coefficient 0.17 from an initial guess of 0.015 with several inflation factors. Significant improvement is observed when using inflation and the largest class of Manning's n coefficient are now accurately recovered from an initial guess from the smallest class. With inflation, the estimates further converge much faster toward the true values; convergence is reached before the 60 th assimilation cycle in all cases except for the case with the smallest inflation, ρ = 1.1. Inflating the covariance also widens the ensemble spread around the mean, as expected. The range of the posterior pdf remains positive, which is consistent with the range of the Manning's n coefficients in all tested cases. On top of accurately recovering the true Manning's n coefficient, the SEIK filter with a welltuned inflation significantly improves the posterior pdf. The variances of the posterior pdfs produced by the SEIK filter with inflation are approximately the same order of magnitude as those produced by PC-MCMC. An inflation factor of 1.2 is sufficient to recover the posterior pdf, i.e., for the truth The results of estimating the two-constant parameterized Manning's n field using the SEIK filter with inflation are shown compared to using SEIK without inflation in Figs. 17 and 18 . We see similar improvements as in the constant coefficient cases. Figures 19 and 20 compare the posterior pdfs of the Manning's n coefficients as estimated by the SEIK filter with an inflation factor ρ = 1.2, 1.5, and 2.0 for the single-and two-constant parameterized fields.
An inflation factor of 1.2 is sufficient for the SEIK filter to accurately recover the true Manning's coefficients from all classes. However, an inflation factor of 2.0 is required in most cases to obtain posterior's variance that is of the same order of magnitude as those produced by PC-MCMC. Using inflation imposes larger ensemble spread and also improves the mean estimates in all cases. However, in the two-constant coefficient case, the SEIK filter with inflation assigns probability to negative values of α, because of its Gaussian framework. 
Discussion and conclusions
We investigate the effectiveness of estimating the Manning's n coefficients in the coastal ocean model, ADCIRC, using an ensemble Kalman filter, namely the SEIK filter. The filter performance was evaluated by comparing its estimated posterior distributions to those resulting from an MCMC method. To enable the implementation of MCMC with an idealized ADCIRC coastal ocean model, we resorted to the polynomial chaos (PC) approach to construct a surrogate model of ADCIRC. PC allows likelihoods to be evaluated at a fraction of the time required for a full evaluation with ADCIRC. A non-intrusive spectral projection scheme was used to derive the PC representation of the water elevation of ADCIRC. Using the PC expansion, we created a surrogate model for an idealized inlet with ebb shoal configuration. A degree 6 PC model was found to be adequate for producing the desired model response to changes in the Manning's n coefficients. PC-MCMC avoids the restriction of the Gaussian posteriors required in ensemble Kalman filters. We conduct OSSEs in which synthetic water elevation data is generated from various fields of Manning's n coefficients. We then attempt to recover these fields from incorrect initial guesses using both PC-MCMC and EnKF methods. We fist investigate the sensitivity of the inference methods to the choice of prior. For the uniform prior case with a support covering the range of possible Manning's n coefficients, both PC-MCMC and SEIK successfully recover the true coefficients in the single-and two-constant Mannning's settings. The SEIK filter however produces much smaller posterior's spread compared to PC-MCMC, implying an underestimation of the parameter's uncertainty.
We further explore the sensitivity of the inference to more challenging Gaussian priors. In this case, PC-MCMC still accurately recovers the truth in all tested scenarios. However, the posterior's variance varies with the priors, depending on how for the prior's mean is from the truth. The MCMC chains required larger number of iterations to converge when the prior was further away from the truth. For the constant field, the SEIK filter has difficulty recovering the Manning's field of large values from small initial guesses. We show that increasing the number of ensemble members improves the filter results. The accuracy of the filter estimates increases by more than 200% when the ensemble size is increased from 10 to 100 and the truth lies within the 95% confidence interval of the estimate when we use 300 members (or more). For the two-constant parameterized field of both domains, the use of a small ensemble size is enough to recover the true parameters in every test case. Since the increase of ensemble size requires more computation, we also investigate the impact of inflation of the background error covariance on the filter performance. In this case, the estimates converge to the truth much faster, even when the filter is implemented with ten members. The estimates are also accurate regardless of the choice of the initial guesses. The use of inflation widens the posterior distribution of the parameter produced by the SEIK filter and makes it more comparable to that of PC-MCMC.
The SEIK filter shows good capability to accurately recover the true parameters, consistent with the results of Law and Stuart (2012) . Using inflation improves the estimation, convergence, and distribution spread. However, over-inflation can cause the SEIK filter to enable negative Manning's n coefficients due to the Gaussian assumption, and thus, the filter needs to be well tuned. In contrast to the study of Posselt and Bishop (2012) , who estimated ten parameters of a simple deep convection model using 10,000 ensemble members, we successfully obtained good approximations of posterior pdfs using small ensemble sizes with SEIK (only ten members) and reasonable inflation.
To conclude, while the PC-based approach coupled with MCMC is well suited for parameter estimation problems with low-dimension stochastic systems, its efficiency may still be limited to real-time coastal ocean forecasting, which often includes a large number of parameters. Sequential data assimilation schemes could provide a robust alternative to compute the pdfs. Despite their inherent Gaussian assumption, our results suggest that the SEIK filter with enough tuning of the ensemble size and the inflation factor may produce reliable estimates of the pdf mean and variance that are close to those of MCMC. This supports the idea of using an ensemble Kalman-type filter for parameter estimation in the context of large-scale realistic coastal ocean models, and for providing useful information about the associated uncertainties at reasonable computational cost. The parameter estimation problem of large-dimensional spatially varying parameters with the SEIK filter will be explored. We will assess the relative merits of this approach by contrasting with more elaborate PC-based methods (Li et al. 2016; Sraj et al. 2016a) .
