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ABSTRACT
Map matching has been used to reduce the noisiness of the
location estimates by aligning them to the road network on a
digital map. A growing number of applications, e.g. energy-
efficient localization and cellular provider side localization,
depend on the availability of only sparse and coarse-grained
positioning data; leading to a challenging map matching pro-
cess.
In this paper, we present semMatch: a system that can
provide accurate HMM-based map matching for challenging
positioning traces. semMatch leverages the smartphone’s
inertial sensors to detect different road semantics; such as
speed bumps, tunnels, and turns; and uses them in a mathe-
matically-principled way as hints to overcome the sparse,
noisy, and coarse-grained input positioning data, improv-
ing the HMM map matching accuracy and efficiency. To
do that, semMatch applies a series of preprocessing mod-
ules to handle the noisy locations. The filtered location
data is then processed by the core of semMatch system us-
ing a novel incremental HMM algorithm that combines a
semantics-enriched digital map and the car’s ambient road
semantics in its estimation process.
We have evaluated semMatch using traces collected from
different cities covering more than 150km under different
harsh scenarios including coarse-grained cellular-based posi-
tioning data, sparse GPS traces with extremely low sampling
rate, and noisy traces with a large number of back-and-force
transitions. The results show that semMatch significantly
outperforms traditional map matching algorithms under all
scenarios, with an enhancement of at least 416% and 894%
in precision and recall respectively in the most difficult cases.
This highlights its promise as a next generation map match-
ing algorithm for challenging environments.
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1. INTRODUCTION
With location-based services (LBS) becoming an integral
part of our everyday life, map matching; the problem of
finding which road the vehicle is on given noisy input lo-
cation traces; has gained attention with a large number
of applications including car navigation, enriching map se-
mantics, traffic estimation, among others. A number of
map matching techniques have been proposed in literature
[2,10,14,18,23,28,31,37,39], mainly designed for GPS posi-
tioning data due to its worldwide availability and relatively
high accuracy. However, there are a number of situations
where coarse-grained network-based location information is
the only viable solution, e.g. in situations requiring energy-
efficient localization, localization from the cellular provider
side, and/or localization using devices that do not include a
GPS chip [19–21, 40]. Therefore, a number of map match-
ing techniques started to emerge that leverage other sensors
on the phone (e.g. WiFi [34], cellular fingerprinting [35]
with neighbouring cell tower information1, and inertial sen-
sors [15, 36]) to enhance the cellular-based localization ac-
curacy and hence provide better map matching accuracy.
Nevertheless, the sensors used are still noisy and/or con-
sume high power, leading to coarse-grained localization; and
hence lower map matching accuracy.
In this paper, we target map matching for challenging
positioning data that is characterized by sparse, noisy,
and/or coarse-grained input location estimates. For
example, cell ID-based cellular-localization systems; which
estimate the user location as her associated cell tower loca-
tion; are ubiquitous and energy-efficient since cellular data is
available on all cell phones and using it for localization does
not consume extra energy in addition to the normal phone
operation as opposed to the GPS or WiFi-based systems.
However, for such positioning data, the typical assumptions
1The majority of cell phones in the market only give access
to the associated cell tower information only with no access
to the neighbouring cell tower information.
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(a) Cellular pos. data suffer from back-
and-forth trans. The loc. estimates seq.
(C1-C2-C3-C2-C4) bounces bet. C2 and
C3 due to the overlapping coverage bet.
the cell towers in the shaded Area A.
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(b) Cellular positioning data are sparse
with errors in the order of kilometers.
The user driving path is fully covered by
2 cell towers (i.e. 2 location estimates).
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(c) Lots of possible map matching routes
and the actual route may be difficult to
deduce. For example, routes 1 and 2 rep-
resent more probable map matching out-
put by previous approaches, e.g. [25,28].
Figure 1: Illustration of the cellular-based map matching challenges. The car moves on the red solid line. The cellular tower position is
the circle and its coverage is highlighted with the dotted circle.
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Figure 2: Traditional map matching techniques favor roads that
are closer to the input location estimates. With coarse-grained
accuracy, the input locations, e.g. C1 and C2, are far from the
correct user trajectory. Knowledge of surrounding road seman-
tics sensed by the energy-efficient phone sensors can reduce the
ambiguity of the roads, leading to reduced complexity and high
map matching accuracy.
of traditional map matching algorithms do not hold (Fig-
ure 1). Specifically, the location error is in the order of
kilometers and the input location samples are highly sparse
(Figure 1(b)). Moreover, the location estimates suffer from
back-and-forth transitions (aka “Ping-Pong” effect [12, 22])
due to the handover between different cell-towers for call
quality maintenance (even with no movement from the user)
(Figure 1(a)). These stringent characteristics lead to a much
harder map matching problem in terms of low quality of
the input location data and the high number of candidate
road segments (Figure 1(c)); affecting both the accuracy and
computational complexity.
We therefore present semMatch, a system for accurate and
efficient map matching of challenging positioning data. sem-
Match leverages the commonly available and energy-efficient
inertial sensors to detect the car’s ambient road semantics,
such as speed bumps and tunnels, and uses them as hints to
guide the map matching process and infer the car current
road segment (Figure 2). At the core of semMatch is a novel
incremental Hidden Markov Model (HMM) algorithm that
takes the car’s road surrounding information and the noise
of the input data into account to enhance the accuracy of
the estimated road segments and efficiently handle the in-
creased number of candidate road segments. This HMM
is combined with a number of preprocessing modules that
reduce the noise in the input data.
We have implemented semMatch and evaluated it on driv-
ing traces collected in multiple cities. Our results show
that semMatch can achieve a map matching F-measure of
up to 97% under different challenging scenarios including
coarse-grained cellular location information, highly sparse
GPS traces, and traces with a lot of back-and-force transi-
tions. Moreover, its performance is significantly better than
traditional map matching techniques [25, 28] under all sce-
narios, reaching an enhancement of at least (416%, 894%,
232%) in (precision, recall, F-measure) respectively in the
most challenging cases.
In summary, our main contributions in this paper are four-
fold:
• We present the architecture of semMatch: a real-time
map matcher for challenging positioning data. The
system can accurately and efficiently map match traces
with accuracy in the order of kilometers, traces with
low update rates (e.g. one update every two minutes),
and noisy traces with back-and-force transitions.
• We present a number of preprocessing modules that
reduce the noise in the phone sensors and input loca-
tions.
• We discuss the details of a novel HMM framework that
integrates a digital map with the car’s ambient road
semantics knowledge to accurately detect the car road
segment and reduces the computational complexity.
• We implement the semMatch system and evaluate its
performance using real driving traces covering more
than 150 Km and compare it to the state-of-the-art
HMM-based map matching algorithms under different
harsh conditions.
The rest of the paper is organized as follows: Section 2
gives an overview of the semMatch system and its differ-
ent components. Then, we give the details of the proposed
HMM-based map matching algorithm in Section 3. Sec-
tion 4 presents the experimental evaluation of the semMatch
system. Finally, sections 5 and 6 discuss related work and
conclude the paper, respectively.
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Figure 3: semMatch system architecture.
2. SEMMATCH OVERVIEW
In this section, we provide an overview of the semMatch
system and the details of its different supporting modules for
handling the noisiness and sparseness of the input location
information. We also describe the different road semantics
detected by semMatch. We leave the details of the core of
system, the road semantics-based map matching module, to
the next section.
2.1 Architecture Overview
Figure 3 shows semMatch overall architecture diagram.
The input to the system is a time-stamped challenging po-
sitioning data (e.g. cellular-based localization) along with
the phone’s available inertial sensors (e.g. accelerometer,
magnetometer and gyroscope) measurements. Each input
location is represented as a longitude and latitude pair that
captures the user’s estimated location as well as an estimate
of the localization error.
semMatch starts by preprocessing the input location points
to eliminate the noise using the Inertial Sensor Preprocessor
and the Location Preprocessor modules. Then, the Road Se-
mantics Detector module identifies the road semantic type
when the car passes by them using the inertial sensor mea-
surements.
The preprocessed locations along with the car’s current
road semantics information are then passed to the Map Matcher
module that employs a novel incremental HMM-based algo-
rithm that integrates the hints about the car’s ambient road
semantics and a semantically-enriched digital map to achieve
high map matching accuracy in an efficient manner. Open-
StreetMaps have different tags to manually add and query
the different road features such as bridges, tunnels, etc. In
addition, this semantic tagging can be automated, e.g. using
the Map++ system [3].
Our proposed semantic map matching algorithm contains
three sub-modules: (1) Candidate Extraction and Filtering,
(2) Incremental Road Semantics-based HMM Map Match-
ing, and (3) an Online Viterbi Decoder. The Candidate
Extraction and Filtering module determines the candidate
road segments from the semantically enriched digital map.
The module takes into account the error in the input loca-
tion, the previous estimated user location, and the uncer-
tainty in the semantics detection algorithm. The Incremen-
tal Map Matching algorithm integrates a number of modifi-
cations to the standard HMM map matching algorithm to
take the detected semantic type into account as well as the
road segment ambient semantics to enhance the accuracy of
the estimated road segments and the map matching location
on them. Finally, the Online Viterbi Algorithm uses dy-
namic programming to efficiently determine the most prob-
able road segment. The Map Matcher outputs the matched
road segment along with the car’s estimated location on it
(position of the last detected semantic on the road segment).
In the balance of this section, we provide the details of the
Pre-processing and the Road Semantics Detector modules.
We leave the details of the Map Matching module to the
next section.
2.2 Preprocessing
Both the inertial sensors measurements and the input lo-
cation data are known for their noisy nature [27]. These
are handled by the Inertial Sensors Preprocessor and the
Location Preprocessor respectively.
2.2.1 Inertial Sensors Preprocessor
This module is responsible for preprocessing the raw sen-
sor measurements to reduce the effect of (a) phone orienta-
tion changes and (b) noise and spurious changes, e.g. sudden
breaks, or small changes in the direction while moving.
First, we apply a low-pass filter to the raw sensors data
using a weighted local regression filter [11]. This reduces
the noise and spurious changes effect. Then, to handle the
orientation changes, we transform the sensors readings from
the mobile coordinate system to the world coordinate system
leveraging the inertial sensors [27].
2.2.2 Location Preprocessor
For the location data, we apply a series of filters to detect
false and misleading transitions and filter them out (Fig-
ure 1). In particular, we apply three filters in succession:
the Speed filter, the Bouncing locations filter, and the Direc-
tion filter.
Speed Filter:
Typically, roads have a maximum speed limit set by traffic
regulations. Also, there is a physical maximum speed that
cars cannot exceed. Hence, we assume that the car will not
exceed a certain speed threshold (νmax). This threshold is
obtained from the digital map and we also add a margin
to accommodate drivers that do not strictly follow traffic
rules. If a road’s speed limit is missing from the map, we
set the threshold to the maximum physical speed limits. If
the car estimated current speed exceeds this threshold, the
new location estimate is detected as an outlier and the car
current location estimate remains unchanged.
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Figure 5: Example for back-and-forth transitions in cellular-positioning data indicating
a false direction change and how semMatch detects this outlier using the inertial sensors
readings.
To estimate the car current speed, intuitively this can be
done by dividing the geodesic distance between the car’s
current location estimate and the new one by the difference
in their time-stamps. However, due to the high error in the
input locations, this speed is too noisy to use (Figure 4).
Instead, we estimate the car’s current speed (νp) by averag-
ing the speed between the new location and a window of the
preceding preprocessed locations as follows:
νp =
1
ws
p−1∑
i=p−ws
di,p/(ti − tp) (1)
Where p is the index of the new location estimate, ws is
the window size, di,p is the geodesic distance between loca-
tions i and p, and ti, tp are the time-stamps of locations i
and p respectively.
Bouncing Locations Filter: To reduce the back-and-
forth transitions, we apply an α-trimmed mean filter [25] on
the location points. An α-trimmed filter has the advantage
of handling both impulse and Gaussian noise, as compared
to mean and median filters that can handle only one of them.
Moreover, it is simple to implement.
The basic idea is to look at the neighbors of each point, re-
move 2α of the extreme neighbors, i.e. outliers, then replace
the point by calculating the mean of the unfiltered neigh-
bours. Therefore, at α = 0, the filter works as a standard
average filter while at α = 0.5, the filter works as a median
filter.
Note that to apply the filter, we need to sort the locations
(loci). We experimented with different space-filling curves
and found that applying the linear space filling curve [7] pro-
vides good accuracy while maintaining low computational
time. This is intuitive as most of the time the car moves in
straight lines.
Direction Filter:
Back-and-forth transitions can mislead the map matching
algorithm to sense that the user made a change in her direc-
tion, i.e. as if the user took a u-turn. Therefore, to reduce
this effect we apply the direction filter. It ensures that the
change in the car direction is only allowed when we are sure
that it is originating from an actual change in direction, not
due to the input data noisiness.
To do that, we leverage the smartphone’s inertial sensors
Table 1: Confusion matrix for classifying different map semantics
discovered from in-vehicle traces.
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to estimate the car heading direction [27]. Specifically, if a
location point indicates a direction change, we confirm this
change using the car estimated bearing from the inertial
sensors. If the indicated direction change proved false, the
car raw location remains unchanged. Figure 5 shows an
example where the input cellular-location data indicates a
direction change, while the inertial sensors shows that it is
a false one.
2.3 Road Semantics Detector
The Road Semantics Detector module processes the smart-
phone’s inertial sensor measurements to detect when the car
passes by a road semantic and its type. In [3], we found
that the smartphone sensors get affected by the different
road features such as speed bumps or tunnels. For example,
a car going over a speed bump will experience an up-and-
down movement over a small distance which leads to a high
variance in the phone’s measured gravity acceleration (Fig-
ure 6(a)). Similarly, a car taking a u-turn will experience
a large change in its direction (around 180◦) as shown in
Figure 6(b). Hence, we use these effects to detect them.
semMatch identifies a wide range of road semantics in
real-time using a decision-tree classifier (Figure 7) includ-
ing tunnels, curves, bridges, turns, speed bumps, u-
turns, and cat’s eyes. We refer the readers to [3] for more
information about the features we used to identify the differ-
ent road semantics using the smartphone’s sensors. Table 1
shows the confusion matrix between the different classes.
The different road semantics can be identified with high ac-
curacy due to their unique signatures. However, to compen-
sate for cases not observed during the classifier training, we
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add a small error to every cell in the matrix to account for
further confusion.
3. SEMANTIC MAP MATCHING
Through this section, we provide the details of our novel
road semantics-based Map Matcher module. We first start
by providing an overview on the new model and its differ-
ences from previous HMM algorithms. Then, we provide
the mathematical model and the details of the HMM model
components.
3.1 Overview
In traditional map matching using GPS traces, e.g. [28],
the input to the system is a trace of the noisy GPS loca-
tions and the output is the corresponding sequence of road
segments the car passed by. Extending this directly to the
coarse-grained, noisy, and sparse cellular location informa-
tion (Figure 1) leads to poor map matching accuracy with
high complexity as explained in Section 1. semMatch solves
these challenges by leveraging the road semantics the car
passes by to reduce ambiguity and hence enhances both the
map matching accuracy and running time. Specifically, the
input to the map matcher module is a sequence of ordered
triples in the form of (Coarse-grained location, Esti-
mated location error, Semantic type) representing the
road semantics detected by the phone sensors during the
car movement at a specific coarse-grained input location.
Note that due to the rich number of semantics detected by
semMatch (as described in Section 2.3), the input data to
semMatch is much more frequent than, e.g. a sequence of
unique cell IDs only, and hence should lead to better ac-
curacy and fewer road segments candidates as described in
details in the rest of this section.
3.2 Mathematical Model
A HMM can be represented as λ = (S, V,A,B, pi) [32]
where:
• S = {s1, ..., sN} is the set of possible states and N =
|S|. In our case, each state represents a road seman-
tic landmark (e.g. a speed bump) on a specific road
segment as shown in Figure 8. Therefore, a state si
is represented by the ordered triples (Road segment
ID (ID), Road semantic landmark type (type),
Road semantic landmark location (loc)), where
the “Road semantic landmark location” represents the
coordinates of the semantic landmark on the given
road segment. Note that using this representation,
each physical road segment is split into a number
of states by the different semantic landmarks on
this segment (Figure 8).
• V = {v1, ..., vM} is the set of observations from the
model and M = |V |. In our case, each observation is
a detected road semantic type using the phone inertial
sensors and is represented by an ordered quadruple in
the form of (Coarse-grained location (loc), Esti-
mated location error (err), Estimated heading
direction (θ), Detected semantic type (type)).
• A = {aj(k)} is the observation symbol probability dis-
tribution in state j, where aj(k) = P [zt = vk |qt =
sj ], i < j < N, 1 < k < M and zt and qt are the ob-
servation and state at time t, respectively. In other
words, this represents the probability of observing a
certain road semantic type given the car is at a specific
state, i.e. road segment with a certain road semantic
landmark.
• B = {bij} is the state transition probability distribu-
tion, where bij = P [qt+1 = sj |qt = si], i, j < N .
• pi = {pii} is the initial state distribution, where pii =
P [q1 = si].
Therefore, the problem becomes, given a sequence of ob-
servations Z = (z1, ..., zT ), where T is a system parame-
ter, and each zi ∈ V, 1 < i < T , we want to find the
most probable sequence of semantic road segments (states)
Q = (q∗1 , ..., q
∗
T ), where each q
∗
i ∈ S, 1 < i < T . In the rest
of this section, we give the details of how semMatch models
these different components.
3.3 Observation Probability Distribution (A)
Since there can be ambiguity in the detected semantics
due to the noisy phone sensors, e.g. a cat’s eye detected as
a speed bump, the probability of the phone detecting a given
road semantic Y (e.g. a speed bump) given a specific road
3s2s1s
tv
Figure 8: Proposed road semantics-
based HMM model. A state (si)
represents a road segment seman-
tic landmark and is modelled as an
ordered triples <Physical road seg-
ment ID, Landmark type (e.g. bump
in state s2), Landmark location on
the road>. The user observations
(vt’s) are defined by the estimated
location (x mark), the detected se-
mantic type (e.g. turn in vt), and the
estimated error (dotted circle). The
observation probability (p(vt|si)) is
a function of both the road land-
mark’s location and type and the ob-
servation’s location and type.
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Figure 9: Transition probabilities calculation
from state s1 to states s2, s3, and s4. The
transition probability is a function of 1) the
difference in the heading between the hidden
states’ road segments on the map and the car
change of heading as sensed by the phone sen-
sors and 2) the skipped landmarks on the map.
States s3 and s4 are penalized due to skipping
one or more road semantics.
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Viterbi decoding: States are the graph vertices,
states transition and observation probabilities are
drawn as links in the graph. The initial states
probabilities (pii’s) are estimated for the first set
of states in the current sequence. The Viterbi de-
coded sequence (Q) is colored in blue. The user
observation is drawn here only at time t = 4 due to
the incremental nature of the algorithm.
segment semantic landmark X (e.g. a cat’s eye) should be a
function of two factors (Figure 8): 1) the distance between
the location of the car where the semantic Y was detected
and the location of the semantic landmark X on the road
segment. The higher this distance, the lower the probability
that should be assigned to a given road segment. 2) the
probability of the phone sensors detecting type Y when the
car is passing by a semantic of type X. This is captured by
the false positive and false negative rates of detecting the
different semantics as in Section 2.3.
semMatch models the first factor as a Gaussian distribu-
tion:
f1 =
1√
2piz.σ
e
−0.5
(
dist(z.loc,si.loc)
z.σ
)2
(2)
Where dist(z.loc, si.loc) is the geodesic distance between the
observation z and the road segment semantic, i.e. hidden
state, si. z.σ is the standard deviation of a Gaussian random
variable that corresponds to the error in the observed input
location.
For the second factor, we model it using the Road Seman-
tics Detector confusion matrix to estimate the probability
of observing a semantic type z.type = Y at time t condi-
tioned on the hidden state si road semantic landmark type
(si.type = X):
f2 = p(z.type|si.type) (3)
Hence, the final observation probability, p(z|si), is mod-
eled as:
p(z|si) = p(z.type|si.type) 1√
2piz.σ
e
−0.5
(
dist(z.loc,si.loc)
z.σ
)2
(4)
3.4 Transition Probability Distribution (B)
The transition probability is the probability of moving to
the next state sj,t given the current state is si,t−1. Intu-
itively, for a probable transition between two road segment
landmarks, the change in the car orientation (as detected by
the phone sensors) between the two segments should match
the change of the orientation in the digital map for the same
two segments.
Therefore, semMatch models this intuition by a function
of the heading change in the input observations (∆θz) and
the heading change between the hidden states pair (∆θs)
using a Gaussian distribution as:
f(∆θz,∆θs) =
1√
2piσh
e
−0.5
( |∆θz−∆θs|
σh
)2
(5)
Where σh is the estimated standard deviation of the head-
ing change error. The more similar the change in heading
direction, the higher the transition probability. However,
in some cases, due to the high error in the input location,
we can have more than one hidden state with a similar se-
mantic type (Figure 9). However, misleading semantics will
lead to skipping road segment landmarks. Therefore, to cap-
ture this in the transition probability, we penalize transitions
that skip one or more road semantics. The final transition
probability in semMatch is estimated as:
p(sj |si) = 1√
2piσh
e
−0.5
( |∆θz−∆θs|
σh
)2∏
l∈L
p(l¯|l) (6)
Where L is the set of skipped road semantic segments be-
tween the states pair sj and si. For a semantic l ∈ L, the
probability p(l¯|l) represents the probability of passing by the
semantic l and not detecting it. We model this probability
using the false negative value of the semantic l computed
from the confusion matrix of our Road Semantics Detector
module (Table 1).
To estimate σh, we use the ground-truth data. Note that,
unlike the input positioning data which has highly dynamic
and variable accuracy, the sensors heading accuracy has a
more consistent accuracy outdoors [4]. Hence, we use a
fixed σh calculated based on the Median Absolute Devia-
tion (MAD) of the direction changes in our ground truth
data, which is a robust estimator of σh [4, 28]:
σh = 1.4826×median(|∆θz −∆θs|) (7)
3.5 Initial State Distribution
At each time instance, there is a large number of candi-
date road semantic segments that the map matcher can work
with, which affects both the system accuracy and running
time negatively. To reduce the search space, the Candidate
Extraction and Filtering module leverages the the current
coarse-grained cellular input location estimate (loc), the as-
sociated estimated error in this location (err), and the last
estimated candidate road segments. In particular, the mod-
ule works in two steps: First, it extracts the candidate road
semantics from the digital map that fall inside the circle
centered at loc with radius err. To speed up this process,
it builds an R-tree spatial index [17] on all possible road
semantic segments in the road network. Second, it remove
candidate road semantic segments that are not connected
to any of the candidate road segments from the previous
estimation step.
Initially, all road semantics landmarks selected by the
Candidate Extraction and Filtering module are assigned weights
based on their semantic type as:
pii,1 = p(z1.type|si.type) (8)
which is obtained from the semantic types confusion matrix.
This is intuitive as if the user observed a bump, the states
with a bump as their landmark should have initial prob-
ability higher than states with other semantic types (e.g.
tunnels).
The initial state distribution is re-estimated after each
step in our semantics HMM for the new states as the product
of the old initial state distribution and the state’s transition
probability as:
pii,t =
∑
j∈St−1
pij,t−1p(si,t|sj,t−1) (9)
3.6 Optimal State Sequence Estimation
The Viterbi decoder algorithm aims to determine the most
probable hidden states sequence based on the estimated HMM
probabilities. The selected hidden states represent the car’s
traversed road semantic segments.
For semMatch to operate in real-time, it cannot wait till
the whole sequence is available. Hence, in an incremen-
tal manner, semMatch uses a sliding window on the Map
Matcher module input locations. Every time a new location
is introduced, the HMM parameters are calculated for the
new introduced location and the associated candidate states.
The online Viterbi algorithm [9, 33] is then applied to com-
pute the maximum likelihood sequence of hidden states for
the current window using dynamic programming by extend-
ing the current solution with the estimated HMM parame-
ters to get the best path (Figure 10). Also, the initial states
probability is updated as the sliding window moves.
Algorithm 1 summarizes the semMatch map matching al-
gorithm.
4. EXPERIMENTAL EVALUATION
In this section, we show our evaluation for the perfor-
mance of semMatch. We stress-tested the system using real
challenging positioning data traces including: (1) Cellular-
based traces with accuracy in the order of kilometers, (2)
Network-based (Cellular+WiFi) with a large number of back-
and-force transitions, and (3) Low-sampling rate GPS-based
Algorithm 1 semMatch Map Matching Algorithm
Input: zt . User observed point at time t
Output: loc, id . map matched user location and road
segment id
Let S = {s1, s2, ..., sN} be the hidden states set.
Let St−1[] be the previous hidden states vector set;
Let Πt−1[] be vector set for the states’ initial probability
at time t− 1
Procedure:
St ← ExtractCandidates(S, zt)
. Extract candidates road semantics
for each si ∈ St do
ob[i] ← p(zt.type|si.type) 1√2pizt.σ e
−0.5
(
dist(zt.loc,si.loc)
zt.σ
)2
. Calculate Observation Probability
if isEmpty(St−1) then
Πt−1[i] ← p(zt.type|si.type)
else
for each sj ∈ St−1 do
L ← SemanticsSearch(S, sj , si)
. Search for semantics between si and sj
FN ← 1
for each l ∈ L do
FN ← FN * p(l¯|l)
end for
tr[i][j] ← 1√
2piσh
e
−0.5
( |∆θz−∆θs|
σh
)2
× FN
. Calculate Transition Probability
end for
end if
end for
Q,Πt−1 ← OViterbiDecoder(Πt−1[],tr[][],ob[]) .
Apply Online Videtrbi Decoder to get the most probable
sequence and the updated initial probability
output qt.loc, qt.ID
. Location and road id of last state in the sequence Q
trajectories (one sample every two minutes). Our data con-
sists of over 150 km of car driving traces collected in two
different cities. The data was collected using different An-
droid phones including Samsung Galaxy S3 Mini, S5, and
LG Nexus 4. We also used OpenStreetMaps for the road
network information.
To get the cellular-based location estimates, we use the
Google Android Location API with WiFi turned off. This
way, the returned positioning estimates are based on the
associated cell tower information only since the phones we
used does not provide the neighboring cell towers informa-
tion. The cellular-positioning data had an average accu-
racy of 1.9 km and density of 1.4 location estimate per km.
To get the network-based location estimates, we use the
Google Android Location API with WiFi turned on. The
network-positioning data had an average accuracy of 162m
and density of 6.8 location estimate per km. For the low-
sampling rate GPS-data, we used the cellphones’ GPS sen-
sor with a sampling rate of one sample every two minutes.
The GPS-positioning data had an average accuracy of 19m
and density of 0.6 location estimate per km. Cellular and
network-based traces are noisier than GPS-based traces and
has much higher errors. However, for energy efficiency, the
GPS is sampled at low sampling rates; leading to extremely
sparse positioning data.
Ground Truth (G)
Mismatch (Y)
Good Match (X)
Figure 11: An example showing the defi-
nition of precision (X/(X + Y )) and recall
(X/G).
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Figure 12: Density of the different road se-
mantics in our trajectory traces.
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Figure 13: Performance of semMatch under
different road semantics density.
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(a) Cellular Pos. Data (average pos.
accuracy=1.9km, avg. update rate=
1.4 loc. estimate per km)
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(b) Network Pos. Data “Cellu-
lar+WiFi” (a large number of back-
and-forth transitions)
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(c) Low Sampling Rate GPS Position-
ing Data (1 sample every 2 mins)
Figure 14: Performance of semMatch as compared to SnapNet [25] and Newson et al [28] under different challenging positioning data
classes.
For the ground truth, we collected GPS/GlONASS-based
location data at high sampling rate using an external re-
ceiver. Then, we map matched the traces using offline HMM-
based map matching. It has been shown in literature that
GPS traces with high sampling rate (> 1 sample per second)
can be map matched to reconstruct the driving path [25,28].
The rest of this section is organized as follows: We start
by describing our evaluation metrics. After that, we show
the effect of the road semantics density on semMatch’s per-
formance. Then, we quantify the semMatch map matching
performance as compared to two map matching techniques
from literature. Finally, we show the power consumption
overhead when using semMatch.
4.1 Evaluation Metrics
To evaluate semMatch map matching accuracy, we find
the common matched road segment sequence between the
output map matched trajectory and the ground-truth tra-
jectory. Then, we compute the map matching precision and
recall using this common sequence (Figure 11). The map
matching precision shows how accurate the map matched
trace is; it is defined as the ratio between the distance tra-
versed on the matching sequence X and the total distance
of the map matched trajectory (X+Y ). On the other hand,
the map matching recall shows the actual trajectory recov-
ered ratio; it is defined as the ratio between the distance
traversed on the matching sequence X and the total dis-
tance of the ground truth trajectory G.
More formally, we can define the metrics as:
Precision = Total distance of common matching sequence
Total distance of output trace
= X
X+Y
(10)
Recall = Total distance of common matching sequence
Total distance of ground truth
= X
G
(11)
We also calculate the map matching F-Measure (F1 score)
which is the harmonic mean of the precision and recall:
F-Measure = 2× Precision× Recall
Precision + Recall
(12)
4.2 Effect of Road Semantics Density on Ac-
curacy
Figure 12 shows the density of the different road semantics
encountered in our trajectories. On average, the density of
the different road semantics is 2 semantics per km; this is
higher than the cellular location update rate by 43%, which
allows semMatch to achieve better map matching accuracy.
Figure 13 shows the effect of the road semantics density
on the map matching precision and recall. The figure shows
the higher the density, the higher the system accuracy. sem-
Match can achieve an F-measure of 93% using the typical
road semantics density.
4.3 Comparison with Other Systems
In this section, we compare the performance of semMatch
in terms of precision, recall, and F-measure to two tradi-
tional HMM map matching algorithms: the one by Newson
et al [28] and the SnapNet system [25]. Newson et al [28]
use the standard HMM-based algorithm to map match noisy
and relatively sparse (up to one sample every 30 sec.) GPS
traces. On the other hand, SnapNet targets map match-
ing noisy cellular-positioning data. They apply several pre-
processing stages based on the road network topology and
assumed that the users favor major roads to overcome the
imposed cellular-based challenges.
We used different scenarios of challenging positioning data:
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Figure 15: semMatch power consumption for the different posi-
tioning data types (low sampling rate GPS, network, and cellular)
and the corresponding map matching F-measure.
(1) Cellular-based data (avg. position accuracy=1.9 km,
avg. location update= 1.4 location estimate per km), (2)
Network-based data (WiFi+Cellular) (noisy data with a lot
of back-and-forth transitions), and (3) GPS with low sam-
pling rate (1 sample every 2 minutes).
Figure 14 shows that semMatch has the significantly
better accuracy compared to the other two techniques
under all scenarios. For the most challenging case of ex-
tremely low sampling rate of one location estimate every two
minutes, semMatch] leads to enhancement in the (precision,
recall, F-measure) of (989%, 894%, 232%) over the Newson
et al method [28] and (416%, 946%, 453%) over the SnapNet
system. This highlights the advantage of incorporating the
road semantics in the map matching process under different
harsh conditions.
4.4 Power Consumption
semMatch collects inertial sensor measurements along with
the positioning data to detect the different road seman-
tics and improve the map matching accuracy. Figure 15
shows the system’s power consumption along with the map
matching F-measure. The figure shows that semMatch could
achieve high map matching accuracy for the different chal-
lenging positioning data types with a low-energy footprint.
Note that semMatch depends on the smartphone’s inertial
sensors to detect the road semantics. Inertial sensors have
low power consumption and are already running for other
purposes (e.g. screen orientation detection). Hence, using
them for road semantics detection consumes zero extra en-
ergy.
5. RELATEDWORK
5.1 Map Matching Techniques
Due to its importance in many applications, map match-
ing algorithms have gained due attention from researchers [2,
10, 14, 18, 23, 25, 28, 31, 39]. These algorithms employ differ-
ent techniques including geometric, topological, and proba-
bilistic ones [30]. Geometry-based map matching algorithms
utilize the geometry and shape of the input trace and the
road network. For example, in [38], authors map match
the input location point to its closest arc (sequence of road
map nodes). Similarly, in [29, 38], authors use geometric
curve to curve matching; where they map match a series of
points simultaneously to the closest arc. These techniques
consider only the shape of the links regardless of their con-
nectivity, leading to false transitions. Moreover, while they
could provide good map matching accuracy for clean and
dense GPS trajectories, they are unsuitable for noisy and
sparse positioning data. On the other hand, topology-based
map matching algorithms utilize the road segments topo-
logical information, e.g. connectivity and contiguity, along
with the input trace and the road network shapes [8,14,31].
For example, in [31], authors use various similarity criteria
(e.g. vehicle speed, closeness) between the road network ge-
ometry and derived GPS navigation data to map match the
user trajectory to the road network. While topology-based
algorithms improve upon geometry-based ones by consider-
ing road topology and characteristics, they are still vulner-
able to the highly erroneous and sparse data.
Finally, probabilistic map matching algorithms employ
probabilistic frameworks such as HMM or particle filters to
map match the input user trajectories [16,18,28]. For exam-
ple, in [18, 28], HMM-based techniques give relatively good
accuracy for the relatively noisy GPS trajectories with up to
30 seconds delay. However, highly noisy and sparse data are
much harder to map match as shown in Figure 1. Hence,
their accuracy degrades significantly, up to 0.25 map match-
ing F-Measure for low sampling rate GPS trajectories (as we
quantified in Section 4).
Recently, few systems were proposed to solve the map
matching problem for coarse-grained network-based location
data [15,25,34–36]. Usually, these techniques try to enhance
the accuracy of the input location data by leveraging other
sensors. For example, VTrack [34] builds an HMM-based
map matching scheme leveraging the WiFi data to han-
dle the inaccuracy of cellular location information. CTrack
[35] alternatively uses war-driving training data in addi-
tion to inertial sensors to reduce the inaccuracy of cellular-
based locations. Collecting war-driving data is an expensive
and time-consuming process. Moreover, the cellular war-
driven data typically has heterogeneity problems and need
to be updated from-time-to-time. The AutoWitness [15] and
WheelLoc [36] systems leverage inertial sensors and dead-
reckoning to reduce the inaccuracy of cellular-based local-
ization. However, using the accelerometer and compass for
dead-reckoning leads to fast error accumulation for their es-
timated trajectories [1, 5, 6, 27]. SnapNet [25] targets cell-Id
based positioning data by leveraging information from the
digital map including road types and speed; they favor major
roads and staying on the same road. Hence, the system per-
formance would degrade when the user traverses side roads
which are typically a part of any trip.
semMatch is unique in employing a general road sem-
antics-based map matching framework that leverages a
wide range of road semantics landmarks such as tunnels,
curves and bridges to improve the map matching accuracy
through a novel HMM-based model. semMatch takes ad-
vantage of the inertial sensors energy efficiency to detect
the various road semantics and avoid their dead-reckoning
issues. This leads to enhancements in the map matching
F-Measure of at least 232% when compared to traditional
and state-of-the-art HMM map matching algorithms [25,28]
as quantified in Section 4.
5.2 Road Semantics Detection
Inertial sensors have been used in literature for monitor-
ing road conditions, e.g. [13, 24, 26]. In [13, 26], external
accelerometers were used to detect potholes and traffic con-
ditions while in [24], the smartphone’s accelerometer was
used to detect potholes. All these systems use GPS to local-
ize the road problems. In [3], we extended these systems by
leveraging different smartphone’s sensors to detect a wide
range of outdoor road semantics with the goal of automat-
ically enriching the current digital maps. semMatch builds
on these road-semantics enriched digital-map to provide ac-
curate map matching for challenging positioning data.
6. CONCLUSIONS
We presented semMatch: a novel road semantics-based
map matcher for the challenging cellular-based trajectories.
semMatch leverages the smartphone’s inertial sensors to de-
tect different road semantics and uses them in a mathematically-
principled way to improve the accuracy and efficiency of
the HMM map matching algorithm. We provided the sem-
Match’s system architecture and our different preprocess-
ing modules that help it reduce the noise in the input data.
Moreover, we presented our novel incremental road semantics-
based HMM algorithm in detail.
Evaluation of semMatch on different classes of challenging
positioning traces collected from two different cities covering
more than 150km shows that semMatch can significantly
outperform the traditional map matching algorithms in all
scenarios reaching an F-Measure up to 97%. This maps to
at least 232% enhancement in the F-measure in the most
challenging case. In addition, semMatch has a low energy
footprint on the scarce phone battery.
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