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Abstract
We study a stochastic optimal control problem for a partially observed diffusion. By using
the control randomization method in [4], we prove a corresponding randomized dynamic pro-
gramming principle (DPP) for the value function, which is obtained from a flow property of an
associated filter process. This DPP is the key step towards our main result: a characterization of
the value function of the partial observation control problem as the unique viscosity solution to
the corresponding dynamic programming Hamilton-Jacobi-Bellman (HJB) equation. The latter
is formulated as a new, fully non linear partial differential equation on the Wasserstein space
of probability measures. An important feature of our approach is that it does not require any
non-degeneracy condition on the diffusion coefficient, and no condition is imposed to guarantee
existence of a density for the filter process solution to the controlled Zakai equation, as usually
done for the separated problem. Finally, we give an explicit solution to our HJB equation in
the case of a partially observed non Gaussian linear quadratic model.
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1 Introduction and problem formulation
We formulate the optimal control problem of partially observed diffusion process. Let (Ω¯, F¯ , P¯)
be a complete probability space, on which a (m + d)-dimensional Brownian motion B is defined.
We will distinguish the m-dimensional and d-dimensional components of B by writing B = (V,W )
where W plays the role of the observation process. We suppose that there exist three probability
spaces (Ωo,Fo,Po), (Ω1,F1,P1), (Ω,F ,P) such that Ω¯ = Ωo × Ω1 × Ω2, F¯ is the completion of
Fo⊗F1⊗F with respect to Po⊗P1⊗P, and P¯ is the extension of Po⊗P1⊗P to F¯ . In addition, Ωo is
a Polish space, Fo its Borel σ-algebra, Po an atomless probability measure on (Ωo,Fo). The space
(Ωo,Fo,Po) supports the initial condition ξ of the state equation (1.1) introduced below, while
(Ω1,F1,P1) supports V , and (Ω,F ,P) supports W . This is graphically described by the following
figure:
Ω¯ := Ωo
↑
ξ
× Ω1
↑
V
×Ω
↑
W
An element ω¯ ∈ Ω¯ is then written as ω¯ = (ωo, ω1, ω), and we extend canonically V,W on Ω¯ by setting
V (ωo, ω1, ω) = V (ω1), W (ωo, ω1, ω) = W (ω), and similarly any random variable ξ on (Ωo,Fo,Po)
is extended to (Ω¯, F¯ , P¯) by setting ξ(ωo, ω1, ω) = ξ(ωo). We denote by F¯ = (F¯t)t≥0 the natural
filtration of B (namely, the right-continuous and P¯-complete filtration generated by B), augmented
with the independent σ-algebra Fo. The partial observation character of our problem is modeled
as follows: we denote by FW = (FWt )t≥0 the P-completion of the filtration generated by W and
we define as an admissible control process any FW -progressive process α with values in some given
Borel space A. The set of admissible control processes is denoted by AW . Given t ∈ [0, T ], ξ ∈
L2(Fo;Rn), the set of square-integrable Fo-measurable random variables, valued in Rn, and α ∈
AW , the controlled state equation is
dXt,ξ,αs = b(X
t,ξ,α
s , αs)ds + σ(X
t,ξ,α
s , αs)dBs, t ≤ s ≤ T, X
t,ξ,α
t = ξ. (1.1)
The coefficients b and σ = (σ
V
σ
W
) are deterministic measurable functions from Rn × A into Rn
and Rn×(m+d), and assumed to satisfy the following standing assumptions.
(H1) There exists some positive constant C1 such that for all x, x
′ ∈ Rn, a ∈ A,
|b(x, a) − b(x′, a)|+ |σ(x, a)− σ(x′, a)| ≤ C1|x− x
′|
|b(0, a)| + |σ(0, a)| ≤ C1.
Under (H1), it is shown by standard arguments that there exists a unique strong solution Xt,ξ,α
to (1.1), which is F¯-adapted, and satisfies
sup
α∈AW
E¯
[
sup
t≤s≤T
∣∣Xt,ξ,αs ∣∣2
]
≤ C
(
1 + E¯|ξ|2
)
< ∞, (1.2)
for some positive constant C, where E¯ denotes the expectation with respect to P¯.
The aim is to maximize, over all admissible control processes α ∈ AW , the gain functional:
J (t, ξ, α) := E¯
[ ∫ T
t
f(Xt,ξ,αs , αs)ds + g(X
t,ξ,α
T )
]
,
where f : Rn × A → R, and g : Rn → R are continuous functions satisfying the quadratic growth
condition:
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(H2) There exists some positive constant C2 such that for all (x, a) ∈ R
n ×A,
|f(x, a)|+ |g(x)| ≤ C2
(
1 + |x|2
)
.
Under (H2), the gain functional is well-defined and finite, and we consider the value function
of the partial observation control problem
υ(t, ξ) := sup
α∈AW
J (t, ξ, α), t ∈ [0, T ], ξ ∈ L2(Fo;Rn), (1.3)
which satisfies the quadratic growth estimate:
|υ(t, ξ)| ≤ C
(
1 + E¯|ξ|2
)
, (1.4)
for some positive constant C depending on C1 and C2 in (H1)-(H2).
This formulation of a partial observation control problem is general enough to include large
classes of optimization models with latent unobservable factors, and classical partially observed
control problems with observation process driven by an additive noise of the controlled state signal
process can be recast in our above form (1.1)-(1.3) by the usual method of reference probability,
which transforms the observation process W into a Wiener process; we refer to the introduction
and Section 2.3 in our companion paper [4] for the details. As for [4], we remark that the results
of the present paper are still valid if we require b and σ to be only locally Lipschitz and satisfy a
linear growth condition in x, uniformly with respect to a. However, to alleviate the presentation,
we assume (H1) throughout.
Optimal control of partially observed diffusions is a difficult problem, and a standard way of
dealing with it is through the so-called separation method. It consists in introducing the controlled
filter, that is the conditional distribution defined for any test function ϕ : Rn → R by
ρt,ξ,αs [ϕ] = E¯
[
ϕ(Xt,ξ,αs )|F
W
s
]
,
and solution to the so-called controlled Zakai equation:
dρt,ξ,αs [ϕ] = ρ
t,ξ,α
s [L
αsϕ] ds + ρt,ξ,αs [M
αsϕ] dWs, t ≤ s ≤ T, (1.5)
where Laϕ = b(., a) ·Dxϕ+
1
2tr
[
σσ⊺(., a)D2xϕ
]
, Maϕ = Dxϕ
⊺σ
W
(., a). The reward functional to be
maximized is then rewritten from Bayes formula as
J (t, ξ, α) = E¯
[ ∫ T
t
ρt,ξ,αs [f(., αs)]ds + ρ
t,ξ,α
T [g]
]
, (1.6)
and the separated problem is a fully observable optimal control problem where one has to control
the infinite dimensional filter process valued in the space of probability measures. This makes
the problem rather challenging, and the subject of intensive study. We give a short sketch of the
possible approaches and refer the reader to the treatises [31] and [6] for more complete results
and references. A first method is the stochastic Pontryagin maximum principle, which provides
necessary conditions for the optimality of a control process in terms of an adjoint equation and can
be used to solve successfully the problem in a number of cases: see [6] and [34]. A second approach is
the dynamic programming method applied to the separated control problem (1.5)-(1.6), often under
the condition that ρt,ξ,αs (dx) admits a density p
t,ξ,α
s (x) with respect to the Lebesgue measure on Rn,
3
and the controlled Zakai equation is then written as an equation for pt,ξ,αs , considered as a process
with values in some Hilbert space (for instance the space L2(Rn) or some weighted L2-space), the
so-called controlled Duncan-Mortensen-Zakai (DMZ) stochastic partial differential equation
dpt,ξ,αs = (L
αs)∗pt,ξ,αs ds + (M
αs)∗pt,ξ,αs dWs, t ≤ s ≤ T, (1.7)
where (La)∗p = −div(b(., a)p) + 12tr
[
D2x(σσ
⊺(., a)p
)]
, (Ma)∗p = −div
(
σ
W
(., a)p
)
, are the adjoint
operators of La and Ma (here div(.) denotes the divergence operator). This leads to a fully non-
linear Bellman (HJB) equation with unbounded terms in the infinite dimensional space of density
functions, and has been studied by viscosity methods in [29], later significantly extended in [22].
However, existence of a density process solution to the DMZ equation (1.7) is a difficult issue
and needs some stringent conditions, see [6], [33], and Chapter 7 of [2] for the uncontrolled case.
Moreover, a rigorous proof of the dynamic programming principle for the value function to the
separated control problem seems not available in the literature, even though this is the key step
for proving the viscosity property to the associated HJB equation. Let us mention the so-called
Nisio semigroup approach, strictly related to the dynamic programming principle, and used for
instance in [6] for partial observation control problem but with drift control only, and which allows
to characterize the value function via the non-linear semigroup as a mild solution to the dynamic
programming equation.
We propose in this paper an alternative approach for tackling partial observation control prob-
lem, which allows us to relax the density and non-degeneracy assumptions mentioned above, and
provides an original partial differential equation (PDE) characterization of the value function. We
use a randomization method introduced in [26] for classical Markovian models, and extended to
the case of partial observation in [4]. We notice that the randomization method has already been
successfully implemented for the study of Markovian models in [25], [11], [20], [16], [17], [18], [3], [5],
but in all these papers only the full observation case was addressed and the associated HJB equation
was defined in a finite dimensional Euclidean space (or it was a merely integral equation related
to a controlled pure jump process), whereas in the present paper we will be dealing with a HJB
equation on a genuinely infinite-dimensional space. The basic idea is to consider a stepwise process
I associated to a Poisson random measure µ, and replace the control process α by this exogenous
process I in the dynamics of the process X, thus arriving at regime switching diffusion, called ran-
domized forward process. We next consider an auxiliary optimization problem, called randomized
or dual problem (in contrast with the primal problem defined in (1.3)), which consists in optimizing
among equivalent changes of probability measures which only affect the intensity measure of µ but
not the law of W . In the randomized problem, an admissible control is a bounded positive map ν
defined on Ω×R+×A, which is predictable with respect to the filtration F
W,µ generated by W and
µ. It turns out that the dual and primal problems coincide, and our first main result is to prove the
so-called randomized dynamic programming principle (DPP) for the dual (hence for the primal)
problem. For this purpose, the key step is to show the flow property of the conditional distribution
of the randomized forward process given the randomized observation filtration generated byW and
µ. Next, for exploiting the DPP, we use a notion of differentiability with respect to probability
measures introduced by P.L. Lions in his lectures at the Colle`ge de France [28], and detailed in the
notes [13]. This notion of derivative is based on the lifting of functions defined on the Hilbert space
of square integrable random variables distributed according to the “lifted” probability measure.
By combining with a special Itoˆ’s chain rule for flows of conditional distributions in the spirit of
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[14], we derive the dynamic programming Hamilton-Jacobi-Bellman (HJB) equation for the partial
observation control problem. This equation is a fully nonlinear second order partial differential
equation (PDE) in the infinite dimensional Wasserstein space of probability measures, and in the
case where the probability measures have a density, it reduces to the Bellman equation in the space
of density functions associated to the controlled DMZ stochastic PDE (1.7), as derived in [31],
[27]. By adapting standard arguments to our context, we prove the viscosity property of the value
function to the HJB equation from the randomized dynamic programming principle. To complete
our PDE characterization of the value function with a uniqueness result, it is convenient to work
in the lifted Hilbert space of square integrable random variables instead of the Wasserstein metric
space of probability measures, in order to rely on the general results for viscosity solutions of second
order Hamilton-Jacobi-Bellman equations in separable Hilbert spaces, see [29], [30], [21]. We also
state a verification theorem which is useful for getting an analytic feedback form of the optimal
control when there is a smooth solution to the Bellman equation. Finally, we apply our results to a
non Gaussian linear-quadratic (LQ) partial observation control problem for which one can obtain
explicit solutions.
The rest of the paper is organized as follows. Section 2 introduces notations and recalls some
useful preliminaries about the Borel σ-algebra associated to the Wasserstein space of probability
measures. We formulate in Section 3 the randomized partial observation control problem, and
prove in Section 4 the randomized dynamic programming principle. Section 5 is devoted to a
verification theorem and the viscosity characterization of the value function to the HJB equation.
Finally, Section 6 presents an application to a non Gaussian linear-quadratic partial observation
model with explicit solutions.
2 Notations and preliminaries
We introduce some notations used in the sequel of the paper.
Notations: We denote by x.y the scalar product of two Euclidian vectors x and y, and by M ⊺ the
transpose of a matrix or vector M . We denote by P2(R
n) the space of probability measures π on
Rn with finite second order moment, namely ‖π‖2
2
:=
∫
Rn
|x|2π(dx) < ∞. For any π ∈ P2(R
n), we
denote by L2pi(R
q) the set of measurable functions ϕ : Rn → Rq, which are square integrable with
respect to π, by L2pi⊗pi(R
q) the set of measurable functions ψ : Rn × Rn → Rq, which are square
integrable with respect to the product measure π ⊗ π, and we set
π[φ] :=
∫
Rn
ϕ(x)π(dx), π ⊗ π[ψ] :=
∫
Rn×Rn
ψ(x, x′)π(dx)π(dx′).
We also define L∞pi (R
q) (resp. L∞pi⊗pi(R
q)) as the subset of elements ϕ in L2pi(R
q) (resp. L2pi⊗pi(R
q)),
which are bounded π (resp. π ⊗ π) a.e., and ‖ϕ‖∞ is their essential supremum. For every random
variable ξ : (Ωo,Fo) → Rn, we denote by L(ξ) its probability law (also called distribution) under
Po (or equivalently P¯).
Remark 2.1 We notice that Fo is rich enough to carry Rn-valued random variables with any
arbitrary square-integrable distribution, namely P2(R
n) = {L(ξ) : ξ ∈ L2(Fo;Rn)}. Indeed, when
Ωo = [0, 1], Fo = B([0, 1]) and Po = λ the Lebesgue measure, then the result is well-known
(see for instance Theorem 3.1.1 in [38]). In the general case, by Corollary 7.16.1 in [8] there
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exists a Borel isomorphism ϕ : Ωo → [0, 1], which allows to define an atomless probability measure
Po
ϕ
= Po ◦ ϕ−1 on ([0, 1],B([0, 1])). Let Fϕ : [0, 1] → [0, 1] be the cumulative distribution function
corresponding to Po
ϕ
, namely Fϕ(t) = P
o
ϕ
([0, t]), for all t ∈ [0, 1]. Since Fϕ is continuous, the function
Gϕ(s) = inf{t ∈ [0, 1] : Fϕ(t) > s}, s ∈ [0, 1], satisfies Fϕ(Gϕ(t)) = Gϕ(Fϕ(t)) = t (see for instance
Lemma 1.37 in [23]). Notice that λ = Po
ϕ
◦Gϕ is the Lebesgue measure. Now, let π ∈ P2(R
n) and
consider a random variable ξ : [0, 1] → Rn with π = L(ξ). Then, the random variable ξ˜ : Ωo → Rn
given by ξ˜ = ξ ◦ Fϕ ◦ ϕ has distribution π. The claim follows from the arbitrariness of π. ✷
Given a function u defined on P2(R
n), we call lifted function of u, the function υ defined on
L2(Fo;Rn) by υ(ξ) = u(L(ξ)). Conversely, given a function υ defined on L2(Fo;Rn), we call
inverse-lifted function of υ the function u defined on P2(R
n) by u(π) = υ(ξ) for π = L(ξ). Notice
that u exists if and only if υ(ξ) depends only on the distribution of ξ, for every ξ ∈ L2(Fo;Rn),
and in this case there is a one-to-one correspondence between functions defined on P2(R
n) and
functions defined on L2(Fo;Rn) via this lifting relation. Recall that P2(R
n) is a metric space when
endowed with the 2-Wasserstein distance W2 defined by
W2(π, π
′) := inf
{(∫
Rn×Rn
|x− x′|2γ(dx, dx′)
) 1
2
: γ ∈ P2(R
n × Rn) with marginals π and π′
}
= inf
{(
E|ξ − ξ′|2
) 1
2
: ξ, ξ′ ∈ L2(Fo;Rn) with L(ξ) = π, L(ξ′) = π′
}
.
We end this section providing two useful properties related to the space P2(R
n), endowed with
topology (and the Borel σ-algebra B(P2(R
n))) induced by the Wasserstein metricW2. In the sequel
we denote by B2(R
n) the set of Borel-measurable functions on Rn with quadratic growth.
Lemma 2.1 (Skorohod’s representation theorem for W2-convergence) Let (πm)m be a se-
quence in P2(R
n) such that W2(πm, π) → 0, for some π ∈ P2(R
n). Then, there exists a sequence
of random variables (ξm)m ⊂ L
2(Fo;Rn), with L(ξm) = πm, converging P¯-a.s. and in L
2(Fo;Rn)
to some ξ ∈ L2(Fo;Rn), with L(ξ) = π.
Proof. By Theorem 6.9 in [36], we have that W2(πm, π) → 0 is equivalent to the following
convergence: ∫
Rn
ϕ(x)πm(dx)
n→∞
−→
∫
Rn
ϕ(x)π(dx), for every ϕ ∈ B2(R
n).
In particular, πm converges weakly to π, namely
∫
ϕdπm →
∫
ϕdπ for any bounded continuous ϕ.
Therefore, by Skorohod’s representation theorem (see for instance Theorem 2.2.2 in [10]) and in
particular Remark 2.1, there exist random variables (ξm)m and ξ in L
2(Fo;Rn), with L(ξm) = πm
and L(ξ) = π, such that ξm converges P¯-a.s. to ξ. It remains to prove the convergence in L
2(Fo;Rn).
To this end, we notice that, by Proposition 7.1.5 in [1] the sequence (|ξm|
2)m is uniformly integrable.
Then, it follows that ξm → ξ in L
2(Fo;Rn). ✷
Lemma 2.2 Let (E, E) be a measurable space and consider a map Π: E → P2(R
n). For every
ϕ ∈ B2(R
n), we denote by Π[ϕ] : E → R the following map:
Π[ϕ](e) =
∫
Rn
ϕ(x)Π(e, dx), for every e ∈ E.
Then, Π is measurable if and only if, for every continuous ϕ ∈ B2(R
n), Π[ϕ] is measurable.
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Proof. For every continuous ϕ ∈ B2(R
n), define the map Λϕ : P2(R
n)→ R as follows:
Λϕπ =
∫
Rn
ϕ(x)π(dx), for every π ∈ P2(R
n).
By Theorem 6.9 in [36], we have that W2(πm, π) → 0 if and only if, for every ϕ ∈ B2(R
n),
Λϕπm → Λϕπ. Therefore, the σ-algebra σ(Λϕ , ϕ ∈ B2(R
n) continuous) coincides with B(P2(R
n)).
Notice that, for every ϕ ∈ B2(R
n), the map Π[ϕ] is given by the composition of Λϕ and Π,
namely:
Π[ϕ](e) = (Λϕ ◦ Π)(e), for every e ∈ E.
Then, recalling that σ(Λϕ , ϕ ∈ B2(R
n) continuous) is equal to B(P2(R
n)), we deduce the equiv-
alence between the measurability of Π and the measurability of Λϕ ◦ Π, for every continuous
ϕ ∈ B2(R
n). ✷
3 Randomized partial observation control problem
Up to a product extension, we can assume without loss of generality that the complete probability
space (Ω,F ,P) supports in addition to the Brownian motion W , a Poisson random measure µ on
R+×A, independent ofW . The randommeasure µ has compensator λ(da)dt, for some finite positive
measure λ on (A,B(A)), with full topological support, and thus µ is a sum of Dirac measures of the
form µ =
∑
n≥1 δ(Tn,An), where (An)n≥1 is a sequence of A-valued random variables and (Tn)n≥1 is
a strictly increasing sequence of random variables with values in (0,∞), and for any C ∈ B(A) the
process µ((0, t] × C)− tλ(C), t ≥ 0, is a P-martingale.
For every (t, a) ∈ [0, T ] × A, we associate to the random measure µ the A-valued pure jump
process
It,as =
∑
n≥1
a 1[t,Tn)(s) +
∑
n≥1
t<Tn
An 1[Tn,Tn+1)(s), s ≥ t. (3.1)
Notice that, when A is a subset of the linear space, formula (3.1) can be written as
It,as = a+
∫ s
t
∫
A
(a′ − It,ar−)µ(dr da
′), s ≥ t.
From the definition of It,a in (3.1), we see that the flow property holds:
It,as = I
θ,It,a
θ
s , (3.2)
for all θ, s ∈ [t, T ], with θ ≤ s. The probability space (Ω¯, F¯ , P¯) on which we shall define the
randomized partial observation control problem, can be described graphically as follows:
Ω¯ =
Ω¯1 :=︷ ︸︸ ︷
Ωo
↑
ξ
×Ω1
↑
V
× Ω
↑
W,µ
,
and we extend canonically V,W, µ, ξ on (Ω¯, F¯ , P¯). As reported in the graph, we have defined the
space (Ω¯1, F¯1, P¯1), where Ω¯1 = Ωo ×Ω1, F¯1 is the completion of Fo ⊗F1 with respect to Po ⊗ P1,
P¯1 is the extension of Po ⊗ P1 to F¯1.
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For every t ≥ 0, we denote by FB,µ,t = (FB,µ,ts )s≥t the P
1 ⊗ P-completion of the filtration on
Ω1×Ω generated by (Bs−Bt)s≥t and µ 1[t,∞). We then consider, for every (t, x, a) ∈ [0, T ]×R
n×A,
the following regime switching diffusion equation:
dXs = b(Xs, I
t,a
s )ds+ σ(Xs, I
t,a
s )dBs, t ≤ s ≤ T, Xt = x. (3.3)
We also require that Xs = x, for every s ∈ [0, t).
Lemma 3.1 Under Assumption (H1), there exists a random field (Xt,x,as ), with (t, s, x, a) ∈
[0, T ] × [0, T ]× Rn ×A, such that:
(i) for every (t, x, a) ∈ [0, T ] × Rn × A, (Xt,x,as )s∈[t,T ] is the unique (up to indistinguishability)
FB,µ,t-adapted continuous process solution to (3.3), and Xt,x,as = x, for every s ∈ [0, t);
(ii) the map Xt,x,as : ([0, T ]×[0, T ]×Ω1×Ω×Rn×A,B([0, T ])⊗B([0, T ])⊗F1⊗F⊗B(Rn)⊗B(A))→
(Rn,B(Rn)) is measurable.
Proof. In order to construct the random field (Xt,x,as ), it is enough to show that there exists a
random field (X t,x,as ), with (t, s, x, a) ∈ [0, T ] × [0, T ] × Rn ×A, such that:
(i)’ for every (t, x, a) ∈ [0, T ] × Rn × A, (X t,x,as )s∈[t,T ] is the unique (up to indistinguishability)
FB,µ,t-adapted continuous process solution to (3.3), and X t,x,as = x, for every s ∈ [0, t);
(ii)’ the map X t,x,as : ([0, T ]×[0, T ]×Ω1×Ω×Rn×A,B([0, T ])⊗B([0, T ])⊗F
B,µ,t
∞ ⊗B(Rn)⊗B(A))→
(Rn,B(Rn)) is measurable.
As a matter of fact, suppose that we have already constructed the random field (X t,x,as ). Then,
by a monotone class argument, we see that there exists a P1 ⊗ P-null set N ∈ F1 ⊗ F and a
random field (Xt,x,as ), with (t, s, x, a) ∈ [0, T ]× [0, T ]×Rn×A, which is measurable as a map from
([0, T ]× [0, T ]×Ω1×Ω×Rn×A,B([0, T ])⊗B([0, T ])⊗F1⊗F ⊗B(Rn)⊗B(A)) into (Rn,B(Rn)),
such that (X t,x,as ) coincides with (X
t,x,a
s ) on [0, T ] × [0, T ] × ((Ω1 × Ω)\N) × Rn × A. It is then
easy to see that (Xt,x,as ) satisfies items (i) and (ii) of the Lemma.
It remains to construct a random field (X t,x,as ) satisfying (i)’ and (ii)’. To this end, we ex-
ploit the Picard iterations method. More precisely, we define recursively a sequence of processes
(X m,t,x,a)m, setting X
0,t,x,a ≡ 0 and then defining X m+1,t,x,a from X m,t,x,a as follows:
dX m+1,t,x,as = b(X
m,t,x,a
s , I
t,a
s )ds + σ(X
m,t,x,a
s , I
t,a
s )dBs, t ≤ s ≤ T, X
m+1,t,x,a
t = x.
We also set X m+1,t,x,as = x, for every s ∈ [0, t). It can be shown (proceeding for instance as in
Lemma 14.20 of [24]) that there exists a random field (X t,x,as ) such that we have the following
convergence in probability:
sup
s∈[0,T ]
|X m,t,x,as −X
t,x,a
s |
P1⊗P
−→ 0, as m tends to infinity. (3.4)
Then, for every (t, x, a) ∈ [0, T ]×Rn×A, the process (X t,x,as )s∈[t,T ] is F
B,µ,t-adapted and continuous,
and solves equation (3.3). Moreover, X t,x,as = x, for every s ∈ [0, t). Therefore, by Theorem 14.23
in [24], (X t,x,as )s∈[t,T ] is the unique (up to indistinguishability) F
B,µ,t-adapted continuous process
solution to (3.3). This proves item (i)’.
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On the other hand, we notice that, for every m, the map X m,t,x,as : ([0, T ] × [0, T ] × Ω1 × Ω ×
Rn ×A,B([0, T ])⊗B([0, T ])⊗FB,µ,t∞ ⊗B(Rn)⊗B(A))→ (Rn,B(Rn)) is measurable. Then, by the
convergence in probability (3.4), we see (proceeding for instance as in the first point of Exercise
IV.5.17 in [32]) that the map X t,x,as : ([0, T ] × [0, T ] × Ω1 × Ω × Rn × A,B([0, T ]) ⊗ B([0, T ]) ⊗
FB,µ,t∞ ⊗B(Rn)⊗B(A))→ (Rn,B(Rn)) can be taken to be measurable. This implies that item (ii)’
holds true. ✷
For every t ∈ [0, T ], let us denote by F¯o,B,µ,t = (F¯0,B,µ,ts )s∈[t,T ] the P¯-completion of the filtration
generated by Fo, (Bs−Bt)s≥t, and µ 1(t,∞), and by L
2(F¯o,B,µt ;R
n) the set of square integrable F¯o,B,µt
(:= F¯o,B,µ,0t )-measurable random variables on (Ω¯, F¯ , P¯). By Lemma 3.1, the pathwise uniqueness
of a solution to (3.5), and identity (3.2), we deduce the following standard result.
Lemma 3.2 Under Assumption (H1), for every (t, ξ, a) ∈ [0, T ]×L2(F¯o,B,µt ;R
n)×A, the process
(Xt,ξ,as )s∈[t,T ], defined as X
t,ξ,a
s (ωo, ω1, ω) = X
t,ξ(ωo),a
s (ω1, ω), is the unique (up to indistinguishabil-
ity) F¯o,B,µ,t-adapted continuous solution to the equation:
dXt,ξ,as = b(X
t,ξ,a
s , I
t,a
s )ds + σ(X
t,ξ,a
s , I
t,a
s )dBs, t ≤ s ≤ T, X
t,ξ,a
t = ξ, (3.5)
and satisfies the standard estimate
E¯
[
sup
t≤s≤T
∣∣Xt,ξ,as ∣∣2
]
≤ C
(
1 + E¯|ξ|2
)
< ∞, (3.6)
for some positive constant C. In addition, we have the flow property:
Xt,ξ,as = X
θ,Xt,ξ,a
θ
,It,a
θ
s , (3.7)
PR-a.s., for all θ, s ∈ [t, T ], with θ ≤ s.
Remark 3.1 By misuse of notation, we have written here Xt,ξ,a for the solution to the randomized
SDE (3.5), but we point out that this differs from the solution Xt,ξ,α to the controlled SDE (1.1)
when α is constant equal to a. ✷
We next consider on (Ω,F ,P), for every t ≥ 0, the so-called randomized observation filtration
FW,µ,t = (FW,µ,ts )s≥t, as the P-completion of the filtration generated by (Ws −Wt)s≥t and µ 1[t,∞),
and denote by P(FW,µ,t) the corresponding predictable σ-algebra on Ω× [t,∞).
We can then define, for every t ∈ [0, T ], the randomized optimal control problem as follows: the
set V
W,µ,t
of admissible controls consists of all ν = νs(ω, a) : Ω × [t,∞) × A → (0,∞), which are
P(FW,µ,t)⊗ B(A)-measurable and bounded.
Remark 3.2 The randomized problem can be equivalently formulated (in the sense that the value
function is the same) with V¯
W,µ,t
instead of V
W,µ,t
. More precisely, define on (Ω¯, F¯ , P¯), for every
t ∈ [0, T ], the filtration F¯W,µ,t = (F¯W,µ,ts )s≥t as the P¯-completion of the filtration generated by
(Ws −Wt)s≥t and µ 1[t,∞), and let P(F¯
W,µ,t) denote the corresponding predictable σ-algebra on
Ω¯ × [t,∞). Consider the set V¯
W,µ,t
of maps ν¯ = ν¯s(ω¯, a) : Ω¯ × [t,∞) × A → (0,∞), which are
P(F¯W,µ,t) ⊗ B(A)-measurable and bounded. Then, the value function of the randomized optimal
control problem (defined below in (3.10)) remains the same if we replace V
W,µ,t
by V¯
W,µ,t
. Indeed, for
every s ≥ t, F¯W,µ,ts is the P¯-completion of the canonical extension of F
W,µ,t
s to Ω¯. As a consequence,
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using for instance Proposition 1.1 in [24], we see that given ν¯ ∈ V¯
W,µ,t
there exist ν ∈ V
W,µ,t
and
a P¯-null set N¯ ∈ F¯ such that ν¯s(ω¯, a) = νs(ω, a) for every (ω¯, s, a) ∈ (Ω¯\N¯) × [t,∞) × A, where
ω¯ = (ωo, ω1, ω). Notice that in [4] the randomized problem was formulated using the class V¯
W,µ,t
.
✷
For every t ∈ [0, T ], ν ∈ V
W,µ,t
, consider the Dole´ans exponential process
κν,ts = Es
(∫ ·
t
∫
A
(νr(a)− 1)
(
µ(dr, da) − λ(da)dr
))
.
We then define a new probability measure on (Ω¯, F¯) as dP¯ν,t = κν,tT dP¯. Since κ
ν,t is defined
on Ω, we also define a new probability measure on (Ω,F) as dPν,t = κν,tT dP. From Girsanov’s
theorem it follows that under Pν,t the compensator of µ on the set [t, T ]×A is the random measure
νts(a)λ(da)ds, while B remains a Brownian motion under P
ν,t, and the law of a Fo-measurable
random variable ξ is the same under P¯ and P¯ν,t. Therefore, under (H1), we obtain by standard
arguments the following estimate:
sup
ν∈V
W,µ,t
E¯ν,t
[
sup
s∈[t,T ]
|Xt,ξ,as |
2
]
≤ C
(
1 + E¯
[
|ξ|2
])
< ∞, (3.8)
where E¯ν,t (resp. Eν,t) denotes the expectation with respect to P¯ν,t (resp. Pν,t). We finally introduce
the gain functional of the randomized control problem
JR(t, ξ, ν, a) := E¯ν,t
[ ∫ T
t
f(Xt,ξ,as , I
t,a
s )ds+ g(X
t,ξ,a
T )
]
(3.9)
and the corresponding value function:
υ
R(t, ξ, a) := sup
ν∈V
W,µ,t
JR(t, ξ, ν, a), t ∈ [0, T ], ξ ∈ L2(Fo;Rn), a ∈ A. (3.10)
It is proved in [4] that the value functions of the primal partial observation control problem
(1.3) and of the randomized control problem (3.10) coincide:
υ(t, ξ) = υR(t, ξ, a), t ∈ [0, T ], ξ ∈ L2(Fo;Rn), a ∈ A. (3.11)
This key relation will be exploited in the sequel for deriving a so-called randomized dynamic pro-
gramming principle and then a Bellman equation characterizing (in the viscosity sense) the value
function to the partial observation control problem.
Remark 3.3 Relation (3.11) shows that the value function of the randomized control problem
depends only on the objects B = (V,W ), b, σ, f , g and A of the primal partial observation control
problem, and thus not on the intensity measure λ of µ, nor on the initial point a taken by the jump
process It,a. ✷
4 Randomized filtering and dynamic programming principle
4.1 Randomized filter process and Zakai equation
We first consider the filtering of the randomized process solution to (3.5) with respect to the
randomized observation filtration. More precisely, for every (t, s, ω, π, a) ∈ [0, T ] × [t, T ] × Ω ×
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P2(R
n)×A, we define ρt,pi,as (ω) ∈ P2(R
n) as follows:
ρt,pi,as (ω)[ϕ] := E
1
[ ∫
Rn
ϕ(Xt,x,as (·, ω))π(dx)
]
, (4.1)
for every ϕ ∈ B2(R
n). We also set ρt,pi,as (ω) = π, for every (t, s, ω, π, a) ∈ [0, T ] × [0, t) × Ω ×
P2(R
n)×A.
Remark 4.1 Let ξ ∈ L2(Fo;Rn) with law π and consider the process (Xt,ξ,as )s∈[t,T ] solution to
(3.5). Then, we see that
ρt,pi,as (ω)[ϕ] := E
1
[ ∫
Rn
ϕ(Xt,x,as (·, ω))π(dx)
]
= E¯1
[
ϕ(Xt,ξ(·),as (·, ω))
]
= E¯
[
ϕ(Xt,ξ,as )
∣∣F¯W,µ,ts ](ω),
P(dω)-a.s., where the σ-algebra F¯W,µ,ts was introduced in Remark 3.2. In other words, ρ
t,pi,a
s (ω) is
the law of the random variable X
t,ξ(.),a
s (., ω) on (Ω¯1, F¯1, P¯1), or equivalently the realization at ω of
the conditional law of Xt,ξ,as given F¯
W,µ,t
s . Notice that X
t,ξ,a
s is independent of the increments of
Wr −Ws, and µ([s, r)×B) for all r ≥ s, B ∈ B(A). Thus, ρ
t,pi,a
s is equal to the conditional law of
Xt,ξ,as given F¯
W,µ
∞ , denoted by L(X
t,ξ,a
s |W,µ). ✷
Lemma 4.1 Under Assumption (H1), the P2(R
n)-valued random field (ρt,pi,as ), with t ∈ [0, T ],
s ∈ [0, T ], π ∈ P2(R
n), a ∈ A, is such that:
(i) the map ρt,pi,as : ([0, T ]×[0, T ]×Ω×P2(R
n)×A,B([0, T ])⊗B([0, T ])⊗F⊗B(P2(R
n))⊗B(A))→
(P2(R
n),B(P2(R
n))) is measurable;
(ii) for every (t, π, a) ∈ [0, T ]×P2(R
n)×A, the stochastic process (ρt,pi,as )s∈[t,T ] is F
W,µ,t-predictable,
and satisfies the estimate
E
[
sup
t≤s≤T
|ρt,pi,as |
2
]
≤ C(1 + ‖π‖2
2
), (4.2)
for some positive constant C.
Proof. Concerning item (i), we begin noting that it is enough to prove that for every ϕ ∈ B2(R
n)
the map ρt,pi,as (ω)[ϕ] : ([0, T ]×[0, T ]×Ω×P2(R
n)×A,B([0, T ])⊗B([0, T ])⊗F⊗B(P2(R
n))⊗B(A))→
(R,B(R)) is measurable. In order to prove this latter property, fix ϕ ∈ B2(R
n) and notice that, by
Lemma 3.1 and Fubini’s theorem, the map E1[ϕ(Xt,x,as (·, ω))] : ([0, T ]×[0, T ]×Ω×Rn×A,B([0, T ])⊗
B([0, T ]) ⊗ F ⊗ B(Rn) ⊗ B(A)) → (R,B(R)) is measurable. Then, by a monotone class argument
(proving firstly the measurability of ρt,pi,as (ω)[ϕ] when the map E1[ϕ(X
t,x,a
s (·, ω))] can be expressed
as a product ϕ1(t, s, ω, a)ϕ2(x), for some measurable and bounded functions ϕ1 and ϕ2), we see
that ρt,pi,as (ω)[ϕ] is measurable, so that the claim follows.
Let us now prove property (ii). Fix (t, π, a) ∈ [0, T ]×P2(R
n)×A. Notice that, by Lemma 2.2,
item (ii) follows if we prove that for every continuous ϕ ∈ B2(R
n) the process (ρt,pi,as [ϕ])s∈[t,T ] is
FW,µ,t-predictable. In order to prove this latter property for a fixed continuous ϕ ∈ B2(R
n), it is
enough to show that:
(ii.a) P(dω)-a.s., the map s 7→ ρt,pi,as (ω)[ϕ] is continuous;
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(ii.b) the process (ρt,pi,as [ϕ])s∈[t,T ] is F
W,µ,t-adapted.
Regarding item (ii.a), we begin noting that, since, for every x ∈ Rn, (P1 ⊗ P)-a.e. path of
the process (Xt,x,as )s∈[t,T ] is continuous, we deduce that the map s 7→ ϕ(X
t,x,a
s (ω1, ω)) is (P1 ⊗
P)(dω1, dω)-a.s. continuous. This implies that∫
Ω1×Ω
lim
δ↓0
sup
|s′−s′′|<δ
s′,s′′∈Q
∣∣ϕ(Xt,x,as′ (ω1, ω))− ϕ(Xt,x,as′′ (ω1, ω))∣∣ (P1 ⊗ P)(dω1, dω) = 0, (4.3)
where we observe that the map
(ω1, ω, x) 7−→ lim
δ↓0
sup
|s′−s′′|<δ
s′,s′′∈Q
∣∣ϕ(Xt,x,as′ (ω1, ω))− ϕ(Xt,x,as′′ (ω1, ω))∣∣
is F1⊗F⊗B(Rn)-measurable, as a consequence of Lemma 3.1(ii). Then, from (4.3) and by Fubini’s
theorem, we obtain
0 =
∫
Rn
(∫
Ω1×Ω
lim
δ↓0
sup
|s′−s′′|<δ
s′,s′′∈Q
∣∣ϕ(Xt,x,as′ (ω1, ω))− ϕ(Xt,x,as′′ (ω1, ω))∣∣ (P1 ⊗ P)(dω1, dω)
)
π(dx)
=
∫
Ω
(∫
Ω1×Rn
lim
δ↓0
sup
|s′−s′′|<δ
s′,s′′∈Q
∣∣ϕ(Xt,x,as′ (ω1, ω))− ϕ(Xt,x,as′′ (ω1, ω))∣∣P1(dω1)π(dx)
)
P(dω).
We conclude that there exists a P-null set N ∈ F such that for every ω /∈ N the map s 7→
ϕ(Xt,x,as (ω1, ω)) is P1(dω1)π(dx)-a.e. continuous, so that∫
Ω1×Rn
lim
δ↓0
sup
|s′−s′′|<δ
s′,s′′∈Q
∣∣ϕ(Xt,x,as′ (ω1, ω))− ϕ(Xt,x,as′′ (ω1, ω))∣∣P1(dω1)π(dx) = 0, ∀ω /∈ N. (4.4)
In particular, this implies that, for every ω /∈ N , we have: P1(dω1)π(dx)-a.e.
sup
|s′−s′′|<δ
∣∣ϕ(Xt,x,as′ (ω1, ω))− ϕ(Xt,x,as′′ (ω1, ω))∣∣
= sup
|s′−s′′|<δ
s′,s′′∈Q
∣∣ϕ(Xt,x,as′ (ω1, ω))− ϕ(Xt,x,as′′ (ω1, ω))∣∣. (4.5)
Now, we observe that, by formula (4.1), we have
∣∣ρt,pi,as′ (ω)− ρt,pi,as′′ (ω)∣∣ ≤
∫
Ω1×Rn
∣∣ϕ(Xt,x,as′ (ω1, ω))− ϕ(Xt,x,as′′ (ω1, ω))∣∣ P1(dω1)π(dx).
Fix δ > 0 and take the supremum over all pairs s′, s′′ such that |s′− s′′| < δ, then, for every ω /∈ N ,
sup
|s′−s′′|<δ
∣∣ρt,pi,as′ (ω)− ρt,pi,as′′ (ω)∣∣
≤
∫
Ω1×Rn
sup
|s′−s′′|<δ
∣∣ϕ(Xt,x,as′ (ω1, ω)) − ϕ(Xt,x,as′′ (ω1, ω))∣∣P1(dω1)π(dx)
=
∫
Ω1×Rn
sup
|s′−s′′|<δ
s′,s′′∈Q
∣∣ϕ(Xt,x,as′ (ω1, ω)) − ϕ(Xt,x,as′′ (ω1, ω))∣∣P1(dω1)π(dx), (4.6)
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where we used property (4.5). Taking the limit as δ ↓ 0 in (4.6), we obtain, for every ω /∈ N ,
lim
δ↓0
sup
|s′−s′′|<δ
∣∣ρt,pi,as′ (ω)− ρt,pi,as′′ (ω)∣∣
≤
∫
Ω1×Rn
lim
δ↓0
sup
|s′−s′′|<δ
s′,s′′∈Q
∣∣ϕ(Xt,x,as′ (ω1, ω))− ϕ(Xt,x,as′′ (ω1, ω))∣∣ P1(dω1)π(dx). (4.7)
From (4.4), we deduce that
lim
δ↓0
sup
|s′−s′′|<δ
∣∣ρt,pi,as′ (ω)− ρt,pi,as′′ (ω)∣∣ = 0, ∀ω /∈ N.
This proves that, for every ω /∈ N , the map s 7→ ρt,pi,as (ω)[ϕ] is continuous, and concludes the proof
of item (ii.a).
Let us now prove item (ii.b). To this end, fix ξ ∈ L2(Fo;Rn), with π = L(ξ). Recall from
Lemma 3.2 that the process (Xt,ξ,as )s∈[t,T ] is F¯
o,B,µ,t-adapted. As a consequence, (Xt,ξ,as )s∈[t,T ] is
adapted (and hence predictable, since it is continuous) with respect to the P¯-completion of the
filtration (Fo ⊗F1 ⊗FW,µ,ts )s≥t. Then, by Proposition 1.1.(b) of [24] it follows that there exists a
P¯-null set N¯ ⊂ Ω¯ and a process (X¯t,ξ,as )s∈[t,T ] such that:
• (X¯t,ξ,as )s∈[t,T ] is (F
o ⊗F1 ⊗FW,µ,ts )s≥t-adapted;
• (Xt,ξ,as )s∈[t,T ] and (X¯
t,ξ,a
s )s∈[t,T ] coincide on the complementary set of N¯ , namely they are
P¯-indistinguishable.
In particular, there exists a P-null setN ⊂ Ω such that, for every ω /∈ N , the processes (Xt,ξ,as (·, ω))s∈[t,T ]
and (X¯t,ξ,as (·, ω))s∈[t,T ] are P¯
1-indistinguishable. Therefore, for every s ∈ [t, T ] and continuous
ϕ ∈ B2(R
n), we have
ρt,pi,as (ω)[ϕ] = E
1
[ ∫
Rn
ϕ(Xt,x,as (·, ω))π(dx)
]
= E¯1
[
ϕ(Xt,ξ(·),as (·, ω))
]
= E¯1
[
ϕ(X¯t,ξ(·),as (·, ω))
]
,
where the last equality holds for every ω /∈ N . Now notice that, by Fubini’s theorem, the map
ω 7→ E¯1[ϕ(X¯
t,ξ(·),a
s (·, ω))] is F
W,µ,t
s -measurable. Since the random variable ω 7→ ρ
t,pi,a
s (ω)[ϕ] is
equal P-a.s. to ω 7→ E¯1[ϕ(X¯
t,ξ(·),a
s (·, ω))], ρ
t,pi,a
s [ϕ] is also F
W,µ,t
s -measurable. This implies that the
stochastic process (ρt,pi,as [ϕ])s∈[t,T ] is F
W,µ,t-adapted, so that item (ii.b) holds. Finally the estimate
(4.2) follows from (3.6), and this concludes the proof of property (ii). ✷
Lemma 4.2 Under Assumption (H1), for every (t, π, a) ∈ [0, T ] × P2(R
n)×A, the flow property
holds:
ρt,pi,as = ρ
θ,ρt,pi,a
θ
,It,a
θ
s , (4.8)
P-a.s., for all θ, s ∈ [t, T ], with θ ≤ s.
Proof. We recall from Theorem 2.18 in [2] that there exists a countable separating class (ϕm)m of
continuous and bounded functions from Rn into R, namely (see Definition 2.12 in [2]) given π1, π2 ∈
P2(R
n) the condition π1(ϕm) = π2(ϕm), for every m, implies that π1 = π2. As a consequence, the
claim of the Lemma follows if we prove that
ρt,pi,as (ω)[ϕm] = ρ
θ,ρt,pi,a
θ
(ω),It,a
θ
(ω)
s (ω)[ϕm], P(dω)-a.s., for every m. (4.9)
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Fix ϕ ∈ (ϕm)m. Our aim is to prove (4.9) for ϕ. From the definition of ρ
t,pi,a
s (ω)[ϕ] in (4.1) and
Remark 4.1, we have
ρt,pi,as (ω)[ϕ] = E
1
[ ∫
Rn
ϕ(Xt,x,as (·, ω))π(dx)
]
= E¯1
[
ϕ
(
Xt,ξ(·),as (·, ω)
)]
.
Now, recall from (3.7) that Xt,ξ,as = X
θ,Xt,ξ,a
θ
,It,a
θ
s , PR-a.s., therefore there exists a P-null set N ∈ F
such that X
t,ξ(·),a
s (·, ω) = X
θ,X
t,ξ(·),a
θ
(·,ω),It,a
θ
(ω)
s (·, ω), Po ⊗ P1-a.s., for every ω /∈ N . Hence, for every
ω /∈ N , we have
ρt,pi,as (ω)[ϕ] = E¯
1
[
ϕ
(
X
θ,X
t,ξ(·),a
θ
(·,ω),It,a
θ
(ω)
s (·, ω)
)]
= E1
[ ∫
Rn
ϕ
(
X
θ,Xt,x,a
θ
(·,ω),It,a
θ
(ω)
s (·, ω)
)
π(dx)
]
=
∫
Rn
E1
[
Φ(Xt,x,aθ (·, ω), ·)
]
π(dx),
where
Φ(y, ω1) := ϕ
(
X
θ,y,It,a
θ
(ω)
s (ω
1, ω)
)
, (4.10)
for every (y, ω1) ∈ Rn × Ω (we omit the dependence of Φ on t, θ, s, a, ω). Notice that, for every
(t, θ, s, ω, a), the σ-algebra on Ω1 given by σ(Xt,x,aθ (·, ω), x ∈ R
n) is independent of σ(Φ(y, ·), y ∈
Rn). Therefore, by a monotone class argument (first taking Φ of the form Φ(y, ω) = Φ1(y)Φ2(ω),
for some measurable and bounded functions Φ1 and Φ2), we see that
E1
[
Φ(Xt,x,aθ (·, ω), ·)
]
=
∫
Ω1
Φ(Xt,x,aθ (ω
1, ω), ω1)P1(dω1)
=
∫
Ω1×Ω˜1
Φ(Xt,x,aθ (ω˜
1, ω), ω1) (P1 ⊗ P˜1)(dω1, dω˜1),
where (Ω˜1, F˜1, P˜1) is a copy of (Ω1,F1,P1). In conclusion, we find, P(dω)-a.s.,
ρt,pi,as (ω)[ϕ] =
∫
Rn
∫
Ω1×Ω˜1
Φ(Xt,x,aθ (ω˜
1, ω), ω1)(P1 ⊗ P˜1)(dω1, dω˜1)π(dx). (4.11)
On the other hand, from formula (4.1) we have
ρ
θ,ρt,pi,a
θ
(ω),It,a
θ
(ω)
s (ω)[ϕ] = E
1
[ ∫
Rn
ϕ
(
X
θ,y,It,a
θ
(ω)
s (·, ω)
)
ρt,pi,aθ (ω)(dy)
]
. (4.12)
Notice that ρt,pi,aθ (ω), which is defined as
ρt,pi,aθ (ω)[ψ] := E
1
[ ∫
Rn
ψ(Xt,x,aθ (·, ω))π(dx)
]
, for every ψ ∈ B2(R
n),
is the distribution of the random variable X
t,ξ(·),a
s (·, ω) : Ω1 → Rn. Therefore, (4.12) can be rewrit-
ten as (recalling that π is the distribution of ξ)
ρ
θ,ρt,pi,a
θ
(ω),It,a
θ
(ω)
s (ω)[ϕ] = E
1
[ ∫
Rn×Ω˜1
ϕ(X
θ,Xt,x,a
θ
(ω˜1,ω),It,a
θ
(ω)
s (ω
1, ω))(π ⊗ P˜1)(dx, dω˜1)
]
=
∫
Rn
∫
Ω1×Ω˜1
ϕ(X
θ,Xt,x,a
θ
(ω˜1,ω),It,a
θ
(ω)
s (ω
1, ω))(P1 ⊗ P˜1)(dω1, dω˜1)π(dx),
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which coincides with (4.11), using the definition of Φ in (4.10). This concludes the proof. ✷
For sake of completeness, we end this paragraph by showing how one can derive a filtering
equation, namely an evolution equation for the randomized filter process ρ, although it will not be
used in our approach. We denote by La and Ma, a ∈ A, the second-order and first-order differen-
tial operators from C2b (R
n) (⊂ B2(R
n)), the set of bounded and twice continuously differentiable
functions on Rn with bounded derivatives, into B2(R
n):
Laϕ = b(., a) ·Dxϕ+
1
2
tr
[
σσ⊺(., a)D2xϕ
]
,
Maϕ = Dxϕ
⊺σ
W
(., a).
By Itoˆ’s formula to (3.5), given ϕ ∈ C2b (R
n), we have
ϕ(Xt,ξ,as ) = ϕ(ξ) +
∫ s
t
LI
t,a
r ϕ(Xt,ξ,ar ) dr +
∫ s
t
Dxϕ(X
t,ξ,a
r )
⊺σ
V
(Xt,ξ,ar , I
t,a
r ) dVr
+
∫ s
t
M I
t,a
r ϕ(Xt,ξ,ar ) dWr. (4.13)
Taking in (4.13) the conditional expectation with respect to the σ-algebra F¯W,µ,t∞ , introduced in
Remark 3.2, we obtain by (4.1) and Remark 4.1
ρt,pi,as [ϕ] = π[ϕ] +
∫ s
t
ρt,pi,ar [L
It,ar ϕ] dr +
∫ s
t
ρt,pi,ar [M
It,ar ϕ] dWr, (4.14)
for all s ∈ [t, T ]. Observe that equation (4.14) looks like a controlled Zakai equation (see equation
(1.5)) where the control parameter has been replaced by the stochastic process It,a. We refer to
(4.14) as randomized Zakai equation. Following standard arguments in nonlinear filtering (see for
instance Chapter 7 in [2]), we can recast equation (4.14) in a strong form under the condition that,
for all s ∈ [t, T ], ρt,pi,as has a density p
t,pi,a
s ∈ L2(Rn) (the L2 space on (Rn,B(Rn)) with respect to
the Lebesgue measure), namely
ρt,pi,as [ϕ] =
∫
Rn
ϕ(x) pt,pi,as (x) dx =: < ϕ, p
t,pi,a
s >L2(Rn) , for every s ∈ [t, T ],
for all bounded measurable functions ϕ on Rn. In particular, π has a density η := pt,pi,at ∈ L
2(Rn),
and we set pt,η,as := p
t,pi,a
s . If the function x 7→ p
t,η,a
s (x) is smooth enough (for instance, p
t,η,a
s
∈ C2c (R
n) ⊂ L2(Rn), the set of twice continuously differentiable functions on Rn with compact
support), integrating by parts in (4.14) we obtain:
ρt,pi,as [ϕ] = < ϕ, p
t,η,a
s >L2(Rn)
= < ϕ,
(
η +
∫ s
t
(LI
t,a
r )∗pt,η,ar dr +
∫ s
t
(M I
t,a
r )∗pt,η,ar dWr
)
>
L2(Rn)
,
for all ϕ ∈ C2c (R
n), where
(La)∗p = −div(b(., a)p) + 12tr
[
D2x(σσ
⊺(., a)p
)]
,
(Ma)∗p = −div
(
σ
W
(., a)p
)
,
(4.15)
are the adjoint operators of La and Ma (here div(.) denotes the divergence operator). This leads
to consider the stochastic partial differential equation (SPDE) for the density pt,η,a in the Hilbert
space L2(Rn):
dpt,η,as = (L
It,as )∗pt,η,as ds+ (M
It,as )∗pt,η,as dWs, t ≤ s ≤ T, p
t,η,a
t = η ∈ L
2(Rn), (4.16)
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which is refereed to as the randomized Duncan-Mortensen-Zakai (DMZ) SPDE (compare with the
controlled DMZ equation in (1.7)).
4.2 Randomized dynamic programming principle
From Bayes formula, and the (P,FW,µ,t)-martingale property of the density process κν,t in (3.8) of
the probability measure Pν,t, ν ∈ V
W,µ,t
, we can express the randomized gain functional (3.9) in a
separated form involving the randomized filter process (4.1), namely:
JR(t, ξ, ν, a) = Eν,t
[ ∫ T
t
ρt,pi,as [f(., I
t,a
s )]ds + ρ
t,pi,a
T [g]
]
.
where ξ ∈ L2(Fo;Rn) has distribution π. We then see that the randomized gain functional JR
depends upon ξ only through its distribution π. Therefore, we define the inverse-lifted version of
JR by:
JR(t, π, ν, a) := JR(t, ξ, ν, a) = Eν,t
[ ∫ T
t
ρt,pi,as [f(., I
t,a
s )]ds + ρ
t,pi,a
T [g]
]
,
for all (t, π) ∈ [0, T ] × P2(R
n) and every ν ∈ V
W,µ,t
. Similarly, we define the inverse-lifted versions
of υ and υR respectively as v and vR. They are given by (recalling the equivalence result (3.11))
v(t, π) = vR(t, π, a) = sup
ν∈V
W,µ,t
JR(t, π, ν, a), (t, π) ∈ [0, T ]× P2(R
n), a ∈ A. (4.17)
Noting that vR is constant with respect to a ∈ A, from now on we simply write vR(t, π) instead
of vR(t, π, a), for any a ∈ A. Notice also from (1.4) that we have the quadratic growth condition:
there exists some positive constant C such that
|v(t, π)| ≤ C(1 + ‖π‖2
2
), ∀(t, π) ∈ [0, T ]× P2(R
n). (4.18)
The purpose of this paragraph is to prove a dynamic programming principle for the value
function vR of the randomized control problem, and consequently for the value function v of the
primal partial observation control problem. We shall rely on the dual representation of vR(t, π)
in terms of a constrained backward stochastic differential equation (BSDE), obtained in [4], and
refereed to as the randomized equation.
For every (t, π, a) ∈ [0, T ]×P2(R
n)×A, the randomized equation is formulated in terms of the
filter process (ρt,pi,as )s∈[t,T ] as a backward stochastic differential equation with nonnegative jumps
on the filtered probability space (Ω,F ,FW,µ,t,P):


Ys = ρ
t,pi,a
T [g] +
∫ T
s
ρt,pi,ar [fr(·, I
t,a
r )] dr +KT −Ks
−
∫ T
s
Zr dWr −
∫ T
s
∫
A
Ur(a)µ(dr da), for all s ∈ [t, T ],
Us(a) ≤ 0, P(dω) ds λ(da)-a.e. on Ω× [t, T ]×A.
(4.19)
We are interested in the minimal solution to (4.19), whose definition is reported below.
Definition 4.1 For every (t, π, a) ∈ [0, T ]× P2(R
n)×A, a quadruple (Y,Z,U,K) is a solution to
equation (4.19) if:
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1. Y ∈ S2(FW,µ,t), the class of real ca`dla`g FW,µ,t-adapted processes (Ys)s∈[t,T ] such that ‖Y ‖
2
S2(FW,µ,t)
:= E[supt≤s≤T |Ys|
2] < ∞;
2. Z ∈ L2W (F
W,µ,t), the class of Rd-valued P(FW,µ,t)-measurable processes (Zs)s∈[t,T ] such that
‖Z‖2
L2
W
(FW,µ,t)
:= E
[ ∫ T
t |Zs|
2ds
]
< ∞;
3. U ∈ L2µ˜(F
W,µ,t), the class of P(FW,µ,t) ⊗ B(A)-measurable maps U : Ω× [t, T ] ×A→ R such
that ‖U‖2
L2
µ˜
(FW,µ,t)
:= E
[ ∫ T
t
∫
A |Us(a)|
2λ(da)ds
]
< ∞;
4. K ∈ K2(FW,µ,t), the subclass of S2(FW,µ,t) consisting of P(FW,µ,t)-measurable nondecreasing
processes satisfying Kt = 0.
A solution (Y,Z,U,K) is called minimal if, given any other solution (Y ′, Z ′, U ′,K ′), we have Ys ≤
Y ′s , P-a.s., for all s ∈ [t, T ].
It is proved in [4], Theorem 5.1, that for every (t, π, a) ∈ [0, T ]×P2(R
n)×A there exists a unique
minimal solution (Y t,pi,a, Zt,pi,a, U t,pi,a,Kt,pi,a) ∈ S2(FW,µ,t)× L2W (F
W,µ,t)× Lµ˜(F
W,µ,t)×K2(FW,µ,t)
to (4.19). Moreover, we have the following dual representation (see Theorem 5.1 in [4]):
Y t,pi,at = sup
ν∈V
W,µ,t
Eν,t
[ ∫ T
t
ρt,pi,as [f(·, I
t,a
s )] ds + ρ
t,pi,a
T [g]
]
. (4.20)
This implies, using (4.17), that (recall that we write vR(t, π) instead of vR(t, π, a), for any a ∈ A)
v(t, π) = vR(t, π) = Y t,pi,at , (t, π) ∈ [0, T ]× P2(R
n), for any a ∈ A. (4.21)
As shown in Theorem 5.2 of [4], the following generalization of the dual representation (4.20) holds:
Y t,pi,at = sup
ν∈V
W,µ,t
sup
θ
Eν,t
[ ∫ θ
t
ρt,pi,ar [f(·, I
t,a
r )] dr + Y
t,pi,a
θ
]
= sup
ν∈V
W,µ,t
inf
θ
Eν,t
[ ∫ θ
t
ρt,pi,ar [f(·, I
t,a
r )] dr + Y
t,pi,a
θ
]
, (4.22)
where the supθ and infθ are taken over the class of F
W,µ,t-stopping times θ valued in [t, T ], and this
can be viewed as a dynamic programming relation for the solution to the BSDE. The importance
of the flow property in Lemma 4.2 is now to state in the next Lemma the identification between
the value function and the solution to the BSDE at any time, which in turn allows to obtain the
randomized dynamic programming principle for the value function.
Lemma 4.3 Under Assumption (H1), for every (t, π, a) ∈ [0, T ]×P2(R
n)×A, we have the identity:
P-a.s.,
v(s, ρt,pi,as ) = v
R(s, ρt,pi,as ) = Y
t,pi,a
s . (4.23)
Proof. We provide a sketch of the proof. We introduce, for every m ∈ N, the penalized backward
stochastic differential equation:
Y m,t,pi,as = ρ
t,pi,a
T [g] +
∫ T
s
ρt,pi,ar [fr(·, I
t,a
r )] dr +K
m,t,pi,a
T −K
m,t,pi,a
s
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−∫ T
s
Zm,t,pi,ar dWr −
∫ T
s
∫
A
Um,t,pi,ar (a)µ(dr da),
for every s ∈ [t, T ], where
Km,t,pi,as = m
∫ s
t
∫
A
(
Um,t,pi,ar (a)
)+
λ(da) dr.
By Lemma 2.4 in [35] it follows that, for every m ∈ N, there exists a unique solution (Y m,t,pi,a,
Zm,t,pi,a, Um,t,pi,a) ∈ S2(FW,µ,t) × L2W (F
W,µ,t) × L2µ˜(F
W,µ,t) to the penalized equation. Since this
latter equation is not a constrained equation, it is easy to prove, by the flow properties (3.2) and
(4.8), that the following flow property holds:
Y m,t,pi,as = Y
m,θ,ρt,pi,a
θ
,It,a
θ
s , (4.24)
P-a.s., for all θ, s ∈ [t, T ], with θ ≤ s. Let us now define, for every m ∈ N, the deterministic map:
vm(t, π, a) = Y
m,t,pi,a
t , for every (t, π, a) ∈ [0, T ]× P2(R
n)×A.
Then, from (4.24), we obtain:
vm(s, ρ
t,pi,a
s , I
t,a
s ) = Y
m,t,pi,a
s , P-a.s., for every (t, π, a) ∈ [0, T ]× P2(R
n)×A. (4.25)
We now notice that, proceeding as in Theorem 2.1 of [26], we see that Y m,t,pi,as increasingly converges
P-a.s. to Y t,pi,as , as m goes to infinity, for every s ∈ [t, T ]. In particular, vm(t, π, a) = Y
m,t,pi,a
t
converges to v(t, π) = vR(t, π) = Y t,pi,at , for every (t, π, a) ∈ [0, T ] × P2(R
n) × A. Then, letting
m→∞ in (4.25), we obtain (4.23). ✷
By (4.22) and formula (4.23), we then obtain the so-called randomized dynamic programming
principle for the value functions v = vR:
v(t, π) = sup
ν∈V
W,µ,t
sup
θ
Eν,t
[ ∫ θ
t
ρt,pi,ar [f(·, I
t,a
r )]dr + v(θ, ρ
t,pi,a
θ )
]
= sup
ν∈V
W,µ,t
inf
θ
Eν,t
[ ∫ θ
t
ρt,pi,ar [f(·, I
t,a
r )]dr + v(θ, ρ
t,pi,a
θ )
]
, (4.26)
for every (t, π) ∈ [0, T ]×P2(R
n), a ∈ A, with θ varying in the class of FW,µ,t-stopping times valued
in [t, T ].
Remark 4.2 It would be possible to derive a standard DPP from the randomized version. How-
ever, there is no advantage in doing it, since the randomized DPP is as powerful as the standard
one for our purpose of characterizing the value function through a dynamic programming equation
in the Wasserstein space of probability measures. This is the focus of the next section. ✷
5 Bellman equation and viscosity solutions in the Wasserstein
space
The purpose of this section is to derive from the dynamic programming principle (4.26) a partial
differential equation (PDE), called Hamilton-Jacobi-Bellman (HJB) equation, in the Wasserstein
space of probability measures for characterizing the value function v(t, π).
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5.1 Notion of differentiability and Itoˆ’s formula
We shall rely on the notion of derivative with respect to a probability measure, as introduced by
P.L. Lions in his course at Colle`ge de France [28], and detailed in the lecture notes [13].
A function u : P2(R
n)→ R is said to be differentiable (resp. C1) on P2(R
n) if its lifted function
υ is Fre´chet differentiable (resp. Fre´chet differentiable with continuous derivatives) on L2(Fo;Rn).
In this case, the Fre´chet derivative [Dυ](ξ), viewed as an element Dυ(ξ) of L2(Fo;Rn) by Riesz’
theorem: [Dυ](ξ)(ζ) = Eo[Dυ(ξ).ζ], can be represented as
Dυ(ξ) = ∂piu(L(ξ))(ξ), (5.1)
for some function ∂piu(L(ξ)) : R
n → Rn, which is called derivative of u at π = L(ξ). Moreover,
∂piu(π) ∈ L
2
pi(R
n) for π ∈ P2(R
n) = {L(ξ), ξ ∈ L2(Fo;Rn)}. Following [15], we say that u is fully
C2 if it is C1, and one can find, for any π ∈ P2(R
n), a continuous version of the mapping x ∈ Rn 7→
∂piu(π)(x), such that the mapping (π, x) ∈ P2(R
n) × Rn 7→ ∂piu(π)(x) is continuous at any point
(π, x) such that x ∈ Supp(π), and
(i) for each fixed π ∈ P2(R
n), the mapping x ∈ Rn 7→ ∂piu(π)(x) is differentiable in the standard
sense, with a gradient denoted by ∂x∂piu(π)(x) ∈ R
n×n, and such that the mapping (π, x) ∈
P2(R
n)× Rn 7→ ∂x∂piu(π)(x) is continuous
(ii) for each fixed x ∈ Rd, the mapping µ ∈ P2(R
n) 7→ ∂piu(π)(x) is differentiable in the above
lifted sense. Its derivative, interpreted thus as a mapping x′ ∈ Rd 7→ ∂pi
[
∂piu(π)(x)
]
(x′)
∈ Rn×n in L2pi(R
n×n), is denoted by x′ ∈ Rn 7→ ∂2piu(π)(x, x
′), and such that the mapping
(π, x, x′) ∈ P2(R
n)× Rn × Rn 7→ ∂2piu(π)(x, x
′) is continuous.
We say that u ∈ C2b (P2(R
n)) if it is fully C2, ∂x∂piu(π) ∈ L
∞
pi (R
n×n), ∂2piu(π) ∈ L
∞
pi⊗pi(R
n×n) for any
π ∈ P2(R
n), and for any compact set K of P2(R
n), we have
sup
pi∈K
[ ∫
Rn
∣∣∂piu(π)(x)|2π(dx) + ∥∥∂x∂piu(π)‖∞ + ∥∥∂2piu(π)‖∞
]
< ∞. (5.2)
If u lies in C2b (P2(R
n)), then its lifted function υ is twice continuously Fre´chet differentiable
on L2(Fo;Rn). In this case, the second Fre´chet derivative D2υ(ξ) is identified indifferently by
Riesz’ theorem as a bilinear form on L2(Fo;Rn) or as a self-adjoint operator (hence bounded) on
L2(Fo;Rn), denoted by D2υ(ξ) ∈ S(L2(Fo;Rn)), and we have the relation (see Appendix A.2 in
[14]):

D2υ(ξ)[ζ, ζ] = Eo
[
D2υ(ξ)(ζ).ζ
]
= Eo
[
E
′o
[
tr
(
∂2piu(L(ξ))(ξ, ξ
′)ζ(ζ ′)⊺
)]]
+ Eo
[
tr
(
∂x∂piu(L(ξ))(ξ)ζζ
⊺
)]
,
D2υ(ξ)[ηN, ηN ] = Eo
[
D2υ(ξ)(ηN).ηN
]
= Eo
[
tr
(
∂x∂piu(L(ξ))(ξ)ηη
⊺
)]
,
(5.3)
for any ξ ∈ L2(Fo;Rn), ζ ∈ L2(Fo;Rn), η ∈ L2(Fo;Rn×q), and where (ξ′, ζ ′) is a copy of (ξ, ζ)
on another Polish and atomless probability space (Ω
′o,F
′o,P
′o), N ∈ L2(Fo;Rq) is independent of
(ξ, η) with zero mean and unit variance.
We next need an Itoˆ’s formula along a flow of conditional measures proved in [14] for processes
with common noise, and that we adapt and formulate here in our randomization context for partial
observation. Let (Ω¯, F¯ , P¯) be a probability space of the form: Ω¯ = Ω¯1×Ω, F¯ = F¯1⊗F , P¯ = P¯1⊗P,
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where Ω¯1 = Ωo × Ω1, F¯1 = Fo ⊗ F1, P¯1 = Po ⊗ P1, with (Ωo,Fo,Po) a “rich” probability space
(see Remark 2.1), (Ω1,F1,P1) supporting a m-dimensional (P1,F1 = (F1t )t)-Brownian motion V ,
(Ω,F ,P) supporting a d-dimensional (P,F = (Ft)t)-Brownian motion W . For our purpose, F is
the P-completion of either the filtration generated by W , or the filtration generated by W and a
Poisson random measure µ. Denote by F¯ = (F¯t)t the P¯-completion of the filtration generated by
Ft, F
1
t and F
o, t ≥ 0. Let us consider an Itoˆ process in Rn of the form:
Xt = X0 +
∫ t
0
bsds+
∫ t
0
σVs dVs +
∫ t
0
σWs dWs, 0 ≤ t ≤ T, (5.4)
where X0 ∈ L
2(Fo,Rn), b, σ = (σV σW ) are F¯-progressively measurable processes, and satisfying
the integrability condition:
E¯
[ ∫ T
0
|bt|
2 + |σt|
2dt
]
< ∞.
For ω ∈ Ω, denote by ρt(ω) the law of the random variable Xt(., ω) on (Ω¯
1, F¯1, P¯1). Thus ρt is the
conditional law of Xt given F∞, hence also equal to the conditional law of Xt given Ft (recall that
F is the natural filtration of W or of (W,µ)), which then defines an F-adapted process (ρt) valued
in P2(R
n). Let u ∈ C2b (P2(R
n)). Then, for all t ∈ [0, T ], we have
u(ρt) = u(ρ0) +
∫ t
0
E¯1
[
∂piu(ρs)(Xs).bs +
1
2
tr
(
∂x∂piu(ρs)(Xs)σsσ
⊺
s
)]
+ E¯1
[
E¯
′1
[1
2
tr
(
∂2piu(ρs)(Xs,X
′
s)σ
W
s (σ
′,W
s )
⊺
)]]
ds
+
∫ t
0
E¯1
[
∂piu(ρs)(Xs)
⊺σWs
]
dWs, (5.5)
where X ′ and σ
′,W are copies of X and σW on another probability space (Ω¯′ = Ω¯
′1 × Ω, F¯
′1 ⊗
F , P¯
′1 ⊗ P), with (Ω¯
′1, F¯
′1, P¯
′1) supporting V ′ a copy of V .
Alternatively, we can formulate Itoˆ’s formula for the lifted υ on L2(Fo;Rn). For this consider
a copy V˜ of V on (Ωo,Fo,Po), and denote by X˜0, b˜, σ˜
V , σ˜W copies of X0, b, σ
V on (Ωo × Ω,Fo ⊗
F ,Po ⊗ P), and consider the Itoˆ process
X˜t = X˜0 +
∫ t
0
b˜sds+
∫ t
0
σ˜Vs dV˜s +
∫ t
0
σ˜Ws dWs, 0 ≤ t ≤ T, (5.6)
which is then a copy on (Ωo × Ω,Fo ⊗ F ,Po ⊗ P) of X in (5.4). The process Xˇ defined by Xˇt(ω)
= X˜t(., ω), 0 ≤ t ≤ T , is F-progressive, valued in L
2(Fo;Rn) with L(Xˇt(ω)) = ρt(ω). Similarly,
the processes defined by bˇt(ω) = b˜t(., ω), σˇ
V
t (ω) = σ˜t(., ω), σˇ
W
t (ω) = σ˜
W
t (., ω), 0 ≤ t ≤ T , are
F-progressive valued in L2(Fo;RN ), P-almost surely. Itoˆ’s formula (5.5) is then written for the
lifted function υ ∈ C2(L2(Fo;Rd)) from (5.1)-(5.3) as:
υ(Xˇt) = υ(Xˇ0) +
∫ t
0
Eo
[
Dυ(Xˇs).bˇs +
1
2
D2υ(Xˇs)(σˇ
V
s N).σˇ
V
s N +
1
2
tr
[
D2υ(Xˇs)(σˇ
W
s ).σˇ
W
s
]]
ds
+
∫ t
0
Eo
[
Dυ(Xˇs)
⊺σˇWs
]
dWs, 0 ≤ t ≤ T, P-a.s. (5.7)
for any Gaussian random variable N ∈ L2(Fo;Rm) independent of (V˜ , X˜0), with zero mean and
unit variance. We do not report the proof of Itoˆ’s formula (5.7), since it can be done proceeding
along the same lines as in the proof of Propositions 6.3 and 6.5 in [14], see also Theorem 7.1 in [12],
and [15] for related results.
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5.2 Bellman equation and verification theorem
We have now the ingredients for deriving the Bellman equation for the (inverse-lifted) value function
v(t, π) in (4.17), and it turns out that it takes the following form:

∂tv + sup
a∈A
{
π
[
f(., a) + Lav(t, π)
]
+ π ⊗ π
[
Mav(t, π)
]}
= 0, (t, π) ∈ [0, T )× P2(R
n),
v(T, π) = π[g], π ∈ P2(R
n),
(5.8)
where for φ ∈ C2b (P2(R
n)), a ∈ A, and π ∈ P2(R
n), Laφ(π) ∈ L2pi(R) is the function R
n → R defined
by
Laφ(π)(x) = ∂piφ(π)(x).b(x, a) +
1
2
tr
(
∂x∂piφ(π)(x)σσ
⊺(x, a)
)
(5.9)
and Maφ(π) ∈ L2pi⊗pi(R) is the function R
n × Rn → R defined by
Maφ(π)(x, x′) =
1
2
tr
(
∂2piφ(π)(x, x
′)σ
W
(x, a)σ⊺
W
(x′, a)
)
. (5.10)
The Bellman equation (5.8) is validated by the following verification theorem, whose proof will
rely on the above Itoˆ’s formula.
Theorem 5.1 (Verification Theorem)
Let w be a real-valued function in C1,2b ([0, T ] × P2(R
n)), i.e. w is continuous on [0, T ] × P2(R
n),
w(t, .) ∈ C2b (P2(R
n)) for all t ∈ [0, T ], and w(., π) ∈ C1([0, T )) for all π ∈ P2(R
n), and satisfying a
quadratic growth condition as in (4.18), together with a linear growth condition for its derivative:
|∂piw(t, π)(x)| ≤ C(1 + |x|+ ‖π‖2), ∀(t, x, π) ∈ [0, T ]× R
d × P2(R
d), (5.11)
for some positive constant C. Suppose that w is solution to the Bellman equation (5.8), and there
exists for all (t, π) ∈ [0, T )×P2(R
n) an element aˆ(t, π) attaining the supremum in (5.8) such that
the stochastic McKean-Vlasov SDE
dXˆs = b
(
Xˆs, aˆ(s,L(Xˆs|W ))
)
ds+ σ
(
Xˆs, aˆ(s,L(Xˆs|W ))
)
dBs, t ≤ s ≤ T,
admits a unique solution Xˆt,ξ given an initial condition ξ ∈ L2(Fo;Rn). Then, w = v and the
feedback control in AW defined by
α∗s = aˆ(s,L(Xˆ
t,ξ
s |W )), t ≤ s ≤ T, (5.12)
is an optimal control for v(t, π), i.e. v(t, π) = J(t, ξ, α∗) for π = L(ξ).
Proof. Fix (t, π = L(ξ)) ∈ [0, T ) × P2(R
n), and consider an arbitrary control α ∈ AW associated
to Xt,ξ,α solution to (1.1). From (1.2) under (H1), we have
E¯
[ ∫ T
t
|b(Xt,ξ,αs , αs)|
2 + |σ(Xt,ξ,αs , αs)|
2ds
]
< ∞.
Consider the controlled filter process {ρt,pi,αs , t ≤ s ≤ T} of the controlled process Xt,ξ,α, which
defines an FW -optional process valued in P2(R
n), given for any bounded measurable function ϕ by
ρt,pi,αs [ϕ] = E¯
[
ϕ(Xt,ξ,αs )
∣∣FWs
]
, t ≤ s ≤ T, π = L(ξ) ∈ P2(R
n), α ∈ AW . (5.13)
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Notice that Xt,ξ,αs is independent of the increments of Wr −Ws, for all r ≥ s. Thus, ρ
t,pi,α
s is equal
to the conditional law of Xt,ξ,αs given FW∞ , denoted by L(X
t,ξ,α
s |W ), and notice that P(dω)-a.s.,
ρt,pi,αs (ω) is the law of X
t,ξ,α
s (., ω) on (Ω¯1, F¯1, P¯1). From (1.2), we have the estimate:
E
[
sup
t≤s≤T
|ρt,pi,αs |
2
]
≤ C(1 + ‖π‖2
2
), ∀(t, π) ∈ [0, T ]× P2(R
n), α ∈ AW , (5.14)
for some positive constant C. One can apply Itoˆ’s formula (5.5) to w(s, ρt,pi,αs ) between t and the
FW -stopping time θnT = inf{s ≥ t : ‖ρ
t,pi,α
s ‖2 ≥ n}, and obtain:
w(θnT , ρ
t,pi,α
θn
T
) = w(t, π) +
∫ θn
T
t
∂tw(s, ρ
t,pi,α
s ) + E¯
1
[
∂piw(s, ρ
t,pi,α
s )(Xs).b(Xs, αs)
+
1
2
tr
(
∂x∂piw(s, ρ
t,pi,α
s )(Xs)σsσ
⊺
s(Xs, αs)
)]
+ E¯1
[
E¯
′1
[1
2
tr
(
∂2piw(s, ρ
t,pi,α
s )(Xs,X
′
s)σW (Xs, αs)σW (X
′
s, αs)
⊺
)]]
ds
+
∫ θnT
t
E¯1
[
∂piw(s, ρ
t,pi,α
s )(Xs)
⊺σ
W
(Xs, αs)
]
dWs,
where we set for alleviating notations: Xs = X
t,ξ,α
s , and X ′s is a copy of Xs, t ≤ s ≤ T , on another
probability space (Ω¯
′1×Ω, F¯
′1⊗F , P¯
′1⊗P), with (Ω¯
′1, F¯
′1, P¯
′1) supporting V ′ a copy of V , (recall
that αs is F
W
s -measurable and thus is a copy of itself). By definition of ρ
t,pi,α
s and since αs is
measurable with respect to FW∞ , the above relation can be written as
w(θnT , ρ
t,pi,α
θn
T
) = w(t, π) +
∫ θnT
t
{
∂tw(s, ρ
t,pi,α
s ) + ρ
t,pi,α
s
[
Lαsw(s, ρt,pi,αs )
]
(5.15)
+ ρt,pi,αs ⊗ ρ
t,pi,α
s
[
Mαsw(s, ρt,pi,αs )
]}
ds+
∫ θn
T
t
ρt,pi,αs
[
∂piw(s, ρ
t,pi,α
s )(.)
⊺σ
W
(., αs)
]
dWs,
by definition of La and Ma in (5.9)-(5.10). Now, the integrand of the stochastic integral with
respect to W in (5.15) satisfies:
∣∣∣ρt,pi,αs [∂piw(s, ρt,pi,αs )(.)⊺σW (., αs)]
∣∣∣2 ≤ (
∫
Rn
∣∣∂piw(s, ρt,pi,αs )(x)⊺σW (x, αs)∣∣ρt,pi,αs (dx)
)2
≤
∫
Rn
∣∣∂piw(s, ρt,pi,αs )(x)∣∣2ρt,pi,αs (dx)
∫
Rn
∣∣σ
W
(x, αs)
∣∣2ρt,pi,αs (dx)
≤ C(1 + n2)2 <∞, t ≤ s ≤ θnT ,
from Cauchy-Schwarz inequality, the linear growth condition of σ
W
in (H1), the choice of θnT , and
condition (5.11). Therefore, the stochastic integral in (5.15) vanishes in P¯-expectation, and we get
E¯
[
w(θnT , ρ
t,pi,α
θn
T
)
]
= w(t, π) + E¯
[ ∫ θnT
t
∂w
∂t
(s, ρt,pi,αs ) + ρ
t,pi,α
s
[
Lαsw(s, ρt,pi,αs )
]
+ ρt,pi,αs ⊗ ρ
t,pi,α
s
[
Mαsw(s, ρt,pi,αs )
]
ds
]
≤ w(t, π) − E¯
[ ∫ θn
T
t
ρt,pi,αs [f(., αs)]ds
]
, (5.16)
since w satisfies the Bellman equation (5.8). By sending n to infinity into (5.16), and from the
dominated convergence theorem (under the condition that w, f satisfy a quadratic growth condition
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and recalling the estimation (5.14)), we obtain:
w(t, π) ≥ E¯
[ ∫ T
t
ρt,pi,αs [f(., αs)]ds + ρ
t,pi,α
T [g]
]
= E¯
[ ∫ T
t
f(Xt,ξ,αs , αs)ds+ g(X
t,ξ,α
T )
]
= J (t, ξ, α)
Since α is arbitrary in A, this shows that w(t, π) ≥ υ(ξ), hence w ≥ v.
In the final step, let us apply the same Itoˆ’s argument as in (5.15) with the control α∗ in (5.12).
Since aˆ attains the supremum in the Bellman equation, we thus get after taking expectation:
w(t, π) = E¯
[ ∫ T
t
ρt,pi,α
∗
s [f(., α
∗
s ] + ρ
t,pi,α∗
T [g]
]
= E¯
[ ∫ T
t
f(Xt,ξ,α
∗
s , α
∗
s)ds+ g(X
t,ξ,α∗
T )
]
which shows that w(t, π) = J (t, ξ, α∗) (≤ υ(t, ξ) = v(t, π)), and therefore the required result:
v(t, π) = w(t, π) = J (t, ξ, α∗). ✷
Remark 5.1 (Bellman equation in the space of density functions)
Assume that the probability measure π ∈ P2(R
n) of the random variable ξ ∈ L2(Fo;Rn) has a
density η, i.e. π(dx) = η(x)dx, with η ∈ L2(Rn), and to alleviate notations, we set v(t, η) = v(t, π)
for the value function defined on [0, T ]×L2(Rn) or on [0, T ]×P2(R
n). Suppose that v(t, .) is Fre´chet
differentiable on L2(Rn) with derivative Dηv(t, η) ∈ L
2(Rn) by Riesz theorem. As shown in [7],
this derivative is related to the derivative in the Wasserstein space by:
∂piv(t, π)(x) = Dx
(
Dηv(t, η)(x)
)
, and so ∂x∂piv(t, π)(x) = D
2
x
(
Dηv(t, η)(x)
)
.
Moreover, if v(t, .) is twice Fre´chet differentiable on L2(Rn), its second derivative is a self-adjoint
operator on L2(Rn), which can be identified by Riesz theorem, as a symmetric function of two
arguments, namely D2ηv(t, η)(x, x
′), and it is related to the second derivative in the Wasserstein
space by:
∂2piv(t, π)(x, x
′) = DxDx′
(
D2ηv(t, η)(x, x
′)
)
.
Recalling the definition (5.9) of the operator La, we then have
π
[
Lav(t, π)
]
=
∫
Rn
[
Dx
(
Dηv(t, η)(x)
)
.b(x, a) +
1
2
tr
(
D2x
(
Dηv(t, η)(x)
)
σσ⊺(x, a)
)]
η(x)dx
=
∫
Rn
Dηv(t, η)(x)(L
a)∗η(x)dx = 〈Dηv(t, η), (L
a)∗η〉
L2(Rn)
,
by integration by parts and definition (4.15) of the adjoint operators (La)∗. Similarly, recalling the
definition (5.10) of the operator Ma, we have
π ⊗ π
[
Mav(t, π)
]
=
1
2
∫
Rn×Rn
tr
[
DxDx′
(
D2ηv(t, η)(x, x
′)
)
σ
W
(x, a)σ⊺
W
(x′, a)
]
η(x)η(x′)dxdx′
=
1
2
∫
Rn×Rn
D2ηv(t, η)(x, x
′)(Ma)∗η(x)(Ma)∗η(x′)dxdx′
=
1
2
〈D2ηv(t, η)(M
a)∗η, (Ma)∗η〉
L2(Rn)
,
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by integration by parts and definition (4.15) of the adjoint operators (Ma)∗. Therefore, the Bellman
equation (5.8) is reduced to the Bellman equation in [0, T ]× L2(Rn):


∂v(t,η)
∂t + sup
a∈A
[
〈Dηv(t, η), (L
a)∗η〉
L2(Rn)
+ 12〈D
2
ηv(t, η)(M
a)∗η, (Ma)∗η〉
L2(Rn)
+ 〈f(·, a), η〉
L2(Rn)
]
= 0,
v(T, η) = 〈g, η〉
L2(Rn)
,
(5.17)
which is the dynamic programming equation associated to the controlled DMZ equation (1.7).
A clear advantage of the Bellman approach in the Wasserstein space compared to the classical
Bellman approach in the space of density function, is that it is more general since we do not need
to have a density for the controlled filter process, i.e. the existence of a solution to the controlled
SPDE (1.7), which typically requires some uniform ellipticity condition on the diffusion matrix σ
(not needed here), see [31] for related results. Moreover, the viscosity property and the uniqueness
result of the value function to (5.17) are delicate issues as this Bellman equation in L2(Rn) is fully
nonlinear with unbounded first and second order terms, and needs to be studied in weighted L2
spaces, see [27] and [21] for some results. Alternatively, and as investigated in the next section, the
viscosity solutions approach for the Bellman equation (5.8), when lifted in the space L2(Fo;Rn),
appears quite convenient and leads to rather general results under mild conditions, again without
any uniform ellipticity assumption. ✷
5.3 Viscosity solutions
In general, there are no smooth solutions to the HJB equation, and we shall thus consider in this
section a notion of viscosity solutions for the Bellman equation (5.8) in the Wasserstein space of
probability measures P2(R
n). We adopt the approach in [28], and detailed in [13], which consists,
after the lifting identification between measures and random variables, in working in the Hilbert
space L2(Fo;Rn) instead of working in the Wasserstein space P2(R
n), in order to use the various
tools developed for viscosity solutions in separable Hilbert spaces, in particular in our context,
for second order Hamilton-Jacobi equations. We shall assume that the σ-algebra Fo is countably
generated up to null sets, which ensures that the Hilbert space L2(Fo;Rd) is separable, see [19],
p. 92. This is satisfied for example when Fo is the Borel σ-algebra of a canonical space Ωo of
continuous functions on R+, in which case, F
o = ∨
s≥0
FB
0
s , where (F
B0
s ) is the canonical filtration
on Ωo, and it is then known that Fo is countably generated, see for instance Exercise 4.21 in
Chapter 1 of [32].
Let us then consider the “lifted” Bellman equation in (0, T ] × L2(Fo;Rn):
 −
∂υ
∂t
+H(ξ,Dυ(t, ξ),D2υ(t, ξ)) = 0 on (0, T )× L2(Fo;Rn),
υ(T, ξ) = gˆ(ξ) := Eo[g(ξ)], ξ ∈ L2(Fo;Rn),
(5.18)
where H : L2(Fo;Rn)× L2(Fo;Rn)× S(L2(Fo;Rn)) → R is defined by
H(ξ, P,Γ) = − sup
a∈A
{
Eo
[
f(ξ, a) + P.b(ξ, a) (5.19)
+
1
2
Γ(σ
V
(ξ, a)N).σ
V
(ξ, a)N +
1
2
tr
[
Γ(σ
W
(ξ, a)).σ
W
(ξ, a)
]]}
,
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with N ∈ L2(Fo,Rm) of zero mean and unit variance, and independent of ξ. Observe that when u
∈ C2b ([0, T ]×P2(R
n) is a (classical) solution to the Bellman equation (5.8), then its lifted function
υ is a classical solution to the lifted Bellman equation (5.18).
We then define viscosity solutions for the Bellman equation (5.8) from viscosity solutions to
(5.18). As usual, we say that a function u (resp. υ) is locally bounded in (0, T ] × P2(R
n) (resp.
on (0, T ] × L2(Fo;Rn)) if it is bounded on bounded subsets of (0, T ] × P2(R
n) (resp. of (0, T ] ×
L2(Fo;Rn)), and we denote by u∗ (resp. υ∗) its upper semicontinuous envelope, and by u∗ (resp.
υ∗) its lower semicontinuous envelope. More precisely, concerning for instance υ we have
υ∗(t, ξ) = lim inf
(s,η)→(t,ξ)
s<T
υ(s, ξ) and υ∗(t, ξ) = lim sup
(s,η)→(t,ξ)
s<T
υ(s, ξ)
for all (t, ξ) ∈ (0, T ]× L2(Fo;Rn).
We denote by C1,2b,loc((0, T )×L
2(Fo;Rn)) the set of real-valued functions ϕ on (0, T )×L2(Fo;Rn)
which are C1,2((0, T )×L2(Fo;Rn)) in the sense of Fre´chet, and ϕ, together with its derivatives
∂ϕ
∂t
,
Dϕ, D2ϕ, is bounded on bounded subsets of (0, T )× L2(Fo;Rn).
Definition 5.1 We say that a locally bounded function u : [0, T ] × P2(R
n) → R is a viscosity
(super, sub) solution to (5.8) if its lifted function υ : [0, T ]×L2(Fo;Rn) → R is a viscosity (super,
sub) solution to the lifted Bellman equation (5.18), that is:
(i) υ∗(T, .) ≥ gˆ, and for any test function ϕ ∈ C
1,2
b,loc((0, T ) × L
2(Fo;Rn)) such that υ∗ − ϕ has a
minimum at (t0 , ξ0) ∈ (0, T )× L
2(Fo;Rn), one has
−
∂ϕ
∂t
(t0 , ξ0) +H(ξ0 ,Dϕ(t0 , ξ0),D
2ϕ(t0 , ξ0)) ≥ 0.
(ii) υ∗(T, .) ≤ gˆ, and for any test function ϕ ∈ C1,2b,loc((0, T ) × L
2(Fo;Rn)) such that υ∗ − ϕ has a
maximum at (t0 , ξ0) ∈ (0, T ) × L
2(Fo;Rn), one has
−
∂ϕ
∂t
(t0 , ξ0) +H(ξ0 ,Dϕ(t0 , ξ0),D
2ϕ(t0 , ξ0)) ≤ 0.
Remark 5.2 Notice that every test function in Definition 5.1 is also a test function in the sense
of [21] (see Definition 3.32 in [21]). This will allow us to deduce a uniqueness result for viscosity
solutions to the lifted Bellman equation (5.18) from Theorem 3.50 in [21], see Theorem 5.2 below.
✷
The main result of this section is to prove the viscosity characterization of the (inverse-lifted)
value function v in (4.17) to the Bellman equation (5.18), hence equivalently the viscosity charac-
terization of the value function υ in (1.3) to the lifted Bellman equation (5.18). In addition to the
standing conditions (H1)-(H2), we shall make a uniform continuity assumption on the running
gain function.
(H3) There exists some modulus mf (namely, mf ≥ 0 and mf (δ) → 0 when δ goes to zero) such
that for all x, x′ ∈ Rn, a ∈ A,
|f(x, a)− f(x′, a)| ≤ mf
(
|x− x′|
)
.
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Theorem 5.2 The value function υ in (1.3) is the unique viscosity solution to the lifted Bellman
equation (5.18) satisfying a quadratic growth condition (1.4). Moreover, υ is continuous on (0, T )×
L2(Fo;Rn).
Proof. Step I. Viscosity property. Let us first reformulate the randomized dynamic programming
principle (4.26) for the lifted value function υ on (0, T ]×L2(Fo;Rn). For this, we take a copy V˜ of
V on the probability space (Ωo,Fo,Po), and given (t, ξ, a) ∈ [0, T ] × L2(Fo;Rn) × A, we consider
on (Ω˜ = Ωo × Ω, F˜ = Fo ⊗F , P˜ = Po ⊗ P) the solution X˜t,ξ,a, t ≤ s ≤ T , to the equation
X˜t,ξ,as = ξ +
∫ s
t
b(X˜t,ξ,ar , I
t,a
r )dr +
∫ s
t
σ
V
(X˜t,ξ,ar , I
t,a
r )dV˜r +
∫ s
t
σ
W
(X˜t,ξ,ar , I
t,a
r )dWr, t ≤ s ≤ T.
Thus, X˜t,ξ,a is a copy of Xt,ξ,a on (Ω˜, F˜ , P˜), and denoting by Xˇt,ξ,as (ω) = X˜
t,ξ,a
s (., ω), t ≤ s ≤ T , we
see that the process {Xˇt,ξ,as , t ≤ s ≤ T} is FW,µ,t-progressive, valued in L2(Fo;Rn), and L(Xˇ
t,ξ,a
s (ω))
= ρt,pi,as (ω) for π = L(ξ). Therefore, the lifted value function on [0, T ] × L2(Fo;Rn) satisfies
υ(s, Xˇt,ξ,as ) = v(s, ρ
t,pi,a
s ), t ≤ s ≤ T . By noting that ρ
t,pi,a
s [f(., αs)] = E
o
[
f(X˜t,ξ,as , αs)
]
, we obtain
from (4.26) the lifted DPP: for all (t, ξ) ∈ [0, T ]× L2(Fo;Rn),
υ(t, ξ) = sup
ν∈V
W,µ,t
sup
θ
Eν,t
[ ∫ θ
t
Eo
[
f(X˜t,ξ,as , I
t,a
s )
]
ds + υ(θ, Xˇt,ξ,aθ )
]
= sup
ν∈V
W,µ,t
inf
θ
Eν,t
[ ∫ θ
t
Eo
[
f(X˜t,ξ,as , I
t,a
s )
]
ds + υ(θ, Xˇt,ξ,aθ )
]
, (5.20)
for any a ∈ A, with θ varying in the class of FW,µ,t-stopping times valued in [t, T ].
(1) Supersolution property on (0, T ) × L2(Fo;Rn). Let (t0 , ξ0) ∈ (0, T ) × L
2(Fo;Rn), and let ϕ ∈
C1,2b,loc((0, T ) × L
2(Fo;Rn)) be such that
0 = (υ∗ − ϕ)(t0 , ξ0) = min
(t,ξ)∈(0,T )×L2(Fo;Rn)
(υ∗ − ϕ)(t, ξ). (5.21)
By definition of υ∗(t0 , ξ0), we have
(tm , ξm)
m→∞
−→ (t0 , ξ0) and υ(tm , ξm)
m→∞
−→ υ∗(t0 , ξ0),
for some sequence (tm , ξm)m in (0, T ) × L
2(Fo;Rn). From (5.21) and the continuity of ϕ,
γm := υ(tm , ξm)− ϕ(tm , ξm)
m→∞
−→ 0,
Fix a ∈ A, and let τm : Ω→ [tm , T ] ∪ {+∞} be the F
W,µ,tm -stopping time given by
τm(ω) := inf
{
s ≥ tm : E
o
[∣∣Xˇtm ,ξm ,as (ω)− ξm∣∣2]1/2 ≥ η/2
}
,
with the convention inf ∅ = +∞, where η is some positive constant. Let also (hm)m be a sequence
of strictly positive real numbers such that
hm
m→∞
−→ 0 and
γm
hm
m→∞
−→ 0.
By the dynamic programming principle (5.20), we obtain
υ(tm , ξm) ≥ E
ν,tm
[ ∫ θm
tm
Eo
[
f
(
X˜tm ,ξm ,as , I
tm ,a
s
)]
ds + υ
(
θm, Xˇ
tm ,ξm ,a
θm
)]
,
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for any ν ∈ V
W,µ,tm
, where θm := τm ∧ (tm + hm) ∧ Tm,1 , and Tm,1 denotes the first jump time of
Itm ,a. In particular, we take ν ≡ 1, so that Eν,tm is the expectation E with respect to P. Equation
(5.21) implies that υ ≥ υ∗ ≥ ϕ, thus
ϕ(tm , ξm) + γm ≥ E
[∫ θm
tm
Eo
[
f
(
X˜tm ,ξm ,as , I
tm ,a
s
)]
ds + ϕ
(
θm, Xˇ
tm ,ξm ,a
θm
)]
. (5.22)
On the other hand, applying Itoˆ’s formula (5.7) to ϕ(·, Xˇ
tm ,ξm ,a
· ) between tm and θm, we obtain
ϕ(θm , Xˇ
tm ,ξm ,a
θm
) = ϕ(tm , ξm) +
∫ θm
tm
∂ϕ
∂t
(s, Xˇtm ,ξm ,as ) ds
+
∫ θm
tm
Eo
[
Dϕ(s, Xˇtm ,ξm ,as ).bs(X˜
tm ,ξm ,a
s , I
tm ,a
s )
]
ds
+
∫ θm
tm
Eo
[1
2
D2ϕ(s, Xˇtm ,ξm ,as )(σ
V
s (X˜
tm ,ξm ,a
s , I
tm ,a
s )N).σ
V
s (X˜
tm ,ξm ,a
s , I
tm ,a
s )N
]
ds
+
∫ θm
tm
Eo
[1
2
tr
[
D2ϕ(s, Xˇtm ,ξm ,as )(σ
W
s (X˜
tm ,ξm ,a
s , I
tm ,a
s )).σ
W
s (X˜
tm ,ξm ,a
s , I
tm ,a
s )
]]
ds
+
∫ θm
tm
Eo
[
Dϕ(s, Xˇtm ,ξm ,as )
⊺σWs (X˜
tm ,ξm ,a
s , I
tm ,a
s )
]
dWs,
for any Gaussian random variable N ∈ L2(Fo;Rm) independent of (V˜ , ξm), with zero mean and
unit variance. Without loss of generality, we assume that N is independent of ξm for every m.
Therefore, taking expectation in (5.22), and noting that the stochastic integral with respect to W
vanishes by the localization with the stopping time θm , we get
γm
hm
− E
[
1
hm
∫ θm
tm
∂ϕ
∂t
(s, Xˇtm ,ξm ,as ) ds
]
+E
[
1
hm
∫ θm
tm
Eo
[
−Dϕ(s, Xˇtm ,ξm ,as ).bs(X˜
tm ,ξm ,a
s , I
tm ,a
s )
−
1
2
D2ϕ(s, Xˇtm ,ξm ,as )(σ
V
s (X˜
tm ,ξm ,a
s , I
tm ,a
s )N).σ
V
s (X˜
tm ,ξm ,a
s , I
tm ,a
s )N
−
1
2
tr
[
D2ϕ(s, Xˇtm ,ξm ,as )(σ
W
s (X˜
tm ,ξm ,a
s , I
tm ,a
s )).σ
W
s (X˜
tm ,ξm ,a
s , I
tm ,a
s )
]
− f(X˜tm ,ξm ,as , I
tm ,a
s )
]
ds
]
≥ 0. (5.23)
Now we notice that, P-a.s., I
tm ,a
r = a for r ∈ [tm , θm ]. Moreover, E
[
Eo
[∣∣Xˇtm ,ξm ,as − ξm∣∣2]] → 0,
therefore, up to a subsequence, Eo
[∣∣Xˇtm ,ξm ,as (ω) − ξm∣∣2] → 0, P(dω)-a.s., so that, P(dω)-a.s.,
θm(ω) = tm + hm when m is sufficiently large (m ≥M(ω)). Thus, by the mean value theorem, the
random variable inside the expectation E in (5.23) converges P-a.s. to
−
∂ϕ
∂t
(t0 , ξ0)− E
o
[
Dϕ(t0 , ξ0).bt0 (ξ0 , a) +
1
2
D2ϕ(t0 , ξ0)(σ
V
t0
(ξ0 , a)N).σ
V
t0
(ξ0 , a)N
+
1
2
tr
[
D2ϕ(t0 , ξ0)(σ
W
t0
(ξ0 , a)).σ
W
t0
(ξ0 , a)
]
+ f(ξ0 , a)
]
,
when m goes to infinity. Then, by the Lebesgue dominated convergence theorem, we obtain from
(5.23)
−
∂ϕ
∂t
(t0 , ξ0)− E
o
[
Dϕ(t0 , ξ0).bt0 (ξ0 , a) +
1
2
D2ϕ(t0 , ξ0)(σ
V
t0
(ξ0 , a)N).σ
V
t0
(ξ0 , a)N
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+
1
2
tr
[
D2ϕ(t0 , ξ0)(σ
W
t0
(ξ0 , a)).σ
W
t0
(ξ0 , a)
]
+ f(ξ0 , a)
]
≥ 0.
The claim follows from the arbitrariness of a ∈ A.
(2) Supersolution property: terminal condition. Fix ξ0 ∈ L
2(Fo;Rn) and let us prove that υ∗(T, ξ0)
≥ gˆ(ξ0). From the definition of υ∗(T, ξ0), we have
(tm , ξm)
m→∞
−→ (T, ξ0) and υ(tm , ξm)
m→∞
−→ υ∗(T, ξ0),
for some sequence (tm , ξm)m in (0, T ) × L
2(Fo;Rn). Fix a ∈ A. By the dynamic programming
principle (5.20),
υ(tm , ξm) ≥ sup
ν∈V
W,µ,tm
Eν,tm
[ ∫ T
tm
Eo
[
f(X˜tm ,ξm ,as , I
tm ,a
s )
]
ds + Eo
[
g(X˜
tm ,ξm ,a
T )
]]
≥ E
[ ∫ T
tm
Eo
[
f
(
X˜tm ,ξm ,as , I
tm ,a
s
)]
ds + Eo
[
g
(
X˜
tm ,ξm ,a
T
)]]
, (5.24)
where the inequality follows taking ν ≡ 1. Now, from the quadratic growth condition (H2) and
estimate (3.6), we obtain
E
[ ∫ T
tm
Eo
[
f
(
X˜tm ,ξm ,as , I
tm ,a
s
)]
ds
]
m→∞
−→ 0.
On the other hand, from the continuity of g and the fact that E
[
Eo
[∣∣X˜tm ,ξm ,aT −ξ0∣∣2]]→ 0, it follows
that g(X˜
tm ,ξm ,a
T ) converges in P⊗P
o-probability to g(ξ0). By the quadratic growth condition (H2)
and estimate (3.6), we obtain from (5.24), using the Lebesgue dominated convergence theorem,
υ∗(T, ξ0) = limm→∞
υ(tm , ξm) ≥ limm→∞
E
[
Eo
[
g
(
X˜
tm ,ξm ,a
T
)]]
= lim
m→∞
E
[
gˆ
(
Xˇ
tm ,ξm ,a
T
)]
= gˆ(ξ0).
(3) Subsolution property on (0, T ) × L2(Fo;Rn). Let (t0 , ξ0) ∈ (0, T ) × L
2(Fo;Rn) and ϕ ∈
C1,2b,loc((0, T ) × L
2(Fo;Rn)) be such that
0 = (υ∗ − ϕ)(t0 , ξ0) = max
(t,ξ)∈(0,T )×L2(Fo;Rn)
(υ∗ − ϕ)(t, ξ). (5.25)
Without loss of generality, we can assume that (t0 , ξ0) is a strict maximum of υ
∗ − ϕ. Then, for
any η > 0, we can define β(η) as follows:
max
∂B((t0 ,ξ0);η)
(υ∗ − ϕ) =: −β(η) < 0,
where
∂B((t0 , ξ0); η) =
{
(t, ξ) ∈ (0, T )× L2(Fo;Rn) : max
(
|t− t0 |,E
o
[
|ξ − ξ0 |
2
]1/2)
= η
}
.
We will proceed by contradiction, assuming that
−
∂ϕ
∂t
(t0 , ξ0) +H(ξ0 ,Dϕ(t0 , ξ0),D
2ϕ(t0 , ξ0)) > 0. (5.26)
Then by the continuity of the function H on the interior of its domain, there exists η > 0, with
corresponding β(η) > 0, and ε ∈ (0, β(η)] such that
−
∂ϕ
∂t
(t, ξ) +H(ξ,Dϕ(t, ξ),D2ϕ(t, ξ)) ≥ ε, (5.27)
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for all (t, ξ) ∈ B((t0 , ξ0); η) = {(t, ξ) ∈ (0, T )× L
2(Fo;Rn) : |t0 − t| < η, E
o
[
|ξ − ξ0 |
2
]1/2
< η}.
By definition of υ∗(t0 , ξ0), there exists a sequence (tm , ξm)m taking values in B((t0 , ξ0); η) such
that
(tm , ξm)
m→∞
−→ (t0 , ξ0) and υ(tm , ξm)
m→∞
−→ υ∗(t0 , ξ0).
By the continuity of ϕ and using (5.25), we also obtain
γm := υ(tm , ξm)− ϕ(tm , ξm)
m→∞
−→ 0.
Fix a ∈ A. Using the dynamic programming principle (5.20), we find
υ(tm , ξm) ≤ sup
ν∈V
W,µ,tm
Eν,tm
[ ∫ θm
tm
Eo
[
f
(
X˜tm ,ξm ,as , I
tm ,a
s
)]
ds + υ
(
θm, Xˇ
tm ,ξm ,a
θm
)]
,
with θm := τm∧T , where τm := inf{s ≥ tm : (s, Xˇ
tm ,ξm ,a
s ) /∈ B((t0 , ξ0); η/2)}. In particular, recalling
(5.25), there exists νm ∈ VW,µ,tm such that
ϕ(tm , ξm) + γm
≤ Eνm ,tm
[ ∫ θm
tm
Eo
[
f
(
X˜tm ,ξm ,as , I
tm ,a
s
)]
ds + ϕ
(
θm , Xˇ
tm ,ξm ,a
θm
)
− β(η) 1{τm<T}
]
+
ε
2
(T − tm).
Applying Itoˆ’s formula (5.7) to ϕ(·, Xˇ
tm ,ξm ,a
· ) between tm and θm , we get
γm −
ε
2
(T − tm)− E
νm ,tm
[ ∫ θm
tm
∂ϕ
∂t
(s, Xˇtm ,ξm ,as ) ds
]
+ β(η)Eνm ,tm [1{τm<T} (θm − tm)]
−Eνm ,tm
[ ∫ θm
tm
Eo
[
f(X˜tm ,ξm ,as , I
tm ,a
s ) +Dϕ(s, Xˇ
tm ,ξm ,a
s ).bs(X˜
tm ,ξm ,a
s , I
tm ,a
s )
+
1
2
D2ϕ(s, Xˇtm ,ξm ,as )(σ
V
s (X˜
tm ,ξm ,a
s , I
tm ,a
s )N).σ
V
s (X˜
tm ,ξm ,a
s , I
tm ,a
s )N
+
1
2
tr
[
D2ϕ(s, Xˇtm ,ξm ,as )(σ
W
s (X˜
tm ,ξm ,a
s , I
tm ,a
s )).σ
W
s (X˜
tm ,ξm ,a
s , I
tm ,a
s )
]]
ds
]
−Eνm ,tm
[ ∫ θm
tm
Eo
[
Dϕ(s, Xˇtm ,ξm ,as )
⊺σWs (X˜
tm ,ξm ,a
s , I
tm ,a
s )
]
dWs
]
≤ 0. (5.28)
Denote
Lb(ξ, P,Γ) = Eo
[
f(ξ, b) + P.b(ξ, b) + 12Γ(σV (ξ, b)N).σV (ξ, b)N +
1
2tr[Γ(σW (ξ, b)).σW (ξ, b)]
]
,
for every (ξ, P,Γ, b) ∈ L2(Fo;Rn) × L2(Fo;Rn) × S(L2(Fo;Rn)) × A, for any Gaussian random
variable N ∈ L2(Fo;Rm) independent of (V˜ , ξ), with zero mean and unit variance. Notice that
H(ξ, P,Γ) = − sup
b∈A
Lb(ξ, P,Γ).
Therefore, inequality (5.28) reads
Eνm ,tm
[ ∫ θm
tm
(
−
∂ϕ
∂t
(s, Xˇtm ,ξm ,as )− L
I
tm,a
s
(
s,Dϕ(s, Xˇtm ,ξm ,as ),D
2ϕ(s, Xˇtm ,ξm ,as )
))
ds
]
+ γm −
ε
2
(T − tm) + β(η)E
νm ,tm
[
1{τm<T} (θm − tm)
]
≤ 0. (5.29)
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Notice that
−
∂ϕ
∂t
(s, Xˇtm ,ξm ,as )− L
I
tm,a
s
(
s,Dϕ(s, Xˇtm ,ξm ,as ),D
2ϕ(s, Xˇtm ,ξm ,as )
)
≥ −
∂ϕ
∂t
(s, Xˇtm ,ξm ,as )− sup
b∈A
Lb
(
s,Dϕ(s, Xˇtm ,ξm ,as ),D
2ϕ(s, Xˇtm ,ξm ,as )
)
= −
∂ϕ
∂t
(s, Xˇtm ,ξm ,as ) +H
(
s,Dϕ(s, Xˇtm ,ξm ,as ),D
2ϕ(s, Xˇtm ,ξm ,as )
)
≥ ε,
where the last inequality follows from (5.27). Therefore (5.29) yields
γm −
ε
2
(T − tm) ≤ −εE
νm ,tm [θm − tm]− β(η)E
νm ,tm
[
1{τm<T} (θm − tm)
]
≤ −εEνm ,tm [θm − tm]− εE
νm ,tm
[
1{τm<T} (θm − tm)
]
= −εEνm ,tm
[
1{θm=T} (θm − tm)
]
= −ε (T − tm).
Sending m→∞ we get the contradiction − ε2(T − t0) ≤ −ε(T − t0).
(4) Subsolution property: terminal condition. Fix ξ0 ∈ L
2(Fo;Rn) and let us prove that υ∗(T, ξ0)
≤ gˆ(ξ0). From the definition of υ
∗(T, ξ0), we have
(tm , ξm)
m→∞
−→ (T, ξ0) and υ(tm , ξm)
m→∞
−→ υ∗(T, ξ0),
for some sequence (tm , ξm)m in (0, T ) × L
2(Fo;Rn). Fix a ∈ A. By the dynamic programming
principle (5.20),
υ(tm , ξm) ≤ sup
ν∈V
W,µ,tm
Eν,tm
[ ∫ T
tm
Eo
[
f(X˜tm ,ξm ,as , I
tm ,a
s )
]
ds + Eo
[
g(X˜
tm ,ξm ,a
T )
]]
.
In particular, given ε > 0, there exists νm ∈ VW,µ,tm such that
υ(tm , ξm) ≤ E
νm ,tm
[ ∫ T
tm
Eo
[
f
(
X˜tm ,ξm ,as , I
tm ,a
s
)]
ds + Eo
[
g
(
X˜
tm ,ξm ,a
T
)]]
+ ε. (5.30)
From the quadratic growth condition (H2) and estimate (3.8), we obtain
Eνm ,tm
[ ∫ T
tm
Eo
[
f
(
X˜tm ,ξm ,as , I
tm ,a
s
)]
ds
]
=
∫ T
tm
E¯νm ,tm
[
f
(
X˜tm ,ξm ,as , I
tm ,a
s
)]
ds
m→∞
−→ 0.
On the other hand, by standard estimate on X˜t,ξ,a, we notice that
sup
ν∈V
W,µ,tm
Eν,tm
[
Eo
[∣∣X˜tm ,ξm ,aT − ξ0∣∣2]] m→∞−→ 0,
which implies from the quadratic growth condition (H2) and the continuity of g that
sup
ν∈V
W,µ,tm
Eν,tm
[
Eo
[∣∣g(X˜tm ,ξm ,aT )− g(ξ0)∣∣]] m→∞−→ 0.
Hence, letting m→∞ in (5.30),
υ
∗(T, ξ0) ≤ E
o
[
g(ξ0)
]
+ ε = gˆ(ξ0) + ε.
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The claim follows from the arbitrariness of ε.
Step II. Uniqueness and continuity of υ. In view of our definition of viscosity solution, we have
to show a comparison principle for viscosity solutions to the lifted Bellman equation (5.18). We
use the comparison principle proved in Theorem 3.50 in [21] and check that the hypotheses of this
theorem are satisfied in our context for the lifted Hamiltonian H defined in (5.19). Notice that the
Bellman equation (5.18) is a bounded equation in the terminology of [21] (see their section 3.3.1)
meaning that there is no linear dissipative operator on L2(Fo;Rn) in the equation. Therefore, the
notion of B-continuity reduces to the standard notion of continuity in L2(Fo;Rn) since one can take
for B the identity operator. Their Hypothesis 3.44 follows from the uniform continuity of b, σ, and
f in (H1) and (H3). Hypothesis 3.45 is immediately satisfied since there is no discount factor in
our equation, i.e. H does not depend on υ but only on its derivatives. The monotonicity condition
in Γ ∈ S(L2(Fo;Rn)) of H in Hypothesis 3.46 is clearly satisfied. Hypothesis 3.47 holds directly
when dealing with bounded equations. Hypothesis 3.48 is obtained from the Lipschitz condition
of b, σ in (H1), and the uniform continuity condition on f in (H3), while Hypothesis 3.49 follows
from the growth condition of σ in (H1).
We can then apply Theorem 3.50 in [21] and deduce that given any other viscosity solution u
to the lifted Bellman equation (5.18) we have:
υ∗ ≥ u
∗ and u∗ ≥ υ
∗,
on (0, T ] × L2(Fo;Rn). Since υ∗ ≥ υ∗ and u
∗ ≥ u∗, we get υ∗ = u
∗ = u∗ = υ
∗ on (0, T ] ×
L2(Fo;Rn). We conclude that υ = υ∗ = υ∗ and u = u
∗ = u∗ are continuous on (0, T )×L
2(Fo;Rn)
and υ = u on (0, T )× L2(Fo;Rn). ✷
6 Application: a partially observed non Gaussian LQ model
We consider a model where the observation process (Ot)t valued in R
d is governed by a diffusion
process driven by the d-dimensional Brownian motion W :
dOt = κ(Ot)dt+ γ(Ot)dWt, t ≥ 0, O0 ∈ R
d.
Under suitable standard assumptions on κ and the invertible matrix coefficient γ, there exists a
unique strong solution to the above SDE for O, and the observation filtration FO generated by O is
equal to FW , the natural filtration of W . We then consider a model (1.1) for the controlled signal
process X = Xα governed by them-dimensional (unobserved) Brownian motion V = (V 1, . . . , V m),
and the d-dimensional Brownian motion W = (W 1, . . . ,W d), with linear dynamics:
dXt = (b0 +BXt + Cαt)dt+
m∑
i=1
(γi
V
+Di
V
Xt + F
i
V
αt)dV
i
t
+
d∑
j=1
(γj
W
+Dj
W
Xt + F
j
W
αt)dW
j
t , 0 ≤ t ≤ T, X0 = x0 ∈ R
n, (6.1)
and control α ∈ AW , valued in A = Rq, and progressively measurable with respect to FO = FW .
Here, b0, γ
i
V
, γj
W
are constant vectors in Rn, B, Di
V
, Dj
W
, are constant matrices in Rn×n, C, F i
V
,
F j
W
are constant matrices in Rn×q. Notice that due to the affine terms in the diffusion coefficients,
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the pair of processes signal/observation (X,W ) is not Gaussian (even in the absence of control),
hence we do not have a finite dimensional representation of the filter process (law of X given W )
as in the Kalman-Bucy filter. The cost functional to be minimize over α ∈ AW is
J(α) = E
[ ∫ T
0
(
X⊺tQXt + α
⊺
tNαt
)
dt+X⊺TPXT
]
→ υ0 = inf
α∈AW
J(α), (6.2)
where Q,P are constant valued in Sn, the set of symmetric matrices in Rn×n, and N is constant
valued in Sq. We shall make the following assumptions on the coefficients of the model:
(C1) Q, P , N are nonnegative a.s.
(C2) One of the two following conditions holds:
(i) N is uniformly positive definite i.e. N ≥ δIq, for some δ > 0,
(ii) P or Q is uniformly positive definite, and F i
V
is uniformly nondegenerate, i.e. |F i
V
| ≥ δi, for
some i = 1, . . . ,m, and δi > 0.
We cannot use the classical results in [6] for the linear quadratic (LQ) Gaussian partial observa-
tion framework, and instead we show how one can derive explicit solutions by solving the Bellman
equation (5.8) in our non Gaussian LQ model (6.1)-(6.2). Let us introduce some notations. For
any π ∈ P2(R
n), we denote by
π¯ :=
∫
Rn
xπ(dx),
and define the functions on P2(R
n)× Sn and P2(R
n)× Rn by:
Var(π, k) :=
∫
Rn
(x− π¯)⊺k(x− π)π(dx), π ∈ P2(R
n), k ∈ Sn
v2(π, ℓ) := π¯
⊺ℓπ¯, π ∈ P2(R
n), ℓ ∈ Sn
v1(π, y) := y
⊺π¯, π ∈ P2(R
n), y ∈ Rn.
We look for a value function solution to the Bellman equation (5.8) in the form
w(t, π) = Var(π,K(t)) + v2(π,Λ(t)) + v1(π, Y (t)) + χ(t), (6.3)
for some functionsK, Λ ∈ C1([0, T ];Sn), Y ∈ C1([0, T ];Rn), and χ ∈ C1([0, T ];R) to be determined.
One easily checks that w lies in C1,2b ([0, T ] × P2(R
n)) with
∂tw(t, π) = Var(µ,K
′(t)) + v2(π,Λ
′(t)) + v1(π, Y
′(t)) + χ′(t),
∂piw(t, π)(x) = 2K(t)(x− π¯) + 2Λ(t)π¯ + Y (t),
∂x∂piw(t, π)(x) = 2K(t),
∂2µw(t, π)(x, x
′) = 2(Λ(t) −K(t)).
Together with the quadratic expression of the running and terminal costs f, g in (6.2), and the
linear form of the drift coefficient b, and diffusion coefficients σ
V
, σ
W
in (6.1), we then see after
some tedious but direct calculations that w satisfies the Bellman equation (5.8) iff
Var(π,K(T )) + v2(π,Λ(T )) + v1(π, Y (T )) + χ(T ) = Var(π, P ) + v2(π, P ), (6.4)
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holds for all π ∈ P2(R
n), and
Var
(
π,K ′(t) +Q+
m∑
i=1
(Di
V
)⊺K(t)Di
V
+
d∑
j=1
(Dj
W
)⊺K(t)Dj
W
+K(t)B +B⊺K(t)
)
+ v2
(
π,Λ′(t) +Q+
m∑
i=1
(Di
V
)⊺K(t)Di
V
+
d∑
j=1
(Dj
W
)⊺Λ(t)Dj
W
+ Λ(t)B +B⊺Λ(t)
)
+ v1
(
π, Y ′(t) +B⊺Y (t) +
m∑
i=1
2(Di
V
)⊺K(t)γi
V
+ 2
d∑
j=1
(Dj
W
)⊺Λ(t)γj
W
+ 2Λ(t)b0
)
+ χ′(t) + Y (t)⊺b0 +
m∑
i=1
(γi
V
)⊺K(t)γi
V
+
d∑
j=1
(γj
W
)⊺Λ(t)γj
W
+ inf
a∈Rq
Gpit (a)
= 0, (6.5)
holds for all t ∈ [0, T ), π ∈ P2(R
n), where the function Gpit : R
q → R is defined by
Gpit (a) = a
⊺Γ(K(t),Λ(t))a +
[
2U(K(t),Λ(t))⊺π¯ +R(K(t),Λ(t), Y (t))]⊺a
with 

Γ(k, ℓ) = N +
m∑
i=1
(F i
V
)⊺kF i
V
+
d∑
j=1
(F j
W
)⊺ℓF j
W
U(k, ℓ) =
m∑
i=1
(Di
V
)⊺kF i
V
+
d∑
j=1
(Dj
W
)⊺ℓF j
W
+ ℓC
R(k, ℓ, y) =
m∑
i=1
2(F i
V
)⊺kγi
V
+
d∑
j=1
2(F j
W
)⊺ℓγj
W
+ C⊺y,
(6.6)
for (k, ℓ) ∈ Sn, y ∈ Rn. Then, under the condition that the symmetric matrice Γ(k, ℓ) is positive
definite in Sq (this will be checked later on), we get after square completion:
Gpit (a) = (a− aˆ(π,K(t),Λ(t), Y (t))
⊺Γ(K(t),Λ(t))(a − aˆ(π,K(t),Λ(t), Y (t))
− v2
(
π,U(K(t),Λ(t))Γ−1(K(t),Λ(t))U(K(t),Λ(t))
)
− v1
(
π,U(K(t),Λ(t))Γ−1(K(t),Λ(t))R(K(t),Λ(t), Y (t))
)
−
1
4
R⊺(K(t),Λ(t), Y (t))Γ−1(K(t),Λ(t))R(K(t),Λ(t), Y (t))
with
aˆ(π, k, ℓ, y) = −Γ−1(k, ℓ)
[
U ⊺(k, ℓ)π¯ +
1
2
R(k, ℓ, y)
]
(6.7)
This means that Gpit attains its infimum at aˆ(π,K(t),Λ(t), Y (t)), and plugging the above expression
of Gpit (aˆ(π,K(t),Λ(t), Y (t))) in (6.5), we observe that the relation (6.4)-(6.5), hence the Bellman
equation (5.8), is satisfied by identifying the terms in Var(π, .), v2(π, .), v1(π, .), which leads to the
system of ordinary differential equations (ODEs) for (K,Λ, Y, χ):

K ′(t) +Q+
m∑
i=1
(Di
V
)⊺K(t)Di
V
+
d∑
j=1
(Dj
W
)⊺K(t)Dj
W
+K(t)B +B⊺K(t) = 0
K(T ) = P,
(6.8)
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

Λ′(t) +Q+
m∑
i=1
(Di
V
)⊺K(t)Di
V
+
d∑
j=1
(Dj
W
)⊺Λ(t)Dj
W
+ Λ(t)B +B⊺Λ(t)
− U(K(t),Λ(t))Γ−1(K(t),Λ(t))U(K(t),Λ(t)) = 0
Λ(T ) = P,
(6.9)


Y ′(t) +B⊺Y (t) +
m∑
i=1
2(Di
V
)⊺K(t)γi
V
+ 2
d∑
j=1
(Dj
W
)⊺Λ(t)γj
W
+ 2Λ(t)b0
− U(K(t),Λ(t))Γ−1(K(t),Λ(t))R(K(t),Λ(t), Y (t)) = 0,
Y (T ) = 0
(6.10)


χ′(t) + Y (t)⊺b0 +
m∑
i=1
(γi
V
)⊺K(t)γi
V
+
d∑
j=1
(γj
W
)⊺Λ(t)γj
W
− 14R
⊺(K(t),Λ(t), Y (t))Γ−1(K(t),Λ(t))R(K(t),Λ(t), Y (t)) = 0,
χ(T ) = 0.
(6.11)
Let us now show, under conditions (C1) and (C2), the existence (and uniqueness) of a solution
to the above system of ODEs. Notice that this system is decoupled:
(i) One first considers the linear ODE (6.8) for K, which is symmetric (in the sense that the ODE
for K⊺ is the same). Since the terminal condition P is nonnegative as well as the running
term Q under condition (C1), it is clear that there exists a unique solution K ∈ C1([0, T ],Sn)
to (6.8), and this solution is nonnegative.
(ii) Given K, we next consider the ODE for Λ with generator ℓ ∈ Sn 7→ Q+
∑m
i=1(D
i
V
)⊺K(t)Di
V
+∑d
j=1(D
j
W
)⊺ℓDj
W
+ℓB+B⊺ℓ − Ut(Kt, ℓ, z)Γ
−1
t (Kt, ℓ)U
⊺
t (Kt, ℓ, z) ∈ S
n, and terminal condition
P . This is a Riccati equation, and it is well-known (see e.g. [9]) that it is associated to a
stochastic standard LQ control problem with controlled linear dynamics:
dX˜t = (BX˜t + Cαt)dt+
d∑
j=1
(Dj
W
X˜t + F
i
W
αt)dW
j
t ,
and quadratic cost functional
J˜K(α) = E
[ ∫ T
0
(
X˜⊺tQ
K(t)X˜t + α
⊺
tN
K(t)αt + 2X˜
⊺
tM
K(t)αt
)
dt + X˜⊺TPX˜T
]
,
whereQK(t) =Q+
m∑
i=1
(Di
V
)⊺K(t)D
V
, NK(t) =N+
m∑
i=1
F ⊺
V
K(t)F i
V
,MK(t) =
m∑
i=1
(D
V
)⊺K(t)F
V
.
Under the condition that NK is positive definite, we can rewrite this cost functional after
square completion as
J˜K(α) = E
[ ∫ T
0
(
X˜tQ˜
K(t)X˜t + α˜
⊺
tN
K(t)α˜t
)
dt + X˜⊺TPX˜T
]
,
with Q˜K(t) = QK(t) − MK(t)(NK(t))−1(MK(t))⊺, α˜t = αt + (N
K(t))−1(MK(t))⊺X˜t. By
noting that Q˜K(t) ≥ Q, it follows that the symmetric matrices Q˜K and P are nonnegative
under condition (C1), and assuming furthermore that NK is uniformly positive definite, it is
known from [37] that there exists a unique solution Λ valued in Sn to this Riccati equation,
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with Λ being nonnegative. This implies in particular that Γ−1(K(t),Λ(t)) is well-defined.
Since K is nonnegative under (C1), notice that the uniform positivity condition on NK is
satisfied under (C2): this is clear when N is uniformly positive definite (as usually assumed
in LQ problem), and holds also true when one of the F i
V
is uniformly nondegenerate, and K
is uniformly positive definite, which occurs when P or Q is uniformly positive definite from
standard comparison principle for the linear ODE for K.
(iii) Given (K,Λ), it is clear that there exists a unique solution Y valued in Rn to the linear ODE
(6.10).
(iv) Finally, given (K,Λ, Y ), the equation for χ is explicitly solved as
χt =
∫ T
t
[
Y (s)⊺b0 +
m∑
i=1
(γi
V
)⊺K(s)γi
V
+
d∑
j=1
(γj
W
)⊺Λ(s)γj
W
−
1
4
R⊺(K(s),Λ(s), Y (s))Γ−1(K(s),Λ(s))R(K(s),Λ(s), Y (s))
]
ds, 0 ≤ t ≤ T.
By misuse of notation, we set: aˆ(t, π¯) = aˆ(π,K(t),Λ(t), Y (t)), which is linear in π¯, and we see
that there exists a unique solution Xˆ to the linear stochastic McKean-Vlasov equation:
dXˆt = (b0 +BXˆt + aˆ(t,E[Xˆt|W ])dt+
m∑
i=1
(γi
V
+Di
V
Xˆt + F
i
V
aˆ(t,E[Xˆt|W ])dV
i
t
+
d∑
j=1
(γj
W
+Dj
W
Xˆt + F
j
W
aˆ(t,E[Xˆt|W ])dW
j
t , 0 ≤ t ≤ T, Xˆ0 = x0 ∈ R
n.
From the verification theorem 5.1, we conclude that an optimal control for (6.2) is given by
α∗t = aˆ(t,E[Xˆt|W ]), 0 ≤ t ≤ T,
= −Γ−1(K(t),Λ(t))
[
U ⊺(K(t),Λ(t))E[Xˆt|W ] +
1
2
R(K(t),Λ(t), Y (t))
]
,
while the optimal cost (at time 0) is given by:
υ0 = w(0, δx0) = x
⊺
0Λ(0)x0 + Y (0)
⊺x0 + χ(0).
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