We consider Smale spaces, a particular class of hyperbolic topological dynamical systems, which include the basic sets for Smale's Axiom A systems. We present a homology theory for such systems which is based on the dimension group in the special case of shifts of finite type. This theory provides a Lefschetz formula relating trace data with the number of periodic points of the system.
Introduction
Smale introduced the notion of an Axiom A diffeomorphism of a compact manifold [12] ; for such a system, a basic set is an invariant subset of the nonwandering set which is irreducible in a certain sense. One of Smale's key observations was that such a set need not be a submanifold. Typically, it is some type of fractal object. The aim of this article is to introduce a new type of homology theory for such spaces. This takes as its starting point the notion of the dimension group of a shift of finite type introduced by Krieger and the fundamental result of Bowen that every basic set is a factor of a shift of finite type. The remainder of this section is devoted to giving basic definitions of a Smale space, shifts of finite type, dimension groups, Bowen's result and some other relevant notions regarding factor maps..
In an effort to give a purely topological (i.e. without reference to any smooth structure) description of the dynamics on a basic set, Ruelle introduced the notion of a Smale space [11] : a Smale space is a compact metric space, (X, d), and a homeomorphism ϕ of X, which possesses canonical coordinates of contracting and expanding directions. The precise definition involves the existence of a map [, ] giving canonical coordinates. Here, we review only the features necessary for the statements of our results.
There is a constant ǫ X > 0 and, for each x in X and 0 < ǫ ≤ ǫ X , there are sets X s (x, ǫ) and X u (x, ǫ), whose product is homeomorphic to a neighbourhood of x. As ǫ varies, these form a neighbourhood base at x. Moreover, we have a constant 0 < λ < 1 such that d(ϕ(y), ϕ(z)) ≤ λd(y, z), y, z ∈ X s (x, ǫ 0 ) d(ϕ −1 (y), ϕ −1 (z)) ≤ λd(y, z), y, z ∈ X u (x, ǫ 0 )
We say that (X, ϕ) is non-wandering if every point of X is non-wandering for ϕ [5] . Stable and unstable equivalence relations are defined by
We let R s (x) and R u (x) denote the stable and unstable equivalence classes of x in X.
The main examples of such systems are shifts of finite type (of which we will say more in a moment), hyperbolic toral automorphisms, solenoids, substitution tiling spaces (under some hypotheses) and, most importantly, the basic sets for Smale's Axiom A systems [12, 3] .
Let (Y, ψ) and (X, ϕ) be Smale spaces. A factor map from (Y, ψ) to (X, ϕ) is a function π : Y → X which is continuous, surjective and satisfies [4] defined π to be s-resolving ( or u-resolving) if, for every y in Y , the restriction of π to R s (y) ( or to R u (y), respectively) is injective. This actually implies that π is a local homeomorphism from the local stable sets (or unstable sets, respectively) in Y to those in X. We say that π is strongly s-resolving (or strongly u-resolving) if, for every y in Y , π is a bijection from π(R s (y)) to R s (π(y)) (or from π(R u (y)) to R u (π(y)), respectively). In the case that (X, ϕ) is non-wandering, resolving and strongly resolving are equivalent.
Shifts of finite type are described in [7] . We consider a finite directed graph G. This consists of a finite vertex set G 0 , a finite edge set G 1 and maps i, t (for initial and terminal) from G 1 to G 0 . The associated shift space
consists of all bi-infinite paths in G, specified as an edge list. The map σ is the left shift on Σ G defined by σ(e) k = e k+1 , for all e in Σ G and k in Z. For each K ≥ 2, we let G K denote the set of all paths of length K in G; that is,
We extend our definition of the maps i,
. By a shift of finite type, we mean any system topologically conjugate to (Σ G , σ), for some graph G. This is not the usual definition, but is equivalent to it (see Theorem 2.3.2 of [7] ).
We will not go into the details of why such systems are Smale spaces except to note that the bracket operation is defined as follows. For e, f in Σ G , [ We recall Bowen's fundamental result [2] .
is a non-wandering Smale space, then there exists a non-wandering shift of finite type (Σ, σ) and a factor map π : (Σ, σ) → (X, ϕ) which is finite-to-one.
We define the dimension groups, D(G) and D * (G), of a finite graph G as follows. (See also [7, 6] .) First, consider ZG 0 , which is the free abelian group on the generating set G 0 . That is, elements are formal integral combinations of the elements of G 0 . Any function from the generators to an abelian group has a unique extension to a group homomorphism from ZG 0 . We define an endomorphism γ of ZG 0 by
Of course, ZG 0 is canonically isomorphic to Z m , where m is the number of vertices in G (after choosing an order on the vertex set) and, under this identification, the homomorphism γ is just multiplication by the adjacency matrix of G. We then let D(G) be the inductive limit of the system
Specifically, this means that we take ZG 0 × N and consider the equivalence relation (a, m) is equivalent to (b, n) if γ n+l (a) = γ m+l (b), for some l ≥ 0, for a, b ∈ ZG 0 , m, n ∈ N. Alternately, this is the equivalence relation generated by (a, m) equivalent to (γ(a), m + 1), for all a ∈ ZG 0 , m ∈ N. We denote the equivalence class of (a, m) by [a, m]. The set of equivalence classes, denoted D(G), is a group in a natural way.
We have defined the dimension group as arising from the graph. However, it is really an invariant of the dynamical system (Σ G , σ). We will not provide a definition in purely dynamical terms, but we refer the reader to [6] .
The second dimension group associated with G is obtained by replacing the map γ by γ
and taking inductive limits. We denote the result by D * (G). There is another interpretation: any homomorphism between two abelian groups, h :
0 is canonically isomorphic to Hom(ZG 0 , Z); the isomorphism, denoted δ, is defined by δ(v)(w) = 1, if v = w, and δ(v)(w) = 0, otherwise, for all v, w in G 0 . We have γ
Definition of the homology
Our aim is to define a homology theory for Smale spaces. It is based on the dimension group invariant for shifts of finite type. This means, first of all, that it should extend the invariant from the class of shifts of finite type to the class of (non-wandering) Smale spaces. In addition, its definition will be given in terms of dimension groups and variations of them. To accomplish this, very roughly, the idea is to use Bowen's result and some basic techniques from algebraic topology. There are actually two homology theories here. One, based on the dimension group D(G) will be denoted by H s * and the other, based on D * (G), will be denoted by H u * . We will concentrate on the former for the remainder of this note.
For any factor map π : (Y, ψ) → (X, ϕ), and for each N ≥ 0, we define
It is easy to see that Y N (π) is a compact metric space and that the map ψ induces a homeomorphism of it, which we also denote by ψ. We begin in a rather informal fashion, so as to motivate the construction later. Consider a finite directed graph G, a Smale space (X, ϕ) and (finite-toone) factor map π :
For most of what follows, we require a technical condition on the set-up which we refer to as regularity: if e and f are two elements of Σ G such that t(e
is the bracket operation of Ruelle's definition. We do not go into detail here, but given any factor map from a shift of finite type to a Smale space, this can always be achieved by passing to a higher block presentation of the graph G.
Under the hypothesis that π is regular, it is easy to show that, for N ≥ 0, (Σ N (π), σ) is also a shift of finite type; in fact it is presented by a graph, G N , which is contained in N 0 G. Although the proof involves a little more than this, the basic idea is that an N + 1-tuple of doubly infinite sequences may also be viewed as a doubly infinite sequence of N + 1-tuples.
The group of permutations of {0, 1, . . . , N }, S N +1 , acts on Σ N (π) and on G N . We consider the group Z(G 0 N , S N +1 ), which has as generators the elements
For any such v, we let < v > denote its class in this group. We remark that, if π is finite-to-one and N exceeds the cardinality of the pre-image of any point, then
is defined in analogy with the earlier case:
We let D N (G N ) denote the inductive limit of this stationary system. Notice that the map γ N does not respect any natural order structure and it is probably misleading to refer to D N (G N ) as a dimension group (except in the case N = 0). These maps have also appeared under the term 'signed adjacency matrices' in the computation of the zeta function for sofic shifts [7, 8] .
Our next aim is to define a boundary map
for all N ≥ 1. (We complete in the usual way by setting D N (G N ) = 0 and ∂ N +1 = 0 for N < 0.) As the domain is defined as an inductive limit of the Z(G 0 N , S N +1 ) and this group is generated by N + 1-tuples, there is a natural way to proceed, beginning by defining
N , where we use the symbol ∆ n to mean the N -tuple obtained by deleting entry n, for 0 ≤ n ≤ N . Unfortunately, this fails as the map given does not intertwine with the inductive limit maps γ N and γ N −1 . Instead, we proceed as follows.
For K ≥ 1, we define a map
That is, for fixed v and n, one considers all paths of length K in G N beginning at v. To this set of paths, one applies ∆ n , obtaining a set of paths in G N −1 . Taking a path from this set, one finds the terminal vertex, takes its class in Z(G 0 N −1 , S N ), and sums over all such paths. (It is subtle and important to note that the sum is taken after applying ∆ n , which may not be injective.) One may note that our earlier failed definition was based on K = 0. The key technical result is the following.
Lemma 2.1. Suppose the factor map
is regular and strongly u-resolving. Then for K sufficiently large (depending on G, π and (X, ϕ)), we have
Of course, the hypothesis of strongly u-resolving is used in the proof in a crucial way. Unfortunately, it puts a strong restriction on the system (X, ϕ): its local unstable sets must be homeomorphic to those in Σ G , hence totally disconnected. We remark, however, that there is a version of the lemma for strongly s-resolving maps. Define ∂ * K N π by simply interchanging i and t in the definition of ∂ K N π. (That is, replace G with its opposite graph.) There is an analogue of the Lemma above, under the hypothesis that π is strongly sresolving. However, the conclusion replaces γ N by γ * N . To obtain a map having the desired relation with γ N , we then take Hom(∂ * K N π). Note that this map increases degree, rather than decreasing degree.
The immediate consequence of the lemma is that, if π is strongly u-resolving, we obtain a well-defined map ∂
If π is a strongly s resolving factor map, we define ∂ * s At this point, we could define homology theories for strongly s-resolving factors and strongly u-resolving factors of a shift of finite type. We will not do this, but proceed to the general case.
To give our definition in (almost) full generality, we need one more ingredient: the notion of a resolving pair for a Smale space. We consider a Smale space (X, ϕ). We look for another Smale space (Y, ψ) and a factor map π u : (Y, ψ) → (X, ϕ) satisfying two conditions:
1. for all y in Y and 0 < ǫ ≤ ǫ Y , the set Y s (y, ǫ) is totally disconnected, 2. π u is strongly u-resolving.
That is, we look for an extension (Y, ψ) of (X, ϕ) where the local stable sets are totally disconnected, while the local unstable sets are the same as in (X, ϕ).
It follows from the results of [10] that these exist if (X, ϕ) is non-wandering. This can be viewed as a 'one-coordinate' analogue of Bowen's result. On the other hand, while the proofs given in [10] are in a certain sense constructive, it is not clear how easy it is to explicitly find such systems in general. In terms of the computability of our invariant, this would seem to be the weak link.
In an analogous way, we look for another Smale space (Z, ζ) and a factor map π s : (Z, ζ) → (X, ϕ) satisfying two conditions:
1. for all z in Z and 0 < ǫ ≤ ǫ Z , the set Z u (z, ǫ) is totally disconnected, 2. π s is strongly s-resolving.
We refer to this data as a resolving pair for (X, ϕ) and we denote it simply
The maps ψ and ζ induce homeomorphisms of these spaces, which we denote by σ. We note that, for every such L, M , there are canonical maps
is just the fibred product (see [7] ) of these two maps. In the case M = 0, we denote ρ Considering just the case L = M = 0 for a moment, since the maps ρ s and ρ u are resolving and from our basic hypotheses on the local stable sets of Y and the local unstable sets of Z, the space Σ 0,0 (π) is totally disconnected. Therefore, (Σ 0,0 (π), σ) is a shift of finite type (as might have been anticipated from our notation). We may find a suitable graph G which presents it and, in a similar way to the earlier situation, we can see that Σ L,M (π) is a shift of finite type, for every L, M ≥ 0. In fact the graph which presents Σ L,M (π), denoted G L,M , may be chosen to consist of L + 1 by M + 1 arrays of vertices and edges from G.
The situation is complicated somewhat by the fact that the group now acting in an obvious way on Σ L,M (π) and G L,M is S L+1 × S M+1 , but this does not cause any serious problems and we may define Z(G L,M , S L+1 × S M+1 ) and the inductive system under γ L,M and finally the limit group which we denote
The next step is to define the boundary map. This will consist of two parts, a vertical and a horizontal map; we will form a double complex. In fact, the work is already done. It is a simple matter to see that
The second equality means that we have a well-defined boundary map
while the first provides
(There is some subtlety that these maps only consider one of the two permutation groups, but this is a minor point.)
for every N in Z and a boundary map ∂
It follows from the earlier results and the lemma above that ∂
The first crucial result is the following. It is stated in a slightly informal manner, but it conveys the main idea. In light of this, we denote H s N (π) by H s N (X, ϕ) instead. It is defined provided that there exists a resolving pair for (X, ϕ), which is true for all non-wandering Smale spaces. We comment that, for a given (X, ϕ), only finitely many of the groups H s N (X, ϕ), H u N (X, ϕ) are non-zero and all are finite rank. In our earlier special case of a strongly u-resolving factor map from a shift of finite type, (Σ G , σ), to (X, ϕ), a resolving pair may be formed by taking (Y, ψ) = (Σ G , σ), π u = π, (Z, ζ) = (X, ϕ) and π s being the identity map. In this case, our double complex is all zero, except in the bottom row, where it reduces to our earlier chain complex. Similarly, in the case of a strongly sresolving factor of a shift of finite type, a resolving pair may be chosen so that the double complex is zero, except in the left column, where it is the cochain complex of our earlier discussion.
Functorial properties and a Lefschetz formula
The homology theory H s * is functorial in the following sense: if π : (Y, ψ) → (X, ϕ) is a strongly u-resolving factor map, then there are induced group homomorphisms
On the other hand, if the map π is a strongly s-resolving factor, then there are induced group homomorphisms
In the homology theory H u * (X, ϕ), the functoriality is reversed in an obvious way.
We have the following analogue of the Lefschetz formula. Given (X, ϕ), we can regard ϕ as a factor map from this system to itself. It is both strongly s-resolving and strongly u-resolving and so induces an automorphism of our invariant. The following result, already known in the case of shifts of finite type, uses ideas of Manning [8] .
Theorem 3.1. For any non-wandering Smale space (X, ϕ) and p ≥ 1, we have
Examples
We present four examples where the computations above may be carried out quite explicitly. The full details of the last three are in preparation [1] . 
for (z 0 , z 1 , . . .) in X. We remark that
and it is probably more usual to use this map as giving the dynamics. In this case, there is a strongly u-resolving factor map from the full m-shift (i.e. G is the graph with one vertex and m edges, although it is necessary to pass to a higher block presentation for the map to be regular). The resolving pair here is (Y, ψ) = (Σ G , σ) and (Z, ζ) = (X, ϕ). The only non-zero groups in the double complex, In this case, a Markov partition can be chosen so that the natural quotient factors in two ways, as s-resolving followed by u-resolving and vice verse. There is an example, (X, ϕ), roughly based on the Sierpinski gasket. We do not give any details except to mention that it is not a shift of finite type, but its homology is the same as the full 3-shift.
Concluding remarks
Remark 5.1. It is certainly a natural question to ask whether this theory can be computed from other (already existing) machinery. A more specific question would be to relate our homology to, say, the Cech cohomology of the classifying space of the topological equivalence relation R s . (For a discussion of this topology, see [9] .) There are examples, such as the third one above, where they are different, but only up to a dimension shift (depending on the space under consideration).
Remark 5.2. An important motivation in the construction of this theory was to compute the K-theory of certain C * -algebras associated with the Smale space (X, ϕ). See [9] for a discussion of these C * -algebras. At present, there seems to be a spectral sequence which relates the two; this work is still in progress.
