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I. EINLEITUNG 
Sei H ein reeller separabler Hilbertraum und H* der zu H duale Raum. 
Wir betrachten das Anfangswertproblem 
(44 C(t) u(t) + 4) u(t) =f*(Q C(0) u(O) = uo* E H*. (l-1) 
Die Losung u bzw. die rechte Seite f* sind auf dem kompakten (Zeit-) 
Interval1 [0, T], T > 0 definierte Funktionen mit Werten in H bzw. H*. 
Die fur t E [0, T] erkhirten Operatoren C(t) and D(t) sind (m6glicherweise) 
nichtlineare Abbildungen von H in H*. 
Die vorliegende Arbeit ist dem Beweis von Existenz- und Einzigkeits- 
aussagen fur (1.1) sowie der Darstellung und Begriindung mijglichst ein- 
father Verfahren zur approximativen Lijsung von (1 .l) gewidmet. 
Der erste Abschnitt der Arbeit enthilt Voraussetzungen und Hilfsbetrach- 
tungen, der zweite Existenz- und Einzigkeitsaussagen. Im dritten Abschnitt 
wird die starke Konvergenz des Galerkinverfahrens bewiesen. Die Galerkin- 
Naherungen sind als Liisungen von Anfangswertproblemen fiir nichtlineare 
gewijhnliche Differentialgleichungssysteme zu ermitteln. Zu diesem Zweck 
wird ein Iterationsverfahren angegeben. Im vierten Abschnitt werden das 
Galerkin- und das erwahnte Iterationsverfahren kombiniert. Das so ent- 
stehende Projektions-Iterationsverfahren liefert Naherungen von (1 .l), die 
als Lijsungen von Anfangswertproblemen fiir lineare gewiihnliche Differen- 
tialgleichungen zu ermitteln sind. Der abschlieBende fiinfte Abschnitt der 
Arbeit bringt eine Realisierung des Problems (1.1) in der nichtlinearen 
Visco-Elastizitatstheorie. 
Die Abschnitte l-3 vorliegender Arbeit stehen in engem Zusammenhang 
zu einer friiheren Arbeit [9] der Autoren, in der das Problem (1.1) ftir den 
Spezialfall C(t) = J (I= Dualitiitsabbildung von H in H*) unter schwache- 
ren Voraussetzungen an die Familie {D(t)> behandelt wurde. 
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2. HILFSBETRACHTUNGEN 
Sei H ein reeller separabler Hilbertraum mit dem Skalarprodukt (a, a) 
und der Norm I] * J] . Fur Funktionen II E ([O, T] -+ H), d.h. fiir Funktionen, 
die auf dem kompakten Zeitintervall [0, T], T > 0, erklart sind und Werte 
in H annehmen, verstehen wir Stetigkeit bzw. Differenzierbarkeit im starken 
Sinne [9]. 
Die Klassen C(0, T; H) bzw. Cr(0, T; H) der auf [0, T] stetigen bzw. 
stetig differenzierbaren Funktionen u E ([0, T] -+ H) sind Banachraume 
beziiglich der Normen 
11 u II~,~ = tg$e-pt II Will bzw. 
II u Ilcl,p = II u 1lc.p + II 24’ Ilc.p 9 
(2.1) 
wobei u’ die (starke) Ableitung von u bedeutet. 
Bemerkung 1. Fiir p = 0 erhiilt man die iibliche C-Norm, fiir p > 0 dazu 
lquivalente Normen, deren Verwendung sich als niitzlich erweist [I]. 
Sei H* der zu H duale Raum mit der Norm Ij . iI*; den Wert eines Funk- 
tionals 1 E H* im Element h E H bezeichnen wir mit (1, h). Es sei J die 
Dualitgtsabbildung von H auf H* [4], R E (H* + H) der Rieszsche Opera- 
tor; d.h., fiir 1 E H* gelte 
(Rl, h) 3 <I, h) Qh E H. 
R vermittelt einen linearen Homoomorphismus zwischen H and H* und es 
gilt J = R-l. 
Fur Funktionen w E ([0, T] -+ H*) werden Stetigkeit bzw. Differenzier- 
barkeit in der starken Topologie von H* verstanden; die Klasse C(0, T; H*) 
ist entsprechend definiert. 
Wir betrachten die abstrakte Differentialgleichung 
(44 C(t) u(f) + w> u(t) = f *w, t E P, Tl (2.2) 
unter der Anfangsbedingung 
C(0) u(O) = u,* E H*. (2.3) 
Hierbei sind t -+ C(t), D(t) E (H--j H*) Familien von (miiglicherweise) 
nichtlinearen Operatoren von H in H *, definiert fiir t E [0, TJ; die rechte 
Seite f * ist eine auf [0, T] vorgegebene Funktion t -+ f *(t) E H*. 
Dem Anfangswertproblem (2.2) and (2.3) stellen wir zur Seite 
(4~4 4) u(t) + B(t) u(t) = f (t>, t E LO, Tl (2.4) 
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mit der Anfangsbedingung 
A(0) u(O) = u. E H. 
Dabei sei fur t E [0, T] 
A(t) = RC(t) E (H---f H), 
B(t) = RD(t) E (H + H), 
und 
f(t) = Rf*(t) E H, u. = Ru,* E H. 
13 
(2.5) 
(2.6) 
DEFINITION 1. Eine Funktion u E ([0, T] -+ H) heif3t Losung des 
Problems (2.2) und (2.3), wenn gilt 
(a) u E C(O, T; H), 
(b) C(.) u(e) E Cl(O, T; H*), 
(c) u geniigt (2.2, 2.3). 
DEFINITION 2. Eine Funktion u E ([0, T] -+ H) hei& Losung des 
Problems (2.4) und (2.5), wenn gilt 
(a) u E C(O, T; W, 
(b) .-I(.) u(.) E Cl(0, T; H), 
(c) u geniigt (2.4) und (2.5). 
SATZ 1. Die Anfangswertprobleme (2.2) und (2.3) sowie (2.4) und (2.5) sind 
tiquivalent . 
Beweis. Sei u Losung von (2.2) und (2.3). Wegen der Stetigkeit und 
Linearitat des Rieszschen Operators R gilt mit (2.6): 
f (2) - B(t) u(t) = R( f *(t) - D(t) u(t)) = R(d/dt) C(t) u(t)) 
= R lirn ‘Ct + h, UC’ + h, - ‘tt) dt) 
h-0 h 
= lim Wt + 4 u(t + 4 - RC(t) u(t) 
h+O h 
=l&l 
A(t + h) u(t + h) - ,4(t) u(t) 
--f h 
= $ A(t) u(t). 
d.h. u ist Lijsung von (2.4) und (2.5) (Die G renzwerte sind in den jeweiligen 
starken Topologien zu verstehen.) 
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Sei umgekehrt u Ldsung von (2.4) und (2.5). Dann folgt analog wegen der 
Linear&t und Stetigkeit der Dualitatsabbildung J = R-l 
= J lirn A(t + h, u(t + h, - A(t) u(t> 
h-0 h 
h+O h 
= ,im W + 4 u(t + 4 - C(t) u(t) 
h+O h = $ C(t) u(t). 
Q.E.D. 
Wir fordern, daB die Operatoren t + C(t), D(t) E (H+ H*) und die 
rechte Seite t +f *(t) folgenden Bedingungen geniigen: 
A,*. Die Funktion t -+ C(t) u E H* ist fi.ir jedes u E H stetig auf [O, 2’1. 
A,*. Die Operatoren u--f C(t) u, t E [0, T] sind (beziiglich t gleich- 
maDig) Lipschitz-stetig, d.h., 
II C(t) 24. - C(t) v II* <LA II 24 - v II VU,VEH. 
Aa*. Die Operatoren u + C(t) U, t E [0, T] sind (beziiglich t gleich- 
maBig) stark monoton, d.h., 
<C(t) u - C(t) v, 24 - 0) > m 11 u - v 112 Vu,veH, 
mit einer Monotoniekonstanten m > 0. 
B,*. Die Funktion t -+ D(t) u E H* ist fur jedes u E H stetig auf [0, T]. 
B,*. Die Operatoren Al + D(t) u, t E [0, T] sind (beziiglich t gleich- 
maDig) Lipschitz-stetig, d.h., 
II w u - w> v II* <LB II il4 - v II Vu,veH. 
C*. Fur die rechte Seite gilt:f* E C(0, T; H*). 
Wegen der Stetigkeit und Linear&t des Rieszschen Operators und 
II R IIHw, = 1 iibertragen sich die Eigenschaften A,*-C* sofort auf die 
durch (2.6) erkliirten Operatoren bzw. rechten Seiten. 
A 1' Die Funktion t -+ A(t) u E H ist fiir jedes u E H stetig auf [0, TJ. 
A Die Operatoren u -+ A(t) u, t E [0, T] sind (beziiglich t gleich- 
maBig; Lipschitz-stetig, d.h., 
I! A(t) 11 - 4) v II <LA II 24 - 0 II VU,VEH. 
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A 3’ Die Operatoren u---f A(t) U, t E [0, T] sind (beziiglich t gleich- 
maf3ig) stark monoton; d.h., mit einem m > 0 gilt 
(A(t) u(t) - A(t) v(t), u - 71) > m 11 u - u II2 Vu, v E H. 
B r . Die Funktion t -+ B(t) u E H ist fur jedes u E H stetig auf [0, T]. 
B 2’ Die Operatoren u + B(t) u, t E [0, T] sind (beziiglich t gleich- 
maRig) Lipschitz-stetig, d.h. 
II B(t) I.4 - B(t) w II <LB II u - v II Vu, v E H. 
C. Fiir die rechte Seite gilt:fe C(0, T; H). 
3. EXISTENZ- UND EINDEUTIGKEITSS~~TZE 
Das Hauptergebnis dieses Abschnittes sind die in Satze 2 und 3 formu- 
lierten Existenz- und Eindeutigkeitsaussagen. In Satz 3 wird die Lipschitz- 
stetigkeit der Operatoren {C(t)} durch eine schwachere Eigenschaft ersetzt. 
Grundlage fiir die konstruktiven Verfahren in den folgenden Abschnitten 
bildet jedoch Satz 2. 
SATZ 2. Unter den Voraussetzungen A,-C existiert genau eine Liisung 
u: t -+ u(t) E H, Vt E [0, T] des Anfangswertproblems (2.4) und (2.5) mit den 
Eigenschaften 
u E C(0, T; H), A(.) u(e) E Cl(O, T; H). 
Zum Beweis von Satz 2 ftihren wir das Anfangswertproblem (2.4) und 
(2.5) auf die Lijsung einer Integralgleichung zuriick; die dabei auftretenden 
Integrale sind im Bochnerschen Sinne (vgl. etwa [13]) zu verstehen. Die 
einzelnen Beweisschritte sind in den Lemmata 1-4 enthalten. 
LEMMA 1. Fiir jedes feste q mit 0 < q < 2m/LA2 ist der Operator 
w 4 v - qA(t) a; w E H, t E [0, T] (3.1) 
kontraktiv mit der Kontraktionskonstanten 
Y = r(q) = (1 - 2qm + q2LA2)lj2 < 1. 
Den Beweis von Lemma 1 findet man z.B. in [6]. 
Wir betrachten den fur u E C(0, T; H) erklarten Integraloperator 
K?4 0) = PO + (u(t) - !Pw u(t)) - 9 J-at B(s) 4s) ds + 4 Jyf (s) ds, (3.2) 
wobei die Konstante q dem in Lemma 1 angegebenen Interval1 angehort. 
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LEMMA 2. Fiir p > LB . q/[ 1 - r(q)] ist die Abbildung u + Qu kontraktiv, 
d.h., 
II Qu - Qv lIc.p G k II u - v llcn vu, v E C(0, T; H) (3.3) 
mit festem 
O<k<l. 
Bemis. Fiir u, v E C(0, T; H) ist wegen (3.2) 
(Q4 (0 - (84 (4 
= u(t) - v(t) - q(A(t) u(t) - A(t) v(t)) - q s,’ (B(s) g(s) - B(s) v(s)) ds. 
Abschltzung unter Beachtung von B, und Lemma 1 ergibt 
II(Qu) (t) - (Qv) Wll < I- II u(t) - WI + q-L Iot II 44 - W e-p*ep8 ds
< r II u(t) - Wll + 4, II u - v IIc,~ I t eps ds 
< y II 44 - WI1 + k/P)& II u - v ILIt. et 
oder 
empt MB4 (0 - t&v) (Oil G rt+ II u(t) - v(t)ll + (qiP> LB II 24 - v kp - 
Bildet man auf beiden Seiten die (C, p)-Norm, so folgt 
II Qu - Qv IIc.~ G (r + (dp)L) II u - Q ikp - 
Fiir p > LB * q/[l - r(q)] geniigt k = Y + (q/p) LB offensichtlich der For- 
derung O<k<l. Q.E.D. 
LEMMA 3. Es existiert ein eirsdeutig bestimmtes Element u E C(0, T; H) 
mit der Fixpunktei~enschaft 
u =Qu. (3.4) 
Beweis. (3.4) folgt wegen Lemma 2 aus dem Banachschen Fixpunktsatz. 
LEMMA 4. Der Fixpunkt u E C(0, T; H) ist LGung des Anfangszuert- 
problems (2.4) wad (2.5); es gilt Au E Cl(O, T; H). 
Beweis. Die Beziehung (3.4) bedeutet wegen (3.2): 
u,-A(t)u(t)-j-tB(s)u(s)ds+~tf(s)ds=O Vt E [O, T]. (3.5) 
0 0 
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Aus der starken Differenzierbarkeit von Bochnerintegralen mit stark stetigen 
Integranden folgt die starke Differenzierbarkeit der abstrakten Funktion 
t -+ A(t) u(t) fiir alle t E [0, T] und die Giiltigkeit von 
dAy(t) + B(t) u(t) ==f(t) vt E [O, I’]. 
Wegen u, f E C(0, T; H) und der Voraussetzungen B, , B, erhilt man 
Au E Cl(0, T; H). Setzt man in (3.5) noch t := 0, so ergibt sich die Anfangs- 
bedingung 
A(0) u(O) = a0 . 
Q.E.D. 
LEMMA 5. Das Problem (2.4) und (2.5) hat genau eine Liisung. 
Beweis. Diese Behauptung folgt aus der Eindeutigkeit des Fixpunktes 
der Abbildung Q oder (ohne Verwendung von A,), aus den nachstehenden 
iiblichen Schhissen. 
Seien ui , us Liisungen des Anfangswertproblems (2.4) und (2.5) mit den 
gleichen Anfangsbedingungen 
A(0) q(O) = A(0) u,(O) = u0 . 
Subtraktion der Differentialgleichungen (2.4) fur ul , ~a and Integration 
ergibt 
A(t) q(t) - A(t) u2(t) + St (B(s) uJs) - B(s) u2(s)) ds = 0. 
0 
Skalare Multiplikation mit q(t) - u2(t) liefert wegen der Monotonie von 
A(t) nach naheliegenden Abschatzungen 
II s(t) - u&)l12 d K Jot II ul(s) - u,(s)l12 ds Vt E [0, T] 
mit einer geeigneten Konstanten K > 0. Aus dem Gronwallschen Lemma 
folgt q(t) = up(t), Vt E [0, T]. Q.E.D. 
Im nachfolgenden Satz 3 ersetzen wir die Voraussetzung A,* (bzw. A,) 
durch die schwachere Annahme der Demistetigkeit [5]. A,‘. Der Operator 
C(t) E (H+ H*) ist fur jedes t E [0, T] demistetig (d.h., starkkonvergente 
Folgen werden durch C(t) in schwachkonvergente abgebildet). 
Bemerkung 2. Diese Eigenschaft tibertrggt sich sofort auf die Operatoren 
A(t) = K(t) E (H+ 29). 
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SATZ 3. Utter den Voraussetzungen AIf, Aa’, Aa-C be&t das Anfangs- 
wertproblem (2.2) und (2.3) genau eine Losung. 
Wegen der in Satz 1 festgestellten Aquivalenz der Probleme (2.2)-(2.5) 
sowie Bemerkung 2 &St sich Satz 3 aus den anschlief3enden Lemmata 
folgern. 
Dem Anfangswertproblem (2.4) und (2.5) stellen wir zur Seite 
fg + S(t) w(t) = f(t), o(O) = u, E H, tEr0, Tl; (34 
wobei 
S(t) = B(t) A-l(t), t E [O, TJ. (3.7) 
LEMMA 6. Der Operator A-l(t) ist (bezaighch t E [0, TJ gZeichma@g) 
Lipschitz-stetig. 
Beweis. Wegen der Voraussetzungen &,’ (Bemerkung 2), A, ist der 
Operator A-l(t) E (H + H) fur jedes t E [0, T] auf dem ganzen Raum H 
definiert [5, 121. M’t I u = A-l(t) x, w = A-l(t) y; x, y E H gilt 
II A-‘(t) x - A-l(t) Y II II x - Y II 2 (A(t) u - A(t) w, u - w) 2 m 11 u - w 112 
= m I( A-l(t) x - A-f(t)y (12 
oder 
II A-l(t) x - A-Yt)y 11 < (I/m) )I x - y (( . 
Q.E.D. 
LEMMA 7. Die Funhtion t + A-l(t) x E H ist fur jedes x E H stetig auf 
CO, Tl. 
Beweis. Aus der Voraussetaung A, folgt fur x E H 
(A(S) A-l(t) x - A(s) A-l(s) x, A-l(t) x - A-l(s) x) > m )I A-l(t) - A-l(s) x 112 
und hieraus 
I( A-l(t) x - A-‘(s) x I( < (l/m) I( A(s) A-l(t) x - x II 
= (I/m) 11 A(s) A-l(t) x - A(t) A-l(t) x II+ 0 
fiir s -+ t wegen A, . Q.E.D. 
LEMMA 8. Fur f E C(0, T; H) hat das Anfangswertproblem (3.6) genau 
eirze Liisllng w E cl(0, T; H). 
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Beweis. Die durch (3.7) definierte Familie von Operatoren (S(t)> besitzt 
wegen Lemma 6 und 7 bzw. B, , B, die folgenden Eigenschaften: 
(a) Die Funktion t -+ S(t) x ist fur jedes x E H stetig auf [0, 2’1. 
(b) Die Operatoren x--f S(t) x sind (beziiglich t E [0, T] gleichmlrjig) 
Lipschitz-stetig auf H. 
Lemma 8 folgt nun sofort aus Satz 2, wenn dort der identische Operator 
die Rolle von A(t) iibernimmt; oder aus emem klassischen Existenz- und 
Eindeutigkeitssatz fur gewiihnliche Differentialgleichungen in Banach- 
raumen [3]. 
LEMMA 9. Die Anfangswertprobleme (2.4), (2.5) und (3.6) sind iiquivalent. 
Beweik. Sei u Lijsung von (2.4) und (2.5). Dann gilt offenbar 
v = A(.) u(.) E cyo, T; H); 
wegen Bu = BA-l-4~ = BA-lv = Sv ist (3.6) erfiillt. (Zur Abktirzung 
wurde das Argument t weggelassen.) Sei umgekehrt v L&sung von (3.6); 
man setze u(t) = A-l(t) v(t). Offenbar geniigt u der Gleichung (2.4) und 
(2.5). Nun gilt fur t, s E [0, T] wegen Lemmata 6 und 7 
II 44 - 40 = II A--l(t) v(t) - -A-‘(s) WI 
d II A-l(t) v(t) - A-l(t) v(s)\\ + I/ A-l(t) v(s) - A-l(s) v(s)\1 
d (l/m> I! v(t) - v(s>ll + II a4-1(t) $4 - A-l(s) WI - 0 
fiir t -+ s, 
d.h., II E C(0, T; H). Q.E.D. 
4. DIE STARKE KONVERGENZ DES GALERKIN-VERFAHRENS 
Wir konstruieren Naherungslosungen des Anfangswertproblems (2.4) 
und (2.5) mit Hilfe des Gale&in-Verfahrens; diese Naherungen ergeben sich 
als Liisungen von Anfangswertproblemen gewiihnlicher (i.a. nichtlinearer) 
Differentialgleichungen. 
Sei (h, , h, ,...} ein vollstandiges System linear unabhangiger Elemente in 
H; H, die lineare Htille von {h, , h, ,..., /z,) und P, der Projektor von H auf 
H,, . Wir setzen 
A,(t) = P,A(t) Pn , &z(t) = P,$(t) f’n , Vt E [0, T]. (4.1) 
Bemerkung 3. Offensichtlich (wegen 11 P, I/ = 1) erfiillen die so definierten 
409/++/ 1-6 
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Operatoren die Voraussetzungen AI-B,, wenn man dort Ii durch H, 
ersetzt. 
Wir setzen noch 
24 on = pnuo 9 fnW = pn f(t), Vt E [O, T]. (4.2) 
Die Galerkin-Naherungen t -+ u,(t) E H, sind dann die Ldsungen des 
Anfangswertproblems 
Die Liisbarkeit dieser Gleichungen garantiert 
SATZ 4. Ftir jedes n = 1,2,... besitzt das Anfangswertproblem (4.3) genau 
eine LSsung u, mit 
u, E C(O, T; f&J, A,(.) u,(e) 5 C’(O, T; K). 
&wei>. Analog wie in Satz 2 betrachten wir fiir u E C(0, T; H) den 
Operator QZn , definiert durch 
(Qnd (t) = eon + Pn@) - c%c(t> 44 - Q Iot B,(s) 4s) ds + 4 /otfnO A 
(4.4) 
Durch geringftigige Modifikation der Beweisschritte von Satz 1 kann man bei 
Beriicksichtigung von Bemerkung 3 zeigen, daB die Abbildung Q,, fiir die 
in Satz 2 gewahlte (C,p)-Normierung des Raumes C(0, T; H) mit der 
gleichen Kontraktionskonstanten wie in Satz 1 kontraktiv ist. Es existiert 
mithin ein Fixpunkt u, der Abbildung Qn 
u, = Qnun mit u, E C(0, T; H,) C C(0, T; H). 
Dieser Fixpunkt ist (man schlieBe wie in Satz 2) die gesuchte Losung der 
Gale&in-Gleichung (4.3). Q.E.D. 
LEMMA 10. Sei u E C(0, T; H) die Lijsung des Anfangswertproblems (2.4) 
und (2.5); 
w,(t) = P&(t); s(t) = P,&) u(t), t E [0, T]. 
Dann gilt 
II %I - 24 Ilc - a 
II s - Au IIc’ - 0 fiYirn+ co. 
(4.5) 
(4.6) 
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Beweis. Der leichteren Lesbarkeit halber wiederholen wir den in [9] 
gegebenen Beweis. Aus der Vollstandigkeit des Systems {h, , h, ,...} folgt 
ii z%(t) - u(t)ll = II P&t) - u(t)ll - 0 fur n + co, t E [0, T]. 
Da H, C H,,, , so gilt 
und wegen des Satzes von Dini 
I! w, - Ujlc-fO fiirn-+ co. 
Die Konvergenz der Folge (zlfl} in der Cl-Norm beweist man analog; es 
wird dabei benutzt, da8 die Projektionsoperatoren P, und die (starke) 
Differentiation d/dt vertauschbar sind. Q.E.D. 
Nach diesen Vorbereitungen formulieren wir das Hauptergebnis dieses 
Abschnitts. 
SATZ 5. Fiir die Folge {u,J der Galerkin-Niiherungen gilt 
II %a - u IIC + 0, (4.7) 
II A,u, - Au (ICI + 0 fiir ?L+ c-x2. (4.8) 
Beweis. Aus der Ausgangsgleichung (2.4) bzw. den Galerkin-Gleichungen 
(4.3) folgt durch (Bochner-) Integration fiir t E [0, T]: 
A(t) u(t) = u. - s,’ B(s) 4s) ds + /otf(4 ds, 
4z(t) Un@) = uon - j6” B,(s) 44 ds + s k(s) ds. 
0 
Subtraktion dieser Ausdriicke und skalare Multiplikation mit u,(t) - wn(t) 
ergibt unter Beachtung wohlbekannter Eigenschaften des Projektors P,, 
(4) %2(t) - 4) u(t), u,(t) - %2(t)) 
= @on - uo > (un - wn) (9 - (s,’ (Bun - W (4 6 (un - wn) (t)) 
oder etwas umgeformt (das Argument t wird vorubergehend weggelassen) 
bk - A% , u, - w,) + (Awu, - Au, 24, - w,) 
= (Uon - uo 9 un - %) - (J 
-t (Bu, - Bzu,) (s) ds, u, - We) 
- 
(S t (Bwn 
- Bu) (s) ds, :, 
0 
- wn) . 
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Abschiitzung mit Hilfe der Schwarzschen Ungleichung im Hilbertraum 
H liefert, wenn man die Monotonie der Operatoren A(t) sowie die Lipschitz- 
stetigkeit der Operatoren A(t), B(t) b eriicksichtigt und auf der rechten Seite 
herzhaft majorisiert: 
m tl U,(t) - W&)ll2 GLA tl wn - Z4i ttC tl %(t) - %(t)li 
+ II a073 - uo II II %zw - W&>ll 
+ LB II %(Q - W)ll s,’ II %(4 - %Nll L2.v 
+ TLBiI% - u IL II %W - w&II 
oder 
m 11 &(t) - %@)I/ < 11 %n - uo 11 + (LA + TLB) 11 w, - u IIC 
+ LB Jot II 44 - w&N A. 
Das Gronwallsche Lemma ergibt nun 
U?&(t) 
II 
- Wn(t)ll < (l/m) exp((T/@B) {ii UO~ - uO II f cLA f TLB) 11 wn - u I/C> 
und nach Bildung der Maximumnorm mit einem geeigneten K > 0 
II %a - wn llc < &II uon - 110 II + II %I - 24 llc). 
Da offensichtlich (I uon - u. I( + 0 fur 7t + co, so erhalt man wegen der 
Eigenschaft (4.5) der Folge (w,,] nach Anwendung der Dreiecksungleichung 
die erste Behauptung (4.7) von Satz 5. 
Zum Beweis der Behauptung (4.8) wird die Differenz der Gleichungen 
(4.3), (2.4) skalar mit (A,(t) un(t) - v*(t))’ multipliziert. (Der Strich bedeutet 
(starke) Differentiation nach t.) Es ergibt sich, wenn man die Symmetrie 
des Projektors P,, beachtet, nach einiger Umformung (das Argument t wird 
weggelassen) 
((42%)’ - %‘, (4&)’ - wn’) + (%’ - WJ)‘, (448) - %‘) 
+- (Bu, - Bu,(&,J - vn’) = 0 
und hieraus wegen der Lipschitzstetigkeit der Operatoren B(t), t E [0, T] mit 
Hilfe der Schwarzschen Ungleichung 
II&(4 %(W - %V>ll < II %z’W - W) W’ II + hi II %a(4 - Wll . 
Nach Ubergang zur Maximumnorm entsteht (mit einer geeigneten 
Konstanten M > 0) 
II( - on’ I& < Wll w,, - Au l&r + II un - 21 II,) 
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und durch naheliegende Abschitzung eines (Bochner-) Integrals 
Wegen der Approximationseigenschaft (4.6) der Folge {v,} und der bereits 
bewiesenen Beziehung (4.7) ist damit Satz 5 bewiesen. Q.E.D. 
5. DAS PROJEKTIONS-ITERATIONSVERFAHREN 
Zur konstruktiven Ermittlung von Naherungslosungen des Anfangs- 
wertproblems (2.4) und (2.5) kann man das Projektions-Iterationsverfahren 
heranziehen (vgl. [7]). Es gestattet, Ntierungen durch L&en linearer 
Gleichungssysteme und Quadraturen zu gewinnen. 
Es seien Q, Qn die durch (3.2), (4.4) erklarten kontraktiven Abbildungen 
des (geeignet normierten) Banachraumes C(0, T; H) mit den Fixpunkten 
u bzw. u, . 
SATZ 6. Fiir die Iterationsfolge 
2, = QA,-~, zo E C(O, T; W, n = 1, 2,... 
gilt 
II % - u l/c’0 (72-t co). 
(5-l) 
Zum Beweis zitieren wir aus [7]. 
LEMMA Il. Sei X ein Banachraum, {Q,,} eine Forge kontraktiver Operator-en 
Q,, E (X + X) mit den Ezjynschaften: 
(a) Die Folge {u,,} der Fixpunkte der Q,, konvergiert stark gegen ein 
Element II E X. 
(b) Die Kontraktirmskonstanten k, geniigen der Bedingung 
O,<k,<k<l. 
Dann konvergiert die Iterationsfolge 
zn = Q,A,-~ , %EX, n = 1, 2,... 
stark gegen u. 
Satz 6 foIgt aus diesem Lemma, wenn man X = C(0, T; H) (mit der 
(C, p)-Norm) setzt und von einer Feststellung im Beweis von Satz 2 
Gebrauch macht, wonach 
O<k,=k<l fur n = 1, 2,.... Q.E.D. 
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Mit den Darstellungen 
durch die Basis {A1 ,..., Iz,} von H,, erhalt man aus der Vorschrift (5.1) nach 
skalarer Multiplikation mit h, , k = l,..., n: 
- qW) ~,-I(~), he) - qIt VW G&), hc) ds(5.2) 
0 
+ 4 gl (Jo” ds) ds) (4 9 hk)- 
Das ist ein lineares Gleichungssystem fur die a,j(t),j = l,..., n; t E [O, T]; die 
KoeRizientenmatrix des Systems (5.2) ist gerade die Gramsche Matrix der 
Basis {h, ,..., h,): 
G = kds wobei c&k = @3 3 hk) (j = I,..., n). 
Speziell fur eine orthonormierte Basis ist 
anj(t> = an-At> + dbj + Cj(t) - Rj(t))9 j = I,..., n - 1; 
%n(Q = !?(b2 + w> - W)) 
mit 
Cj(t) = jot c~(s) ds 
&j(t) = (A(t) ~-l(t), h> + lot (B(s) zn-l(s), 4) h (j = I,..., n). 
6. EIN BEISPIEL AUS DER NICHTLINEAREN VISCO-ELA~TIZIT~~TSTHEORIE 
Probleme der Form (1.1) treten bei der mathematischen Beschreibung 
verschiedenartiger heologischer Prozesse auf. Wir stellen hier ein Beispiel 
aus der nichtlinearen Visco-Elastizitatstheorie dar (Vgl. such [S]). 
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Durch Reihenschaltung der klassischen Modellelemente der Kontinuums- 
mechanik - Feder (Hookescher Festkorper) und Dampfer (Newtonsche 
Fliissigkeit) - entsteht das sogenannte Maxwellsche Model1 der Visco- 
Elastizititstheorie mit der rheologischen Gleichung (z.B. [2]) 
<=(l/E)&+fu (6-l) 
(C - Verzerrung, u - Spannung, E - Elastizitatsmodul, TV - Zahigkeit). 
Zwecks verbesserter quantitativer Beschreibung realer Medien geht man 
haufig von dem linearen Ansatz (6.1) zu dem nichtlinearen Ansatz 
2 = (d/dt) [r(t, 2) u] + s(t, CT”) 0 (6.2) 
(T(., .) und s(., a) sind Materialfunktionen) iiber, der als Reihenschaltung 
einer Feder mit zeit- und spannungsabhangigen Elastizitatsmodul und einem 
Dampfer mit zeit- und geschwindigkeitsabhangiger Zahigkeit mechanisch 
interpretiert werden kann. 
In dreidimensionaler Verallgemeinerung lautet (6.1) 
g eji = 4 [Y(4 &(u)) Sijl + s(4 12(u)) sii , 
1 
e=3KS- 
(6.3) 
Dabei sind die e, bzw. sii (i,j = 1,2, 3) die Komponenten des Verzerrungs- 
bzw. Spannungsdeviators und 
3 
e = C eii, S = i Sji, la(U) = Q t SijSjj 
i=l i=l i,j=l 
Tensorinvarianten; schlieDlich ist K der Kompressionsmodul. 
Wir betrachten einen prismatischen Stab aus einem (6.3) geniigenden 
Material. Sei G das endliche, einfach ZusammenhHngende Querschnittsgebiet 
des Stabes und aG der Rand von G. Der Stab sei zum Zeitpunkt t urn den 
Winkel w(t) pro Langeneinheit des Stabes tordiert. Gesucht ist die w(t) 
entsprechende Verteilung der Schubspannungen srs(t) und s&t). Da die 
iibrigen Komponenten des Spannungsdeviators identisch gleich Null 
angenommen werden kiinnen, reduzieren sich die Gleichgewichtsbedin- 
gungen auf 
as13 as33 ,+q=o in P, Tl x G, 
COS(% 2) %3 + c0s(n,y)s13 I& = 0 
(6.4) 
(x, y sind kartesische Koordinaten in G, n die HuBere Normale an aG). 
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Durch Einfiihrung der Prandtlschen Spannungsfunktion II = u(t, x, y) 
gema 
au at4 
%3 = g-' 
Y 
%3=-p u lm = 0 
I 
tr5gt man (6.4) Rechnung. 
Die von Null verschiedenen VerzerrungsgrijDen er,(t) und e,,(t) lassen sich, 
wie beim Torsionsproblem iiblich (LB. [IO]), in der Form 
aw aw 
% = ax - WY, 
e23 = ay + wx 
mit der Verwiilbungsfunktion w(t, x, y) darstellen. 
Wegen a+q(ax i?y) = a+fq(ay 8 x miissen e,, und es3 der Vertraglichkeits- ) 
beziehung 
ae, ae13 - - - = 24t) 
ax ay 
oder den dazu aquivalenten Beziehungen 
a ae, 
- - -- =203(t), ( 
ae,, 
1 
aedo %2(O) 
at ax ay - - - = 240) ax aY 
(6.6) 
geniigen. Unter Beriicksichtigung von (6.3), (6.9, und (6.6) erhalt man das 
folgende Rand-Anfangswertproblem zur Bestimmung von u: 
-& (-div[r(t, 1 grad u 1”) grad u]) - div[s(t, 1 grad u Is) gradu] = 2&(t), 
u(t, x, Y) bG = 0, -div[r(O, [ grad in 1”) grad ZL] It-,, = 2w(O). (6.7) 
Als Hilbertraum H wahlen wir den Raum &l(G) mit dem dualen Raum 
f?G) Cl 11). 
Die Operatoren 
C(t) u = -div[r(t, I grad u 1”) grad u] 
B(t) u = -div[s(t, 1 grad u 13 grad u] 
geniigen den Bedingungen A,*-&* bzw. Br*, B,*, sofern die Material- 
funktionen r(t, [), s(t, 0 fur t E [0, T], 6 E [0, co) stetig und beschrankt sind 
und r(t, *) gleichmagig beziiglich t der Relation 
(~(4 41”) El - y(t, E22) 62‘2) (51 - 42) a m I 51 - 52 12; 61 , 62 E co, CQ) 
mit m > 0 gentigt. SchlieDlich sei w(e) E C[O, T]. 
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