A simplified variational iteration method is proposed to solve high-order homogeneous or nonhomogeneous linear ordinary differential equation and ordinary differential equation eigenvalue problems more efficiently and conveniently. The simplification includes two aspects: (1) explicitly deducing the general form of the differential equation for the identification of the general Lagrange multiplier while avoiding the complexity of variational calculations during identification and (2) simplifying the iterative expressions to reduce the computational work of each iteration. Three ordinary differential equations in mechanics are solved by this simplified variational iteration method, which proves that it is valid and more concise than traditional methods. To make the method more practical, it is suggested that some complicated analytical derivations be executed numerically, thereby achieving a simplified semi-analytical variational iteration method that can be easily implemented by computer programs. The method is then used to numerically solve two complex ordinary differential equation problems derived from the continuum analysis of tall building structures: a sixth-order nonhomogeneous ordinary differential equation with complex boundary conditions and a sixth-order ordinary differential equation eigenvalue problem. Numerical computer programs are developed for these two problems, and corresponding examples are provided to verify the accuracy and efficiency of the simplified variational iteration method in solving complex ordinary differential equation problems.
Introduction
Differential equations are widely used to describe various mechanical problems, 1 thus making the method used to solve them an important issue in many cases. For low-order and simple differential equations, it is easy to obtain analytical solutions; however, for highorder or complicated ones, analytical solutions are difficult to obtain or may not even exist. Numerical approaches are therefore normally employed in practice to obtain usable results, especially in engineering.
for BVPs are the shooting method, Galerkin method, finite difference method, finite element method, 4 and so on. These methods are all capable of solving ODEs, but do have some drawbacks. The shooting method involves solving the BVP's approximate IVP several times, which could be time-consuming for complicated problems. The Galerkin's method requires finding a series of trial functions that are compatible with the boundary conditions, but these functions are not always easy to determine. As for the finite difference method and finite element method, the accuracy of the solution is heavily dependent on the density or quality of the mesh. What's more, these methods are all approximate methods, even for linear ODEs.
Variational iteration is a relatively new method for solving differential equations that is theoretically accurate with simple concepts and fast convergence. It is derived from the general Lagrange multiplier method used for solving nonlinear equations in quantum mechanics, 5 which was modified by He [5] [6] [7] [8] and Biazar et al. 9 into an iteration method named the variational iteration method (VIM). The VIM is in fact a general form of the Newton-Raphson iteration method. 5 Moreover, H Jafari 10 has recently proved that when the highest derivative term is considered the linear part in the VIM while solving nonlinear differential equations, the VIM is equivalent to the wellknown classical successive approximations method. The VIM provides an effective means for solving differential equations, large linear systems, and so on and has been used to solve various differential equations in different disciplines, such as the FokkerPlanck equation [11] [12] [13] and Boltzmann equation 14 in statistical mechanics, fractional partial differential equations in fluid mechanics, 15 nonlinear wave equations, [16] [17] [18] partial differential equations for water waves, 19 variational problems, 20 nonlinear equations in heat transfer, 21, 22 free vibration problems of EulerBernoulli beams 23 and marine risers, 24 and eigenvalue problems of Sturm-Liouville differential equations 25 and nonlinear oscillators. [26] [27] [28] In this study, the VIM is simplified to solve highorder linear ODEs and ODE eigenvalue problems more conveniently and practically. First, the general form of the differential equation for identifying the general Lagrange multiplier is explicitly given, and then the iterative formulae are simplified for linear ODEs. In addition, integral expressions are suggested to be performed numerically in order to avoid complicated analytical derivations and make the method more convenient for numerical computer programming. Finally, several ODEs are selected for solving by the simplified VIM to verify its validity and efficiency.
Simplification of VIM
In general, an ODE can be expressed in the following form
where F denotes the differential operator of the ODE. Now, suppose that the solution of the above ODE can be expressed in an iterative form as
where s(x, z) is the generalized Lagrange multiplier and y n (z) and y nÀ1 (z) denote the solution after n and n21 iterations, respectively. The real solution is denoted by y(z) (so that F½y(z) = 0), and the discrepancy between y nÀ1 (z) and y(z) is dy nÀ1 (z), that is
Substituting the above equation in equation (2), we have
Supposing that dy nÀ1 is sufficiently small, the firstorder Taylor series expansion of F(y + dy nÀ1 ) gives
Provided that
holds, the discrepancy after n iterations dy n is a secondorder small quantity of the discrepancy after n21 iterations dy nÀ1 . This means that the nth iterative solution y n is closer to the real solution than the (n21)th iterative solution y nÀ1 . Equation (6) can therefore be used to identify the optimum generalized Lagrange multiplier s(x, z) for the iterative solution. However, as the equation includes the unknown real solution y(z) that makes it unusable, an approximation must be made herein for practice. That is, y(z) is replaced with y nÀ1 (z)
If we now consider a special case in which F(y) is not a functional but a function, then equation (7) can be simplified as
That is
The above formula is the iteration formula of the famous Newton-Raphson method for solving nonlinear equations, which means that the VIM can be regarded as a general form of the Newton-Raphson method or that the Newton-Raphson method is a particular case of the VIM. In this manner, the validity and feasibility of the VIM is also verified from a unique perspective.
When the operator F is complicated, it is difficult to obtain the expression for s(x, z) using equation (6) , and so some approximations need to be made. To begin with, the operator F is divided into three parts
where L is a simple linear operator (so simple that the analytical solution of L½y(z) = 0 is easy to obtain); N is a complicated linear or nonlinear operator;ỹ is the restricted variation, that is, dỹ = 0, such that dN ½ỹ(z) = 0; and G(z) is a function of z and independent of y, that is, dG = 0. Therefore, equation (7) can be rewritten as
Equation (11) produces several stationary conditions that can be treated as a differential equation (equation (12)) together with the corresponding boundary conditions (equation (13)) with respect to the generalized Lagrange multiplier s(x, z)
where L Àk ½ indicates that the differential order of all terms is reduced by k in the operator L and n is the highest order in the operator L; if k.n, then let L Àk ½ = 0. In fact, equations (12) and (13) are equivalent to the method suggested by Jafari et al. 29 Later, s(x, z) will be identified by solving the differential equation expressed in equation (12) , and then, equation (2) can be used to perform the iterations for the solution of equation (1). The solution of L½y(z) = 0 can be chosen as the initial solution y 0 ; if the iteration count is larger than one, the boundary conditions at z = a (the starting point of the integral) should be considered when solving L½y(z) = 0 because the iterations will not change the boundary value of y at z = a in equation (2) . Neglecting the operator N means that the resulting generalized Lagrange multiplier s(x, z) is not the optimal one, but rather a practical one.
Based on the above derivations, the operator L and Lagrange multiplier s(x, z) possess the following properties
In view of the derivation formula for the uncertain limit integral given below
We can obtain a new property of s(x, z)
Because the linear operator L can be expanded as
We obtain
We now define a new symbol n n (z) as
where n 0 (z) = y 0 (z). Substituting r(z) = n n (z) in equation (20) , the following equation can be obtained
Supposing that N is also a linear operator, as per equation (2), we get
Analogically, the ith iterative solution can be expressed as
The above expression means that iterations need not be carried out using equation (2), but instead only n 1 (z), n 2 (z), n 3 (z) Á Á Á n i (z) needs to be calculated in accordance with equation (21) . This will eliminate the operator L, making the iterative solving procedure simpler and easier.
From equations (21) and (24), we can also infer that when N½y(z) = 0, n k (z) also equals 0. An accurate analytical solution can then be obtained after only one iteration
For IVPs, the initial solution y 0 (z) and every solution obtained during the iterative solving procedure can be fully confirmed according to the initial conditions without undetermined coefficients. Thus, if the iteration converges, the solution calculated by equation (24) can be used directly. With BVPs, however, the initial solution y 0 (z) contains undetermined coefficients. When the iteration is finished, these undetermined coefficients need to be eliminated using the remaining boundary conditions. The initial solution with undetermined coefficients can generally be written as
where C k denotes the undetermined coefficient, f k, 0 (z) denotes one of the particular solutions of L½y(z) = 0, and q is the number of particular solutions. The ith iterative solution y i (z) can be rewritten as follows (the derivation is similar to that of equation (23))
where
Equation (27) divides the iterative solution into several components, each of which can be calculated independently (equation (28)), so the undetermined coefficients can be ignored during the iterations. In this manner, the derivation in every iterative step is kept brief and simple, making it easy to obtain the numerical approaches involved.
As for the eigenvalue problems of ODEs, the operator N can usually be written in the following form
By repeating the deduction in equation (23), the solution after the ith iteration can be obtained as
Verification of simplified VIM
Here, three simple but classical problems will be solved using the simplified VIM to demonstrate the solution procedure and verify the validity of the simplification.
Problem I: Forced vibration of undamped singledegree-of-freedom system
The differential equation of forced vibration for an undamped single-degree-of-freedom (SDOF) system is 27
whose initial conditions are
According to equation (10) , the operators can be identified as
Substituting the above equations in equations (12) and (13), we have
The generalized Lagrange multiplier s(x, z) can then be solved
Forcing L½u(t) = 0 to obtain the initial solution (considering the conditions in equation (33)), we get
Because N ½u(t) = 0, the accurate analytical solution can be determined according to equation (25) 
Equation (38) is the well-known Duhamel integral or the solution of the vibration of an SDOF system under arbitrary dynamic loads. This proves that the identified generalized Lagrange multiplier based on equations (12) and (13) is rational, and that the simplified VIM is valid and capable of solving IVPs.
Problem II: Cantilever (Euler-Bernoulli beam) under distributed transverse load
If the distributed transverse load is set to p(z) = EI=H 4 sin (pz=2), then the static equilibrium differential equation of a cantilever is
where z 2 ½0, 1. The corresponding boundary conditions are
The analytical solution of equation (39) can be obtained by simply integrating the equation four times
To now try and solve equation (39) using the simplified VIM, the operators should first be identified
Then, based on equations (12) and (13), we have
which yields the generalized Lagrange multiplier
Considering L½y(z) = 0, the initial solution can be found
Because N ½y(z) = 0, the final solution can be determined according to equation (25) as
The undetermined coefficients can be obtained using the boundary conditions in equation (40), as per the following
If we substitute the value of the above coefficients in equation (46), the expression obtained will be the same as that in equation (41). This example proves that the simplified VIM is capable of solving BVPs.
Problem III: Free vibration of cantilever (Euler-Bernoulli beam)
The eigenvalue differential equation of transverse free vibration of a cantilever (Euler-Bernoulli beam) is
The boundary conditions are the same as those in equation (40). The precise results of eigenvalues are the roots of the following equation
The numerical values of the accurate eigenvalues (the first two orders) are
When using the VIM, the operator L is chosen as L(y) = y (4) . As this is the same as that used in the previous problem, the generalized Lagrange multiplier will also be the same as the one in equation (44). In addition, the initial solution should be the same as the one in equation (45). To reduce the computational burden, the initial solution is simplified in view of the boundary conditions at z = 0 in equation (40)
The other operators are can then be identified as
Because L and N are both linear operators, equation (28) can be applied here
Substituting the above equations, we get
Considering the boundary conditions at z = 1 in equation (40), a polynomial equation of lH is determined (by considering only the first three iterative solutions) 
The numerical roots of the above equations (Table 1) indicate that the iterative result will converge step-by-step to an accurate solution as the iteration count increases. Thus, although the simplified VIM can also solve the eigenvalues of ODEs, the expression of the solution will become increasingly complicated (i.e. the number of terms may grow exponentially) as the iterations proceed. To make the application of the method more convenient, we suggest that the integrals and differentials in equation (28) be calculated by numerical methods instead of analytical derivation, which would make the method a semi-analytical but practical one. In addition, numerical differentials should be avoided because these make it difficult to guarantee accuracy.
Application of simplified VIM to complicated ODE problems
In this section, two complicated ODE problems are solved by the proposed VIM method in order to verify and investigate the feasibility and convenience of the method.
Problem description
In the classic theory of tall building analysis, structures are usually idealized as a continuous sandwich cantilevers 30 so that their static and dynamic behavior can be described using differential equations.
The following differential equations are those used to describe a tall building structure under static load and free vibration, respectively
where, k, a, H, m, and p are parameters of a tall building, z is the independent variable, w is the undetermined function, and t is the time-domain variable in dynamic analysis. Equation (57) can be changed into an ODE by spectral transformation in order to solve the free vibration eigenvalues of a tall building structure
where lH is the free vibration eigenvalue.
The corresponding boundary conditions of the ODE (56) are
EI dp dz
and these are the boundary conditions for the ODE (58)
The general procedure used to obtain the analytical solution of the eigenvalue differential equation (equation (58)) is as follows. First, treat the equation as a normal homogeneous ODE with constant coefficients and find its general solution (include six integration (58)) is a univariate sextic equation (which can be reduced to be quintic), which means that the roots of the equation cannot be expressed in algebraic form according to Abel's impossibility theorem. In addition, even if a computer algebra system is employed to acquire an expression for the general solution of equation (58), such acquisition will be very cumbersome. It will also include complicated operations on the eigenvalue, lH, such as exponentiation and rooting, which will make it difficult to obtain the value of lH even when using a numerical approach.
In view of the difficulty involved in solving equation (58), and the shortcomings of traditional methods mentioned in the Introduction section, the semi-analytical method based on the VIM deduced from previous discussions is used to solve the problem. As for equation (56), although the analytical solution is not very difficult to obtain if the lateral load is analytical, the semianalytical method will still be applied for convenience.
Solution of sixth-order nonhomogeneous ODE
As mentioned above, the first task involved in solving differential equations by the VIM is to identify the generalized Lagrange multiplier. Before performing this task, the operators in equation (10) should be determined in comparison with equation (56) as follows
A computer program based on the above derivation named ODETB (solver for an ODE of a tall building structure under static loads) was developed using Julia Language, 31 which is a high-level, high-performance, dynamic programming language for technical computing. This ODETB is capable of solving ODEs (such as equation (56)) for tall building structures under arbitrary lateral loads.
To verify the ODETB, a simple example is presented wherein a tall building is carrying a distributed inverted triangle load p(z) = z Á EI=H 4 , thus making it easy to obtain an analytical solution. The key parameters of the tall building are set as k 2 = 1:2 and kaH = bH = 10:0. A comparison between the results obtained by the semi-analytical solution (ODETB) and analytical solution is shown in Table 2 , in which the relative error is calculated by
where w(z) represents the analytical solution andw(z) represents the numerical solution. The error data listed in Table 2 indicate that ODETB exhibits relatively high accuracy even if there are only few points in the solution domain for numerical integration, and the suggested number of points used in the numerical integration should be 50 considering the computational efficiency and accuracy.
Solution of sixth-order ODE eigenvalue problem
Comparing equation (58) with equations (10) and (29), the operators can be identified as
The generalized Lagrange multiplier is same as that in equation (64), and the initial solution is also same as that in equation (65) because the operator L in the above equation is identical to the one in equation (61). To make the solution process simpler, the new initial solution is determined using the boundary conditions at z = 1, thereby eliminating three of the undetermined coefficients 
Conclusion
In this study, the original VIM is simplified and modified into a semi-analytical method to solve high-order complicated ODEs in a more convenient and practical manner.
1. The general form of the differential equation with respect to the general Lagrange multiplier is explicitly stated, which facilitates the identification of the general Lagrange multiplier. 2. For linear ODEs, the operator L can be eliminated during the iterative solving procedure, which reduces the iterative computational burden. 3. The integrals involved in the iterations are suggested to be calculated numerically for practical use. 4. The simplified VIM has been proven to be an efficient and practical method for solving complicated ODEs (including eigenvalue ODEs), and the implementation of this method is both simple and convenient.
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