Abstract-We provide simple analytical results for the coefficients of a finite-impulse response (FIR) prefilter and the effective channel impulse response (IR) for use in cellular communication systems. We show that using a FIR filter with both causal and anticausal filter taps, it is possible to find the jointly optimized impulse response, such that the signal-to-noise ratio is maximized in the least-squares sense. We show via computer simulation for 8-ary phase-shift keying in enhanced data rates for global evolution (EDGE) that the joint optimization of the prefilter and IR produces results similar to the minimum mean-square error decision-feedback equalizer prefilter in thermal noise, but yields gain in colored noise.
I. INTRODUCTION

F
OR THIRD-GENERATION cellular communications systems based on time-division multiple-access (TDMA), the existing standards are being evolved to higher spectral efficiency [1] . Specifically, the modulation scheme has been changed to 8-ary phase-shift keying (8PSK), thus due to receiver complexity considerations, optimal maximum-likelihood sequence estimator (MLSE) equalization cannot be used as a symbol detector, as was the case for binary Gaussian minimum-shift keying (GMSK) modulation in the global system for mobile communications (GSM).
Suboptimal sequence estimation methods employing decision feedback are used instead, and the design of a prefilter able to yield a channel impulse response estimate with dominant leading taps is important [2] - [6] . In [6] , it was shown that for the finite-impulse response (FIR) filter design under the minimum mean-square error (MMSE) criterion Cholesky factorization has to be used, the finite-dimensional analog of spectral factorization used in the infinite length case. The MMSE metric is not the only metric available for filter synthesis, as other authors, notably Salazar [7] , Gerstacker [8] , and Falconer et al. [9] have shown that the maximization of the signal-to-noise ratio (SNR) metric is also suitable. In this letter, we use the concept of maximization of SNR in the least-squares (LS) sense, combined with a FIR prefilter with both causal and anticausal taps. We so derive simple analytical expressions for the FIR filter coefficients, as well as a jointly optimized effective channel impulse response (IR) estimate. The analytical expressions for the IR estimate and FIR filter coefficients require only the inversion of two matrices, with sizes equal to the number of filter and IR taps chosen. Using our approach, apart from having to choose the length of the prefilter, there is no need for unknown delay parameters, nor do we require an estimation of the noise variance, or the channel estimate before the prefilter, as we do not require any expectation values to be estimated [8] .
The letter is organized as follows. In Section II, we present the receiver and the joint optimizing scheme. Section III presents computer-simulated results achieved by this method and the MMSE method [5] for use in enhanced data rates for global evolution (EDGE) with 8PSK modulation. The conclusions are presented in Section IV.
II. JOINT OPTIMIZATION OF FIR PREFILTER AND EFFECTIVE CHANNEL IR
We make the assumption that the IR does not change significantly over a short burst of data, referred to as a data packet (Fig. 1) . For a causal IR, let us define a training matrix, denoted by and given in terms of the training symbols as shown in (2) at the bottom of the next page.
Next, we introduce the mathematical model of the receiver in baseband. Denote with the prefiltered received signal in baseband (see Fig. 2 ) at a sampling rate high enough to provide for sufficient statistics for detection. Hence, we have in baseband (1) where in vector notation 1 , , , represent the prefiltered received signal, the effective channel IR after the prefilter , the transmitted data symbols to be estimated, and the prefiltered additive noise, respectively.
is the length of the channel. Vector contains training symbols available inside the received data packet, as shown in Fig. 1 . We also define a dominant IR tap matrix , for dominant taps given by (3) , shown at the bottom of the page. Let us also define a received matrix denoted , formed with the received samples and given by (4) at the bottom of the page.
Here is the number of taps we wish to use in the FIR prefilter, and is the number of taps that are anticausal. It is important to realize that we use only known training symbols and received symbols. Based on these matrices, we now present the expression for the SNR to be maximized as a ratio of two terms in the LS sense, one being the signal energy due to the dominant taps, and the other the noise energy. (5) It is clear that our definition of SNR to be maximized in the LS sense (5) is simple, in the sense that it does not require the estimation of the IR before the prefilter, nor does it require an unknown delay parameter to be optimized in addition to the SNR. The only additional parameter to be chosen is the length of the prefilter.
A. Joint Optimization Procedure
We now focus on finding analytical expressions for vectors and maximizing the SNR in (5) in the LS sense. We apply the separation of variables technique, starting by forcing the denominator in (5) 
Upon substitution of (6) into (5) we can write (7) hence (8) where (9) denotes the optimal effective channel IR. Now we may rewrite (8) as (10) Equation (10) is a generalized eigenvalue problem, and is given by the eigenvector (11) corresponding to the largest eigenvalue . Thus, invoking (6), we can write the optimal FIR prefilter coefficients as (12)
With the FIR filter and optimal IR coefficients now known, we can perform detection [10] . Note that this procedure will always whiten the noise after the prefilter, regardless of whether the noise was colored due to the receiver filter or was colored before the receiver filter, or both.
III. SIMULATION RESULTS
In order to evaluate the performance of the results derived above and compare it to other techniques from the literature, we use EDGE and 8PSK modulation [1] . We select the typical urban (TU) model as a dispersive channel. We perform computer simulations for the decision-feedback equalizer (DFE) detector, using a five-tap IR with , which is sufficient for TU. We compare our method to the MMSE-DFE prefilter [5] . We select the FIR prefilter with , , and . These choices imply that we need to invert a (7,7) matrix, and there are no additional noise covariance or channel impulse response estimations that need to be performed, as is the case for the MMSE-DFE prefilter.
In EDGE we have 26 training symbols, of which 22 are usable, as the TU model causes intersymbol interference (ISI) of four symbols before the prefilter. In the receiver, we use a square-root raised cosine (SRC) receiver filter with normalized bandwidth 0.67 and rolloff factor of 0.5. The transmitter has a Gaussian filter as described by the GSM/EDGE standard. We simulate the case of AWGN and highly colored adjacent interference. Fig. 3 . BER results using a DFE detector for both the LS maximum SNR and MMSE-DFE prefilters in thermal noise. Fig. 4 . BER results using a DFE detector for both the LS maximum SNR and MMSE-DFE prefilters in colored noise.
The bit error rate (BER) results obtained for the DFE detector are shown in Figs. 3 and 4 . Clearly, overall BER results are similar for thermal noise, but the Max SNR LS prefilter yields gain in colored noise 3 .
IV. CONCLUSIONS
We derived simple analytical expressions for the FIR prefilter and channel IR jointly optimized to maximize the SNR in the LS sense. We showed via computer simulations that our prefilter performs similarly compared to the MMSE-DFE prefilter in thermal noise, but yields gain in colored noise.
We showed that our approach, based on an LS metric, leads to a number of simplifications in the derived analytical expressions. For one, apart from having to choose the length of the prefilter, we do not need additional delay parameters, nor do we need to estimate any expectation values or noise covariance matrices. The jointly optimized FIR prefilter and channel IR yields the best possible SNR we can achieve, given a small number of training symbols.
