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Abstract 
Cumulative Genetic and Environmental Predictors of Youth Substance Use 
 
Jennifer L. Carrano 
Dissertation Chair: Rebekah Levine Coley 
Substance abuse and dependence are among the nation’s leading health issues, 
leading to more illnesses, disabilities, and deaths than any other modifiable health 
condition. Substance use among youth is of particular concern, as rates are higher than 
among any other age group and because early use is associated with a higher risk of later 
abuse and dependence and a higher incidence of related risk-taking behavior. Thus, a 
better understanding of the causes of substance use problems is a central issue. The 
primary goal of this study was to examine genetic and environmental predictors of youth 
alcohol and drug abuse and dependence. This study expands upon extant research by 
being the first to utilize a genetic risk score (GRS) approach to examine the joint effect of 
four dopaminergic genetic polymorphisms on substance abuse and dependence, by 
incorporating cumulative measures of environmental risk and promotive factors, and by 
examining gene-environment interactions (GxEs) and gender differences in substance use 
predictors, thus allowing for a more comprehensive assessment of environmental and 
genetic influences than has previously been attempted.  
Analyses were conducted on a national longitudinal sample of 1,396 Caucasian 
youth who participated in surveys and DNA sampling in the National Longitudinal Study 
of Adolescent Health, with individuals followed from adolescence (ages 12-18) into early 
adulthood (ages 24-32). Logistic regression analyses examined main and interactive 
effects of cumulative environmental risk and promotive factors and genetic risk scores on 
clinically significant alcohol and drug abuse and dependence in early adulthood. 
Analyses were conducted separately for males and females to examine gender differences 
in substance use predictors. Results show that a dopaminergic GRS index significantly 
predicted the likelihood that female, but not male, youth will meet clinical criteria for 
substance abuse and dependence, even after accounting for cumulative environmental 
influences. No evidence of GxE was found. These results provide a better understanding 
of the etiology of substance abuse and dependence and provide evidence of the utility of 
GRS methods for studying genetic influences on substance use behaviors.
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CHAPTER 1: INTRODUCTION 
Prevalence and Correlates of Youth Substance Use 
Substance use has been referred to as the leading health problem in America, in 
large part because it leads to more illnesses, disabilities, and deaths than any other 
modifiable health condition (Robert Wood Johnson Foundation, 2001). Substance use 
among adolescents and young adults is of particular concern for a number of reasons. 
First, rates of substance use are higher in youth than in any other age cohort. Recent 
national estimates show that rates of illicit drug use (e.g., marijuana, cocaine, heroin, etc.) 
increase steadily throughout adolescence, peaking at more than 20% among youth 
between the ages of 18 and 25, and then declining steadily throughout adulthood. 
Similarly, rates of alcohol use are highest among those in their 20s and rates of binge 
drinking (i.e., consuming five or more drinks on one occasion at least once in the past 30 
days) also rise during adolescence, reaching a peak of more than 30% among 21-25 year-
olds and then decreasing throughout adulthood. Rates of heavy drinking (i.e., consuming 
five or more drinks on one occasion for at least five of the past 30 days) also increase 
during adolescence, are highest among those in their early 20s (15.2%), and then 
continually decline throughout adulthood (Substance Abuse and Mental Health Services 
Administration, 2011; see Table 1 for detailed estimates).  
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Table 1: Percent of individuals reporting past month illicit drug and alcohol use, by age, 
2010 
Age in 
Years 
Illicit Drug 
Use 
Any Alcohol 
Use in Past 
Month 
Binge Drinking 
in Past Month 
Heavy 
Drinking in 
Past Month 
12-13 4.0 3.1 0.9 0.1 
14-15 9.3 12.4 5.5 1.2 
16-17 16.6 24.6 11.7 3.6 
18-20 23.1 48.9 22.0 11.3 
21-25 20.5 70.0 30.3 15.2 
26-29 14.8 65.3 27.2 11.4 
30-34 12.9 63.9 25.3 9.3 
35-39 8.1 60.5 20.8 7.8 
40-44 6.9 61.1 19.0 7.5 
45-49 7.2 58.9 17.7 7.2 
50-54 7.2 57.6 14.6 6.0 
55-59 4.1 52.7 11.7 5.2 
60-64 2.7 51.6 10.5 3.3 
65+ 1.1 38.2 5.9 1.6 
NOTE: Illicit drug use includes 9 categories of drugs: use of marijuana/hashish, cocaine/crack, heroin, 
hallucinogens, and inhalants, as well as the nonmedical use of prescription-type pain relievers, 
tranquilizers, stimulants, and sedatives.  
Any alcohol use refers to having at least 1 drink in the past 30 days; Binge drinking refers to having 5 or 
more drinks on the same occasion (i.e., at the same time or within a couple of hours of each other) on at 
least 1 day in the past 30 days; Heavy drinking refers to having 5 or more drinks on the same occasion on 
each of 5 or more days in the past 30 days. 
Data Source: Substance Abuse and Mental Health Services Administration. (2011). Results from the 2010 
National Survey on Drug Use and Health: Summary of National Findings, NSDUH Series H-41, HHS 
Publication No. (SMA) 11-4658. Rockville, MD: Substance Abuse and Mental Health Services 
Administration. 
 
Second, more than half of individuals who ever use or abuse substances initiate 
use during adolescence or young adulthood (SAMHSA, 2011), suggesting that early 
environmental contexts likely have a strong influence on lifetime substance use behaviors 
and that these are key developmental periods  to target with preventative measures. Third, 
early substance use is associated with a number of additional risks, including a greater 
likelihood of later abuse and dependence, increased risk for developing physical and 
mental health problems, and a higher incidence of related risk-taking behaviors (NIDA, 
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2008b). Studies show that more than 90% of adults who meet the criteria for alcohol or 
drug dependence or abuse first started using alcohol or drugs prior to age 18. In addition, 
25% of individuals who begin using substances before age 18 later develop substance use 
or dependence, compared with less than 1% of individuals who begin using after the age 
of 20 (The National Center on Addiction and Substance Abuse, 2011; SAMHSA, 2004). 
Research suggests that because the adolescent brain is not yet fully developed, substance-
using youth are more vulnerable than adults to developing abuse and dependence (The 
National Center on Addiction and Substance Abuse, 2011; Spear, 2011).  
It is important to keep in mind, however, that a large proportion of adolescents 
and young adults are able to use alcohol and drugs recreationally, meaning that their use 
is short-term, does not cause problems in daily functioning, and does not progress into 
abuse or dependence (Newcomb & Bentler, 1988; Shedler & Block, 1990). These 
adolescents may simply be engaging in a somewhat normative stage of substance use 
experimentation, which may not result in significant problems in functioning or 
development and which youth eventually outgrow. Thus, of greater concern is the 
sizeable percentage of youth whose substance use persists into adulthood and who 
eventually meet diagnostic criteria for substance abuse or substance dependence.  
According to the most recent version of the American Psychiatric Association’s 
(APA) Diagnostic and Statistical Manual of Mental Disorders (Fourth Edition, Text 
Revised; DSM-IV-TR; 2000), substance abuse and dependence involve maladaptive 
patterns of substance use that lead to clinically significant impairment or distress. More 
specifically, substance abuse is indicated when at least one of the following is present 
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within a 12-month period: 1) recurrent use results in a failure to fulfill major role 
obligations at home, school, or work; 2) recurrent use occurs in situations that are 
physically dangerous (e.g., driving while drunk); 3) recurrent use results in legal 
problems; and 4) use continues despite causing or exacerbating recurrent social or 
interpersonal problems (American Psychiatric Association, 2000). Substance dependence 
is indicated by similar symptoms, but may also include symptoms of physical 
dependence. Specifically, a person can be diagnosed as being substance dependent if at 
least three of the following are present within a 12-month period: 1) tolerance (e.g., the 
need to use increasing amounts to experience the effects); 2) withdrawal (e.g., adverse 
symptoms when substance is not ingested); 3) impaired control (e.g., inability to control 
the amount of substance consumed); 4) desire to quit (e.g., desire or unsuccessful efforts 
to cut down or control use); 5) neglect of activities (e.g., giving up or reducing important 
social, occupational, or recreational activities because of use); 6) time spent using (e.g., 
devoting a significant amount of time to using substances, planning how to get 
substances, or recovering from use); and 7) using despite problems (e.g., continued usage 
despite having physical or psychological problems that result from or are exacerbated by 
use). These criteria are used to diagnose clinically significant levels of both alcohol and 
illicit drug abuse and dependence. 
In addition to increasing the risk for later abuse and dependence, youth substance 
use is also associated with a number of physical and mental health problems, including 
certain types of cancers, heart disease, stroke, respiratory illness, diabetes, liver disease, 
depression, and anxiety (Marcus, Newman, Millikan, Moorman, Baird, & Qaqish, 2000; 
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National Institute on Drug Abuse, 2011; The National Center on Addiction and 
Substance Abuse, 2011). Substance use among youth is also linked with a number of 
related risk-taking behaviors such as drunk driving, engaging in unsafe sex, and 
participating in violent or delinquent activities, which can lead to a number of negative 
consequences such as injury, unplanned pregnancy, sexually transmitted diseases, or 
death (Centers for Disease Control and Prevention, National Center for Injury Prevention 
and Control, 2010; The National Center on Addiction and Substance Abuse, 2011). 
Finally, substance use during adolescence and young adulthood may impede the overall 
successful transition into adulthood by interfering with youths’ ability to complete high 
school and college (e.g., due to poor grades, unplanned pregnancy, or incarceration), to 
develop positive interpersonal relationships, and to obtain well-paying jobs and become 
productive members of the workforce (The National Center on Addiction and Substance 
Abuse, 2011).  
Furthermore, substance use also poses a substantial societal financial burden, with 
estimates showing that total costs related to substance use (including costs resulting from 
crime, healthcare, and lost productivity associated with use) exceed half a trillion dollars 
in the United States each year (Harwood, 2000; NIDA, 2008b; Office of National Drug 
Control Policy, 2004). Recent reviews have concluded that the United States spent 
approximately $68 billion dollars in 2007 to cover costs associated with underage 
drinking alone (e.g., medical/treatment costs, insurance costs, lost work hours, and costs 
related to youth violence; The National Center on Addiction and Substance Abuse, 2011). 
Youth substance use also leads to substantial costs incurred by the education system, as 
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schools are forced to hire additional staff, repair or replace vandalized property, and 
provide substance use services to students. A recent study estimated that at least 10% of 
all national education spending is directly linked to substance use (The National Center 
on Addiction and Substance Abuse, 2001). The juvenile justice system also incurs costs 
in the billions related to youth substance use, including costs related to law enforcement, 
court proceedings, criminal detention and incarceration, and treatment (The National 
Center on Addiction and Substance Abuse, 2004).  
Causes of Youth Substance Abuse and Dependence 
Given these repercussions, identifying the causes of substance use is a central 
issue, as an understanding of these causes can improve prevention and intervention 
efforts. There are a number of potential reasons why individuals may initiate and 
continue to use drugs and alcohol, and empirical evidence indicates that both biological 
and environmental factors play a role in promoting substance use behaviors. On one 
hand, certain people may carry a genetic predisposition that causes them to self-select 
into environments that promote substance use behaviors, and which may make them 
more likely to develop addictions to alcohol and/or drugs (Crabbe, 2002; Ducci & 
Goldman, 2008).  Other individuals may engage in substance use simply because it 
makes them feel good, as ingesting various substances alters neurotransmitters in the 
brain and results in mood changes and feelings of euphoria (Blows, 2000; Franken, Booij, 
& van den Brink, 2005).  
Environmental contexts also play a key role in promoting substance use, however. 
For example, some people use substances as a means of coping with life stressors or 
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psychological distress, as drugs and alcohol may have a “numbing” effect that alleviates 
painful emotions and boosts mood (Khantzian, 1985). Research has shown that risk 
factors in the family, peer, school, and neighborhood contexts (e.g., poor parent-child 
relationships, high rates of neighborhood disorganization), can lead to a higher likelihood 
that youth will engage in substance use, whereas positive environmental contexts (e.g., 
parental support, positive peer relationships) may decrease this likelihood (see Hasin & 
Katz, 2009; Hawkins et al., 1992). Environmental factors may exert their influence on 
substance use behaviors in a number of ways. For example, Social Learning Theory 
(Bandura, 1977) suggests that some people may be influenced to use substances by 
observing the social norms in the environments that surround them. If individuals observe 
others in their lives using alcohol and drugs, these individuals may act as role models for 
youth, who in turn may be motivated to imitate this behavior, thus engaging in substance 
use themselves. Social Control Theory (Hirschi, 1969) posits that strong social bonds 
with or ties to conventional individuals, activities, and social institutions act to deter 
deviant behaviors such as substance use. Individuals who develop in environments that 
lack these positive social bonds are therefore at increased risk of engaging in problematic 
drug and alcohol use. Thus, youth who live in disorganized or dysfunctional families or 
communities may lack these positive social bonds and may in turn be more prone to 
abuse drugs and alcohol.  
Importantly, evidence from research using a risk and resilience framework has 
shown that the total number of risk and protective factors present in an individual’s life 
may be more important than any single factor for either increasing or decreasing the 
8 
 
likelihood that youth will exhibit developmental problems such as substance abuse and 
dependence (Rutter, 1979; 2000; Werner, 2000). Evidence suggests that positive and 
negative environmental influences tend to cluster together and exhibit a joint influence on 
development (Luthar, 1993). Thus, when attempting to identify the causes of substance 
use disorders, research suggests that it is important to consider the cumulative impact of 
multiple risk and protective factors on the development of substance use disorders, rather 
than the influence of isolated aspects of youth’s environmental contexts.  
Adolescent Development and Substance Use  
Given the fact that most individuals with substance use problems initiate use 
during adolescence, it is likely that early environmental contexts play a key role in 
determining substance use behaviors. Environmental influences during adolescence may 
also be particularly important because of the multitude of developmental changes that 
occur during this period. For example, adolescence is a key period in which youth 
undergo important physical, social, and psychological changes, including hormonal 
changes, the onset of puberty, increased autonomy, mood fluctuations, and brain 
development (Wagner, 2008). Such transformations may influence adolescent substance 
use in a number of important ways (Morris & Wagner, 2007). For example, as autonomy 
increases and adolescents become more reliant on peers than parents they may be more 
likely to succumb to social pressures peers to drink alcohol or use drugs. The transition to 
high school may also result in increased exposure to substances and substance-using 
peers, who can provide social models encouraging substance use. Hormonal changes and 
mood fluctuations may drive youth to self-medicate with substances in response to 
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negative affect or life stress. Adolescent brain development is also a crucial reason why 
environmental influences may be particularly important during this developmental 
period. Research has shown that the human brain is not completely developed until the 
mid-twenties and that adolescents lack adult-like capacity for certain cognitive processes 
like reasoning, impulse control, judgment, decision-making, and self-regulation (National 
Institute of Mental Health, 2008). Thus, relative to adults, adolescents are less able to 
resist environmental pressures to engage in substance use behaviors, less likely to make 
safe decisions regarding substance use, and more vulnerable to developing substance-use 
problems. 
Genetic Correlates of Youth Alcohol and Drug Use 
Research has also found that substance use is partially genetically determined, 
with specific biological pathways associated with an increased likelihood of both drug 
and alcohol use (Plomin et al., 2008). Studies further suggest that heritability is higher for 
substance abuse and dependence than for frequency of use or more recreational use (see 
Plomin et al., 2008), and that genetic influences more strongly predict substance use 
outcomes in early adulthood than in adolescence (e.g., Lynskey, Agrawal, & Heath, 
2010; Prescott, Madden, & Stallings, 2006). Research has begun to identify variations in 
specific genes that may be linked to substance use behaviors, but results are inconsistent 
across studies, suggesting the need for future research to help elucidate which 
polymorphisms are consistently related to substance use in various populations. In 
addition, substance use is a complex trait that is polygenic in nature, meaning that 
multiple genetic polymorphisms, each having only a small effect, are jointly responsible 
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for determining this phenotype. To date, most of the genes that play a role in substance 
use behaviors are likely not yet identified, and very little research has examined the 
cumulative effect of the various polymorphisms that have been located (Plomin et al., 
2008).  
Despite compelling evidence that both environmental and genetic factors play a 
role in substance use behaviors, many individuals who experience environmental or 
genetic risks fail to develop substance use problems, suggesting that neither 
environmental nor genetic risks are deterministic in nature. Therefore, recent work has 
focused on examining the joint influence of genetic and environmental factors, as it is 
likely that genes and environments interact in complex ways to influence human 
behaviors (Rutter & Silberg, 2002). To date, however, research studies on gene-
environment interactions (GxEs) in relation to youth substance use are relatively rare and 
suffer from a number of methodological problems, such as the reliance on small 
homogenous samples, inconsistent replication of genetic findings, the use of limited 
environmental measures, and lack of attention to the joint influence of multiple genes.  
Gender Differences in Youth Alcohol and Drug Use 
 Much of the early work examining the etiology of substance use has focused 
solely on male samples and therefore relatively little is known about the factors 
influencing substance use in females. However, there is some indication there are gender 
differences in substance use behaviors, suggesting the need for further study. First, it is 
evident that by adolescence, males engage in higher rates of use, abuse, and dependence 
of virtually all substances (Anderson, 2001; Merikangas & Stevens, 1998; Weiss, Kung, 
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& Pearson, 2003). Other research suggests that the reasons why individuals use drugs and 
alcohol differ by gender, with males using substances primarily for the physical and 
psychological rewards experienced (e.g., for excitement, euphoria) and females being 
more likely to use substances for the purpose of self-medicating in response to 
psychological distress (Langan & Pelissier, 2001; Liu & Kaplan, 1996).  
There is also some indication that males and females differ in terms of biological 
influences on  substance use, with some studies estimating the heritability of substance 
use to be lower for females than for males (e.g., Derringer et al., 2008; McGue et al., 
1992; Merikangas & Stevens, 1998; Prescott et al., 2005). Brain-imaging studies have 
shown that there are gender differences in the brain regions that are activated in response 
to substance intake (Kilts, Gross, Ely, & Drexler, 2004; Tucker, Browndyke, Gottschalk, 
Cofrancesco, & Kosten, 2004) and some work has found gender differences in specific 
genes associated with substance use, with some suggesting that males may be more 
susceptible to genetic effects (e.g., Lopez-Castroman et al., 2009; Skowronek et al., 2006; 
Vanyukov, Moss, Yu, Tarter, & Deka, 1995; Wodarz et al., 2003) and others suggesting 
the opposite (e.g., Guindalini et al., 2005; Herman et al., 2005; Philibert, Gunter, Beach, 
Brody, & Madan, 2008).  Overall though, most genetic studies of substance use have 
failed to test for gender differences, and those that have have yielded mixed results, 
suggesting that additional research is needed to determine if and when gender differences 
do exist. 
Present Study 
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The primary goal of this study was to expand upon extant research by utilizing a 
cumulative genetic risk score (GRS) index along with cumulative indices of positive and 
negative environmental contexts to test for main and interactive effects on the likelihood 
that youth would meet the clinical criteria for alcohol and drug abuse and dependence. 
Analyses were conducted on a national longitudinal sample of 1,396 Caucasian youth 
who participated in surveys and DNA sampling in the National Longitudinal Study of 
Adolescent Health, with individuals followed from adolescence (ages 12-18) into early 
adulthood (ages 24-32).  
Logistic regression analyses examined main and interactive effects of cumulative 
environmental risk and promotive factors and genetic risk scores on clinically significant 
alcohol and drug abuse and dependence in early adulthood. Analyses were conducted 
separately for males and females to examine gender differences in substance use 
predictors. Results provide a better understanding of the etiology of youth substance use 
and provide evidence of the utility of GRS methods for studying genetic influences on 
substance use. Further, findings add to what is still a rather sparse and contradictory 
literature on genetic effects on substance use and help shed light on discrepant findings 
regarding gender differences in substance use etiology.  
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CHAPTER 2: LITERATURE REVIEW 
Environmental Influences on Youth Substance Use: Theoretical Background 
A wealth of research has long shown that environmental influences are important 
contributors to substance use behaviors. Studies have identified a number of 
environmental risk factors that are consistently associated with higher rates of substance 
use, including parental substance use, family conflict, association with substance-using 
peers, exposure to stressful life conditions, poor parenting practices, physical and sexual 
abuse, and lack of engagement in school and work. Similarly, a number of protective 
environmental factors have been found to reduce the likelihood that youth will engage in 
substance use, including strong parent-child attachment, supportive family environments, 
parental supervision, and religiosity (see Hasin & Katz, 2009; Hawkins et al., 1992).  
Risk and Resilience Theory 
Risk and resilience theory helps explain the relationship between environmental 
risk and protective factors associated with youth substance use. This theory posits that 
risk factors that are present in numerous environmental contexts (i.e., individual, family, 
peer, and school/ community) increase the likelihood that an individual will experience a 
negative developmental outcome or engage in problematic behavior (such as substance 
use). Promotive factors (i.e., positive influences) also operate within these contexts and 
serve as positive mechanisms that can protect or compensate against risks, thus enabling 
positive development to occur despite the experience of adversity (Fergus & Zimmerman, 
2005; Garmezy, 1991; Masten, Best, & Garmezy, 1990; Rutter, 1979; Werner, 2000). 
Thus, the central idea behind resilience theory is that when individuals experience risks 
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that place them at danger of experiencing negative developmental outcomes, many are 
able to use available promotive factors to overcome that risk and achieve normative 
development (thus exhibiting resilience).  
Risk and resilience research further suggests that rather than measuring risks 
individually, cumulative indices of the total number of risk factors across contexts (i.e., 
individual, family, peer, and school/ community) are stronger, more reliable predictors of 
developmental outcomes than any individual risk (Fergusson & Lynskey, 1996; Luthar, 
1999). This linear function has been documented across age, gender, race/ethnicity, 
socioeconomic status, and culture, further providing evidence for the robustness of this 
relationship (Rutter, 2000). Part of the strength of cumulative indices lies in their ability 
to capture the natural covariation of risks and promotive factors, which tend to cluster 
together and jointly influence development (Luthar, 1993). Thus, cumulative indices are 
able to provide a more comprehensive assessment of the environment and to link human 
development to environmental input at the contextual level.  
Risk and Protective Factor Model for Adolescent Alcohol and Drug Use 
Hawkins, Catalano, and Miller (1992) proposed a risk and protective factor model 
applied specifically to adolescent alcohol and drug use. Like traditional risk and 
resilience theory, their model suggests that risk factors in various contexts (individual, 
family, peer, school, and community) are important predictors of adolescent substance 
use, but that protective factors in these contexts can attenuate the influence of risks and 
decrease the likelihood that youth will develop substance use problems. They further 
posit that prevention efforts aimed at decreasing adolescent substance use need to focus 
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on both decreasing/eliminating risks and increasing protective factors in order to be 
effective. Hawkins and colleagues identified a number of risk and protective factors for 
adolescent substance use that they group into two main categories: contextual factors that 
exist in the broad society in which a person develops (e.g., laws regulating pricing and 
availability of alcohol) and individual factors related to each person’s biological make-up 
and personal experiences with family, peers, schools, and other proximal environments 
(e.g., parental substance abuse and association with substance-using peers).  
Environmental Risk Factors for Youth Substance Use 
Based on Hawkins and colleagues’ work and numerous additional empirical 
studies and research reviews examining risk and resilience in relation to youth substance 
use (e.g., Arthur, Hawkins, Pollard, Catalano, & Baglioni, 2002; Baler & Volkow, 2011; 
Jones & Battjes, 1985; NIDA, 2002, 2003), a number of risk factors have been identified 
as being consistently linked with adolescent substance use. These factors, which have 
been shown to influence both alcohol and illicit drug use, can be grouped into four main 
contexts: individual factors, family-level factors, peer-level factors, and 
school/community-level factors. 
Individual-Level Risks for Youth Substance Use 
Several risk factors that operate at the individual-level have been identified as 
being consistently related to increased risk for youth substance use. For example, youth 
who suffer from low self-esteem or low self-efficacy appear to be at increased risk for 
using drugs and alcohol (Jones & Battjes, 1985; National Center on Addiction and 
Substance Abuse, 2011; Pandina, 1996). Youth who have a history of experiencing 
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traumatic or stressful life events (e.g., victimization, witnessing violence, etc.), or who 
were physically or sexually abused or neglected are also at higher risk for developing 
substance use disorders throughout their lifetimes (National Center on Addiction and 
Substance Abuse, 2011; Pandina, 1996).  
Individual-level academic factors can also increase the likelihood that youth will 
engage in substance use or abuse. For example, whereas grades themselves are not 
necessarily predictive of youth substance use, research shows that youth who are forced 
to repeat a grade, who are suspended/expelled from school, or who drop out of school are 
at increased risk for using alcohol and drugs (Arthur, Hawkins, Pollard, Catalano, & 
Baglioni, 2002; Hawkins et al., 1992; Jones & Battjes, 1985; National Center on 
Addiction and Substance Abuse, 2011; NIDA, 2002, 2003, 2007; Stiles, 2006). Similarly, 
youth who report that they feel disconnected from school or dislike school have been 
found to be at risk for engaging in substance use behaviors. Likewise, youth who report 
having low educational or general life goals or aspirations also engage in more substance 
use than peers with higher expectations and aspirations (Arthur et al., 2002; Hawkins et 
al., 1992; Jones & Battjes, 1985; Stiles, 2006).   
Family-Level Risks for Youth Substance Use 
Risk factors for substance use also exist at the family level.  For example, 
multiple studies have demonstrated that youth who are raised in families in which parents 
have alcohol problems or use illicit drugs are at higher risk for substance use than youth 
who are raised by non-substance using parents (Baler & Volkow, 2011; Hawkins et al., 
1992; Jones & Battjes, 1985; National Center on Addiction and Substance Abuse, 2011; 
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NIDA, 2002, 2003; Pandina, 1996; Stiles, 2006). This may be due in part to genetic 
proclivities for substance use that are passed from parent to child, or it may be due to 
parents modeling substance use behavior for their children (Hawkins et al., 1992). 
Parental substance use may also give youth easy access to substances in the home, which 
adds an additional risk factor for youth alcohol and drug problems (Hawkins et al., 1992; 
Jones & Battjes, 1985; National Center on Addiction and Substance Abuse, 2011; NIDA, 
2007). 
Poor parenting practices are also linked to increased risk for substance use. For 
example, research indicates that youth are more likely to engage in substance use 
behaviors if they are raised by parents who exhibit poor-quality parenting behaviors, such 
as lax or inconsistent discipline practices, poor communication with youth, lack of youth 
supervision, and low levels of involvement with youth (Arthur et al., 2002; Baler & 
Volkow, 2011; Hawkins et al., 1992; Jones & Battjes, 1985; National Center on 
Addiction and Substance Abuse, 2011; NIDA, 2002, 2003, 2007; Pandina, 1996). In 
addition, parents who have low expectations or aspirations for their children’s education 
and overall future have children who are at greater risk for engaging in substance use 
(Hawkins et al., 1992). 
Additional studies have found that the quality of the parent-child relationship is 
strongly related to youth substance use behaviors. Youth who report low levels of 
parental warmth, lack of closeness with parents, and low levels of family support have 
been found to be at greater risk for using drugs and alcohol (Arthur et al., 2002; Baler & 
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Volkow, 2011; Hawkins et al., 1992; Jones & Battjes, 1985; National Center on 
Addiction and Substance Abuse, 2011; NIDA, 2002, 2003, 2007; Pandina, 1996). 
Peer-Level Risks for Youth Substance Use 
One of the strongest predictors of youth substance use is association with 
substance-using peers (Hawkins et al., 1992; National Center on Addiction and Substance 
Abuse, 2011; NIDA, 2002, 2007, 2003; Pandina, 1996), with some research suggesting 
that peer influence is a stronger predictor of substance use behaviors than parental 
influence (Arthur et al., 2002; Baler & Volkow, 2011; Byram & Fly, 1984; Jones & 
Battjes, 1985; Newcomb & Bentler, 1986; Parsai Voisine, Marsiglia, Kulis, & Nieri, 
2009). Furthermore, youth who report feeling rejected by peers, who lack supportive peer 
relationships, or who are victimized/bullied by peers are also at high risk for developing 
substance use problems (Arthur et al., 2002; Hawkins et al., 1992; National Center on 
Addiction and Substance Abuse, 2011).   
School- and Community-Level Risks for Youth Substance Use 
Youth who attend schools in which a high proportion of students use drugs and 
alcohol are at higher risk for using substances than youth who attend schools in which 
substance use is less prevalent. Similarly, youth who live in neighborhoods where 
substance use is common are at higher risk than youth who live in neighborhoods where 
there is less substance use among residents (Baler & Volkow, 2011; National Center on 
Addiction and Substance Abuse, 2011). This association can be attributed to the fact that 
substance use becomes perceived as normative when it is more prevalent, and thus more 
acceptable, or to the idea that substance-using students and neighbors serve as models for 
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other students’ behaviors (Baler & Volkow, 2011; National Center on Addiction and 
Substance Abuse, 2011). 
Research also finds that youth who grow up in neighborhoods characterized by 
social disorganization (e.g., lack of cohesion/social efficacy, high rates of residential 
mobility, ineffectual monitoring of residents’ behavior) are more likely to use drugs and 
alcohol than youth who are raised in more cohesive and organized neighborhoods (Arthur 
et al., 2002; Baler & Volkow, 2011; Hawkins et al., 1992; National Center on Addiction 
and Substance Abuse, 2011). In addition to the risks posed by neighborhood 
disorganization, levels of youths’ perceived connection to their neighborhoods is also 
associated with substance use, with youth who report feeling a lack of neighborhood 
connection being at higher risk for using drugs and alcohol (Arthur et al., 2002; Hawkins 
et al., 1992).  
Environmental Promotive Factors for Youth Substance Use 
Previous studies and research reviews have also identified a number of promotive 
factors that decrease the likelihood that adolescents will engage in substance use 
behaviors. Like the risk factors described above, these can be grouped into four main 
contexts: individual factors, family-level factors, peer-level factors, and 
school/community-level factors. 
Individual-Level Promotive Factors for Youth Substance Use 
A number of individual-level promotive factors have been shown to decrease the 
likelihood that youth will engage in substance use. For example, high self-esteem/self-
efficacy has been shown to protect youth against risks for substance use (National Center 
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on Addiction and Substance Abuse, 2011). Religiosity has also been shown to protect 
youth against substance use in numerous studies. Youth who report attending religious 
services or activities and who have strong religious beliefs are less likely to use drugs and 
alcohol than youth who lack religious beliefs (Arthur et al., 2002; National Center on 
Addiction and Substance Abuse, 2011; NIDA, 2002).  
Several studies have also found that having a strong connection or commitment to 
school reduces substance use behaviors. Youth who report that they like school, feel 
strongly connected to school, and are highly committed to their education have been 
found to be less likely to use drugs and alcohol compared with youth who feel less 
connected to school (National Center on Addiction and Substance Abuse, 2011; NIDA, 
2002; Smith, Lizotte, Thornberry, & Krohn, 1995; Stiles, 2006). Similarly, youth who 
have high expectations and aspirations for their educational attainment and life prospects 
are less likely to succumb to other risks for alcohol and drug use (National Center on 
Addiction and Substance Abuse, 2011). 
Family-Level Promotive Factors for Youth Substance Use 
Parents who engage in positive and consistent parenting practices can decrease 
the likelihood that youth will use drugs and alcohol, with studies finding that high levels 
of parental supervision, positive communication between parents and youth, and high 
levels of involvement with youth are associated with less substance use (Arthur et al., 
2002; Jones & Battjes, 1985; National Center on Addiction and Substance Abuse, 2011; 
NIDA, 2002, 2007; Stiles, 2006). Similarly, having a strong, positive relationship with 
parents can help protect youth against risks for substance use. Youth who report that their 
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parents are warm and supportive and that they feel close with and strongly attached to 
parents are less likely to engage in substance use than youth with poor relationships with 
their parents (Arthur et al., 2002; National Center on Addiction and Substance Abuse, 
2011; NIDA, 2002, 2007; Smith, Lizotte, Thornberry, & Krohn, 1995; Stiles, 2006). In 
addition, parents who have high expectations or aspirations for their children’s education 
and overall future are less likely to have youth who engage in substance use (Hawkins et 
al., 1992; Jones & Battjes, 1985; National Center on Addiction and Substance Abuse, 
2011; NIDA, 2002; Smith, Lizotte, Thornberry, & Krohn, 1995). 
Peer-Level Promotive Factors for Youth Substance Use 
Youth who report having positive peer influences and who surround themselves 
with friends who abstain from substance use are at decreased risk for using substances 
themselves (Arthur et al., 2002; National Center on Addiction and Substance Abuse, 
2011; NIDA, 2007). High levels of support and perceived acceptance from peers may 
also help buffer youth from risks that are associated with alcohol and drug use (Arthur et 
al., 2002).  
School- and Community-Level Promotive Factors for Youth Substance Use 
Much as schools with a high prevalence of substance use can increase youths’ risk 
for drug and alcohol use, schools in which relatively few students use substances can 
serve as a protective mechanism against substance use, perhaps because such schools 
give youth the perception that substance use is not a normative or acceptable behavior 
(Baler & Volkow, 2011; National Center on Addiction and Substance Abuse, 2011). 
Research has also found that neighborhoods that are characterized by high levels of social 
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organization (e.g., a sense of cohesion/social efficacy among residents, low rates of 
residential mobility, effective monitoring of residents’ behavior, etc.) can help protect 
youth against the risks for substance use (Arthur et al., 2002; Baler & Volkow, 2011; 
Hawkins et al., 1992; National Center on Addiction and Substance Abuse, 2011). In 
addition, having a strong connection to the neighborhood in which one lives can help 
buffer youth against other risk factors for substance use and decrease the likelihood of 
alcohol and drug use (National Center on Addiction and Substance Abuse, 2011; NIDA, 
2007). 
Cumulative Indices of Risk and Promotive Factors for Youth Substance Use 
Both traditional risk and resilience theory (Rutter, 1979; Werner, 2000) and 
Hawkins and colleagues’ model (1992) of risk and protective factors for adolescent 
substance use suggest that risk for developing substances use increases with each 
additional risk factor youth experience, and likewise decreases with every protective 
factor youth possess. In line with this idea, several studies have examined risk and 
promotive factors using cumulative risk indices in which the total number of risk factors 
and the total number of promotive factors are summed and their cumulative scores are 
used to predict outcomes. Several studies using this methodology have found that 
cumulative risk indices are strongly predictive of youth substance use (e.g., Gerard & 
Buehler, 2004a; 2004b; Ostaszewski & Zimmerman, 2006; Stockwell et al., 2004). Fewer 
studies, however, have examined the effects of cumulative promotive factors in 
protecting against substance use, but developmental theory suggests that multiple positive 
factors across a number of contexts likely work simultaneously rather than independently 
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to promote positive development (Bronfenbrenner & Morris, 1998; Lerner, Wertlieb, & 
Jacobs, 2003). In addition, the few empirical studies that do focus on this topic have 
found evidence suggesting that higher numbers of promotive factors are associated with a 
lower likelihood of substance use, further suggesting that there is an additive influence of 
promotive factors on adolescent development (Epstein et al., 2001; Griffin et al., 2000; 
Ostaszewski & Zimmerman, 2006). 
Overall, risk and resilience models have greatly informed our understanding of 
environmental effects on substance use and there is a general consensus in the literature 
that environmental factors matter for youth substance use behaviors. There is also a fair 
amount of consistency regarding what specific environmental factors influence substance 
use. To date, however, promotive and risk factors have largely been examined in terms of 
external resources and phenotypic differences, which explain only some of the variance 
in outcomes, suggesting that there are likely additional individual differences (i.e., 
genetic variation) that play an important role in determining outcomes (Rutter, 2003). 
Thus, there is a need for risk and resilience studies that also incorporate genetic data. 
Biological Influences on Youth Substance Use 
In addition to the multitude of environmental influences on substance use, it is 
widely accepted that there are also biological factors that contribute to this behavior. 
Research in the field of behavioral genetics suggests that substance use is in part 
heritable, with approximately half of the variance in substance use behaviors being 
accounted for by genetic factors (Knopik et al., 2004; 2009; Plomin et al., 2008). 
Research further suggests that genetic influences on substance use behaviors become 
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increasingly important during the transition to adulthood, whereas environmental factors 
become gradually less influential as adolescents move into adulthood (Dick, 2011; Guo, 
Wilhelmsen, & Hamilton, 2007). Historically, however, research has largely been limited 
by an inability to directly measure genes, instead relying on variance partitioning 
methods to estimate latent genetic influence at the population level. Although such 
methods have provided important preliminary evidence suggesting that genotypic 
differences may play a crucial role in the development of human substance use behaviors, 
they are unable to identify specific gene variations that contribute to individual outcomes 
(Rutter & Silberg, 2002).  
Recent advances in molecular genetics, however, make it possible to directly 
measure how allelic variations in specific genes influence human development, thus 
overcoming many of the shortcomings of previous studies that relied on the use of latent 
genetic measures. Allelic variations in several genes that comprise the dopaminergic 
system are among the most widely studied and perhaps the most promising in terms of 
understanding genetic influences on human behaviors (Clark & Grunstein, 2000; Le Foll 
et al., 2009). Variations in physiological levels of dopamine have been found to play a 
role in regulating human impulses, reward response, arousal, motivation, moods, and 
emotion and thus have important implications for understanding human behaviors, with 
recent work providing evidence of a specific biological pathway to substance use 
behaviors via the dopaminergic system (Clark & Grunstein, 2000; Hamer & Copeland, 
1998; Niehoff, 1999).  
The Dopaminergic Pathway and Substance Use 
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A good deal of research outlines the link between the dopaminergic pathway and 
human substance use behaviors. Dopamine is one of several neurotransmitters, or 
chemical messengers, that are present in the brain. It is present and operates in a number 
of neural pathways and thus has several different functions, with dopamine that is present 
in the mesolimbic pathway thought to be primarily responsible for influencing human 
motivations and behaviors (Blows, 2000; Vallone, Picetti, & Borrelli, 2000) and therefore 
of key interest in substance use research.  
 It is generally accepted that dopamine plays an important role in human addiction, 
though the exact nature of that role is not entirely clear. The majority of research 
examining the function of dopamine has been conducted using non-human subjects, but 
recent advances in neuroimaging techniques have made it possible to directly examine 
dopamine’s actions within human subjects (see e.g., Franken, Booij, & van den Brink, 
2005; Volkow et al., 2011; Volkow et al., 2012). In addition, clinical studies have 
recently begun experimenting with dopamine-related pharmacological treatments in drug-
addicted patients, which have provided additional indirect evidence of dopamine’s 
function in relation to substance use (see e.g., Franken, Booij, & van den Brink, 2005; 
Volkow et al., 2011; Volkow et al., 2012). Based on this research, it is believed that 
dopamine influences substance use, abuse, and dependence in three main ways: first, by 
influencing one’s experience of reward as a result of substance use; second, by affecting 
motivation for substance use (i.e., craving); and finally, by playing a role in the attentive 
processing of drug-related cues and inhibitory control (see Franken, Booji, & van den 
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Brink, 2005; Volkow, Wang, Fowler, & Tomasi, 2012; Volkow, Wang, Fowler, Tomasi, 
& Telang, 2011).  
Dopamine and reward response. The most consistent evidence supporting 
dopamine’s role in human addiction comes from studies that have found that dopamine is 
a key factor in one’s ability to experience the rewarding effects of drugs and alcohol. 
Ingestion of certain illicit drugs and alcohol is known to result in increased dopamine 
levels in the brain and several animal and human neuroimaging studies have found that 
this release of dopamine is correlated with the experience of pleasure and euphoric 
sensations (e.g., Drevets et al., 2001; Laruelle et al., 1995; Vallone, Picetti, &Borrelli, 
2000; Volkow et al., 1997, 1999a, b). Overall, research reviews confirm that dopamine 
release and high levels of neural dopamine are positively related to the pleasurable effects 
of substance use (e.g., Franken et al., 2005). For example, Oswald and colleagues (2005), 
Boileau and colleagues (2003), and Leyton and colleagues (2002) all found that the 
administration of substances (e.g., amphetamines, alcohol) results in the release of 
dopamine in the brain, which in some studies (e.g., Oswald et al., 2005) was in turn 
positively correlated with reported drug liking. The basic principles of instrumental 
conditioning suggest that humans will repeat behaviors that they find pleasurable or 
rewarding. Thus, individuals who experience heightened pleasure resulting from 
substance use are likely to repeatedly self-administer substances, which in turn can lead 
to and fuel addiction. Interestingly, some research suggests that drug-induced dopamine 
release in the brain is diminished in addicted individuals (versus non-addicted 
individuals), which may contribute to ongoing addiction and dependence as addicts find 
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they need greater quantities of substances in order to experience pleasurable effects 
(Volkow, Wang, Fowler, Tomasi, & Telang, 2011).   
Dopamine and motivation. Although dopamine has been consistently linked to 
the experience of reward, this alone cannot explain the link between dopamine and 
addiction, as non-addicted individuals who ingest substances can in fact experience high 
reward responses that are equal to those of addicted individuals (Volkow et al., 2003). 
Thus, addiction research has been shifting toward an examination of the motivational 
aspects of addiction in addition to reward response. Although still controversial, some 
research indicates that dopamine influences the experience of addiction even before drug 
intake, that is, at the earlier, motivational phase in which individuals crave drugs. For 
example, studies have shown that classically conditioned drug stimuli elicit dopamine 
release in the brain even prior to drug intake, which suggests that dopamine may also 
influence craving, or motivation to engage in substance use (e.g., Di Ciano et al., 1998; 
Duvauchelle et al., 2000; Gratton & Wise, 1994; Volkow, Wang, Fowler, Tomasi, & 
Telang, 2011). Alternatively, other research suggests that addicted individuals may 
experience deficits in dopamine levels when they are not using substances, which results 
in chronic anhedonia (i.e., absence of pleasure or the ability to experience pleasure), 
which is relieved by the increased dopamine release in response to drug or alcohol intake, 
thus motivating ongoing craving and substance use (Childress & O’Brien, 2000; Pilla et 
al., 1999). 
Dopamine and attentive processing/inhibitory control. Finally, some theories 
suggest that dopamine may influence substance use behaviors via its influence on 
28 
 
selective attention and inhibitory control. Studies show that dopamine plays a role in 
several cognitive processes, including attentive processing (e.g., selective attention) and 
inhibitory control (Clark et al., 1987; Nieoullon, 2002; Nieoullon & Coquerel, 2003). It 
has thus been posited that dopamine may influence addictive behavior by causing the 
brain to selectively attend to drug and alcohol cues, thus increasing one’s focus on 
substance use and decreasing one’s ability to inhibit impulses to use substances, which in 
turn results in increased craving and usage (Robinson & Berridge, 1993). Some studies 
have found empirical support for this hypothesis, with evidence indicating that addicted 
individuals show signs of attentional bias that causes them to focus strongly on drug or 
alcohol cues, to the deficit of other stimuli (Franken, 2003). This attentional bias has been 
found to be associated with increased craving (Field et al., 2004; Franken et al., 2004a,b, 
2000, 2003; Van de Laar et al., 2004)  and to be predictive of future substance use (Cox 
et al., 2002; Waters et al., 2003). Clinical studies with human patients have examined the 
role of dopamine in mediating the link between attentional bias and substance use, with 
results showing that decreasing levels of neural dopamine resulted in decreased selective 
attention toward drug cues, thus suggesting that the dopaminergic system plays an 
important role in the attentive processing aspect of substance use (Franken et al., 2004a). 
In addition, neuroimaging studies have found that addicted individuals have fewer 
dopamine receptors available in the brain, which in turn is linked to deficits in inhibitory 
control and decision-making (Volkow, Wang, Fowler, Tomasi, & Telang, 2011). Thus, 
dopamine may contribute to substance use and addiction by causing individuals to first 
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focus more strongly on drug and alcohol cues and by then limiting their ability to inhibit 
impulses and make controlled decisions about whether to use these substances. 
Inter-individual variations in neurological dopamine levels. Although the 
overall functions of dopamine are the same in all individuals and therefore cannot explain 
why some people are more prone to substance use behaviors than others, inter-individual 
differences do exist in overall levels of dopamine found in the brain. Variations in 
physiological levels of dopamine have been linked to thousands of psychological, 
behavioral, and mental health problems (Collins, 2004; Dowling, 1998; Hamer & 
Copeland, 1998; Raine, 2002). Part of the reason that individual levels of this 
neurotransmitter vary is because many of the genes that are responsible for dopamine’s 
production, transport, and elimination are polymorphic in nature; that is, different 
variations of the same genes exist in different people (Plomin, 1990). Whereas human 
beings share approximately 99.9% of their DNA, the remaining 0.1% is comprised of 
polymorphic genes that vary between people. These variations are the focus of molecular 
behavioral genetics, as they are at least partially responsible for human phenotypic 
differences (Plomin, 1990; Plomin, Owen, & McGuffin, 1994). Thus, to gain a more 
thorough understanding of the etiology of substance use, it is necessary to consider the 
genes that regulate the dopaminergic system, as these may play a key role in determining 
substance use behaviors. In order to understand how these genes work and why they are 
important, however, it is necessary to first understand some basic genetic principles. 
Basic Genetic Principles. 
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DNA (deoxyribonucleic acid) is the chemical molecule found in cells that 
contains genetic information. DNA is comprised of two strands of alternating phosphate 
and sugar molecules that twist around one another to form a double helix shape. Each 
strand is lined with four different chemical units known as nucleotide bases: adenine (A), 
thymine (T), guanine (G), and cytosine (C). The two strands are held together by 
hydrogen bonds that form between the bases, in which an adenine base always pairs with 
a thymine base from the other strand and a cytosine base always pairs with a guanine 
base from the other strand (see Figure 1). The entire human genome is comprised of 23 
pairs of chromosomes that contain approximately 3 billion of these base pairs, the order 
of which is responsible for determining the information that is carried in DNA. At certain 
points along the double helix, sets of base pairs work together to perform a specific 
function; these units are known as genes. Human DNA contains approximately 20,000 to 
25,000 genes, each of which is comprised of approximately 1,000 to 2 million base pairs 
(National Human Genome Research Institute, 2011; Plomin, DeFries, McClearn, & 
McGuffin, 2008; Watson & Crick, 1953).  
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Figure 1: Structure of DNA 
 
Figure 1. The structure of DNA is shaped like a double helix that contains pairs of nucleotide bases in 
which adenine (A) and (T) thymine pair together, as do cytosine (C) and guanine (G). The order of the 
nucleotide pairs determines the unique genetic code of each individual.  
Source: Vassar College http://erbc.vassar.edu/erbc/otherrisks/inherited_factors.html  
 
Genes are responsible for coding information that is used to form specific proteins 
in the body. For this to happen, enzymes first read the code that is created based on the 
order of the base pairs in DNA and then transcribe this information into messenger 
ribonucleic acid (mRNA) molecules. The mRNA molecules then translate the 
information in a way that tells the body cells exactly what order amino acids should be 
linked together in to form specific proteins. Because 20 different types of amino acids 
exist in the body and because they can be linked together in numerous ways, there are 
many different types of proteins that can be formed. Some proteins are structural, making 
up various body parts such as skin, hair, or organs, whereas other types of proteins are 
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functional and are used to coordinate and regulate various bodily functions and activities 
(National Human Genome Research Institute, 2011; Plomin, DeFries, McClearn, & 
McGuffin, 2008).  
 Human beings share approximately 99.9% of their DNA, meaning that the same 
sequence of base pairs is found in all humans for all but 0.01% of the 3 million base pairs 
that are present in the human genome. However, the 0.01% of DNA that does vary 
between people translates to approximately 3 million differences along the genome. 
These differences (along with variations in environmental conditions) are responsible for 
the vast variation that exists between different people, ranging from physical differences 
in characteristics such as pigmentation and body size, to mental differences in traits such 
as intelligence and personality, to differences in individual behaviors. Genes that exist 
with one or more variations in the base pair sequence are said to be polymorphic, 
meaning that different forms of the gene (i.e., alleles) are present in different people 
(Lister Hill National Center for Biomedical Communications, 2011; National Human 
Genome Research Institute, 2011; Plomin, DeFries, McClearn, & McGuffin, 2008).  
Types of genetic polymorphisms. There are two main types of genetic 
polymorphisms that are of interest to behavioral geneticists: single nucleotide 
polymorphisms (SNPs) and variable number tandem repeats (VNTRs).1 SNPs are the 
most common type of polymorphism, making up 90% of the variation in the human 
genome. SNPs involve a change in a single nucleotide in the genetic sequence (for 
                                                 
1 It is important to note that there are other types of polymorphisms that are increasingly gaining interest 
among researchers, such as rare variants. The discussion here is limited to the types polymorphisms that 
were measured in the current dataset. 
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example, when cytosine is replaced by thymine in a single spot). SNPs are relatively 
common, occurring once in every 100 to 300 bases along the genome, though many have 
no known functional purpose (National Human Genome Research Institute, n. d.; U.S. 
Department of Energy Genome Project, 2008). VNTRs are a second, less common type 
of polymorphism in which a short sequence of nucleotides (known as a tandem repeat) 
varies in the number of times it repeats in different individuals (National Human Genome 
Research Institute, n. d.). 
Alleles refer to the different versions of polymorphic genes. Individuals inherit 
two alleles for most genes- one inherited maternally and one inherited paternally. If the 
same allele is inherited from each parent, individuals are said to be homozygous for that 
gene, whereas if different alleles are inherited from each parent, individuals are 
considered heterozygous for that gene. The one exception to this rule applies to genes 
that are located along the X chromosome, for which males will inherit only one maternal 
copy (as they inherit only one X chromosome from their mothers along with a Y 
chromosome from their fathers, which does not carry the same genes) (National Human 
Genome Research Institute, n. d.; Plomin et al., 2008).  
Dopaminergic Gene Polymorphisms Associated with Substance Use.  
Several genes are currently known to have functions in the dopaminergic system, 
and recent studies have identified a number of polymorphisms in these dopaminergic 
genes that are likely associated with human substance use behaviors. For example, an 
increased risk of substance use or abuse has been associated with specific polymorphisms 
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in the dopamine transporter gene DAT1 (also known as SLC6A3), the dopamine receptor 
genes DRD2 and DRD4, and the monoamine oxidase A inhibitor gene MAOA.2 
DAT1 (SLC6A3). DAT1 is a gene located on chromosome 5 that codes for a 
dopamine transporter protein that eliminates dopamine in the synaptic cleft and thus 
limits and ends the neurotransmitter’s chemical signal in the brain (Bannon & Whitty, 
1995). DAT1 has a VNTR in the 3' untranslated region (UTR) that consists of a 40 base 
pair tandem repeat that can be copied between 3 and 11 times in humans, with the most 
common number of repeats being nine and ten. This VNTR has been found to be 
associated with a number of physical and psychological conditions in human beings, 
including alcohol and drug dependence (National Institutes of Health, 2011). However, 
studies report conflicting results regarding whether the 9- or 10-repeat allele is associated 
with greater risk.  
A number of empirical studies have found evidence that the long repeat allele of 
DAT1 is associated with greater risk for alcohol and drug use among adolescents and 
young adults. For example, Schmid and colleagues (2009) found that, among youth who 
initiated alcohol use during adolescence, the 10-repeat allele predicted a greater 
likelihood of alcohol abuse and dependence in early adulthood. Guo and colleagues 
(2010), using data from Add Health, found that male youth who possess two 10-repeat 
alleles were more likely to engage in a number of risk behaviors, including binge 
drinking, heavy drinking, marijuana use, cocaine use, other illegal drug use. Another 
                                                 
2 It is important to note that there are a number of other genes (both within and outside of the dopaminergic 
system), as well as additional polymorphisms within the genes discussed here, that may also be implicated 
in substance use behaviors. This discussion is limited to only the specific dopaminergic genetic 
polymorphisms that are available to be examined in the current study. 
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study using Add Health data (Vaske, Beaver, Wright, Boisyert, & Schnupp, 2009), found 
that the 10-repeat allele was associated with a greater incidence of alcohol-related 
problems young males who also have an alcoholic father. The same study, however, 
found that the 9-repeat allele was directly associated with a higher incidence of alcohol-
related problems among female youth. One other study using Add Health data found that 
the 10-repeat allele is associated with greater alcohol consumption among youth, but the 
authors did not assess gender differences (Hopfer et al., 2005). In contrast, an additional 
study with the Add Health sample found that the 9-repeat allele was associated with 
increased alcohol consumption during early adulthood, but this study also neglected to 
assess gender differences (Guo, Wilhelmsen, & Hamilton, 2007) 
DRD2 (rs1125394). DRD2 is a gene located on chromosome 11 that codes for the 
D2 subtype of dopamine receptors. DRD2 has a TaqIA single nucleotide polymorphism 
(SNP) located in the 3' UTR of the gene, in which a cytosine base is replaced with a 
thymine base (TCGA to TTGA) in the A1 allele, which eliminates the TaqI site. This SNP 
has been implicated as having links to susceptibility to alcoholism and drug use, with 
research finding that individuals who possess the A1 allele (versus the A2 allele) have 
fewer D2 dopamine receptors in their brains and are also more susceptible to substance 
use (National Institutes of Health, 2011; Noble, 1998; Online Mendelian Inheritance in 
Mann, 2011). Although individual empirical studies have reached conflicting conclusions 
regarding DRD2’s link to substance use behaviors, several meta-analyses and research 
reviews have concluded that the A1 allele shows a significant association with substance 
use behaviors across a number of different populations (e.g., Munafo, Matheson, & Flint, 
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2007; Noble, 1993; 1998; Pato, Macciardi, Pato, Verga, & Kennedy, 1993; Smith, 
Watson, Gates, Ball, & Foxcroft, 2008). Studies have found this association in youth 
populations as well as among adults (Conner et al., 2005; Esposito-Smythers, Spirito, 
Rizzo, McGeary, & Knopik, 2009), with one study using the Add Health sample linking 
the A1 allele of DRD2 to quantity of alcohol consumed in early adulthood (Hopfer et al., 
2005). Another study using Add Health data found that the A1 allele was associated with 
greater frequency of alcohol consumption in early adulthood but not during adolescence 
(Guo, Wilhelmsen, & Hamilton, 2007). 
DRD4. DRD4 is a gene located on chromosome 11 that codes for the D4 subtype 
of dopamine receptors. DRD4 has a 48 base pair VNTR polymorphism that can be 
repeated between 2 and 10 times, with the 2-, 4-, and 7-repeat alleles being the most 
common. Long versions of this polymorphism (i.e., seven or more repeats) have been 
found to be associated with both alcoholism and drug dependence (National Institutes of 
Health, 2011; Online Mendelian Inheritance in Mann, 2011). Empirical studies 
examining the link between DRD4 and substance use have also yielded conflicting 
results, but meta-analyses and reviews have concluded that DRD4 is significantly linked 
to substance use and addictive behavior (Bousman, Glatt, Everall, & Tsuang, 2009; 
McGeary, 2009). A number of other studies have found small yet significant associations 
between DRD4 and both alcohol and drug use in adolescents and young adults (e.g., 
McGeary, Esposito-Smythers, Spirito, & Monti, 2007; Skowronek, Laucht, Hohm, 
Becker, & Schmidt, 2006), though there is some evidence suggesting that this association 
is partially mediated by novelty-seeking behavior (Ray, Bryan, Mackillop, McGeary, 
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Hesterberg, & Hutchison, 2009). One study that examined DRD4 in relation to substance 
use using the Add Health sample found no significant association with drinking behavior 
(Hopfer et al., 2005), while another found significant links to greater frequency of alcohol 
consumption in early adulthood but not during adolescence (Guo, Wilhelmsen, & 
Hamilton, 2007). 
MAOA. MAOA is a gene located on the X chromosome that is responsible for 
the degradation of dopamine. It has a 30 base pair VNTR polymorphism located in the 
gene’s promotor region that is repeated between two and five times. Short variants of 
MAOA (i.e., two or three repeats) have been found to be associated with both alcoholism 
and drug dependence (National Institutes of Health, 2011; Online Mendelian Inheritance 
in Mann, 2011). Empirical studies have found small but significant links between the 
short-repeat allele and binge drinking among young women (Herman et al., 2005), a 
higher risk of alcoholism and alcohol dependence among numerous samples (Contini, 
Marquez, Garcia, Hutz, & Bau, 2006; Guindalini et al., 2005; Saito et al., 2002), an 
earlier age of onset for alcoholism (Contini et al., 2006), and comorbid drug use among 
alcoholics (Contini et al., 2006). One study using Add Health data found that the MAOA 
risk allele is associated with greater frequency of alcohol consumption in early adulthood 
but not during adolescence (Guo, Wilhelmsen, & Hamilton, 2007). 
Polygenic Inheritance for Complex Traits.  
Despite the numerous studies that have found significant links between 
dopaminergic genes and substance use, results have proven difficult to replicate, with 
numerous studies failing to find significant associations and some reviews reporting 
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inconsistent results (Buckland, 2008; Crabbe, 2002; Dick & Foroud, 2003; Hasin & Katz, 
2009). Part of the difficulty likely lies in the fact that complex behavioral traits are 
polygenic in nature, meaning that they are jointly influenced by multiple genes rather 
than by any single gene. Although the effect of any individual gene on complex human 
traits tends to be small, the combined effect of possessing risk alleles across multiple 
genes is likely to produce a larger effect (Kendler & Greenspan, 2006; Yang, Khoury, 
Friedman, Little, & Flanders, 2005). Previous studies have been limited in that they have 
largely failed to simultaneously examine the joint influence of multiple genes when 
examining polygenic phenotypes, which may have precluded the possibility of detecting 
any significant associations due to the small influence of individual genes.  
 Genes can work together in different ways to influence phenotypes. First, they can 
operate interactively with one another, a condition termed gene-gene interaction (GxG), 
in which the influence of one gene is moderated by the influence of another gene. 
Second, genes may have an additive effect, in which the individual effects of various 
genes create a larger cumulative effect on phenotype (Kendler & Greenspan, 2006).  
A number of studies have found evidence of gene-gene interactions in relation to 
substance use. For example, studies have found that the joint effects of polymorphisms in 
the DRD2 and MAOA genes have a much larger effect on alcohol use than either gene 
alone (Huang et al., 2007; Wang et al., 2007). MAOA has also been found to interact 
with the serotonin transporter gene 5HTT to influence binge drinking alcoholism in 
young women (Gokturk, Schultze, Nilsson, von Knorring, Oreland, & Hallman, 2008; 
Herman et al., 2005). Significant interactions have also been found between DRD4 and 
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the catechol-O-methyltransferase gene (COMT), which were associated with 
methamphetamine abuse (Li et al., 2004), and between DRD4 and 5HTT, which were 
associated with drinking among adolescent girls (Skowronek, Laucht, Hohm, Becker, & 
Schmidt, 2006) and with heroin dependence in adults (Szilagyi et al., 2005). However, 
very little research, particularly in the area of substance use, has moved beyond studying 
interactions between two genes to examining whether there is a cumulative effect of 
multiple polymorphisms across several genes. Given the fact that a number of specific 
polymorphisms in several dopamine genes have been linked to a higher risk for substance 
use (NIH, 2011), an examination of their cumulative effect is warranted.  
Genetic Risk Score Models. 
Medical studies have recently begun to utilize such an approach by combining 
individual polymorphisms to create genetic risk scores (GRSs) that examine the 
cumulative effect of multiple genes. Such an approach is consistent with the idea that 
most human traits are polygenic in nature and thus are influenced by numerous 
polymorphisms in numerous genes, each with a small individual effect (Plomin et al., 
2008). Results of these studies suggest that GRSs are strongly predictive of a number of 
physical and mental health conditions, including heart disease (He et al., 2010; Morrison 
et al., 2007; Paynter et al., 2010), body mass index (Peterson et al., 2011), breast cancer 
(Zheng et al., 2010), multiple sclerosis (De Jager et al., 2009), Type 2 diabetes (Cauchi et 
al., 2008; Cornelis et al., 2009; Lango et al., 2008; Weedon et al., 2006), Alzheimer’s 
disease (Reiman et al., 2008), schizophrenia, and bipolar disorder (Purcell et al., 2009).  
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To date, only a handful of studies have utilized a GRS to study human behavioral 
outcomes. Derringer et al. (2010) used a GRS to examine the joint effects of 
polymorphisms in eight dopamine genes on sensation seeking, which other research has 
shown to be highly correlated with substance use (Bardo, Williams, Dwoskin, Moynahan, 
Perry, & Martin, 2007; Crawford, Pentz, Chou, Li, & Dwyer, 2003; Zuckerman, 2006). 
They found that the cumulative index explained a larger amount of the variance than 
single polymorphisms, suggesting that GRS methods hold promise for studying genetic 
influences on human behavior. Beaver and colleagues (2010) utilized a GRS with the 
Add Health sample to examine the cumulative influence of five dopaminergic and 
serotonergic genes on adolescent antisocial behaviors, which multiple studies have found 
to be correlated with substance use (Krueger, Markon, Patrick, Benning, & Kramer, 
2007; Messina, Wish & Nemes, 1999; Verheul, van den Bosch, & Ball, 2005). Their 
study found only limited support for the hypothesis that cumulative genetic risk is linked 
with antisocial behavior, but models consistently found significant interaction effects 
between the GRS and a measure of parent-child relationship quality, suggesting a gene-
environment interaction. An additional study also using the Add Health sample (Belsky 
& Beaver, 2011) utilized a GRS comprised of the same five dopaminergic and 
serotonergic genes to examine interactions between adolescents’ genetic profiles and 
parenting quality and how those interactions influence adolescent self-regulation. Results 
showed that for male adolescents, the GRS interacted with parenting to predict self-
regulation. GRS studies of youth substance use have not been conducted as yet, but given 
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that substance use is known to be related to sensation-seeking, self-regulation, and 
antisocial behavior, it is likely that such an approach would yield significant results.   
Although existing GRS studies have provided important preliminary evidence 
suggesting that aggregate measures of genetic risk may be useful predictors of a range of 
medical and behavioral disorders, GRS research is still in its infancy and a number of 
discrepancies exist across studies. At the most basic level, standard terminology has not 
yet been developed, with different studies referring to GRS using different terms. 
Whereas most studies utilize the term genetic risk score (e.g., Cornelis et al., 2009; De 
Jager et al., 2009; Derringer et al., 2010; He et al., 2010; Morrison et al., 2007; Paynter et 
al., 2010; Reiman et al., 2008), others use terms ranging from “genetic risk scale” (e.g., 
Beaver, Sak, Vaske, & Nilsson, 2010) to “genetic risk sum score” (e.g., Peterson et al., 
2011) to “cumulative genetic plasticity” (e.g., Belsky & Beaver, 2010), to name a few. In 
addition, there is not yet a consensus regarding the optimal way in which to compute 
genetic risk scores. For example, some extant studies have computed GRS indices by 
simply adding the total number of risk alleles individuals possess across all of the genetic 
polymorphisms being studied (e.g., Beaver et al., 2010; Belsky & Beaver, 2010; He et al., 
2010; Morrison et al., 2007; Paynter et al., 2010). Others, however, have argued that such 
an approach is potentially erroneous in that it assumes that each polymorphism 
contributes equally to the outcome at hand, which may not be the actual case. Thus, other 
studies have developed methods for creating weighted genetic risk scores that account for 
the hypothesis that the strength of the influence of each polymorphism may vary.  
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Such studies have utilized weights based on previous research, either by 
multiplying the number of risk alleles by beta coefficients obtained through extant meta-
analyses or by computing weights using discovery samples (e.g., Cornelis et al., 2009; De 
Jager et al., 2009; Purcell et al., 2009). Such an approach is believed to produce the most 
valid coefficients by which to weight genetic risk scores as it does not rely solely on the 
sample in question, yet this approach may not be possible if meta-analyses examining the 
specific polymorphisms and outcomes of interest have not yet been conducted, or if 
researchers do not have access to discovery samples. To date, only one study (Cornelis et 
al., 2009) has explicitly compared the use of weighted and unweighted indices; it found 
that while there was some degree of increased strength in the weighted index, overall 
results differed very little depending on which type of index is used.   
Furthermore, GRS studies vary in regards to which genes are used to compute the 
index, with some studies including all available polymorphisms that have been shown to 
be related to an outcome regardless of their biological function (e.g., Morrison et al., 
2007; Paynter et al., 2010) and others limiting the index to only available candidate genes 
that operate within specific neurobiological pathways (e.g., the dopaminergic and/or 
serotonergic systems; e.g., Derringer et al., 2010). Although examining all 
polymorphisms that potentially relate to a given outcome may result in the most 
comprehensive assessment of the total genetic landscape, the benefit of the latter 
approach is that it is more strongly theory-driven and enables the examination of a 
specific biological pathway that has a known influence on the outcome in question, thus 
allowing for a system-level examination of genetic influence. This is particularly 
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important for human traits that have a demonstrable neurobiological basis, such as 
substance use, which is known to be affected by neurological levels of dopamine (Hietala 
et al., 1994; Noble, 1996; 2000).  
Finally, many existing GRS studies are limited in that they utilize small, non-
representative samples and fail to account for environmental factors, despite evidence 
suggesting that doing so can further improve predictive power (see De Jager et al., 2009; 
Zheng et al., 2010). Thus, large-scale studies using theory-driven GRS methods in 
combination with environmental measures are needed to study various human behaviors, 
including substance use. 
Gene-Environment Interactions and Substance Use 
One of the most influential advances in recent years is the recognition that neither 
genes nor the environment act in isolation. Instead, interactions between the two, termed 
gene-environment interactions (GxEs) are common and are likely more important for 
determining phenotype than either genes or the environment alone (e.g., Beaver et al., 
2007; Moffitt, Caspi, & Rutter, 2006; Rutter & Silberg, 2002; Scarr & McCartney, 1985). 
The presence of GxEs means that the effect of genetic risk is contingent on 
environmental factors (or vice versa). In other words, the development of a phenotypic 
outcome associated with genetic makeup depends largely on the influence of one’s 
environment; without an associated environmental risk, genetic risk may not result in 
observable outcomes (Moffitt, 2005; Rutter et al., 1997; Rutter & Silberg, 2002). Thus 
far, all evidence suggests that GxEs do exist and are likely the norm rather than the 
exception. Even in the absence of main effects of genes or the environment, significant 
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GxEs may be responsible for explaining human behavioral outcomes (Moffitt, Caspi, & 
Rutter, 2006; Rutter & Silberg, 2002).  
A number of studies have examined GxEs in relation to substance use. Overall, 
these studies suggest that the effects of genetic risks for substance use are stronger for 
individuals who also experience environmental risk (e.g., life stress, childhood 
maltreatment, insecure parent-child attachment, exposure to substance-using peers) but 
lower or nonexistent for individuals who do not experience environmental risks (van der 
Zwaluw & Engels, 2009). For example, two studies have found that DRD2 interacts with 
life stress to predict alcohol dependence, with the highest incidence of dependence found 
in individuals who possess an A1 allele and experience high levels of stress (Bau et al., 
2000; Madrid et al., 2001). Another study found that the DRD2 A1 allele predicts higher 
levels of problematic alcohol use and greater severity of problem drug use only in 
adolescents who also exhibited conduct disorder or impulsive behavior (Esposito-
Smythers, Spirito, Rizzo, McGeary, & Knopik, 2009). Interactions have also been found 
between DRD4 and DAT1 and novelty-seeking, with individuals who possess risk alleles 
for either gene reporting greater alcohol consumption only if they also scored high on 
novelty-seeking behaviors (Bau, Almeida, Costa, Garcia, Elias, Ponso, Spode & Hutz, 
2001).    
A number of studies have found that MAOA interacts with environmental 
influences to predict substance use. For instance, Ducci and colleagues (2008) found that 
the short allele of MAOA significantly predicted alcoholism among women who had a 
history of childhood sexual abuse, but had no relationship with alcoholism among non-
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abused women. Interestingly, two studies found that the long-repeat MAOA allele rather 
than the short repeat allele interacted with unfavorable environmental conditions (i.e., 
poor family relations, poor parenting, or history of maltreatment/abuse) to predict higher 
alcohol-related problems and substance use among adolescents (Nilsson, Wargelius, 
Sjoberg, Leppert, & Oreland, 2007; Vanyukov, Maher, Devlin, Kirillova, Kirisci, Yu, & 
Ferrell, 2007).  
Importantly, however, a handful of studies have also shown that alleles that have 
previously been thought of as “risk” alleles can act as protective mechanisms under 
positive environmental conditions, suggesting that these alleles may be indicative of a 
greater sensitivity or susceptibility to environmental conditions, rather than actual risks 
(Olssen et al., 2005; Stevens et al., 2009). This work supports the differential-
susceptibility hypothesis (Belsky, Jonassaint, Pluess, Stanton, Brummet, & Williams, 
2009; Belsky & Pluess, 2009a, 2009b), which posits that some individuals (perhaps due 
to genetic influences) are more susceptible to both negative and positive environmental 
influences than others (Belsky & Pluess, 2009a, b; Obradovic & Boyce, 2009). These 
highly susceptible individuals are therefore more likely than others to experience 
negative outcomes in the face of environmental adversity, yet are simultaneously more 
likely to benefit from positive environmental inputs (Boyce & Ellis, 2005). The 
implications of this work suggest that rather than thinking about genetic differences as 
risks, they are more likely indicators of differences in susceptibility to environmental 
influences and can in fact contribute to positive functioning when accompanied by 
positive environmental influences. 
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The recent attention to studying the joint effects of genetic and environmental 
input is an important step toward better understanding the etiology of substance use 
disorders. Thus far, however, a number of methodological problems have limited our 
ability to detect significant GxE effects. First, most GxE studies have utilized relatively 
small, homogenous samples, resulting in little variation in genetic makeup or 
environmental influence and limited statistical power, making GxEs difficult to detect. 
Second, studies have relied on measures of single genes, which typically have very small 
effects on human behaviors and thus may preclude the possibility of detecting significant 
relationships (Rutter & Silberg, 2002; Risch et al., 2009). Third, most studies have relied 
on narrow measures of singular aspects of the environment, which fail to capture the total 
influence of overall environmental context. Conceptually, it is more likely that genetic 
influences would interact with youth’s overall environmental context than with singular 
environmental factors. A handful of studies that have used broader cumulative 
environmental measures (such as cumulative risk indices) suggest that doing so can 
greatly improve the likelihood of detecting GxEs, by providing more sensitive and 
reliable measures of environmental influence (Caspi et al., 2003; Moffit, Caspi, & Rutter, 
2006). However, while such studies have examined the role of cumulative environmental 
risks, they have not utilized comparable measures of cumulative promotive factors in the 
environment, despite the fact that these are not always opposite ends of the same 
spectrum (i.e., having a high number of risks does not preclude the possibility of 
simultaneously possessing a high number of promotive factors). Thus, even these 
cumulative risk indices have provided only a limited account of youth’s environmental 
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influences. Therefore, there is still a need for research that simultaneously examines the 
influence of aggregate genetic risk and cumulative environmental risk and promotive 
factors on substance use, as such an approach will provide a more accurate assessment of 
broad genetic and environmental influences and will additionally serve to increase the 
variability in measures of genetic and environmental influences, thus improving the 
likelihood of detecting actual GxEs. 
Gender Differences in Substance Use Etiology 
Historically, much of the research examining the etiology of substance use has 
focused solely on male samples; much less is known about the factors influencing 
substance use in females. However, recent work suggests that there are several gender 
differences in substance use behaviors, indicating a need for further research examining 
etiological differences among males and females. First, large scale national studies 
consistently indicate that rates of substance use differ for adult males and females, with 
males showing higher rates of use, abuse, and dependence of virtually all substances 
(Anderson, 2001; Merikangas & Stevens, 1998; Weiss, Kung, & Pearson, 2003). Males 
and females appear to begin diverging in substance use behaviors in early adolescence; 
data indicate that females show somewhat higher rates of use during early adolescence, 
but that males catch up to and exceed female rates by mid-adolescence and remain higher 
throughout later adolescence and adulthood (Johnston, O’Malley, Bachman, & 
Schulenberg, 2011; Mahalik et al., under review). Women also tend to develop substance 
abuse and dependence disorders at a later age than men, but tend to progress through the 
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stages of addiction more quickly (Merikangas & Stevens, 1998; Randall et al., 1999; 
Wodarz et al., 2003). 
 In addition, some research suggests that the motivational factors for substance use 
differ by gender, with males using substances primarily to activate the body’s 
physiological reward system (i.e., for excitement, novelty) and females using substances 
in response to emotional cues, such as stress or depression (Langan & Pelissier, 2001; Liu 
& Kaplan, 1996). This notion is supported by evidence indicating that female substance 
abusers show higher rates of comorbidity with mental health disorders such as depression 
and anxiety, compared with male abusers (Brady & Randall, 1999; Merikangas & 
Stevens, 1998; Pelissier & Jones, 2005; Weiss, Kung, & Pearson, 2003). Women are also 
more strongly influenced than men by substance use patterns of family members, 
especially boyfriends or spouses (Brady & Randall, 1999, Pelissier & Jones, 2005) and 
are more likely than men to have a history of sexual or physical abuse (Pelissier & Jones, 
2005). In all, this research suggests that the environmental factors leading to substance 
use may differ by gender, with women perhaps being more susceptible to negative 
environmental influences than men.  
There is also some suggestion that there are gender differences in the genetic 
influences on substance use, with some studies estimating the heritability of substance 
use to be lower for females than for males (e.g., Derringer et al., 2008; McGue et al., 
1992; Merikangas & Stevens, 1998; Prescott et al., 2005). A recent meta-analysis 
examining differences in transmission patterns of alcoholism concluded that the different 
transmission for men and women is more likely due to genetic rather than cultural/ 
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environmental factors (Prescott, 2001). Brain-imaging studies have also suggested that 
there are gender differences in the brain regions that are activated in response to 
substance intake, providing further evidence for a biological/genetic explanation for 
gender discrepancies (Kilts, Gross, Ely, & Drexler, 2004; Tucker, Browndyke, 
Gottschalk, Cofrancesco, & Kosten, 2004). Likewise, studies have found gender 
differences in specific genes associated with substance use, with most research 
suggesting that dopaminergic genes may be more strongly associated with substance use 
and related traits in males, perhaps because of their effect on the body’s reward response. 
For example, studies have found that polymorphisms in the DRD2 gene are associated 
with alcohol and substance dependence in males but not females (Lopez-Castroman et al., 
2009; Wodarz et al., 2003). Skowronek and colleagues (2006) found a direct association 
between the DRD4 7-repeat allele and alcohol use in adolescent boys but not girls. 
Research on gender differences in MAOA polymorphisms have been more mixed, 
however, with some studies finding that associations with substance use are stronger in 
females than in males (Guindalini et al., 2005; Herman et al., 2005; Philibert, Gunter, 
Beach, Brody, & Madan, 2008) and others suggesting the opposite (Vanyukov, Moss, 
Yu, Tarter, & Deka, 1995). 
Overall, however, relatively little research has directly assessed gender 
differences in specific genes and numerous other studies have failed to find any gender 
differences in the genetic and environmental influences on substance use (e.g., Heath et 
al., 1997; Kendler et al., 2005; 2007; Knopik et al., 2004; Ray et al., 2008), making it 
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difficult to draw any definitive conclusions. This suggests that additional research is 
needed to determine if and when gender differences do exist. 
Present Study 
Specific Aims and Hypotheses 
The broad objective of this study is to expand current knowledge on the etiology 
of substance use behaviors by examining the independent and joint effects of cumulative 
environmental and genetic factors on youth substance use behaviors. Four specific aims 
were addressed in this research:  
Specific aim 1: To examine the effect of aggregate genetic risk on youth 
alcohol and drug use. The purpose of this aim was to examine whether there was an 
aggregate effect of dopaminergic genetic risk on youth alcohol and drug abuse and 
dependence. The influence of aggregate genetic risk has yet to be tested in relation to 
substance use, but given evidence from studies utilizing genetic risk scores (GRS) in 
relation to other outcomes (e.g., sensation-seeking, heart disease, schizophrenia; see 
Derringer et al., 2010; Morrison et al., 2007; Purcell et al., 2009), it was expected that the 
current study’s GRS index would have a significant and direct positive association with 
youth substance abuse and dependence.  
Specific aim 2: To examine the effect of aggregate genetic risk on youth 
alcohol and drug use after controlling for cumulative environmental risk and 
promotive factors. To date, most research examining genetic influences on alcohol and 
drug use behaviors has failed to simultaneously examine environmental influences on 
these outcomes and no study has examined cumulative genetic risk along with cumulative 
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indices of environmental risk and promotive factors. Thus, the purpose of this aim was to 
examine whether there was an aggregate effect of dopaminergic genetic risk on youth 
substance use outcomes after controlling for cumulative environmental risk and 
promotive factors. Given previous research demonstrating the strength of cumulative 
environmental indices in predicting substance use outcomes (e.g., Epstein et al., 2001; 
Gerard & Buehler, 2004a; 2004b; Griffin et al., 2000; Ostaszewski & Zimmerman, 2006; 
Stockwell et al., 2004), it was expected that the cumulative environmental risk and 
promotive factors indices would significantly predict the likelihood of alcohol and drug 
abuse and dependence in the current sample (with higher numbers of risk factors 
increasing the odds that youth would develop substance use problems and higher 
numbers of promotive factors decreasing these odds).  It was also expected that the GRS 
would significantly predict substance use outcomes even after accounting for cumulative 
environmental influences, given the results of previous studies that indicate the strength 
of GRS indices in predicting related outcomes (e.g., Derringer et al., 2010; Morrison et 
al., 2007; Purcell et al., 2009). 
Specific aim 3: To examine how aggregate genetic risk interacts with 
cumulative environmental risk and promotive factors to predict youth substance 
use. A good deal of evidence suggests that interactions between genes and the 
environment are common and highly predictive of adverse behavioral outcomes (Moffitt, 
Caspi, & Rutter, 2006; Rutter & Silberg, 2002; Scarr & McCartney, 1985). Evidence 
further suggests that the use of cumulative environmental measures increases the power 
for detecting such interactions (Caspi et al., 2003; Moffit, Caspi, & Rutter, 2006; Risch et 
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al., 2009). Thus, it was hypothesized that there would be a significant interaction between 
the GRS index and cumulative environmental risk and between the GRS index and 
cumulative environmental promotive factors, with higher levels of cumulative genetic 
risk leading to increased substance use only when environmental risks were high or 
environmental promotive factors were low. This aim addresses a number of important 
questions regarding the influence of genes and the environment on substance use: 1) 
Does the strength of genetic risk vary based on environmental risk and promotive 
factors?; 2) Can cumulative promotive factors protect against cumulative genetic risks?; 
3) Are external risk factors related to higher levels of substance use even in the absence 
of genetic risk?; and 4) Does genetic risk actually pose a positive, protective influence 
rather than a risk in the context of positive environments?  
Specific aim 4: To examine gender differences in the association between 
youth substance use and cumulative genetic and environmental predictors. Previous 
studies examining gender differences in substance use etiology have yielded 
contradictory results, thus making specific hypotheses difficult for this aim. Although 
some studies have found support for gender differences in substance use predictors, 
others have failed to find such evidence. Thus, this was an exploratory aim and no 
specific hypotheses were made. It was posited, however, that if gender differences were 
evident, it was likely that the dopaminergic genes being examined in the current study 
(DRD2, DRD4, DAT1, and MAOA) would be more strongly related to substance use in 
males than in females. This was expected because some previous research has suggested 
that overall heritability for substance use is higher for males than for females (e.g., 
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Derringer et al., 2008; McGue et al., 1992; Prescott et al., 2005), which would lead to the 
expectation that the GRS index will more strongly predict substance use for males than 
for females in the current study. 
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CHAPTER 3: METHODS 
Data & Sample 
Data for this study were drawn from the National Longitudinal Study of 
Adolescent Health (Add Health; Harris et al., 2003). Add Health is a nationally 
representative, longitudinal study focused on the health and risk behaviors and social 
contexts of adolescents beginning in grades 7-12, and how these relate to outcomes in 
early adulthood. Data for Add Health were collected in multiple waves, beginning with 
in-school interviews of more than 90,000 adolescents in 80 U.S. high schools and 52 U.S. 
middle schools in 1994-1995. The schools were chosen with unequal probability of 
selection so systematic sampling methods and implicit stratification were incorporated 
into the Add Health study design to ensure the sample was representative of U.S. schools 
with respect to region of country, urbanicity, school size, school type, and ethnicity. 
Nearly 21,000 of the youth who completed in-school interviews also completed 
in-home interviews in 1995 (79% response rate). Of those, 14,738 were re-interviewed at 
wave 2 in 1996 (88% response rate), 15,197 completed wave 3 interviews in 2000-2001 
when they were between the ages of 18 and 26 (77% response rate), and 15,701 
completed wave 4 interviews in 2007 and 2008 when they were between the ages of 24 
and 32 (80% response rate). Additional data were obtained from direct assessments of 
youth and from interviews with parents, siblings, peers, romantic partners, and school 
administrators. Neighborhood data were obtained from existing databases such as the 
U.S. Census. In wave 3, biological measures were obtained from a subset of the sample, 
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including urine samples to test for the presence of diseases and saliva samples to test 
DNA and twin zygosity.  
The analytic sample used in the current study was drawn from an embedded 
genetic sample of more than 3,000 youth clustered in twin/sibling pairs from various 
family structures. The sample was limited to youth who participated in buccal cell DNA 
sampling at Wave 3 (n = 2,612, representing a response rate of greater than 85% of those 
eligible for such sampling). Youth who were missing identification variables or who had 
incomplete genetic data were dropped from the analyses and, in line with previous 
research, one member of each monozygotic twin pair was also dropped in order to 
provide more conservative estimates (see Beaver & Holtfreter, 2009; Haberstick et al., 
2005). Finally, to account for possible effects of population stratification, the analytic 
sample was further limited to include only youth who were members of the largest 
race/ethnicity group, Caucasians, which resulted in a total sample size of 1,396.  
All missing data other than genetic data were imputed using expectation 
maximization (EM), which uses a maximum likelihood approach (Dempster, Laird, & 
Rubin, 1977). Studies investigating techniques to impute missing data have concluded 
that inclusive strategies of imputation employing EM techniques yield optimal results 
that are similar to those obtained through multiple imputation techniques (Collins, 
Schafer, & Kam, 2001). To account for the fact that GRS indices in the study will vary by 
gender due to the inclusion of MAOA, an X-linked gene, the sample was split by gender 
in all analyses, yielding two samples of 651 males and 745 females.  
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Measures 
Independent Variables 
Genetic risk. Genetic risk was assessed using four dopaminergic gene measures 
drawn from wave 4. Each marker was genotyped for polymorphisms that have been 
previously identified as being correlated with substance use (Add Health Biomarkers 
Team, n.d.; Guo, Wilhelmsen, & Hamilton, 2007). First, four separate indices of single 
gene risk were created by summing the total number of risk alleles possessed for each 
individual gene (coded 0, 1, or 2 in all cases except MAOA in males, which ranged from 
0 to 1 as males inherit only one maternal copy of this X-linked gene).  
Next, preliminary analyses were conducted to examine whether each individual 
gene predicted an increased risk of alcohol and drug abuse and dependence. The results 
of these analyses can be found in Table 5 on page 90. Based on these results, a GRS 
index was created in which the total number of risk alleles each individual possessed 
across all individual genes that predicted an increased risk of each outcome were 
summed, thus measuring cumulative genetic risk (as shown in Table 6 on page 92, GRSs 
ranged from 0 to 4 for males and from 0 to 5 for female drug abuse and 0 to 6 for all 
other female outcomes; all GRS indices were normally distributed). Although there is 
discrepancy in the field regarding whether weighted or unweighted GRS indices should 
be used, the creation of a weighted GRS was not possible in the current study given the 
lack of an available discovery sample or meta-analyses examining the specific 
polymorphisms and outcomes of interest. Thus, only an unweighted GRS was used in the 
analyses. Specifically, the following polymorphisms were used: 
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• DAT1 (SLC6A3): a dopamine transporter gene containing a 40 base pair (bp) 
variable number tandem repeat (VNTR) polymorphism that is repeated between 6 
and eleven times. In line with previous studies risk was identified by the presence 
of the 10-repeat allele and non-risk was identified by the presence of the 9-repeat 
allele for the male sample (Beaver, Sak, Vaske, & Nilsson, 2010; Hopfer et al, 
2005), and for females, risk was identified by the presence of the 9-repeat allele 
and non-risk was identified by the 10-repeat allele (Vaske et al., 2009; see also 
van der Zwaluw et al., 2009). Previous research has yet to determine the function 
of alleles other than the 9- and 10-repeats, and this, combined with the small 
percentage of individual possessing other repeat numbers, has resulted in 
researchers dropping individuals with other allele variations from all analyses; the 
same was done in the current work, resulting in 30 cases (20 males and 10 
females, comprising less than 2% of the total sample) being dropped.  
• DRD2 (rs1800497): a dopamine D2 receptor gene that has a TaqIA single 
nucleotide polymorphism (SNP), located in the 3’ untranslated region of the gene. 
In line with previous studies, risk was identified by the presence of the A1 (rather 
than the A2) allele for both males and females (Beaver et al., 2007; Beaver, Sak, 
Vaske, & Nilsson, 2010). 
• DRD4: a dopamine receptor gene that has a 48 bp VNTR polymorphism that can 
be repeated between 2 and 10 times, with the 2-, 4-, and 7-repeat alleles being the 
most common. In line with previous research (Beaver et al., 2007; Beaver, Sak, 
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Vaske, & Nilsson, 2010), risk was identified by the presence of alleles containing 
7 or more repeats for both males and females.  
• MAOA (monoamine oxidase A): a gene that is responsible for the degradation of 
dopamine and has a 30 bp VNTR polymorphism located in the gene’s promotor 
region that is repeated between two and five times. In line with previous studies 
(Beaver et al., 2010; Haberstick et al., 2005), risk for both males and females was 
identified by the presence of a 2- or 3-repeat allele and non-risk was identified by 
the 3.5-, 4-, or 5-repeat alleles.  
Cumulative environmental risk & promotive factors indices. Cumulative 
indices of risk and promotive factors at the environmental level (i.e., family, peer, and 
school/ community) were created from items drawn from youth, parent, and school 
administrator reports at waves 1 and 2, and from youth retrospective reports of childhood 
abuse/neglect at waves 3 and 4. Items were chosen based on their having been identified 
as either risk or promotive factors related to substance use in previous studies (see Hasin 
& Katz, 2009; Hawkins et al., 1992). Individual items were first dichotomized such that a 
score of 1 indicated the presence of a promotive or risk factor and 0 indicated the absence 
of such a factor. Some variables were classified only as risks (e.g., childhood 
abuse/neglect) or protective factors (e.g., religiosity), whereas others were classified as 
both depending on the individual’s response (e.g., low self-esteem was classified as a 
risk, whereas high self-esteem was classified as a promotive factor). Decisions were 
made on an item-by-item basis and were based on previous literature examining each 
construct’s association with youth substance use.  
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Previous studies that utilized cumulative risk and promotive indices have used a 
variety of strategies to establish cut-points for identifying risk or promotive factors, such 
as utilizing established (e.g., clinically-defined) cut-points to identify risks and promotive 
factors, creating cut-points based on the distribution of responses in the sample (with 
studies typically counting the top/bottom 25% or 33% as a risk/promotive factor), or 
coding the simple presence/absence of something as a risk or promotive factor (e.g., 
Gerard & Buehler, 2004; Masten, & Wright, 1998; Matjasko, Grunden, & Ernst, 2007; 
Ostaszewski & Zimmerman, 2006; Yoshikawa, 1994). In the current study, a stringent 
approach was used to dichotomize variables as risk or promotive factors, in which the top 
or bottom 25% of the distribution was coded as a risk or promotive factor for each 
variable (for categorical variables without continuous distributions, cut-points were 
assigned as close to 25% as the distributions allowed).   
The total number of risk factors and promotive factors were then summed at each 
wave to form two continuous indices, one measuring the total number of risk factors and 
one measuring the total number of promotive factors youth faced across environmental 
contexts at each wave. The final cumulative risk and promotive factors indices were then 
created by averaging the risk/promotive indices from waves 1 and 2, to provide a 
measure of the average number of total risks and a measure of the average number of 
total promotive factors youth experienced during early and middle adolescence. The 
following measures were included in each index: 
Cumulative risk index. The cumulative risk index includes the following 
measures: 
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Individual-level risks for youth substance use. Six measures of individual-level 
risks were created based on youth, parent, and school administrator reports. Specifically, 
the following measures were used: 
Low self-esteem/ self-efficacy. A composite measure of youth self-esteem was 
created from six items at waves 1 and 2. At each wave, youth were asked to report how 
much they agreed with the following items: 1) [You] have lots of good qualities; 2) [You] 
have a lot to be proud of; 3) [You] like yourself as you are; 4) [You] do everything just 
about right; 5) [You] feel socially accepted; and 6) [You] feel loved and wanted. 
Response categories ranged from 1 = strongly agree to 5 = strongly disagree. To create 
the self-esteem composites at each wave, all items were first recoded so that higher 
scores indicated higher self-esteem. A principal components factor analysis using promax 
rotation was performed on all of the self-esteem items; at each wave the analysis yielded 
a one-factor solution (α = .84 at wave 1 and α =.86 at wave 2). Composites at each wave 
were created by taking the mean of the item scores for all youth who had valid answers to 
at least 2/3 of the items in each scale. For each composite, higher scores indicate higher 
self-esteem. Finally, the composites were recoded to dichotomous variables in which 
youth who scored in the bottom 25% of the distribution were coded as 1 to indicate a risk, 
and all other youth were coded as 0 to indicate no risk.  
History of childhood neglect/abuse. At waves 3 and 4, youth were asked to 
provide retrospective reports of whether they had experienced childhood abuse or 
neglect. Specifically, at wave 3, youth were asked to indicate how often the following 
had happened to them prior to the start of sixth grade: 1) their parents or other adult care-
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givers left them home alone when an adult should have been with them; 2) their parents 
or other adult care-givers did not take care of their basic needs, such as keeping them 
clean or providing food or clothing; 3) parents or other adult care-givers slapped , hit, or 
kicked them; 4) a parent or other adult care-giver touched them in a sexual way, forced 
them to touch him or her in a sexual way, or forced them to have sexual relations; 5) 
Social Services investigated how they were taken care of or tried to take them out of their 
living situation. The fifth item was a continuous variable and response categories for the 
first four items were: 1 = one time, 2 = two times, 3 = three to five times, 4 = six to ten 
times, 5 = more than ten times, and 6 = this has never happened. At wave 4, youth were 
asked to indicate how many times the following things occurred before their 18th 
birthday: 1) a parent or adult caregiver said things that really hurt their feelings or made 
them feel like they were not wanted or loved; 2) a parent or adult caregiver hit them with 
a fist, kick you, or throw you down on the floor, into a wall, or down stairs; and 3) a 
parent or other adult caregiver touched them in a sexual way, forced the child to touch 
him or her in a sexual way, or forced the child to have sexual relations. Responses for 
these items were the same as categories for the first four items at wave 3.  
To create a composite variable of childhood history of neglect/abuse, all items 
were first averaged together to create a mean variable, which was then dichotomized so 
that the top 25% of the distribution was coded as 1 (indicating risk) and all other 
responses were coded as 0 to indicate no risk. Because reports were retrospective 
accounts of childhood abuse, responses from both waves were combined to form a single 
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composite (α = .63), which was then included in both the wave 1 and wave 2 cumulative 
risk index.  
History of violent victimization. At waves 1 and 2, youth were asked to report on 
how often in the last 12 months they had experienced the following types of violence: 1) 
someone pulled a knife on them; 2) someone shot them; 3) someone cut or stabbed them; 
and 4) they were jumped (response categories were 0 = never, 1 = once, 2 = more than 
once). The Cronbach’s alpha for these items was .57 at wave 1 and .61 at wave 2. At each 
wave, a composite was created in which youth who responded that any of the items 
happened to them (i.e., responses of 1 or 2) were coded as 1 to indicate a risk and all 
other youth were coded as 0 to indicate no risk. Because more than 75% of youth 
reported that none of these things happened to them at each wave, this corresponds to a 
cut-point of approximately the top 25% of the distribution. 
Academic failure. A measure of academic failure was created from three youth-
report items asked at wave 1 and two youth-report items asked at wave 2. At wave 1, 
youth were asked to indicate whether they had ever repeated or been held back a grade, 
whether they had ever received an out-of-school suspension, and whether they had ever 
been expelled from school (response categories ranged from 0 = no to 1 = yes). At wave 
2, youth were asked if they had ever received an out-of-school suspension and whether 
they had ever been expelled from school (response categories ranged from 0 = no to 1 = 
yes). Because the vast majority of youth (i.e., 77% for repeating a grade, 71% for being 
suspended, and 95% for being expelled) answered no to all of these items, youth who 
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answered yes to any item were coded as 1 to indicate a risk whereas all other youth were 
coded as 0 to indicate no risk.  
Lack of connection to school. A measure of youth’s connection to school was 
created from six self-report items collected at waves 1 and 2 in which youth were asked 
to indicate how much they agreed or disagreed with the following statements: 1) You feel 
close to people at your school;  2) You feel like you are part of your school; 3) Students 
at your school are prejudiced; 4) You are happy to be at your school; 5) The teachers at 
your school treat students fairly; and 6) You feel safe in your school. Response categories 
ranged from 1 = strongly agree to 5 = strongly disagree. To create the final composite, 
all items except the third item were first reverse-coded so higher scores indicated higher 
connection to school, and then a principal components factor analysis was performed, 
which yielded a one-factor solution (α = .76 at wave 1 and .77 at wave 2). Therefore, the 
composite was created by averaging youths’ responses to all six items to create a 
composite. Youth whose scores fell within the bottom 25% of the distribution were coded 
as 1 to indicate a risk and all other youth were coded as 0 to indicate no risk. 
Low educational expectations. At waves 1 and 2, youth were asked to report on a 
five-point scale how likely it is that they would attend college (where 1 was low and 5 
was high). Youth who fell within the bottom 25% of the distribution (i.e., scores of 1, 2, 
or 3) were recoded to 1 to indicate risk, whereas all other youth were coded as 0 to 
indicate no risk.  
Family-level risks for youth substance use. Nine family-level risks were 
measured in the Add Health dataset, including: 
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Resident parent drinking. A composite measure of how much youths’ parents 
drank was created from wave 1 parent reports, in which parents were asked to report how 
often they drank alcohol in the past 12 months, how often they had five or more drinks on 
one occasion in the past month, and how often their spouse/partner drank alcohol in the 
past 12 months. Response categories ranged from 1 = never to 6 = nearly every day. To 
create the parent drinking composite, a principal components factor analysis using 
promax rotation was performed on these three items. The analysis yielded a one factor 
solution with Cronbach’s alpha of .60.  A composite was created by taking the mean of 
all three items. A composite score was created only for respondents who gave valid 
responses to at least 2 of the 3 items.  Composite scores ranged from 1 to 6, with higher 
scores reflecting greater amounts of drinking. Youth whose parents scored in the top 25% 
of the composite’s distribution (i.e., scores greater than 2) were coded as 1 to indicate the 
presence of a risk whereas all other youth were coded as 0 to indicate a lack of risk. 
Availability of alcohol in the home. Availability of alcohol in the home was 
measured with one youth-report item measured at waves 1 and 2 in which youth were 
asked to indicate whether they had easy access to alcohol in their home, with responses 
ranging from 0 = no to 1= yes. Youth who answered yes (approximately 26% of the 
sample) were coded as having a risk whereas youth who answered no were coded as no 
risk. 
Availability of drugs in the home. Availability of drugs in the home was measured 
with one youth-report item measured at wave 1 and wave 2 in which youth were asked to 
indicate whether they had easy access to drugs in their home, with responses ranging 
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from 0 = no to 1= yes. Youth who answered yes (approximately 3% of the sample at each 
wave) were coded as having a risk whereas youth who answered no were coded as no 
risk. 
Low parental supervision/monitoring. A composite measure of parental 
supervision/ monitoring was created from four parent-report items collected at wave 1. 
Parents were asked to report on: 1) whether they knew what school their child’s best 
friend attended; 2) whether they had met their child’s best friend in person; 3) whether 
they had met the parents of their child’s best friend; and 4) How many parents of their 
child’s friends they talked to in the last four weeks? Response categories for the first 
three items ranged from 0 = no to 1 = yes. The fourth item’s response categories ranged 
from 0= none to 6 = six or more. A principal components factor analysis using promax 
rotation was performed on all items, yielding one-factor solution. The composite was 
created by first recoding the fourth item to a dichotomous variable in which 0 = 0 and 1-6 
= 1. The final composite was created by taking the mean of the item scores. The mean 
was computed only if there were valid responses to at least 3 items. The Cronbach’s 
alpha for the items was .67. Youth whose parents scored in the bottom 25% of the 
distribution were coded as 1 to indicate risk, whereas all other youth were coded as 0 to 
indicate lack of risk.  
Parent-reported warmth/ closeness. An indicator of parent warmth/closeness was 
created from six resident parent-report items collected at wave 1 in which parents were 
asked to indicate how much they agreed with the following: 1) They get along well with 
adolescent; 2) They make decisions together; 3) They do not understand adolescent; 4) 
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They feel they can trust adolescent; 5) They feel the adolescent interferes with their 
activities; and 6) They are satisfied with their relationship with the adolescent. Response 
categories for the first 5 items ranged from 1 = always to 5 = never; categories for the last 
item ranged from 1 = strongly agree to 5 = strongly disagree. Positive items were reverse 
coded so that higher numbers indicated greater parent-child warmth. A factor analysis 
was performed on all six items, which yielded a one-factor solution with a Cronbach’s 
alpha of .70. The final composite was created by taking the mean of all six items for 
respondents who provided valid responses to at least 4 items. Higher scores reflect 
greater parent-child closeness. Finally, youth whose parents’ responses fell within the 
bottom 25% of the distribution were recoded to 1 to indicate a risk and all other youth 
were coded as 0 to indicate no risk. 
Youth-reported parental warmth/communication. A measure of parental warmth/ 
communication was created from youth reports of resident mother and resident father 
warmth collected at waves 1 and 2. Specifically, youth were asked to indicate the 
following (reported separately for mothers and fathers):  1) how close they feel to their 
mother/father; 2) how much they feel their mother/father cares about them; 3) how much 
they agree their mother/father is warm and loving; 4) how good their communication is 
with their mother/father; and 7) how much they agree that they have a good relationship 
with their mother/father. Response categories for the first two items ranged from 1 = not 
at all to 5 = very much; categories for the rest of the items ranged from 1 = strongly agree 
to 5 = strongly disagree. To create the final variable, composites at each wave were 
created separately for mothers and fathers by first reverse coding the last three items so 
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higher scores indicated higher warmth/communication. A principal components factor 
analysis using promax rotation indicated a one-factor solution at both waves (at wave 1, α 
= .84 for mothers and .89 for fathers; at wave 2 α = .83 for mothers and .87 for fathers). 
Next, mother and father warmth were combined by taking the highest reported score from 
either parent for each individual item, thus creating measures capturing the highest level 
of warmth youth experienced from either parent. Then, these measures were averaged 
together at each wave for all youth who provided valid responses to at least 2/3 of the 
items. For each composite, higher scores indicate greater parental warmth/ 
communication. Finally, youth whose responses fell within the bottom 25% of the 
distribution were coded as 1 to indicate the presence of a risk and all other youth were 
coded as 0 to indicate no risk. 
Youth-reported family warmth. A measure of family warmth was created from 
youth reports on five items collected at waves 1 and 2. Youth were asked to indicate how 
much they agreed with the following: 1) Your parents care about you; 2) Your family 
understands you; 3) You want to leave home; 4) Your family has fun together; and 5) 
Your family pays attention to you.  Response categories for all items ranged from 1 = not 
at all to 5 = very much. A principal components factor analysis using promax rotation 
indicated a one factor solution at each wave (α = .75 at wave 1 and α = .74 at wave 2).  
All composite variables were created by reverse coding the third item so that higher 
scores indicated greater warmth. The final composites at each wave were created by 
taking the mean of the item scores for all youth who had valid answers to at least 3 of the 
5 items at each wave. Finally, youth whose scores fell within the bottom 25% of the 
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distribution were coded as 1 to indicate the presence of a risk and all other youth were 
coded as 0 to indicate no risk. 
Parent involvement. A composite score of parent involvement was created from a 
series of questions youth answered regarding what activities they did with their resident 
mother and resident father in the past four weeks. Specifically, youth were asked whether 
they 1) went shopping with their mother/father; 2) played a sport with their 
mother/father; 3) attended a religious service or church-related event with their 
mother/father; 4) talked with their mother/father about someone they were dating, or a 
party they went to; 5) went to a movie, play, museum, concert, or sports event with their 
mother/father; 6) discussed a personal problem with their mother/father; 7) talked about 
their school work or grades with their mother/father; 8) worked on a school project with 
their mother/father; and 9) talked about other things they did in school with their 
mother/father (response categories ranged from 0 = no to 1 = yes). To create the parent 
involvement composite, youth’s responses to items about mothers were combined with 
their responses about fathers such that youth were coded as 1 if they participated in the 
activity with either parent and as 0 if they participated in the activity with neither parent. 
Then, an overall scale of all activities youth engaged in with both parents was created by 
taking the mean of these dichotomized items for all youth who had valid responses to at 
least 2/3 of the items at each wave. The Cronbach’s alphas for these scales were .56 at 
wave 1 and .58 at wave 2. Finally, youth whose responses fell within the bottom 25% of 
the distribution were coded as 1 to indicate a risk factor whereas all other youth were 
coded as 0 to indicate no risk.  
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Low parental expectations for youth’s education. A single item was used to 
measure resident parents’ educational expectations for youth. At wave 1, parents were 
asked to report how disappointed they would be if their child did not graduate from 
college. Responses ranged from 1 = very disappointed to 3 = not disappointed. Youth 
whose parents answered 3 (which corresponded to the top 16% of the distribution) were 
coded as 1 to indicate the presence of a risk whereas all other youth were coded as 0 to 
indicate lack of risk.  
Peer-level risks for youth substance use. Three peer-level risk factors for 
substance use were measured at waves 1 and 2, including: 
Association with alcohol-using friends. Youths’ association with alcohol-using 
peers was measured using a single item from wave 1 and wave 2 in which youth were 
asked to indicate how many of their three best friends drank alcohol at least once a month 
(response categories ranged from 0 = none to 3 = 3).  Youth who answered that all three 
of their friends drank (approximately 20% of the sample at both waves) were coded as 1 
to indicate risk; all other youth were coded as 0.  
Association with drug-using friends. Youths’ association with drug-using peers 
was measured using a single item from wave 1 and wave 2 in which youth were asked to 
indicate how many of their three best friends smoke pot at least once a month (response 
categories ranged from 0 = none to 3 = 3). Youth who responded that at least two friends 
smoked pot (19% of the sample at wave 1 and 21% at wave 2) were recoded to 1 to 
indicate a risk; all other youth were coded as 0.  
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Low peer support.  Peer support was measured using a single item collected at 
waves 1 and 2 in which youth were asked to report how much they felt their friends cared 
about them (response categories ranged from 1 = not at all to 5 = very much. Youth 
whose responses fell within the bottom 25% of the distribution were coded as 1 to 
indicate risk, whereas all other youth were coded as 0 to indicate lack of risk.  
School- and community-level risks for youth substance use. Five measures of 
school-level risks for youth substance use were included: 
High prevalence of alcohol use problems in youth’s school. At wave 2, school 
administrators were asked to report on how big a problem alcohol use was at their school 
(response categories included 0 = no problem; 1 = small problem; and 3 = big problem). 
Youth who attended schools in which administrators reported a three for alcohol use 
problems (approximately 40% of the sample) were coded as 1 to indicate the presence of 
a risk; all other youth were coded as zero to indicate no risk.   
High prevalence of drug use problems in youth’s school. At wave 2, school 
administrators were asked to report on how big a problem drug use was at their school 
(response categories included 0 = no problem; 1 = small problem; and 3 = big problem). 
Youth who attended schools in which administrators reported that drug use was a big 
problem (approximately 31% of the sample) were coded as 1 to indicate the presence of a 
risk; all other youth were coded as zero to indicate no risk.   
Neighborhood drug problems. An indicator of neighborhood-level drug problems 
was created from a single parent-report item collected at wave 1, in which parents were 
asked to report how big of a problem drug dealers and drug users are in the 
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neighborhood. Response categories ranged from 1 = no problem at all to 3 = a big 
problem. Youth whose parents reported that drugs were a big problem in their 
neighborhood (approximately 10% of the sample) were coded as 1 to indicate risk 
whereas all other youth were coded as 0 to indicate lack of risk. 
Lack of youth connection to neighborhood. At wave 1 and wave 2, youth were 
asked a series of questions related to their neighborhoods. Specifically, they were asked 
to indicate: 1) whether they knew most of the people in their neighborhood; 2) whether 
they stopped on the street to talk to neighbors in the past month; and 3) whether people in 
their neighborhood look out for one another; 4) whether they felt safe in their 
neighborhoods; 5) overall, how happy they were to live in their neighborhoods; and 6) 
how happy or unhappy they would be if they were to move to a different neighborhood. 
Response categories for the first three items ranged from 1= true to 2 = false; responses 
for the fourth item ranged from 0 = no to 1 = yes; for the fifth item responses ranged from 
1 = not at all to 5 = very much; and for the sixth item responses ranged from 1 = very 
unhappy to 5 = very happy. To create a composite variable, items 1-3 and item 6 were 
first reverse coded so higher scores indicated greater youth connection to/satisfaction 
with their neighborhood. Then, items five and six were dichotomized to match the scale 
of the first four items, and a principal components factor analysis using promax rotation 
was performed. The factor analysis indicated a one-factor solution, and thus a composite 
measure of neighborhood connection was created at each wave by averaging responses 
for all youth who provided valid responses to at least 2/3 of the items (α = .58 at wave 1 
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and .59 at wave 2). Finally, youth were coded as having a risk factor if they scored in the 
bottom 25% of the distribution.  
Neighborhood collective efficacy. An indicator of neighborhood collective 
efficacy was created from two parent-report items in which parents were asked to report 
how likely it would be that 1) they would tell a neighbor if they saw the neighbor’s child 
getting into trouble; and 2) a neighbor would tell them if they saw their child getting into 
trouble (response categories ranged from 1 = definitely would to 5 = definitely would not. 
To create the composite, the items were first reverse coded so higher scores indicated 
higher collective efficacy, and responses were then averaged to form a composite (α = 
.59). Finally, youth whose parent’s response fell within the bottom 25% of the 
distribution were coded as 1 to indicate risk and all other youth were coded as 0 to 
indicate no risk. 
Cumulative promotive factors index. The cumulative promotive index includes 
the following items:  
Individual-level promotive factors for youth substance use. Four measures of 
individual-level promotive factors were included in the promotive factors index, 
including: 
High self-esteem/ self-efficacy. High self-esteem/ self-efficacy was measured 
using the composite measure described above.  For the promotive factors index, this 
composite was recoded to a dichotomous variable in which youth who scored in the top 
25% of the distribution were coded as 1 to indicate the presence of a promotive factor, 
and all other youth were coded as 0 to indicate no promotive factor. 
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Religiosity. A composite of youth religiosity was created from four youth-report 
items measured at waves 1 and 2, in which youth were asked to report how often they 
attended religious services in the past 12 months (responses ranged from 1 = once a 
month or more to 4 = never), how important religion is to them (responses ranged from 1 
= very important to 4 = not important at all), how often they pray (responses ranged from 
1 = at least once a day to 5 = never), and how often they participated in youth activities 
(e.g., youth groups, Bible classes, or choir) offered through their place of worship in the 
past 12 months (responses ranged from 1 = once a month or more to 4 = never). To create 
the final composite, all responses were first reverse-coded so that higher scores indicated 
higher religiosity, and youth who reported on an earlier item that they had no religion 
were recoded to the lowest value. In addition, the item asking youth how often they pray 
was recoded to a four-level response category to match the other items. To create the 
religiosity composite, a principal components factor analysis using promax rotation was 
performed. The analysis yielded a one factor solution with Cronbach’s alpha of 0.85 at 
wave 1 and .86 at wave 2. A composite was created by taking the mean of all four items. 
A composite score was created only for respondents who gave valid responses to at least 
3 of the 4 items. Higher scores reflect more religiosity. Finally, this item was recoded so 
that youth whose scores fell within the top 25% of the distribution were recoded to 1 to 
indicate the presence of a promotive factor and all other youth were coded as 0.  
High educational expectations. Youth’s educational expectations were measured 
using the single item described above. For the promotive factors index, youth who 
responded with the highest category of 5 (which corresponds to the top 54% of youth) 
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were recoded to 1 to indicate a promotive factor, whereas all other youth were coded as 0 
to indicate no promotive factor.  
Strong connection to school. For the cumulative promotive factors index, the 
composite measure of youth’s connection to school (described above) was coded such 
that youth whose scores fell within the top 25% of the distribution were coded as 1 to 
indicate a promotive factor and all other youth were coded as 0 to indicate no promotive 
factor. 
Family-level promotive factors for youth substance use. Six measures of family-
level promotive factors were included in the cumulative index, including: 
High parental supervision/monitoring. The composite measure of parental 
supervision/monitoring described above was also included in the promotive factors index. 
For this index, youth whose parents scored in the top 25% of the distribution were coded 
as 1 to indicate a promotive factor, whereas all other youth were coded as 0 to indicate 
lack of a promotive factor.  
High parent-reported warmth/closeness. The indicator of parent 
warmth/closeness described above was included in the promotive factors index by coding 
youth whose parents’ responses fell within the top 25% of the distribution as a 1 to 
indicate a promotive factor and all other youth as a 0 to indicate no promotive factor. 
High youth-reported parental warmth/communication. High parental warmth/ 
communication was measured using the composite described above. For the promotive 
factors index, youth whose responses fell within the top 25% of the distribution were 
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coded as 1 to indicate the presence of a promotive factor and all other youth were coded 
as 0 to indicate no promotive factor. 
High youth-reported family warmth. The measure of family warmth described 
above was included in the cumulative promotive factors index by coding youth whose 
scores fell within the top 25% of the distribution as 1 to indicate the presence of a 
promotive factor and all other youth as 0 to indicate no promotive factor. 
High parent involvement. High parent involvement was measured using the 
composite described above. Youth whose responses fell within the top 25% of the 
distribution were coded as 1 to indicate a promotive factor whereas all other youth were 
coded as 0 to indicate no promotive factor.  
High parental expectations for youth’s education. The single item described 
above was used to measure parents’ educational expectations for youth. Youth whose 
parents answered 1 (i.e., that they would be very disappointed if their child did not 
graduate from college; approximately 45% of the sample) were coded as 1 to indicate the 
presence of a promotive factor whereas all other youth were coded as 0 to indicate the 
lack of a promotive factor. 
Peer-level promotive factors for youth substance use. The cumulative promotive 
index also includes the following three measures of peer-level promotive factors: 
Friends do not use alcohol. Youths’ association with alcohol-using peers was 
measured using the single item from wave 1 and wave 2 described above. Youth were 
coded as 1 to indicate a promotive factor if they reported that none of their three best 
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friends used alcohol (approximately 44% of the sample at wave 1 and 42% at wave 2); all 
other youth were coded as 0 to indicate no promotive factor.  
Friends do not use drugs. Youths’ association with drug-using peers was 
measured using the single item from wave 1 and wave 2 described above. Youth were 
coded as 1 to indicate a promotive factor if they reported that none of their three best 
friends used pot (66% of the sample at wave 1 and 59% at wave 2); all other youth were 
coded as 0 to indicate no promotive factor.    
High peer support. Peer support was measured using the single item collected at 
waves 1 and 2 described above. Youth whose responses fell within the top 25% of the 
distribution were coded as 1 to indicate a promotive factor, whereas all other youth were 
coded as 0 to indicate lack of a promotive factor. 
School/community-level promotive factors for youth substance use. Four 
measures of school/community-level promotive factors were included in the cumulative 
index, including: 
Low prevalence of alcohol use at school. School-level prevalence of alcohol use 
was measured using the single school administrator-reported item described above. 
Youth who attended schools in which administrators reported a 0 (i.e., that alcohol was 
no problem; approximately 10% of the sample) were coded as 1 to indicate the presence 
of a promotive factor; all other youth were coded as zero to indicate no promotive factor.   
Low prevalence of drug use problems in youth’s school. At wave 2, school 
administrators reported on how big a problem drug use was at their school (with a single 
item described above). Youth who attended schools in which administrators reported that 
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drug use was a no problem (approximately 11% of the sample) were coded as 1 to 
indicate the presence of a promotive factor; all other youth were coded as zero to indicate 
no promotive factor.   
Youth connection to neighborhood. At waves 1 and 2, composite measures of 
youth neighborhood connection were created using the items and method described 
above. For the cumulative promotive index, youth whose responses fell within the top 
25% of the distribution were coded as 1 to indicate a promotive factor; all other youth 
were coded as 0.  
Neighborhood collective efficacy. An indicator of neighborhood collective 
efficacy was created from the two parent-report items described above. Youth whose 
parent’s response fell within the top 25% of the distribution were coded as 1 to indicate a 
promotive factor and all other youth were coded as 0 to indicate no promotive factor. 
Gene-environment correlation. It is likely that many of these measures are 
correlated with genotype (e.g., parents who use substances pass on both genetics and 
environmental contexts to their children that could predispose them to substance use) and 
thus the level of G-E correlation was examined by checking the correlations between the 
cumulative risk and promotive factors indices and each individual gene and the genetic 
risk score index. As shown in Table 4, there were no significant correlations between any 
of the individual genes or the GRSs and the cumulative environmental risk or promotive 
factors indices (with the largest correlation being only 0.078). Although this does not 
mean that the genetic risk measures were not correlated with individual environmental 
measures that comprise the cumulative indices, it does help assuage concern that a 
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youth’s genetic make-up is significantly correlated with his/her overall environmental 
contexts, which is the focus of the current study. 
 
Table 2. Bivariate correlations between environmental and genetic risk variables 
Male sample (n = 651) 
 DAT1 DRD2 DRD4 MAOA GRS CER CEP 
DAT1  1.00       
DRD2 -0.02  1.00      
DRD4  0.03 -0.09  1.00     
MAOA  0.03  0.00  0.02  1.00    
GRS  0.56***  0.46***  0.50*** -0.42***  1.00   
CER  0.08  0.06  0.00 -0.00  0.08  1.00  
CEP -0.06 -0.05 -0.00 -0.06 -0.04 -0.68*** 1.00 
Female sample (n = 745) 
 DAT1 DRD2 DRD4 MAOA GRS CER CEP 
DAT1  1.00       
DRD2 -0.02  1.00      
DRD4 -0.02 -0.01  1.00     
MAOA  0.07  0.04 -0.06  1.00    
GRS  0.51***  0.48***  0.41***  0.59***  1.00   
CER  0.05  0.02  0.04  0.04  0.08  1.00  
CEP -0.06 -0.04 -0.05 -0.00 -0.08 -0.72*** 1.00 
CER = Cumulative Environmental Risk Index; CEP = Cumulative Environmental Promotive Index 
***p < .001 
 
Dependent Variables 
Four substance use outcomes were examined in this study: alcohol abuse, alcohol 
dependence, illicit drug abuse, and illicit drug dependence. All outcomes were measured 
at wave 4 to assess clinically significant substance use problems in adulthood.   
Alcohol abuse. At wave 4, Add Health included youth-report measures of alcohol 
problems that map on to the DSM-IV-TR-TR criteria for substance abuse (see American 
Psychiatric Association, 2000). The DSM-IV-TR-TR criteria state that abuse is indicated 
when individuals meet at least one of the following four criteria: 1) recurrent use results 
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in a failure to fulfill major role obligations at home, school, or work; 2) recurrent use 
occurs in situations that are physically dangerous (e.g., driving while drunk); 3) use 
results in recurrent legal problems; and 4) use continues despite causing or exacerbating 
recurrent social or interpersonal problems (American Psychiatric Association, 2000). In 
Add Health, these criteria were measured by youth’s responses to how often the 
following ever happened: 1) drinking interfered with responsibilities at school or work; 2) 
they were under the influence of alcohol when they could have gotten themself or others 
hurt, or put themself or others at risk, including unprotected sex; 3) they had had legal 
problems because of drinking, like being arrested for disturbing the peace or driving 
under the influence of alcohol, or anything else; and 4) they had had problems with 
family, friends, or people at work or school because of drinking. Response categories for 
these items were 0 = never; 1 = 1 time; and 2 = more than 1 time. The final outcome 
variable was created by summing youths’ responses to all items. Youth who indicated 
that none of the items had happened to them were coded as 0 to indicate no alcohol 
abuse, whereas youth who responded affirmatively to at least one item were coded as 1 to 
indicate alcohol abuse. In the current sample, 46% of females and 52% of males met 
criteria for alcohol abuse at wave 4 (see Table 6 on page 92). 
Alcohol dependence. At wave 4, Add Health also added youth-report measures 
that map onto the DSM-IV-TR diagnostic criteria for alcohol dependence (see American 
Psychiatric Association, 2000). Specifically, youth reported on whether they: 1) 
continued to drink after realizing drinking was causing problems with family, friends, or 
people at work or school; 2) ever found that they had to drink more than they used to in 
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order to get the effect they wanted; 3) ever had a period when they spent a lot of time 
drinking, planning how they would get alcohol, or recovering from a hangover; 4) often 
had more to drink or kept drinking for a longer period of time than they intended; 5) ever 
tried to quit or cut down on drinking (youth who answered no were then asked if they 
ever had a period of time when they wanted to quit or cut down on drinking, and youth 
who answered affirmatively to either of the above were then asked if they were ever 
unable to cut down or quit drinking after deciding to do so); 6) experience withdrawal 
symptoms such as the shakes, feeling anxious, trouble getting to sleep or staying asleep, 
nausea, vomiting, or rapid heartbeats during the first few hours of not drinking; 7) ever 
continued to drink after realizing drinking was causing any emotional problems (such as 
feeling irritable, depressed, or uninterested in things or having strange ideas) or causing 
any health problems (such as ulcers, numbness in your hands/feet or memory problems); 
and 8) had ever given up or cut down on important activities that would interfere with 
drinking like getting together with friends or relatives, going to work or school, 
participating in sports, or anything else. Response categories for these items range from 0 
= no to 1 = yes. Responses were coded to match DSM-IV-TR diagnostic criteria for 
alcohol dependence, which indicate that individuals who experience at least three of the 
following seven symptoms meet the criteria for alcohol dependence: 1) tolerance (e.g., 
the need to drink increasing amounts to experience the effects of alcohol); 2) withdrawal 
(e.g., adverse symptoms when alcohol is not ingested); 3) impaired control (e.g., inability 
to control the amount of alcohol consumed); 4) desire to quit (e.g., desire or unsuccessful 
efforts to cut down or control alcohol use); 5) neglect of activities (e.g., giving up or 
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reducing important social, occupational, or recreational activities because of drinking); 6) 
time spent drinking (e.g., devoting a significant amount of time to drinking, planning how 
to get alcohol, or recovering from use); and 7) drinking despite problems (e.g., continued 
drinking despite having physical or psychological problems that result from or are 
exacerbated by alcohol use). In the current work, tolerance was indicated by an 
affirmative response to item 2 (youth had to drink more than they used to in order to get 
the effect they wanted). Withdrawal was indicated by an affirmative response to item 6 
(youth experience withdrawal symptoms such as the shakes, feeling anxious, trouble 
getting to sleep or staying asleep, nausea, vomiting, or rapid heartbeats during the first 
few hours of not drinking). Impaired control was indicated by an affirmative response to 
item 4 (they had more to drink or kept drinking for a longer period of time than they 
intended). Desire to quit was indicated by an affirmative response to item 5 (youth ever 
tried to or wanted to quit or cut down on drinking but were unable to do so). Neglect of 
activities was indicated by an affirmative response to item 8 (youth gave up or cut down 
on important activities that would interfere with drinking). Time spent drinking was 
indicated by item 3 (youth had a period when they spent a lot of time drinking, planning 
how they would get alcohol, or recovering from a hangover). Finally, drinking despite 
problems was indicated by an affirmative response to either item 1 (youth continued to 
drink after realizing drinking was causing problems with family, friends, or people at 
work or school) or item 7 (ever continued to drink after realizing drinking was causing 
any emotional or health problems). These items were then recoded such that the total 
number of criteria youth met were added to form a composite. Then, youth who met less 
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than three of the above criteria were recoded to 0 to indicate no alcohol dependence; all 
other youth were coded as 1 to indicate alcohol dependence. In the current sample, 9% of 
females and 16% of males met criteria for alcohol dependence at wave 4 (see Table 6 on 
page 92). 
Illicit drug abuse. At wave 4, Add Health included youth-report measures of 
illicit drug problems that map on to the DSM-IV-TR criteria for substance abuse 
described above (see American Psychiatric Association, 2000). In Add Health, these 
criteria were measured by youth’s responses to how often the following ever happened: 
1) drug use interfered with responsibilities at school or work; 2) they were under the 
influence of drugs when they could have gotten themself or others hurt, or put themself or 
others at risk, including unprotected sex; 3) they had had legal problems because of drug 
use, like being arrested for disturbing the peace or anything else; and 4) they had had 
problems with family, friends, or people at work or school because of drug use. Response 
categories for these items were 0 = never; 1 = 1 time; and 2 = more than 1 time. The 
above set of questions was asked twice, once for marijuana use and once for any other 
drug use. The final outcome variable was created by summing youths’ responses to all 
items in each set, and then taking the highest summary score from either set of items (i.e., 
either marijuana or other drug use) for each youth.  Youth whose summary score was 0 
exhibited no drug abuse, whereas higher numbers indicate increasing severity of abuse. In 
the current sample, 10% of females and 20% of males met criteria for drug abuse at wave 
4 (see Table 6 on page 92). 
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Illicit drug dependence. At wave 4, Add Health also added measures of drug 
dependence that map onto the DSM-IV-TR criteria for dependence. Specifically, youth 
reported on whether they: 1) continued to use drugs after realizing they were causing 
problems with family, friends, or people at work or school; 2) ever found that they had to 
use more of a drug than they used to in order to get the effect they wanted; 3) ever had a 
period when they spent a lot of time using a drug, planning how they would get a drug, or 
recovering from its effects; 4) often used more or kept using for a longer period of time 
than they intended; 5) ever tried to quit or cut down on drug use; 6) ever had a period of 
time when they wanted to quit or cut down on drug use; 7) were unable to cut down or 
quit using after deciding to do so; 8) experience withdrawal symptoms such as the 
shakes, feeling anxious, trouble getting to sleep or staying asleep, nausea, vomiting, or 
rapid heartbeats during the first few hours of not using; 9) ever continued to use drugs 
after realizing doing so was causing any emotional problems (such as feeling irritable, 
depressed, or uninterested in things or having strange ideas) or causing any health 
problems (such as ulcers, numbness in your hands/feet or memory problems); and 10) 
had ever given up or cut down on important activities that would interfere with using 
drugs like getting together with friends or relatives, going to work or school, participating 
in sports, or anything else. Response categories were 0 = no to 1 = yes. Again, the above 
set of questions was asked twice, once for marijuana use and once for any other drug use, 
and thus the final outcome variable was created by summing youths’ responses to all 
items in each set, and then taking the highest summary score from either set of items (i.e., 
either marijuana or other drug use) for each youth. The final illicit drug dependence 
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variable was created using the same method described above to code alcohol dependence, 
as the DSM-IV-TR criteria are the same for both types of substance dependence (see 
American Psychiatric Association, 2000). In the current sample, 5% of females and 10% 
of males met criteria for drug dependence at wave 4 (see Table 6 on page 92). 
Analyses 
Prior to conducting the main analyses, preliminary analyses were conducted to 
ensure that the individual candidate genes predicted to the outcomes as expected. These 
logistic regression models examined the main effects of each individual gene on each 
substance use outcome, controlling for youth age. Results of these analyses (found in 
Table 5 on page 90) were then used to compute the GRS indices to be used in the main 
analyses. 
Next, the main analyses aimed at addressing the specific aims of the current study 
used logistic regression models to analyze how early cumulative genetic and 
environmental contexts influence alcohol and drug abuse and dependence in early 
adulthood. Logistic regression models were chosen to account for dichotomous nature of 
the outcome variables being examined. All models used cumulative environmental risk 
and promotive factors measured at waves 1 and 2 and the GRS indices to predict 
substance abuse and dependence at wave 4. Such an approach helps to assuage concerns 
that substance-using youth select into more negative environments, as earlier contexts are 
used to predict later functioning.  
All analyses were conducted using Stata 12 software (StataCorp, 2012). In 
addition, all models included a covariate for youth age at wave 2, which was entered as a 
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continuous indicator of age in years.3 Models were also estimated using robust standard 
errors that clustered youth by family to account for correlated errors that would result due 
to the fact that youth were drawn from a sibling/twin sample.4 
In order to test each of the specific aims, three sets of models were estimated for 
each outcome of interest. Model 1 (addressing specific aim 1) included the GRS indices 
and youth age to predict the likelihood that youth would meet criteria for alcohol and 
drug abuse and dependence at wave 4. Model 2 added the cumulative environmental risk 
and promotive factors indices to the original models to examine whether the GRS 
remained significant after accounting for cumulative environmental indices (specific aim 
2). Model 3 included GxE effects to examine interactions between cumulative genetic 
and environmental factors (specific aim 3). All variables in Model 3 were grand-mean 
centered. In addition, all analyses were conducted separately for males and females in 
order to examine whether there were gender differences in substance abuse and 
dependence predictors (specific aim 4). 
Power. A conservative approach was used to conduct power analyses for the 
genetic association hypotheses, with a marker-wise significance level of p = 10-5. Using 
the continuous outcome design option in Quanto (Gauderman, 2003; Gauderman & 
Morrison, 2006), tests were conducted to estimate the power to detect genetic main 
effects between the available polymorphisms and each outcome for males and females 
                                                 
3 Note that models (not shown here) including a covariate for age at wave 4 were also examined; results did 
not differ between the two models and thus the wave 2 age covariate was maintained to align with the other 
environmental predictor variables, which were drawn from earlier waves. 
4 Monozygotic twins did not have a sibling in the current analytic sample, as one member of each 
genetically-identical pair was dropped from the analyses to avoid the inclusion of redundant genetic data; 
however, all other youth were clustered within twin/sibling pairs. 
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separately. For main effects of single polymorphisms, the following parameters were 
used: 1.) candidate locus accounting for ≥ 1% of the variance; 2.) allele frequencies 
between .10 and .40; 3.) additive mode of inheritance; and 4.) alpha = .00001. For the 
range of expected allele frequencies considered and the given sample sizes, power 
remained uniformly good for this stringent alpha level. As shown in Table 3 (presented 
for allele frequency = .10), an additive locus accounting for ≥ 3% of the overall variance 
would be detectable with ~80% or better power at an alpha of .00001. Use of a GRS 
affords greater power in this sample by capitalizing on the idea that common variants 
with small individual effects may cumulatively account for a larger proportion of 
outcome variance (Purcell et al., 2009). Thus, the GRS in this study is expected to 
account for more outcome variance than single genes, suggesting there will be sufficient 
power to find main effects of the magnitude expected. Tests were also conducted to 
estimate the power to detect GxEs using the following parameters: 1.) GRS accounting 
for 1 - 5% of the variance; 2.) environmental effect accounting for 35% of the variance 
(see Ostaszewski & Zimmerman, 2006; Gerard & Buehler, 2004); 3.) allele frequencies 
between .10 and .40; 4.) additive genetic action; and 5.) alpha = .00001. Results show 
moderate to excellent power to detect GxEs accounting for ≥3% of the variance in both 
genders. 
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Table 3. Power to detect genetic main effects of varying magnitude for continuous 
outcomes 
Percent variance Power for genetic effect at  
p = .00001, N=745 females 
Power for genetic effect at  
p = .00001, N=651 males 
.02 .30 .22 
.03 .64 .52 
.04 .86 .78 
.05  .96 .92 
.06 .99 .97 
.07 .99 .99 
.08 .99 .99 
.09 .99 .99 
.10 .99 .99 
88 
 
CHAPTER 4: RESULTS 
Preliminary genetic analyses.  
Prior to calculating the final GRS indices, preliminary analyses were conducted to 
examine the individual effect of each polymorphism on youth alcohol and drug use and 
abuse. Table 4 shows the allele frequencies for each individual polymorphism for the 
female and male sample. Chi-square goodness of fit analyses were performed to test for 
Hardy-Weinberg equilibrium in the current samples and this assumption was adequately 
met for both females and males for each polymorphism.5 
 
Table 4. Allele frequencies for individual dopaminergic polymorphisms. 
 Females (n = 745) Males (n = 651) 
   DAT11 
       0 risk alleles 
       1 risk allele 
       2 risk alleles 
 
58% 
37% 
6% 
 
6% 
39% 
56% 
   DRD2 
       0 risk alleles 
       1 risk allele 
       2 risk alleles 
 
65% 
30% 
5% 
 
64% 
32% 
4% 
   DRD4 
       0 risk alleles 
       1 risk allele 
       2 risk alleles 
 
60% 
36% 
3% 
 
64% 
31% 
5% 
   MAOA 
       0 risk alleles 
       1 risk allele 
       2 risk alleles 
 
45% 
42% 
13% 
 
65% 
35% 
- 
1 Note that DAT1 was coded in opposite directions in males versus females, with the 10-repeat allele of 
DAT1 coded as risk for males and the 9-repeat allele coded as risk for females. 
 
                                                 
5 Analyses were conducted using the following software: Rodriguez, S., Gaunt, T. R., & Day, I. N. M. 
(2009). 
Hardy-Weinberg Equilibrium testing of biological ascertainment for Mendelian randomization studies. 
American Journal of Epidemiology. DOI 10.1093/aje/kwn359. Available online at 
http://www.oege.org/software/hwe-mr-calc.shtml. 
89 
 
 Next, each individual polymorphism was entered simultaneously into logistic 
regression models predicting each of the outcomes of interest. Results from these 
analyses can be found in Table 5, which shows that the polymorphisms inconsistently 
predicted higher likelihood that youth would develop alcohol or drug abuse and 
dependence, and also differed by youth gender. Specifically, only DAT1 consistently 
predicted higher odds of both males and females developing alcohol and drug abuse and 
dependence. For females, all polymorphisms predicted a greater likelihood of alcohol and 
drug problems, with the exception of DRD2 not predicting a higher likelihood of drug 
abuse. Thus, DRD2 was dropped from the female GRS index for drug abuse, and all four 
polymorphisms were included in the GRS indices for the other outcomes.  
 Results were more inconsistent for the male sample, as shown in Table 5. 
Specifically, only DAT1 and DRD4 predicted alcohol abuse and therefore these were the 
only two polymorphisms included in the GRS index for alcohol abuse. For all other 
outcomes, only DAT1 and DRD2 were included in the indices as these were the only two 
polymorphism that predicted a higher likelihood that youth would develop alcohol 
dependence or drug problems. Although the need to create outcome- and gender-specific 
GRS indices was unexpected, doing so was in line with previous research that has 
included only those polymorphisms that positively predict the outcome variables (e.g., 
Cornelis et al., 2009; Derringer et al., 2010; Morrison et al., 2007).  
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Table 5. Individual genetic polymorphisms predicting substance use outcomes. 
 
 
Females (n = 745) 
         Alcohol Abuse      Alcohol Dependence               Drug Abuse        Drug Dependence 
 OR (SE)    p OR (SE)    p OR (SE)    p OR (SE)    p 
Age .92 (.05) .119 .87 (.06) .062 .99 (.07) .917 1.07 (.10) .453 
DAT1 1.43 (.20) .009 1.78 (.30) .001 1.36 (.26) .112 1.02 (.28) .946 
DRD2 1.05 (.15) .763 1.14 (.23) .530 .77 (.16) .212 1.44 (.40) .192 
DRD4 1.10 (.16) .530 1.18 (.23) .407 1.62 (.31) .012 1.71 (.40) .024 
MAOA 1.19 (.14) .156 1.31 (.21) .100 1.29 (.24) .160 1.26 (.31) .346 
χ2 12.61* 17.92** 11.89* 7.84 
-2LL -417.92 -247.27 -241.94 -152.39 
R2 .01 .03 .02 .02 
 
Males (n = 651) 
         Alcohol Abuse      Alcohol Dependence               Drug Abuse        Drug Dependence 
 OR (SE)    p OR (SE)    p OR (SE)    p OR (SE)    p 
Age 1.00 (.05) .929 .92 (.06) .174 1.05 (.06) .365 1.01 (.08) .858 
DAT1 1.17 (.17) .257 1.25 (.21) .197 1.07 (.17) .663 1.37 (.33) .191 
DRD2 .96 (1.10) .814 1.00 (.16) .984 1.39 (.23) .048 1.56 (.33) .035 
DRD4 1.10 (.16) .510 .97 (.16) .839 .94 (.17) .723 .74 (.18) .208 
MAOA .82 (.15) .298 .84 (.18) .409 .92 (.19) .708 .83 (.24) .529 
χ2   2.82 4.17   5.74 7.89 
-2LL -394.88 -311.39 -322.92 -203.04 
R2 .00 .01 .01 .02 
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Main Analyses.  
Descriptive statistics. Descriptive statistics for the current sample can be found 
in Table 6. Females and males were similar in age at wave 2 (approximately 16.5), but 
males were slightly older at wave 4 (28.5 versus 28.3 for females, which is significant at 
the level of p < .05; t = 2.1937; df = 1394). Males possessed slightly more environmental 
risk factors (an average of 4.7) than females (who averaged 4.3 risks). This difference 
was significant at the level of p < .01 (t = 2.7519; df = 1394). Males also possessed fewer 
environmental promotive factors (an average of 5 versus 5.5 for females), a difference 
that was significant at the level of p < .001 (t = 3.7679; df = 1394).  
In terms of genetic risk, females possessed an average of 1.98 risk alleles on the 
GRS for alcohol abuse, alcohol dependence, and drug dependence (which included all 
four polymorphisms), out of a possible eight risk alleles (SD = 1.22, with a range of 0 – 
6). Females possessed an average of 1.58 risk alleles on the GRS for drug abuse (SD = 
1.07, with a range of 0-5 out of a possible six risk alleles from DAT1, DRD4, and 
MAOA). Males had an average of 1.9 out of the four possible risk alleles on the GRS for 
alcohol abuse, which included DAT1 and DRD4 (SD = .85, with a range of 0 – 4). Male 
youth possessed an average of 1.89 out of the four possible risk alleles on the GRS for 
alcohol dependence, drug abuse, and drug dependence, which included DAT1 and DRD2 
(SD = .99). All the GRS indices showed roughly normal distributions. Due to the fact that 
the GRS indices were not comparable for males and females, t- tests could not be 
performed on these variables to test for significant differences in means.  
92 
 
Finally, results of descriptive analyses showed significantly higher levels of 
alcohol and drug abuse and dependence among males versus females. Specifically, 39% 
of males reached the clinical criteria for alcohol abuse in the current sample, versus 26% 
of females, a difference that was significant at the level of p < .001 (t = 5.222; df = 1394).  
Similarly, 21% of males met the criteria for alcohol dependence versus 11% of females, a 
difference that was significant at the level of p < .001 (t = 5.253; df = 1394). Twice as 
many males met the criteria for drug abuse (20% versus 10% of females; t = 5.3224; df = 
1394; p < .001) and drug dependence (10% of males versus 5% of females; t = 3.5175; df 
= 1394; p < .001).  
 
Table 6. Descriptive statistics. 
 Females (n = 745) Males (n = 651) 
 M/SD 
% 
Range M/SD 
% 
Range 
Covariate     
   Age W2 16.5 (1.66) 13 – 20 16.6 (1.67) 13 – 21  
   Age W4* 28.3 (1.69) 24 – 32 28.5 (1.71) 25 – 32 
Environmental Indices     
   CER** 4.3 (2.76) 0 – 14.5 4.7 (2.65) 0 – 14 
   CEP*** 5.5 (2.45) 0 – 12.5 5.0 (2.50 0 – 13 
Genetic Risk Score Indices     
   Female AA, AD, DD 1.98 (1.22) 0 – 6  - - 
   Female DA 1.58 (1.07) 0 – 5 - - 
   Male AA - - 1.90 (.85) 0 – 4  
   Male AD, DA, DD - - 1.89 (.82) 0 – 4  
Outcome Variables     
   Alcohol Abuse*** 26% 0 – 1 39% 0 – 1 
   Alcohol Dependence*** 11% 0 – 1 21% 0 – 1 
   Drug Abuse*** 10% 0 – 1 20% 0 – 1 
   Drug Dependence*** 5% 0 – 1 10% 0 – 1 
CER = Cumulative Environmental Risk; CEP = Cumulative Environmental Promotive Factors; AA = 
alcohol abuse; AD = alcohol dependence; DA = drug abuse; DD = drug dependence 
* indicates that means are significantly different for females versus males at the level of p < .05;  
** indicates that means are significantly different for females versus males at the level of p < .01;  
*** indicates that means are significantly different for females versus males at the level of p < .001. 
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 Bivariate Correlations. Bivariate correlations between the variables of interest 
were reported earlier in Table 2 (on page 78). As noted, these correlations were low for 
most variables. However, the high correlations between the cumulative risk and 
promotive factors indices (i.e., -.68 for males and -.72 for females) warrant attention as 
they raise concerns regarding multicollinearity in the regression models. Therefore, the 
variance inflation factors (VIFs) and tolerance estimates were examined for these 
variables.6 As shown in Table 7, despite the high bivariate correlations, the VIFs and 
tolerance estimates indicated that multicollinearity was not an issue with these variables, 
and thus both cumulative risk and promotive factors indices were entered into the final 
logistic regression models. 
 
Table 7. Multicollinearity estimates for cumulative environmental risk and cumulative 
environmental promotive factors indices. 
 Females Males 
VIF 2.07 1.88 
Tolerance .48 .53 
Note: It is generally accepted that a tolerance of less than 0.10 or 0.20 and/or a VIF of greater than 5 or 10 
indicates an issue with multicollinearity (see e.g., Chatterjee & Price, 1991; Hair, Anderson, Tatham, & 
Black, 1995; Menard, 1995; and Neter, Wasserman, & Kutner, 1989). 
 
 Logistic regression analyses predicting youth alcohol abuse. Results of the 
logistic regression analyses predicting the likelihood that youth would meet clinical 
criteria for alcohol abuse are presented in Table 8.  Model 1 (addressing specific aim 1) 
                                                 
6 In the present study, collinearity was examined using the collin.ado program in Stata (written by Philip B. 
Ender at UCLA), which examines collinearity between independent variables. The “collin” command does 
not need to be run in connection with specific regression equations and therefore is useful in procedures 
such as logistic regression, for which the more commonly used “vif” command cannot be utilized. Because 
the multicollinearity diagnostics generated by this program are not associated with a specific regression and 
because they are computed using only predictor variables, the VIF and tolerance estimated reported above 
apply to all models in the current study. 
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shows that the GRS is a significant predictor of alcohol abuse for females, with the 
probability that females would meet criteria for alcohol abuse being 1.19 times higher 
with each additional genetic risk allele possessed  (OR = 1.19; p  = .009). Although the 
GRS also predicted higher odds that males would develop alcohol abuse, results were not 
significant in this sample (OR = 1.14; p = .195). Age was not a significant predictor of 
alcohol abuse in females in males. 
 Model 2 in Table 8 shows the results of analyses examining the influence of the 
GRS and cumulative environmental risk and promotive factors on alcohol abuse (specific 
aim 2). For females, the GRS remained a significant predictor of alcohol abuse, with 
more risk alleles predicting a greater probability of alcohol abuse (OR = 1.17; p = .021) 
even after accounting for environmental influences. Cumulative environmental promotive 
factors decreased the likelihood that females and males would develop alcohol abuse 
whereas cumulative environmental risk factors increased the likelihood, but these results 
did not reach statistical significance. However, cumulative environmental risk factors 
reached trend-level significance for males and the inclusion of the environmental factors 
indices resulted in significantly better model fit for male youth, compared with the model 
that included only genetic risk. Model fit also improved with the addition of 
environmental factors for females, but the change in -2LL was not significant for this 
sample. 
 Model 3 in Table 8 addresses specific aim 3 by grand-mean centering all variables 
and adding gene-environment interaction effects to Model 2. Results show no significant 
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GxEs for either males or females. In addition, the addition of GxE terms resulted in no 
significant improvement in overall model fit. 
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Table 8. Cumulative genetic and environmental predictors of youth alcohol abuse. 
 
Females (n=745) 
            Model 1             Model 2          Model 3 
 OR (SE)    p OR (SE)    p OR (SE)    p 
Age .92 (.05) .101 .88 (.05) .016* .88 (.05) .022* 
CER   1.06 (.05) .179 1.07 (.05) .159 
CEP   .95 (.05) .273 .96 (.05) .370 
GRS 1.19 (.08) .009** 1.17 (.08) .021* 1.17 (.08) .028* 
GRSxCER     1.06 (.04) .116 
GRSxCEP     1.05 (.04) .104 
    
χ2    9.00*    21.80***    29.52*** 
-2LL (df) -419.41 (3) -414.31 (5) -410.96 (7) 
Δ-2LL (df)a       5.10 (2)  
Δ-2LL (df)b       3.35 (2) 
R2  .01  .02 .03 
 
Males (n=651) 
            Model 1 Model 2 Model 3 
 OR (SE)    p OR (SE)    p OR (SE)    p 
Age .99 (.05) .901 .94 (.05) .283 .94 (.05) .268 
CER   1.10 (.05) .051 1.10 (.05) .046* 
CEP   .97 (.05) .489 .97 (.05) .563 
GRS 1.14 (.11) .195 1.13 (.11) .226 1.14 (.11) .179 
GRSxCER     .94 (.05) .225 
GRSxCEP     .93 (.05) .169 
    
χ2 7 1.68 13.13*     14.73* 
-2LL (df) -395.54 (3) -389.54 (5) -388.51 (7) 
Δ-2LL (df) a   6.00 (2)*  
Δ-2LL (df) b        1.03 (2) 
R2   .001  .02  .02 
Note: CER=Cumulative Environmental Risk Factors Index; CEP=Cumulative Environmental Promotive Factors Index; 
GRS=Genetic Risk Score. 
a  indicates Δ-2LL compared with Model 1; b indicates Δ-2LL compared with Model 2 
* = p < .05; ** = p < .01; *** = p < .001 
 
 
                                                 
7 The χ2 statistics presented here are Likelihood Ratio (LR) Chi-Squares, which test the probability of 
getting the observed LR χ2 test statistic under the null hypothesis that there no effect of the predictor 
variables, taken together, on the outcome. Significant χ2 statistics indicate that the null hypothesis was 
rejected and model fit is adequate (see: Stata annotated output: Logistic regression analysis. (n.d.) UCLA: 
Academic Technology Services, Statistical Consulting Group. Retrieved from 
http://www.ats.ucla.edu/stat/stata/output/stata_logistic.htm).  
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 Logistic regression analyses predicting youth alcohol dependence. Results for 
the logistic regression models examining genetic and environmental influences on youth 
alcohol dependence can be found in Table 9. Model 1 (addressing specific aim 1) shows 
that higher scores on the GRS predicted a higher likelihood of alcohol dependence in 
females (OR = 1.35; p = .001) but not males (OR = 1.12; p = .331). Older females were 
less likely than younger females to meet criteria for alcohol dependence but age did not 
significantly predict dependence in males.  
 Model 2 in Table 9 shows that possessing more genetic risk alleles significantly 
predicted a higher likelihood of alcohol dependence in females even when cumulative 
environmental influences were added to the models (OR = 1.32; p = .005). Cumulative 
environmental risk factors also predicted a significantly higher likelihood that females 
would meet the criteria for alcohol dependence (OR = 1.20, p = .001), but cumulative 
environmental promotive factors were not significant for females. For male youth, only 
age (OR = 0.85; p = .014) and cumulative environmental risk factors (OR = 1.17; p = 
.005) significantly predicted the likelihood of meeting alcohol dependence criteria; 
cumulative environmental promotive factors and the GRS were non-significant. Including 
environmental factors along with the GRS significantly improved model fit for both 
males and females, compared with Model 1 that examined only genetic risk. Model 3 in 
Table 9 (addressing specific aim 3) shows that there were no significant gene-
environment interaction effects on youth alcohol dependence for either males or females 
and that adding the GxE terms did not improve model fit. 
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Table 9. Cumulative genetic and environmental predictors of youth alcohol dependence. 
 
Females (n = 745) 
            Model 1            Model 2           Model 3 
 OR (SE)    p OR (SE)    p OR (SE)    p 
Age .87 (.06) .046* .79 (.06) .003** .79 (.06) .003** 
CER   1.20 (.07) .001** 1.21 (.07) .001** 
CEP   .99 (.06) .909 .99 (.06) .844 
GRS 1.35 (.12) .001** 1.32 (.13) .005** 1.37 (.14) .002** 
GRSxCER     .97 (.05) .588 
GRSxCEP     1.05 (.05) .383 
    
χ2   12.72**   35.65*** 35.84***   
-2LL (df) -249.04 (3) -239.30 (5) -237.68 (7) 
Δ-2LL (df)a  9.74 (2)***  
Δ-2LL (df)b      1.62 (2) 
R2 .03 .07 .07 
 
Males (n=651) 
 Model 1 Model 2 Model 3 
 OR (SE)    p OR (SE)    p OR (SE)    p 
Age .92 (.06) .164 .85 (.05) .014* .85 (.06) .015* 
CER   1.17 (.07) .005** 1.17 (.07) .005** 
CEP   1.02 (.06) .739 1.02 (.06) .752 
GRS 1.12 (.13) .331 1.08 (.13) .512 1.09 (.13) .447 
GRSxCER     .94 (.06) .363 
GRSxCEP     .96 (.07) .608 
    
χ2   2.58 15.76**   16.42*   
-2LL (df) -312.14 (3) -304.57 (5) -304.12 (7) 
Δ-2LL (df) a        7.57 (2)**  
Δ-2LL (df) b      0.45 (2) 
R2 .001 .03 .03 
Note: CER=Cumulative Environmental Risk Factors Index; CEP=Cumulative Environmental Promotive Factors Index; 
GRS=Genetic Risk Score. 
a  indicates Δ-2LL compared with Model 1; b indicates Δ-2LL compared with Model 2 
* = p < .05; ** = p < .01; *** = p < .001 
 
Logistic regression analyses predicting youth drug abuse. Table 10 shows the 
results of the models predicting youth drug abuse. Model 1 (addressing specific aim 1) 
shows that the GRS was a significant predictor of drug abuse for females, with the 
99 
 
probability that females would meet criteria for alcohol abuse being 1.39 times higher 
with each additional genetic risk allele youth possessed (OR = 1.39; p  = .003). As in the 
models predicting alcohol abuse and dependence, the GRS again predicted higher odds 
that males would meet drug abuse criteria, but results were not significant (OR = 1.14; p 
= .664). Age was not a significant predictor of the likelihood of drug abuse in either 
gender. 
Model 2 in Table 10 presents the results of models examining the direct effects of 
the GRS and the environmental risk and promotive factors indices on the likelihood of 
drug abuse (specific aim 2). For females, higher scores on the GRS significantly 
predicted a higher likelihood of drug abuse even after accounting for cumulative 
environmental influences (OR = 1.34; p = .008). A greater number of cumulative 
environmental risk factors also predicted a higher likelihood of drug abuse among 
females (OR = 1.19; p = .003), but cumulative environmental promotive factors had no 
significant influence. For male youth, more environmental risk factors predicted a 
significantly higher likelihood of drug abuse (OR = 1.19; p = .001), whereas increasing 
numbers of environmental promotive factors significantly decreased the likelihood of 
drug abuse (OR = .83; p = .003). Genetic risks again had no significant influence on the 
probability that male youth would develop drug abuse.  
Model 3 in Table 10 presents the results of analyses that added GxE interaction 
effects to Model 2 (specific aim 3). Results show that there were no significant GxE 
effects on the likelihood of drug abuse among either males or females. Furthermore, 
adding the GxE effects did not significantly improve model fit. 
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Table 10. Cumulative genetic and environmental predictors of youth drug abuse. 
 
Females (n=745) 
           Model 1             Model 2            Model 3 
 OR (SE)    p OR (SE)    p OR (SE)    p 
Age .99 (.07) .904 .89 (.07) .106 .89 (.07) .113 
CER   1.19 (.07) .003** 1.18 (.07) .005** 
CEP   .88 (.06) .067 .87 (.06) .048* 
GRS 1.39 (.15) .003** 1.34 (.15) .008** 1.33 (.16) .016* 
GRSxCER     1.02 (.05) .673 
GRSxCEP     1.03 (.07) .681 
    
χ2  9.11*    47.10***    49.87*** 
-2LL (df) -243.10 (3) -225.86 (5) -225.77 (7) 
Δ-2LL (df)a       17.24 (2)***  
Δ-2LL (df)b         .09 (2) 
R2 .02 .09 .09 
 
Males (n=651) 
          Model 1             Model 2            Model 3 
 OR (SE)    p OR (SE)    p OR (SE)    p 
Age 1.05 (.06) .375 .94 (.06) .349 .94 (.06) .331 
CER   1.19 (.06) .001** 1.20 (.07) .001** 
CEP   .83 (.05) .003** .82 (.05) .003** 
GRS 1.22 (.15) .117 1.11 (.15) .431 1.20 (.19) .247 
GRSxCER     .90 (.06) .146 
GRSxCEP     .97 (.09) .741 
    
χ2 3.95    53.23***    57.15*** 
-2LL (df) -323.73 (3) -292.99 (5) -291.50 (7) 
Δ-2LL (df) a       30.74 (2)***  
Δ-2LL (df) b       1.49 (2) 
R2 .01  .10 .10 
Note: CER=Cumulative Environmental Risk Factors Index; CEP=Cumulative Environmental Promotive Factors Index; 
GRS=Genetic Risk Score. 
a  indicates Δ-2LL compared with Model 1a; b indicates Δ-2LL compared with Model 1b 
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Logistic regression analyses predicting youth drug dependence. Finally, Table 
11 shows the results of the logistic regression models that examined genetic and 
environmental predictors of youth drug dependence. Model 1 (addressing specific aim 1) 
shows that higher scores on the GRS predicted a greater likelihood of drug dependence 
among both females (OR = 1.31; p = .034) and males (OR = 1.48; p = .049); however, 
model fit was poor for both samples, with χ2 statistics that reached only trend-level 
significance.  
Model fit improved significantly with the addition of cumulative environmental 
risk and promotive factors in Model 2 (addressing specific aim 2). Results show that for 
both females and males, the GRS indices were no longer significant predictors of drug 
dependence after the addition of cumulative environmental factors. Higher numbers of 
environmental risks predicted a greater likelihood of drug dependence for both females 
(OR = 1.18; p = .014) and males (OR = 1.17; p = 018). A greater number of 
environmental promotive factors predicted a lower likelihood of drug dependence among 
male youth (OR = .80; p = .007) but not among female youth. 
Finally, Model 3 shows the results of analyses examining GxE effects on drug 
dependence. As with the other substance use outcomes, there were no significant GxE 
effects in the current sample. Model fit did not significantly improve with the addition of 
the GxE terms. 
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Table 11. Cumulative genetic and environmental predictors of youth drug dependence. 
 
Females (n=745) 
          Model 1            Model 2          Model 3 
 OR (SE)    p OR (SE)    p OR (SE)    p 
Age 1.08 (.10) .395 .97 (.10) .817 .98 (.10) .809 
CER   1.18 (.08) .014* 1.19 (.08) .012* 
CEP   .88 (.07) .123 .87 (.07) .114 
GRS 1.31 (.17) .034* 1.26 (.17) .092 1.38 (.19) .019* 
GRSxCER     .97 (.04) .520 
GRSxCEP     1.05 (.05) .340 
    
χ2   5.12+    34.64***    35.08*** 
-2LL (df) -153.45 (3) -144.37 (5) -143.56 (7) 
Δ-2LL (df)a        9.08 (2)**  
Δ-2LL (df)b       0.81 (2) 
R2  .02  .07 .08 
 
Males 
(n=651) 
   
          Model 1            Model 2           Model 3 
 OR (SE)    p OR (SE)    p OR (SE)    p 
Age 1.01 (.08) .900 .90 (.08) .283 .90 (.08) .271 
CER   1.17 (.08) .018* 1.18 (.08) .008** 
CEP   .80 (.07) .007** .80 (.07) .010* 
GRS 1.48 (.25) .019* 1.35 (.24) .090 1.46 (.35) .109 
GRSxCER     .90 (.07) .172 
GRSxCEP     .94 (.11) .605 
    
χ2   5.58+    38.17***    46.79*** 
-2LL (df) -204.12 (3) -185.76 (5) -184.96 (7) 
Δ-2LL (df) a       18.36 (2)***  
Δ-2LL (df) b       0.80 (2) 
R2 .01  .10 .11 
Note: CER=Cumulative Environmental Risk Factors Index; CEP=Cumulative Environmental Promotive Factors Index; 
GRS=Genetic Risk Score. 
a  indicates Δ-2LL compared with Model 1a; b indicates Δ-2LL compared with Model 1b 
+ = p < .10; * = p < .05; ** = p < .01; *** = p < .001 
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CHAPTER 5: DISCUSSION 
 The overarching goal of the present study was to expand current knowledge on 
the etiology of substance use behaviors by examining the independent and joint effects of 
cumulative genetic and environmental factors on youth alcohol and drug abuse and 
dependence. This work grew out of previous research that suggests that both genetic and 
environmental factors play a role in the development of alcohol and drug use problems 
(Hawkins et al., 1992; Plomin et al., 2008). There is a long history of work documenting 
the relationship between environmental risk and promotive factors and substance use 
problems (e.g., Hasin & Katz, 2009; Hawkins et al., 1992), but work examining genetic 
influences is relatively new and is plagued by inconsistent results.  
One of the reasons for this inconsistency likely lies in the fact that substance use 
is a complex phenotype that is influenced by many different genes, and most studies have 
examined only the influence of individual polymorphisms on this outcome, which likely 
have very small effects that are difficult to detect (Kendler & Greenspan, 2006; Yang, 
Khoury, Friedman, Little, & Flanders, 2005). A second deficiency in extant genetic 
research is the lack of attention to environmental factors that act in tandem with genetic 
factors to influence substance use behaviors; ignoring these environmental influences 
likely clouds our understanding of the true etiological pathways leading to substance 
abuse and dependence. And finally, few studies to date have examined gender differences 
in substance use predictors, despite evidence suggesting that rates of abuse and 
dependence are higher in males and that the motives driving substance use may differ for 
males and females (Anderson, 2001; Langan & Pelissier, 2001; Liu & Kaplan, 1996; 
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Merikangas & Stevens, 1998; Weiss, Kung, & Pearson, 2003). Thus, this study aimed to 
expand on extant research by being the first to use an aggregate measure of cumulative 
genetic risk to predict substance abuse and dependence in a national sample of youth, by 
examining the joint effects of cumulative genetic and environmental influences on 
substance use, and by examining gender differences in substance use predictors.  
Specifically, the study aimed to: 1) examine the effect of an aggregate genetic risk 
score (GRS) on youth alcohol and drug abuse and dependence; 2) examine the effect of 
aggregate genetic risk on youth alcohol and drug abuse and dependence after controlling 
for cumulative environmental risk and promotive factors; 3) examine how aggregate 
genetic risk interacts with cumulative environmental risk and promotive factors to predict 
youth alcohol and drug abuse and dependence; and 4) examine gender differences in the 
association between youth alcohol and drug abuse and dependence and cumulative 
genetic and environmental predictors. What follows is a summary of the results of this 
study accompanied by a discussion of the implications and limitations of this work. 
Summary of Results 
 Preliminary analyses. Research suggests that genes that operate within the 
dopaminergic system may play an important role in substance abuse and dependence, 
with recent studies identifying a number of polymorphisms within specific dopaminergic 
genes that are predictive of abuse and dependence (e.g., Contini et al., 2006; McGeary, 
Esposito-Smythers, Spirito, & Monti, 2007; Noble, 1993; 1998; Vaskeet al., 2009). We 
also know that genes do not work in isolation to influence complex phenotypes such as 
substance abuse and dependence, but instead act together to produce combined effects on 
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outcomes (Kendler & Greenspan, 2006; Yang, Khoury, Friedman, Little, & Flanders, 
2005). Based on this work, preliminary analyses were conducted to examine the 
individual effects of four dopaminergic polymorphisms that have previously been linked 
to youth alcohol and drug abuse and dependence, with the goal of subsequently 
combining these genetic risks into an aggregate genetic risk score index. Results of the 
preliminary analyses showed that the individual polymorphisms inconsistently predicted 
alcohol and drug abuse in females and males, which necessitated the creation of outcome- 
and gender-specific GRS indices.  
Although it was originally expected that the “risk” alleles of each polymorphism 
would predict a higher likelihood of alcohol and drug abuse and dependence in both 
genders, the inconsistency of the current results (especially in the male sample) is in line 
with discrepancies in results of previous molecular genetic research. Despite the 
numerous studies that have found positive associations between these genetic risk alleles 
and substance use problems (e.g., Contini et al., 2006; McGeary, Esposito-Smythers, 
Spirito, & Monti, 2007; Noble, 1993; 1998; Vaskeet al., 2009), multiple other studies 
have failed to find significant associations (see Buckland, 2008; Crabbe, 2002; Dick & 
Foroud, 2003; Hasin & Katz, 2009) and the overall body of research is still inconclusive. 
Thus, results of the preliminary analyses, though unexpected, were in line with previous 
molecular genetic research. The current results may more closely represent actual 
relationships between these polymorphisms and substance abuse and dependence only for 
gender-stratified samples of Caucasian youth in the United States; previous work has 
been conducted on varying samples (e.g., clinical samples, older individuals, and samples 
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that group males and females and multiple racial/ethnic groups together) that may not 
share the same genetic etiology as the current sample. In sum then, it is not surprising that 
the preliminary analyses yielded such inconsistent findings. 
Given the inconsistency with which the individual genes predicted to the 
substance use outcomes in the current study, it was necessary to compute outcome- and 
gender-specific GRS indices. Such an approach was unexpected and is less than ideal 
given the lack of consistency. However, doing so seemed to be the only appropriate 
means of creating the GRS indices in the current study. Previous studies that have 
computed GRS indices using a small number of candidate genes do not report conducting 
preliminary analyses to test the association between individual polymorphisms and the 
outcomes of interest (e.g., Beaver, Sak, Vaske, & Nilsson, 2010; Belsky & Beaver, 
2011); thus methods for accounting for polymorphisms that predict in unanticipated 
directions cannot be extracted from extant research. It is clear, however, that including 
polymorphisms that predicted in the opposite direction would essentially cancel out the 
effects of those polymorphisms that do increase the risk for substance use problems, 
which may explain the lack of direct GRS effects found in previous research (e.g., 
Beaver, Sak, Vaske, & Nilsson, 2010; Belsky & Beaver, 2011).  
Furthermore, dropping out genes with “risk” alleles that do not predict a greater 
likelihood of adverse outcomes is in line with the approach used in larger candidate gene 
studies and genome-wide association studies (GWAS) that have attempted to compute 
cumulative GRS indices. Such studies have typically included only polymorphisms that 
predict a greater likelihood of a given outcome at a given significance level, dropping out 
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all polymorphisms that fail to do so (e.g., Cornelis et al., 2009; Derringer et al., 2010; 
Morrison et al., 2007). Therefore, the approach used in the current study to compute the 
GRS index is in line with previous studies that have computed GRS indices using a larger 
number of available polymorphisms. 
An additional unexpected finding from the preliminary analyses was the low 
correlations between the GRS indices and the cumulative environmental indices in the 
current sample. A wealth of research suggests that genotype and environment are 
correlated rather than independent, a phenomena that can be attributed to a number of 
factors. First, individuals may select into certain environments based on their genetic 
proclivities, a process known as active correlation. Second, parents both pass on genetic 
material to children and choose children’s environments, which results in what is known 
as passive correlation. A finally, individuals may elicit certain responses from their 
environments for reasons that can be attributed to their genetic make-up (i.e., evocative 
correlation; see e.g., Scarr & McCartney, 1983). Thus, it is surprising that the G-E 
correlations were so low in the current work. This may be partially due to the use of the 
cumulative environmental indices, as it is possible that a substantial amount of gene-
environment correlation is present for only certain environmental factors and that this is 
being masked by the cumulative indices. For example, it is highly likely that youth in the 
current study who have a genetic proclivity for substance use choose to associate with 
peers who use substances, so one would expect a high level of gene-environment 
correlation on this indicator. On the other hand, youth (and often parents, especially in 
cases where families have few financial resources) have limited choice when it comes to 
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the characteristics of their neighborhoods, so it is possible that there is very low G-E 
correlation on this indicator. Future work teasing apart the associations between genotype 
and specific facets of the environment could help explain the low G-E correlations in the 
current study.  
Summary of results: Specific aim 1. The first specific aim of this study was to 
examine the influence of aggregate genetic risk on youth alcohol and drug abuse and 
dependence. To this end, the individual polymorphisms examined in the preliminary 
analyses were combined into genetic risk scores (GRSs) and entered into models that 
predicted alcohol and drug abuse and dependence. Results of these models showed that 
the GRS indices were significant predictors of all outcomes for females, but only of drug 
dependence in males. This suggests that the combined effects of dopaminergic genes 
have a significant direct influence on substance use outcomes for females, with the 
likelihood of substance use problems increasing with each additional genetic risk allele 
females possess.  
On the other hand, there is only very limited evidence that the dopaminergic 
genes influence drug dependence (but no other substance use outcomes) in males. It 
should be noted, however, that model fit was poor for the models examining drug 
dependence for both males and females, with the χ2 statistics reaching only trend-level 
significance for both. This further suggests that there is little evidence of a dopaminergic 
genetic effect on substance use in males, as no other outcomes showed significant 
associations.  
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Summary of results: Specific aim 2. The second specific aim of the current 
study was to examine whether aggregate genetic risk predicted youth substance use after 
accounting for cumulative environmental influences. Previous genetic studies have often 
overlooked the joint influence of environmental factors on substance use (e.g., Hopfer et 
al., 2005; McGeary et al., 2007; Vaughn et al., 2003), and those that have included 
environmental measures have focused on narrow, singular measures (e.g., childhood 
maltreatment or exposure to an alcoholic parent), which failed to capture youth’s broader 
environmental contexts (e.g., Caspi et al., 2003; Harden et al., 2008; Vaske et al., 2009). 
The current study aimed to expand upon extant work by incorporating cumulative 
measures of environmental context along with cumulative genetic risk scores. Such an 
approach is arguably more ecologically valid, as it accounts for youth’s overall genetic 
and environmental contexts, which theory suggests work together to influence 
development (Bronfenbrenner & Morris, 1998; Lerner, Wertlieb, & Jacobs, 2003).  
To accomplish this goal, the first set of models was re-run with the inclusion of 
cumulative indices of environmental risk and promotive factors. Results showed that for 
females, the GRS indices remained significant predictors of substance use for all 
outcomes except drug dependence (which retained trend-level significance) after 
accounting for cumulative environmental influences. For males, the significant influence 
of the GRS on drug dependence was no longer significant after controlling for 
environmental factors, instead dropping to trend-level significance. This further suggests 
that there is little evidence of a dopaminergic genetic effect on substance use for males.  
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The cumulative environmental indices worked as expected in the current models, 
with cumulative risks significantly predicting a higher likelihood that youth would meet 
abuse and dependence criteria for both males and females for all outcomes except alcohol 
abuse, for which cumulative environmental promotive factors were significant predictors 
for males but not females. Cumulative environmental promotive factors also predicted a 
lower likelihood that male youth would meet clinical criteria for drug abuse and drug 
dependence. The fact that environmental factors were significant in all models except 
female alcohol abuse shows the robustness of environmental factors in predicting alcohol 
and drug use problems, even after accounting for some genetic effects. Furthermore, the 
addition of these indices resulted in significant improvement in model fit in all instances, 
suggesting that models examining only genetic effects are missing the significant 
contribution of environmental context on substance abuse and dependence. 
 Summary of results: Specific aim 3. The third specific aim of the current study 
was to examine whether there were gene-environment interactions that predicted the 
likelihood that youth would develop alcohol or drug use problems. Previous research 
suggests that GxEs are common and highly predictive of human behavioral outcomes 
(Moffitt, Caspi, & Rutter, 2006; Rutter & Silberg, 2002; Scarr & McCartney, 1985). 
Evidence further suggests that the use of cumulative environmental measures increases 
the power for detecting such interactions (Caspi et al., 2003; Moffit, Caspi, &Rutter, 
2006; Risch et al., 2009). Given this, the models were estimated a third time, with the 
inclusion of GxE terms. Contrary to what was expected, there were no significant GxE 
effects in the current study for any outcome. This suggests that genetic influence on 
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youth substance use problems does not vary based on positive or negative environmental 
influences. The differential-susceptibility hypothesis (Belsky et al., 2009; Belsky & 
Pluess, 2009a, 2009b), which suggests that genetic “risk” alleles may actually be 
protective in positive environments, is not supported in the current work; instead, 
increasing numbers of “risk” alleles appear to simply increase the risk for substance 
abuse and dependence in female youth, regardless of environmental context.  
There are two potential explanations for the lack of GxE findings in the current 
study. First, it is possible that there truly are no gene-environment interactions between 
dopaminergic genes and environmental contexts. If so, the null findings in the current 
study may be explained in part by some of the recent criticism surrounding GxE effects 
in general. Some researchers have suggested that although GxE effects likely exist, 
current evidence from empirical research supporting this claim is poor at best. For 
example, Eaves (2006) presented evidence from simulation studies that suggested that 
GxEs are merely an artifact of measurement scaling. He showed that simple 
transformations on the variables tested in GxEs could either remove or add significant 
GxEs, regardless of whether they actually existed. Furthermore, the lack of replication of 
previously supported GxEs calls into question the validity of GxE findings. For example, 
the 2003 study by Caspi and colleagues that found evidence that the 5-HTTLPR 
polymorphism interacts with life stressors to predict depression is among the most widely 
replicated finding in the GxE literature. However, meta- and mega-analyses conducted on 
the multitude of replication studies concluded there is in fact no evidence of a significant 
GxE in this case (Munafo, Durrant, Lewis, & Flint, 2009; Risch, Herrell, Lehner, Liang, 
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Eaves, et al., 2009). The overall lack of replicated GxE findings in the literature therefore 
questions the existence of statistically significant GxEs in studies of human behaviors.   
Furthermore, Duncan and Keller (2011) conducted a review in which they 
analyzed the results of all GxE studies published between 2000 and 2009. They 
concluded that the existing GxE literature is plagued by significant publication bias, 
false-positive findings, and lack of statistical power, which together call into question 
whether actual GxE effects for complex human phenotypes are detected as commonly as 
the literature suggests. They note, for example, that whereas nearly all published novel 
GxE studies have yielded significant findings, only about a quarter of all replication 
studies report significant GxEs, suggesting that publication bias is a significant concern. 
Furthermore, the authors concluded that most GxE studies are significantly 
underpowered, as the power needed to detect GxE effects is much greater than the power 
needed to detect main effects. Lack of power can, on one hand, decrease the likelihood of 
detecting true significant results, but it also increases the proportion of significant 
findings that are in fact false discoveries (i.e., Type I error).    
Taken together, if the skepticism surrounding the field of GxE work is warranted, 
it is possible that there truly are no interactions between dopaminergic genetic risk and 
environmental contexts in the current study. The second possibility, however, is that the 
current work suffers from Type II error, in which actual GxE effects exist but were not 
detected. In the latter case, it may be that future work with a larger sample size would 
yield enough of an increase in power to detect actual significant GxE effects. The same 
may be accomplished by improving measurement accuracy (e.g., using more careful 
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assessments of clinical abuse and dependence rather than relying on retrospective self-
reports or computing a GRS that includes additional alleles not available in Add Health to 
better measure genetic risk). It may also be the case that dopaminergic genetic risk 
interacts only with specific aspects of the environment, which were masked in the current 
study by the use of cumulative environmental indices. Future work may be able to tease 
this apart to identify particular aspects of the environment for which GxE effects are 
present.  Either of the above conclusions is possible and only future replication can 
accurately determine why no GxE effects were detected in the current sample.  
 Summary of results: Specific aim 4. The final aim of the current study was to 
examine whether there are gender differences in predictors of substance abuse and 
dependence. Previous research examining gender differences in substance use predictors 
has yielded mixed results, with some studies finding evidence of gender differences (e.g. 
Derringer et al., 2008; McGue et al., 1992; Merikangas & Stevens, 1998; Prescott et al., 
2005) and others failing to do so (e.g., Heath et al., 1997; Kendler et al., 2005; 2007; 
Knopik et al., 2004; Ray et al., 2008). It was initially posited that in the current study, if 
gender differences were evident it would be likely that genetic effects would be stronger 
for males than for females, given some evidence that overall heritability for substance use 
is higher among males (e.g., Derringer et al., 2008; McGue et al., 1992; Prescott et al., 
2005). In fact, however, the opposite was found, with the current analyses providing 
strong evidence that polymorphisms within the dopaminergic system influence alcohol 
and drug abuse and dependence in females, but not in males. Analyses showed significant 
effects of the dopaminergic GRS on all outcomes for females, even after accounting for 
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cumulative environmental effects (with the exception of drug dependence, for which the 
GRS reached only trend-level significance once environmental factors were added). For 
males, on the other hand, the GRS was only a significant predictor of one outcome, drug 
dependence, and overall model fit for that outcome was poor, calling into question the 
significant results. Overall then, in the current sample it can be concluded that genes 
regulating the dopaminergic system influence substance abuse and dependence in female, 
but not male, youth. 
The fact that there appears to be a significant influence of dopaminergic genes on 
substance use in females is not surprising. The biological link between dopamine and 
addiction has been well-established (Franken, Booji, & van den Brink, 2005; Volkow et 
al., 2011), so genetic variations that regulate neurological levels of dopamine are likely 
culprits in explaining why some individuals develop substance use problems whereas 
others do not. What is surprising, however, is that the same results were not evident for 
the male youth in the current study, especially given some evidence suggesting that the 
heritability of substance abuse and dependence is higher for males than for females 
(Derringer et al., 2008; McGue et al., 1992; Prescott et al., 2005). Null findings for males 
should not be interpreted to mean that genes do not influence substance abuse and 
dependence in males, however. It is far more likely that other genes not measured in Add 
Health are associated with substance use behaviors in males. For example, it may be that 
genes influencing other neurotransmitter (NT) systems like serotonin or norepinephrine 
may be more important than dopaminergic genes in male youth, as all of these NT 
systems have been implicated as playing a role in addiction (Blows, 2000). It is perhaps 
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more likely, however, that other polymorphisms within the dopaminergic system play a 
role in male substance abuse and dependence, and the polymorphisms measured in the 
current work are only a small subset of actual dopaminergic variations. Future work 
examining additional genetic polymorphisms may help explain the findings in the current 
study. 
Significance & Implications 
The present study addresses existing limitations in research on the etiology of 
youth substance use in a number of ways. The main contribution of this study is that it is 
the first to utilize a GRS approach to study human substance use behaviors. The use of a 
GRS in relation to youth substance use provides a more comprehensive analysis of the 
effects of dopaminergic genes on substance use. The study also expands on existing GRS 
studies by including measures of both environmental risk and promotive factors and 
examining GxE effects, which allows for a more comprehensive study of both genetic 
and environmental influences. Finally, this is one of the few studies of genetic influences 
on substance abuse and dependence that explicitly examines gender differences in 
substance use predictors. Results therefore contribute to a limited literature in this arena. 
The use of cumulative genetic and environmental indices also increases the likelihood of 
being able to detect significant influences on behavior, given the increased variability and 
reliability of cumulative measures.  
Furthermore, results of this study have potential clinical relevance, as the 
identification of a cumulative genetic risk score could lay the groundwork for a much 
needed bridge between the wealth of information on single measured genetic variants and 
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use of such information in clinical practice. With the advent of the so-called 
democratization of next-generation sequencing (through such technologies as the Ion 
Torrent and MiSeq platforms), a large disconnect exists between researchers and the 
practitioners who will ultimately disseminate research findings in the clinic. Since it is 
beyond the scope of most physicians’ capabilities to become familiar with every genetic 
variant associated with the pathology they encounter in their practice, the development of 
a robust score that aggregates relative risk provides a readily accessible tool for clinicians 
to reap the benefits of the genomic era for prevention and treatment without needing 
extensive retraining in the area of molecular genetics.  
Although the GRS developed through this research may not necessarily guide 
treatment and prevention directly, such efforts may indeed identify an etiologically 
distinct subgroup for whom specifically targeted interventions may be particularly useful. 
For example, not all young substance users will have identical etiological pathways (as 
indicated by the fact that not all youth with genetic or environmental risks engage in 
substance use and the fact that some youth without such risks do), with the necessary 
implication that the proposed GRS may have specific utility in explaining variance in 
some youth but not others (who get there through alternative genetic and environmental 
pathways). Only through parsing the considerable heterogeneity in this phenotype into 
specifically defined etiological subgroups can the field hope to develop specific 
intervention and treatment strategies. The proposed GRS approach is a promising step in 
that direction.  
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In particular, if the results of the current study can be replicated, a GRS index that 
includes the dopaminergic polymorphisms examined in this study may be a useful tool 
for helping to identify individuals who are at risk of developing substance abuse and 
dependence, at least among Caucasian female youth. This GRS therefore has potential 
clinical relevance, as it may help practitioners identify an etiologically-distinct subgroup 
of females who possess significant genetic risk for developing substance use problems, 
toward whom early preventative efforts may be focused. Furthermore, as advances are 
made in the field of individualized medicine (i.e., medical treatments that are tailored to 
an individual’s genetic make-up; see e.g., Evans & Relling, 2004), this dopaminergic 
GRS may become a useful diagnostic tool that can help identify individuals with 
substance use problems who may benefit from dopamine therapy in addition to more 
standard behavioral treatments. Dopamine therapies are currently used successfully to 
treat other disorders, such as Parkinson’s disease (Mayo Clinic, 2012; Miyasaki, Martin, 
Suchowersky, Weiner, & Lang, 2002) and dopa-responsive dystonia (National Institute 
of Neurological Disorders and Stroke, 2012). Thus, it is feasible that drugs that help 
regulate neurological levels of dopamine may be a useful treatment tool for substance-
abusing individuals who carry dopaminergic risk alleles. 
Finally, in addition to the potential clinical implications of this GRS approach, the 
significance of this strategy may assist in both quantifying some of the missing 
heritability related to substance use and in clarifying a mixed literature on single genes. 
Since focusing on single variants when investigating complex genetic diagnoses is 
fraught with problems related to the failure to control for the ‘genetic background’ that 
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the single variant is being examined against, this approach may clarify decades of efforts 
to characterize the impact of single variants on youth substance use. In sum, the 
significance of the proposed research is that results help lay the groundwork for the 
development of a GRS with ready clinical applications and simultaneously shine new 
light on an often complicated and even contradictory literature on the etiology of 
substance use behaviors. 
Limitations 
The Add Health dataset offers a number of strengths that make it ideal for the 
proposed study, including the use of a large, longitudinal national sample, rich measures 
of multiple environmental contexts drawn from multiple reporters, and innovative 
measures of genotype. However, there are a number of limitations. First, the analytic plan 
is limited to the measures that are present in the existing dataset. For example, Add 
Health lacks clinical measures of abuse/dependence prior to Wave 4; hence it is 
impossible to assess how genetic and environmental factors influence substance abuse 
and dependence over time and at different developmental periods. There may, for 
example, be a subset of youth who develop abuse and dependence problems early in 
adolescence, and such youth may represent a particularly vulnerable group for whom 
genetic and environmental influences operate differently. In addition, there are no 
measures of early childhood environmental influence except childhood abuse/neglect in 
Add Health, which prohibits an examination of early risk factors that may play a role in 
the development of substance use problems.  
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In addition, although Add Health is currently the only national dataset to 
incorporate genetic data, analyses are limited to a specific set of candidate genes (and 
specific polymorphisms within those genes) that were measured in the existing dataset, to 
the exclusion of a number of other genes that have been linked to substance use (e.g., 
ADH, ALDH, GABA, etc., see Hasin & Katz, 2009). Thus, the GRS indices used in this 
study likely capture only a small portion of the actual genetic influence on substance use. 
Further, Add Health genetic data only assess variations in the actual structure of genes, 
which fails to account for epigenetic mechanisms (e.g., DNA methylation, histone 
acetylation, RNA interference) that could lead to potentially important variations in gene 
expression (see Callinan & Feinberg, 2006). In addition, DNA data needed to incorporate 
genomic control methods are not available in Add Health and thus cannot be used to 
address potential problems of population stratification. Instead, the sample used in the 
current study was limited to only the largest racial/ethnic group, Caucasians, in order to 
control for potential population stratification. Thus, results cannot be generalized to other 
racial/ethnic groups for whom genetic influences may differ.  
Furthermore, the use of buccal cell DNA extraction methods may pose a limit in 
that some research suggests that DNA obtained from saliva may yield less accurate 
results compared to DNA extracted from blood samples (see Moore et al., 2001; Zheng et 
al., 2001). However, several studies have found that buccal cell sampling is an adequate 
technique, particularly when mouthwash samples are utilized, as was the case in Add 
Health (García-Closas et al., 2001; Rylander-Rudqvist et al., 2006; Walker et al., 1999).   
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Furthermore, the current analyses utilized a long-term prospective design in 
which environmental contexts that were present in adolescence were used to predict 
outcomes in early adulthood. While such an approach can be justified by evidence 
suggesting that early contexts may be crucial for setting the stage for lifetime substance 
use problems (Hawkins, Catalano, & Miller, 1992; SAMHSA, 2011), this methodology 
ignores the potential influence of contemporaneous environmental factors. It is likely that 
environments that are present during early adulthood (e.g., youth’s financial well-being, 
marital status, childbearing, etc.) also exert an influence on substance-use behaviors. 
Although an examination of how early adult environments concurrently influence early 
adult substance youth is beyond the scope of the current study, future work would benefit 
from addressing this issue. 
An additional consideration is that the current work utilized dichotomous outcome 
measures, which limited variability and may have made it difficult to detect significant 
relationships. These measures were chosen because they mirror clinical cut-points for 
alcohol abuse and dependence. However, additional analyses (not reported here) were 
conducted using continuous measures of abuse and dependence in an effort to see if 
results varied based on how the outcomes were measured. Overall, these models showed 
the same basic patterns of results, with the GRS indices significantly predicting alcohol 
and drug abuse and dependence for females but not males. The influence of the GRS 
indices were somewhat stronger in predicting female alcohol use problems (with p-values 
< .000 in all models), but somewhat weaker in predicting drug use problems (with results 
for drug abuse falling to trend-level significance). There were no differences in the 
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patterns found for genetic effects among male youth, compared with the dichotomous 
outcomes, and no differences for either gender in relation to environmental influences. In 
sum, then, it appears that at least in the current sample, the use of dichotomous outcome 
variables did not affect the overall pattern of results. 
Relatedly, it is important to note that the models presented in this study only 
examined linear relationships between the predictors and the substance use outcomes. It 
is possible, however, that non-linear relationships exist that could better explain the 
relationship between genetic and environmental factors and youth substance use. Thus, to 
examine this possibility, additional models not presented here included squared GRS and 
environmental variables. These models suggested that in most cases, the relationships are 
in fact linear, as the only squared term that reached statistical significance was the GRS 
predicting male alcohol abuse (OR = .81, p = .023). This suggests that it is possible that 
the relationship between dopaminergic genes and male alcohol abuse is curvilinear, with 
risk indicated at moderate levels of genetic risk but not by extreme low or high numbers 
of risk alleles. It should be noted, however, that model fit was poor in this case, with the 
Chi-square statistic reaching only trend-level significance, which makes it difficult to 
draw any definitive conclusion regarding the presence of a non-linear relationship 
between genetic risk alleles and male alcohol abuse. Thus, future research using other 
samples to examine genetic predictors of substance use among male youth should 
examine the possibility that curvilinear relationships exist between these variables, as it is 
unclear from the current data whether such a relationship truly exists.  
122 
 
Furthermore, although cumulative environmental measures are arguably more 
ecologically valid than more narrow measures of specific environmental indices, they 
have limited utility in terms of prevention and intervention work. Cumulative indices are 
unable to identify which specific aspects of the environment are particularly important for 
driving substance use behaviors and are therefore of primary concern for intervention 
work. Although ideal interventions would work to eliminate risks and increase promotive 
factors across all contexts affecting youth, real-world interventions are often limited in 
their ability to do so (e.g. as a result of budget constraints). Therefore, studies that 
identify specific environments in which to intervene may be more useful in terms of 
informing policies and practices aimed at decreasing substance use behaviors. The 
cumulative indices used in the current work may also be masking gene-environment 
interactions that take place between genotype and specific aspects of the environment, 
which may explain the lack of GxE findings in the current research. Thus, future work 
may benefit from parsing these indices into more specific environmental measures to 
determine whether GxEs exist and also what aspects of the environment may be 
important to target with intervention work. 
Another concern arises from the fact that the drug abuse and dependence 
measures used in the current study lump all types of drugs together into one category. 
This was done because the questions about drug abuse and dependence were asked in 
such a way that it was not possible to identify which type of drug respondents reported 
on. However, it is potentially problematic to assume that environmental and especially 
genetic factors operate in the same way for different classes of illicit drugs, which can 
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exert different neurological effects. Therefore, future research would benefit from 
examining the effects of dopaminergic genetic risk and environmental contexts on 
specific types of drugs independently, rather than relying on a measure of any drug use. 
Finally, the models tested in the current work assume an additive mode of genetic 
inheritance to the exclusion of other alternate models (e.g., dominant inheritance). While 
testing alternate models may be useful, it is beyond the scope of the current project. 
Additive models were chosen because the majority of research on addiction has found 
evidence for additive rather than dominant effects.  
Overall Conclusion & Future Directions 
 Overall, results of the current study suggest that the combined effect of 
dopaminergic genetic risk alleles significantly predicted substance abuse and dependence 
among Caucasian females, but not males. This finding supports previous work that has 
found evidence that dopaminergic polymorphisms influence substance abuse and 
dependence, and supports the notion that there are important gender differences in 
substance use predictors. There was no evidence of gene-environment interactions in the 
current work. However, cumulative indices of environmental risk and promotive factors 
directly influenced the likelihood that both female and male youth would meet clinical 
criteria for all substance use outcomes, which elucidates the important role of 
environmental, as well as genetic, contexts in predicting developmental outcomes. This 
finding suggests that regardless of genetic risk, prevention and intervention efforts aimed 
at decreasing risk factors and increasing positive influences in the environment have the 
potential to reduce the incidence of alcohol and drug use problems among youth. 
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As with all empirical research, the results of the current study should be 
considered preliminary until they can be replicated. Future work should be conducted 
with larger samples to see if results hold. Add Health recently released genetic data for all 
participants who consented at Wave 4; replicating the current study with the new, larger 
sample would result in increased power and generalizability, which would in turn lend 
additional credence to the current results. Work with additional samples not drawn from 
the Add Health dataset would also be needed, however, before the current results are 
truly credible.  
Perhaps the most important improvement that future work could make to the 
current work would be to expand the number of dopaminergic polymorphisms included 
in the GRS indices. Doing so would more strongly support the notion that genetic 
influences on the dopaminergic system predict alcohol and drug abuse and dependence 
among Caucasian females. Ideally, genome-wide association methods could be used to 
create a GRS that includes all dopaminergic polymorphisms related to this outcome; such 
a GRS may strengthen the current findings and provide a useful tool for identifying youth 
who possess genetic risk for developing substance abuse and dependence. Such studies 
should, however, continue to incorporate comprehensive measures of environmental 
contexts into the analyses, as results from the current work provide strong evidence that 
environmental factors are important predictors of substance use problems. 
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