The Dynamics of The Potts-Bethe Mapping over $\mathbb{Q}_p:$ The Case
  $p\equiv 2 \ (mod \ 3) $ by Saburov, Mansoor & Ahmad, Mohd Ali Khameini
ar
X
iv
:1
61
0.
09
46
6v
1 
 [m
ath
.D
S]
  2
9 O
ct 
20
16
The Dynamics of The Potts-Bethe Mapping over Qp :
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Abstract. In this paper, we study the dynamics of the Potts-Bethe mapping associated with
the p−adic q−state Potts model over the Cayley tree of order three. Namely, we establish the
regularity of the Potts-Bethe mapping for the case p ≡ 2 (mod 3) with p ≥ 5.
1. Introduction
The effective method for investigation of phase transitions in statistical mechanics is to study the
distribution of zeros of the grand partition function which is considered as a function of a complex
magnetic field. In 1952, Lee and Yang, in their famous papers (see [18, 51]), proved the circle
theorem which states that the zeros of the grand partition function of Ising ferromagnet lie on
the unit circle in the complex magnetic plane (Lee–Yang zeros). They proposed a mechanism for
the occurrence of phase transitions in the thermodynamic limit and showed that the distribution
of the zeros of a model determines its critical behavior. In 1964, Fisher, in his paper [9], initiated
the study of partition function zeros in the complex temperature plane (Fisher zeros). These
methods are then extended to other type of interactions and found a wide range of applications
[2, 3, 11, 19, 20, 21, 38, 43]. The density of Lee–Yang zeros of the grand partition function of
the Ising model can be determined experimentally from the field dependence of the isothermal
magnetization data (see [4]). The fractal structure of Fisher zeros in q−state Potts model
(which is a multi-state generalization of the Ising model) on the diamond lattice was obtained
by Derrida, de Seze and Itzykson [7]. They showed that the Fisher zeros in hierarchical lattice
models are just the Julia set corresponding to the renormalization group transformation. Bosco
and Goulard Rosa [5] (see also [24]) calculated the fractal dimension of the Julia set associated
with the Lee–Yang zeros of the ferromagnetic Ising Model on the Cayley tree. By means of the
dynamical system approach, Monroe, in series of papers [21, 22, 23, 25, 26], studied the Julia
set, the period doubling cascades, and the chaos behavior of the Potts-Bethe mapping associated
with the q−state Potts model on the Bethe lattice (the Cayley tree).
The p−adic counterpart of the theory of Gibbs measures on Cayley trees has been also
initiated in the papers [10, 32, 33]. The existence of p−adic Gibbs measures as well as the phase
transition for some p−adic lattice models were established in [27, 28, 29, 35, 36, 41]. Recently
[42, 47, 48], all translation-invariant p−adic Gibbs measures of the p−adic Potts model on the
Cayley tree of order two and three were described by studying allocation of roots of quadratic
and cubic equations over some domains of the p−adic fields. However, in the p−adic case, due
to lack of the convex structure of the set of p−adic (quasi) Gibbs measures, it was quite difficult
to constitute a phase transition with some features of the set of p−adic (quasi) Gibbs measures.
The rigorous mathematical foundation of the theory of Gibbs measures on Cayley trees was
presented in the book [39] (for survey see [40]).
Unlike the real case [17], the set of p−adic Gibbs measures of p−adic lattice models on the
Cayley tree has a complex structure in a sense that it is strongly tied up with a Diophantine
problem over the p−adic numbers fields. The rise of the order of the Cayley tree makes
difficult to study the corresponding Diophantine problem over the p−adic numbers fields. In
general, because of different topological structures, the same Diophantine problem may have
different solutions from the field of p−adic numbers to the field of real numbers. The most
frequently asked question is whether a root of a polynomial equation belongs to domains
Z∗p, Zp \ Z∗p, Zp, Qp \ Z∗p, Qp \
(
Zp \ Z∗p
)
, Qp \ Zp, Qp, Spm(0) or not. To the best of our
knowledge, the little attention was given to this problem in the literature. Recently, this problem
was studied for monomial equations [34], quadratic equations [47], depressed cubic equations for
primes p > 3 in [30, 31, 50] and for primes p = 2, 3 in [44, 45, 46] and bi-quadratic equations
[49].
In this paper, we study the dynamics of the Potts-Bethe mapping associated with the p−adic
q−state Potts model on the Cayley tree of order three. The paper is organized as follows. In
Section 2, we first recall some basic concepts and notions in p−adic statistical mechanics. In
Section 3, we show that the description of all translation invariant p−adic Gibbs measures can
lead to the investigation of fixed points of the Potts-Bethe mapping in some domains of Qp.
Finally, in Section 4, we show regularity of the Potts-Bethe mapping for the case p ≡ 2 (mod 3).
The case p ≡ 1 (mod 3) would be studied elsewhere. Throughout this paper, we always assume
that p ≥ 5 unless otherwise mentioned.
2. Preliminaries
2.1. The p−adic numbers
For a fixed prime p, the field Qp of p−adic numbers is a completion of the rational numbers Q
with respect to the non-Archimedean norm | · |p : Q→ R given by
|x|p =
{
p−k x 6= 0,
0, x = 0,
where x = pk mn with k,m ∈ Z, n ∈ N, (m, p) = (n, p) = 1. The number k is called a p−order of
x and it is denoted by ordp(x) = k.
Any p−adic number x ∈ Qp can be uniquely represented in the canonical form x =
pordp(x)
(
x0 + x1 · p+ x2 · p2 + · · ·
)
where x0 ∈ {1, 2, · · · p − 1} and xi ∈ {0, 1, 2, · · · p − 1} for
i ∈ N. We respectively denote the set of all p−adic integers and p−adic units of Qp by
Zp = {x ∈ Qp : |x|p ≤ 1} and Z∗p = {x ∈ Qp : |x|p = 1}. Any p−adic unit x ∈ Z∗p has the unique
canonical form x = x0+x1 ·p+x2 ·p2+ · · · where x0 ∈ {1, 2, · · · p−1} and xi ∈ {0, 1, 2, · · · p−1}
for i ∈ N. Any nonzero p−adic number x ∈ Qp has the unique representation x = x∗|x|p , where
x∗ ∈ Z∗p (see [6, 16]). We set B(a, r) = {x ∈ Qp : |x− a|p < r} for a ∈ Qp and r > 0.
The p-adic logarithm logp(·) : B(1, 1)→ B(0, 1) is defined as follows
logp(x) = logp(1 + (x− 1)) =
∞∑
n=1
(−1)n+1 (x− 1)
n
n
.
The p-adic exponential expp(·) : B(0, p−1/(p−1))→ B(1, 1) is defined as follows
expp(x) =
∞∑
n=0
xn
n!
.
Lemma 2.1 ([16]). Let x ∈ B(0, p−1/(p−1)). Then we have that
| expp(x)|p = 1, | expp(x)− 1|p = |x|p < 1, | logp(1 + x)|p = |x|p < p−1/(p−1),
logp(expp(x)) = x, expp(logp(1 + x)) = 1 + x.
Let Ep = {x ∈ Qp : |x − 1|p < p−1/(p−1)}. Obviously, Ep = {x ∈ Z∗p : |x − 1|p < 1} = B(1, 1)
whenever p ≥ 3.
2.2. The p−adic measure
Let (X,B) be a measurable space, where B is an algebra of subsets X. A function µ : B → Qp is
said to be a p-adic measure if for any A1, . . . , An ⊂ B such that Ai ∩Aj = ∅ (i 6= j) the equality
holds
µ
( n⋃
j=1
Aj
)
=
n∑
j=1
µ(Aj).
A p−adic measure is called a probability measure if µ(X) = 1. A p−adic probability measure
µ is called bounded if sup{|µ(A)|p : A ∈ B} <∞. The boundedness condition of p−adic measures
provides an integration theory. The reader may refer to [12, 13, 15] for more detailed information
about p−adic measures.
2.3. The Cayley tree
Let Γk+ = (V,L) be a semi-infinite Cayley tree of order k ≥ 1 with the root x0 (whose each vertex
has exactly k+1 edges except for the root x0 which has k edges). Let V be a set of vertices and
L be a set of edges. The vertices x and y are called nearest neighbors, denoted by l = 〈x, y〉,
if there exists an edge l ∈ L connecting them. A collection of the pairs 〈x, x1〉, · · · , 〈xd−1, y〉 is
called a path between vertices x and y. The distance d(x, y) between x, y ∈ V on the Cayley
tree is the length of the shortest path between x and y. Let
Wn =
{
x ∈ V : d(x, x0) = n} , Vn = n⋃
m=1
Wm, Ln = {< x, y >∈ L : x, y ∈ Vn} .
The set of direct successors of x is defined by
S(x) = {y ∈Wn+1 : d(x, y) = 1} , ∀ x ∈Wn.
We now introduce a coordinate structure in V . Every vertex x 6= x0 has the coordinate
(i1, · · · , in) where im ∈ {1, . . . , k}, 1 ≤ m ≤ n and the vertex x0 has the coordinate (∅). More
precisely, the symbol (∅) constitutes level 0 and the sites i1, . . . , in form level n of the lattice. In
this case, for any x ∈ V, x = (i1, · · · , in) we have that
S(x) = {(x, i) : 1 ≤ i ≤ k},
here (x, i) means that (i1, · · · , in, i). Let us define a binary operation ◦ : V × V → V as follows:
for any two elements x = (i1, · · · , in) and y = (j1, · · · , jm) we define
x ◦ y = (i1, · · · , in) ◦ (j1, · · · , jm) = (i1, · · · , in, j1, · · · , jm)
and
y ◦ x = (j1, · · · , jm) ◦ (i1, · · · , in) = (j1, · · · , jm, i1, · · · , in).
Then (V, ◦) is a noncommutative semigroup with a unit x0. Now, we can define a translation
τg : V → V for g ∈ V as follows τg(x) = g ◦ x. Consequently, by means of τg, we define a
translation τ˜g : L→ L as τ˜g(〈x, y〉) = 〈τg(x), τg(y)〉.
Let G ⊂ V be a sub-semigroup of V and h : L → Qp be a function. We say that h is
G−periodic if h(τ˜g(l)) = h(l) for all g ∈ G and l ∈ L. Any V−periodic function is called
translation-invariant.
2.4. The p−adic Potts model
Let Φ = {1, 2, · · · , q} be a finite set. A configuration (resp. a finite volume configuration, a
boundary configuration) is a function σ : V → Φ (resp. σn : Vn → Φ, σ(n) : Wn → Φ). We
denote by Ω (resp. ΩVn , ΩWn) a set of all configurations (resp. all finite volume configurations,
all boundary configurations). For given configurations σn−1 ∈ ΩVn−1 and σ(n) ∈ ΩWn , we define
their concatenation to be a finite volume configuration σn−1 ∨ σ(n) ∈ ΩVn such that
(
σn−1 ∨ σ(n)
)
(v) =
{
σn−1(v) if v ∈ Vn−1
σ(n)(v) if v ∈Wn
.
The Hamiltonian of a p−adic Potts model with the spin value set Φ = {1, 2, · · · q} on the
finite volume configuration is defined as follows
Hn(σn) = J
∑
〈x,y〉∈Ln
δσn(x)σn(y),
for all σn ∈ ΩVn and n ∈ N where J ∈ B(0, p−1/(p−1)) is a coupling constant, 〈x, y〉 stands for
nearest neighbor vertices, and δ is Kronecker’s symbol.
2.5. The p−adic Gibbs measure
Let us present a construction of a p−adic Gibbs measure of the p−adic Potts model with q−spin
values. We define a p−adic measure µ(n)
h˜
: ΩVn → Qp associated with a boundary function
h˜ : V → Qqp, h˜(x) =
(
h˜
(1)
x , . . . , h˜
(q)
x
)
, x ∈ V as follows
µ
(n)
h˜
(σn) =
1
Z(n)
h˜
expp
{
Hn(σn) +
∑
x∈Wn
h˜(σn(x))x
}
(2.1)
for all σn ∈ ΩVn , n ∈ N where expp(·) : B(0, p−1/(p−1)) → B(1, 1) is the p−adic exponential
function and Z(n)
h˜
is a partition function defined by
Z(n)
h˜
=
∑
σn∈ΩVn
expp
{
Hn(σn) +
∑
x∈Wn
h˜(σn(x))x
}
for all n ∈ N. We always assume that h˜(x) ∈ B(0, p−1/(p−1))×q for any x ∈ V.
The p−adic measures (2.1) are called compatible if one has that∑
σ(n)∈ΩWn
µ
(n)
h˜
(σn−1 ∨ σ(n)) = µ(n−1)
h˜
(σn−1) (2.2)
for all σn−1 ∈ ΩVn−1 and n ∈ N.
Due to the Kolmogorov extension theorem of the p−adic measures (2.1) (see [10, 13]), there
exists a unique p−adic measure µ
h˜
: Ω→ Qp such that
µ
h˜
({σ |Vn= σn}) = µ(n)
h˜
(σn), ∀ σn ∈ ΩVn , ∀ n ∈ N.
This uniquely extended measure µ
h˜
: Ω→ Qp is called a p−adic Gibbs measure. The following
theorem describes the condition on the boundary function h˜ : V → Qqp in which the compatibility
condition (2.2) is satisfied.
Theorem 2.2 ([32, 33]). Let h˜ : V → Qqp, h˜(x) =
(
h˜
(1)
x , · · · , h˜(q)x
)
be a given boundary function
and h : V → Qq−1p , h(x) =
(
h
(1)
x , · · · , h(q−1)x
)
be a function defined as h
(i)
x = h˜
(i)
x − h˜(q)x for all
i = 1, q − 1. Then the p−adic probability distributions
{
µ
(n)
h˜
}
n∈N
are compatible if and only if
one has that
h(x) =
∑
y∈S(x)
F(h(y)), ∀ x ∈ V \ {x0}, (2.3)
where S(x) is the set of direct successors of x and the function F : Qq−1p → Qq−1p , F(h) =
(F1, · · · , Fq−1) for h = (h1, · · · , hq−1) is defined as follows
Fi = logp
(
(θ − 1) expp(hi) +
∑q−1
j=1 expp(hj) + 1
θ +
∑q−1
j=1 expp(hj)
)
, θ = expp(J).
2.6. The translation-invariant p−adic Gibbs measure
A p−adic Gibbs measure is translation-invariant if and only if the boundary function h˜ : V → Qqp
is constant, i.e., h˜(x) = h˜ for any x ∈ V. In this case, the condition (2.3) takes the form
h = kF(h) or equivalently
hi = logp
(
(θ − 1) expp(hi) +
∑q−1
j=1 expp(hj) + 1
θ +
∑q−1
j=1 expp(hj)
)k
, ∀ i = 1, q − 1.
Let z = (z1, · · · , zq−1) ∈ Eq−1p such that zi = expp(hi) for any i = 1, q − 1. In this case, we write
z = expp(h). Hence, we obtain from the last system of equations
zi =
(
(θ − 1)zi +
∑q−1
j=1 zj + 1
θ +
∑q−1
j=1 zj
)k
, ∀ i = 1, q − 1.
Consequently, we have the following result.
Theorem 2.3 ([32, 33]). There exists a TIpGM µ
h˜
: Ω → Qp associated with a boundary
function h˜ : V → Qqp, h˜(x) = h˜ = (h˜1, · · · , h˜q) for any x ∈ V if and only if z = expp(h) ∈ Eq−1p
is a solution of the following system of equations
zi =
(
(θ − 1)zi +
∑q−1
j=1 zj + 1
θ +
∑q−1
j=1 zj
)k
, i = 1, q − 1. (2.4)
where z = (z1, · · · , zq−1),h = (h1, · · · , hq−1) such that hi = h˜i − h˜q,∀i = 1, q − 1.
Remark 2.4. If θ = 1 then the system of equation (2.4) has a unique solution z = (1, 1, · · · , 1).
In what follows, we always assume that θ 6= 1.
In the cases k = 2, 3 the description of all TIpGMs were given in the papers [42, 48].
3. Translation Invariant p−adic Gibbs Measures
The following theorem describes all TIpGMs of the Potts model with q spin values on the Cayley
tree of order three.
Theorem 3.1 (Descriptions of TIpGMs, [48]). There exists a TIpGM µ
h˜
: Ω → Qp associated
with a boundary function h˜ = (h˜1, · · · , h˜q) if and only if h˜j = logp(hzj) for all j = 1, q − 1 and
h˜q = logp(h) where h ∈ Ep is any p−adic number and z = (z1, · · · zq−1) ∈ Eq−1p is defined either
one of the following form
(A) z = (1, · · · , 1) ;
(B) z = (z, · · · , z) where z ∈ Ep \ {1} is a root of the following cubic equation
(q − 1)3z3 + (3(q − 1)2 − (θ − 1)2(θ + 3(q − 1)− 1)) z2
+
(
3(q − 1)− (θ − 1)2(θ + 2)) z + 1 = 0;
(C) z = eα1 + zeα2 with |αi| = mi, m1 + m2 = q − 1 such that z ∈ Ep \ {1} is a root of the
following cubic equation
m32z
3 +
[
3m22(m1 + 1)− (θ − 1)2(θ + 3m2 − 1)
]
z2
+
[
3m2(m1 + 1)
2 − (θ − 1)2(θ + 3(m1 + 1)− 1)
]
z + (m1 + 1)
3 = 0;
(D) z = z1eα1 + z2eα2 with |αi| = mi, m1 +m2 = q − 1 such that
(i) If m1 6= 1−θ3 then z1 = − (θ−1+3m2)z2+θ+2(θ−1+3m1) ∈ Ep \ {1} and z2 ∈ Ep \ {1} is a root of the
following cubic equation
[(m1 −m2)z + (m1 − 1)]3
+ (θ − 1 + 3m1)2
[
(θ − 1 + 3m2)z2 + (θ + 2)z
]
= 0;
(ii) If m2 6= 1−θ3 then z2 = − (θ−1+3m1)z1+θ+2(θ−1+3m2) ∈ Ep \ {1} and z1 ∈ Ep \ {1} is a root of the
following cubic equation
[(m2 −m1)z + (m2 − 1)]3
+ (θ − 1 + 3m2)2
[
(θ − 1 + 3m1)z2 + (θ + 2)z
]
= 0;
(E) z = z1eα1 + z2eα2 + eα3 with |αi| = mi, m1 +m2 +m3 = q − 1 such that
(i) If m1 6= 1−θ3 then z1 = − (θ−1+3m2)z2+3m3+θ+2(θ−1+3m1) ∈ Ep \ {1} and z2 ∈ Ep \ {1} is a root of
the following cubic equation
[(m1 −m2)z + (m1 −m3 − 1)]3 + (θ − 1 + 3m1)2(θ − 1 + 3m2)z2
+ (θ − 1 + 3m1)2(3m3 + θ + 2)z = 0;
(ii) If m2 6= 1−θ3 then z2 = − (θ−1+3m1)z1+3m3+θ+2(θ−1+3m2) ∈ Ep \ {1} and z1 ∈ Ep \ {1} is a root of
the following cubic equation
[(m2 −m1)z + (m2 −m3 − 1)]3 + (θ − 1 + 3m2)2(θ − 1 + 3m1)z2
+ (θ − 1 + 3m2)2(3m3 + θ + 2)z = 0;
(iii) If θ = 1−q and m1 = m2 = m3+1 then either z1 ∈ Ep\{1} or z2 ∈ Ep\{1} is any p−adic
number so that the second one is a root of the cubic equation (z1 + z2 + 1)
3 = 27z1z2.
4. Dynamics of the Potts–Bethe mapping
It follows from Theorems 2.3 and 3.1, in order to find TIpGM, we have to find all fixed points
of the Potts–Bethe mapping fθ,q,k : Qp → Qp defined as
fθ,q,k(x) =
(
θx+ q − 1
x+ θ + q − 2
)k
(4.1)
where θ ∈ Ep and q, k ∈ N such that θ 6= 1, θ 6= 1 − q. Therefore, we are aiming to study the
dynamics of the Potts–Bethe mapping. It is well defined on the set Dom{fθ,q,k} := Qp \{x(∞)}
where x(∞) := 2− θ − q.
Throughout this paper, we always assume that |θ − 1|p < 1, |q|p < 1. This assumption is
necessary to have non-unique translation invariant p−adic Gibbs measures. The dynamics of
the Potts–Bethe mapping for the cases k = 1 and k = 2 were studied in [8] and [37], respectively.
In this paper, we study the case k = 3 with p ≡ 2 (mod 3). The case p ≡ 1 (mod 3) would be
studied elsewhere.
Let fθ,q,3 : Dom{fθ,q,3} → Qp be the Potts–Bethe mapping
fθ,q,3(x) =
(
θx+ q − 1
x+ θ + q − 2
)3
(4.2)
where Dom{fθ,q,3} := Qp \ {x(∞)} and x(∞) := 2− θ − q.
4.1. The Fixed Point Set
Let Fix{fθ,q,3} := {x ∈ Qp : fθ,q,3(x) = x} be a set of all fixed points of the Potts–Bethe
mapping. It is clear that x(0) := 1 ∈ Fix{fθ,q,3}. Moreover, it follows from fθ,q,3(x)− 1 = x− 1
that
(x− 1)(θ − 1)(θx+ q − 1)
2 + (θx+ q − 1)(x+ θ + q − 2) + (x+ θ + q − 2)2
(x+ θ + q − 2)3
= (x− 1).
Therefore, any other fixed point x 6= x(0) is a root of the following cubic equation
(θ − 1) [(θx+ q − 1)2 + (θx+ q − 1)(x+ θ + q − 2) + (x+ θ + q − 2)2]
= (x+ θ + q − 2)3
or equivalently
(θ − 1)(θx+ q − 1) ((θ + 1)x+ θ + 2q − 3) = (x+ q − 1)(x + θ + q − 2)2. (4.3)
We introduce a new variable y := x−1+qθ−1 + 1. The cubic equation (4.3) can be written with
respect to y as follows
y3 − (1 + θ + θ2)y2 − (2θ + 1)(1 − θ − q)y − (1− θ − q)2 = 0. (4.4)
Let us find all possible roots of the cubic equation (4.4) whenever θ 6= 1, θ 6= 1− q.
Proposition 4.1. Let p ≥ 5 with p ≡ 2 (mod 3) and |θ−1|p < 1, |q|p < 1, (θ−1)(1−θ−q) 6= 0.
Then the cubic equation (4.4) has a unique root y(1) = 3 + y
(1)
r p
r + · · · in the p−adic field Qp.
Moreover, we have that∣∣∣y(1)∣∣∣
p
= 1 and
∣∣∣y(1) − 3∣∣∣
p
= |q(4θ + 5)− (θ − 1)(4θ + 14)− q2|p.
Proof. We first show that if the cubic equation (4.4) has any root in the p−adic field Qp then
it must lies in the set Zp. Suppose the contrary, i.e. the cubic equation (4.4) has a root y such
that |y|p > 1. Since p ≥ 5 and y3 = (1+ θ+ θ2)y2+(2θ+1)(1− θ− q)y+(1− θ− q)2, we obtain
that
|(1 + θ + θ2)y2 + (2θ + 1)(1 − θ − q)y + (1− θ − q)2|p = |y|2p = |y|3p.
It is a contradiction. Therefore, any root of the cubic equation must lie in the set Zp. We refer
to [48] for the detailed study of the general cubic equation over Zp.
Let a = −(1 + θ+ θ2), b = −(2θ+1)(1− θ− q) and c = −(1− θ− q)2. One can easily verify
that |b|2p = |c|p = |1− θ − q|2p < 1 = |a|p. Let h(y) = y3 + ay2 + by + c. Then h′(y) = 3y2 + 2ay.
Any root y = y0 + y1p + · · · of the cubic equation (4.4) which belongs to the set Z∗p must
satisfy the following condition y30−3y20 ≡ 0 (mod p) or equivalently y ≡ y0 ≡ 3 (mod p). On the
other hand, since h(3) ≡ 0 (mod p) and h′(3) ≡ 9 6≡ 0 (mod p) for p ≥ 5, due to Hensel’s lemma
the cubic equation (4.4) has a unique root over Z∗p which satisfies y ≡ 3 (mod p). Consequently,
the cubic equation (4.4) has a unique root y(1) = 3 + y
(1)
r p
r + · · · over Z∗p where r ∈ N.
We now want to show that the cubic equation (4.4) does not have any root over Zp \Z∗p. Let
δ1 = b
2− 4ac. It is clear that δ1 = −3(1− θ− q)2 and |b|2p = |a|p|c|p = |1− θ− q|2p = |δ1|p. Since
p ≡ 2 (mod 3) and −3 is a quadratic non-residue modulo p, there does not exist √δ1. Therefore,
the cubic equation (4.4) does not have any roots over Zp \ Z∗p (see Theorem 5.1 (A)(iv), [48]).
Consequently, the cubic equation (4.4) has a unique root y(1) = 3 + y
(1)
r p
r + · · · over Qp.
Lastly, in order to prove
∣∣y(1) − 3∣∣
p
= |q(4θ+5)−(θ−1)(4θ+14)−q2 |p, we have to introduce
a new variable z := y − 3. In this case, the cubic equation (4.4) takes the following form with
respect to z
z3 +
[
8− θ − θ2] z2 + [21− 6θ(θ + 1)− (2θ + 1)(1 − θ − q)] z
+
[
q(4θ + 5)− (θ − 1)(4θ + 14)− q2] = 0 (4.5)
Let A = (8−θ−θ2), B = 21−6θ(θ+1)−(2θ+1)(1−θ−q) and C = q(4θ+5)−(θ−1)(4θ+14)−q2.
One can check that |A|p = 1, |B|p = 1 and |C|p = |q(4θ + 5) − (θ − 1)(4θ + 14) − q2|p ≤
max{|q|p, |θ−1|p} < 1. Since |B|p = |A|2p and |C|p < |A|3p, the cubic equation (4.5) has a unique
root z (see Theorem 5.1 F, [48]. Indeed, we already proved it with respect to the variable y
above) such |z|p = |C|p|B|p = |q(4θ+5)− (θ−1)(4θ+14)− q2|p (see the proof of Theorem 5.1, [48]).
Hence, |z(1)|p =
∣∣y(1) − 3∣∣
p
= |q(4θ + 5)− (θ − 1)(4θ + 14)− q2|p. It completes the proof.
Corollary 4.2. Let p ≥ 5 with p ≡ 2 (mod 3) and |θ − 1|p < |q|p < 1, (θ − 1)(1 − θ − q) 6=
0, q = pms for some s,m ∈ N, (s, p) = 1. Let 1 ≤ s0 ≤ p− 1 such that s0 ≡ −s (mod p). Then
the root y(1) of the cubic equation (4.4) satisfies the following congruence
y(1) ≡ 3 + s0pm (mod pm+1) or equivalently |y(1) − 3 + q|p < |y(1) − 3|p = |q|p.
Proof. Due to Proposition 4.1, we have that |y(1)−3|p = |q(4θ+5)−(θ−1)(4θ+14)−q2|p = |q|p.
It means that y(1) = 3 + y
(1)
m p
m + · · · . We can rewrite the cubic equation (4.4) as follows
y2(y − 3)− (θ + 2)(θ − 1)y2 − (2θ + 1)(1 − θ − q)y − (1− θ − q)2 = 0. (4.6)
Since |θ − 1|p < |q|p < 1, we have that(
y(1)
)2 ≡ 9 + 6y(1)m pm (mod pm+1), θ ≡ 1 (mod pm+1),
|(θ + 2)(θ − 1)
(
y(1)
)2
+ (2θ + 1)(1 − θ)y(1) + (1− θ − q)2|p < |q|p.
It follows from (4.6) that
9y(1)m p
m + 6
(
y(1)m
)2
p2m + 9pms ≡ 0 (mod pm+1) equivalently y(1)m + s ≡ 0 (mod p).
Therefore, we get y
(1)
m = s0 ≡ −s (mod p) which completes the proof.
Theorem 4.3. Let p ≥ 5 with p ≡ 2 (mod 3) and |θ− 1|p < 1, |q|p < 1, (θ− 1)(1− θ− q) 6= 0.
Let y(1) be a unique root of the cubic equation (4.4) and x(0) := 1, x(1) := 1−q+(θ−1)(y(1)−1).
Then, we have that Fix{fθ,q,3} = {x(0), x(1)}.
The proof follows from Proposition 4.1.
4.2. The Local Behavior of The Fixed Points
We study the local behavior of the fixed points of the Potts–Bethe mapping (4.2). In what
follows, we assume |θ − 1|p < |q|p < 1.
Let λ = ddxfθ,q,3(x) where x is a fixed point of the Potts–Bethe mapping. Recall (see [1, 14])
that a fixed point x is called attracting if 0 ≤ |λ|p < 1, indifferent if |λ|p = 1 and repelling if
|λ|p > 1.
Theorem 4.4. Let p ≥ 5 with p ≡ 2 (mod 3) and |θ − 1|p < |q|p < 1, (θ − 1)(1 − θ − q) 6= 0.
The following statements are true:
(i) x(0) is an attracting fixed point;
(ii) x(1) is a repelling fixed point.
Proof. We have to show that
∣∣∣f ′θ,q,3(x(0))∣∣∣
p
< 1 and
∣∣∣f ′θ,q,3(x(1))∣∣∣
p
> 1. It is easy to check that
f ′θ,q,3(x
(i)) =
3(θ − 1)(θ − 1 + q)(θx(i) + q − 1)2
(x(i) + θ + q − 2)4
=
3(θ − 1)(θ − 1 + q)x(i)
(θx(i) + q − 1)(x(i) + θ + q − 2) (4.7)
for i = 0, 1. Hence,
∣∣∣f ′θ,q,3(x(0))∣∣∣
p
=
|θ−1|p
|q|p
< 1. It follows from (4.7) and x(1) = 1 − q + (θ −
1)(y(1) − 1) that
f ′θ,q,3(x
(1)) =
3(θ − 1 + q)x(1)
(θ − 1)y(1)(θy(1) + 1− θ − q) . (4.8)
Due to Proposition 4.1, we have that that
∣∣y(1)∣∣
p
= |x(1)|p = 1. Therefore, since |θ−1|p < |q|p <
1, we get that
∣∣∣f ′θ,q,3(x(1))∣∣∣
p
=
|q|p
|θ−1|p
> 1. This completes the proof.
4.3. The Basin of Attraction of The Attracting Fixed Point
We describe a basin of attraction
B(x(0)) :=
{
x ∈ Qp : lim
n→+∞
f
(n)
θ,q,3(x) = x
(0)
}
of the attracting fixed point x(0) := 1 where f
(n+1)
θ,q,3 (x) = fθ,q,3
(
f
(n)
θ,q,3(x)
)
for n ∈ N.
We assume that p ≥ 5, |θ − 1|p < |q|p < 1, and p ≡ 2 (mod 3).
We introduce the following sets
A0 :=
{
x ∈ Qp :
∣∣∣x− x(0)∣∣∣
p
< |q|p
}
,
A1 :=
{
x ∈ Qp :
∣∣∣x− x(0)∣∣∣
p
> |q|p
}
,
A0,∞ :=
{
x ∈ Qp :
∣∣∣x− x(∞)∣∣∣
p
=
∣∣∣x− x(0)∣∣∣
p
= |q|p
}
,
A2 :=
{
x ∈ Qp : |θ − 1|p <
∣∣∣x− x(∞)∣∣∣
p
< |q|p
}
,
A(1)1,∞ :=
{
x ∈ Qp :
∣∣∣x− x(1)∣∣∣
p
=
∣∣∣x− x(∞)∣∣∣
p
= |θ − 1|p
}
,
A(2)1,∞ :=
{
x ∈ Qp :
∣∣∣x− x(1)∣∣∣
p
<
∣∣∣x− x(∞)∣∣∣
p
= |θ − 1|p
}
,
A∞ :=
{
x ∈ Qp : 0 <
∣∣∣x− x(∞)∣∣∣
p
< |θ − 1|p
}
.
It is clear that Dom{fθ,q,3} := Qp \ {x∞} = A0 ∪ A1 ∪ A2 ∪ A0,∞ ∪ A(1)1,∞ ∪A(2)1,∞ ∪ A∞.
Proposition 4.5. Let p ≥ 5 with p ≡ 2 (mod 3) and |θ− 1|p < |q|p < 1, (θ− 1)(1− θ− q) 6= 0.
Then the following inclusions hold:
(i) A0 ∪A1 ∪A2 ∪A0,∞ ⊂ f (−1)θ,q,3 (A0) ;
(ii) A∞ ⊂ f (−1)θ,q,3 (A1) ⊂ f (−2)θ,q,3 (A0) ;
(iii) A(1)1,∞ ⊂ f (−1)θ,q,3 (A0,∞) ⊂ f (−2)θ,q,3 (A0) .
Proof. (i) It is clear that
fθ,q,3(x)− x(0) = (θ − 1)(x− x
(0))
(x− x(∞))3 g(x) (4.9)
where g(x) := (θx+ q − 1)2 + (θx+ q − 1)(x− x(∞)) + (x− x(∞))2.
Let us first show that fθ,q,3(x) ∈ A0 for any x ∈ A0 ∪ A1. In this case, we have
|x− x(∞)|p =
∣∣∣x− x(0) + q + (θ − 1)∣∣∣
p
=
{
|q|p, x ∈ A0,
|x− x(0)|p, x ∈ A1,
|θx+ q − 1|p =
∣∣∣θ(x− x(0)) + q + (θ − 1)∣∣∣
p
=
{
|q|p, x ∈ A0,
|x− x(0)|p, x ∈ A1,
|g(x)|p ≤
{
|q|2p, x ∈ A0,
|x− x(0)|2p, x ∈ A1.
Therefore, we obtain from (4.9) that
|fθ,q,3(x)− x(0)|p ≤
{
|x−x(0)|p
|q|p
|θ − 1|p, x ∈ A0
|θ − 1|p, x ∈ A1
}
≤ |θ − 1|p < |q|p.
This means that fθ,q,3(x) ∈ A0 for any x ∈ A0 ∪A1.
Let us now show that fθ,q,3(x) ∈ A0 for any x ∈ A0,∞. Indeed, we get that
|x− x(0)|p = |x− x(∞)|p = |q|p,
|θx+ q − 1|p =
∣∣∣θ(x− x(∞)) + (θ − 1)(1 − θ − q)∣∣∣
p
= |q|p,
|g(x)|p ≤ |q|2p.
We obtain from (4.9) that |fθ,q,3(x)− x(0)|p ≤ |θ − 1|p < |q|p for any x ∈ A0,∞.
It is easy to check that
fθ,q,3(x) =
(
θ +
(θ − 1)(1 − θ − q)
x− x(∞)
)3
(4.10)
and
fθ,q,3(x)− x(0) = (θ − 1)(x− x
(0))
x− x(∞) g1(x) (4.11)
where g1(x) =
(
θ + (θ−1)(1−θ−q)
x−x(∞)
)2
+
(
θ + (θ−1)(1−θ−q)
x−x(∞)
)
+ 1.
Let us now show that fθ,q,3(x) ∈ A0 for any x ∈ A2. Indeed, for any x ∈ A2, we get that∣∣x− x(0)∣∣
p
= |q|p and∣∣∣∣(θ − 1)(1− θ − q)x− x(∞)
∣∣∣∣
p
=
|q|p|θ − 1|p
|x− x(∞)|p
< 1,
|g1(x)|p = 1,∣∣∣fθ,q,3(x)− x(0)∣∣∣
p
=
|θ − 1|p∣∣x− x(∞)∣∣
p
∣∣∣x− x(0)∣∣∣
p
<
∣∣∣x− x(0)∣∣∣
p
= |q|p.
Consequently, we show that A0 ∪ A1 ∪ A2 ∪ A0,∞ ⊂ f (−1)θ,q,3 (A0).
(ii) Now, we want to show that fθ,q,3(x) ∈ A1 for any x ∈ A∞.
We consider the following sets
A(1)∞ :=
{
x ∈ Qp : 0 <
∣∣∣x− x(∞)∣∣∣
p
< |q|p |θ − 1|p
}
A(2)∞ :=
{
x ∈ Qp :
∣∣∣x− x(∞)∣∣∣
p
= |q|p |θ − 1|p
}
A(3)∞ :=
{
x ∈ Qp : |q|p |θ − 1|p <
∣∣∣x− x(∞)∣∣∣
p
< |θ − 1|p
}
where A∞ = A(1)∞ ∪ A(2)∞ ∪ A(3)∞ .
Let x ∈ A(1)∞ . It follows from (4.10) that∣∣∣∣(θ − 1)(1 − θ − q)x− x(∞)
∣∣∣∣
p
=
|q|p|θ − 1|p
|x− x(∞)|p
> 1,
|fθ,q,3(x)|p =
∣∣∣∣θ + (θ − 1)(1 − θ − q)x− x(∞)
∣∣∣∣
3
p
> 1,
∣∣∣fθ,q,3(x)− x(0)∣∣∣
p
= |fθ,q,3(x)|p > 1 > |q|p.
This means that fθ,q,3
(
A(1)∞
)
⊂ A1.
Let x ∈ A(3)∞ . Then
∣∣x− x(0)∣∣
p
= |q|p. It follows from (4.11) that
∣∣∣∣ (θ − 1)(1 − θ − q)x− x(∞)
∣∣∣∣
p
=
|θ − 1|p|q|p
|x− x(∞)|p
< 1,
|g1(x)|p = 1,
|q|p <
∣∣∣fθ,q,3(x)− x(0)∣∣∣
p
=
|θ − 1|p
∣∣x− x(0)∣∣
p∣∣x− x(∞)∣∣
p
< 1.
This means that fθ,q,3
(
A(3)∞
)
⊂ A1.
Let x ∈ A(2)∞ and y := x−x(∞)θ−1 . In this case, |y|p = |q|p and y = y
∗
|q|p
where y∗ ∈ Z∗p. We then
obtain that
g(x) = (θx+ q − 1)2 + (θx+ q − 1)(x− x(∞)) + (x− x(∞))2
= (θ − 1)2 [(θ2 + θ + 1)y2 + (2θ + 1)(1 − θ − q)y + (1− θ − q)2]
=
(θ − 1)2
|q|2p
[
(θ2 + θ + 1)(y∗)2 + (2θ + 1)(1 − θ − q)∗(y∗) + ((1− θ − q)∗)2
]
Now, we want to show that∣∣∣(θ2 + θ + 1)(y∗)2 + (2θ + 1)(1 − θ − q)∗(y∗) + ((1− θ − q)∗)2∣∣∣
p
= 1
for any y∗ ∈ Z∗p and p ≡ 2 (mod 3). To do so, it is enough to show that the following congruent
equation
3t2 + 3(1− θ − q)∗t+ ((1− θ − q)∗)2 ≡ 0 (mod p)
does not have any root in Z. Indeed, the discriminantD = −3 ((1− θ − q)∗)2 of the last quadratic
congruent equation is a quadratic non-residue whenever p ≡ 2 (mod 3) (or equivalently −3 is
a quadratic non-residue whenever p ≡ 2 (mod 3)). Therefore, the last quadratic congruent
equation does not have any root in Z.
Hence, we get that |g(x)|p = |q|2p|θ − 1|2p for any x ∈ A(2)∞ . It follows from (4.9) and∣∣x− x(0)∣∣
p
= |q|p that |fθ,q,3(x) − x(0)|p = 1 > |q|p for any x ∈ A(2)∞ . This means that
fθ,q,3
(
A(2)∞
)
⊂ A1.
Consequently, we show that A∞ ⊂ f (−1)θ,q,3 (A1) ⊂ f (−2)θ,q,3 (A0) .
(iii) Let us show that fθ,q,3(x) ∈ A0,∞ for any x ∈ A(1)1,∞.
We first show that |fθ,q,3(x) − x(0)|p = |q|p for any x ∈ A(1)1,∞. Indeed, we obtain from (4.11)
that ∣∣∣∣(θ − 1)(1 − θ − q)x− x(∞)
∣∣∣∣
p
=
|θ − 1|p|q|p
|x− x(∞)|p
< 1,
|g1(x)− 3|p < |g1(x)|p = 1,∣∣∣fθ,q,3(x)− x(0)∣∣∣
p
=
|θ − 1|p
∣∣x− x(0)∣∣
p∣∣x− x(∞)∣∣
p
=
∣∣∣x− x(0)∣∣∣
p
= |q|p.
We now show that |fθ,q,3(x) − x(∞)|p = |q|p for any x ∈ A(1)1,∞. Since |fθ,q,3(x) − x(∞)|p =
|fθ,q,3(x)− x(0) + q + (θ − 1)|p, it is enough to show that |fθ,q,3(x)− x(0) + q|p = |q|p. It is easy
to check that
fθ,q,3(x)− x(0) + q = (θ − 1)(x− x
(0))
x− x(∞) (g1(x)− 3)
+ 3
(
(θ − 1)− (θ − 1)
2
x− x(∞)
)
+
q(θ − 1)(y(1) − 3)
x− x(∞) + q
x− x(1)
x− x(∞) .
Since |y(1)−3|p = |x−x(0)|p = |q|p, |x−x(∞)|p = |x−x(1)|p = |θ−1|p, |g1(x)−3|p < 1, we obtain
from the above equality that |fθ,q,3(x)−x(0)+q|p = |q|p. This means that |fθ,q,3(x)−x(∞)|p = |q|p.
Consequently, fθ,q,3
(
A(1)1,∞
)
⊂ A0,∞ or equivalently A(1)1,∞ ⊂ f (−1)θ,q,3 (A0,∞) ⊂ f (−2)θ,q,3 (A0) . This
completes the proof.
Proposition 4.6. Let p ≥ 5 with p ≡ 2 (mod 3) and |θ− 1|p < |q|p < 1, (θ− 1)(1− θ− q) 6= 0.
The following statements hold:
(i) For any x¯, x¯ ∈ A(2)1,∞, one has that |fθ,q,3(x¯)− fθ,q,3(x¯)|p = |q|p|θ−1|p |x¯− x¯|p;
(ii) For any x ∈ A(2)1,∞ \ {x(1)}, there exists n0 ∈ N such that f (n0)θ,q,3(x) 6∈ A(2)1,∞.
Proof. (i) It is easy to check that
fθ,q,3(x¯)− fθ,q,3(x¯) = (θ − 1)(1 − θ − q)(x¯− x¯)
(x¯− x∞)(x¯− x∞) Fθ,q,3 (x¯, x¯)
where
Fθ,q,3(x¯, x¯) = 3θ
2 + 3θ(1− θ − q)
(
θ − 1
x¯− x∞ +
θ − 1
x¯− x∞
)
+ (1− θ − q)2
(
(θ − 1)2
(x¯− x∞)2 +
(θ − 1)2
(x¯− x∞) (x¯− x∞) +
(θ − 1)2
(x¯− x∞)2
)
.
Let x¯, x¯ ∈ A(2)1,∞. We then have that∣∣∣∣3θ(1− θ − q)
(
θ − 1
x¯− x∞ +
θ − 1
x¯− x∞
)∣∣∣∣
p
≤ |q|p,∣∣∣∣(1− θ − q)2
(
(θ − 1)2
(x¯− x∞)2 +
(θ − 1)2
(x¯− x∞) (x¯− x∞) +
(θ − 1)2
(x¯− x∞)2
)∣∣∣∣
p
≤ |q|2p,
|Fθ,q,3(x¯, x¯)|p = 1
|fθ,q,3(x¯)− fθ,q,3(x¯)|p =
|q|p
|θ − 1|p |x¯− x¯|p.
(ii) Let x ∈ A(2)1,∞ \ {x(1)} be any point and r := |x−x(1)|p > 0. Since |θ−1|p|q|p < 1, there exists
n0 such that
(
|θ−1|p
|q|p
)n0 ≤ r|θ−1|p <
(
|θ−1|p
|q|p
)n0−1
or equivalently
(
|q|p
|θ−1|p
)n0−1
r < |θ − 1|p ≤(
|q|p
|θ−1|p
)n0
r. This means that
|f (n0−1)θ,q,3 (x)− x(1)|p =
|q|n0−1p r
|θ − 1|n0−1p
< |θ − 1|p ≤
|q|n0p r
|θ − 1|n0p = |f
(n0)
θ,q,3(x)− x(1)|p
or equivalently
f
(n0−1)
θ,q,3 (x) ∈ A(2)1,∞ and f (n0)θ,q,3(x) 6∈ A(2)1,∞.
This completes the proof.
We now describe the basin of attraction of the attracting fixed point.
Theorem 4.7. Let p ≥ 5 with p ≡ 2 (mod 3) and |θ − 1|p < |q|p < 1, (θ − 1)(1 − θ − q) 6= 0.
Then, we have that
B
(
x(0)
)
= Qp \
(
{x(1)} ∪
+∞⋃
n=0
f
(−n)
θ,q,3 {x(∞)}
)
.
Proof. Let
+∞⋃
n=0
f
(−n)
θ,q,3 {x(∞)} be a set of all eventually singular points of the Potts–Bethe mapping.
Let x ∈ A0. It follows from Proposition 4.5 (i) that |fθ,q,3(x) − x(0)|p ≤ |θ−1|p|q|p |x − x(0)|p where
|θ−1|p
|q|p
< 1. This means that fθ,q,3 (A0) ⊂ A0. Let x ∈ B
(
x(0)
)
be any point. This means that
lim
n→+∞
f
(n)
θ,q,3(x) = x
(0). Then there exist some n0 ∈ N such that f (n0)θ,q,3(x) ∈ A0. This means that
x ∈ f (−n0)θ,q,3 (A0) or equivalently
B
(
x(0)
)
=
+∞⋃
n=0
f
(−n)
θ,q,3 (A0) .
Due to Proposition 4.5 (i)-(iii), we have that
Dom{fθ,q,3} \ A(2)1,∞ ⊂ f (−1)θ,q,3 (A0) ∪ f (−2)θ,q,3 (A0) ⊂ B
(
x(0)
)
.
Moreover, due to Proposition 4.6 (ii), for any x ∈ A(2)1,∞ \ {x(1)} there exists n0 such that
f
(n0)
θ,q,3(x) ∈ Qp \ A(2)1,∞ ⊂ B
(
x(0)
) ∪ {x(∞)}. This completes the proof.
5. Conclusions
In this paper, we have studied the dynamics of the Potts–Bethe mapping associated with
the p−adic q−state Potts model on the Cayley tree of order-3 in the p−adic field Qp with
p ≡ 2 (mod 3). Namely, we have showed that the Potts–Bethe mapping has two fixed points one
of them is attracting and another one is repelling. Moreover, a trajectory of the Potts–Bethe
mapping starting from an initial eventually non-singular point converges to the attracting point.
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