We introduce a new hybrid method for solving equilibrium, variational inequality and fixed point problems in the framework of Banach spaces. We then discuss strong convergence of the proposed algorithm.
Introduction
Let E be a real Banach space and let E * be the dual of E. Let C be a subset of E and A : C → E * be an operator. The variational inequality problem is to findx ∈ C such that Ax, y −x ≥ 0, ∀y ∈ C.
(1.1)
The set of solutions of (1. Iiduka-Takahashi [3] introduced the following algorithm for solving the variational inequality: x 1 = x ∈ C and x n+1 = Π C J −1 Jx n − λ n Ax n , for all n ≥ 1,
1) is denoted by V I(A, C). Recall that (1) An operator
where J is the duality mapping on E, and Π C is the generalized projection from E onto C. It was proved that {x n } converges weakly to a solution in V I(A, C).
(1.
2)
The set of solutions of (1.2) is denoted by EP (f ). For solving the equilibrium problem, let us assume that:
) is convex and lower semicontinuous.
Motivated by Takahashi-Zembayashi [6] , we introduce a new general iterative method for solving equilibrium, variational inequality and fixed point problems in Banach spaces. We then discuss its strong convergence.
Preliminaries and lemmas
Lemma 2.1. [2] Let p be a given real number with p ≥ 2 and E a p-uniformly convex Banach space. Then, for all x, y ∈ E, j x ∈ J p (x) and j y ∈ J p (y),
where 1/c is the p-uniformly convexity constant of E. Let E be a smooth Banach space. The function φ :
Lemma 2.2. [4] Let E be a uniformly convex and smooth Banach space and let {x n }, {y n } be two sequences of E. If φ(x n , y n ) → 0 and either {x n } or {y n } is bounded, then x n − y n → 0 as n → ∞.
Let C be a nonempty closed convex subset of E. If E is reflexive, strictly convex and smooth, then there exists 
Lemma 2.5. [7] Let C be a closed convex subset of a uniformly smooth, strictly convex, and reflexive Banach space E, and let f be a bifunction from C × C to R satisfying (A1)-(A4). For all r > 0 and x ∈ E, define a mapping
T r is single-valued; (2) T r is a firmly nonexpansive-type mapping; (3) F (T r ) = EP (f ); (4) EP (f ) is closed and convex. Lemma 2.6. [7] Let C be a closed convex subset of a smooth, strictly, and reflexive Banach space E, let f be a bifunction from C × C to R satisfying
We make use of the following mapping V studied in Alber [1] :
Lemma 2.7.
[1] Let E be a reflexive, strictly convex, smooth Banach space and let V be as in
for all x ∈ E and x * , y * ∈ E * .
Main Results
Theorem 3.1. Let E be a 2-uniformly convex and smooth Banach space, let C be a nonempty closed convex subset of E, let f : C × C → R be a bifunction satisfying (A1)-(A4), let A : C → E * be an α-inverse-strongly monotone operator with Ax ≤ Ax − Au for all x ∈ C and u ∈ V I(A, C), and let
be a countable family of closed relatively quasi-nonexpansive mappings from C into itself such that Proof. Step 1. Show that F ⊂ C n for all n ∈ N. From Lemma 2.5 (4) and [5] , we know that
) ∩ V I(A, C) is closed and convex. It is obvious that
C n,i is closed and convex for all n ∈ N. Put w n = J −1 (Jx n − λ n Ax n ). We observe that u n,i = T rn y n,i for all n ≥ 1 and
Then, by Lemmas 2.4 and 2.7,
Since u ∈ V I(A, C), we have
From Lemma 2.1, we obtain
Replacing (3.2) and (3.3) into (3.1), we get
From Lemma 2.6, we obtain
This shows that F ⊂ C k+1,i . Hence F ⊂ C n,i for all n ≥ 1 and i ∈ N.
Step 2. Show that lim n→∞ φ(x n , x 0 ) exists. From x n = Π Cn x 0 and
From Lemma 2.4, we have
Combining (3.6) and (3.7), we obtain that lim n→∞ φ(x n , x 0 ) exists.
Step 3. Show that {x n } is a Cauchy sequence in C. On the other hand, we have
From (C2) and (3.8), we have φ(
as n → ∞. Thus, we get
This implies that u n,i → q and
Step 4.
It follows from (3.9) that lim n→∞ u n,i − y n,i = 0. Hence lim n→∞ y n,i − From (A4) and u n,i → q for all i ∈ N, we get f (y, q) ≤ 0 for all y ∈ C. For 0 < t < 1 and y ∈ C, Define y t = ty + (1 − t)q. Then y t ∈ C, which implies that f (y t , q) ≤ 0. From (A1), we obtain that 0 = f (y t , y t ) ≤ tf (y t , y) + (1 − t)f (y t , q) ≤ tf (y t , y). Thus, f (y t , y) ≥ 0. From (A3), we have f (q, y) ≥ 0 for all y ∈ C. Hence q ∈ EP (f ). As the proof line in [3] , we can show that q ∈ V I(A, C). Using Lemma 2.3, we can conclude that q = Π F x 0 . This completes the proof.
