We propose a two-dimensional Lagrangian analytical solution for relating source strength and concentration profiles within and above a plant canopy. The new solution describes passive scalar dispersion under conditions of local advection through a fetch correction function in a one-dimensional Lagrangian analytical dispersion model. The model is capable of predicting absolute concentration profiles of passive scalars for different fetches for situations in which the reference concentration is known or the background concentration is available. Tests of the model showed good agreement with measurements from field and wind-tunnel experiments.
Introduction
The relationship between sources/sinks and concentration profiles within and above plant canopies has been studied for many years, and it continues to be an important and active research subject in micrometeorology. Various models have been developed to describe this relationship above surfaces or within canopies based on turbulent transfer and dispersion theory. Early studies relied extensively on gradient diffusion theory, which has been questioned because of counter-gradient transport within canopies (Denmead and Bradley 1985; Raupach 1988) . Other approaches, such as higher-order closure models, stochastic Lagrangian models and large-eddy simulation (LES) techniques, have emerged to overcome the limitations of gradient diffusion theory. The major disadvantage of these approaches is their large computational time requirements.
As an alternative, Raupach (1989a) developed an analytical Lagrangian solution for relating scalar concentration profiles to source strength profiles based on 'localized near-field' theory (LNF), in which the scalar concentration was decomposed into near-field and far-field contributions and calculated separately. Simulated results showed that LNF is capable of capturing the counter-gradient fluxes within canopies, and provided comparable simulation ability to Lagrangian stochastic models (Raupach 1989a) . Based on Taylor's (1921) dispersion theory, Warland and Thurtell (2000) (hereafter WT) developed an analytical solution to the relationship between scalar concentration profiles and sources inside plant canopies through a 'dispersion matrix'. Unlike LNF theory, the WT model uses turbulence statistics at both source height and the height of interest to describe the dispersion matrix, and calculates mean concentration contributed from both near-field and far-field. Their simulated results showed better agreement than LNF with measured temperature profiles from a wind-tunnel heat dispersion experiment ). Both models, however, were developed only for horizontally homogeneous, one-dimensional situations.
The objective of the present study was to develop a two-dimensional analytical Lagrangian solution to the relationship between scalar concentration profiles and source distributions within and above a canopy. In contrast to the LNF and WT models, the present solution allows for horizontal inhomogeneity of the tracer field, though it was derived based on the solution for homogeneous turbulence. Such a solution is useful for a variety of applications ranging from flux footprint prediction to gas exchange estimation. As with the model of Lee (2004) for scalar advection inside canopies, this solution can also be used for footprint investigation. Compared to Lee's model in which the numerical procedure was used to solve the equations, the significant advantage of this solution is that it is analytical and therefore simple and suitable for daily use. Further, this solution can be used to predict absolute concentration profiles for different fetches from ground and canopy sources in which the reference concentration is known or the background concentration is available. The mathematical derivation of the model is reported in Section 2, and Section 3 describes tests of the model with available data.
Derivation of model
The derivation begins with a Lagrangian analysis of turbulent dispersion, in which the vertical gradient from a plane source is derived from the solution for a line source in a uniform flow with homogeneous turbulence. Comparing this vertical gradient to the one-dimensional WT model for near-field and far-field, a fetch correction function is proposed. Following WT, it is assumed that the canopy is composed of several thin horizontal layers (planes) stacked on top of each other, and the concentration gradient at any height is the sum of the gradients produced by the sources of each layer. This enables us to calculate the gradient, and consequently the concentration profile from the source layers (canopy source). The derivation of this two-dimensional model is based on a uniform flow with homogeneous turbulence, and assumes that: (i) inhomogeneous turbulence in and above a canopy can be approximated using the homogeneous solution, and (ii) dispersion in a real flow can be approximated by dispersion in a uniform flow. This allows us to apply the model to describe turbulent scalar dispersion under advective conditions in and above a plant canopy.
For fluid particles released from the origin in stationary, homogeneous turbulence, the standard deviation of particle displacement (σ z ) at time t is described by Taylor (1921) 
where σ w is the standard deviation of the vertical velocity, and τ L is the Lagrangian time scale. Equation 1 has limits:
Equation 2 shows that the dispersion of particles produces a cloud depth increasing linearly with time when t/τ L → 0 (near field), while behaving as a classic diffusion process when t/τ L → ∞ (far field).
Assuming homogeneous turbulence in a uniform wind, the standard deviation of particle displacement after travel time t = (x − x s )/u (where x s is the location of the source along the x-axis and u is the constant wind velocity in the x direction) can also be expressed in terms of the travel distance x − x s . Hence, Eq. 2 can be rewritten as
Let us first consider dispersion from a continuous infinite cross-wind line source located at (x s , z s ) with source strength Q (kg s −1 m −1 for mass, or W m −1 for energy), in a homogeneous turbulent flow (σ w and τ L ) with uniform wind velocity (u), so that the concentration at (x, z) downwind of the line source can be described by (following Csanady 1973; Arya 1999) 
where σ z is a function of x − x s . To simplify the derivation, Eq. 4 and the following derivation do not consider a boundary condition at the surface (z = 0), however a reflecting boundary is introduced in the application of this model. Equation 4 is a direct solution to the advection-diffusion equation with constant diffusivity K and constant advecting windspeed u:
with σ z = 2Kt. Here it is assumed that horizontal diffusion is negligible. An area/plane source can be treated as a continuum of line sources each with infinitesimal width δx s . Thus the equivalent areal source is given by q = Q/δx s . For the infinite cross-wind plane source, the concentration profile c(x, z) at a downwind distance x away from the leading edge is obtained by integrating Eq. 4 from 0 to x
where q is the area source (kg s −1 m −2 for mass, or W m −2 for energy), which satisfies the following condition:
The vertical gradient of concentration is then given by differentiating Eq. 6
Since the derivative of the integral is mathematically the same as the integral of the derivative (
Substituting the near-field and far-field limits of σ z of Eq. 3 into Eq. 9 gives
where u, σ w and τ L are assumed constant with height. Integrating Eq. 10 with respect to x s gives
∂c(x, z) ∂z
where L L = σ w τ L is the Lagrangian length scale, and erfc is the complementary error function. Using the general relationship ∂c(x, z)/∂z = Mq, dispersion coefficients for the near-field and far-field can be written as
As noted by Raupach (1988) , the transition between the near-field and far-field regions occurs at a distance downwind of x ∼ uτ L away from the emitting source. Hence, the near-field region is quite small, extending a horizontal distance of order h c (the canopy height) from the source (Raupach 1988 ). In the near-field region, the dispersion can be approximated by its value in locally homogeneous turbulence provided the inhomogeneity is not too strong (Raupach 1989a) , while the far-field concentration involves a diffusion/advective transport process. Following this logic, the far-field fetch term, erfc(
4σ w L L x ) was used to account for the effect of advection on the concentration gradient at a downwind distance (x). The following dispersion coefficient, M(x), is therefore proposed to describe the vertical concentration gradient at downwind distance (x) in advective situations as
where M 1 is the solution to the one-dimensional situation proposed by Warland and Thurtell (2000) as
As x approaches infinity, the erfc function approaches 1 and Eq. 13 reduces to M 1 , which is identical to the one-dimensional case.
To test Eq. 13, the dispersion coefficients were calculated from a numerical integration performed on Eq. 9 using the complete σ z expression (Eq. 1). The results are illustrated in Fig. 1 for different downwind distances, from which it can be seen that Eq. 13 is a close approximation of the continuous near-field/far-field dispersion under advective conditions described by Eq. 1 for different downwind distances (x), but the error increases close to the upwind edge (x ≈ 0). It should be noted that, in the case of homogeneous turbulence, Eq. 13 is equal to Eq. 12 in the far-field limit for a ground-level source since the near-field contribution vanishes in this case.
Following a similar approach to WT, the concentration and gradient at a point are expressed in a layer with a mean value across the layer. The sources are specified in multiple layers, and assumed to be distributed evenly across the layer. The concentration gradient relates to the source strength through a dispersion matrix as
where M ij (x) is the dispersion matrix at the downwind distance x, i and j are concentration and source layer indices, respectively, z j is the thickness of the source layer, and q j has dimensions [M L −3 T −1 ]. Applying a reflecting boundary condition (e.g. Csanady 1973 ) and Warland and Thurtell's (2000) one-dimensional dispersion matrix (M 1ij ), the dispersion matrix M ij (x) for two-dimensional situations in a uniform flow with homogeneous turbulence is
where M 1ij is given by
The vertical concentration profile at the specified downwind distance (x) can be calculated from
The above result can be applied directly to homogeneous turbulence, and the next step is to apply the model to conditions of inhomogeneous turbulence. Raupach (1989a) has shown that the homogeneous description is a reasonable approximation to weakly inhomogeneous turbulence, e.g. turbulence in plant canopies. Warland and Thurtell (2000) successfully applied their model to inhomogeneous turbulence with σ w replaced by its layer value σ wi and L L replaced by the average value (L Li + L Lj )/2, where j is the source layer. Numerical simulations and field tests of the LNF (Katul et al. 1997; Denmead et al. 2000; Harper et al. 2000; Leuning et al. 2000; Siqueira et al. 2000) and WT (Hsieh et al. 2003; Qiu et al. 2006) have confirmed that such an approximation is valid.
A means to extend this solution from a uniform wind field to realistic wind profiles is still required for the model's application. There are three possible wind input options: (i) wind speed at the concentration layer (i), (ii) wind speed at the source layer (j), or (iii) the mean wind speed between the concentration layer and the source layer. Here we propose to use the mean wind velocity between the concentration layer and source layer (which can be treated as an effective wind speed between source and concentration layers) because the transport occurs between the source layer and the concentration layer, similar to the solution of L L in WT. The effective wind velocity for each layer is defined as
For a ground source, Eq. 19 reduces to
Horizontal inhomogeneity also exists under advective conditions. A reasonable solution is to use the mean values σ wi (x), L Li (x) and U i (x) between the leading edge (x = 0) and downwind distance (x) as long as σ wi , L Li and U i as functions of x are known. However, applying σ wi (x), L Li (x) and U i (x) to the model is not feasible when functions of σ wi (x), L Li (x) and U i (x) are unknown. As an alternative, we propose to use σ wi (x), L Li (x) and U i (x) at the downwind distance (x) to replace σ wi (x), L Li (x) and U i (x) as an approximate solution if the streamwise variations of σ wi (x) and L Li (x) and U i (x) are small, which is a modest criterion for many advective situations as discussed in Raupach (1989a) .
This leads to the final form of the dispersion matrix for a two-dimensional situation
where M 1ij (x) for vertical inhomogeneous turbulence is given by WT as
The model consists of Eqs. 15, 18, 21 and 22, with input parameters
and q j (x) if they are available).
Comparison of model with experimental data
This section compares the model with the experimental data of Rider et al. (1963) for evaporation under advective conditions from a ground/surface source in the field, and of Coppin et al. (1986) for heat advection from a plane source in a wind-tunnel canopy.
3.1 Comparison with ground/surface source Rider et al. (1963) reported an observational study of the variation in temperature and absolute humidity with distance and height from a dry-to-wet transition. This experiment was conducted at Canberra airport in Australia, and the profiles of temperature and humidity were measured from the tarmac/grass boundary to a downwind distance of 18.5 m in the grass area. Because the original study did not report turbulence statistics, the following parameterizations were adopted. The standard deviation for vertical velocity under neutral conditions was specified as 
where u * is the friction velocity. The Lagrangian length scale above the surface under neutral conditions was parameterized as
according to Wilson et al. (1981) . Profiles of u for different downwind distances were digitized from Fig. 3 of Rao et al. (1974) . Profiles of σ w and L L were assumed to be constant with downwind distance, and the mean water vapour source strengths were calculated based on Fig. 7 of Rao et al. (1974) . The background humidity well above the surface (z = 2.5 m) was used to calculate the absolute humidity profiles at different downwind distances based on the predicted gradient profiles. Figure 2 compares the model predictions of absolute humidity profiles with actual observations at various downwind distances from the leading edge (Rider et al. 1963 ). Modelled and measured humidities agree well in both profile shape and magnitude for various downwind distances. This is not surprising since the model is equal to the far-field limit solution for the ground source, provided that the two assumptions (made in Section 2) are valid in this case. The model captured the humidity profiles for various fetches even though the same σ w and L L profiles were used for different fetches in this simulation.
To investigate the effect of the choice of wind profile on the humidity profile simulation, we repeated the absolute humidity profile calculations for various downwind distances using two wind profiles: (i) at x = 0 m, and (ii) at x = 18.5 m. The results are plotted in Fig. 3 , along with the modelled humidity profiles using their corresponding wind profiles at different distances. Figure 3 shows that the modelled absolute humidity profiles were insensitive to horizontal inhomogeneity in u. In the experiment of Rider et al. (1963) , the horizontal gradients in u(x, z) were not very strong (Fig. 3 of Rao et al. 1974) . The difference between upwind velocity (x = 0 m) and downwind velocity (x = 18.5 m) was less than 1.5 m s −1 near the ground (z = 0.015 m) and decreased to 0.5 m s −1 at a height of 0.15 m, implying that the insensitivity of the humidity profile to horizontal inhomogeneity may not hold under conditions of strong inhomogeneity. This also explains why the model works well though the same turbulence statistics for different fetches were used. However, the good agreement between modelled and measured humidity profiles suggests that it is valid to apply this model to inhomogeneous flow, at least for small streamwise flow variations. Coppin et al. (1986) reported a wind-tunnel study on the dispersion of heat from a planar source within a plant canopy, conducted in the CSIRO Pye Laboratory wind tunnel in Australia. The canopy consisted of 60 mm tall metal strips spaced in a regular diamond array, with the planar heat source located at z/h c = 0.8, where h c is the canopy height. The heat source strength was 275 W m −2 , and the temperature profiles were digitized from Coppin et al. (1986) for different fetches. The profiles of u and σ w /u * for the above wind-tunnel experiment were reported by Raupach et al. (1986) and used in this calculation.
Comparison with in-canopy source
Since the measured Eulerian length scales in this wind-tunnel experiment were larger than those of other experiments ), the Lagrangian time scale was parameterized in this calculation following Leuning et al. (2000) for neutral conditions. The parameterized non-dimensional Lagrangian time scale is plotted in Leuning et al. (2000) , Raupach (1989b) and measured values ), respectively Raupach (1989b) . Model results using the above three length scale options were calculated. Results using the measured Lagrangian length scale and the one adopted by Raupach (1989b) were less satisfactory (result not shown), and so, the parameterized length scale of Leuning et al. (2000) was used in the following calculations.
To calculate absolute temperature profiles for different fetches, the background temperature (θ = 0) well above the canopy (z/h c = 6.7) was used as the reference temperature. The calculated temperature profiles are plotted in Fig. 5 , along with measured temperature profiles for various downwind distances from the leading edge (x = 0.53, 1.06, 1.54 and 2.03 m). The temperature was scaled by θ * , defined as
where H s is the plane source strength, ρ is the air density and c p the specific heat of air at constant pressure.
In the upper canopy (above the source) and higher, the present model shows very good agreement with the wind-tunnel measurements in profile shape and magnitude for different fetches. It is understandable, since well above the canopy (z/h c ≥ 2), the far-field dispersion dominates the overall dispersion from an extensive source (for example the canopy source), and our model captures far-field dispersion very well, not only for long fetches, but also for short fetches (Fig. 1) .
The model underestimates temperature in the lower canopy (below the source) for shorter fetches (x/h c = 8.8, 17.7 and 25.7), and the magnitude of error increases as the fetch decreases, though the shape of the predicted profiles is similar to the ) and the modelled temperature profiles from the present model. Canopy height (h c ) was 0.06 m, the heat source strength was 275 W m −2 , and located at 0.8h c . Symbols are observed values of temperature at various distances from the leading edge of the canopy (triangles, x/h c = 8.8; asterisks, 17.7; stars, 25.7; and circles, 33.8 observed shape. The model works less well in the lower canopy for short fetches, and may be due to several factors. As shown in Fig. 1 , the proposed dispersion matrix is an approximation of the continuous near-field/far-field dispersion under advective conditions, and the error will increase close to the leading edge, especially for the near-field calculation. Thus the poorer agreement between the modelled and measured mean temperature profiles for short fetches may be partly attributed to the errors introduced by the proposed dispersion matrix. In addition, the concentration profile was computed from the highest point based on the gradients, and so an error in one point could also affect all the calculations below it (Warland and Thurtell 2000) . Lee (2004) reported a mathematic model for scalar advection inside canopies, and the model was also tested using data from the Coppin et al. (1986) wind-tunnel heat dispersion experiment. In general, the two models (this model and Lee's model) show similar good overall agreement with the wind-tunnel measurements. Above the canopy (where the far-field diffusion dominates), the present model achieves better agreement than Lee's model. However, within the canopy (where the near-field dispersion dominates), Lee's model produces a more pronounced near-field effect in this canopy, especially close to the source height. Figure 5 also shows the one-dimensional profile predictions of WT using the modelled temperatures nearest the surface from the two-dimensional model as the reference temperatures. Both models (WT and this model) produce similar temperature profiles within and just above the canopy, but diverge above z/h c ≈ 1.25-1.5. The slight difference between WT and this model for z/h c ≤ 1.5 may be attributed to: (1) the temperature gradient being in streamwise equilibrium within and just above the canopy ); and (2) the near-field dispersion having a dominant influence on scalar concentrations in the canopy because the leaves nearest to any point in the canopy make the strongest contributions to the scalar concentrations there (Raupach 1988) . Hsieh et al. (2003) also reported a similar result by comparing results from their two-dimensional Lagrangian stochastic dispersion model and WT. This suggests that the assumption of local horizontal homogeneity of flow statistics is satisfactory in the description of dispersion within a plant canopy, and could also explain why the assumption of constant u at the beginning of the derivation did not lead to unacceptable inaccuracies.
To calculate the concentration profile using WT, the concentration must be known or specified at one height (known as the reference concentration) because WT only predicts the profile shape for one-dimensional situations. Similar to WT, this model also predicts concentration gradients. However, because the gradient goes to zero with concentration well above a canopy under certain situations such as the wind-tunnel experiment, this model also allows predictions of absolute concentration profiles in these circumstances without knowing the reference concentration. In addition, this model predicts the shapes of concentration profiles for different fetches, which make it possible to calculate the concentration difference between different fetches, even though no reference or background concentration is available. This information is extremely useful, and can be used to investigate/assess the effect of advection on concentrations along downwind distances (x). Compared to higher-order closure models and Lagrangian stochastic models, the distinct advantages of this analytical Lagrangian model are its small computational time requirements and relative simplicity.
Conclusions
In this study, an analytical Lagrangian solution to the relationship between source strengths and concentration profiles within and above canopies under conditions of local advection has been presented. The model accounts for the effect of advection on concentration gradients for different downwind distances, and compared to one-dimensional Lagrangian models (e.g. LNF and WT), a wind profile at the downwind distance is the only additional input variable required.
The model was derived under a uniform flow with homogeneous turbulence, but it was applied to weakly inhomogeneous turbulence, as previously done for other models (e.g. LNF and WT). Field tests of LNF and WT have demonstrated that this assumption is justified for weak inhomogeneous turbulence (inside canopies). The model agrees well with previously published data in the field (Rider et al. 1963 ) and in a wind tunnel ), and appears valid for both vertical and horizontal inhomogeneous flows, at least in the case of small streamwise variation of σ w , L L and u. Under this criterion, the σ w , L L and u at fetch x can be used to substitute for the corresponding mean values between the leading edge and fetch x.
It is interesting to note that this two-dimensional model and one-dimensional WT model produce similar concentration profiles within the canopy, but diverge above the canopy. This result suggests that the effect of advection on concentration profiles within canopies is small, which may be attributed to the dominant influence of the near-field (local homogeneity) on scalar concentrations in the canopy.
The model predicts the shapes of concentration profiles at different fetches, which can be used to assess the effect of advection on concentrations along the downwind distances, even though no reference or background concentration is available. In addition to predicting the shapes of concentration profiles for different fetches, this model is also capable of predicting absolute concentration profiles for the situation in which the reference concentration is known or the background concentration is available. However, further investigation of the streamwise variations of σ w , L L and u and their effects on the model under field conditions is still needed.
