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We consider a system of two conservation laws in one space variable which 
exhibits change of type (hyperbolic/elliptic): the characteristics are complex in a 
strip in phase space. This example has a structure similar to model systems which 
appear in three-phase porous medium flow, for example, in the saturation equa- 
tions obtained employing Stone’s model for the relative permeabilities. We solve the 
Riemann problem analytically for initial states in and near the elliptic strip. 
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I. INTRODUCTION: THE ANALYTIC MODEL 
In this paper, we solve the Riemann problem for a system of the form 
u, + (f(u) - v), = 0 
v, + (g(u)), = 0 
(1) 
with particular assumptions on the functions .f and g. We shall use the 
standard notation 
where U= (u, u), F is the flux function, and A the Jacobian matrix of the 
system. 
The eigenvalues of the matrix A are given by the equation 
A2 -f’(u) I + g’(u) = 0 
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and thus 
where 
The functions f and g are chosen so that 1 is complex for u between 0 and 
1, and so that both eigenvalues (1, and A,) are strictly increasing functions 
of u for u < 0, while A, is strictly decreasing and L2 strictly increasing for 
u > 1. See Fig. 1. Thus (1) is hyperbolic in the two half-planes u > 1 and 
u < 0, and elliptic in the strip E defined by 0 < ZJ c 1. 
The form of Eq. (1) is not the direct result of physical modeling, but has 
been chosen so that the characteristic speeds L and their dependence on the 
amplitudes u can be found explicitly and have the structure pictured above. 
As we shall compute below, the Rankine-Hugoniot relation can be 
described explicitly also for this system, and a solution to the Riemann 
problem constructed. The purpose of the example is to show how the 
Riemann problem is solved when the wave-speed/amplitude r lation is as 
shown in Fig. 1. 
The graph of L(u) is unusual. In the notation of [S], we would say that 
the speeds display “same” variation for u < 0 and “opposite” variation for 
u = 1. This feature of Eq. (1) mimics an observed aspect of a model which 
occurs in three-phase porous medium flow, and our Riemann problem 
solution to (1) displays some unusual features of a solution to this model 
problem, found numerically by Bell, Trangenstein, and Shubin in [ 11. To 
be precise, the sketches of the eigenvectors in [ 11 show these two kinds of 
behavior (“same” and “opposite” variation) on two different segments of 
the boundary of the elliptic region; we have also verified this behavior 
numerically (see [4] ). 
FIGURE 1 
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Now, the compactness of the elliptic region in [l] is a much more 
obvious feature of that problem than the rather subtle wave-speed/am- 
plitude dependence which we are emphasizing in this analogy. (There are 
two points on the boundary of the elliptic region in [l] where a more 
degenerate situation must obtain, and a complete analytical solution to the 
saturation equations considered in [ 1 ] for all initial conditions will need to 
include these points; this will be the subject of another paper.) The idea 
that the compactness of the elliptic region is responsible for the distinctive 
behavior of the solution of the Riemann problem is a very plausible one. 
However, the point of this paper is that it is not entirely correct: the model 
equation studied by Holden [2] (also an “imitation” of three-phase porous 
medium flow) has a compact elliptic region but solutions to the Riemann 
problem are quite different qualitatively from those reported in [ 11, and 
are similar to the solutions found by Shearer [7] and Slemrod [8] for 
problems where the elliptic region is a strip. Comparison with a recent 
model (for population dynamics) studied by Hsaio and de Mottoni [3] 
emphasizes this point even more: there, the elliptic region is a parabola. 
The solution shares many of the properties of [2, 7, 81, but is quite 
different from the one described in the present paper. It is our purpose in 
this paper to show that conditions of “same” and “opposite” variation as 
described by Fig. 1 are associated with a particular type of solution to the 
Riemann problem for states in the elliptic region and close together; this 
solution, which will be described in detail in this paper, appears identical 
to that reported by Bell, Trangenstein, and Shubin in [ 11. 
It is possible to obtain an “analytical” solution to the problem in [l] by 
simply computing the rarefaction curves and Hugoniot locus numerically. 
A preliminary report on this is as follows: the structure of the solution is 
what is predicted here, but our “analytically” constructed points do not 
have the precise values given in [ 11. However, convergence of the scheme 
used in [l] is extremely slow for a mixed-type problem, and we conjecture 
that the solutions presented in [ 1 ], though evidently converging, have not 
completely converged. This will be discussed briefly in Section V and in 
more detail in a future paper. 
We now describe the functionsf and g. (The conditions on fat 0 are for 
convenience in scaling only and are not a restriction.) 
(i) f, g~C3;f(0)=f’(O)=O;~“(u)>0, all U. 
(ii) D < 0, i.e., g’ > (f’)2/4, for 0 < u < 1; 
D > 0, i.e., g’ < (f’)2/4, for u < 0 and u 2 1; 
lim inf, _ m -4g’/(f’)Z > 1. 
(iii) JD'( -c f "D1j2, u < 0; 
ID'1 >fnD1'2, u> 1. 
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At u =0 and u = 1, where D = 0, condition (iii) forces certain behavior. 
From (ii), D’(0) 2 0, and so from (iii), D’(0) =O. Hence, D”(0) =0 also 
(since D changes sign there). We thus impose the conditions for least 
degeneracy: 
(iv) D(0) = D’(0) = D”(0) = 0; D”‘(0) < 0; 
D(l)=O; D’(l)>O. 
The last condition can also be written as a condition on g: 
(iv’) g(0) = g’(0) = g”(0) = 0, g”‘(0) = (f”(O))*/2; 
g”“‘(0) < if”(O) f”‘(0); 
We also require that the eigenvalues in the region u > 1, the region of 
“opposite variation,” diverge sufficiently to bracket the multiple charac- 
teristic speed at u = 0. Condition (i) determines this speed to be zero, so we 
impose 
(v) there is a unique value U* > 1 at which A1 = 0, 
equivalently, D(u.,.) = (f’(u,))*/4, or g’(u,) = 0. 
Conditions (i) to (v) are the essence of the analogues to the system in 
[l]. We impose another condition to simplify the global behavior of the 
shock curves: 
(vi) for 1 KU, g”(u)<O. 
In the next section, again for simplicity, we shall impose an additional 
global condition on system (1). Two classes of functions that satisfy our 
assumptions are described in the Appendix. 
Some general properties off and g follow from conditions (i) to (vi). 
PROPOSITION 1. The function f is convex and uf' > 0 for all u # 0. For 
all u<O, we have g<O, g’>O, and g”<O. For O<u<l, we have g>O, 
g’ > 0. For all u > u*, we have g’ < 0 and g” < 0, and there is a unique value 
u** > u* at which g(u,,) =O. 
Proof: The properties off are obvious. We note that 
D’(u) = 4 f'(u) f “(u) - g”(u). (5) 
Squaring inequality (iii) for 24 < 0 results in 
(g”)2-f’f”g”+g’(f’y<O. (6) 
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From (iv’), g < 0, g’ > 0, and g” < 0 for u immediately below 0. If this is not 
true for all u < 0, then g” = 0 occurs first (as u decreases). But this is clearly 
inconsistent with inequality (6). 
If 0 < u < 1, condition (ii) implies g’ > 0; combining this with (iv’) we get 
g > 0 also. 
For u > 1, we note that (iii) implies that D’ > 0 (since D’( 1) > 0), so 
g” < f ‘j-“/2. From (iii), we have, further 
(g”)2 - f y-‘/g” + g’( f “)Z > 0. 
At u*, g’ = 0 and g” Q 0, so this implies g” < 0. As u increases beyond u*, 
at first g’<O and g” < 0. Again, g” =0 must occur before the other 
inequality can be violated, and that contradicts the relation just above. 
Hence g’ < 0 and g” < 0 for all u > u*. Since g is a decreasing, concave 
function, there is a unique value, U* *, at which g = 0. 1 
The function g is sketched in Fig. 2. 
The Rarefaction Curves are the integral curves of the right eigenvectors, 
ri = f (1, f’ - Ji) = ) (1, Lj), where j# i. The sign is to be chosen so that 
ri .V&>O. (Condition (iii) implies that the system is genuinly nonlinear 
where it is hyperbolic.) This gives the following normalization of the right 
eigenvectors: 
(7) 
The rarefaction curves are given by 
Ri: V - Vg = s u Am ds, 
j# i. (8) 
uo 
FIGURE 2 
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The Shock Curves are obtained by solving the Rankine-Hugoniot relation, 
s[U] = [F], where s is the shock speed and [ .] represents the jump in a 
quantity across a shock. Upon eliminating u, which enters linearly, one 
obtains the equation 
,d3+Cgl=() 
Cul Cul ’ 
whose roots are given by 
1 Cfl 
“l=?m- JA, 
s22m+fir 
2 Cul 
where 
A=A Cfl’ Cgl 
4m-m’ 
(10) 
The corresponding shock curves are given by [oli = sj[u], where j # i, and 
so we have 
31: co1 = s,Cul, s = s, 
82: co1 =s,Cul, S=Sz. 
(12) 
These curves are defined only if A 2 0. For a given U,, = (uO, u,J, the 
Hugoniot Locus, H( V,), is the set of states U such that the pair (U, U,) is 
in S, or S2. As in other systems of mixed type, H(U,) differs from the 
classical graph (for example, of [3]). The next section is concerned with 
the description of H; in Section III we solve the Riemann problem for 
initial data in the elliptic strip, E. In Section IV we extend the solution to 
data where one initial state is in E and indicate some difficulties with 
uniqueness that arise. Section V relates our solution to the motivating 
problem. 
II. THE SHOCK CURVES AND SPEEDS 
Since the structure of the Hugoniot locus depends on the function 
A(u, uO) defined by Eq. (1 1 ), we begin with a characterization of this 
function. 
PROPOSITION 2. For all values 0 < u, u0 < 1, A( u, u,J c 0. 
Proof We may assume u > u0 since A is symmetric in its arguments. 
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Now, 
g(u) - duo) = j” g’(s) ds > $ j: VW* ds 
uo 
where we have used D < 0 and the Cauchy-Schwarz inequality. We note 
that A(u, u)= D(u) ~0 in the interior of the unit square, while 
A(O,O)=A(l, l)=O, and that A(0, l)<O. 1 
The conclusion that no pair of points in the elliptic region can be joined 
by a shock holds quite generally for systems that change type; the structure 
of the flux functions that we have postulated guarantees the existence of 
certain connections outside the region, as we now describe. 
PROPOSITION 3. For any u. in the elliptic strip, 0 < u. < 1, there exists a 
unique value b(u,)> 1 such that A(u,,b)=O, and A(u,, u)>Ofor u>b. As 
u. /* 1, b L 1. 
Proof: Since g is monotone increasing in (0, u*) and then decreases 
monotonically through zero at u**, then for any u. < 1, there is a U > 1 at 
which g(u,) = g(U), a.nd for u 2 U, clearly A(u,, U) > 0. Thus there is a 
point, b, at which A(u,, b) = 0. To see that b is unique, suppose the 
contrary. Then for b < u < b, we have A > 0, or, equivalently, N > 0, where 
(13) 
while N(b) = N(b,) = 0. Then we must have N’ = 0, N” < 0 at some u in the 
interval. Differentiating, we find 
and this is necessarily positive under our assumption (vi) that g” is 
negative for u > 1. Hence, b is unique. In fact, A(u,, u) > 0 when u > u**. 
To check that b + 1 as u. does, we use condition (iv) to check that 
A’( 1, u) > 0 at u = 1, and so by continuity, A becomes positive near u = 1 
for u. close to 1. 1 
It is convenient o assume that for U. E E, H( U,) contains no points in 
the left half plane. (This appears to be a property of the three-phase flow 
equations whose behavior we are modeling. Alternatively, the saturation 
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equations may possess a branch of H in the left half plane consisting 
entirely of inadmissible states.) For this purpose, we introduce an a 
posteriori assumption which, in some cases, can easily be verified (see the 
Appendix). 
Assumption on A. 1. For all u0 E (0, 1) and all ZJ < 0, we have 
A(u, uO) < 0. 
2. If u,, > 1, the equation A(u, uO) = 0 has a unique solution. 
We now explore the consequences of this assumption. 
For each U,, in E, H( U,) lies in the half plane u > &a,); here b is defined 
by Proposition 3. From (12), H= S1 u S2; note that Si lies above Sz 
since [u] is positive. The intersection, S, n S1, consists of the point 
S + ( U,) = (b, u0 + (f(b) - f( u,))/2). The corresponding speed satisfies 
s(q,, b)=iCfl(+(b)<l 
2 Cul 2 
2 (6) 
by the convexity off, and Eq. (3) for 1, and we claim that s > I,(b) as well. 
We shall need a few lemmas. 
LEMMA 1. For fixed u,,, consider s(u, u,,) in (9) or (10) us a function of 
u, and let ’ represent d/du. Then 
s’=O*s=ll or s=A,. 
Conversely, 
s=A1 or I, and A( u, u,,) # 0 * s’ = 0. 
Proof This is a variant of a standard result on systems of conservation 
laws. Noting that (9) is valid if u # u,, and multiplying by [u], we differen- 
tiate and obtain 
(2s[u] - [f]) s’ + s2 -sf’ + g’ = 0. (15) 
Hence s’ = 0 yields Eq. (2), whose roots are I, and A2. Conversely, if s 
satisfies (2), then either s’=O or s = [f]/2[u], which, by (lo), can happen 
only if A = 0. 1 
As a corollary, we have a useful general identity (note that 
s1+ s2 = CfllCul): 
COROLLARY. For any u # u,, we haoe (with j # i) 
$Sj(Uy U,)=$Si(U., U)= - 
tsf - Sif’(“) + g’f”)) 
(u-u&j-sj) . ’ 
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FIGURE 3 
LEMMA 2. Zf U,~Eand UEZ!Z(U~), U#S+(U,), then A,(u)<s<&(u); 
s’-cO if UES,, ands’>O ~c!IJES~. 
Proof We are proving that the situation is as pictured in Fig. 3: 
Differentiating (15) and setting s’=O, s= ;1, we obtain 
g” - q-u 
s” = 2s[u] - [f]’ (16) 
Now, differentiating (2) yields 
g” - Af" = A’(21 -f’). 
Note that f’ = 2, + 1,, so that 212 -f’ = 2(A - A), where X is the average of 
1, and &. Similarly, 2s[u] - [f] = 2[u](s - S). This quantity is not zero 
since s, #.r2 at U. Thus, 
8” = 
A’(2 - X) 
[u](s-S)’ (17) 
Now, as u decreases to b(u,), s’ tends to infinity unless s = ,Ii at b (this 
follows from (15)). We saw already that s < 1, at b. 
Let us suppose, first, that s < 1, at 6. Then near b we have s\ < 0 < s; and 
hence, since s(b(u,), u,,) > 0 and n,(u) < 0 for large U, there must be a value 
of u at which sZ(uO, U) = n,(u). At this point, s’=O, by Lemma 1, and by 
(17), S” > 0, since 1’ < 0, A < 2, [u] > 0, and s > 1. But this says that s2 has 
a local minimum, which is impossible from the geometry. Hence s 2 1, at 
u = 6. 
if s> A1 at b, then it is not possible for s to equal either ;1, or 2, for 
u > b, since s’ would be zero there. Hence, 1, < s, < s2 < 1, for all u > b and 
by Lemma 1 the signs of si are constant. 
Finally, suppose s = A1 at b. Equation (15) governs the sign of s’ 
for u > 6: note that 2s, [u] - [f] < 0 < 2s,[u] - [S] from (lo), while 
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s2 - sf’ + g’ is negative precisely when s is between I, and A2. As u 
approaches b from above, if si < 1,) then from (15), s; > 0, which is incon- 
sistent since 1; c 0. Hence I, < si < s2 < I,, for u just beyond 6, and 
s; < 0 < s; by (15). Lemma 1 again guarantees that these inequalities persist 
for all 2.4. 1 
(It will follow from the proof of Proposition 4 that the alternative s = il, 
at A = 0 cannot occur.) 
We note also that for each u0 E [0, l] there is a unique point 
c = c(uO) > b(u,) at which g(c) = g(u,) and s1 = 0. For U0 E E, the curve 
H( U,) is sketched in Fig. 4. 
We also wish to consider H(U,) for U0 in the hyperbolic region with 
u,, > 1. Assumption A2 bears on this case. Note that A > 0 if u > uO, and 
that A(u,, 1) > 0 (since A(u,, 1) = A( 1, uO) > A( 1, 1) = 0 by Proposition 3). 
Hence H( U,) extends into E: H is connected; it is defined for all u 2 us, 
say, and consists of a closed loop for u < u0 and two semi-infinite branches 
for u > uO. Since A(u,, 0,) = 0, we see that, when U,E [0, 11, u,, = b(us); we 
may write uB = b - ‘(uO). We observe the following property of b. 
PROPOSITION 4. For u0 < 1 cb, b’ = db/du, -c 0. 
Proof. Noting that A(b, uO) = 0 o [f]‘/4 - [u] [g] = 0, where [u] = 
b - u,, and so on, and differentiating this expression, we obtain 
b, = - CNfllC~l -S’bJ)12 + W%) = Wuo) 
- C%Yl/C~l +-WI’ + D(b) Mwd’ 
The numerator of this expression is always negative, since D < 0 in (0, 1). 
FIGURE 4 
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The denominator is positive when u0 and b are close to 1, since 6’ < 0 then, 
and also for values of u0 close to zero, since, on rearranging terms, we get 
De(uo)=;#(f’(b)-:)+:-g’(b), 
and for u. near zero and b between U* and u,,all three terms are positive. 
Furthermore, at b, s = [f]/2[u], so 
De = g’ - s(f’ - 2s) + s2 = - (s2 - sf’ + g’) > 0 
if 4 <s<l,. Thus db/duo < 0 as long as s # A,. But differentiating 
s(b(uo), uo) with respect o u. yields 
-$=$&f’(b)-:) b’-(f’(uo)-#)). 
Now, b’i 0 where defined; if 6’ L -co, then ds/duo --+ -co also. That 
would mean that as u. decreased, s would increase along with b, and so it 
would not be possible for s = 1, to occur. Hence we have s(b, uo) > 1, and 
db/du, < 0 for all u. i 1. We conclude that du,/du, < 0 also. 1 
There are three intervals of qualitatively different behavior of H( U,), 
depending on the value of u. > 1. They are 
{l}. O<u,(u,)i 1, or 1 iu,ib(O) 
(21. u* i uB(uo) i 0, or b(0) -c u. i u** 
w uB(uo) i u*, or u0 > 24**. 
SPEEbS ioctis 
FIGURE 5 
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The value u* is defined by A(u,,, u*)=O, or u** =b(u*) or 
u* = uJu**). In (l}, H(U,,) does not cross the line u =O; in (21, H 
extends to u c 0 but s> & at u=O; the transition to (3) is marked by 
s,(O, u,,) = 0. The three cases are illustrated in Fig. 5. We prove these 
properties in the following proposition. 
PROPOSITION 5. In (1) and {2}, $-CO and s;>O on H. In {3}, 
s(us, u) > A,; s; > 0 on H; s1 has a local minimum where s1 = A2 and a local 
maximum where s, = I, in that order as u increases from u,; outside that 
interval s; < 0. 
ProoJ: Rewriting (15) as 
(18) 
and noting that the numerator is positive in E, where the quadratic equa- 
tion has no real roots, we see that the signs of s; are as stated for u E E. For 
u > uO, the standard calculation for strictly hyperbolic conservation laws 
shows that 1, c s1 < s2 < &, and the si are monotonic as stated. If we 
calculate s,(O, uO) in (2) and {3}, using (10) and (ll), we see that s2 > 0 
while s1 is positive when [g]/[u] = g(u,,)/u,, is positive. Thus the sign of s1 
changes when u,, = u* *, the unique positive zero of g. Now the Corollary 
of Lemma 1 shows that s2 > 12* and s; >O for all u > us. In (2}, since 
s, > 0 = & at u = 0, we have, from (18), s; < 0 and si > I, for u E (uB, 0). In 
{ 3}, on the other hand, s1 < 0 = 1, at u = 0, and as u decreases, i increases 
to a local maximum where s, = I, at a value u < 0; s1 then decreases with 
u, but by continuity crosses & again. The uniqueness of these crossings 
follows from the sign of s” given by Eq. (17). 1 
The point u where si(u, u,,) = n,(u), which exists for u0 > u**, has a 
special significance. We shall call it the Buckley-Leverett value, denoted 
us1 = ui,,(uO); the corresponding point on S,( 17,) is the Buckley-Leverett 
point, Ubl( U,). As u0 increases-from u**, ubi decreases from 0. The impor- 
tance of these points for solving the Riemann problem comes from the fact 
that they satisfy a limiting entropy condition. This will be clarified in the 
next section. 
To complete the discussion of shock curves, we should comment on 
H( U,,) when u,, < 0. There are many possibilities for the shape of the locus, 
and a complete solution of the Riemann problem for all initial states would 
require them all. However, unless UL, the state on the left in the Riemann 
problem, satisfies uL ~0, this part of the locus never enters the solution 
because the shock speeds here are slower than any other speeds. Since 
our main interest is in solving the Riemann problem in E, we omit the 
discussion. 
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III. THE RIEMANN PROBLEM WITH UL~ E 
To solve the Riemann problem for (l), that is, Eq. (1) with the initial 
condition 
Ub, O)= { 
UL. x-co u 
R XBO 
(19) 
in the class of piecewise smooth functions of x/t, we require an 
admissibility criterion for shocks. The classical condition is the Lax entropy 
condition, which we write in the form 
I,(U+)<s(U-, U+)G4(U-) 
s < A,( K 1, sG&(U+) 
for slow shocks, and 
1,(U+)<s(U-, U+)<&(U-) 
Sal,(K), s~J,(U+) 
for fast shocks. Lax’s original condition was a local one, valid for points on 
a branch of H( U- ) in a neighborhood of UP. The branches were indexed 
by i where s + iii as U, + K. (Here U, is the state on the right of the 
discontinuity, and U- the state on the left.) Some generalization would be 
necessary to include, for example, Buckley-Leverett shocks, which fail to 
satisfy strict inequality constraints for all four conditions. In the present 
system of equations, the Lax condition is not sufficient o guarantee either 
uniqueness of solutions to the Riemann problem or stability of the shock 
under perturbation. We supplement it with a version of Liu’s Entropy 
Condition: 
s(U.-, U+)<s(U-, V), VVEH(U-) from U- to U,. 
This is vacuous if U- 4 H(K) (as happens when U_ E E). In that case we 
substitute 
s(U-, U+)2s(U+, v VVEH(U+) from UP to U,. 
If both of these conditions are meaningful, then they are known to be 
equivalent, in general. If UP E E then U, E H and u + > 1, so H( U, ) is a 
loop, as in Proposition 5 and Fig. 5. Thus, at least one of the two forms of 
the condition can be tested. However, when H is a loop (whether one state 
is in E or not), the segment from U- to U, is not uniquely defined. A 
consistent interpretation of the condition is that the shock speed inequality 
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hold on one of the two segments. We shall see that this admits the 
Buckley-Leverett shocks, which are generally regarded as physically 
reasonable. Under this interpretation, the Buckley-Leverett shocks are 
limiting cases of 2-shocks, because the segment on which monotonicity 
holds is the extension of the 2-branch. It is consistent with this that they 
satisfy the Lax entropy condition for fast shocks, with s = A,( U, ). (This 
will be proved in Proposition 7.) 
When U_ or U, is in E, the Lax condition is vacuous. Furthermore, in 
cases ( 1 } and (2) of Proposition 5, s increases monotonically along the 
loop from the value I,(u,) at one end to I,(u,) at the other. Hence Liu’s 
condition would admit all shocks. For this case, we instead generalize the 
Lax condition by replacing J by Re A when one state is in E. The motiva- 
tion for this is the possibility of constructing viscous profiles, or rather, the 
obvious impossibility of such if this condition does not hold. This is not the 
correct condition to give uniqueness for all Riemann problems, nor is it 
equivalent to the existence of viscous profiles. However, it is enough to give 
a unique solution for UR near UL, the case of interest here. A brief discus- 
sion of admissibility conditions for some other cases will be given in 
Section IV. (The construction of viscous profiles for this system involves 
some interesting vectorfield dynamics. This, and its consequences for 
admissibility, uniqueness, and stability under perturbation and computa- 
tion, will be the subject of another paper.) 
A contrast to other change of type models considered to date 
([2, 3, 7,8], for example) can be stated at this point. In those examples, 
the Riemann problem could not be solved for all states without introducing 
shocks that explicitly violated the Lax condition-the so-called undercom- 
pressive shocks. Such shocks are conspicuously absent from the numerical 
calculations in [ 11, and this was in part the motivation for introducing the 
example studied here. We shall show that the Riemann problem for (1) and 
(19) with the conditions on f and g we have introduced has a solution in 
which no discontinuities violate either the Lax or the Liu conditions. We 
begin the construction with an observation. 
PROPOSITION 6. For each U, E E and each s < Re A(Q) there is a unique 
UE H( U,) with s( U, U,) = s. 
ProoJ Note that 
by the convexity of $ Now for any u>b, sl(uO, u)<s(uO, b) and 
s2(u0, u) > s(uO, b) by the monotonicity of si. Hence if U exists, UE S,( U,), 
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s = si(uO, u), and U is unique. Now U will exist if si + - co as u --f co, and 
this is certainly the case under condition (ii) on f and g. 1 
We also note an important property of the Buckley-Leverett shock, 
defined at the end of Section II. 
PROPOSITION 7. For any U- with u > u**, the discontinuity joining 
U- to U, = U,,(U) satisfies both the Lax and the Liu entropy conditions. 
Furthermore, its speed, sbl = sbl(u-), is greater than the speed, sI(uO, u), of 
the l-shock joining any state U,, E H( U- ) n E to U with U, on the left. 
Proof The Liu condition follows from Proposition 5: this is case (3) 
and the condition holds if we follow the S2 branch of the loop. To show 
that sl(uO, u~)<.Q,,(u_) for any u,E(O, l), note that at up =u**, si <O 
(for [g]/[u] < 0 in the expression for A(#,, u,,)), while s,,, = 0. If ever 
sl(uO, u-)=s,,,(u~) then it can be seen that U,, Ub,, and sb, satisfy the 
Rankine-Hugoniot relation, so U,,, E H( U,). But by assumption, there are 
no points with u <O in H(U,). Hence si <s,,, for all ui <u**. It now 
follows that si,i >Ii(u-); since s,,, >Ai(u,,i) also, we see that this discon- 
tinuity satisfies the Lax condition for a 2-shock. 1 
In fact, the only way that U, E E can be joined to a point in the left half- 
plane is via a composite wave including a state U, with ui > 1. If ui > u**, 
those composite waves terminating in a Buckley-Leverett shock play a 
special role, as they are the only waves whose speed is sufficiently slow that 
they themselves can serve as intermediate states for further connections. 
For each U, E E, there is a one-parameter family of such points. 
Definition of the curve J(U,). For each ZJOe E, let J(U,) be the one- 
parameter family of points U, with u < 0, such that for some U, E S,( U,) 
with ui 2 u.+*, U, = Ub,( U,). We shall parameterize J by ui. We shall call 
the centered solution corresponding to the pair (U,,, U) a J-wave. 
If now we consider U,, as an intermediate state, we see that any state 
contiguous to U,,, must be in R,(Ub,). We state this as a proposition. 
PROPOSITION 8. Zf U is in the open left half-plane, then the only states 
that can be connected to U, with U on the left, with speeds no less than A,(u), 
are the states U, in R2( U) with u + 2 u and u ,. < 0. Only tf u + = 0 is any 
further connection possible. 
Proof If U, E H(U) with s > n,(u) then the Lax entropy condition is 
immediately violated. There will be a point, in general, on the connected 
component of H(U), with s=&(u), but there, s<n,(u+)<&(u+). (A 
calculation using the Corollary to Lemma 2 shows that there is no such 
point with u, < u.) Finally, if u, > 1, then, whatever the value of s, 
n,(u) <s< ;l,(u+), and so the Lax condition will not hold. 1 
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To explain the last sentence of Proposition 8, we have 
PROPOSITION 9. For each U,, with uO=O, there is a unique point 
U4e H(U,) with u4>0 which can be connected to U, by an entropy shock 
of the second family with U, on the left. 
Proof We note that u4 = u** , and sI(uO, u4) = 0. Since &(uJ < 0 = 
l,(u,J = &(uO) = sI(uO, u4) < &(u4), we see that the Lax entropy condition 
is satisfied. Constructing the curve H( U,) and using Proposition 5 shows 
that Liu’s condition is also met here. As in Proposition 8, we can show that 
no other points satisfy this condition. 1 
Some supporting evidence for the stability of this “new” type of shock 
was presented in [3]. 
We note that a given value U, with u1 > u.+* determines a unique point 
Ub,(U1) which in turn fixes U, E&( U,,,) with Us =0 and hence, from 
Proposition 9, determines uniquely U4. For reference, we give this curve a 
name also. 
Definition of the curve N( 17,). If u1 > u**, let U, = N( U,) be the point, 
with u4 = u**, resulting from the construction above. 
Since the “new” shock has speed zero, it can be further continued on the 
right by positive speed waves: shocks and rarefactions of the second family 
(we note that l,(u,,) < 0). Rarefaction curves will join U4 to points with 
u>u,; since our primary interest is in the neighborhood of E, we consider 
the shock branch, S,( U,). From Proposition 5, all the points on S2 with 
o<u<u *.+ yield entropy shocks if we use Liu’s entropy condition; they 
also satisfy 
so these are also admissible under our suggested extension of the Lax 
entropy condition. Thus we obtain 
PROPOSITION 10. For any Uz with u2 < 0, there is a one-parameter 
family of points U with u > 0 which can be joined to U, by a succession of 
shocks and waves with U2 on the left, and with minimum speed A2(u2). 
Proof We saw, from Propositions 8 and 9, that we must have 
U3 E R2( U,) with u3 = 0, and U, E H( U,) with u4 = u* *. From U., there are 
two one-parameter branches: R,( 17,) with u > u4, and S,( U,) with u < uq 
to which U, can be connected on the right by a rarefaction wave or 
admissible shock (if u > 0). These join smoothly (first-order contact) at U,, 
by standard conservation law arguments. 1 
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Definition of the curve K(U). For any U in the left half-plane, let K(U) 
be the curve described by Proposition 10. We shall call the corresponding 
solution a K-wave. 
We now combine the waves described in Propositions 7 and 10 to give 
THEOREM 1. For each U, E E, there is an open set F(U,) such that if 
UR E F( U,) then the Riemann problem (1 ), (19) has a unique solution which 
takes the form of a J-wave followed by a K-wave. The set F includes a 
portion of the elliptic strip E. 
The states defined for this solution are sketched in Fig. 6. We need a 
technical result. 
LEMMA 3. The one-parameter family, J, forms a smooth curve in the 
left half-plane which is at every point transversal to the j?eld r2 of right 
eigenvectors of the system (the field of rarefaction curves R,). 
Proof: The points on J are described by U= Ubl( U,). The first coor- 
dinate of Ub,, u = ub,, is the solution of the equation sr(ur, u) = A,(u). 
Letting u’ represent dubl/dul, we find, on differentiating this relation and 
noting that &,/824 = 0 at ubr, 
u’ = 2 (U,) uyn;; 
1 
note that J; > 0. Now by the Corollary of Lemma 1 
a 
-p(uI, u)= - (+-Slf'(4)+mJ) 
1 (u, - U)(Sl - 4 
FIGURE 6 
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in which the numerator is negative since s1 is between A, and 1, at u1 (see 
the proof of Proposition 7) and the denominator is negative since ub, < U, 
and s1 c s2. Thus ub, decreases monotonically as uI increases. 
Now, 
from (12), where u2= ubI(ul) is given implicitly by sl(uz, ur)=&(u,). The 
slope of J is du,/du,; to show that the R, curves, whose slope is AI( are 
steeper than J, we need 
We calculate 
d 
- + z (32(4 9 u2)(u2 - Ul )I 
, 
+$ b2(%, ~2)(~2-%)). 
2 
We note that, from (9), 
; (Sib, Yb - Y)) = -$ (4x, YNY - xl) 
= & si(x, Y)Cx - Y) + si(x3 .Y) 
-qx(si(xP Y)) + s,(x y) 
= Si(X, y) _Sj(X, y) z ’ ’ 
where 
qx(A) = A2 - q-‘(x) + g’(x) 
= (A- h(x)Mn - n,(x)), 
and we note that, since sI(ul, u2)=&(u2), the last term in (20) is 
(20) 
a~, a 
- = G (Sz(%, u2Nu2 - 4)) 
au2 2 
= _ (s2 - 4(u,))(s, - J2b42)) + s 
(S2-J1) 
2 
= A(u2) 
298 BARBARA LEE KEYFITZ 
(note that this is actually Corollary 1 of Proposition 2.2 of [S]), and so, 
since du,/du, ~0, as we just saw, the sign of dv,/duz - iI is just the 
opposite of the sign of the expression in braces in (20). Using the expres- 
sion for ~,(a,), this becomes 
where 
After some manipulation, we find that 
W+~2h)=( I( 
s u, %)-4(UI))MU, ul)-n,(u,)) 
s (u uI)-s (u u ) . 
2 P 1 9 1 
Now, if u, =u**, then u2 = 0, so +(u,,, ur) > sz(u2, u,) > sI(u2, ur) = 
O>s,(u,, u,), since USE (0, l), and we have used Proposition 5. After 
rearranging terms, we find 
in which both terms are negative. Thus the result is true near u2 = 0; in fact, 
it is true anywhere the inequality s1(u2, ur) > sl(uo, ur) holds. However, if 
s1(u2, uI)=sI(uo, ur) at any point as u, varies, then there exist points 0, 
and D2 with Ui = ui such that 
and hence, subtracting, 0, E H( U,). (Note: it is the linearity of the system 
in v which enables us to take the same point 0, in both equations.) But 
recall that our first assumption on A implied that there were no points in 
the left half-plane in H( U,). So the inequality sI(u2, u,) > sI(uo, ur) persists 
for all ur >u,,. 1 
Proof of Theorem 1. As ur increases from u**, and U, moves out from 
u =0 along J, the point U, E R2(U2) with u3 =0 moves monotonically 
down from V, which we define to be the origin of J; V= U,,( U,,( U,)), 
where U,, is the point in S,( U,) with u = u* *. We note that V has the 
coordinates (0, -flu,,) + vr). At the same time, U,(V) moves down from 
U,, along the line u = u* * . The points in S,(U,) with u< u** are just 
translates of the smooth curve S,(U,,), and so till out a portion of the 
strip O<u<u,,. 
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Now, there are two possibilities: as u1 increases to infinity, J may con- 
tinue to cross R, curves without bound, and T/may tend to - cc along the 
v-axis. On the other hand, the curve J may be asymptotic to an Rz curve, 
and there will be a lower bound to I’. If we let W be this lower bound then 
T(U,) includes the strip below S2(U.+*) and above S,(U,( W)). For U, in 
this strip, the solution of the Riemann problem with the stipulated struc- 
ture is unique; however, there may be other solutions, as will be discussed 
later. We note also that U, itself may be in r( UL); this occurs in the exam- 
ples with which we calculated. A sufficient condition for this is that W is 
at -co. This can be phrased as an assumption on A(u, u,,), and would be 
Assumption 3 on A. (It appears to be independent of the other assump- 
tions.) If this holds, then, since it may be checked that UL lies below 
S,(U,,), we have a nonconstant solution of the Riemann problem with 
U, = U,. In any case, we have completed the proof of the Theorem. 1 
We can now state, formally 
Assumption 3 on A. For each U,, E E, the curve J( U,) is not asymptotic 
to any R, curve as uI + co. 
We then have proved 
COROLLARY TO THEOREM 1. Zf Assumption 3 holds, then r( 157,) contains 
the entire elliptic strip below S,( U,,), including the point UR = U,. 
IV. FURTHER DETAILS OF THE RIEMANN PROBLEM 
Because of the linearity of the system in v, there are only three different 
cases for the state U,: u,<O; 0~ u,< 1; and uL> 1. For systems that 
satisfy all our hypotheses including, for simplicity, Assumption 3, we can 
complete the solution of the Riemann problem for all initial states with 
U, E E. Solutions can also be found for some other states, but probably not 
all: for example, there are pairs of states in the left half-plane that may not 
admit classical Riemann solutions, because of the “same direction” nature 
of the wave speeds there. Since we are attempting only to model the 
behavior of solutions near E, we omit discussion of this difficulty, which is 
more likely to be a limitation of the model than a feature of the saturation 
equations. For states UL with uL > 1 the solution of the Riemann problem 
can be completed and no new phenomena re encountered. For brevity, we 
omit this discussion also. 
PROPOSITION 11. For U, E E, there are jive qualitatively different types 
of solutions to the Riemann problem. Each type provides an entropy solution 
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in an open region of the plane, and the,v cover the plane. We describe them 
(the numbers refer to regions in Fig. 7) as 
1. SIR,: U,ES,(U,), u,>u+, UR~R2(UIL uR>%. (Here, u, 
refers to the value where s(u,,, u, ) = Re l(u,), defined by Proposition 6.) 
2. s,s,: U,ES,(U,), u,>u,, UR~S2(Ul), and u,,, or u_ <uR<ul. 
(If Ul ’ u** then the left boundary of this region is J( U,); otherwise, up is 
the value where Re A( u ~ ) = s( u 1 , u _ ). ) 
3. JR,: U,ES,(U,), ul>uz+z*, Uz= f-h,(U~), U,EMUA u,< 
u,<o. 
4. JK: U, ES,(U,), U,= N(U,), U,E&(U~). (This is the region 
r(u,).) 
5. JK: U, through U, as in the previous region, but U, E R,( U,). 
These regions cover the plane with an overlap: the parts of regions 2 and 
1 with u, <ul <u,, also contain entropy shocks of types 4 and 5, respec- 
tively. Thus, our admissibility conditions are not strong enough to give a 
global uniqueness result. Evidence from numerical calculations indicates 
considerable sensitivity of the solution in the region of overlap. (The first- 
order upwind scheme of [ 11, when applied to Riemann data in the region 
of overlap of 2 and 4 will track the simpler solution (2) for up to 1000 
iterations before diverging to a solution of type 4.) One explanation for this 
is that dissipation introduces more complicated dynamics in the elliptic 
region where the eigenvalues are complex: the change in the vectorfield 
dynamics when a parameter changes so that Re 1 -s changes sign 
corresponds to a Hopf bifurcation and the formation (or disappearance) of 
a limit cycle. Thus the existence (or not) of viscous profiles for shocks in 
u.01 u=u** 
FIGURE I 
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a system like this is complicated when shocks between points in the elliptic 
and hyperbolic regions are examined. This will be explored in future work. 
Finally, it is clear on examining Fig. 7 that more restrictive entropy con- 
ditions on shocks between the hyperbolic and elliptic regions will preserve 
the diagram. For example, if U1 E S,( U,), and U0 E E, we might admit the 
shock only if sl(ul, uO) < 0 (instead of s1 < Re A(#,) as we have proposed). 
The solution type we have called r will still be admissible, and the region 
of overlapping solutions is eliminated. Such a condition would result if a 
nonlocal extension of the Lax entropy condition were used: s1 < min Re ,l 
over the portion of H(U,) in E. For the moment, we leave this question 
open. 
V. CONCLUSIONS 
We have introduced and examined a model system which incorporates 
certain features observed in numerical simulation of a model, Stone’s 
model, for three-phase porous medium flow. The principal purpose of our 
study was to show that a new type of shock which appeared in the simula- 
tion is characteristic of a particular form of wave-speed/amplitude 
dependence which has not previously been examined in model systems 
which change type. To complete the comparison, originally described in 
[3], we have solved the Riemann problem for the model system ( 1) for all 
initial states with UL E E. The results show, in particular, that for initial 
states in the elliptic region and close to each other (the interesting case in 
the numerical study [l]), there is a unique solution and it approaches, 
smoothly, a nonconstant wave-form as UL + U,. 
This solution, which we have determined analytically, can also be 
reproduced by a numerical simulation of the kind used in [ 11. We will 
report these results, and the comparison with Cl], in a future paper, but 
we summarize here: using a first-order upwind scheme (where upwinding is 
achieved by using a moving grid) and refining the mesh by marching 
forward in time (for the Riemann problem) for up to 6000 steps 
(approximately the resolution reported in [ 1 ] ), we have solved the 
Riemann problem for typical points on the curves (J, K, N, and Si) defined 
in this paper, and for states UL and U, in the elliptic region. We have used 
for f and g several functions of the type described in the Appendix. We 
have also considered the question of perturbing constant initial data 
U, = U, to verify the stability of the solution we have proposed in this 
case. The answers have been quite satisfactory: the points on J( U,), the 
shocks between the hyperbolic and elliptic regions, and the “new” shock 
between U3 and U, are all reproduced numerically with correct values and 
speeds. It appears that agreement with the curve K is only qualitative: 
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numerical simulation of Riemann data with the left state in the left half- 
plane and the right state in E produces a rarefaction wave that blends with 
the “new” shock (presumably because of numerical diffusion) and the point 
we have called U, is not equal to our predicted value. (However, if we 
simulate Riemann data with the left state on the boundary of E, so that 
there is no rarefaction wave, the solution is computed as our analysis 
suggests.) This is the basis for our suggestion, in the Introduction, that the 
solutions in [ 1 ] may not be completely converged despite the enormous 
computational effort. 
A final numerical experiment verified the instability of the constant solu- 
tion to the Riemann problem U, = U, in E: by using the same upwind 
scheme on constant data with a single grid point changed by a relative 
amount as small as 10e6, we reproduced (again, only qualitatively, as 
reported in the last paragraph) our analytic solution. 
Some questions remain open: in the direction of application to the three- 
phase flow model, there is the question of showing that a similar mathe- 
matical structure exists in the saturation equations. The specific conditions 
on the flux function which we posed in this analysis were determined by the 
dual requirements of modeling some properties observed in the saturation 
equations and finding something easy to calculate with. It is remarkable, 
however, that the wave-speed/amplitude pendence we study here cannot 
be produced by quadratic flux functions. Although quadratic fluxes can 
serve as models for many different types of hyperbolic and mixed-type 
behavior, there appear to be phenomena whose analysis requires a broader 
class of models. 
Other interesting mathematical questions include resolving the dif- 
ficulties with uniqueness for some initial states. These questions are 
common to all models of equations that change type. An important open 
question is that of admissibility conditions for shocks between points in the 
elliptic and hyperbolic regions; a satisfactory answer has not been given yet 
for any of the mixed-type models that have been studied. 
We have emphasized the aspect of our model that the Riemann problem 
is well-posed (a unique solution exists and depends continuously on the 
data) when U, is near U, in the elliptic region, but this happens at the 
expense of difficulties with existence or uniqueness for other Riemann data. 
The relation between these dilIiculties for different model equations should 
certainly be studied. 
Finally, the picture of a stable, computable wave-form for Riemann 
initial data in the elliptic region suggests undertaking a more comprehen- 
sive study of well-posedness for this and perhaps other systems that change 
type, based on analysing the dissipative mechanism that appears to balance 
the linear Hadamard instability. 
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VI. APPENDIX: A SET OF MODELS THAT SATISFY THE ASSUMP~ONS 
We begin with a remarkable “limiting case,” which is not hyperbolic at 
all in the left half-plane: let f and g be the C3 functions 
f(u) = u* 
g(u) = I 
$3 + $U” - $5, u>o 
$3, u-co 
and note that D and the eigenvalues of dF have very simple expressions: 
D(u)= o 
1 
u3(u - l), u>o 
n(u)= u,- 
{ 
.‘++Gj, Z,” 
u < 0. 
If u,>O>u, then 
1 - $lo A(u,ug)= -$u-kJ*+-&; - ( > u-uug ’ 
from which A = 0 at the unique root u of 
if that root is negative, which it is if u,, > 5/8 + (25/64) + (5/12) = ii. If u0 
is less than that value, then A < 0 for all u < 0. Thus Assumption 1 on A is 
satisfied. To verify Assumption 2 for 1 < u0 < U, we note that in that range, 
if A(u, uO) = 0, then u E (0, 1 ), and depends monotonically on u,, by an 
argument like the proof of Proposition 3. 
Finally, Assumption 3 on A is an asymptotic one: for u0 E (0, 1 ), as 
u1 + co, we find or = Lo(u:), u2= LO(UT’~), and v2= 6(us). Thus J is 
asymptotically a parabola, and a more detailed calculation shows that it is 
strictly flatter (has smaller curvature) than the parabolas that form the 
(unique) set of rarefaction curves. Thus our example satisfies all three 
assumptions. Of course, it does not satisfy the original hypotheses on the 
system for u ~0, but since all the assumptions are given by open condi- 
tions, they will still be satisfied if we consider a perturbation of g in the left 
half-plane. Such a perturbation is given by, for example, 
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when cx is sufficiently small. In fact, values as large as .5 seem to be 
permissible. 
A second example, whose construction is motivated by the same idea, is 
for all U, corresponding to f(u) = U* and D(U) = eauU3(U - 1 ), from which we 
can calculate 
g(u)=fu3+e”” - 
1 
u3(u-1)+u2(4u-3) 6u(2u-1) 
a 
+ 6(4;; 1L$]+g +i. - a3 
For any value of a B l/.9 z 1.1, the eigenvalues have the desired features, 
and for a > 3, the assumptions on A hold. 
We note the similarity to the first example. Both have the property that 
the asymptotic behavior of g as u + --co is iu3, and thus looks “parabolic.” 
Hence the global properties of the Hugoniot curves, as well as the local 
“same direction” behavior near E, are governed by the same mechanism. 
Note, though, that the mixed hyperbolic-parabolic haracter of the system 
is very important: systems that are everywhere parabolic or same direction 
have very different global properties. In fact, they have no global Riemann 
solutions consisting of admissible shocks and rarefactions, but possess, at 
best, solutions only in some larger class. The asymmetry of the problem as 
shown by the different behavior on the two sides of E is what seems to 
govern the shock structure of this system. 
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