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Abstract. We discuss the geometric phases and flux densities for the metastable states of hydrogen with
principal quantum number n = 2 being subjected to adiabatically varying external electric and magnetic
fields. Convenient representations of the flux densities as complex integrals are derived. Both, parity con-
serving (PC) and parity violating (PV) flux densities and phases are identified. General expressions for the
flux densities following from rotational invariance are derived. Specific cases of external fields are discussed.
In a pure magnetic field the phases are given by the geometry of the path in magnetic field space. But for
electric fields in presence of a constant magnetic field and for electric plus magnetic fields the geometric
phases carry information on the atomic parameters, in particular, on the PV atomic interaction. We show
that for our metastable states also the decay rates can be influenced by the geometric phases and we give a
concrete example for this effect. Finally we emphasise that the general relations derived here for geometric
phases and flux densities are also valid for other atomic systems having stable or metastable states, for
instance, for He with n = 2. Thus, a measurement of geometric phases may give important experimental
information on the mass matrix and the electric and magnetic dipole matrices for such systems. This could
be used as a check of corresponding theoretical calculations of wave functions and matrix elements.
HD–THEP–11–05
PACS. 03.65.Vf Phases: geometric; dynamic or topological – 11.30.Er Charge conjugation, parity, time
reversal, and other discrete symmetries – 31.70.Hq Time-dependent phenomena: excitation and relaxation
processes, and reaction rates – 32.80.Ys Weak-interaction effects in atoms
1 Introduction
In this paper we study properties of geometric phases and
geometric flux densities for metastable hydrogen atoms in
external electric and magnetic fields. Geometric phases in
quantum mechanics were introduced in [1] and have been
studied extensively since then; see for instance [2–4] and
references therein. For a discussion of geometric phases
for systems described by a non-hermitian Hamiltonian see
[5–10] and references therein. In our group the adiabatic
theorem and geometric phases for metastable states were
studied in [11,12]. Both, parity conserving (PC), and par-
ity violating (PV) geometric phases were identified. One
aim is to apply the theory developed in this way to the
measurement of parity violation in light atoms like hydro-
gen with the longitudinal spin echo technique; see [13–15].
But, clearly, a measurement of geometric phases is very
interesting by itself since these phases represent a deep
quantum-mechanical phenomenon. For metastable states
these phases are complex and, therefore, geometry also in-
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fluences the decay rates of these states, as we shall demon-
strate explicitly below.
In the present paper we are primarily interested in the
structure of PC and PV geometric phases and flux densi-
ties, that is, what one can say on general grounds about
their dependences on the external electric and magnetic
fields. Since a measurement of PV geometric phases is
one possibility to study atomic parity violation (APV)
we briefly refer to recent work discussing the present sta-
tus of this field. Standard reviews of APV can be found
in [16,17]. A very recent survey of the past, present, and
prospects of APV is given in [18]. Experimental results for
the heavy atoms Cs [19–21], Bi [22], Tl [23,24], Pb [25],
and Yb [26] have been published. See also the review in
[27]. A large effort is being undertaken to measure APV in
Ra+ [28,29], and plans for the future FAIR facility at GSI,
Darmstadt, include a program of APV studies for highly
charged ions [30–34]. The situation for APV in the lightest
atoms, H and D, is nicely summarised in [35,36]. In these
latter papers it is also stressed that from the theory point
of view H and D are the ideal candidates to study APV.
Our paper is organised as follows. In Section 2 we in-
troduce the atomic systems which we want to study. In
Section 3 we define the geometric phases and flux densi-
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ties and derive useful representations for them in terms
of complex integrals. Section 4 is devoted to a study of
the structure of these phases and flux densities following
from rotational invariance. In Section 5 we discuss specific
cases. Section 6 presents our conclusions. In Appendix A
we explain the notations used throughout our work and
provide many useful formulae as well as essential numer-
ical quantities. In addition, we give the non-zero parts of
the mass matrix for the n = 2 states of hydrogen. In the
Appendices B, C and D we present detailed proofs for
the relations derived in Sections 3, 4, and 5, respectively.
In Appendix E (online only) we give explicit formulae for
various matrices used in our paper. If not stated otherwise
we use natural units with ~ = c = 1.
2 Metastable hydrogen states in external
fields
We are interested in the states of hydrogen with principal
quantum number n = 2. Their energy levels in vacuum
are shown in Figure 1. The lifetimes τ of the 2S and 2P
states of hydrogen in vacuum are τS = Γ
−1
S = 0.1216 s
and τP = Γ
−1
P = 1.596× 10−9 s, respectively; see [37,38].
Here ΓS,P are the decay rates. We have 16 states with
n = 2 for which we use a numbering scheme α = 1, . . . , 16
as explained in Appendix A, Table 2.
In this paper we shall consider n = 2 hydrogen atoms
at rest subjected to slowly varying electric and magnetic
fields. In vacuum the 2S states of hydrogen are metastable
and decay by two-photon emission to the ground state.
The 2P states decay to the ground state by one-photon
emission. Energetically allowed radiative decays from one
n = 2 state to another one are completely negligible. This
remains true when we consider the n = 2 states in an
external, slowly varying, electromagnetic field in the adia-
batic limit. There, by definition, the variation of the exter-
nal fields has to be slow enough such that no transitions
between the n = 2 levels are induced. In this situation
Fig. 1. Energy levels of the hydrogen states with principal
quantum number n = 2 in vacuum. The numerical values of
the fine structure splitting ∆, the Lamb shift L and the ground
state hyperfine splitting energy A are given in Table 1 of Ap-
pendix A.
we can apply the standard Wigner-Weisskopf method [39,
40]. The derivation of this method and its limitations are
discussed in many textbooks and articles, see for instance
[41–47]. A derivation starting from quantum field theory
can be found in [48,49]. Let us note that for more com-
plex situations than discussed in the present paper, for
instance if radiative transitions are induced between the
n = 2 states by an external field, we would have to use
other methods, master equations, the optical Bloch equa-
tion etc.; see [42].
Thus, for the situations we are considering the basic
theoretical tool is the effective Schro¨dinger equation de-
scribing the evolution of the undecayed states with state
vector |t) at time t, in the Wigner-Weisskopf approxima-
tion,
i
∂
∂t
|t) = M (E(t),B(t))|t) . (1)
Here
M (E(t),B(t)) = M˜ 0 −D · E(t)− µ ·B(t) (2)
with M˜ 0 the mass matrix for the n = 2 states in vacuum,
D and µ the electric and magnetic dipole operators, re-
spectively, in the n = 2 subspace, and E and B the electric
and magnetic fields. We are interested in parity conserv-
ing (PC) and parity violating (PV) geometric phases. The
mass matrix M˜ 0 will therefore be split into the PC part
M 0 and the PV part δMPV,
M˜ 0 = M 0 + δMPV . (3)
In the standard model of particle physics (SM) δMPV is
determined by Z-boson exchange between the electrons of
the hull and the quarks in the nucleus. Here, as in [12], we
split off a (very small) numerical factor δ from the PV part
of the mass matrix characterising the intrinsic strength of
the PV terms. In Appendix A we give explicitly δ. The
matrices M˜ 0, D and µ are discussed further in Appendix
A, and their explicit forms used for numerical purposes
are given in Appendix E; see Tables 3, 4, and 5.
In the presence of electric fields the metastable 2S
states will get a 2P admixture making them decay faster,
see Figure 1 of [12]. We are interested in the situation
where the lifetime of the metastable states is still at least
a factor of 5 larger than that of the other states. As shown
in (27) of [12] this limits us to electric fields
|E| . 250V/cm . (4)
In [11,12] the adiabatic theorem and geometric phases
for metastable states were studied and in the present work
we shall apply and extend the results obtained there. The
mass matrix M in (1) depends on the slowly varying pa-
rameters E and B. Thus, we have a six-dimensional pa-
rameter space. Geometric phases are connected with the
trajectories followed by the field strengths as function of
time in this space.
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In the following we shall, for general discussions, de-
note E and B collectively as parameters K,
(
E
B
)
=

K1
K2
K3
K4
K5
K6
 ≡ K . (5)
Indices i, j ∈ {1, 2, 3} will be normal space indices, for
instance Ei, Bi etc., or refer to any three particular com-
ponents of K. Indices a, b shall refer to the components
Ka, a ∈ {1, . . . , 6}. The mass matrix (2) shall be consid-
ered as function of the six parameters K = Ka
M (E ,B) ≡ M (K) . (6)
We shall assume that we work in a region of parameter
space (K space) where M (K) can be diagonalised. There
are then 16 linearly independent right and left eigenvectors
of M (K),
M (K)|α,K) = Eα(K)|α,K) ,
(α˜,K|M (K) = (α˜,K|Eα(K) ,
(α = 1, . . . , 16) . (7)
These eigenvectors satisfy
(α˜,K|β,K) = δαβ . (8)
As normalisation condition we choose
(α,K|α,K) = 1
(no summation over α) . (9)
The complex energies are
Eα(K) = EαR(K)− i
2
Γα(K) (10)
with EαR the real part of the energy and Γα(K) =(
τα(K)
)−1
the decay rate, that is, the inverse lifetime of
the state |α,K). In the following we shall suppose
|Eα(K)− Eβ(K)| ≥ c > 0 (11)
for all α 6= β where c is a constant. Exceptions where (11)
is not required to hold will be clearly indicated.
Below we shall make extensive use of the quasi projec-
tors defined as
Pα(K) = |α,K)(α˜,K| . (12)
These satisfy
Pα(K)Pβ(K) =
{
Pα(K) for α = β ,
0 for α 6= β , (13)∑
α
Pα(K) = 1 , (14)
but, in general, the Pα(K) are non-hermitian matrices.
Furthermore, we shall need the resolvent
(
ζ −M (K))−1
where ζ is arbitrary complex. With the help of the quasi
projectors we get(
ζ −M (K))−n =∑
α
(
ζ − Eα(K)
)−n
Pα(K) ,
(n = 0, 1, 2, . . . ) . (15)
Now we come back to the effective Schro¨dinger equa-
tion (1) which reads, replacing (E ,B) by K,
i
∂
∂t
|t) = M (K(t))|t) . (16)
The state vector is expanded as
|t) =
16∑
α=1
ψα(t)|α,K(t)) . (17)
We always suppose slow enough variation of the parameter
vector K(t). As shown in Section 3 of [12] we get then the
solution of (16) for the metastable states as follows.
We consider an initial metastable state at time t = 0
|t = 0) =
∑
α∈I
ψα(0)|α,K(0)) (18)
where α only runs over the index set of the metastable
states,
I = {9, 10, 11, 12} , (19)
in our numbering scheme. Then we have, for t ≥ 0,
|t) =
∑
α∈I
ψα(t)|α,K(t)) (20)
where
ψα(t) = exp
[− iϕα(t) + iγα(t)]ψα(0) , (21)
ϕα(t) =
∫ t
0
dt′Eα(K(t
′)) , (22)
γα(t) =
∫ t
0
dt′( ˜α,K(t′)|i ∂
∂t′
|α,K(t′)) . (23)
The quantities ϕα(t) and γα(t) are the familiar dynamic
and geometric phases, respectively. For metastable states
both will in general have real and imaginary parts.
Here and in the following the labels α = 9, 10, 11, and
12 correspond to the states |α,K) ≡ |2Sˆ1/2, F, F3,E,B).
These originate from the states |2S1/2, F, F3) with (F, F3) =
(1, 1), (1, 0), (1,−1), and (0, 0), respectively, through the
mixing with the 2P states according to the PV, the E, and
B terms in the mass matrix (2). This numbering has to be
carefully defined, see Appendix A, since we have to follow
the states in their adiabatic motion along trajectories in
parameter space. As explained in Appendix A (F, F3) are
then only labels of the states, no longer the total angu-
lar momentum quantum numbers. Thus, in order to avoid
confusion, we shall stick to the labels α for our states in
the following.
Below we shall study in detail the geometric phases for
metastable states for the case that K(t) makes a closed
loop in parameter space.
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3 Geometric phases and flux densities
In this section we shall discuss general relations and prop-
erties for geometric phases and the corresponding flux den-
sities defined below. These relations hold for any system
with time evolution described by an effective Schro¨dinger
equation
i
∂
∂t
|t) = M (K(t))|t) , (24)
withN×N matricesM (K), and having metastable states.
The parameter vector K can have any number of compo-
nents and the dependence of M on K need not be linear
as for M (E,B) = M (K) in Section 2.
We consider now the system over a time interval
0 ≤ t ≤ T where the parameter vector K(t) runs over a
closed curve C
C : t→ K(t), t ∈ [0, T ], K(T ) = K(0) . (25)
The geometric phases (23) acquired by the metastable
states are then
γα(C) ≡ γα(T ) =
∫ T
0
dt′(α˜,K(t′)|i ∂
∂t′
|α,K(t′))
=
∫
C
(α˜,K|i d|α,K) , (26)
α ∈ I, where I is the index set of the metastable states.
For our concrete hydrogen case I is given in (19). Here and
in the following we use the exterior derivative calculus; see
for instance [50]. Let F be a surface with boundary C,
∂F = C , (27)
and suppose that M (K) can be diagonalised for all K ∈
F , and (11) holds for the eigenvalues. We get then
γα(C) = i
∫
∂F
(α˜,K|d|α,K)
= i
∫
F
d(α˜,K|d|α,K)
=
∫
F
Yα,ab(K) dKa ∧ dKb . (28)
Here we define the geometric flux densities Yα,ab(K), the
analogues for the metastable states of the quantities V of
[1], by
Yα,ab dKa ∧ dKb = i d(α˜,K |d|α,K) ,
Yα,ab(K) + Yα,ba(K) = 0 . (29)
From (29) we get easily
Yα,ab(K) dKa ∧ dKb = +i
(
d(α˜,K |) ∧ (d|α,K))
= −i
∑
β 6=α
(α˜,K|d|β,K) ∧ (β˜,K|d|α,K) .
(30)
Here we use(
d(α˜,K |)|β,K) + (α˜,K|d|β,K) = 0 (31)
which follows from (8). Note that in (30) α is the index of
a metastable state, α ∈ I, but in the sum over β all states
with β 6= α have to be included.
As a further relation following directly from (29) we
get the generalised divergence condition
d
(
Yα,ab(K) dKa ∧ dKb
)
= i dd(α˜,K|d|α,K) = 0 (32)
which implies
∂
∂Ka
Yα,bc(K) +
∂
∂Kb
Yα,ca(K) +
∂
∂Kc
Yα,ab(K) = 0 .
(33)
Let us now derive further representations and properties
for the geometric flux densities. From (7) and (8) we get
for β 6= γ
(β˜,K|M (K)|γ,K) = 0 . (34)
Taking the exterior derivative in (34) gives
[Eβ(K)− Eγ(K)](β˜,K|d|γ,K)
+ (β˜,K|(dM (K))|γ,K) = 0 . (35)
Since we suppose (11) to hold for all K ∈ F we get for
β 6= γ
(β˜,K|d|γ,K) = − (β˜,K|
(
dM (K)
)|γ,K)
Eβ(K)− Eγ(K) . (36)
Inserting this in (30) gives
Yα,ab(K) =
i
2
∑
β 6=α
[Eα(K)− Eβ(K)]−2
× (α˜,K|∂M (K)
∂Ka
|β,K)(β˜,K|∂M (K)
∂Kb
|α,K)
− (a↔ b)
=
i
2
∑
β 6=α
[Eα(K)− Eβ(K)]−2
× Tr
[
Pα(K)
∂M (K)
∂Ka
Pβ(K)
∂M (K)
∂Kb
− (a↔ b)
]
(37)
where we use the quasi projectors (12).
We shall now derive an integral representation for
Yα,ab(K). Consider the complex ζ plane, see Figure 2,
where we mark schematically the position of the energy
eigenvalues Eα(K) and Eβ(K), β 6= α. Since we suppose
(11) to hold we can choose a closed curve Sα which en-
circles only Eα(K) but where all Eβ(K) with β 6= α are
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Fig. 2. The complex ζ plane with the (schematic) location of
the energy eigenvalues Eα(K) and Eβ(K) with β 6= α. The
curve Sα encircles only Eα(K).
outside. The geometric flux densities (29), (37) are then
given as a complex integral
Yα,ab(K) =
i
2
1
2πi
∮
Sα
dζ Tr
[ 1
(ζ −M (K))
∂M (K)
∂Ka
× 1
(ζ −M (K))2
∂M (K)
∂Kb
]
. (38)
The proof of (38) is given in Appendix B. From (38) we
get convenient relations for the derivatives of Yα,ab(K),
see Appendix B,
∂
∂Ka
Yα,bc(K) =
i
2
1
2πi
∮
Sα
dζ
{
Tr
[ 1
(ζ −M (K))
∂2M (K)
∂Ka∂Kb
1
(ζ −M (K))2
∂M (K)
∂Kc
]
+Tr
[ 1
(ζ −M (K))
∂M (K)
∂Ka
1
(ζ −M (K))
∂M (K)
∂Kb
× 1
(ζ −M (K))2
∂M (K)
∂Kc
]}
− (b↔ c) ,
(39)
which can also be written as
∂
∂Ka
Yα,bc(K) =
i
2
{∑
β 6=α
[
Eα(K)− Eβ(K)
]−2
× Tr
[
Pα(K)
∂2M (K)
∂Ka∂Kb
Pβ(K)
∂M (K)
∂Kc
−Pα(K)∂M (K)
∂Kc
Pβ(K)
∂2M (K)
∂Ka∂Kb
]
+
∑
β 6=α
[
Eα(K)− Eβ(K)
]−3
× Tr
[
− 2Pα(K)∂M (K)
∂Ka
Pα(K)
∂M (K)
∂Kb
Pβ(K)
∂M (K)
∂Kc
+Pα(K)
∂M (K)
∂Ka
Pβ(K)
∂M (K)
∂Kb
Pα(K)
∂M (K)
∂Kc
+Pβ(K)
∂M (K)
∂Ka
Pα(K)
∂M (K)
∂Kb
Pα(K)
∂M (K)
∂Kc
]
+
∑
β,γ 6=α
[
Eα(K)− Eβ(K)
]−1[
Eα(K)− Eγ(K)
]−2
× Tr
[
Pα(K)
∂M (K)
∂Ka
Pβ(K)
∂M (K)
∂Kb
Pγ(K)
∂M (K)
∂Kc
+Pβ(K)
∂M (K)
∂Ka
Pα(K)
∂M (K)
∂Kb
Pγ(K)
∂M (K)
∂Kc
−Pγ(K)∂M (K)
∂Ka
Pβ(K)
∂M (K)
∂Kb
Pα(K)
∂M (K)
∂Kc
−Pβ(K)∂M (K)
∂Ka
Pγ(K)
∂M (K)
∂Kb
Pα(K)
∂M (K)
∂Kc
]}
− (b↔ c) , (40)
see Appendix B. From both, (39) and (40), we can easily
check the divergence condition (33).
In the following sections we shall use (37) and (40)
to calculate numerically the geometric flux densities and
their derivatives for metastable H atoms. We will be espe-
cially interested in the flux densities in three-dimensional
subspaces of K space. We will, for instance, consider the
cases where the electric field E is kept constant and only
a magnetic field B varies or vice versa. The geometric flux
densities (29), (37) are then equivalent to three-dimen-
sional complex vector fields. Indeed, let us consider the
case that only three components of K, Ka1 , Ka2 and Ka3 ,
are varied. The vectors
L ≡
L1L2
L3
 =
κ−11 0 00 κ−12 0
0 0 κ−13
Ka1Ka2
Ka3
 (41)
span the effective parameter space which is now three di-
mensional. In (41) we multiply the Kai with constants
1/κi which, in the following, will be chosen conveniently.
We shall, for instance, always choose the κi such that the
Li have the same dimension for i = 1, 2, 3. We define the
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geometric flux-density vectors in L space as
J
(L)
α,i (L) =
∑
j,k
ǫijk Yα,ajak(K(L))κjκk ,
J(L)α (L) =

J
(L)
α,1 (L)
J
(L)
α,2 (L)
J
(L)
α,3 (L)
 (42)
where i, j, k ∈ {1, 2, 3}. The curve C (25) and the surface
F (27) live now in L space. With the ordinary surface
element in L space
dfLi =
1
2
ǫijk dLj ∧ dLk (43)
we get for the geometric phase (28)
γα(C) =
∫
F
J(L)α (L) df
L . (44)
From (33) we find that
divJ(L)α (L) = 0 (45)
wherever (11) holds. That is, the vector fields J
(L)
α can
have sources or sinks only at the points where the com-
plex eigenvalues (10) of M (K) become degenerate. More
precisely, we see from (37) that J
(L)
α can have such sin-
gularities only where Eα(K(L)) becomes degenerate with
another eigenvalue Eβ(K(L)) (β 6= α). This is, of course,
well known [1]. From (36) we can also calculate the curl
of J
(L)
α :(
rotJ(L)α (L)
)
i
= ǫijk
∂
∂Lj
J
(L)
α,k (L)
= 2
∂
∂Kaj
Yα,aiaj (K(L))κiκ
2
j . (46)
Knowledge of both, divJ
(L)
α and rotJ
(L)
α , will allow us an
easy understanding of the behaviour of the geometric flux
density vectors for concrete cases in Section 5 below.
4 Structure of phases and flux densities from
rotational invariance
In this section we shall discuss what we can learn from
rotational invariance about the geometric phases and flux
densities for the metastable hydrogen states.
4.1 Proper rotations
We consider the mass matrix M (E(t),B(t)) of (2). Let
R ∈ SO(3) be a proper rotation
R : xi → Rij xj ,
R = (Rij) , detR = 1 . (47)
We denote by R its representation in the n = 2 subspace
of the hydrogen atom. We have then
RM (E,B)R−1 = M (RE, RB) . (48)
This shows that M (E ,B) and M (RE, RB) have the same
set of eigenvalues. Since we have assumed non-degeneracy
of the eigenvalues of M (E ,B), see (11), the same holds for
M (RE , RB). Moreover, SO(3) is a continuous and con-
nected group, therefore the numbering of the eigenvalues,
as explained in Appendix A, cannot change with R. Thus,
we get
Eα(RE, RB) = Eα(E,B) . (49)
For the resolvent, cf. (15) with n = 1, we find
R(ζ −M (E,B))−1R−1 = (ζ −M (RE, RB))−1 , (50)∑
α
(
ζ − Eα(E,B)
)−1RPα(E ,B)R−1
=
∑
α
(
ζ − Eα(RE, RB)
)−1
Pα(RE, RB) . (51)
With (49) we get from (51)
RPα(E,B)R−1 = Pα(RE, RB) . (52)
Note that for the states themselves we can only conclude
that |α,RE, RB) and R|α,E ,B) must be equal up to a
phase factor.
With the identification of (E,B) and K of (5) we can
now decompose the 6× 6 flux density matrices Yα,ab (29)
into 3× 3 submatrices corresponding to the E and B and
mixed E,B differential forms (see Appendix C of [12]). We
have with α ∈ I, the index of a metastable state,
Yα,ab(K) dKa ∧ dKb = I(E)α,jk(E ,B) dEj ∧ dEk
+ I(B)α,jk(E ,B) dBj ∧ dBk
+ I(E,B)α,jk (E ,B) dEj ∧ dBk , (53)
where
I(E)α,jk(E,B) + I(E)α,kj(E,B) = 0 ,
I(B)α,jk(E,B) + I(B)α,kj(E,B) = 0 . (54)
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From (2), (29), (37), (38), (53) and (54) we obtain
I(E)α (E ,B) =
(I(E)α,jk(E ,B)) ,
I(E)α,jk(E ,B) =
i
2
∑
β 6=α
[
Eα(E,B)− Eβ(E,B)
]−2
× Tr[Pα(E,B)DjPβ(E ,B)Dk − (j ↔ k)]
=
i
2
1
2πi
∮
Sα
dζ Tr
[
1
ζ −M (E,B)
×Dj
1
(ζ −M (E,B))2Dk
]
,
(55)
I(B)α (E ,B) =
(I(B)α,jk(E ,B)) ,
I(B)α,jk(E ,B) =
i
2
∑
β 6=α
[
Eα(E,B)− Eβ(E,B)
]−2
× Tr[Pα(E,B)µjPβ(E ,B)µk − (j ↔ k)]
=
i
2
1
2πi
∮
Sα
dζ Tr
[
1
ζ −M (E,B)
× µ
j
1
(ζ −M (E,B))2µk
]
, (56)
I(E,B)α (E ,B) =
(I(E,B)α,jk (E ,B)) ,
I(E,B)α,jk (E ,B) = i
∑
β 6=α
[
Eα(E ,B)− Eβ(E ,B)
]−2
× Tr[Pα(E,B)DjPβ(E ,B)µk
−Pα(E,B)µkPβ(E ,B)Dj
]
= i
1
2πi
∮
Sα
dζ Tr
[
1
ζ −M (E ,B)
×Dj
1
(ζ −M (E,B))2µk
]
.
(57)
As explained in general in (41) ff. we introduce the geomet-
ric flux-density vectors J
(E)
α (E,B) and J
(B)
α (E,B) with
components
J
(E)
α,i (E ,B) = ǫijk I(E)α,jk(E ,B) ,
J
(B)
α,i (E ,B) = ǫijk I(B)α,jk(E ,B) ; (58)
see also Appendix C of [12].
From (53) to (57) we get the decomposition of the 6×6
matrix
(
Yα,ab
)
in terms of 3× 3 submatrices
(
Yα,ab
)
=
 I(E)α 12I(E,B)α
− 12
(I(E,B)α )T I(B)α
 . (59)
The rotational properties of I(E)α , I(B)α and I(E,B)α are
now easily obtained from (48) to (52) and (55) to (57)
using
R−1DjR = RjkDk ,
R−1µ
j
R = Rjkµk . (60)
We get
R I(E)α (E,B)RT = I(E)α (RE, RB) ,
R I(B)α (E,B)RT = I(B)α (RE , RB) ,
R I(E,B)α (E,B)RT = I(E,B)α (RE, RB) . (61)
4.2 Improper rotations
For improper rotations, R ∈ O(3) with detR = −1, we
have no invariance due to the PV term δMPV in the
mass matrix (3). In fact, we are especially interested in
PV effects coming from this term. In this subsection we
shall decompose the geometric flux densities (53) to (58)
into PC and PV parts.
It is clearly sufficient to consider just one improper
rotation, the parity transformation
P : x→ P x = −x . (62)
In the n = 2 subspace of the hydrogen atom this is rep-
resented by a matrix P which transforms the electric and
magnetic dipole operators as follows
P−1Dj P = −Dj ,
P−1 µ
j
P = µ
j
. (63)
The mass matrix M˜ 0 (3) is, of course, not invariant under
P and we have
PM 0 P−1 = M 0 , (64)
PMPV P−1 = −MPV , (65)
P M˜ 0 P−1 = P(M 0 + δMPV)P−1
= M 0 − δMPV . (66)
Clearly, since δ ≈ 7.57×10−13 is very small (see Appendix
A), it is useful to consider the case where it is set to zero,
that is, where parity is conserved. We denote the quan-
tities corresponding to this case by M (0), E
(0)
α , P
(0)
α etc.
We have then from (2) and (3)
M
(0)(E,B) = M 0 −D · E − µ · B , (67)
M (E,B) = M (0)(E ,B) + δMPV . (68)
For the PC quantities we find from (63), (64) and (67)
PM (0)(E ,B)P−1 = M (0)(−E,B) , (69)
E(0)α (E,B) = E
(0)
α (−E ,B) , (70)
P P(0)α (E ,B)P−1 = P(0)α (−E ,B) . (71)
Here (70) and (71) need some further discussion; see Ap-
pendix C.
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Due to time reversal (T) invariance1 and condition (11)
Eα(E,B) gets no contribution linear in δ, that is, linear in
the PV term δMPV; see [51,52]. Neglecting higher order
terms in δ we have, therefore,
Eα(E,B) = E
(0)
α (E ,B) = E
(0)
α (−E,B) . (72)
Rotational invariance (49) implies then that Eα(E ,B) must
be a function of the P-even invariants one can form from
E and B:
Eα(E ,B) ≡ Eα(E2,B2, (E · B)2) . (73)
In Subsection 4.3 below we present the analogous anal-
ysis in terms of invariants for the geometric flux densities
(55) to (58). For the case of no P-violation we easily find
from (63) and (69) that I(E)α (E,B) and I(B)α (E,B) must be
even, whereas I(E,B)α (E,B) must be odd under E → −E.
This allows us to define generally, without any expansion
in δ, the PC and PV parts of the geometric flux densities
as follows:
I(E)PCα (E,B) =
1
2
[
I(E)α (E,B) + I(E)α (−E,B)
]
, (74)
I(E)PVα (E,B) =
1
2
[
I(E)α (E,B)− I(E)α (−E,B)
]
, (75)
I(B)PCα (E,B) =
1
2
[
I(B)α (E,B) + I(B)α (−E,B)
]
, (76)
I(B)PVα (E,B) =
1
2
[
I(B)α (E,B)− I(B)α (−E,B)
]
, (77)
I(E,B)PCα (E,B) =
1
2
[
I(E,B)α (E ,B)− I(E,B)α (−E,B)
]
,
(78)
I(E,B)PVα (E,B) =
1
2
[
I(E,B)α (E ,B) + I(E,B)α (−E,B)
]
.
(79)
These combine to
Iα(E ,B) = IPCα (E,B) + IPVα (E ,B) , (80)
for Iα = I(E)α , I(B)α and I(E,B)α .
Using now the expansion in the small PV parameter
δ up to linear order we get for the PC fluxes exactly the
expressions (55) to (57) but with M (E ,B), Pα,β(E ,B),
Eα(E,B) replaced by the corresponding quantities for δ =
0, that is, M (0)(E,B) etc. For the PV fluxes we have to
expand the expressions (55) to (57) up to linear order in
δ. This is easily done and leads to
I(E)PVα,jk (E,B) = δ
i
2
1
2πi
∮
Sα
dζ Tr
[
1
ζ −M (0)(E,B)
MPV
× 1
ζ −M (0)(E,B)
Dj
1(
ζ −M (0)(E ,B))2Dk − (j ↔ k)
]
(81)
1 Here we disregard the T-violating complex phase in the
Cabibbo-Kobayashi-Maskawa Matrix. This is justified since we
are dealing with a flavour diagonal process.
and analogous expressions for I(B)PVα and I(E,B)PVα . These,
the derivation of (81), and further useful expressions for
PV fluxes, are given in Appendix C.
4.3 Expansions for flux densities
We can now write down the expansions for the geometric
flux densities (55) to (57) following from rotational invari-
ance and the parity transformation properties. In these
expansions we encounter invariant functions
gαr ≡ gαr (E2,B2, (E ·B)2) ,
hαr ≡ hαr (E2,B2, (E · B)2) ,
r = 1, . . . , 15 , (82)
which are, in general, complex valued. Our notation is
such that the terms with the gαr are the parity conserving
(PC) ones, the terms with the hαr the parity violating (PV)
ones. We find the following:
I(E)α,jk(E ,B) =
1
2
ǫjklJ
(E)
α,l (E ,B) ,
J(E)α (E ,B) = J
(E)PC
α (E ,B) + J
(E)PV
α (E ,B)
= E
[
(E · B) gα1 + hα1
]
+B
[
gα2 + (E · B)hα2
]
+ (E ×B) [(E · B) gα3 + hα3 ] , (83)
I(E,B)α,jk (E ,B) = I(E,B)PCα,jk (E ,B) + I(E,B)PVα,jk (E ,B)
=
1
2
ǫjkl
{
El
[
gα4 + (E · B)hα4
]
+ Bl
[
(E · B) gα5 + hα5
]
+ (E ×B)l
[
gα6 + (E ·B)hα6
]}
+ δjk
[
(E · B) gα7 + hα7
]
+ (EjEk − 1
3
δjk E
2)
[
(E · B) gα8 + hα8
]
+ (BjBk − 1
3
δjk B
2)
[
(E ·B) gα9 + hα9
]
+ (EjBk + EkBj − 2
3
δjk (E ·B))
[
gα10 + (E · B)hα10
]
+
[Ej (E ×B)k + Ek (E ×B)j] [(E ·B) gα11 + hα11]
+
[Bj (E ×B)k + Bk (E ×B)j] [gα12 + (E ·B)hα12] ,
(84)
I(B)α,jk(E ,B) =
1
2
ǫjklJ
(B)
α,l (E,B) ,
J(B)α (E ,B) = J
(B)PC
α (E ,B) + J
(B)PV
α (E,B)
= E
[
(E · B) gα13 + hα13
]
+B
[
gα14 + (E · B)hα14
]
+ (E ×B) [(E · B) gα15 + hα15] . (85)
In the next section we shall discuss specific examples
where the general expansions (83) to (85) will prove to be
very useful.
5 Specific Cases
In this section we shall illustrate the structures of the ge-
ometric flux densities for specific cases. First, we analyti-
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cally derive the geometric flux densities J
(B)
α (E = 0,B) in
magnetic field space for vanishing electric field and com-
pare the results with numerical calculations. In that case
the flux densities give rise only to P-conserving geomet-
ric phases. We then analyse the structure of J
(E)
α (E ,B)
in electric field space together with a constant magnetic
field B = B3 e3. Here, we will obtain P-violating geometric
phases. As a further example we investigate the geometric
flux densities in the mixed parameter space of E1, E3 and
B3 together with a constant magnetic field B = B2 e2.
5.1 A magnetic field B and E = 0
Starting from the general expression (85) for J
(B)
α (E ,B),
we immediately find for J
(B)
α (E = 0,B)
J(B)α (0,B) = B g
α
14 (86)
where gα14 = g
α
14(B
2) only depends on the modulus squared
of the magnetic field.
Because of (45) we have
∇B · J(B)α (0,B) = 0 (87)
for b ≡ B2 6= 0. Inserting (86) in (87) we get
0 = ∇B ·
(
B gα14(b)
)
= 3 gα14(b) + 2 b ∂bg
α
14(b) (88)
with the solution
gα14(b) = a
αb−
3
2 = aα|B|−3 (89)
where aα is an integration constant. Therefore, from the
rotational invariance arguments above we find already
J(B)α (0,B) = a
α B
|B|3 . (90)
This is the field of a Dirac monopole of strength aα at
B = 0. A detailed calculation of aα for the 2S states is
presented in Appendix D. The resulting flux-density vec-
tor field is real and P-conserving. It reads
J(B)α (0,B) =

− B
|B|3
, for α = 9 ,
B
|B|3
, for α = 11 ,
0 , for α = 10, 12 .
(91)
We recall that the states with labels α = 9, 10, 11, and 12
are connected to the 2S states with (F, F3) = (1, 1), (1, 0),
(1,−1), and (0, 0), respectively; see Appendix A, Table 2
ff.
Comparing this exact result with numerical calcula-
tions, we can extract an estimate for the error of Jα in
parameter spaces other than that of the magnetic field. For
103 equidistant grid points in a cubic parameter space vol-
ume [−1mT, 1mT]3, at which the vectors J(B)11 (0,B) are
−1
−0.5
0
0.5
1
−1 −0.5 0 0.5 1
B1/B0
B 2
/
B 0
Fig. 3. Visualisation of the P-conserving flux-density vector
field Jˆ
(B)PC
α (0,B) (94) for α = 11 and η = 10
−2 in magnetic
field parameter space at B3 = 0.
evaluated, we obtain numerically the following deviations
from the vector field structure given in (91):
||J(B)11 (0,B)| · |B|2 − 1| . 5× 10−12 ,∣∣∣∣∣ J(B)11 (0,B)|J(B)11 (0,B)| ×
B
|B|
∣∣∣∣∣ . 8× 10−13 . (92)
Since the data type used for the numerical calculations has
a precision of approximately 16 digits, we find the results
(92) to be in good agreement with the analytic expression
(91).
Figure 3 illustrates the numerical results for J
(B)
α (0,B)
with α = 11 in the B3 = 0 plane.
Here and in the following we find it convenient to plot
dimensionless quantities. Therefore, we choose reference
values for the electric and magnetic field strengths
E0 = 1V/cm ,
B0 = 1mT . (93)
We label the axes in parameter space by Bi/B0 and plot
the vectors
Jˆ(B)α = η J
(B)
α B20 . (94)
Here η is a rescaling parameter chosen such as to bring
the vectors in the plots to a convenient length scale. The
dimensionless geometric phases, see (26), (28), and (44),
are then given by the flux of this dimensionless vector field
(94) through a surface in this space of Bi/B0 and divided
by η.
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For any curve C = ∂F in B space we get for the geo-
metric phases from (44) and (91)
γα(C) =
∫
F
J(B)α (B) df
(B)
=

−ΩC , for α = 9 ,
+ΩC , for α = 11 ,
0 , for α = 10, 12 .
(95)
Here ΩC is the solid angle spanned by the curve C. This
is in accord with the expectation for a spin 1 system; see
[2].
5.2 An electric field E together with a constant
magnetic field
We now consider the case of geometric flux densities in
electric field space with a constant magnetic field B =
B3 e3 with B3 > 0. Here we find from (83)
J(E)PCα (E ,B3 e3) = E E3B3 gα1 + B3
 E2E3B3 gα3−E1E3B3 gα3
gα2
 ,
(96)
J(E)PVα (E ,B3 e3) = E hα1 + B3 e3 E3B3 hα2
+ (E2 e1 − E1 e3)B3 hα3
= E hα1 + B3
 E2 hα3−E1 hα3
E3B3 hα2
 , (97)
where gα1,2,3 and h
α
1,2,3 may in general depend on E
2, B23
and (E3B3)2 and α ∈ {9, 10, 11, 12}. In our case B3 is con-
stant. We have, therefore,
gαi = g
α
i (E
2
T , E23 ) ,
hαi = h
α
i (E
2
T , E23 ) ,
(i = 1, 2, 3) (98)
with
E
2
T = E21 + E22 . (99)
In the following we give the results of numerical eval-
uations of the PC and PV flux-density vectors (96) and
(97), respectively. We split the PV vectors into the con-
tributions from the nuclear-spin independent (i = 1) and
dependent (i = 2) PV interactions
J(E)PV = J(E)PV1 + J(E)PV2 . (100)
Here the J(E)PVi are defined as in (81) but with δ replaced
by δi and MPV replaced by M
(i)
PV (i = 1, 2); see (A.5) and
(A.6). Again we shall plot dimensionless vectors
Jˆ(E)PCα (E,B3 e3) = ηα J(E)PCα (E,B3 e3) E20 , (101)
Jˆ(E)PViα (E,B3 e3) = η′α,i J(E)PViα (E,B3 e3) E20 (102)
−1
−0.5
0
0.5
1
−1 −0.5 0 0.5 1
E2/E0
E 3
/
E 0
Fig. 4. Visualisation of the real part of the P-conserving flux-
density vector field Jˆ
(E)PC
9 (E,B3 e3) (101) in electric field pa-
rameter space at E1 = 1V/cm. A constant magnetic field with
B3 = 1mT is applied. The scaling factor in (101) is chosen as
η9 = 2.5× 104.
with E0 from (93) and ηα and η′α,i conveniently chosen.
As an example of a PC flux-density vector field we
present in Figure 4 the results of a numerical calculation
of J
(E)PC
9 (E ,B3 e3) for B3 = 1mT.We recall that the state
with α = 9 is connected to the 2S state with (F, F3) =
(1, 1); see Appendix A. We plot the dimensionless vectors
(101) with the scaling factor chosen as η9 = 2.5 × 104.
Comparing with (96) we see that here the dominant term
is the one proportional to gα2 :
J
(E)PC
9 (E ,B3 e3) ≈ B3 g92(E2T , E23 ) e3 (103)
with g92(E
2
T , E23 ) being practically constant.
The numerical results shown in Figure 4 reveal a large
sensitivity of the flux-density vector field J
(E)PC
9 to the
normalisation of the dipole operator D. Indeed, suppose
that we make in our calculations the replacement
D → λD (104)
with λ a positive real constant. From the mass matrix
(2) and from I(E)9 in (55) we find the following scaling
behaviour for J
(E)PC
9
J
(E)PC
9 (E,B3 e3)
∣∣∣
λD
= λ2 J
(E)PC
9 (λE ,B3 e3)
∣∣∣
D
. (105)
Since our calculations show that J
(E)PC
9 is practically con-
stant for the range of fields explored here we get
J
(E)PC
9 (E ,B3 e3)
∣∣∣
λD
≈ λ2 J(E)PC9 (E ,B3 e3)
∣∣∣
D
. (106)
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Fig. 5. Visualisation of the real part of the P-conserving flux-
density vector field Jˆ
(E)PC
9 (E,B3 e3) (101) in electric field pa-
rameter space at E1 = 1V/cm. A constant magnetic field with
B3 = 1µT is applied. The scaling factor in (101) is chosen as
η9 = 450.
Therefore, measurements of J
(E)PC
9 (E ,B3 e3) for the setup
considered here are highly sensitive to deviations of the
normalisation of D from the standard expression as given
in Table 4.
As an example we calculate the PC geometric phase
for the following path in E space
C : z → E(z) =
1.0 + 0.5× sin(200 π z)0.5× cos(200 π z)
1.0
 V/cm ,
z ∈ [0, 1] . (107)
That is, we consider a path circling 100 times in the
E1−E2 plane which is orthogonal to the flux direction for
α = 9; see (103) and Figure 4. For the constant magnetic
field chosen there, B3 = 1mT, we obtain for α = 9
γ9(C) = 5.89× 10−4 − 5.25× 10−5 i . (108)
Decreasing the constant magnetic field B3 we get larger
geometric phases. Numerical results of the flux-density
vector field J
(E)PC
9 (E,B3 e3) for B3 = 1µT are presented
in Figure 5. There, the scaling factor is chosen as η9 = 450.
For the curve (107), B3 = 1µT, and α = 9 we obtain
γ9(C) = 0.0340− 0.00596 i . (109)
As an example of a PV flux-density vector field we
present the numerical results for J
(E)PV2
9 in Figure 6. We
find both, the real and the imaginary part of
J
(E)PV2
9 (E ,B3 e3) to represent a flow, circulating around
the e3-axis, with vanishing third component. That is, in
−1
−0.5
0
0.5
1
−1 −0.5 0 0.5 1
E1/E0
E 2
/
E 0
Fig. 6. Visualisation of the real part of the nuclear spin depen-
dent P-violating flux-density vector field Jˆ
(E)PV2
9 (E,B) (102)
in electric field parameter space at E3 = 1V/cm with an ad-
ditional constant magnetic field B = B3 e3, B3 = 1µT. The
scaling factor in (102) is chosen as η′9,2 = 400/δ2.
(97) for α = 9 the terms involving h91 and h
9
2, respectively,
come out numerically to be negligible compared to the
terms involving h93. We may hence write
J
(E)PV2
9 (E,B3 e3) ≈ B3 h93(E2T , E23 )
 E2−E1
0
 . (110)
This is corroborated by numerical studies. For |Ej| ≤ E0
(j = 1, 2, 3) with E0 from (93) we find
|Re e3 J(E)PV29 |
|ReJ(E)PV29 |
. 6× 10−11 (111)
and
|E1Ree1 J(E)PV29 + E2Re e2 J(E)PV29 |
|ReJ(E)PV29 |
√
E21 + E22
. 2.5× 10−11 .
(112)
Results similar to (111) and (112) hold for the imagi-
nary part ImJ
(E)PV2
9 (E,B3 e3) and for J(E)PV19 (E ,B3 e3).
Thus, also J
(E)PV1
9 has to a good approximation the struc-
ture (110).
The antisymmetry of ReJ
(E)PV2
9 (E,B3 e3) with respect
to E → −E, see (97), is confirmed numerically at the same
level of accuracy. We find∣∣∣∣∣ |ReJ
(E)PV2
9 (E ,B3 e3)|
|ReJ(E)PV29 (−E,B3 e3)|
− 1
∣∣∣∣∣ . 2.5× 10−10 (113)
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and
|ReJ(E)PV29 (E ,B3 e3) + ReJ(E)PV29 (−E,B3 e3)|
|ReJ(E)PV29 (E ,B3 e3)|
. 2.5× 10−10. (114)
Similar numerical results are also obtained for
ImJ
(E)PV2
9 (E ,B3 e3) and for the real and imaginary parts
of J
(E)PV1
9 (E,B3 e3).
5.3 The mixed parameter space of E1, E3, B3 together
with a constant magnetic field
In our last example we discuss the parameter space spanned
by the vectors
L ≡
L1L2
L3
 =
E−10 0 00 E−10 0
0 0 B−10
 E1E3
B3
 , (115)
see (41) ff. and (93). In addition we assume the presence
of a constant magnetic field B = 1µT e2. The values cho-
sen for E0 and B0 in (93) and (115) should represent the
typical range of electric and magnetic field variations, re-
spectively, for a given experiment. Our choice here is mo-
tivated by the discussion of the longitudinal spin echo ex-
periments in [14]. For other experiments different choices
of E0 and B0 will be appropriate.
From (41), (42), and (55) to (59) we find
J(L)α (E,B) =
E0B0 0 00 E0B0 0
0 0 E20

 I
(E,B)
α,33 (E ,B)
−I(E,B)α,13 (E ,B)
2 I(E)α,13(E ,B)
 .
(116)
Here again α ∈ {9, 10, 11, 12} labels the metastable state,
see Table 2 of Appendix A, to which the geometric flux
density corresponds. Inserting in (116) the expressions
from (83) and (84) we get for the PC and PV parts of
J
(L)
α (E ,B)
J(L)PCα (E ,B) =
B3E3 g˜α1 + B3E1 g˜α2B3E3 g˜α3 + B3E1 g˜α4
g˜α5 + E1E3 g˜α6
 , (117)
J(L)PVα (E ,B) =
 h˜α1 + E1E3 h˜α2h˜α3 + E1E3 h˜α4
B3E3 h˜α5 + B3E1 h˜α6
 , (118)
where the functions g˜αi and h˜
α
i , i ∈ {1, . . . , 6}, may in
general depend on E21 , E23 and B23; see Appendix D.
For ease of graphical presentation we shall multiply
the J
(L)
α with scaling factors η. Thus we define
Jˆ(L)PCα (E,B) = ηα J
(L)PC
α (E,B) , (119)
Jˆ(L)PViα (E,B) = η
′
α,i J
(L)PVi
α (E,B) ,
(i = 1, 2) . (120)
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Fig. 7. Visualisation of the 1 and 2 components of the real part
of the P-conserving flux-density vector field Jˆ
(L)PC
9 (E,B) (119)
at B3 = 143µT. The scaling factor is chosen as η9 = 2.5× 104.
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Fig. 8. Visualisation of the 1 and 2 components of the
imaginary part of the P-conserving flux-density vector field
Jˆ
(L)PC
9 (E,B) (119) at B3 = 143µT. The scaling factor is cho-
sen as η9 = 2.7× 105.
In the Figures 7 to 11 we illustrate the results of our
numerical calculations of (119) and (120) for the geomet-
ric flux densities of the state with α = 9, that is, the
state connected with the 2S, (F, F3) = (1, 1) state; see
Appendix A, Table 2. For 303 grid points in the parame-
ter space volume [−E0, E0]2× [−0.2B0, 0.2B0] we find that
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Fig. 9. Visualisation of the 1 and 2 components of the real part
of the nuclear spin dependent P-violating flux-density vector
field Jˆ
(L)PV2
9 (E,B) (120) at B3 = 143µT. The scaling factor
is chosen as η′9,2 = 10
4/δ2.
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Fig. 10. Visualisation of the 1 and 2 components of the real
part of the nuclear spin dependent P-violating flux-density vec-
tor field Jˆ
(L)PV2
9 (E,B) (120) at B3 = 86µT. The scaling factor
is chosen as η′9,2 = 4× 103/δ2.
numerically
|Re e3 Jˆ(L)PC9 | . 0.2
[
(Re e1 Jˆ
(L)PC
9 )
2
+ (Re e2 Jˆ
(L)PC
9 )
2
] 1
2
. (121)
An analogous relation holds for Im Jˆ
(L)PC
9 (E ,B). This jus-
tifies the presentation of these flux-density vector fields
−0.2
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Fig. 11. Visualisation of the 1 and 3 components of the real
part of the nuclear spin dependent P-violating flux-density
vector field Jˆ
(L)PV2
9 (E,B) (120) at E3 = 0. In order to re-
solve the structure more clearly the scaling factor is chosen as
η′9,2 = 2× 105 |B3/B0|2/δ2.
in the E1 − E3 plane as representative vector field struc-
tures. Investigating the dependencies of J
(L)
9 (E ,B) on E1,
E3 and B3 we find our numerical results to be consistent
with the analytic structures in (117) and (118). We recall
from (45) that Jˆ
(L)PC
9 is divergence free and, thus, gen-
erated by a non-vanishing vortex distribution rotJ
(L)PC
9 .
We have calculated this quantity numerically using (46)
and find rotJ
(L)PC
9 to be in agreement with a direct eval-
uation using a fit function representing Jˆ
(L)PC
9 .
Examples of PV flux-density vector fields are shown in
Figures 9 to 11. Again, the full three-dimensional vector
fields are divergence free and thus represent flows without
sources or sinks. Note that in Figure 11 we have chosen
a scaling factor depending on B3 since the magnitude of
the vector J
(L)PV2
9 (E ,B) shows a strong increase towards
B3 = 0.
The emergence of non-vanishing imaginary parts of the
flux-density vector fields, for example, in the parameter
space considered in the present section, see Figure 8, leads
to an interesting phenomenon. Let us consider a closed
curve C, being the boundary of a surface F , in L space
(115). We parametrise C as
C : z → L(z) ,
0 ≤ z ≤ 1 ,
L(0) = L(1) , (122)
cf. (25), (27). We suppose that over a time interval [0, T ]
this curve in parameter space is run through by the system
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in the following way:
t→ z(t) = t
T
,
0 ≤ t ≤ T ,
C : t→ L(z(t)) . (123)
We consider the adiabatic limit where T becomes very
large.We shall also consider that the system is run through
the curve C in the reverse direction:
t→ z¯(t) = T − t
T
= 1− z(t) ,
0 ≤ t ≤ T ,
C¯ : t→ L(z¯(t)) . (124)
Suppose now that we have at t = 0 the atom in the
initial state ψα(0), see (21). We change the parameters L
along the curve C as in (123). From (21) to (23) we find
the decrease of the norm of the state at time T to be
|ψα(T )|2
|ψα(0)|2 = exp [+2 Imϕα(T )− 2 Im γα(T )] . (125)
Here 2 Imϕα(T ) and 2 Im γα(T ) are the contributions due
to the dynamic and geometric phases, respectively,
2 Imϕα(T ) = T 2 Im
∫ 1
0
dz Eα(L(z)) ,
2 Imγα(T ) = 2 Im
∫
F
J(L)α (L) df
L ; (126)
see (26) and (44). From (125) we can define an effective
decay rate for the state α under the above conditions as
Γα,eff(C, T ) = 1
T
[−2 Imϕα(T ) + 2 Im γα(T )]
= −2 Im
∫ 1
0
dz Eα(L(z))
+
2
T
Im
∫
F
J(L)α (L) df
L . (127)
Note that this effective decay rate depends, of course, on
the curve C and that the geometric contribution is sup-
pressed by a factor 1/T relative to the dynamic contribu-
tion. From (125) and (127) we get for the decrease of the
norm of the state
|ψα(T )|2
|ψα(0)|2 = exp [−Γα,eff(C, T )T ] . (128)
Now we start again with the state ψα(0) at time t = 0
but we change the parameters L along the reverse curve
C¯ (124). It is easy to see that the dynamic term in (127)
does not change whereas the geometric term changes sign,
Γα,eff(C¯, T ) = −2 Im
∫ 1
0
dz Eα(L(z))
− 2
T
Im
∫
F
J(L)α (L) df
L . (129)
+
Fig. 12. The curve C (130) in the parameter space E1, E3, B3.
The circle is run through twice.
Thus, the effective decay rate depends on the geometry
and reversing the sense of the running through our closed
curve in parameter space changes the sign of the geometric
part.
As a concrete example we choose a constant magnetic
field B2 e2 with B2 = 1µT and the following curve in L
space
C : z → L(z) =
 E1(z)/E0E3(z)/E0
B3(z)/B0
 ,
E1(z) = 0.8V/cm ,
E3(z) = 0.5× cos(4 π z)V/cm ,
B3(z) = [2 + 2× sin(4 π z)]µT ,
0 ≤ z ≤ 1 ; (130)
see Figure 12. We suppose as in (123) that C is run through
in a time T with z(t) = t/T . In this time the path in pa-
rameter space makes, according to (130), two loops. With
T = 1ms we can meet the adiabaticity requirements as
spelt out in [14] and in Equations (30), (31), and (37) of
[12]. The essential requirement here is that the frequency
ν = 2/T of the external field variation in (130) must be
much less than the transition frequencies ∆E/h between
the Zeeman levels for α = 9, 10, 11. For the external field
of order 1µT we get ∆E/h ≃ 10 kHz which gives the re-
quirement
ν =
2
T
≪ 10 kHz ,
T ≫ 0.2ms . (131)
Calculating now the contributions to the effective decay
rate (127) we find for the state α = 9 which is connected
to the 2S state with (F, F3) = (1, 1), see Appendix A, the
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following
−2 Im
∫ 1
0
dz E9(L(z)) = 1935.2 s
−1 , (132)
2
T
Im
∫
F
J
(L)
9 (L) df
L = −1.8 s−1 . (133)
This leads to
Γ9,eff(C, T ) = 1933.4 s−1 . (134)
For the reverse curve C¯ we find, instead,
Γ9,eff(C¯, T ) = 1937.0 s−1 . (135)
Thus, under the above conditions the effective decay rates
(134) and (135) differ by 1.9‰ and the corresponding
decreases of the norms (128) by 3.6‰. We emphasise that
this difference has its origin in the geometric phase.
To give an example of a PV geometric phase we con-
sider the following curve
C′ : z → L(z) =
 E1(z)/E0E3(z)/E0
B3(z)/B0
 ,
E1(z) = 0 ,
E3(z) = E0 sin(2 π z) ,
B3(z) = 0.1B0 cos(2 π z) ,
0 ≤ z ≤ 1 . (136)
For this curve the PC geometric phases vanish due to the
antisymmetry of e1 · J(E)PCα (E,B3 e3) under (E1, E3) →
(−E1,−E3); see (117). Thus, we get here
γα(C′) = γPVα (C′) = γPV1α (C′) + γPV2α (C′) . (137)
Numerically we find for α = 9 and B2 = 1µT
γPV19 (C′) = (0.00467− 0.000457 i) δ1 , (138)
γPV29 (C′) = (0.0942− 0.00421 i) δ2 . (139)
Assuming now that we can circle the curve C′ N times
we get as geometric phase Nγ9(C′). Thus, the number of
circlings acts as an enhancement factor for the small weak
interaction effects in hydrogen. For N = 104, for example,
we obtain
NγPV9 (C′) = (46.7− 4.57 i) δ1 + (942− 42.1 i) δ2 . (140)
With δ1,2 from Table 1 this gives a phase of the order of
10−9.
6 Conclusions and outlook
In this article we have discussed the geometric phases and
flux densities of the metastable states of hydrogen with
principal quantum number n = 2 in the presence of ex-
ternal electric and magnetic fields. We have provided ex-
pressions for the flux densities and their derivatives suited
for an investigation of their general structure. This was
achieved with the help of representations of the flux den-
sities as complex integrals. For these integrals extensive
use was made of resolvent methods, and the results turned
out to be quite simple and easy to handle. Furthermore,
employing proper and improper rotations we derived the
general structure of the flux densities for the metastable
states. We also obtained expansions of the flux densities
in terms of P-conserving and P-violating contributions.
The flux densities can be visualised in the case of three-
dimensional parameter spaces as vector fields. We gave
three examples of parameter spaces for which we com-
pared analytical with numerical calculations. The results
are consistent regarding the employed numerical precision.
For vanishing electric field the flux densities in magnetic
field space are real and P-conserving – and so are the cor-
responding geometric phases. In this case the flux-density
vector field can be computed analytically and turns out
to be the field of a Dirac monopole sitting at B = 0.
In parameter spaces of both electric and magnetic field
components the flux densities exhibit a rich structure of
P-conserving as well as P-violating vector fields including
both real and imaginary parts. In the general structures
of the flux densities of those cases we encounter functions
which are rotationally invariant; see (83) to (85). These
functions contain all the information on the mass matrix
and the electric and magnetic dipole matrices which one
can obtain from the measurement of the geometric phases
for the system considered.
In Section 5 we have calculated geometric phases for
various situations and, surely, the question arises about
their possible measurements. Present experiments can
reach a precision in phase measurements of about 10−5 rad
[53]. Thus, the PC phases (95), (108), (109) and the change
of decay rate (134) and (135) should be within reach of
these experiments. The PV phases for hydrogen certainly
need further theoretical and experimental efforts to bring
them to a practically measurable level.
The general representations for the flux densities as
complex integrals are, of course, easily transferred to other
atomic systems having stable or metastable states, for in-
stance, to the states of n = 2 helium. Similarly, the anal-
ysis of the consequences of rotational invariance and of P
violation in Section 4 goes through unchanged for other
atomic systems. The only requirement here is that the
coupling of the system to the external electric and mag-
netic fields can be described as in (2) with electric and
magnetic dipole matrices D and µ, respectively. We note
that measuring geometric phases for such systems can give
valuable information on their atomic matrix elements. We
have found for hydrogen that, on the one hand, there is the
case of a pure magnetic field where the flux densities and
geometric phases are simply given by the geometry of the
path run through in parameter space; see Section 5.1. On
the other hand, a large sensitivity on the electric dipole
matrix element was found for the flux densities in elec-
tric field space with the presence of a constant magnetic
field in Section 5.2. We also discussed the change of the
effective decay rates for geometric reasons in Section 5.3.
16 T. Gasenzer et al.: Metastable states of hydrogen and their geometric phases and flux densities
All these phenomena should also occur for other atomic
systems. Measurements of geometric phases could be an
important testing ground for theoretical calculations of
wave functions and matrix elements for atomic systems,
for instance, for He.
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Appendices
A The n = 2 states of hydrogen
In this appendix we collect the numerical values for the
quantities entering our calculations for the hydrogen states
with principal quantum number n = 2. We specify our
numbering scheme for these states. The expressions for
the mass matrix at zero external fields and for the electric
and the magnetic dipole operators are given in Appendix
E.
In Table 1 we present for 11H, where the nuclear spin
is I = 1/2, the numerical values for the weak charges
Q
(κ)
W , κ = 1, 2, the quantities ∆q + ∆q¯, the Lamb shift
L = E(2S1/2)−E(2P1/2), the fine structure splitting ∆ =
E(2P3/2)−E(2P1/2), and the ground state hyperfine split-
ting energy A. We have A = E(1S1/2, F = 1)− E(1S1/2,
F = 0) for hydrogen. We define the weak charges as in
Section 2 of [12] which gives for the proton in the stan-
dard model (SM):
Q
(1)
W = 1− 4 sin2 ϑW ,
Q
(2)
W = −2 (1− 4 sin2 ϑW )
× (∆u +∆u¯−∆d−∆d¯−∆s−∆s¯) . (A.1)
Here ϑW is the weak mixing angle and ∆q +∆q¯ denotes
the total polarisation of the proton carried by the quarks
and antiquarks of species q (q = u, d, s). Note that in
[12] and [47] we adhered to the then usual notation of
∆q for what is now denoted as ∆q + ∆q¯. The quantity
∆u + ∆u¯ − ∆d − ∆d¯ is related to the ratio gA/gV from
neutron β decay:
∆u +∆u¯−∆d−∆d¯ = −gA/gV . (A.2)
The numerical value given in Table 1 is from [27]. The total
polarisation of the proton carried by strange quarks, ∆s+
∆s¯, is still only poorly known experimentally. One finds
values of −0.12 to very small and positive ones quoted
in recent papers; see for instance [54–58]. Therefore, we
assume for our purposes
−0.12 ≤ ∆s+∆s¯ ≤ 0 . (A.3)
Of course, the dependence of Q
(2)
W on ∆s+∆s¯ is, in princi-
ple, very interesting, since this quantity can be determined
in atomic P violation experiments with hydrogen.
We define (see (19) of [12]) the dimensionless constants
δκ = −
√
3G
64π
√
2 r4Bme
Q
(κ)
W
L
(κ = 1, 2) (A.4)
with Fermi’s constant G, the Bohr radius rB and the elec-
tron mass me. We see from Table 1 that varying ∆s+∆s¯
in the range (A.3) corresponds to a 10% shift in δ2. Thus,
a percent-level measurement of δ2 would be most welcome
for a clarification of the role of strange quarks for the nu-
cleon spin.
The mass matrix for zero external fields is given by
M˜ 0 = M 0 + δ1 M
(1)
PV + δ2 M
(2)
PV ; (A.5)
see (22) to (24) of [12] and Table 3 in Appendix E below.
The terms M
(1)
PV and M
(2)
PV correspond to the nuclear-spin
independent and dependent PV interaction, respectively.
As in (C.31) ff. of [12] we define
δ = (δ21 + δ
2
2)
1
2 ,
MPV =
2∑
i=1
δi
δ
M
(i)
PV . (A.6)
The n = 2 states of hydrogen in the absence of P
violation and for zero external fields are denoted by |2LJ ,
1
1H Ref.
L/h 1057.8440(24) MHz [59]
∆/h 10969.0416(48) MHz [59]
A/h 1420.405751768(1) MHz [60]
Q
(1)
W 0.04532(64) (11) of [12]
δ1 −2.78(4) × 10−13 (20) of [12]
∆u+∆u¯
−∆d−∆d¯ 1.2694(28) [27]
∆s+∆s¯ −0.12 0.00 (A.3)
Q
(2)
W −0.1259(18) −0.1151(16) (A.1)-(A.4)
δ2 7.74(11) × 10−13 7.07(10) × 10−13
Table 1. Values of parameters for 11H for numerical cal-
culations. The weak mixing angle in the low energy limit,
sin2 ϑW = 0.23867(16), is taken from [61]. The uncertainty
in δ1 is dominated by the uncertainty of sin
2 ϑW . The uncer-
tainties quoted for Q
(2)
W and δ2 for hydrogen are resulting from
the error of the weak mixing angle. The variation of Q
(2)
W and
δ2 with (∆s+∆s¯) varying in the range (A.3) is given explicitly.
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F, F3), where L, J , F and F3 are the quantum numbers of
the electron’s orbital angular momentum, its total angular
momentum, the total atomic angular momentum and its
third component, respectively.
To give the matrices M 0, M
(1)
PV, M
(2)
PV, D, and µ ex-
plicitly we use the following procedure. The hermitian part
of M 0, that is, (M 0 + M
†
0)/2 is given by the known en-
ergy levels of the n = 2 hydrogen states; see Table 1. The
decay matrix Γ = i(M 0 −M †0) needs a little discussion.
We have (for atoms at rest), see for instance (3.13) of [47],
(2L′J′ , F
′, F ′3|Γ |2LJ , F, F3) = 2π
∑
X
〈X | T |2L′J′ , F ′, F ′3 )∗
× δ(EX − E2) 〈X | T |2LJ , F, F3 ) .
(A.7)
Here, |X〉 denotes the decay states, the atom in a n = 1
state plus photons, and T is the transition matrix. Ro-
tational invariance tells us immediately that the matrix
Γ must be diagonal in (F, F3). We shall neglect P viola-
tion in the decay. Then the non-diagonal matrix elements
between S states (L = 0) and P states (L = 1) must be
zero. The only non-diagonal matrix elements (A.7) which
could be non-zero are, therefore, those for L = L′ = 1,
F = 1, and (J ′, J) = (1/2, 3/2) or (J ′, J) = (3/2, 1/2), re-
spectively. But calculating these matrix elements inserting
the usual formulae for E1 transitions on the r.h.s. of (A.7)
we get zero. Thus, neglecting higher order corrections, the
matrix Γ (A.7) is diagonal. The numerical values for the
diagonal elements of Γ are taken from [37,38].
To calculate the matrices M
(1)
PV, M
(2)
PV, D, and µ we
use the standard Coulomb wave functions for hydrogen.
As in [47] (see Appendix B there) we use for these states
the phase conventions of [62] except for an overall sign
change in all radial wave functions. The matrices M˜ 0,
Dj and µj in this basis are collected in Tables 3 to 5 of
Appendix E (online material only).
Now we discuss the properties, the ordering and the
numbering of the eigenstates of M (E,B) as given in (2).
We are interested only in moderate magnetic fields,
that is, we want to stay below the first level crossing in
the Breit-Rabi diagram, which implies
|B| < 53.8mT . (A.8)
Note that these crossings are only in the real part of the
eigenenergies; see (10). In the region (A.8) degeneracies of
the complex energies (10) occur for B = 0 at arbitrary E.
This is a consequence of time-reversal (T) invariance. For
B = 0 and E 6= 0 we can choose the vector e′3 = E/|E|
as quantisation axis of angular momentum. Then F ′3 is a
good quantum number and time reversal invariance im-
plies that there are corresponding eigenstates of M (E,0)
with quantum numbers F ′3 and −F ′3 and having the same
complex eigenenergies. See Sections 3.3 and 3.4 of [47] for a
proof of this result using resolvent methods. Thus, we have
degeneracies of the complex eigenenergies of M (E ,B) (2)
in the parameter subspace
{(E,B) ; E arbitrary, B = 0)} . (A.9)
By numerical methods we checked that, at least for mod-
erateB fields (A.8), there are no further degeneracy points
or regions.
hydrogen
α |2LˆJ , F, F3,E,B)
1 |2Pˆ3/2, 2, 2,E,B)
2 |2Pˆ3/2, 2, 1,E,B)
3 |2Pˆ3/2, 2, 0,E,B)
4 |2Pˆ3/2, 2,−1,E,B)
5 |2Pˆ3/2, 2,−2,E,B)
6 |2Pˆ3/2, 1, 1,E,B)
7 |2Pˆ3/2, 1, 0,E,B)
8 |2Pˆ3/2, 1,−1,E,B)
9 |2Sˆ1/2, 1, 1,E,B)
10 |2Sˆ1/2, 1, 0,E,B)
11 |2Sˆ1/2, 1,−1,E,B)
12 |2Sˆ1/2, 0, 0,E,B)
13 |2Pˆ1/2, 1, 1,E,B)
14 |2Pˆ1/2, 1, 0,E,B)
15 |2Pˆ1/2, 1,−1,E,B)
16 |2Pˆ1/2, 0, 0,E,B)
Table 2. The numbering scheme for the atomic n = 2 states
of hydrogen.
The eigenstates of M (2) for electric field E and mag-
netic field B equal to zero are the free 2S and 2P states.
We write Lˆ, Pˆ , Sˆ since these states include the parity mix-
ing due to HPV, see (1) of [12]. Thus, the eigenstates of
the mass matrix (2), including the PV part but with elec-
tric and magnetic fields equal to zero, will be denoted by
|2LˆJ , F, F3,E = 0,B = 0). The corresponding states for
the mass matrix without the PV term, that is, with M˜ 0
replaced by M 0 in (2), will be denoted by |2LJ , F, F3,E =
0,B = 0). But it is not convenient to start a numbering
scheme at the degeneracy point (E,B) = (0,0). Therefore,
we consider first atoms in a constant B-field pointing in
positive 3-direction,
B = Be3 , B > 0 . (A.10)
The corresponding eigenstates, denoted by |2LˆJ , F, F3, 0,
Be3), and the corresponding quasi projectors (12) of M
in (2) are obtained from those at B = 0 by continuously
turning on B in the form (A.10). Of course, for B > 0,
F3 still is a good quantum number but this is no longer
true for F . The latter is merely a label for the states.
We now choose a reference field Bref = Brefe3, Bref > 0,
below the first crossings in the Breit-Rabi diagram, for
instance Bref = 0.05mT. We are then at a no-degeneracy
point and number the n = 2 states and quasi projectors
(12) with α = 1, . . . , 16 as shown in Table 2 setting there
(E,B) = (0,Bref). In the next step we consider external
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fields of the form
E
′ =
E10
E3
 , B′ =
 00
B′
 , B′ > 0 , (A.11)
and a continuous path to these fields from the reference
point (E,B) = (0,Bref):
E
′(λ) = λE ′ ,
B
′(λ) = Bref + λ(B
′ −Bref) ,
λ ∈ [0, 1] . (A.12)
Since we encounter no degeneracies for λ ∈ [0, 1] the en-
ergy eigenvalues as well as the quasi projectors are con-
tinuous functions of λ there. This allows us to carry over
the numbering of the quasi projectors from (0,Bref) to all
fields of the form (A.11).
Finally, we consider arbitrary fields (E ,B) with B 6= 0.
We can always find a proper rotation R such that
RE = E ′ , RB = B′ (A.13)
with (E ′,B′) of the form (A.11). From the considerations
of the resolvent in Section 4.1 we conclude that the eigen-
values of M (E ,B) and M (E ′,B′) are equal. There are
also no degeneracies here and, therefore, we can unam-
biguously carry over the numbering of eigenvalues and
quasi projectors from the case (E ′,B′) to the case (E ,B).
The labels α = 1, . . . , 16 in Table 2 for arbitrary (E ,B)
with B 6= 0 correspond to this identification procedure
of eigenenergies and quasi projectors. The corresponding
eigenstates |α,E ,B) of M (E ,B) are defined as the eigen-
states of the quasi projectors
Pα(E,B)|α,E ,B) = |α,E ,B) (A.14)
where we also require (9) to hold. This fixes for given α,
E, B, the state vector up to a phase factor. In all consid-
erations of flux densities only the quasi projectors enter
and thus, such a phase factor in the states is irrelevant.
The choice of phase factor is relevant for the calculation of
the geometric phases via the line integrals (23) and (26).
Then, we always make sure to choose a phase factor being
differentiable along the path considered.
Finally we note that for the case of no P violation, that
is for δ = 0, the numbering of the quasi projectors and the
states |2LJ , F, F3,E,B) is done in a completely analogous
way.
B Relations for the geometric flux densities
In this appendix we derive the representations (38), (39)
and (40) for Yα,ab(K) and its derivatives, respectively. In
the following we will omit the K-dependence of all quan-
tities for abbreviation. We now consider the expression
Xα,ab :=
i
2
1
2πi
∑
β,γ
∮
Sα
dζ
Tr
[
Pβ
∂M
∂Ka
Pγ
∂M
∂Kb
]
(ζ − Eβ)(ζ − Eγ)2 . (B.1)
According to the residue theorem the integral vanishes for
β = γ = α since a pole of third order at ζ = Eα gives a
residual of zero
∮
Sα
dζ
1
(ζ − Eα)3 = 2πi Res(
1
(ζ − Eα)3 ; ζ = Eα) = 0 .
(B.2)
Let D ⊂ C be a simply connected set with Sα entirely
insideD andEσ /∈ D for all σ 6= α; see Figure 2. Therefore,
for β 6= α and γ 6= α the integrand in (B.1) is analytic
on D, and the integral in (B.1) vanishes due to Cauchy’s
integral theorem. The only two remaining cases β = α and
γ 6= α as well as β 6= α and γ = α can be treated using
again the residue theorem. We find easily
Xα,ab =
i
2
∑
γ 6=α
1
(Eα − Eγ)2Tr
[
Pα
∂M
∂Ka
Pγ
∂M
∂Kb
]
+
i
2
∑
β 6=α
−1
(Eα − Eβ)2Tr
[
Pβ
∂M
∂Ka
Pα
∂M
∂Kb
]
=
i
2
∑
β 6=α
1
(Eα − Eβ)2Tr
[
Pα
∂M
∂Ka
Pβ
∂M
∂Kb
]
+
i
2
∑
β 6=α
−1
(Eα − Eβ)2Tr
[
Pα
∂M
∂Kb
Pβ
∂M
∂Ka
]
=
i
2
∑
β 6=α
1
(Eα − Eβ)2Tr
[
Pα
∂M
∂Ka
Pβ
∂M
∂Kb
]
− (a↔ b)
(B.3)
which is exactly Yα,ab, see (37). Thus, we obtain the inte-
gral representation (38) for Yα,ab
Yα,ab = Xα,ab
=
i
2
1
2πi
∮
Sα
dζ Tr
[∑
β
Pβ
ζ − Eβ
 ∂M
∂Ka
×
(∑
γ
Pγ
(ζ − Eγ)2
)
∂M
∂Kb
]
=
i
2
1
2πi
∮
Sα
dζ Tr
[ 1
ζ −M
∂M
∂Ka
1
(ζ −M )2
∂M
∂Kb
]
(B.4)
where we use the relation (15) for the quasi projectors in
the last step.
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In order to calculate the derivatives of Yα,ab we first
derive some useful relations:
0 =
∂
∂Ka
1 =
∂
∂Ka
[
(ζ −M )−1(ζ −M )]
=
∂
∂Ka
[
(ζ −M )−1] (ζ −M )
+ (ζ −M )−1 ∂
∂Ka
[ζ −M ]
⇔ ∂
∂Ka
1
ζ −M =
1
ζ −M
∂M
∂Ka
1
ζ −M , (B.5)
0 =
∂
∂Ka
1 =
∂
∂Ka
[
(ζ −M )−2(ζ −M )2]
=
∂
∂Ka
[
(ζ −M )−2] (ζ −M )2
+ (ζ −M )−2 ∂
∂Ka
[
(ζ −M )2]
⇔ ∂
∂Ka
[
(ζ −M )−2] = (ζ −M )−2
×
(
∂M
∂Ka
(ζ −M ) + (ζ −M ) ∂M
∂Ka
)
(ζ −M )−2
⇔ ∂
∂Ka
1
(ζ −M )2 =
1
(ζ −M )2
∂M
∂Ka
1
ζ −M
+
1
ζ −M
∂M
∂Ka
1
(ζ −M )2 . (B.6)
With (B.5) and (B.6) we obtain from (B.4)
∂
∂Ka
Yα,bc =
i
2
1
2πi
∮
Sα
dζ
{
Tr
[ 1
ζ −M
∂2M
∂Ka∂Kb
1
(ζ −M )2
∂M
∂Kc
]
+Tr
[ 1
ζ −M
∂M
∂Kb
1
(ζ −M )2
∂2M
∂Ka∂Kc
]
+Tr
[ 1
ζ −M
∂M
∂Ka
1
ζ −M
∂M
∂Kb
1
(ζ −M )2
∂M
∂Kc
]
+Tr
[ 1
ζ −M
∂M
∂Kb
1
(ζ −M )2
∂M
∂Ka
1
ζ −M
∂M
∂Kc
]
+Tr
[ 1
ζ −M
∂M
∂Kb
1
ζ −M
∂M
∂Ka
1
(ζ −M )2
∂M
∂Kc
]}
. (B.7)
Using the cyclicity of the trace and performing partial
integrations of the second and fourth summand in (B.7)
we get
∂
∂Ka
Yα,bc =
i
2
1
2πi
∮
Sα
dζ
{
Tr
[ 1
ζ −M
∂2M
∂Ka∂Kb
1
(ζ −M )2
∂M
∂Kc
]
− Tr
[ 1
(ζ −M )2
∂M
∂Kb
1
ζ −M
∂2M
∂Ka∂Kc
]
+Tr
[ 1
ζ −M
∂M
∂Ka
1
ζ −M
∂M
∂Kb
1
(ζ −M )2
∂M
∂Kc
]
− Tr
[ 1
(ζ −M )2
∂M
∂Kc
1
ζ −M
∂M
∂Kb
1
ζ −M
∂M
∂Ka
]
− Tr
[ 1
ζ −M
∂M
∂Kc
1
(ζ −M )2
∂M
∂Kb
1
ζ −M
∂M
∂Ka
]
+Tr
[ 1
ζ −M
∂M
∂Kb
1
ζ −M
∂M
∂Ka
1
(ζ −M )2
∂M
∂Kc
]}
.
(B.8)
Using the cyclicity of the trace this can be simplified to
∂
∂Ka
Yα,bc =
i
2
1
2πi
∮
Sα
dζ
{
Tr
[ 1
ζ −M
∂2M
∂Ka∂Kb
1
(ζ −M )2
∂M
∂Kc
]
+Tr
[ 1
ζ −M
∂M
∂Ka
1
ζ −M
∂M
∂Kb
1
(ζ −M )2
∂M
∂Kc
]}
− (b↔ c) , (B.9)
which proves (39). With (15) we find
∂
∂Ka
Yα,bc =
i
2
1
2πi
{∑
β,γ
∮
Sα
dζ
(ζ − Eβ)−1(ζ − Eγ)−2Tr
[
Pβ
∂2M
∂Ka∂Kb
Pγ
∂M
∂Kc
]
+
∑
β,γ,σ
∮
Sα
dζ (ζ − Eβ)−1(ζ − Eγ)−1(ζ − Eσ)−2
× Tr
[
Pβ
∂M
∂Ka
Pγ
∂M
∂Kb
Pσ
∂M
∂Kc
]}
− (b↔ c) . (B.10)
The integrals in (B.10) are easily evaluated using
Cauchy’s theorems.
With the short hand notations
β := Pβ , a :=
∂M
∂Ka
, (ab) :=
∂2M
∂Ka∂Kb
(B.11)
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we obtain
∂
∂Ka
Yα,bc =
i
2
{∑
γ 6=α
(Eα − Eγ)−2Tr[α(ab)γc]
+
∑
β 6=α
−(Eα − Eβ)−2Tr[β(ab)αc]
− 2
∑
σ 6=α
(Eα − Eσ)−3Tr[αaαbσc]
+
∑
γ 6=α
(Eα − Eγ)−3Tr[αaγbαc]
+
∑
β 6=α
(Eα − Eβ)−3 Tr[βaαbαc]
+
∑
γ,σ 6=α
(Eα − Eγ)−1(Eα − Eσ)−2Tr[αaγbσc]
+
∑
β,σ 6=α
(Eα − Eβ)−1(Eα − Eσ)−2 Tr[βaαbσc]
−
∑
β,γ 6=α
(Eα − Eβ)−1(Eα − Eγ)−2Tr[βaγbαc]
−
∑
β,γ 6=α
(Eα − Eγ)−1(Eα − Eβ)−2Tr[βaγbαc]
}
− (b↔ c) . (B.12)
This can be simplified to
∂
∂Ka
Yα,bc =
i
2
{∑
β 6=α
(Eα − Eβ)−2Tr[α(ab)βc− αcβ(ab)]
+
∑
β 6=α
(Eα − Eβ)−3Tr[−2αaαbβc+ αaβbαc+ βaαbαc]
+
∑
β,γ 6=α
(Eα − Eβ)−1(Eα − Eγ)−2
× Tr[αaβbγc+ βaαbγc− γaβbαc− βaγbαc]
}
− (b↔ c) (B.13)
which proves (40).
C Useful expressions for PV fluxes
In this appendix we derive I(E)PVα,jk (81) and give the anal-
ogous expressions for I(B)PVα,jk and I(E,B)PVα,jk . Then, we dis-
cuss (70) and (71).
Taking into account (2), (A.5) and (A.6) we first derive
the expansion of (ζ−M (K))−1 around δ = 0. Analogously
to (B.5) and (B.6) we find
∂
∂δ
1
ζ −M =
1
ζ −M
∂M
∂δ
1
ζ −M (C.1)
and
∂
∂δ
1
(ζ −M )2 =
1
(ζ −M )2
∂M
∂δ
1
ζ −M
+
1
ζ −M
∂M
∂δ
1
(ζ −M )2 . (C.2)
With the short hand notation
z :=
1
ζ −M (E ,B)
∣∣∣∣
δ=0
=
1
ζ −M (0)(K)
(C.3)
the expansion of the trace in (55) up to linear order in the
PV parameter δ reads
Tr
[
1
ζ −M (E ,B)Dj
1
(ζ −M (E ,B))2Dk
]
= Tr
[
(z + zδMPVz +O(δ2))Dj
× (z2 + z2δMPVz + zδMPVz2 +O(δ2))Dk
]
= Tr
[
zDjz
2Dk
]
+ δTr
[
zDjz
2
MPVzDk
+ zDjzMPVz
2Dk + z
2DkzMPVzDj
]
+O(δ2) .
(C.4)
Inserting (C.4) in (55) and performing a partial integra-
tion we obtain
I(E)α,jk(E ,B) =
i
2
1
2πi
∮
Sα
dζ Tr
[
zDjz
2Dk
]
+ δTr
[
zMPVzDjz
2Dk − (j ↔ k)
]
(C.5)
which proves (81). This derivation also holds for I(B)PVα,jk
and I(E,B)PVα,jk where Dj , Dk are replaced by µj , µk and
Dj , µk, respectively. In this way we obtain from (56) and
(57)
I(B)PVα,jk (E ,B) = δ
i
2
1
2πi
∮
Sα
dζ Tr
[
1
ζ −M (0)(E,B)
MPV
× 1
ζ −M (0)(E ,B)
µ
j
1(
ζ −M (0)(E,B))2µk − (j ↔ k)
]
(C.6)
and
I(E,B)PVα,jk (E ,B) = δ i
1
2πi
∮
Sα
dζ Tr
[
1
ζ −M (0)(E,B)
MPV
× 1
ζ −M (0)(E,B)
Dj
1(
ζ −M (0)(E ,B))2µk
− (Dj ↔ µk)
]
. (C.7)
Now we discuss (70) and (71). From (69) we see that
M
(0)(E,B) and M (0)(−E,B) have the same set of eigen-
values. We still have to check that our numbering scheme
leads indeed to (70) and (71) for every α. We consider
again only B 6= 0 and vary E starting from E = 0:
E(λ) = λE ,
λ ∈ [0, 1] . (C.8)
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For λ = 0 (70) and (71) are trivial. Increasing now λ con-
tinuously we encounter, due to B 6= 0, no level crossings.
Therefore, the identification of the eigenvalues and the
quasi projectors corresponding to the same index α for
(E(λ),B) and (−E(λ),B) is always possible. This proves
(70) and (71).
D Detailed calculations of specific
flux-density vector fields
In this appendix we calculate the constants aα of (90).
From (77) we find the P-violating part J
(B)PV
α (0,B) of
J
(B)
α (0,B) to vanish. Therefore, neglecting terms of sec-
ond order in the small PV parameter δ, we can calculate
J
(B)
α (0,B) setting δ = 0. Then, the 2S states decouple
from the 2P states, and we may restrict ourselves to the
submatrix M 2S,(0)(0,B) of M (0)(0,B) (2) with respect
to the 2S states, see Tables 3 and 5 in Appendix E. The
derivatives ∂BiM
2S,(0)(0,B), i ∈ {1, 2, 3}, of this subma-
trix read in the basis |α,E = 0,B = 0) with α = 9, . . . , 12
(see Table 2 in Appendix A)
∂M 2S,(0)
∂B1
=
gµB
2
√
2

0 1 0 -1
1 0 1 0
0 1 0 1
-1 0 1 0
 ,
∂M 2S,(0)
∂B2
=
gµB
2
√
2
0 -i 0 ii 0 -i 00 i 0 i
-i 0 -i 0
 ,
∂M 2S,(0)
∂B3
=
gµB
2
1 0 0 00 0 0 10 0 -1 0
0 1 0 0
 . (D.1)
Due to rotational invariance of JBα (0,B), see (90), we may
specify B = B3 e3 for the evaluation of a
α in (91). This
simplifies the calculation of the eigenvalues and of the
right and left eigenvectors of M 2S,(0)(0,B). In this case
we find
M
2S,(0)(0, B3 e3)
=
χ1 +
gµB
2 B3 0 0 0
0 χ1 0
gµB
2 B3
0 0 χ1 − gµB2 B3 0
0 gµB2 B3 0 χ2
 (D.2)
where χ1 = L+A/32−iΓS/2 and χ2 = L−3A/32−iΓS/2.
The eigenvalues of the matrix in (D.2) are
E9 = χ1 +
gµB
2
B3 ,
E10 = L− A
32
+
χ3
16
− iΓS/2 ,
E11 = χ1 − gµB
2
B3 ,
E12 = L− A
32
− χ3
16
− iΓS/2 (D.3)
where χ3 =
√
A2 + (8B3 gµB)2. From the eigenvectors we
calculate explicit representations of the projection opera-
tors P2Sα for the 2S states and obtain
P
2S,(0)
9 =
1 0 0 00 0 0 00 0 0 0
0 0 0 0
 ,
P
2S,(0)
10 =
1
2χ3
 0 0 0 00 χ3 +A 0 8B3 gµB0 0 0 0
0 8B3 gµB 0 χ3 −A
 ,
P
2S,(0)
11 =
0 0 0 00 0 0 00 0 1 0
0 0 0 0
 ,
P
2S,(0)
12 =
1
2χ3
 0 0 0 00 χ3 −A 0 −8B3 gµB0 0 0 0
0 −8B3 gµB 0 χ3 +A
 . (D.4)
Now, all ingredients for (37) are available, and a straight-
forward calculation yields, with (42), (56), and (58), the
P-conserving flux-density vector field
JBα (0,B = B3 e3) =

−B3 e3
|B3|3
, for α = 9 ,
B3 e3
|B3|3
, for α = 11 ,
0 , for α = 10, 12 .
(D.5)
Rotational invariance of JBα (0,B) then leads to (91).
We now give the relations between the functions gαr , h
α
r ,
r = 1, . . . , 15, introduced in Section 4.3, and the functions
g˜αi , h˜
α
i , i = 1, . . . , 6, introduced for (117) and (118) in
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Section 5.3:
g˜α1 = E0B0
[
gα7 +
1
3
(2E23 − E21 ) gα8 +
1
3
(2B23 − B22) gα9
+
4
3
gα10
]
, (D.6)
g˜α2 = E0B0
[
2B2E23 gα11 + 2B2 gα12
]
, (D.7)
g˜α3 = E0B0
[1
2
B2 gα5 + B2(E23 − E21 ) gα11 + B2 gα12
]
, (D.8)
g˜α4 = E0B0
[
− 1
2
gα6 − E23 gα8 − gα10
]
, (D.9)
g˜α5 = −E20 B2 gα2 , (D.10)
g˜α6 = E20 B23 gα3 , (D.11)
h˜α1 = E0B0
[
hα7 +
1
3
(2E23 − E21 )hα8 +
1
3
(2B23 − B22)hα9
+
4
3
E23B23 hα10
]
, (D.12)
h˜α2 = E0B0
[
2B2 hα11 + 2B2B23 hα12
]
, (D.13)
h˜α3 = E0B0
[1
2
B2 hα5 + B2(E23 − E21 )hα11 + B2E23B23 hα12
]
,
(D.14)
h˜α4 = E0B0
[
− 1
2
B23 hα6 − hα8 − B23 hα10
]
, (D.15)
h˜α5 = −E20 B2 hα2 , (D.16)
h˜α6 = E20 hα3 . (D.17)
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E The matrix representations of M˜
0
, D and µ
Tables 3, 4 and 5 show the mass matrix for zero external fields, M˜ 0, the electric dipole operator D and the magnetic
dipole operator µ for the n = 2 states of hydrogen. We give all these matrices in the basis of the pure 2S and 2P
states, that is, the states for zero external fields and without the P-violating mixing.
In Tables 4 and 5 we use the spherical unit vectors, which are defined as
e0 = e3 , e± = ∓ 1√
2
(e1 ± ie2) , (E.1)
where ei (i = 1, 2, 3) are the Cartesian unit vectors. For e±, the following relation holds:
e∗± = −e∓ . (E.2)
Table 3. The mass matrix M˜ 0 (3) for the n = 2 states of hydrogen. For the quantities ∆, L, A and δ1,2 see Table 1. The
lifetimes τP,S are τS = Γ
−1
S = 0.1216 s and τP = Γ
−1
P = 1.596 × 10−9 s; see [37,38].
2P3/2, 2, 2 2P3/2, 2, 1 2P3/2, 1, 1 2P1/2, 1, 1 2S1/2, 1, 1
2P3/2, 2, 2
∆+ A
160
− i
2
ΓP
0 0 0 0
2P3/2, 2, 1 0
∆+ A
160
− i
2
ΓP
0 0 0
2P3/2, 1, 1 0 0
∆− A
96
− i
2
ΓP
− A
192
√
2
0
2P1/2, 1, 1 0 0 − A192√2 A96 − i2ΓP
iδ1L
+ i
2
δ2L
2S1/2, 1, 1 0 0 0
−iδ1L
− i
2
δ2L
L+ A
32
− i
2
ΓS
(Table 3a)
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2P3/2, 2, 0 2P3/2, 1, 0 2P1/2, 1, 0 2S1/2, 1, 0 2P1/2, 0, 0 2S1/2, 0, 0
2P3/2, 2, 0
∆+ A
160
− i
2
ΓP
0 0 0 0 0
2P3/2, 1, 0 0
∆− A
96
− i
2
ΓP
− A
192
√
2
0 0 0
2P1/2, 1, 0 0 − A192√2 A96 − i2ΓP
iδ1L
+ i
2
δ2L
0 0
2S1/2, 1, 0 0 0
−iδ1L
− i
2
δ2L
L+ A
32
− i
2
ΓS
0 0
2P1/2, 0, 0 0 0 0 0 − A32 − i2ΓP
iδ1L
+ 3
2
iδ2L
2S1/2, 0, 0 0 0 0 0
−iδ1L
− 3
2
iδ2L
L− 3A
32
− i
2
ΓS
(Table 3b)
2P3/2, 2,−1 2P3/2, 1,−1 2P1/2, 1,−1 2S1/2, 1,−1 2P3/2, 2,−2
2P3/2, 2,−1 ∆+
A
160
− i
2
ΓP
0 0 0 0
2P3/2, 1,−1 0 ∆−
A
96
− i
2
ΓP
− A
192
√
2
0 0
2P1/2, 1,−1 0 − A192√2 A96 − i2ΓP
iδ1L
+ i
2
δ2L
0
2S1/2, 1,−1 0 0 −iδ1L− i
2
δ2L
L+ A
32
− i
2
ΓS
0
2P3/2, 2,−2 0 0 0 0 ∆+
A
160
− i
2
ΓP
(Table 3c)
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Table 4. The suitably normalised electric dipole operator D/(e rB) for the n = 2 states of hydrogen where rB is the Bohr
radius for hydrogen.
2P3/2, 2, 2 2P3/2, 2, 1 2P3/2, 1, 1 2P1/2, 1, 1 2S1/2, 1, 1
2P3/2, 2, 2 0 0 0 0 −3e−
2P3/2, 2, 1 0 0 0 0
3√
2
e0
2P3/2, 1, 1 0 0 0 0 −
√
3
2
e0
2P1/2, 1, 1 0 0 0 0 −
√
3e0
2S1/2, 1, 1 3e+
3√
2
e0 −
√
3
2
e0 −
√
3e0 0
(Table 4a)
2P3/2, 2, 0 2P3/2, 1, 0 2P1/2, 1, 0 2S1/2, 1, 0 2P1/2, 0, 0 2S1/2, 0, 0
2P3/2, 2, 1 0 0 0 − 3√
2
e− 0 0
2P3/2, 1, 1 0 0 0 −
√
3
2
e− 0 −
√
6e−
2P1/2, 1, 1 0 0 0 −
√
3e− 0
√
3e−
2S1/2, 1, 1
√
3
2
e− −
√
3
2
e− −
√
3e− 0
√
3e− 0
(Table 4b)
2P3/2, 2, 1 2P3/2, 1, 1 2P1/2, 1, 1 2S1/2, 1, 1
2P3/2, 2, 0 0 0 0 −
√
3
2
e+
2P3/2, 1, 0 0 0 0
√
3
2
e+
2P1/2, 1, 0 0 0 0
√
3e+
2S1/2, 1, 0 3√
2
e+
√
3
2
e+
√
3e+ 0
2P1/2, 0, 0 0 0 0 −
√
3e+
2S1/2, 0, 0 0
√
6e+ −
√
3e+ 0
(Table 4c)
2P3/2, 2, 0 2P3/2, 1, 0 2P1/2, 1, 0 2S1/2, 1, 0 2P1/2, 0, 0 2S1/2, 0, 0
2P3/2, 2, 0 0 0 0
√
6e0 0 0
2P3/2, 1, 0 0 0 0 0 0
√
6e0
2P1/2, 1, 0 0 0 0 0 0 −
√
3e0
2S1/2, 1, 0
√
6e0 0 0 0 −
√
3e0 0
2P1/2, 0, 0 0 0 0 −
√
3e0 0 0
2S1/2, 0, 0 0
√
6e0 −
√
3e0 0 0 0
(Table 4d)
26 T. Gasenzer et al.: Metastable states of hydrogen and their geometric phases and flux densities
2P3/2, 2,−1 2P3/2, 1,−1 2P1/2, 1,−1 2S1/2, 1,−1
2P3/2, 2, 0 0 0 0 −
√
3
2
e−
2P3/2, 1, 0 0 0 0 −
√
3
2
e−
2P1/2, 1, 0 0 0 0 −
√
3e−
2S1/2, 1, 0
3√
2
e− −
√
3
2
e− −
√
3e− 0
2P1/2, 0, 0 0 0 0 −
√
3e−
2S1/2, 0, 0 0
√
6e− −
√
3e− 0
(Table 4e)
2P3/2, 2, 0 2P3/2, 1, 0 2P1/2, 1, 0 2S1/2, 1, 0 2P1/2, 0, 0 2S1/2, 0, 0
2P3/2, 2,−1 0 0 0 − 3√
2
e+ 0 0
2P3/2, 1,−1 0 0 0
√
3
2
e+ 0 −
√
6e+
2P1/2, 1,−1 0 0 0
√
3e+ 0
√
3e+
2S1/2, 1,−1
√
3
2
e+
√
3
2
e+
√
3e+ 0
√
3e+ 0
(Table 4f)
2P3/2, 2,−1 2P3/2, 1,−1 2P1/2, 1,−1 2S1/2, 1,−1 2P3/2, 2,−2
2P3/2, 2,−1 0 0 0 3√
2
e0 0
2P3/2, 1,−1 0 0 0
√
3
2
e0 0
2P1/2, 1,−1 0 0 0
√
3e0 0
2S1/2, 1,−1 3√
2
e0
√
3
2
e0
√
3e0 0 3e−
2P3/2, 2,−2 0 0 0 −3e+ 0
(Table 4g)
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Table 5. The suitably normalised magnetic dipole operator µ/µB for the n = 2 states of hydrogen, where µB = e~/(2me) is
the Bohr magneton and g = 2.002319304(76) is the Lande´ factor of the electron [63].
2P3/2, 2, 2 2P3/2, 2, 1 2P3/2, 1, 1 2P1/2, 1, 1 2S1/2, 1, 1
2P3/2, 2, 2 − g+22 e0 −
√
2(g+2)
4
e−
√
2(g+2)
4
√
3
e− − g−1√3 e− 0
2P3/2, 2, 1
√
2(g+2)
4
e+ − g+24 e0 − g+24√3e0 −
g−1√
6
e0 0
2P3/2, 1, 1 −
√
2(g+2)
4
√
3
e+ − g+24√3e0 −
5(g+2)
12
e0
g−1
3
√
2
e0 0
2P1/2, 1, 1
g−1√
3
e+ − g−1√6 e0
g−1
3
√
2
e0
g−4
6
e0 0
2S1/2, 1, 1 0 0 0 0 − g2e0
(Table 5a)
2P3/2, 2, 0 2P3/2, 1, 0 2P1/2, 1, 0 2S1/2, 1, 0 2P1/2, 0, 0 2S1/2, 0, 0
2P3/2, 2, 1 −
√
3(g+2)
4
e− g+24√3e− −
g−1√
6
e− 0 0 0
2P3/2, 1, 1 − g+212 e− − 5(g+2)12 e− −
√
2(g−1)
6
e− 0 −
√
2(g−1)
3
e− 0
2P1/2, 1, 1
√
2(g−1)
6
e− −
√
2(g−1)
6
e− g−46 e− 0 − g−46 e− 0
2S1/2, 1, 1 0 0 0 − g2e− 0 g2e−
(Table 5b)
2P3/2, 2, 1 2P3/2, 1, 1 2P1/2, 1, 1 2S1/2, 1, 1
2P3/2, 2, 0
√
3(g+2)
4
e+
g+2
12
e+ −
√
2(g−1)
6
e+ 0
2P3/2, 1, 0 − g+2
4
√
3
e+
5(g+2)
12
e+
√
2(g−1)
6
e+ 0
2P1/2, 1, 0
g−1√
6
e+
√
2(g−1)
6
e+ − g−46 e+ 0
2S1/2, 1, 0 0 0 0
g
2
e+
2P1/2, 0, 0 0
√
2(g−1)
3
e+
g−4
6
e+ 0
2S1/2, 0, 0 0 0 0 − g2e+
(Table 5c)
2P3/2, 2, 0 2P3/2, 1, 0 2P1/2, 1, 0 2S1/2, 1, 0 2P1/2, 0, 0 2S1/2, 0, 0
2P3/2, 2, 0 0 − g+26 e0 −
√
2(g−1)
3
e0 0 0 0
2P3/2, 1, 0 − g+26 e0 0 0 0 −
√
2(g−1)
3
e0 0
2P1/2, 1, 0 −
√
2(g−1)
3
e0 0 0 0
g−4
6
e0 0
2S1/2, 1, 0 0 0 0 0 0 − g2e0
2P1/2, 0, 0 0 −
√
2(g−1)
3
e0
g−4
6
e0 0 0 0
2S1/2, 0, 0 0 0 0 − g2e0 0 0
(Table 5d)
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2P3/2, 2,−1 2P3/2, 1,−1 2P1/2, 1,−1 2S1/2, 1,−1
2P3/2, 2, 0 −
√
3(g+2)
4
e−
g+2
12
e− −
√
2(g−1)
6
e− 0
2P3/2, 1, 0 − g+2
4
√
3
e− − 5(g+2)12 e− −
√
2(g−1)
6
e− 0
2P1/2, 1, 0
g−1√
6
e− −
√
2(g−1)
6
e− g−46 e− 0
2S1/2, 1, 0 0 0 0 − g2e−
2P1/2, 0, 0 0
√
2(g−1)
3
e− g−46 e− 0
2S1/2, 0, 0 0 0 0 − g2e−
(Table 5e)
2P3/2, 2, 0 2P3/2, 1, 0 2P1/2, 1, 0 2S1/2, 1, 0 2P1/2, 0, 0 2S1/2, 0, 0
2P3/2, 2,−1
√
3(g+2)
4
e+
g+2
4
√
3
e+ − g−1√
6
e+ 0 0 0
2P3/2, 1,−1 − g+212 e+ 5(g+2)12 e+
√
2(g−1)
6
e+ 0 −
√
2(g−1)
3
e+ 0
2P1/2, 1,−1
√
2(g−1)
6
e+
√
2(g−1)
6
e+ − g−46 e+ 0 − g−46 e+ 0
2S1/2, 1,−1 0 0 0 g2e+ 0 g2e+
(Table 5f)
2P3/2, 2,−1 2P3/2, 1,−1 2P1/2, 1,−1 2S1/2, 1,−1 2P3/2, 2,−2
2P3/2, 2,−1 g+24 e0 − g+24√3e0 −
g−1√
6
e0 0 −
√
2(g+2)
4
e−
2P3/2, 1,−1 − g+2
4
√
3
e0
5(g+2)
12
e0 − g−13√2e0 0 −
√
2(g+2)
4
√
3
e−
2P1/2, 1,−1 − g−1√
6
e0 − g−1
3
√
2
e0 − g−46 e0 0 g−1√3 e−
2S1/2, 1,−1 0 0 0 g2e0 0
2P3/2, 2,−2
√
2(g+2)
4
e+
√
2(g+2)
4
√
3
e+ − g−1√3 e+ 0
2+g
2
e0
(Table 5g)
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