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“Il saggio ha gli occhi in fronte,
ma lo stolto cammina nel buio.
Ma so anche che un’unica sorte
e` riservata a tutt’e due.
Allora ho pensato: Anche a me tocchera` la
sorte dello stolto! Allora perche´ ho cercato
d’esser saggio? Dov’e` il vantaggio?.
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La quantita` di informazioni di cui si puo` disporre oggi tramite il web ha rag-
giunto dimensioni non gestibili efficacemente dai comuni motori di ricerca.
Esponendo infatti i risultati in un’unica lista piatta questi rischiano spesso
di non riuscire a venire incontro alle esigenze dei loro utenti, considerato il
fatto che tipicamente essi si focalizzano sui primissimi risultati. Per cerca-
re di risolvere questo problema non e` sufficiente migliorare i classici metodi
di ricerca testuali, che sono oramai molto ben consolidati: quando si devo-
no elaborare interrogazioni mal specificate o addirittura polisemiche, come
frequentemente accade, la lista piatta di risultati e semplici analisi testuali
manifestano limiti insormontabili che riducono significativamente l’efficacia
dell’intero processo di ricerca.
In questo scenario diventa per l’utente un valido supporto la possibilita`
di avere un elenco (o anche meglio una gerarchia) dei temi principali trattati
dai documenti restituiti a seguito di una sua interrogazione. Questi temi
possono essere utili sia per facilitare la consultazione dei (numerosi) risultati
che per riformulare (specializzando o generalizzando) l’interrogazione. Data
la grande eterogeneita` del web e la sua rapidita` di evoluzione ed espansione,
l’algoritmo di clustering deve potersi adattare efficacemente ai documenti
restituiti dalla ricerca per cui e` necessario che tale gerarchia venga costruita
a tempo di interrogazione senza l’impiego di classificatori che operino su
1
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Figura 1.1: Parti di cui e` composto il risultato di un motore di ricerca web.
tassonomie predefinite, e agendo principalmente sulla descrizione dei risultati
raccolti: gli snippet (si veda figura 1.1). I cluster poi devono essere dotati di
una etichetta facilmente leggibile e composta preferibilmente da piu` di una
parola per poter identificare chiaramente il concetto che rappresentano.
La nostra tesi si inquadra in un progetto FIRB che ha come obiettivo
ultimo la realizzazione di un servizio di accesso “semantico” e plurilingue
ai contenuti culturali italiani nel web. In tale contesto riteniamo risulti par-
ticolarmente efficace l’impiego di uno strumento software che sia in grado
di clusterizzare i risultati e dunque agevolare l’utente nella navigazione di
questi. Il problema cosiddetto del Web-snippet clustering non e` nuovo, e la
letteratura scientifica pullula di risultati in proposito (si veda il Capitolo 2
per una rassegna). In questa tesi abbiamo preso come punto di riferimento
uno di questi: SnakeT1 [10], anche perche´ e` un meta-motore di ricerca svilup-
pato nel 2003 all’interno del Dipartimento di Informatica dell’Universita` di
Pisa. Il sistema si pone come obiettivo proprio quello di andare oltre ai clas-
sici sistemi di ricerca raccogliendo i risultati forniti da altri motori di ricerca
web per creare a tempo di interrogazione una gerarchia di concetti presenti
all’interno del set di documenti restituiti come risultato di una interrogazione
(si veda la figura 1.2). Come molti altri sistemi analoghi [24, 11, 28, 13, 20],
SnakeT sfrutta l’analisi del testo di cui sono composti gli snippet dei risul-
tati e il titolo di questi2. SnakeT inoltre utilizza alcune basi di conoscenza
1http://snaket.di.unipi.it, attualmente funzionante solamente tramite raccolta
dei risultati dai motori di ricerca Yahoo e Msn Live.
2Successivamente, per semplicita`, con il termine snippet si intendera` l’intero oggetto
costituito dallo snippet vero e proprio e dal titolo della pagina a cui esso si riferisce.
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Figura 1.2: Due esempi di gerarchie di concetti create da SnakeT per le query
music e video.
esterne (DMOZ e testi a`ncora) per inferire indicazioni sulla bonta` delle eti-
chette estratte e magari cercare di estrapolare anche relazioni semantiche tra
esse: processo questo quanto mai complesso in quanto gli snippet sono brevi
e sconnessi.
In particolare, il procedimento che viene eseguito da SnakeT consta di tre
fasi principali:
1. l’interrogazione e la raccolta dei risultati da svariati motori di ricerca;
2. l’estrazione di etichette dal testo degli snippet, in modo da descrivere
il piu` sinteticamente possibile i temi trattati dalla pagina web a cui lo
snippet fa riferimento;
3. la creazione di una gerarchia di concetti, basandosi sull’idea che se una
etichetta e` condivisa da piu` risultati questi debbano trattare lo stesso
tema3.
3I cluster formati non sono quindi disgiunti, ma d’altronde questo approccio permette
di modellare il fatto che una pagina web molto spesso tratta tematiche anche differenti e
non correlate fra loro.
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Partendo dai risultati raggiunti con lo sviluppo di SnakeT, abbiamo cerca-
to di migliorarne il funzionamento per ottenere delle etichette che possiedano
le seguenti caratteristiche:
• Leggibilita`: le etichette devono essere sintatticamente corrette e possi-
bilmente costituite da piu` di un termine.
• Completezza: le etichette estratte devono ricoprire tutti i temi presenti
nei documenti inerenti alla ricerca effettuata, e restituiti dai motori di
ricerca interrogati.
• Diversita`: ogni etichetta deve essere distinta dalle altre, evitando cos`ı
di ripetere lo stesso concetto.
• Precisione: le etichette devono essere pertinenti ai temi trattati dall’in-
terrogazione.
L’obiettivo preminente della tesi e` stato quindi quello di incrementare
la qualita` dell’etichettatura dei cluster prodotti da SnakeT, perfezionando e
potenziando la seconda fase del suo processo di elaborazione che costituisce
il passo cruciale per l’efficienza e la validita` dell’intero approccio. Nel fare
cio` abbiamo ripreso la struttura generale di SnakeT, ovvero un meta-motore
piuttosto che un vero e proprio motore di ricerca, al fine di essere il piu` indi-
pendenti possibile dai dati su cui vengono eseguite le ricerche: siano esse sul
web o in collezioni specifiche. Attualmente i risultati di una interrogazione
sono raccolti da Google, Yahoo! e MSN Live, utilizzando le loro API. Dopo-
diche´ inizia un sofisticato processo di etichettatura degli snippet, seguito da
una fase di estrazione di relazioni semantiche tra questi. Il tutto e` schema-
tizzato in figura 1.3. Gli algoritmi alla base di queste due fasi costituiscono
il contributo originale della presente tesi.
Le caratteristiche salienti che differenziano il nostro approccio da quello
seguito in SnakeT sono:
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Figura 1.3: Lo schema del processo di etichettatura degli snippet e di
estrazione di etichette semanticamente correlate ad esse.
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• L’utilizzo dei Noun Phrase Patterns per la formazione delle etichette.
In cio` ci siamo ispirati a un risultato recente presentato alla conferenza
ACM WSDM ’09 [22] e qui riadattato al nostro contesto.
• L’uso di Wikipedia per il filtraggio delle etichette risultate sintattica-
mente valide, al posto di DMOZ usato da Snaket.
• L’uso di Wikipedia per il ranking delle etichette secondo la loro occor-
renza nei suoi articoli.
• Estrazione di relazioni “semantiche” fra le etichette, ed espansione del-
l’insieme di queste, mediante il grafo degli articoli di Wikipedia (a la`
[22]) e/o il grafo delle categorie di Wikipedia (ispirandoci a [26]).
In questa tesi non affrontiamo il problema della clusterizzazione dei risul-
tati (terza fase di Snaket), in quanto l’algoritmo adottato dal vecchio sistema
si e` rivelato molto robusto, efficace ed efficiente. Ne´ ci siamo concentrati su
aspetti di efficienza, in quanto abbiamo puntato in questa prima fase del pro-
getto (FIRB, appunto) a valutare le potenzialita` di questi nuovi approcci, al
fine di capire quanto SnakeT sia migliorabile nella bonta` (delle etichette) dei
suoi cluster, lasciando cos`ı eventuali aspetti di algorithm engineering tra gli
sviluppi futuri.
Il sistema proposto in questa tesi e` accessibile dai server del nostro Di-
partimento4 (l’interfaccia web e` mostrata in figura 1.4), e` stato sviluppato
in pure Java e prevede la possibilita` di gestire etichette in svariate lingue.
Attualmente il software fornisce risultati esclusivamente per l’italiano e l’in-
glese, ma puo` essere immediatamente esteso alle lingue spagnola, tedesca e
francese. La scelta di utilizzare Java e` stata guidata dalla necessita` di avere
un sistema modulare, indipendente dalla piattaforma, facilmente manuteni-
bile e dalla grande disponibilita` di librerie per la gestione di grafi (Webgraph
[4]), testi (Lucene5), collezioni di stringhe (Smalltext [9]) e altre strutture
dati ([6, 5]).
4http://brie.di.unipi.it:8081/slab, nominato SLab (Snippet LABeler).
5http://lucene.apache.org/java/
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Figura 1.4: L’interfaccia web del servizio di etichettatura SLab.
L’efficacia del sistema di etichettatura proposto e` stata verificata con una
serie di user studies che, benche` preliminari e limitati, fanno intuire che i
nostri algoritmi sono promettenti e dunque meritori di ulteriori approfondi-
menti e sviluppi.
Nei capitoli che seguono spiegheremo nel dettaglio il funzionamento del
sistema proposto e degli strumenti utilizzati. Nel capitolo 2 illustreremo pregi
e limiti dei lavori pubblicati in letteratura sul tema Web-snippet clustering.
Alcuni di questi lavori sono stati fonte di ispirazione per le nostre propo-
ste algoritmiche. Nel capitolo 3 verra` esposto brevemente il funzionamento
di SnakeT, le sue componenti principali e le basi di conoscenza utilizzate
per l’estrazione e il ranking delle etichette dei suoi cluster. Nel capitolo 4
verranno descritte le basi di conoscenza utilizzate dal nostro sistema e gli
algoritmi sviluppati per esse. Successivamente nel capitolo 5 si trattera` in
maniera dettagliata la struttura e gli algoritmi da noi proposti per l’estra-
zione delle etichette degli snippet, e nel capitolo 6 illustreremo gli algoritmi
per estrapolare relazioni “semantiche” tra essi e per estendere l’insieme delle
etichette. Infine nel capitolo 7 verranno illustrate le metodologie utilizzate
per la valutazione dei risultati ottenuti (user studies) e quali obbiettivi so-
no stati raggiunti, mentre nel capitolo 8 verra` indicato come il sistema da
noi proposto possa essere ulteriormente sviluppato, e quali altre applicazioni
potrebbero utilizzarlo con successo.
Capitolo 2
Lo stato dell’arte
Per la realizzazione del nostro sistema sono stati analizzati tutta una serie di
lavori, sia nell’ambito del clustering dei risultati di una ricerca (Web-snippet
clustering), che nell’ambito dell’analisi testuale e della ricerca di relazioni
semantiche fra entita`.
2.1 Clustering dei risultati di una ricerca
Di seguito discuteremo questi risultati evidenziando le loro caratteristiche
potenzialmente salienti per il nostro dominio applicativo, al fine di trovare
degli spunti validi con cui migliorare il funzionamento di SnakeT. In lettera-
tura si possono trovare due classi fondamentali di strumenti di clustering dei
risultati di un motore di ricerca.
2.1.1 Sistemi basati su etichettatura-clustering
La prima classe di sistemi sono quelli che si concentrano quasi esclusivamente
sulla estrazione di etichette significative e poi, assumendo che la condivisio-
ne di una stessa etichetta costituisca un’indicazione della similarita` fra due
snippet, eseguono un algoritmo di clustering su di esse.
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Uno dei piu` rilevanti fra i primissimi lavori in questa direzione e` sicura-
mente Grouper [24]. Il procedimento si basa quasi interamente sull’utilizzo
dell’algoritmo di STC [23] costituito da 3 passi fondamentali: estrazione delle
frasi, identificazione dei cluster di partenza (ovvero insieme di documenti che
condividono una singola frase) e merging in cluster piu` ampi basandosi sulla
phrase coverage (ovvero un indicatore di quanto una frase e` condivisa fra i
risultati della ricerca). Successivamente, per la descrizione di un cluster, si
seleziona (seguendo una serie di euristiche) un insieme di frasi che ne costitui-
sca il riassunto. Fra i pregi di questo tipo di approccio si rileva che: vengono
generati cluster sovrapposti in grado di modellare il fatto che un documento
possa trattare piu` temi; alcune delle euristiche usate per la selezione delle fra-
si costituiscono un buon metodo per raggruppare etichette simili. I limiti di
questo sistema stanno fondamentalmente nel fatto che non viene usata nes-
suna base di conoscenza esterna per cui il sistema non utilizza nessun metodo
tipico dell’Information Retrieval per la valutazione delle etichette generate,
ne` e` in grado di rilevare relazioni semantiche fra di esse. Inoltre l’estrazione
delle frasi e` troppo semplicistica, basandosi solo sulla punteggiatura e sui
tag HTML presenti nel testo. Infine la scelta di descrivere un cluster con un
insieme di frasi, piuttosto che una singola, chiara e significativa etichetta,
e` molto discutibile dato lo scopo dello strumento che, affinche` possa essere
utilizzato con successo, deve essere il piu` sintetico e diretto possibile.
Attualmente invece e` in funzione il servizio Clusty1, precedentemente co-
nosciuto come Vivisimo. Questo e` stato il primo meta-motore di ricerca, a
livello commerciale, in grado di fornire una tassonomia gerarchica della ri-
cerca effettuata. I dettagli del suo funzionamento non sono noti, ma per i
risultati che e` in grado di ottenere di sicuro costituisce un importante punto
di riferimento per qualsiasi altro lavoro in questo ambito. Probabilmente uno
dei limiti di questo sistema sta nel fatto che la gerarchia formata in alcuni
casi e` troppo profonda e comunque non riesce a rilevare relazioni semantiche
fra i cluster generati (si veda la figura 2.1).
1http://www.clusty.com
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Figura 2.1: La gerarchia creata da Clusty per la query jaguar: sulla si-
nistra si nota come si raggiungano anche 4 livelli di profondita`; sulla de-
stra e` evidenziato il mancato rilevamento di relazioni semantiche anche non
complesse.
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In [28] invece vengono proposti tutta una serie di indicatori per il raffina-
mento e la valutazione delle etichette. In particolare viene fatto uso di una
combinazione lineare fra Document Frequency, valori desunti dal query log di
un motore di ricerca2 e dal cosiddetto query context, ovvero le parole all’inter-
no degli snippet che compaiono contigue alla query. Inoltre per la valutazione
delle etichette viene utilizzata una variante della Mutual Information [8] in
combinazione con un concetto nuovo detto context entropy, basato sulla fre-
quenza delle parole degli snippet successive (e precedenti) l’etichetta. Non
e` stato possibile effettuare dei test dettagliati su questo software ma dalle
informazioni disponibili [28], risulta abbastanza chiaro come il grosso difetto
di questa soluzione sia la generazione di etichette costituite da singola parola.
Probabilmente non e` un limite a priori del sistema, ma a causa degli indi-
catori utilizzati in fase di valutazione delle etichette privilegia singole parole
molto discriminanti. Inoltre l’utilizzo di un query log rende complicato l’u-
so come strumento open-source vista la sua difficile reperibilita` e i problemi
legati alla sua redistribuzione rispettosa della privacy (caso AOL dell’agosto
2006).
Microsoft in [27] propose invece un sistema di estrazione delle etichette di
lunghezza variabile (comunque sempre solo da termini contigui), basandosi
sulla regressione lineare di cinque diversi fattori per la loro valutazione. Il
problema principale che si desume da questo approccio e` la regressione linea-
re: tale metodo prevede l’apprendimento su un dataset e per quanto cospicuo
possa essere non potra` mai essere in grado di adattarsi alla grande varieta`
del web.
IBM in [13] fornisce una soluzione al problema facendo uso di un chun-
ker nominale3 sviluppato internamente nei laboratori IBM. Successivamente
2E` la tracciatura del comportamento degli utenti di un motore ricerca: per ogni query (o
sessione) effettuata da un utente vengono registrate anche quali pagine sono state visitate.
Da qui in avanti per semplicita` verra` utilizzato il solo termine query log.
3La funzione di tali strumenti e` quella di analizzare del testo restituendo una lista di
etichette che siano composte per lo piu` da pattern del tipo aggettivo - nome o combinazioni
simili.
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viene svolta una grande mole di lavoro per un algoritmo di clustering basato
sull’ottimizzazione di una specifica funzione obbiettivo. Tale funzione e` stata
definita in modo tale da tenere in conto molti aspetti del clustering tra i
quali la copertura4, la compattezza della gerarchia, la diversita` fra i nodi.
Nonostante cio`, probabilmente si possono perdere dei concetti se questi so-
no relativi a pochi documenti e comunque la gerarchia creata risulta essere
troppo profonda. Ad ogni modo, a prescindere dall’algoritmo di clustering,
la soluzione pone le fondamenta della sua validita` sul chunker nominale del
quale non sono fornite molte informazioni, ma che comunque non contempla
in alcuna maniera la ricerca di relazioni semantiche fra le etichette generate.
2.1.2 Sistemi basati su clustering-etichettatura
Questi sistemi basano il loro funzionamento prima sulla clusterizzazione dei
risultati secondo alcune loro caratteristiche e poi si occupano di generare una
etichetta significativa per ogni gruppo cos`ı rilevato.
In questa classe di sistemi ricade sicuramente Armil5 [11]. L’operazione di
clustering viene effettuata utilizzando un versione greedy piu` rapida dell’al-
goritmo di furthest-point (variante del k-means). L’etichettatura e` ottenuta
estraendo alcuni termini dal titolo degli snippet piu` rappresentativi di un clu-
ster pesandoli con una variante della Mutual Information [8]. Tra i vari limiti
del sistema si nota che, data la natura dell’algoritmo di clustering, il numero
di gruppi che vengono generati deve essere fissato a priori: pur permettendo
all’utente di scegliere questo parametro, rimane di gran lunga preferibile la
soluzione che identifica il numero di cluster partendo dai dati stessi. Inoltre
i cluster non sono ordinati e sono disgiunti, per cui non viene modellato il
fatto che un risultato possa coprire piu` argomenti. Ed infine la qualita` delle
etichette risulta molto scadente: troppo lunghe in alcuni casi, ma soprattutto
non verificate sintatticamente (si veda la figura 2.2).
4Ovvero un clustering e` considerato migliore di un altro se riesce a raggruppare un
maggior numero di documenti.
5http://armil.iit.cnr.it/
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Figura 2.2: Un esempio di tassonomia generata dal sistema Armil.
Wang e Zhai in [19] propongono invece un metodo basato esclusivamente
sull’analisi del query log. Inizialmente ogni sessione del log viene espansa co-
struendo uno “pseudo-documento” contenente tutti gli snippet delle pagine
che l’utente ha cliccato per quella query. Data quindi in input una query
vengono recuperati i top “pseudo-documenti” secondo l’indice di similarita`
OKAPI [16] che confronta i termini presenti nella query con quelli presenti
in ogni “pseudo-documento”. Gli “pseudo-documenti” scelti vengono infine
clusterizzati secondo un algoritmo di Star Clustering per individuare una
tassonomia correlata alla query. Successivamente i risultati della query ven-
gono classificati all’interno della tassonomia creata con una semplice misura
della distanza fra vettori di termini6. Come etichetta di un concetto viene
selezionato il testo della query che fa riferimento allo “pseudo-documento”
centroide del concetto. Tale sistema risulta interessante perche´ non contem-
pla nel suo procedimento nessuna analisi testuale sofisticata degli snippet per
l’estrazione delle etichette, in quanto tutte le informazioni vengono desunte
6Per il risultato della query si prende il vettore dei termini dello snippet, per il concetto
si prende il vettore dell’insieme dei termini degli “pseudo-documenti” che ne fanno parte.
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dal query log. Convincente appare anche l’algoritmo di clustering, anche se
non viene definito nessun ordinamento all’interno della tassonomia generata.
Un altro dei problemi di questo approccio e` che la tassonomia viene calco-
lata solo sulla base dei termini presenti negli “pseudo-documenti”, per cui
non potranno comparire termini che non sono legati ai termini della query
in alcuna delle ricerche presenti nel query log. Inoltre probabilmente non si
riescono a rilevare concetti che sono rari e che non vengono ricercati spesso
(per cui sul query log non si vedono comparire molto di frequente): gli autori
lo indicano come un pregio perche´ secondo loro la tassonomia deve rispec-
chiare il comportamento degli utenti (desunto quindi dal query log). Rimane
il fatto che tale scelta penalizza molto la completezza dello strumento e si
possono avanzare anche dubbi sulla validita` dei risultati esposti in presenza
di interrogazioni su temi o notizie recenti. Senza contare poi che permangono
tutte le questioni gia` precedentemente sollevate a proposito dell’utilizzo di
un query log di un motore di ricerca.
Tra i lavori della letteratura che abbiamo analizzato merita una menzio-
ne anche il sistema descritto in [20] che si propone di andare ancora oltre il
classico sistema di visualizzazione dei risultati di una ricerca. Questo lavo-
ro e` molto simile al sistema commerciale Cuil7, ma ottiene dei risultati di
gran lunga superiori. Si tratta di uno strumento di grande impatto visivo
che permette di rendere graficamente, ma in modo comunque molto diretto
e sintetico, il clustering effettuato. Nell’interfaccia fornita da questo sistema
non e` presente solo una tassonomia in forma testuale, ma lo schermo vie-
ne suddiviso in riquadri corrispondenti ai concetti presenti all’interno della
tassonomia generata. I vari riquadri sono dimensionati proporzionatamente
al ranking del cluster che rappresentano e possono contenere sia immagi-
ni, estratte dalle pagine web appartenenti al cluster, sia frasi di lunghezza
variabile. Per il clustering viene usato l’algoritmo di Non-negative matrix fac-
torization (NMF) [21]; sperimentalmente tale approccio ha il grosso limite
nel fatto che il numero dei cluster deve essere fissato a priori per cui il si-
7http://www.cuil.com
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stema prevede 15 esecuzioni dell’algoritmo con differenti valori dei parametri
per trovare la tassonomia ottima. Cio` riduce pesantemente la sua efficacia e
penalizza quindi il suo uso in un ambito multi-utente. Interessante e` invece
la misura della bonta` del clustering basata sulla condivisione delle categorie
di Wikipedia8: un documento “possiede” una categoria C quando una del-
le singole parole del suo riassunto9 corrisponde ad un titolo di un articolo
inserito nella categoria C. Il sistema pero` presenta anche diversi limiti. In
primo luogo, per l’elaborazione dell’interfaccia e per ottenere il riassunto di
una pagina, si deve provvedere allo scaricamento dell’intera pagina: a causa
di questo vincolo si dovrebbe rinunciare alla natura del meta-motore, ma
creare un vero e proprio motore di ricerca con un proprio sistema di cra-
wling. Inoltre, nonostante l’utilizzo di Wikipedia, a giudicare dagli esempi,
il sistema non e` in grado di rilevare in maniera ottima relazioni semantiche
tra i diversi cluster. Questo e` dovuto principalmente al metodo di clustering
che si basa sulla term-frequency, mentre il grafo costituito dalla tassonomia
di Wikipedia e` sfruttato solo per la valutazione a posteriori, ma non viene
utilizzato come criterio di formazione dei cluster all’interno dell’algoritmo di
NMF.
Sperimentalmente questa seconda classe di sistemi raggiunge risultati in-
feriori alla precedente. Il problema principale sta nel fatto che l’etichettatura
e` una fase per niente banale se non si parte direttamente dal singolo snippet
ma da un cluster, e spesso quindi ci si trova di fronte a frasi mal formate sia
grammaticalmente che semanticamente. E` ovvio che uno strumento che non
riesca ad essere chiaro verso l’utente sia destinato a non avere successo.
D’altronde nel 2003, Raul Perez-Valdes, presidente di Vivisimo10, riferen-
8http://en.wikipedia.org/wiki/Special:Categories
9Anche se non descritto con precisione, il metodo di estrazione del riassunto di una
pagina si basa sul lavoro di Mihalcea e Tarau descritto in [14], un sistema indipendente
dal linguaggio che crea un grafo a partire dai termini contenuti nelle differenti frasi che
compongono il testo della pagina. La selezione delle frasi che comporranno il riassunto e`
fatta in base alla risoluzione di un problema di copertura di grafo.
10http://www.vivisimo.com
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dosi al sistema, ora chiamato Clusty, disse11:
“We use a specially developed heuristic algorithm to group - or
cluster - textual documents. This algorithm is based on an old
artificial intelligence idea: a good cluster - or document grouping
- is one, which possesses a good, readable description. So, rather
than form clusters and then figure out how to describe them, we
only form describable clusters in the first place ... Our innovation
relies on a newly discovered heuristic algorithm that does this
well.”
2.2 Studi correlati
Nello sviluppare le nostre tecniche ed effettuare i nostri esperimenti, abbiamo
tratto ispirazione da una serie di risultati apparsi recentemente in letteratura
per la risoluzione di altri problemi comunque correlati al nostro. Descrive-
remo brevemente queste proposte per evidenziare gli aspetti algoritmici che
utilizzeremo nel prosieguo di questa tesi o con i quali ci confronteremo nella
parte sperimentale della stessa.
Fra i lavori analizzati, abbiamo dato ampio rilievo al metodo nominato
Query by Document (QBD) [22]. Questo lavoro si inserisce all’interno del
sistema BlogScope12 e si occupa principalmente di cercare, a partire da un
post di un blog, altri post correlati. Per fare cio` analizza il testo del post
usato come query al fine di estrarre un insieme di etichette significative che
lo descrivano. In seguito tramite l’utilizzo di Wikipedia come base di cono-
scenza questo insieme di frasi viene arricchito con altre correlate non presenti
originariamente nel testo del post. Infine le frasi cos`ı ottenute vengono usate
come query vere e proprie verso il motore di ricerca di BlogScope al fine di
ricercare altri post correlati a quello di partenza. Interessante e` sicuramente
il metodo di estrazione delle frasi che ci e` parso adatto anche per la fase di
11http://searchenginewatch.com/showPage.html?page=2226841
12http://www.blogscope.net
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etichettatura di uno snippet (si veda il capitolo 5). Il sistema poi descrive un
approccio altrettanto interessante per l’espansione delle frasi estratte, trami-
te l’esecuzione dell’algoritmo di Relevance Rank 13 sul grafo delle pagine di
Wikipedia. Tale metodo costituisce un buon tentativo verso l’identificazione
di relazioni semantiche fra le etichette estratte da uno snippet.
Un altro strumento che abbiamo analizzato e` il servizio di Yahoo, deno-
minato Correlator 14. Tale servizio utilizza anch’esso come base di conoscenza
Wikipedia, qui opportunamente elaborata [1] in modo da creare un grafo di
entita` di vario tipo (es. luoghi, nomi, eventi, concetti, ...) correlate fra loro, e
propone degli algoritmi molto efficaci per l’estrapolazione di relazioni seman-
tiche tra quelle entita`. La base di conoscenza utilizzata e` il frutto di un lavoro
basato sull’analisi del testo di cui sono composti gli articoli di Wikipedia e si
tratta di un approccio volto a “interpretare” il linguaggio naturale piuttosto
che impiegare dati gia` strutturati15. Ad oggi e` stata annotata la sola Wiki-
pedia inglese [25] mentre e` in corso di sviluppo presso il nostro Dipartimento
un’analoga elaborazione per la Wikipedia italiana16. Dato il contesto in cui
si inserisce questa tesi (progetto FIRB per un motore di ricerca verticale
della cultura italiana) abbiamo dovuto rinunciare per ora a questo tipo di
dati anche perche` comunque vorremmo rimanere indipendenti dalla lingua
e dalla collezione indicizzata (intero web e/o collezione verticale). La nostra
tesi in effetti fa uso anch’essa di Wikipedia ma non si basa su alcuna sua an-
notazione o pre-elaborazione particolare, per cui puo` sfruttare i dati “grezzi”
che sono disponibili per le Wikipedia in numerose lingue.Inoltre nel nostro
sistema siamo in grado di ovviare alle “lacune” di informazioni presenti in
Wikipedia adoperando comunque l’approccio sintattico di SnakeT. L’inten-
to del progetto di tesi e` stato infatti quello di combinare il “meglio dei due
mondi” in modo da ottenere una copertura ampia delle informazioni indiciz-
13Una rivisitazione del Topic-Sensitive PageRank [12].
14http://correlator.sandbox.yahoo.net/
15Per approfondimenti si consulti: http://sandbox.yahoo.net/what-is-correlator
16http://medialab.di.unipi.it/wiki/SemaWiki (Prof. Attardi, progetto finanziato
dalla Fondazione Cassa di Risparmio di Pisa)
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zate (l’intero web), e dotarlo di una fase di elaborazione “semantica” ove sia
possibile (Wikipedia).
Ad ogni modo, alcune metodologie sperimentate sull’annotazione prece-
dentemente descritta [26] sono state fonte di ispirazione per alcuni dei nostri
algoritmi (si veda la sezione 6.2) e i risultati futuri ottenuti sulla Wikipedia
Italiana potranno probabilmente essere utilizzati per arricchire le prestazio-
ni del nostro sistema nei contesti in cui Correlator risulta vincente (quali
etichette che si riferiscono a luoghi, nomi, eventi, ecc ...).
Sempre da Yahoo e` disponibile un altro servizio, detto keyterms17 che
viene applicato a tutte le pagine recuperate durante il crawling e le infor-
mazioni che esso elabora vengono rese disponibili tramite le classiche API
di ricerca web18, specificando opportuni parametri nella richiesta19. Va detto
che questo strumento analizza l’intera pagina per l’estrapolazione dei key-
terms e quindi puo` produrre etichette poco correlate con una interrogazione,
come dimostrato in [3]. Cio` nonostante essendo l’unico strumento open lo
confronteremo in sezione 7.2 per valutare l’efficacia dei nostri algoritmi.
Un lavoro un po’ datato ma molto importante per i nostri fini e` sicura-
mente quello di Ken Church [8], nel quale per la prima volta viene definito
un’indicatore di Mutual Information che consente di ottenere un valore del-
la correlazione fra due parole. Questo studio e` spesso citato in tanti lavori
di linguistica computazionale nell’ambito della creazione di etichette, con lo
scopo di fornire una quantificazione della bonta` dei bigrammi che si stanno
generando. Nella nostra tesi ci siamo quindi ispirati anche noi a tale lavoro
per la fase di sfoltimento delle etichette generate.
Concludiamo questa sezione illustrando due ulteriori scelte fatte nel pro-
getto della nostra soluzione.
Abbiamo gia` detto che useremo Wikipedia come base di conoscenza, quin-
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di un ottimo lavoro che si pone come obiettivo quello di strutturare le in-
formazioni di Wikipedia in forma di database relazionale. Per il suo scopo
vengono analizzati tutti quei dati in tabelle presenti nelle pagine dell’enciclo-
pedia: spesso infatti i redattori sono soliti imporre dei vincoli nella stesura
di particolari tipi di voci (come ad esempio citta`, squadre calcistiche, film,
scienziati ecc...) che prevedono il riempimento di tabelle riassuntive, dette
Infobox, che contengono specifici campi inerenti al tipo di voce. Purtroppo
data l’assenza di un coordinamento fra le varie community locali di Wikipe-
dia, risulta difficile rendere disponibile questo tipo di elaborazioni per tutte le
lingue. Abbiamo percio` preferito rinunciare a tale scelta in quanto DBpedia
non e` disponibile per tutte le lingue di nostro interesse.
Infine sottolineiamo il fatto che abbiamo deciso di sviluppare il nostro
software sfruttando strutture dati che fossero “leggere” in termini di occu-
pazione di spazio ed efficienza in tempo al fine di poter gestire in memoria
interna piu` grandi quantita` di dati possibile. In particolare abbiamo utiliz-
zato le ottime soluzioni di [4] e [6] per il trattamento di stringhe e grafi di
grosse dimensioni21. Sempre nell’ambito dell’elaborazione delle strutture dati
per Wikipedia, in questa tesi ci siamo avvalsi dello strumento Smalltext [9]
per la gestione di grandi basi di dati testuali.




Di seguito descriveremo un po’ piu` nel dettaglio il funzionamento di SnakeT
[10], identificando i moduli software principali di cui e` composto, le basi di
conoscenza utilizzate, al fine di comprendere meglio in che modo il nostro
sistema puo` migliorarne l’efficacia.
Come si puo` vedere in figura 3.1, la prima fase dell’elaborazione di SnakeT
e` costituita dalla raccolta degli snippet da diversi motori di ricerca web. Al
momento della sua progettazione erano 18 i servizi di ricerca interrogati dal
sistema, ma ad oggi solamente il servizio di Yahoo! e di MSN Live possono
essere utilizzati efficacemente. In seguito, dopo aver arricchito gli snippet
con le informazioni presenti in una delle sue basi di conoscenza (si veda la
sezione 3.1), il sistema genera le etichette basandosi sull’analisi del testo
arricchito e utilizzando l’altra base di conoscenza per la loro valutazione.
Infine l’ultimo passo e` costituito dall’algoritmo di clustering, fondato sull’idea
che la condivisione della stessa etichetta fra piu` snippet costituisca un indice
del fatto che tali snippet trattano lo stesso argomento.
3.1 Basi di conoscenza
SnakeT utilizza due basi di conoscenza esterne per il suo funzionamento.
20
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Figura 3.1: La struttura di SnakeT
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Anchor Index Per ogni pagina web esiste un insieme di frasi, dette anchor
text, che vengono utilizzate nelle altre pagine che la riferiscono per de-
scriverla. Si tratta sostanzialmente del testo presente all’interno di ogni
tag HTML di tipo anchor. Effettuato dunque un crawling del web, tutti
questi frammenti di testo vengono memorizzati in un indice e associati
alle pagine a cui si riferiscono, al fine di arricchire la loro descrizione.
Per alcune pagine web, come quelle costruite tramite tecnologia Flash
e per le quali l’HTML e` praticamente assente, cio` costituisce un’essen-
ziale supporto nella fase di analisi dello snippet e quindi di estrazione
di etichette significative.
DMOZ L’Open Directory Project1, conosciuto anche come DMOZ, e` la di-
rectory web piu` grande del mondo che attualmente fornisce informa-
zioni per 4 milioni e mezzo di siti web, organizzati in quasi 600 mila
categorie. In SnakeT, tutta la directory e` stata indicizzata al fine di
costruire un vero proprio ranking-engine che guidasse la fase di valuta-
zione e selezione delle etichette candidate. In particolare il concetto che
sta alla base di questo metodo e` l’osservazione che se due termini oc-
corrono molto frequentemente nel testo delle stesse categorie di DMOZ
questi sono dei buoni candidati a costituire una etichetta significativa.
I dati ottenuti da questa fonte sono serviti in questo ranking-engine
anche per la computazione dei classici valori di TF e IDF delle parole
degli snippet.
3.2 Estrazione delle etichette
Il metodo di creazione delle etichette da uno snippet fa uso delle gapped sen-
tence2, estrapolate dal testo “arricchito” tramite l’anchor index. Ovviamente
data la possibile presenza di frasi totalmente sconnesse sia sintatticamente
1http://www.dmoz.org/
2Etichette estratte da una frase piu` lunga e formate da parole non necessariamente
contigue nel testo di provenienza.
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che semanticamente, il sistema provvede a eliminare tutte quelle etichette
che non compaiono almeno n volte all’interno delle pagine di DMOZ. La
formazione delle etichette procede per passi, creando prima bigrammi e poi
frasi piu` lunghe fino ad un massimo di 8 termini, combinando termini non
necessariamente contigui nel testo dello snippet. Si consideri che tutte que-
ste operazioni vengono eseguite analizzando i cosiddetti termini stemmed3,
in modo da raggruppare etichette sintatticamente identiche. Durante la vi-
sualizzazione, verranno utilizzati i termini originali, per una ovvia ragione di
leggibilita`.
Agire secondo la mera frequenza delle gapped sentences, porta alla gene-
razione di molte di queste, per cui si rende necessaria una fase di valutazione
della loro bonta` che SnakeT effettua utilizzando le informazioni provenienti
dalla base di conoscenza di DMOZ, con le modalita` indicate in sezione 3.1.
In particolare tale valutazione, in congiunzione con altre informazioni stati-
stiche ricavate dagli snippet che si stanno elaborando, consente di avere un
criterio con il quale discernere quelle poco significative e procedere alla loro
eliminazione. Particolare da notare e` che, per come e` stata ideata la formu-






dove (wa, wb) sono tutte le coppie di termini contigui appartenenti all’eti-
chetta s, mentre la valutazione di una coppia di termini rank(wa, wb) si
basa sul concetto che siano da favorire termini che appaiono frequentemente
all’interno delle stesse categorie di DMOZ.
3“Lo stemming e` il processo di riduzione della forma flessa di una parola alla sua
forma radice, detta tema. Il tema non corrisponde necessariamente alla radice morfologica
(lemma) della parola: normalmente e` sufficiente che le parole correlate siano mappate allo
stesso tema, anche se quest’ultimo non e` una valida radice per la parola.” (da Wikipedia,
http://it.wikipedia.org/wiki/Stemming).
CAPITOLO 3. SNAKET 24
3.3 Algoritmo di clustering
Uno dei punti di forza di SnakeT si e` rilevato essere proprio l’algoritmo di
clustering. Si tratta di un approccio di tipo bottom-up che risolve un problema
di copertura di grafo pesato ed etichettato.
Il procedimento si compone a grandi linee dei seguenti passi:
Generazione delle foglie. E` il primo passo che crea quelle che saranno le
foglie della gerarchia finale: la descrizione di questi cluster e` costitui-
ta infatti dall’etichetta cui fanno riferimento. Questi cluster sono tanti
quante sono le etichette distinte generate secondo l’algoritmo presen-
tato in sezione 3.2. Uno snippet appartiene a tutti quei cluster le cui
etichette figurano in esso.
Generazione della firma. Per ogni cluster foglia si definisce una firma, che
identifica le tematiche presenti all’interno. In pratica si costruisce una
stringa contenente tutte le principali etichette che sono state estratte
dagli snippet del cluster.
Generazione dei padri. Si definiscono i cluster “padri” per ogni grup-
po di foglie che condividono parte della loro firma. In questo modo
la sottostringa in comune costituisce la descrizione del nuovo cluster
“padre”.
Creazione del grafo. Si procede a definire un grafo pesato e bipartito in
cui un insieme di nodi e` costituito dai cluster iniziali, l’altro dai padri
appena formati. Ogni arco identifica la relazione padre-figlio e il peso
che viene associato a tale arco non e` altro che la valutazione data
all’etichetta del cluster figlio secondo l’algoritmo in sezione 3.2.
Sfoltimento del grafo. Il grafo formato viene sfoltito secondo diverse re-
gole che hanno come obbiettivo (i) la diversita` delle etichette, per cui
se due padri contengono “quasi” gli stessi termini nell’etichetta che li
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Figura 3.2: L’interfaccia del meta-motore di ricerca SnakeT
descrive, vengono fusi e mantenuta l’etichetta con valutazione maggio-
re; (ii) e la copertura dei temi, per cui se due padri contengono “quasi”
gli stessi snippet al loro interno, allora viene mantenuto il padre con
l’etichetta di maggiore qualita`.
3.4 Punti deboli
I risultati hanno evidenziato [10] come la gerarchia generata tramite l’appli-
cazione di questo procedimento fosse un valido supporto per la ricerca, grazie
alla sua completezza per cui lo strumento riesce a rilevare correttamente i
diversi temi presenti e le sue prestazioni sono confrontabili con quelle di
Vivisimo (oggi Clusty).
Negli ultimi tempi comunque si sono susseguiti tutta una serie di migliorie
negli strumenti di analisi testuale che potrebbero essere utilizzati anche in
SnakeT per aumentare ulteriormente la qualita` sintattica e semantica delle
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etichette generate. L’utilizzo per esempio di un POS-tagger 4 potrebbe por-
tare indubbi vantaggi, come mostrato in [22] e [13]. Anche l’applicazione di
concetti sull’associazione di parole, come evidenziati in [8], da inserirsi in
fase di valutazione delle etichette, potrebbero contribuire a migliore l’attuale
metodo che si basa “solamente” sull’occorrenza delle parole all’interno della
parte descrittiva delle stesse categorie di DMOZ.
Inoltre l’avvento di Wikipedia e il suo largo impiego negli ultimi lavori nel
campo dell’Information Retrieval, fornisce diversi spunti per il miglioramento
della qualita` del sistema.
Infine, come accennato in precedenza, SnakeT, al pari di tutti gli altri
sistemi analoghi da noi analizzati, manca di una fase di estrapolazione di re-
lazioni semantiche che possano contribuire, al di la` della mera analisi testuale,
alla formazione della gerarchia in maniera piu` intelligente. Difatti l’arricchi-
mento dell’insieme di etichette che descrive uno snippet con altre desunte da
una base di conoscenza esterna e non rilevate direttamente nel testo analiz-
zato, contribuirebbe alla fusione in un unico cluster di diversi snippet che
non condividono gli stessi termini ma trattano temi semanticamente simili.
Come mostrato nell’esempio della gerarchia creata da Clusty in figura 2.1, e`
plausibile che un’elaborazione di tipo semantico avrebbe arricchito le etichet-
te degli snippet contenenti “Panthera Onca” con l’etichetta “Animal” e di
conseguenza avrebbe portato Clusty ad individuare la relazione “semantica”
tra quegli snippet.
4Sigla che sta per Part Of Speech Tagger, ovvero un strumento in grado di eseguire
l’analisi grammaticale di una frase per associare ad ogni parola la parte del discorso che
rappresenta.
Capitolo 4
La nostra base di conoscenza:
Wikipedia
Come precedentemente accennato l’utilizzo dell’enciclopedia on-line Wikipe-
dia sta avendo oggi ampio successo nell’ambito dell’Information Retrieval
come base di conoscenza per lo sviluppo di applicazioni efficaci per l’analisi
di testi.
Uno dei pregi di questa enciclopedia e` sicuramente la ragguardevole di-
mensione che ha raggiunto in questi anni: per la lingua inglese si tratta di
quasi 3 milioni di voci, circa 45 milioni di collegamenti fra di esse e un totale
di piu` di 20 Gigabyte di testo. Non si puo` dire certo che essa sia un’enciclo-
pedia completa in assoluto, ma il fatto che venga creata dagli utenti della
rete, la rende perfetta nell’adattarsi a ricoprire quelle tematiche che sono
importanti per gli utenti stessi.
Un altro grande vantaggio che essa offre e` la sua organizzazione: mini-
male nella sua struttura, ma sufficiente per sviluppare potenti strumenti per
l’Information Retrieval [26]. Tale minimalita` era comunque necessaria per fa-
cilitarne la diffusione, dato che molto probabilmente troppi vincoli avrebbero
aumento le difficolta` nella stesura degli articoli e quindi rallentato e ridot-
to l’interesse nei suoi confronti. Recentemente sono nati dei progetti, come
DBpedia (si veda la sezione 2.2), che tentano di ovviare a questo problema,
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cercando di dare un’organizzazione piu` rigorosa dei dati. Ad ogni modo, a
nostro avviso, tutti questi progetti rischiano di essere troppo limitanti, esclu-
dendo dall’analisi troppe informazioni. E` plausibile che prossimamente queste
elaborazioni raggiungano una copertura maggiore, anche perche´ spesso le di-
verse community locali di Wikipedia adottano convenzioni differenti per cui
risulta difficile fornire tali servizi per tutte le lingue. Come per [25], abbiamo
deciso preliminarmente di non considerare questo genere di dataset e ci si
e` concentrati sull’elaborazione dei dati grezzi1 che sono disponibili per ogni
lingua di nostro interesse.
4.1 Struttura
Wikipedia e` fondamentalmente costituita da pagine: queste vengono suddivi-
se in diverse tipologie, chiamate namespace. Le due principali tipologie sono
gli articoli e le categorie.
4.1.1 Articoli
L’entita` fondamentale e` l’articolo, ovvero una voce dell’enciclopedia. Esso
possiede un titolo ed e` inserito in una o piu` categorie. Il testo di un articolo e`
costituito da un un corpo (body) la cui parte iniziale rappresenta il compendio
(abstract): al loro interno e` possibile che siano presenti anche dei collegamenti
ad altri articoli dell’enciclopedia. La struttura di questi collegamenti puo`
essere usata per la costruzione di un grafo delle voci di Wikipedia.
Spesso alcuni articoli possiedono lo stesso titolo, nel qual caso gli scrit-
tori creano una pagina detta di disambiguazione (a tutti gli effetti un altro
articolo) che abbia come titolo il nome ambiguo2 e vi inseriscono nel corpo
1Wikimedia Foundation (http://wikimediafoundation.org/) fornisce un’esporta-
zione dell’intero insieme di informazioni dell’enciclopedia, suddividendolo per lingua
(http://download.wikimedia.org/).
2Questo e` il caso generale, per vedere nel dettaglio le direttive dell’enciclopedia si
consulti http://en.wikipedia.org/wiki/Wikipedia:Disambiguation
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Figura 4.1: Esempio di una voce dell’enciclopedia.
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Figura 4.2: Esempio di una pagina di disambiguazione.
una serie di collegamenti, con relativa spiegazione, in modo da aiutare l’u-
tente a trovare la specifica voce che sta cercando. A tali voci verra` assegnato
un titolo diverso che comprenda anche una o piu` parole specifiche, atte a
disambiguare la voce suddetta (si veda la figura 4.2).
Il fenomeno contrario (ovvero piu` titoli che identificano la stessa voce)
viene modellato tramite i cosiddetti redirect : tra i vari titoli, il principale
viene usato per contenere l’articolo vero proprio, mentre gli altri conterranno
al loro interno solamente un collegamento ad esso (si veda la figura 4.3).
La modellazione che viene fatta dei redirect consente la costruzione di un
dizionario dei termini sinonimi. Sicuramente non si tratta di uno strumento
molto completo, ma permette invece di collegare spesso sigle, nomi abbreviati
e altre frasi composte da diverse parole, che difficilmente potrebbero trovare
posto in un dizionario tradizionale. Per la nostra tesi questo costituisce un
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Figura 4.3: Esempio di una pagina di tipo redirect.
limitato ma comunque validissimo strumento nell’identificazione di relazioni
semantiche fra etichette differenti.
4.1.2 Categorie
L’intero insieme delle voci dell’enciclopedia e` stato classificato in diverse cate-
gorie che rappresentano i temi trattati. Ogni categoria e` identificata anch’essa
da una pagina: normalmente non viene incluso nessun testo particolare che
la descriva, ma il sistema provvede a riempirla con i collegamenti alle varie
sottocategorie. La tassonomia formata, non e` pero` identificabile con un albe-
ro, ma si tratta di un grafo aciclico orientato (DAG), dal momento che una
categoria puo` avere piu` padri.
Il grafo comunque comprende anche categorie che non intendono descrive-
re i concetti trattati dall’enciclopedia ma sono semplicemente dei “contenito-
ri” utilizzati in fase di manutenzione delle voci. Spesso infatti per raggruppare
alcuni articoli che necessitano della stessa operazione di modifica, gli edito-
ri dell’enciclopedia usano inserirli in una categoria per consentirne una piu`
facile consultazione. Si tratta delle cosiddette categorie nascoste.
Uno dei difetti di questa tassonomia e` forse l’esagerata specificita`: in al-
cuni casi infatti il grafo e` troppo profondo, descrivendo aspetti e tematiche
quasi irrilevanti. In generale, nonostante presso la comunita` Wikipedia siano
sempre in atto grandi sforzi nell’intento di ripulire e manutenere al meglio sia
la tassonomia che l’insieme delle voci, il rumore presente nell’intero corpus
raggiunge dimensioni non trascurabili e di questo se ne deve tenere parti-
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colarmente in conto quando si vuole utilizzare questo DAG per sviluppare
strumenti di Information Retrieval “semantici”.
4.2 Le nostre strutture dati
In questa tesi ci siamo occupati di creare delle strutture dati basate sulla
grande mole di informazioni offerte da Wikipedia. Tutti i dati utilizzati come
sorgente sono distribuiti gratuitamente dalla stessa Wikimedia Foundation
presso i suoi server sotto forma di dump XML e script SQL, con una frequenza
di aggiornamento che varia intorno ai due mesi circa.
Per la creazione di indici ci siamo avvalsi delle funzionalita` offerte dal
motore di ricerca full-text open-source Lucene3. Si tratta di uno strumento
che e` diventato lo standard de facto della sua categoria nel momento in cui
si debba utilizzare il linguaggio Java, ma non solo.
Ci siamo anche occupati di trattare la forma a grafo della struttura di
Wikipedia, sia per quel che riguarda i collegamenti fra le varie voci, sia il
DAG delle categorie, utilizzando la libreria WebGraph4 [4] sviluppata presso
il Dipartimento di Scienze dell’Informazione dell’Universita` di Milano.
Durante queste fasi di elaborazione abbiamo anche sfruttato le funziona-
lita` offerte dalla libreria Smalltext [9], per la gestione di basi di dati testuali
e l’ordinamento di grandi liste di stringhe.
4.2.1 Indice dei titoli
Una delle elaborazioni effettuate si basa sull’elenco dei titoli delle pagine di
Wikipedia. In questo indice vengono compresi anche i titoli delle categorie che
compongono la tassonomia. Ad ogni singolo titolo vengono quindi associate
le seguenti informazioni (o campi):
3http://lucene.apache.org/java/docs/index.html
4http://webgraph.dsi.unimi.it
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ID: e` un numero che viene assegnato dal sistema di redazione delle vo-
ci e mantenuto nei database di Wikipedia: esso viene utilizzato per
l’identificazione in modo univoco della pagina.
Title: si tratta del testo che rappresenta il titolo della pagina dell’enciclo-
pedia.
Namespace: e` il codice che identifica se la pagina rappresenta un articolo
o una categoria della tassonomia.
Node: e` un numero intero utilizzato per identificare la pagina all’interno
del/i grafi che saranno costruiti. Dato che l’ID non segue una nume-
razione continua, ma nella successione sono presenti diversi salti, si e`
reso necessario introdurre una nuova numerazione per l’identificazione
delle voci.
Redirect: identifica se la voce e` un redirect. In caso positivo allora il valore
del campo Node e` equivalente a quello della voce a cui il redirect fa
riferimento.
Ambiguous: identifica se si tratta di una voce ambigua. In questo ca-
so il campo Node non e` valorizzato e la risoluzione dell’ambiguita` e`
demandata ad un indice descritto in sezione 4.2.3.
Dal momento che lo strumento WebGraph che e` stato utilizzato per ge-
stire il grafo non consente la manipolazione di grafi con i nodi etichettatati,
questo indice costituisce una sorta di mappatura tra gli identificativi nume-
rici dei nodi (il campo Node) del grafo e la corrispondente etichetta (il titolo
della pagina Wikipedia, sia esso un articolo o una categoria). Data quindi
un’etichetta estratta dallo snippet, tramite questo indice siamo in grado di
trovare il corrispondente nodo nel grafo non etichettato tramite una ricerca
diretta nel campo Title.
Inoltre avendo inclusa al suo interno le informazioni riguardo ai redirect,
questo indice viene anche usato per identificare etichette simili: se infatti due
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etichette ricercate nell’indice corrispondono a due voci con il campo Node
identico, allora le due etichette hanno identico significato.
4.2.2 Indice degli articoli
Questo tipo di indice viene prodotto elaborando l’intero corpo delle voci del-
l’enciclopedia. Il risultato costituisce un ottimo strumento per la valutazione
che si deve effettuare nella fase di analisi testuale: ad esempio si possono
ottenere tutte quelle statistiche sulle frequenze delle parole che vengono usa-
te per poter calcolare indicatori come l’Inverse Document Frequency (IDF),
oppure l’occorrenza di un termine o di una frase intera.
4.2.3 Indice di disambiguazione
Si e` provveduto anche a costruire un indice, che abbiamo chiamato di di-
sambiguazione, per cercare di migliorare la corrispondenza fra le etichette
estratte e i nodi del grafo Wikipedia. Infatti, uno dei problemi a cui abbiamo
dovuto far fronte e` stato il grande “rumore” presente fra le numerose voci
dell’enciclopedia e questo indice e` uno strumento che puo` essere usato in
alcuni casi per risolvere almeno in parte il problema.
Come specificato precedentemente, alcune voci sono identificate da un
titolo ambiguo, per cui, nel qual caso si voglia identificare una delle voci a
partire da una frase (si cerca quindi una corrispondenza con il titolo), il si-
stema potrebbe trovarsi nella situazione di aver scoperto una corrispondenza
esatta, ma questa in realta` fa capo ad una pagina di disambiguazione piutto-
sto che una voce vera e propria. In questo scenario l’indice di disambiguazione
effettua dei confronti nel tentativo di identificare la voce corretta.
Per il suo funzionamento, ogni pagina di disambiguazione e` stata analiz-
zata tenendo conto che questo tipo di pagine sono costituite principalmente
da un elenco puntato con un numero di righe pari al numero di significati che
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Figura 4.4: Un piccolissimo snapshot del grafo delle pagine di Wikipedia.
il titolo ambiguo puo` assumere5. All’interno di ogni riga e` presente quindi un
collegamento alla voce non ambigua e una breve descrizione della voce stessa:
tutto questo costituisce il singolo elemento dell’indice. Si inserisce infatti per
ogni voce non ambigua (i) il titolo ambiguo a cui fa riferimento, (ii) il testo
che descrive la voce.
Ogni volta che una frase da ricercare corrisponde ad un titolo ambiguo si
recuperano quindi tutte le voci non ambigue associate e per ognuna di esse
si confrontano i termini presenti nelle descrizioni con una serie di termini che
costituiscano una sorta di contesto per la frase che si sta esaminando. Vengo-
no scelte quindi tutte le voci non ambigue con le quali questa corrispondenza
supera una certa soglia.
4.2.4 Grafo delle pagine
Come precedentemente specificato, nel testo che costituisce il corpo di una
voce dell’enciclopedia, possono essere presenti alcuni collegamenti ad altre
voci. Una voce poi puo` essere riferita anche piu` di una volta sola all’interno
di un articolo.
Questi collegamenti possono essere utilizzati per costruire una struttura
a grafo delle varie voci (si veda la figura 4.4) e in tanti studi, come [22], si
5Esistono dei casi in cui la struttura non segue esattamente le specifiche descritte, per
cui e` possibile che per una pagina non tutte le sue voci non ambigue siano rilevate, ma si
tratta di una porzione davvero irrilevante.
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Figura 4.5: La categoria che contiene al suo interno tutte le liste.
cerca di sfruttare tale grafo come mappa concettuale per estrapolare relazioni
semantiche non rilevabili tramite l’analisi testuale.
Il grafo che si ottiene e` pesato (dove il peso e` la somma del numero dei
collegamenti verso una pagina) e diretto (dove la sorgente e` la pagina che
contiene il collegamento, il destinatario e` la pagina a cui punta il collega-
mento). Per i nostri scopi pero` lo abbiamo reso “non orientato” e come peso
dell’unico arco che puo` collegare due voci abbiamo preso la somma dei pesi
dei due archi nel grafo originale.
4.2.5 Grafo delle categorie
Un’altra base di conoscenza che e` stata analizzata in questo lavoro e` la tasso-
nomia di Wikipedia. Come detto precedentemente tale struttura viene rap-
presentata come un grafo aciclico diretto e non pesato (DAG), dal momen-
to che una categoria puo` avere piu` di un padre. La direzionalita` del grafo
ovviamente e` stata conservata per identificare la relazione padre-figlio.
Una grande mole di lavoro e` stata fatta per cercare di ripulire al meglio
questa tassonomia, perche´ cos`ı come e` fornita dalla Wikimedia Foundation
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comprende tante categorie di servizio usate per la manutenzione dell’enciclo-
pedia. Sicuramente quindi sono state rimosse tutti quelle categorie che ven-
gono identificate come categorie nascoste (si veda la sezione 4.1.2) e quindi
non utili ai nostri scopi. Inoltre si sono eliminate anche quelle che identificano
liste di voci piuttosto che tematiche vere e proprie.
Altre categorie particolari sono quelle che vengono create per cercare di
effettuare una suddivisione dei figli. Puo` accadere infatti, come mostrato
nell’esempio posto in figura 4.6, che una categoria contenga tantissimi figli,
per cui i redattori dell’enciclopedia si occupano di creare alcuni nuovi figli che
raggruppino per tipologia i figli originali. Sono in effetti suddivisioni fittizie,
che non identificano tematiche vere e proprie, ma sono utili nel momento in
cui si voglia navigare la tassonomia. Per i nostri scopi pero` costituiscono delle
cattive etichette e poi di fatto non identificano nessuno concetto rilevante.
Di conseguenza, un altro processo di pulizia e` consistito nella rimozione di
tali categorie e l’inserimento dei loro figli fra quelli del padre originale.
Nel caso particolare mostrato in figura 4.6, i nipoti Anarchici, Anticle-
ricali, Antifascisti... sono diventati figli della categoria Persone, mentre la
categoria Persone per orientamento politico e` stata rimossa.
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Figura 4.6: Esempio di raggruppamento dei figli di una categoria per tipologia.
Capitolo 5
Etichettatura
Come gia` ampiamente spiegato nel capitolo 3, per uno strumento come Sna-
keT, la qualita` delle etichette estratte dal testo degli snippet determina in
gran parte la bonta` del risultato finale. Lo scopo della tesi e` stato quindi quel-
lo di creare un sistema che potesse migliorare i risultati di SnakeT estraendo
delle etichette chiare, sintatticamente corrette e significative per la query che
si sta effettuando.
Per lo sviluppo di questa parte del sistema ci siamo avvalsi dell’ottimo
lavoro descritto in [22] che fornisce un metodo tutto sommato semplice, ma
comunque molto efficace, per il rilevamento dei chunk nominali1 all’interno
di una frase.
L’input del nostro strumento e` costituito quindi da 4 argomenti: (i) il
testo da ricercare, che viene poi inoltrato nelle chiamate ai servizi di ricerca;
(ii) il codice della lingua che si intende utilizzare, che viene sia inserito fra
i parametri con cui si invocano i servizi di ricerca, sia sfruttato durante
l’analisi; (iii) l’elenco dei motori di ricerca che si intendono interrogare; (iv) il
numero degli snippet da recuperare da ogni motore di ricerca interrogato.
1Con questo termine si intende una porzione di una frase formata principalmente da un
nome magari seguito o preceduto da uno o piu` aggettivi. Questi sono degli ottimi candidati
delle etichette ricercate.
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Figura 5.1: Lo schema del processo di etichettatura degli snippet e di
estrazione di etichette semanticamente correlate ad esse.
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Lo schema generale e` costituito da una pipeline di operazioni mostrate
in figura 5.1. Per ogni query, il sistema provvede ad interrogare una serie di
motori di ricerca per recuperare gli snippet. Una volta ottenuta la collezione
degli snippet, opportunamente organizzati, si procede alla loro elaborazione.
In particolare il testo di ogni snippet viene suddiviso nelle porzioni delimitate
dai punti di sospensione (si veda la figura 1.1). Ognuna di queste porzioni
viene quindi analizzata da un punto di vista testuale ed infine passata al-
l’algoritmo di chunker che rileva i chunk nominali all’interno di una frase.
Vengono poi applicate alcune strategie per l’eliminazione e la fusione di alcu-
ne etichette considerate “sporche” o ripetitive. Si ottiene cos`ı una collezione
di etichette associate ad ogni risultato della ricerca e si cerca di darne una
valutazione in modo da poterne evidenziare le migliori.
5.1 Raccolta degli snippet
Nella progettazione del nostro strumento abbiamo deciso di creare un meta-
motore di ricerca per consentire di avere una maggiore flessibilita` di impiego
e indipendenza dai dati raccolti. Abbiamo quindi sviluppato questo modulo
in modo tale da consentire di raccogliere i risultati di una ricerca da diverse
fonti: il sistema e` in grado di interrogare alcuni webservice dei motori di
ricerca piu` famosi e provvedere a identificare e fondere insieme quei risultati
che corrispondono alla medesima pagina.
Attualmente sono inseriti nella lista delle sorgenti i servizi offerti da Goo-
gle, Yahoo! e Microsoft Live Search, ma, data la strategia di implementazione
adottata, ci siamo preoccupati che l’inserimento di un nuovo servizio sia il
piu` agevole possibile. Tutte le varie configurazioni, come ad esempio i link ai
servizi e in alcuni casi i codici per l’accesso ad essi, sono facilmente editabili
tramite file XML. Chi utilizza lo strumento e` poi in grado di scegliere quali
di questi servizi interrogare e quanti risultati raccogliere per ognuno di essi2
2Attualmente il servizio offerto da Google non consente di raccogliere piu` di 64 risultati,
mentre gli altri pongono il loro limite a 1000.
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(fino ad un massimo consentito di 200). Se non specificato diversamente, il
sistema raccoglie i primi 50 risultati dai motori di ricerca Google e Yahoo! e
solitamente in media vengono identificate quasi 90 pagine distinte.
Dopo alcune prove infatti, si evince abbastanza chiaramente che l’utilizzo
del servizio di ricerca di Microsoft Live Search porta molto “rumore” all’in-
terno della collezione dei risultati: gli snippet risultano molto poco chiari, si
possono trovare spesso dei frammenti di codice HTML e anche le pagine a
volte non sono molto pertinenti con la ricerca effettuata, soprattutto se si
confrontano tutte queste caratteristiche con la qualita` offerta dagli altri due,
Google e Yahoo!. Inoltre, benche` tutti i motori di ricerca che vengono interro-
gati consentano di specificare tra i parametri della richiesta il linguaggio con
cui effettuare la ricerca, il servizio di Microsoft spesso non riesce ad essere
molto efficace in questo senso e restituisce anche alcuni risultati in lingua
differente, aumentando quindi la difficolta` nel trattamento del testo durante
l’esecuzione del Chunker (si veda la sezione 5.3). Nonostante tutti questi li-
miti si e` deciso comunque di lasciare la possibilita` di interrogare anche MSN
Live.
Ad ogni modo questo modulo del sistema potrebbe anche essere sostituito
in toto da un altro sviluppato ad hoc per altri ambiti piu` ristretti della
generica ricerca web, quali i motori verticali o per l’hidden web3. L’unico
requisito che si richiede per lo sviluppo di una componente del genere, e`
che i motori di ricerca da cui raccogliere i risultati forniscano, oltre ad un
identificativo della risorsa trovata, anche del breve testo che la descriva o
che mostri un piccola parte del suo contenuto, proprio come avviene con gli
snippet della ricerca web.
3“Il Web invisibile (conosciuto anche come Web sommerso) e` l’insieme delle risorse
informative non segnalate dai normali motori di ricerca.” da Wikipedia
http://it.wikipedia.org/wiki/Web invisibile
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5.2 Analisi Testuale
Il primo modulo del procedimento e` l’analisi testuale. Il primo passo dell’a-
nalisi consiste di un tokenizer che provvede a separare tutti i termini e la
punteggiatura della frase. In particolare ci si e` occupati di identificare anche
quei termini apostrofati che non sono disgiunti nel testo da un carattere di
spaziatura: si tratta ovviamente di situazioni che dipendono dal linguaggio
che si sta utilizzando ed e` questo uno dei casi in cui abbiamo sviluppato diver-
se implementazioni dello stesso modulo per consentire un miglior trattamento
del testo.
Prima di proseguire si provvede a contrassegnare tutte le stopword ri-
levate: il sistema dispone di una lista per ogni linguaggio e una comune a
tutti che comprende stopword dell’ambito internet4. Vengono anche scartate
dall’analisi quelle parole “sporche” costituite magari da numerosi segni di
punteggiatura al loro interno o altri caratteri non alfanumerici.
Tutti i termini identificati validi vengono quindi passati allo stemmer : in
questo lavoro ci siamo avvalsi degli algoritmi di stemming di Martin Porter
[15], disponibili per moltissime lingue e linguaggi di programmazione5. An-
che questo passo dell’analisi e` ovviamente dipendente dalla lingua che si sta
utilizzando.
L’ultima fase di questo modulo e` costituita dal Part Of Speech Tagger.
Questo tipo di strumento pone pero` diverse difficolta` in quanto esistono di-
verse implementazioni liberamente scaricabili da web, ma queste necessitano
di file di addestramento, non altrettanto disponibili. Questi file devono avere
dimensioni non trascurabili per risultare efficaci, ma richiedono uno sforzo
di tagging manuale enorme e quindi sono risorse preziose non disponibili
gratuitamente sul web. Considerando tutte queste problematiche e volendo
comunque mantenere la copertura dello strumento per tutte le lingue che ci
4E` frequente il caso in cui negli snippet si incontrano termini tipici delle pagine di un
sito web, a differenza di quelli che si possono trovare in un corpus classico. Esempi di
questo tipo di parole sono click, page, HTML, www ecc...
5http://snowball.tartarus.org/
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siamo posti negli obiettivi iniziali, la nostra scelta e` ricaduta sul TreeTag-
ger : e` uno dei pochi infatti che dispone dei file di addestramento per tutte
le lingue di nostro interesse e raggiunge performance molto buone quanto a
correttezza e velocita` di esecuzione. Il suo sviluppo e` stato descritto in [17] e
[18] ed e` liberamente scaricabile presso il sito dell’Institute for Natural Lan-
guage Processing dell’universita` di Stoccarda6. L’inconveniente maggiore per
il suo utilizzo e` che non e` stato sviluppato in Java per cui abbiamo dovuto ri-
nunciare all’obiettivo di avere un sistema 100% pure Java. Per l’integrazione
abbiamo quindi sviluppato un’interfaccia che avvia il tagger come processo
esterno e comunica con il nostro strumento tramite gli stream di standard
input e standard output. Considerato che il tempo di avvio di tale processo
non e` trascurabile (richiede infatti che il file di addestramento venga caricato
in memoria) e dato che un processo una volta avviato esegue il tagging per
una specifica lingua, il sistema si comporta in questo modo:
1. All’avvio del sistema, quando ancora non sono state sottomesse que-
ry, si provvede ad avviare e mantenere in esecuzione tanti processi del
TreeTagger quante sono le lingue supportate ed ad ognuno di essi vie-
ne passato come parametro il file di addestramento relativo ad una
specifica lingua.
2. Durante la fase di analisi per una query, si seleziona il processo corri-
spondente alla lingua con cui e` stata effettuata la query. A tale proces-
so vengono passati i termini che compongono le frasi degli snippet da
taggare tramite lo standard input.
3. Leggendo poi lo standard output vengono recuperati i valori di tagging.
4. Terminata l’operazione di tagging per tutte le frasi di tutti gli snip-
pet si continua a mantenere in esecuzione il processo per successive
interrogazioni.
6http://www.ims.uni-stuttgart.de/projekte/corplex/TreeTagger




Noun-Adj-Con-Adj Universita` italiana ed estera
Noun-Con-Noun Universita` e Ricerca
Noun-Pre-Noun Universita` di Pisa
... ...
Tabella 5.1: Una parte dei Noun Phrase Patterns per la lingua italiana.
Ovviamente dovendo utilizzare il nostro strumento in un ambiente multi-
utente e disponendo di un unico processo per ogni lingua, l’interfaccia e` stata
sviluppata in modo sincronizzato per evitare che i processi di analisi per le
query di due utenti distinti possano accavallarsi.
Ricapitolando gli snippet raccolti sono stati suddivisi in frasi, all’interno
delle quali si identificano i termini, di cui si conosce la forma stemmata, il tipo
(se e` una stopword o parola “sporca”) e la parte del discorso che rappresenta.
A questo punto termina la fase di elaborazione testuale degli snippet.
Tutti questi 3 elementi (tokenizer, stemmer, POS-Tagger) sono stati integra-
ti all’interno del sistema tramite una metodologia di programmazione delle
classi Java che ne consente una rapida configurazione e sostituzione per far
posto magari ad altri analoghi da svilupparsi in studi futuri.
5.3 Formazione delle Etichette (modulo Chun-
ker)
La formazione delle etichette segue lo schema che e` stato presentato in [22].
Difatti sono stati codificati manualmente alcuni pattern grammaticali detti
Noun Phrase Patterns che identificano una sequenza di termini per formare
dei chunk nominali. Si tratta di schemi che danno luogo a etichette ben
definite come mostrato in Tabella 5.1.
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Figura 5.2: Estratto del trie che contiene i Noun Phrase Patterns.
I pattern sono stati codificati in una struttura a trie che consente di
identificare velocemente le loro occorrenze nel testo dello snippet (si veda la
figura 5.2). Data la presenza di pattern inclusivi, il sistema al momento del
rilevamento dei chunk nominali provvede ad elencare tutti i match trovati.
Come si puo` ben notare dalle istanze mostrate in Tabella 5.1, per un testo che
contenga un frammento del tipo “... Universita` italiana ed estera ...” il sistema
rileva le etichette “Universita` italiana” e “Universita` italiana ed estera”. Sara`
poi compito del modulo Pruner valutare quali etichette mantenere e quali
sfoltire.
Inoltre si e` voluto conservare anche il rilevamento delle cosiddette gapped
sentence introdotte da SnakeT [10]. Infatti i pattern non vengono cercati
solamente tra i termini contigui di una frase, ma anche si provano ad associare
termini distanti considerando un massimo di 2 gap. Sempre prendendo come
esempio il frammento di testo “... Universita` italiana ed estera ...” questa
strategia consente di rilevare anche l’etichetta “Universita` estera” poiche´ e`
una corretta istanza del pattern Noun-Adj e vengono saltati i due termini
“italiana” e “ed”.
Alla fine di questa fase si raggruppano le etichette generate nel caso in cui
siano esattamente identiche, costruendo quindi una sorta di indice ad hoc e si
memorizzano anche alcuni dati statistici inerenti alla query quali la frequenza
dei termini (in forma stemmata e non) e la frequenza delle etichette (tenendo
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conto se occorrono nel titolo o nel testo dello snippet).
Per una query che raccoglie 50 risultati da due motori di ricerca si e` notato
sperimentalmente che si generano poco piu` di un migliaio di etichette.
5.4 Sfoltimento (modulo Pruner)
Questo modulo del processo di analisi si occupa di eliminare o fondere insieme
alcune etichette al fine di ottenere un insieme il piu` possibile compatto, ma
significativo dei concetti e delle tematiche che sono presenti nei risultati della
ricerca.
In primissimo luogo si effettua, appena dopo la creazione di una etichet-
ta, una rimozione di tutte quelle che non occorrono un certo numero di volte
all’interno del nostro text corpus, ovvero nel corpo degli articoli Wikipedia
(frequency bound). Qui si deve effettuare un distinguo. In SnakeT le etichette
erano generate esclusivamente come gapped sentences per cui era assoluta-
mente necessario verificare che l’associazione dei termini fosse sintatticamen-
te corretta. Fondamentalmente non c’era nessuno strumento che guidasse la
formazione delle etichette da un punto di vista sintattico: il metodo adot-
tato in [10] fu quello di cercare nel text corpus (allora DMOZ) l’occorrenza
esatta7 dell’etichetta almeno un certo numero di volte. Nel nostro sistema la
formazione delle etichette si basa principalmente sulla rilevazione di termini
contigui ed e` guidata sintatticamente dal POS-Tagger. In [17] si dimostra
come la correttezza del TreeTagger raggiunga valori maggiori del 96%. Tale
correttezza determina anche la correttezza delle etichette generate, per cui
diventa meno cruciale effettuare una verifica di tipo frequency bound. Ad ogni
modo anche nel nostro sistema ci sono delle gapped sentences, quindi frasi
potenzialmente scorrette8, percio` per tutte le etichette formate tramite gap
7Ovvero che i termini che compongono l’etichetta occorrano contigui e nell’ordine in
cui sono.
8Va detto che in parte una verifica sintattica e` gia` in atto, perche` un’etichetta che
rispetti i pattern, ma costituita da termini non contigui, con alta probabilita` e` comunque
valida sintatticamente.
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viene applicato uno sfoltimento con una verifica nell’indice degli articoli di
tipo frequency bound.
Una seconda fase di sfoltimento riguarda l’utilizzo dell’indice dei titoli
(fuse by redirect, si veda la sezione 4.2.1). Vengono fuse infatti le etichette che
equivalgono in modo esatto a titoli di Wikipedia e secondo il grafo dei redirect
corrispondono alla stessa voce. Manteniamo come etichetta quella che nella
collezione degli snippet occorre maggiormente. Tale operazione di fusione,
applicata anche successivamente, implica che se l’etichetta A e l’etichetta B
sono da fondere e A e` l’etichetta da mantenere perche´ occorre piu` volte, in
tutti gli snippet in cui e` presente B questa viene sostituita con A.
Successivamente si provvede ad analizzare sintatticamente le etichette
rimaste (fuse by stemmed terms). Per ogni etichetta si crea una sorta di
firma composta dai termini in forma stemmata (escluse tutte le stopword) e
ordinati alfabeticamente. Le etichette che hanno firma identica vengono fuse
insieme, sempre mantenendo quella che occorre piu` frequentemente nel testo
degli snippet.
Un’altra analisi avviene controllando le etichette a singolo termine, i co-
siddetti monogrammi (fuse by Mutual Information). Dato un monogramma
composto dal termine T e un bigramma che comprende il termine T, per




dove f(TS) e f(T ) sono il numero delle occorrenze rispettivamente delle
etichette TS e T, mentre α e` un parametro attualmente impostato a 0.75. Se
tale diseguaglianza e` verificata allora l’etichetta T viene fusa nell’etichetta
TS. La ragione e` che se un termine e` “molto spesso” seguito o preceduto da
un altro, allora e` ragionevole pensare che i due siano connessi fra loro e sia
praticamente equivalente usare il bigramma.
Tale procedimento viene eseguito anche confrontando bigrammi con tri-
grammi e cos`ı via, sempre secondo il medesimo ragionamento.
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Alla fine di tutte queste fasi di sfoltimento e fusione, si e` constatato che
dalle etichette pervenute dal modulo Chunker si ottiene un insieme delle
dimensione di circa il 60-70% dell’originale.
5.5 Valutazione (modulo Ranker)
L’ultimo stadio dell’elaborazione delle etichette e` costituito dalla loro valu-
tazione sintattica e semantica.
La prima e` gia` in parte garantita dal metodo di formazione guidato dal
POS-Tagger e completata dalle varie di fasi di sfoltimento a cui le etichette
sono state sottoposte.
Dopo diverse prove siamo giunti percio` alla formulazione di un indica-
tore rank della significativita` dell’etichetta all’interno della collezione degli
snippet che puo` essere espresso come:




dove L e` l’etichetta che si sta valutando, f(L) e` il numero di occorrenze
dell’etichetta nel testo degli snippet calcolata come il numero dei documenti
che la contengono, t(L) rappresenta l’insieme dei singoli termini, non stop-
word, che formano L, mentre idf(w) e` la classica funzione di Inverse Docu-
ment Frequency applicata al termine w e calcolata sul nostro text corpus,
ovvero gli articoli di Wikipedia.
La prima parte della formula determina il peso dell’etichetta all’interno
della query. Questo e` il fattore piu` rilevante perche` se un’etichetta occorre in
molti snippet identifica sicuramente una tematica molto importante: e` il con-
cetto chiave che guida poi tutta la formazione dei cluster ed era gia` presente
in SnakeT. E` necessario notare che nella grande maggioranza dei casi il testo
della query Q costituisce l’etichetta che appare in tutti gli snippet per cui il
valore di rank(Q) raggiunge valori molto alti rispetto alle altre etichette, ma
d’altronde anche in fase di clustering questa etichetta e` facilmente rilevabile
e verrebbe subito scartata.
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La seconda parte invece e` stata inserita per dare peso ai termini discri-
minanti ed evidenziare quelle tematiche interessanti che non sono pero` molto
frequenti fra i risultati. Si puo` notare come il termine
∑
idf(w) si riveli anche
una sorta di fattore di boost per le etichette piu` lunghe le quali contengono
piu` termini w.
In questa nostra funzione di valutazione, non compare alcun indicatore







dove Pr(x, y) e` la probabilita` di incontrare i termini x e y in modo contiguo,
mentre Pr(x) e Pr(y) sono le probabilita` di incontrare i singoli termini.
In realta` tale indicatore e` stato utilizzato, in forma molto semplificata (si
veda la formula 5.1), nella fase di sfoltimento delle etichette per evidenziare
quei monogrammi che non avevano senso a rimanere isolati poiche` il loro
fattore di MI, in associazione con un altro termine, era molto alto. La nostra
scelta e` stata dettata dal fatto che fondamentalmente tale indicatore fornisce
un giudizio su quanto le parole occorrano frequentemente insieme.
La Mutual Information non costituisce infatti un fattore di significativita`
e nemmeno un sicuro elemento per valutare la bonta` sintattica del bigramma:
se e` vero che da un alto fattore di MI si puo` dedurre con ragionevole certezza
una elevata correttezza sintattica, non e` altrettanto vero che un basso fattore
di MI sia indicazione del contrario. Ad esempio l’etichetta “musica italiana”
pur essendo valida da un punto di vista sintattico, detiene un bassissimo
valore di MI, poiche` i termini “musica” e “italiana” sono molto frequenti ma
la maggior parte delle volte non occorrono insieme. D’altronde Ken Church
nel definire l’indicatore di Mutual Information scrisse: “a misure of similarity”
[7].
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Figura 5.3: Esempio di etichettatura prodotta da SLab in lingua italiana per
i primi due snippet restituiti dalla query “disney”.
Figura 5.4: Esempio di etichettatura prodotta da SLab in lingua inglese per




Di seguito descriveremo nel dettaglio i vari algoritmi che sono stati sperimen-
tati nell’intento di espandere l’insieme di etichette estratte da uno snippet.
L’obiettivo e` quello di aggiungere altre etichette che siano inerenti con i temi
tratti dallo snippet ma composte da parole non presenti al suo interno, estra-
polando dalla nostra base di conoscenza relazioni semantiche fra lo snippet
e altri concetti rilevanti.
Siamo infatti convinti che una operazione di questo tipo possa portare
grandi vantaggi in fase di clusterizzazione degli snippet, soprattutto nel caso
si utilizzi un algoritmo basato sulla condivisione sintattica delle etichette
come avviene in SnakeT [10] o in [13], piuttosto che la vicinanza dei vettori
TF dei singoli termini [11, 28].
Difatti l’espansione dell’insieme di etichette che descrive uno snippet con-
tribuirebbe alla fusione in un unico cluster di diversi snippet che non con-
dividono gli stessi termini ma trattano temi semanticamente simili. Come
mostrato nell’esempio di gerarchia creata da Clusty in figura 2.1, e` plausibile
che un’elaborazione di tipo semantico avrebbe arricchito le etichette degli
snippet contenenti “Panthera Onca” con l’etichetta “Animal” e di conse-
guenza avrebbe portato Clusty ad individuare la relazione “semantica” tra
52
CAPITOLO 6. ESTRAPOLAZIONE DI RELAZIONI SEMANTICHE 53
quegli snippet.
Nelle prossimo due sezioni descriveremo due algoritmi per espandere l’in-
sieme delle etichette associate ad ogni snippet.
6.1 Relevance Rank
Un’interessante algoritmo che abbiamo voluto sperimentare per i nostri scopi
e` il Relevance Rank, introdotto dallo studio di Query By Document [22] (si
veda la sezione 2.2).
Si tratta di una rivisitazione del Topic-Sensitive PageRank [12] utilizzato
per l’estrapolazione di tematiche rilevanti all’interno di un grafo di pagine
web. Il Relevance Rank e` un algoritmo iterativo che sfrutta il grafo delle
pagine di Wikipedia per l’estrapolazione di etichette semanticamente simili
a quelle date in input.
Si definisce infatti, come input dell’algoritmo, un insieme di etichette a
cui viene associato un peso e si cerca di effettuare un mappatura tra di esse
e le pagine di Wikipedia. Come vedremo avanti questa puo` diventare la fase
piu` problematica di tutto l’approccio. Una volta ottenute le pagine (e quindi
i nodi del grafo) e assegnato loro un peso (lo score, identico o derivato in
qualche modo dal peso delle etichette usate per la ricerca) si procede come
segue:
1. Gw = 〈V,E〉 e` il grafo delle pagine di Wikipedia, S e` l’insieme (seed set)
delle pagine p di partenza identificato mediante l’insieme di etichette
da espandere, mentre la funzione score(p) determina il peso assegnato
loro.





se p ∈ S
0 altrimenti
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3. Si determina la matrice di transizione TT come:




se (p, q) ∈ E
0 altrimenti
dove weight(p, q) rappresenta il peso dell’arco (p, q) in G (ovviamente
(p, q) /∈ E ⇔ weight(p, q) = 0). In questo modo TT [p, q] definisce la
frazione di peso dell’arco (p, q) rispetto al peso di tutta la stella uscente
di p.















dove i rappresenta l’i-esima iterazione. Il primo termine dell’equazione
modella la propagazione dei pesi da ogni nodo r che punta a p, mentre
il secondo “trasferisce” con probabilita` (1 − αq) lo score corrente di
tutti i nodi q ai nodi presenti nell’insieme iniziale (ricordiamo infatti
che RR0[p] > 0 ⇔ p ∈ S). Tale termine puo` essere spiegato secondo il
classico random surf model [12], ma in questo caso gli αv devono essere
definiti in modo tale da favorire i nodi vicini a quelli presenti nel seed







dove d(v) e` la minima distanza nel grafo dal nodo v ad uno qualsiasi dei
nodi appartenenti all’insieme iniziale S, mentre dmax e` la massima pro-
fondita` di visita del grafo, fissato dall’utente. Da tale equazione si puo`
evincere abbastanza chiaramente che non e` necessario eseguire l’algo-
ritmo su tutto il grafo ma solo dalla porzione di esso che e` raggiungibile
in dmax passi partendo dal seed set S.
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5. Se vale la diseguaglianza ‖RRi −RRi−1‖1 < , oppure l’algoritmo ha
raggiunto il numero massimo di iterazioni previste, viene interrotta
l’esecuzione; altrimenti si continuano ad aggiornare i valori del vettore
RR come indicato al punto 4.
Al termine dell’algoritmo il vettore RR contiene lo score assegnato a ogni
nodo del grafo e puo` essere usato per determinare quali di essi corrispondono
a pagine correlate a quelle presenti nell’insieme iniziale S.
Nel nostro contesto abbiamo utilizzato il Relevance Rank partendo da
un seed set formato dalle etichette estratte da ogni snippet, ripetendo il
procedimento su tutti gli snippet restituiti dal processo di ricerca. Il nostro
obiettivo e` quello di arricchire le etichette con i titoli delle pagine Wikipedia
che sono risultate correlate ed e` possibile che tali titoli contengano termini
che non occorrono nel testo da cui le etichette iniziali sono state estratte.
E` evidente che l’efficacia di questo approccio dipenda significativamente
dalla bonta` del seed set S. Se questo comprende delle etichette “poco cor-
relate” o “ambigue” rispetto alle tematiche dello snippet, l’algoritmo puo`
portare ad includere nuovi argomenti del tutto scorrelati a quindi fuorvianti
per i passi successivi di query suggestion o clustering. Si consideri il seguente
esempio: dobbiamo trattare uno snippet riferito ad un portale di informazioni
musicali in cui troviamo il testo “...informazioni sul mondo della musica...
trova le biografie dei tuoi cantanti preferiti...” e l’algoritmo estrae, tra le al-
tre, le due etichette “informazioni” e “biografie” corrispondenti ai titoli di
altrettante pagine di Wikipedia. Queste pagine pero`, se inserite nell’insieme
iniziale, possono portare a cattivi risultati come l’errato rilevamento di corre-
lazioni con titoli del tipo “Entropia”, “DNA”, “Aristotele”. Non si tratta di
un errore dell’algoritmo, quanto piuttosto di una corrispondenza non precisa
tra i concetti presenti nello snippet e quelli espressi dalle pagine selezionate
nel seed set.
Nelle prossime due sezioni descriveremo l’approccio da noi adottato per
ovviare (seppur parzialmente) a questo inconveniente.
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6.1.1 Formazione del seed set
Sia dato uno snippet s e sia l(s) = {a1, ..., ak} l’insieme delle sue etichette ai e
sia rank(ai) la valutazione ottenuta dalla fase di ranking secondo le modalita`
descritte in sezione 5.5. I due metodi principali per la formazione del seed set
che abbiamo testato sono i seguenti:
1. Confrontare, in modo esatto, ogni ai con i titoli delle pagine di Wiki-
pedia. In caso di rilevamento di un titolo segnalato come “ambiguo”
poi si procede alla ricerca di uno piu` specifico nelle modalita` espres-
se nella sezione 4.2.3. In caso di mancata corrispondenza, l’etichetta
ai viene scartata, altrimenti alla pagina p assegniamo il peso come
score(p) = rank(ai).
2. Ricercare, in modo esatto, ai all’interno del corpo delle pagine di Wiki-
pedia, come proposto in [26]. Dal risultato della ricerca vengono prele-




ternativamente scorei(pj) puo` essere valutata come funzione piu` com-
plessa tenendo conto, oltre che di n e rank(ai), anche del numero totale
delle pagine restituite dalla ricerca, l’IDF del titolo di pj, il rank della
pagina, ecc.... Terminata la ricerca per tutte le ai, il peso da assegnare
alle varie pagine p puo` essere valutato come score(p) =
∑k
i=1 scorei(p)
(anche in questo caso invece della semplice somma si puo` utilizzare la
media o inserire altri fattori relativi sia a p che alle ai).
Nella scelta del metodo da utilizzare abbiamo avuto diverse difficolta` per-
che` si cercano di raggiungere due obiettivi in contrasto fra loro. Da una parte
inserire nel seed set etichette troppo generiche come mostrato nell’esempio
della sezione precedente puo` essere fonte di errori nel risultato finale. Dal-
l’altra il seed set S non deve essere troppo ristretto e per ottenere risultati
significativi si richiede che S sia abbastanza diversificato per ogni snippet.
Il primo metodo deve quindi provvedere a cercare di eliminare dal seed
set (o comunque attribuire un peso molto basso) a quelle etichette troppo
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generiche e introdurre un fattore di boost per cercare di penalizzare le eti-
chette costituite da singole parole. In tal modo pero` abbiamo sperimentato
che l’insieme prodotto e` costituito spesso solo da un titolo significativo per
ogni snippet e in alcuni casi, non rari, addirittura nessuno.
Il secondo metodo, in tutti i casi sperimentati, non ha dato buoni risultati
fondamentalmente perche` e` fonte di troppo rumore. Ad esempio se proviamo
a cercare nel corpo delle voci di Wikipedia l’etichetta “radio online”, trovia-
mo tra i primi risultati anche pagine come “Novokuzneck” (una citta` della
Russia) o “Bongo Flava” (uno stile di musica sviluppatosi in Tanzania).
Dopo numerosi tentativi per conciliare questi due aspetti, non siamo riu-
sciti a trovare un compromesso valido. Di conseguenza abbiamo provato ad
applicare il Relevance Rank considerando la collezione degli snippet nel lo-
ro complesso. In questo modo abbiamo potuto utilizzare il primo metodo di
ricerca dei titoli molto “severo” che limitasse il rumore, ma il numero dei
titoli del seed set e` comunque non trascurabile dato che vengono considerate
le etichette di tutti gli snippet insieme.
A questo punto pero` siamo di fronte ad un sistema in grado di identificare
un grafo di concetti inerenti alla query effettuata nel suo complesso. Tale grafo
non e` una gerarchia di tematiche, come puo` essere quella offerta da SnakeT o
Clusty perche` non e` navigabile e non viene effettuato nessun clustering, ma
puo` essere interessante confrontare la sua efficacia come strumento di query
refinement o suggestion.
6.1.2 Modalita` di esecuzione
Ottenuto il seed set con le modalita` descritte in precedenza abbiamo appli-
cato l’algoritmo di Relevance Rank ammettendo un numero massimo di 10
iterazioni che garantiscono la convergenza del metodo nella maggioranza dei
casi.
Il valore di dmax e` stato impostato a 2 (passi) anche perche` avendo reso
il grafo non-diretto, il grado di ogni nodo diventa non trascurabile tanto
che abbiamo verificato sperimentalmente per la lingua italiana raccogliendo
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Figura 6.1: I risultati ottenuti tramite l’esecuzione del Relevance Rank per le
interrogazioni soap e berlusconi.
100 snippet il seed set e` costituito all’incirca da 50 pagine e con 2 passi si
raggiunge quasi la meta` dei nodi del grafo.
Dopo la sua esecuzione, con il settaggio dei parametri suddetto, la lista
dei concetti correlati risulta molto ampia. Per poter essere utile quindi ab-
biamo voluto selezionare i piu` rilevanti applicando uno star clustering [19] e
selezionando i migliori fino ad un massimo di 15.
6.2 Algoritmo sul grafo delle categorie
Sempre nell’intento di arricchire l’insieme delle etichette di un singolo snip-
pet, il secondo algoritmo che abbiamo provato consiste nell’uso del grafo
(DAG) delle categorie di Wikipedia.
Nel fare cio` ci siamo ispirati alla soluzione proposta in [26], dove viene
presentato uno studio su vari metodi per la valutazione e il ranking di entita`
correlate ad una query. In questo lavoro pero` veniva utilizzata una Wikipedia
annotata [25] dove sono state rilevate, classificate in svariati tipi, e collegate in
un grafo, le entita` presenti nel corpo degli articoli. Il procedimento adottato in
[26] prevede la ricerca esatta nel corpo degli articoli di Wikipedia della query:
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vengono cos`ı recuperati i top 500 documenti1 e analizzate le entita` annotate
in essi costruendo un sottografo relativo alla query. Uno dei migliori metodi
per la valutazione e` stato dimostrato essere quello formulato come segue [26]:





dove β e` l’entita` da valutare, dβ e` il grado del nodo corrispondente a β nel
sottografo della query, N e` il numero di frasi di Wikipedia, mentre nβ e`
il numero di frasi che contengono β. Gli autori di questo lavoro hanno poi
discusso [26] della possibilita` di prelevare le entita` partendo dal testo degli
snippet restituiti da un motore di ricerca: un approccio che eviterebbe la
necessita` dell’annotazione di Wikipedia.
Nel nostro contesto e alla luce dell’obiettivo di flessibilita` linguistica che ci
siamo proposti (si veda il capitolo 1) abbiamo deciso quindi di non impiegare
il corpus annotato di Wikipedia, ma di partire soltanto dalle sue categorie
utilizzando come algoritmo quello su descritto e applicato su di esse (dove le
categorie svolgono il ruolo delle entita`). Cos`ı come accaduto per l’approccio
presentato nella sezione 6.1, anche in questo caso abbiamo dovuto specificare
come effettuiamo la mappatura etichette-categorie e poi come le ordiniamo
per rilevanza rispetto alla query.
6.2.1 Ricerca delle categorie
Innanzitutto non consideriamo l’insieme di tutte le etichette di uno snippet,
ma solamente quelle “uniche” ovvero quelle che non sono contenute in nessun
altra etichetta. Le etichette cos`ı selezionate vengono ricercate in modo esatto
nel corpo delle pagine di Wikipedia, ma se il numero di documenti recuperati
non supera una certa soglia, si provvede anche a effettuare una ricerca sem-
1Va specificato che dal momento che in [25] tutti gli articoli sono stati suddivisi in frasi,
per documenti non si intendono le pagine Wikipedia ma le singole frasi che la costituiscono.
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plice2, considerando poi nella fase di valutazione un fattore di penalizzazione
per i documenti recuperati tramite questo secondo metodo.
Diversamente da quanto analizzato in sezione 6.1.1, il metodo proposto
in [26] e` risultato sperimentalmente piu` efficace se applicato alle categorie di
Wikipedia, come in questo caso, piuttosto che ai titoli. In generale i docu-
menti che sono il risultato della ricerca riescono in molti casi ad identificare
le categorie tematiche dell’etichetta.
6.2.2 Ranking
L’idea di fondo e` quella di associare un peso a ciascuna categoria correlata
con l’etichetta L dello snippet che stiamo analizzando, al fine di selezionare
le migliori k per esso. A differenza di quanto previsto in [26], non creiamo un
grafo delle categorie rilevate (che per [26] erano le entita`), ma semplicemente
contiamo quante volte ogni categoria occorre nei documenti restituiti dalla
ricerca per l’etichetta L. Tale valore viene poi opportunamente pesato in
funzione della “significativita`” di L (passo 3) e della vicinanza della categoria
con quelle proprie restituite dalla ricerca (passo 4).
Si definisce percio` un vettore RC che contenga il ranking computato per
ogni categoria c e per ogni etichetta ricercata si aggiornano tali valori. In
particolare si procede come segue:
1. Si effettua la ricerca come specificato nella sezione precedente per ogni
etichetta L appartenente allo snippet.
2. Per ogni pagina del risultato di una ricerca si prendono le sue categorie
{c1, c2, ...cn}
3. Per ogni categoria ci si aggiorna il suo ranking in RC aggiungendo il
valore score(L)
hits
, dove hits e` il numero di documenti restituiti dalla ricer-
ca3, mentre score(L) e` una funzione che determina il peso dell’etichetta
2Ovvero inserendo nella query tutti i termini, non stop-word, in forma stemmata
combinandoli con l’operatore AND.
3A tale valore viene posto un limite: al massimo vengono recuperate le prime 100 pagine.
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t∈L IDF (t) se la ricerca di L e` esatta∑
t∈L IDF (t)
|L| se la ricerca di L e` in AND
dove i t sono tutti i termini non stopword in forma stemmata dell’eti-
chetta L, IDF (t) e` l’Inverse Document Frequency calcolata sul corpo
delle pagine di Wikipedia, mentre |L| identifica il numero dei termini di
L. In pratica, per privilegiare la ricerca esatta dell’etichetta, il suo peso
e` dato dalla somma dell’IDF dei suoi termini, mentre per la ricerca in
AND si usa la media.
4. Si recupera l’insieme p(ci) = {d1, ..., dm} che sono padri di ci nel DAG
formato dalle categorie di Wikipedia. Anche per ogni dj si provvede
ad aggiornare il ranking come fatto per ci al passo 3. Analogamente si
puo` proseguire con la visita della tassonomia partendo dai dj e prose-
guendo ai loro padri p(dj). Ovviamente occorre dare un peso diverso
a queste categorie piu` distanti dalla pagina restituita dalla ricerca e
quindi si provvedere ad aggiornare il ranking con il valore score(L)
hits·level(dj) ,
dove level(dj) determina la distanza della categoria dj dalla pagina di
partenza del passo 2. La navigazione del grafo attualmente e` impostata
per esaminare solo i primi 2 livelli.
5. Terminata la ricerca di tutte le etichette dello snippet, si pesano i valori






dove c e` la categoria da valutare mentre il secondo termine e` l’Inverse
Document Frequency di c in cui Ncat e` il numero totale delle categorie
e r(c) e` il numero totale dei suoi discendenti.
6. Infine, si selezionano le prime k etichette che non appaiono gia` nell’in-
sieme delle etichette dello snippet.
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La valutazione dei risultati per strumenti dello stesso tipo o simili a quelli
presentati in questa tesi e` una operazione di enorme importanza per poter
quantificare i benefici di una soluzione rispetto ad un’altra. E` altrettanto
vero che, come evidenziato in [26] e [3], e` estremamente difficile ottenere un
metodo di valutazione efficace perche` non si possono applicare misurazioni
oggettive.
Nonostante tutte queste difficolta`, nella nostra tesi abbiamo voluto effet-
tuare una primissima valutazione dei risultati ottenuti che possa dare un’in-
dicazione, anche sommaria, della bonta` delle nostre scelte. Di seguito descri-
veremo i metodi utilizzati per effettuare queste valutazioni e presenteremo i
nostri risultati anche in relazione a strumenti gia` esistenti.
7.1 Metodologie di valutazione
In tanti altri lavori pubblicati precedentemente [10, 20, 11], il metodo uti-
lizzato per la valutazione dei risultati e` il giudizio dell’utente su un insieme
predefinito di query. In [24] si descrive un approccio piu` sistematico per la
comparazione di due strumenti, confrontando i loro query log per modellare il
comportamento degli utenti e ottenere cos`ı una misura “piu` oggettiva” delle
loro differenze. Tale metodo richiede pero` un certo tempo di utilizzo di en-
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ITALIANO INGLESE
Categoria Query Categoria Query
Luoghi roma Regional boston
Giochi disney Kids and Teens disney
Consultazione vaticano Computer Science soap
Salute asma Health asthma
Societa` berlusconi Society obama
Notizie influenza maiali News swine flu
Tabella 7.1: Le query utilizzate in fase di valutazione dei risultati.
trambi gli strumenti per poter avere un dataset sufficientemente consistente
e poi, come precedentemente evidenziato nel capitolo 2, l’utilizzo di un query
log non e` sempre una strategia facilmente praticabile.
Per questi motivi abbiamo deciso di raccogliere i giudizi di una decina
di utenti rispetto ad un insieme di query predefinite. Tale insieme e` stato
ottenuto considerando le tematiche descritte da alcune delle categorie di pri-
mo livello presenti nella Directory DMOZ italiana e inglese. Abbiamo cos`ı
determinato le query descritte in Tabella 7.1.
7.2 Etichettatura
Per la fase di etichettatura, uno strumento che e` possibile utilizzare per il
confronto e` sicuramente il Term Extractor di Yahoo presentato in sezione
2.2, nonostante oramai la sua tecnologia non sia recentissima.
Abbiamo chiesto agli utenti di analizzare i primi 10 risultati di ogni ri-
cerca ed esprimere un giudizio (1 ÷ 5) su diversi aspetti dell’etichettatura.
Per ognuno degli snippet presi in considerazione abbiamo registrato le loro
valutazioni quanto a:
Qualita` sintattica. Per poter avere una misura della leggibilita` delle eti-
chette.
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Figura 7.1: Le medie delle valutazioni espresse dagli utenti in relazione alla
qualita` delle etichette estratte.
Completezza. Un giudizio su quanto l’insieme delle etichette riesca a de-
scrivere tutte le tematiche presentate dallo snippet.
Precisione. Per valutare quante etichette estratte siano coerenti con le
tematiche importanti dello snippet.
I risultati ottenuti sono mostrati in figura 7.1. Si puo` osservare come le
tecniche proposte in questa tesi riescano ad estrarre etichette qualitativa-
mente migliori del servizio Term Extractor di Yahoo. Come anticipato nella
sezione 2.2, questo strumento analizza l’intera pagina, per cui era prevedibile
che il fattore di precisione fosse inferiore rispetto alla nostra tecnica che pren-
de invece in considerazione il solo snippet. D’altra parte pero`, per il solito
motivo, il servizio di Yahoo poteva essere avvantaggiato sul fattore di comple-
tezza, ma il nostro sistema, per tale fattore, riesce a raggiungere risultati ad
esso paragonabili. Si puo` infine notare come sia significativamente superiore
la valutazione ottenuta dal nostro sistema per quel che riguarda la qualita`
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Figura 7.2: Lo strumento di query refinement offerto da Google.
sintattica. A nostro avviso questo risultato e` stato ottenuto grazie all’uti-
lizzo dei Noun Phrase Patterns. Tale tecnica si e` dimostrata molto efficace
ed e` in grado di estrarre correttamente etichette composte da piu` termini
che contribuiscono in maniera considerevole ad aumentarne la leggibilita` e la
chiarezza.
7.3 Estrapolazione di relazioni semantiche
Dato che lo studio per lo sviluppo di strumenti in grado di estrapolare relazio-
ni semantiche fra le etichette estratte ha dato luogo a due diversi algoritmi,
abbiamo deciso di valutare entrambi secondo modalita` diverse.
Per il “grafo della query” ottenuto tramite il Relevance Rank, presentato
in sezione 6.1, abbiamo preso in considerazione diversi strumenti. In primo
luogo, dal momento che il suo utilizzo potrebbe essere quello di query refi-
nement, abbiamo analizzato l’analogo strumento di Google (si veda la figura
7.2). Inoltre dato che la gerarchia generata da un sistema come Clusty o
SnakeT puo` essere usata anch’essa per il solito scopo, abbiamo incluso i due
meta-motori nel confronto. Di questi ultimi non abbiamo cercato una valuta-
zione della clusterizzazione, ma solo dell’utilita` e dell’efficacia della gerarchia
come strumento di raffinamento della query, prendendo in considerazione
esclusivamente il primo livello della gerarchia creata. Data la disponibilita` di
Clusty e SnakeT nella sola lingua inglese abbiamo utilizzato solo il relativo
insieme di interrogazioni (si veda la Tabella 7.1).
Per ogni query, agli utenti e` stato chiesto di dare un giudizio (1 ÷ 5)
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Figura 7.3: L’interfaccia di Correlator.
per tutti gli strumenti (il nostro, Google, SnakeT, Clusty) secondo le stesse
caratteristiche definite precedentemente per la valutazione delle etichette. In
aggiunta ad esse ne abbiamo inserita anche un’altra:
Diversita`. Ovvero in che misura le etichette dell’elenco siano distinte l’una
dall’altra.
Durante il test non abbiamo preso in considerazione Correlator (si veda
la sezione 2.2) poiche` esso e` limitato alla conoscenza insita in Wikipedia e al
tipo di entita` che gli analizzatori linguistici estraggono da essa. Correlator ri-
sulta uno strumento sicuramente molto efficace negli ambiti indicati in figura
7.3, quali quelli relativi all’identificazione di relazioni tra entita` come nomi,
luoghi, eventi, concetti, notizie, Yahoo Answers. Ma a tutt’oggi non puo` esse-
re esteso all’intero Web, nostro obiettivo precipuo, in quanto il suo approccio
si basa su una annotazione (automatica) della sola Wikipedia inglese1.
Il sistema proposto in questa tesi e` stato invece concepito per adattar-
si alla grande eterogeneita` del web combinando l’approccio sintattico (a la`
Snaket) e “semantico” (Wikipedia-based). Sottolineiamo nuovamente che in
questa tesi l’impiego di Wikipedia e` confinato alla fase finale volta ad espan-
dere, quando possibile, le informazioni estratte dall’analisi sintattica e al
pruning delle etichette “probabilmente poco significative”. Nel Capitolo 8 di-
1Come accennato nel capitolo 2, e` in corso di sviluppo presso il nostro Dipartimen-
to un’analoga elaborazione per la Wikipedia italiana che potremo prendere in conside-
razione per sviluppi futuri di SLab nel progetto FIRB nominato all’inizio di questa tesi.
http://medialab.di.unipi.it/wiki/SemaWiki (Prof. Attardi, progetto finanziato dalla
Fondazione Cassa di Risparmio di Pisa)
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Figura 7.4: Le medie delle valutazioni dei risultati per gli strumenti di
raffinamento della query.
scuteremo anche altre possibili integrazioni di questi vari strumenti al fine di
combinare al meglio le loro migliori caratteristiche.
In figura 7.4 sono mostrati i risultati ottenuti per gli strumenti di “query
refinement”. Dal momento che le tecniche da noi utilizzate forniscono risul-
tati che hanno come etichette i titoli delle pagine di Wikipedia (si veda la
sezione 6.1.1), era prevedibile un alto valore per quel che riguarda la qualita`
sintattica. D’altro canto il basso valore di completezza ottenuto e` causato a
nostro avviso dall’aver formato il seed set solo partendo dalle etichette che
corrispondono esattamente ad un titolo Wikipedia. Inoltre lo strumento da
noi proposto non ha fornito risultati secondo le aspettative per quel che ri-
guarda il criterio di precisione. Analizzando il suo funzionamento, riteniamo
infatti che, in molti casi, le tecniche impiegate per limitare il rumore nel seed
set siano poco efficaci. Cio` nonostante tale limite potrebbe essere superato
nel momento in cui verranno integrati i vari dati ottenuti utilizzando diffe-
renti approcci come precedentemente specificato: sintattico, semantico, tag
ed entity-based (si veda il capitolo 8 per ulteriori dettagli).
In ultima analisi abbiamo sottoposto al giudizio degli utenti i risultati
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Figura 7.5: Le medie delle valutazioni dei risultati per le etichette ottenute
tramite l’elaborazione sulle categorie di Wikipedia.
ottenuti con l’algoritmo sul grafo delle categorie di Wikipedia. In questo
caso non abbiamo effettuato una comparazione con altri sistemi esistenti,
ma abbiamo chiesto all’utente di specificare il grado di inerenza (1 ÷ 5) dei
termini associati per ognuno dei primi 10 snippet di ogni interrogazione.
Principalmente in questo test, abbiamo cercato solamente di ottenere una
quantificazione degli errori commessi dall’algoritmo e in quali tipologie di
interrogazioni risulta piu` efficace.
In figura 7.5 sono mostrate le valutazioni registrate per ogni interrogazio-
ne. I risultati non sono ottimi, ma lo strumento si e` dimostrato comunque
interessante e meritevole di ulteriori approfondimenti o integrazioni.
In particolare per la query “influenza maiali” che riguarda una temati-
ca attuale, si puo` notare come emerga il limite dell’utilizzo di una base di
conoscenza esterna, sia essa Wikipedia o altra, che non e` perfettamente in
linea con i contenuti del web. Inoltre, per le query “disney” e “roma” i cui
risultati sono modesti, abbiamo notato sperimentalmente come gli snippet di
questo genere di interrogazioni siano molto “sconnessi” inducendo il nostro
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algoritmo a diversi errori. Comunque, in generale, abbiamo osservato che
le valutazioni hanno una varianza che raggiunge anche il 50% della media
che dimostra come l’algoritmo riesca ad ottenere ottimi risultati per alcuni
snippet e pessimi per altri. Cio` suggerisce lo sviluppo di un sistema di post-
valutazione efficace per identificare i casi in cui sia effettivamente utile l’uso
di questo approccio.
Per concludere facciamo notare come in questa tesi ci siamo limitati a
progettare gli algoritmi per l’espansione dell’insieme di etichette estratte da-
gli snippet e valutare separatamente i vari risultati. In futuro pero` si rendera`
necessario fondere assieme le etichette provenienti dalle diverse elaborazio-
ni per ottenere un unico complessivo insieme che comprenda, ove possibile,
anche informazioni estratte dalla base di conoscenza. Nel fare cio` si devono
risolvere alcune problematiche non banali, come ad esempio investigare una
metodologia di valutazione uniforme, ma per le quali non vi e` stato sufficien-
te tempo a disposizione. Diventera` pero` molto interessante valutare anche in
che misura sia maggiormente significativo l’insieme di etichette cos`ı comples-




Le tecniche sviluppate nel corso di questa tesi sono state ideate e sperimentate
al fine di migliorare i risultati ottenuti tramite SnakeT. In particolare e` in
corso di definizione un motore di ricerca verticale per la cultura italiana che
sia in grado di clusterizzare i risultati per renderli piu` facilmente navigabili
(progetto FIRB). Per questo obiettivo si e` pensato all’utilizzo di una versione
di SnakeT ancora piu` avanzata che sia specializzata sulla lingua italiana. Lo
strumento di etichettatura sviluppato in questa tesi costituirebbe il primo
fondamentale modulo di questo nuovo strumento. L’intento sara` poi quello di
completare il lavoro inserendo la fase di clusterizzazione secondo l’algoritmo
gia` presente in SnakeT che si e` rivelato efficace e in grado di raggiungere
risultati comparabili con quelli di Vivisimo [10].
Ad ogni modo il sistema puo` essere inserito anche in diversi altri conte-
sti. In primo luogo il “grafo della query”, ottenuto tramite l’esecuzione del
Relevance Rank sul grafo delle pagine di Wikipedia, costituisce un discreto
approccio con il quale creare uno strumento di query refinement semantico,
preferibilmente visuale [20].
Infine l’algoritmo sul grafo delle categorie proposto in sezione 6.2 rap-
presenta un primo importante passo nella rilevazione di relazioni semantiche
tra gli snippet, e puo` essere ulteriormente raffinato al fine di potenziare la
formazione dei cluster sia all’interno di un sistema simile a SnakeT che in
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altri sistemi di clustering di documenti.
Per concludere, menzioniamo alcuni ulteriori sviluppi che potrebbero es-
sere perseguiti nel prossimo futuro.
• Uno dei moduli di elaborazione dello strumento di etichettatura che
sperimentalmente non si e` rivelato molto convincente e` il Ranker (si
veda la sezione 5.5). In alcuni casi e` stato notato come l’ordinamen-
to delle etichette non rispecchi la loro reale importanza. Il principale
difetto che abbiamo constatato e` che il modulo probabilmente trova dif-
ficolta` nel determinare quali, tra le etichette formate da singole parole,
costituiscano “rumore” e quali invece siano parole chiave per lo snip-
pet. In futuro percio` si dovranno investigare altre tecniche di ranking
che potrebbero portare vantaggi anche durante le fasi di elaborazione
eseguite sui grafi di Wikipedia (seed set).
• Gli esperimenti esposti in sezione 7.3 hanno dimostrato che le etichet-
te prodotte da SnakeT sono precise e complete, piu` di quelle estratte
da SLab con l’utilizzo di Wikipedia. Cio` fa intuire che sarebbe oppor-
tuno utilizzare l’algoritmo di clustering gerarchico di SnakeT per una
migliore generazione e selezione delle etichette. In questo modo riusci-
remo probabilmente a combinare l’efficacia sintattica e di diversita` di
SLab con la precisione e la completezza di SnakeT.
• E` necessario poi migliorare ulteriormente le tecniche per l’estrapolazio-
ne di relazioni semantiche. Per esempio si dovrebbe cercare di rendere
piu` robusto l’algoritmo sul grafo delle categorie di Wikipedia studiando
tecniche di ranking ancora piu` sofisticate che tengano in considerazio-
ne altre features o basi di dati piu` strutturate, come DBpedia [2] o
Wikipedia annotata [25]. La principale causa che ci ha indotto preli-
minarmente ad ignorare queste basi di conoscenza e` stata la mancata
disponibilita` per le lingue di nostro interesse, in particolare l’italiano.
Se in futuro venissero create anche per le altre lingue, come proposto in
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[1], si potrebbe cercare di impiegarle sempre nell’intento di arricchire
l’insieme delle etichette estratte da uno snippet.
• Stiamo inoltre investigando la possibilita` di utilizzare i tag delle pa-
gine web1. In futuro prevediamo di fondere insieme tutti e quattro gli
approcci discussi in questa tesi: quello sintattico a la` SnakeT (tramite
l’analisi del testo degli snippet), quello “semantico” proposto in questa
tesi, quello entity-based a la` Correlator (tramite l’utilizzo di Wikipedia
annotata2), e infine quello tag-based a la` TagMySearch.
• Una volta completati e raffinati gli algoritmi di estrapolazione di re-
lazioni semantiche (quale che sia la base di conoscenza e l’approccio
utilizzato), si dovranno investigare metodologie per l’integrazione e la
valutazione di tutte le etichette provenienti dalle differenti elaborazioni.
In questa tesi abbiamo infatti valutato separatamente i vari risultati,
ma in futuro si rendera` necessario fondere assieme le etichette prove-
nienti dalle diverse fonti per ottenere un unico complessivo insieme che
comprenda tutte le informazioni estratte. Come gia` anticipato nel ca-
pitolo precedente, nel fare cio` si devono risolvere alcune problematiche
non banali, ma diventera` molto interessante valutare in che misura sia
maggiormente significativo l’insieme di etichette cos`ı complessivamen-
te ottenuto rispetto a quello che e` il risultato di una semplice analisi
testuale.
• Come accennato nell’introduzione, abbiamo completato lo sviluppo per
le sole lingue italiano e inglese, per cui dovremo terminare definitiva-
mente il progetto estendendolo anche alle altre lingue di nostro inte-
1Si veda TagMySearch http://brie.di.unipi.it/tagmysearch, uno strumento che
sfrutta i tag presenti in Delicious (http://delicious.com/) per i risultati restituiti dal
motore di ricerca, per creare etichette basate su di essi.
2[25] e, quando si rendera` disponibile, anche la versione italiana
http://medialab.di.unipi.it/wiki/SemaWiki (Prof. Attardi, progetto finanziato dalla
Fondazione Cassa di Risparmio di Pisa)
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resse per quanto concerne le operazioni di raffinamento degli indici e
creazione dei Noun Phrase Patterns.
• Il software dovra` essere sottoposto ad un processo di algorithm en-
gineering per l’ottimizzazione di alcune fasi dell’elaborazione che allo
stato attuale non consentono di ottenere tempi di risposta compatibi-
li con gli odierni motori di ricerca. Ad esempio la ricerca esatta delle
etichette all’interno degli indici potrebbe essere effettuata tramite i me-
todi impiegati in SnakeT [10] con un preprocessing delle occorrenze dei
bigrammi.
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