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DISSIPATIVE OPERATORS AND OPERATOR LIPSCHITZ
FUNCTIONS
A.B. ALEKSANDROV AND V.V. PELLER
Abstract. The purpose of this paper is to obtain an integral representation for the
difference f(L1)− f(L2) of functions of maximal dissipative operators. This represen-
tation in terms of double operator integrals will allow us to establish Lipschitz type
estimates for functions of maximal dissipative operators. We also consider a similar
problem for quasicommutators, i.e., operators of the form f(L1)R−Rf(L2).
1. Introduction
It was discovered in Farforovskaya’s [F] paper that a Lipschitz function f on the real
line R (i.e., f satisfies the inequality |f(s)− f(t)| ≤ const |s− t|, s, t ∈ R) does not have
to satisfy the inequality
‖f(A)− f(B)‖ ≤ const ‖A−B‖ (1.1)
for arbitrary bounded self-adjoint operators A and B. Functions satisfying (1.1) are
called operator Lipschitz functions on R. We refer the reader to [AP2] for a recent
detailed survey of operator Lipschitz functions.
Operator Lipschitz functions can be defined on arbitrary closed subset F of the complex
plane. A complex-valued function f on F is called operator Lipschitz if
‖f(N1)− f(N2)‖ ≤ const ‖N1 −N2‖ (1.2)
for arbitrary bounded normal operators N1 and N2 whose spectra are contained in F. It
turns out that if f is an operator Lipschitz function on a closed unbounded set F, then
inequality (1.2) also holds for not necessarily bounded normal operators N1 and N2 with
spectra in F, see Theorem 3.2.1 of [AP2].
In this paper we consider the class of operator Lipschitz functions on the closed upper
half-plane closC+
def
= {ζ ∈ C : Im ζ ≥ 0} and among operator Lipschitz functions on
closC+ we consider those that are analytic in the open half-plane C+. We denote the
class of such functions by OLA(C+).
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damental Mathematics and its Applications” (grant PRAS-18-01), the research of the first author is also
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The main purpose of this paper is to show that the class OLA(C+) can be characterized
as the maximal class of functions f , for which the Lipschitz-type estimate
‖f(L1)− f(L2)‖ ≤ const ‖L1 − L2‖ (1.3)
holds for arbitrary maximal dissipative operators L1 and L2 with bounded difference.
If f is an operator Lipschitz function on the real line and A and B be self-adjoint
operators with bounded A−B, then the following formula holds
f(A)− f(B) =
∫∫
R×R
(Df)(x, y) dEA(x)(A−B) dEB(y), (1.4)
where EA and EB are the spectral measures of A and B and the divided difference Df
is defined on R× R by
(Df)(x, y)
def
=


f(x)− f(y)
x− y
, x 6= y,
f ′(x), x = y,
(1.5)
(see [BS1] and the survey [AP2]). Recall that by a result of Johnson and Williams [JW],
the operator Lipschitz functions are differentiable everywhere on R (see also the survey
[AP2], § 3.3). The expression on the right-hand side of (1.4) is a double operator integral,
see § 3.
In § 4 we obtain an analog of this results for maximal dissipative operators. This will
allow us to prove a Lipschitz type estimate analogous to (1.3) for maximal dissipative
operators L1 and L2 and functions f of class OLA(C+).
We obtain in § 5 similar results for quasicommutators f(L1)R −Rf(L2) for maximal
dissipative operators L1 and L2 and bounded operators R.
We give a brief introduction to dissipative operators in § 2 and to double operator
integrals in § 3.
Note that the proofs of such results for dissipative operators are considerably more
complicated than in the case of self-adjoint operators, unitary operators or contractions.
First of all, we deal with unbounded functions of unbounded operators. Secondly, unlike
in the case of self-adjoint operators, we cannot use spectral projections onto subspaces
on which the operators are bounded.
2. Dissipative operators
In this section we give a brief introduction in dissipative operators. We refer the reader
to [SNF], [So] and [AP1] for more detailed information.
Let H be a Hilbert space. Recall that an operator L (not necessarily bounded) with
dense domain DL in H is called dissipative if
Im(Lu, u) ≥ 0, u ∈ DL.
A dissipative operator is called maximal dissipative if it has no proper dissipative exten-
sion.
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The Cayley transform of a dissipative operator L is defined by
T
def
= (L− iI)(L+ iI)−1
with domain DT = (L + iI)DL and range RangeT = (L − iI)DL (the operator T is
not densely defined in general). It can easily be shown that T is a contraction, i.e.,
‖Tu‖ ≤ ‖u‖, u ∈ DT , 1 is not an eigenvalue of T , and Range(I−T )
def
= {u−Tu : u ∈ DT }
is dense.
Conversely, if T is a contraction defined on its domain DT , 1 is not an eigenvalue of
T , and Range(I − T ) is dense, then it is the Cayley transform of a dissipative operator
L and L is the inverse Cayley transform of T :
L = i(I + T )(I − T )−1, DL = Range(I − T ).
A dissipative operator is maximal if and only if the domain of its Cayley transform is
the whole Hilbert space.
Every dissipative operator has a maximal dissipative extension. Every maximal dissi-
pative operator is necessarily closed.
If L is a maximal dissipative operator, then its spectrum σ(L) is contained in the
closed upper half-plane closC+.
If L1 and L2 are maximal dissipative operators, we say that the operator L1 − L2 is
bounded if there exists a bounded operator K such that L2 = L1 +K.
We proceed now to the construction of functional calculus for dissipative operators.
Let L be a maximal dissipative operator and let T be its Cayley transform. Consider its
minimal unitary dilation U , i.e., U is a unitary operator defined on a Hilbert space K
that contains H such that
T n = PH U
n
∣∣H , n ≥ 0,
and K = clos span{Unh : h ∈ H , n ∈ Z}. Since 1 is not an eigenvalue of T , it follows
that 1 is not an eigenvalue of U (see [SNF], Ch. II, § 6).
The Sz.-Nagy–Foias¸ functional calculus allows us to define a functional calculus for T
on the Banach algebra
CA,1
def
=
{
g ∈ H∞ : g is continuous on T \ {1}
}
.
If g ∈ CA,1, we put
g(T )
def
= PH g(U)
∣∣∣H .
This functional calculus is linear and multiplicative and
‖g(T )‖ ≤ ‖g‖H∞ , g ∈ CA,1,
(see [SNF], Ch. III).
We can define now a functional calculus for our dissipative operator on the Banach
algebra
CA,∞ =
{
f ∈ H∞(C+) : f is continuous on R
}
.
Indeed, if f ∈ CA,∞, we put
f(L)
def
=
(
f ◦ ø
)
(T ),
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where ø is the conformal map of D onto C+ defined by ø(ζ)
def
= i(1 + ζ)(1− ζ)−1, ζ ∈ D.
We can extend now this functional calculus to the class LipA(C+) of Lipschitz functions
on closC+ that are analytic in C+. Suppose that f ∈ LipA(C+). We have
f(ζ) =
fi(ζ)
(ζ + i)−1
, ζ ∈ C+, where fi(ζ)
def
=
f(ζ)
ζ + i
. (2.1)
Since f ∈ LipA(C+), the function fi belongs to CA,∞. The (possibly unbounded) opera-
tor f(L) can be defined by
f(L)
def
= (L+ iI)fi(L) (2.2)
(see [SNF], Ch. IV, § 1). It follows from Th. 1.1 of Ch. IV of [SNF] that
f(L) ⊃ fi(L)(L+ iI), (2.3)
and so D(f(L)) ⊃ D(L).
We proceed now to the definition of a resolvent self-adjoint dilation of a maximal
dissipative operator. If L is a maximal dissipative operator on a Hilbert space H , we
say that a self-adjoint operator A in a Hilbert space K , K ⊃ H , is called a resolvent
self-adjoint dilation of L if
(L− lI)−1 = PH (A− lI)
−1
∣∣∣H , Im l < 0.
The dilation is called minimal if
K = clos span
{
(A− lI)−1v : v ∈ H , Im l < 0
}
.
If f ∈ CA,∞, then
f(L) = PH f(A)
∣∣∣H , f ∈ CA,∞.
A minimal resolvent self-adjoint dilation of a maximal dissipative operator always
exists (and is unique up to a natural isomorphism). Indeed, it suffices to take a minimal
unitary dilation of the Cayley transform of this operator and apply the inverse Cayley
transform to it.
Let us define now the semi-spectral measure of a maximal dissipative operator L. Let
T be the Cayley transform of L and let ET be the semi-spectral measure of T on the
unit circle T defined by
ET (∆)
def
= PH EU (∆),
where ∆ is a Borel subset of T and EU is the spectral measure of the minimal unitary
dilation U of T .
Then
g(T ) =
∫
T
g(ζ) dET (ζ), g ∈ CA,1. (2.4)
We can define now the semi-spectral measure EL of L by
EL(∆) = ET
(
ø−1(∆)
)
, ∆ is a Borel subset of R.
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It follows easily from (2.4) that
f(L) =
∫
R
f(x) dEL(x), f ∈ CA,∞. (2.5)
It can easily be verified that if A is the minimal self-adjoint resolvent dilation of L and
EA is the spectral measure of A, then
EL(∆) = PH EA(∆)
∣∣H , ∆ is a Borel subset of R.
3. Double operator integrals and operator Lipschitz functions
Double operator integrals∫∫
X ×Y
Φ(x, y) dE1(x)QdE2(y)
were introduced by Yu.L. Daletskii and S.G. Krein, see [DK]. Later Birman and Solomyak
elaborated their beautiful theory of double operator integrals [BS1] and [BS2] (see also
[AP2] and references therein). Here Φ is a bounded measurable function, E1 and E2 are
spectral measures on a separable Hilbert space defined on σ-algebras of subsets of sets
X and Y and Q is a bounded linear operator.
The approach of Birman and Solomyak [BS1] starts with the case when Q ∈ S2, i.e.,
Q is a Hilbert–Schmidt operator. Under this assumption double operator integrals can
be defined for arbitrary bounded measurable functions Φ. Put
E( L×∆)Q = E1( L)QE2(∆), Q ∈ S2,
where  L and ∆ are measurable subsets of X and Y . Clearly, E takes values in the set of
orthogonal projections on the Hilbert space S2. It was shown in [BS1] (see also [BS3])
that E extends to a spectral measure on X ×Y . If Φ is a bounded measurable function
on X × Y , then∫∫
X ×Y
Φ(x, y) dE1(x)QdE2(y)
def
=
(∫∫
X ×Y
Φ dE
)
Q.
Clearly, ∥∥∥∥
∫∫
X ×Y
Φ(x, y) dE1(x)QdE2(y)
∥∥∥∥
S2
≤ ‖Φ‖L∞‖Q‖S2 .
If Q is an arbitrary bounded operator, then for the double operator integral to make
sense, Φ has to be a Schur multiplier with respect to E1 and E2, (see [Pe1] and [AP2]).
It is well known (see [Pe1], [AP2] and [Pi]) that Φ is a Schur multiplier if and only if Φ
belongs to the Haagerup tensor product L∞E1 ⊗h L
∞
E2
, i.e., admits a representation
Φ(x, y) =
∑
n≥0
ϕn(x)ψn(y), (3.1)
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where the ϕn and ψn are measurable functions such that∑
n≥0
|ϕn|
2 ∈ L∞E1 and
∑
n≥0
|ψn|
2 ∈ L∞E2 .
In this case∫∫
Φ(x, y) dE1(x)QdE2(y) =
∑
n≥0
(∫
ϕn(x) dE1(x)
)
Q
(∫
ψn(y) dE2(y)
)
and the right-hand side does not depend on the choice of a representation in (3.1).
In this paper we need double operator integrals with respect to semi-spectral measures∫∫
Φ(x, y) dE1(x)QdE2(y). (3.2)
Such double operator integrals were introduced in [Pe2] (see also [Pe3]). By analogy with
the case of double operator integrals with respect to spectral measures, double operator
integrals of the form (3.2) can be defined for arbitrary bounded measurable functions Φ
in the case when Q ∈ S2 and for functions Φ in L
∞
E1
⊗h L
∞
E2
in the case of an arbitrary
bounded operator Q.
We refer the reader to the recent surveys [AP2] and [Pe4] for detailed information.
Suppose now that f ∈ OLA(C+). It follows from a result of Johnson and Williams
[JW] (see also the survey [AP2], § 3.3) that f is differentiable everywhere on closC+.
We define the divided difference Df of f on closC+ × closC+ by
(Df)(z, w)
def
=


f(z)− f(w)
z − w
, z 6= w,
f ′(z), z = w.
(3.3)
Let CA(C+) be the set of functions analytic in C+ and continuous in closC+ and
having a finite limit at infinity. We need the following characterization of the divided
differences Df for functions in OLA(C+) (see [AP2], Theorems 3.9.6):
Let f be a function continuous on closC+ and analytic in C+. Then f ∈ OLA(C+) if
and only if Df admits a representation
(Df)(z, w) =
∑
n≥1
ϕn(z)ψn(w), z, w ∈ closC+, (3.4)
where ϕn, ψn ∈ CA(C+) such that
 sup
z∈C+
∑
n≥1
|ϕn(z)|
2


1/2
 sup
w∈C+
∑
n≥1
|ψn(w)|
2


1/2
<∞. (3.5)
If f ∈ OLA(C+), then the functions ϕn and ψn can be chosen so that the left-hand side
of (3.5) is equal to ‖f‖OLA .
Recall that
‖f‖OLA
def
= sup
{
‖f(N1)− f(N2)‖
‖N1 −N2‖
}
,
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the supremum being taken over all distinct normal operators N1 and N2 with spectra in
closC+ such that the operator N1 −N2 is bounded.
This allows us to consider double operator integrals∫∫
R×R
(Df)(x, y) dE1(x)QdE2(y),
where E1 and E2 are semi-spectral measures and Q is a bounded linear operator, and
this double operator integral is equal to∑
n≥1
(∫
R
ϕn dE1
)
Q
(∫
R
ψn dE2
)
,
where the functions ϕn and ψn satisfy (3.4) and (3.5). Moreover, the following inequality
holds: ∥∥∥∥
∫∫
R×R
(Df)(x, y) dE1(x)QdE2(y)
∥∥∥∥ ≤ ‖f‖OLA‖Q‖. (3.6)
Note that it can be deduced from Theorem 2.2.3 in [AP2] that if f ∈ LipA(C+),
then f ∈ OLA(C+) if and only if f is an operator Lipschitz functions on R. Moreover,
‖f‖OLA(C+) = ‖f‖OL(R), where
‖f‖OL(R)
def
= sup
‖f(A)− f(B)‖
‖A−B‖
,
the supremum is being taken over all distinct bounded self-adjoint operators A and B.
4. The integral representation and Lipschitz type estimates
In this section for function f of class OLA(C+) and for maximal dissipative oper-
ators L1 and L2 with bounded difference, we obtain a representation of the difference
f(L1)−f(L2) in terms of a double operator integral. This allows us to obtain a Lipschitz
type estimate for functions of maximal dissipative operators.
Let f ∈ OLA(C+) and let L be a maximal dissipative operator. It can easily be
deduced from (2.2) and (2.3) that f(L)(L+ iI)−1 = fi(L), where fi is defined in (2.1).
The following theorem holds for arbitrary maximal dissipative operators L1 and L2
without the assumption that L1 − L2 is bounded.
Theorem 4.1. Let L1 and L2 be maximal dissipative operators and let f ∈ OLA(C+).
Suppose that ϕn and ψn are functions in CA(C+) satisfying (3.4) and (3.5). Then
fi(L1)(L2 + iI)
−1 − (L1 + iI)
−1fi(L2)
= f(L1)(L1 + iI)
−1(L2 + iI)
−1 − (L1 + iI)
−1f(L2)(L2 + iI)
−1
=
∞∑
n=1
ϕn(L1)
(
(L2 + iI)
−1 − (L1 + iI)
−1
)
ψn(L2) (4.1)
and the series on the right converges in the weak operator topology.
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Proof. It follows from (3.4) that the following identity holds:
f(z)(z + i)−1(w + i)−1 − (z + i)−1f(w)(w + i)−1
=
∞∑
n=1
ϕn(z)z(z + i)
−1(w + i)−1ψn(w)−
∞∑
n=1
ϕn(z)(z + i)
−1w(w + i)−1ψn(w) (4.2)
for all z, w ∈ closC+. Let E1 and E2 be the semi-spectral measure of L1 and L2. We
have∫∫
R×R
(
f(x)(x+ i)−1(y + i)−1 − (x+ i)−1f(y)(y + i)−1
)
dE1(x) dE2(y)
= fi(L1)(L2 + iI)
−1 − (L1 + iI)
−1fi(L2)
= f(L1)(L1 + iI)
−1(L2 + iI)
−1 − (L1 + iI)
−1f(L2)(L2 + iI)
−1.
Next, ∫∫
R×R
(
∞∑
n=1
ϕn(x)x(x+ i)
−1(y + i)−1ψn(y)
)
dE1(x) dE2(y)
=
∞∑
n=1
ϕn(L1)L1(L1 + iI)
−1(L2 + iI)
−1ψn(L2)
=
∞∑
n=1
ϕn(L1)
(
I − i(L1 + iI)
−1
)
(L2 + iI)
−1ψn(L2)
and ∫∫
R×R
(
∞∑
n=1
ϕn(x)(x+ i)
−1y(y + i)−1ψn(w)
)
dE1(x) dE2(y)
=
∞∑
n=1
ϕn(L1)(L1 + iI)
−1L2(L2 + iI)
−1ψn(L2)
=
∞∑
n=1
ϕn(L1)(L1 + iI)
−1
(
I − i(L2 + iI)
−1
)
ψn(L2).
It follows that the integral of the right-hand side of (4.2) is equal to
∞∑
n=1
ϕn(L1)
((
I − i(L1 + iI)
−1
)
(L2 + iI)
−1 − (L1 + iI)
−1
(
I − i(L2 + iI)
−1
))
ψn(L2)
=
∞∑
n=1
ϕn(L1)
(
(L2 + iI)
−1)− (L1 + iI)
−1
)
ψn(L2).
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To establish (4.1), it remains to equate the integral of the left-hand side of (4.2) with
the integral of the right-hand side. 
Theorem 4.2. Let f ∈ OLA(C+). Then for arbitrary maximal dissipative operators
L1 and L2 with bounded L1 − L2, the following formula holds:
f(L1)− f(L2) =
∫∫
R×R
(Df)(x, y) dE1(x)(L1 − L2) dE2(y),
where Ej is the semi-spectral measure of Lj, j = 1, 2.
To be more precise, we mean that the operator f(L1)− f(L2) whose domain contains
the dense set DL1 = DL2 is bounded and extends by continuity to the double operator
integral on the right-hand side.
Proof. Let ϕn and ψn, n ≥ 1, be functions in CA(C+) satisfying (3.4) and (3.5).
Then the double operator integral is well defined and∫∫
R×R
(Df)(x, y) dE1(x)(L1 − L2) dE2(y) =
∑
n≥1
ϕn(L1)(L1 − L2)ψn(L2),
where the series converges in the weak operator topology. Put
Q
def
=
∑
n≥1
ϕn(L1)(L1 − L2)ψn(L2).
Then Q is a bounded operator and
(L1 + iI)
−1Q(L2 + iI)
−1 =
∑
n≥1
(L1 + iI)
−1ϕn(L1)(L1 − L2)ψn(L2)(L2 + iI)
−1
=
∑
n≥1
ϕn(L1)(L1 + iI)
−1
(
(L1 + iI)− (L2 + iI)
)
(L2 + iI)
−1ψn(L2)
=
∑
n≥1
ϕn(L1)
(
(L2 + iI)
−1 − (L1 + iI)
−1
)
ψn(L2)
= f(L1)(L1 + iI)
−1(L2 + iI)
−1 − (L1 + iI)
−1f(L2)(L2 + iI)
−1.
Let us show that
f(L1)(L1 + iI)
−1(L2 + iI)
−1 = (L1 + iI)
−1f(L1)(L2 + iI)
−1.
Indeed, Range(L2 + iI)
−1 = DL2 = DL1 , and so we have to prove that
f(L1)(L1 + iI)
−1
∣∣DL1 = (L1 + iI)−1f(L1)∣∣DL1 .
This follows easily from the equalities f(L1)(L1 + iI)
−1 = fi(L1) and f(L1) =
(L1 + iI)fi(L1). Thus,
(L1 + iI)
−1Q(L2 + iI)
−1 = (L1 + iI)
−1f(L1)(L2 + iI)
−1 − (L1 + iI)
−1f(L2)(L2 + iI)
−1
= (L1 + iI)
−1(f(L1)− f(L2))(L2 + iI)
−1.
Hence, Qu = f(L1)u− f(L2)u for all u ∈ DL1 = DL2 . 
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The following result establishes a Lipschitz type estimate for functions of maximal
dissipative operators.
Theorem 4.3. Let f ∈ OLA(C+). Then
‖f(L1)− f(L2)‖ ≤ ‖f‖OLA‖L1 − L2‖
for arbitrary maximal dissipative operators L1 and L2 with bounded L1 − L2.
Proof. This is an immediate consequence of Theorem 4.2 and inequality (3.6). 
Remark. In the case when the difference L1 − L2 is a Hilbert–Schmidt operator, the
formula
f(L1)− f(L2) =
∫∫
R×R
(Df)(x, y) dE1(x)(L1 − L2) dE2(y),
holds for an arbitrary function f in LipA(C+) which leads to the following Lipschitz
type estimate in the the Hilbert–Schmidt norm:
‖f(L1)− f(L2)‖S2 ≤
{
sup |f ′(ζ)| : Im ζ > 0
}
‖L1 − L2‖S2 .
This is a consequence of Theorem 6.6 of [AP1] and the obvious equality
f(L)u = lim
n→∞
(føn)(L)u = lim
n→∞
f(L)øn(L), u ∈ DL,
for a maximal dissipative operator L, see also § 6 of [MNP]. Here
øn(z)
def
=
1
log n
log
z + in
z + i
, n ≥ 2,
and log means the principal branch of logarithm.
5. Commutator Lipschitz estimates
The purpose of this section is to obtain Lipschitz type norm estimates of (quasi)
commutators of the form f(L1)R−Rf(L2) in terms of the norms of L1R−RL2, where
L1 and L2 are maximal dissipative operators and R is a bounded linear operator.
We say that the operator L1R−RL2 is bounded if R(DL2) ⊂ DL1 and
‖L1Ru−RL2u‖ ≤ const ‖u‖ for every u ∈ DL2 .
The following result is an analog of Theorem 4. It also holds for arbitrary maximal
dissipative operators L1 and L2 and for an arbitrary bounded operator R without any
additional assumptions.
Theorem 5.1. Let L1 and L2 be maximal dissipative operators and let f ∈ OLA(C+)
and let R be a bounded operator. Suppose that ϕn and ψn are functions in CA(C+)
satisfying (3.4) and (3.5). Then
f(L1)(L1 + iI)
−1R(L2 + iI)
−1 − (L1 + iI)
−1Rf(L2)(L2 + iI)
−1
=
∞∑
n=1
ϕn(L1)
(
(R(L2 + iI)
−1 − (L1 + iI)
−1R
)
ψn(L2) (5.1)
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and the series on the right converges in the weak operator topology.
Proof. We are going to use (4.2). We have
∫
R
∫
R
(x+ i)−1(f(x)− f(y))(y + i)−1 dE1(x)RdE2(y)
= f(L1)(L1 + iI)
−1R(L2 + iI)
−1 − (L1 + iI)
−1Rf(L2)(L2 + iI)
−1.
On the other hand, this is equal to
∫
R
∫
R
∞∑
n=1
ϕn(x)x(x+ i)
−1(y + i)−1ψn(y) dE1(x)RdE2(y)
−
∫
R
∫
R
∞∑
n=1
∞∑
n=1
ϕn(x)(x + i)
−1y(y + i)−1ψn(y) dE1(x)RdE2(y)
=
∞∑
n=1
ϕn(L1)L1(L1 + iI)
−1R(L2 + iI)
−1ψn(L2)
−
∞∑
n=1
ψn(L1)(L1 + iI)
−1RL2(L2 + iI)
−1ψn(L2)
=
∞∑
n=1
ϕn(L1)
(
I − i(L1 + iI)
−1
)
R(L2 + iI)
−1ψn(L2)
−
∞∑
n=1
ψn(L1)(L1 + iI)
−1R
(
I − i(L2 + iI)
−1
)
=
∞∑
n=1
ϕn(L1)
(
R(L2 + iI)
−1 − (L1 + iI)
−1R
)
ψn(L2). 
Theorem 5.2. Let f ∈ OLA(C+). Then for arbitrary bounded operator R and max-
imal dissipative operators L1 and L2 with bounded L1R − RL2, the following formula
holds:
f(L1)R−Rf(L2) =
∫∫
R×R
(Df)(x, y) dE1(x)(L1R−RL2) dE2(y),
where Ej is the semi-spectral measure of Lj, j = 1, 2.
Note that the right-hand side is a bounded operator defined on the whole space, while
the left-hand side is a bounded operator defined on DL2 , which extends by continuity to
the operator on the right.
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Proof. Let ϕn and ψn, n ≥ 1, be functions in CA(C+) satisfying (3.4) and (3.5).
Then the double operator integral is well defined and∫∫
R×R
(Df)(x, y) dE1(x)(L1R−RL2) dE2(y) =
∑
n≥1
ϕn(L1)(L1R−RL2)ψn(L2).
Put
Q
def
=
∑
n≥1
ϕn(L1)(L1R−RL2)ψn(L2).
Then Q is a bounded linear operator and
(L1 + iI)
−1Q(L2 + iI)
−1 =
∑
n≥1
(L1 + iI)
−1ϕn(L1)(L1R−RL2)ψn(L2)(L2 + iI)
−1
=
∑
n≥1
ϕn(L1)(L1 + iI)
−1(L1R−RL2)(L2 + iI)
−1ψn(L2)
=
∑
n≥1
ϕn(L1)
(
(L1 + iI)
−1L1R(L2 + iI)
−1 − (L1 + iI)
−1RL2(L2 + iI)
−1
)
ψn(L2).
As we have observed in § 4, for a maximal dissipative operator L, we have equality
L(L+ iI)−1 = I − i(L+ iI)−1. Using this equality, we find that
(L1 + iI)
−1Q(L2 + iI)
−1 =
∑
n≥1
ϕn(L1)
(
R(L2 + iI)
−1 − (L1 + iI)
−1R
)
ψn(L2).
By (5.1), the last expression is equal to
f(L1)(L1 + iI)
−1R(L2 + iI)
−1 − (L1 + iI)
−1Rf(L2)(L2 + iI)
−1. (5.2)
Now it is time to use the fact that the operator L1R − RL2 is bounded, and so
R(DL2) ⊂ DL1 . It follows that RangeR(L2 + iI)
−1 ⊂ DL1 . Thus,
f(L1)(L1 + iI)
−1R(L2 + iI)
−1 = (L1 + iI)
−1f(L1)R(L2 + iI)
−1.
Hence, the expression in (5.2) is equal to
(L1 + iI)
−1f(L1)R(L2 + iI)
−1 − (L1 + iI)
−1Rf(L2)(L2 + iI)
−1
= (L1 + iI)
−1(f(L1)R−Rf(L2))(L2 + iI)
−1
and we can conclude that
(L1 + iI)
−1Q(L2 + iI)
−1 = (L1 + iI)
−1(f(L1)R−Rf(L2))(L2 + iI)
−1.
Hence, Qu = f(L1)Ru−Rf(L2)u for all u ∈ DL2 . 
Theorem 5.3. Let f ∈ OLA(C+). Then
‖f(L1)R−Rf(L2)‖ ≤ ‖f‖OLA‖L1R−RL2‖
for an arbitrary bounded operator R and arbitrary maximal dissipative operators L1 and
L2 with bounded L1R−RL2.
Proof. This is an immediate consequence of Theorem 5.2 and inequality (3.6). 
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