ABSTRACT Multilevel thresholding is an important approach for image segmentation which has drawn much attention during the past few years. The Tsallis entropy method is implemented for its effectiveness and simplicity. Although it is efficient and gives an excellent result in the case of bi-level thresholding, its evaluation becomes complexity when the number of thresholds increases. To overcome the problem, the metaheuristic algorithms are applied in this search area for searching the optimal thresholds. In this paper, a modified grasshopper optimization algorithm (GOA) is adopted to render multilevel Tsallis cross entropy more practical and reduce the complexity. The Levy flight algorithm is employed to modify the original GOA and balance the exploration and exploitation of the GOA. Experiments are conducted between five state-ofthe-art metaheuristic algorithms and the proposed one. In addition, the proposed approach is compared with thresholding techniques depending on between-class variance (Otsu) method and the Renyi entropy function. Both real life images and plant stomata images are used in the experiments to test the performance of the algorithms involved. Qualitative experimental results show that the proposed segmentation approach has a fewer iterations and a higher segmentation accuracy.
I. INTRODUCTION
Image segmentation is a fundamental field in image analysis science, which plays an important role in image processing. There are primarily four types of segmentation methods: thresholding, boundary-based, region-based, and hybrid techniques [1] - [5] . Boundary-based methods assume that the pixel properties, such as intensity, color, and texture, change abruptly between different regions [6] - [10] . Region-based methods assume that neighboring pixels within the same region should have similar values [11] - [13] . Hybrid methods tend to combine boundary detection and region growing together to achieve better segmentation.
Among image segmentation methods, thresholding segmentation has received widely attention because of its simplicity, small storage space, fast processing speed, and ease in manipulation [14] . Thresholding methods involve selecting a set of thresholds using some characteristics defined from images [15] - [17] . Multilevel thresholding is an extension of bi-level thresholding for separating the color image into more than two classes. Among the thresholding techniques, Tsallis [18] and Otsu methods are the most popular ones. Otsu method maximizes the between class variance function, whereas, Kapur method maximizes posterior entropy of the segmented classes to find optimum thresholds [19] . Computational complexity of Tsallis and Otsu methods increases exponentially with the increasing numbers of thresholds due to exhaustive search.
Due to the small difference between the target and the background of a complex image, the bi-level thresholding cannot exactly find the optimal threshold. The multithreshold image can be divided into multiple regions to find the foreground and background in the image. Especially, under the circumstance of segmenting complex images, such as medical image, satellite image and plant image segmentation, the multi-threshold image segmentation method can segment the target region accurately. However, as the number of threshold increases, the computed amount of algorithm increases and the operation time becomes slow. It is a critical and challenging task for traditional exhaustive methods because of the high computational costs. In such case, metaheuristic methods drew much attention in recent years. In 2018, Raja et al. [20] proposed firefly algorithm and Tsallis entropy based approach. The proposed method offers an average enhancement of cluster classification by 4.44% in terms of silhouette index. In 2016, Alva et al. [21] proposed Half-life Constant Particle Swarm Optimization and Tsallis entropy based approach. This method solves multidimensional problems. In 2016, Sarkar et al. [22] proposed a novel approach for unsupervised classification of land cover study of hyper-spectral satellite images to improve separation between objects and background by using multilevel thresholding based on the maximum Renyi entropy. He and Huang [23] proposed a modified firefly algorithm (MFA) to find the optimal multilevel threshold values for a color image. The MFA algorithm is an effective method for multilevel color image thresholding segmentation. In 2016, Muangkote et al. [24] proposed an improved version of the moth-flame optimization (MFO) algorithm for image segmentation to effectively enhance the optimal multilevel thresholding of satellite images. Experimental results indicate that the MTMFO more effectively and accurately identifies the optimal threshold values. In 2018, Pare et al. [25] proposed a modified fuzzy entropy (MFE) functional. MFE function is the difference of adjacent entropies, which is optimized to provide thresholding levels, such that all regions have almost equal entropies. V. K. Bohat [26] proposed a novel thresholding (TH) heuristic for multilevel thresholding problem. The proposed algorithm has higher image segmentation accuracy and shorter CPU time.
Therefore, traditional entropy based criterion has been coupled with different meta-heuristic techniques to improve the performance of multilevel thresholding in terms of stability and threshold selection [27] - [29] . Metaheuristics algorithms have handle the optimization problems by mimicking physical or biological phenomena. In the last couple of years, few works have been accomplished in favor of multilevel segmentation of colored images due to the exponentially increasing complexities involved in the computation of threshold values. Evolutionary techniques such as an ant colony algorithm (ACO) [30] . ACO imitated ants to find the shortest path social behavior, Particle Swarm Optimization (PSO) algorithm [31] - [34] simulated the behavior of birds in navigation and hunting. Other group optimization algorithms are: Artificial Bee Colony Algorithm proposed by Karaboga in 2015 [35] , [36] , which could be optimized by imitating the behavior of bees to collect nectar; The Flower Pollination Algorithm (FPA) [37] is proposed by Xin-she Yang. This algorithm is inspired by the pollination process of flowers; The Bat Algorithm (BA) [38] - [42] is an efficient global search method, which can search the optimal solution by iteration and near optimal solution in flight to produce local data processing, strengthen the local search ability; The Whale Optimization Algorithm (WOA) [43] - [45] proposed by Mirjalili in 2016 is to simulate the predation of humpback whales. The algorithm has strong capability in the global search and local optimization. Although there are differences between evolutionary optimization and swarm optimization, the common denominator is the ability to find the optimal value of a restricted domain [46] . Although each algorithm has its own advantages, No-Free-Lunch [47] has proved that no algorithm can solve all optimization problems.
Therefore, there is no perfect optimization algorithm and the optimization algorithm should be improved to better solve engineering problems. Many scholars study Levy flight improve optimization algorithm. Levy flight is a random walk strategy whose step length obeys the Levy distribution and it can maximize the efficiency of resource searches in uncertain environments. Haklı and H. Uǧuz [48] proposed the PSO algorithm which combined with Levy flight. The method can overcome the problems as being trapped in local minima due to premature convergence and weakness VOLUME 7, 2019 of global search capability. Amirsadri et al. [49] proposed a new algorithm benefits from simultaneously local and global search, eliminating the problem of getting stuck in local optima. The method using Levy flight improves the gray wolf optimizer (GWO). The modified algorithm balances the exploration and exploitation of the GWO. In order to balance the exploration and exploitation of GOA, it's a better solution to use Levy flight to improve GOA algorithm.
In this paper, a modified GOA (MGOA) is proposed. The main contribution of this study is that the Levy flight algorithm improves the original GOA for multilevel threading. Experiments were performed on natural images and plant stomata images. The proposed algorithm was compared with the original GOA and other five state-of-the-art metaheuristic methods. This paper used two indicators, namely the Peak signal to noise ratio (PSNR) and Feature similarity index for the image (FSIM), to evaluate the performance of the proposed method. The results showed the superiority of the proposed algorithm in terms of the objective function value, image quality measures on both normal and high-level thresholding. This paper firstly introduces three image segmentation methods: Tsallis entropy, Otsu, and Renyi's entropy. At the same time, three kinds of single threshold segmentation methods are promoted to multi-threshold segmentation method. Then, the modified GOA algorithm is introduced. Finally, we compare with other optimization algorithms to optimize the multi-threshold image segmentation method. In this paper, the applicability of MGOA segmentation method is analyzed and compared, and it is concluded that MGOA is the best in image segmentation. 
II. PROBLEM ASSESSMENT OF MULTILEVEL THRESHOLDING
The process of searching optimal thresholding values of a given image is considered as a constrained optimization problem [51] . For bi-level thresholding, the problem is to find an optimal value T * . If the image intensity I i,j is less than the value T * , the pixel in an image is replaced with a black pixel or a white pixel if the image intensity is greater than that constant T * , the expression can be stated as follows:
The problem can be extended to multilevel thresholding that has more than one threshold value and divide the original image into multiple classes (2) :
where N i is the ith class, n is the number of threshold values, and t i (i = 1, · · · , n) is the ith threshold value.
A. TSALLIS ENTROPY METHOD
Assume that the size of image f is M × N, its gray levels are 0, 1, . . . L − 1, their probability distributions are
The Tsallis prior entropy of object and background S O q (t) and S B q (t) are defined as below.
where a parameter q is used to describe nonextensitivity and its optimal value is 0.8 in the threshold section. The total Tsallis entropy of object and background S q (t) is:
When the Tsallis entropy S q (t) reaches the maximum, the corresponding gray level t * is regarded as the optimal threshold.
The above single threshold selection based on Tsallis entropy can be extended to the situation of multilevel thresholds selection. The n-1 gray level threshold t 1 , t 2 , · · · , t n−1 divide the pixels of image f into n classes C k . Let T = t 1 , t 2 , · · · , t n−1 , then the total Tsallis entropy of n classed S q (T ) is:
where Tsallis entropy of class C k is:
Let
then the sum term in (7) changes into:
In order to reduce the repetitive computation for Tsallis entropy so as to enhance search domain to search for the optimal thresholds, the recursive equations for computing u(t k−1 + 1, t k ) and w(t k−1 + 1, t k ) are given as follows:
When S q (T) reaches the maximum, the n-1 optimal thresholds can be obtained:
B. BETWEEN-CLASS VARIANCE METHOD
The Otsu based between-class variance method has been employed in determining the optimal thresholding values of an image. The Otsu's method can be described as follows: assume that an image can be represented in L gray VOLUME 7, 2019 levels (1, 2, . . . , L) and has N pixels. The number of pixels at level i is denoted by f 1 , then N = f 1 + f 2 + · · · f i . Then, the occurrence probability of gray level i can be defined by the following equation:
In bi-level thresholding, the optimum threshold t divides the image into two classes, and the cumulative probabilities of each class can be described as follows:
The mean levels of two classes can be defined as follows:
Let µ T be the mean levels of the whole image and it can be defined by
The between-class variance of whole classes can be represented by
where σ 0 = 0 (µ 0 − µ T ) 2 and σ 1 = 1 (µ 1 − µ T ) 2 . For bi-level thresholding, the Otsu's method find an optimal threshold t * by maximizing the between-class variance, that is:
The Otsu's method can be also extended to multi-level thresholding. Assuming that there are m thresholds, which divide the image into m + 1 classes. The extended between-class variance is calculated by
The sigma terms are determined by (18) and the mean levels are calculated by (19) :
The optimum thresholds are found by maximizing the between-class variance by (20) :
C. RENYI'S ENTROPY METHOD
Renyi's entropy calculates the absolute value of entropy and the entropy difference in the target region and the background region, then obtains the threshold value t * in the largest place [52] . The Renyi's entropy of whole classes can be represented by
where
where the parameter q is a real number not equal to one associated with the extensitivity of the system, and it is dependent. The threshold value t * can be found by maximizing:
Further, Renyi's entropy can be easily extended for the multilevel thresholding problem as given by:
In order to search M optimal threshold values [t 1 , t 2 , · · · , t m ] for a given image, we try to maximize the objective function:
III. GRASSHOPPER OPTIMIZATION ALGORITHM
In 2017, Mirjalili Seyedali proposed the grasshopper optimization algorithm. The grasshoppers are a genus of straight fins of insect, they are seen as pests, because they are in crops for food, to cause damage to agriculture. The growth cycle of grasshoppers are shown in Fig.1 . The grasshoppers usually exist alone in nature, but they are one of the biggest swarm of all species. The grasshoppers are unique in that they crowd behavior in adults and larvae of between. Millions of larva foraging on the basis of jumping, they feed on almost all plants, and when they reach adulthood, they form a large group in the air, making long migrations, looking for the next food source.
A. MATHEMATICAL MODEL OF GOA
In larvae stage, the main characteristic of grasshopper is moving slowly, small scale food. When they become adult, collective action has became the main activity characteristics of grasshopper. The nature inspired algorithms logically divide the search process into two tendencies: exploration and exploitation [53] . So mathematical model of the gregarious grasshoppers are represented as follows:
where X i defines the position of the i-th grasshopper, S i is the social interaction, G i is the gravity force on the i-th grasshopper, and A i shows the wind advection.
where d ij is the distance between the i-th and the j-th grasshopper, calculated as d ij = x j − x i , s is a function to define the strength of social forces, d ij is an unit vector from the i-th grasshopper to the j-th grasshopper.
where g is the gravitational constant and − → e g shows an unity vector towards the center of earth.
where u is a constant drift and − → e w is an unity vector in the direction of wind. Substituting S, G, and A into (26) , then this equation can be expanded as follows:
However, this mathematical model cannot be used directly to solve optimization problems, mainly because the grasshoppers quickly reach the comfort zone and the swarm does not converge to a specified point. A modified version of this equation is proposed as follows to solve optimization problems: , c 1 balances the global search and local search for the target area, c 2 balances the relationship among the attraction between two grasshopper, cmax and cmin can set the maximum and minimum search ability, l represents the current iteration number, L is the largest number of iterations.
The general framework of GOA-based image thresholding as follows:
B. LEVY FLIGHT TRAJECTORY
Levy's flight was firstly proposed by Levy and then described in detail by Benoit Mandelbrot. In fact, Levy flight is a random step that describes the Levy distribution [54] . Numerous studies have shown that the behavior of many animals and insects are a classic feature of Levy's flight. Levy flight is a special random step method, as shown in Fig.2 , which is a simulation of the flight path. Its step length is always small, but occasionally it will also appear large pulsation [55] . The formula for Levy flight is as follows:
The formula for generating Levy random step proposed by Mantegna is as follows:
where, parameter β = 1.5, µ=N(0,σ 2 µ ) and v = N(0, σ 2 µ ) are gamma functions.
The variance of the parameters is as follows:
C. MODIFIED GRASSHOPPER OPTIMIZATION ALGORITHM
The GOA algorithm can solve the problem of low dimensional mode optimization simply and efficiently. However, to solve the problem of high and complex image processing, the resulting solution of the traditional GOA is unsatisfactory. In order to improve the global search ability and exploitation ability of GOA, this paper puts forward an improved Levy flight grasshopper optimization algorithm. Levy flight can maximize the implementation of the diversity of the search domain, it can guarantee the algorithm efficient search the location of the function source, realize the local optimum. The findings suggest that Levy flight help GOA get better optimization results. Therefore, the position updating formula of the grasshopper is optimized, and (31) and (32) are improved, which can be expressed by the following mathematical formula:
Levy flight can significantly improve the global search ability of GOA to avoid getting into local optimal value. This method not only improves the search of GOA strength, but also enhances search domain of the algorithm. Through the optimization algorithm to ensure the algorithm can find the optimal value and avoid falling into local optimum, by enhancing diversity makes the algorithm have better global searching ability. At the same time, the algorithm of single peak and standard functions of multimodal threshold image segmentation has better effect on application. The pseudo code of the MGOA-based image thresholding algorithm is given below.
IV. EXPERIMENTS AND RESULTS

A. EXPERIMENT SETUP
In computer science, mathematics, and management science, optimization is the process of selecting a best solution from some set of available alternatives. In other words, optimization is the method of computing the value of the function and finding the optimal results by maximizing and minimizing an objective function within a given domain. So the objective functions play an important role in the optimization problem. In this paper, Tsallis entropy, between-class variance method and Renyi entropy are using as the objective function that is maximized based on the GOA, WOA, FPA, PSO, BA and MGOA algorithms for multilevel color image thresholding segmentation to find optimal threshold values. The RGB images have three basic color components of red, green and blue, so we need search the optimal threshold values of each component. Moreover, to assess the effectiveness and robustness of the proposed algorithm, recently presented energy curve-based on multilevel thresholding techniques are also investigated. All these compared algorithms are representative algorithms for multilevel thresholding which have been demonstrated in the corresponding references in TABLE 1. Eight color test images, including natural images and plant stomata images shown in Fig.3 are considered to conduct the experiments. The proposed algorithm is tested over the publicly accessible standard color dataset. Natural color test images are accessed from the Berkeley segmentation data set (BSDS300). The plant stomata images collected by high-power microscopy in the laboratory of Northeast Forestry University. Color images require higher threshold levels of segmentation, thus they are more complex to be solved by an optimization technique. Since, optimization algorithms are stochastic and have randomized characteristic.
To prevent any discrepancies, all the test images are divided 30 times by the proposed multilevel segmentation algorithm. In TABLE 2-10, the optimal quantitative results
Algorithm 1 GOA-Based Image Thresholding Begin
Initialize the swarm x i (i = 1, 2, . . . , n); Initializecmax,cmin,and maximum number of iterations; Calculate the fitness of each search agent; T = the best search agent; While (l < Max number of iterations) Update c for each search agent Update the position of the current search agent by the (31); Bring the current search agent back if it goes outside the boundaries; end for Update T if there is a better solution; l = l+1 end while Return T as the optimal parameter for image thresholding; End are obtained by simulating the above 30 runs of all test images respectively.
As we know, the value of parameters are very important in determining the performance of swarm intelligence algorithms. So, an extensive set of experiments is conducted to find the right values of the parameters in this paper.
Algorithm 2 MGOA-Based Image Thresholding Begin
Initialize the swarm x i (i = 1, 2, . . . , n); Initialize cmax, cmin, and maximum number of iterations; T = the best search agent by 10; While (l < Max number of iterations) Update c for each search agent Update the position of the current search agent by the (31); Perform Levy flight strategy according to (35) ; Bring the current search agent back if it goes outside the boundaries; end for Evaluate the fitness of all agents by image thresholding with agent parameters; Update T if there is a better solution; l = l + 1 end while Return T as the optimal parameter for image thresholding; End Of all the algorithms, the population size is set to be 25 and the max iteration is 500. To demonstrate the superiority of the proposed algorithm, GOA based multilevel thresholding algorithm, including the original GOA and five other popular multilevel thresholding metaheuristic algorithms including GOA, WOA, FPA, PSO and BA algorithm are chosen to compare with the proposed one. PSNR and FSIM values are selected as indicators to evaluate image segmentation results. The parameter of the peak signal to noise ratio (PSNR) is used to compute the peak signal to noise ratio between the original image and the segmented image. The PSNR index is calculated as:
where, M, N is the size of the image, I is the original image, andÎ is the segmented image. The Feature Similarity (FSIM) is used to estimate the structural similarity of the original image and the segmented image. We define FSIM as:
where represents the entire image, and S L (x) indicates the similarity between the segmented image obtained through multilevel thresholding task and input image. The FSIM parameter of color RGB image is defined as:
where, x O and y O represent oth channel of the original image and segmented image respectively, o is the channel number. In this experiment, the results obtained by proposing GOA, WOA, FPA, PSO, BA and MGOA algorithms are analyzed at different threshold levels (K = 4,8,10 and 12) for the test images. Table 2 and 3 indicates the threshold value obtained through different approaches using Tsallis entropy threshold for all the color test images. Whereas, PSNR and FSIM values are indicated in Table 4 . From the results shown in Table 2 and 3, it can be observed that for all the test images, MGOA significantly produces more favorable and reliable results than GOA, WOA, FPA, PSO and BA especially at high thresholding levels (K) due to their precise search ability. It can be seen from the tabulated values that at T = 3, the algorithm has obtained smaller PSNR, FSIM, while, PSNR obtains higher values and lower RMSE on increasing the threshold levels. Higher PSNR and lower RMSE indicate towards good segmentation quality of the output image.
For a visual, qualitative analysis, the performance of proposed technique at different segmentation levels is represented in Fig.5-10 for colored plant stomata images and in Fig. 11-12 for colored natural images. It can be seen from Fig. 5-12 , that the proposed method is able to obtain the satisfying segmentation with well-preserved edges in case of complex plant stomata images as well. To examine, the better quality of optimal threshold values using Tsallis based GOA, WOA, FPA, PSO and BA algorithms.
The objective function values obtained for GOA, WOA, FPA, PSO, BA and MGOA algorithm based on betweenclass variance are given in TABLE 5-7, respectively. It can be evidently seen from TABLE 5, 6 that the MGOA algorithm has higher objective function values than the GOA, WOA, FPA, PSO and BA algorithm. According to PSNR and FSIM values, MGOA algorithm is superior to other algorithms. The segmentation results for a between-class variance based multilevel segmentation are shown in Fig. 13-20 . From a visualization perspective, it can be depicted that in some cases, several pixels are over segmented. Few pixels belonging to the object are divided into background and some of the pixels belonging to the background are divided into objects. It can be depicted that between-class variance based multilevel segmentation approach is not well-suited method for segmentation at lower thresholding levels, since it gives under-segmented and unsuitable outputs. At higher thresholding levels, only MGOA based segmentation has generated fair outcomes. The null hypothesis are constructed as: there is no significant difference between the three algorithms. The alternative hypothesis considers that there is a significant difference between the three algorithms. A value of p > 0.05 indicates that the null hypothesis cannot be rejected. On the other hand, a value of p < 0.05 means the null hypothesis can be rejected at the 5 % significance level [15] . In the experiment using Tsallis function, MGOA based method produces better result in 28 out of 32 cases when compared with GOA based method and produces better result in 29 out of 32 cases when compared with WOA based method and produces better result in 30 out of 32 cases when compared with FPA based method and produces better result in 32 out of 32 cases when compared with PSO based method and produces better result in 30 out of 32 cases when compared with the BA based method. Whereas, in the experiment using Otsu function, MGOA based method produces better result in 26 out of 32 cases when compared with GOA based method and produces better result in 27 out of 32 cases when compared with WOA based VOLUME 7, 2019 method and produces better result in 26 out of 32 cases when compared with FPA based method and produces better result in 28 out of 32 cases when compared with PSO based method and produces better result in 28 out of 32 cases when compared with BA based method. In addition, in the experiment using Renyi function, MGOA based method produces better result in 24 out of 32 cases when compared with GOA based method and produces better result in 24 out of 32 cases when compared with WOA based method and produces better result in 25 out of 32 cases when compared with FPA based method and produces better result in 27 out of 32 cases when compared with PSO based method and produces better result in 23 out of 32 cases when compared with BA based method. It can be seen from results that there is a significant difference between the six algorithms. In most cases MGOA based Tsallis multilevel thresholding algorithm performs better than the other algorithms. Fig.4 presents the Box-plot representing the PSNR and FSIM for all methods, the MGOA-based multi thresholding image segmentation method can find better threshold values that generate output results with better features. This figure also indicates that many approaches can perform well with a small number of thresholds. This phenomenon suggests that as the number of thresholds increases the complexity of the search space is also significantly incremented.
According to segmentation results, performances of the optimization algorithm are different to use different objective functions. However, on the basis of stability, accuracy, convergence speed, and searching precision, MGOA shows superior performance on multilevel segmentation on energy based Tsallis entropy. WOA and BA have performed fairly, but PSO has an inferior performance on both the objective criteria. Based on the quantitative and qualitative comparison among the presented multilevel segmentation techniques, proposed MGOA technique has achieved good performance as it performs reliable and computationally efficient segmentation through accurate threshold value, selection, and thus has proved to be more suitable for threshold-based image segmentation problems using color images with multimodal distributions such as natural images and plant stomata images at almost all the segmentation levels.
V. CONCLUSIONS
In this paper, a new multilevel thresholding method for color image segmentation based on a modified grasshopper optimization algorithm (MGOA) is proposed. We compare three methods, Tsallis entropy, between-class variables, and Renyi's entropy. Six natural images and two plant stomata images are carried out by using various algorithms, selecting threshold K = 4,8,10,12. In order to verify the algorithm is of excellent performance in image segmentation, PSNR and FSIM methods are used. MGOA algorithm in PSNR and FSIM values are higher than other heuristic algorithms and the image segmentation effect is better than other algorithms. As a result, the experiment found the FSIM and PSNR values obtained by Tsallis entropy based segmentation algorithm are superior to other algorithms, which explains the strong ability of Tsallis entropy based algorithm for color image segmentation. As a scope of further research, the MGOA algorithm can be applied to complex applications. In addition, other new objective functions can also be implemented for multilevel color image thresholding segmentation. For other researchers, further work is to be carried out to present an improved grasshopper optimization algorithm for the multilevel image segmentation problem and more complex practical engineering problems.
The 
