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1. Introduction 
Tourangeau’s paper provides two interesting case studies about the 
role of multiple error sources in survey data. The first case study is 
one in which errors occur at different stages of the representation pro-
cess—errors first occur when creating a potential sample frame, then 
may be amplified when selecting sampled persons, possibly because 
of self-selection, and then are exacerbated with an individual’s deci-
sion to participate. The second case study has to do with situations 
where different error sources may influence each other and, in par-
ticular, the relationship between nonresponse error and various mea-
surement error outcomes. 
Each of these case studies are important, especially as survey re-
searchers experience falling response rates (e.g., Brick and Williams 
2013; Dutwin and Lavrakas 2016; Williams and Brick 2018), changing 
coverage of frames (e.g., Peytchev and Neely 2013; Battaglia, Dillman, 
Frankel, Harter, Buskirk, et al. 2016; McGeeney and Kennedy 2017), 
and a wide variety of both probability and nonprobability methods of 
sampling individuals (e.g., Dutwin and Buskirk 2017; Mercer, Kreuter, 
Keeter, and Stuart 2017; MacInnis, Krosnick, Ho, and Cho 2018). It is 
equally important to consider when errors may not yield compound-
ing or cumulating errors. We may be able to use one approach in our 
survey design to deliberately offset errors, potentially reducing those 
correlations between propensity to be measured and the survey vari-
able of interest. I address each of these cases in turn. 
2. Case one: Representation errors for nonprobability web 
surveys 
It is clear that there are issues related to representation or nonob-
servation in web surveys, especially nonprobability web panels. Web 
surveys have errors related to coverage (Tourangeau, Conrad, and 
Couper 2013), sample selection (Yeager, Krosnick, Chang, Javitz, Le-
vendusky, et al. 2011; MacInnis et al. 2018), and nonresponse (Shih 
and Fan 2007). Tourangeau argues that these errors compound in web 
surveys. In particular, nonobservation errors will compound when 
the propensity to be covered, selected, and participate are similarly 
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correlated with the outcome variables of interest, thus resulting in bi-
ases that systematically move estimates in a cumulatively positive or 
cumulatively negative direction. 
Tourangeau provides evidence that sample demographics on char-
acteristics such as age, education, race, and income differ at each stage 
of the coverage, selection, and participation when examining devia-
tions from population benchmarks. Although there are demographic 
differences at each stage of the representation process, it is not clear 
from Tourangeau’s argument what kind of survey estimates are the 
most likely to be correlated with the propensity to be measured, be it 
on the frame or in the sample, or to participate in the survey at all. 
Further, the theoretical motivation behind a correlation to be covered, 
sampled, and participate is also not clear. 
To make sense of these multiple competing error sources, we can 
adapt existing models for how modes affect survey errors, including 
participation decisions, to both coverage and sample selection. Fig-
ure 1 shows a set of characteristics that my collaborators and I have 
examined as predictors of both mode and device decisions related to 
participation in probability-based surveys (Olson, Smyth, and Wood 
2012; Smyth, Olson, and Millar 2014; Olson and Smyth 2018). They 
provide a useful categorization of the multiple influences that may 
jointly affect these three stages that drive errors of nonrepresenta-
tion, including having and using internet access, deciding to enroll in 
a web panel, and ultimately participating in a survey request. When 
these influences work in the same direction, we are likely to see the 
compounding error structure for which Tourangeau argues. 
Figure 1 summarizes the various influences on coverage, selec-
tion, and participation in web surveys. Starting with the black oval at 
the top of figure 1, being familiar with and having access to the me-
dium of interest—be it internet access at home or, more recently, a 
smartphone—affects one’s ability to be part of the internet popula-
tion (Couper 2000). This is the easiest error source to conceptually 
identify the items that are the most likely to be affected; is the esti-
mate related to whether an individual has internet access or is the 
estimate related to knowing how to use the internet if they do have 
access to it? Characteristics that are strongly predictive of media fa-
miliarity and access are obvious indicators of having different types 
of media such as internet access or a smartphone for internet access, 
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in addition to characteristics related to socioeconomic status such as 
income and potential usage characteristics such as age.  
For example, Sterrett, Malato, Benz, Tompson, and English (2017) 
examine changes in internet access overall from 2006 to 2014 us-
ing the General Social Survey (GSS). According to the Sterrett et al.’s 
(2017) analysis of the GSS, internet coverage in the United States over-
all has increased over this time frame, from 69 percent to 86 percent 
of the US adult population; and simultaneously, differences on a va-
riety of demographic characteristics between the covered and non-
covered population has decreased, notably parity gains on education, 
income, and race distributions. Discrepancies still remain, however, 
as Tourangeau mentions. Recent data from the Pew Research Center 
(2018) show that 97 percent or higher of adults aged 18 to 49, college 
graduates, or individuals with a household income at $75,000 or above 
have internet access and a cell phone, and over 90 percent of these 
groups have a smartphone, compared with only 66 percent of adults 
age 65 and older. This also includes close correlates of access and fa-
miliarity, such as sex, in which men spend more time on a variety of 
internet activities, and race, in which black and Hispanic adults are 
much more likely to get online using their smartphone than having 
broadband internet access at home, according to Pew (see also Couper, 
Figure 1. Potential Predictors of Coverage, Panel Enrollment, and Survey Partici-
pation in Web Surveys.   
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Gremel, Axinn, Guyer, Wagner, et al. 2018). Web surveys based only 
on smartphone access, however, may have other decisions related to 
having a smartphone to access the internet compared with having in-
ternet access at home more generally (e.g., Antoun, Conrad, Couper, 
and West 2018). 
The second black oval represents the decision to enroll in a panel, 
either in a probability- or a nonprobability-based web panel. The dia-
gram identifies multiple features that likely influence these decisions. 
Unfortunately, good empirical data on who joins the wide variety of 
nonprobability web panels that exist are sparse and generally consid-
ered proprietary (Baker, Blumberg, Brick, Couper, Courtright, et al. 
2010), and differences across nonprobability web panel vendors are 
vast (Kennedy, Mercer, Keeter, Hatley, McGeeney, et al. 2016). As such, 
our insights into nonprobability web panel self-selection mechanisms 
(along with company panel maintenance and refreshment decisions) 
are limited. However, we can speculate on a variety of influences for 
panel participation. First, factors in an individual deciding to join a 
web panel include having any access to the internet, having familiar-
ity with the media and possibly even familiarity with surveys them-
selves, and having regular access to it. We can speculate that one is 
unlikely to want to be part of a web panel if there is not easy access 
to the internet at home or at work. Tourangeau mentions individu-
als who have few external distractions or other responsibilities that 
keep an individual from being able to participate in the panel as po-
tential causes, concurrent with findings by Kennedy et al. (2016), who 
found that many online samples contained higher than expected rates 
of individuals who may have more discretionary time. There may be 
other influences, including being comfortable disclosing information 
in a self-administered format, feeling that the panel has sufficient 
confidentiality protections, or in general, having limited privacy con-
cerns. Furthermore, being comfortable processing visual material, as 
the web is a visual mode, being literate, and having sufficient cogni-
tive ability to process the survey requests (e.g., more highly educated 
in nonprobability samples; Malhotra and Krosnick 2007; Yeager et al. 
2011), and, in general, preferring to take surveys or engage in tasks 
online (Kennedy et al. [2016] found higher rates of volunteerism and 
civic engagement on web panels) may also be predictive of selecting 
into a web panel. 
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The third black oval identifies the influences that also affect par-
ticipation decisions in a particular mode. These influences are likely 
also modified by perceived legitimacy of the survey request, interme-
diate experiences that the respondent had as part of the panel itself, 
and any other survey design-related factors that are at play. For in-
stance, it is a common finding that members of both nonprobability 
and probability-based web panels are members of multiple web pan-
els and have participated in many previous surveys, suggesting that 
participation decisions are a function of previous panel experiences 
(e.g., Baker et al. 2010). 
How does the confluence of these various factors influence the co-
variance between the propensity to be measured (P) and the survey 
variable (Y)? The covariance between P and Y is likely to be strongest 
when there are strong associations between an auxiliary variable and 
P and Y (Little and Vartivarian 2005; Kreuter, Olson, Wagner, Yan, Ez-
zati-Rice et al. 2010). Thus, each of these sets of characteristics pre-
sented in figure 1 can be used to identify proxy measures for the larger 
constructs underlying them and anticipate associations with other re-
lated variables. For instance, employment status is a commonly used 
measure of external distractions, but it is also tightly correlated with 
income. Thus, as Tourangeau argues, one may be less likely to be part 
of a web panel if you are employed, but you may be more likely to have 
internet access because of higher income. As such, these various joint 
influences may counteract each other. 
How multiple influences on P affect the correlation between P and 
Y depends on the direction and strength of the association between 
these characteristics, propensity, and the survey variable of inter-
est. In simulation work that Kreuter and Olson (2011) did on survey 
nonresponse, they found that when there are two variables (Z1 and 
Z2) that influence both the propensity to respond (P) and the survey 
variable (Y), the direction and magnitude of the association between 
these variables, response propensity, and the survey variables matter 
for both nonresponse bias of the unadjusted estimate and the efficacy 
of weights that are created using either or both of these variables. In 
particular, “the implications for bias and mean square error of ad-
justed respondent means are substantially different when the pre-
dictors have relationships of the same directions compared to when 
they have opposite directions with either propensity or the survey 
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variables” (Kreuter and Olson 2011, p. 326). Thus, for errors to cu-
mulate over multiple error sources, the association among the causal 
influence and propensity and the survey variables of interest must 
be reinforcing (i.e., in the same direction). As examples, Antoun et 
al. (2018) saw this reinforcing effects in a smartphone-based survey; 
Bosnjak, Haas, Galesic, Kaczmirek, Bandilla, et al. (2013) also saw re-
inforcing effects across coverage and nonresponse in a probability-
based web panel for some characteristics (e.g., education), but not in 
others (e.g., age, personality traits). 
We may be able to use these offsetting influences to our advantage. 
For instance, Olson and Smyth (2017) examined whether adding an 
explicit question to the cover of a mail survey would improve the ac-
curacy of within-household selection procedures. We anticipated that 
the explicit question may depress response rates to the extent that 
household reporters tend not to follow the instructions and hand the 
survey to the correct respondent. This is what we found: there was a 
marginally lower response rate among those cases that had the ver-
ification question. However, this yielded a better sample; the condi-
tion with the verification question was closer to national benchmark 
estimates on a variety of demographic and socioeconomic questions, 
and more accurate selection of respondents within the household, both 
overall and in households with more than two adults where the selec-
tion can go wrong. Tourangeau, Kreuter, and Eckman (2012) found a 
similar tradeoff between nonresponse and complete information for 
selection within a household in a telephone survey. 
Thus, offsetting errors can work in our favor. It may be that there 
are estimates for which these offsetting influences are at play across 
error sources in nonprobability web surveys; thinking causally about 
the joint influences and what may be positively or negatively associ-
ated is very important for understanding exactly when the covariance 
between P and Y overall is greater than that at each stage. 
3. Case two: Nonresponse and measurement errors 
Let us now turn to case two. Tourangeau summarizes Olson (2013) 
on the relationship between nonresponse and measurement er-
rors. There is a clear association between the propensity to be a unit 
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nonrespondent and to fail to answer survey questions, but there is 
less of a clear relationship between unit nonresponse and other indi-
cators of measurement error. 
I appreciate the work that Tourangeau and his colleagues have done 
on socially desirable characteristics, nonresponse, and measurement 
error (e.g., Groves, Couper, Presser, Singer, Tourangeau, et al. 2006; 
Tourangeau, Groves, Kennedy, and Yan 2009; Fricker and Tourangeau 
2010; Tourangeau, Groves, and Redline 2010). In some ways, this is 
the low hanging fruit, as are indicators of media familiarity and access 
for compounding errors in web surveys. Why might this be the case? 
As shown in Figure 2, for some socially desirable characteristics, 
there is a clear link among the true value of the Y variable we are in-
terested in, measurement errors in those reports (e), and survey par-
ticipation (P). True nonvoters are less likely to participate in surveys, 
but when they do, they are less likely to accurately report that they did 
not vote (Tourangeau et al. 2010). Poor students are less likely to par-
ticipate in surveys, but when they do, they are less likely to accurately 
report on their grades (Olson 2007; Sakshaug, Yan, and Tourangeau 
2010). Similarly, Peytchev, Peytcheva, and Groves (2010) found that 
low response propensity respondents to the National Survey of Family 
Growth (NSFG) had the largest measurement errors in their report-
ing of ever having an abortion when comparing reports with inter-
viewers with their reports in an audio computer-assisted self-inter-
viewing (ACASI) system.  
Figure 2. Conceptual Model for Relationship between Nonresponse and Measure-
ment Error for Socially Desirable Characteristics.  
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It would be interesting to look at other characteristics considered to 
be socially desirable or undesirable and the ways in which those ques-
tions are asked. For instance, Abraham, Helms, and Presser (2009) 
have shown that volunteers are more likely to participate than nonvol-
unteers in the American Time Use Survey (ATUS). But they argue that 
the measurement of volunteering in the ATUS is relatively free from 
social desirability bias, given the time diary in which the ATUS data 
are collected. Thus, it appears that the extent to which nonresponse 
and measurement errors are related or compounding for socially de-
sirable characteristics is specific to question wording or the measure-
ment stimulus—something that is generally overlooked. 
Tourangeau describes a variety of other theoretical models for the 
relationship between nonresponse and measurement error, as out-
lined in Olson (2013). We can organize these other theoretical mod-
els for the relationship between nonresponse and measurement error 
into these diagrams, as shown in Figure 3.  
For instance, as shown in panel A of figure 3, it is plausible that 
there is a measure Z that predicts both the propensity to respondent 
and measurement error that is separate from the true value of the sur-
vey variable itself. This may be the latent trait of cooperation, as so 
commonly posited. It is possible that this common cause between P 
Figure 3. Conceptual Model for Relationship between Nonresponse and Measure-
ment Error for Other Influences.   
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and e is what is driving the clear and consistent relationship between 
unit and item nonresponse. For other measurement error outcomes, 
this set of common cause characteristics would lead to an association 
between propensity and measurement error, although the degree to 
which they affect the observed Y depends on the strength of the ar-
rows between P and e, e and y, and P and Y. The respondent charac-
teristics, research importance, and topic interest models fall into this 
diagram. For instance, one may be interested in the topic of the sur-
vey, and it may cause participation in a survey; there is plenty of ev-
idence that shows that this occurs (e.g., Groves, Presser, and Dipko 
2004; Groves et al. 2006;). Seeing the topic of the survey may also 
prime the respondent to overreport interest in this topic. It is plausi-
ble that this common cause of topic interest is what leads to the higher 
reports of birding even among birders themselves in the birders ver-
sus mall design experiment (Groves et al. 2006).  
The other theoretical models linking nonresponse and measure-
ment error displayed in panel B of figure 3 provide an even more dis-
tant connection between the causes of propensity and the causes of 
measurement error. In these models, there is something (ZP) that in-
fluences the act of participation, and this ZP also affects something that 
affects how people answer questions (Ze). For instance, getting a lot 
of survey follow-up attempts may be a ZP that creates a feeling of hos-
tility in respondents; the Ze causes them to provide less accurate data. 
This more distant collection of influences then will have more dif-
fuse effects on the joint relationship between nonresponse and mea-
surement errors, depending on the set of ZPs and Zes. With all of the 
conceptual models that exist, summarizing these models more suc-
cinctly will help us think more globally about nonresponse and mea-
surement error. 
There is still a lot that we do not know about why it is so hard to 
consistently find a link between nonresponse and measurement error. 
Does the link depend on the mode of data collection? Does the way in 
which error sources are linked vary across subgroups? Kreuter, Mül-
ler, and Trappmann (2010) provided evidence of variation in nonre-
sponse and measurement error relationships across subgroups when 
looking at administrative data on welfare benefit receipt in Germany. 
How dependent is the link between these error sources on how ques-
tions themselves are constructed? Does an association depend on what 
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exactly the respondent is told during recruitment? There are many 
other ways that we can think about these error sources together. 
One other instance that Tourangeau did not mention, where we see 
joint relationships between errors, is something that I call masquer-
ading errors. Here, we have errors that we can observe as one form of 
error, but they are actually hiding a second form of error. The exam-
ple that is most salient here is that of interviewer-related variance. It 
is well established that interviewers have a clustering effect on sur-
vey estimates, reducing the precision of estimates and increasing their 
standard errors. In work by West, Kreuter, and Jaenichen (2013) and 
West and Olson (2010), it is clear that these interviewer variance ef-
fects are sometimes due to nonresponse, sometimes due to measure-
ment error, and sometimes due to both. This is especially true for a 
respondent’s age and age-related variables; different interviewers re-
cruit respondents of different ages, but it manifests as what would 
look like a measurement error on age in our traditional models. Thus, 
nonresponse error is masquerading as measurement error. 
4. Conclusion 
Tourangeau’s article provides an excellent overview of what we know 
about these multiple error sources. In sum, survey errors are not inde-
pendent. They may compound each other, they may offset each other, 
they may be associated with one another, and they may hide one er-
ror as looking like a separate one. There is clearly more work to be 
done to understand how the different components of the Total Sur-
vey Error framework push and pull one other and ultimately affect 
our survey estimates. 
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